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Abstract
Perturbative quantum chromodynamics (QCD) ceases to be applicable
at low interaction energies due to the rapid increase of the strong
coupling. In that limit, the non-perturbative regime determines the
properties of quarks and gluons (partons) in terms of parton distribu-
tion functions (PDFs) or nuclear PDFs, based on whether they are con-
fined within nucleons or nuclei respectively. Related non-perturbative
dynamics describe the hadronisation of partons into hadrons and are
encoded by the fragmentation functions (FFs). This thesis focuses
on the detailed study of PDFs in protons and nuclei as well as the
charged pions FFs by means of a statistical framework based on ma-
chine learning algorithms. The key ingredients are the Monte Carlo
method for error propagation as well as artificial neural networks that
act as universal unbiased interpolators. The main topics addressed are
the inference of proton PDFs with theoretical uncertainties and the im-
pact on the gluon PDF from dijet cross sections; a global determination
of nuclear PDFs exploiting the constraints from proton-lead collisions
at the LHC and using for the first time NNLO calculations; a new deter-
mination of FFs from single-inclusive annihilation and semi-inclusive
deep-inelastic scattering data; and a quantitative assessment of the
impact of future colliders such as the High-Luminosity LHC and the




1 Probing hadrons 1
1.1 Elastic scattering off hadrons . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Leading-order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Beyond leading-order and renormalisation . . . . . . . . . . . . . 5
1.2 Deep-inelastic scattering off hadrons . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Kinematics and cross section . . . . . . . . . . . . . . . . . . . . . 10
1.2.2 Parton model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Hadronic structure 15
2.1 Quantum chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 QCD Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.2 DGLAP evolution equations . . . . . . . . . . . . . . . . . . . . . 18
2.2 Deep-inelastic scattering structure functions . . . . . . . . . . . . . . . . 22
2.2.1 Factorisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Treatment of heavy quarks . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Beyond parton distribution functions . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Collinear fragmentation . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Nuclear modification . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.3 Physical constraints . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 Beyond deep-inelastic scattering . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 Relevant processes . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.2 NNLO QCD corrections . . . . . . . . . . . . . . . . . . . . . . . . 41
3 Statistical tools 43
3.1 Data uncertainties in high energy physics . . . . . . . . . . . . . . . . . . 44
3.2 Uncertainty propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.1 Likelihood function . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.2 Monte Carlo method . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.3 Hessian method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Machine Learning for non-perturbative QCD . . . . . . . . . . . . . . . . 59
3.3.1 Neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3.2 Minimisation algorithms . . . . . . . . . . . . . . . . . . . . . . . 66
vi
Contents vii
4 Proton parton distribution functions 71
4.1 NNPDF3.1 framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.1 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.2 Parameterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.1.3 Fast evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.1 Theory uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.2 Single jet and dijet production . . . . . . . . . . . . . . . . . . . . 86
5 Nuclear PDFs from lepton-nucleus scattering 93
5.1 nNNPDF1.0 framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.1.1 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.2 Parameterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.1.3 Free proton baseline . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.1.4 Minimisation strategy . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.1 Inference quality . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.2 The nNNPDF1.0 determination . . . . . . . . . . . . . . . . . . . . 118
6 Nuclear PDFs from proton-nucleus scattering 129
6.1 nNNPDF2.0 framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.1.1 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.1.2 Updates relative to nNNPDF1.0 . . . . . . . . . . . . . . . . . . . . 136
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2.1 Inference quality . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2.2 The nNNPDF2.0 determination . . . . . . . . . . . . . . . . . . . . 149
6.2.3 Comparison with EPPS16 and nCTEQ15 . . . . . . . . . . . . . . . 157
6.2.4 The momentum and valence integrals in nuclei . . . . . . . . . . 162
7 Towards nuclear PDFs with NNLO QCD corrections 167
7.1 nNNPDF3.0 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.1.1 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . 168
7.1.2 Updates relative to nNNPDF2.0 . . . . . . . . . . . . . . . . . . . . 169
7.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
7.2.1 CMS dijet production in 5 TeV pPb . . . . . . . . . . . . . . . . . 174
7.2.2 CMS Z-boson production in 5 TeV pPb . . . . . . . . . . . . . . . 179
viii Contents
8 Pion fragmentation functions 185
8.1 MAPFF1.0 framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
8.1.1 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . 186
8.1.2 Theoretical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
8.1.3 Parameterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
8.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
8.2.1 Inference quality . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
8.2.2 The MAPFF1.0 determination . . . . . . . . . . . . . . . . . . . . . 199
8.2.3 Impact of the data . . . . . . . . . . . . . . . . . . . . . . . . . . 202
9 Impact of future colliders 207
9.1 Proton PDFs for the future Large Hadron Collider . . . . . . . . . . . . . 207
9.1.1 High Luminosity Large Hadron Collider . . . . . . . . . . . . . . . 208
9.1.2 Large Hadron Electron Collider . . . . . . . . . . . . . . . . . . . 215
9.2 Nuclear PDFs for the future Large Hadron Collider . . . . . . . . . . . . 219
9.3 Proton and nuclear PDFs for the Electron-Ion Collider . . . . . . . . . . . 224
Summary 237
A Methodology elements and cross-checks 243
A.1 Methodological studies in nNNPDF1.0 . . . . . . . . . . . . . . . . . . . . 243
A.2 Preprocessing exponents in nNNPDF2.0 . . . . . . . . . . . . . . . . . . . 245
A.3 Cross section positivity constraint . . . . . . . . . . . . . . . . . . . . . . 249
A.4 Comparison between nNNPDF2.0 and nNNPDF1.0 . . . . . . . . . . . . . . 254




Beauty is truth, truth beauty – that is all ye know on earth, and all ye need to know.
x — John Keats in “Ode on a Grecian Urn”
The dissonance between Reductionism, advocating that all properties of a phe-
nomenon can be explained in terms of its constituents and their interactions, and
Antireductionism remains relevant in many open physics questions today. What are the
most fundamental building blocks of matter? Is there only one or many irreducible
entities at the heart of all building blocks? In fact, one of the most famous proponents
of Antireductionism in the 20th century, Popper, classified phenomena into two types:
"clock" phenomena with a mechanical underlying basis and "cloud" phenomena which
are indivisible (or fundamental) [1]. This contrast highlights – perhaps – the human
tendency to seek the simplest and most fundamental explanations possible to natural
phenomena while constantly doubting their validity. It also hints – perhaps – to an
inherently simple (and yet layered) nature – or as Keats and Dirac [2] would prefer to
call it beautiful – that we persistently seek to unfold and comprehend.
Historical context – One of the earliest signs of Reductionism in physics surfaced
with Thales, around the 7th century BC, who hypothesized that the universe was made
out of water, being the fundamental substance of which all others were composed [3].
Around a century later, Democritus proposed that all matter was composed of physically,
but not geometrically, indivisible small particles called atoms.
Democritus’ atoms were revived by Dalton, around 1800, who performed many
experiments studying the pressure of gases and defined atoms as tiny solid particles
of matter [4, 5]. Then, the periodic table [6] was published in 1869 by Mendeleev,
listing the chemical elements in rows or columns in order of their relative atomic
mass. In the nineteenth century, Prout, based on his observation that the elements’
masses appeared to be integer multiples of the hydrogen atomic weight, proposed
that all atoms are composed of hydrogen atoms [7, 8]. Prout hypothesized that the
hydrogen atom was the most fundamental object and that all other elements were
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actually groupings of many hydrogen atoms. Indeed in the early twentieth century,
aligned with Prout’s hypothesis, Rutherford discovered the proton and hinted for the
neutron while proving that the hydrogen nucleus is present in other nuclei [9]. That
resulted from the well-known gold foil experiment in which Rutherford proved that
some Helium particles emitted by a radioactive element, elastically deflected from the
foil instead of going through. The discovery of the neutron as a neutrally charged
particle, distinct from the proton came later in 1932 with Chadwick [10]. To explain
their binding in the atomic nucleus, Hideki Yukawa proposed a model of interaction
to describe the nuclear force between nucleons (proton and neutrons) mediated by
pions [11–13].
Evolution of quantum chromodynamics – For decades after, the nucleons were
considered as elementary (structureless) particles, until the discovery made by Stern
and Frisch in 1933 [14], then Alvarez and Bloch in 1939 [15, 16], proving that the
anomalous magnetic moment of the proton and neutrons were different from that
of point-particles, like electrons. During the 1950s, the first electron-nucleon elastic
scattering experiments were performed by Hofstadter with electron beams having
energy of the order of MeV [17]. These experiments were able to reveal the internal
charge distribution of the nucleon supporting the conclusions drawn by the anomalous
magnetic moment measurements and hinting strongly to a point-like substructure of
the nucleon.
In 1964, Gell-Mann [18] and Zweig [19] proposed the quarks as elementary particles
constituents of the variety of observed mesons (particles composed of an equal number
of quarks and antiquarks) and baryons (particles containing at least three quarks).
Only couple of years later the Stanford Linear Accelerator experiments [20] measured
deep-inelastic electron-nucleon scattering [21] covering electron energies ranging from
7 to 17 GeV. These experiments were of vital importance as they presented for the first
time the proof of the nucleon compositeness. Moreover, the cross section measurements
exhibited the feature of Bjorken scaling [22], which strongly suggested that the quarks
within the nucleon behaved almost as collections of point-like constituents when probed
at high energies. Furthermore, the data obeyed the Callan and Gross relation [23],
which identified the quarks as fermions (spin-1/2 particles). These observations led
Feynman to propose the parton model [24,25] of point-like fermions composing the
nucleon that act as almost-free particles when probed at high energies in the deep-
inelastic scattering process.
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In order to explain the quarks confinement by gluon exchange inside hadrons
(mesons and baryons), the state of the art quantum field theory of strong interac-
tions, quantum chromodynamics or QCD, was developed over many years. In 1965,
Nambu [26] proposed a Yang-Mills theory based on colour, a new three-valued charge
degree of freedom quarks have. Two years later, the formalism needed for the quantisa-
tion of the theory was developed by Faddeev and Popov [27]. The renormalisation of
massless Yang-Mills theories was proven by ’t Hooft in 1971 [28] and QCD as the theory
of strong interactions was proposed by Fritzsch, Gell-Mann and Leutwyler [29, 30].
In 1973, Gross, Wilczek [31] and Politzer [32] studied the running of the strong cou-
pling constant of colour octet Yang-Mills theory with colour triplet quarks and found
asymptotic freedom.
Aim of the thesis – The strong force, described by the theory of quantum chromody-
namics (QCD), manifests itself through the constant exchange of gluons between the
quarks. Gluons, like photons, are elementary massless particles that define the nature
of the force they carry. Gluons interact 137 stronger than photons at distances similar
to the size of the nucleus (∼ 10−15 m). The gluon interaction becomes even stronger for
larger distances and weaker for smaller ones, a feature called asymptotic freedom. This
property leads to the confinement of quarks and gluons (collectively called partons)
within a nucleon and is also responsible for the fact that a parton cannot be measured
or observed as a free particle. In fact whenever a parton gets knocked out of a nucleon,
it instantly starts to fragment into other partons until it hadronises, forming a new
hadron (a bound state of 2 or more quarks).
Knocking a parton out of a hadron requires a highly energetic kick, which is usually
achieved by colliding it with another particle in experiments. An accelerated electron
for instance, upon collision, exchanges a virtual photon with the hadron and one of
two scenarios could occur. If the electrons acquire enough energy (typically more than
the hadron’s rest energy), then the emitted virtual photon would have a very short
wavelength and thus the ability to probe smaller distances than the size of the hadron.
This scenario is called deep-inelastic scattering (DIS), whereby the interaction happens
between the virtual photon and a parton within the hadron. The struck parton acquires
enough transferred energy resulting in a shattered hadron. The other scenario is the
elastic scattering, wherein an electron’s energy is not enough to probe the substructure
of the hadron, it rather interacts with the whole hadron as a coherent-state particle
that remains intact after the photon exchange.
xii
DIS, among other processes, provides us with a channel to probe the internal
structure of hadrons and understand the partonic dynamics within. However, the nature
of the strong force makes it only possible to calculate QCD predictions at interaction
energy scales (photon energy in our example) much higher than the characteristic scale
of partons confinement called QCD scale (∼ 200 MeV). At such high energy scales, the
partons are probed almost as if they were free and sharing the nucleon’s momentum
among them. That being said, the non-perturbative low energy scale dynamics, in
particular the partons’ momentum distribution, could be encoded in the so-called parton
distribution functions (PDFs) that are partly constrained by QCD and partly inferred
from experimental data. This is facilitated by theorems and properties of QCD that
allow the separation of non-perturbative dynamics from perturbative calculable ones
as well as predicts their dependence on the energy scale. The partonic debris of DIS
instantly fragments and turn into hadrons through a non-perturbative process called
hadronisation that in turn is encoded by the so-called fragmentation functions (FFs).
The partons distribution within nucleons bound in a nucleus is found to be signifi-
cantly different than that of a free nucleon. This is ascribed to nuclear effects manifested
by the interaction between the nucleons or their constituents, which are also considered
to be non-perturbative effects. In order to incorporate these effects into the perturbative
QCD framework, they were encoded in the so-called nuclear PDFs (nPDFs) describing
the PDFs of bound nucleons in nuclei, thus the modified counter-part of a free nucleon
PDF. To this day, there is no rigorous theoretical explanation of the origin of these
nuclear effects. Moreover, the fact that they significantly modify the partons momentum
distribution even at energy scales (∼ GeV) much higher than the nuclear binding effects
scales (∼ MeV) remains counter-intuitive.
In this thesis, I mainly study these non-perturbative dynamics and I will present my
work on analysing the fragmentation of partons into hadrons as well as their distribution
inside nucleons (free proton and neutron) and nuclei (bound states of protons and
neutrons). In fact, the latter (distribution of partons in nuclei) is the main focus of
my work. However, as I will try to show, these parton dynamics, be it fragmentation
or distribution, inside nucleons or nuclei, are tightly connected and their analysis is a
daunting task requiring cutting edge technologies and statistical methods. In this thesis,
the principal and common tool used is the Artificial Neural Networks (ANNs or NNs)
which is perhaps one of the most famous machine learning algorithms. What makes
NNs a suitable tool in describing non-perturbative dynamics of QCD is their remarkable
feature of being able to approximate any continuous function for inputs within a specific
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range. This feature is a direct implication of the Universal Approximation Theorem [33]
that is relied upon to decipher the theoretically indeterminable substructure of hadrons
(nucleons and nuclei).
Outline of the thesis – Chapter 1 is introductory and mainly based on Refs. [34,35].
I introduce the elastic and inelastic scattering processes in the context of the theory
quantum electrodynamics (QED). I discuss first the disagreement between the elastic
scattering cross sections and the high-energy scattering measurements at leading-order.
I then introduce next-to-leading corrections and renormalisation emphasizing on the
nucleon’s anomalous magnetic moment, the running of the QED coupling constant and
the renormalisation group equation. Afterwards, I discuss the deep-inelastic scattering
(DIS) in the context of the parton model and highlight its main features like the Bjorken-
scaling and the Callan-Gross relation. With this, I set up the basics to introduce the
theory of QCD.
Chapter 2 contains most of the theoretical elements upon which my work is based
on, that is the theory of QCD. I start by discussing the origin of the theory, the QCD
Lagrangian and the strong coupling constant. Then, I supplement the parton model with
QCD radiative corrections and discuss the DGLAP evolution equations, factorisation
and the definition of parton distribution functions (PDFs). I reconsider then the
factorised expressions of the DIS cross section and the treatment of heavy quarks effects.
Subsequently, on one hand, I introduce the main theoretical aspects behind parton
fragmentation into hadrons that is encoded in fragmentation functions (FFs). On the
other hand, I review the nuclear effects on the distribution of partons in a nucleon
bound within a nuclei, which is encoded in nuclear PDFs (nPDFs). Finally, I summarise
the physical constraints on these non-perturbative objects as well as the kinematics and
the cross section factorised expressions of all scattering processes that are considered
in my work.
Chapter 3 contains all the statistical elements upon which my work is based on
and a review of my neural network analytical derivatives C++ library [36]. I start by
discussing how the data uncertainties are provided by experimentalists in high-energy
physics. Then, I introduce the main elements of Bayesian inference by examining the
likelihood function, the gaussian assumption, the Monte Carlo and Hessian methods. I
finally discuss neural networks and minimisation algorithms together with their main
features and pitfalls.
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Chapter 4 is an overview of all my contributions to the NNPDF framework, dedicated
for global determinations of proton PDFs parameterised in terms of a neural network.
That covers my work on including missing higher order calculations as theoretical
uncertainties in the NNPDF global analysis [37,38] as well as the systematic study of
single inclusive jet and dijet measurements in the NNPDF global analysis [39].
Chapter 5, 6 and 7 are the summary of all my work on a framework that I lead its
development: nNNPDF, dedicated for global determinations of nuclear PDFs parame-
terised in terms of a neural network. That covers the first nNNPDF1.0 release of nPDF
sets (Chapter 5) based solely on lepton-nucleus neutral current DIS scattering and the
framework proof-of-concept [40,41], as well as the second nNNPDF2.0 release (Chap-
ter 6) based on neutral and charged current lepton-nucleus DIS as well as gauge boson
production from proton-lead collisions from the LHC [42]. Finally, I discuss my results
achieved to date related to the third nNNPDF3.0 release (Chapter 7) that will be based
on data that mostly constrains the gluon nPDF and performed at next-to-next-to-leading
order (NNLO) accuracy in perturbative QCD.
Chapter 8 is the result of my work within the MAPFF framework, on the recent
determination of unpolarised charged-pion fragmentation functions (FFs) from a set
of single-inclusive electron-positron annihilation and lepton-nucleon semi-inclusive
deep-inelastic-scattering data. FFs are parametrised in terms of a neural network and
fitted to data exploiting the knowledge of the analytic derivative of the NN itself w.r.t. its
free parameters. This analysis is performed at next-to-leading order (NLO) accuracy in
perturbative QCD [43].
Chapter 9 is an overview of all the impact studies I contributed to. This includes the
impact of future colliders like the High Luminosity Large Hadron Collider [44–46] and
Large Hadron electron Collider [47] on proton PDFs. As well as, the impact of isolated
photon and inclusive hadron production at the LHC in heavy-ion collisions [42] on
nuclear PDFs. Finally, I dedicate a detailed section to discuss the impact of the Electron
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The derivations presented in this chapter are based on Refs. [34,35]
Introduction – The electromagnetic visible spectrum lies at energies between 1.12
eV (near-infrared) and 4 eV (ultraviolet) [51]. This amounts to a wavelength range of
[310, 1100] nm, far too large to resolve even one of the heaviest nuclei such as lead
(208Pb) whose average radius is of the order of:
Radius(208Pb) ' r0A1/3 ' 7.4× 10−15 m Visible limit ' 3.1× 10−11 m
with r0 ∼ 1.25× 10−15 m the average radius of a nucleon and A the nuclei atomic mass.
This fm-level domain is governed by relativistic quantum mechanics, thus requires
a set of sophisticated apparatus to be able to detect particle interactions and resolve
their structure. For instance, a minimum photon energy of roughly 0.16 GeV is required
to interact with the internal structure of a lead nucleus. One of the ways possible to
attain such photonic energies and higher is by using highly energetic leptons targeted
at a lead nucleus. A lepton scatters off the nucleus by emitting a highly energetic
photon whose energy is measurable from that of the lepton before and after scattering.
In general, photons are not the only probes that could be used, others include the
rest of the electroweak bosons (Z-boson and W-boson) as well as partons in case of
hadron-hadron collisions.
Some of the earliest particle detectors were the cloud chambers [52] that were
used for visualising traces of energetic charged particles interacting with a certain
gas mixture by ionising it. This apparatus helped discovering particles such as the
positron [53] and the muon [54]. Nowadays however, probe-oriented or collider
experiments such as the Large Hadron Collider (see Chapter 4) are mostly used for
studying the properties of the Standard Model and the hadronic substructure among
other topics. Such experiments are able to achieve very high collision energies (∼ TeV)
and luminosities. Moreover, they rely on accurate and advanced electronic detector
technologies such as cutting-edge tracking detectors, calorimeters and muon detectors,
1
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recording systematically enormous amount of events statistics to ensure best possible
data precision (see Chapter 3).
Outline – In this chapter, the focus is on the elastic and inelastic scattering process of
nucleons and their historic contribution to the understanding of the hadronic structure.
For that reason, I have divided the sections according to the gradual and historical
understanding of this topic that happens to largely overlap with the logical steps to
build the theory of quantum chromodynamics (QCD). In Sect. 1.1, I start with the
theoretical aspects of lepton-nucleon elastic scattering (order of MeV) and discuss its
limitations in explaining the hadronic structure. In Sect. 1.2, I introduce the theory of
lepton-nucleon deep-inelastic scattering (order of GeV) and the parton model by which
I set up the introduction to the theory of the strong interactions, QCD.
1.1. Elastic scattering off hadrons
In this section I focus on the elastic scattering process. In Sect. 1.1.1, I will summarise
the results of the electron-nucleon elastic scattering at leading order (LO) in QED,
discussing the cross section expressions (Mott’s and Rutherford’s) in different energy
regimes. In Sect. 1.1.2, I discuss the next-to-leading (NLO) order QED corrections that
give rise to the anomalous magnetic moment through form factors and how this is
considered the QED accuracy test. Then, I will briefly introduce renormalisation for
the first time by focusing on the divergent NLO vacuum polarisation contribution and
deduce the renormalisation group equation. I will highlight the running-type of the
QED coupling constant to draw later a comparison with that of QCD. I will end this
section by discussing the NLO cross section at high energies given by the Rosenbluth
expression and its implications.
1.1.1. Leading-order
Elastic scattering is the dominant lepton-hadron scattering process if a lepton has an
energy E much lower than the mass mA of a hadron A (E  mA). From the lepton’s
“perspective”, at low energies, the hadron is a solid and coherent object that is difficult
to resolve. All the lepton can be sensitive to, is the hadron’s macroscopic properties,
such as its size, electric and magnetic moments. Except for their masses, the use of any
lepton is totally equivalent to derive the scattering cross section, I will therefore discuss
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only the scattering of electrons. At the lowest order in perturbation theory (leading
















expressed in terms of the Dirac spinors u(k) and ū(k) describing the incoming and
outgoing electron (similar for the hadron A) and based on the QED Feynman rules. We
can re-express the four-vector momenta using the following Mandelstam variables:
s = (k + p)2, t = (k − k′)2, u = (k − p′)2
In order to calculate the cross section of this process, we first square the matrix-element
M. Then we assume that we do not know the polarisation of the initial states nor
that we measure that of the final states, we therefore consider the case of repeating















The cross section in the centre-of-mass (CM) frame for two incoming and outgoing











2 with: dΩ = sin θdθdφ (1.2)
where ECM is the CM energy of the collision, θ is the scattering angle between the
incoming and outgoing electron and φ is the azimuthal angle from the beam-axis which
can be always made irrelevant by choosing a cylindrical symmetric reference frame.
To start, I consider the limit in which an electron has an energy E  mA →∞ but
with a finite mass me. The hadron is considered to have an infinite mass with no recoil.
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The four-momenta of the particles are therefore expressed in the CM frame as follows:
{
kµ = (E,k), pµ = (mA, 0), k
′µ = (E,k′), p′µ = (mA, 0)
}
(1.3)
k = |k| = |k′|, k · k′ = k2 cos θ, q2 = 0 (on-shell), Θ = α
2
(1− cos θ)2
Substituting these kinematics in Eq. (1.1) and Eq. (1.2) I distinguish between the
following two ascending energy regimes:































where the Mott expression Eq. (1.5) includes relativistic corrections to Rutherford’s
expression Eq. (1.4). Both of which describe the electron elastic scattering off a
point-like hadron A at low-energies.
Let us now consider the high energy regime (E  me) where the nucleon in the
final state cannot be assumed to be at rest, i.e it has to recoil. The four-momenta of the
particles in a lab frame in which the initial state nucleon are expressed as:
{
kµ = (E,k), pµ = (mA,0), k
′µ = (E ′,k′), p′µ = kµ − k′µ + pµ
}
(1.6)
q2 = −2kµk′µ = −4E ′E sin2
θ
2
= −2mA(E − E ′), Θ =
α2
(1− cos θ)2
Similarly, with the right substitution of these kinematics in Eq. (1.1) and Eq. (1.2) the
cross section reads:






































While all of the above point-like expressions were able to describe the scattering
at low energies (∼ 5 MeV in Rutherford’s gold foil experiment [9]), they fail at higher
energies. This was first examined in the 1950s by a series of experiments initiated at
Stanford by Hofstadter [55–57]. One of the experiments [55] focused on the study
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of 125 MeV electron-nuclei scattering that showed clear deviation from the point-like
Mott expression Eq. (1.5). This did not came as a surprise as nuclei were expected
to be composed by protons and neutrons long before the 1950s. However, another
experiment [56,57] was based on 188 MeV electron-proton scattering data and showed
a similar incompatibility. This deviation provided a strong evidence that the proton is
not a point-like particle, rather has a finite size, which first led to the conclusion that
the proton must have a substructure. Interestingly, at even higher energies than those
considered by Hofstadter, the data seems to move towards an agreement with Eq. (1.8)
hinting to the presence of point-like constituents within the nucleon, now known
as quarks. This energy regime is the inelastic one, in which the incident electron’s
momentum is not conserved, transferring energy to the nucleon that end up shattering
as a result. This process will be discussed in Sect. 1.2.
1.1.2. Beyond leading-order and renormalisation
In this section, I consider the correction of the photon-nucleon vertex without
calculating it, only to draw some comparisons later when introducing the parton model,
where actually with minimal assumptions, scattering inelastically off nucleon seems
almost describable purely by QED. I discuss the divergences that come up the moment
one considers the next-to-leading order (NLO) in the perturbative expansion of the
scattering matrix. I finally introduce succinctly renormalisation in QED, then discuss
the notion of a renormalisable theory, which are crucial ingredients to introduce QCD.
Let us start by considering the full photon-nucleon vertex NLO corrections to
Eq. (1.8). In fact these will be valid to any fermion and therefore we will substitute the






















where the hashed blob is designated by Γµ, the sum of all spin-1/2 photon-fermion
vertices and loop corrections at any order in perturbation theory (showed only the NLO
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order) and where photon is considered as a propagator (not incoming) between the
fermion and a heavy target not shown in the diagram.
To start with, we note that Γµ = γµ at leading-order in α. Using Lorentz invariance



















with σµν = 2Sµν the spinor generator of Lorentz transformations. Ff1 and Ff2 are the
only unknown functions of q2 allowed by relativistic invariance called form factors,
where at the lowest-order Ff1 = 1 and Ff2 = 0 leads back to the leading-order vertex.
QED accuracy test – At NLO, the self-energy and vacuum polarisation diagrams in
Eq. (1.9) involve a correction to the fermion and photon propagators respectively. These
diagrams will result in divergent terms proportional to γµ, therefore contributing only
to Ff1 . However, the vertex correction is convergent at all orders and contributes solely
to Ff2 which in the limit q2 → 0 provides the most accurate test of QED:
Ff2 (q2 → 0) = |µf | − 1 = g
e
2mf








where µf and Sf are the spin magnetic and angular moment of the fermion f respec-
tively and g is their proportionality constant called g-factor. The prediction yielding
the anomalous magnetic moment of an electron and equivalently the fine-structure
constant agrees with the latest measurements within ten parts in a billion (10−8). How-
ever, the measurement of the nucleons anomalous magnetic moment in 1933 [14] and
1939 [15,16] turned out to be significantly different from that of point-particles, like
electrons. A further strong indication to the nucleons compositeness.
Renormalisation of the electric charge – Let us now consider vacuum polarisation,
which is of particular importance as it will result in the renormalisation of the electric
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iΠµν2 (q) = i(−q2gµν + qµqν)e2Π2(q2)
where Π2(q) is quadratically divergent and renders for instance the electron-proton
scattering cross section or the measurable corrected Coulomb potential in the non-
relativistic limit to diverge as well. The way to solve this problem in renormalisation
is to absorb this divergence in the non-observable electric charge that appears in the
Lagrangian (called bare charge e), by following roughly the following procedure:
1. Regularisation: introducing a new finite integral Π2(q2,Λ) which depends on a




which can be split into a divergent and a convergent part. the convergent part is
known as radiative correction.
2. Renormalisation: the divergent part can be combined with the leading-order
contribution and treated as a modification to the bare quantities that become
energy scale dependent.
3. Cut-off scale elimination: Taking the limit Λ→∞, the bare quantities become
singular and now the renormalised quantities are finite. We call a theory renor-
malisable if all divergences can be removed by renormalisation of a finite number
of couplings in the Lagrangian.
Performing these steps on the vacuum polarisation diagram, the divergence is fixed by
renormalising the electric charge or equivalently the coupling constant as follows:
αeff(−q2)




−q2m2e−→ αR − α2R(Π2(q2)− Π2(m2e)) + ...
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where αNLOeff (−q2) is the effective coupling that runs with the scale −q2, and αeff(−m2e) =
αR the renormalised coupling written in terms of α the bare coupling.
Finally, by resumming all the higher-order corrections that purely contain NLO loops




























where that last expression is called the running of the coupling in the leading logarithmic
resummation at next-to-leading order (NLO) accuracy in the QED perturbative expan-
sion. This expression implies that the electric coupling gets larger at shorter distances
(−q2  m2e) which is consistent with what we know about QED interactions. This
enlargement is slow as the coefficient in front of the logarithm is very small. However,







= 1, the higher order corrections become as big as the
LO contribution. This sets an upper limit on −q2, which defines the Landau pole of QED
ΛQED where perturbation theory ceases to be applicable.
Renormalisation group equation – Instead of starting the running of the coupling
constant from a reference value αeff(−q2 = m2e) = 1137 , we can parameterise it at an


























Any observable, denoted O, should be independent on how we perform renormalisation,
and that invariance could be expressed as
d
dµR
O = 0 where O is an observable and




























The sign of β(eeff) called also beta-function is very important, as it implies the nature of
the interaction in a theory. As argued after Eq. (1.14), the QED beta-function being
positive implies large coupling at short distances. A theory with a negative beta-function
implies that the coupling constant tends to zero at a logarithmic rate as −q2 increases.
Such theory is called asymptotically free and oppositely to QED, becomes perturbative
in the short-distance (−q2 →∞) limit.
Elastic scattering at NLO – Now we can rederive Eq. (1.8) with the vertex correction



























While this expression agrees well with the measured cross section of lepton-lepton
scattering (f = e, µ, τ), it deviates for the lepton-nucleons at high energies. In the next
Sect. 1.2, we discuss the dominant scattering process off nucleons at high energies,
the deep-inelastic scattering, whereby the form factors in Eq. (1.19) are replaced by
structure functions encoding the confined substructure of the proton governed by the
strong interactions.
1.2. Deep-inelastic scattering off hadrons
In this section, I discuss the dominant scattering process off hadrons at high energies,
the deep-inelastic scattering. In Sect. 1.2.1, I introduce the theory of unpolarised
electron deep-inelastic scattering (DIS) in terms of the general cross section expression
and kinematics. In Sect. 1.2.2, I discuss the parton model1. I then deduce the origin of
the Bjorken scaling [22] and its implications. Furthermore, I emphasize on the Callan
and Gross relation [23] that identified quarks as fermions. Most importantly, I introduce
the nucleon bare parton distribution functions (PDFs), the main topic of this thesis,
for the first time.
1By parton model we refer to a model prior to the development of QCD, agnostic to gluon radiation.
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1.2.1. Kinematics and cross section
DIS was first measured in 1969 by the Stanford Linear Accelerator (SLAC) ex-
periments [20] covering electron energies ranging from 7 to 17 GeV. At such high
center-of-mass energies (Deep), a hadron A breaks apart (Inelastic) and the dominant
scattering process becomes the so-called deep-inelastic scattering. That directly im-
plies a different vertex correction derivation where instead we have to consider the
photon-hadron-X vertex, with X is whatever the hadron can break apart into as in:















hν = e 〈X|jν(0)|A〉
(1.20)
where lµ is the electromagnetic current (in general, it could be any electroweak current)
and hν is the electromagnetic current jµ(0) sandwiched by the hadronic state A and
the final state X. In order to compute the amplitude of such process, we separate the
leptonic and hadronic parts by defining a leptonic tensor Lµν encoding the polarisation
of the electron and a hadronic tensor Wµν including the phase space of all final state






































µ − p · q
q2













and the final expression for W µν is the most general one, implied by the current
conservation:
∂µj









The kinematics are taken to be in the lab frame as defined in Eq. (1.6). However,
we will opt to use a set of Lorentz-invariant variables that are particularly suited for the
description of the Bjorken scaling feature that we will discuss in Sect. 1.2.2. A feature





= E − E ′ Lepton energy loss (1.25)
Q2 = −q2 > 0 Energy scale squared (1.26)
x =
Q2










W 2 = (p+ q)2 = m2p +Q
2 1− x
x
Mass squared of the final state X (1.29)
s = (k + p)2 =
Q2
xy
+m2p Center-of-mass energy squared (1.30)
Taking into account the newly introduced Lorentz-invariant kinematic variables, we































We note that Eq. (1.31) has the same form as the Rosenbluth formula Eq. (1.19) for
elastic scattering but with the quantities W1 and W2 encoding the hadronic structure
instead of elastic form factorsFf1 andFf2 that are purely electromagnetic. However, both
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of them are completely determined by measuring the energy and angular dependence
of the outgoing electron. A feature that makes the DIS process one of the most
experimentally accessible processes.
1.2.2. Parton model
Now we return to a statement we mentioned in Sect. 1.1.1, at very high energy,
the point-like scattering given by the expression Eq. (1.8) indicated the presence of
point-like constituents within the hadron. Based on this observation, the parton model
was developed by Feynman [24,25], assuming that some particles (possibly charged)
called partons2 within the hadron are very weakly interacting at high energy scales
Q2. Within this context, the electron scatters elastically off partons of mass mq inside a
hadron A which will allow us to constrain the quantities W1 and W2. This is illustrated



















We directly notice that the upper part of the diagram is equivalent to point-like elastic
scattering that we’ve derived before in Sect. 1.1.1. To adapt it within the new context
of the parton model, we call pq = ξp the parton’s fraction of the hadron’s momentum p,
which directly implies that:
m2q
parton model
= (ξp+ q)2 = m2q + 2ξp · q −Q2 =⇒
Q2









therefore, measuring the Bjorken-x would be equivalent to measuring the fraction of
the hadron’s momentum ξ if the parton model is valid.
2Partons: when we introduce QCD, partons will not only refer to quarks but also gluons.
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In the parton model, we assume that the DIS off hadron cross section of e−A→ e−X
is given by the off parton one e−q → e−X. Therefore, the task of determining the
unknown quantities W1 and W2 reduces to determining fi(ξ)dξ the probability of the
photon hitting parton type i that has a fraction ξ of the hadron’s momentum p. We
































































where F1 and F2 are the dimensionless form of W1 and W2. The fact that F1 and
F2 are independent of the energy scale Q is called Bjorken scaling that was the first
success of the parton model as it was confirmed by the SLAC data [20] up to a violation
caused by QCD radiative corrections as we will see in Sect. 2.1.2. Another success of






2), Q mp (1.36)






and the LO Rosenbluth Eq. (1.8) is retrieved which describes scattering of a spin-1/2





The derivations presented in this chapter are partially based on Refs. [34,35,58].
Outline – In this chapter, I summarise the main features of QCD relevant to my
thesis. In particular, the factorisation theorem that allows us to decouple the non-
perturbative hadronic structure from perturbative QCD, the higher order corrections
and the definition of the following unpolarised longitudinal (along the beam axis)
non-perturbative objects:
• Parton distribution functions (PDFs)
• Fragmentation functions (FFs)
• Nuclear parton distribution functions (nPDFs).
In Sect. 2.1, I review some key aspects of QCD such as its development, running
of the coupling constant, factorisation, evolution equations and definition of PDFs.
In Sect. 2.2 I emphasise on the DIS structure functions and the treatment of heavy
quark mass effects as well as a summary of the mass schemes including the one
I use in the results of the subsequent chapters. In Sect. 2.3, I introduce FFs and
nPDFs, their interpretation, main features and challenges. I then discuss the main
physical constraints on all non-perturbative objects and their commonalities. Finally, in
Sect. 2.4, I outline all the relevant scattering processes used in the subsequent results
and clarify the procedure I follow to include NNLO QCD corrections in the cross section
calculations.
2.1. Quantum chromodynamics
In order to explain the confinement of quarks inside hadrons, the state of the art
quantum field theory of strong interactions QCD was developed over many years.
We can deduce some of its main features by summarising the main deductions and
limitations highlighted in the previous sections:
15
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1. Beyond QED structure of the proton: Assuming the nucleon as a point-like
particle is a good approximation only at low center-of-mass energies. While the
QED photon-fermion vertex corrections describes well the leptons, they deviate
for the nucleon that has an anomalous magnetic moment significantly different
from that of a point-like particle.
2. Weakly interacting partons at large-energies: The parton model and Bjorken
scaling (although approximate) were very successful in describing the first mea-
sured DIS data, which suggested that a proton is made of almost free partons of
spin-1/2 which is also reinforced by the Callan-Gross relation when compared to
the data.
3. Quarks: Hadrons were sorted into groups having similar properties and masses
using the eightfold way. Gell-Mann and Zweig proposed the up, down and strange
quarks to explain the structure of the groups. Heavier hadrons were discovered
requiring the existence of charm, bottom and top quarks. The quarks were assigned
fractional charges to explain the charges of the observed hadrons.
4. Fermi-statistics, “colour” and SU(3): The spin-3/2 baryon |∆++〉 = |u↑u↑u↑〉,
among others, suggested that the quarks wavefunction is overall symmetric in
spin and flavours, contradicting the Fermi-statistics and the result of the observed
Callan-Gross relation. This was remedied by introducing colour, a new quan-
tum number, under which the quarks wavefunction’s anti-symmetry is restored.
Colour was associated with the group SU(3), thereby |∆++〉 can be written as
εijk |ui↑uj↑uk↑〉. The fact that colour span SU(NC) with the colour factor NC = 3
was further confirmed by the measured ratio R = σ(e+e− → qq̄)/σ(e+e− → µ+µ−)
which turned out to be proportional to NC = 3.
5. Asymptotic freedom and non-abelian theories: A theory with negative beta-
function seemed the best candidate to explain, on one hand, the success of the
parton model at short-distances (asymptotic freedom) and, on the other hand, the
strong binding at long-distances together with the fact that quarks are not observed
as isolated particles. It was shown that non-abelian (or non-commutative) gauge
theories are the only asymptotically free field theories in four dimensions. Such
theories can be constructed as generalisations of QED and this was the final piece
that lead to QCD as the theory of quarks bound together by interacting vector
bosons called gluons.
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In Sect. 2.1.1, I discuss the non-abelian SU(3) Lagrangian of QCD and the running of
the strong coupling constant, in analogy with QED, as well as the asymptotic freedom.
Then, in Sect. 2.1.2, I examine the higher order QCD corrections at the cause of the
Bjorken scaling violation and how the Dokshitzer, Gribov, Lipatov, Altarelli and Parisi
(DGLAP) evolution equations [59] allows their systematic resummation. Subsequently,
I establish a definition of PDFs, this time in QCD and beyond the parton model.
2.1.1. QCD Lagrangian
The Yang-Mills theory based on fermions having SU(3) colour as an additional
degree of freedom was proposed by Nambu [26] then quantised by Faddeev and
Popov [27]. Its renormalisation was proven by Hooft in 1971 [28]. Finally, the
QCD as the theory of strong interactions was proposed by Fritzsch, Gell-Mann and










where ψi denotes a quark field with flavour index i and mass mi. The tensor F aµν is the
gluon field strength with colour index a ∈ [1, ..., 8] and /D is the covariant derivative
given by:
/D = γµDµ = γ
µ(∂µ − igsAaµta) (2.2)
F aµν = ∂µA
a
ν − ∂νAaµ + gsfabcAbµAcν (2.3)
where gs is the QCD equivalent of the QED electric charge, fabc are the structure
constants of QCD, ta = 1
2
λa are the generators of SU(3) analogous of the Pauli matrices
in SU(2), with λa being the Gell-Mann matrices. The QCD Lagrangian is invariant
under the following SU(3) gauge transformations written in terms of an infinitesimal
shift θ as follows:
ψi → ψ′i = eit
aθaψi (2.4)






which leads to the conservation of the SU(3) colour charge.
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As discussed in Sect. 1.1.2 the beta-function in QCD is negative which implies








αs = β(αs) = −(b0α2s + b1α3s + b2α4s + ...) (2.6)
b0 = (
gluon loops︷ ︸︸ ︷
11CA −
quark loops︷ ︸︸ ︷
4nfTR )/(12π) one-loop beta function (2.7)
where CA = 3 and TR = 1/2 are the colour-factors associated with the gluon emission
from a gluon and the gluon split to a qq̄ pair respectively. The value of the αs is
commonly specified at a reference scale Q2 = M2Z from which one can obtain it at
any other perturbative scale Q2. Therefore the running of the strong coupling in the
leading logarithmic resummation at next-to-leading order (NLO) accuracy in the QCD











which has a similar structure as the QED coupling in Eq. (1.15) except for the opposite
sign in the coefficient of the logarithm.
2.1.2. DGLAP evolution equations
In this section, we go beyond the parton model, to explain the violation of the
Bjorken scaling and the origin of the logarithmic Q2 dependence in the structure
functions. We will continue to assume that the parton model holds but we will elevate




2p · q −→ x̂ =
Q2
2pq · q
=⇒ x parton model= ξx̂ (2.9)
Similarly to Eq. (1.33), let us consider the partonic version of the hadronic tensor where











with W µν is associated to γ∗A scattering and Ŵ µν is associated to γ∗q scattering. Using























where, analogously to Eq. (1.22), we can write the partonic hadronic tensor as:




µ − p · q
q2
qµ)(pν − p · q
q2
qν) (2.12)
At LO (order O(α0s)), the gluons are absent and the only contribution to Ŵ (LO)µν is from
(γ∗q → q) diagrams which implies:








with eqi the electric charge of the incoming quark of type i. Plugging these expressions
back in Eq. (2.11) we get back the parton model expression Eq. (1.34). Let us now
focus solely on the unpolarised cross section for γ∗A → X given by the following
projection of the hadronic tensor:
W0(x,Q) ≡ −gµνWµν (2.15)
where at order O(α0s) and for Q mp:
Ŵ (LO)0 (x,Q)
Eq. (2.12)







At NLO (order O(αs)), summing all the leading logarithmic (LL) contributions from
the virtual (V) vertex-corrected (γ∗q → q) and the real (R) gluon emission (γ∗q → qg)
diagrams leads to the following:
Ŵ (NLO)0 (x,Q)
(LL)






























where Q0 is an arbitrary different energy scale from Q, P (LO)qq (x) is the leading or-
der DGLAP splitting function for the quark-to-quark transition and f(x)
[1−x]+ is the plus
distribution, both of which are defined as:


























P (LO)qq (x)dx = 0 (2.21)
While the total DIS cross section at a given Q integrated over x is finite (mainly due to
Eq. (2.21)), W0(x,Q) at a fixed x is infrared divergent thus the need to take differences
of cross sections to find the finite expression Eq. (2.19). The log term in the latter
explains the violation of the Bjorken scaling.
As it stands, Eq. (2.19) contains a singularity in the log term for Q0 → 0. This
issue can be resolved by interpreting that the singularity is due to the breakdown of
the perturbation theory, which is invalid at low energy scales where αs is large. We
therefore factorise out the long distance behaviour of the structure function by replacing
the bare quantities f(x) with a physically accessible quantity measured at a factorisation
scale µF . Although the divergent log terms has to be “absorbed” by the bare PDFs,
choosing to include a regular finite part remains arbitrary and this choice defines a
factorisation scheme. In this thesis, we will be consistently using the modified minimal
subtraction scheme (MS) in which this regular term is chosen to be ∆r = (log 4π − γE)
with γE being the Euler-Mascheroni constant. In this scheme, the renormalised PDF























where µF is an arbitrary scale called factorisation scale similar in role to the renormali-
sation scale µR. Subsequently, for any other perturbative scale Q we can write:
fi(x,Q)
MS




















Substituting the bare PDFs in Eq. (2.17, 2.19) by the renormalised PDF in Eq. (2.23)






where Q is the physically accessible scale. As an observable, Eq. (2.24) must be
independent of the factorisation scheme and scale choices. The factorisation scale





2) = 0 (2.25)

















where similarly to the RGE Eq. (1.17), which resums contributions arising from self-
energy diagrams into the running of the strong coupling; the DGLAP equation Eq. (2.27)
resums scale logarithms arising from collinear parton splittings into the structure
functions.
At NLO, additionally to the contributions from the virtual (γ∗q → q) and the real
gluon emission (γ∗q → qg) diagrams already considered, we have (γ∗g → qq̄) and
(γ∗q → qg) which explains the reason why there’s a probability of finding gluons and
antiquarks in the proton. All of these PDFs mix under DGLAP evolution which is



























The splitting functions were known for some time at LO and NLO accuracy [59–69], and
more recently extended to NNLO accuracy [70,71]. In order to solve Eq. (2.27), we
diagonalise as much as possible the evolution matrix, thus split the system of equations









+ − d+ V3 = u− − d−
T8 = u
+ + d+ − 2s+ V8 = u− + d− − 2s−
T15 = u
+ + d+ + s+ − 3c+ V15 = u− + d− + s− − 3c−
T24 = u
+ + d+ + s+ + c+ − 4b+ V24 = u− + d− + s− + c− − 4b−
T35 = u
+ + d+ + s+ + c+ + b+ − 5t+ V35 = u− + d− + s− + c− + b− − 5t−
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where f+ = fi + f̄i and f− = fi − f̄i. The non-singlet sector evolve according to
Eq. (2.26) and is composed by the Ti, Vi and V as fi. The coupled singlet sector evolve
according to Eq. (2.27) and is composed by the Singlet Σ as fi and the gluon as fg.
2.2. Deep-inelastic scattering structure functions
In the previous section, we derived the general renormalised expression of the
γ∗A → X cross section W0 = −gµνWµν in Eq. (2.24) based on the definition of
renormalised PDFs in the MS scheme. I aim in Sect. 2.2.1, to derive the other projections
of the hadronic tensor W µν , namely the dimensionless structure functions F1 and F2 in
order to derive a factorised expression of the DIS cross section. In Sect. 2.2.2, I discuss
the treatment of the heavy quark mass effects and the scheme I use consistently in the
results of the subsequent chapters.
2.2.1. Factorisation



















































where H is the hard scattering coefficient called coefficient functions depending only on























These coefficient functions H(n) evolve in µF , similarly to PDFs but with a minus sign,
by means of the DGLAP Eq. (2.27). The ability to calculate H is a great predictive
feature of the factorisation theorem.
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In Eq. (2.29), we distinguished between the renormalisation scale µR that addresses
the ultraviolet (UV) divergences caused by the large momentum in the loops of the
Feynman diagrams representing the amplitude; and the factorisation scale µF that
addresses the infrared (IR) divergences caused by the long-range dynamics. This
distinction will be useful when discussing the theory uncertainties in Sect. 4.2.1. We
also introduced for the first time the Higher twist effects (HT). So far we have only
worked in the limit of Q m (m being the mass of the hadron) and have not discussed
contributions which are suppressed by powers of 1/Q2. Included in this category are:
• Kinematic corrections associated with the mass m of an initial state hadron, which
are of order m2/Q2. In the case of a target nucleon, these target mass corrections
(TMC) may be significant even when Q2 is large enough so that perturbation
theory in αs(Q2) is reliable.
• The other neglected effects that we refer to as HT involves the effect of the partons
in the target being off-shell, coherence effects, etc. that are typically safer to
neglect while keeping the TMC [72–74].
TMC [75] actually compete with higher-order QCD corrections. That is due to the fact
that αs(Q2)/π ≈ m2/Q2 at Q2 = 6.5 GeV2, which makes TMC relevant in any attempt to
include higher-order corrections at a moderate value of Q2. For our purposes, we note
that TMC is properly accounted for with the APFEL software [76], which we consistently
use to compute the observables in this thesis. As for the other type of HT effects, we
make sure to use proper kinematic cuts on the data in all of our global analyses to
exclude the regions of phase-space where they become relevant.












































and finally, without any loss of generality, we consider from now on the generic structure
function F (x,Q) ≡ 1
4π







where we only considered the leading-twist contribution and where F (x,Q) denotes a
structure function associated with a hard scattering coefficient H and a PDF f coupled
by the convolution as follows:









2.2.2. Treatment of heavy quarks
This section is a summary based on a discussion in Ref. [77]. So far, we derived DIS
in the parton model improved by perturbative QCD and DGLAP evolution but while
assuming that quarks are massless. An approximation that does not hold specially
when Q2 approaches the quarks’ physical masses. Including the heavy quark mass
effects in the calculation of the structure functions could be approached in different
ways each with different regions of suitability. These are called heavy quark schemes.
The simplest of these are the fixed flavour number scheme (FFN) and the zero-mass
variable flavour number scheme (ZM-VFN). Then comes the general-mass variable
flavour number schemes (GM-VFN) that interpolates between the previous two and
finally the FONLL approach that is implemented in APFEL [76] and will be mainly
adopted for the calculations in this thesis.
Let us start by considering a hard scale Q2 <∼ m2h of the order or smaller than some
heavy quark mass mh. Assuming that there’s no intrinsic heavy quark component in the
initial state hadron, the only remaining partons in the theory are nl light quark flavours
and the gluon. We set the factorisation and renormalisation scales to be equal to a
certain scale µ and rewrite Eq. (2.33) as:













where the sum is over light quark flavours only and where we omitted the x-dependence
for clarity. We can separate the structure function into a light and heavy part where
in the former only light flavours are present and in the latter only the heavy quark
contributes such as:
F (nl, Q,mh) = F
L(nl, Q) + F
H(nl, Q,mh) FFN (2.36)
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where FL is derived from diagrams that do not contain heavy quarks, and FH from
those that do through splitting of an initial state gluon into the heavy quarks at O(αs).
This approach is known as the FFN scheme where the only quarks treated as partons are
the nl light quarks. Although accurate in the quark mass threshold region and below,
this scheme suffers from unresummed logarithms of the ratio Q2/m2h in the coefficient
functions at larger scales. This problem may be resolved by treating the heavy quark
as a massless parton above its mass threshold with the introduction of an associated
heavy quark PDF. That allows the resummation of the logarithmic contributions due
to DGLAP. As it is identical to the FFN scheme but with an additional partonic flavour,
this scheme is called the Zero-Mass Variable Flavour Number scheme or ZM-VFN where
simply the structure functions read:
F (nl + 1, Q) =
nl+1∑
i




In this case, the heavy quark PDFs are set to zero below mass threshold and evolved as
a massless parton according to DGLAP for scales greater than the heavy quark mass.
Although this method solves the issue of logarithmic resummation at large scales, it
still considers a heavy quark massless and suffers from inaccuracies in the region where
Q2 ∼ m2h.
In order to address heavy quark effects at both near the quarks thresholds (where
FFN is suitable) and large scale (where ZM-VFN is suitable), a general mass scheme has
been developed. Generally this scheme reduces to the FFN regime at low scales and
the ZM-VFN at high scales with the intermediate regime as some interpolation between
the two. We start by requiring that the FFN scheme (heavy quarks only generated
through gluon splitting) matches the ZM-VFN scheme (heavy quarks as massless but
contributing to the cross section) at very large-scales Q2  m2h:
FL(nl, Q) + lim
Q2m2h
FH(nl, Q,mh) = F (nl + 1, Q) (2.38)
where the dependence of the FH on the heavy quark mass can be neglected in that limit.
This allows the PDFs in the two schemes to be related by a perturbative transformation
as follows:






)⊗ fj(nl, µ) (2.39)
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where Aij is available up to NNLO in αs [78, 79]. We then impose continuity of the















HGMi (nl + 1,mh)⊗ Aij(nl,mh)⊗ fk(nl) (2.42)
which is called the matching condition, where this last relation provides a basic descrip-




HGMi (nl + 1,mh)⊗ Aji(nl,mh) GM-VFN (2.43)
We finally note that GM-VFN suffers from a degeneracy, as terms proportional to powers
mh/Q may be interchanged between the coefficient functions of different flavours
without changing the final value of the structure function therefore introducing a
choice-dependence in the definition of the PDFs. However, the differences between
these choices are always of higher order compared to the calculation at hand. Therefore
the GM-VFN schemes still provides a considerable improvement over the simpler
schemes when dealing with data sets spanning quark mass thresholds and large scales.
The last approach we introduce is called the FONLL (fixed-order calculations with
next-to-leading log resummation) [80, 81]. The procedure relies on inverting the
GM-VFN relation Eq. (2.39) and match it with the ZM-VFN relation Eq. (2.37). The
sum in the latter runs only over the nl light flavours in that case and the heavy flavour









)⊗ fi(nl + 1, Q) GM-VFN (2.44)





H̃DISi (nl + 1,
Q
mh
)⊗ fi(nl + 1, Q) ZM-VFN (2.45)
We note that Bi contains a logarithmic dependence on Q2/m2h inherited from the FFN












where in the limit Q mh GM-VFN and ZM-VFN should match. Therefore, the massive
structure in FONLL can expressed as the sum of the massive calculation in Eq. (2.44),
and the massless calculation in Eq. (2.45) while matching the ZM-VFN in the asymptotic
limit Q mh by subtracting the duplicate DGLAP-originated terms as such:
F FONLL = F (nl, Q) + F (nl + 1, Q)− F̄ (nl, Q) (2.47)
This procedure ensures the inclusion of the mass-suppressed terms present in the FFN
calculation while also matching the ZM-VFN scheme at large scale. We refer the reader
to Refs. [82–87] for more details on the subject.
2.3. Beyond parton distribution functions
I introduce in this section both fragmentation functions (FFs) that encode the
production of hadrons in the final state and the nuclear PDFs (nPDFs) that encode the
modified distribution of partons within nuclei due to nuclear effects. In Sect. 2.3.1,
I discuss the factorisation of FFs that describe the fragmentation of a parton into
quarks and gluons until its hadronisation into a bound state hadron restoring its
energetic stability and colour neutrality. In Sect. 2.3.2, I consider the nuclear effects
on the distribution of quarks and gluons inside a nuclei. An effect that is yet to
be fully understood theoretically but so far successfully incorporated into modified
PDFs. These are also called nPDFs and are used similarly to PDFs, i.e. conserving
the whole theoretical framework (factorisation, DGLAP, heavy quark effects, etc.) but
with minimal assumption related to the composition of nuclei in terms of nucleons. In
Sect. 2.3.3, I summarise the main physical constraint on the FFs, PDFs and nPDFs like
charge conjugation, isospin symmetry and sum rules.
2.3.1. Collinear fragmentation
Due to the nature of the strong force and the increasing strong coupling at low-
energies, quarks and gluons never appear as asymptotic states. It is rather energetically
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more favourable for partons to fragment into jets of quark-antiquark pairs until they end
up hadronising, i.e transform into hadrons. Hadronisation is therefore an intrinsically
non-perturbative process [88], a mechanism by which quarks and gluons produced
in hard processes transform into the hadrons that are observed in the final state. To
date we have many theoretical models describing hadronisation, in this thesis however,
we will be only concerned with fragmentation referring to the inclusive production
of hadron spectra without any assumptions concerning the underlying mechanism of
hadron formation.
In inclusive deep-inelastic scattering, we only need to measure the incoming and
outgoing lepton momenta to calculate the cross section, without the need to know
anything about the final hadronic state X. However, whenever specific particles are
identified in the final state, parton FFs appear as non-perturbative ingredient of QCD
factorisation formulas [89]. FFs are considered the counterpart of PDFs. While the
latter are denoted by fi(x) and understood as probability densities for a struck parton
of type i to acquire a given momentum fraction x, inside a colour-neutral hadron, FFs
are denoted by Dhi (z) and understood as probability densities for an unpolarised parton
of type i to fragment into an unpolarised hadron of type h, where the hadron carries
the fraction z of the parton momentum. In this thesis, we only consider the collinear
longitudinal momentum of the hadron, that is, the component of the momentum along
the direction of motion of the parton and therefore the transverse momentum of the
parton integrated over thus the name collinear FFs.
The main processes that are considered in the FFs determination discussed in
Chapter 8 will be further summarised in Sect. 2.4.1 and those include:
• Single-inclusive hadron production in electron-positron annihilation (SIA)
e+ + e− → h+X
• Semi-inclusive deep-inelastic lepton-nucleon scattering (SIDIS)
`+N → `+ h+X
The main result of the previous sections was to be able to define PDFs and how they
enter the factorised hadronic tensor Eq. (2.29) that encodes the process γ∗A→ X. The
factorisation theorem in case of SIA and SIDIS is quite analogous [58]. We start by
considering SIA in the following and postpone the discussion of SIDIS to Sect. 2.4.1










where qµ is the photon’s time-like1 momentum and Q2 = q2. We note that to make the
transition from SIA to SIDIS one replaces the time-like photon by a space-like one, and
the outgoing antiquark by a quark in the initial state. Defining the scaling variable
z = 2p·q
Q2
with pµ being the momentum of h and considering only the limit QMZ , we












Dhi ⊗HSIAi + HT
)
(2.49)
where F h2 is the fragmentation structure function defined in analogy with DIS and
where Hµνi is a perturbatively calculable hard function, D
h
i the fragmentation function
associated with a quark of type i. The evolution equations for collinear FFs is identical



















however, the matrix for the time-like splitting functions is Pji as opposed to Pij in case
of PDFs. It is only at LO that the time-like splitting functions P (0)ji agree with the LO
space-like DGLAP splitting functions, as in the transpose of P (0)ij . We finally note that
we will rely on the APFEL++ software [76,90] in this thesis to compute the SIA and
SIDIS observables.
2.3.2. Nuclear modification
Partons in nuclei have significantly different momentum distributions from those
measured in free nucleons such as a proton. This was first discovered by the European
Muon Collaboration (EMC) where in the original experiment [91] 120-280 GeV muons
were scattered from an iron target and then compared to deuterium data. The extracted
structure function ratios (iron over deuterium) as a function of the per-nucleon Bjorken-
x2 of the cross section ratio differed significantly from unity. Hence such a difference
is referred to as the EMC effect [92]. Even at higher energies where the nucleon
1Time-like is associated in this context with SIA being an s-channel type diagram, while SIDIS for
instance a space-like t-channel diagram.
2 Within the leading twist approximation of QCD, the per-nucleon Bjorken-x variable in DIS off nuclei
is defined as x = AQ2/2(q · pA).
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is expected to be composed of weakly interacting quarks and gluons, effects of the
nucleon being in the nucleus were still playing a role. This was at the least surprising
as MeV-scale nuclear binding effects were expected to be negligible compared to the
typical momentum transfers (Q >∼ 1 GeV) in hard-scattering reactions.
Many DIS off nuclei experiments have been performed after the EMC [93] and the
first drawn conclusions were that the shape of the effect was relatively Q2 independent,
and that the nuclear effects increased logarithmically with the atomic mass A. In 2009,
new high precision measurements of the EMC effect on light nuclei [94] disagreed
significantly with the logarithmic A dependence hypothesis (see also Sect. 6.2) putting
once more the underlying cause of the EMC to question until today.
In perturbative QCD, as we learned from Sect. 2.1.2, the evolution of the parton
distributions within a free nucleon is dictated by splitting functions that resum the
contributions of quarks or antiquarks radiating into gluons and gluons converting into
quark-antiquark pairs. However, this picture is ambiguous in the case of nuclei where in
principle quarks and gluons can also fuse together [95] to form a bound state different
than nucleons. More clustering possibilities can in theory happen in a nucleus but these
are currently inaccessible or rely heavily on models that are still poorly constrained by
data.
Therefore, in this thesis we still adopt the most commonly accepted (and so far
successful) assumption that the nucleons are the only degrees of freedom of the
nuclear wave function. The nucleus structure function is therefore the additive sum of
the constituent bound nucleons distributions. This assumption implies the following
simplification. Let us consider a nucleus moving with a large momentum pA and a
parton which carries a fraction xA of the nucleus’ momentum such that pq = xApA.
Each nucleon carries an average fraction pN = pA/A of the nucleus’ momentum up to
very small Fermi motion corrections. This leads to the following:
pq = xApA = xA(ApN) = (AxA)pN =⇒ x ≡ xN/A = AxA (2.51)
Hence a parton in a bound nucleon within a nucleus (N/A), carries a fraction x = AxA













where f (N/A)i is the PDF for the flavour i associated to the average nucleon N bound in
a nucleus with atomic number Z and mass number A, f (p/A)i is the PDF for the flavour i
associated to a proton bound in the nucleus of mass number A. Similar for f (n/A)i but
instead for a neutron bound in the nucleus and linked to the proton by isospin symmetry
(see Sect. 2.3.3). Finally, we can asses the nuclear effects by means of calculating the










i (x) + (A− Z)f (n)i (x)
)
(2.53)
This ratio is unity in absence of nuclear effects. The dependence of the nuclear
modification ratio Eq. (2.53) on the per-nucleon Bjorken-x is shown in Fig. 2.1 and can
be summarised as follows:
• Shadowing: In the small-x region x <∼ 0.1, RAi is suppressed, the suppression
increasing with decreasing x.
• Antishadowing: In the intermediate-x region 0.1 <∼ x <∼ 0.3, RAi is enhanced.
• EMC effect: In the intermediate-x region 0.3 <∼ x <∼ 0.8, RAi is suppressed.
• Fermi motion: In the large-x region x >∼ 0.8, RAi increases dramatically above
unity and this is ascribed to nucleon motion inside the nucleus.
Various models attempt to describe the nuclear modification RAi but there is no
clear understanding of its behaviour in the entire x-dependence to date. Alongside
endeavours to construct a satisfactory theoretical model, the experimental efforts to
acquire data of various processes constraining nuclear PDFs is still ongoing and so far
yields an impressive body of data as we will see in Chapters 5, 6 and 7.
2.3.3. Physical constraints
The success of QED in describing elastic and deep-inelastic electron-proton scattering
at very high energies discussed throughout Sects. 1.1 and 1.2 hinted strongly for a QCD
theory as we know it. The observed nature of the strong force is responsible for the
non-perturbative interactions between quarks and gluons at low-energies, leading to
their confinement within composite hadrons. Facilitated by the success of QCD in the
high-energy regime, our ultimate aim in this thesis is to study the one-dimensional
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g NLO (µ = 10.0 GeV)
nNNPDF2.0 (208Pb)
Figure 2.1: The nuclear modification ratio as defined in Eq. (2.53) and its 1-σ uncertainty band
for the gluon of Lead (A = 208) at energy scale µ = 10 GeV from the nNNPDF2.0 [42] global
analysis that will be discussed in Chapter 6.
projection of the non-perturbative behaviour at low-energies. For that reason, we
discuss in this section the properties of the nucleons’ PDFs and FFs as well the nuclei’
PDFs (nPDFs). The latter distributions, although non-perturbative and not calculable
from first principles, follow an important set of physical constraints that we lay down
in this section. These constraints follow from boundary conditions and symmetries that,
when released and tested phenomenologically, puts QCD to the test.
Charge and isospin symmetry – After the discovery of the neutron in 1932 [10],
it was suggested that the proton and neutron are two states of a single particle. This
was motivated by the mass-energy equivalence and the fact that their masses are
approximately equal which lead to the idea that there’s an underlying approximate
SU(2) symmetry called isospin obeyed by strong interactions. This means that the
proton and the neutron behave identically under the strong interactions and that their
difference is solely due to their charge content. Historically, isospin was extended to
an SU(3) isospin symmetry with the discovery of strange in an attempt to classify the
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hadrons using the Eightfold way. However a more fundamental and exact SU(3) colour
symmetry was found to be a better fit, explaining consistently additional apparent
contradictions that we discussed briefly in the introduction of Sect. (2.1)
In the same way spin is associated to a quantum number, isospin implied that the
proton p(I3 = 12) and neutron n(I3 = −12) formed a doublet of isospin I = 1/2, while
π+(I3 = 1), π0(I3 = 0) and π−(I3 = −1) a triplet of isospin I = 1. Equivalently, in
the parton model, the same previous claims are deduced by assuming that the up and
down quarks form a doublet of isospin I = 1/2. Observing the violation of isospin
symmetry required very precise data and dedicated analyses. For that reason, whenever
a neutron PDF fn or an anti-pion FF Dπ− are to be determined from a limited statistics,
or imprecise data (moreover the case in nuclear collisions data), this approximate
symmetry is still assumed. Additionally to be able to write neutron PDFs in terms of
the proton PDFs, and anti-pion in terms of pion FFs assuming isospin symmetry, charge
conjugation is an another useful exact symmetry that connects particles to anti-particles
thus reducing further their distribution degeneracies.
In Table. 2.1, I summarise the implications of these two symmetries on the FFs and
(n)PDFs by referring to SU(2) isospin symmetry as I-symmetry and charge conjugation
as C-symmetry. Since no Kaon fragmentation are studied, we omit it and do not consider
SU(3) isospin symmetry.
FFs PDFs nPDFs















































Table 2.1: Charge conjugation (C) and SU(2) isospin symmetry (I) constraints on FFs and
(n)PDFs taken to be valid for all values of z, x and Q2. N/R stands for "Not relevant".
The superscript p refers to proton, n to neutron, D to deuterium and A to nucleus
with Z proton.
Sum Rules – Following from the FFs and (n)PDFs bare definitions as probability
distributions, they must satisfy a momentum and a number sum rules presented
in the following Table 2.2. These rules stems from the fact that the bare (n)PDFs





















i dx = 1











d dx = 1
∫ 1
0
f−,(p)u dx = 2
∫ 1
0
f−,(p/A)u dx = 2










j dx = 0
Table 2.2: Sum rules for FFs and (n)PDFs taken to be valid for an arbitrary scale Q. N/A
stands for "Not available". p refers to proton and A to nucleus with Z proton. The
combination f− is defined as f− = fq − fq̄.
fraction x, inside a colour-neutral hadron A, and bare FFs are probability densities
for an unpolarised parton of type i to fragment into an unpolarised hadron of type
h, where the hadron carries the fraction z of the parton momentum. The DGLAP
equations conserve these properties. The momentum sum rule follows from momentum
conservation and dictates that the sum of all partons momentum should be equal to
the nucleon one. The number sum rules follows from quantum number conservation
and dictates that the net number of quarks should reproduce the quantum number of
the nucleon at all time.
2.4. Beyond deep-inelastic scattering
In this section, I summarise the main outcomes of this chapter that will be of
direct use in all the subsequent chapters. In Sect. 2.4.1, I outline all the leading-
order kinematics of the relevant processes as well as their cross section expressions
factorised into non-perturbative objects and hard calculable part in perturbative QCD.
In Sect. 2.4.2, I explain how the NNLO QCD corrections are calculated and included in
the results of the subsequent chapters.
2.4.1. Relevant processes
In this section, I summarise most of the processes used in the various analyses
presented throughout this thesis by providing their cross section factorised expressions.
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Deep-Inelastic Scattering – The high-energy lepton deep-inelastic scattering off
a hadron A in both neutral-current NC (exchange of a photon or a Z-boson) and
charged-current CC (exchange of a W-boson) is illustrated below:
neutral-current (Z/γ∗) : `− + A→ `− +X
charged-current (W+) : ν + A→ `− +X

























































NC → ηNC = 1






where α is the QED running coupling and ηW denotes the squared ratio of the W-boson
couplings and propagator with respect to those of the photon, λ is the helicity of the
incoming lepton and Y± = 1± (1− y)2.
We restrict our discussion of considering free proton as the hadron, however the
neutron case is simply obtained by means of the approximate SU(2) isospin symmetry,
i.e. exchanging u(ū)↔ d(d̄). The dimensionless NC DIS proton structure functions at











i,NS , (i = 2, L) (2.55)
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where the singlet FNC,pi,S and the non-singlet F
NC,p
i,NS components are given by:
FNC,pi,S = C
NC








j,NS, (i = 2, L, 3) (2.57)
Therefore NC DIS provides a sensitivity on only 3 combinations of PDFs, the singlet
(Σ), the sum of non-singlet (V , Vi and Ti) and the gluon.
With charged-current DIS, the quark-mixing is described by unitary Cabibbo-Kobayashi-









which contains information on the strength of the flavour-changing weak interaction





















|Vjk|2f (p)g , i = (2, 3, L) (2.59)
therefore, CC DIS provides additional sensitivity to different PDF flavours with respect
to NC DIS, and that is further the case when both W+(ν) and W−(ν̄) channels are
considered with F ν̄,pi being obtained by exchanging q ↔ q̄. Finally, the nuclear structure







i + (A− Z)F a,n/Ai
)
(2.60)
where F a,p/Ai and F
a,n/A
i are both computed with bound proton and neutron PDFs
within the nuclei A.
Electroweak bosons production – The high-energy electroweak boson production
process occurs in hadron-hadron scattering. The hadron could be a nucleus (with mass
number A) or a nucleon (A = 1). We denote the NC channel, the case where a quark of
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one hadron and an antiquark of another hadron annihilate, creating a virtual photon or
Z-boson which then decays into a pair of oppositely-charged leptons. While we denote
the CC channel, the case where the annihilation gives rise to a W-boson, which then
decays into a charged lepton and a neutrino as illustrated below:
neutral-current (Z/γ∗) : A1 + A2 → `− + `+
charged-current (W+) : A1 + A2 → ν + `+





































In general, the inclusive cross section for photon/Z (a=NC) and W (a=CC) production
is given differential in the boson mass and the rapidity of the outgoing dilepton pair (in










































where n is the perturbative order and σ̂ is the partonic cross section of the process
qiqj → W/Z +X. The NC DY provides sensitivity to different combinations of PDFs by













with t(f)3 being the weak isospin of fermion f , qf the electric charge and θW is Weinberg’s
angle. While, similarly to CC DIS, CC DY provides sensitivity to additional flavours
combinations through the CKM matrix.
Jet production – The inclusive jet cross section is the simplest hadron collider observ-
able with a purely strongly interacting final state. For our purposes, we consider the
two cases of detecting one (single jet) or two (dijet) jets in the final states as illustrated
below (the diagrams are not meant to be an exhaustive list of all possibilities):
single jet : A1 + A2 → jet +X





























In general, the inclusive jet cross section factorises similarly in form to the electroweak
boson production one except that the partonic cross section can be further factorised
into a hard matrix element and a jet function describing the chain of partons splitting
(see Ref. [96]). The hard scale of the process is the pT of the jets measured however the
choice of a suitable factorisation scale is debatable and is discussed briefly in Sect. 4.2.2.
For illustrative purposes, let us consider the double differential n-jet inclusive cross











where n is the number of jets in the final state and σ̂ is the partonic cross section of the
process qiqj → n jets +X. As we will observe in Sect. 4.2.2, the inclusive jet data on
provides an important constraint on the gluon PDF.
Single-inclusive annihilation – The Single-inclusive annihilation (SIA) process is
one of the easiest processes to derive. For our purposes, we only consider the specific
case of a lepton and anti-lepton annihilation giving rise to a quark anti-quark pair that
fragments with one π+ or π− in the final states as illustrated below:
e+(k1) + e


























































































F h2 (z,Q) (2.65)
where α is the QED running coupling and F h2 the dimensionless SIA fragmentation
















where the singlet FNC,π
±
2,S and the non-singlet F
NC,π±















Therefore SIA like NC DIS provides a sensitivity on only 3 combinations of FFs, the
singlet (Σ), the sum of non-singlet (V , Vi and Ti) and the gluon.
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Semi-Inclusive Deep-Inelastic Scattering – The Semi-Inclusive Deep-Inelastic
Scattering (SIDIS) process is similar to DIS except that a specific hadron h has to
be detected in the final states. As in the case of SIA, we will only be concerned with the
fragmentation into a charged pion π+ or π− as illustrated below:

















































































s = (k2 + p2)
Under the assumption Q2  M2Z , where MZ is the mass of the Z boson, only the
exchange of a virtual photon can be considered and the triple-differential cross section













where α is the QED running coupling, and F2 and FL the dimensionless fragmentation
structure functions for π± at leading twist which can be written in terms of FFs as:





[Ci,qq(x, z,Q)⊗ fq(x,Q) + Ci,qg(x, z,Q)⊗ fg(x,Q)]⊗Dπ
±
q (z,Q)




, i = 2, L .
(2.70)
The convolution symbol ⊗ acts equally on x and z and has to be interpreted as follows:


















The sum in Eq. (2.70) runs over both quark and antiquark flavours active at the scale Q,
eq is the electric charge of the quark flavour q, and fq(g) and Dπ
±
q(g) denote the collinear
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quark (gluon) PDFs and FFs, respectively. Since in this thesis (namely Chapter 8), we
are interested in determining the FFs Dπ±q(g) using existing PDFs fq(g) as determined in
separate dedicated analyses, Eq. (2.70) has been arranged in a way that highlights the
role of PDFs as effective charges. Each quark FF contributing to the cross section is
weighted by a factor that, thanks to PDFs, depends on the specific flavour or antiflavour.
As a consequence, SIDIS cross sections allow for FF quark-flavour separation, a feature
that is not present in SIA cross sections where quark and antiquark FFs are always
summed with equal weight (see e.g. Eq. (3.1) in Ref. [97]).
2.4.2. NNLO QCD corrections
Generally in the results of the subsequent chapters, the QCD corrections to the
DGLAP evolution equations and DIS coefficient functions are calculated analytically
up to NNLO using APFEL [76] (see references therein). However, for hadronic pro-
cesses such as electroweak boson productions and Jet Production, the NLO and NNLO
cross sections are calculated by means of Monte Carlo event-based generators such as
MCFM6.8 [98,99] and NLOjet [100].
Generally, it is very computationally expensive to compute a cross section including
all the integrations over phase-space as well as solving the DGLAP equations during
minimisation both for DIS and hadronic processes. For that reason, many softwares like
fastNLO [101] and APPLgrid [102] were developed in order to concatenate the partonic
cross section provided by Monte Carlo generators in form of interpolated weight tables.
These tables convert the convolution ⊗ into a simple matrix multiplication without any
reduction in numerical accuracy, speeding up the computation of observables. Moreover,
the APFELgrid [103] software was developed as an interface between APFEL [76] and
the interpolated weight tables in order to combine the DGLAP evolution with the
partonic cross section. We explain this procedure in Sect. 4.1.3.
To date however, both fastNLO and APPLgrid are interfaced with versions of Monte
Carlo generators that solely provide NLO and not NNLO calculations (the latter being
provided by newer versions such as MCFM9.0 [104] for instance). Therefore, due to
this purely technical limitation, the K-factors approximation is used to compute NNLO
prediction for hadronic processes as follows:
σ(NNLO) ≈ KQCDNNLO ×
∑
ij
σ̂NLOij ⊗ LNNLOij (2.72)
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where the sum runs over partonic subchannels, σ̂ij are partonic cross sections, and
Lij the corresponding parton luminosities using a NNLO input PDF set and defined as


















where fi(x,M2X) is the PDF of a parton of type-i and MX is the invariant mass of the
final state. This quantity is in general a convenient measure of the PDF uncertainty
impact on the production cross section at any collider energy and mass of the final state










When the approximated NNLO expression Eq. (2.72) is included in the global analyses,
the parameterised PDFs are forced to reproduce, as close as the minimisation procedure













σ̂NLOij ⊗ Lparameterisedij (2.75)
where Lparameterisedij will converge to match LNNLOij in order to contribute in the minimiza-
tion procedure therefore incorporating the NNLO QCD corrections.
An additional technical limitation the K-factor method suffers from, is that most
(if not all) of the Monte Carlo generators that provide NNLO QCD predictions do
not accommodate the option of having two different input PDFs. This is particularly
problematic for the calculation of any process containing different type of targets
and/or projectiles, which is the case in proton-nucleus collisions relevant for nuclear
PDFs analyses. In Chapter 7 where this is relevant for nNNPDF3.0, we will opt for
the approximation KQCD, proton-nucleusNNLO ≈ KQCD, proton-protonNNLO assuming that nuclear effects
either cancel in the ratio Eq. 2.74 or can be neglected w.r.t. NNLO corrections. This
assumption is not well justified however and we are currently looking into ways of
computing K-factors for proton-nucleus collisions.
Chapter 3.
Statistical tools
Introduction – Perturbative QCD breaks down at low-energy scales due to the rapid
increase of the strong coupling αs. We established in Chapter 2 that the low-energy
contributions to a cross section could be incorporated by means of the QCD factorisation
theorem. The latter allows us to separate the perturbative from non-perturbative
contributions by absorbing the latter into bare quantities such as (n)PDFs or FFs that can
be inferred from experimental measurements. Although these non-perturbative objects
have to satisfy the physical constraints summarised in Sect. 2.3.3, their functional form
cannot be deduced from perturbative QCD and thus must be assumed. Consequently,
neural networks, have a major advantage as they can approximate any continuous
function as dictated by the Universal Approximation Theorem [33]. Nonetheless, many
other choices of functional form are also adopted by different groups who infer these
objects. Regardless of the choice adopted, it always suffices to parametrise these non-
perturbative objects at a single initial scale µ since the perturbative DGLAP evolution
equations, takes care of their evolution to any other perturbative energy scale.
To further illustrate what is meant by a PDF being inferred from experimental
measurements, let us consider a PDF parameterised as f(x, µ;θ) where θ is a set of
parameters and f is a certain functional form. To simplify the example, we consider
only one data-point σ ± s representing a measured DIS structure function F2 for a
certain Bjorken-x and energy transfer Q with an associated additive uncertainty s. The







ΓDGLAPij (Q, µ)⊗ fj(µ;θ)
where Γ is the DGLAP evolution kernel decoupled from the PDF, H is the perturbative
hard contribution and fj the functional form of the parton type-j parameterised by
θ at initial scale µ. The goal of Bayesian inference is to deduce from σ(x,Q) and its
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associated uncertainty s, the most likely probability distribution of θ that gets t(x,Q;θ)
within the range [σ − s, σ + s].
There are different interpretations of probability in statistics, the Bayesian one [106,
107] interprets it as the degree of certainty or belief in a hypothesis to be true, while
the frequentist [108] sees it as the limit of its relative frequency in many trials. The
result of a Bayesian approach is a probability distribution of the parameters given
the data and their uncertainties. As for a frequentist approach, the result is either a
"true or false" conclusion from a significance test. In this thesis we adopt the Bayesian
interpretation since we are interested in propagating the experimental uncertainties to
the space of parameters and therefore determine the uncertainty associated with the
non-perturbative objects. This uncertainty in fact, translates our degree of understand-
ing of the hadronic structure and the limitations that are due to data, theoretical or
methodological uncertainties [37,109–114].
Outline – In Sect. 3.1, I summarise how generally a particle production cross section is
measured in high energy physics. Then, I discuss the different type of uncertainties that
are associated with such measurement, their origin and how to treat them. Afterwards,
I examine the gaussian assumption commonly used to define the data probability
distribution. That is followed by the definition of the covariance matrix as well as
the treatment of the D’Agostini’s bias. Then, in Sect. 3.2, I first define the likelihood
function by means of Bayes’ theorem and introduce the maximum log-likelihood as
well as the Lagrange multiplier methods used during inferences. I then discuss two
methods used to propagate uncertainties from the space of data to that of parameters,
the Monte Carlo and Hessian methods. Finally, in Sect. 3.3, I introduce the topic of
machine learning focusing on feed forward neural networks, their structure, forward
and backward modes of propagation, their universality, overfitting feature and how
to over come it with cross-validation. I end this section by discussing the different
minimisation algorithms and strategies I use for the different inferences in this thesis.
3.1. Data uncertainties in high energy physics
Since Rutherford gold foil experiment until today’s high energy electron and hadron
colliders, particle collisions remain the main type of experiments physicists use to
confront their theories. A cross section is the most commonly measured observable
which together with the way detectors are built and segmented addresses questions
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related to the probability of a certain hypothesis to be true in a certain corner of phase
space. Therefore generally, experiments in high energy physics are particles counting
experiments coupled with novel detectors, tools and analyses to identify them and their
properties.
Cross section measurements – Typically, the measurement of some particle produc-
tion cross section from a certain collision relies on:
• Nc: Counting the number of candidate events in a sample of observed interactions.
• Nb: Estimating the number of “background” events in this sample from other
processes.
• ε: Estimating the acceptance of the apparatus including all selection requirements
used to define the sample of events like the detector acceptance, trigger efficiency,
reconstruction efficiency, selection efficiency and background rejection efficiency.
The latter are usually benchmarked and inferred from a Monte Carlo simulation
of the apparatus and collision events.
• Lint: The integrated luminosity that encapsulates the total number of collisions in







→ units of barn: b−1 = 1028m−2 (3.1)
where N is the number of events detected in a certain time t and σ the collision
cross-section.





Analogously, one can measure a differential cross section in “bins” of phase space:
σi =







where ∆k(1)i and ∆k
(2)
i denotes well defined regions i of phase space, ∆Ni, c and ∆Ni, b
the number of candidate and background events in that region.
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Types of uncertainties – Without exception, these counting measurements involve
both statistical and systematic uncertainties. We refer to Ref. [115] for the following
definitions and additional case studies.
Statistical uncertainties are the result of random fluctuations originating from the
fact that a measurement is based on a finite set of observations. Repeated measurements
of the same phenomenon will therefore result in a set of observations that will differ,
and the statistical uncertainty is a measure of the range of this variation. By definition,
statistical variations between two identical measurements of the same phenomenon
are uncorrelated. Examples of statistical uncertainties include the finite resolution of
an instrument, the Poisson fluctuations associated with measurements involving finite
sample sizes and random variations in the system one is examining.
Systematic uncertainties, on the other hand, arise from uncertainties associated with
the nature of the measurement apparatus, assumptions made by the experimenter, or
the model used to make inferences based on the observed data. Such uncertainties are
generally correlated from one measurement to the next, as well as from one bin to the
next which makes their estimation a daunting task. Common examples of systematic
uncertainty include uncertainties that arise from the calibration of the measurement
device, the fraction of signal events accessible by the detector due to its geometry
(called the “acceptance” of the detector) and the fraction of signal events that pass the
experimenter selection cuts (called the “selection efficiency”). Conventionally, trigger
and reconstruction efficiency are factored out of the latter.
Experimentalists currently summarise their measurements and their associated
uncertainties with the following indicators:
• σi: the expectation value of all events (or observations) in a kinematic bin i.
• s(a)i,unc: uncorrelated additive uncertainties originating from a source (a) and associ-
ated with a kinematic bin i.
• Correlated uncertainties:
– s(a)ij,corr: correlated additive uncertainties originating from a source (a) and
associated with the kinematic bin i and j.
– δ(a)ij,corr: correlated multiplicative uncertainties originating from a source (a)
and associated with the kinematic bin i and j.
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• C: In some cases, the breakdown of systematics is not provided, but instead the
full combined experimental covariance matrix.
We also note that for some data sets, an asymmetric uncertainty is provided: [s(a)+ij , s
(a)−
ij ]:
originating from a certain source (a) which could be uncorrelated or correlated between
kinematic bin i and j.
Gaussian assumption – Let us start by considering a total of Nrep events observed
























where ε is the acceptance of the apparatus including all selection requirements used to
define the sample of events, x(k) = {x(k)1 , x(k)2 , ..., x(k)Ndat} are equally probable observa-
tions, k = 1, . . . , Nrep, of a set of Ndat measured quantities. Then the indicators provided
by the experimentalists could be seen as moments of the discrete data distribution
f(xi, xj, ...) such that:

























j − σiσj (3.7)
however, this set of indicators does not hold information about the distribution itself
rather only its two first moments. For that reason, as illustrated in Fig. 3.1 the data is













One can already see that this assumption is not well suited for asymmetric uncertainties,
however the approximation commonly adopted to symmetrise such uncertainties is by
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doing [110]:










where σ̃i, s̃i are the new symmetrised mean and standard deviation. Ideally, one would
opt to avoid such kind of assumptions on the data distribution and rather aim to include
the original “raw” event distribution. However the latter are currently either not so
commonly delivered or complicated to treat.
Figure 3.1: A representative figure of two bivariate gaussian distributions. The figure on the
left represents a distribution with uncorrelated variables x1 and x2 (zero off-diagonal elements
in the covariance matrix). The figure on the right represents a distribution with correlated
variables instead. The figure is generated by peterroelants/peterroelants.github.io.
Covariance matrix – The gaussian assumption imposes a constraint on the covariance
matrix, that has to be symmetric and positive-definite1. Therefore we can express C























1C is set to be positive-definite if the scalar xT ·C · x is strictly positive for every non-zero column
vector x.
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D’Agostini’s bias – The covariance matrix Eq. (3.11), although valid to asses the
quality of the data sets description after a fit, it would lead to the so-called D’Agostini’s
bias in the result [116] if used during minimisation. To remedy this, we generally
adopt the t0-prescription presented in Ref. [112] whereby we perform iterated fits using
the theory predictions central value instead of the experimental ones to render the





























where t0i is the central prediction computed with a set of inferred parameters. These
predictions are typically obtained from a previous fit which is then iterated until
convergence is reached. The use of the t0 covariance matrix defined in Eq. (3.12) for
the likelihood maximisation (to be discussed in Sect. 3.2.1) avoids the bias associated
with multiplicative uncertainties, which lead to a systematic underestimation of the
best-fit values compared to their true values [116].
3.2. Uncertainty propagation
In Sect. 3.2.1, I start by defining the likelihood function by means of Bayes’ theorem,
then I explain the difference between the marginal (mainly used by NNPDF, thus in
Chapters 4, 5, 6, 7 and 9) and conditional likelihoods (used by MAPFF1.0 in Chapter 8)
when a subset of data is considered in the inference. Finally and most importantly,
I discuss the minimisation of the chi-square function and how it originates from the
maximum log-likelihood method within the gaussian assumption. This will be at the
heart of all the minimisation procedures upon which the subsequent results will be
based on. Furthermore, I discuss the case where the chi-square is subject to a generic
equality constraint and how to deal with it by means of the Lagrange multiplier method.
The minimisation of the chi-square function result in a set of optimal parameters to
describe the data. However, since our main interest is to quantify the uncertainty asso-
ciated to this optimal set, I discuss two methods that aim to propagate the uncertainties
from the space of data to that of parameters. These are the Monte Carlo (Sect 3.2.2)
and Hessian (Sect. 3.2.3) methods. Starting from a certain parameters prior probability
distribution, the application of either of these methods lead to a posterior2 probability
2Posterior: refers to a distribution that was inferred from some data, i.e. underwent the minimisation.
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distribution that encodes the uncertainties on the optimal parameters resulting from
the minimisation.
3.2.1. Likelihood function
In Bayesian statistics, the likelihood L(B|A) or equivalently the probability P(A|B)
quantifies the degree with which the evidence B supports a hypothesis A. To infer the
probability of a hypothesis A with a prior probability P(A) given the evidence B with a
prior probability P(B), one applies repetitively the Bayes’ theorem:
P(A|B) = P(B|A)P(A)P(B) (3.13)
To infer P(A|B) while knowing/assuming P(A) and P(B), one tries to vary A in a
way to maximise P(B|A) and therefore maximise the probability that hypothesis A is
valid given the evidence B. The likelihood function can be therefore defined as the
probability of observing a given sample of data for a given set of parameters θ. Based
on the previous section, assuming that D the data is distributed gaussianly according
to G(σ,C) whose expectation is σ and covariance matrix is C, one can write the
likelihood function as:









where t(θ) is the theoretical prediction to be compared with the data calculated with
the parameters θ. When it comes to fitting a subset of the data (due to kinematic cuts
for instance) one has to distinguish between using a marginal or conditional likelihoods.
Let’s consider mA of dimension nA and mB of dimension nB as subsets of σ such that
















Marginal likelihood – To obtain the marginal likelihood over mA, one only needs
to drop the irrelevant values of B (that one wants to marginalize out) from the mean
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Figure 3.2: Figure repre-
senting marginal distribu-
tions of a subset of random
variables x and y from the
original bivariate normal
distribution. Each of the
projected distributions
represent a subset of the
variables without reference
to the other. The figure
is generated by peterroe-
lants/peterroelants.github.io.











where θA are the parameters to be inferred from mA without any influence or knowl-
edge of mB nor CB. This can be seen as inferring from one of the marginal projections
x (as A) or y (as B) illustrated in Fig. 3.2 without reference to each other.
Conditional likelihood – The computation of the conditional covariance matrix
CA|B can be seen as inverting the covariance matrix C, dropping the rows and columns
corresponding to the values of mB that are being conditioned upon, and inverting
back to get the conditional covariance matrix. In which case one ends up with the













Figure 3.3: Figure rep-
resenting conditional
distributions of a subset of
random variables x and y
from the original bivariate
normal distribution. Each
of the projected distribu-
tions represent a subset
of the variables account-
ing for the correlation
of the other. The figure
is generated by peterroe-
lants/peterroelants.github.io.
where σA|B = σA + CCC
−1
B (t(θA|B) − mB), CA|B = CA + CCC−1B CTC and the
parameters θA|B are to be inferred from mA while accounting for correlations from
mB as illustrated in Fig. 3.3.
Maximum log-likelihood – The goal of a statistical inference is to find a particular set
of parameters θ that maximises the likelihood L(θ|σ), thus maximising the probability
of observing the given data. This procedure typically goes under the name of maximum
likelihood estimation (MLE). However, finding the maximum of the likelihood could
be computationally expensive and one can equivalently maximise the logarithm of the
likelihood, that reads:




[t(θ)− σ]TC−1[t(θ)− σ]. (3.18)
Since the left-hand term is constant and the right-term is negative, maximising the
















This defines the chi-square χ2 as an effective loss function to be minimised in a regres-
sion analysis. In the studies below, we will use the χ2 as the function to minimise:
χ2(θ) = [t(θ)− σ]TC−1[t(θ)− σ] (3.20)
One can also reformulate this expression by breaking the covariance matrix into uncor-



















where each source of correlated systematic is described by a nuisance parameter λ(a).









λ(a)2 is called the penalty term. The gaussian assumption allows us to analytically
























Lagrange multiplier – The various non-perturbative objects we are interested in, do
not possess a functional form that can be deduced from perturbative QCD. Nevertheless,
they have to satisfy the physical constraints summarised in Sect. 2.3.3. Among these
constraints is the positivity of observables, which will be imposed by means of the
Lagrange multiplier method [41,42,113,117] in the subsequent results.
In order to find the maximum of the log-likelihood lnL(θ|σ) subject to NEC equality
constraints {(h1(θ) = 0), ..., (hNEC(θ) = 0)}, the method of Lagrange multipliers state
that one should instead find the maximum of the Lagrange function defined as:














where λi are called the lagrange multipliers that can be chosen in a way to determine the
size of the constraint contribution during the minimisation. For instance, if λihi(θ)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χ2(θ|σ), the minimisation algorithm will emphasize more on the satisfaction of this
constraint contribution prior to minimising the likelihood (roughly speaking). Therefore,
by maximising the Lagrange function, the optimisation algorithm seeks a point in
parameter space where the gradient of the likelihood function points in the same
direction as the gradients of its constraints, while also satisfying them.
3.2.2. Monte Carlo method
The Monte Carlo (MC) method is nowadays widely used in QCD analyses [41,42,97,
114,118–125]. It relies on estimating the parameters’ posterior probability distribution
by duplicating the inferences. Every inference is independent and performed on a
replica of the data resulting in an optimal set starting from different initial conditions.
The result of all inferences performed defines the parameters’ posterior probability dis-
tribution which encapsulates both the optimal set (mean of this probability distribution)
and its associated uncertainty (standard deviation of this probability distribution). The
majority of results [37–43,49] in the subsequent chapters are based on this method.
Inference – The MC method, relies on generating Nrep replicas of the data, x(k), using
the Cholesky decomposition [126] L of the covariance matrix C (illustrated in Fig. 3.4)
such that:
x(k) = σ +L · r(k) ; C = L ·LT , (3.23)
where r(k) is an Ndat-dimensional normal random vector such that the full set of replicas
encodes properly the information on the data central values, variances and correlations
















j ' σiσj + Cij (3.24)
in the limit of a sufficiently large number of replicas. Therefore, the MC method’s
accuracy in representing the underlying data probability distribution increases with
larger Nrep. Every replica x(k) substitutes the data central value σ in Eq. (3.20), which
now reads:
χ2(k)(θ(k)) = [t(θ(k))− x(k)]T ·C−1 · [t(θ(k))− x(k)] (3.25)
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Figure 3.4: A repre-
sentative figure of the
MC sampling Eq. (3.23)
from a bivariate normal
distribution. The figure
is generated by peterroe-
lants/peterroelants.github.io.
Then, Nrep independent inferences are carried out based on Eq. (3.25) starting from
a flat parameters prior probability distribution. The resulting set of parameters
{θ(1), ..., θ(Nrep)} defines their posterior probability distribution. The average of this
distribution is taken to be the best solution and the standard deviation its associated
uncertainty.
Reweighting – Let us consider a new data set B and a set of parameters’ posterior
probability distribution {θ(1)A , ..., θ
(Nrep)
A } that were inferred from a data set A. This
method [109, 127] relies on estimating the probability P(θ(k)A |χ
2(k)
B ) of the posterior
probability distribution given the chi-square function χ2(k)B calculated with the new data





A ) = [t(θ
(k)
A )−m(k)B ]T ·C−1 · [t(θ(k)A )−m(k)B ] (3.26)
This probability is considered as a new weight w(k)A|B to every posterior MC parameters in
the set {θ(1)A , ..., θ
(Nrep)

























If for a given replica, the agreement with the new data set is poor, it will result in a
large χ2(k)B and thus the weight of this specific replica will be exponentially suppressed.











hence the name “reweighting”. This method however suffers from some limitations
that are detailed in Refs. [109,127].
3.2.3. Hessian method
The Hessian method [128–131] relies on estimating the uncertainty on the inferred
optimal parameters from the behaviour of the χ2 close to the global minimum in
the parameters space. I start by discussing the inference in the Hessian approach
that will facilitate the introduction of the Hessian profiling upon which the impact
studies [44–47] in Sect. 9.1.1 and Sect. 9.1.2 are based on.
Inference – In the MC method, a set of Nrep independent-inferences are considered
of equal weights and defines the parameters’ posterior probability distribution. Con-
trastingly, in the Hessian method, only one inference occurs from which the global
minimum and a Hessian matrix encoding the region around the minimum are inferred.
The eigenvectors of this matrix define the error set of parameters used to estimate
the uncertainty on the best solution. I will rely on Ref. [129] in most of the following
derivations.
Near the minimum, the χ2 can be approximated in terms of the following quadratic
expansion:
∆χ2 = χ2 − χ2min ≈
Npar∑
ij
Hij∆θi∆θj, ∆θi = θi − θi,min (3.30)
where Npar is the total number of parameters and θi,min representing the best parameter










which contains all the information necessary to quantify the parameters’ posterior
probability distribution or in that case the Hessian error sets. The Hessian matrix is




















l = δkl (3.32)
































We denote by S0 the global minimum point in the space of parameters of the function
χ2 and Sk the different error sets issuing from the diagonalisation of the Hessian matrix
as follows:
z(S0) = (0, ..., 0), zi(S±k ) = ±T±k δik (3.36)
where T±k is referred to as tolerance parameter chosen to delimit the neighbourhood
of the the global minimum in which inferences are acceptable. In the following we
consider the commonly used fixed tolerance T±k =
√
∆χ2. Using these sets and the













which finally leads to the following master formulas in the case of asymmetric and










Profiling – Similar to the MC reweighting, the Hessian profiling method [128,129,131]
aims to gauge the impact and compatibility of a new data set B on the posterior
parameters (inferred from a data set A) given the chi-square function χ2(k)B calculated
with the new data set B and defined in Eq. (3.26). For that purpose, we consider the
combined χ2A⋃B defined as:
χ2A
⋃






Similarly to the linear approximation we used in Eq. (3.37), we can write the theoretical
prediction on the new data as follows:


















(T+k − T−k )/2
(3.40)
Substituting this expression in Eq. (3.39), we deduce that χ2A⋃B, within the considera-








where ∆w = w −wmin, the wmin are the set of new parameters minimising χ2A⋃B and
G the new Hessian matrix given by:


















where the new Hessian matrix G and the vector a are computed solely from the
experimental covariance matrix CB of the new data set B, the theoretical predictions
tB(θA) from the posterior parameters θA and the tolerances T±k .
Using this new Hessian matrix G, we can calculate the new error sets resulting from
the impact of the data set B following the same steps highlighted in the Hessian method.
In order to calculate any quantity O depending on the parameters with the new wmin,
it suffices to replace the theoretical prediction t by O in Eq. (3.40) or equivalently, use
the new minimum parameters and error sets. Finally, and in order to decide whether
the new data set B is consistent with the original data set A, we define a criteria called



















where having P  ∆χ2A indicates that the new data B is not conflicting with A while
having P >∼ ∆χ2A indicates that B is in tension with A (See Ref. [129] for more details).
3.3. Machine Learning for non-perturbative QCD
Machine learning (ML) is a branch of Artificial intelligence (AI), the name given
to the field developing technologies concerned with enabling a machine to simulate
human behaviour. ML refers to the subfield of AI aimed at studying computer algorithms
that are designed to operate and self-improve based on data and pattern recognition.
There are 3 main ML algorithms categories:
• Supervised learning: the algorithm is presented with a data set containing a set
of inputs and their associated outputs or labels. The task is to achieve an accurate
mapping between the two while being predictive on new inputs. This category
can be further subdivided into classification and regression algorithm types. In the
former, the output is a discrete function or simply a category, while in the latter
the output is a real continuous function of the inputs.
• Unsupervised learning: the algorithm is presented with an unlabelled data. The
task is to describe its hidden structure and correlations. One example of this
category is the clustering algorithms that try to achieve a grouping of the data
according to the patterns it can detect or is sensitive to.
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• Reinforcement learning: the algorithm is provided by a desired performance
within a specific context or constraints. The task is self-tuning based on trial and
error trying to maximise the reward and minimise the penalty by approaching to
the desired output.
As of the late 20th century, ML has been heavily applied to various problems in
particle physics, such as simulations, real time analysis and triggering, object recon-
struction, identification, and calibration, image recognition based on raw data in LHC
analyses, approximating matrix elements, classifying the Standard Model events and
finally determination of non-perturbative objects in QCD [132,133].
One of the most used ML algorithm in supervised learning, not only in particle
physics, is the artificial neural networks (ANN). This algorithm initially was inspired
from the mode of operation biological neural networks has in the human brain. Partic-
ularly w.r.t. features like receiving inputs (Dendrites), structure (Axon), connectivity
(Synapses) and processing of information (Soma). A more important similarity, is the
ability for ANN to continuously update its parameters based on the data it trains on
and the patterns that it encounters [33].
In Sect. 3.3.1, I introduce the feed forward neural networks (NNs) that will be the
core functional form I use to parametrise all the non-perturbative objects discussed
in the subsequent results. I start by discussing its forward and backward propagation
modes, the motivation behind using them to infer QCD non-perturbative objects, their
features and pitfalls. Then, in Sect. 3.3.2, I outline briefly the minimisation algorithms
used to achieve the inferences in the subsequent chapters.
3.3.1. Neural networks
There exists many models of neural networks [134] each suited to a particular
problem. In this thesis and in the following I focus on feed forward neural networks
(NNs).
Forward propagation – A neuron constitutes the basic unit of a neural network. In
the following diagram3 we consider one neuron N1 connected to 3 input neurons ξ .









Generally, every neuron is associated with one bias (in this case θ1) and every link
connecting the neuron corresponds to a set of weights (in this case w1i) that represent
the parameters of the NN and are combined as follows:







where φ is the activation function that defines the output of each neuron and has the
property of being bounded. The most commonly used functions are:
• Threshold function: φ(x) = 1 if x ≥ 0 and φ(x) = 0 if x < 0. If used in the
output layer, this function serves for discrete logistic regression where the problem
is classifying an input as belonging to one of two classes.
• Sigmoid function: φ(x) = 1
1+e−x that have an s-shape such that limx→∞
φ(x) = 1 and
lim
x→−∞
φ(x) = 0. If used in the output layer, this function serves for continuous
logistic regression where the problem is classifying an input as belonging to one or
more classes with a confidence level.
• Hyperbolic tangent function: φ(x) = tanh x that have an s-shape such that
lim
x→∞
φ(x) = 1 and lim
x→−∞
φ(x) = −1. If used in the output layer, this function serves
for continuous logistic regression.
• Linear function: φ(x) = x that serves for regression problems (inferring a contin-
uous function).
• Quadratic linear function: φ(x) = x2 that serves for regression problems (infer-
ring a positive-definite continuous function).
Now, we can generalise Eq. (3.44) by defining a general NN as a real-valued vector
function N : Rm → Rn that maps an input vector ξ ∈ Rm to an output vector N ∈ Rn.
In the following diagram we consider a generic representative feed forward NN with L
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total layers corresponding to 2 input neurons, 3 hidden layers of 3, 5 and 4 neurons
















We assume that all the nodes belonging to the `-th layer have the same activation
function φ`. The k-th output of the NN can then be written recursively as [36]:










































= . . . .
(3.45)
The nesting in Eq. (3.45) continues until the input layer (L − 4) is reached and is
referred to as forward propagation.
Backward propagation with analytical derivatives – The forward propagation
is the mode in which a NN evaluates its outputs based on a given input by a successive
evaluation of the layers. Now, I discuss the backward propagation, the mode in which
the NN learn by propagating back into the parameters the error found between its
output and the data. Backward propagation relies on computing the gradient of a loss
function (in our case χ2) w.r.t. the weights and biases of the NN by means of a repeated
application of the chain-rule. This gradient is then used by a minimisation algorithm
that adopts a gradient-descent strategy (see Sect. 3.3.2).
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In order to illustrate this mode of propagation [36], we consider for simplicity one
single experimental point measured at ξ ∈ Rm with central value σ ∈ Rn and standard
deviation s ∈ Rn that we want to fit with a NN N : Rm → Rn with L layers and
parametrised by a set of weights and biases {ω(`)ij , θ(`)i }. The corresponding χ2 reads:








where Nk is the k-th output of the NN. The derivative of the χ2 in Eq. (3.46) w.r.t. the

















and similarly for the derivative w.r.t. the bias θ(`)i . Eq. (3.47) reduces the computation
of the derivatives of the χ2 in Eq. (3.46) to the computation of the derivatives of N . In
this respect, the feed-forward structure of the NN in Eq. (3.45) is crucial to work out
an explicit expression for such derivatives.







































































The derivative expressions in Eq. (3.49) can finally be used to compute the gradient of
the χ2 through Eq. (3.47) (and its respective for the bias θ(`)i ). From the point of view of
a numerical implementation, it is crucial to notice that the matrix Σ(`) can be computed
recursively moving backwards from the output layer as Σ(`−1) = Σ(`) ·S(`), starting from
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the initial condition: Σ(L) = I. This feature allows one to compute the derivatives w.r.t.
all free parameters of a NN with a single iteration of the chain-rule. We point out that
the iterative nature of Eq. (3.49) is a direct consequence of the structure of the object
being derived, i.e. a feed-forward NN. Therefore, Eq. (3.49) does not generally apply to
any artificial NN.
Universality – One of the most important features of NNs is its compliance with
the universal approximation theorem [33] that states that a feed forward NN with
a single layer is sufficient to represent any function within the range of the given
inputs. To highlight this feature, I take from Ref. [36] the example of inferring a
NN (as implemented in the NNAD library) from a pseudodata generated using an
oscillating Legendre polynomial as an underlying law. To this purpose, Ndat = 100
pseudodata points are generated over an equally-spaced grid {ξi}, with i = 1, . . . , Ndata
and ξi ∈ [−1, 1]. The corresponding sets of central values {σi} and uncertainties {si} is
obtained as:
σi = [1 + P10(ξi)]× G(1, 0.1), si = [1 + P10(ξi)]× G(0, 0.1) (3.51)
where Pn is the Legendre polynomial of degree n and G(σ, s) is the normal distribution
with mean value σ and standard deviation s. The shift by 1 in both equations in
Eq. (3.51) has the goal to make the underlying law positive definite and facilitate thus
the generation of the pseudodata. The model used to fit the data is a NN with one
input node, one output node, and a single hidden layer with 25 fully-connected nodes
(architecture [1, 25, 1]) for a total of 76 free parameters. Fig. 3.5 shows the result of a
fit of 1000 iterations. It is evident that the fitted NN reproduces the underlying law
quite accurately within the given pseudodata uncertainties. This provides a numerical
and visual demonstration of the importance of the universal approximation theorem.
Cross-validation and stopping criterion – Due to their convoluted structure and
universality, NNs can be highly redundant for a given set of data. This can happen
either due to a sparse data, or a large NN architecture w.r.t minimisation problem
considered. In that case, the NN risk inferring the statistical fluctuations in the data
rather the underlying functional form or physical law. One of the methods to prevent
this feature, commonly called overfitting, is the cross-validation. The basic idea behind
this method is to first separate the input data sets into conditionally or marginally
disjoint training (tr) and validation (val) data sets (see Sect. 3.2.1). Second, minimise
only the χ2tr of the training data sets while evaluating the χ
2
val of the validation ones.
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Figure 3.5: Fit of a NN with architecture [1, 25, 1] to 100 pseudodata points generated according
to Eq. (3.51). The black points represent the pseudodata with the corresponding uncertainty,
the red line is underlying law (truth), and the blue line is the result of a 1000-iteration fit.
The latter does not contribute in the backward propagation and the inference of
parameters but serves as a measure of the NN’s generalisation or predictive power
on new data. If during minimisation, the χ2tr starts to continuously decreasing while
the χ2val simultaneously increasing, this could be interpreted as a case of overfitting as
shown in the representative Fig. 3.6.
There are many strategies that could be adopted to deduce the set of optimised NN
parameters that do not suffer from overfitting. One of these is the look-back stopping
criterion presented for the first time in NNPDF fits in Ref. [135]. This method dictates the
inference to stop if the χ2val reaches some assigned threshold and subsequently ceases
to decrease after a certain number of iterations Nmaxit . The inference is then classified
as successful and the set of parameters that minimise χ2val are selected as the best-fit
parameters (look-back).
Hyperparameters – Hyperparameters refer to the group of tunable parameters that
are user-specified in the minimisation problem such as: NN architecture (number of
layers, number of neurons in a layer), activation functions, initialisation of weights and
biases, minimisation strategy, number of minimisation iterations, training/validation
fraction, etc. The choices of hyperparameters affect significantly the training pro-
cess specially when large NN architectures and large data sets are considered in the
minimisation problem. The procedure adopted to automate the tuning of these hyper-
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Figure 3.6: A representative figure of the cross-validation method where the χ2tr and χ
2
val are
displayed as a function of the minimisation iterations. The underfitting, optimal and overfitting
regimes are also indicated.
parameters is called hyperoptimisation (hyperparameter optimisation) that aims to find
a set that yields an optimal minimisation model for some given data sets. For instance,
in Ref. [136], the authors present a new regression model for the determination of
PDFs relying on a cross-validation mechanism through a hyperoptimisation procedure.
In this thesis however, we choose the hyperparameters by a trial-and-error (manual)
approach instead of an automated hyperoptimisation algorithm. That is mainly due
to the relative simplicity of NN models adopted as well as the moderate number and
features of data included.
3.3.2. Minimisation algorithms
In this section I address the optimisation problem Eq. (3.19), i.e. minimising the
χ2(θ) function with respect to a set of parameters θ. It is generally cumbersome or even
impossible to find the exact global minimum of the χ2 analytically (direct methods).
It is therefore vastly more efficient to solve a series of approximations to the original
problem instead (iterative methods).
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I will discuss the main three iterative minimisation algorithm used to achieve the
results in the subsequent chapters:
1. Genetic algorithms (GAs) adopted for the NNPDF inference of proton PDFs (chap-
ter 4).
2. Stochastic gradient descent (SGD) and in particular the Adaptive Moment Esti-
mation algorithm (ADAM) [137] as provided by TensorFlow [138] and adopted
for the nNNPDF inference of nuclear PDFs (chapters 5, 6 and 7).
3. Trust-region and in particular the Levenberg-Marquardt algorithm (LM) [139,
140] as provided by ceres-solver [141] and adopted for MAPFF inference of pion
FFs (chapter 8).
The GA is a stochastic, randomness-based method of optimisation. Such algorithms
do not benefit directly from the topology of the χ2 in space of parameters and therefore
do not rely on gradients. Roughly speaking, the group of these methods rely on
random-trial and error to scan for minimum of χ2. Some of the advantages of a
GA are the ability of dealing with complex χ2 topologies being linear or nonlinear,
continuous or discontinuous, or with random noise. However, GAs relies heavily on
the hyperparameters choices and any inappropriate choice will make it difficult for the
algorithm to converge [142].
All gradient based minimisation algorithms such as stochastic gradient descent and
trust-region, considered as deterministic methods, depend the evaluation of the χ2
and its derivatives at arbitrary points in parameter space. Therefore, both the χ2 and
its Jacobian (derivatives w.r.t. all parameters) are essential ingredients to solve the
minimisation problem. There are three main approaches of calculating the χ2 Jacobian:
• Analytic: in which the user provides the χ2 derivatives expression themselves as
we did for the neural network in Sect. 3.3.1 based on Ref. [36].
• Automatic: in which the analytic derivatives are computed automatically by
the decomposition of differentials by means of the chain-rule (more details in
Ref. [141]).
• Numeric: in which the derivatives are computed numerically using finite differ-
ences methods (more details in Ref. [141]).
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Some of the advantages of gradient based minimisation algorithms are their search
efficiency and the guaranteed convergence to the global minimum for a convex4 χ2 and
a local minimum for a non-convex one. However, these algorithms could be slow for
complex topologies. The choice of optimal search-steps sizes or learning rate is often
difficult. Minimising highly non-convex χ2 could lead the algorithm to be stuck in a
saddle point5 or a local-minimum.
Genetic algorithm – The NNPDF3.1 [37,39,49] framework (Chapter 4) relies on a GA
implemented as discussed in Ref. [113]. GAs [113,143] are a family of computational
models inspired by the process of natural selection. The initial iteration starts with a
generation6 of randomly generated population of parameters {θ1, ...,θNpop}. The χ2(θi)
is then evaluated for every individual i in the population. The individuals with the
least χ2 are stochastically selected from the population, and each of these individual’s
parameters are modified randomly to form a new generation. The new generation
of candidate solutions is then used for the next iteration. The algorithm terminates
when a satisfactory χ2 has been reached for the population as shown in the qualitative
Fig. 3.7.
Figure 3.7: A representative plot generated by github.com/hunar4321/Genetic_Algorithm
showing the steps taken by a GA towards the global minimum (deep blue area).
Stochastic gradient-descent – The nNNPDF [41,42,144] framework (Chapters 5, 6
and 7) relies on ADAM [137] from the SGD family provided by TensorFlow [138]. An
open source Python ML library in which the gradients of the χ2 can be computed via
4A convex function has one minimum.
5Saddle point of a function: not its local minimum or maximum, rather a point where the derivatives in
orthogonal directions are all zero.
6The population in each iteration called a generation.
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automatic differentiation. I note that this algorithm was for the first time introduced in
the NNPDF collaboration by the nNNPDF group in a separate framework to fit nPDFs.
The general idea of gradient descent (GD) is to take repeated steps in the opposite
direction of the χ2tot Jacobian in parameter space. In a generic GD algorithm, the χ
2
tot is
computed over all training data points available in the problem per iteration. The aim is
that eventually these iterative steps will lead to the minimum of χ2. The main different
feature SGDs have over GDs is that in case of the latter, the parameters-tuning happens
based on the χ2subset Jacobian per iteration. The χ
2
subset is computed only on a subset of
the training data points picked randomly every iteration (stochastic). Therefore, SGDs
are considered to approximate the gradients, saving a lot of time compared to the case
of full-data and with a large enough number of iterations SGDs converge eventually
to a minimum that describes well all the training data. The SGD mode of operation is
shown in the qualitative Fig. 3.8.
Figure 3.8: A representative plot generated by github.com/hunar4321/Genetic_Algorithm
showing the steps taken by a SGD towards the global minimum (deep blue area) and its
sensitivity to the learning rate.
One of the drawbacks of the GD approach, which is partially avoided by using
GA-types of minimisers, is the risk of ending up trapped in local minima as well as the
arbitrary choice of learning rate. To ensure that such situations are avoided as much as
possible, the ADAM algorithm was used in nNNPDF to perform SGD. ADAM computes
individual adaptive learning rates for different parameters from estimates of first and
second moments of the gradients. By adjusting the learning rate of the parameters
using averaged gradient information from previous iterations, local minima are more
easily bypassed in the training procedure, which not only increases the likelihood of
ending in a global minima but also significantly reduces the training time.
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Trust-region – The MAPFF [43] framework (Chapter 8) relies on Levenberg-Marquardt
(LM) [139,140] from the GD family provided by ceres-solver [141]. An open source
C++ library for modelling and solving large, complicated optimisation problems.
The general idea of trust-region minimisation algorithms is to approximate the χ2
using a quadratic function over a subset of the search space known as the trust region.
If a set of parameters leading to a small χ2 is found within the trust region, then the
region is expanded, otherwise it is contracted and the minimisation problem is solved
again. While the line-search approach first finds a descent direction along which the χ2
will be reduced and then computes a step size, the trust-region approach first choose
a step size (the size of the trust region) and then a step direction. The Trust-region
algorithms mode of operation is shown in the qualitative Fig. 3.9.
Figure 3.9: A representative plot taken from Ref. [145] showing the steps taken by a Trust-
region algorithm, towards the global minimum (on the right side of the figure). To be read
from left to right and row by row.
The LM [139,140] is one of the most popular algorithm for solving non-linear least
squares problems. It combines two minimisation algorithms: the GD method where the
sum of the squared errors is reduced by updating the parameters in the steepest-descent
direction, and the Gauss-Newton (GN) method where the sum of the squared errors is
reduced by assuming the least squares function is locally quadratic in the parameters,
and finding the minimum of this quadratic. Therefore the LM method acts more like a
GD method when the parameters are far from their optimal value, and more like the
GN method when the parameters are close to their optimal value [146].
Chapter 4.
Proton parton distribution functions
This chapter is based on Refs. [113,114] and my results in Refs. [37–39].
Introduction – The continuous study of the composite nature of nucleons (protons
and neutrons) over the past decades, lead to the formulation of QCD, the theory of the
strong force that we discuss in Chapter 2. Our current understanding is that nucleons
are bound states of confined partons (quarks and gluons) that collectively give its
macro-properties that we measure, such as electric charge, spin and mass.
At low energy scales, partons strongly interact and radiate into each other making
them indescribable by perturbative QCD. The latter is only valid at high energy scales
where the strong coupling constant αs is small enough, thus in the case of weakly
interacting partons. As at matter of fact, we saw in Sect. 2.1.2, that this is translated
by an infrared divergence that emerges in the calculation of structure functions for a
fixed-x at a given Q2. This divergence can be remedied by taking the finite difference
of the divergent structure function between two different energy scales. This difference
allows then the introduction of a factorisation scale that separate the perturbative
from non-perturbative contributions that become “absorbed” by bare quantities, the
parton distribution functions (PDFs). These renormalised non-perturbative objects can
in turn be measured from experimental data and their running in Q2 is governed by
the perturbative DGLAP equations.
The nucleon substructure was first resolved by deep inelastic scattering at SLAC in
1966. However, due to the QCD collinear factorisation theorem, PDFs are universal
and therefore can be determined from a variety of hard-scattering cross sections in
lepton-proton and proton-proton collisions (such as at the LHC [109,147,148]), some
of which are displayed in Sect. 2.4.1.
Motivation – In addition to improving our understanding of the nucleon substructure,
there are various motivations behind the continuous efforts of studying PDFs. To start
with, PDFs currently represent one of the dominant theoretical uncertainties for the
determination of the Higgs boson couplings. This is particularly important in the search
71
72 Proton parton distribution functions
for subtle deviations from the Standard Model (SM) predictions at present [149] and
future [45] high-energy colliders.
Moreover, the production of new high-mass resonances, as predicted by many Be-
yond the Standard Model (BSM) scenarios [150] is mainly sensitive to the region of
large momentum fraction x where data is generally very scarce. This is where measure-
ments involving deuterium targets still play a significant role in the determination of
proton PDFs [151,152], in particular to separate the up and down flavours.
In addition, PDFs also affect the precision measurement of the SM parameters
at hadron colliders, such as the W-boson mass [153–156] or the strong coupling
constant αs [157–162]. These in turn can be also sensitive to BSM effects [163,164]
and in many cases PDF uncertainties represent one of the limiting factors of their
measurement. Beyond the LHC, PDFs also affect the predictions for signal [165] and
background [166–169] events at ultra-high energy neutrino telescopes.
Finally, PDFs play a major role at the moment in constraining nuclear PDFs (nPDFs),
as we will see in Chapters 5, 6 and 7 where we discuss the nuclear PDF statistical
framework nNNPDF and Sect. 9.3 where we analyse the projection of the Electron-Ion
collider. In our recently developed framework nNNPDF [41,42] we impose that nPDFs
reduce to PDFs in the limit where the nucleus is a nucleon. Other collaborations rely on
determining the modification of the PDFs due to nuclear effects rather than determining
the nPDFs themselves, either by extending the parameterisation of PDFs [170] or fitting
a modification ratio [171]. In all these cases, PDFs are currently a crucial element in
any nuclear PDF global analysis, where in particular it imposes heavy constraint on
light-nuclei but also shapes our understanding of the lead PDF that is mainly considered
in pA collisions at the LHC.
A number of collaborations provide regular updates of their PDF sets [114,172–174].
There are a range of differences between these analyses, arising from the selection of the
input fitted dataset, the theoretical calculations of cross sections, methodological choices
for the parametrisation of PDFs, the estimate and propagation of PDF uncertainties,
and the treatment of experimental uncertainties. Despite these differences, it has been
shown that, under some well-specified conditions, PDF sets can be statistically combined
among them into a unified set. The most popular realisation of this paradigm are the
PDF4LHC15 set [130, 135, 175, 176], a combined set of CT14 [177], MMHT2014 [178]
and NNPDF3.0 [113], using the Monte Carlo (MC) method (see Sect. 3.2.2).
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Now that we’ve established the broad importance of PDFs, let us discuss their source
of uncertainties. We classify these into three classes:
(S0): The theory used to describe them including:
• Missing higher order uncertainty from fixed-order calculations.
• Uncertainty on the αs determination.
• Heavy quark mass effects.
• Nuclear effects, mainly when considering data involving deuterium.
(S1): The data uncertainties used in the global analyses.
(S2): The methodology used for their statistical inference.
PDFs are continuously confronted by new and more precise data mainly from hadron
colliders like the LHC but also from the EIC in the near future. We can asses this
precision’s order of magnitude by tracking the LHC integrated luminosity for example
(defined in Eq. 3.1). Since the beginning of its operation in 2009 and until the end of
Run 2 (2015-2018), the total integrated luminosity at the LHC was 189.3 fb−1 for each
of ATLAS and CMS, whereof 160 fb−1 were accumulated during Run 2 alone [179].
Run 3 is expected to start in 2021, achieving a total integrated luminosity of over 300
fb−1 before the end of 2023. The HL-LHC will take over in 2026, with the goal of
reaching 3 ab−1 by 2037 [45,46].
Outline – In Sect. 4.2.1, I discuss the uncertainty of type-(S0) where I present the first
extraction of the proton PDFs that accounts for the missing higher order uncertainty
(MHOU) in the fixed-order QCD calculations used in PDF determinations. This study is
based on Refs. [37,38]. In Sect. 4.2.2, I discuss the uncertainty of type-(S1) where I
present a systematic investigation of single jet and dijet production at hadron colliders
from a phenomenological point of view and their impact on PDFs uncertainties. This
study is based on Ref. [39]. The results in the theory uncertainties Sect. 4.2.1, single
jet and dijet production Sect. 4.2.2 are performed with the NNPDF3.1 [114] framework
that I discuss next.
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4.1. NNPDF3.1 framework
The NNPDF3.1 framework [114] relies on the Monte Carlo method discussed in
Sect. 3.2.2 to infer/fit proton PDFs from experimental data. One of the main features of
this framework is that the PDFs are parameterised with neural networks. The Universal
Approximation Theorem discussed in Sect. 3.3.1 makes neural networks very suitable
objects to fit PDFs, as the latter’s functional form is not theoretically motivated. The
NNPDF3.1 PDF sets are released at LO, NLO, and NNLO accuracy and validated by
closure tests discussed in Refs. [110,113].
In Sect. 4.1.1, I will start by listing the various data sets by processes included in the
NNPDF3.1 inference as well as their kinematic coverage then in Sect. 4.1.2, I present the
parameterisation adopted in this framework including the imposition of the physical
constraints defined in Sect. 2.3.3. Finally, In Sect. 4.1.3, I discuss the fast evolution
method adopted to transform the computation of the complicated convolutions in the
cross section expressions into simple matrix multiplication.
4.1.1. Experimental data
The data included in the NNPDF3.1 global analysis is discussed in length in Sect. 2
of Ref. [114] and covers a broad type of processes and experiments:
• Fixed-target neutral-current (NC) DIS: NMC [180,181], SLAC [182] and BCDMS [183].
• Fixed-target charged-current (CC) DIS: CHORUS [184] and NuTeV [185,186].
• Collider charged-current (CC): HERA data from their combined measurements [187],
including charm-production cross sections [188] and b-tagged structure func-
tions [189,190].
• Fixed-target Drell-Yan: E866 [191–193] and E605 [194].
• Collider Drell-Yan: CDF [195] and D0 [196–198].
• Drell-Yan inclusive gauge boson, and top-pair production: ATLAS [199–206],
CMS [207–214] and LHCb [215–218].
• Single-inclusive jet: ATLAS [219–221] and CMS [222–224].
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We note in particular that no nuclear corrections are applied to the deuteron structure
function and neutrino charged-current cross section data taken on heavy nuclei, in
particular NuTeV and CHORUS. We will return to this issue in Sect. 6 where we promote
these two last datasets from the proton PDFs determination into the nPDFs one.
The kinematic cuts applied for DIS are Q2min = 3.5 GeV
2 and W 2min = 12.5 GeV
2,
which delimits a region where higher twist effects might become relevant and thus the
perturbative expansion less reliable. More details on the cuts can be found in Sect. 2 of
Ref. [114]. Finally, I show in Fig. 4.1 the kinematic coverage of the NNPDF3.1 data sets
in the (x, Q2) plane.




















Black edge: New in NNPDF3.1
Figure 4.1: The kinematic cover-
age of the NNPDF3.1 [114] data
sets surviving the kinematic cuts
in the (x, Q2) plane. For hadronic
data, leading-order kinematics
(see Sect. 2.4.1) are assumed for
illustrative purposes.
76 Proton parton distribution functions
4.1.2. Parameterisation
The flavours considered in NNPDF3.1 are all the light quarks and anti-quarks, the
gluon and optionally the total intrinsic charm (c+ = c+ c̄) leading to a total of eight
independent PDFs to fit. They are parameterised at a scale of µ0 = 1 GeV when charm
is perturbatively generated and µ0 = 1.65 GeV when intrinsic charm is fitted. This
ensures that the parameterisation scale is always above the charm mass when charm is
independently parameterised, and below it when it is perturbatively generated. The
FONLL GM-VFN has been adopted in order to include initial-state heavy quarks (see
Sect. 2.2). This is accomplished using the formalism of Refs. [225,226].
The parameterisation basis adopted in NNPDF3.1 is defined in terms of the evolution
basis detailed in Eq. (2.28):
{g Σ T3 T8 V V3 V8 (c+)} (4.1)
which aims to speed-up the minimisation procedure. Each of the eight flavour above
is parameterised in terms of an independent neural network (NN) as visualised in
Fig. (4.2) whose inputs are the Bjorken-x and log 1/x and output node is multiplied by
a preprocessing factor as follows:
fi(x, µ0) = Aif̂i(x, µ0), f̂i(x, µ0) = x
αi(1− x)βiNi(x) (4.2)
where Ai is an overall normalisation constant, fi and f̂i denote the normalised and
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where Ai is an overall normalization constant, fi and f̂i denote the normalized and
unnormalized PDF respectively. The preprocessing term x↵i(1  x) i is there to speed
up the minimization without biasing the fit and reflects the physical behavior of the
PDF at small- and large-x. The fitting of the parameters ↵i and  i is explained in details
in Sect. 3.2.2 of Ref. [40].
Out of the eight normalization constants Ai three can be constrained by the valence
sum rules (for up, down and strange quarks) and one by momentum sum rule as






















The positivity of observables constraint discussed in Sect. ?? is imposed by adding a







max (0, O(j)i ) (1.4)
where j labels the positivity observable O(j)i summarised in Table 1.1, which are
evaluated at Ndat pseudo-data points that are chosen to cover an adequately large
region of phase space relevant to various PDF combinations and  (j)pos is the associated
Lagrange multiplier. All of these positivity constraints are imposed at Q2pos = 5 GeV
2 and
for 20 points in x 2 [10 7, 1]. The structure of the DGLAP evolution ensures positivity at
higher scales. More details are given in Sect. 3.2.3 of Ref. [40].
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sum rules (for up, down and strange quarks) and o e by momentum sum rule as






















The positivity of b ervables on tra t discussed in Sect. ?? is imposed by adding a







max (0, O(j)i ) (1.4)
wher j labels the positivity observable O(j)i summarised in Table 1.1, which are
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for 20 points in x 2 [10 7, 1]. The structure of the DGLAP evolution ensures positivity at
higher scales. More details are given in Sect. 3.2.3 of Ref. [40].
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unnormalized PDF r sp ctively. The preprocessing term x↵i(1  x) i is there to sp ed
up the nimization without biasing the fit and reflects t physical behavior of the
PDF at small- nd l rge-x. The fitting of the parameters ↵i and  i is explaine in details
in Sect 3.2.2 of Ref. [40].
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where j abels the po itivity bservable O(j)i summari ed in Table 1.1, which are
evaluated t Ndat pseudo-data p ints that are c osen to cover an ad quately large
region of phase spac r lev nt to various PDF combinati s a d  (j)pos is the associated
La range multiplier. All of these positivity constraints are imposed at Q2pos = 5 GeV
2 and
for 20 poi ts in x 2 [10 7, 1]. The structure of the DGLAP ev lution en res positivity at
higher scales. More det ils ar given in Sect 3.2.3 of Ref. [40].
Figure 4.2: The NN architecture {2, 5, 3, 1} used per PDF flavour in NNPDF3.1 having two
input variables x and log 1/x, two hidden layers with 5 and 3 nodes having a sigmoid activation
function each and the output node with a linear activation function Ni(x) of some PDF flavour
i. There are as many independent NNs of that architecture as the number of flavours included
in the fit.
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unnormalised PDF respectively. The preprocessing term xαi(1− x)βi is there to speed
up the minimisation without biasing the fit and reflects the physical behaviour of the
PDF at small- and large-x. The fitting of the parameters αi and βi is explained in details
in Sect. 3.2.2 of Ref. [113].
Out of the eight normalisation constants Ai three can be constrained by the valence























which ensure that the PDFs satisfies the associated constraints as discussed in Sect. 2.3.3
during the minimisation procedure.
The statistical framework adopted for the inference of the PDFs from experimental
data relies on the Monte Carlo sampling method explained in Sect. 3.2.2. In NNPDF3.1,
the minimisation the χ2 function defined in Eq. (3.20) is performed by a Genetic
Algorithm (Sect. 3.3.2 and Sect. 3.3.1 of Ref. [113]). Additionally, the treatment of the
D’Agostini bias is achieved by means of the t0-prescription of the covariance matrix as
defined in Eq. (3.12). The Monte Carlo method aims at propagating the experimental
uncertainties into the space of parameters defined in our case by NNs. In order to do
so, Nrep replicas of the data are generated according to Eq. (3.23) that are then used
independently for the inference.
The positivity of observables constraint discussed in Sect. A.3 is imposed by means








max (0,−O(j)i ) (4.4)
where j labels the positivity observable O(j)i summarised in Table A.1. Every observable
is evaluated at Ndat pseudodata points that are chosen to cover an adequately large
region of phase space relevant to various PDF combinations and λ(j)pos is the associated
Lagrange multiplier.
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Finally we note that in NNPDF3.1, the theoretical predictions are performed using the
FONLL-B general-mass variable flavour number scheme at NLO, the FONLL-C scheme at
NNLO [81]. All computations include target mass corrections. The value of the strong
coupling constant throughout the thesis is set to be αs(mZ) = 0.118, consistent with
the PDG average [227] and with recent high-precision determinations [161,228–230]
(see [231] for an overview).
4.1.3. Fast evolution
In the context of collinear QCD factorisation discussed in Sect. 2.1.2, the F2 structure












2)⊗ Γij(Q2, µ20)⊗ fj(x, µ20), (4.5)
where Ci(x,Q2) are the process-dependent coefficient functions which can be computed
perturbatively as an expansion in the QCD and QED couplings; Γij(Q2, µ20) is the
evolution kernel, determined by the solutions of the DGLAP equations, which evolves




0) are the PDFs at the parameterisation scale, and ⊗ denotes the convolution
defined in Eq. (2.34). The sum over flavours i, j runs over the nf active quarks and
antiquarks flavours at a given scale Q, as well as over the gluon.
The direct calculation of Eq. (4.5) during the PDF fit is not practical since it requires
first solving the DGLAP evolution equation for each new boundary condition at µ0
and then convoluting with the coefficient functions. To evaluate Eq. (4.5) in a more
computationally efficient way, it is far more efficient to precompute all the perturbative
information, i.e. the coefficient functions Ci and the evolution operators Γij, with a
suitable interpolation basis. Several of these approaches have been made available
in the context of PDF fits [101, 102, 232]. Here we use the APFELgrid tool [103] to
precompute the perturbative information of the DIS structure functions provided by
the APFEL program [76].
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Within this approach, we can factorise the dependence on the PDFs at the input
scale µ0 from the rest of Eq. (4.5) as follows. First, we introduce an expansion over a









where the PDFs are now tabulated in a grid in the (x,Q2) plane, fi,βτ ≡ fi(xβ, Q2τ ).
We can express this result in terms of the PDFs at the input evolution scale using the

































FKi,α(x, xα, Q2, µ20) fi(xα, µ
2
0) (4.9)
where all of the information about the partonic cross sections and the DGLAP evolution
operators is now encoded into the so-called Fast Kernel (FK) table, FKi,α. Therefore,
with the APFELgrid method we are able to express the series of convolutions in Eq.(4.5)
by a matrix multiplication in Eq. (4.9), increasing the numerical calculation speed of
the DIS structure functions by up to several orders of magnitude.














where throughout this thesis, the hard cross section in FKij,αβ is pre-computed by
means of fast interpolation grids at NLO accuracy in QCD either using APPLGRID [102]
generated by MCFM [98,233,234] for Z and W boson production or NLOJET++ [235]
interfaced to FASTNLO [101] for jet and dijet cross sections.
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4.2. Results
In this section, I discuss my contributions to the NNPDF framework. In Sect. 4.2.1, I
discuss the first extraction of proton PDFs that accounts for the missing higher order
uncertainty (MHOU) in fixed-order QCD calculations. In Sect. 4.2.2, I study the impact
of inclusive jet and dijet production measurements from ATLAS and CMS at 7 and 8 TeV
by including them in a global PDF determination at both NLO and NNLO QCD accuracy.
4.2.1. Theory uncertainties
Currently, PDF uncertainties only account for the propagated statistical and sys-
tematic errors on the measurements used in their determination. However, the same
missing higher order uncertainty (MHOU) that affects predictions at the LHC also af-
fects predictions for the various processes that enter the PDF determination. These are
currently neglected, perhaps because they are believed to be generally less important
than experimental uncertainties. However, as PDFs become more precise, in particular
thanks to ever tighter constraints from LHC data [236], eventually MHOUs in PDF de-
terminations will become significant. Already in recent PDF sets which make extensive
use of LHC data, such as NNPDF3.1 [114], the shift between PDFs at next-to-leading
order (NLO) and the next order (NNLO) is sometimes larger than the PDF uncertainties
from the experimental data.
In this section, I discuss the first PDF extraction that systematically accounts for the
MHOU in the QCD calculations used to extract them. MHOUs are routinely estimated
by varying the arbitrary renormalisation µR and factorisation µF scales of perturbative
computations [149], though alternative methods have also been proposed [237–239].
Our inclusion of the MHOU in a PDF fit involves two steps: first we establish how
theoretical uncertainties can be included in such a fit through a covariance matrix [151,
240], and then we find a way of computing and validating the covariance matrix
associated to the MHOU using scale variations [241]. By producing variants of NNPDF3.1
which include the MHOU, we are then able to finally address the long-standing question
of their impact on state-of-the-art PDF sets. A detailed discussion of our results is
presented in a companion paper [37], to which we refer for full computational details,
definitions, proofs and results.
Assuming that theory uncertainties can be modelled as Gaussian distributions (See
Sect. 3.1), in the same way as experimental systematics, then the associated theory
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where ∆(k)i = T
(k)
i −T (0)i is the expected shift with respect to the central theory prediction
for the i-th cross section, T (0)i , due to the theory uncertainty, and N is a normalisation
factor determined by the number of independent nuisance parameters. Since theory
uncertainties are independent of the experimental ones, they can be combined with









Dj − T (0)j
)
(4.12)
with Di the central experimental value of the i-th data point, and Cij the experimental
covariance matrix. More details of the implementation of the theory covariance matrix
in PDF fits may be found in Refs. [151,240].
The choice of nuisance parameters ∆(k)i used in Eq. (4.11) to estimate a particular
theoretical uncertainty is not unique, reflecting the fact that such estimates always
have some degree of arbitrariness. Here we focus on the MHOU, and choose to use
scale variations to estimate ∆(k)i . A standard procedure [149] is the so-called 7-point
prescription, in which the MHOU is estimated from the envelope of results obtained
with the following scales:













where kR = µR/µ
(0)
R and kF = µF/µ
(0)
F are the ratios of the renormalisation and
factorisation scales to their central values. Varying µR estimates the MHOU in the hard
coefficient function of the specific process, while the µF variation estimates the MHOU
in PDF evolution as can be seen in Eq. (2.29).
In order to compute a covariance matrix, we must not only choose a set of scale
variations, but also make some assumptions about the way they are correlated. We
do this by, first of all, classifying the input datasets used in PDF fits into processes as
indicated in Table 4.1: charged-current (CC) and neutral-current (NC) deep-inelastic
scattering (DIS), Drell-Yan (DY) production of gauge bosons (invariant mass, transverse
momentum, and rapidity distributions), single-jet inclusive and top pair production
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cross sections. Note that this step requires making an educated guess as to which cross
sections are likely to have a similar structure of higher-order corrections.
Process Type Datasets
DIS NC NMC, SLAC, BCDMS, HERA NC
DIS CC NuTeV, CHORUS, HERA CC
DY CDF, D0, ATLAS, CMS, LHCb (y, pT , Mll)
JET ATLAS, CMS inclusive jets
TOP ATLAS, CMS total+differential cross sections
Table 4.1: Classification of datasets into process types.
Next, we formulate a variety of prescriptions of how to construct Eq. (4.11) by
picking a set of scale variations and correlation patterns. A simple possibility is the
3-point prescription, in which we vary coherently both scales (thus setting kF = kR)
by a fixed amount about the central value, independently for each process. More
sophisticated prescriptions are constructed by varying the two scales independently,
but by the same amount, and assuming that while µR is only correlated within a given
process, µF is fully correlated among processes. This assumption is based on the
observation that µF variations estimate the MHOU in the evolution equations, which
are universal (process-independent).
We then proceed to the validation of the resulting covariance matrices at NLO.
We use the same experimental data and theory calculations as in the NNPDF3.1 αs
study [161] with two minor differences: the value of the lower kinematic cut has
been increased from Q2min = 2.69 GeV
2 to 13.96 GeV2 in order to ensure the validity of
the perturbative QCD expansion when scales are varied downwards, and the HERA
F b2 and fixed-target Drell-Yan cross sections have been removed, for technical reasons
related to difficulties in implementing scale variation. In total we then have Ndat = 2819
data points. The theory covariance matrix Sij has been constructed by means of
the ReportEngine software [242] taking as input the scale-varied NLO theory cross
sections Ti(kF , kR), provided by APFEL [76] for the DIS structure functions and by
APFELgrid [103] combined with APPLgrid [102] for the hadronic cross sections.
Since for the processes in Table 4.1 the NNLO predictions are known, we can then
validate the NLO covariance matrix against the known NNLO result. For this exercise, a
common input NLO PDF is used in both cases. In order to validate the diagonal elements
of Sij, which correspond to the overall size of the MHOU, we first normalise it to the
Proton parton distribution functions 83




j . Then we compare in Fig. 4.3 the relative
uncertainties, σi =
√
Ŝii to the relative shifts between predictions at NLO and NNLO,
δi = (T
(0),nnlo
i − T (0),nloi )/T (0),nloi , for each of the Ndat = 2819 cross sections. In all cases,
δi turns out to be smaller or comparable to σi, showing that this prescription provides a





























Figure 4.3: The relative uncertainties σi (9-point prescription) on the 2819 data points used in
the PDF fit, compared to the known NLO-NNLO relative shifts δi in theory prediction.
Adding the theory covariance matrix Sij to the experimental covariance matrix Cij,
while increasing the diagonal uncertainty on each individual prediction, also (and
perhaps more importantly) introduces a set of theory-induced correlations between
different experiments and processes, even when the experimental data points are
uncorrelated. This is illustrated in Fig. 4.4, showing the combined experimental and
theoretical (9-point) correlation matrix: it is clear that substantial correlations appear
even between experimentally unrelated measurements.
C C + S(3pt) C + S(9pt)
χ2 in Eq. (4.12) 1.139 1.139 1.109
φ in Eq. (4.13) 0.314 0.394 0.415
Table 4.2: The central χ2 per data point and the average uncertainty reduction φ for the
3-point and 9-point fits.
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DIS
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Figure 4.4: The combined experimental and theoretical (9-point) correlation matrix for the
Ndat cross sections in the fit.
We can now proceed to a NLO global PDF determination with a theory covariance
matrix Sij computed using the 9-point prescription. From the point of view of the
NNPDF fitting methodology, the addition of the theory contribution to the covariance
matrix does not entail any changes: we follow the procedure of Ref. [113], but with
the covariance matrix Cij now replaced by Cij + Sij, both in the Monte Carlo replica
generation and in the fitting. In Table 4.2 we show some fit quality estimators for the
resulting PDF sets obtained using only the experimental covariance matrix, and then
also the theory covariance matrix with two different prescriptions. In particular, we
show the χ2 per data point and the φ estimator [113] defined as:
φ =
√
〈χ2exp[Ti]〉 − χ2exp[〈Ti〉] (4.13)
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where by χ2exp[Ti] we denote the value of the χ
2 computed using the i-th PDF replica,
and only including the experimental covariance matrix. We refer to the average over
PDF replicas by 〈〉. The φ estimator therefore gives the ratio of the uncertainty in the
predictions using the output PDFs to that of the original data, averaged in quadrature
over all data. The quality of the fit is improved by the inclusion of the MHOU, with
the 9-point prescription performing rather better than 3-point. Interestingly, φ only
increases by around 30% when one includes the theory covariance matrix, much less
than the 70% one would expect taking into account the relative size of the NLO MHOU
and experimental uncertainties . This means that in the region of the data, taking
the MHOU into account increases the PDF uncertainties only rather moderately. This
suggests that the addition of the MHOU is resolving some of the tension between data
and theory, so that the larger overall uncertainty is partly compensated by the improved
fit quality.





























Figure 4.5: The quark singlet and gluon PDFs with their 1-σ uncertainty band from the
NNPDF3.1 NLO fits without (C) and with (C+S) the MHOU (9-points) in the covariance matrix
at Q = 10 GeV, normalised to the former. The central NNLO result is also shown.
In Fig. 4.5 we compare at µ = 10 GeV the gluon and quark singlet PDFs obtained at
NLO with (C+S) and without (C) theory covariance matrix, normalised to the latter. We
also show the central NNLO result when the theory covariance matrix is not included.
Three features of this comparison are apparent. First, when including the MHOU, the
increase in PDF uncertainty in the data region is quite moderate, in agreement with the
φ values of Tab. 4.2. Second, the NLO-NNLO shift is fully compatible with the overall
uncertainty. Finally, also the central value is modified by the inclusion of Sij in the fit,
as the balance between different data sets adjusts according to their relative theoretical
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precision. Interestingly, the central prediction shifts towards the known NNLO result,
showing that, thanks to the inclusion of the MHOU, the overall fit quality has improved.
In summary, the analysis presented is the first global PDF analysis that accounts for
the MHOU associated to the fixed order QCD perturbative calculations used in the fit.
The inclusion of the MHOU shifts central values by an amount that is not negligible on
the scale of the PDF uncertainty, moving the NLO result towards the result of the NNLO
fit. PDF uncertainties increase moderately, because of the improvement of fit quality
due to the rebalancing of datasets according to their theoretical precision. Note that for
this to be effective, the correlations in Sij play a crucial role.
4.2.2. Single jet and dijet production
The inclusive jet cross section is the simplest hadron collider observable with a
purely strongly interacting final state. It is one of the most promising and appropriate
observables for precision QCD studies, such as the determination of the PDFs and of
the strong coupling constant αs. The computation of its next-to-next-to-leading order
(NNLO) QCD corrections was completed [243–246], and opens up the possibility of
doing precision phenomenology with jet observables. Whereas single-inclusive jets have
been used for the determination of proton PDFs [109] for over thirty years [247], there
is a number of unsettled theoretical issues related to the definition of their associated
observables.
The simplest inclusive observable, the single-inclusive jet cross section [248,249]
displayed in Sect. 2.4.1, has the undesirable feature of being non-unitary: each event is
counted more than once, so the integral of the differential cross section is not equal to
the total cross section. The dijet cross section is free of this issue and it appears to be
especially well-suited for PDF determination [250]. However, for this observable several
scale choices are possible, because the more complex nature of the final state offers
a wide choice of dimensionful kinematic variables; consequently, the significant scale
dependence of NLO results has so far effectively prevented the use of this observable
for PDF determination.
The availability of NNLO calculations has opened up the possibility of settling these
issues, though their full understanding has posed a theoretical challenge, with the
single-inclusive jet and dijet observables presenting different features. On the one
hand, the issue of scale choice for the dijet observable has been essentially settled
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by the NNLO computation, with the scale dependence being under control at NNLO
and the dijet invariant mass mjj emerging as the preferred choice. On the other
hand, the single-inclusive jet cross section has shown a dependence on the choice
of scale which is not significantly reduced from NLO to NNLO [251], so that the
understanding of the perturbative behaviour, the scale dependence [252], and even
the appropriate definition [253] of this observable are non-trivial. A careful analysis
reveals that the apparent lack of improvement of scale stability from NLO to NNLO is
due to an accidental NLO scale cancellation which occurs for particular values of the jet
radius [253,254]. The persistence of a dependence on the central scale choice at NNLO
can in turn be understood as a consequence of infrared sensitivity, which is aggravated
by particular scale choices [252]. It then appears that the non-unitary definition
of the observable is in fact necessary for perturbative stability, with dijets offering
essentially the only viable unitary stable alternative [253]. From these studies the
partonic transverse energy ĤT =
∑
i∈partons
pT,i emerges as the optimal scale choice [252]
for the calculation of single-inclusive jet cross sections.
To address these issues we consider the complete inclusive jet [220,222,255,256]
and dijet [222, 257, 258] dataset from ATLAS and CMS at
√
s = 7 and 8 TeV, while
keeping the rest of the global NNPDF3.1 dataset and adopting the same general PDF
fitting methodology. More details on the datasets are given in Sect. 2 of Ref. [39]. In
Fig. 4.6, we study the impact of adding separately the single-inclusive jet and dijet
cross sections to the NNPDF3.1 global dataset. In each case, we assess the fit quality
and the impact of the data on the PDFs, at various perturbative orders. For that we
have performed six independent PDF determinations, where we compare our baseline
NNPDF3.1 (1) without jets against (2) with all single-inclusive jets and (3) with all
dijets both at NLO and NNLO QCD at a scale of µ = 100 GeV. Only the impact of
QCD corrections is displayed in this thesis but a thorough study of the inclusion of
electroweak (EW) corrections to jet predictions and the sensitivity of results to the
treatment of experimental correlated systematic uncertainties has been performed in
Ref. [39]. It is however fair to mention that the general conclusions, which I will
elaborate next, are not altered by the additional consideration of EW corrections as
these are subdominant w.r.t the QCD ones.
The NNLO QCD corrections are computed with NNLOJET [259] and are included
by means of K-factors discussed in Sect. 2.4.2. More details and plots on the latter can
be found in Sect. 3 of Ref. [39]. The fit quality of the different determination is given in
Table 4.3. In this and all subsequent tables and plots “jets” is short for single-inclusive
































































Figure 4.6: Comparison between the baseline fit with no jet data and the fit with all single-
inclusive jet and dijet data at NLO (first row) and NNLO QCD (second row). The bands
correspond to the 1-σ uncertainty.
jets. Based on the χ2 values from Tables 4.3 and the PDF comparisons in Figs. 4.6-4.6,
our conclusions are the following:
1. Concerning the relative impact on PDFs of single-inclusive jets and dijets:
a) The effect on PDFs of the inclusion of jet and dijet data in the NNPDF3.1 global
dataset is qualitatively the same. Namely, they mainly affect the gluon, by
leading to an enhancement of its central value in the region 0.1 . x . 0.4,
accompanied by a suppression in the region 0.01 . x . 0.1. The suppression
is by about 1%, while the enhancement at the peak, localized at x ' 0.3 is
by about 2.5% for single-inclusive jets, but stronger, by about 7.5% for dijets.
An enhanced gluon is also present in the CT18 PDF determination, which
includes the 8 TeV CMS single-inclusive jet data, and whose gluon PDF is
consistent with our result within its rather larger uncertainty.
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Accuracy NLO NNLO
Dataset ndat baseline jets dijets n∗dat baseline jets dijets
DIS NC 2113 1.19 1.20 1.23 2103 1.18 1.19 1.19
DIS CC 989 1.04 1.07 1.10 989 1.08 1.09 1.08
Drell-Yan 567 1.35 1.35 1.35 580 1.37 1.33 1.31
Z pT 120 1.97 2.04 2.16 120 1.03 1.06 1.11
Top pair 25 1.12 2.27 1.53 25 1.07 1.55 1.39
Jets 629 [1.52] 1.21 [1.56] 629 [2.63] 1.78 [2.04]
Dijets 266 [4.17] [3.99] 2.67 266 [3.52] [2.40] 1.81
Total 1.20 1.21 1.33 1.18 1.27 1.22
Table 4.3: The χ2 per data point for all fits considered. Results are shown for all datasets,
aggregated by process type. For jets data, results are shown both for the sets included
in each fit, and also for those not included, enclosed in square brackets. The number
of data points in each dataset is also shown. (∗): At NNLO and due to slightly
different pertrubative order dependent kinematic cuts, we end up with different
number of data points for some datasets.
b) The inclusion of either single-inclusive or dijets leads to a reduction in the
gluon uncertainty, with a somewhat stronger reduction observed for single-
inclusive jets. It should be noted in this respect that for the most accurate
8 TeV dijet dataset, only CMS data are currently available. The constraining
power of the dijet dataset is consequently at present more limited than that of
the single-inclusive jet dataset.
c) The inclusion of single-inclusive jet or dijet data does not lead to a deteriora-
tion in the description of the rest of the data in comparison to the baseline
fit: almost all χ2 values for other datasets are unchanged. This shows that
the single-inclusive and dijet data are not only consistent with each other, but
also with the rest of the global dataset, and their impact on the gluon central
value, accompanied by a reduction in uncertainty, corresponds to a genuine
addition of new information in the fit. Indeed, a comparative assessment of
the impact of jet, Z pT and top production data on the gluon distribution in
Ref. [260] showed good consistency, specifically wih the top data also leading
to an enhancement of the gluon in the x >∼ 0.1 region.
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2. Concerning relative fit quality:
a) The quality of the fit at NNLO to single-inclusive jet data (χ2/N = 1.78) and
dijet data (χ2/N = 1.81) when each of them is fitted is comparable. The
quality of the fit to dijets when single inclusive jets are fitted (χ2/N = 2.40)
is somewhat worse than for single-inclusive jets when fitting dijets (χ2/N =
2.04). This confirms the full consistency of the two datasets, with a marginal
preference for dijets.
b) The fit including dijet data is also somewhat more internally consistent than
the fit including single-inclusive jet data. Indeed, the χ2 per data point of the
global fit is closer to one (1.22 vs 1.27), and also, the χ2 for individual datasets
is generally better. In particular, this happens for top production data, also
sensitive to the large-x gluon. It is unclear whether this is due to a greater
theoretical accuracy of the NNLO dijet observable, or to better quality of the
dijet data (specifically a better control of correlated systematics). However,
the issue is phenomenologically immaterial, given that the shape and size of
the data to theory ratio are qualitatively comparable for all of the jet and dijet
data, regardless whereof dataset is actually fitted.
3. Concerning relative perturbative stability:
a) When fitting the dijet data, we find that the overall fit quality to the fitted data
improves from NLO to NNLO (χ2/N = 1.33 at NLO vs. 1.22 at NNLO), but the
fit quality to the single-inclusive jet data actually deteriorates from NLO to
NNLO (from χ2/N = 1.21 to 1.27). But, perhaps surprisingly, the fit quality to
the dijet data, not fitted, does improve (from χ2 = 3.99 at NLO to χ2 = 2.40 at
NNLO). Whereas this shows a good theoretical consistency of the dijet data, it
is unclear whether the lack of improvement of the single-inclusive jet data is
due to a less stable perturbative behaviour of the jet observable, or to issues
with data.
b) The fit quality to all other data included in the global datasets deteriorates
at NLO when including jet data. At NNLO, when dijets are fitted the global
fit quality significantly improves and becomes almost the same as that of the
baseline (χ2 = 1.22, in comparison to χ2 = 1.18 of the baseline) while for
the fit to single-inclusive jets it does not improve. The greater deterioration
of fit quality at NLO for dijets can be understood as a consequence of the
fact, observed in point 1.a above, that dijets have a greater pull on the gluon:
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hence missing NNLO corrections lead to a stronger loss of accuracy. The lack
of improvement in the description of single-inclusive jets shows again that
this observable seems to be somewhat less well-behaved, either for theoretical
or experimental reasons.
We generally conclude that single-inclusive jets and dijets are mutually consistent
and at NNLO consistent with the global dataset and have a similar impact on the
gluon. The dijet observable has a better behaved perturbative behaviour and a stronger
pull on the gluon PDF and it appears to be marginally preferable, though it leads to
a less pronounced decrease of the gluon uncertainty, possibly because ATLAS dijet
measurements are not yet available at 8 TeV, while single-inclusive jet measurements
are available both from ATLAS and CMS.
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Chapter 5.
Nuclear PDFs from lepton-nucleus
scattering
This chapter is based on my results that are presented in Refs. [40,41].
Introduction – The longitudinal distribution of unpolarised partons within nuclei,
described by nuclear PDFs (nPDFs) [147, 261–263], is significantly modified w.r.t.
the free-nucleon PDFs [109] as a result of different non-perturbative QCD dynamics
(see Sect. 2.3.2). Understanding the theoretical mechanisms that generate such dy-
namics remains an open challenge, thus my focus in the next chapter will be on the
phenomenological determination of nPDFs that incorporate them.
Motivation – Precise extractions of nPDFs are not only crucial to study the strong
interaction and the validity of factorisation theorems in confined nuclei, but are also
necessary to model the initial state of heavy ion collisions which aim to characterise
the Quark-Gluon Plasma (QGP) [264,265] using hard probes.
Furthermore, nPDFs contribute to global QCD analyses of the proton structure [113,
172,177,178,266] through the inclusion of neutrino structure function data collected
in collisions involving heavy nuclear targets. These measurements on nuclear targets
provide important information on the quark flavour separation and strangeness in the
proton [151]. Given the current precision of proton PDF fits, neglecting the nuclear
uncertainties associated with neutrino-nucleus scattering may not be well justified any
longer, as opposed to the situation some years ago [267].
Unfortunately, the determination of the nuclear PDFs is hampered by the rather
limited experimental data sets available. While nPDF analyses are based on a signifi-
cantly reduced number of data sets compared to the free-nucleon case, the situation
has improved in recent years with the availability of hard-scattering cross section data
from proton-lead collisions at the LHC for processes such as jet, W and Z, and heavy
quark production [268–285].
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These collider measurements can clarify several poorly understood aspects of nu-
clear PDFs, such as the quark flavour dependence of nuclear effects and the nuclear
modifications of the gluon distribution (see discussion in Sect. 2.3.2). Several studies
have indeed demonstrated the valuable constraints that can be provided for the nuclear
PDFs from proton-lead collisions at the LHC, see e.g. Refs. [171, 286–289]. Since
measurements of neutral-current (NC) deep-inelastic scattering (DIS) nuclear structure
functions on isoscalar targets are only sensitive to a single quark PDF combination (as
we will see in this chapter), one needs to rely on the information provided by inde-
pendent processes to disentangle quark and antiquarks of different flavours. The main
options that are available to accomplish this are neutrino-induced charged current (CC)
DIS cross sections on heavy nuclear targets, sensitive to different quark combinations
w.r.t the NC case, and electroweak gauge boson production at the LHC, which I explore
in Chapter 6 and 7. We note that the compatibility of the former in global nPDF analyses
has been subject to many independent investigations by different groups [290–294].
In fact, several groups have recently presented determinations of nPDFs using differ-
ent input data sets, theoretical assumptions, and methodological settings [41,170,171,
295–301]. From the methodological point of view, there exist two primary limitations
that affect the separation between quark and antiquark flavours in nPDF extractions.
The first, is the reliance on ad-hoc theoretical assumptions required to model the de-
pendence of the nuclear modifications on both the parton momentum fraction x per
nucleon (defined in Sect. 2.3.2) and atomic mass number A, where in some cases the
expected behaviour is hard-coded in the nPDF parameterisation. The second, is the lack
of consistency between the nuclear PDF determination and that of the corresponding
proton baseline, to which the former should reduce to in the A→ 1 limit in terms of
central values and uncertainties. This consistency is particularly important given that
the precision LHC data impose stringent constraints on the quark flavour separation
for the proton PDFs, for example via measurements of inclusive W and Z production
characterised by per-mille level uncertainties. Ensuring that the LHC constrains on
the proton PDF baseline are appropriately propagated to the nPDF determination for
A > 2 is therefore critical. Finally, PDF uncertainties are often estimated using the
Hessian method, which is restricted to a Gaussian approximation with ad-hoc tolerances,
introducing a level of arbitrariness in their statistical interpretation.
Motivated by these limitations and the need for a reliable and consistent deter-
mination of nuclear PDFs and their uncertainties, my main work during this PhD
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was to develop a framework to perform a first nPDF analysis based on the NNPDF
methodology [110–112,302–308] dubbed nNNPDF.
Overview on the next chapters – In this chapter, I present nNNPDF1.0, the first nPDF
set release that is inferred from NC DIS data at NLO and NNLO QCD accuracy. In that
respect, I introduce the inference framework that will be built upon for the subsequent
two chapters 6 and 7. Being inferred only from NC DIS, the nNNPDF1.0 sets suffer from
a lack of flavour separation since effectively only 2 flavours (quark singlet and the
gluon) can be constrained. This is remedied in Chapter 6, with the NLO nNNPDF2.0
sets that are inferred from the NC DIS data augmented by CC DIS and electroweak
bosons production from the LHC. This new release holds many methodological updates
w.r.t. the first one, including an updated proton baseline, a new cross section positivity
constraint as well as an extended set of 6 parameterised flavours among others. Finally
in Chapter 7, I present the results of the ongoing efforts towards nNNPDF3.0, in which
on one hand we aim to include NNLO QCD corrections in association with the processes
considered in nNNPDF2.0 and on the other hand, we also aim to include new processes
that will particularly constrain the gluon nPDF such as single inclusive jet and dijet
production among others.
Notations and conventions – Let us begin by establishing the nPDF notation and
conventions that will be used throughout this chapter and the next two 6 and 7. Parton
distributions can be parametrised in a number of different bases, all of which are related
by linear transformations. Two popular ones are the flavour basis, corresponding to the
individual quark and anti-quark PDFs, and the evolution basis, given by the eigenvectors
of the DGLAP evolution equations [113] (see Sect. 2.1.2). Expressed in terms of the
elements of the flavour basis, the evolution basis distributions are given by Eq. (2.28).
Although the results of a nPDF analysis should be independent of the basis choice
for the parameterisation, some bases offer practical advantages, for example in the
implementation of the sum rules which are discussed in Sect. 2.3.3.
We define f (N/A) to be the PDF for the flavour f associated to the average nucleon
N bound in a nucleus with atomic number Z and mass number A. This object can be
written as:
f (N/A)(x, µ0) =
Z
A





f (n/A)(x, µ0) , (5.1)
where f (p/A) and f (n/A) represent the PDFs of a proton and a neutron, respectively,
bound in the same nucleus of mass number A. Assuming isospin symmetry, the PDFs of
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the neutron in Eq. (5.1) can be expressed in terms of the proton PDFs as follows:
u(n/A)(x, µ0) = d
(p/A)(x, µ0) , ū
(n/A)(x, µ0) = d̄
(p/A)(x, µ0)
d(n/A)(x, µ0) = u
(p/A)(x, µ0) , d̄
(n/A)(x, µ0) = ū
(p/A)(x, µ0) (5.2)
s(n/A)(x, µ0) = s
(p/A)(x, µ0) , g
(n/A)(x, µ0) = g
(p/A)(x, µ0) .
Using the relations above, the strange and gluon distributions of the average bound
nucleon f (N/A) and bound proton f (p/A) become equivalent, while the up and down
flavoured distributions of the average bound nucleon are instead linear combinations
of the bound proton PDFs with coefficients depending on the values of A and Z.
Outline – In Sect. 5.1, I discuss the framework of the first analysis nNNPDF1.0 [41],
where only NC DIS function measurements are considered, and computed up to NNLO
in QCD. In Sect. 5.2, I present the main results of the nNNPDF1.0 analysis including an
assessment of the inference quality, a detailed discussion on the main features of the
nPDF sets and the results of different methodological validation tests.
5.1. nNNPDF1.0 framework
In this section, I present the framework of the first release of nPDFs based on the
NNPDF methodology: nNNPDF1.0. This analysis is based on NC DIS structure function
data and is performed up to NNLO in QCD calculations with heavy quark mass effects.
For the first time in the NNPDF fits, the χ2 minimization was achieved using stochastic
gradient descent with reverse-mode automatic differentiation (backward propagation).
The nNNPDF1.0 distributions satisfy the boundary condition whereby the NNPDF3.1
proton PDF central values and uncertainties are reproduced at A = 1, which introduces
important constraints particularly for low-A nuclei. This framework constitutes the first
nPDF determination obtained using a Monte Carlo methodology consistent with that of
state-of-the-art proton PDF fits, and provided the foundation for a subsequent global
nPDF analyses including also proton-nucleus data (see Chapter 6 and 7).
In Sect. 5.1.1, I present the experimental data used in this analysis, namely ratios of
NC DIS structure functions. In Sect. 5.1.2, I introduce the parameterisation adopted
in nNNPDF1.0 in terms of NNs and preprocessing exponents (to control the small- and
large-x nPDF behaviours) in light of the nPDF flavour sensitivity manifested by the NC
DIS data. In Sect. 5.1.3, I discuss the constraint on nPDFs to reproduce the free nucleon
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PDF in the limit of the atomic mass A = 1 and how it is implemented by means of the
Lagrange multiplier method. I then outline in Sect. 5.1.4 the minimisation procedure
adopted including the SGD algorithm and the cross validation method.
5.1.1. Experimental data
In this analysis, we include all available inclusive DIS measurements of NC structure
functions on nuclear targets. In particular, we use data from the EMC [309–312],
NMC [313–316], and BCDMS [317,318] experiments at CERN, E139 measurements
from SLAC [319], and E665 data from Fermilab [320]. The measurements of nuclear









where A1 and A2 are the atomic mass numbers of the two different nuclei. Some of the
experimental measurements included in this analysis are presented instead as ratios of
DIS cross-sections.
the maximum value of the momentum transfer Q2 in the nNNPDF1.0 input dataset
is Q2max ' 200 GeV2 (see Fig. 5.1). Given that Q2max  M2Z , the contribution from the
parity-violating xF3 structure functions and the contributions to F2 and FL arising from
Z boson exchange can be safely neglected. Therefore, for the kinematic range relevant





















where only the photon-exchange contributions are retained for the F2 and FL structure
functions. In Eq. (5.4) we have isolated the dominant F2 dependence, since the
second term is typically rather small. Note that since the center of mass energy of the
lepton-nucleon collision
√
s is determined by:




where hadron and lepton masses have been neglected, measurements with the same
values for x and Q2 but different center of mass energies
√
s will lead to a different
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value of the prefactor in front of the FL/F2 ratio in Eq. (5.4), allowing in principle the
separation of the two structure functions as in the free proton case.
Therefore, one should in principle account for the contributions from the longitudi-
nal structure function FL to cross-section ratios measured by experiment. However, it
is well known that the ratio FL/F2 exhibits a very weak dependence with A [321,322],
and therefore the second term in Eq. (5.4) cancels out to a good approximation when












in which then the ratios of DIS cross-sections for Q  MZ in the form of Eq. (5.4)
are equivalent to ratios of the F2 structure functions. Lastly, it is important to note
that whenever the nuclei involved in the measurements are not isoscalar, the data is
corrected to give isoscalar ratios and an additional source of systematic error is added
as a result of this conversion.
summarised in Table 5.1 are the different types of nuclei measured by the exper-
iments included in the nNNPDF1.0 analysis. For each dataset, we indicate the nuclei
A1 and A2 that are used to construct the structure function ratios in Eq. 5.3, quoting
explicitly the corresponding atomic mass numbers. We also display the number of
data points that survive the baseline kinematical cuts, and give the corresponding
publication references.
In Fig. 5.1 we show the kinematical coverage in the (x,Q2) plane of the DIS nuclear
data included in nNNPDF1.0. To minimise the contamination from low-scale non-
perturbative corrections and higher-twist effects, and also to remain consistent with
the baseline proton PDF analysis (to be discussed in Sect. 5.1.4), we impose the same
kinematical cuts on Q2 and the invariant final state mass squared W 2 = (P + q)2 as in
the NNPDF3.1 global fit [114], namely:
Q2 ≥ Q2min = 3.5 GeV2 , W 2 ≥ W 2min = 12.5 GeV2 , (5.7)
which are represented by the dashed lines in Fig. 5.1. In Table 5.2, we compare our
kinematics cuts in W 2 and Q2 to those implemented in the nCTEQ15 and EPPS16 fits.
We find that our cuts are very similar to those of the nCTEQ15 analysis [170], and as
a result our NC DIS nuclear structure function dataset is similar to that used in their
analysis. On the other hand, our choice of both the Q2min and W
2
min cut is more stringent
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Experiment A1/A2 Ndat Reference
SLAC E-139 4He/2D 3 [323]
NMC 95, re. 4He/2D 13 [313]
NMC 95 6Li/2D 12 [314]
SLAC E-139 9Be/2D 3 [323]
NMC 96 9Be/12C 14 [315]
EMC 88, EMC 90 12C/2D 12 [310,311]
SLAC E-139 12C/2D 2 [323]
NMC 95, NMC 95, re. 12C/2D 26 [313,314]
FNAL E665 12C/2D 3 [324]
NMC 95, re. 12C/6Li 9 [313]
BCDMS 85 14N/2D 9 [317]
SLAC E-139 27Al/2D 3 [323]
NMC 96 27Al/12C 14 [315]
SLAC E-139 40Ca/2D 2 [323]
NMC 95, re. 40Ca/2D 12 [313]
EMC 90 40Ca/2D 3 [311]
FNAL E665 40Ca/2D 3 [324]
NMC 95, re. 40Ca/6Li 9 [313]
NMC 96 40Ca/12C 23 [315]
EMC 87 56Fe/2D 58 [309]
SLAC E-139 56Fe/2D 8 [323]
NMC 96 56Fe/12C 14 [315]
BCDMS 85, BCDMS 87 56Fe/2D 16 [317,318]
EMC 88, EMC 93 64Cu/2D 27 [310,312]
SLAC E-139 108Ag/2D 2 [323]
EMC 88 119Sn/2D 8 [310]
NMC 96, Q2 dependence 119Sn/12C 119 [316]
FNAL E665 131Xe/2D 4 [320]
SLAC E-139 197Au/2D 3 [323]
FNAL E665 208Pb/2D 3 [324]
NMC 96 208Pb/12C 14 [315]
Total NC DIS 451
Table 5.1: The neutral-current nuclear deep-inelastic input datasets included in nNNPDF1.0. For
each dataset, we indicate the nuclei A1 and A2 involved, the number of data points
that satisfy the baseline kinematical cuts, and the publication reference.
















Figure 5.1: Kinematical coverage in the (x,Q2) plane of the DIS NC nuclear structure function
data included in nNNPDF1.0, as summarised in Table 5.1. The horizontal dashed and curved
dashed lines correspond to Q2 = 3.5 GeV2 and W 2 = 12.5 GeV2, respectively, which are the
kinematic cuts imposed in this analysis.
nNNPDF1.0 nCTEQ15 EPPS16
W 2min 12.5 GeV
2 12.25 GeV2 n/a
Q2min 3.5 GeV
2 4 GeV2 1.69 GeV2
Table 5.2: The kinematics cuts in W 2 and Q2 imposed in the nNNPDF1.0 analysis compared to
those used in the nCTEQ15 and EPPS16 fits.
than that made in the EPPS16 analysis [171], where they set Q2min = 1.69 GeV
2 and do
not impose any cut in W 2.
After imposing the kinematical cuts in Eq. (5.7), we end up with Ndat = 451 data
points. As indicated in Table 5.1, around half of these points correspond to ratios of
heavy nuclei with respect to to deuterium, namely RF2(A1, A2 = 2) in the notation of
Eq. (5.3). For the rest of the data points, the values of A1 and A2 both correspond to
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heavier nuclei, with A2 ≥ 6. It is worth noting that the measurements from the NMC
collaboration contain a significant amount of points for which the carbon structure
function is in the denominator, RF2(A1, A2 = 12). In particular, we have Ndat = 119
data points for the Q2 dependence of the tin to carbon ratio, RF2(119, 12). These
measurements provide valuable constraints on the A dependence of the nuclear PDFs,
since nuclear effects enter both the numerator and denominator of Eq. (5.3).
Concerning the treatment of the experimental uncertainties, we account for all corre-
lations among data points whenever this information is provided by the corresponding
experiments. The covariance matrix is constructed based on Eq. (3.12). For all of the
measurements listed in Table 5.1, the detailed break-up of the experimental systematic
errors is not available (in most cases these partially or totally cancel out when taking
ratios of observables), and the only systematic error that enters the t0 covariance matrix
Eq. (3.12) is the multiplicative normalization error.
Note that all the datasets listed in Table 5.1 largely took place before it became clear
that a detailed break-up of the systematic errors and their correlations is essential to
fully exploit the information contained in these kinds of measurements. Recently, the
state of affairs has improved in this respect with the availability of LHC measurements
of hard probes in p+Pb collisions, where the full covariance matrix is often made
available.
5.1.2. Parameterisation
By means of the APFELgrid formalism and the FK tables detailed in Sect. 4.1.3, we
can express any DIS structure function in terms of the nPDFs at the initial evolution
scale Q20 using Eq. (4.9). In this analysis as well as in Chapters 6 and 7, the FK tables
are computed up to NNLO in the QCD coupling expansion, with heavy quark effects
evaluated by the FONLL general-mass variable flavor number scheme [81]. Specifically,
we use the FONLL-B scheme for the NLO fits and the FONLL-C for the NNLO fits.
The value of the strong coupling constant is set to be αs(mZ) = 0.118, consistent
with the PDG average [227] and with recent high-precision determinations [161,
228–230] (see [231] for an overview). Our variable flavor number scheme has a
maximum of nf = 5 active quarks, where the heavy quark pole masses are taken to be
mc = 1.51 GeV and mb = 4.92 GeV following the Higgs Cross-Sections Working Group
recommendations [149]. The charm and bottom PDFs are generated dynamically from
the gluon and the light quark PDFs starting from the thresholds µc = mc and µb = mb.
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In principle, one would need to parameterise 7 independent PDFs: the up, down,
and strange quark and antiquark PDFs and the gluon. Another two input PDFs would
be required if in addition the charm and anti-charm PDFs are also parameterised, as
discussed in [325]. However, given that our input dataset in this analysis is restricted
to DIS NC structure functions, a full quark flavour separation of the fitted nPDFs is not
possible.
Quark flavour decomposition – Let us start by discussing the specific quark flavour
decomposition that is adopted in the nNNPDF1.0 fit by considering the NC DIS structure
function F2(x,Q2, A) at leading order in terms of the nPDFs. This decomposition is
carried out for Q2 < m2c and therefore the charm PDF is absent. In this case, one finds
























where for consistency the DGLAP evolution has been performed at LO, and the quark





2, A) ± f̄i(x,Q2, A)
]
. i = u, d, s . (5.9)
In this analysis, we will work in the PDF evolution basis, which is defined as the basis
composed by the eigenstates of the DGLAP evolution equations. If we restrict ourselves















u+ + d+ − 2s+
)
(x,Q2, A) (quark octet) . (5.12)
It can be shown that the NC DIS structure functions depend only on these three quark
combinations: Σ, T3, and T8. Other quark combinations in the evolution basis, such as
the valence distributions V = u− + d− + s− and V3 = u− − d−, appear only at the level
of charged-current structure functions, as well as in hadronic observables such as W
and Z boson production.
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In the evolution basis, the F2 structure function for a proton and a neutron target at
































Therefore, since the nuclear effects are encoded in the nPDFs, the structure function
for a nucleus with atomic number Z and mass number A will be given by a simple sum



































(x,Q2, A) . (5.16)
Note that nuclear effects, driven by QCD, are electric-charge blind and therefore depend
only on the total number of nucleons A within a given nuclei, in addition to x and Q2.
The explicit dependence on Z in Eq. (5.16) arises from QED effects, since the virtual
photon γ∗ in the deep-inelastic scattering couples more strongly to up-type quarks
(|eq| = 2/3) than to down-type quarks (|eq| = 1/3).
From Eq. (5.16) we see that at LO the F p2 structure function in the nuclear case
depends on three independent quark combinations: the total quark singlet Σ, the quark
triplet T3, and the quark octet T8. However, the dependence on the non-singlet triplet

















where ∆A ≡ A − 2Z quantifies the deviations from nuclear isoscalarity (A = 2Z).
This coefficient is quite small for nuclei in which data is available, and in most cases
nuclear structure functions are corrected for non-isoscalarity effects. In this work, we
will assume ∆A = 0 such that we have only isoscalar nuclear targets. The dependence
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(x,Q2, A) , (5.18)
where now the only relevant quark combinations are the quark singlet Σ and the quark
octet T8. Therefore, at LO, NC structure function measurements on isoscalar targets











(x,Q2, A) . (5.19)
At NLO and beyond, the dependence on the gluon PDF enters and the structure




2, A) = CΣ ⊗ Σ(x,Q2, A) + CT8 ⊗ T8(x,Q2, A) + Cg ⊗ g(x,Q2, A) , (5.20)
where CΣ, CT8, and Cg are the coefficient functions associated with the singlet, octet,
and gluon respectively. In principle one could aim to disentangle Σ from T8 due to their
different Q2 behaviour, but in practice this is not possible given the limited kinematical
coverage of the available experimental data. Therefore, only the Σ + T8/4 quark
combination is effectively constrained by the experimental data used in this analysis, as
indicated by Eq. (5.19).
Putting together all of this information, we will consider the following three inde-
pendent PDFs at the initial parameterisation scale Q0:







• the quark octet T8(x,Q2, A) = (u+ + d+ − 2s+) (x,Q2, A),
• and the gluon nPDF g(x,Q0, A).
In Sect. 5.1.2 we discuss the parameterisation of these three nPDFs using neural
networks. In Fig. 5.2 we show the results for the correlation coefficient between the
nPDFs that are parameterised in the nNNPDF1.0 fit (presented in Sect. 5.2.2), specifically
the NNLO set for copper (A = 64) nuclei. The nPDF correlations are computed at
both Q = 1 GeV and Q = 100 GeV, the former of which contains experimental data
in the region 0.01 <∼ x <∼ 0.4 (illustrated in Fig. 5.1). In the data region, there is a
strong anti-correlation between Σ and T8, consistent with Eq. (5.19) which implies
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that only their weighted sum can be constrained. As a result, we will show in the
following sections only results of the combination Σ + T8/4 which can be meaningfully
determined given our input experimental data. From Fig. 5.2, one can also observe the
strong correlation between Σ and g for x <∼ 0.01 and Q = 100 GeV, arising from the fact
that these two PDFs are coupled via the DGLAP evolution equations as opposed to T8
and g where the correlation is very weak.




















10−4 10−3 10−2 10−1 1
x
64Cu Q = 100 GeV
Figure 5.2: The correlation coefficient ρ = 〈(fi − 〈fi〉) (fj − 〈fj〉)〉/ (σiσj) between the the
quark singlet Σ and gluon g (solid red line), the quark octet T8 and g (dashed blue line), and
between Σ and T8 (dotted green line). The coefficients are computed with Nrep = 200 replicas
of the copper (A = 64) nNNPDF1.0 NNLO set at Q = 1 GeV (left) and Q = 100 GeV (right).
As mentioned in Sect. 5.1.1, the non-perturbative distributions that enter the
collinear factorisation framework in lepton-nucleus scattering are the PDFs of a nu-
cleon within an isoscalar nucleus with atomic mass number A, fi(x,Q2, A). While the
dependence of the nPDFs on the scale Q2 is determined by the perturbative DGLAP
evolution equations, the dependence on both Bjorken-x and the atomic mass number A
is non-perturbative and needs to be extracted from experimental data through a global
analysis.1 Taking into account the flavour decomposition presented in Eq. 5.11, we are
required to parameterise the x and A dependence of the quark singlet Σ, the quark
octet T8, and the gluon g, as indicated by Eq. (5.18) at LO and by Eq. (5.20) for NLO
and beyond.
The three distributions listed above are parameterised at the input scale µ0 by the
output of a neural network Nf multiplied by an x-dependent polynomial functional
form. In the NNPDF3.1 analysis (see Chapter 4), a different multi-layer feed-forward
neural network was used for each of the parameterised PDFs so that three independent
1See [326] for an overview of recent efforts in the first-principle calculations of PDFs by means of
lattice QCD.
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which the gradients of the  2 function can be computed via automatic differentiation.
Together with several other improvements, we present a validation of the nNNPDF1.0




















2.1.3 A-dependence and the proton limit
2.2 Lepton-nucleus scattering – nNNPDF1.0
Moreover, heavy quark mass effects are included using the FONLL general-mass variable-
flavour number scheme [107]. Since the nPDFs are determined using the same the-
oretical and methodological framework as the NNPDF3.1 proton PDFs, we are able
to impose the boundary condition in a consistent manner so that the nNNPDF1.0 re-
sults reproduce both the NNPDF3.1 central values and uncertainties when evaluated
at A = 1.
2.3 Proton-nucleus scattering – nNNPDF2.0
The A = 1 proton PDF baseline used in the present analysis is defined to be a variant
of the NNPDF3.1 fit which excludes heavy nuclear target data. This choice allows us
...
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The A = 1 proton PDF baseline used in the present analysis is defined to be a variant
of the NNPDF3.1 fit which excludes heavy nuclear target data. This choice allows us
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which the gradients of the  2 function can be computed via automatic differentiation.
Together with several other improvements, we present a validation of the nNNPDF1.0
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Figure 5.3: The NN architecture {3, 25, 3} used in
nNNPDF1.0 having 3 input nodes x, ln (1/x) and A, one
hidden layer of 25 neurons with a sigmoid activation func-
tion and 3 output nodes Ni(x) of the considered nPDF
flavours: g, Σ and T8 with a linear activation function.
An overall of 178 free parameters (weights and biases).
neural networks would be r quired (see Fig. 4.2). However, in this work we use instead
a single artifi ial neural network consisting of an input layer, one hidden layer, and an
output layer. In Fig. 5.3 we display a schematic representation of the architecture of
the feed-forward neural network used in the present analysis. The input layer contains
three neurons which take as input the values of the momentum fraction x, ln(1/x), and
atomic mass number A, respectively. The subsequent hidden layer contains 25 neurons,
which feed into the final output layer of three neurons, corresponding to the three
fitted distribution Σ, T8 and g. A sigmoid activation function is used for the neuron
activation in the first two lay rs, while a lin ar ctiva ion is used for the output layer.
This l tter choice ensures th t the network output will not be bounded and can take
any val e requir to r produce experimental data. Th output from the final layer of
neurons is then used to construct the full parameterisation:
xΣ(x, µ0, A) = x
−αΣ(1− x)βσ N1(x,A) ,
xT8(x, µ0, A) = x
−αT8 (1− x)βT8 N2(x,A) , (5.21)
xg(x, µ0, A) = Bgx
−αg(1− x)βg N3(x,A) ,
here Ni represent the values of the i-th neuron’s activation state in the third and final
layer of the neural network.
Overall, there are a total of Npar = 178 free parameters (weights and thresholds) in
the neural network represented in Fig. 5.3. These are supplemented by the normalisa-
tion coefficient Bg for the gluon nPDF and by the six preprocessing exponents αf and
βf . The latter are fitted simultaneously with the network parameters, while the former
is fixed by the momentum sum rule, described in more detail below. Lastly, the input
scale µ0 is set to 1 GeV to maintain consistency with the settings of the baseline proton
fit, chosen to be the NNPDF3.1 set with perturbative charm.
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Sum rules – Since the nucleon energy must be distributed among its constituents in a
way that ensures energy conservation, the PDFs are required to obey the momentum
sum rule outlined in Sect. 2.3.3. In this analysis, similar to NNPDF3.1, Eq. (4.1.2) is





dx xΣ(x, µ0, A)∫ 1
0
dx xg(x, µ0, A)
. (5.22)
where the denominator of Eq. (5.22) is computed using Eq. (5.21) and setting Bg = 1.
Note that this expression needs only to be implemented at the input scale µ0, since the
properties of DGLAP evolution guarantees that it will also be satisfied for any Q > µ0.
Since the momentum sum rule requirement must be satisfied for any value of A, the
normalisation factor for the gluon distribution Bg needs to be computed separately for
each value of A given by the experimental data (see Table 5.1).
In addition to the momentum sum rule, nPDFs must satisfy other sum rules such as
those for the valence distributions (see Sect. 2.3.3). These valence sum rules involve
quark combinations which are not relevant for the description of NC DIS structure
functions, and therefore do not need to be used in the present analysis.
Preprocessing – The polynomial preprocessing functions x−αf (1− x)βf in Eq. (5.21)
have long been known to approximate well the general asymptotic behaviour of the
PDFs at small and large x [327]. Therefore, they help to increase the efficiency of
parameter optimisation since the neural networks have to learn smoother functions.
Note that the preprocessing exponents αf and βf are independent of A, implying that
the entire A dependence of the input nPDFs will arise from the output of the neural
networks.
In previous NNPDF analyses, the preprocessing exponents αf and βf were fixed to a
randomly chosen value from a range that was determined iteratively. Here instead we
will fit their values for each Monte Carlo replica, so that they are treated simultaneously
with the weights and thresholds of the neural network. The main advantage of this
approach is that one does not need to iterate the fit to find the optimal range for the
exponents, since now their best-fit values are automatically determined for each replica.
Based on basic physical requirements, as well as on empirical studies, we impose
some additional constraints on the range of allowed values that the exponents αf and
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βf can take. More specifically, we restrict the parameter values to:
αf ∈ [−5, 1] , βf ∈ [0, 10] , f = Σ, T8, g . (5.23)
Concerning the large-x exponent βf , the lower limit in Eq. (5.23) guarantees that the
nPDFs vanish in the elastic limit x→ 1; the upper limit follows from the observation
that it is unlikely for the nPDFs to be more strongly suppressed at large x. [327]. With
respect to the small-x exponent αf , the upper limit follows from the nPDF integrability
condition, given that for αf > 1 the momentum integral Eq. (6.4) becomes divergent.
In addition to the conditions encoded in Eq. (5.23), we also set βΣ = βT8, namely
we assume that the two quark distributions Σ and T8 share a similar large-x asymptotic
behaviour. The reason for this choice is two-fold. First, we know that these two distri-
butions are highly (anti-) correlated for NC nuclear DIS observables (see Eq. (5.19)).
Secondly, the large-x behaviour of these distributions is expected to be approximately
the same, given that the strange distribution s+ is known to be suppressed at large x
compared to the corresponding u+ and d+ distributions. In any case, it is important to
emphasize that the neural network has the ability to compensate for any deviations in
the shape of the preprocessing function, and therefore can in principle distinguish any
differences between Σ and T8 in the large-x region.
To illustrate the results of fitting the small and large-x preprocessing exponents, we
display in Fig. 5.4 the probability distributions associated with the αf and βf exponents
computed using the Nrep = 1000 replicas of the nNNPDF1.0 NLO set, to be discussed in
Sect. 5.2.2. Here the mean value of each exponent is marked by the solid red line, and
the transparent red band describes the 1-σ deviation. Note that these exponents are
restricted to vary only in the interval given by Eq. (5.23). Interestingly, the resulting
distributions for each of the αf and βf exponents turn out to be quite different, for
instance βΣ is Gaussian-like while aΣ is asymmetric.
5.1.3. Free proton baseline
An important physical requirement that must be satisfied by the nPDFs is that
they should reproduce the x dependence of the PDFs corresponding to isoscalar free
nucleons when evaluated at A = 1. Therefore, the following boundary conditions needs
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αT8
βΣ = βT8 = 2.54± 0.88
βg = 4.86± 2.29
αΣ = 0.20± 0.27
αg = −0.30± 0.56
αT8 = −0.01± 0.52
Figure 5.4: The probability distribution of the fitted preprocessing exponents computed with
the Nrep = 1000 replicas of the nNNPDF1.0 NLO set. The vertical red line indicates the mean
value and the transparent red band the 1-σ range corresponding to each exponent.
to be satisfied for all values of x and Q2:






, f = Σ, T8, g , (5.24)
where fp and fn indicate the parton distributions of the free proton and neutron,
respectively, and are related by isospin symmetry (which is assumed to be exact). As
opposed to other approaches adopted in the literature, we do not implement Eq. (5.24)
at the nPDF parameterisation level, but rather we impose it as a restriction in the
allowed parameter space at the level of χ2 minimisation, as will be discussed below.
Our strategy has the crucial advantage that it assures that both central values and
uncertainties of the free-nucleon PDFs will be reproduced by the nNNPDF1.0 nuclear set
in the A→ 1 limit.
Having described the strategy for the nPDF parameterisation in terms of neural
networks, we turn now to discuss how the best-fit values of these parameters, namely
the weights and thresholds of the neural network and the preprocessing exponents αf
and βf , are determined. In this analysis, the best-fit parameters are determined from
























fm(xl, µ0, A = 1)− f (p+n)/2m (xl, µ0)
)2
.
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Here, R(exp)i and R
(th)
i ({fm}) stand for the experimental data and the corresponding
theoretical predictions for the nuclear ratios, respectively, the latter of which depend on
the nPDF fit parameters. The t0 covariance matrix covt0 has been defined in Eq. (3.12),
and Ndat stands for the total number of data points included in the fit. Therefore, the
first term above is the same as in previous NNPDF fits.
The second term in Eq. (5.25) is a new feature in nNNPDF1.0. It corresponds to the
Lagrange multiplier method (see Sect. 3.2.1) that forces the fit to satisfy the boundary
condition in Eq. (5.24), namely that the fitted nPDFs for A = 1 reproduce the PDFs
of an isoscalar free nucleon constructed as the average of the proton and neutron
PDFs. In order to impose this constraint in a fully consistent way, it is necessary for the
proton PDF baseline to have been determined using theoretical settings and a fitting
methodology that best match those of the current nPDF analysis. This requirement is
satisfied by the NNPDF3.1 global analysis [114] based on a wide range of hard-scattering
processes together with higher-order QCD calculations. Crucially, NNPDF3.1 shares most
of the methodological choices of nNNPDF1.0 such as the use of neural networks for the
PDF parameterisation and of the Monte Carlo replica method for error propagation and
estimation.
As can be seen from Eq. (5.25), this constraint is only imposed at the initial scale
µ0. This is all that is required, since the properties of DGLAP evolution will result in
distributions at Q > µ0 that automatically satisfy the constraint. The A = 1 boundary
condition is then constructed with a grid of Nx = 60 values of x, where 10 points are
distributed logarithmically from xmin = 10−3 to xmid = 0.1 and 50 points are linearly
distributed from xmid = 0.1 to xmax = 0.7.
Note that in the low-x region the coverage of this constraint is wider than that of
the available nuclear data (see Fig. 5.1). Since proton PDF uncertainties, as a result
of including HERA structure function data, are more reduced at small x than in the
corresponding nuclear case, the constraint in Eq. (5.25) introduces highly non-trivial
information regarding the shape of the nPDFs within and beyond the experimental data
region. Moreover, we have also verified that the constraint can also be applied down to
much smaller values of x, such as xmin = 10−5, by taking as a proton baseline one of
the NNPDF3.0 sets which include LHCb charm production data [169,328,329], as will
be demonstrated in App. A.1.
It is important to emphasize that the boundary condition, Eq. (5.24), must be
satisfied both for the PDF central values and for the corresponding uncertainties. Since
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proton PDFs are known to much higher precision than nPDFs, imposing this condition
introduces a significant amount of new information that is ignored in most other nPDF
analyses. In order to ensure that PDF uncertainties are also reproduced in Eq. (5.24),
for each nNNPDF1.0 fit we randomly choose a replica from the NNPDF3.1 proton global
fit in Eq. (5.25). Since we are performing a large Nrep number of fits to estimate
the uncertainties in nNNPDF1.0, the act of randomly choosing a different proton PDF
baseline each time guarantees that the necessary information contained in NNPDF3.1
will propagate into the nPDFs. Finally, we fix the hyper-parameter to λ = 100, which is
found to be the optimal setting together with the choice of architecture to yield A = 1
distributions that best describe the central values and uncertainties of NNPDF3.1.
5.1.4. Minimisation strategy
Having defined our χ2 function in Eq. (5.25), we now move to present our procedure
to determine the best-fit values of the parameters associated with each Monte Carlo
replica. This procedure begins by sampling the initial values of the fit parameters.
Concerning the preprocessing exponents αf and βf , they are sampled from a uniform
prior in the range αf ∈ [−1, 1] and βf ∈ [1, 10] for all fitted distributions. Note that these
initial ranges are contained within the ranges from Eq. (5.23) in which the exponents
are allowed to vary. Since the neural network can accommodate changes in the PDF
shapes from the preprocessing exponents, we find the choice of the prior range from
which αf and βf are initially sampled does not affect the resulting distributions. In
the end, the distributions of αf and βf do not exhibit flat behaviour, as is shown in
Fig. (5.4).
Concerning the initial sampling of the neural network parameters, we use Xavier
initialization [330], which samples from a normal distribution with a mean of zero
and standard deviation that is dependent on the specific architecture of the network.
Furthermore, the initial values of the neuron activation are dropped and re-chosen if
they are outside two standard deviations. Since a sigmoid activation function is used
for the hidden layer, this truncation of the sampling distribution ensures the neuron
input to be around the origin where the derivative is largest, allowing for more efficient
network training.
The most significant difference between the fitting methodology used in nNNPDF1.0
as compared to previous NNPDF studies is the choice of the optimisation algorithm for
the χ2 minimisation. In the most recent unpolarized [114] and polarized [118] proton
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PDF analysis based on the NNPDF methodology, an in-house Genetic Algorithm (GA)
was employed for the χ2 minimisation, while for the NNFF fits of hadron fragmentation
functions [119] the related Covariance Matrix Adaptation - Evolutionary Strategy
(CMA-ES) algorithm was used (see also [331]). In both cases, the optimisers require
as input only the local values of the χ2 function for different points in the parameter
space, but never use the valuable information contained in its gradients.
In the nNNPDF1.0 analysis, we utilise for the first time gradient descent with back-
ward propagation (see Sect. 3.3.2), the most widely used training technique for neural
networks (see also [302]). The main requirement to perform gradient descent is to be
able to efficiently compute the gradients of the cost function Eq. (5.25) with respect
to the fit parameters. Such gradients can in principle be computed analytically, by
exploiting the fact that the relation between the structure functions and the input
nPDFs at µ0 can be compactly expressed in terms of a matrix multiplication within the
APFELgrid formalism as indicated by Eq. (4.9). One drawback of such approach is that
the calculation of the gradients needs to be repeated whenever the structure of the χ2
is modified. For instance, different analytical expressions for the gradients are required
if uncertainties are treated as uncorrelated and added in quadrature as opposed to the
case in which systematic correlations are taken into account.
Rather than following this path, in nNNPDF1.0 we have implemented backward
propagation neural network training using reverse-mode automatic differentiation in
TensorFlow, a highly efficient and accurate method to automatically compute the gradi-
ents of any user-defined cost function. As a result, the use of automatic differentiation
makes it significantly easier to explore optimal settings in the model and extend the
analysis to include other types of observables in a global analysis.
One of the drawbacks of the gradient descent approach, which is partially avoided
by using GA-types of optimisers, is the risk of ending up trapped in local minima. To
ensure that such situations are avoided as much as possible, in nNNPDF1.0 we use the
Adaptive Moment Estimation (ADAM) algorithm [332] to perform stochastic gradient
descent (SGD). The basic idea here is to perform the training on randomly chosen
subsets of the input experimental data, which leads to more frequent parameter updates
(see Sect. 3.3.2).
In this analysis, most of the ADAM hyper-parameters are set to be the default values
given by the algorithm, which have been tested on various machine learning problems.
This includes the initial learning rate of the parameters, η = 0.001, the exponential
Nuclear PDFs from lepton-nucleus scattering 113
decay rate of the averaged squared gradients from past iterations, β2 = 0.999, and a
smoothing parameter ε = 10−8. However, we increase the exponential decay rate of the
mean of previous gradients, β1 = 0.9→ 0.99, which can be interpreted more simply as
the descent momentum. This choice was observed to improve the performance of the
minimisation overall, as it exhibited quicker exits from local minima and increased the
rate of descent.
Given that our neural-network-based parameterisation of the nPDFs, Eq. (5.21), can
be shown to be highly redundant for the current input dataset (see also App. A.1), we
run the risk of fitting the statistical fluctuations in the data rather than the underlying
physical law. To prevent such overfitting, we have implemented the look-back cross-
validation stopping criterion presented for the first time in NNPDF fits (see Sect. 3.3.1).
The basic idea of this algorithm is to separate the input dataset into disjoint training
and validation datasets (randomly chosen replica by replica), minimise the training
set χ2 function, χ2tr, and stop the training when the validation χ
2, χ2val, reveals a global
minimum. In this analysis, the data is partitioned 50%/50% to construct each of the
two sets, except for experiments with 5 points or less which are always included in the
training set.
The final fits are chosen to satisfy simultaneously the following conditions:
χ2tr/Ntr < 5, (5.26)
χ2val/Nval < 5,
χ2penalty/(3Nx) < 5,
where Ntr and Nval are the number of data points in the training and validation sets,
respectively, and χ2penalty corresponds to the second term in Eq. 5.25. Upon reaching
the above conditions during χ2 minimisation, checkpoints are saved for every 100
iterations. A fit is then terminated when a smaller value for the validation χ2 is not
obtained after 5× 104 iterations, or when the fit has proceeded 5× 105 iterations (early
stopping). The former is set to allow sufficient time to escape local minima, and the
latter is set due to the SGD algorithm, which can fluctuate the parameters around the
minimum indefinitely. In either case the fit is considered successful, and the parameters
that minimise χ2val are selected as the best-fit parameters (look-back).
A qualitative estimate for improvement in performance that has been achieved as a
result of using the SGD w.r.t. GAs is presented in Sect. 3.2 of Ref. [41].
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5.2. Results
In this section, I present the main results this analysis, namely the nNNPDF1.0 sets.
In Sect. 5.2.1, I discuss the quality of the inference by comparing the resulting structure
function ratios with experimental data. In Sect. 5.2.2, I present the main features
of the nNNPDF1.0 sets, as well as a comparison with the recent EPPS16 and nCTEQ15
nPDF analyses. I also assess the stability of the results w.r.t. the perturbative order,
which are generated using NLO and NNLO QCD theories. I provide in the App. A.1,
a few methodological validation tests. These include the stability of the results w.r.t.
variations of the network architecture and the quantification of the the A = 1 boundary
condition impact.
5.2.1. Inference quality
To begin, we list in Table 5.3 the absolute and normalised values of the χ2 for
each of the input datasets (see Table 5.1) and for the total dataset. The values are
given for both the NLO and NNLO fits. In total, there are Ndat = 451 data points that
survive the kinematic cuts and result in the overall value χ2/Ndat = 0.68, indicating
an excellent agreement between the experimental data and the theory predictions.
Moreover, we find that the fit quality is quite similar between the NLO and NNLO
results. The fact that we obtain an overall χ2/Ndat less than one can be attributed to the
absence of information on the correlations between experimental systematics, leading
to an overestimation of the total error.
At the level of individual datasets, we find in most cases a good agreement between
the experimental measurements and the corresponding theory calculations, with many
χ2/Ndat <∼ 1 both at NLO and at NNLO. The agreement is slightly worse for the ratios
Ca/D and Pb/D from FNAL E665, as well as the Sn/D ratio from EMC, all of which
have χ2/Ndat ≥ 1.5. The apparent disagreement of these datasets can be more clearly
understood with the visual comparison between data and theory.
In Fig. 5.5 we display the structure function ratios FA2 /F
A′
2 measured by the EMC and
NMC experiments and the corresponding theoretical predictions from the nNNPDF1.0
NLO fit. Furthermore, in Figs. 5.6 and 5.7 we show the corresponding comparisons for
the Q2-dependent structure function ratio F Sn2 /F
C
2 provided by the NMC experiment,
and the data provided by the BCDMS, FNAL E665, and SLAC-E139 experiments,
respectively.





SLAC E-139 4He/2D 3 1.49 0.50 1.50 0.50
NMC 95, re. 4He/2D 13 12.81 1.0 12.79 0.98
NMC 95 6Li/2D 12 10.96 0.91 10.50 0.88
SLAC E-139 9Be/2D 3 2.91 0.97 2.91 0.97
NMC 96 9Be/12C 14 4.03 0.29 4.06 0.29
EMC 88, EMC 90 12C/2D 12 12.98 1.08 13.04 1.09
SLAC E-139 12C/2D 2 0.65 0.33 0.74 0.37
NMC 95, NMC 95, re. 12C/2D 26 25.12 0.97 24.81 0.95
FNAL E665 12C/2D 3 3.13 1.04 3.13 1.04
NMC 95, re. 12C/6Li 9 6.62 0.74 6.25 0.69
BCDMS 85 14N/2D 9 11.10 1.23 11.16 1.24
SLAC E-139 27Al/2D 3 0.52 0.17 0.65 0.22
NMC 96 27Al/12C 14 4.34 0.31 4.31 0.31
SLAC E-139 40Ca/2D 2 2.79 1.40 2.95 1.48
NMC 95, re. 40Ca/2D 12 11.75 0.98 11.86 0.99
EMC 90 40Ca/2D 3 4.11 1.37 4.09 1.36
FNAL E665 40Ca/2D 3 5.07 1.69 4.77 1.59
NMC 95, re. 40Ca/6Li 9 2.18 0.24 2.05 0.23
NMC 96 40Ca/12C 23 13.20 0.57 13.26 0.58
EMC 87 56Fe/2D 58 36.89 0.63 37.12 0.64
SLAC E-139 56Fe/2D 8 11.01 1.38 11.20 1.4
NMC 96 56Fe/12C 14 9.21 0.66 9.00 0.64
BCDMS 85, BCDMS 87 56Fe/2D 16 9.48 0.6 9.53 0.6
EMC 88, EMC 93 64Cu/2D 27 12.56 0.47 12.63 0.47
SLAC E-139 108Ag/2D 2 1.04 0.52 1.04 0.52
EMC 88 119Sn/2D 8 17.77 2.22 17.71 2.21
NMC 96, Q2 dependence 119Sn/12C 119 59.24 0.50 58.28 0.49
FNAL E665 131Xe/2D 4 1.47 0.37 1.45 0.36
SLAC E-139 197Au/2D 3 2.46 0.82 2.33 0.78
FNAL E665 208Pb/2D 3 4.97 1.66 5.10 1.7
NMC 96 208Pb/12C 14 5.23 0.37 5.61 0.4
Total 451 307.1 0.68 305.82 0.68
Table 5.3: Same as Table 5.1, now indicating the absolute and normalised values of the χ2 for
each of the input datasets as well as for the total dataset. Listed are the results for
both the NLO and NNLO nNNPDF1.0 sets.
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In the comparisons shown in Figs. 5.5–5.7, the central values of the experimental
data points have been shifted by an amount determined by the multiplicative systematic
uncertainties and their nuisance parameters, while uncorrelated uncertainties are added
in quadrature to define the total error bar. We also indicate in each panel the value
of χ2/Ndat, which include the quadratic penalty as a result of shifting the data to its
corresponding value displayed in the figures. The quoted χ2 values therefore coincide
with those of Eq. (5.25) without the A = 1 penalty term. Lastly, the theory predictions
are computed at each x and Q2 bin given by the data, and its width corresponds to the
1-σ deviation of the observable using the nNNPDF1.0 NLO set with Nrep = 200 replicas.
Note that in some panels, the theory curves (and the corresponding data points) are
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Figure 5.5: Comparison between the experimental data on the structure function ratios FA2 /F
A′
2
and the corresponding theoretical predictions from the nNNPDF1.0 NLO fit (solid red line and
shaded band) for the measurements provided by the EMC and NMC experiments. The central
values of the experimental data points have been shifted by an amount determined by the
multiplicative systematic uncertainties and their nuisance parameters, and the data errors are
defined by adding in quadrature the uncorrelated uncertainties. Also indicated are the χ2/Ndat
values for each of the datasets.
As expected by the χ2 values listed in Table 5.3, the experimental measurements
agree well with the structure function ratios computed using the nNNPDF1.0 sets, apart
from the three observables mentioned previously. For the FNAL data, the disagreement


























































Figure 5.6: Same as Fig 5.5 but for the Q2-dependent structure function ratio F Sn2 /F
C
2 provided
by the NMC experiment.
comes from datasets that contain a total of 3 data points with larger uncertainties than
other experimental measurements, and therefore do not significantly impact the fit
results.
A similar argument can be made for the Sn/D ratio from the EMC experiment, which
has χ2/Ndat = 2.22. Here the lack of agreement between theory and data can be traced
to the low-x region of the structure function ratio. Such a deviation can also be seen
in the recent nCTEQ and EPPS analyses, and can be attributed to a possible tension
with the Q2 dependent ratio Sn/C presented in Fig. 5.6. While the comparison here
is with carbon and not deuterium, the nuclei are relatively close in mass number and
therefore the effects in the ratio are expected to be similar. On the other hand, the
data show a roughly ∼ 15− 20% difference between EMC’s Sn/D and NMC’s Sn/C at
x ∼ 0.03. Since the NMC data have smaller uncertainties than EMC, its influence on
the fit is much stronger, driving the disagreement with EMC Sn/D at low x. Overall,
the agreement with NMC data is excellent, including the Q2 dependent Sn/C data
presented in Fig. 5.6.
From the data versus theory comparisons, the various nuclear effects encoded in
the structure function ratios can clearly be observed. At small x the structure functions
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Figure 5.7: Same as Fig 5.5 but for the data provided by the BCDMS, FNAL E665, and
SLAC-E139 experiments.
exhibit shadowing, namely the depletion of F2(x,Q,A) compared to its free-nucleon
counterpart (or compared to lighter nuclei). At larger x the well known EMC effect
is visible, resulting in ratios below unity. Between these two regimes, one finds an
enhancement of the nuclear structure functions. However, we do not observe the Fermi
motion effect, which gives RF2 > 1 for large x and increases rapidly in the x→ 1 limit.
This is due simply to the kinematic W 2 cut illustrated in Fig. 5.1, which removes much
of the large-x data. Note that although the three nuclear regimes are visible at the
structure function level, such effects may not be reflected at the level of PDF ratios, as
we will highlight in the following section.
5.2.2. The nNNPDF1.0 determination
With the agreement between data and theory established, we present now the
results for the NLO nPDF sets. Later, we will assess the perturbative stability of the
results by comparing to the corresponding NNLO fit. Unless otherwise indicated, the
results presented in this section are generated with Nrep = 1000 Monte Carlo replicas.
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Figure 5.8: The nNNPDF1.0 NLO set as a function of x at the input scale Q0 = 1 GeV for
different values of A. We show the central value for the gluon g (solid blue line) and the quark
combination Σ + T8/4 (solid red line) for A = 1 (isoscalar nucleon), A = 4 (He), A = 12 (C),
A = 64 (C), A = 119 (Sn), and A = 208 Pb. The corresponding uncertainties (shaded bands)
correspond to the 90% confidence level intervals. In the case of A = 1 we also show the central
value of the baseline free-nucleon PDF set, NNPDF3.1 (black dotted line), and its uncertainties
(black dashed lines).
To begin, we show in Fig. 5.8 the nNNPDF1.0 NLO set as a function of x at the input
scale Q0 = 1 GeV for different values of A. In this figure, the nPDF uncertainty bands
are computed as the 90% confidence level intervals, with the central value being taken
as the midpoint of the corresponding range. The confidence levels presented here
follow that of previous NNPDF studies [305] and are computed in the following way.
For a given x, Q, and A, we have Nrep values of a particular nPDF flavour fk(x,Q,A).
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The replicas are then ordered such that:
f1 ≤ f2 ≤ . . . ≤ fNrep−1 ≤ fNrep . (5.27)
Finally, we remove symmetrically (100−X)% of the replicas with the highest and lowest
values. The resulting interval defines the X% confidence level for the nPDF f(x,Q,A)
for a given value of x, Q, and A. In other words, a 90% CL interval is obtained by





The rationale for estimating the nPDF uncertainties as 90% CL intervals, as opposed
to the standard deviation, is that it turns out that the nNNPDF1.0 probability distribution
is not well described by a Gaussian, in particular when ratios between different nuclei
A are taken. Therefore, the variance σ2 may not be the best estimator for the level of
fluctuations in the distribution. While deviations from the Gaussian approximation in
the proton case are moderate, there are several reasons why the nPDFs may behave
differently. First of all, there is a limited amount of experimental information, espe-
cially for the gluon. Secondly, imposing the A = 1 boundary condition skews the A
dependence of the distribution. Lastly, even if the resulting nPDFs do follow a Gaussian
distribution, in general their ratio between different values of A will not. Therefore, in
Fig. 5.8, and in the remaining figures of this analysis, the uncertainties will be presented
as the 90% CL defined above.
We also show in Fig. 5.8 the results of the baseline free-nucleon PDF set, NNPDF3.1,
compared to the nuclear parton distributions evaluated at A = 1. As can be observed,
there is an excellent match between both the central values and the PDF uncertainties
of nNNPDF1.0 and those of NNPDF3.1 in the region of x where the boundary condition
is imposed, 10−3 ≤ x ≤ 0.7. This agreement demonstrates that the quadratic penalty in
Eq. (5.25) is sufficient to achieve its intended goals. In App. A.1 we will discuss the
importance of implementing such a constraint, particularly for light nuclei.
From Fig. 5.8, we can also see that the PDF uncertainties increase as we move
towards larger values of A, in particular for the gluon nPDF. Recall that the latter is
only constrained indirectly from inclusive DIS data via DGLAP evolution effects. On the
other hand, the quark combination Σ+T8/4 turns out to be reasonably well constrained
for x >∼ 10−2, since this is the combination directly related to the nuclear structure
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function F2(x,Q2, A). For both the gluon and the quark nuclear distributions, the PDF
uncertainties diverge in the small-x extrapolation region, the beginning of which varies
with A. For example, the extrapolation region for the quarks in Sn (A = 119) is found
to be x <∼ 5× 10−3, while for the gluon PDF uncertainties become very large already for
x <∼ 5× 10−2.
Next, we illustrate in Fig. 5.9 the nNNPDF1.0 PDFs normalised by the A = 1 distri-
butions. Here the results for He (A = 4), Cu (A = 64), and Pb (A = 208) nuclei are
shown for Q2 = 10 GeV2. With this comparison, we can assess whether the different
nuclear effects introduced previously are visible at the nPDF level, since Eq. (5.21) is
analogous to the structure function ratios displayed in Figs. 5.5–5.7.
When evaluating ratios of nPDFs between different values of A, it is important to
account for the correlations between the numerator and denominator. These corre-
lations stem from the fact that nPDFs at two values of A are related by the common
underlying parameterisation, Eq. (5.21), and therefore are not independent. This can








and then evaluating the 90% CL interval following the procedure that leads to Eq. (5.28).
Note that a rather different result from that of Eq. (5.29) would be obtained if
either the correlations between different A values were ignored (and thus the PDF
uncertainties in numerator and denominator of Eq. (5.29) are added in quadrature) or
if the uncertainties associated to the A = 1 denominator were not considered.
From Fig. 5.9, we can see that for the relevant quark combination Σ+T8/4 in A = 64
and A = 208 nuclei, it is possible to identify the same three types of nuclear effects that
were present at the structure function level. In particular, the anti-shadowing and EMC
effects are most evident, where the deviation from unity is outside the 90% CL range.
Moreover, shadowing behaviour appears briefly in the region x ' 0.01, particularly for
copper nuclei, before the uncertainties grow quickly in the extrapolation region. On
the other hand, the nuclear effects appear to be negligible for all x in helium nuclei
within the present uncertainties.
The situation is much worse for the nuclear gluons, where the ratio Rf = f (N/A)/fN
is consistent with one within the uncertainties for all values of x. This indicates that
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Figure 5.9: Ratios of the nNNPDF1.0 NLO distributions normalised to the A = 1 result. The
central values (solid lines) and uncertainties (shaded bands) for the quark combination Σ + 14T8
(top panels) and gluon (bottom panels) are shown at Q2 = 10 GeV2 for 4He (red), 64Cu (blue),
and 208Pb (green) nuclei.
using only neutral-current DIS nuclear structure functions, there is limited information
that one can extract about the nuclear modifications of the gluon PDF. Here we find
no evidence for gluon shadowing, and the ratio Rf is consistent with one for x <∼ 0.1.
The only glimpse of a non-trivial nuclear modification of the gluon nPDF is found for
Cu (A = 64), where between x ' 0.1 and x ' 0.3 there appears to be an enhancement
reminiscent of the anti-shadowing effect.
The comparisons of Fig. 5.9 demonstrate that, without additional experimental
input, we are rather far from being able to probe in detail the nuclear modifications of
the quark and gluon PDFs, particularly for the latter case. We will highlight in Sect. 9.3
how the present situation would be dramatically improved with an Electron Ion Collider,
allowing us to pin down nuclear PDFs in a wider kinematic range and with much better
precision.
The scale dependence of the nuclear modifications – In Fig. 5.10, we show a
similar comparison as that of Fig. 5.9, but now for the Q2 dependence of the nuclear
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modifications in 64Cu. More specifically, we compare the results of nNNPDF1.0, nor-
malised as before to the A = 1 distribution, for Q2 = 2 GeV2, 10 GeV2, and 100 GeV2.
We can observe in this case how nPDF uncertainties are reduced when the value of Q2
is increased. This effect is particularly dramatic for the gluon in the small-x region,
but is also visible for the quark distributions. This feature is a direct consequence of
the structure of DGLAP evolution, where at small x and large Q2 the results tend to
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Figure 5.10: Same as Fig. 5.9, but now for the dependence of the nuclear modifications of 64Cu
on the momentum transfer Q2. The ratios are given for Q2 = 1 GeV2 (red), 10 GeV2 (blue), and
100 GeV2 (green).
It is important to point out that, by the same token, the sensitivity to nuclear
modifications is also reduced when going from low to high Q2 in the small-x region.
Indeed, we can see from Fig. 5.10 that the ratios Rf move closer to one at small x as
Q is increased. However, this is not the case for medium and large x, where DGLAP
evolution effects are milder. Therefore, nuclear effects in this region can be accessible
using probes both at low and high momentum transfers. The comparisons in Fig. 5.10
highlight that the best sensitivity for nuclear modifications present in the small-x region
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arises from low-scale observables, while for medium and large-x modifications there is
also good sensitivity at high scales.
Comparison with EPPS16 and nCTEQ15 – We now turn to compare the nNNPDF1.0
nuclear PDFs with other recent analyses. Here we restrict our comparison to the EPPS16
and nCTEQ15 fits, given that they are the only recent nPDF sets available in LHAPDF.
In Fig. 5.11, we display the nNNPDF1.0 NLO distributions together with EPPS16 and
nCTEQ15 at Q2 = 10 GeV2 for three different nuclei: 12C, 64Cu, and 208Pb. The three
nPDF sets have all been normalised to the central value of their respective proton PDF
baseline to facilitate the comparison. For the nNNPDF1.0 results, the uncertainties are
computed as before but without including the correlations with the A = 1 distribution.
Lastly, the PDF uncertainties for EPPS16 and nCTEQ15 correspond to the 90% CL ranges
computed using the standard Hessian prescription.
From this comparison, there are a number of interesting similarities and differences
between the three nPDF fits. First of all, the three nuclear regimes discussed in
Sect. 2.3.2, namely shadowing, anti-shadowing, and the EMC effect, are visible between
the three sets for the quark combination Σ + T8/4. Interestingly, in the data region
the PDF uncertainties for this quark combination are similar between the different
analyses. Much larger differences are found in the small-x and large-x extrapolation
regions, particularly for nCTEQ15, where the uncertainties are smaller. Note that the
different approaches for uncertainty estimation have noticeable physical consequences.
For instance, it would appear that there is rather strong evidence for quark shadowing
down to x ' 10−4 for the nCTEQ15 result, while for nNNPDF1.0, the nuclear modifications
are consistent with zero within uncertainties for x <∼ 10−2.
Concerning the nuclear modifications of the gluon PDF, here we can perceive large
differences at the level of PDF errors, with nCTEQ15 exhibiting the smallest uncertainties
and nNNPDF1.0 the largest. While nCTEQ15 indicates some evidence of small-x gluon
shadowing, this evidence is absent from both nNNPDF1.0 and EPPS16. Moreover, the
three sets find some preference for a mild enhancement of the gluon at large x, but the
PDF uncertainties prevent making any definite statement. Overall, the various analyses
agree well within the large uncertainties for x >∼ 0.3.
While it is beyond the scope to pin down the origin of the differences between the
three nPDF analyses, one known reason is the choice of nPDF parameterisation together
with the method of imposing the A→ 1 boundary condition. Recall that in nNNPDF1.0
we adopt a model-independent parameterisation based on neural networks, Eq. (5.21),

































































Figure 5.11: Comparison between the nNNPDF1.0, EPPS16 and nCTEQ15 fits at NLO for Q2 = 10
GeV2. The quark combination Σ + 14T8 (left panels) and gluon (right panels) are normalised
to the central value of each group’s proton PDF baseline, and are shown for 12C (top panels),
64Cu (middle panels), and 208Pb (bottom panels) nuclei. The uncertainties (shaded bands)
correspond to the 90% CL ranges computed with the corresponding prescription for each fit.
with the boundary condition imposed at the optimisation level in Eq. (5.25). In the
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where the nuclear modification factors are parameterized at the input evolution scale
RAi (x,Q
2
0) with piece-wise polynomials that hard-wire some of the theoretical expec-
tations discussed in Sect. 2.3.2. In this approach, the information contained in PDF
uncertainties of the free nucleon baseline is not exploited to constrain the nPDFs.
In the nCTEQ15 analysis, the nuclear PDFs are parameterized by a polynomial




2, A) = c0 x
c1 (1− x)c2 ec3 x(1 + ec4x)c5 , (5.31)
where the coefficients ck(A) encode all the A dependence. During the fit, these coeffi-
cients are constrained in a way that for A = 1 they reproduce the central value of the
the CTEQ6.1-like fit of Ref. [334]. Note here that in the nCTEQ15 fit the baseline proton
set does not include the experimental measurements that have become available in
the last decade, in particular the information provided by the high-precision LHC data
and the HERA combined structure functions. Moreover, as in the case of EPPS16, the
information about the PDF uncertainties in the free-nucleon case is not exploited to
constrain the nPDF errors.
While these methodological choices are likely to explain the bulk of the differences
between the three analyses, a more detailed assessment could only be obtained follow-
ing a careful benchmarking exercise along the lines of those performed for the proton
PDFs [135,335–337].
Perturbative stability – To conclude the discussion of the main properties of the
nNNPDF1.0 fits, in Fig. 5.12 we compare the NLO and NNLO nuclear ratios Rf for
the same three nuclei as in Fig. 5.11. The ratios are constructed using the A = 1
distributions from their respective perturbative order PDF set using Nrep = 200 replicas.
In terms of central values, we can see that the NLO and NNLO fit results are consistent
within the 90% CL uncertainty band. The regions where the differences between the two
perturbative orders are the largest turn out to be the small- and large-x extrapolation
regions, in particular as A is increased.
Another difference between the NLO and NNLO nNNPDF1.0 fits concerns the size
of the PDF uncertainty band. We find that for the gluon nPDF, the NNLO fit leads to
a slight decrease in uncertainties, perhaps due to the improved overall fit consistency
when higher-order theoretical calculations are used. This effect is more distinct for the
gluon distribution of A = 64 and A = 208 nuclei, while it is mostly absent for A = 12.
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The apparent reduction of uncertainties, together with marginally better χ2 values (see
Table 5.3), suggests that the NNLO fit is only slightly preferred over the NLO one. That
said, the difference is unlikely to have significant phenomenological implications given
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Nuclear PDFs from proton-nucleus
scattering
This chapter is based on my results that are presented in Refs. [42,49].
Motivation – In this chapter, I present the nNNPDF2.0 analysis [42], successor of
nNNPDF1.0 that was presented in Chapter 5. This study focuses on the determination
of the quarks and anti-quark nuclear PDFs, with emphasis on their flavour separation.
Since measurements of neutral-current (NC) deep-inelastic scattering (DIS) nuclear
structure functions on isoscalar targets are only sensitive to a single quark PDF com-
bination, one needs to rely on the information provided by independent processes
to disentangle quark and antiquarks of different flavours. The main options that are
available to accomplish this goal are the measurements of neutrino-induced charged
current (CC) DIS on heavy nuclear targets and the electroweak gauge boson production
at the LHC.
We therefore complement our previous nNNPDF1.0 analysis of NC DIS nuclear
structure functions with CC inclusive and charm-tagged measurements from fixed-
target neutrino experiments as well as with inclusive W and Z production cross-sections
in proton-lead collisions from ATLAS and CMS at
√
s = 5.02 TeV (Run 1) and 8.16 TeV
(Run 2). The A = 1 proton PDF baseline used in the present analysis is defined to be a
variant of the NNPDF3.1 fit that excludes heavy nuclear target data.
Outline – In Sect. 6.1, I discuss the extended framework of nNNPDF2.0 [42], covering
new features like an updated proton baseline and a cross section positivity constraint on
the nPDFs. In Sect. 6.2, I present the main results of the nNNPDF2.0 analysis including
an assessment of the inference quality, a detailed discussion on the main features of
the nPDF sets, an examination of the momentum and valence integrals as well as a
validation of the positivity constraint.
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6.1. nNNPDF2.0 framework
The nNNPDF2.0 framework is based on the nNNPDF1.0 one but extended to cover
additional features which I mainly focus on discussing in this section. In Sect. 6.1.1, I
present the experimental observables used in this analysis, highlighting in particular the
new electroweak gauge boson production data from the LHC. In Sect. 6.1.2, I describe
new aspects of the nNNPDF2.0 inference methodology, focusing in particular on the
differences and improvements w.r.t. the nNNPDF1.0 analysis introduced in Chapter 5.
6.1.1. Experimental data
In this section, I provide the details on the experimental measurements used as
input for the nNNPDF2.0 determination. An emphasis is made in particular on the new
data sets that are added with respect to those that were present in nNNPDF1.0. I then
discuss the theoretical calculations corresponding to these data sets and their numerical
implementation in our fitting framework.
Common to the previous nNNPDF1.0 analysis are the nuclear NC DIS measurements
listed in Table 5.1. The DIS kinematic cuts are the same as in our previous study, i.e.
Q2 = 3.5 GeV2 and W 2 = 12.5 GeV2, consistent with the NNPDF3.1 proton PDF baseline
used to satisfy our boundary condition. Note that all NC DIS measurements listed in
Table 5.1 are provided in terms of ratios of structure functions between two different
nuclei. In most cases the denominator is given by the deuterium structure function, but
ratios to carbon and lithium are also provided. As we will discuss in Sect. 6.1.2, our
fitting approach parameterises the PDFs entering the absolute structure functions for
each value of A, after which their ratios are constructed.
The remaining input data which is newly added to our nNNPDF2.0 analysis is pre-
sented in terms of absolute cross-sections, without normalising to any baseline nucleus.
We list these data in Table 6.1, divided into two categories: CC neutrino DIS reduced
cross-sections on nuclear targets and leptonic rapidity distributions in electroweak
gauge boson production from proton-lead collisions at the LHC. The neutrino and
anti-neutrino reduced cross-sections are further separated into inclusive cross-sections
from CHORUS [184] and charm-tagged cross-sections from NuTeV [185]. The LHC
measurements are divided into data from ATLAS and from CMS from the Run 1 and
Run 2 data-taking periods. In this table we also indicate the total number of data points
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Experiment A Ndat Reference
CHORUS ν 208 423 [184]
CHORUS ν̄ 208 423 [184]
NuTeV ν 56 39 [185]
NuTeV ν̄ 56 37 [185]
Total CC DIS 922
CMS W±
√
s = 8.16 TeV 208 48 [338]
CMS W±
√
s = 5.02 TeV 208 20 [277]
CMS Z
√
s = 5.02 TeV 208 12 [276]
ATLAS Z
√
s = 5.02 TeV 208 14 [275]
Total LHC 94
Total 1467
Table 6.1: Same as Table 5.1 for the new datasets that have been added to nNNPDF2.0. As
opposed to the NC structure function measurements, these datasets are presented as
absolute distributions rather than as as cross-sections ratios. We also indicate the
total number of data points in the fit, combining the NC and CC structure functions
with the LHC data.
included in the fit, combining the NC and CC cross-sections measurements with the
LHC data. In total, the nNNPDF2.0 global fit contains Ndat = 1467 data points.
Starting with the CC measurements from CHORUS, we fit the inclusive neutrino and
anti-neutrino double-differential cross-sections, d2σνN/dxdQ2. After imposing kinematic
cuts, the dataset consists of Ndat = 846 data points equally distributed between neutrino
and anti-neutrino beams. The fitted cross-sections are not corrected for non-isoscalarity
of the lead target, and therefore the corresponding theory calculations take into account
effects related to the difference between Z = 82 and Z = A/2 = 104. The situation is
therefore different from the treatment of NC nuclear structure functions, where the
experimental results are presented with non-isoscalar effects already subtracted, as
discussed in [41].
In addition to the CHORUS reduced cross-sections, nNNPDF2.0 also includes the
NuTeV di-muon cross-sections from neutrino-iron scattering. Dimuon events in neutrino
DIS are associated with the W± + s (d)→ c scattering process, where the charm quark
hadronises into a charmed meson and then decays into a final state containing a muon.
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This process is dominated by the strange-initiated contributions since other initial states
are CKM-suppressed, thus providing direct sensitivity to the strange quark nuclear
PDF. In fact, the NuTeV di-muon data are known to play an important role in studies
of proton strangeness in global QCD analyses. After kinematic cuts, we end up with
Ndat = 39 and 37 data points for the neutrino and the anti-neutrino cross-sections,
respectively. Together with the CHORUS cross section data, the CC measurements
comprise a majority of the input dataset with a total of Ndat = 922 data points.
Moving now to the LHC electroweak gauge boson cross-sections, we consider in this
work the four data sets that are listed in Table 6.1. Three of the data sets come from
the Run 1 data-taking period, corresponding to a per-nucleon center-of-mass energy
of
√
s = 5.02 TeV. These are the ATLAS Z rapidity distributions [275] and the CMS
W± [277] and Z [276] rapidity distributions, which contain Ndat = 14, 20, and 12
data points respectively. Note that ATLAS does not have a published measurement of
the W± rapidity distributions from Run 1 and that only preliminary results have been
presented [339].
In the same way as the CC reduced cross-sections, the LHC measurements of
electroweak gauge boson production are provided as absolute distributions. In this case,
however, it is possible to construct new observables with the LHC W± and Z production
data that might be beneficial for nPDF determinations. For example, the EPPS16 analysis
composed and analysed the forward-to-backward ratio, where cross sections at positive
lepton rapidities are divided by the ones at negative rapidities. Nevertheless, in this
work we choose only to work with the absolute rapidity distributions presented in the
experimental publications.
In addition to the three Run 1 results, we add also for the first time in an nPDF
analysis measurements from Run 2 corresponding to a per-nucleon center-of-mass
energy of
√
s = 8.16 TeV. More specifically, the measurements correspond to W+
and W− leptonic rapidity distributions [338] from CMS, which provide an additional
Ndat = 48 data points. The fact that the amount of data is more than doubled compared
to the corresponding Run 1 measurements is a consequence of the increase in the
CoM energy as well as the higher integrated luminosity. In particular, the Run 2
measurements are based on L = 173 nb−1 compared to L = 34.6 nb−1 available from
Run 1. The CMS Run 2 data are therefore expected to provide important constraints on
the quark flavour separation of the nuclear PDFs.
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As opposed to the situation in proton-proton collisions, the LHC gauge boson
production measurements from proton-lead collisions do not provide information on
the correlation between experimental systematic uncertainties. For this reason, we
construct the total experimental error by adding the various sources of uncertainty
in quadrature. The only source of systematic error which is kept as fully correlated
among all the data bins of a given dataset is the overall normalisation uncertainty. Note
that this normalisation uncertainty is correlated within a single experiment and LHC
data-taking period, but elsewhere is uncorrelated between different experiments.
In order to illustrate the coverage of the experimental data that is included in
nNNPDF2.0 and summarised in Tables 5.1 and 6.1, we display in Fig. 6.1 their kinemat-
ical range in the (x,Q2) plane. Here the horizontal dashed and curved dashed lines
correspond to the kinematic cuts of Q2 = 3.5 GeV2 and W 2 = 12.5 GeV2, respectively.
In addition, we show for each hadronic data point the two values of x corresponding to
the parton momentum fractions of the incoming proton and lead beams, computed to
leading order.














Figure 6.1: Kinematical coverage in x and Q2 of the data points included in the nNNPDF2.0
determination. The horizontal dashed and curved dashed lines correspond to Q2 = 3.5 GeV2
and W 2 = 12.5 GeV2, respectively, which are the kinematic cuts imposed in this analysis. For
each LHC measurement, there are two values of x associated with leading order kinematics of
proton-lead scattering being displayed.
134 Nuclear PDFs from proton-nucleus scattering
There are several interesting observations that one can make regarding Fig. 6.1. First
of all, the LHC proton-lead measurements significantly extend the kinematic coverage of
the fixed-target DIS reduced cross-sections, both in terms of x and Q2. In particular, the
LHC data reside at Q2 values that are orders of magnitude larger while the coverage in
partonic momentum fraction is extended down to x ' 10−3. Secondly, the CC reduced
cross-sections have a similar coverage compared to the NC ones, providing sensitivity
to different quark and antiquark combinations across the shared medium- to large-x
region. Finally, the kinematics of the LHC W and Z measurements largely overlap. The
ability to describe them simultaneously can therefore demonstrate the compatibility
between the experimental data and theoretical calculations.
DIS structure functions. – For the NC DIS structure functions we use the same
theoretical settings as in nNNPDF1.0, i.e. the structure functions are evaluated at NLO
using APFEL [76] in the FONLL-B general-mass variable flavour number scheme [81].
The value of the strong coupling constant is taken to be the same as in the NNPDF3.1
proton PDF fit, αS(mZ) = 0.118, as well as the charm and bottom mass thresholds mc =
1.51 GeV and mb = 4.92 GeV, respectively. The charm PDF is generated perturbatively
by the DGLAP evolution equations and is thus absent from the nf = 3 scheme. Lastly,
the structure functions are processed by the APFELgrid [103] fast interpolation tables
which allow for efficient evaluations during the PDF fit.
Concerning the CC neutrino reduced cross-sections, most of the theory settings
are shared with their NC counterparts. The main difference is that the heavy quark
contributions in the CC predictions at NLO are accounted for in the FONLL-A scheme
instead to maintain consistency with the proton baseline. Massive O (α2s) corrections
to charm production in CC DIS have been presented in Ref. [340], and subsequently
used to study their impact in the determination of the strange content of the nucleon in
Ref. [341]. Further details about the implementation of heavy quark mass corrections
in the NNPDF framework for charged-current scattering can be found in Ref. [307].
Hadronic cross-sections. – The rapidity distributions from W and Z boson produc-
tion in proton-lead collisions are evaluated at NLO using MCFM [99] v6.8 interfaced with
APPLgrid [102]. We have ensured that the numerical integration uncertainties in the
MCFM calculations are always much smaller than the corresponding experimental errors.
Furthermore, our calculations are benchmarked with the reference theoretical values
whenever provided by the corresponding experimental publications. To illustrate this
benchmarking, we display in Fig. 6.2 the muon rapidity distributions for W− boson pro-
duction at
√
s = 8.16 TeV in the center-of-mass frame. Here we compare our MCFM-based
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calculation with the theory predictions provided in Ref. [338] at the level of absolute
cross-sections (upper panel) and also as ratios to the central experimental values (lower
panel). In both cases, the CT14 NLO proton PDF set is adopted as input and nuclear
corrections are neglected. As can been seen by the figure, there is good agreement
at the ∼1% level between our calculations and the reference results provided in the
CMS paper, with residual differences likely to be traced back to a different choice of
electroweak scheme. Similar agreement is obtained for the rest of hadronic data sets






























Figure 6.2: The leptonic rapidity distributions for W− boson production at
√
s = 8.16 TeV in
the center-of-mass frame. Our MCFM-based calculation is compared with the theory predictions
provided in [338] both as absolute cross-sections (upper) and as ratios to the experimental data
(lower panel). In both cases the CT14 NLO proton PDF set is adopted and nuclear corrections
are neglected.
Since the fast interpolation grids are computed in the center-of-mass frame of the
proton-lead collision, rapidity bins that are given in the laboratory frame ηlab are shifted
to the center-of-mass frame ηCM when required. This shift is given by ηlab = ηCM + 0.465
both at
√
s = 5.02 and 8.16 center-of-mass energies. Lastly, we note that the same
theoretical settings were used for the evaluation of W and Z production in proton-proton
collisions for the baseline NNPDF3.1 fit.
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6.1.2. Updates relative to nNNPDF1.0
The cross-sections for hard scattering processes involving heavy nuclei can be
expressed either in terms of f (N/A) or f (p/A). One can therefore choose to parameterise
either the PDFs of the average bound nucleon or those of the bound proton in a global
nPDF analysis. In this study we choose the latter option for two main reasons. First,
the connection with the free-proton boundary condition is more straightforward. In
addition, the valence sum rules for non-isoscalar nuclei are independent of A and Z.
If instead f (N/A) is parameterised, one of the valence sum rules would depend on the
value of the Z/A ratio and thus be different for each nuclei, making it inconvenient
from the parameterisation point of view.
The relation between f (N/A) and f (p/A) is trivial also for PDF combinations that
comprise the evolution basis. Consider for example the total quark singlet, where the
flavour combination is the same in the proton and in the neutron, i.e. Σ(p/A) = Σ(N/A).
From Eq. (5.1), it simply follows that Σ(N/A) = Σ(p/A). The same equivalence holds also















































so there is an overall rescaling factor of (2Z/A − 1) between f (N/A) and f (p/A). The
main consequence of this relation is highlighted by assuming an isoscalar nucleus, with
Z = A/2. In this case, V (N/A)3 = T
(N/A)
3 = 0 while their bound proton counterparts are
different from zero. Unless otherwise indicated, the nPDFs discussed in this section will
always correspond to those of the bound proton.
Fitting basis and functional form – In our previous nNNPDF1.0 analysis, we param-
eterised only three independent evolution basis distributions at the initial scale Q0,
namely the total quark singlet Σ(x,Q0), the quark octet T8(x,Q0), and the gluon nPDF
g(x,Q0). From the LO expression of Eq. (5.13), it is clear that NC structure functions
are sensitive only to a specific combination of Σ and T8 for isoscalar nuclei, in particular
Σ + T8/4, while the contribution proportional to T3 vanishes. In other words, Σ and T8
are strongly anti-correlated and only the combination Σ + T8/4 can be meaningfully
determined from the data.
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The picture is quite different in the present study, where the availability of charged
current DIS data and electroweak gauge boson production cross-sections in proton-lead
collisions allow additional elements of the evolution PDF basis to be parameterised (see
Sect. 2.4.1). If non-isoscalar effects are neglected, there is only a single distribution to
be added to our evolution basis choice, namely the total valence quark combination
V = u−+d−. However, non-isoscalar corrections are necessary for the targets considered
in this analysis, particularly for lead. In this case, the quark triplet T3 = u+ − d+ and
the valence triplet V3 = u− − d− must also be parameterised. Note that since T3 and V3
correspond to bound protons, they will be different from zero even for isoscalar nuclei.
However, in such cases their contribution to the scattering cross-section vanishes and
therefore the data provides no constraint on these combinations.
Putting together these considerations, in this work we parameterise six independent





3 (x,Q0) = x
αT3 (1− x)βT3N2(x,A) ,
xT
(p/A)
8 (x,Q0) = x
αT8 (1− x)βT8N3(x,A) , (6.3)
xV (p/A)(x,Q0) = BV x
αV (1− x)βVN4(x,A) ,
xV
(p/A)
3 (x,Q0) = BV3x
αV3 (1− x)βV3N5(x,A) ,
xg(p/A)(x,Q0) = Bgx
αg(1− x)βgN6(x,A) .
In these expressions, Ni(x,A) stands for the value of the neuron in the output layer
of the neural network associated to each specific distribution. In Fig. 6.3 we display
a schematic representation of the architecture of the feed-forward neural network
used in the present and previous analysis. As was done in nNNPDF1.0, we use a single
artificial neural network consisting of an input layer, one hidden layer with sigmoid
activation function, and an output layer with linear activation function. The input
layer contains three neurons that take as input the values of the momentum fraction x,
ln(1/x), and atomic mass number A, respectively. Since the hidden layer contains 25
neurons, there are a total of Npar = 256 free parameters (weights and thresholds) in
the neural network used to model our nPDFs.
The neural-net parameterisation in Eq. (6.3) is then complemented by three normal-
isation coefficients Bg, BV , and BV3 which are fixed by the sum rules, and by twelve
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which the gradients of the  2 function can be computed via automatic differentiation.
Together with several other improvements, we present a validation of the nNNPDF1.0
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2.2 Lepton-nucleus scattering – nNNPDF1.0
Moreover, heavy quark mass effects are included using the FONLL general-mass variable-
flavour number scheme [107]. Since the nPDFs are determined using the same the-
oretical and methodological framework as the NNPDF3.1 proton PDFs, we are able
to impose the boundary condition in a consistent manner so that the nNNPDF1.0 re-
sults reproduce both the NNPDF3.1 central values and uncertainties when evaluated
at A = 1.
2.3 Proton-nucleus scattering – nNNPDF2.0
The A = 1 proton PDF baseline used in the present analysis is defined to be a variant
of the NNPDF3.1 fit which excludes heavy nuclear target data. This choice allows us
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Figure 6.3: Similarly to Fig. 5.3, the NN archi-
tecture {3, 25, 6} used in nNNPDF2.0 having 3
input nodes x, ln (1/x) and A, one hidden layer
of 25 neurons with a sigmoid activation func-
tion and 6 output nodes with a linear activation
function designating Ni(x) of the considered
flavours: Σ, T3, T8, V , V3 and g. An overall of
256 free parameters (weights and biases).
preprocessing exponents αf and βf which are fitted simultaneously with the network
parameters. Since our proton baseline is a variant of the NNPDF3.1 global NLO fit [114]
with perturbative ch rm, we adopt for consistency the same parameterisation scale of
Q0 = 1 GeV.
It is important to emphasize here that the parameterisation in Eq. (6.3) is valid
from A = 1 (free-proton) up to A = 208 (lead). As a result, the nNNPDF2.0 analysis
incorporates an independent determination of the free-proton PDFs, where agreement
with the proton PDF baseline is enforced by means of a boundary condition as explained
below. This is a relevant distinction, implying that the A = 1 PDF can by construction
differ slightly from our proton baseline, for example as a result of positivity constraints
that are more general in the former case, or by new information contained in the LHC
proton-lead cross-sections.
Sum rules – For every nucleus, we assume that the fitted nuclear PDFs satisfy the
same valence and mom ntum um rules as i the proton case. Similarly to nNNPDF1.0,
t sum rules are implemente via an overa l norm lisation factor in th nPDF parame-
terisation, which are adjusted each time the neural network parameters are modified in
order to ensure that the sum rules remain satisfied. First, energy conservation leads to








= 1 , ∀A , (6.4)
which is implemented according to Eq. (5.22). The additional rules in nNNPDF2.0 are
the three valence sum rules that follow from the valence quark quantum numbers of






















= 0 , ∀A (6.7)
where the final relation is trivially satisfied due to our inherent flavour assumption of
s = s̄. To implement the former two valence sum rules in our analysis, we first must











dx V (p/A)(x,Q0) = 3 , ∀A . (6.8)
This condition can then be implemented in the same way as the momentum sum rule,




dx V (p/A)(x,Q0, A)
, (6.9)
where the denominator of Eq. (6.9) is evaluated using Eq. (6.3) and setting BV = 1.
The second valence sum rule in the evolution basis is the one related to the quark












3 (x,Q0, A) = 1 , ∀A . (6.10)









where the denominator of Eq. (6.11) is evaluated using Eq. (6.3) with BV3 = 1.
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In this analysis, the normalisation pre-factors Bg(A), BV (A), and BV3(A) are com-
puted using the trapezoidal rule for numerical integration between xmin = 10−9 and
xmax = 1 each time the fit parameters are updated by the minimization procedure.
With a suitable choice of the ranges for the preprocessing exponents (see discussion
below), we guarantee that each quark combination satisfies the corresponding physical
integrability conditions. Lastly, we have confirmed that individual replicas satisfy the
sum rules with a precision of a few per-mille or better.
An interesting question in the context of nuclear global QCD analyses is the extent to
which theoretical constraints such as the sum rules are satisfied by the experimental data
when not explicitly imposed. In fact, it was shown in Ref. [307] that the momentum
sum for the free proton agrees with the QCD expectation within ∼ 1% in this scenario.
Here we will revisit this analysis for the nuclear case, and will present in Sect. 6.2.4
variants of the nNNPDF2.0 fit where either the momentum sum rule or the valence
sum rule, is not enforced. Interestingly, we will find that the experimental data is in
agreement with sum rule expectations, albeit within larger uncertainties, demonstrating
the remarkable consistency of the nuclear global QCD analysis.
Update on the free proton baseline – As in Sect. 5.1.3, we again implement
the condition that the proton PDF baseline, obtained with consistent theoretical and
methodological choices, is reproduced when A → 1. This condition should be con-
structed to match the free-proton distributions not only in terms of central values but
also at the level of PDF uncertainties. In other words, it should allow a full propagation
of the information contained in the proton baseline, which is particularly important
to constrain the nPDFs of relatively light nuclei. In this analysis the proton baseline,
f (p)(x,Q0), is taken to be a variant of the NNPDF3.1 NLO fit [114] with perturbative
charm, where the neutrino DIS cross-sections from NuTeV and CHORUS are removed
along with the di-muon production measurements in proton-copper collisions from the
E605 experiment [194]. As such, the proton baseline not only avoids double counting
of the CC DIS data but also excludes constraints from heavy nuclear target data where
nuclear effects are neglected. This choice is different to that used for nNNPDF1.0, where
the global NNPDF3.1 fit was used and double-counting of experimental data was not
an issue.
In order to illustrate the differences between the free-proton boundary condition
used in nNNPDF1.0 and that employed in the present analysis, we compare in Fig. 6.4
the NNPDF3.1 NLO global and no heavy nuclear fits at the initial parameterisation
scale of Q0 = 1 GeV. Displayed are the gluon, up quark, down sea quark, and total



































Q0 = 1 GeV
Figure 6.4: A comparison between the global NNPDF3.1 free-proton analysis with its variant
with heavy nuclear data excluded. We show results for the up quark, down antiquark, total
strangeness, and the gluon at Q0 = 1 GeV. The comparison is presented for the range of x for
which the proton boundary condition is implemented in nNNPDF2.0. The PDF uncertainty bands
correspond to 90% CL intervals.
strange PDFs in the range of x with which the proton boundary condition is constrained
by Eq. (6.12) Here one can see that removing the heavy nuclear data from NNPDF3.1
results in a moderate increase of the PDF uncertainties associated to the quarks as well
as an upward shift of the central value of the total strange distribution. The former
effect is primarily a consequence of information loss on quark flavour separation with
the removal of neutrino scattering measurements. The strangeness feature, on the other
hand, arises due to the absence of sensitivity from the NuTeV neutrino di-muon cross-
sections, resulting in an upward pull by the ATLAS W,Z 2011 rapidity distributions
which are known to produce an enhanced strange with respect to the up and down
quark sea. The results of Fig. 6.4 highlight the importance of a consistent choice of the
free-proton baseline in order to draw solid conclusions on the nuclear modifications,
for example those associated to the nucleon’s strange content.
In order to ensure that all central values and PDF uncertainties are reproduced, we
select a different replica from the NNPDF3.1 proton baseline when constructing the
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χ2 given by Eq. (6.12) for each replica of nNNPDF2.0. Since we perform a large Nrep
number of fits to estimate the uncertainties in nNNPDF2.0, we are able to propagate
the necessary information contained in NNPDF3.1 to the resulting nPDFs in a robust
manner. Lastly, we note that the boundary condition term in Eq. (6.12) is the only
place in the analysis where the free-proton NNPDF3.1 baseline is inserted. In other
parts of the fit where a free-nucleon PDF is required, for example in the theoretical
predictions of the proton-lead scattering cross-sections, the nNNPDF2.0 set with A = 1
is used instead.
Cross-section positivity constraint – While PDFs are scheme-dependent and thus
not necessarily positive-definite beyond leading order in perturbative QCD, physical
cross-sections constructed from them are scheme independent and should be positive-
definite in the region of validity of the perturbative expansion.1 In the NNPDF family of
proton PDF fits, the requirement that cross-sections remain positive is implemented by
adding to the χ2 a penalty term in the presence of negative cross-section values [113].
The cross-sections that enter this penalty term correspond to theoretical predictions
based on pseudodata generated for representative processes that are directly sensitive
to a sufficient number of PDF combinations.
In the nNNPDF1.0 analysis, cross-section positivity was not imposed and led to some
observables, such as the longitudinal structure function FL(x,Q2), becoming negative
at small-x values outside the data region. To improve the methodological consistency
with the free-proton baseline, in nNNPDF2.0 we impose the positivity of physical cross-
sections for all nuclei used in the fit by adding a suitable penalty to the figure of merit
on top of the proton boundary penalty term as follows:



























for Npos positivity observables F (l). Each of the observables contain N (l)dat kinematic
points that are chosen to cover an adequately large region of phase space relevant
to various PDF combinations, as discussed in length in the App. A.3. The computed
observables are summed over all NA nuclei for which we have experimental data,
1A recent study [342] suggests, however, that from a practical point of view PDFs in the MS-scheme
should also satisfy positivity beyond the LO approximation in the perturbative region.
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as listed in Tables 5.1 and 6.1, as well as for the free-proton at A = 1. Finally, the
value of the hyper-parameter λpos = 1000 is determined by manual inspection of the
optimisation process and is chosen so that positivity is satisfied without distorting the
training on the real experimental data.2
6.2. Results
In this section, I present the main results of this analysis, the nNNPDF2.0 determi-
nation of nPDFs. In Sect. 6.2.1, I first start by discussing the quality of the latter w.r.t.
experimental data, focusing mainly on the LHC electroweak gauge boson production
cross sections. In Sect. 6.2.2, I study the behaviour of nuclear modification ratios across
different nuclei, how nNNPDF2.0 compares to EPPS16 and nCTEQ15 sets and finally its
implications on the nuclear strangeness. Afterwards, in Sect. 6.2.4, I discuss the role
that the valence and momentum sum rules play in the global nPDF determination by
presenting two variants of the nNNPDF2.0 determinations in which one of the two sum
rules is not imposed.
I discuss the assessment of positivity in App. A.3, where I demonstrate that the
nNNPDF2.0 inference satisfies the positivity of physical cross-sections in the kinematic
range where experimental data is available. In addition, I contrast in App. A.4 this
analysis with its predecessor, nNNPDF1.0 and trace the origin of observed differences
via a series of fits with systematic changes.
6.2.1. Inference quality
We begin by discussing the fit quality which is assessed across the various data
sets and quantified by the χ2 figure of merit. A comparison is then made using the
nNNPDF2.0 predictions with the LHC weak gauge boson production measurements.
Following this, we take a closer look on the nNNPDF2.0 parton distributions and the
corresponding ratios to the free-nucleon case. Lastly, we investigate the sensitivity of
the nuclear modification factors with respect to the atomic mass A, in particular on
the sea quarks and strangeness, and compare our results with those from the EPPS16
analysis.
2In future work it might be advantageous to determine dynamically the fit hyper-parameters such as
λBC and λpos using the hyper-optimisation method presented in Ref. [136].
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In Tables 6.2 and 6.3 we collect the values of the χ2 per data point for all the
data sets included in the nNNPDF2.0 analysis, i.e. the neutral and charged current
DIS structure functions as well as gauge boson production measurements at the LHC.
We compare the nNNPDF2.0 results with a variant fit where we exclude all LHC data
sets (DIS only) and with EPPS16.3 Values in italics indicate predictions for data sets
not included in the corresponding fits. The numbers presented in Tables 6.2 and 6.3
contain only the contribution to the χ2 associated with the experimental data, and do
not include penalty from the proton boundary condition or positivity constraint (the
latter of which vanishes for all final nNNPDF2.0 replicas anyway). Moreover, while we
use the t0 prescription [112] during the optimisation to avoid the D’Agostini bias, the
quoted numbers correspond to the experimental definition of the χ2 instead [335], in
which the central experimental value is used to compute the correlated multiplicative
uncertainties.
From the results of Table 6.2 and 6.3, one can see that the nNNPDF2.0 determination
achieves a satisfactory description of all data sets included in this analysis. A good χ2 is
obtained in particular for the charged-current DIS cross-sections and LHC gauge boson
production distributions. For instance, for the precise W boson rapidity distributions
at
√
s = 8.16 TeV from CMS one finds χ2/Ndat = 0.74 for Ndat = 48 data points. The
corresponding predictions using EPPS16 (which do not include this dataset) also lead
to a good agreement with χ2/Ndat = 0.88. The description of most neutral current DIS
data sets is comparable to that of nNNPDF1.0. Some data sets, such as the SLAC iron
structure functions, are somewhat deteriorated with respect to nNNPDF1.0, possibly due
to some mild tension with the CC cross-sections. Further, we find that our resulting fit
quality to the CC deep-inelastic structure functions is similar to that obtained in the
corresponding proton PDF analysis [114].
Overall, the resulting χ2tot/Ndat = 0.976 for the Ndat = 1467 data points included in
the fit highlights the remarkable consistency of the experimental data on nuclear targets
and the corresponding theory predictions based on the QCD factorisation framework. A
similar total χ2 is obtained for the theoretical predictions computed using EPPS16 as
input. Note that while our parameterisation is more flexible than that used in the EPPS
analysis, we also account for a number of constraints such as the positivity constraint
and boundary condition, which restricts the range of functional forms available. In any
case, the fact that both global fits lead to comparable χ2 values can be explained by the
corresponding similarities at the nPDF level, as will be shown below.
3For the EPPS16 calculation we use CT14nlo as the free-proton PDF set for consistency.
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nNNPDF2.0 (DIS) nNNPDF2.0 EPPS16nlo
Dataset Ndat χ2/Ndat χ2/Ndat χ2/Ndat
NMC (He/D) 13 1.11 1.129 0.829
SLAC (He/D) 3 0.623 0.638 0.152
NMC (Li/D) 12 1.083 1.166 0.74
SLAC (Be/D) 3 1.579 1.719 0.098
EMC (C/D) 12 1.292 1.321 1.174
FNAL (C/D) 3 0.932 0.838 0.985
NMC (C/D) 26 2.002 2.171 0.872
SLAC (C/D) 2 0.286 0.251 1.075
BCDMS (N/D) 9 2.439 2.635 n/a
SLAC (Al/D) 3 0.606 0.864 0.326
EMC (Ca/D) 3 1.72 1.722 1.82
FNAL (Ca/D) 3 1.253 1.194 1.354
NMC (Ca/D) 12 1.503 1.747 1.772
SLAC (Ca/D) 2 0.82 0.771 1.642
BCDMS (Fe/D) 16 2.244 2.743 0.765
EMC (Fe/D) 58 0.827 0.875 0.445
SLAC (Fe/D) 8 2.171 2.455 1.06
EMC (Cu/D) 27 0.523 0.572 0.714
SLAC (Ag/D) 2 0.667 0.691 1.595
EMC (Sn/D) 8 2.197 2.248 2.265
FNAL (Xe/D) 4 0.414 0.384 n/a
SLAC (Au/D) 3 1.216 1.353 1.916
FNAL (Pb/D) 3 2.243 2.168 2.044
NMC (Be/C) 14 0.268 0.269 0.27
NMC (C/Li) 9 1.063 1.117 0.9
NMC (Al/C) 14 0.345 0.354 0.396
NMC (Ca/C) 23 0.468 0.44 0.564
NMC (Fe/C) 14 0.663 0.667 0.751
NMC (Sn/C) 119 0.607 0.638 0.626
NMC (Ca/Li) 9 0.259 0.276 0.15
Table 6.2: The values of the χ2 per data point for the DIS neutral current structure function
datasets included in nNNPDF2.0. We compare the nNNPDF2.0 global and DIS-only
results with those obtained using EPPS16 as input for the theory predictions.
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nNNPDF2.0 (DIS) nNNPDF2.0 EPPS16nlo
Dataset Ndat χ2/Ndat χ2/Ndat χ2/Ndat
NuTeV (ν̄Fe) 37 0.946 1.094 0.639
NuTeV (νFe) 39 0.287 0.264 0.381
CHORUS (ν̄Pb) 423 0.938 0.97 1.107
CHORUS (νPb) 423 1.007 1.015 1.024
ATLAS5TEV Z 14 1.469 1.134 1.12
CMS5TeV W− 10 1.688 1.078 0.857
CMS8TeV W− 24 1.453 0.72 0.825
CMS5TeV W+ 10 2.32 1.125 1.211
CMS8TeV W+ 24 3.622 0.772 0.951
CMS5TeV Z 12 0.58 0.52 0.639
Total 1467 1.013 0.976
Table 6.3: Same as Table 6.2 now for the new datasets included in nNNPDF2.0: charged current
DIS structure functions and gauge boson production at the LHC. We also provide
the values of χ2/Ndat for the total dataset. Values in italics indicate predictions for
datasets not included in the corresponding fit.
To facilitate our discussion regarding the comparison between data and theory
calculations, we first introduce here the conventions that we use to define the nuclear
modification factors. Following the notations discussed in the introduction of this


















where the superindices N/A, p/A, and n/A indicate respectively the collision between
a proton with an average nucleon, a proton, or a neutron bound within a nucleus of
atomic number Z and mass number A. As in the case of the PDFs, the bound proton and
nucleon cross-sections σ(p/A)DY and σ
(n/A)
DY are related to each other via isospin symmetry.
The expression in Eq. (6.14) helps in emphasizing the two reasons why the Drell-Yan
cross-sections will be different between pp and pA collisions. The first is due to the
modifications of the bound proton PDFs in nuclei, namely the fact that σ(p/A)DY 6= σ
(p)
DY.
Secondly, the predictions of pA collisions using non-isoscalar nuclei would still differ
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from those of pp reactions in the absence of nuclear modifications, i.e. σ(p/A)DY = σ
(p)
DY, as
a consequence of the unequal amount of protons and neutrons in the target, resulting
in σ(N/A)DY 6= σ
(p)
DY.
Taking these considerations into account, one should define the nuclear modification



































With the above definition, one should find that RDYA (y) 6= 1 only in the presence of
genuine nuclear corrections, that is, when σ(p/A)DY 6= σ
(p)
DY. The definition of Eq. (6.15)
differs from that of an observable frequently measured in proton-lead collisions, where




































As explained above, in proton-nuclear collisions one will find RDYA,exp(y) 6= 1 for non-
isoscalar targets even when σ(p/A)DY = σ
(p)
DY due to the imbalance between the number of
protons and neutrons. In this section, we will exclusively use the definition of Eq. (6.15)
when evaluating the theoretical predictions of nuclear modification ratios in Drell-Yan
distributions.
In Fig. 6.5 we display the comparison between the ATLAS and CMS measurements
of Z boson production in proton-lead collisions at
√
s = 5.02 TeV with the theoretical
predictions using nNNPDF2.0. The theory calculations were computed using Eq. (6.14)
with the nNNPDF2.0 A = 1 and A = 208 distributions, in the latter case also including
the corresponding 90% CL uncertainty band. Note that for the theory cross-section
obtained with the A = 1 PDFs, nuclear effects are absent since it corresponds to the
free proton distributions. From top to bottom, the three panels display the absolute
cross-sections as a function of the Z rapidity y, the ratio between data and theory, and
the nuclear modification factor ratio RA(y) defined by Eq. (6.15).
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Here the ATLAS and CMS measurements of the Z rapidity distributions are both
provided in the center-of-mass reference frame of the proton-lead collision. The CMS
absolute cross-sections are lower than ATLAS due to the different kinematical selection
cuts. We also note that for these data sets, as well as for the rest of LHC measurements,
forward rapidities correspond to the direction of the incoming proton. From the
comparisons in Fig. 6.5 we can see that the theory predictions are in good agreement
with the experimental data. Interestingly, the RA(y) ratios exhibit a strong preference
for nuclear modifications, especially at forward rapidities which correspond to small
values in x for the bound nucleons. As will be discussed below, this behaviour can be
explained at the level of the nuclear PDFs by a notable shadowing effect at small-x for
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Figure 6.5: Comparison between the ATLAS (left) and CMS (right panel) measurements of Z
boson production in proton-lead collisions at
√
s = 5.02 TeV with the theoretical predictions
using nNNPDF2.0 as input. We show the predictions obtained both for A = 1 and A = 208,
in the later case including the 90% confidence level band. From top to bottom, the three
panels display the absolute cross-sections, the ratio between data and theory, and the nuclear
modification RA(y).
The corresponding comparisons for the CMS muon rapidity distributions in W−
and W+ production at
√
s = 5.02 TeV and 8.16 TeV are displayed in Figs. 6.6 and 6.7
respectively. The results are presented as functions of the rapidity of the charged
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lepton from the W boson decay in the laboratory frame. In all cases the theoretical
predictions based on nNNPDF2.0 provide a satisfactory description of the experimental
data. It is interesting to note that for the high-statistics CMS measurement at 8 TeV,
the A = 208 prediction is remarkably better than the free-proton one, particularly at
forward rapidities where one is sensitive to the small-x region of the bound nucleons.
This feature highlights how the CMS 8 TeV W production data provides direct evidence
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Figure 6.6: Same as Fig. 6.5 now for the CMS muon rapidity distributions in W− and W+
production at
√
s = 5.02 TeV.
6.2.2. The nNNPDF2.0 determination
In Fig. 6.8 we display the nNNPDF2.0 set of nuclear PDFs for three different nuclei,
12C, 56Fe, and 208Pb, constructed using Eq. (5.1) at a scale of Q = 10 GeV. Specifically,
we display the gluon, the up and down valence quarks, and the down, strange, and
charm sea quark distributions. For isoscalar nuclei such as 12C, the up and down valence
distributions are equivalent, u(N/A)v = d
(N/A)
v , as well as the up and down sea PDFs,
ū(N/A) = d̄(N/A), as a result of Eq. (5.1).
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Figure 6.7: Same as Fig. 6.5 now for the CMS muon rapidity distributions in W− and W+
production at
√
s = 8.16 TeV.
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Figure 6.8: The nNNPDF2.0 set of nuclear PDFs for 12C, 56Fe, and 208Pb at the scale Q = 10 GeV.
We display the gluon, the up and down valence quarks (which coincide for isoscalar nuclei), as
well as the down, strange, and charm sea quark distributions. The bands indicate the 90% CL
uncertainty range.
From the comparisons in Fig. 6.8, we can see that the nuclear PDFs exhibit a moder-
ate dependence on the atomic number A. The resulting pattern of PDF uncertainties can
partly be explained by the input data. For example, nPDF uncertainties on strangeness
are smaller in 12C and 56Fe compared to 208Pb, due to the impact of the proton boundary
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condition and the NuTeV di-muon data, respectively. We also observe that the PDF
uncertainties on the gluon (and correspondingly on the dynamically generated charm
PDF) at medium and small-x are larger in iron than in carbon and lead. While the
gluon uncertainties for carbon are largely determined by the impact of the free-proton
boundary condition, those on lead nuclei can likely be attributed to the LHC measure-
ments of W and Z production and the large amount of charged-current DIS data, which
indirectly provide constraints via DGLAP evolution.
Fig. 6.8 also shows that in the case of 208Pb, there is a clear difference between the
dv and uv distributions due to the non-isoscalar nature of the nucleus, where dv is larger
due to the significant neutron excess in lead. The fact that uv and dv do not overlap
within the 90% CL bands in a wide range of x highlights how a careful treatment of
the quark and antiquark flavour separation is essential in order to describe the precise
data available on lead targets, especially the weak boson production measurements in
proton-lead collisions at the LHC.
To further illustrate the features of the nNNPDF2.0 determination, it is useful to study
them in terms of ratios with respect to the corresponding free-nucleon baseline. In the
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. (6.17)
When evaluating Eq. (6.17), it is important to account both for the uncertainties
associated to the nuclear and free-proton PDFs. In the case of a Monte Carlo set such as
nNNPDF2.0, this entails evaluating RAf for each of the Nrep replicas and then determining
the resulting median and 90% CL interval.
In Fig. 6.9 we show the nNNPDF2.0 distributions for A = 1 that enter the denom-
inator of Eq. (6.17). They are compared with the NNPDF3.1 proton baseline used
for implementation the boundary condition at the input parametrisation scale Q0 = 1
GeV. Overall, there is very good agreement between our A = 1 result and the proton
boundary condition, particularly in the region of x where the constraint is being im-
posed, 10−3 < x < 0.7. It is important to emphasize that due to the nNNPDF2.0 A = 1
set being determined not only by the boundary condition but also by the positivity
constraints and the LHC cross-sections, one expects some moderate differences with
the NNPDF3.1 proton baseline. The most notable differences indeed are found in the ū
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Figure 6.9: Comparison of the nNNPDF2.0 parton distributions for A = 1 with the NNPDF3.1
baseline used for the boundary condition at the parametrisation scale Q0 = 1 GeV.
and d̄ PDFs at medium to large x, where the newly added DY positivity observables for
ūd and ud̄ quark combinations, as well as the LHC proton-lead data, play a significant
role. Nevertheless, the level of agreement reported in Fig. 6.9 is quite remarkable
and highlights how the nNNPDF2.0 determination manages to take into account the
extensive information provided by the global analysis of free-proton structure.
In Fig. 6.10 we display the nuclear PDF ratios, defined by Eq. (6.17), for the
same parton flavours as in Fig. 6.9. Here the ratios for 12C, 56Fe, and 208Pb nuclei
are compared at Q = 10 GeV. The shaded bands indicating the 90% confidence level
intervals take into account also the correlations with the proton baseline. Overall, the
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Figure 6.10: Comparison of the nuclear PDF ratios, Eq. (6.17), for three different nuclei, 12C,
56Fe, and 208Pb, at Q = 10 GeV. From top to bottom we show the up and down quarks, the
corresponding antiquarks, the total strangeness, and the gluon. The bands indicate the 90%
confidence level intervals and take into account the correlations with the proton baseline used
for the normalisation.
comparison highlights the dependence on the central value and uncertainties of the
nuclear ratios RAf as the value of A is varied from lighter to heavier nuclei.
For the up and down quark nPDFs in Fig. 6.10, we can see that the shadowing effects
become more prominent at small-x as A increases, with the central value reaching
RAf ' 0.75 at x = 10−4 for the lead ratios. Interestingly, the nPDF uncertainties on the
quarks for x <∼ 10−2 are reduced in lead as compared to the lighter nuclei. This is a
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consequence of the constraints provided by the LHC data, as will be shown in App. A.4.
In the large-x region, deviations from the RAf = 1 scenario (no nuclear corrections)
appear more prominent for the quarks and antiquarks of heavier nuclei.
Turning now to the valence quarks, one can distinguish the shadowing and anti-
shadowing regions for all values of A, though nuclear effects in carbon are quite small.
While one generally finds a suppression RAf < 1 at large x that is consistent with the
EMC-effect expectation, the position of the so-called "EMC minimum" is not universal
or even guaranteed at the nPDF level. For the anti-quarks, the only region where a
well-defined qualitative behaviour is observed is the small-x shadowing region, while
at large-x the nPDF uncertainties are too large to draw any solid conclusion. Finally,
we observe that the nuclear modifications on the gluon nPDF are rather stable as A is
varied.
To illustrate further the dependence of nuclear modifications on the atomic mass A,
we show in Fig. 6.11 the ratios Rf as a function of A for three values of x at Q = 10 GeV.
Overall, the ratios are stable and exhibit smooth dependence for all parton flavours
across the A values that are included in the fit. For the up and down quark ratios,
the transition from anti-shadowing to shadowing is clearly visible as x is decreased
from 0.1 to 0.001. We can also see a notable improvement in PDF uncertainties as A
approaches 208 (lead) at low x as result of the constraints from LHC measurements.
Similar behaviour is seen also for the anti-quarks, although with larger uncertainties.
On the other hand, the strange quark modifications are stable across both x and A,
with significantly larger errors at x = 0.1. Lastly, the gluon distribution also displays
smooth dependence on A for the modification ratios. Here the notable shift from
anti-shadowing to shadowing is also seen, although the ratios all agree with unity
within the 90% CL range.
Nuclear strangeness The strangeness content of the proton in unpolarised PDF fits
has attracted a lot of attention recently. Traditionally, the determination of s(x,Q2)
in global proton PDF fits has been dominated by the constraints provided by charm
production in neutrino DIS [343–347]. These measurements suggest that the strange
sea is suppressed compared to its up and down quark counterparts, favouring values of
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Figure 6.11: Comparison of the nuclear PDF ratios, Eq. (6.17) as a function of atomic mass
A for three different x values, x = 0.001, x = 0.01, and x = 0.1, at Q = 10 GeV. From top to
bottom we show the up and down quarks, the corresponding antiquarks, the total strangeness,
and the gluon. The bands indicate the 90% confidence level intervals and take into account the
correlations with the proton baseline used for the normalisation.
Other strange-sensitive processes agree qualitatively with the constraints on rs provided
by the neutrino DIS data, such as W production in association with charm quarks [348]
from CMS [349–351] and ATLAS 7 TeV [352], and semi-inclusive deep-inelastic scat-
tering (SIDIS) [353–355]. However, the ATLAS measurements of the leptonic rapidity
distributions in inclusive W and Z production at 7 TeV [202, 356] exhibit instead a
strong preference for a symmetric strange sea with rs ' 1. One should point out that
general considerations based on perturbative DGLAP evolution imply that rs → 1 at
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large Q and small-x, but at low Q and medium/large-x the value of rs is dictated by
non-perturbative dynamics.
As was motivated in Ref. [151], it is important to carefully assess the nuclear uncer-
tainties associated to the nuclear strangeness, given that these will potentially affect
the determination of the proton strangeness from global fits based on neutrino data.
We display in Fig. 6.12 the strangeness ratio rs(x,Q2) defined by Eq. (6.18) obtained
with our nNNPDF2.0 result for 1p, 56Fe, and 208Pb at both the input parameterisation
scale Q0 = 1 GeV and at a higher scale of Q = 10 GeV.
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Figure 6.12: The strangeness ratio rs(x,Q2), defined in Eq. (6.18), in nNNPDF2.0 comparing
the results for the free-proton baseline, 56Fe, and 208Pb at both the input parametrisation scale
Q0 = 1 GeV (left) and at a higher scale Q = 10 GeV (right plot).
From the comparison in Fig. 6.12 we find that at the input parameterisation scale
rs is particularly suppressed in the case of lead, where the central value of nNNPDF2.0
satisfies rs < 0.5 for 5 ·10−3 <∼ x <∼ 0.2. A similar preference for a suppressed strange sea,
albeit less pronounced, can be seen in iron nuclei. In any case, the nPDF uncertainties
affecting this ratio are rather large, in particular for the heavier nuclei. The fact that for
x <∼ 10−3 one obtains rs ' 1 for all three nuclei is a consequence of the parameterisation
preprocessing, whose ranges are chosen to ensure that in the small-x extrapolation
region all quark and antiquark flavours behave in the same way (see Figs. A.4 and A.3).
Once DGLAP evolution takes place, rs tends to become closer to unity across a wider
range in x, but even at the higher scale a suppressed strangeness for x >∼ 0.01 is
preferred for both iron and lead.
The results in Fig. 6.12 suggest that including neutrino CC structure functions such
as CHORUS and NuTeV in proton PDF fits without accounting for nuclear uncertainties
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might not be a justified approximation, given the current precision that modern fits
achieve. It will be interesting nonetheless to determine the impact on the global NNPDF
proton PDF fits when nNNPDF2.0 is used to account for nuclear uncertainties using the
procedure outlined in Ref. [151].
6.2.3. Comparison with EPPS16 and nCTEQ15
In Figs. 6.13 and 6.14, we display the nuclear PDF modification ratios at Q = 10
GeV for iron, RFef (x,Q
2), and lead, RPbf (x,Q
2), for nNNPDF2.0, EPPS16, and nCTEQ15,
each normalised to the corresponding free-proton baseline. As in Fig. 6.10, we show
the up and down quarks, the corresponding antiquarks, the total strangeness, and the
gluon. The bands again correspond to the 90% CL uncertainties constructed using
the appropriate prescription for each set. This means that for the other analyses, the
error is computed by adding in quadrature the differences in value between the Neg
eigenvectors of the Hessian set and the best fit result.4
Beginning with the nPDF comparison for iron nuclei, we find that there is good
agreement between the results of nNNPDF2.0 and EPPS16 both in terms of central
values and of the nPDF uncertainties in the range of x for which experimental data is
available. Our result also agrees with the nCTEQ parameterisation within uncertainties,
although the errors for nCTEQ are much smaller in the low-x region, displaying more
significant shadowing effects. Such differences in uncertainties between nCTEQ and
the other analyses may be attributed to the choice of tolerance criteria in Hessian
error propagation and/or the absence of proton PDF uncertainties. Note also that the
nCTEQ15 analysis does not include any charged-current DIS or LHC data. The quark
flavour separation is instead obtained from Drell-Yan di-lepton data at the Tevatron and
inclusive pion production data at RHIC.
Our result displays more visible differences with the other analyses in the small-
and large-x extrapolation regions, where our uncertainties are larger as a result of a
more flexible parameterisation. The Fermi-motion-like growth of RFeu and R
Fe
d at very
large x, which is built into the EPPS16 parameterisation, is absent in the nNNPDF2.0 and
nCTEQ15 results. There instead one finds a suppression compared to the free-proton
case, especially in the case of RFed . However, our result remains fully consistent with
4When computing PDF ratios with EPPS16 and nCTEQ15 we neglect proton PDF uncertainties, since
adding these errors in quadrature is likely to represent an overestimate given the missing mutual
correlations.
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Figure 6.13: The nuclear PDF modification ratios for iron, RFe(x,Q2), as a function of x at
Q = 10 GeV for nNNPDF2.0, EPPS16, and nCTEQ15. From top to bottom we show the up and
down quarks, the corresponding antiquarks, the total strangeness, and the gluon. The bands
correspond to the 90% CL uncertainties, and each nPDF set is normalised to its corresponding
free-proton baseline as indicated by Eq. (6.17).
Fermi-motion behaviour within the uncertainties. As expected, the observed pattern of
nuclear modifications is very similar between up and down quarks and between the
corresponding antiquarks due to iron being nearly isoscalar.
Considering the behaviour of the sea quarks, nNNPDF2.0 and EPPS16 agree well in
terms of central values and uncertainties in the shadowing region, x <∼ 0.05. Here the
nCTEQ result again shows more prominent shadowing effects with smaller uncertainties.
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There are more significant differences at large-x, where the qualitative behaviour
between the nPDF sets is the opposite: nNNPDF2.0 favours an enhancement compared
to the free-proton baseline, while EPPS16 and nCTEQ15 prefer instead a suppression. In
any case, the differences are well within the large uncertainty bands, and additional
data is needed to be able to ascertain the correct behaviour in this region. Note
that at large-x the free-proton baseline antiquarks are also affected by large errors,




Turning to the nuclear modification of the total strangeness, in nNNPDF2.0 we find a
suppression of ∼ 20% compared to the proton baseline in the relevant range of x. This
is consistent with studies of the interplay between the NuTeV di-muon and the ATLAS
W,Z 2011 data in proton global analyses, where the latter data set largely suppress
strangeness in contrast to the former. Such behaviour is not reported by EPPS16, which
exhibits much larger nPDF uncertainties that are likely due to the absence of the
strange-sensitive NuTeV cross-sections in their analysis. Furthermore, the ATLAS W,Z
2011 distributions are missing from the CT14 proton baseline used by EPPS16 (although
these data have been accounted for in the recent CT18 release [172]).
Interestingly, the nCTEQ15 result also shows strange quark suppression at low-x
with significantly smaller uncertainties, despite not including any strange-sensitive
observables. Furthermore, their analysis exhibits a clear anti-shadowing behaviour
in the intermediate x region, in better agreement with EPPS16 central values. In any
case, all distributions remain in agreement within uncertainties and additional strange-
sensitive observables are needed to clarify the nuclear modifications of the strange
quark distribution.
Finally, concerning the gluon PDF we find from this comparison that in the nNNPDF2.0
fit there is little evidence for nuclear shadowing, with RFeg ' 1 in the region x ≤ 0.05.
We also find that the nPDF uncertainties on the gluon are larger compared to EPPS16
by roughly a factor of two. At larger values of x, the uncertainties increase significantly
and nNNPDF2.0 prefers a suppressed central value, unlike the nCTEQ15 result. We note
that none of the analyses include direct constraints on the large-x nuclear gluons, hence
the sizeable nPDF uncertainties, although available data on dijet and photon production
could improve this situation.
In the corresponding comparison for lead nuclei, displayed in Fig. 6.14, one observes
a number of similarities and differences with respect to the nPDFs of iron. Concerning
the up and down quarks, we find our nNNPDF2.0 result provides significant evidence











































10−4 10−3 10−2 10−1 1
x
g
Q2 = 100 GeV2
Figure 6.14: Same as Fig. 6.13 in the case of lead nuclei, RPb(x,Q2).
for shadowing at small-x. For instance, at x ' 5 × 10−3 we obtain RPbu 6= 1 at the
four-sigma level or higher. Interestingly, nPDF uncertainties in the shadowing region
are up to a factor of two smaller in nNNPDF2.0 than in EPPS16. Here we illustrate
the ratio comparison with the updated nCTEQ15WZ analysis [357], which included
constraints from W and Z boson production from proton-lead collisions at the LHC. In
this case, the uncertainties are more comparable to the EPPS16 result, but still smaller
than nNNPDF2.0 at low x.
While in all cases anti-shadowing at x ' 0.1 is observed, the larger x qualitative
behaviour is different between the analyses, with EPPS16 finding the (built-in) EMC
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suppression followed by Fermi-motion rise while in nNNPDF2.0 and nCTEQ15WZ the
pattern of nuclear modifications is different. In any case, the agreement between the
central values of nNNPDF2.0 and the other analyses for RPbu and R
Pb
d in the region of
x <∼ 0.3 is quite remarkable given the very different methodologies employed in each
study.
Concerning the nuclear modifications of the sea quarks in lead nuclei, one finds a
similar qualitative behaviour as in the case of iron. For x <∼ 0.1 there is good agreement
between the central values of RPbū and R
Pb
d̄
between EPPS16 and nNNPDF2.0, with the
latter exhibiting smaller uncertainties. The nCTEQ15WZ result again displays more
significant sea quark modifications at low-x, but resides in agreement with our result
within the 90% error. The sets are also notably different for x >∼ 0.1, where EPPS16
and nCTEQ15WZ predict a EMC-like suppression common to ū and d̄ while nNNPDF2.0
favours a large suppression for ū but an enhancement for d̄. However, the large nPDF
uncertainties in this region prevent any definitive conclusions, as the two fits are fully
consistent within the 90% CL bands. One possible source for the differences could be in
the respective free-proton counterparts, where large-x antiquarks are poorly known. For
the total strangeness, the behaviour of RPbs+ is similar to that of iron, where nNNPDF2.0
predicts a suppression more or less independent of x, with rather larger uncertainties
for EPPS16 compared to our nNNPDF2.0 result due to the missing constraints from
the NuTeV di-muon cross-sections. On the other hand, the nCTEQ15WZ distribution
displays much different behaviour than the ratio for iron nuclei constructed with the
preceding nCTEQ results, since the former analysis contains some strange sensitivity
from the W/Z LHC data. In this case, the strange uncertainties are comparable in size
to our result but shows much less suppression. Moreover, the nCTEQ15WZ shows a
strong EMC-like effect in the region of x ∼ 0.2− 0.3.
Finally, regarding the nuclear modifications of the lead gluon PDF illustrated in
the bottom right panel of Fig. 6.14, we again find that RPbg agrees with unity across
all relevant x. Here the initial-scale differences are washed out partially by DGLAP
evolution, but clearly the shadowing in the nuclear gluons is less apparent than for
the quarks, aside from the nCTEQ15 result which clearly shows shadowing behaviour.
Although the nPDF uncertainties increase at large x due to the lack of direct constraints,
the qualitative behaviour of RPbg differs between the various PDF determinations.
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6.2.4. The momentum and valence integrals in nuclei
As was discussed in Sect. 6.1.2, we impose three sum rules in the nNNPDF2.0
determination, namely the momentum sum rule, Eq. (6.4), and the two valence sum
rules, Eqs.. (6.8) and (6.10). These constraints are satisfied by adjusting the overall
prefactors Bf in Eq. (6.3) for the gluon g, the total valence V , and the valence triplet
V3 distributions, respectively. Furthermore, they are independently imposed for each
value of A for which there is available experimental data.
Here we investigate the role played by these sum rules in the global nPDF determi-
nation. In particular, we address whether or not the physical requirements of energy
and valence quark number conservation are satisfied by the phenomenological fit to
experimental data (within uncertainties) when the sum rules are not explicitly imposed.
Recently, theoretical arguments have been put forward that the momentum sum rule
for nucleons in nuclei might not hold [358]. Motivated in this respect, we have carried
out a similar study to the one presented in Ref. [307], where global proton PDF fits
without imposing the momentum sum rule were performed. In the proton case, while
the LO prediction for the momentum integral was expected to be far from the QCD
expectation, both the NLO and NNLO fits exhibited remarkable agreement at the ' 1%
level [307].
We have therefore produced two variants of the nNNPDF2.0 analysis, each based on
Nrep = 250 replicas, where either the momentum sum rule or the total valence sum rule
is not imposed. Afterwards, we evaluate in each case the corresponding momentum













dx V (p/A)(x,Q0) (6.20)
and assess whether or not they are in agreement with the QCD expectations, namely
IM(A) = 1 and IV (A) = 3 respectively. One should note that the momentum and
valence sum rules are already satisfied at the level of the proton boundary condition,
and thus some constraints are expected to be propagated to the lighter nuclei. However,
the analysis of Ref. [307] demonstrates that results would be largely unchanged if the
momentum and valence sum rules would have been excluded also from the free-proton
baseline.
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A IM(A) IV(A)
1 [0.99, 1.06] [2.53, 3.12]
12 [0.97, 1.10] [2.56, 3.11]
56 [0.90, 1.16] [2.58, 3.16]
208 [0.94, 1.12] [2.54, 3.34]
Table 6.4: The 90% CL ranges for the momentum and valence integrals, Eqs.. (6.19) and (6.20),
in the variants of the nNNPDF2.0 fits whether either one or the other sum rule is not
imposed.
In Fig. 6.15 we display the distribution of the momentum and valence integrals,
Eqs.. (6.19) and (6.20), respectively, in the variants of the nNNPDF2.0 fit where the
corresponding sum rules are not being explicitly imposed. We show the relative
frequency of the momentum and valence integral for three representative nuclei: 12C,
56Fe, and 208Pb. The dashed vertical line in Fig. 6.15 indicates the QCD expectations for
IM(A) and IV(A). The corresponding values for the 90% confidence level intervals for
each of these two integrals for the relevant values of A, as well as for the free-proton
baseline A = 1, can be found in Table 6.4.
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Figure 6.15: The distribution of the momentum (left) and total valence (right panel) integrals,
Eqs.. (6.19) and (6.20) respectively, in the variants of the nNNPDF2.0 determination where the
corresponding sum rules have not been explicitly imposed. We show the relative frequency
of the momentum and valence integral for three representative nuclei: 12C, 56Fe, and 208Pb.
The dashed vertical line indicates the corresponding the QCD expectations, IM(A) = 1 and
IV(A) = 3. The associated 90% CL ranges are reported in Table 6.4.
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From the results presented in Fig. 6.15 and Table 6.4 one finds that the momentum
integral is in agreement with the QCD expectation, IM(A) = 1, within uncertainties
for all nuclei. In the case of 12C for example, one finds that 0.97 <∼ IM <∼ 1.10 at the
90% confidence level, with somewhat larger uncertainties for the heavier nuclei. Even
for lead, where the proton boundary condition has little effect, the median of the
distribution is reasonably close to the QCD expectation. The uncertainties on IM are
larger in the nuclear PDF analysis than the ' 1% error found in the proton case [307],
as expected since the experimental data for nuclear collisions is far less abundant and
further distributed between different nuclei. Nevertheless, the overall consistency with
the QCD expectations is quite compelling. Note also that here the proton boundary
condition is imposed only for x ≥ 10−3, and therefore our prediction for IM(A = 1) is
expected to be less accurate compared to the proton global analysis case.
The result that the momentum integral agrees with the theoretical predictions for all
nuclei is a non-trivial validation of the global nuclear PDF analysis framework based on
the QCD factorisation hypothesis. It further demonstrates the robustness of our fitting
methodology, in that the resulting nPDFs are reasonably stable regardless of whether
or not the momentum sum rule is imposed during the fit. To illustrate better this latter
point, in Fig. 6.16 we provide a comparison between the baseline nNNPDF2.0 fit at
Q0 = 1 GeV with the variant in which the momentum sum rule is not being imposed.
We show the total quark singlet and the gluon for both 56Fe and 208Pb. Recall that the
momentum sum rule is used to fix the overall gluon normalisation in Eq. (6.3). In the
case of lead, where the experimental constraints are relatively abundant, we find that
both the singlet and the gluon are reasonably similar irrespective of whether or not
the momentum sum rule is imposed. The momentum sum rule plays a larger role in
iron, especially in reducing the gluon nPDF uncertainties, but interestingly the central
value of the all distributions is quite stable when comparing the two fits. This stability
is consistent with the results reported in Fig. 6.15.
The main conclusions are qualitatively similar for a fit in which the total valence sum
rule has not been imposed. Results of this fit are displayed in the right panel of Fig. 6.15,
where the normalised frequency of the total valence integral are shown for the same
three nuclei discussed previously. The corresponding 90% CL intervals are also reported
in Table 6.4. Similar to the momentum sum results, we find that for the valence integral
the fit results agree with the QCD expectations within uncertainties. The preferred
value of the valence integral (median) turns out to be IV ' 2.8 irrespective of A.
This implies that even when Eq. (6.20) is not imposed explicitly, the experimental
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Figure 6.16: Comparison of the baseline nNNPDF2.0 fit at Q0 = 1 GeV with the variant in which
the momentum sum rule is not being imposed. We show the total quark singlet (left) and the
gluon (right) for 56Fe (upper) and 208Pb (lower panels).
measurements favour the QCD prediction within 5% for all values of A relevant for the
present study. The value for the χ2 per degree of freedom is somewhat smaller (0.953)
than in the baseline (0.976). We have also verified that, in a similar way as in Fig. 6.16,
the resulting nPDFs are reasonably stable regardless of whether or not the valence sum
rule is imposed.
Putting together the results of these two exercises, one can conclude that the fit
results are relatively stable in the nNNPDF framework even in the absence of the sum
rules, consistent with the fact that experimental data and the QCD expectations based
on the factorisation theorem are in agreement with each other for hard-scattering
collisions involving heavy nuclei.
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Chapter 7.
Towards nuclear PDFs with NNLO QCD
corrections
This chapter is based on my work in progress towards the nNNPDF3.0 release [144].
Motivation – In this chapter, I discuss the results achieved to date as part of the
upcoming release nNNPDF3.0. On top of deep-inelastic scattering and electroweak
gauge bosons production considered in nNNPDF2.0, the new release will include a
number of new processes that constrain the nuclear gluons: single jet and dijet cross-
sections from ATLAS and CMS, direct photon production from ATLAS, and charm
production by the LHC experiments. Furthermore, NNLO perturbative QCD calculations
will be exploited for all processes included in the fit. The proton baseline, which
nNNPDF3.0 reduces to in the limit A=1, is a variant of the NNPDF3.1 proton PDFs,
which includes the dijet production data discussed in Sect. 4.2.2 constraining the gluon
PDF.
Outline – In Sect. 7.1, I discuss the nNNPDF3.0 framework that shares all the aspects of
the nNNPDF2.0 one but extend it to include new experimental data, K-factors to include
the NNLO QCD corrections and an updated proton baseline. In Sect. 7.2, I present the
results of including two of the CMS data sets at NNLO in QCD, the dijet production in
pPb collisions as well as the Z-boson production, both at 5 TeV.
7.1. nNNPDF3.0 Framework
The nPDFs parameterisation and constraints in nNNPDF3.0 are identical to those of
nNNPDF2.0 (see Sect. 6.1). However, in this new framework, we focus on including the
QCD NNLO corrections to all the processes already included in nNNPDF2.0 and the new
experimental data that will be considered.
In Sect. 7.1.1, I outline the different new data sets focusing on the ones that already
had been already analysed in Sect. 7.2. In Sect. 7.1.2, I discuss the new proton baseline
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that includes all the dijet data considered in Sect. 4.2.2, namely the 7 and 8 TeV from
ATLAS and CMS at both NLO and NNLO. I also investigate the inclusion of the 5 TeV
absolute pp dijet spectra in light of the K-factors provided for this data set.
7.1.1. Experimental data
In this section, I provide details on the experimental measurements used as input
for the nNNPDF3.0 determination. An emphasis is made in particular on the data sets
that are already analysed. Common to the previous nNNPDF2.0 analysis are the nuclear
NC DIS measurements listed in Table 5.1, the CC neutrino DIS reduced cross-sections
on nuclear targets as well as the leptonic rapidity distributions in electroweak gauge
boson production from proton-lead collisions at the LHC listed in Table 6.1.
The new foreseen experimental data includes measurement of prompt photon
production in 8 TeV pPb collisions [359] and inclusive jet production in 5 TeV pPb
collisions [360] with ATLAS, dijet production in 5 TeV pPb collision with CMS [361],
Z-boson production in 8 TeV pPb collisions [362] with ALICE. In addition, the plan
is to include either by means of an inference or reweighting (see Sect. 3.2.2), mea-
surements of heavy-flavour mesons production at the LHC. These include prompt D0
meson production in 5 TeV pPb collisions [284] and prompt/non-prompt J/Ψ produc-
tion in 8 TeV pPb collisions [363] with LHCb, quarkonium production in 5 TeV pPb
collisions [364] with ATLAS and D-meson production in 5 TeV pPb collisions [365] with
ALICE. Finally, we also intend to explore the large-x high-precision data of inclusive
nuclear DIS cross sections [366] measured by the CLAS/JLab collaboration in light of
potential higher-twist contributions. The majority of the data mentioned is expected to
provide unprecedented constraints on the lead gluon down to low values of x ∼ 10−5
and potentially less for some data processes [287,289].
The focus in this chapter will be on both dijet production in 5 TeV pPb collision [361]
and Z-boson production in 5 TeV pPb collision [276] with CMS. The Z-boson data
is discussed in Sect. 6.1.1. The dijet data is provided in terms of pseudorapidity
distributions of dijets (ηdijet = (η1 + η2)/2) as functions of their average transverse
momentum (pavgT,dijet = (pT,1 + pT,2)/2 ∼ Q) for both pp (Lint = 27.4 pb
−1) and pPb
(Lint = 35 nb−1) collisions. Three observables are provided for this data set: the
absolute pp and pPb spectra as well as their ratio pPbpp . The spectra are defined as the
number of dijet per bin of ηdijet and p
avg
T,dijet, normalised by the pseudorapidity-integrated
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dpavgT,dijet col = pp, pPb (7.1)
The fiducial cuts 1 associated with this measurement are a minimal pT of 30 and 20
GeV for the leading and subleading jets respectively, a distance parameter R = 0.3 for
the anti-kT recombination algorithm as well as a 2π/3 absolute difference of azimuthal
angles between the leading and subleading jets. The only uncertainties associated with
this data set are a statistical and systematic uncorrelated uncertainties that will be
added in quadrature during the inference.
Based on LO kinematics (see the jet production part in Sect. 2.4) we can estimate









sNN = 5020 GeV
pavgT,dijet ' [55, 400] GeV
y ' [−3, 3]
(7.2)
In Sect. 7.2, I discuss my completed analysis of dijet production in 5 TeV pPb
collisions with CMS [361] both at NLO and NNLO in QCD. This data set is new w.r.t.
nNNPDF2.0. I also present the work done to date on the NNLO QCD calculations
of the Z-boson production in 5 TeV pPb collisions with CMS [276] that has already
been included in nNNPDF2.0. The latter will eventually be followed by the rest of the
nNNPDF2.0 data sets listed in Table 6.1.
7.1.2. Updates relative to nNNPDF2.0
Throughout the previous chapters, I emphasized on the importance the proton PDF
baseline has in constraining nPDFs. Moreover, I highlighted on how crucial is for them
to be consistent, i.e. same theoretical settings, no double-counting in the data they’re
inferred from, etc. In Chapter 5 and since only nuclear NC DIS were considered in
nNNPDF1.0, the proton baseline was chosen to be NNPDF3.1 [114] (see Sect. 5.1.4). In
Chapter 6, nuclear CC DIS and electroweak gauge boson production were added and
1We note that the minimal pT for the leading jet in Ref. [361] is incorrect and the correct cuts are the
ones mentioned above.
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therefore a variant of NNPDF3.1 without CHORUS and NuTeV was determined and used
as a baseline for nNNPDF2.0 (see Sect. 6.1.2).
For nNNPDF3.0, I include on top of the nNNPDF2.0 proton baseline, the dijet [222,
257,258] data sets from ATLAS and CMS at
√
s = 7 and 8 TeV reviewed in Sect. 4.2.2
based on Ref. [39]. In this respect, two new proton baselines are inferred, one with NLO
QCD corrections and the other with NNLO ones implemented by means of K-factors
(see Sect. 2.4.2). I will refer to the new baselines with an asterisk. For instance,
nNNPDF2.0∗(1p) is the new proton baseline and nNNPDF2.0(1p) the old one (as defined
in Sect. 6.1.2). The reason behind the exclusion of the 5 TeV pp dijet spectra [361] in
the proton baseline is due to our inability to describe it by means of NNLO K-factors,
which is discussed in the following.
As mentioned in Sect. 4.2.2, the inclusion of the 5 TeV pp dijet spectra from CMS
in a global PDF fit relies on the NLO and NNLO QCD corrections as computed with
NNLOJET [259]. Although fast interpolation grids are possible to produce for NLO
matrix elements, it is not the case for the NNLO ones which are included by means of
K-factors discussed in Sect. 2.4.2. In Fig. 7.1, I consider a representative bin in pavgT,dijet
(the lowest among the five available) of the 5 TeV pp dijet spectra numerator (cross
section). In the upper-panel I compare my NLO calculations (solid red histogram) using
NNLOJET to the independent calculations at NLO (dashed red histogram) and NNLO
(solid green histogram) performed by my co-authors of Ref. [39] and referred to with
a dagger (†) in the figure. In the lower-panel I validate the benchmarking (dashed
red histogram) where I plot the ratio of my calculations at NLO to the independent
calculations. The K-factor (solid black histogram) are also presented. All of these
calculations are performed using the NNLO PDF set NNPDF31_nnlo_as_0118 [114].
The successful benchmark of the NLO calculations enables the computations of the
interpolation grids, which in turn allows for a global inference using the 5 TeV pp
dijet spectra from CMS both at NLO and NNLO (by means of the K-factors). Table 7.1
describes the fit-quality of the new proton baseline nNNPDF2.0∗(1p) both at NLO and
NNLO. I denote by w/(w/o) when the CMS 5 TeV pp dijet is considered(not considered)
on top of the ATLAS and CMS at
√
s = 7 and 8 TeV data sets. The proton baseline fits
without the CMS 5 TeV data set follow the same set of conclusions in Sect. 4.2.2 that
remain intact with the exclusion of the CHORUS and NuTeV data sets, as well as a
lower initial scale (µ0 = 1 GeV) a perturbative charm PDF. However, when included at
NLO, the description of this data set seems to improve from a χ2 per data point of 5.87
to 2.51 which is between the χ2 of the CMS at
√
s = 7 and 8 TeV data sets. Nevertheless,
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Figure 7.1: The QCD calculations of the lowest pavgT,dijet bin of the 5 TeV pp dijet spectra from the
CMS data set. The NLO calculations (solid red histogram) and the reference NLO (dashed red
histogram) and NNLO (solid green histogram) calculations using NNLOJET in the upper-panel.
The ratio of NLO calculation to the reference ones (dashed red histogram) and NNLO QCD
K-factors (solid black histogram) Eq. 2.74. The dagger (†) refers to any calculations performed
by my co-authors in Ref. [39].
the inclusion of this data set deteriorates the global χ2, which per data point goes from
1.37 to 1.42. At NNLO, the fit quality of this data set also improves upon its inclusion
(12.04 to 6.91), but its description is not satisfactory due to the significantly large χ2.
The main contribution to this large χ2 comes from the extreme pseudorapidity that
are harder to fit as shown in the representative Fig. 7.2. For this reason, the proton
baseline of nNNPDF3.0 is restricted only to the dijet data sets considered in Sect. 4.2.2,
namely the ATLAS and CMS at
√
s = 7 and 8 TeV ones.
Now that we have defined our new nNNPDF3.0 proton baselines, we compare it to
the nNNPDF2.0 one. In Table 7.2, I start by comparing the fit quality of the nNNPDF2.0
nPDF sets on the CMS pPbpp ratio data using the old and new proton baselines (without
fitting the data set). The fact that the χ2 per data point improved (from 3.342 to 3.145)
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NLO NNLO
data set Ndat w/o w/ w/o w/
ATLAS 7 TeV 90 1.03 1.01 1.98 1.91
CMS 7 TeV 54 1.58 2.03 1.75 1.92
CMS 8 TeV 122 3.87 3.61 1.48 1.55
CMS 5 TeV 85 [5.87] 2.51 [12.04] 6.91
Total 1.37 1.42 1.24 1.41
Table 7.1: Similar to Table 4.3, the χ2 per data point for the two new nNNPDF3.0 proton
baselines: nNNPDF2.0∗(1p) at NLO and NNLO. Results are shown for the dijet data
sets together with the number of data points in each data set.
NLO
NNLO
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Figure 7.2: The comparison of nNNPDF2.0∗(1p) at NLO (green) and at NNLO (orange) with
fitted CMS 5 TeV pp dijet spectra to the data (black), all normalised to the data points.
merely due to the new proton baseline, highlights on one hand the importance of the
proton PDF contribution to the heavy-ion observables and on the other hand, the fact
that both ATLAS and CMS data sets at
√
s = 7 and 8 TeV dijet provide information that
helps describing the pPbpp CMS 5 TeV spectra.
Finally In Fig. 7.3, I compare the proton PDF baselines themselves. In analogy
to Fig. 4.6, I restrict the flavours to the singlet Σ and the gluon and the x-range to
Towards nuclear PDFs with NNLO QCD corrections 173
Data set Ndat nNNPDF2.0 nNNPDF2.0∗
NLO
CMS dijet pPbpp 5 TeV 84 [3.342] [3.145]
Table 7.2: The χ2 per data point calculated for the pPbpp CMS 5 TeV spectra using the new proton
baseline nNNPDF2.0∗(1p) and the nNNPDF2.0 lead nuclear PDF at NLO. Both values

































Figure 7.3: Similar to Fig. 4.6, a comparison between the new proton baseline nNNPDF2.0∗(1p)
fitted to the ATLAS and CMS dijet at
√
s = 7 and 8 TeV and the old nNNPDF2.0 proton baseline.
The bands correspond to the 1-σ uncertainty.
[10−2, 0.6] which the NNPDF3.1 set is most sensitive to. As expected, the PDFs show
more or less similar trend to those observed in Fig. 4.6, which can be summarised
mainly in terms of a reduction of gluon uncertainties at large-x. Note however that the
comparison with Fig. 4.6 should only be qualitative, in particular for Σ, as the reference
proton PDF in Fig. 7.3 is different (not including nuclear CC DIS).
7.2. Results
In this section, I discuss the results achieved so far towards the foreseen global anal-
ysis nNNPDF3.0. As mentioned in Sect. 7.1.1, the focus will be on the dijet production
in 5 TeV pPb collision [361] and Z-boson production in 5 TeV pPb collision [276] with
CMS at NNLO.
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In Sect. 7.2.1, I start by presenting the impact of including the CMS dijet pPbpp at 5
TeV on the nNNPDF2.0∗ fit2 at NLO. I perform a comparison on the level of the fit-quality,
theory predictions relative to data and the lead nPDFs. Subsequently, I consider the
NNLO case where at first, I gauge the impact of the NNLO QCD corrections on nPDFs
by comparing an NLO and NNLO set of nPDFs fitted to DIS (NC and CC) and dijet data.
The reason behind this restriction is due to the fact that the K-factors corresponding
to the electroweak gauge bosons production data sets are yet to be computed and
validated, thus beyond the scope of this thesis. Secondly, I draw some observations
on the impact of the dijet data set w.r.t to DIS on nPDFs at NNLO. In Sect. 7.2.2, I
augment the previous DIS and dijet data sets with the CMS Z-boson production at 5
TeV at NNLO (already included in nNNPDF2.0 at NLO). This inclusion is based on a
low-statistics K-factors that I have computed by means of the MATRIX Monte Carlo
based framework [367].
7.2.1. CMS dijet production in 5 TeV pPb
In Sect. 7.1.2, I showed that the QCD NNLO K-factors did not lead to a satisfactory
description of the CMS 5 TeV absolute pp dijet spectra (see Table 7.1). This turns out
to be also the case, even at NLO, for the absolute pPb dijet spectra when added to
nNNPDF2.0. For that reason, we focus only on the ratio pPbpp data that we find to be
describable at both NLO and NNLO with a satisfactory χ2 value.
Comparison with nNNPDF2.0∗ – In order to gauge the impact of the CMS dijet pPbpp
data set w.r.t. nNNPDF2.0∗, I perform a fit at NLO and assess the fit quality in Table 7.3.
Note that the fit quality of the rest of the data sets (DIS and electroweak gauge bosons
production) are very comparable to those quoted in Table 6.2 and 6.3, thus are omitted.
This can only mean that this new data set is not in tension with any of the prior data
sets considered in nNNPDF2.0. Additionally, Table 7.3 shows that this new data set is
well described when included as a ratio pPbpp as opposed to the absolute pPb spectra.
Upon fitting this data set the χ2 per data point value goes from a value of 3.145 to
1.644 with a global χ2 per data point of 1.0. This is mainly due to the cancellation of
low-statistics effect and uncertainties from the extreme dijet pseudorapidity bins that
we observed in Fig. 7.2.
2The nNNPDF2.0∗ fit is based on the nNNPDF2.0 data sets listed in Sect. 6.1.1 and an updated proton
baseline fitted to the ATLAS and CMS dijet measurements at
√
s = 7 and 8 TeV.
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Data set Ndat nNNPDF2.0∗ nNNPDF2.0∗ + CMS dijet
NLO
CMS dijet pPbpp 5 TeV 84 [3.145] 1.644
Total 1551 [1.192] 1.0
Table 7.3: Comparison between the χ2 per data point of nNNPDF2.0∗ and a new NLO inference
including the pPbpp CMS 5 TeV spectra. Values enclosed in square brackets are of the
data set that is not included in the fit.
In Fig. 7.4, I compare the theory predictions of the CMS dijet pPbpp data in all bins of
ηdijet and p
avg
T,dijet. One can directly notice that the last 2 extreme positive ηdijet bins in the
first 4 bins of pavgT,dijet are the most difficult to fit. Therefore, they must hold the major
contribution to the χ2 per data point of 1.644. In fact, as we can observe in Table. 7.4,
upon removing the bins with ηdijet > 2.7 in all bins of p
avg
T,dijet, the χ
2 for the dijet data set
reduces from 1.644 to 1.334 and the global one from 1.0 to 0.982.
Data set Ndat CMS dijet Ndat CMS dijet (ηdijet < 2.7)
NLO NLO
CMS dijet pPbpp 5 TeV 84 1.644 79 1.334
Total 1551 1.0 1546 0.982
Table 7.4: Same as Table 7.3 but χ2 calculated with ηdijet < 2.7 in all bins of p
avg
T,dijet.
Finally, in Fig. 7.5, I compare the nPDFs obtained from the nNNPDF2.0∗ fit and
a similar fit augmented by the CMS dijet pPbpp data. Although nNNPDF2.0
∗ contains a
handful of hadronic data (listed in Table 6.1) the new CMS dijet data set provides
distinct information, particularly in the x-range defined in Eq. 7.2. Perhaps the most
prominent impact is on the gluon, where it’s suppressed for x ≤ 10−2 and enhanced
for 10−2 ≤ x ≤ 0.3. The rest of the plotted flavours, in particular the combination
s+ = s+ s̄, also manifest a suppression to accommodate the new data, however their
central values remains within uncertainties of nNNPDF2.0∗.
Impact of dijet production on nPDFs at NNLO – As mentioned in the end of
Sect. 2.4.2, currently and in order to include any hadronic process including a nuclear
target (pA) at NNLO, the approximation KQCD, pANNLO ≈ KQCD, ppNNLO is used (purely a technical
limitation that we hope to overcome in the near future). The only currently available
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Figure 7.4: Comparison between the
NLO theory predictions of the CMS dijet
pPb
pp data from both (nNNPDF2.0
∗) and
(nNNPDF2.0∗ + CMS dijet) fits and the
data for all bins of ηdijet and p
avg
T,dijet.
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Figure 7.5: Comparison of the up, down, strange and antistrange combination and gluon NLO
nPDFs as a ratio of a fit augmented by the CMS dijet pPbpp data to the nNNPDF2.0-like fit with the
new baseline (called nNNPDF2.0∗). The bands correspond to the 1-σ uncertainty.
NNLO calculations available, as mentioned in the introduction of this chapter are the
analytical NNLO calculations for DIS (NC and CC) as well as the approximate K-factors
for dijet and Z-boson production from 5 TeV pPb with CMS. The Z-boson production
will be investigated next in Sect. 7.2.2. However, for the CMS dijet pPbpp data, this
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Data set Ndat DIS DIS + CMS dijet
NNLO NLO NNLO
CMS dijet pPbpp 5 TeV 84 [12.155] 1.556 1.737
Total 1457 [1.561] 0.974 1.014
Table 7.5: Comparison between the χ2 per data point of a NNLO fit to DIS augmented by
the CMS dijet ratio, a similar fit at NLO and another NNLO fit with DIS only. The
fit quality of the rest of the DIS data sets are very comparable to those quoted in
Table 6.2, thus are omitted. Values enclosed in square brackets are of the data set
that is not included in the fit.
In Table 7.5, I compare the quality of a NNLO fit with DIS augmented by the CMS dijet
ratio, a similar NLO fit (in order to assess the impact of NNLO QCD corrections) and
another NNLO fit with DIS only (in order to assess the impact of the dijet production
ratio on nPDFs at NNLO). I first note that a satisfactory χ2 is achieved for both NLO and
NNLO fits, showing that the NNLO QCD corrections included in the DIS processes did
not lead to a tension with the CMS dijet data. Second, the values of χ2 associated with
the DIS data sets are very comparable at both NLO and NNLO (slight improvement w.r.t.
NLO) to the values obtained in Table 5.3 thus are omitted. The only mild deterioration
in the χ2 occurs when transitioning from NLO to NNLO for the CMS dijet data set (1.556
to 1.737 per data point). Compared to Table 7.3, the χ2 per data point of the dijet
data set seems to mildly improve at NLO, reducing from 1.644 to 1.556 when the LHC
electroweak gauge bosons production data is not considered. This reduction however is
small enough, supporting the earlier conclusion that the dijet data set is not in tension
with the rest of the LHC data sets. Compared to the DIS only fit, the χ2 values are
significantly different showing that the fit to the currently available NC and CC DIS data
could not predict well the CMS dijet data set. This point emphasize on the importance
of being inclusive in all possible type of processes when analysing PDFs. In Table 7.6
and in analogy with Table 7.4, we observe that upon removing the bins with ηdijet > 2.7
in all bins of pavgT,dijet, the χ
2 for the dijet data set reduces by a value of ' 0.3 for both
NLO and NNLO.
In Fig. 7.6, I compare the mentioned three fits on the level of theory predictions
relatively to the data. The difference between the NLO and NNLO predictions of the
DIS+CMS dijet fit are noticeable, even though mild. However, the predictions of the
DIS only fit misses completely the pattern of the CMS dijet data as opposed to the
nNNPDF2.0∗ fit shown in Fig. 7.4. This shows the complementarity of the electroweak
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Data set Ndat DIS + CMS dijet Ndat DIS + CMS dijet(ηdijet < 2.7)
NLO NNLO NLO NNLO
CMS dijet pPbpp 5 TeV 84 1.556 1.737 79 1.283 1.417
Total 1457 0.974 1.014 1452 0.957 0.994
Table 7.6: Same as Table 7.5 but χ2 calculated with ηdijet < 2.7 in all bins of p
avg
T,dijet.
gauge bosons production data sets and dijet one and perhaps what is remarkable is that
the latter brings the predictions to an uncertainty very comparable to the one from the
nNNPDF2.0∗ fit (i.e. all the electroweak gauge bosons production data sets combined).
We therefore deduce that the CMS dijet pPbpp data provide vital constraint on nPDFs,
competing with the LHC electroweak gauge bosons production data.
The sizeable impact of the dijet data set is further highlighted in Fig. 7.7 on the level
of nPDFs. One of the main features of this data seems to be manifested by a general
suppression across all displayed flavours for x ≤ 10−2 and an enhancement above this
value (except for the u distribution) w.r.t to a fit to DIS only. The impact of this data
on the uncertainties is quite significant when compared to a DIS only fit across all the
x-range denoted by Eq. 7.2. The NNLO QCD corrections included only for DIS seems to
play a mild impact in the (DIS + CMS dijet (NNLO)) fit, pulling slightly upward the
distributions.
7.2.2. CMS Z-boson production in 5 TeV pPb
In this section, I investigate my first attempt to compute the NNLO QCD K-factor
corresponding to the CMS Z-boson production in 5 TeV pPb collision [276] data set
using the MATRIX [367] framework. MATRIX is a computational framework allowing
the evaluation of fully differential cross sections for a wide class of processes at hadron
colliders in NNLO QCD. The processes are 2→ 1 and 2→ 2 hadronic reactions involving
Higgs and vector bosons in the final state. MATRIX is based on the Monte Carlo (MC)
integrator MUNICH [367], which provides a fully automated computation of arbitrary
SM NLO processes.
As mentioned in Sect. 2.4.2, and assumed in the previous section, it is only possible
to compute KQCD, ppNNLO with MATRIX currently, therefore neglecting the nuclear effects in
the ratio of NNLO/NLO cross section w.r.t. the NNLO effects. For that purpose, I present
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Figure 7.6: Comparison between the theory
predictions of the CMS dijet pPbpp data from a
NNLO fit to DIS augmented by the CMS dijet
ratio (DIS+CMS dijet (NNLO)), a similar fit
at NLO (DIS+CMS dijet (NLO)), another
NNLO fit with DIS only (DIS (NNLO)) and
the data for all bins of ηdijet and p
avg
T,dijet.
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Figure 7.7: Comparison of the up, down, strange and antistrange combination and gluon NLO
absolute nPDFs and ratio of nPDFs from a NNLO fit to DIS augmented by the CMS dijet ratio
(DIS+CMS dijet (NNLO)), a similar fit at NLO (DIS+CMS dijet (NLO)) to a NNLO fit with DIS
only (DIS (NNLO)). The bands correspond to the 1-σ uncertainty.
in Fig. 7.8 the KQCD, ppNNLO corresponding to the CMS Z-boson production data set. I start by
validating my theoretical settings by performing a benchmark at NLO between MATRIX
and the independent MCFM6.8 MC generator [98,99] used in nNNPDF2.0 to compute
all the NLO interpolation tables. An agreement of up to 1% is achieved at NLO between
the to MC generators for all Z-boson rapidity in the pPb center-of-mass frame y∗Z bins
except for the two extreme negative and positive bins that suffers from low number
of events (low-statistics). Once validated, the NNLO predictions are produced using
the same settings. In order to compute the K-factors defined in Eq. 2.74, one has to
compute twice the predictions, once with NLO PDF (that will serve as the denominator
of the K-factor) and once with a NNLO PDF (that will serve as the numerator) both
with NNLO hard matrix-element. The PDF used to compute this K-factor is the baseline
nNNPDF2.0∗(1p) defined in Sect. 7.1.2. The NNLO QCD corrections (see the K-factor
in the lower panel of Fig. 7.8) seems to vary mildly couple of percents in the central
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rapidity region, however blows up in for the same two extreme negative and positive
rapidity bins that, as mentioned before, suffer from low statistics of simulated events
by the MC. Admitting the fact that this low-statistics K-factor needs to be reproduced
for a higher number of simulated events and therefore higher accuracy in the future,
we still carry on the analysis to at least study the impact of the QCD corrections on the
predictions in the central rapidity bins where they are more reliable.





























Figure 7.8: The QCD calculations corresponding to the CMS Z-boson production in 5 TeV pp
collision data set. In the upper panel, the histograms displayed are the NLO calculations (solid
red histogram), the reference NLO (dashed red histogram), the NNLO calculations with NLO
PDFs (solid blue histogram) and NNLO PDFs (solid green histogram). The PDF sets used are
the new proton baseline nNNPDF2.0∗(1p). In the lower panel, the ratio of NLO calculation to
the reference ones (dashed red histogram) and NNLO QCD K-factors (solid black histogram)
Eq. 2.74 are displayed.
To that end, I perform two new fits. One at NNLO including all the DIS data in
Table 5.1 associated with predictions at NNLO, the CMS dijet pPbpp data with predictions
at NLO augmented by the CMS Z-boson production supplemented by the K-factor
displayed in Fig. 7.8 and a second similar fit but at NLO. In Table 7.7, I compare the
χ2 per data point for both of these fits. The first thing to notice is the significant
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Ndat DIS+ CMS dijet + CMS Z
NLO NNLO
CMS dijet pPbpp 5 TeV 84 1.591 1.638
CMS Z pPb 5 TeV 12 0.76 1.431
Total 1469 1.0 0.995
Table 7.7: Comparison between the χ2 per data point of a NLO and NNLO fit to DIS, CMS dijet
pPb
pp ratio and Z-boson production.
deterioration of the CMS Z-boson data set χ2 at NNLO (1.431) w.r.t. the NLO one (0.76)
which is solely due to the inaccurate estimation of QCD correction in two low-statistics
extreme rapidity bins as argued before. The description of the CMS dijet data set seems
mildly affected by this inaccuracy.
In Fig. 7.9, we compare the predictions of the two fits w.r.t. to the data. Aside
the two problematic bins that the NNLO fit overshoots, it is remarkable to see that
the NNLO predictions shift upwards, closer to the data points, the rest of the Z-boson
rapidity in the pPb center-of-mass frame y∗Z . We therefore deduce that, although with
the K-factor approximation and the inaccuracy of the low-statistics rapidity bins, QCD
NNLO corrections will have a significant contribution to the predictions shifting the
latter in the direction of the data. I finally note that the effort towards refining this
chapter’s results are currently undergoing. In particular, those related to the the K-factor
approximation, the Z-boson production K-factors as well as the rest of the electroweak
gauge bosons production data sets in Table 6.1 and the inclusion of new data mentioned
in Sect. 7.1.1. Once validated, the upcoming results of a global nNNPDF3.0 analysis at
NNLO will take part in the upcoming Ref. [144].
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Figure 7.9: Comparison between the theory predictions of the CMS Z-boson production data
from a NLO and NNLO fit to DIS, CMS dijet pPbpp ratio and Z-boson production and the data in
bins of Z-boson rapidity in the pPb center-of-mass frame y∗Z .
Chapter 8.
Pion fragmentation functions
This chapter is based on my results that are presented in Refs. [43].
Introduction – Unpolarised collinear fragmentation functions (FFs) [89] encode the
non-perturbative mechanism, called hadronisation, that leads a fast on-shell parton
(a quark or a gluon) to inclusively turn into a fast hadron moving along the same
direction. In the framework of quantum chromodynamics (QCD), FFs are a fundamental
ingredient to compute the cross section for any process that involves the measurement
of a hadron in the final state. Among these processes are single-hadron production in
electron-positron annihilation (SIA), semi-inclusive deep-inelastic scattering (SIDIS),
and proton-proton collisions (see also Sect. 2.3.1).
Motivation – An analysis of the measurements for one or more of these processes
allows for a phenomenological determination of FFs. Measurements are compared
to the predictions obtained with a suitable parametrisation of the FFs, which is then
optimised to achieve the best global description possible. The determination of the FFs
has witnessed a remarkable progress in the last years, in particular of the FFs of the pion,
which is the most copiously produced hadron. Three aspects have been investigated
separately: the variety of measurements analysed, the accuracy of the theoretical set-
tings used to compute the predictions, and the sophistication of the methodology used
to optimise FFs. In the first respect, global determinations of FFs including recent mea-
surements for all of the three processes mentioned above have become available [368];
in the second respect, determinations of FFs accurate to next-to-next-to-leading order
(NNLO) [97,369] or including all-order resummation [370] have been presented, albeit
based on SIA data only; in the third respect, determinations of FFs using modern
optimisation techniques that minimise parametrisation bias [97], or attempting a si-
multaneous determination of the parton distribution functions (PDFs) [174], have
been performed. These three aspects have also been investigated for the FFs of the
kaon [97,121,122,174,355,371].
Outline – In this chapter, I present a determination of the FFs of charged pions,
called MAPFF1.0 [43], in which the most updated SIA and SIDIS measurements are
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analysed up to next-to-leading order (NLO) accuracy in perturbative QCD. In Sect. 8.1
In Sect. 8.2, I present the results of our analysis, where we assess the interplay between
SIA and SIDIS data sets and the stability of FFs upon variation of the kinematic cuts.
8.1. MAPFF1.0 framework
The focus in MAPFF1.0 framework is on a proper statistical treatment of experimental
uncertainties and of their correlations in the representation of FF uncertainties, and on
the efficient minimisation of model bias in the optimisation of the FF parametrisation.
These goals are achieved by means of a fitting methodology that is inspired by the
framework developed by the NNPDF Collaboration for the determination of the proton
PDFs [111, 113, 114, 117, 118, 308], nuclear PDFs [41,42], and FFs [97, 119]. The
framework combines the Monte Carlo sampling method to map the probability density
distribution from the space of data to the space of FFs and neural networks (NNs) to
parametrise the FFs with minimal bias. In comparison to previous work [97,119], the
input data set in MAPFF1.0 is extended to SIDIS and the NN is optimised by means of a
gradient descent algorithm that makes use of the knowledge of the analytic derivatives
of the NN itself [36].
In Sect. 8.1.1, I introduce the data sets used in this analysis, their features, and
the criteria applied to select the data points. In Sect. 8.1.2, I discuss the setup used to
compute the theoretical predictions, focusing on the description of SIDIS multiplicities.
In Sect. 8.1.3, I illustrate the methodological framework adopted in our analysis,
specifically the treatment of the experimental uncertainties and the details of the NN
parametrisation.
8.1.1. Experimental data
This analysis is based on a comprehensive set of measurements of pion-production
cross sections in electron-positron SIA and in lepton-nucleon SIDIS. In the first case, the
data corresponds to the sum of the cross sections for the production of positively and
negatively charged pions, differential with respect to either the longitudinal momentum
fraction z carried by the fragmenting parton or the momentum of the measured pion
pπ; the differential cross section is usually normalised to the total cross section (see
Sect. 2.2 in Ref. [97] for details). In the second case, the data corresponds to the
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Data set Ref. Ndat Targets Ebeam [GeV] Fiducial cuts
COMPASS [383] 314 (622) 6LiD 160 W ≥ 5 GeV, 0.1 ≤ y ≤ 0.7
HERMES [384] 8 (72) H, 2H 27.6 W ≥
√
10 GeV, 0.1 ≤ y ≤ 0.85
Table 8.1: A summary of the features of the SIDIS data included in this analysis. For each
of the two data sets we indicate the reference, the number of data points after
(before) kinematic cuts, the target, the beam energy, and the experimental cuts
on the invariant mass of the final state W and of the inelasticity y that define the
fiducial region.
hadron multiplicity, that is the SIDIS cross section normalised to the corresponding
inclusive DIS cross section (see Sect. 8.1.2 for details). Multiplicities are measured
separately for the production of positively and negatively charged pions.
In the case of SIA, we consider measurements performed at CERN (ALEPH [372],
DELPHI [373] and OPAL [374]), DESY (TASSO [375–377]), KEK (BELLE [378] and
TOPAZ [379]), and SLAC (BABAR [380], TPC [381] and SLD [382]). These experiments
cover a range of centre-of-mass energies between
√
s ∼ 10 GeV and √s = MZ , where
MZ is the mass of the Z boson. In the case of SIDIS, we consider measurements
performed at CERN by COMPASS [383] and at DESY by HERMES [384]. The COMPASS
experiment utilises a muon beam with an energy Eµ = 160 GeV and a 6LiD target. The
HERMES experiment utilises electron and positron beams with an energy Ee = 27.6 GeV
and hydrogen or deuterium target. Both experiments measure events within a specific
fiducial region. The features of SIA and SIDIS data are summarised in Tab. 2.1 of
Ref. [97] and in Tab. 8.1, respectively. Specific choices that concern some of the
available data sets are discussed below.
Concerning the BELLE experiment, we use the measurement corresponding to an
integrated luminosity Lint = 68 fb−1 [378] in spite of the availability of a more recent
measurement based on a larger luminosity Lint = 558 fb−1 [385]. Because of the
reduced statistical uncertainties (due to the higher luminosity of the data sample), the
second measurement is significantly more precise than the first. Therefore, the ability
to describe this data set in a global analysis of FFs crucially depends on the control
of the systematic uncertainties. At present, such a control is unfortunately lacking.
Examples are the unrealistically large asymmetry of the uncertainties (mainly due to
the Pythia tune to correct for initial-state radiation effects) and the unknown degree
of uncertainty correlation across data points. For these reasons, we were not able to
achieve an acceptable description of the data set of Ref. [385], which we exclude in
favour of that of Ref. [378]. We multiply all data points by a factor 1/c, with c = 1.65.
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This is required to correct the data for the fact that a kinematic cut on radiative photon
events was applied to the data sample instead of unfolding the radiative QED effects,
see Ref. [378] for details.
Concerning the BABAR experiment, two sets of data are available, based on prompt
and conventional yields. The difference between the two consists in the fact that the
latter includes all decay products with lifetime τ up to 3 × 10−1 s, while the former
includes only primary hadrons or decay products from particles with τ . 10−11 s. The
conventional cross sections are about 5-15% larger than the prompt ones. Although
the conventional sample was derived by means of an analysis which is closer to that
adopted in other experiments, it turns out to be accommodated in the global fit worse
than its prompt counterpart. We therefore include the prompt cross section in our
baseline fit. The same choice was made in similar analyses [97,121,368].
For DELPHI and SLD, in addition to the inclusive measurements, we also include
flavour-tagged measurements, whereby the production of the observed pion has been
reconstructed from the hadronisation of all light quarks (u, d, s) or of an individual b
quark. These measurements are unfolded from flavour-enriched samples by means of
Monte Carlo simulations and are therefore affected by additional model uncertainties.
Similar samples for the c quark have been measured by SLD [382]. However, these are
not included because we found it difficult to obtain an optimal description of them in
the fit (see Sect. 8.2.1). The OPAL experiment has also measured completely separated
flavour-tagged probabilities for a quark to hadronise in a jet containing a pion [386].
The interpretation of these measurements is ambiguous in perturbative QCD beyond
leading order, therefore they are not included in this analysis.
The HERMES multiplicities are presented for various projections of the fully dif-
ferential measurement in Ph⊥, x, z, and Q2: these are respectively the transverse
component of the hadron momentum pπ, the momentum fractions carried by the struck
and the fragmenting parton, and the virtuality of the incoming photon. We use the
projected measurement provided as a function of Q2 and z in single bins in x. We
discard the bins with z < 0.2, which are used to control the model dependence of the
smearing-unfolding procedure, and with z > 0.8, which lie in the region where the
fractional contribution from exclusive processes becomes sizeable.
The kinematic coverage of the data sets included in this analysis is displayed in
Fig. 8.1. As is apparent, SIA and SIDIS data sets cover two different regions in Q:
the former range from the centre-of-mass energy of the B-factory measurements,














Figure 8.1: Kinematic coverage in the (z,Q) plane of the data set included in this analysis.
Data points are from SIA (red) and SIDIS (blue); gray points are excluded by kinematic cuts.
Q ∼ 10 GeV, to that of LEP measurements, Q = MZ; the latter, instead, lie at lower
energy scales, Q ∼ 1 − 6 GeV. The two data sets are nevertheless complementary.
On the one hand, SIDIS data widens the Q lever arm needed to determine the gluon
FF from perturbative evolution effects. On the other hand, SIDIS data provides a
direct constraint on individual quark and antiquark FFs, that are otherwise always
summed in SIA data. As expected from kinematic considerations, experiments at higher
centre-of-mass energies provide data at smaller values of z.
Kinematic cuts are applied to select only the data points for which perturbative
fixed-order predictions are reliable. For SIA, we retain the data points with z in the
range [zmin, zmax]; the values of zmin and zmax are chosen as in Ref. [97]: zmin = 0.02
for experiments at a centre-of-mass energy of MZ and zmin = 0.075 for all other
experiments; zmax = 0.9 for all experiments. For SIDIS, we retain the data points
satisfying Q > Qcut, with Qcut = 2 GeV. This choice maximises the number of data
points included in the fit without spoiling its quality and follows from a study of the
stability of the fit upon choosing different values of Qcut, see Sect. 8.2.2. Overall, after
kinematic cuts, we consider Ndat = 699 data points in our baseline fit almost equally
split between SIA (Ndat = 377) and SIDIS (Ndat = 322). Each of the two processes is
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dominated by measurements coming respectively from LEP and B-factories, and from
COMPASS.
Information on correlations of experimental uncertainties is taken into account
whenever available. Specifically, for the BABAR measurement, which is provided
with a breakdown of bin-by-bin correlated systematic uncertainties, for the HERMES
measurement, which is provided with a set of covariance matrices accounting for
correlations of statistical uncertainties obtained from the unfolding procedure, and for
the COMPASS measurement, which is provided with a correlated systematic uncertainty.
Normalisation uncertainties available for the BELLE, BABAR, TASSO, ALEPH and SLD
experiments are assumed to be fully correlated across all data points in each experiment.
If the degree of correlation of systematic uncertainties is not known, we sum them in
quadrature with the statistical uncertainties. Finally, we symmetrise the systematic
uncertainties reported by the BELLE experiment as described in Ref. [387].
8.1.2. Theoretical setup
In this section we discuss the theoretical setup used to compute the theoretical
predictions for the SIDIS multiplicities corresponding to the measurements performed
by COMPASS and HERMES. The computation of SIA cross sections and the evolution of
FFs closely follow Refs. [97,388] and are therefore not discussed here.
We consider the inclusive production of a charged pion, π±, in lepton-nucleon
scattering as summarised in Sect. 2.4.1. We use the NNPDF31_nlo_pch_as_0118 [114]
as a reference PDF set. In Sect. 8.1.3 we will explain how the PDF uncertainty is
propagated into SIDIS observables and in Sect. 8.2.2 we will discuss the impact of
alternative PDF sets on the determination of FFs.








C(n)(x, z) , (8.1)
where αs is the running strong coupling for which we choose αs(MZ) = 0.118 as a
reference value. Presently, the full set of coefficient functions for both F2 and FL is
only known up to O(αs), i.e. NLO [389,390]. Explicit x- and z-space expressions up to
this order can be found for instance in Ref. [391] and are implemented in the public
code APFEL++ [76,90]. A subset of the O(α2s), i.e. NNLO, corrections has been recently
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presented in Refs. [392,393]. However, as long as the full set of O(α2s) corrections are
not known, NNLO accuracy cannot be attained. For this reason in this analysis we limit
ourselves to NLO accuracy that amounts to considering the first two terms in the sum
in Eq. (8.1). For consistency, also the β-function and the splitting functions responsible
for the evolution of the strong coupling αs and of the FFs, respectively, are computed to
NLO accuracy.
So far no heavy-quark mass corrections have been computed for SIDIS. Therefore,
our determination of FFs relies on the so-called zero-mass variable-flavour-number
scheme (ZM-VFNS). In this scheme all active partons are treated as massless but a
partial heavy-quark mass dependence is introduced by requiring that sub-schemes
with different numbers of active flavours match at the heavy-quark thresholds. Here
we choose mc = 1.51 GeV and mb = 4.92 GeV for the charm and bottom thresholds,
respectively, as in the NNPDF31_nlo_pch_as_0118 PDF set. In view of the fact that
intrinsic heavy-quark FFs play an important role, it is important to stress that in our
approach inactive-flavour FFs, such as the charm and bottom FFs below the respective
thresholds, are not set to zero. On the contrary, they are allowed to be different from
zero but are kept constant in scale below threshold, i.e. they do not evolve. This has the
consequence that heavy-quark FFs do contribute to the computation of cross sections
also below their threshold. However, in the specific case of SIDIS this contribution is
suppressed by the PDFs and only appears at NLO.1
A property of the expressions for the perturbative coefficient functions C is that









t (z) , (8.2)
where ct are numerical coefficients. This property enables one to decouple the double
convolution integral in Eq. (2.71) into a linear combination of single integrals














This observation allowed us to considerably speed up the numerical computation of the
SIDIS cross sections.
1This is strictly true when using a PDF set that does not include any intrinsic heavy-quark contributions
as we do here.
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In order to benchmark the implementation in APFEL++ used for the fits and based
on the x- and z-space expressions of Ref. [391], we have carried out a totally in-
dependent implementation of the SIDIS cross section based on the Mellin-moment
expressions [394,395]. We made the Mellin-space version of the cross section publicly
available through the code MELA [388]. The outcome of the benchmark was totally
satisfactory in that in the kinematic region covered by HERMES and COMPASS the
agreement between APFEL++ and MELA was well below the per-mil level.
The quantity actually measured by both the HERMES and COMPASS experiments is





























where the integration bounds define the specific kinematic bin and ∆z = zmax − zmin.
The denominator is given by the DIS cross section inclusive w.r.t. the final state that is
thus independent from the FFs. Despite NNLO and heavy-quark mass corrections are
known for the inclusive DIS cross sections, we use the ZM-VFNS at NLO also in the
denominator of Eq. (8.4) to match the accuracy of the numerator. However, we have
checked that including NNLO and/or heavy-quark mass corrections into the inclusive
DIS cross section makes little difference on the determination of FFs.
While the multiplicities measured by the HERMES experiment are binned in the
variables {x,Q2, z}, exactly matching the quantity in Eq. (8.4), those measured by the
COMPASS experiment are binned in the variables {x, y, z}with y defined in Sect. (2.3.3).
In this case, theoretical predictions are obtained after adjusting the integration bounds
in Q and x in Eq. (8.4) that become
Qmin =
√
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with ymin and ymax the bin bounds in y. Moreover, both HERMES and COMPASS





≥ Wlow , ylow ≤ y ≤ yup , (8.7)
with the values of Wlow, ylow, and yup reported in Tab. 8.1. These constraints reduce the
phase space of some bins placed at the edge of the fiducial region. The net effect is that
of replacing the x integration bounds in Eq. (8.4) with

















with xmin and xmax to be interpreted as in Eq. (8.6) in the case of COMPASS. We
stress that in our determination of FFs all the integrals in Eq. (8.4) are duly computed
during the fit. The effect of computing these integrals, in comparison to evaluating
the cross sections at the central point of the bins, is modest for COMPASS but sizeable
for HERMES. However, in both cases the integration contributes to achieving a better
description of the data.
Both the HERMES and COMPASS experiments measure multiplicities for π+ and
π− separately. However, π+ and π− are related by charge conjugation. In practice,
this means that it is possible to obtain one from the other by exchanging quark and







g (x,Q) = D
π+
g (x,Q) . (8.9)
In this analysis, we use this symmetry to express the π− FFs in terms of the π+ ones
and effectively only extract the latter.
We finally note that part of the HERMES measurements and all of the COMPASS ones
are performed on isoscalar targets (deuterium for HERMES and lithium for COMPASS,
see Table 8.1). To account for this we have adjusted the PDFs of the target by using
SU(2) isospin symmetry to deduce the neutron PDFs from the proton ones, which
simply amounts to exchanging (anti) up and (anti) down PDFs, and taking the average
between proton and neutron PDFs. No nuclear corrections are taken into account;
no target mass corrections are considered either, given the complexity to consistently
account for them together with final-state hadron mass corrections [396].
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8.1.3. Parameterisation
The statistical framework that we adopted for the inference of the MAPFF1.0 FFs
from experimental data relies on the Monte Carlo sampling method explained in
Sect. 3.2.2. The Monte Carlo method aims at propagating the experimental uncertain-
ties into the space of parameters defined in our case by a NN. In order to do so, we
generate Nrep replicas of the data (see Eq. (3.23)) that we use independently for the
inference. In the case of SIDIS, a different proton PDF replica taken at random from the
NNPDF31_nlo_pch_as_0118 set is associated to each replica data replica. This ensures
that the PDF uncertainty is propagated into the FF uncertainty.
In order to choose the best set of independent FF combinations that define our
parametrisation basis, we study three different cases.
1. 11 independent flavours. This is the most general case implied by Eq. (2.70)
where one aims at disentangling all FF flavours and the gluon FF. This parametri-
sation is overly redundant in that the data set used is not able to constrain all 11
combinations.
2. 7 independent flavours. The sea distributions are assumed to be partially sym-
metric. Specifically, Dπ+q = D
π+




ū . By doing so,
we reduce the number of independent distributions down to 7. We observe that
under these assumptions the quality of the fit does not significantly deteriorate
with respect to the most general case discussed above. In particular, we find it to
be the best solution in terms of generality and accuracy and therefore we adopt it
as our baseline parametrisation.
3. 6 independent flavours. The approximate SU(2) isospin symmetry would suggest
that the additional constraint Dπ+u = D
π+
d̄
may hold, further lowering the number
of independent combinations down to 6. However, it turns out that this additional
assumption leads to a deterioration of the quality of the fit therefore we dropped
it.





















g } . (8.10)
The parametrisation is introduced at the initial scale µ0 = 5 GeV and consists of a
single one-layered feed-forward NN Ni(z;θ), where θ denotes the set of parameters.
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This network, as displayed in Fig. 8.2 has one input node corresponding to the momen-
tum fraction z, 20 intermediate nodes with a sigmoid activation function, and 7 output
nodes with a linear activation function corresponding to the flavour combinations in
Eq. (8.10). This architecture [1, 20, 7] amounts to a total of 187 free parameters. We
do not include any power-like function to control the low- and high-z behaviours,
however we do impose the kinematic constraint Dπ+i (z = 1) = 0 by simply subtracting
the NN itself at z = 1 as done in Ref. [97]. Moreover, we constrain the FFs to be
positive-definite by squaring the outputs. This choice is motivated by the fact that
allowing for negative distributions leads to FFs that may become unphysically negative.
Our parametrisation finally reads:
zDπ
+





where the index i runs over the combinations in Eq. (8.10).
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2.1.3 A-dependence and the proton limit
2.2 Lepton-nucleus scattering – nNNPDF1.0
Moreover, heavy quark mass effects are included using the FONLL general-mass variable-
flavour number scheme [107]. Since the nPDFs are determined using the same the-
oretical and methodological framework as the NNPDF3.1 proton PDFs, we are able
to impose the boundary condition in a consistent manner so that the nNNPDF1.0 re-
sults reproduce both the NNPDF3.1 central values and uncertainties when evaluated
at A = 1.
2.3 Proton-nucleus scattering – nNNPDF2.0
The A = 1 proton PDF baseline used in the present analysis is defined to be a variant
of the NNPDF3.1 fit which excludes heavy nuclear target data. This choice allows us
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of the NNPDF3.1 fit which excludes heavy nuclear target data. This choice allows us
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which the gradients of the  2 function can be computed via automatic differentiation.
Together with several other improvements, we present a validation of the nNNPDF1.0




















2.1.3 A-dependence and the proton limit
2.2 Lepton-nucleus scattering – nNNPDF1.0
Moreover, heavy quark mass effects are included using the FONLL general-mass variable-
flavour number scheme [107]. Since the nPDFs are determin d usi g the same the-
oretical and methodological framework as the NNPDF3.1 proton PDFs, we are able
to impose the boundary condition in a consistent manner so that the nNNPDF1.0 re-
sults reproduce both the NNPDF3.1 central values and uncertainties when evaluated
at A = 1.
2.3 Proton-nucleus scattering – nNNPDF2.0
The A = 1 proton PDF baseline used in the present analysis is defined to be a variant
of the NNPDF3.1 fit which excludes heavy nuclear target data. This choice allows us
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Figure 8.2: The NN architecture {1, 20, 7} sed in
MAPFF1.0 having 1 input nodes designating the kinematic
variable z, one hidden layer with 20 neurons having a
sigmoid activation function and the output nodes with a
linear activation function designating Ni(x) of some FF
flavour i. An overall of 187 free parameters (weights and
biases).




, which is the
probability of observing a given data replica x(k) given the set of parameters θ(k).
Together with the multivariate Gaussian assumption, this is equivalent o minimising









where T (θ(k)) is the set of theoretical predictions with the NN parametrisation as
input. We set Ti(θ(k)) = µi if point i does not satisfy the kinematic cuts defined in
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Sect. 8.1.1 or if it belongs to the validation set. This last procedure promotes the
likelihood into a conditional one (see Sect. 3.2.1), that upon maximisation, leads to
a set of parameters inferred from a subset of data points that survive the cuts while
accounting for correlations from those who do not.
We adopt the cross-validation procedure in order to avoid overfitting our FFs (see
Sect. 3.3.1). For each data replica, data sets amounting to more than 10 data points are
randomly split into training and validation subsets, each containing half of the points,
and only those in the training set are used in the fit. Data sets with 10 or less data
points are instead fully included in the training set. The χ2 of the validation set is
monitored during the minimisation of the training χ2 and the fit is stopped when the
validation χ2 reaches its absolute minimum. Replicas whose total χ2 per point, i.e. the
χ2 computed over all data points in the fit, is larger than 3 are discarded.
The minimisation algorithm adopted for our fit is a trust-region algorithm, specifically
the Levenberg-Marquardt algorithm as implemented in the Ceres Solver code [141].
This is an open source C++ library for modelling and solving large optimisation problems.
The neural-network parametrisation and its analytical derivatives with respect to the
free parameters are provided by NNAD [36] (see also Sect. 3.3.1), an open source C++
library that provides a fast implementation of an arbitrarily large feed-forward NN and
its analytical derivatives.
8.2. Results
In this section I present the main results of this analysis. In Sect. 8.2.1, I discuss
the quality of our baseline fit that we dub MAPFF1.0. In Sect. 8.2.2, I illustrate its
features: comparing our FFs to other recent determinations and studying the stability
of the fit upon the choice of input PDFs and of the parametrisation scale µ0. Finally, in
Sect. 8.2.3, I discuss the impact of some specific data sets: the origin of the difficulty
in fitting SIA charm-tagged data, the impact of the SIDIS data on FFs, and finally the
dependence of the fit quality on the low-Q cut on the SIDIS data.
8.2.1. Inference quality
Tab. 8.2 reports the value of the χ2 per data point for the individual data sets
included in the MAPFF1.0 fit along with the number of data points Ndat that pass the
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Experiment χ2 per point Ndat after cuts
HERMES π− deuteron 0.60 2
HERMES π− proton 0.02 2
HERMES π+ deuteron 0.30 2
HERMES π+ proton 0.53 2
COMPASS π− 0.80 157
COMPASS π+ 1.07 157
Total SIDIS 0.78 322
BELLE π± 0.09 70
BABAR prompt π± 0.90 39
TASSO 12 GeV π± 0.97 4
TASSO 14 GeV π± 1.39 9
TASSO 22 GeV π± 1.85 8
TPC π± 0.22 13
TASSO 30 GeV π± 0.34 2
TASSO 34 GeV π± 1.20 9
TASSO 44 GeV π± 1.20 6
TOPAZ π± 0.28 5
ALEPH π± 1.29 23
DELPHI total π± 1.29 21
DELPHI uds π± 2.84 21
DELPHI bottom π± 1.67 21
OPAL π± 1.72 24
SLD total π± 1.14 34
SLD uds π± 2.05 34
SLD bottom π± 0.55 34
Total SIA 1.10 377
Global data set 0.90 699
Table 8.2: Values of the χ2 per data point for the individual data sets included in the MAPFF1.0
analysis. The number of data points Ndat that pass kinematic cuts and the SIDIS,
SIA, and global χ2 values are also displayed.
kinematic cuts discussed in Sect. 8.1.1. The table also reports the partial χ2 values of
the SIDIS and SIA data sets separately as well as the global one.
The global χ2 per data point, equal to 0.90, indicates a general very good description
of the entire data set. A comparable fit quality is observed for both the SIDIS and SIA
sets separately, with collective χ2 values equal to 0.78 and 1.10, respectively. A closer
inspection of Tab. 8.2 reveals that an acceptable description is achieved for all of the
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Figure 8.3: Top row: data-theory comparison for the B-factory experiments BELLE (left) and
BABAR (right) at
√
s ' 10.5 GeV. Bottom row: representative data-theory comparison for SIA
data sets at
√
s = MZ from DELPHI (left) and SLD (right). The shaded regions are excluded
from the fit.
individual data sets. Some particularly small χ2 values are also obtained. This is the
case of the HERMES π− and BELLE data. In the case of HERMES, the smallness of the
χ2 is not statistically significant given that only two data points survive the cuts. The
smallness of the χ2 of BELLE is instead well-known and follows from an overestimate
of the systematic uncertainties [97,368,397,398].
It is instructive to look at the comparison between data and predictions obtained
with the MAPFF1.0 FFs for some selected data sets. The top row of Fig. 8.3 shows the
comparison for the B-factory experiments BELLE and BABAR at
√
s ' 10.5 GeV, while
the bottom row shows the comparison for two representative data sets at
√
s = MZ , i.e.
the total cross sections from DELPHI and SLD. The upper panels display the absolute
distributions while the lower ones the ratio to the experimental central values. The
shaded areas indicate the regions excluded from the fit by the kinematic cuts. In order
to facilitate the visual comparison, predictions are shifted to account for correlated
systematic uncertainties [399], when present. Consistently with the χ2 values reported
in Tab. 8.2, the description of these data sets is very good within cuts.
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Figure 8.4: Data-theory comparison for the π− multiplicities from COMPASS. The shaded bins
are excluded from the fit due to the cut in Q.
Fig. 8.4 shows the data-theory comparison for the COMPASS π− multiplicities. Each
panel displays a distribution in z corresponding to a bin in x and y. As above, theoretical
predictions have been shifted to ease the visual comparison. The grey-shaded panels
are not fitted because they do not fulfil the cut in Q discussed in Sect. 8.1.1. Once
again, the goodness of the χ2 values in Tab. 8.2 is reflected in a general very good
description of the data. The analogous plot for π+ multiplicities looks qualitatively
similar to Fig. 8.4, therefore it is not shown.
8.2.2. The MAPFF1.0 determination
I now present our FFs. I first compare them with other FF sets, then discuss the
impact of some relevant theoretical choices.
Comparison with other FF sets – In Fig. 8.5, I compare the π+ FFs obtained from
our baseline fit, MAPFF1.0, to those from JAM20 [174] and DEHSS14 [368]. All three sets
include a similar SIA and SIDIS data set. However, the JAM20 set also includes inclusive
deep-inelastic scattering and fixed-target Drell-Yan measurements that are used to
simultaneously determine PDFs, while the DEHSS14 set also includes pion production
measurements in proton-proton collisions.
In the case of Dπ+u and D
π+
d̄
, as is clear from the upper row of Fig. 8.5, JAM20 assumes
SU(2) isospin symmetry which results in Dπ+u = D
π+
d̄








where the proportionality factor is a z-independent constant that
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parameterises any possible isospin symmetry violation. As explained in Sect. 8.1.3, in
MAPFF1.0 we parametrise Dπ+u and D
π+
d̄
independently, thus allowing for a z-dependent
isospin symmetry violation which however turned out not to be significant. For z . 0.1,




distributions from MAPFF1.0 is larger than that of the corresponding distributions
from DEHSS14 and JAM20. At large z, we observe a suppression of the MAPFF1.0 FFs
w.r.t. DEHSS14 and JAM20 for both Dπ+u and D
π+
d̄
. This suppression is compensated by
an enhancement of the sea quarks as I will further discuss below.
In the case of the sea FFs, we find a good agreement at very large z with both
DEHSS14 and JAM20 for Dπ+s+ and D
π+
b+ . At low z, on the one hand, we observe that the
sea FFs from DEHSS14, except Dπ+ū , and the D
π+
s+ FF from JAM20 are within the MAPFF1.0
uncertainties. On the other hand, JAM20 and DEHSS14 show an enhancement for the
rest of the FFs w.r.t. MAPFF1.0.







s+ combination. This particular combination is most sensitive to
inclusive SIA data and the agreement reflects the fact that all three collaborations are
able to describe this data comparably well. The gluon FF of MAPFF1.0 is affected by
large uncertainties. This is a consequence of using observables that are not directly
sensitive to this distribution. The MAPFF1.0, JAM20, and DEHSS14 gluon FFs remain
fairly compatible within uncertainties.
Finally, we observe that most of the distributions of the MAPFF1.0 set present a
turn-over in the region 0.1 . z . 0.2 that is absent in the other two sets. This feature
can be ascribed to the fact that MAPFF1.0 implements cuts on the minimum value of z
that are generally lower than those used by the other two collaborations (see Ref. [97]
for a detailed study).
Impact of theoretical choices – We have studied the stability of our FFs upon the
input PDF set used to compute SIDIS multiplicities. In order to assess the impact of the
PDF uncertainty, we performed an additional fit using the central PDF member of the
NNPDF31_nlo_pch_as_0118 set for all Monte Carlo replicas. We found that neglecting
the PDF uncertainty has a very small impact on the FFs. In addition, we studied the
dependence of the FFs on the specific PDF set by performing two additional fits using
the central member of the CT18NLO [172] and MSHT20nlo_as118 [173] sets. Also in this
case, we found that the difference at the level of FFs was very mild. In fact, a reduced
sensitivity to the treatment of PDFs was to be expected because our FFs depend on




























































































































g FFs at µ = 5 GeV. For each FF we plot
the absolute distributions in the upper panel and their ratio to the central value of the MAPFF1.0
set in the lower one.
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them only through the SIDIS measurements that are delivered as multiplicities for both
by COMPASS and HERMES. For this particular observable, see Eq. (8.4), PDFs enter
both the numerator and the denominator, hence the sensitivity of the observable to the
PDFs largely cancels out.
We have also studied the stability of our FFs upon the choice of the parametrisation
scale µ0. To this purpose, we have repeated our baseline fit by lowering the value of µ0
from 5 GeV to 1 GeV. This led to almost identical FFs. We stress that the possibility to
freely choose the parameterisation scale, no matter whether above or below the heavy
quark thresholds, is due to the fact that we do not set inactive-flavour FFs to zero below
their respective threshold (see Sect. 8.1.2).
8.2.3. Impact of the data
I now justify our exclusion of the SIA charm-tagged data from the fit as well as our
choice of the cut on the virtuality Q2 for the SIDIS data. I also discuss the separate
impact of COMPASS and HERMES on the FFs.
Data compatibility – As mentioned in Sect. 8.1.1, we did not include the SLD
charm-tagged measurements because we have not been able to achieve an acceptable
description for this particular data set. Specifically, we found that its inclusion causes
a general deterioration of the fit quality with a χ2 per data point of SLD-charm itself
exceeding 6. We have identified the origin of this behaviour in an apparent tension
between the SLD charm-tagged and the COMPASS measurements. As a matter of
fact, if the COMPASS data is excluded from the fit, the SLD charm-tagged data can
be satisfactorily fitted. More precisely we observe that the inclusion of COMPASS











distribution for z & 0.1 as compared to a fit to SIA data only. This behaviour is visible
in the left panel of Fig. 8.6 where the Dπ
++π−
u+ distribution for the sum of positively
and negatively charged pions is displayed at µ = 5 GeV for the following FF sets:
the baseline MAPFF1.0 fit (which includes SIA and SIDIS data), a MAPFF1.0-like fit to
SIA data only, and the NNFF1.0 fit [97] (which includes SIA data only). We see that
at intermediate values of z the SIA-only MAPFF1.0 fit and NNFF1.0 fit are in good











c̄ distribution of the global MAPFF1.0
fit gets enhanced to accommodate the inclusive SIA data. This effect is visible in the
right panel of Fig. 8.6 that shows for the Dπ
++π−
c+ distribution a good agreement between



































Figure 8.6: Comparison between the baseline MAPFF1.0 fit (which includes SIA and SIDIS
data), a variant of the MAPFF1.0 fit to SIA data only, and NNFF1.0 [97] (which includes only SIA






) distribution at µ = 5 GeV. The upper
panels display the absolute distributions while the lower ones their ratio to the central value of
the baseline MAPFF1.0 fit.
the SIA-only fit and NNFF1.0 with the global MAPFF1.0 fit being generally harder for
z & 0.1. This enhancement of the Dπ
++π−
c+ distribution deteriorates the description of
the SLD charm-tagged data. This is not surprising in that charm-tagged observables are
naturally sensitive to the charm FFs. We interpret the suppression of Dπ
++π−
u+ and the
consequent enhancement of Dπ
++π−
c+ as an effect of the COMPASS data. We conclude
that the COMPASS and SLD charm-tagged data are in tension and we decided to keep
the former and drop the latter from our global fit.
We finally note that the suppression of the Dπ
++π−
u+ distribution also leads to a
deterioration of the description of the uds-tagged measurements from both DELPHI
and SLD that feature a χ2 per data point of respectively 2.84 and 2.05 (see Tab. 8.2).
However, this deterioration is milder than that of the SLD charm-tagged data, thus we
opted for keeping the uds-tagged measurements in the fit.
Impact of SIDIS data – In this section, I discuss the impact of the individual SIDIS
data sets included in our analysis. To this purpose, we have repeated our baseline fit
by removing either the COMPASS or the HERMES measurements. The three fits are
compared in Fig. 8.7.
We note that the number of data points that survive the kinematic cuts defined in
Sect. 8.1.1 is 8 for HERMES and 314 for COMPASS. Despite the limited amount of data
points, HERMES still provides a sizeable constraint in the region of its coverage. As





































































































Figure 8.7: Comparison between three variant of the MAPFF1.0 fit: a fit to the global data set,
a fit without the COMPASS data, and a fit without the HERMES data. The format of the plot is
as in Fig. 8.5.
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shown in Fig. 8.7 the impact of the HERMES data in the region 0.2 . z . 0.6 can be
summarised as follows:
• Overruling the COMPASS data for Dπ+
d̄
and partly for Dπ+ū . When excluding HER-
MES, these FFs are respectively suppressed by approximately 2-σ and enhanced
by 1-σ.
• Competing with the COMPASS data for Dπ+s+ because both datasets have a compa-
rable impact on this FF combination.







g and for the combination D
π+
u++d++s+, as their trend in the global fit follows
that of the fit without HERMES.
We finally note that, as expected, the three fits display a similar behaviour in the
extrapolation regions for both the central value and the uncertainty.
Impact of SIDIS energy scale kinematic cut – As discussed in Sect. 8.1.1, we
included in our fit only SIDIS data whose value of Q is larger than Qcut = 2 GeV.
The reason for excluding low-energy data stems from the fact that, as Q decreases,
higher-order perturbative corrections become increasingly sizeable until eventually
predictions based on NLO calculations become unreliable. Therefore, Qcut has to be
such that NLO accuracy provides an acceptable description of the data included in the
fit.
Our particular choice is informed by studying the dependence of the fit quality on
the value of Qcut. To this purpose, we have repeated our baseline analysis by varying
the value of Qcut in the range [1.00, 2.50] GeV. Fig. 8.8 shows the behaviour of the χ2
per data point for HERMES, COMPASS, and for the total data set as functions of Qcut.
For each point in Qcut the number of data points surviving the cut is also displayed. As
expected, the χ2 is a decreasing function of Qcut confirming the fact that perturbation
theory works better for larger values of the hard scale Q. However, while HERMES
can be satisfactorily described down to Qcut = 1 GeV with a χ2 that never exceeds one,
the COMPASS χ2 quickly deteriorates reaching a value as large as 3.5 at Qcut = 1 GeV.
Given the large size of the COMPASS data set, this deterioration drives the total χ2 that
also becomes significantly worse as Qcut decreases. Based on Fig. 8.8, we have chosen
Qcut = 2 GeV for our baseline fit because it guarantees an appropriate description not
only of the COMPASS data, but also of the entire data set.
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Figure 8.8: Behaviour of the χ2 per data point as a function of the cut on Q, Qcut, applied
to the SIDIS data. The χ2 is computed for the total MAPFF1.0 data set (green curve), for the
COMPASS data set (orange curve), and for the HERMES data set (blue curve). For each value
of Qcut considered, the plot also displays the number of data points Ndat that pass the cut.
Chapter 9.
Impact of future colliders
This chapter is based on my results in Refs. [42,44–47,49].
Outline – In this chapter, I review the constraints on PDFs and nPDFs induced by
pseudodata projected for several future-colliders. In Sect. 9.1, I discuss two different
future high energy programs at the LHC, the High Luminosity Large Hadron Collider
in Sect. 9.1.1 and the Large Hadron Electron Collider in Sect. 9.1.2. The pseudodata
for these two colliders, covers different type of processes and is generated according
to various considerations and scenarios of projected uncertainties. Based on these
projections, I discuss the impact on the proton PDFs gauged by means of the Hessian
profiling method (see Sect. 3.2.3). The proton PDF sets used for these two analysis
are the PDF4LHC15 hessian sets. In Sect. 9.2, I discuss the various phenomenological
applications of the nNNPDF2.0 determination, then, I revisit the potential of the FoCal
upgrade to the ALICE detector and finally, I provide the predictions based on nNNPDF2.0
for inclusive hadron production in proton-nuclear collisions. In Sect. 9.3, I present
an update to the initial studies of the Electron-Ion Collider (EIC) neutral-current DIS
pseudodata based on nNNPDF1.0 and presented in Ref. [41]. In the updated analysis,
we quantify the impact of unpolarised lepton-proton and lepton-nucleus inclusive DIS
cross section measurements from the the official release of the EIC projections [48]. To
this purpose, we base our analysis [49] on a self-consistent set of proton (NNPDF3.1)
and nuclear (nNNPDF2.0) global PDF determinations.
9.1. Proton PDFs for the future Large Hadron Collider
Measurements of cross sections provide fundamental tests of theoretical predictions.
Higher precision of both the experimental measurements and the theoretical predictions
is required in order to determine fundamental parameters of the Standard Model and
to discover beyond the Standard Model phenomena. At the LHC, the precision of
cross section measurements is limited by the uncertainty of the integrated luminosity,
currently about 2%. A target uncertainty of 1% has been set for the High Luminosity
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phase, which is expected to be achieved by a combination of improved detector in-
strumentation and refined analysis techniques [44–46] starting its data acquisition in
2027.
In parallel, the Large Hadron Electron Collider (LHeC) [400–402], is a facility
that would run concurrently with the HL–LHC and be based on a new purpose–built
detector at the designed interaction point. The kinematic range covered by the LHeC
would extend that of HERA [187–190], the first electron-proton collider, by a factor of
twenty in Q2 and x and projected to exceed the integrated HERA luminosity by two
orders of magnitude. The LHeC physics programme is devoted to an exploration of the
energy frontier, complementing the HL-LHC and possibly resolving the observation of
new phenomena based on the specifics of deep inelastic electron-proton scattering at
energies extending to beyond a TeV [47,400].
In Sect. 9.1.1, we focus on the the High-Luminosity (HL) phase of the LHC, mani-
fested by a major upgrade of the accelerator and detector systems. More details can be
found in Refs. [44–46]. In Sect. 9.1.2, we extended the previous study of the HL–LHC
impact to include, both individually and in combination, the impact from the Large
Hadron electron Collider (LHeC), a high-energy lepton-proton and lepton-nucleus
collider based at CERN. More details can be found in Ref. [47,400].
9.1.1. High Luminosity Large Hadron Collider
The High Luminosity phase (HL-LHC) is expected to deliver a 14 TeV center-of-mass
energy with an integrated luminosity of around L = 3 ab−1 to ATLAS and CMS and
around L = 0.3 ab−1 to LHCb. This phase will improve the precision measurements of
the Higgs boson properties, the heavy vector bosons masses and mixing angles, as well
as extend the sensitivity to physics beyond the Standard model. More opportunities are
summarised and detailed in the CERN Yellow Report [45,46].
These measurements are often limited by the uncertainties on PDFs. Therefore, to
gauge their reduction, we considered a number of PDF-sensitive processes presented in
Table 9.1. For which, we have generated HL–LHC pseudodata based on the projected
center-of-mass energy and luminosity mentioned above. Statistical uncertainties are
evaluated from the expected number of events per bin, taking into account branching
ratios and acceptance corrections determined from the corresponding reference analysis.
Systematic uncertainties are taken to be those of the 13 (8) TeV baseline analyses and
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then rescaled appropriately as shown in Eq. (9.2) We consider various scenarios for the
reduction of systematic errors, from a more conservative one to a more optimistic one.
Theoretical predictions are computed at NLO in the QCD and the central value of
the pseudodata initially coincides with the corresponding prediction obtained with the
PDF4LHC15 NNLO set as input. Subsequently, this central value is fluctuated according
to the prescription in Eq. (9.1) by the corresponding experimental uncertainties.
For the HL–LHC, we consider three sources of systematic uncertainties:
• δexptot,i is the total (relative) experimental uncertainty corresponding to a specific bin
i (excluding the luminosity and normalization uncertainties).
• δexpL is the luminosity uncertainty, which is fully correlated among all the pseudo-
data bins of the same experiment (but uncorrelated among different experiments).
We take this luminosity uncertainty to be δexpL = 1.5% for the three LHC experi-
ments.
• δexpN are possible additional normalization uncertainties as in the case of W boson
production in association with charm quarks.
If σthi is the theoretical cross-section for bin i of a given process, then the central





1 + ri · δexptot,i + λ · δexpL + s · δexpN
)
(9.1)
where ri, λ, and s are univariate Gaussian random numbers. The total experimental







fcorr × fred × δexpsys,i
)2)1/2 (9.2)
In this expression, the relative statistical error δexpstat,i is computed as
δexpstat,i = (facc ×Nev,i)−1/2 , (9.3)
where Nev,i = σthi × L is the expected number of events in bin i at the HL–LHC with
L = 3 (0.3) ab−1 for ATLAS and CMS (LHCb). In Eq. (9.3), facc ≤ 1 is an acceptance
correction which accounts for the fact that, for some of the processes considered, such
as top quark pair production, there is a finite experimental acceptance for the final
state products and/or one needs to include the effects of branching fractions. The value
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of facc is determined by extrapolation using the reference dataset, except for forward
W+charm production (where there is no baseline measurement) where the acceptance
is set to facc = 0.3, due dominantly to the c–jet tagging efficiency.
In Eq. (9.2), δexpsys,i indicates the total systematic error of bin i taken from the reference
LHC measurement at either 8 TeV or 13 TeV; and fred ≤ 1 is a correction factor that
accounts for the fact that on average systematic uncertainties will decrease at the HL–
LHC as compared to Run-2 due to both detector improvements and the enlarged dataset
for calibration. Finally, fcorr represents an effective correction factor that accounts
for the fact that data with correlated systematics may be more constraining than the
same data where each source of error is simply added in quadrature, as we do in this
analysis. We show in Table 9.1 the value of fcorr determined by means of available LHC
measurements for which the full information on correlated systematics is available.
In Fig. 9.1 we show the kinematical coverage in the (x,Q2) plane of the HL–LHC
pseudodata included in this analysis. We assume x1 = x2 if rapidities are not specified
for the final states. We see that the HL–LHC pseudodata covers a wide kinematic region,
including the large momentum transfers up to Q2 ' 62 TeV2, as well as the large-x
region, with several different processes. Specifically, the input pseudodata spans the
range 6× 10−5 <∼ x <∼ 0.7 and 402 GeV2 <∼ Q2 <∼ 72 TeV2 in the (x,Q2) kinematic plane.
Note that the LHCb measurements are instrumental to constrain the small-x region,
6× 10−5 <∼ x <∼ 10−3, beyond the acceptance of ATLAS and CMS.
Subsequently, we quantify the constraints of the HL–LHC pseudodata on the sym-
metric Hessian1 PDF4LHC15 PDF set. The analysis is performed by means of the Hessian
Profiling method [129, 131] (See Sect. 3.2.3). In our analysis, we use T = 3 which
roughly corresponds to the average tolerance determined dynamically in the CT14 and
MMHT14 analyses. We then combine the complete set of HL–LHC pseudodata listed in
Table 9.1 to produce the final profiled PDF sets, which quantify the impact of future
HL–LHC measurements on our knowledge of the quark and gluon structure of the
proton. We have also performed a systematic study of the constraints on the PDFs from
the individual pseudodatas in Table 9.1 which can be found in Sect. 3 of Ref.[44]. As
the list of processes for which pseudodata has been generated is by no means complete,
the results presented here should be understood as a conservative estimate (that is, an
upper bound) for the potential impact of HL–LHC measurements on PDFs.
1See Eq. (3.38) and Ref. [407] for the definition.
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Process Kinematics N dat f corr f red Baseline
Z pT
20 GeV ≤ pllT ≤ 3.5 TeV





T ≥ 40(30) GeV 32 0.5 (0.4, 1) [403] (8 TeV)
|ηl| ≤ 2.5, mll ≥ 116 GeV
top quark pair mtt̄ ' 5 TeV, |yt| ≤ 2.5 52 0.5 (0.4, 1) [206] (8 TeV)
W+charm (central)
pµT ≥ 26 GeV, pcT ≥ 5 GeV 12 0.5 (0.2, 0.5) [404] (13 TeV)
|ηµ| ≤ 2.4
W+charm (forward)
pµT ≥ 20 GeV, pcT ≥ 20 GeV
12 0.5 (0.4, 1) LHCb projectionpµ+cT ≥ 20 GeV
2 ≤ ηµ ≤ 5, 2.2 ≤ ηc ≤ 4.2
Direct photon EγT <∼ 3 TeV, |ηγ | ≤ 2.5 118 0.5 (0.2, 0.5) [405] (13 TeV)
Forward W,Z
plT ≥ 20 GeV, 2.0 ≤ ηl ≤ 4.5
90 0.5 (0.4, 1) [218] (8 TeV)2.0 ≤ yll ≤ 4.5
60 GeV ≤ mll ≤ 120 GeV
Inclusive jets |y| ≤ 3, R = 0.4 58 0.5 (0.2, 0.5) [406] (13 TeV)
Total 712
Table 9.1: Summary of the features of the HL–LHC pseudo-data generated for the present
study. For each process we indicate the kinematic coverage, the number of pseudo-
data points used across all detectors N dat, the values of the correction factors f corr
and f red; and finally the reference from the 8 TeV or 13 TeV measurement used
as baseline to define the binning and the systematic uncertainties of the HL–LHC
pseudo-data, as discussed in the text.
In Table 9.2 we list the three scenarios for the systematic uncertainties of the HL–LHC
pseudodata that we assume in the present analysis. These scenarios, ranging from more
conservative to more optimistic, differ among them in the reduction factor fred, Eq. (9.2),
applied to the systematic errors of the reference 8 TeV or 13 TeV measurements. In
particular, in the optimistic scenario we assume a reduction of the systematic errors by
a factor 2.5 (5) as compared to the reference 8 TeV (13 TeV) measurements, while for
the conservative scenario we assume no reduction in systematic errors with respect to
8 TeV reference. We also indicate in each case the name of the corresponding LHAPDF
grid. Reassuringly, as we show below, the qualitative results of our study depend only
mildly in the specific assumption for the values of fred.
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Figure 9.1: The kinematical coverage in the (x,Q2) plane of the HL–LHC pseudodata included
in this analysis.
Scenario fred (8 TeV) fred (13 TeV) LHAPDF set Comments
A 1 0.5 PDF4LHC_nnlo_hllhc_scen1 Conservative
B 0.7 0.36 PDF4LHC_nnlo_hllhc_scen2 Intermediate
C 0.4 0.2 PDF4LHC_nnlo_hllhc_scen3 Optimistic
Table 9.2: The three scenarios for the systematic uncertainties of the HL–LHC pseudo-data
that we assume in the present study. These scenarios, ranging from conservative to
optimistic, differ among them in the reduction factor fred, Eq. (9.2), applied to the
systematic errors of the reference 8 TeV or 13 TeV measurements. We also indicate
in each case the name of the corresponding LHAPDF grid.
In Fig. 9.2 we present a comparison of the baseline PDF4LHC15 set with the profiled
sets based on HL–LHC pseudodata from scenarios A (conservative) and C (optimistic)
as defined in Table 9.2. Specifically, we show the down quark, up anti-quark, total
strangeness and gluon at Q = 10 GeV, normalised to the central value of the PDF4LHC15
baseline. In this comparison, the bands correspond to the one-sigma PDF uncertainties.
















































Figure 9.2: Comparison of the PDF4LHC15 at NNLO set with the HL-LHC profiled set in the
conservative and optimistic scenarios, defined in Table 9.2. We show the down quark, up
anti-quark, total strangeness and gluon at Q=10 GeV, normalised to the central value of the
PDF4LHC15 baseline. The bands correspond to the one-sigma PDF uncertaintes. On the right,
same as left but relative uncertainties are shown.
First of all, we observe that the impact of the HL–LHC pseudodata is reasonably
similar in the conservative and optimistic scenarios. Therefore we don’t show the
intermediate one. This is not so surprising, as we have explicitly chosen those datasets
which will benefit from a significant improvement in statistics, and these tend to lie
in kinematic regions where the PDFs themselves are generally less well determined.
Therefore, the dominant reason for the observed reduction of PDF uncertainties is
the increased statistics and the corresponding extended kinematic reach that becomes
available at the HL–LHC, rather than the specific assumptions about the systematic
uncertainties. This demonstrates that our results are robust against the details of the
projections of how the experimental systematic uncertainties will be reduced in the
HL–LHC era.
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From Fig. 9.2 we observe a marked reduction of the PDF uncertainties in all cases.
This reduction is specially significant for the gluon and the sea quarks, for the reason
that these are currently affected by larger uncertainties than in the case of the valence
quarks. In the case of the gluon PDF, there is an improvement of uncertainties in the
complete relevant range of momentum fraction x. This is a direct consequence of the
fact that we have included here several HL–LHC processes that have direct sensitivity
to the gluon content of the proton, including jet, direct photon, and top quark pair
production, as well as the transverse momentum of Z bosons.
Another striking feature of Fig. 9.2 concerns the strange PDF. In this case, the PDF
uncertainties are reduced by almost a factor 4, from around 15% to a few percent, in a
wide region of x. This result highlights the importance of the W+charm measurements
at the HL–LHC, specially those in the forward region by LHCb, which represent a unique
handle on the poorly known strange content of the proton. In turn, such improved
understanding of the strange PDF will feed into a reduction of theory uncertainties in
crucial HL–LHC measurements such as those of MW or sin2 θW .
We conclude that, even in the most conservative scenario, we find that HL–LHC
measurements can reduce PDF uncertainties by at least a factor between 2 and 3
as compared to the current PDF4LHC15 baseline. The PDF constraining information
from the HL–LHC is expected to be specially significant for gluon- and for strange-
initiated processes. This improved knowledge of the quark and gluon structure of the
proton which will become possible at the HL–LHC will directly benefit a number of
phenomenologically important processes which we present in Ref. [], thanks to the
reduction of the associated theoretical errors. For instance, the PDF uncertainties in
Higgs production in gluon fusion can be reduced down to <∼ 2% for the entire range of
Higgs transverse momenta accessible at the HL–LHC. Likewise, PDF uncertainties in
high-mass supersymmetric particle production can be decreased by up to a factor 3 as
compared with the current situation. This improvement should strengthen the bounds
derived in the case of null searches, or even facilitate their characterisation in the case
of an eventual discovery. Similar improvements are found for Standard Model process,
for example dijet production, which provides a unique opportunity to measurement
the running of the strong coupling constant at the TeV scale. The results of this study
are made publicly available in the LHAPDF6 format [407], with the grid names listed in
Table 9.2 for the three scenarios that have been considered.
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9.1.2. Large Hadron Electron Collider
In the previous section, we discussed the HL-LHC potential to constrain the PDFs [44]
by using projected measurements for a range of SM processes, from Drell-Yan to top
quark pair and jet production. We found that PDF uncertainties on LHC processes
can be reduced by a factor between two and five, depending on the specific flavour
combination and on the assumptions about the experimental systematic uncertainties.
Our PDF projections have already been used in a number of related HL–LHC studies, as
reported in [45,46].
A quite distinct possibility to improve our understanding of proton structure is
the proposal to collide high energy electron and positron beams with the hadron
beams from the HL–LHC. This facility, known as the Large Hadron Electron Collider
(LHeC) [400–402], would run concurrently with the HL–LHC and be based on a new
purpose–built detector at the designed interaction point. A key outcome of the LHeC
operations would be a significantly larger and higher–energy dataset of lepton–proton
collisions in comparison to the existing HERA structure function measurements [187].
Indeed, the latter to this day form the backbone of all PDF determinations [114,177,
178, 187, 266], and thus the LHeC would provide the opportunity to greatly extend
the precision and reach of HERA data in both x and Q2, highlighting its potential
for PDF constraints. Moreover, these measurements would be taken in the relatively
clean environment of lepton–proton collisions, where the corresponding theoretical
predictions are known to a very high level of precision. It should also be emphasized
here that the LHeC would reach studies beyond the proton structure, such as the
characterisation of the Higgs sector or the study of cold nuclear matter in the small-x
region, where new QCD dynamical regimes such as saturation are expected to appear.
Quantitative PDF projection studies based on LHeC pseudodata have been presented
previously [400,401,408,409], where a sizeable reduction in the PDF uncertainties
is reported. These LHeC PDF projections are based upon the HERAPDF-like input
PDF parameterisation and flavour assumptions [187], with some additional freedom
in the input parametrisation added in the most recent studies [410, 411]. However,
different results may be obtained if a more flexible parameterisation or alternative
flavour assumptions are used, as shown for example in the study of [412] carried out
in the NNPDF framework. In addition, the interplay of these constraints from the LHeC
with the expected sensitivity from the HL–LHC [44] has not yet been studied. Thus in
this section we discuss how the projected sensitivity of a state-of-the-art global PDF
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determination will improve with data from the LHeC, and how this will complement the
information contained in the measurements in pp collisions provided by the HL–LHC.
We follow the strategy presented in the previous section (Ref. [44] for more details),
starting from the PDF4LHC15 [130,135,175] baseline set, and quantify the expected
impact of the LHeC measurements both individually and combined with the information
provided by the HL–LHC. As we will demonstrate, the expected constraints from the
LHeC are significant and fully complementary with those from the HL–LHC. When
included simultaneously, a significant reduction in PDF uncertainties in the entire
relevant kinematical range for the momentum fraction x is achieved, with beneficial
implications for LHC phenomenology. Additional methodological investigation has been
performed in Ref. [47,400] where we assess the impact of adopting a more restrictive
input parameterisation as our baseline PDF set.
For the LHeC pseudodata, we use the most recent publicly available official LHeC
projections [413] (see also [414] for further details) for electron and positron neutral-
current (NC) and charged-current (CC) scattering. The main features of the pseudodata
sets we consider are summarised in Table 9.3, along with the corresponding integrated
luminosities and kinematic reach. While the nominal high energy data (Ep = 7 TeV)
provides the dominant PDF constraints, the lower energy (Ep = 1 TeV) data extends the
acceptance to higher x and provides a handle on the longitudinal structure function, FL,
and hence the gluon PDF (we note that further variations in the electron and/or proton
energy will provide additional constraints on this, as well as on other novel low–x QCD
phenomena). The charm and bottom heavy quark NC structure function pseudodata
provide additional constraints on the gluon. In addition, charm production in e−p CC
scattering provides important information on the anti-strange quark distributions via
the s+W → c process. We do not include charm production in e+p CC scattering, as
the corresponding projections are not currently publicly available, though this would
provide an additional constraint on the strange quark PDF. We apply a kinematic cut
of Q ≥ 2 GeV to ensure that the fitted data lie in the range where perturbative QCD
calculations can be reliably applied.
The kinematic reach in the (x,Q2) plane of the LHeC pseudodata is shown in Fig. 9.3.
The reach in the perturbative region (Q ≥ 2 GeV) is well below x ≈ 10−5 and extends up
to Q2 ≈ 106 GeV2 (that is, Q ' 1 TeV), increasing the HERA coverage by over an order
of magnitude in both cases, via the factor ∼ 4 increase in the collider centre-of-mass
energy
√
s. Due to the heavy quark tagging requirements, the reach for semi-inclusive
structure functions only extends up to x ' 0.3 in the large-x region.
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Observable Ep Kinematics Ndat Lint [ab−1]
σ̃NC (e−p) 7 TeV 5× 10−6 ≤ x ≤ 0.8, 5 ≤ Q2 ≤ 106 GeV2 150 1.0
σ̃CC (e−p) 7 TeV 8.5× 10−5 ≤ x ≤ 0.8, 102 ≤ Q2 ≤ 106 GeV2 114 1.0
σ̃NC (e+p) 7 TeV 5× 10−6 ≤ x ≤ 0.8, 5 ≤ Q2 ≤ 5× 105 GeV2 148 0.1
σ̃CC (e+p) 7 TeV 8.5× 10−5 ≤ x ≤ 0.7, 102 ≤ Q2 ≤ 5× 105 GeV2 109 0.1
σ̃NC (e−p) 1 TeV 5× 10−5 ≤ x ≤ 0.8, 2.2 ≤ Q2 ≤ 105 GeV2 128 0.1
σ̃CC (e−p) 1 TeV 5× 10−4 ≤ x ≤ 0.8, 102 ≤ Q2 ≤ 105 GeV2 94 0.1
F c,NC2 (e
−p) 7 TeV 7× 10−6 ≤ x ≤ 0.3, 4 ≤ Q2 ≤ 2× 105 GeV2 111 1.0
F b,NC2 (e
−p) 7 TeV 3× 10−5 ≤ x ≤ 0.3, 32 ≤ Q2 ≤ 2× 105 GeV2 77 1.0
F c,CC2 (e
−p) 7 TeV 10−4 ≤ x ≤ 0.25, 102 ≤ Q2 ≤ 105 GeV2 14 1.0
Total 945
Table 9.3: Overview of the main features of the LHeC pseudo-data [413] included in our PDF
projections. For each process, we indicate the kinematic coverage, the integrated
luminosity, the proton energy, and the number of pseudo-data points, Ndat, after the
Q ≥ 2 GeV kinematic cut. Note that in all cases the incoming lepton energy is fixed
to be El = 60 GeV. We ignore the effect of the incoming lepton beam polarization.
In this analysis, we use T = 3 same as in the HL–LHC study, except that in this
case we don’t need for uncertainty-tuners (fcorr,fred and facc) as we’re using the official
LHeC projections. The resulting profiled PDF set is shown in Fig. 9.4. We find that the
LHeC and HL–LHC datasets both place significant constraints on the PDFs, with some
differences depending on the kinematic region or the specific flavour combination being
considered. Most importantly, we deduce that these are rather complementary: while
the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the
HL–LHC places the dominant constraint on the gluon and strangeness, while the LHeC
dominates for the up and down quarks. Moreover, when both the LHeC and HL–LHC
pseudodata are simultaneously included in the fit, all PDF flavours can be constrained
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Figure 9.3: The kinematic coverage in the (x,Q2) plane of the LHeC pseudodata [413] included
in this analysis.
across a wide range of x, providing a strong motivation to exploit the input for PDF fits
from both experiments, and therefore for realising the LHeC itself.
Finally, a few important caveats concerning this exercise should be mentioned. First,
the processes included for both the LHeC and HL–LHC, while broad in scope, are by
no means exhaustive. Most importantly, no jet production were included for the LHeC,
which would certainly improve the constraint on the high-x gluon. In addition, the
inclusion of charm production in e+p CC scattering would further constrain the strange
quark. In the case of the HL–LHC, only those processes which provide an impact at
high-x were included, and hence the lack of constraint at low-x that is observed occurs
essentially by construction. In particular, there are a number of processes that will
become available with the legacy HL–LHC dataset, or indeed those in the current LHC
dataset that are not currently included in global fits, but which can in principle constrain
the low-x PDFs, from low mass Drell–Yan to inclusive D meson production [168,169]
and exclusive vector meson photo-production [415], though here the theory is not
available at the same level of precision to the LHeC case.
















































Figure 9.4: On the left, Comparison of the PDF4LHC15 at NNLO set with the LHeC profiled
set, the HL-LHC profiled set in optimistic scenario (see Table 9.2) and their combinations. We
show the down quark, up anti-quark, total strangeness and gluon at Q=10 GeV, normalised
to the central value of the PDF4LHC15 baseline. The bands correspond to the one-sigma PDF
uncertainties. On the right, same as left but relative uncertainties are shown.
9.2. Nuclear PDFs for the future Large Hadron Collider
In this section, I discuss various phenomenological applications of the nNNPDF2.0
determination. I start by discussing the potential of the FoCal upgrade to the ALICE
detector in constraining the small-x gluon nuclear PDF using measurements of direct
photon production in the forward region. Afterwards, I provide the predictions based
on nNNPDF2.0 for inclusive hadron production in proton-nuclear collisions, a process
that can constrain both the quark and gluon nuclear PDFs as well as the corresponding
fragmentation functions in vacuum and in medium.
Isolated photon production in pA collisions with FoCal – Current measure-
ments of direct photon production at the LHC, such as those discussed above from the
ATLAS collaboration [359] as well as related measurements from CMS and ALICE [416],
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are restricted to the central rapidity region. The reason is that this is the only region
instrumented with electromagnetic calorimeters and thus suitable to identify photons.
A measurement of isolated photon production in the forward region, however, is also
highly interesting for nPDF studies. Not only would such measurements provide direct
access to the poorly-known gluon nuclear modifications at small-x, but it would also
allow testing for the possible onset of QCD non-linear dynamics [417].
With this motivation, a new forward calorimeter extension of the ALICE detector,
dubbed FoCal [418,419], has been proposed. Both the acceptance and instrumentation
of this detector have been optimized to provide access to the nuclear PDFs at low scales
and small momentum fractions via the measurement of isolated photon production at
low transverse momenta and forward rapidities in proton-ion collisions. The FoCal is
proposed for installation during the Long Shutdown 3 (2025-2026) phase of the LHC.
The impact of future FoCal measurements on the small-x nuclear PDFs was first
studied in Ref. [420]. In that analysis, pseudodata based on the expected kinematical
reach and experimental uncertainties for FoCal was generated and used to constrain the
nNNPDF1.0 determination by means of the Bayesian reweighting method [127,421]. It
was found that the FoCal measurement would constrain the nuclear gluon modifications
down to x ' 10−5, leading to an uncertainty reduction by up to an order of magnitude
as compared to the baseline fit. These results indicated a comparable or superior
constraining power on the small-x nPDFs when compared to related projections from
future facilities, such as the Electron Ion Collider [422].
Motivated by the new and improved projections for the FoCal pseudodata that have
recently became available, we revisit their impact on nuclear PDFs using the present
nPDF determination. In this case, the nNNPDF2.0 PDFs represent a more realistic
baseline since they provide a robust quark flavour separation with a better handle on
the gluon. Moreover, the positivity of physical cross-sections is guaranteed, a constraint
that helps to reduce the small-x nuclear PDF uncertainties.
For this study we have adopted the same settings as in Ref. [420] and computed
NLO QCD predictions with a modified version of INCNLO that benefits from improved
numerical stability at forward rapidities [423]. Theoretical predictions for FoCal
cross-sections have been computed with Nrep = 400 replicas of nNNPDF2.0, which are
subsequently used to account for the impact of the FoCal pseudodata by means of
Bayesian reweighting.2 Fig. 9.5 displays the nuclear modification factor RpPb(p
γ
T ) for
2We are grateful to Marco van Leeuwen for providing us with the results presented here.
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direct photon production in pPb collisions at
√
s = 8.8 TeV for a rapidity of ηγ = 4.5 as
a function of the photon’s transverse momentum pγT . The theoretical predictions based
on NLO QCD theory are compared with the FoCal pseudodata for two sets of input
nPDFs: the original nNNPDF2.0 set, and the variant that has been reweighted with the
FoCal projections. Here the central value of the FoCal pseudodata has been chosen to
be the same as that of the nNNPDF2.0 prediction. In the right panel of Fig. 9.5 we show
the gluon nuclear modification factor Rg(x,Q) for Q2 = 10 GeV2 for both the original
and the reweighted nNNPDF2.0 fits. In all cases, the nPDF uncertainty bands correspond
to the 90% confidence level intervals.
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Figure 9.5: Left: the nuclear modification factor RpPb(p
γ
T ) for direct photon production in pPb
collisions at
√
s = 8.8 TeV for a rapidity of ηγ = 4.5 as a function of the photon transverse
momentum pγT . The theoretical predictions are compared with the FoCal pseudodata for two
sets of input nPDFs: the original nNNPDF2.0 set, and the variant that has been reweighted with
with FoCal projections. Here the FoCal pseudodata assumes the central value of the nNNPDF2.0
prediction. Right: the gluon nuclear modification factor Rg(x,Q) for Q2 = 10 GeV2 for both the
original and the reweighted nNNPDF2.0 fits. The nPDF uncertainties correspond in both cases to
the 90% confidence level intervals.
From the results of Fig. 9.5, one finds that the FoCal measurements would still
impact the uncertainties of the nuclear gluon modifications at small-x, especially in
the upper limit of the uncertainty band. The effective number of replicas in this case
is Neff = 345. Note that nNNPDF2.0 exhibits a preference for RpPb ' 1, and thus
shadowing is not favoured in the gluon sector, consistent with the results reported in
Fig. ??. On the other hand, nNNPDF2.0 does not contain any dataset with particular
sensitivity to the nuclear gluon modifications, implying that the projections for the
impact of FoCal in the global nPDF analysis could be somewhat over-optimistic.
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Crucially, however, we have assumed in this exercise that the central value of the
FoCal measurement would be unchanged compared to the initial baseline prediction.
In Fig. 9.6 we display instead the results of the reweighting for a scenario in which
the FoCal pseudodata have a value of RpPb ' 0.6. In this case, the effective number
of replicas is much smaller, Neff = 117, indicating that the FoCal data are adding a
significant amount of new information to the global fit. Here the resulting value for the
gluon nuclear modification ratio at small-x would be Rg ' 0.7.3 Therefore, this analysis
indicates that FoCal measurements could be sensitive either to the gluon shadowing
effects or to possible non-linear QCD dynamics. To disentangle one from the other,
a dedicated analysis of the χ2 and nPDF behaviour in the small-x region would be
required, following the approach developed in Ref. [412].
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Figure 9.6: Same as Fig. 9.5 now for the case where the FoCal pseudodata has been generated
under the assumption that RpPb ' 0.6 rather than based on the nNNPDF2.0 central value.
Inclusive hadron production in pA collisions – The inclusive production of pions
and kaons in hadronic collisions provides information not only on the initial state
(parton distribution functions) but also on the final-state hadronisation mechanism
of partons into hadrons. The latter is described by the fragmentation functions (FFs),
which are extracted from experimental data by means of a global analysis akin to that
of the PDFs [43,97,119,355,368,424–426]. Likewise, in proton-nuclear collisions the
production of identified hadrons can provide information on the initial state nuclear
PDFs as well the parton-to-hadron hadronisation in the presence of cold nuclear matter
effects.
3 Note that the reweighting technique may lead to unreliable uncertainty bands when using data values
that fall outside the predictions produced by the prior.
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In Fig. 9.7, we display the nuclear modification ratio Rπ0Pb for the production of
neutral pions in proton-lead collisions as a function of the pion transverse momentum
pT . The theoretical calculations are based on NLO QCD and use the DSS14 hadron
fragmentation functions [368] for both the nNNPDF2.0 and EPPS16 predictions.4 More-
over, the central values and 90% CL uncertainties are provided for RHIC kinematics,
corresponding to
√
s = 200 GeV, and for LHC kinematics, where
√
s = 8.16 TeV. In
both cases, the pions are assumed to be measured at central rapidities, yπ0 = 0. See
Refs. [424,427] for additional details regarding the theoretical calculation of inclusive
pion production in hadronic collisions.
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Figure 9.7: The nuclear modification ratio Rπ
0
Pb for the production of neutral pions in proton-
lead collisions as a function of the pion transverse momentum pT . We provide theoretical
predictions based on NLO QCD and the DSS14 hadron fragmentation functions both for
nNNPDF2.0 and EPPS16, with the corresponding nPDF uncertainties in each case. Results are
provided for the RHIC kinematics (left), corresponding to
√
s = 200 GeV, and for the LHC
kinematics (right), where
√
s = 8.16 TeV, and in both cases pions are produced centrally,
|yπ0 | = 0.
From Fig. 9.7 we can see that the nNNPDF2.0 prediction for Rπ0Pb is consistent with
unity within uncertainties for all values of pT both at RHIC and LHC kinematics. At
RHIC kinematics, we find that the ratio is less than one at the smallest pT values,
becomes R > 1 between pT = 3 and 17 GeV, and then goes back to R < 1. Since
inclusive hadron production is dominated by quark-gluon scattering, in particular the
scattering of valence quarks for neutral pion production, this behaviour is consistent
with the results shown in Fig. 6.14. From low to high pT , one moves from the shadowing
region to the anti-shadowing enhancement, and ends in the region sensitive to EMC
4We are grateful to Ilkka Helenius for providing us with the results of this calculation.
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suppression. A similar explanation can be made for the trends in Rπ0Pb at the LHC
kinematics. However, here the ratio pT/
√
s does not become large enough to reach
the EMC region, and thus the ratio remains larger than one for most of the pT range
as a result of anti-shadowing effects. Lastly, the EPPS16 predictions agree with the
nNNPDF2.0 result well within uncertainties, reflecting the underlying consistency at the
nPDF level.
Overall, the results of Fig. 9.7 confirm that inclusive hadron production in proton-
nucleus collisions can provide a handle on the nuclear PDF modifications at medium
and large-x, although an optimal interpretation of the experimental data can only be
achieved by the simultaneous determination of the nPDFs together with the hadron
fragmentation functions.
9.3. Proton and nuclear PDFs for the Electron-Ion
Collider
Motivation – The construction of an Electron-Ion Collider (EIC) [422,428] has been
recently approved by the United States Department of Energy at Brookhaven National
Laboratory, and could record the first scattering events as early as 2030. By colliding
(polarised) electron or positron beams with proton or ion beams for a wide range
of center-of-mass energies, the EIC will perform key measurements to investigate
quantum chromodynamics (QCD) at the intensity frontier. These measurements will be
fundamental to understand how partons are distributed in position and momentum
spaces within a proton, how the proton spin originates from the spin and the dynamics
of partons, how the nuclear medium modifies partonic interactions, and whether gluons
saturate within heavy nuclei.
Outline – In this section we focus on one important class of EIC measurements, namely
inclusive cross sections for unpolarised lepton-proton and lepton-nucleus deep-inelastic
scattering (DIS). In particular we study how such data could improve the determination
of the unpolarised proton and nuclear parton distribution functions (PDFs) [147] by
incorporating suitable pseudodata in a self-consistent set of PDF fits based on the NNPDF
methodology (see Ref. [113] and references therein for a comprehensive description).
The unique ability of an EIC to measure inclusive DIS cross sections consistently for the
proton and a wide range of nuclei will be exploited also to update the proton PDFs used
as a boundary condition in the nuclear PDF fit. This feature distinguishes our analysis
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from previous studies [41,429], and may be extended to a simultaneous determination
of proton and nuclear PDFs in the future. The results presented in this work integrate
those contained in Sects. 7.1.1 and 7.3.3 of the upcoming EIC Yellow Report [48]. They
systematically account for the impact of projected inclusive DIS measurements at an
EIC on the unpolarised proton PDFs for the first time (for projected semi-inclusive DIS
measurements see Ref. [430]), and supersede a previous NNPDF analysis of the impact
of EIC measurements on nuclear PDFs [41]. Similar studies for polarised PDFs have
been performed elsewhere [431–434], including in the NNPDF framework [435].
We first describe how EIC pseudodata are generated. We then study how they
affect the proton and nuclear PDFs once they are fitted. Lastly, we illustrate how
an updated determination of nuclear PDFs can affect QCD at the cosmic frontier, in
particular predictions for the interactions of highly-energetic neutrinos with matter as
they propagate through Earth towards large-volume detectors.
Pseudodata generation – In this analysis we use the same pseudodata as in the EIC
Yellow Report [48], see in particular Sect. 8.1. In the case of lepton-proton DIS, they
consist of several sets of data points corresponding to either the neutral-current (NC)
or the charged-current (CC) DIS reduced cross sections, σNC and σCC, respectively. See,
e.g., Eqs. (7) and (10) in Ref. [111] for their definition. Both electron and positron
beams are considered, for various forecast energies of the lepton and proton beams.
In the case of lepton-nucleus DIS, the pseudodata correspond only to NC DIS cross
sections, see, e.g., the discussion in Sect. 2.1 of Ref. [41] for their definition. Both
electron and positron beams are considered in conjunction with a deuteron beam; only
an electron beam is instead considered for other ions, namely 4He, 12C, 40Ca, 64Cu, and
197Au. A momentum transfer Q2 > 1 GeV2, a squared invariant mass of the system
W 2 > 10 GeV2 and a fractional energy of the virtual particle exchanged in the process
0.01 ≤ y ≤ 0.95 are assumed in all of the above cases, consistently with the detector
requirements outlined in Sect.8.1 of [48].
The pseudodata distribution is assumed to be multi-Gaussian, as in the case of
real data. It is therefore uniquely identified by a vector of mean values µ and a
covariance matrix C, for which the following assumptions are made. The mean values
correspond to the theoretical expectations t of the DIS cross sections obtained with
a true underlying set of PDFs, and smeared by normal random numbers r sampled
from the Cholesky decomposition L of the covariance matrix such that µ = t +
L · r (see Sect. 3.2.2). Specifically we use a recent variant [436] of the NNPDF3.1
determination [114], and the nNNPDF2.0 determination [42], for proton and nuclear
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PDFs, respectively. The covariance matrix is made up of three components, which
correspond to a statistical uncertainty, an additive uncorrelated systematic uncertainty,
and a multiplicative correlated systematic uncertainty. The statistical uncertainty is
determined by assuming an integrated luminosity L of 100 fb−1 for electron-proton
NC and CC DIS, and of 10 fb−1 in all other cases. The systematic uncertainties are
instead determined with the DJANGOH event generator [437], which contains the
Monte Carlo program HERACLES [438] interfaced to LEPTO [439]. These pieces of
software collectively allow for an account of one-loop electroweak radiative corrections
and radiative scattering. The Lund string fragmentation model, as implemented in
PYTHIA/JETSET (see, e.g., Ref. [440] and references therein) is used to obtain the
complete hadronic final state. The non-perturbative proton and nuclear PDF input is
made available to DJANGOH by means of numeric tables corresponding to the relevant
NC and CC DIS structure functions, which were generated with APFEL [76] in the
format of LHAPDF [407] grids. The optimal binning of the pseudodata is determined
accordingly.
The complete set of pseudodata considered in this work is summarized in Table 9.4.
For each pseudodata set, we indicate the corresponding DIS process, the number of data
points Ndat before (after) applying kinematic cuts (see below), the energy of the lepton
and of the proton or ion beams E` and Ep, the center-of-mass energy
√
s, the luminosity
L, and the relative uncorrelated and correlated systematic uncertainties (in percentage)
σu and σc. Two different scenarios, called optimistic and pessimistic henceforth, are
considered, which differ for the number of data points and for the size of the projected
systematic uncertainties. In the case of NC cross sections, the uncorrelated uncertainty
was estimated to be 1.5% (2.3%) in the optimistic (pessimistic) scenario. These
uncertainties originated from a 1% uncertainty on the radiative corrections, and a 1%
(2%) uncertainty due to detector effects. The normalization uncertainty was set to 2.5%
(4.3%). This included a 1% uncertainty on the integrated luminosity and a 2% (4%)
uncertainty due to detector effects. In the case of CC cross sections, an uncorrelated
uncertainty of 2% was used in both the optimistic and pessimistic scenarios, while
a normalization uncertainty of 2.3% (5.8%) was used in the optimistic (pessimistic)
scenario. This uncertainty includes contributions from luminosity, radiative corrections
and simulation errors.
Estimating systematic uncertainties for an accelerator and a detector which have
not yet been constructed is particularly challenging. The percentages given in Table 9.4
build upon the experience of previous experiments (primarily those at HERA) as well
Impact of future colliders 227
as simulation studies performed using the EIC Handbook detector and the current EIC
detector matrix [48]. Relative systematic uncertainties are estimated to be independent
from the values of x and Q2, in contrast to statistical uncertainties. For NC pseudodata
(with L=100 fb−1), systematic uncertainties are significantly larger than statistical
uncertainties in much of the probed kinematic phase space, see e.g. Figs. 7.1 and 7.67
in [48]. Conversely, for CC pseudodata, systematic uncertainties are comparable to
statistical uncertainties for most of the measured kinematic space.
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Figure 9.8: The expected kinematic coverage in the (x,Q2) plane of the EIC pseudodata
for lepton-proton or lepton-deuteron (left) and lepton-nucleus (right panel) collisions, see
Table 9.4. Shaded areas indicate the approximate kinematic coverage of the available inclusive
DIS measurements. The dashed lines denote the kinematic cuts used in the PDF fits, Q2 ≥ 3.5
GeV2 and W 2 ≥ 12.5 GeV2.
The kinematic coverage of the EIC pseudodata in the (x,Q2) plane is displayed in
Fig. 9.8 for the optimistic scenario. Pseudodata for lepton-proton and lepton-deuteron
are separated from pseudodata for electron-ion collisions via different panels. The
approximate coverage of currently available inclusive DIS measurements is shown as
a shaded area. Dashed lines correspond to the kinematic cuts used in the PDF fits
described below. From Fig. 9.8, we already can appreciate the relevance of the EIC
for the determination of nuclear PDFs. In this case, the EIC measurements extend the
kinematic reach of DIS by more than one order of magnitude in both x and Q2. In the
case of proton PDFs, instead, the EIC measurements mostly overlap with those already
available, in particular from HERA, except for a slightly larger extension at very high x
and Q2.
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DIS process Ndat E` × Ep [GeV]
√
s [GeV] L [fb−1] σu [%] σc [%]
1 e−p CC 89(89)/89(89) 18×275 140.7 100 2.0/2.0 2.3/5.8
2 e+p CC 89(89)/89(89) 18×275 140.7 10 2.0/2.0 2.3/5.8
3 e−p NC 181(140)/131(107) 18×275 140.7 100 1.5/2.3 2.5/4.3
4 126(81)/91(70) 10×100 63.2 100 1.5/2.3 2.5/4.3
5 116(68)/92(66) 5×100 44.7 100 1.5/2.3 2.5/4.3
6 87(45)/76(45) 5×41 28.6 100 1.5/2.3 2.5/4.3
7 e+p NC 181(140)/131(107) 18×275 140.7 10 1.5/2.3 2.5/4.3
8 126(81)/91(70) 10×100 63.2 10 1.5/2.3 2.5/4.3
9 116(68)/92(66) 5×100 44.7 10 1.5/2.3 2.5/4.3
10 87(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
11 e−d NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
12 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
13 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
14 e+d NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
15 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
16 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
17 e−4He NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
18 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
19 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
20 e−12C NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
21 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
22 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
23 e−40Ca NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
24 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
25 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
26 e−64Cu NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
27 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
28 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
29 e−197Au NC 116(92)/116(92) 18×110 89.0 10 1.5/2.3 2.5/4.3
30 107(83)/107(83) 10×110 66.3 10 1.5/2.3 2.5/4.3
31 76(45)/76(45) 5×41 28.6 10 1.5/2.3 2.5/4.3
Table 9.4: The EIC pseudodata sets considered in this work. For each of them we indi-
cate the corresponding DIS process, the number of data points Ndat in the opti-
mistic/pessimistic scenarios before (after) kinematic cuts, the energy of the lepton
and of the proton or ion beams E` and Ep, the center-of-mass energy
√
s, the
integrated luminosity L, and the relative uncorrelated and correlated systematic
uncertainties (in percentage) σu and σc in the optimistic/pessimistic scenarios.
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Fit ID Description
NNPDF3.1+EIC (optimistic) Same as the base fit of [436] augmented with the e±p (CC
and NC) and e±d (NC) EIC pseudodata sets for the optimistic
scenario.
NNPDF3.1+EIC (pessimistic) Same as NNPDF3.1+EIC (optimistic), but with EIC pseudodata
sets for the pessimistic scenario.
NNPDF3.1_pch+EIC (optimistic) Same as the proton baseline fit of [42] augmented with the e±p
(CC and NC) pseudodata sets for the optimistic scenario.
NNPDF3.1_pch+EIC (pessimistic) Same as NNPDF3.1_pch+EIC (optimistic), but with EIC pseudo-
data sets for the pessimistic scenario.
nNNPDF2.0+EIC (optimistic) Same as the nuclear fit of [42] augmented with the e−A (NC)
pseudodata sets (with A =2d,4He,12C, 40Ca, 64Cu and 197Au for
the optimistic scenario.
nNNPDF2.0+EIC (pessimistic) Same as nNNPDF2.0+EIC (optimistic), but with EIC pseudodata
sets for the pessimistic scenario.
Table 9.5: A summary of the fits performed in this study, see text for details.
Fitting procedure – We include the pseudodata in the series of fits summarized
in Table 9.5. All these fits use the NNPDF methodology. Because nuclear PDFs are
correlated with proton PDFs (the former should reduce to the latter in the limit A→ 1,
where A is the nucleon number), and because the EIC measurements of Table 9.4 will
affect both, we determine them sequentially.
First, we focus on the proton PDFs, and perform the NNPDF3.1+EIC optimistic and
pessimistic fits. These are a rerun of the base fit of Ref. [436], which is now augmented
with the e±p (CC and NC) and e±d (NC) EIC pseudodata sets for the optimistic and
pessimistic scenarios. As in Ref. [114, 436], they are all made of Nrep = 100 Monte
Carlo replicas. After kinematic cuts, the fits include a total of 5264 (5172) data points
in the optimistic (pessimistic) scenario, out of which 1286 (1194) are EIC pseudodata
and 3978 are real data (see Ref. [436] for details). Kinematic cuts are the same as in
Ref. [114, 436], specifically Q2 > 3.5 GeV2 and W 2 > 12.5 GeV2. These cuts, which
serve the purpose of removing a kinematic region in which potentially large higher-twist
and nuclear effects may spoil the accuracy of the PDF analysis, are more restrictive
than those used to generate the pseudodata. This fact is however not contradictory,
and reproduces what customarily happens with real data, when different kinematic
cuts are used in the experimental analysis and in a fit. These fits are accurate to
next-to-next-to-leading order (NNLO) in perturbative QCD, they utilize the FONLL
scheme [81,225,226] to treat heavy quarks, and they include a parameterisation of
the charm PDF on the same footing as the lighter quark PDFs. In comparison to the
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original NNPDF3.1 fits [114], a bug affecting the computation of theoretical predictions
for charged-current DIS cross sections has been corrected, the positivity of the F c2
structure function has been enforced, and NNLO massive corrections [340,341] have
been included in the computation of neutrino-DIS structure functions.
We then focus on nuclear PDFs, and perform the NNPDF3.1_pch+EIC and nNNPDF2.0+EIC
optimistic and pessimistic fits. These are a rerun of the proton and nuclear baseline
determinations of Ref. [42], augmented respectively with the e±p (CC and NC) and the
e−A (NC), A = d, 4He, 12C, 40Ca, 64Cu, and 197Au, pseudodata sets for the optimistic and
pessimistic scenarios. As in Ref. [42], the proton (nuclear) fits are made of Nrep = 100
(Nrep = 250) Monte Carlo replicas. After kinematic cuts, the NNPDF3.1_pch+EIC fits
include a total of 4147 (4055) data points in the optimistic (pessimistic) scenario,
out of which 846 (754) are EIC pseudodata and 3301 are real data (see Ref. [42]
for details). The nuclear fits include a total of 3007 data points, out of which 1540
are EIC pseudodata and 1467 are real data. Kinematic cuts are the same as above,
and are in turn equivalent to these used in Refs. [42,114]. These fits are accurate to
next-to-leading order (NLO) in perturbative QCD, and assume that charm is generated
perturbatively, consistent with Ref. [42].
Although the proton and nuclear PDF fits are performed independently, they remain
as consistent as possible. Most importantly, the unique feature of an EIC to measure DIS
cross sections with a comparable accuracy and precision for a wide range of nuclei and
for the proton is key to inform the fit of nuclear PDFs as much as possible. Not only do
the measurements on nuclear targets enter the fit directly, but also the measurements on
a proton target are first used to update the necessary baseline proton PDF determination.
This feature distinguishes our work from previous similar studies [41, 429], where
only the effect of measurements on nuclear targets were taken into account in the
determination of nuclear PDFs. A simultaneous determination of proton and nuclear
PDFs might eventually become advisable at an EIC, should the measurements be
sufficiently precise to make an independent determination less reliable.
We also note that the pseudodata sets for a deuteron target are alternatively included
in the fit of proton PDFs or in the fit of nuclear PDFs. To avoid double counting, they
are not included in the fit of proton PDFs used as baseline for the fit of nuclear PDFs.
This choice follows the common practice to include fixed-target DIS data on deuteron
targets in fits of proton PDFs, as done, e.g., in NNPDF3.1 and in the variant fit used
here to generate the pseudodata. The reason being that they are essential to achieve
a good quark flavour separation. The EIC pseudodata sets for a deuteron target are
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then treated, in the proton PDF fits performed here, similarly to the fixed-target DIS
data already included in NNPDF3.1. Specifically we assume that nuclear corrections
are negligible, and therefore we do not include them. This assumption could be
overcome by means of a simultaneous fit of proton and nuclear PDFs, or by means of
the iterative procedure proposed in Ref. [152], whereby proton and deuteron PDFs are
determined by subsequently including the uncertainties of each in the other. Any of
these approaches goes beyond the scope of this work, as they will have little applicability
in the context of pseudodata.
Results – We now turn to discuss the results of the fits collected in Table 9.4. As
expected, the goodness of each fit measured by the χ2 per number of data points is
comparable to that of the fits used to generate the pseudodata. The description of each
data set remains unaltered within statistical fluctuations, and the χ2 per number of
data points for each of the new EIC pseudodata sets is of order one, as it should by
construction. In the following we therefore exclusively discuss how the EIC pseudodata
affect PDF uncertainties.
In Fig. 9.9 we show the relative uncertainty of the proton PDFs in the NNPDF3.1
fit variant used to generate the pseudodata, and in the NNPDF3.1+EIC fits, both for
the optimistic and pessimistic scenarios. In each case, uncertainties correspond to
one standard deviation, and are computed as a function of x at Q2 = 100 GeV2. Only
the subset of flavours (or flavour combinations) that are the most affected by the EIC
pseudodata are shown: u, d/u, s and g.
Fig. 9.9 allows us to make two conclusions. First, the impact of the EIC pseudodata
is localised in the large-x region, as expected from their kinematic reach (see Fig. 9.8).
This impact is significant in the case of the u PDF, for which PDF uncertainties could
be reduced by up to a factor of two for x & 0.7. The impact is otherwise moderate for
the d/u PDF ratio (for which it amounts to an uncertainty reduction of about one third
for 0.5 . x . 0.6) and for the s PDF (for which it amounts to an uncertainty reduction
of about one fourth for 0.3 . x . 0.6). The relative uncertainty of the gluon PDF, and
of other PDFs not shown in Fig. 9.9, remains unaffected. These features rely on the
unique ability of the EIC to perform precise DIS measurements at large x and large
Q2: their theoretical interpretation remains particularly clean, as any non-perturbative
large-x contamination due, e.g., to higher-twist effects, is suppressed. This possibility
distinguishes the EIC from HERA, which had a similar reach at high Q2 but a more
limited access at large-x, and from fixed-target experiments (including the recent JLab-
12 upgrade [441]), which can access the high-x region only at small Q2. Secondly, the
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Figure 9.9: The relative uncertainty of the proton PDFs determined in the NNPDF3.1 fit
variant used to generate the pseudodata, and in the NNPDF3.1+EIC fits, in the optimistic and
pessimistic scenarios. Uncertainties correspond to one standard deviation and are computed as
a function of x at Q2 = 100 GeV2. Only the subset of flavours (or flavour combinations) that
are the most affected by the EIC pseudodata are shown, namely u, d/u, s and g. Note the use of
a log/linear scale on the x axis.
impact of the EIC pseudodata does not seem to depend on the scenario considered: the
reduction of PDF uncertainties remains comparable irrespective of whether optimistic
or pessimistic pseudodata projections are included in the fits. Because the two scenarios
only differ in systematic uncertainties, we conclude that it may be sufficient to control
these to the level of precision forecast in the pessimistic scenario.
A similar behaviour is observed for the NNPDF3.1_pch fits, which are therefore not
displayed. In Figs. 9.10 we show the relative uncertainty of the nuclear PDFs in the
nNNPDF2.0 fit used to generate the pseudodata, and in the nNNPDF2.0+EIC fits, both
in the pessimistic and in the optimistic scenarios. Uncertainties correspond to one
standard deviation, and are computed as a function of x at Q2=100 GeV2. Results are
displayed for the ions with the lowest and highest atomic mass, 4He and 197Au, and for
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an intermediate atomic mass ion, 64Cu, and only for the PDF flavours that are the most
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Figure 9.10: The relative uncertainty of the nuclear PDFs determined in the nNNPDF2.0 fit used
to generate the pseudodata, and in the nNNPDF2.0+EIC fits, in the optimistic and pessimistic
scenarios. Uncertainties correspond to one standard deviation, and are computed as a function
of x at Q2=100 GeV2. Results are displayed for the ions with the lowest and highest atomic
mass, 4He (left) and 197Au (right), and for an intermediate atomic mass ion, 64Cu (middle
column), and only for the PDF flavours that are the most affected by the EIC pseudodata: u, d̄,
s and g. Note the use of a log/linear scale on the x axis.
From Fig. 9.10 we observe a reduction of nuclear PDF uncertainties, due to EIC
pseudodata, that varies with the nucleus, the x region considered, and the PDF. Overall,
the heavier the nucleus, the largest the reduction of PDF uncertainties. This is a
consequence of the fact that nuclear PDFs are customarily parametrized as continuous
functions of the nucleon number A: nuclear PDFs for 4He, which differ from the proton
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PDF boundary by a small correction, are better constrained than nuclear PDFs for
197Au because proton data are more abundant than data for nuclei. In this respect, the
EIC will allow one to perform a comparatively accurate scan of the kinematic space
for each nucleus individually, and, as shown in Fig. 9.10, to determine the PDFs of
all ions with a similar precision. The reduction of PDF uncertainties is localised in
the small-x region, where little or no data are currently available (see Fig. 9.8), and
in the large-x region, where nuclear PDF benefit from the increased precision of the
baseline proton PDFs. In the case of the gluon PDF, the reduction of uncertainties is
seen for the whole range in x. This is a consequence of the extended data coverage
in Q2, which allows one to constrain the gluon PDF even further via perturbative
evolution. As observed in the case of proton PDFs, the fits obtained upon inclusion of
the EIC pseudodata do not significantly differ whether the optimistic or the pessimistic
scenarios are considered, except for very small values of x. In this case the optimistic
scenario leads to a more marked reduction of PDF uncertainties, especially for the total
PDF combinations u+ and d+. This feature is mainly driven by the smaller systematic
uncertainties that affect the NC pseudodata in the optimistic scenario (about 3%) with
respect to the pessimistic one (about 5%), see Table 9.4. That is aligned with the fact
that the statistical uncertainties are comparable between the two scenarios.
Implications for neutrino astrophysics – The reduction of PDF uncertainties due
to EIC pseudodata, in particular for nuclear PDFs, may have important phenomenologi-
cal implications. Not only at the intensity frontier, e.g. to characterise gluon saturation
at small x, but also at the energy frontier, e.g., for searches of new physics that require
a precise knowledge of PDFs at high x, and at the cosmic frontier, e.g., in the detection
of highly energetic neutrinos from astrophysical sources. We conclude this section by
focusing on this last aspect. Specifically it was shown in Ref. [442] that the dominant
source of uncertainty in the theoretical predictions for the cross section of neutrino-
matter interactions is represented by nuclear effects. The corresponding NC and CC
inclusive DIS cross sections may differ significantly depending on whether they are
computed for neutrino-nucleon or neutrino-nucleus interactions. The uncertainty is
larger in the latter case, because nuclear PDFs are not as precise as proton PDFs, and is
such that it encompasses the difference in central values. We revisit this statement in
light of the precise nNNPDF3.0+EIC fits.
In Fig. 9.11 we show the CC (left) and NC (right) neutrino-nucleus inclusive DIS
cross sections, with their one-sigma PDF uncertainties, as a function of the neutrino
energy Eν . Moreover, in Fig. 9.12 we show the transmission coefficient T for muonic
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Figure 9.11: The CC (left) and NC (right) neutrino-nucleus DIS cross sections, with their
one-sigma uncertainties, as a function of the neutrino energy Eν . Predictions correspond to
the HEDIS-BGR computation [442] with the proton PDF of [169], and with the nNNPDF2.0 and
nNNPDF2.0+EIC nuclear PDFs. They are all normalised to the central value of the proton results.
See text for details.
Figure 9.12: The transmission coefficient T for muonic neutrinos as a function of the neutrino
energy Eν and for two values of the nadir angle θ. Predictions correspond to the computation
of [442] with the proton PDF of [169], and with the nNNPDF2.0 and nNNPDF2.0+EIC nuclear
PDFs. They are all normalised to the central value of the proton results. See text for details.
neutrinos, defined as the ratio between the incoming neutrino flux Φ0 and the flux
arriving at the detector volume Φ (see Eq. (3.1) and the ensuing discussion in Ref. [442]
for details); T is displayed for two values of the nadir angle θ as a function of the
neutrino energy Eν . In both cases, we compare predictions obtained with the calculation
presented in Refs. [329, 442] and implemented in HEDIS [443]. For a proton target
the prediction is made with the proton PDF set determined in Ref. [169], a variant
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of the NNPDF3.1 PDF set in which small-x resummation effects [412] and additional
constraints from D-meson production measurements in proton-proton collisions at 5,7
and 13 TeV [444–446] have been included. This prediction is labeled HEDIS-BGR in
Figs. 9.11-9.12. For a nuclear target (A = 31 is adopted as in Ref. [442]), the prediction
is made alternatively with the nNNPDF2.0 and the nNNPDF2.0+EIC (optimistic) PDFs.
The corresponding predictions are labeled HEDIS-nBGR [nNNPDF2.0] and HEDIS-nBGR
[nNNPDF2.0 (EIC)] in Figs. 9.11-9.12. Predictions are all normalised to the central value
of the proton result. In comparison to nNNPDF2.0, the effect of the EIC pseudodata
is seen to reduce the uncertainty of the prediction for a nuclear target by roughly a
factor of two for Eν ' 106 GeV. The reduced uncertainty no longer encompasses the
difference between predictions obtained on a proton or on a nuclear target, except in
the case of an attenuation rate computed with a large nadir angle. Furthermore, this
reduction extends to much larger neutrino energy (Eν & 107), beyond the EIC-sensitive
x-region of the PDFs. We believe this to be partly due to DGLAP evolution and sum
rules that smoothen the low-x PDF behaviour, but also potentially a consequence of
the factorisation approximation used to account for nuclear corrections in the ultra
high-energy cross-sections highlighted by Eqs. (5.2, 5.3) in Ref. [442].
Summary
For this thesis, I lead the development of a new statistical framework called nNNPDF,
inspired by the NNPDF methodology, and aimed at inferring nuclear parton distribution
functions (nPDFs) from experimental data. Furthermore, I contributed to two different
statistical frameworks aimed at inferring proton PDFs, called NNPDF3.1, and pion frag-
mentation functions (FFs), called MAPFF1.0. These three frameworks have the Monte
Carlo method in common, which is adopted to propagate experimental uncertainties
into the space of parameters. Moreover, they share artificial neural networks (NNs)
as the basis for parameterisation. The latter is motivated by the fact that NNs can
approximate any continuous function which complements the fact that the functional
form of (n)PDFs and FFs is not determined by first-principles in QCD. In the following I
outline the main findings of my research.
Proton PDFs
NNPDF3.1 – In Chapter 4, I started by introducing the NNPDF3.1 statistical framework,
which was conceived by the NNPDF collaboration. I then presented my contribution
to the first global proton PDF analysis that accounts for the missing higher order
uncertainty (MHOU) associated to the fixed-order QCD calculations. We demonstrated
that the MHOU can be included as a contribution to the covariance matrix which leads
to a shift in the PDFs central values by an amount that is not negligible on the scale
of the PDF uncertainty, moving the NLO result towards the NNLO one. Moreover, we
found that PDF uncertainties increased moderately, because of the improvement of fit
quality caused by the rebalancing of data sets according to their theoretical precision.
Afterwards, I presented my contribution to the phenomenological investigation
of inclusive jet production at the LHC exploiting NNLO QCD corrections. We first
showed that NNLO corrections were crucial in order to ensure compatibility of the jet
observables with the rest of the global data set. Second, we found a full consistency
between the constraints imposed on PDFs, specifically the gluon, by single-inclusive jets
and dijets. Finally, we concluded that the dijet observable has a more marked impact




nNNPDF1.0 – In Chapter 5, I started by introducing the first release of the nuclear
PDF framework, dubbed nNNPDF1.0 that focuses on inferring nuclear PDFs based on
lepton-nucleus neutral-current DIS scattering at both NLO and NNLO accuracy in QCD.
We found an excellent overall agreement with the fitted experimental data, with stable
results with respect to the order of the perturbative QCD calculations. While the quark
distributions were reasonably well constrained for x >∼ 10−2, the nuclear gluon PDFs
were affected by large uncertainties, in particular for heavy nuclei.
From the methodological point of view, the main improvement with respect to
previous NNPDF fits has been the implementation of TensorFlow to perform stochastic
gradient descent. As opposed to other nPDF analyses, the nNNPDF1.0 set was de-
termined with the boundary condition imposed at the minimisation level so that the
baseline proton PDFs (NNPDF3.1) were reproduced both in terms of their central values
and, more importantly, their uncertainties. We concluded that this A = 1 constraint
results in a significant reduction of the nPDF uncertainties, especially for low-A nuclei,
and therefore represents a vital ingredient for any nPDF analysis.
nNNPDF2.0 – In Chapter 6, I introduced the second release nNNPDF2.0 that focused
on complementing the lepton-nucleus neutral-current DIS data by charged-current
ones and gauge boson production in proton-lead collisions. We demonstrated that
a satisfactory description of all the fitted data sets can be achieved, highlighting the
reliability of the QCD factorisation paradigm in the heavy nuclear sector. Our results
demonstrated significant nuclear effects among the quark flavors in nuclei, in particular
a shadowing of the up and down quark distributions in heavy nuclei such as lead.
Nuclear modifications were found also in the strangeness of heavier nuclei, which
displayed a suppression with respect to the free proton across a large region of x.
In addition, we showed that upon releasing the momentum and valence sum rule
constraints, the data prefer integral values that agree with QCD expectations for all
values of A. The nNNPDF2.0 release was recently used in a proton global PDF fits to
estimate the theory uncertainties associated with neutrino scattering data [151,152],
and also in high-energy astroparticle physics processes that involve hard scattering on
nuclei [329,442].
nNNPDF3.0 – In Chapter 7, I presented the results achieved to date as part of the
upcoming release nNNPDF3.0 where on top of the DIS and gauge boson production
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considered in nNNPDF2.0 at NLO, I investigated the inclusion of dijet and Z-boson
production up to NNLO accuracy in QCD. We demonstrated first that the inclusion of
the absolute pp dijet spectra from CMS at 5 TeV is not compatible with the NNPDF3.1
global data set at NLO and get worsened at NNLO. We therefore considered an updated
proton baseline w.r.t nNNPDF2.0 that includes the dijet data set investigated only in
Chapter 4. We found that this new baseline provides a slightly improved prediction of
the pPb/pp spectra ratio from CMS at 5 TeV using nNNPDF2.0.
We then performed a fit with this data set on top of the nNNPDF2.0 global data set
and found a satisfactory global description at NLO. Moreover, we showed the constraint
this data set has on the different nuclear PDF flavours, in particular the gluon of lead
that was mostly affected at intermediate and low-x. Finally, we gauged the impact of
NNLO QCD corrections on both nuclear PDFs and predictions based on the available
calculations, namely for DIS and the CMS dijet and Z-boson productions at 5 TeV. Upon
the inclusion of NNLO QCD corrections, the overall lepton-nucleus DIS description
improved as it was shown in Chapter 5 and the pPb/pp CMS dijet data showed a
slight enhancement in all nuclear PDF flavours across the entire x-range. As for the
CMS Z-boson data, the associated NNLO corrections suffered from a reduced accuracy
in the extreme rapidity bins leading to a deterioration in the description of the data
set. However, in the central rapidity bins, the theory predictions moved closer to the
experimental central values.
Fragmentation functions
MAPFF1.0 – In Chapter 8, I started by introducing the first release of the FF framework,
dubbed MAPFF1.0 that focused on inferring charged pion FFs based on a broad data set
that includes single-inclusive annihilation and semi-inclusive deep-inelastic scattering
data at NLO accuracy in QCD. The description of the global and single data sets
included in the fits are fully satisfactory. We explored different sets of independent FF
combinations and selected the one that implied a minimal set of restrictions in order to
avoid any bias deriving from over-restrictive flavour assumptions. This resulted in a set
of 7 positive-definite independent combinations fitted to data.
Given the dependence of the SIDIS predictions on PDFs, we discussed the effect
on FFs of including the PDF uncertainty as well as that of using different PDF sets.
As expected on the basis of the particular structure of the SIDIS observable being
fitted (multiplicities), we found that the resulting FFs were almost insensitive to the
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treatment of PDFs both in terms of uncertainties and central values. Finally, we justified
our particular choice for the cut on the minimum value of Q, Qcut = 2 GeV, for the
SIDIS data included in the fit. We argued that this particular value guarantees a
reliable applicability of NLO accurate predictions to the SIDIS data set. As a matter of
fact, Qcut = 2 GeV allows us to obtain a satisfactory description of the global and the
COMPASS data set.
Impact of future colliders
In Chapter 9, I presented all my contributions to the impact studies carried out
on proton and nuclear PDFs from future colliders. We demonstrated that even in the
most conservative scenarios, the High Luminosity LHC (HL-LHC) can reduce the proton
PDF uncertainties by at least a factor between 2 and 3 as compared to the PDF4LHC15
baseline. We then extended the study to the Large Hadron electron Collider (LHeC)
where we found that the latter complements the HL-LHC and constrains further the
low and intermediate x regions of the proton PDFs. Afterwards, we studied the impact
on the small-x nuclear gluon PDF from the forward isolated photons production at
the FoCal upgrade of the ALICE detector. We found that the latter projections would
significantly constrain the gluon, particularly in the small-x region. We then analysed
our theory predictions for neutral pion production in proton-lead collisions at RHIC
and LHC center-of-mass energies, which showed a potential constraint on nuclear PDFs
conditional to reliable fragmentation functions.
Finally, we quantified the impact that unpolarised lepton-proton and lepton-nucleus
inclusive DIS cross section measurements at the future Electron-Ion Collider (EIC) will
have on the unpolarised proton (NNPDF3.1) and nuclear PDFs (nNNPDF2.0). We found
that the EIC could reduce the uncertainty of the light quark PDFs of the proton at
large x, and, more significantly, the quark and gluon PDF uncertainties for nuclei in
a wide range of atomic mass A values both at small and large x. We also illustrated
how theoretical predictions obtained with nuclear PDFs constrained by EIC data would
improve the modelling of the interactions of ultra-high energy cosmic neutrinos with
matter. In particular we demonstrated that nuclear PDF uncertainties may no longer




In Chapter 7, I emphasized on the potential of the jet, heavy-flavour mesons and
photon production data to provide unprecedented constraints on the gluon lead PDF
down to values of x ∼ 10−5. I also presented the first results that takes into account
NNLO QCD corrections associated to proton-nucleus processes and their current techni-
cal challenges. Our current short-term aim is to sort out the latter and achieve the first
NNLO global nPDF determination complemented by processes sensitive to the gluon
and based on the Monte Carlo methodology within nNNPDF3.0.
As far as both PDFs and nPDFs are concerned, one might aim to achieve their
simultaneous determination from a universal analysis, thus bypassing the need to
include proton information by means of the proton boundary condition penalty. In the
same spirit of the QCD analyses of proton PDFs and fragmentation functions presented
in Refs. [122, 355], such an integrated fit of proton and nuclear PDFs would ensure
the ultimate theoretical and methodological consistency of the determination of the
nuclear modifications of the free-nucleon quark and gluon structure.
As for FFs, a possible continuation to MAPFF1.0 is a determination of the charged
kaon, proton/antiproton and charged unidentified hadron FFs. In all these cases,
SIA and SIDIS data is available, which would allow the extraction of these sets of
distributions in a very similar manner as done here for pions. In this respect, a
particularly interesting measurement is that of the K−/K+ and p/p ratios recently
presented by COMPASS [447, 448]. These observables are affected by very small
systematic uncertainties and are thus promising to constrain kaon and proton FFs.
Moreover, an accurate determination of the collinear FFs is instrumental for a reliable
determination of transverse-momentum-dependent (TMD) distributions. Specifically,
since the description of pT-dependent SIDIS multiplicities at low values of pT, where
pT is the transverse momentum of the outgoing hadron, can be expressed in terms
of TMD PDFs and TMD FFs that in turn depend on their collinear counterpart. The
HERMES [384] and COMPASS [449] experiments have measured this observable,
which can be used to extract TMD distributions extending, for example, the analysis







A.1. Methodological studies in nNNPDF1.0
In this section, I present some further studies using the nNNPDF1.0 framework that
demonstrate the robustness of our fitting methodology. In particular, in the following
we discuss the stability of our results with respect to variations of the neural network
architecture and the role of the A = 1 boundary condition in constraining the nPDF
uncertainties. For all results presented in this section, we use Nrep = 200 Monte Carlo
replicas.
Stability with respect to the network architecture – As explained in Sect. 5.1.2,
the nNNPDF1.0 fits are based on a single neural network with the 3− 25− 3 architecture
represented in Fig. 5.3. This architecture is characterized by Npar = 178 free parameters,
without counting the preprocessing exponents. We have verified that this choice of
network architecture is redundant given our input dataset, namely that the nNNPDF1.0
results are stable if neurons are either added or removed from the hidden layer of the
network. To illustrate this redundancy, here we compare fit results using the standard
3 − 25 − 3 architecture with that using twice as many neurons in the hidden layer,
3 − 50 − 3. The latter configuration is characterized by Npar = 353 free parameters,
which is enlarged by a factor two compared to the baseline fits.
In Fig. A.1 the nNNPDF1.0 results at the input scale Q0 = 1 GeV for 12C and 208Pb
nuclei are shown with the two different architectures, 3−25−3 (baseline) and 3−50−3.
We find that differences are very small and consistent with statistical fluctuations. Given
that now there are twice as many free parameters as in the baseline settings, this stability
demonstrates that our results are driven by the input experimental data and not by
methodological choices such as the specific network architecture. Furthermore, we
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have also verified that the outcome of the fits is similarly unchanged if a network

































Figure A.1: Dependence of the nNNPDF1.0 results at the input scale Q0 = 1 GeV with respect to
the choice of neural network architecture. We compare the baseline results obtained with a
3− 25− 3 architecture (solid red line and shaded band), with the corresponding ones using a
3− 50− 3 architecture (solid blue line and shaded band) for 12C (top panels) and 208Pb (bottom
panels) nuclei.
The role of the A = 1 boundary condition – Imposing the A = 1 boundary
condition Eq. (5.24) leads to important constraints on both the central values and the
uncertainties of nNNPDF1.0 fit, particularly for low values of the atomic mass number A.
Here we want to quantify this impact by comparing the baseline nNNPDF1.0 results with
those of the corresponding fit where this boundary condition has not been imposed. This
can be achieved by performing the fits with the hyper-parameter λ = 0 in Eq. (5.25).
Note that in this case the behaviour of the fitted at nPDFs for A = 1 is unconstrained,
since only experimental data with A ≥ 2 is included in the fit.
In Fig. A.2, we show a comparison between the nNNPDF1.0 baseline, which imposes
NNPDF3.1 as the A = 1 boundary condition between x = 10−3 and x = 0.7, in addition
to a resulting fit where this boundary condition is not implemented. Moreover, we
display the gluon and the Σ + T8/4 quark combination at Q2 = 2 GeV2 for A = 4, 12,
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and 64. This comparison demonstrates a significant impact on nNNPDF1.0 resulting
from the A = 1 constraint, especially for helium and carbon nuclei where the PDF
uncertainties are increased dramatically if no boundary condition is used. The impact
is more distinct for the gluon, where even for relatively heavy nuclei such as 64Cu the
boundary condition leads to a reduction of the nPDF uncertainties by up to a factor two.
We can thus conclude that imposing consistently the A = 1 limit using a state-of-the-art
proton fit is an essential ingredient of any nPDF analysis.
While the baseline nNNPDF1.0 fits only constrain the A = 1 distribution between
x = 10−3 and x = 0.7, one in principle could extend the coverage of the boundary
condition down to smaller values of x provided a reliable proton PDF baseline is used.
Indeed, it is possible to demonstrate that we can impose the constraint down to much
smaller values of x, e.g. x = 10−5. For this purpose, we perform a fit using instead for
the boundary condition the NNPDF3.0+LHCb NLO sets constructed in Ref. [169,328].
More specifically we use the set based on the N5, N7, and N13 normalised distributions
of D meson production in the forward region at 5, 7, and 13 TeV. The reason is that
these sets exhibit reduced quark and gluon PDF uncertainties down to x ' 10−6, and
therefore are suitable to constrain the small-x nPDF uncertainties.
The comparison between the baseline nNNPDF1.0 fit and its LHCb variant is shown
in Fig. A.2. We now find a further reduction of the nPDF uncertainties at small-x, again
more notably for light nuclei. In this case, the reduction of uncertainties is more distinct
for the quarks, which benefit from the very accurate determination of the proton’s
quark sea at small-x in NNPDF3.0+LHCb. Note that, in turn, the improved nPDF errors
at small-x might lead to increased sensitivity to effects such as shadowing and evidence
for non-linear evolution corrections.
A.2. Preprocessing exponents in nNNPDF2.0
The xαf (1 − x)βf polynomial pre-factors appearing in Eq. (6.3) are included to
increase the efficiency of the parameter optimisation, since they approximate the
general PDF behaviour in the small- and large-x asymptotic limits [327]. Note that the
exponents αf and βf are A-independent, implying that A dependence of the nPDFs will
arise completely from the output of the neural network. As in the case of the nNNPDF1.0
analysis, the values of αf and βf are fitted for each Monte Carlo replica on the same
footing as the weights and thresholds of the neural network.
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Figure A.2: Comparison of the nNNPDF1.0 fits for different choices of the A = 1 boundary
condition (BC). The baseline result, which imposes NNPDF3.1 as boundary condition between
x = 10−3 and x = 0.7 (blue), are shown together with two fit variants, one produced using the
NNPDF3.0+LHCb set as boundary condition down to x = 10−5 (green), and another without
the boundary condition by setting λ = 0 in Eq. (5.25) (red). The central values (solid lines)
and uncertainties (shaded bands) are given for the quark combination Σ + 14T8 (left panels)
and gluon (right panels) at Q2 = 2 GeV2 for A = 4 (top panels), A = 12 (middle panels) and
A = 64 (bottom panels).
The ranges of the preprocessing parameters are determined both by physical con-
siderations and by empirical observations. First of all, the lower limit of the small-x
parameter is set so that each PDF combination satisfies various integrability conditions.
In particular, the non-singlet combinations xV , xV3, xT3, and xT8 must tend to zero
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at small-x, else the valence sum rules and other relations such as the Gottfried sum
rule [451–453] would be ill-defined. Moreover, the singlet combinations xΣ and xg
must be exhibit finite integrable behaviour as x→ 0, otherwise the momentum integral
cannot be computed. Concerning the large-x exponents βf , the lower limits of their
ranges ensure that PDFs vanish in the elastic limit, while the upper limit is determined
largely from general arguments related to sum rule expectations. In general, however,
the upper values of both αf and βf are chosen to be sufficiently large to allow flexibility
in exploring the parameter space while keeping fit efficiency optimal.
Under these considerations, we restrict the parameter values for the pre-processing
factors during the fit to the following intervals,
αΣ ∈ [−1, 5] ([−1, 1]) , βΣ ∈ [1, 10] ([1, 5]) ,
αg ∈ [−1, 5] ([−1, 1]) , βg ∈ [1, 10] ([1, 5]) ,
αV ∈ [0, 5] ([1, 2]) , βV ∈ [1, 10] ([1, 5]) , (A.2.1)
αT8 ∈ [−1, 5] ([−1, 1]) , βT8 ∈ [1, 10] ([1, 5]) ,
αV3 ∈ [0, 5] ([1, 2]) , βV3 ∈ [1, 10] ([1, 5]) ,
αT3 ∈ [−1, 5] ([−1, 1]) , βT3 ∈ [1, 10] ([1, 5]) ,
where the ranges in parentheses are those used to randomly select the initial values
of αf and βf at the start of the minimisation. We do not impose any specific relation
between the small- or large-x exponents of the different quark combinations, so that
each are fitted independently. It is also worth emphasizing here that the neural network
has the ability to compensate for any deviations in the shape of the preprocessing
function, so the dependence on x and A of the nPDFs in the data region will be
dominated by the neural network output. This implies that the preprocessing exponents
will primarily affect the results in the extrapolation regions.
To illustrate the values of the small and large-x preprocessing exponents preferred
by the experimental data, we display in Figs. A.3 and A.4 the probability distributions
associated with the αf and βf exponents, respectively, computed using the Nrep = 1000
replicas of the nNNPDF2.0 analysis. Note how these exponents are restricted to lie in the
interval given by Eq. (A.2.1). For T3 and T8, we can see that despite not imposing the
strict integrability requirement that αf > 0, it is still being satisfied for a large majority
of the replicas, especially for T3. Interestingly, the gluon seems to prefer a valence-like
behaviour at small-x. However, such behaviour is only observed at the parameterisation
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Figure A.3: The probability distribution associated to the fitted small-x preprocessing exponents
αf computed with the Nrep = 1000 replicas of the nNNPDF2.0 NLO set. The ranges for which
these exponents are allowed to vary, Eq. (A.2.1), are indicated by horizontal dashed lines. Note
the difference in the x-axis range values for each column.
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Figure A.4: Same as Fig. A.3 for the fitted large-x preprocessing exponents βf . Note the
difference in the x-axis range values for each column.
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Concerning the behaviour of the large-x exponents βf , we find that they are reason-
ably well constrained for the quark distributions, where the best-fit values are located
in a region close to βf ' 3. The fact that they share similar βf exponents can be
explained by the fact that in the large-x region the quark combinations are dominated
by valence components. Interestingly, a best-fit value of βf ' 3 for the valence quarks
is consistent with the expectations from the QCD counting rules [454], as discussed
in [327]. Furthermore, the best-fit value for βg is also consistent with the QCD counting
rules prediction of βg ' 5, although with significant uncertainties. The fact that βg is
found to vary in a wide range is due to the lack of direct constraints on the large-x
nuclear gluon PDF in the present analysis.
A.3. Cross section positivity constraint
I dedicate this section to discuss the cross section positivity constraint imposed on
both NNPDF3.1 and nNNPDF2.0 as a completion of their respective frameworks Sect. 4.1
for NNPDF3.1 and Sect. 6.1 for nNNPDF2.0.
Positivity observables in NNPDF3.1 – All of the positivity constraints on the observ-
ables listed in Table A.1 are imposed at Q2pos = 5 GeV
2 and for 20 points in x ∈ [10−7, 1].
The structure of the DGLAP evolution ensures positivity at higher scales. More details
are given in Sect. 3.2.3 of Ref. [113].
Positivity observables in nNNPDF2.0 – In Table A.2 we list the F (l) processes used
in the nNNPDF2.0 analysis for which the positivity of physical cross sections is imposed
using Eq. (6.12). For each observable, the LO expressions in terms of the average bound
nucleon PDFs and bound proton distributions are given together with the number of
pseudodata points Ndat and the corresponding kinematic coverage. Note that the LO
expressions in Table A.2 are shown for illustration purposes only, and in our analysis
these observables are computed using the full NLO formalism.
Here we consider two types of positivity observables. The first type are the DIS




2 , and FL. The former three quantities, which contain only
u, d, and s contributions, respectively, are constructed to be positive-definite since there
exists consistent physical theories where the photon couples only to up-, down-, or
strange-type quarks. To further clarify this point, consider such observables from an EFT
perspective. For example, in the Standard Model Effective Field Theory (SMEFT) [455]
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Observable LO expression
F u2 (x,Q
2) ∝ u+(x,Q2) +O(αs)
F d2 (x,Q
2) ∝ d+(x,Q2) +O(αs)
F s2 (x,Q
2) ∝ s+(x,Q2) +O(αs)
FL(x,Q
2) ∝ Cg ⊗ g(x,Q2) + Cq ⊗ q(x,Q2) +O(α2s)
d2σDYuū
dM2dy




∝ d(x1, Q2)d̄(x2, Q2) +O(αs)
d2σDYss̄
dM2dy
∝ s(x1, Q2)s̄(x2, Q2) +O(αs)
dσHgg
dy
∝ g(x1,M2H)g(x2,M2H) +O(α3s) MH = Qpos
Table A.1: The LO expression of the observable used in NNPDF3.1 to impose positivity.










which describes the 4-point interaction of a quark of flavour i with a lepton of type j.
Here, Λ corresponds to the energy scale in which the EFT expansion becomes invalid,
and Γµ represents the general Lorentz structure for the interaction. Since any theory
with a single non-zero coupling aqilj is theoretically consistent [456], any cross sections
computed with it must be positive definite, including the ones that lead to our positivity
observables. Then one can take the Λ→∞ limit, in which case the cross section will
be vanishingly small, yet still remain positive, as we demand in our fit via the positivity
constraint.
While the positivity of the quark structure functions impact the various quark PDFs,
the longitudinal structure function FL largely impacts the nuclear gluon PDF since FL
enters only at NLO and is dominated by the gluon contribution. Together, we evaluate
each of the structure functions on a grid of N = 20 pseudodata points between x = 10−7
and x = 0.9 at Q =
√
5 GeV, which is slightly above the input parameterisation scale
Q0 = 1 GeV to ensure perturbative stability.
The second type of observable for which the cross section positivity is imposed is
the double-differential Drell-Yan cross section. In particular, we enforce the positivity of
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5× 10−7 ≤ x ≤ 0.7
FL(x,Q
2, A) sensitive to xg(x,Q2) (see text) 20
Q2 = 5 GeV
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10−2 ≤ x ≤ 0.9
Table A.2: The processes used to impose the positivity of physical cross-sections by means of
the constraint of Eq. (6.12). For each process we indicate the corresponding LO
expressions, the number of data points Ndat, and the kinematic coverage spanned
by the pseudodata.
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both neutral- and charged-current Drell-Yan cross sections in pA scattering for specific
combinations of quark-antiquark annihilation listed in Table A.2. At leading order, the














where the momentum fractions x1 and x2 are related to the rapidity y and invariant mass
of the final state Q at at leading order by x1,2 = (Q/
√
s) e±y. Here we set Q2 = 5 GeV2
and adjust the rapidity range and center-of-mass energy
√
s so that the LO kinematic
range for x1 and x2 correspond to 10−2 ≤ x1,2 ≤ 0.9.
Note that positivity of Eq. (A.3.3) will affect also the fitted nNNPDF2.0 A = 1 distri-
bution which enters as the free-proton PDF. While most of the positivity observables
coincide with those included in the free-proton baseline from which the A = 1 dis-
tribution is derived, the ud̄, ūd, us̄, and ūs combinations of Table A.2 are new in the
nNNPDF2.0 determination. Consequently, we impose these new observables only for
proton-iron and proton-lead collisions, the two nuclei for which experimental data
from charged-current DIS and Drell-Yan reactions are analysed to study quark flavour
separation.
In the following, we will demonstrate the positivity of cross sections for all relevant
processes in the entire kinematical range. We have verified that, in the absence of these
constraints, the DIS structure functions and the DY cross section will in general not
satisfy positivity.
Assessment of positivity in nNNPDF2.0 – As was discussed previously, we impose
the requirement that the cross sections of arbitrary physical processes are positive-
definite quantities. This constraint is implemented by means of an additive penalty
term in the figure of merit, Eq. (6.12). Moreover, the penalty is constructed from the
pseudodata summarized in Table 5.1, which corresponds to lepton-nuclear scattering
structure functions and Drell-Yan cross sections in proton-nucleus collisions. Recall that
the kinematics of the positivity pseudodata were chosen to cover those of the actual
data used in the fit, see Fig. 5.1.
Here we want to demonstrate that the nNNPDF2.0 determination indeed satisfies
these various positivity constraints. In Fig. A.5 we display a representative selection of
the positivity observables imposed in nNNPDF2.0. In particular, we show the DIS struc-
ture functions F s2 (x,Q
2) and FL(x,Q2), as well as the Drell-Yan rapidity distributions
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σDYuū (y) and σ
DY
ūd (y), where the bands indicates the 90% confidence level uncertainty
interval. We use a scale of Q2 = 5 GeV2, which corresponds to the same scale in which
Eq. (6.12) is imposed. Furthermore, we provide the positivity predictions for both iron
and lead nuclei. Note that since the Drell-Yan cross sections are not normalised by
the value of A, the absolute magnitude of the two nuclei are different. Of course, the
overall normalization is not relevant for the implementation of the positivity constraint.
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Figure A.5: A representative selection of the positivity observables used in nNNPDF2.0. From
top to bottom and from left to right, we show the DIS structure functions F s2 and FL and the
Drell-Yan rapidity distributions σDYuū and σ
DY
ūd . The bands indicate the 90% confidence level
interval.
The selection of positivity observables in Fig. A.5 is representative since it contains
one of the quark structure functions (F s2 ) constraining a q
+ combination, FL that is
sensitive to the gluon positivity, and a diagonal and off-diagonal DY cross section which
are relevant for different aspects of quark flavour separation (confer also the expressions
in Sect. 2.4.1). Here the Drell-Yan cross sections are represented as a function of x2,
which corresponds to the momentum fraction of the nuclear projectile obtained using
the LO kinematics defined in Sect. 2.4.1). While the positivity constraint was only
implemented for x2 >∼ 10−2 with a per-nucleon center-of-mass energy of
√
s = 23.5
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GeV, we illustrate instead the positivity for a choice of kinematics that allow a reach
to x2 ∼ 10−3, with a per-nucleon center-of-mass energy of
√
s = 74.5 GeV. As can be
seen from Fig. A.5, the nNNPDF2.0 determination satisfies the positivity of physical
cross sections in the entire kinematic range. Here the nPDF uncertainty bands become
larger near the kinematic endpoints (x = 1 for DIS and x2 ' 10−3 for Drell-Yan),
since these correspond to regions of the phase space where experimental constraints
are scarce. Recall that by virtue of DGLAP evolution properties, these results ensure
the cross sections involving higher momentum transfers, Q2 > 5 GeV2, will also be
positive provided one maintains the initial coverage in x2. Therefore, we conclude
that while we have not explicitly imposed the positivity at the level of the nuclear
PDFs, physical observables constructed from nNNPDF2.0 are guaranteed to satisfy the
positivity requirement.
A.4. Comparison between nNNPDF2.0 and nNNPDF1.0
In this section we study the differences between the nNNPDF1.0 and nNNPDF2.0
determinations by tracing back the impact of the various improvements in the latter
with a series of comparisons. The goal of this exercise is to assess which of these
differences can be identified with specific methodological improvements, such as the
cross-section positivity constraint, and which ones are related to the impact of the new
experimental information, either the DIS charged current structure functions or the
LHC gauge boson production measurements.
The starting point for this study will be a fit denoted nNNPDF1.0r, which has been
obtained with the code used to produce nNNPDF2.0 but using the same theory, method-
ology settings, and input dataset as in the nNNPDF1.0 analysis. The only differences
at this level are related to optimisations and improvements implemented in the code
to speed up its performance. We have verified that nNNPDF1.0 and nNNPDF1.0r are
statistically indistinguishable, thus we can safely adopt the latter as baseline for the
comparisons in what follows.
We have then produced several variants of this nNNPDF1.0r baseline, each time
adding one extra feature or dataset. The first of these two variants is a fit where the
proton boundary condition has been updated to the no-nuclear NNPDF3.1 fit shown
in Fig. 6.4. The second is a fit where, in addition to the updated boundary condition,
the positivity of cross-sections has been imposed following the procedure described in
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App. A.3. We display in Fig. A.6 the comparison between nNNPDF1.0r and these two fit
variants. Since the isoscalar neutral-current DIS structure functions used in nNNPDF1.0
are primarily sensitive to the specific quark combination Σ + T8/4, we plot this together
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Figure A.6: Comparison between the nNNPDF1.0r baseline and two fit variants based on the
same input dataset, one where the proton boundary condition has been updated and another
where in addition the positivity of physical cross-sections has been imposed. We show the
Σ + T8/4 quark combination (left) and gluon (right) at Q2 = 10 GeV2 for three values of A.
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First, one can see from Fig. A.6 that the impact of the new proton boundary condition
in the nuclear fit is generally moderate concerning the size of the uncertainty band.
There are some differences at the central value level for the small-x quarks and for
the nuclear gluon PDF of lead, but in both cases the shifts are much smaller than the
associated uncertainties. This does not imply that using the updated proton boundary
condition is irrelevant for nNNPDF2.0, but rather that this choice is not particularly
impactful for the specific PDF combinations that can be constrained by the nNNPDF1.0
dataset. As shown in Fig. 6.4, the differences between the two variants of the proton
boundary conditions are more distinguished for the total strangeness compared to the
other quark flavours.
On the other hand, imposing the positivity of the cross-sections leads to more
important differences. This is not completely unexpected, since it is well known that in
general a model-independent (n)PDF analysis will lead to some cross-sections being
negative unless their positivity is explicitly imposed. In our case, one finds that there is
not much difference in the quarks, but there are clear changes for the nuclear gluons
in iron and lead, especially in the latter. Here we see that imposing the positivity of
cross-sections leads to a significant reduction of the nPDF uncertainty band, which in
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Figure A.7: The longitudinal structure function FL(x,Q2) at the positivity scale Q2 = 5
GeV. We compare the predictions of the nNNPDF1.0r(newBC) fits with and without the cross-
section positivity constraint imposed. We show the extrapolation (left) and the data (right)
regions, in the former case displaying also the predictions from the individual replicas in the
nNNPDF1.0r(newBC) fit that do not satisfy the positivity constraints.
To illustrate the impact of the cross-section positivity constraint, we display in
Fig. A.7 the longitudinal structure function FL(x,Q2) at the positivity scale Q2 = 5
GeV. We compare the predictions of the nNNPDF1.0r fits including the updated proton
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boundary condition with and without the cross-section positivity constraint imposed
in both the extrapolation and the data regions. In the left panel, we display also the
predictions from the individual replicas of the nNNPDF1.0r(newBC) fit that do not
satisfy the cross-section positivity constraints. Indeed, one can observe that many FL
replicas become negative in some region of x unless this constraint is explicitly imposed,
and that removing them leads to a significant reduction of the nPDF uncertainties,
particularly in the small-x region. Interestingly, at medium-x it is largely the upper
(rather than the lower) 90% CL limit which is reduced by the positivity constraint: this
can be explained by the fact that the very negative FL replicas at small-x were actually
higher than the median value at medium-x in order to satisfy the momentum sum rule.
Concerning the impact of the new datasets, a direct comparison of the nNNPDF1.0r-
like fits with those including CC DIS and LHC data is not possible since as discussed in
Sect. 6.1.2 the input parameterisation basis and the flavour assumptions are different.
However, we are still able to assess the relative contribution of the CC structure
functions and the LHC gauge boson cross-sections in determining the nNNPDF2.0 results.
In Fig. A.8 we display the nuclear modification ratios for the nPDFs in lead, as was
shown in Fig. 6.14, but now comparing the nNNPDF2.0 baseline results with those of
a fit that is restricted to DIS structure functions, including charged-current scattering,
and that uses identical theoretical and methodological settings.
One of the most remarkable features of this comparison is the sizeable impact that
LHC measurements have in reducing the uncertainties of the nuclear PDFs. This effect
is particularly significant for the gluon and for all quark flavours at x <∼ 0.1. On one
hand, the LHC data clearly reveals the presence of nuclear shadowing at small-x for
both the valence and sea quarks, something which is not accessible in a DIS-only fit.
This result is consistent with the nuclear modification ratios for the LHC Drell-Yan
distributions reported e.g. in Fig. 6.7. On the other hand, the impact of the LHC data on
the central values and uncertainties of nNNPDF2.0 at x >∼ 0.1 is less prominent, although
in that region one also observes a reduction of the uncertainties. The fact that Rū  1
and Rd̄  1 for lead nuclei at large-x is already present at the level of DIS-only fits
implies that this trend is favoured by the CHORUS and NuTeV charged-current structure
functions.
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Figure A.8: Same as Fig. 6.14 now comparing the nNNPDF2.0 baseline results with those of a




The nNNPDF1.0 NLO and NNLO sets for different values of A, are available via the
LHAPDF library [407], and have also been linked to the NNPDF website:
http://nnpdf.mi.infn.it/for-users/nuclear-pdf-sets/
These LHAPDF grid files contains Nrep = 250 replicas each, which are fully correlated
between different values of A as discussed in Sect. 5.2.
Moreover, due to the lack of a complete quark flavour separation, additional as-
sumptions might be required when the nNNPDF1.0 sets are used, in particular for
phenomenological applications in heavy-ion collisions. To comply with the LHAPDF
format, we have assumed that u = d and that ū = d̄ = s̄ = s, namely a symmetric
quark sea. With this convention, the only meaningfully constrained quark combinations
can be reconstructed using the flavour basis PDFs by means of Σ = 2u + 4 ū and
T8 = 2(u− ū).
nNNPDF2.0 nPDF sets
The nNNPDF2.0 determination is available in the LHAPDF6 library [407] for all rele-
vant nuclei from A = 1 to A = 208. The nNNPDF2.0 sets are available both for the nPDFs
of bound protons, f (p/A)(x,Q2), and those of bound nucleons, f (N/A)(x,Q2), following
the conventions in Chapter. 5. Each of these sets is composed by Nrep = 250 correlated
replicas, see Sect. 5 of [41] for their usage prescriptions. The naming convention used
for the sets is the following:
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Supplementary sets such as:
nNNPDF20_nlo_as_0118_O16 nNNPDF20_nlo_as_0118_p_A16_Z8
nNNPDF20_nlo_as_0118_W184 nNNPDF20_nlo_as_0118_p_A184_Z74
and additional variants of the nNNPDF2.0 NLO fit present in this work, such as the fits
without the momentum and valence sum rules and a Nrep = 1000 replica set for lead,
are available on the NNPDF collaboration website:
http://nnpdf.mi.infn.it/for-users/nnnpdf2-0/
MAPFF1.0 FF sets and code
The entirety of the results presented in Chapter 8 have been obtained using the
public code available from:
https://github.com/MapCollaboration/MontBlanc.
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On this website it is possible to find some documentation concerning the code usage as
well as the FF sets in the LHAPDF format. We provide three sets of FFs with Nrep = 200
replicas each and of their average for the positively and negatively charged pions and
for their sum. These are correspondingly called MAPFF10NLOPIp, MAPFF10NLOPIm, and
MAPFF10NLOPIsum and are made available via the LHAPDF interface [407] at:
https://lhapdf.hepforge.org/.
High-Luminosity LHC and Large Hadron electron collider
The results of Sect. 9.1.1 and 9.1.2 are made publicly available in the LHAPDF6
format [407] by means of Zenodo data repository:
https://zenodo.org/record/3250580





where the first set corresponds to the profiling of PDF4LHC15 using the entire LHeC
dataset listed in Table 9.3, and the other three correspond to the simultaneous profiling
with both the LHeC and HL–LHC pseudo–data, for the three different projections of the
experimental systematic errors. In addition, in the same repository one can also find
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[361] CMS Collaboration, A. M. Sirunyan et al., Constraining gluon distributions in
nuclei using dijets in proton-proton and proton-lead collisions at √s
NN
= 5.02 TeV,
Phys. Rev. Lett. 121 (2018), no. 6 062002, [arXiv:1805.04736].
[362] ALICE Collaboration, S. Acharya et al., Z-boson production in p-Pb collisions at
√
sNN = 8.16 TeV and Pb-Pb collisions at
√
sNN = 5.02 TeV, JHEP 09 (2020) 076,
[arXiv:2005.11126].
[363] LHCb Collaboration, R. Aaij et al., Prompt and nonprompt J/ψ production and
nuclear modification in pPb collisions at
√
sNN = 8.16 TeV, Phys. Lett. B 774
(2017) 159–178, [arXiv:1706.07122].
[364] ATLAS Collaboration, M. Aaboud et al., Measurement of quarkonium production
in proton–lead and proton–proton collisions at 5.02 TeV with the ATLAS detector,
Eur. Phys. J. C 78 (2018), no. 3 171, [arXiv:1709.03089].
[365] ALICE Collaboration, J. Adam et al., D-meson production in p-Pb collisions at
√
sNN =5.02 TeV and in pp collisions at
√
s =7 TeV, Phys. Rev. C 94 (2016), no. 5
054908, [arXiv:1605.07569].
[366] CLAS Collaboration, B. Schmookler et al., Modified structure of protons and
BIBLIOGRAPHY 297
neutrons in correlated pairs, Nature 566 (2019), no. 7744 354–358,
[arXiv:2004.12065].
[367] M. Grazzini, S. Kallweit, and M. Wiesemann, Fully differential NNLO
computations with MATRIX, Eur. Phys. J. C 78 (2018), no. 7 537,
[arXiv:1711.06631].
[368] D. de Florian, R. Sassot, M. Epele, R. J. HernÃąndez-Pinto, and M. Stratmann,
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