Determinación de H-matrices by Bru García, Rafael et al.
XX Congreso de Ecuaciones Diferenciales y Aplicaciones
X Congreso de Matema´tica Aplicada
Sevilla, 24-28 septiembre 2007
(pp. 1–8)
Determinacio´n de H-matrices
R. Bru, C. Corral, I. Gimenez, J. Mas
Institut de Matema`tica Multidisciplinar, Universitat Polite`cnica de Vale`ncia, E-46021 Vale`ncia.
E-mails: {rbru,ccorral,igimenez,jmasm}@imm.upv.es.
Palabras clave: H-matrices, Dominancia diagonal, Radio espectral, Vector de Perron, Matriz de
Jacobi, Matriz de comparacio´n, Singularidad, Reducibilidad
Resumen
Cuando la matriz de comparacio´n de una matriz A, M(A), es M -matriz, se dice
que A es H-matriz. Este tipo de matrices aparece, por ejemplo, en la discretizacio´n
por elementos finitos de ciertas ecuaciones parabo´licas no lineales. Adema´s, esta carac-
ter´ıstica garantiza la existencia de precondicionadores para la resolucio´n de sistemas
lineales por me´todos iterativos de tipo Krylov. Aunque son muchas las caracterizacio-
nes de H-matriz que provienen de las de M -matriz invertible, una H-matriz invertible
puede tener una matriz de comparacio´n singular. En este trabajo utilizamos una carac-
terizacio´n de H-matriz con elementos diagonales no nulos, tanto siM(A) es invertible
como singular, basada en que ρ ≤ 1, siendo ρ el radio espectral de la matriz de Jacobi
de M(A). Proponemos entonces algoritmos para acotar el valor de ρ y concluir si la
matriz A es H-matriz o no. Se proponen algoritmos para aproximar el valor de ρ y el
vector de Perron asociado y se demuestra su convergencia para matrices irreducibles.
1. Introduccio´n
Las H-matrices tienen intere´s en la resolucio´n de sistemas de ecuaciones lineales por
me´todos iterativos. Recordemos que las H-matrices se definen como aquellas cuya matriz
de comparacio´n
M(A) =
{ − |aij | i 6= j
|aii|
es M -matriz. Si al definir M -matriz se considera solo el caso invertible, las H-matrices se
pueden caracterizar ([2, 10]) como matrices GSDD, matrices estrictamente diagonalmente
dominantes en sentido generalizado, es decir, cuando existe una matriz diagonal D =
1
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diag(di) no negativa (o equivalentemente un vector positivo d = (di)) de forma que el




|aijdj | i = 1, 2, . . . , n (1)
Este tipo de H-matrices es denominado de “tipo invertible” en [3]. Son H-matrices inver-
tibles con todos sus elementos diagonales no nulos. Adema´s, el radio espectral, ρ, de la
matriz de Jacobi de su matriz de comparacio´n es estrictamente menor que la unidad. Es
decir, se tienen las siguientes equivalencias: A es una H-matriz de tipo invertible si, y solo
si, A es GSDD si, y solo si, ρ < 1.
No obstante, tambie´n es frecuentemente utilizada la siguiente definicio´n de M -matriz
que extiende el concepto al caso singular:
Definicion 1. A es M -matriz si admite una particio´n A = sI−B donde B es una matriz
no negativa y s ≤ ρ(B), siendo ρ(B) el radio espectral de B.
En la definicio´n anterior, la desigualdad estricta, s < ρ(B), corresponde a la definicio´n
de M -matriz invertible, y la igualdad, s = ρ(B), a la de M -matriz singular ([2, 10]).
La caracterizacio´n de H-matriz, en este caso, es ma´s restrictiva y es ma´s dif´ıcil encon-
trar propiedades que incluyan el caso invertible y singular conjuntamente. Es importante








A este respecto, en [3] probamos que hay dos tipos ma´s de H-matrices: si Ω(A) es el
conjunto de matrices equimodulares con A, es decir,
Ω(A) = {B ∈ Cn×n : M(B) =M(A)} (2)
las H-matrices de “tipo singular” son aquellas en las que Ω(A) contiene solo matrices
singulares y las H-matrices de “tipo mixto” aquellas para las que Ω(A) contiene al menos
una matriz singular (M(A)) y al menos una invertible, como en el ejemplo 1. En [3]
demostramos adema´s que la clase de H-matrices de tipo singular se caracteriza por tener
algu´n elemento diagonal nulo, y todas ellas son matrices reducibles.
En definitiva, dada una matriz A, para poder determinar si es H-matriz o no, tenemos
lo siguiente:
1. Si algu´n elemento diagonal es nulo, o no es H-matriz (cuando A es invertible) o lo es
de tipo singular (ella y todas las matrices equimodulares son singulares). Este tipo
de H-matrices es de escaso intere´s.
2. Si todos sus elementos diagonales son no nulos, calculando la matriz de Jacobi de
su matriz de comparacio´n, J = J(M(A)), y su radio espectral, ρ = ρ(J), se tiene lo
siguiente:
a) si ρ < 1, A es una H-matriz (invertible) de tipo invertible
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b) si ρ > 1, A no es H-matriz
c) si ρ = 1, A es una H-matriz (invertible o singular) de tipo mixto: su matriz de
comparacio´n es M -matriz singular, pero alguna matriz en Ω(A) es invertible.
Una u´ltima referencia importante sobre la caracterizacio´n de H-matrices que tambie´n
se incluye en [3] es sobre la dominancia diagonal. As´ı como ya hemos mencionado que las
H-matrices de tipo invertible esta´n caracterizadas por ser matrices GSDD, el resto de H-
matrices no guarda una clara relacio´n con la dominancia diagonal en sentido generalizado
no estricto. Es decir, si definimos esta propiedad como sigue:
Definicion 2. Se dice que A es diagonalmente dominante en sentido generalizado, GDD,
si existe una matriz diagonal D = diag(di) no negativa (o equivalentemente un vector





|aijdj | i = 1, 2, . . . , n (3)
Entonces se obtienen los siguientes resultados:
1. Si A es GDD, entonces A es H-matriz (de cualquiera de los tres tipos).
2. Si A es irreducible, A es H-matriz si, y solo si, A es GDD.
Y no se pueden refinar ma´s las condiciones (salvo incluir otro tipo de condiciones adicio-
nales) como muestran los siguientes ejemplos:
Ejemplo 2. A2 =
 2 2 0−2 2 0
0 0 1
 es invertible, GDD, reducible y H-matriz de tipo mixto.
Una de las filas es estrictamente diagonal dominante.
Ejemplo 3. A3 =
 2 2 1−2 2 0
0 0 1
 es invertible, reducible y H-matriz de tipo mixto, pero no
es GDD.





es H-matriz de tipo singular (singular y reducible), y es GDD,
siendo una de las filas estrictamente diagonal dominante.
Estos ejemplos ponen de manifiesto que, aunque GDD es una condicio´n suficiente para
ser H-matriz, no es necesaria (matrices A1 y A3); exigir que alguna fila sea estrictamente
diagonal dominante no determina ni la clase a la que pertenece ni la invertibilidad de
la matriz (matrices A2 y A4). Por u´ltimo, la cla´sica definicio´n de matriz “irreducible-
mente diagonal dominante”, esto es, irreducible, GDD y con alguna desigualdad estricta,
tampoco tiene intere´s para la determinacio´n de H-matrices puesto que, con las dos prime-
ras condiciones ya se obtiene que la matriz es H-matriz aunque ninguna desigualdad sea
estricta.
En definitiva, para determinar si una matriz invertible es H-matriz o no, utilizaremos
el radio espectral de la matriz de Jacobi de su matriz de comparacio´n. Con este me´todo
determinamos a su vez la clase en la que se encuentra y la invertibilidad o no de su
matriz de comparacio´n. No se podra´ concluir que la H-matriz es GDD, salvo que se pueda
determinar su irreducibilidad.
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2. Algoritmos para la determinacio´n de H-matrices
En los trabajos de Li y otros ([7, 8]) y en [6, 9], se proponen diversos algoritmos para
la determinacio´n de H-matrices basados en la caracterizacio´n de e´stas por GSDD. No obs-
tante, como ya se mostro´ en [4, 5] y posteriormente se muestra en [1], todos ellos pueden
fallar por estancamientos, por overflow, y fa´cilmente son improductivos con matrices redu-
cibles y pro´ximas a la singularidad. En el trabajo de Alanelli y Hadjidimos [1] se propone
un algoritmo y se prueba su convergencia para matrices irreducibles de tipo invertible. En
[4] y [5] se proponen algoritmos de parecidas caracter´ısticas al anterior pero con un valor a
elegir o calcular automa´ticamente, el para´metro . En [5] se hace un estudio experimental
sobre el valor del para´metro que obtiene mejores resultados, siendo el valor o´ptimo del
orden de 0,1.
Como ya hemos indicado anteriormente, cuando la matriz A tiene algu´n elemento
diagonal nulo, e´sta no puede ser H-matriz invertible, por tanto, a partir de aqu´ı conside-
raremos so´lo matrices tales que
aii 6= 0 i = 1, 2, . . . , n
El algoritmo para la determinacio´n de H-matrices que proponemos es el siguiente:
Algoritmo 1 (Algoritmo para determinar si la matriz A es H-matriz).
Para´metros variables: MAXIT (ma´ximo nu´mero de iteraciones) y ε ≥ 0.
1. Calcular: DA = diag(A), B = |DAA| − I, iter = 0
2. Calcular: Si =
∑
j 6=i bij, MAX = ma´xi Si, MIN = mı´ni Si
Si MAX ≤ 1, A es H-matriz.
Si MIN ≥ 1, A no es una H-matriz.
3. Repetir mientras iter < MAXIT :
Calcular: iter = iter + 1, D = diag(Si + ε), B = D−1BD,
Si =
∑
j 6=i bij, MAX = ma´xi Si, MIN = mı´ni Si
a) Si MAX ≤ 1, A es H-matriz. FIN del proceso.
b) Si MIN ≥ 1, A no es una H-matriz. FIN del proceso.
No´tese que, eligiendo  = 1 en el algoritmo 1, se obtiene el algoritmo AH de [1] salvo
sutiles diferencias.
En el algoritmo 1 se calcula la suma por filas de matrices similares a la matriz de
Jacobi J y se detiene el proceso cuando se obtiene que, o bien (paso 3a) ρ(J) ≤ 1 y A es
H-matriz, o bien (paso 3b) ρ(J) > 1 y A es no H-matriz. (En el teorema 1 y comentarios
posteriores se establecen las condiciones para la convergencia del algoritmo.) No obstante,
si modificamos los pasos 3a y 3b del algoritmo 1, podemos aproximar el radio espectral
de la matriz de Jacobi, ρ = ρ(J), como indicamos a continuacio´n:
Algoritmo 2 (Algoritmo para calcular ρ = ρ(J(M(A))) y su vector propio v).
Para´metros variables: MAXIT (ma´ximo nu´mero de iteraciones), ε ≥ 0 y TOL (pre-
cisio´n para aproximar ρ).
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1. Calcular: DA = diag(A), B = |DAA| − I, Si =
∑
j 6=i bij, iter = 0,
MAX = ma´xi Si, MIN = mı´ni Si, v = (vi), vi = 1 ∀i.
Si MAX −MIN < TOL, ρ ≈ MAX+MIN2 y v es un vector propio asociado a
ρ. FIN del proceso.
2. Repetir mientras iter < MAXIT :
Calcular:: iter = iter + 1, D = diag(Si + ε), B = D−1BD,
Si =
∑
j 6=i bij, MAX = ma´xi Si, MIN = mı´ni Si, vi = vi · di.
Si MAX − MIN < TOL, ρ ≈ MAX+MIN2 y v = (vi) es un vector propio
asociado a ρ. FIN del proceso.
La convergencia de los algoritmos 1 y 2 para matrices irreducibles invertibles se de-
muestra a continuacio´n:
Teorema 1 (Convergencia de los algoritmos). Sea A ∈ Cn×n una matriz irreducible con
todos sus elementos diagonales no nulos y tal que su matriz de comparacio´n es invertible.
Entonces, con la notacio´n de los algoritmos 1 y 2, la sucesio´n Si de la suma de la fila i
de la matriz B, similar a la matriz de Jacobi de la matriz de comparacio´n de A, converge
a ρ(J(M(A))) para cada i = 1, 2, . . . n. En consecuencia, para cualesquiera valores de
ε > 0 y TOL > 0, tomando MAXIT suficientemente grande, los algoritmos 1 y 2 llegan
a te´rmino y sus resultados son correctos.
Demostracio´n. Como aii 6= 0 para i = 1, 2, . . . , n, podemos calcular la matriz de Jacobi de
la matriz de comparacio´n de A, J =
∣∣diag(A)−1A∣∣−I ≥ 0. Dado  > 0 definimos la matriz
no negativa C = J + I. Como A es irreducible, la matriz C es irreducible pero tambie´n
es primitiva pues tiene algu´n elemento diagonal no nulo (todos). Con estas condiciones,
podemos aplicar el me´todo de la potencia a la matriz C comenzando con el vector v(0) = e
el vector cuyas componentes son unos, es decir, calculando la sucesio´n de vectores
v(k) = Cv(k−1) = Ckv(0)
Por ser C irreducible y primitiva, si {λi}ni=1 son sus valores propios, se tiene que
λ1 > |λ2| ≥ |λ3| ≥ · · · ≥ |λn|
siendo entonces λ1 el radio espectral de C, ρ(C). Estas condiciones, junto con el hecho de
que v(0) es un vector positivo, garantizan la convergencia del me´todo de la potencia (ver,









= λ1 = ρ(C) i = 1, 2, . . . , n
Por otra parte, utilizando la notacio´n del algoritmo pero incluyendo el super´ındice (k) para
denotar la k-e´sima iteracio´n, tenemos que B(0) = J y B(k) = D(k)
−1
B(k−1)D(k), siendo
















j + ) · · · (S(k−1)j + )
(S(0)i + )(S
(1)
i + ) · · · (S(k−1)i + )
(4)
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para i = 1, 2, . . . , n.
Se tiene entonces que








 = (S(0)i + )





















i +  i = 1, 2, . . . , n





i = ρ(J) i = 1, 2, . . . n (6)
Queda entonces probada la parte principal del teorema.
Respecto a la convergencia de los algoritmos, tenemos lo siguiente. Al tener el mismo
l´ımite las sumas de cada fila, el criterio de parada del algoritmo 2, MAX−MIN < TOL,
se alcanzara´ para alguna iteracio´n y MAX+MIN2 es una aproximacio´n de ρ(J) con un
error (absoluto) menor que TOL. Adema´s, el vector v que se calcula en cada iteracio´n
del algoritmo 2 es una aproximacio´n del vector propio de J asociado al valor propio ρ(J)
(que, con las condiciones impuestas a la matriz A, sera´ el vector de Perron de J) por lo
siguiente. Llevando al l´ımite las matrices del proceso, se obtiene una matriz B = D−1JD,
donde D es la matriz diagonal resultante de multiplicar las sucesivas matrices diagonales
diag(Si+), tal que la suma de todas sus filas es ρ, es decir, Be = ρe. Entonces, si v = De,
que coincide con el l´ımite del vector v que se calcula en cada iteracio´n del algoritmo, se
tiene que:
Be = D−1JDe = D−1Jv = ρe
y, multiplicando por D, obtenemos Jv = ρDe = ρv, luego v = De es el vector propio
anunciado.
El criterio de parada del algoritmo 1 tambie´n se alcanzara´ ya que, por ser M(A) una
matriz invertible, ρ(J) 6= 1, por lo que, a partir de cierta iteracio´n, o bien Si < 1 para
todo i y se detiene en el paso 3a o bien Si > 1 para todo i y se detiene en el paso 3b. La
determinacio´n de H-matrices queda entonces garantizada.
Nota 1: En los pasos 3a y 3b del algoritmo 1 se ponen desigualdades no estrictas, es
decir, se admite MAX = 1 o MIN = 1, por lo siguiente. En primer lugar, si en alguna
iteracio´n se obtiene por azar que MAX = MIN , se ha obtenido el l´ımite del proceso; esto
significa que ρ(J) = MAX = MIN y el algoritmo 1 se detendra´ necesariamente en alguno
de los dos pasos con la observacio´n adicional de que, si MAX = MIN = 1, se detendra´ en
el primero, concluyendo que A es H-matriz (de tipo mixto), resultado correcto puesto que
ρ(J) = 1. Esto significa que el algoritmo 1 puede determinar H-matrices aunque no se
verifique la condicio´n de invertibilidad de la matriz M(A).
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En segundo lugar, cuando no se obtiene la igualdad en la suma de las filas, es conocido
que, al ser J una matriz no negativa e irreducible,
mı´nSi ≤ ρ(J) ≤ ma´xSi (7)
siendo ambas desigualdades estrictas o las tres cantidades ide´nticas. Al no ser iguales, si
mı´nSi = 1 y ma´xSi > 1, se tiene que ρ(J) > 1 y A no es H-matriz; y si ma´xSi = 1 y
mı´nSi < 1, ρ(J) < 1 y A es H-matriz.
Nota 2: Respecto a las concidiones impuestas a la matriz A para la convergencia del
algoritmo, es importante tener en cuenta lo siguiente. Que los elementos diagonales sean no
nulos es directamente comprobable y, si no se verifica, ya hemos comentado que la matriz
no es H-matriz o lo es del tipo singular. Sobre la singularidad de M(A) ya hemos hecho
alguna observacio´n en el apartado anterior. Por u´ltimo, si A es reducible, el algoritmo
1 puede proporcionar un resultado y este sera´ correcto puesto que la desigualdad (7) es
va´lida para toda matriz no negativa. Esta posibilidad es frecuente; por ejemplo cuando los
bloques irreducibles diagonales de su forma cano´nica son del mismo tipo, es decir, todos
ellos son H-matrices o no lo es ninguno.
Respecto a la comparacio´n entre el Algoritmo AH de [1] y el Algoritmo 1, es decir, si
otras elecciones distintas de  = 1 producen mejores o peores resultados, debemos decir que,
usando las matrices particulares definidas en [1], al ser matrices de pequen˜a dimensio´n, la
diferencia en el nu´mero de iteraciones, si la hay, es pequen˜a, habiendo casos en que el valor
o´ptimo es  = 1 (Ejemplo 7 de [1]) y casos en los que se obtienen mejores resultados con
un valor diferente (Ejemplo 6 de [1], con  = 0,5). Una extensa comparacio´n de resultados
con matrices de mayor dimensio´n y distintos valores y fo´rmulas de ca´lculo del para´metro
se puede ver en [5] donde se concluye que, en general, se obtiene la determinacio´n con un
menor nu´mero de iteraciones tomando  ≈ 0,1.
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