including CS, image formation (beamforming), and quantitative ultrasound.
The first three papers in this Special Issue focus on applications of CS.
Lui et al. establish a linear model that links the compressed data acquired by a convex array emitting diverging waves to the full synthetic transmit aperture (STA) data. By inverting this model based on sparse regularization in the wavelet domain, the authors show that the full STA data set, further used as an input to a classical beamforming method, can be accurately recovered from a largely reduced number of firings.
Schretter et al. propose a new method aiming at attenuating the bottleneck of transmitting the raw RF channel data acquired with 2-D probes to the scanner for digital beamforming. The contribution of this paper is twofold: designing a point spread function-based dictionary promoting the sparsity of ultrasound images and a pseudorandom RF channel data subsampling scheme aimed at decreasing the amount of data transferred to the beamformer.
Kim et al. introduce CS for quantitative acoustic microscopy (QAM). The data acquisition in QAM is currently performed by a complete 2-D raster scan of the biological sample with a high-frequency spherically focused single-element transducer. This paper suggests a method for decreasing the acquisition time, currently too long leading to stability issues due to the difficulty of maintaining the sample in stable conditions. The second application addressed by this Special Issue is ultrasound image formation. Here again, sparsity is shown to play an important role in improving the quality of ultrasound images. In particular, sparsity-based alternative approaches to classical delay and sum or minimum variance beamformers are introduced.
Besson et al. and Ozkan et al. formulate the beamforming as an inverse problem, through a linear model relating the beamformed image to the raw channel data. The proposed models are derived from the geometry of the acquisition and the nature of the emitted ultrasound waves. Besson et al. propose a matrix-free computational efficient formulation for the measurement model and its adjoint, which ensures the tractability of the inversion problem through numerical optimization. Ozkan et al. introduce a sparse regularization in the envelope domain in order to stabilize the beamformed solution.
Nair et al. propose a short-lag spatial coherence beamforming method robust to outliers, i.e., to pixels with coherent values significantly different from their neighbors and from their values at other lags. In this paper, the outliers are assumed 0885-3010 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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to be sparse. This hypothesis is explicitly integrated into the image formation process through robust principal component analysis. Finally, Coila and Lavarello introduce a method of estimating attenuation coefficient slope (ACS) maps from ultrasound images, which represents an important challenge in tissue characterization applications. The proposed approach builds on the spectral log difference technique, but integrates total variation regularizations on ACS and backscatter coefficient maps.
The papers above demonstrate some of the advantages in both system parameters and tradeoffs and image quality that can be obtained by relying on the methods of sparsity and CS. We hope that this Special Issue will generate further interest into these powerful techniques which we believe can have a major impact on ultrasound system design in the years ahead.
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