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NONLINEAR EQUATIONS AND
WEIGHTED NORM INEQUALITIES
N. J. Kalton and I. E. Verbitsky
Abstract. We study connections between the problem of the existence of positive
solutions for certain nonlinear equations and weighted norm inequalities. In partic-
ular, we obtain explicit criteria for the solvability of the Dirichlet problem
−∆u = v uq + w, u ≥ 0 on Ω,
u = 0 on ∂Ω,
on a regular domain Ω in Rn in the “superlinear case” q > 1. The coefficients v, w
are arbitrary positive measurable functions (or measures) on Ω. We also consider
more general nonlinear differential and integral equations, and study the spaces of
coefficients and solutions naturally associated with these problems, as well as the
corresponding capacities.
Our characterizations of the existence of positive solutions take into account the
interplay between v, w, and the corresponding Green’s kernel. They are not only
sufficient, but also necessary, and are established without any a priori regularity
assumptions on v and w; we also obtain sharp two-sided estimates of solutions up to
the boundary. Some of our results are new even if v ≡ 1 and Ω is a ball or half-space.
The corresponding weighted norm inequalities are proved for integral operators
with kernels satisfying a refined version of the so-called 3G-inequality by an elemen-
tary “integration by parts” argument. This also gives a new unified proof for some
classical inequalities including the Carleson measure theorem for Poisson integrals
and trace inequalities for Riesz potentials and Green potentials.
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1. Introduction
The main goal of this paper is to obtain explicit criteria for the existence of
positive solutions for a class of “superlinear” Dirichlet problems on a regular domain
Ω ⊂ Rn. In particular we are interested in the solvability of the Dirichlet problem
(1.1) −∆u = v(x) uq + w(x)
on Ω where n ≥ 3 subject to the conditions u ≥ 0 and u = 0 on ∂Ω, when q > 1 and
v, w are given positive measurable functions. By a solution of (1.1) we understand
(more precise definitions are given below) a nonnegative measurable function u
satisfying a.e. on Ω the equivalent integral equation u = G(v uq) + Gw which
follows by applying the corresponding Green’s potential G = (−∆)−1 to both sides
of (1.1). It is also of interest to replace v and w by positive measures, so that the
equation becomes
(1.2) −∆u = σ uq + ω
where σ and ω are arbitrary positive Borel measures on Ω, and consider a more
general boundary condition u = φ on ∂Ω for a nonnegative measurable function φ;
then solutions of (1.2) are understood in the analogous sense and are defined σ-a.e.
on Ω.
We observe that in the case q = 1 these equations turn into the inhomogeneous
Schro¨dinger equation with potentials v and σ respectively. Thus (1.1) and (1.2)
may be referred to as the q-Schro¨dinger equations, and the techniques needed to
treat them are reminiscent of those employed in [12], [13], [16], [17], [23], [35], [47],
etc.
Equations of this type are widely used in differential geometry, physics, astron-
omy, and numerous applied problems with “nonlinear sources” (heat transfer, fluid
flow, control theory, etc.; see [32] and the bibliography therein). They fall into the
class of equations with convex nonlinearities which generally are known to be more
difficult to investigate than equations with concave operators (see [29]). In a sense,
(1.1) and (1.2) have become model problems for nonlinear analysts, especially after
H. Brezis and L. Nirenberg studied in [8] the homogeneous problem related to (1.1)
with w ≡ 0 and v ≡ 1 in the difficult “critical case” q = (n+ 2)/(n− 2).
The solvability of the inhomogeneous problems (1.1) and (1.2) with variable co-
efficients has been studied extensively, mostly under strong additional assumptions
on the potentials and data. We mention sufficient conditions of solvability for a
general class of boundary value problems with unbounded coefficients and domains
Ω established by M. Schechter (see [47]). However, the necessary conditions for
solvability (criteria of “nonsolvabilty”) which match sufficiency results are more
difficult to obtain. This problem is solved in the present paper for a wide class of
nonlinear differential and integral equations.
A starting point for us in studying (1.2) was the following sharp criterion for the
existence of solutions in the case σ ≡ 1 and ω compactly supported in Ω due to D.
R. Adams and M. Pierre [3]. (Note that as explained below the “critical index” for
this problem is q = n/(n− 2).)
Theorem 1.1 [3]. Suppose that 1 < q <∞, σ ≡ 1, and ω is a compactly supported
measure on a bounded regular domain Ω.
(1) If there exists a solution for (1.2) which vanishes at the boundary, then
(1.3) |E|ω ≤ C Capp(E), E ⋐ Ω,
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where C is independent of compact sets E and Capp(·) is the capacity associated
with the Sobolev space W 2,p(Rn), 1/p+ 1/q = 1.
(2) Conversely, (1.2) has a solution with zero boundary values if (1.3) holds with a
small enough constant C < C(q, n, ω,Ω).
We observe that Theorem 1.1 provides not only sufficient but also necessary
conditions for solvability in explicit geometric terms. The classes of measures char-
acterized by estimates of type (1.3) are well studied in potential theory starting
from the work of V. G. Maz’ya [34] on spectral problems for Schro¨dinger operators
in the early sixties. (We cite the books [2], [24], [35], and [57] as an invaluable
source on capacities, potential theory, related function spaces and applications to
partial differential equations.) There also are equivalent alternative characteriza-
tions of these classes which do not involve capacities and play an important role in
the sequel (see [27], [37], [44], [45], [46], [52]).
Note that if 1 < q < n/(n−2), then infE Capp(E) > 0 for all E ⊂ suppω so that
q = n/(n−2) is a critical index. In the more interesting case q ≥ n/(n−2) however,
for compactly supported ω, one deals essentially with Ω = Rn where the capacities
Capp(·) are applicable. They are not adequate for the analysis of solutions and
coefficients up to the boundary.
The study of the boundary behavior for nonlinear problems of this type requires
new methods. Even in the case σ ≡ 1 on a bounded domain with smooth boundary
the solvability problem for (1.2) was open for noncompactly supported ω. A solution
to this and more general problems in both capacitary and non-capacitary form is
given below.
We remark that similar questions for the Dirichlet problem
(1.4)
{
∆u = σ uq + ω, u ≥ 0 on Ω,
u = φ on ∂Ω,
with ∆ in place of −∆ are in the center of the current work of probabilists. They
consider (1.4) in the case σ ≡ 1 to study the so-called superdiffusions (see [30], [14],
[15]) for 1 < q ≤ 2. Unfortunately, at the moment no probabilistic models seem to
be known for (1.2), or (1.4) with q > 2. Criteria of solvability for (1.2) and (1.4),
at least in the well studied case σ ≡ 1 and suppω ⋐ Ω, are known to be different:
solutions for (1.4) exist under much weaker assumptions (absolute continuity of ω
with respect to the corresponding capacity) than for (1.2).
In order to study the problems stated above we first develop a general technique
for studying a class of nonlinear operator equations. We then consider certain non-
linear integral equations related to (1.1), (1.2), or more general differential equations
via Green’s functions and the corresponding potential theory. This approach which
is applicable to many other similar problems is developed in Sections 2-5.
Before discussing our approach in detail we would like to make some general com-
ments. We do not use any variational theory, weighted Sobolev spaces, Calderon-
Zygmund decompositions, or maximal function inequalities. In this respect our
approach resembles some ideas of the original proof of T. Wolff’s inequality which
appeared in the context of the spectral synthesis problem for Sobolev spaces in
[23]. (Note that the subsequent alternative proofs of Wolff’s inequality due to Per
Nilsson, J. L. Lewis, and D. R. Adams, see [2], p. 126, are not enough for our pur-
poses.) We develop a new discrete decomposition for integral operators with respect
to an arbitrary measure. This leads to sharp estimates of the nonlinear iterations
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of Green’s potentials with precise estimates of the constants involved which is most
important in this paper.
We also would like to point out interesting connections (in the easier part which
involves Lp-estimates for integral operators) with the Hilbert space proof of the
Carleson measure theorem due to S. A. Vinogradov (see [40]) and its weighted
analogue used recently by S. Treil and A. Volberg [50] in the vector valued version
of the Hunt-Muckenhoupt-Wheeden theorem in case p = 2.
However, we avoid using dyadic decompositions, sophisticated capacitary in-
equalities, or any known tests for boundedness of integral operators or quadratic
forms. Our proofs here are based on a quite elementary argument which resembles
the proof of Hardy’s inequality and works for all 1 < p < ∞. In particular it
yields a simple proof of some deep classical results (Carleson measure inequality
[10], trace inequalities of Maz’ya-D. Adams-Dahlberg [2], [35]) and their general-
izations. Another application of these ideas to the problem of Λp sets for Legendre
and Jacobi polynomials is given in [26] where the underlying space is assumed to
be discrete. Similar inequalities also appear in the problem of solvability for mul-
tidimensional Riccati’s equations [22], spectral estimates for Schro¨dinger operators
and multipliers of Sobolev spaces [37], etc.
We now turn to a more detailed discussion of our main results. Let X be a
metric space and suppose σ is a fixed positive σ−finite Borel measure onX. Suppose
K : X ×X → [0,∞] is a Borel kernel function. We write
Kf(x) = K(f dσ)(x) =
∫
X
K(x, y) f(y) dσ(y)
for any measurable function f ≥ 0. Occasionally we write Kσf rather than Kf to
emphasize the role of the underlying measure σ. In particular, if f ≡ 1 we have
K1 = Kσ1 = Kσ. Similarly, for any Borel measure ω on X , we set
Kω(x) = Kω1(x) =
∫
X
K(x, y) dω(y),
which hopefully does not lead to any confusion.
The problems (1.1), (1.2) and many similar problems can be transformed into
“superlinear” integral equation of the type
(1.5) u(x) = Kuq(x) + f(x) (σ − a.e.)
where f ≥ 0 is given and we require a nonnegative solution. Let us denote by
Sq,K the set of all f such that (1.5) has a solution (i.e. there is a measurable
u ≥ 0 satisfying (1.5)). This problem has been considered in several places in the
literature (cf. [3], [6], [29], [32], [52] ). In the examples we wish to consider the
kernel K has an additional property which we term the quasi-metric assumption
i.e. K is symmetric, K(x, y) > 0 for all x, y, and there is a constant κ such that for
x, y, z ∈ X we have
(1.6)
1
K(x, y)
≤ κ
(
1
K(x, z)
+
1
K(z, y)
)
.
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Then we can introduce a quasi-metric structure via ρ(x, y) = K(x, y)−1. Note
however that we do not require ρ(x, x) = 0. If we define the ρ-ball Ba(x) = {y :
ρ(x, y) ≤ a} then we can write
(1.7) Kσf(x) = Kν(x) =
∫ ∞
0
|Bt(x)|ν
t2
dt
where dν = f dσ, f ≥ 0.
We remark that in our main results we are able to avoid the usual assumption
of the theory of homogeneous spaces in the sense of Coifman and Weiss [11] that
there exists a doubling measure with respect to ρ on X . Under that assumption our
results are applicable to equations with generalized fractional integral operators of
[20].
Returning to (1.5) we seek to characterize those functions f so that for some
ǫ > 0 we have ǫf ∈ Sq,K i.e. there is a solution to the equation
u = Kuq + ǫf.
In this context it is natural to introduce the solution space Zq,K of all measurable
functions f such that for some ǫ > 0 we have ǫ|f | ∈ Sq,K. If we have the quasi-
metric condition (1.6) then Zq,K either reduces to {0} or is a Banach function space
on (X, σ) with associated norm ‖f‖Z = inf{λ > 0 : f ∈ λSq,K}, and all solutions
of the equation belong to Zq,K .
In Section 2, which consists mainly of background material, we develop a general
theory of the solution space Z = Zq,T associated to the equation u = Tu
q+f where
T is an arbitrary positive operator on the space of measurable functions. Most
results on nonlinear operator equations of this type we have found in the literature
(see e.g. [29], [32]) contain only sufficient conditions for solvability in particular
function spaces which are not intrinsically related to the equation. To bridge this
gap, we use techniques borrowed from the Banach lattice theory and in particular
some facts from the Nikishin-Maurey theory (see [31], [33], [39]) to identify Zq,T as
a Banach function space naturally associated with the problem.
Under mild assumptions, we demonstrate a number of different characterizations
of this space. For example we show that Z is invariant under the mapping f →
Af = Tf q and that 0 ≤ f ∈ Z if and only if
lim sup
n→∞
(Anf)1/q
n
∈ L∞(σ).
We also show that earlier results of P. Baras and M. Pierre [6] can be recast as
identifying the predual space of Z. The Ko¨the dual Z ′ of Z is shown to be the
predual and its norm is given by the formula:
(1.8) ‖g‖Z′ = pq
p−1 inf
{∫
hp
(T ∗h)p−1
dσ : h ≥ |g|
}
.
Here T ∗ is the adjoint of the operator T , 1/p+1/q = 1, and the equation u = Au+f
is solvable if and only if f ≥ 0 lies in the unit ball of Z. This is quite similar to a
result proved by Baras and Pierre, who consider more general convex functions than
x→ xq. It should be noted that our result applies to general positive operators (not
5
simply operators defined by kernels) and that our method of proof is quite different
from that of Baras and Pierre, depending only on quite simple duality arguments.
Although this characterization of the predual space Z ′ seems to us both important
and interesting, it is not used to establish the main results of the paper.
At the same time in Section 2 we introduce the Banach function space Wp,T of
Lp-weights associated with the corresponding weighted norm inequalities for future
use. Its q-convexification which contains Zq,T plays an important role in the sequel
and is intimately related to the general theory of Lp-capacities developed by N. G.
Meyers (see [2]).
In Section 3, we carry out the study of the solution space further for the case
of an operator defined by a kernel K satisfying the quasi-metric assumption. Our
main technical tool here is a decomposition of the operator into its upper and lower
part, the latter being almost constant on quasi-metric balls (Proposition 3.4). We
show that if ω is a σ−finite Borel measure on X and
Kω(x) = Kω1(x) =
∫
K(x, y) dω(y)
then Kω ∈ Z implies the inequality:
(1.9) sup
x∈X
a>0
(∫ a
0
|Bt(x)|σ
t2
dt
)(∫ ∞
a
|Bt(x)|ω
t2
dt
)q/p
<∞
which reflects the interplay between the local regularity of σ and the behavior of
the “tails” of Kω. It is reminiscent of the Kato class for the potential σ as q → 1
(see [13]). We call (1.9) the infinitesimal inequality because of the method of the
proof which boils down to careful pointwise estimates of (Anf)1/q
n
as n→∞; they
involve sharp constants depending on q and κ. In particular if f ∈ Z then the
infinitesimal inequality holds for the measure dω = f q dσ.
In Section 4, we then turn to the relationship between solutions of (1.2) and
weighted norm inequalities of the type:
(1.10)
∫
(Kσg)p dω ≤ C
∫
gp dσ
whenever g ≥ 0 and g ∈ Lp(σ). We prove that if Kω ∈ Z then the weighted norm
inequality (1.10) holds, and further that (1.10) is also implied by the inequality∫
(Kσg)p (Kω)q dσ ≤ C
∫
gp dσ.
In general Kω ∈ Z is equivalent to a sequence of weighted norm inequalities∫
(Kσg)p dωj ≤ Cj
∫
gp dσ, j = 1, 2, . . . ,
where dω0 = dω and dωj+1 = (Kωj)
q dσ, with a good control of the imbedding
constants: one should require lim supj→∞ C
1/qj
j <∞ (Theorem 4.7); however this
result is a little unwieldy.
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Our main result of the section (Theorems 4.8 and 4.9) is thatKω ∈ Z if and only
if both the infinitesimal inequality (1.9) and the weighted norm inequality (1.10)
hold, which is also equivalent to the pointwise inequality K(Kω)q ≤ CKω. Also
in these results it is possible to replace (1.10) by its weak-type analogue, or even
the well-known testing condition of Sawyer type (see [44], [45], [46])
(1.11)
∫
B
(KωχB)
q dσ ≤ C |B|ω
for all quasi-metric balls B = Ba(x). This leads to the following theorem.
Theorem 1.2. Let ω, σ ∈ M+(X) and let Kf = K
σf . Then the following are
equivalent:
(1) Kω ∈ Zq,K i.e. the equation u = Ku
q + ǫKω has a solution for some ǫ > 0.
(2) ω satisfies both the infinitesimal inequality (1.9) and weighted norm inequality
(1.10).
(3) ω satisfies both the infinitesimal inequality (1.9) and testing inequality (1.11).
(4) There exists a constant C so that K(Kω)q ≤ C Kω <∞ σ-a.e.
It is easy to see that if in (4) the constant C ≤ q−1p1−q, then the equation
u = Kuq +Kω has a solution u so that Kω ≤ u ≤ pKω. This remark means that
Theorem 1.2 makes it possible to characterize the existence of positive solutions in
Lr spaces (or any other ideal space).
Similar results hold for all 0 ≤ f ∈ Z.
Theorem 1.3. Let 0 ≤ f < ∞ σ-a.e. and dω = f q dσ. Then the equation
u = Kuq + ǫ f has a solution for some ǫ > 0 if and only if any one of statements
(2)-(4) of Theorem 1.2 holds.
It follows from the general estimates of Section 2 that if dω = f q dσ and
K(Kω)q ≤ q−qpq(1−q)Kω <∞ as in statement (4) of Theorem 1.3 then the equa-
tion u = Kuq + f has a solution so that f +Kf q ≤ u ≤ f + pqKf q.
Note that in the proof of Theorems 1.2 and 1.3 we do not use any known two
weight theorems (cf. [44], [45]); our proofs are self-contained and shed new light on
the role of weighted norm inequalities and testing conditions of Sawyer type.
In Section 5 we introduce notions of capacity associated to the kernel and then
study conditions on the kernel K and the measure σ under which the statement
Kω ∈ Z becomes equivalent to the weighted norm inequality (1.10). This requires
that (1.10) implies (1.9). In fact we give two theorems of this type. In Theorems
5.6 and 5.9 we give conditions on the kernel K so that Kω ∈ Z if (1.10) holds or if
a weaker capacitary condition holds:
(1.12) |E|ω ≤ C Cap E
where
Cap E = inf
{∫
gp dσ : 0 ≤ g, Kg ≥ χE
}
.
It is also possible to replace this condition by a Sawyer-type testing condition. The
hypothesis of Theorem 5.6 (which can be shown to be necessary for the conclusion
under certain mild assumptions on K) is that for some constant C and every x ∈ X
and a > 0 we have
(1.13)
∫ a
0
|Bt(x)|σ
t2
dt ≤ Caq−1
∫ ∞
a
|Bt(x)|σ
t1+q
dt <∞.
7
Roughly speaking this condition implies that the behavior of the kernel at infinity
dominates the behavior locally. The hypothesis of Theorem 5.9 replaces this by the
assumption that for some C and every x ∈ X , a > 0 we have both:
(1.14)
∫ 2a
0
|Bt(x)|σ
t2
dt ≤ C
∫ a
0
|Bt(x)|σ
t2
dt
and
(1.15) sup
y∈Ba(x)
∫ a
0
|Bt(y)|σ
t2
dt ≤ C
∫ a
0
|Bt(x)|σ
t2
dt.
Conditions (1.14) and (1.15) essentially are assumptions that measure σ is close
to being invariant for the kernel K. For convenience we state these results as the
following theorem.
Theorem 1.4. Let K be a quasi-metric kernel. Assume that there is a constant
C so that for every x ∈ X and a > 0, either (1.13), or both (1.14) and (1.15) hold.
Then Zq,K 6= {0} and the following statements are equivalent:
(1) ω satisfies the weighted norm inequality (1.10).
(2) ω satisfies the capacity condition |E|ω ≤ Cap E for all Borel sets E. (Equiva-
lently the weak-type analogue of (1.10) holds.)
(3) ω satisfies the testing condition (1.11).
(4) Kω ∈ Zq,K i.e. for some ǫ > 0 there is a solution u of the equation u =
Kuq + ǫKω.
(5) There is a constant C so that K(Kω)q ≤ C Kω.
The proof of Theorem 1.4 involves a quantity which under mild assumptions is
equivalent to the capacity of a ball. The two-sided estimates of Cap B are obtained
in Theorem 5.4 without any restrictions on the underlying measure σ for a wide
class ofK. (This is a generalization of D. Adams’s formula for the weighted capacity
of a ball proved in [1] in the case of Riesz potentials for σ ∈ A∞; an upper estimate
for arbitrary σ can be found in [51].) This should be compared to a similar estimate
of ||χB ||Zq,K in Section 4 which clarifies the role of the infinitesimal inequality.
In Sections 6 and 7 we give some applications of our ideas to concrete problems
of the type introduced earlier. Section 6 is devoted to convolution operators on
Rn. In particular we translate our results for the Riesz potential of order α i.e.
Iα = (−∆)
−α/2. The results developed in Sections 3, 4 and 5 can be translated
directly to this setting taking into account the change between ordinary Euclidean
distance and the quasi-distance induced by the quasi-metric ρ (see Theorem 6.2
below). We also apply our results to the Poisson kernel to derive an extension of
the recent result of Treil and Volberg [50] mentioned above.
In Section 7 we return to the problem which motivated this research, i.e. the
equations (1.1) and (1.2). We consider more general differential operators and inho-
mogeneous boundary conditions. If G denotes the Green’s kernel for the Laplacian
∆ on Ω then (1.1) can be transformed to the equation:
(1.16) u = G(v uq) +Gw.
If we let dσ = v(x)dx then we can consider this equation as being in the form of
(1.5). It is easy to see that the Green’s kernel G fails to satisfy the quasi-metric
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assumption (1.6) in general, even for the simplest domains (e.g. the Euclidean ball
or the half-space). However G does satisfy the so-called 3G−inequality (see [12])
i.e.
(1.17)
G(x, y)G(y, z)
G(x, z)
≤ C(|x− y|2−n + |y − z|2−n)
In [7] Theorem 3.6 it is claimed that for Lipschitz domains one can replace the
right-hand side by G(x, y) + G(y, z) which would establish (1.6) for the Green’s
kernel but there is an error in the proof.
However if the boundary ∂Ω is smooth enough, the problem can be transformed
to meet the condition (1.6). If ∂Ω is C1,1 then the Na¨ım kernel (introduced in an
equivalent form by Linda Na¨ım [38] in the theory related to Martin’s kernels) is
defined by
(1.18) N(x, y) =
G(x, y)
δ(x)δ(y)
where δ(x) = d(x, ∂Ω) is the distance to the boundary. We show that N does indeed
satisfy (1.6), and this enables us to transform (1.16) to an equation for which our
general theory is applicable. We observe that this inequality is sharper than (1.17)
and gives the right estimates of the Green’s kernel at the boundary.
These methods can be applied to more general second-order non-divergence uni-
formly elliptic differential operators L with regular (bounded Ho¨lder-continuous)
coefficients in place of the Laplacian. Under these assumptions, it follows from the
well-known estimates of the Green’s kernels (see [55], [56], [5], [25], and the dis-
cussion in Section 7) that the corresponding Na¨ım kernel given by (1.18) satisfies
condition (1.6).
By using this method we are able to give very general results on the solvability
of the equations (1.1) and (1.2) as well as a characterization of trace inequalities
for Green’s potentials. In Theorem 7.5 we show that the equation
(1.19) −∆u = σ uq + ǫ ω
with u ≥ 0 and u = 0 on ∂Ω has a solution for some ǫ > 0 if and only if for some
constant C we have
(1.20) G[σ (Gω)q] ≤ C Gω,
where Gω(x) =
∫
Ω
G(x, y) dω(y). Here σ and ω are arbitrary nonnegative measur-
able functions (or positive measures) on Ω. We also give equivalent formulations
in geometric terms involving the infinitesimal inequality and the testing inequality
quoted above.
Finally we return to the Adams-Pierre theorem (Theorem 1.1) and show that our
methods in this situation give a complete solution (up to a constant) to the problem
of the existence of positive solutions. This corresponds to the case σ ≡ 1, but similar
results are proved for arbitrary σ. We can then apply Theorem 1.4 and show that
the solvability of (1.19) can be characterized in terms of a capacitary condition. We
are thus able to remove the assumption that ω is compactly supported in Ω.
Let
Cap E = inf
{∫
Ω
gp δ(x)1−p dx : Gg(x) ≥ δ(x)χE(x), g ≥ 0
}
for any set E ⊂ Ω.
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Theorem 1.5. Let ω ∈M+(Ω) and σ ≡ 1. Then the Dirichlet problem (1.19) has
a solution for some ǫ > 0 if and only if there is a constant C so that
(1.21)
∫
E
δ(x) dω(x) ≤ C Cap E
for every compact set E.
Moreover, (1.21) is equivalent to the pointwise condition (1.20).
As was mentioned above, if in (1.20) the constant C ≤ q−1p1−q, then for 0 <
ǫ ≤ 1 (1.19) has a solution u so that Gω ≤ u ≤ pGω.
In the case when ω is compactly supported the capacitary characterization of
Theorem 1.5 reduces to the Adams-Pierre theorem since the capacity defined above
can be then shown equivalent to the nonlinear Newtonian capacity associated with
the Sobolev space W 2,p(Rn) used in [3].
After this paper was finished we learned that H. Brezis and X. Cabre [9] consid-
ered very recently another special case of (1.19) where the inhomogeneous term ω is
a positive uniformly bounded function on Ω.1 In particular, they proved in a differ-
ent way the following “nonsolvability” result (for bounded domains Ω with smooth
boundary): (1.19) with bounded ω has no solutions unless G(δq σ) ∈ L∞(Ω). Note
that in this case Gω(x) ≍ δ(x), and our characterization (1.20) boils down to a
sharper necessary and sufficient condition
(1.22) G(δq σ)(x) ≤ C δ(x), x ∈ Ω.
By Theorem 7.5 (see Sec. 7), it follows that (1.22) also characterizes completely
the solvability of (1.19) with ω ∈ L∞(Ω) for more general uniformly elliptic second
order differential operators in place of the Laplacian.
All the results in Section 7 apply to much more general situations as explained
therein. For instance, the only property of the differential operator with Green’s
function G which is important for us is the fact that the kernel
N(x, y) = s(x)G(x, y) s(y)−1
has the quasi-metric property for some weight function s > 0; then the pointwise
condition (1.20) which is invariant under this transformation of the kernel charac-
terizes the solvability of the corresponding Dirichlet problem. We conjecture that
this holds true for a wide class of differential operators with bounded measurable co-
efficients and non-smooth domains Ω. There are many other potential applications
of these ideas which we plan to explore in future work.
We would like to express our thanks to our colleague Zhongxin Zhao for his
helpful comments concerning the 3G-inequalities.
2. Superlinear problems and related function spaces
In this section we will introduce certain Banach function spaces which will play
an important role in the later sections of the paper. We will also give an alter-
native approach to some results of Baras and Pierre [6] on the solvability of the
“superlinear” problem u = Tuq + f discussed in the introduction.
1See also the Addendum at the end of this paper.
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Let X be a metric space and suppose σ is a σ−finite measure on X. We denote
by L0(σ) the space of all (equivalence classes) of real-valued Borel functions on X .
The topology of L0(σ) is the usual topology of convergence in measure on sets of
finite measure. We use L0+ to denote the positive cone {f : f ∈ L
0, f ≥ 0}.
Let us first state two fundamental results which will be used in the sequel:
Theorem 2.1. Let H be a closed bounded convex subset of L0+. Then:
(1) (Nikishin [39]) There exists a weight function w ∈ L0+ with w > 0 a.e. such
that supf∈H
∫
fw dσ <∞.
(2) (Komlos [28]) If (fn) is a sequence in H then (fn) has a subsequence (gn) such
that 1n (g1 + · · ·+ gn) is a.e. convergent.
Nikishin’s result is [39] Theorem 4, or see Maurey [33] The´ore`me 13. We observe
that Komlos’s result is usually stated for bounded sequences in L1 but our statement
follows from the usual Komlos theorem in view of (1). Also note that the conclusion
of Komlos’s theorem is much stronger than we have stated here: one can ensure that
every subsequence of (gn) is Cesaro convergent a.e. to some fixed h. The version
we will use can be established by much more simple means. In fact we do not need
Cesaro means; any suitable sequence of convex combinations suffices.
We say that a convex subset H of L0+ is solid if f ∈ H and 0 ≤ g ≤ f a.e. implies
that g ∈ H. We will also say that H is nondegenerate if there exists f ∈ H with
f > 0 a.e. Our next two results are surely well-known to specialists but we know
of no reference where they are established in exactly this form.
Proposition 2.2. Let H be a solid convex subset of L0+. Then H is closed if and
only if whenever fn ↑ f a.e. with fn ∈ H for all n, then f ∈ H.
Proof. Suppose hn ∈ H and hn → f a.e. Then by applying Egoroff’s theorem we
can find an increasing sequence of Borel subsets Em of X so that hn → f uniformly
on each Em, f ≥ m
−1 on Em and ∪Em = supp f. Now for fixed m we can find
ǫn ↓ 0 so that (1− ǫn)f ≤ hn ≤ f on Em. It follows that each (1− ǫn)fχEm ∈ H
and hence we can apply the hypothesis twice to obtain f ∈ H. 
If H is a solid closed bounded convex subset of L0+ then we can define a Banach
function space X = XH associated to H. Precisely if f ∈ L
0 we set
‖f‖X = inf {λ : |f | ∈ λC}
and then X = {f : ‖f‖X < ∞}. It is easily checked that X is a Banach lattice
continuously embedded into L0. Notice that the norm ‖ ‖X has the Fatou property
i.e. 0 ≤ fn ↑ f implies 0 ≤ ‖fn‖X ↑ ‖f‖X . We shall say that X is nondegenerate
if it contains a strictly positive function: this is easily seen to be equivalent to
nondegeneracy of H.
For any convex subset H of L0+ we can define
H ′ = {g ∈ L0+ :
∫
fg dσ ≤ 1, ∀f ∈ H}.
It is clear that H ′ is closed solid and convex. If H is bounded then by Nikishin’s
Theorem 2.1 (1) H ′ is nondegenerate; if H is nondegenerate then H ′ is bounded.
When H is nondegenerate bounded convex and solid then XH′ is Ko¨the dual space
X ′ = {f :
∫
|f | |g| dσ <∞ ∀ g ∈ X}
of X , equipped with the dual norm. The following observation is important for
later applications so we display it as a lemma:
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Lemma 2.3. If H is a nondegenerate bounded closed solid convex set then H = H ′′
and X = X ′′ with equality of norms.
Proof. Using Nikishin’s theorem again there exists u ∈ H ′ with u > 0 a.e. Then
H is closed in L1(u dσ) or equivalently uH is closed in L1. Hence uH = {f ≥ 0 :∫
fg ≤ 1 ∀ 0 ≤ g ∈ u−1H ′ ∩ L∞} and the lemma follows. 
Next we define a generalized notion of a positive operator. Let L0,#+ denote the
space of (equivalence classes of) measurable functions f : X → [0,∞]. We define a
positive operator to be a map T : L0,#+ → L
0,#
+ such that:
(P1) T (αf + βg) = αTf + βTg if α, β ≥ 0, and f, g ∈ L0,#+ .
(P2) If 0 ≤ fn ↑ f a.e. then Tfn ↑ Tf a.e.
(P3) There exists f with f > 0 a.e. such that Tf <∞ a.e.
We say that T is strictly positive if in addition Tf = 0 a.e. implies f = 0 a.e.
In all our applications T will be given by a kernel function K. That is, we will
be given a nonnegative Borel function K on X ×X and then
Tf(x) = Kf(x) =
∫
K(x, y)f(y) dσ(y).
Conditions (P1) and (P2) are then obvious and (P3) is a condition on the kernel.
The domain of T is defined by D(T ) = {f : T |f | < ∞ a.e.}. It is clear that T
extends to a positive linear operator T : D(T )→ L0.
Given T we can construct a formal adjoint T ∗ such that if f, g ∈ L0,#+ then∫
(Tf)g dσ =
∫
(T ∗g)f dσ. This can be done using the Radon-Nikodym theorem
and it is not difficult to check that T ∗ is also a positive operator. To verify (P3) for
T ∗ one needs only observe that if f is chosen as in (P3) for T and if
∫
u(Tf) <∞
then T ∗u <∞ a.e.
We first discuss weighted norm inequalities for T . Fix 1 < p < ∞, and let
1
p
+ 1
q
= 1.
Let H be the set of f ∈ L0+ such that there exists 0 ≤ g ∈ L
p(σ) with ‖g‖p ≤ 1
and f ≤ (Tg)p.
Lemma 2.4. H is a solid closed convex set. H is bounded if and only if Lp ⊂ D(T ).
H is nondegenerate if and only if whenever f ∈ L0+ with T
∗f = 0 a.e. then f = 0
a.e. (i.e. T ∗ is strictly positive).
Proof. Let us prove convexity. If f1, f2 ∈ H and 0 ≤ t ≤ 1 we first find 0 ≤ gj
with Tgpj ≥ fj and ‖gj‖p ≤ 1 for j = 1, 2. Then let g = (tg
p
1 + (1− t)g
p
2)
1/p. Then
‖g‖p ≤ 1 and Tg
p ≥ tf1 + (1− t)f2. H is easily seen to be also solid.
We next check H is closed. Suppose fn ∈ H and fn ↑ f a.e. Then there exist
0 ≤ gn ∈ L
p with ‖gn‖p ≤ 1 and (Tgn)
p ≥ fn. Since L
p is reflexive when 1 < p <∞
we can find a weak limit point h of (gn) and a sequence g
′
n ∈ co {gn, gn+1, . . .} such
that g′n → g in L
p-norm. Then Tg′n → Th in L
0. Now
(Tg′n)
p ≥ inf {(Tgk)
p : k ≥ n} ≥ fn
so that (Th)p ≥ f. It follows that f ∈ H and by Proposition 2.2 the set H is closed.
Clearly if 0 ≤ f ∈ Lp and E = {x : Tf(x) =∞} then αχE ∈ H for every α > 0.
Hence if H is bounded Lp ⊂ D(T ). Conversely assume Lp ⊂ D(T ). To show H is
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bounded, let us suppose 2nfn ∈ H. The above argument used to show H is closed
shows the existence of 0 ≤ h ∈ Lp with Th ≥
∑∞
n=1 fn so that fn → 0 a.e.
If H is nondegenerate then there exists 0 ≤ f ∈ Lp with Tf > 0 a.e. If T ∗h = 0
a.e. then
∫
h(Tf)dσ = 0 so that h = 0 a.e.
Conversely let us show H is nondegenerate, under the hypothesis that T ∗f = 0
a.e. implies f = 0 a.e. Let (fn) be a sequence in dense in the positive quadrant of
the unit ball of Lp. Let g = (
∑∞
n=1 2
−nfpn)
1/p. Let E = {Tg = 0}. Then χETfn = 0
a.e. for all n whence T ∗χE = 0 so that |E|σ = 0. 
Definition. The space V = Vp,T consists of all f ∈ L
0 such that there exists
h ∈ Lp,+ with |f | ≤ (Th)
p a.e. We define
‖f‖V = inf {
∫
hpdσ : 0 ≤ h, |f | ≤ (Th)p}.
If Lp ⊂ D(T ) then V is a Banach function space. V is a nondegenerate Banach
function space if in addition T is strictly positive.
Definition. The space W =Wp,T of L
p-weights for T is defined to be the space of
functions f ∈ L0 such that for some γ we have∫
|f | |Tg|p dσ ≤ γ
∫
|g|p dσ,
for all g ∈ Lp. We define ‖f‖W to be the least constant γ for which the preceding
inequality holds.
It is clear that if we have both Lp ⊂ D(T ) and T strictly positive then W is the
Ko¨the dual of V, and is thus a Banach function space for the norm ‖f‖W . Note
that this implies W ′ = V as we observed above in Lemma 2.3.
We will also introduce the q-convexification of Wp,T say Yp,T =W
1/q
p,T .
Definition. Yp,T is the space of w ∈ L
0 such that |w|q ∈ Wp,T with the associated
norm
‖w‖Y = ‖|w|
q‖
1/q
W .
This is a Banach function space whenever Wp,T is a Banach function space.
Note that ‖w‖Y is the least constant γ for which the inequality∫
wq |Tg|p dσ ≤ γq
∫
|g|p dσ
holds for all g ∈ Lp.
We next consider the nonlinear equation
(2.1) u = Tuq + f
where T is, as before, a positive operator and 1 < q < ∞. We suppose f ≥ 0 and
seek a positive solution u ∈ L0. With the restriction that T is a kernel operator but
for more general convex functions in place of u → uq this problem was previously
considered by Baras and Pierre [6].
Let us start with some very elementary observations. We denote by A : L0,#+ →
L0,#+ the nonlinear map Af = Tf
q and rewrite (2.1) as
u = Au+ f.
Note that A is a convex operator: A(t f + (1 − t) g) ≤ tAf + (1 − t)Ag for all
f, g ≥ 0 and 0 < t < 1.
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Proposition 2.5. Suppose f ∈ L0+. Define u0 = 0 and then un = Aun−1 + f for
n ≥ 1. Then the following are equivalent:
(1) There exists v ∈ L0+ with v = Av + f.
(2) The sequence (un) is bounded in L
0.
(3) sup
n≥0
un <∞ a.e.
(4) There exists w ∈ L0+ with w ≥ Aw + f.
Proof. Of course (1) implies (4). (4) implies (3) since we will have 0 ≤ un ≤ w for
all n. (3) trivially implies (2). If (2) holds then since (un) is increasing we have
v = sup
n≥0
un ∈ L
0 solving (2.1). 
Definition. We define S = Sq,T the set of all f ≥ 0 so that (2.1) has a solution.
Notice that the iterative procedure of Proposition 2.5 yields a minimal solution
u of (2.1) corresponding to each f ∈ S and that the map f → u (where u is the
minimal solution) is monotone.
Proposition 2.6. The set S is a solid convex set.
Proof. This follows from 2.5. The only part requiring proof is convexity. If f, g ∈ S
and 0 ≤ t ≤ 1 then there exist u, v with u = Au+ f, v = Av + g. But then using
the convexity of A we have tu+ (1− t)v ≥ A(tu+ (1− t)v) + tf + (1− t)g so that
tf + (1− t)g ∈ S. 
Proposition 2.7. (1) Suppose f ∈ S. Then sup
n≥0
Anf <∞ a.e.
(2) Suppose co {Anf : n ≥ 0} is bounded in L0. Then p−1q1−pf ∈ S. In particular,
if sup
n≥0
Anf <∞ < ∞ a.e. (e.g. if for some n we have Anf ≤ An−1f) then
p−1q1−pf ∈ S.
(3) If Af ≤ q−1p1−q f then (2.1) has a solution u such that f ≤ u ≤ p f.
(4) If A2f ≤ q−qpq(1−q)Af then (2.1) has a solution u such that
f +Af ≤ u ≤ f + pq Af.
Proof. (1) is immediate. If u = Au+ f then Anf ≤ Anu ≤ u.
For (2) let G be the set co {Anf : n ≥ 0}. Define u0 = 0 and then un =
Aun−1 + p
−1q1−pf for n ≥ 1. We will show by induction that there is a sequence
vn ∈ G such that un ≤ q
−p/qvn. This is trivial for n = 0; now assume it is proved
for n = k. Then Auk ≤ q
−pAvk so that
uk+1 = Auk + p
−1q1−p f ∈ ((q − 1)q−p + q−p)G = q1−pG = q−p/qG,
i.e. un ≤ q
−p/qvn for all n. Hence (un) is bounded in L
0 and we can apply
Proposition 2.5.
For (3) define u0 = 0 and un = Aun−1 + f . Then for n ≥ 1 by induction
f ≤ un ≤ cn f where c1 = 1 and
cn+1 = q
−1p1−q cqn + 1.
Since x0 = p is the only root of the equation x = q
−1p1−q xq + 1 and c1 = 1 it is
easy to see that limn→∞ cn = p and hence v = supn un is a solution to (2.1) such
that f ≤ v ≤ p f .
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To prove (4) we will need the inequality
A(f + g) ≤ [(Af)1/q + (Ag)1/q]q
for all q ≥ 1 and f, g ≥ 0. (For the reverse inequality in case 0 < q < 1 see [LT],
p. 55). Note that if T is a kernel operator then this follows from Minkowski’s
inequality. For an arbitrary T , using the convexity of A we have
A(f + g) ≤ λA(
f
λ
) + µA(
g
µ
) = λ1−qAf + µ1−q Ag
for all λ, µ > 0, λ+ µ = 1. It then follows that we have:
A(f + g) ≤ inf
λ+µ=1
λ, µ>0
{λ1−qAf + µ1−qAf} a.e.
The desired inequality follows for a.e. x by letting
λ =
(Af(x))1/q
(Af(x))1/q + (Ag(x))1/q
, µ =
(Ag(x))1/q
(Af(x))1/q + (Ag(x))1/q
,
when Af(x),Ag(x) > 0.
Now for u0 = f and un = Aun−1 + f obviously un ≥ f +Af if n ≥ 1. To get
the upper estimate we show by induction that un ≤ f + cnAf where
cn = (1 + q
−1p1−q cn−1)
q.
This is true for n = 1 since c1 = 0 and c2 = 1. Assuming it is true for n = k, we
have
uk+1 = Auk + f ≤ A(f + ckAf)
q + f
≤ [(Af)1/q + ck (A
2f)1/q]q + f
≤ (1 + q−1p1−q ck)
qAf + f.
Hence uk+1 ≤ f + ck+1Af where ck+1 = (1 + q
−1p1−q ck)
q. It remains to note
that x0 = p
q is obviously the only root of the equation x = (1 + q−1p1−qx)q and
limn→∞ cn = p
q. Thus v = supn un is a solution to (2.1) with the desired pointwise
estimates. 
Remark. It is not difficult to see that all the constants in Proposition 2.7 are sharp.
Proposition 2.8. If the set S is bounded then it is also closed.
Proof. We need only check that if 0 ≤ fn ↑ f a.e. and each fn ∈ S then f ∈ S.
Let un be the minimal solution corresponding to fn. Then Aun ≤ u so that by
Proposition 2.6, p−1q1−pun ∈ S. Thus (un) is an increasing sequence which is
bounded in L0. Let u = supn un. Then u = Au+ f. 
Definition. We define the solution space Zq,T to be the space of all f ∈ L
0 so that
for some ǫ > 0 we have ǫ |f | ∈ S. We define
‖f‖Z = inf {α > 0 : α
−1|f | ∈ S}.
We note that S is nondegenerate if there exists u > 0 a.e. with Kuq ≤ u < ∞
a.e. Let us assume that S is both bounded and nondegenerate. Then Z is a Banach
function space for the norm ‖ ‖Z .
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Proposition 2.9. Suppose f ∈ L0+. Then f ∈ Z if and only if there exists u ≥ f
and C > 0 so that u ∈ L0+ and Au ≤ Cu.
Proof. If f ∈ Z then f/‖f‖Z ∈ S and so there exists v ≥ f/‖f‖Z with Av ≤ v.
But then let u = ‖f‖Zv. We have Au ≤ ‖f‖
q−1
Z u. Conversely if Au ≤ Cu then let
v = C−1/(q−1) so that Av ≤ v. Then by Proposition 2.6, we have p−1q1−pv ∈ U so
that u ∈ Z. 
Remark. If we define
|f |Z = inf {α > 0 : T |f |
q ≤ αq−1 |f |}
then |f |Z is an equivalent norm on Z.
We next state properties of Z which will be useful later.
Theorem 2.10. (1) For any f ∈ L0+ we have f ∈ Z if and only if Af ∈ Z and
‖f‖qZ ≤ ‖Af‖Z ≤ pq
p−1‖f‖qZ .
(2) Suppose X is a Banach function space which contains Z. Then for any f ∈ X+
we have f ∈ Z if and only if sup
n≥0
‖Anf‖
1/qn
X <∞ and
lim sup
n→∞
‖Anf‖
1/qn
X ≤ ‖f‖Z ≤ pq
p−1 lim sup
n→∞
‖Anf‖
1/qn
X .
(3) If f ∈ L0+, then f ∈ Z if and only if lim sup
n→∞
(Anf)1/q
n
∈ L∞ and then
‖ lim sup
n→∞
(Anf)1/q
n
‖∞ ≤ ‖f‖Z ≤ pq
p−1‖ lim sup
n→∞
(Anf)1/q
n
‖∞.
(4) If X is as in (2) then
lim sup
n→∞
‖Anf‖
1/qn
X = ‖ lim sup
n→∞
(Anf)1/q
n
‖∞.
Proof. (1) Assume first that f ∈ Z; we may assume ‖f‖Z = 1. Then there exists
u with u = Au + f. Then uq ≥ (Au)q + f q and so Au ≥ A2u + Af so that
‖Af‖Z ≤ 1. Conversely if ‖Af‖Z = 1 then we conclude that there exists u with
u = Au+Af. But thenAnf ≤ u for n ≥ 1, so that by Proposition 2.7, p−1q1−pf ∈ S
or ‖f‖Z ≤ pq
p−1. The result follows by homogeneity.
(2) Note that if f ∈ Z then there exists u ∈ Z with u ≥ f/‖f‖Z with Au ≤ u.
Hence Anf ≤ ‖f‖q
n
Z u. It follows that
lim sup
n→∞
‖Anf‖
1/qn
X ≤ ‖f‖Z .
Conversely suppose lim supn→∞ ‖A
nf‖
1/qn
X = a < ∞. Then if b > a we have
that {An(b−1f)}n≥0 is bounded in X . Applying Proposition 2.7(2) this yields that
p−1q1−pb−1f ∈ S i.e. f ∈ Z and ‖f‖Z ≤ bpq
p−1.
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(3) Assume f ∈ Z. Then there exists u ∈ Z+ so that A
n(f/‖f‖Z) ≤ u. Hence
(Anf)1/q
n
≤ ‖f‖Zu
1/qn
so that
lim sup
n→∞
‖(Anf)1/q
n
‖∞ ≤ ‖f‖Z .
Conversely if f ∈ L0+ and ‖ lim supn→∞ (A
nf)1/q
n
‖∞ = a then for any b > a we
have lim supn A
n(b−1f) < ∞ a.e. It follows from Proposition 2.7 that ‖f‖Z ≤
pqp−1b and the result follows.
(4) The convexity of the map A is easily seen to imply that both
‖ lim sup
n→∞
(Anf)1/q
n
‖∞ and lim sup
n→∞
‖Anf‖
1/qn
X
define equivalent norms on Z. Both norms satisfy the identity ‖Af‖ = ‖f‖q. This
clearly makes them identical, since one obtains ‖Anf‖ = ‖f‖q
n
and the two norms
are equivalent.
Proposition 2.11. Z ′ is an order-continuous Banach function space so that Z ′ is
separable and Z = Z ′′ can be identified as the dual space of Z ′.
Proof. We show that Z is q-convex i.e. there exists a constant C so that if
f1, . . . , fn ∈ Z+ then ‖(
∑n
k=1 f
q
k )
1/q‖Z ≤ C(
∑n
k=1 ‖fk‖
q
Z)
1/q. Indeed we note as in
the preceding Proposition that Afk ≤ ‖fk‖
q−1
Z fk. Let g = (
∑n
k=1 f
q
k )
1/q. Then
Ag ≤
n∑
k=1
‖fk‖
q−1
Z fk ≤ (
n∑
k=1
‖fk‖
q
Z)
1/pg
by Ho¨lder’s inequality. Hence again arguing as in the preceding Proposition if h =
g/(
∑n
k=1 ‖fk‖
q
Z)
1/q then Ah ≤ h so that by Proposition 2.5, we have ‖h‖Z ≤ pq
p−1.
Thus we obtain the desired inequality with constant C = pqp−1. (Note that we have
in effect proved that the norm f → |f |Z is q-convex with constant one.) Now ([31])
this implies that Z ′ is p-concave and in particular order-continuous. 
We will now prove a result which is except for certain technical assumptions the
same as the main result of Baras and Pierre [6], but our approach is completely
different.
Theorem 2.12. If g ∈ Z ′ then
‖g‖Z′ = pq
p−1 inf
{∫
hp
(T ∗h)p−1
dσ : h ∈ Z ′, h ≥ |g|
}
.
Remark. It follows that if f ≥ 0 a.e. then f ∈ S if and only if we have
∫
fh dσ ≤
1 whenever h ∈ Z ′+ and
∫
(hp/(T ∗h)p−1)dσ ≤ p−1q1−p. This is similar to the
formulation in [6]. Notice that we do not assume that T is given by a kernel
function K, which is necessary for the Baras-Pierre approach. Our arguments are
purely functional analytic, and depend only on duality. Of course we are restricting
our attention to the case of functions of the type x → xq while Baras and Pierre
consider more general convex functions.
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Proof. Let us define V ⊂ Z by V = {f : ∃u ∈ Z+ : u ≥ Tu
q + f}. Note that
V ∩ Z+ = S, and that V is convex.
We first show that V is weak∗-closed. To do this, by the Banach-Dieudonne´
theorem it suffices to show that V ∩ αBZ is weak
∗-closed for all α > 0. Since Z ′
is separable it suffices to consider a sequence fn ∈ V ∩ αBZ converging to some
f ∈ Z for the weak∗-topology. Thus there exist un ∈ Z+ with un−Tu
q
n ≥ fn. Now
since α−1|fn| ∈ S there exists vn ∈ Z+ with vn − Tv
q
n = α
−1|fn|. Let (1 + α)wn =
un + αvn. Then by convexity (1 + α)Tw
q
n ≤ Tu
q
n + αTv
q
n. Hence
(1 + α)(wn − Tw
q
n) ≥ fn + |fn| ≥ 0.
It follows that ‖vn‖Z , ‖wn‖Z ≤ pq
p−1 and hence ‖un‖Z ≤ (1 + 2α)p
−1q1−p. The
sequence (un) is thus also bounded in Z.
By Komlos’s theorem we can now pass to a common subsequence, which we
still denote by (un) and (fn) so that the sequences zn =
1
n (u1 + · · · + un) and
gn =
1
n
(f1 + · · · + fn) are a.e. convergent. If ϕ ∈ Z
′ and ϕ > 0 a.e. then (gn) is
weakly convergent to f in L1(ϕ) and hence it must be also a.e. convergent to f.
If z = limn zn a.e., then Tz
q ≤ lim infn Tz
q
n so that z−Tz
q ≥ lim supn zn−Tz
q
n.
However zn − Tz
q
n ≥
1
n
∑n
k=1 uk − Tu
q
k ≥ gn. Hence z − Tz
q ≥ f and f ∈ V. This
completes the proof that V is weak∗-closed.
Now let V 0 = {h ∈ Z ′ :
∫
hf dσ ≤ 1 ∀f ∈ V }. We show that h ∈ V 0 if and only
if h ∈ Z ′+ and ∫
hp
(T ∗h)p−1
dσ ≤ pqp−1.
First note that it is obvious that V 0 ⊂ Z ′+.
Suppose h ∈ V 0. Select a sequence un ∈ Z+ so that un ↑ q
1−p(h/Th)p−1 a.e.
(Here 0/0 is interpreted as 0.) Then∫
(un − Tu
q
n)h dσ ≤ 1.
Noting that unh ∈ L
1 we can rewrite this as∫
(unh− u
q
nT
∗h) dσ ≤ 1.
Pointwise we note that unh− u
q
nT
∗h ↑ p−1q1−php/(T ∗h)p−1. So by the Monotone
Convergence Theorem ∫
hp
(T ∗h)p−1
dσ ≤ pqp−1.
Conversely suppose h ≥ 0 and∫
hp
(T ∗h)p−1
dσ ≤ pqp−1.
Then if f ≤ u− Tuq where u ∈ Z+ we have:∫
fh dσ ≤
∫
(uh− hTuq) dσ
=
∫
(uh− uqT ∗h) dσ
≤
∫
p−1q1−p
hp
(T ∗h)p−1
dσ ≤ 1.
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Now by the theorem of bipolars (or the Hahn-Banach theorem) we have V 00 = V.
We also have (V 0−Z ′+)
0 = V ∩Z+ = S. From this we obtain by the Hahn-Banach
theorem that S0 is the closure in Z ′ of the convex set V 0 − Z ′+. In particular if
g ∈ S′ = S0∩Z ′+ and ǫ > 0 then there exists h ∈ V
0 and g′ ∈ Z ′+ so that ‖g
′‖Z′ ≤ ǫ
and h+ g′ ≥ g.
Fix g = g0 ∈ S
′ and ǫ > 0. Then by induction we can construct sequences (gn)
and (hn) so that hn ∈ ǫ
n−1V 0, ‖gn‖Z′ ≤ ǫ
n and g ≤ h1 + · · · + hn + gn. Clearly
g ≤
∑∞
n=1 hn = h say.
Now ∫
hp
(T ∗h)p−1
dσ ≤ (
∞∑
n=1
(
∫
hpn
(T ∗h)p−1
dσ)1/p)p
≤ pqp−1(
∞∑
n=1
ǫ(n−1)/p)p
≤ pqp−1(1− ǫ1/p)−p.
Since ǫ > 0 is arbitrary this completes the proof. 
3. Quasi-metric kernels and infinitesimal inequalities
We will now specialize the positive operator T considered in the previous section.
LetK be a positive Borel kernel functionK : X×X → (0,∞] (note thatK(x, y) > 0
for all x, y and that K(x, y) =∞ is allowed). We will say that K satisfies the quasi-
metric inequality if K is symmetric and there is a constant κ ≥ 1 such that for all
x, y we have
(3.1)
1
K(x, y)
≤ κ
(
1
K(x, z)
+
1
K(z, y)
)
.
Under these conditions it is natural to introduce the quasi-metric ρ(x, y) =
(K(x, y))−1. Note however that we do not assume that K(x, x) = ∞ and so
ρ(x, x) > 0 is possible. We can then also introduce the ball of radius r > 0 i.e.
Br(x) = {y : ρ(x, y) ≤ r}
but note that this set can be empty.
One large class of examples is created by taking d as a metric onX andK(x, y) =
d(x, y)−α for some α > 0; this kernel defines an operator of fractional integral type.
We will refer to a Borel set B ⊂ X as bounded if supx,y∈B ρ(x, y) <∞.
We suppose as in the previous section that there is given a σ−finite Borel measure
σ on X. Let M+(X) be the space of all positive σ−finite Borel measures on X .
For each ω ∈M+(X) we can define Kω ∈ L
0,#
+ (X, σ) by
Kω(x) =
∫
X
K(x, y) dω(y).
For f ∈ L0+(X, σ) we define
Kf(x) =
∫
X
K(x, y)f(y) dσ(y) = Kω(x)
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where dω = f dσ. (Thus we identify L0+ as a subset ofM+(X).) Sometimes we will
write Kf = Kσf to emphasize that K is defined on L0+(X, σ).
It is natural to require that K defines a positive operator as described in Section
2; this requires only the existence of a strictly positive function w so that Kw <∞
a.e.; however, this assumption does not affect the results of the paper except to
eliminate triviality.
For 1 ≤ s ≤ ∞ we say f ∈ Lsloc if fχB ∈ L
s for every bounded Borel set B. We
say that ω ∈M+(X) is locally finite if |B|ω <∞ for every bounded Borel set B.
Our first proposition gives an alternative formula for Kω.
Proposition 3.1. Let ω ∈M+(X). Then
(3.2) Kω(x) =
∫ ∞
0
|Br(x)|ω
r2
dr, x ∈ X.
Proof. For a fixed x ∈ X , we can rewrite Kω(x), using the distribution function of
K(x, ·), as
Kω(x) =
∫
X
K(x, y) dω(y) =
∫ ∞
0
|{y : K(x, y) > t}|ω dt.
Then the substitution r = 1/t gives
Kω(x) =
∫ ∞
0
|Br(x)|ω
r2
dr,
which proves Proposition 3.1. 
Proposition 3.2. If K satisfies the quasi-metric assumption then Kω < ∞ a.e.
implies that ω is locally finite.
Proof. If B is a bounded set and |B|ω = ∞ then we can apply the representation
3.2 to deduce thatKω(x) =∞ everywhere. Indeed for any x there is a large enough
r so that B ⊂ Br(x). 
One of our main tools is the following decomposition of K into its “lower” and
“upper” parts. For any a > 0, let
(3.3) La(x, y) = min [K(x, y), a
−1], (x, y) ∈ X ×X.
If K satisfies the quasi-metric assumption (3.1), then obviously, La also satisfies
(3.1) with the same constant κ. We now split the kernel into the lower part La and
the upper part Ua = K − La.
Proposition 3.3. Suppose ω ∈M+(X). Then
(3.4) Laω(x) =
∫ ∞
a
|Br(x)|ω
r2
dr, x ∈ X,
and
(3.5) Uaω(x) =
∫ a
0
|Br(x)|ω
r2
dr, x ∈ X.
20
Proof. By Proposition 3.1, we have
Laω(x) =
∫ ∞
0
|B˜r(x)|ω
r2
dr,
where B˜r(x) is a ball associated with the kernel La. Obviously, B˜r(x) = Br(x) if
r > a, and B˜r(x) = ∅ if r ≤ a. This yields (3.4), and hence
Uaω(x) = Kω(x)−
∫ ∞
a
|Br(x)|ω
r2
dr =
∫ a
0
|Br(x)|ω
r2
dr.
The proof of Proposition 3.2 is complete. 
As we will see in the next Proposition, the truncated kernel La or lower part of
the operator has certain stability properties for kernels satisfying the quasi-metric
inequality: in particular Laω obeys a Harnack-type inequality on a ball Ba(x) and
(Laω)
−1 is a quasi-concave function of a > 0.
Proposition 3.4. Suppose that K satisfies the quasi-metric condition (3.1) with
a constant κ ≥ 1. Suppose ω ∈M+(X)
(1) For all a, b > 0,
(3.6) Laω(x) ≤ max
(
1,
b
a
)
Lbω(x).
(2) For all balls Ba(x),
(3.7)
1
2κ
sup
Ba(x)
Laω ≤ Laω(x) ≤ 2κ inf
Ba(x)
Laω.
Remark. It follows from (ii) that if K is an operator in the sense defined in Section
2 so that for some w > 0 a.e. we have Kw < ∞ a.e. then we must have that σ is
locally finite.
Proof. If a ≥ b, then obviously Laω ≤ Lbω. Suppose a < b, so that δ = b/a > 1.
Then the substitution t = δ r gives
Laω(x) =
∫ ∞
a
|Br(x)|ω
r2
dr = δ
∫ ∞
b
|Bt/δ(x)|ω
t2
dt
≤ δ
∫ ∞
b
|Bt(x)|ω
t2
dt =
b
a
Laω(x).
This proves statement (1).
To prove statement (2), notice that if y ∈ Ba(x), then by (3.1) Br(y) ⊂ B2κr(x)
for all r ≥ a. Hence
Laω(y) =
∫ ∞
a
|Br(y)|ω
r2
dr ≤
∫ ∞
a
|B2κr(x)|ω
r2
dr
= 2κ
∫ ∞
2κa
|Br(x)|ω
r2
dr = 2κK2κaω(x) ≤ 2κLaω(x).
This proves the lower estimate in (3.7). The upper estimate is proved in a similar
manner. The proof of Proposition 3.3 is complete. 
Now let us fix 1 < q <∞ and consider the nonlinear equation
(3.8) u = Kuq + f
for u ≥ 0, f ≥ 0. As in the previous section let S = Sq,K be the set of f for which
(3.8) has a solution u ∈ L0+.
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Proposition 3.5. If K satisfies the quasi-metric assumption then either S = {0}
or S is bounded and nondegenerate. Furthermore, if S 6= {0} then for any bounded
Borel set B there exists ǫ > 0 so that ǫχB ∈ S.
Proof. If S 6= {0} then there exists u 6= 0 such that u ≥ Kuq. But Kuq > 0 a.e. so
that u > 0 a.e. Now by Proposition 2.7 we have pqp−1u ∈ S since Anu ≤ u for all
n ∈ N. This shows that S is nondegenerate.
To check boundedness fix x ∈ X and suppose that for some a > 0 we have
|Ba(x)|σ > 0. Suppose 0 6= f ∈ S and so f ≤ u where Ku
q ≤ u. Then u > 0 a.e.,
and u ∈ Lqloc. Further
Lau
q(x) ≥ a−1
∫
Ba(x)
u(x)q dσ.
By Proposition 3.4 this yields that
u ≥ Lau
q ≥
1
2κa
(∫
Ba(x)
uq dσ
)
χBa(x).
We deduce immediately that |Ba(x)|σ < ∞ (so that σ must be locally finite if
S 6= {0}). We also note that ǫ χBa(x) ≤ u for some ǫ > 0 which justifies the last
statement in the Proposition.
We continue the proof that S is bounded; we have∫
Ba(x)
uq dσ ≤ 2κa|Ba(x)|
−1
σ
∫
Ba(x)
u dσ.
Applying Ho¨lder’s inequality
∫
Ba(x)
u dσ ≤ |Ba(x)|
1/p
σ
(∫
Ba(x)
uq dσ
)1/q
.
Combining we get an estimate:∫
Ba(x)
uqdσ ≤ (2κa)p|Ba(x)|
−p/q
σ .
Since this holds for any such ball, it follows that the set S is bounded in L0. 
Thus Zq,K either reduces to {0} or is a nondegenerate Banach function space with
the norm induced by Sq,K .We also have χB ∈ Z for any metric ball B = Ba(x).We
now prove an estimate on ‖χB‖Z ; this is somewhat more complicated and requires
some preliminary work.
Lemma 3.6. Suppose x ∈ X and a > 0. Let B = Ba(x) and then Bj = Ba2−j (x)
for j ∈ N. Let cj = (4κa)
−12j |Bj|σ. Then KχB ≥ φB where φB =
∑
j≥0 cjχBj .
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Proof. Let b = 4κa. We have
KχB(y) =
∫ ∞
0
|B ∩Br(y)|σ
r2
dr
≥
∞∑
j=0
∫ b2−j
b2−(j+1)
|B ∩Br(y)|σ
r2
dr
≥
1
b
∞∑
j=0
2j |B ∩Bb2−(j+1)(y)|σ
≥
1
b
∞∑
j=0
2j |Bj|σχBj (y)
since if y ∈ Bj then Bj ⊂ B ∩Bb2−(j+1) . 
Lemma 3.7. Suppose 0 < s <∞. Then
KφsB ≥
1
(s+ 1)
φs+1B .
Proof. Let φ = φB . We also let βj =
∑j
i=0 ci (and β−1 = 0). We will use the
inequality that βs+1j − β
s+1
j−1 ≤ (s+ 1)cjβ
s
j .
We start with the observation that
φs =
∞∑
j=0
αjχBj
where αj = β
s
j − β
s
j−1. Note that KχBj ≥
∑∞
i=j ciχBi by Lemma 3.6. It follows
that
Kφs ≥
∞∑
j=0
αj
∞∑
i=j
ciχBi
=
∞∑
i=0
ci
i∑
j=0
αjχBi
=
∞∑
i=0
ciβ
s
i χBi
≥
1
s+ 1
∞∑
i=0
(βs+1i − β
s+1
i−1 )χBi
=
1
s+ 1
φs+1.
This completes the proof. 
Now we introduce the quantity
M(x, a) =
∫ a
0
|Br(x)|σ
r2
dr = Ua(1)(x).
Here 1 = χX . Thus Ua(1) = Uaσ.
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Theorem 3.8. If Z 6= {0} and B = Ba(x) then
C(q)
(
M(x, a)
4κ
)p/q
≤ ‖χB‖Z .
Proof. This is trivial if |B|σ = 0. Otherwise, define φ = φB as in Lemmas 3.6 and
3.7. Let Af = Kf q as in Section 2. Then AχB ≥ φ and Aφ
s ≥ (sq+1)−1φsq+1. It
follows by induction that
AnχB ≥
n−1∏
j=1
(1 + q + q2 + · · ·+ qj)−q
n−j−1
φ1+q+···+q
n−1
= C(n, q)φ(q
n−1)/(q−1).
Then
lim sup
n→∞
(AnχB)
1/qn ≥ lim
n→∞
C(n, q)1/q
n
φ−1/(q−1).
Clearly,
lim
n→∞
C(n, q)1/q
n
=
∞∏
j=1
(1 + q + q2 + · · ·+ qj)−q
−j−1
=
∞∏
j=1
q−jq
−j−1
∞∏
j=1
(1 + q−1 + q−2 + · · ·+ q−j)−q
−j−1
≥
∞∏
j=1
q−jq
−j−1
∞∏
j=1
(1− q−1)q
−j−1
= q−(q−1)
2
(1− q−1)1/q(q−1).
Thus
lim sup
n→∞
(AnχB)
1/qn ≥ q−(q−1)
2
(1− q−1)1/q(q−1) φ1/(q−1).
Appealing to Theorem 2.10 we obtain
‖χB‖Z ≥ q
−(q−1)2 (1− q−1)1/q(q−1) ‖φ‖p/q∞ .
It remains to notice that by definition of φ
‖φ‖∞ =
∞∑
j=0
cj
=
1
4κa
∑
j≥0
2j |Bj|σ
≥
1
4κ
∫ a
0
|Br(x)|σ
r2
dr.
This completes the proof. 
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Corollary 3.9. A necessary condition for Z 6= {0} is that for any a > 0 we have
M∗(x, a) = supy∈Ba(x)M(y, a) ∈ L
∞
loc.
Proof. Note that if y ∈ Ba(x) then Ba(y) ⊂ B2κa(x) so that
M(y, a)p/q ≤ C(q) (4κ)p/q‖χB2κa(x)‖Z .

The following Theorem introduces an inequality we name the infinitesimal in-
equality; this is a necessary condition on a measure ω so that Kω ∈ Z.
Theorem 3.10. (The infinitesimal inequality.) Assume that K satisfies the quasi-
metric condition. Then there is a constant C = C(κ) so that if ω ∈ M+(X)
satisfies Kω ∈ Z then for every x ∈ X,
(3.9) sup
a>0
{∫ a
0
|Bt(x)|σ
t2
dt
}p/q {∫ ∞
a
|Bt(x)|ω
t2
dt
}
≤ C‖Kω‖Z .
Remarks. (a) The conclusion is that (3.9) holds everywhere: however, when work-
ing with the infinitesimal inequality later it will only be necessary to assume that
(3.9) holds σ−a.e. for each a > 0.
(b) There is an appealing alternative form of this inequality (in the almost every-
where form), namely
(3.10) sup
a>0
‖(Uaσ)
1/q(Laω)
1/p‖∞ ≤ C
′‖Kω‖
1/p
Z .
Proof. We note that for all a > 0, x, y ∈ X if B = Ba(x), then
χB(y)Laω(x) ≤ 2κLaω(y)
by Proposition 3.4. Hence
Laω(x) ‖χB‖Z ≤ 2κ ‖Kω‖Z ,
and by Theorem 3.8
Laω(x)M(x, a)
p/q ≤ C‖Kω‖Z
where C = C(κ). This yields (3.9). 
Corollary 3.11. There is a constant C = C(κ) so that if f ∈ Z+, then for every
x ∈ X, if dω = f qdσ
(3.11) sup
a>0
{∫ a
0
|Bt(x)|σ
t2
dt
}1/q {∫ ∞
a
|Bt(x)|ω
t2
dt
}1/p
≤ C‖f‖q−1Z .
Proof. Here Kω = Kf q ∈ Z so that by Theorem 3.10
sup
a>0
{∫ a
0
|Bt(x)|σ
t2
dt
}1/q {∫ ∞
a
|Bt(x)|ω
t2
dt
}1/p
≤ C‖Kf q‖
1/p
Z .
However ‖Kf q‖ ≤ pqp−1‖f‖qZ (Theorem 2.10) and so the result follows. 
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4. Weighted norm inequalities and nonlinear integral equations
In this section we prove some of the main results of the paper (Theorems 4.8 and
4.9). We develop connections between the solvability of (2.1) and weighted norm
inequalities, which clarifies the role of the infinitesimal inequalities and testing
conditions of Sawyer type. Simple criteria of Koosis type (see [18]) are given for
Wp,K and Zq,K to be nondegenerate Banach function spaces. Sharp estimates of
||χB||Zq,K for a ball B = Br(x) are obtained. We retain the assumption that K
satisfies the quasi-metric condition (3.1).
We recall from Section 2 that f ∈ L0 is an Lp-weight for K if there is a constant
γ > 0 such that
(4.1)
∫
|f | |Kg|p dσ ≤ C
∫
|g|p dσ
for all g ∈ Lp(σ). The space of Lp−weights is denoted Wp,K . Since K(x, y) > 0
for all x, y if K defines a positive operator it is strictly positive and we have that
Wp,K under the norm f → ‖f‖W = inf {C : (4.1) holds} is a nondegenerate
Banach function space on (X, σ) provided the assumption that Lp ⊂ D(K) holds
(and this condition is clearly also necessary). Even without this assumption it
is clear that {f : ‖f‖W ≤ 1} is a bounded subset of L
0. We recall also that
Y = Yp,K = {f : |f |
q ∈ Wp,K}; if W is a Banach function space then so is Y with
the associated norm f → ‖|f |q‖
1/q
W .
We first prove a simple criterion for Wp,K to be a Banach function space on
(X, σ). To do this we introduce the quantity
N(x, a) =
∫
La(x, y)
q dσ(y) =
∫ ∞
a
|Bt(x)|σ
tq+1
dt.
It is immediate that if N(x, a) < ∞ for some x, a then σ is locally finite and that
N(y, b) < ∞ for every y ∈ X, and b > 0. This follows from applying Proposition
3.4 to the modified kernel K(x, y)q.
Proposition 4.1. (1) If Lp ⊂ D(K) then σ is locally finite and for every a > 0,
N(x, a) <∞.
(2) If for every a > 0 and x ∈ X we have N(x, a) < ∞ and M∗(x, a) < ∞ then
Lp ⊂ D(K) (and hence there exists w ∈ Wp,K with w > 0 a.e.). Furthermore we
have the estimate
‖χBa(x)‖W ≤ C(|Ba(x)|σN(x, a)
p/q +M∗(x, 2κa)p)
where C depends only on κ.
Proof. (1) Pick a ball B = Ba(x) with |B|σ > 0. Then we can apply Proposition
3.4 again to get that
Kf ≥ (2κ)−1Laf(x)χB.
If Lp ⊂ D(K) this implies that Laf(x) < ∞ for all f ∈ L
p so that N(x, a) < ∞.
This contradiction implies N(x, a) <∞ for all x ∈ X and a > 0.
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(2) It will suffice to prove that for every ball B = Ba(x) we have χB ∈ W. Note
first that if y ∈ B then by Proposition 3.4 and Ho¨lder’s inequality
Laf(y) ≤ 2κLaf(x) ≤ 2κN(x, a)
1/q ‖f‖p.
Hence ∫
B
(Laf)
p dσ ≤ (2κ)pN(x, a)p/q |B|σ
∫
fp dσ.
Now if y ∈ B then Uaf(y) ≤M(y, a)‖f‖∞ ≤M
∗(x, a)‖f‖∞. Hence
‖χBUaf‖∞ ≤M
∗(x, a) ‖f‖∞.
Also∫
B
Uaf(y) dσ(y) ≤
∫
B2κa(x)
(∫
Ba(y)
K(y, z) dσ(y)
)
f(z) dσ(y) ≤M∗(x, 2κa) ‖f‖1.
By the Riesz interpolation theorem∫
B
(Uaf)
p dσ ≤M∗(x, 2κa)p
∫
fp dσ.
The Proposition now follows by combining the estimates for Laf and Uaf . 
Proposition 4.1(2) gives a situation in which W is nondegenerate which is suffi-
cient to cover our main interests in this paper. However it is possible to prove more
general results which can be regarded as extending previous Koosis-type theorems
due to Rubio de Francia [42] and Sawyer [43] for the Riesz potential.
Proposition 4.2. Suppose K satisfies the quasi-metric condition and that µ is a
nontrivial σ−finite Borel measure on X such that for every x ∈ X and a > 0 we
have
M∗µ(x, a) = sup
y∈Ba(x)
∫ a
0
|Bt(y)|µ
t2
dt <∞.
Let σ be a µ-continuous σ−finite Borel measure on X. Then for (X, σ) we have
Wp,K nondegenerate if and only if
N(x, a) =
∫ ∞
a
|Bt(x)|σ
t2
dt <∞
for some (and hence all) x ∈ X, a > 0.
Proof. The necessity of the condition is proved in Proposition 4.1. For the converse,
we remark first that we can replace µ by its σ−continuous part and hence assume
dµ = w dσ for some strictly positive weight function w. We must show that if
0 ≤ f ∈  Lp(σ) then Kf < ∞ a.e. Indeed in this case let B = Ba(x) be any ball.
Then
sup
y∈B
Laf(y) ≤ 2κLaf(x) ≤ 2κN(x, a)
1/q‖f‖p.
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Also ∫
B
wUaf dσ =
∫
y∈B
∫
B2κa(x)
Ua(x, y)w(y) dσ(y) dσ(x)
=
∫
B2κa(x)
M(y, a)f(y) dσ(y)
≤M∗(x, 2κa)|B2κa|
1/q
σ ‖f‖p.
This shows that χBKf <∞ σ−a.e. 
The following result was proved for the special case when K is the Riesz potential
in [42] and [43].
Proposition 4.3. Suppose K satisfies the quasi-metric condition and that σ is
a σ−finite Borel measure on X such that for every x ∈ X and a > 0 we have
M∗(x, a) <∞. Let v ∈ L0+. In order that there exist w ∈ L
0
+ with w > 0 whenever
v > 0 and
(4.2)
∫
(Kf)pw dσ ≤ C
∫
fpv dσ
for all f ∈ Lp(v dσ) it is necessary and sufficient that∫
La(x, y)
q v(y)1−q dσ(y) <∞
for some (and hence all) x ∈ X and a > 0.
Proof. By replacing X by X0 = {x : v(x) > 0} and restricting σ we can suppose
v > 0 everywhere. let dν = v1−qdσ and let Kνf = K(v−q/pf). Then if we put
f = ϕv−q/p then (4.2) becomes equivalent to∫
(Kνϕ)p (w/v) dν ≤ C
∫
fp dν
and so the result reduces to Proposition 4.2. The necessary and sufficient condition
required is that ∫
La(x, y)
qdν <∞
for some x ∈ X and a > 0. 
We may also study weighted norm inequalities for measures ω ∈ M+(X). We
define W˜p,K to be the cone of ω such that for some constant C > 0 we have
(4.3)
∫
|Kg|p dω ≤ C
∫
|g|p dσ
for all g ∈ Lp. Of course if ω is σ−continuous then we can write dω = f dσ and f
satisfies (4.1).
The following characterization of (4.3) is due to Sawyer and Wheeden [43], [44]
(see also substantial improvements in [45] and [54]) under the hypothesis that X
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is a homogeneous space in the sense of Coifman-Weiss [11] equipped with a quasi-
metric d(x, y) and doubling measure µ such that |B2r(x)|µ ≤ C |Br(x)|µ (where
Br(x) = {y : d(x, y) < r}): Suppose K(x, y) is a kernel satisfying the inequalities
(K1) K(x, y) ≤ C1K(x
′, y) if d(x′, y) ≤ C2 d(x, y),
and
(K2) K(x, y) ≤ C1K(x, y
′) if d(x, y′) ≤ C2 d(x, y)
for some C1 > 1 and C2 > 1. Suppose that all annuli with respect to d are
nonempty. Then (4.3) holds if and only if both of the following testing conditions
hold,
(4.4)
∫
X
(KσB)
p dω ≤ C |B|σ
and
(4.5)
∫
X
(K∗ωB)
q dσ ≤ C |B|ω,
for all balls B associated with d; here dσB = χB dσ, K
∗ is a formal adjoint, and as
usual 1/p+ 1/q = 1, 1 < p <∞. Under certain mild assumptions it can be shown
that (4.4) and (4.5) are equivalent to similar inequalities with integration over B
in place of X on the left-hand sides. (See [46] and [54].)
Observe that if K(x, y) = 1/d(x, y) then (K1) and (K2) hold automatically with
C1 = C2 = 1 and thus the testing inequalities (4.4), (4.5) characterize W˜p,K . As is
shown in [53], under some assumptions on X every kernel K which satisfies (K1)
and (K2) is controlled by its symmetric “dyadic” analogue Kd which satisfies the
quasi-metric inequality and is pointwise smaller than K; moreover, weighted norm
inequalities for integral operators generated by K and Kd hold simultaneously so in
the setting of homogeneous spaces our quasi-metric assumptions and (K1)− (K2)
are in a sense equivalent.
Remarks. (a) We emphasize that these deep two weight results with difficult and
rather technical proofs are not used in the present paper. For our purposes it suffices
to use simpler pointwise characterizations of weighted norm inequalities discussed
in this section. However, the second testing condition (4.5), with B in place of X
on the left-hand side, plays an important role in our approach to the solvability
problem for the equation u = Kuq + f .
(b) It is easy to give a nonsymmetric version of our solvability results in the frame-
work outlined above; we do not consider it here to avoid unnecessary complications.
For the applications we have in mind it is more convenient to restrict ourselves to the
case of possibly nonsymmetric kernels K such that K(x, y) ≍ s1(x)K0(x, y) s2(x)
where K0(x, y) is a quasi-metric kernel and s1, s2 are arbitrary positive weight func-
tions. These generalizations are obtained in Sec. 7 together with applications to
nonlinear Dirichlet problems.
We start with the following proposition which is basic to our results and explains
the significance of the quasi-metric assumption for weighted norm inequalities.
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Proposition 4.4. Let K be a kernel which satisfies the quasi-metric assumption.
Then for any g ∈ L0+ , and 1 ≤ s <∞,
(4.6) (Kg)s ≤ CK(g(Kg)s−1),
where C = s(2κ)s−1.
Remarks. (a) Proposition 4.4 shows that integral operators with quasi-metric ker-
nels resemble Hardy’s operatorKg(x) =
∫ x
0
g(t) dtwhich obviously has the property
(Kg)s = sK(g(Kg)s−1).
(b) A different proof valid for kernels satisfying assumptions (K1) and (K2) is given
in [53].
Proof. Let dν = g dσ. By Proposition 3.1,
Kg(x) = Kν(x) =
∫ ∞
0
|Br(x)|ν
r2
dr.
Clearly, we have
(Kg(x))s =
(∫ ∞
0
|Br(x)|ν
r2
dr
)s
= s
∫ ∞
0
(∫ ∞
r
|Bt(x)|ν
t2
dt
)s−1
|Br(x)|ν
r2
dr
= s
∫ ∞
0
∫
Br(x)
(∫ ∞
r
|Bt(x)|ν
t2
dt
)s−1
dν(y)
dr
r2
.
We estimate the inside integral by Proposition 3.3. For y ∈ Br(x), we have∫ ∞
r
|Bt(x)|ν
t2
dt = Lrg(x) ≤ 2κLrg(y) ≤ 2κKg(y),
where Lrg is the “lower part” of Kg. Then
(Kg(x))s ≤ s (2κ)s−1
∫ ∞
0
∫
Br(x)
(Kσg)s−1 dν(y)
r2
dr
= s (2κ)s−1K(g (Kσg)s−1)(x),
which completes the proof of Proposition 4.4. 
Proposition 4.5. Suppose K satisfies the quasi-metric condition and that ω ∈
M+(X). Suppose Kω ∈ Yp,K or equivalently (Kω)
q ∈ Wp,K is an L
p−weight for
K. Then ω ∈ W˜p,K (i.e. (4.3) holds).
Proof. Suppose 0 ≤ g ∈ Lp(σ). Then, if C is the constant of Proposition 4.4,∫
(Kg)pdω ≤ C
∫
K(g(Kg)p−1)dω
= C
∫
g(Kg)p−1Kωdσ
≤ C
(∫
gpdσ
)1/p(∫
(Kg)p(Kω)qdσ
)1/q
≤ C‖(Kω)q‖
1/q
W ‖g‖
p
p
= C‖Kω‖Y‖g‖
p
p.
This completes the proof. 
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Theorem 4.6. Suppose f ∈ L0+ and f ∈ Zq,K. Then f ∈ Yp,K (so that f
q is an
Lp−weight for K) and there is a constant C = C(q, κ) such that ‖f‖Y ≤ C‖f‖Z ,
or equivalently ‖f q‖W ≤ C‖f‖
q
Z .
Proof. Suppose first that Kf q ≤ f. If f is not zero then f > 0 a.e.; furthermore
under this hypothesis, σ is locally finite i.e. |B|σ <∞ for all bounded sets B. Let
0 ≤ g ∈ L∞ with ‖g‖p = 1 be supported in a bounded set B. Then note that on B
Kf(x) ≥ α
∫
B
f dσ
where α = inf {K(x, y) : x, y ∈ B}. Hence f ≥ c > 0 on B and so χBf ≤ c
1−qf q
and K(χBf) ≤ c
1−qf. Now for any 1 ≤ s <∞ if Cs = s(2κ)
s−1,∫
(Kg)sf q dσ ≤ Cs
∫
K(g(Kg)s−1)f q dσ
= Cs
∫
χBg(Kg)
s−1Kf q dσ
≤ Cs‖g‖∞
∫
(Kg)s−1χB f dσ.
≤ Csc
1−q‖g‖∞
∫
(Kg)s−1f q dσ
Since |B|σ < ∞ this implies by induction that Kg ∈ Ls for every integer s and
hence all s. We now take s = p.∫
(Kg)pf q dσ ≤ Cp
∫
g(Kg)p−1Kf q dσ
≤ Cp
(∫
gpdσ
)1/p(∫
(Kg)pf qdσ
)1/q
.
Since the left-hand side is finite and ‖g‖p = 1 we can now cancel and obtain∫
(Kg)pf qdσ ≤ Cpp
so that f q ∈ Wp,K and ‖f‖Y ≤ C = C(p, κ).
Now if f ∈ S = Sq,K there exists u ≥ f with Ku
q ≤ u and hence ‖f‖Y ≤ C.
The general case now follows by homogeneity. 
Remark. We conclude that if Z 6= {0} then W 6= {0} and K satisfies the condition
Lp ⊂ D(K). It follows that W and Y are then both Banach function spaces.
It is now possible to characterize the solution space Z by means of weighted
norm inequalities, although the result is rather technical:
Theorem 4.7. Suppose f ∈ L0+. Let f0 = f , and define (fn) inductively by fn =
Kf qn−1. In order that f ∈ Z it is necessary and sufficient that each f
q
n ∈ Wp,K and
that if Cn is the least constant so that∫
(Kg)p f qn dσ ≤ Cn
∫
gp dσ
31
for all 0 ≤ g ∈ Lp, then sup
n≥0
C1/q
n
n <∞.
Proof. It is a direct consequence of Theorem 2.10 that f ∈ Z if and only if
supn ‖A
nf‖
1/qn
Y < ∞. (This proof tacitly assumes that Z 6= {0}; however this
case can be argued similarly since the set of h such that ‖h‖W ≤ 1 is bounded in
L0). 
Theorem 4.8. Let ω ∈M+(X). Consider the following conditions on ω :
(1) ω ∈ W˜p,K i.e. there is a constant C so that
(4.7)
∫
(Kg)pdω ≤ C
∫
gpdσ
for all 0 ≤ g ∈ Lp(σ).
(2) ω satisfies the second testing inequality (4.5) i.e. there is a constant C so that
every ball B we have
(4.8)
∫
B
(KωB)
q dσ ≤ C |B|ω.
(3) ω satisfies the infinitesimal inequality (3.9) a.e., i.e. for some constant C and
σ-a.e. x ∈ X,
(4.9) sup
a>0
{∫ a
0
|Bt(x)|σ
t2
dt
}p/q {∫ ∞
a
|Bt(x)|ω
t2
dt
}
≤ C.
Then the following are equivalent:
(i) Kω ∈ Zq,K.
(ii) For some constant C we have K(Kω)q ≤ C Kω <∞ a.e.
(iii) ω satisfies (1) and (3).
(iv) ω satisfies (2) and (3).
Remarks. (a) It follows from Proposition 2.7 (3) that if K(Kω)q ≤ q−1p1−qKω
then Kω ∈ Sq,K i.e. the equation u = Ku
q + Kω has a solution u such that
Kω ≤ u ≤ pKω.
(b) Let F be an ideal space of measurable functions (e.g. F = Lr, 0 < r ≤ ∞).
Then by Theorem 4.8 and the preceding remark, there exists a solution u ∈ F of
the equation u = Kuq + ǫ f for some ǫ > 0 if and only if Kω ∈ F ∩ Zq,K .
Proof of Theorem 4.8. That (ii) implies (i) is immediate from Proposition 2.7. For
(i) implies (iii), we note first that Theorem 4.7 implies that Kω ∈ Yp,K and so
Proposition 4.5 gives ω ∈ Wp,K i.e. (1) holds. Theorem 3.10 implies (3) holds. It is
trivial that (iii) implies (iv). Hence it remains only to prove that (iv) implies (ii).
We let C denote the constant in both (4.8) and (4.9). Note that if r > 0,
(Kω)q ≤ 2q−1 ((Lrω)
q + (Urω)
q).
Let dν = (Kω)qdσ; for each r > 0 let dµr = (U
rω)qdσ and dλr = (Lrω)
qdσ.
Suppose x ∈ X. Let Br = Br(x). Since K(Kω)
q = Kν, we have to prove that
Kν(x) =
∫ ∞
0
|Br|ν
r2
dr ≤ C′Kω(x),
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where C′ depends on C, q, and κ.
It is easy to see that Urω = UrωB2κr on Br. Using this together with (4.8) we
have
|Br|µr =
∫
Br
(Urω)
q dσ =
∫
Br
(UrωB2κr)
q dσ ≤ C|B2κr|ω.
Hence ∫ ∞
0
|Br|µr
r2
dr ≤ C
∫ ∞
0
|B2κr|ω
r2
dr
= 2C κKω(x).(4.10)
On the other hand
|Br|λr =
∫
Br
(Lrω)
q dσ ≤ (2κ)q(Lrω(x))
q|Br|σ
by Proposition 3.4. Thus∫ ∞
0
|Br|λr
r2
dr ≤ (2κ)q
∫ ∞
0
(∫ ∞
r
|Bt|ω
t2
dt
)q
|Br|σ
r2
dr.
Now we use integration by parts to replace the right-hand side R by
R = q(2κ)q
∫ ∞
0
(∫ t
0
|Bτ |σ
τ2
dτ
)(∫ ∞
t
|Bτ |ω
τ2
dτ
)q−1
|Bt|ω
t2
dt.
At this point the infinitesimal inequality (4.9) allows to estimate
(4.11) R ≤ Cq(2κ)q
∫ ∞
0
|Bt|ω
t2
dt = Cq(2κ)qKω(x).
Combining these two estimates (4.10) and (4.11) and the fact that ν ≤ 2q−1(λr+
µr) gives that ∫ ∞
0
|Br|ν
r2
dr ≤ C′Kω(x)
for a suitable constant C′ = C C′′(q, κ). Thus (iv) implies (ii) as claimed. 
Theorem 4.9. Suppose K satisfies the quasi-metric condition. Suppose f ∈ L0+.
Then the following conditions are equivalent:
(1) f ∈ Zq,K i.e. there exists ǫ > 0 such that there is a solution of u = Ku
q + ǫf.
(2) There exists C > 0 such that K(Kf q)q ≤ C Kf q <∞ a.e.
(3) f ∈ Yp,K and the measure ω given by dω = f
qdσ satisfies the infinitesimal
inequality (4.9).
(4) The measure ω defined by dω = f qdσ satisfies both the testing condition (4.8)
and the infinitesimal condition (4.9).
Remarks. (a) By Proposition 2.7 (4) it follows that if K(Kf q)q ≤ q−qpq(1−q)Kf q
then f ∈ Sq,K i.e. the equation u = Ku
q + f has a solution u such that
f +Kf q ≤ u ≤ f + pqKf q.
(b) Theorem 4.9 and the preceding remark yield the following criterion of the exis-
tence of solutions to the equation u = Kuq + ǫ f belonging to some ideal space of
measurable functions F (e.g. F = Lr, 0 < r ≤ ∞): There exists a solution u ∈ F
(for some ǫ ≥ 0) if and only if f,Kf q ∈ Zq,K ∩ F .
Proof of Theorem 4.9. This is simply a restatement of Theorem 4.8 once one makes
the observation that f ∈ Zq,K if and only if Kf
q ∈ Zq,K (either Proposition 2.7 or
Theorem 2.10 ). 
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Theorem 4.10. Suppose K satisfies the quasi-metric condition and that x ∈ X
and a > 0. Then the following conditions are equivalent:
(1) Zq,K 6= {0}.
(2) We have N(x, a) <∞ and supr≥a r
−q/pM∗(x, r) <∞.
Proof. Assume (1). Then W ⊃ Z contains a strictly positive function and hence
by Proposition 4.1, we have N(x, a) < ∞. To prove the second condition we can
replace a by any b ≥ a where |Bb(x)|σ > 0. Let us therefore suppose |Ba(x)|σ > 0.
Then χBa(x) ∈ Z. It follows that we have the infinitesimal inequality for χBa(x).
Thus
sup
y∈X
sup
r>0
M(y, r)p/q
∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt ≤ C.
Assume r > a and y ∈ Br(x). Then for t ≥ 2κr we have Bt(y) ⊃ Ba(x). Hence
M(y, r)p/q|Ba(x)|σ ≤ 2C κ r.
This implies the second part of (2).
Conversely assume (2). Then again we can assume that |Ba(x)|σ > 0. By Propo-
sition 4.1, we have that χBa(x) ∈ W. Now we verify the infinitesimal inequality
sup
r>0,y∈X
M(y, r)p/q
∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt <∞.
Let C = supr≥a r
−q/pM∗(x, a). Suppose first y ∈ B2κa(x). Then if r ≤ a,∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt ≤
∫ a
0
|Bt(y)|σ
t2
dt+
∫ ∞
a
|Ba(x)|σ
t2
dt
≤M(y, a) +
|Ba(x)|σ
a
≤ C(κ)M∗(x, 2κa).
Hence
M(y, r)p/q
∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt ≤ C(κ, p)M∗(x, 2κa)p.
If r > a
M(y, r)p/q
∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt ≤M(y, r)p/q|Ba(x)|σr
−1 ≤ Cp/q|Ba(x)|σ.
Now if y /∈ B2κa(x) we set b = ρ(x, y)/(2κ). It follows from the quasi-metric
inequality that Ba(x) ∩Bt(y) = ∅ if t < b. Hence∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt ≤
∫ ∞
b
|Ba(x)|σ
t2
dt = b−1 |Ba(x)|σ.
Since y ∈ B4κb(x), we have
M(y, r)p/q
∫ ∞
r
|Ba(x) ∩Bt(y)|σ
t2
dt ≤ b−1M∗(x, 4κb)p/q |Ba(x)|σ
≤ 4κCp/q |Ba(x)|σ.
Thus the infinitesimal inequality holds and so χBa(x) ∈ Z. But this means that
Z contains a strictly positive function. 
There is an implicit two-sided estimate of ‖χBa(x)‖Z in the preceding theorem:
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Corollary 4.11. Suppose K satisfies the quasi-metric condition and that x ∈ X
and a > 0. Let
Φ(x, a) = |Ba(x)|
1/q
σ N(x, a)
p/q2 +M∗(x, a)p/q
+|Ba(x)|
1/q
σ sup
r≥a
r−1/qM∗(x, r)p/q
2
.
Then
C1Φ(x,
a
2κ
) ≤ ‖χBa(x)‖Z ≤ C2Φ(x, 2κa),
where C1 and C2 depend only on κ and p.
Remarks. (a) It is not difficult to see that if σ is doubling then
‖χBa(x)‖Z ≍ |Ba(x)|
1/q
σ N(x, a)
p/q2 +M∗(x, a)p/q
+|Ba(x)|
1/q
σ sup
r≥a
r−1/qM∗(x, r)p/q
2
,
where the constants of equivalence depend only on κ and p.
(b) It follows from Corollary 4.11 that ‖1‖Z ≍ ‖K1‖
p/q
L∞ .
5. Capacitary inequalities and criteria of solvability
In the previous section we saw that if f ≥ 0 is such that there is a positive
solution of the equation
(5.1) u = Kuq + f
then (if K is a quasi-metric kernel) there is a corresponding weighted norm inequal-
ity
(5.2)
∫
(Kg)p f q dσ ≤ C
∫
gp dσ,
for all g ≥ 0. This can be rewritten in terms of function spaces as Zq,K ⊂ Yp,K .
It is natural to ask for a converse result, i.e. for conditions on K so that the
weighted norm inequality (5.2) implies that there exists ǫ > 0 such that the equation
u = Kuq + ǫf has a positive solution. This would imply that Yp,K = Zq,K . The
aim of this section is establish such conditions.
We will use the notion of capacity associated with (K, p, σ). We define
Cap E = Capp,K(E) = inf
{∫
gpdσ : Kg ≥ χE , g ≥ 0
}
where we stress that we require Kg(x) ≥ 1 for every (not almost every) x ∈ E.
The theory of these capacities and the corresponding potential theory (which is
usually called nonlinear potential theory in the nonclassical case p 6= 2) is due to
B. Fuglede, N. G. Meyers, V. G. Maz’ya and V. P. Havin, Yu. G. Reshetnyak; a
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weighted theory, for dσ = v dx, where v ∈ A∞, was developed by D. Adams [1] (see
also [2], [24], [35], [57], and the literature cited there).
If ω ∈ M+(X) then the capacity condition
(5.3) |E|ω ≤ C Cap E
for every Borel set E is easily seen to be equivalent to the weak-type weighted norm
inequality,
(5.4) |{Kg(x) ≥ λ}|ω ≤ Cλ
−p
(∫
gpdσ
)1/p
for all g ≥ 0. In general (5.3) does not imply the corresponding strong-type inequal-
ity
(5.5)
∫
(Kg)p f q dω ≤ C
∫
gp dσ,
but in certain cases this is true. In particular (5.3) implies (5.5) for Riesz potentials
or more general convolution operators with radial decreasing kernels on Rn if σ ∈
A∞; see [2], [21] and [34]. In this section we will find some new classes of measures
σ for which this implication holds (see also [52]).
We will also introduce another concept of capacity given by
cap E = inf {
∫
gpdσ : Kg ≥ χE , σ − a.e., g ≥ 0}.
It is clear that cap E ≤ Cap E; in fact cap E = inf {Cap F : F ⊂ E, |E\F |σ = 0}.
We also note that cap E = ‖χE‖W ′ by applying the results of Section 2. If ω is
absolutely continuous with respect to σ then (5.3) is equivalent to
|E|ω ≤ C cap E
for every Borel set B.
We first observe that the capacity condition implies the second testing inequality.
Proposition 5.1. If ω satisfies the capacity condition (5.3) then ω satisfies the
testing condition (4.8).
Proof. By the remarks above, and duality ([31]) K : Lq,1(ω) → Lq(ω) is bounded
where Lq,1 is the Lorentz space of all Borel functions f such that∫ ∞
0
t1/q−1f∗(t)dt <∞
(here f∗ is the decreasing rearrangement of f). One immediately obtains (4.5) by
applying K to a characteristic function. 
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Proposition 5.2. Suppose E is a Borel subset of X. Assume that Lp ⊂ D(K)
so that Wp,K is a Banach function space on X. Then given any Borel set E with
cap E <∞ and any ǫ > 0 there exists w ∈ L1(E, σ) with
∫
E
w dσ = cap E and so
that we have ∫
(Kf)pw dσ ≤ (1 + ǫ)
∫
fp dσ
for all f ∈ Lp(σ).
Proof. This follows from our earlier identification of W ′ = V (see Section 2). From
the definition of cap E we have ‖χE‖V = cap E and so there exists w ∈ W with
‖w‖W ≤ 1 + ǫ and
∫
wχE = cap E. Replacing w by wχE gives the result. 
Our next result is closely related to the concept of an equilibrium measure (see,
for example [2] in the case of Riesz potentials and dσ = dx).
Proposition 5.3. Let us assume that K is a quasi-metric kernel such that ρ =
K−1 is continuous. Suppose also that σ is locally finite. Then for any compact
set E with Cap E < ∞ there is a Borel measure ω supported on E such that
|E|ω = Cap E and we have the inequality∫
(Kf)pdω ≤
∫
fpdσ
for every f ∈ Lp(σ).
Proof. Fix any x0 ∈ X. For all r > 0 and s > 0 it is easily seen that if f ∈
Lp(Br(x0)) then Lsf is continuous on E. Since Ls(x, y) is continuous and bounded
this follows immediately from the Dominated Convergence Theorem.
Now consider the convex set F of all functions in the space of continuous real-
valued functions on E, C(E) of the form
∑n
i=1(Lsifi)
p − χE where 0 < si < a,
fi ∈ Bri(x0) for some a < ri < ∞ and
∑∫
fpi dσ ≤ Cap E. Let P = {f ∈ C(E) :
f(x) > 0 ∀x ∈ E}. We claim that F ∩ P = 0. Indeed if not there exist si, fi as
above with and ǫ > 0 so that
n∑
i=1
(Lsifi)
p ≥ (1 + ǫ)χE .
But then
K(
n∑
i=1
fpi )
1/p ≥ (
n∑
i=1
(Kfi)
p)1/p ≥ (1 + ǫ)1/pχE
which contradicts the definition of capacity.
Now since the cone P is open the Hahn-Banach theorem and Riesz representation
theorem combine to give a measure ω such that
∫
f dσ > 0 for all f ∈ P and∫
f dσ ≤ 0 for all f ∈ F. If we normalize so that |E|ω = Cap E then we have∫
(Lsf)
p ≤ 1
whenever s > 0, f has bounded support and
∫
fpdσ ≤ 1. This implies the result. 
Now let us introduce for x ∈ X and a > 0 the quantity
N(x, a) =
∫ ∞
a
|Bt(x)|σ
t1+q
dt =
∫
X
La(x, y)
qdσ(y).
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Definition. We shall say that a locally finite Borel measure µ is stable with respect
to K if there exists a constant C > 0 and δ > 0 so that and for every x ∈ X and
0 < r < R <∞ we have
|B2R(x)|µ ≤ C |BR(x)|µ and |Br(x)|µ ≤ C
( r
R
)1+δ
|BR(x)|µ.
We remark that of course if K is a Riesz potential on Rn (i.e. K(x, y) =
c‖x − y‖−α where 0 < α < n) then Lebesgue measure λ is stable for K. More
generally if X is a space of homogeneous type with quasi-metric d and a doubling
measure µ then µ is stable for K(x, y) = d(x, y)−α where 0 < α < 1 ([20]).
Theorem 5.4. Suppose K satisfies the quasi-metric condition.
(1) There is a constant C so that for any for any ball Ba(x) we have
(5.6) Cap Ba(x) ≤ CN(x, a)
−p/q.
(2) Suppose that there exists a measure µ ∈ M+(X) which is stable for K. Then
there exists a constant C so that for every ball B = Ba(x) we have
(5.7) C−1N(x, a)−p/q ≤ Cap Ba(x) ≤ CN(x, a)
−p/q.
(3) Suppose that there exists a σ-continuous measure µ which is stable for K. Then
there exists a constant C so that for every ball B = Ba(x) we have
(5.8) C−1N(x, a)−p/q ≤ cap Ba(x) ≤ Cap Ba(x) ≤ C N(x, a)
−p/q.
Remarks. In particular we obtain equivalence Cap Ba(x) ∼ N(x, a)
−p/q for the case
Rn and any measure σ; we obtain the further equivalence cap Ba(x) ∼ N(x, a)
−p/q
for any σ of the form dσ = w(x)dx where w(x) > 0 a.e. For measures in class
A∞ this result was previously shown by Adams [1]; the upper estimate (5.6) was
proved for arbitrary measures by Turesson [51] in the case of Riesz potentials. For
the case dσ = dx and more general radial convolution operators, a similar result
was obtained by Aikawa (see [4]).
Proof. (1) Let g(y) = La(x, y)
q−1. Then∫
g(y)pdσ(y) =
∫
La(x, y)
q dσ(y) = N(x, a).
We also have
Kg(x) ≥ Lag(x) =
∫
La(x, y)
q dσ(y) = N(x, a).
Applying Proposition 3.4 we obtain
Kg ≤ (2κ)−1N(x, a)χBa(x).
Hence Cap Ba(x) ≤ (2κ)
pN(x, a)−p/q.
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(2) Suppose g ∈ Lp(σ) and Kg ≥ χB where B = Ba(x). Then
Lag(x) ≤
(∫
La(x, y)
qdσ(y)
)1/q (∫
g(y)pdσ(y)
)1/p
.
Then
Lag(x) ≤ N(x, a)
1/q‖g‖p
and thus if y ∈ Ba(x),
Lag(y) ≤ 2κN(x, a)
1/q‖g‖p.
Hence
(5.9)
∫
B
Lag dµ ≤ 2κ|B|µN(x, a)
1/q‖g‖p.
On the other hand ∫
B
Uag dµ =
∫
UaµB g dσ
≤
∫
B∗
Uaµ g dσ
≤
(∫
B∗
(Uaµ)
q dσ
)1/q
‖g‖p,
where B∗ = B2κa(x).
Now we estimate
Uaµ(y) =
∫ a
0
|Bt(y)|µ
t2
dt ≤ C1 |Ba(y)|µ
for a suitable constant C1 since µ is stable for K. But if y ∈ B
∗ then Ba(y) ⊂
Bκ(2κ+1)a(x) so that |Ba(y)|µ ≤ C2|B|µ again by the stability condition. Hence∫
B
Uag dµ ≤ C3 |B|µ |B
∗|1/qσ ‖g‖p.
Observe that |B∗|
1/q
σ ≤ C4N(x, a)
1/q where C4 = C4(κ). Combining with (5.9) we
obtain ∫
B
Kg dµ ≤ C5|B|µN(x, a)
1/q ‖g‖p
which gives the lower estimate since Kg ≥ χB (everywhere).
(3) The proof is the same as (2) except for the final observation note that if
Kg ≥ χB σ-a.e. then Kg ≥ χB µ-a.e. 
Before moving to our main result of this section, let us prove a preliminary
lemma.
39
Lemma 5.5. Suppose K is a quasi-metric kernel with the property that there is a
constant C so that for every x ∈ X and a > 0 we have M(x, a) ≤ Caq−1N(x, a).
Then there exists a constant C′ so that for every x ∈ X and a > 0 we have
(5.10) M(x, a)p/q
∫ ∞
a
N(x, t)−p/q
t2
dt ≤ C′.
Proof. First we observe if M(x, a) ≤ Caq−1N(x, a) then∫ a
0
|Bt(x)|
t2
dt ≤ Caq−1
∫ ∞
a
|Bt(x)|
t1+q
dt ≤ C
∫ ∞
a
|Bt(x)|σ
t2
dt,
so that for every x ∈ X we have lima→∞M(x, a) =∞. For fixed x ∈ X and a > 0
let us define a∗ > a so that
M(x, a∗) = (1 +
1
2C
)M(x, a).
We claim now that M(x, a) ≤ 2Caq−1N(x, a∗). To see this note that
M(x, a) ≤ Caq−1N(x, a)
= Caq−1
∫ a∗
a
|Bt(x)|σ
t1+q
dt+ Caq−1N(x, a∗)
≤ C(M(x, a∗)−M(x, a)) + Caq−1N(x, a)
=
1
2
M(x, a) + Caq−1N(x, a).
The estimate then follows.
Now for fixed a define a sequence (aj)
∞
j=0 inductively by a0 = a and then aj =
a∗j−1. We have
M(x, a)p/q
∫ ∞
a
N(x, t)−p/q
t2
dt =M(x, a)p/q
∞∑
j=0
∫ aj+1
aj
N(x, t)−p/q
t2
dt
≤M(x, a)p/q
∞∑
j=0
N(x, aj+1)
−p/qa−1j
≤ (2C)p/qM(x, a)p/q
∞∑
j=0
M(x, aj)
−p/q
= (2C)p/q
∞∑
j=0
(1 +
1
2C
)−pj/q
= C′
say. This completes the proof of the lemma. 
We can now state our main theorem of the section:
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Theorem 5.6. Let K be a quasi-metric kernel. Assume that N(x, a) <∞ for all
x ∈ X and a > 0 and that there is a constant C so that for every x ∈ X and a > 0,
(5.11)
∫ a
0
|Bt(x)|σ
t2
dt ≤ Caq−1
∫ ∞
a
|Bt(x)|σ
t1+q
dt
(i.e. M(x, a) ≤ Caq−1N(x, a)). Suppose ω ∈ M+(X). Then Zq,K 6= {0} and the
following statements are equivalent:
(1) ω ∈ W˜p,K i.e. ω satisfies the weighted norm inequality∫
|Kg|p dω ≤ C
∫
|g|p dσ
for all g ∈ Lp(σ).
(2) ω satisfies the capacity condition |E|ω ≤ Cap E for all Borel sets B. (Equiva-
lently the weak-type inequality (5.4) holds.)
(3) ω satisfies the testing condition∫
(KωB)
q dσ ≤ C|B|ω
for all balls B.
(4) Kω ∈ Zq,K i.e. for some ǫ > 0 there is a solution u of the equation u =
Kuq + ǫKω.
(5) There is a constant C so that K(Kω)q ≤ CKω.
Proof. Let us first prove the nondegeneracy of Zq,K . Fix any x ∈ X and a > 0. If
r > a and y ∈ Br(x) then M(y, r) ≤ Cr
q−1N(y, r) ≤ C′rq−1N(x, r) where C,C′
do not depend on r. Hence M∗(x, r) ≤ C′rq/pN(x, a) and we can apply Theorem
4.10.
The equivalence of (4) and (5) is proved in Theorem 4.7. We have seen that (1)
implies (2) and (2) implies (3) (Lemma 5.1). We also have that (5) implies (1) by
Theorem 4.8. It remains to show that (3) implies (5). For this by Theorem 4.8 we
need only establish the infinitesimal inequality (4.9). To this end, if B is any ball,
note that if 0 ≤ f ∈ Lp(σ) and Kf ≥ χB then
|B|ω ≤
∫
χBKf dω =
∫
(KωB)f dσ.
Hence
|B|ω ≤ C
1/q|B|1/qω ‖f‖p
by the testing condition. Thus
|B|ω ≤ C1‖f‖
p
p
for a suitable C1. However we then deduce that
|B|ω ≤ C1Cap B.
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Hence ∫ ∞
a
|Bt(x)|ω
t2
dt ≤ C1
∫ ∞
a
Cap Bt(x)
t2
dt
≤ C2
∫ ∞
a
N(x, t)−p/q
t2
dt
≤ C3M(x, a)
−p/q
by Theorem 5.4 and Lemma 5.5. But this implies that(∫ a
0
|Bt(x)|σ
t2
dt
)p/q (∫ ∞
a
|Bt(x)|ω
t2
dt
)
≤ C4
i.e. the infinitesimal inequality holds. 
Let us remark at this point that (5.11) can be equivalently formulated as
(5.12) M(x, a) ≤ C|Ba(x)|
1/p
σ N(x, a)
1/q.
That (5.12) implies (5.11) follows from the fact that |Ba(x)|σ ≤ q a
qN(x, a). Now
assume (5.11), and let θ = aM(x, a)/α|Ba(x)|σ, where α = max(2, 4C/q). Then
M(x, θ−1a) ≥M(x, a)− (θ − 1)a−1|Ba(x)|σ ≥
1
2
M(x, a).
Now
M(x, θ−1a) ≤ Cθq−1aq−1N(x, θ−1a)
≤ Cθ−q+1aq−1N(x, a) +
C
q
θa−1|Ba(x)|σ)
≤ Cαq−1M(x, a)1−q|Ba(x)|
q−1
σ N(x, a) +
C
qα
M(x, a)
≤ Cαq−1M(x, a)1−qN(x, a) +
1
4
M(x, a).
Thus
M(x, a) ≤ 4Cαq−1M(x, a)1−q|Ba(x)|
q−1N(x, a)
which can be reorganized as (5.12).
Theorem 5.7. Under the same hypotheses as in Theorem 5.6, we have Yp,K =
Zq,K or, equivalently, the following conditions on f ∈ L
0
+ are equivalent:
(1) There exists ǫ > 0 so that the equation u = Kuq + ǫf has a solution u ∈ L0+.
(2) There is a constant C so that∫
(Kg)pf qdσ ≤ C
∫
gpdσ
for all g ∈ Lp(σ).
Proof. Just observe that f ∈ Z if and only if Kf q ∈ Z and apply the equivalence
of (1) and (4) in Theorem 5.6. 
We now turn to the problem of converses. We will show that under mild con-
ditions (5.11) is necessary for the equivalences of (1) and (4) of Theorem 5.6 or of
(1) and (2) in Theorem 5.7.
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Theorem 5.8. (1) Let K be a quasi-metric kernel and suppose there is a stable
measure µ for K which is σ−continuous. Then if Yp,K = Zq,K 6= {0} (i.e. (1)
and (2) of Theorem 5.7 are equivalent) then (5.11) holds i.e. for some C we have
M(x, a) ≤ Caq−1N(x, a) for all x ∈ X and a > 0.
(2) Suppose K is a continuous quasi-metric kernel such that each ball Ba(x) is
compact. Suppose that there is a stable measure µ for K. Then if for every measure
ω ∈ W˜p,K we have Kω ∈ Zq,K then (5.11) holds.
Proof. (1) The hypotheses imply that Yp,K = Zq,K are Banach function spaces
with equivalent norms. Hence for some constant C and any Borel set E we have
‖χE‖Z ≤ C‖χE‖Y = ‖χE‖
1/q
W ≤ |E|
1/q
σ ‖χE‖
−1/q
W′ = |E|
1/q
σ (cap E)
−1/q.
If we apply this to a ball Ba(x) using Theorem 3.8 we obtain
M(x, a) ≤ C1 |Ba(x)|
1/p
σ (cap Ba(x))
−1/p
and hence by Theorem 5.4
M(x, a) ≤ C2 |Ba(x)|
1/p
σ N(x, a)
1/q ≤ C3 a
q−1N(x, a).
(2) The hypotheses can easily be seen to imply the existence of a constant C so
that if ω is any Borel measure such that
(5.12)
∫
(Kf)pdω ≤
∫
fpdσ
for all f ∈ Lp then the infinitesimal inequality (3.9) holds with constant C i.e.
sup
a>0
{∫ a
0
|Bt(x)|σ
t2
dt
}p/q {∫ ∞
a
|Bt(x)|ω
t2
dt
}
≤ C.
Now by Proposition 5.3, we can find a measure ω supported on Ba(x) with
|Ba(x)|ω = Cap Ba(x)
and so that (5.12) holds. Then we have
M(x, a)p/q Cap Ba(x) ≤ C1.
Again appealing to Theorem 5.4 gives the result. 
It may happen that the equivalence of (1) and (4) of Theorem 5.6 or (1) and (2)
of Theorem 5.7 hold even when condition (5.11) fails, however. Of course this can
only happen if there is no stable measure for K.
Theorem 5.9. Suppose K is a quasi-metric kernel and that σ satisfies the condi-
tions (5.13) and (5.14) for some constant C:
(5.13) M(x, 2a) ≤ CM(x, a)
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and
(5.14) M(y, a) ≤ CM(x, a)
whenever x, y ∈ X and ρ(x, y) ≤ a. Suppose also that N(x, a) <∞ for some x ∈ X
and a > 0. Suppose ω ∈ M+(X). Then Zq,K 6= {0}, and the following conditions
are equivalent:
(1) ω ∈ W˜p,K i.e. ω satisfies the weighted norm inequality∫
|Kg|pdω ≤ C
∫
|g|pdσ
for all g ∈ Lp(σ).
(2) ω satisfies the capacity condition |E|ω ≤ Cap E for all Borel sets B. (Equiva-
lently the weak-type inequality (5.4) holds.)
(3) ω satisfies the testing condition (4.8) i.e.∫
(KωB)
q dσ ≤ C |B|ω
for all balls B.
(4) Kω ∈ Zq,K i.e. for some ǫ > 0 there is a solution u of the equation u =
Kuq + ǫKω.
(5) Kω ∈ L0+(σ) and there is a constant C so that K(Kω)
q ≤ C Kω.
Remark. We remark that (5.13) is equivalent to the requirement that we have an
estimate |B2a(x)|σ ≤ C aM(x, a) since M(x, 2a) ≤ (2a)
−1|B2a(x)|σ +M(x, a) ≤
2M(x, 4a). In particular it is sufficient that we have a doubling estimate |B2a(x)|σ ≤
C|Ba(x)|σ for any constant C.
Proof. We first establish Zq,K 6= {0}. Fix a > 0 and x ∈ X so that N(x, a) < ∞.
Then for r > a we have an estimate |Br(x)|σ ≤ Cr
q. Now
M(x, r) =M(x, a) +
∫ r
a
|Bt(x)|
t2
dt ≤M(x, a) + C′rq−1.
Hence by (5.14)
M∗(x, r) ≤M(x, a) + C′ rq−1.
Since 1−q = −q/p, we have supr>a r
−q/pM∗(x, r) <∞, and Theorem 4.10 applies.
To complete the proof we argue as in Theorem 5.6. It is only necessary to show
that if (3) holds then the infinitesimal inequality (4.9) holds. We note as in Theorem
5.6 that (3) implies the capacity condition
|B|ω ≤ C Cap B
for any ball B.
Let us estimate Cap Ba(x). In fact KχB2κa(x)(y) ≥M(y, a) if y ∈ Ba(x) so that
we obtain an estimate
Cap Ba(x) ≤ C1M(x, a)
−p |B2κa(x)|σ.
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Thus we have ∫ ∞
a
|Bt(x)|ω
t2
dt ≤ C2
∫ ∞
a
M(x, t)−p
|B2κt(x)|σ
t2
dt.
Now we obviously have an estimate M(x, 2κt) ≤ C3M(x, t) so that upon sub-
stituting τ = 2κt we can obtain∫ ∞
a
|Bt(x)|ω
t2
dt ≤ C4
∫ ∞
2κa
M(x, τ)−p
|Bτ (x)|σ
t2
dt = C4 (p− 1)
−1M(x, 2κa)1−p.
Using the estimate (5.14) again this gives us the infinitesimal condition (4.9). 
6. Trace inequalities, Carleson measure
theorems, and nonlinear convolution equations
In this section we give some applications of the results of the previous section to
trace inequalities for Riesz potentials as well as more general convolution operators
on Rn, and the solvability problem for the corresponding nonlinear convolution
equations. We also obtain a weighted version of the Carleson measure theorem
for Poisson integrals on Rn+1+ which generalizes a result of Treil and Volberg [50]
where the case p = 2 was considered. (The proof in [50] makes use of a test for
boundedness of quadratic forms; in the classical unweighted case this idea is due to
S.A. Vinogradov [40].) Our approach is closer to the well-known proof of Hardy’s
inequality (see e.g. [34]) and works for all 1 < p <∞.
Theorem 6.1. Let k : Rn → R be a positive radial function of the form k(x) =
h(‖x‖) for x 6= {0} where h is decreasing and
inf
r>0
h(2r)
h(r)
> 0.
Suppose k ∈ L1+Lq. Let λ be Lebesgue measure on Rn and suppose ω is any locally
finite Borel measure. Then the following are equivalent:
(1) There exists C so that we have∫
(k ∗ f)p dω ≤ C
∫
fp dλ
for all f ≥ 0.
(2) k ∗ ω ∈ L0+ and
k ∗ (k ∗ ω)q ≤ C′ k ∗ ω
for some constant C′.
(3) k ∗ ω ∈ Z, or equivalently the equation u = k ∗ uq + ǫ (k ∗ ω) has a solution for
all sufficiently small ǫ > 0.
(4) The testing inequality ∫
B
(k ∗ ωB)
q dλ ≤ C |B|ω
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holds for all Euclidean balls B in Rn.
(5) There exists C so that
|E|ω ≤ CCap p,k(E)
for all compact sets E.
Remarks. (a) Characterizations of trace inequalities in terms of capacities are due
to V. Maz’ya, D. Adams, and B. Dahlberg in the case of Riesz potentials (see [3],
[35]). For radial kernels similar characterizations in terms of capacity inequalities
or testing inequalities with totally different and more difficult proofs are due to K.
Hansson [21] and E. Sawyer and R. Kerman [27].
(b) A characterization of solvability for the equation in (3) with an arbitrary
inhomogeneous term f ≥ 0 in place of k ∗ ω is given by k ∗ (k ∗ f q)q ≤ C k ∗ f q.
(c) We remark that we make use of Theorem 5.9 and not 5.6 which would only
apply to special cases of such convolution operators.
Proof. If K(x, y) = k(x − y) then K satisfies the quasi-metric assumption. The
assumptions on h ensure that M(x, a) and N(x, a) are everywhere finite for σ = λ.
In this case M(x, a) is constant for each a. Note that in this case Ba(0) = {x :
h(‖x‖) ≥ a−1} and so we have an estimate that B2a(0) ⊂ CBa(0) which implies
|B2a(0)|λ ≤ C
n|Ba(0)|λ. By the remarks following Theorem 5.9, this means we can
apply this theorem to yield the result. Note that in (5) one can use compact sets
in place of Borel sets due to the known capacitability results (see [3], p. 28). 
Next we characterize trace inequalities for Riesz potentials of order α, Iα =
(−∆)−α/2, on Rn, and the solvability problem for the integral equation
(6.1) u = Iα(u
q dσ) + f, 0 ≤ u <∞ dσ-a.e.
Note that in contrast to Theorem 6.1 now σ is not necessarily Lebesgue measure.
We will make use of the class of Aβ∞-weights introduced in [45], which contains
both Muckenhoupt A∞-weights (in case β = n) and (reverse) doubling weights
RDβ such that
|Br|σ ≤ C
( r
R
)β
|BR|σ
for all concentric balls Br and BR with 0 < r < R <∞. We set Zq,α = Zq,Iα and
Sq,α = Sq,Iα . We also set
Iσαf(x) = Iα(fdσ)(x) = C(n, α)
∫
f(y) dσ
|x− y|n−α
,
where C(n, α) = π−n/2 2−α Γ(n/2− α/2) Γ(α/2)−1.
Theorem 6.2. Let 1 < q < ∞ and 0 < α < n. Let σ and ω be locally finite
measures on Rn, and let f = Iαω ∈ L
0
+(σ). Then the following statements are
true.
(1) f ∈ Zq,α if and only if the inequality
(6.2) Iσα(Iαω)
q ≤ C Iαω dσ-a.e.
holds. Moreover, if (6.2) holds with C = p1−qq−1 then f ∈ Sq,α, and (6.1) has a
solution u such that Iαω ≤ u ≤ p Iαω.
(2) f ∈ Zq,α if and only if both the trace inequality
(6.3) ||Iσαh||Lp(ω) ≤ C ||h||Lp(σ), h ∈ L
p(σ),
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and the infinitesimal inequality
(6.4) sup
x∈Rn, r>0
{∫ r
0
|Bt(x)|σ
tn−α+1
dt
}1/q {∫ ∞
r
|Bt(x)|ω
tn−α+1
dt
}1/p
<∞,
hold, where Br(x) is a Euclidean ball of radius r centered at x.
(3) f ∈ Zq,α if and only if both the infinitesimal inequality (6.4) and the testing
inequality
(6.5)
∫
B
(IωαχB)
q dσ ≤ C |B|ω,
hold, where C is independent of B = Br(x).
(4) If σ satisfies the estimate
(6.6)
∫ r
0
|Bt(x)|σ
tn−α+1
dt ≤ C r(n−α)(q−1)
∫ ∞
r
|Bt(x)|σ
t(n−α)q+1
dt,
then (6.3)⇔(6.5)⇔(6.2). Moreover, (6.6) is necessary in order that (6.3)⇔(6.2).
(5) If σ, ω ∈ Aβ∞ with β > n − α, then (6.2) is equivalent to the infinitesimal
inequality (6.4).
(6) If σ, ω ∈ RDβ with β > n−α, then (6.2) is equivalent to the following condition
of Muckenhoupt type,
(6.7) sup
x∈Rn, r>0
|Br(x)|
1/q
σ |Br(x)|
1/p
ω
rn−α
<∞.
Remarks. (a) For σ ∈ RDβ with β > n − α similar results were proved earlier in
[52]. Note that in this case (6.6) holds and hence (6.4) follows from (6.5) which
simplifies the proofs.
(b) There are analogous criteria of solvability of (6.1) for an arbitrary f ∈ L0+ in
place of Iαω (see Theorem 4.9). In particular, f ∈ Zq,α if and only if
(6.8) Iσα(I
σ
αf
q)q ≤ C Iσαf
q.
Moreover, if (6.8) holds with C = pq(1−q)q−q, then f ∈ Sq,α i.e. (6.1) has a solution
u such that
f + Iσαf
q ≤ u ≤ f + pq Iσαf
q.
Proof. The proofs of statements (1)−(4) of the Theorem follow easily from Theo-
rems 4.8, 5.6, and 5.8. One only need to notice that the balls Br(x) associated with
the Riesz metric ρ(x, y) = C(n, α)−1 |x− y|n−α correspond to Euclidean balls with
the same center and radius C(n, α)1/(n−α) r1/(n−α).
Under the assumptions of statement (5) of the theorem the weighted norm in-
equality (6.3) is equivalent to (6.7) by Theorem 2 of [45]. To prove (5), note that
obviously (6.4)⇒(6.7), and apply (2).
To prove statement (6), observe that since σ ∈ RDβ then clearly (6.6) holds.
Hence by (4) (6.2)⇔(6.5). It is also well known that in this case (6.7) is necessary
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and sufficient in order that the weighted norm inequality (6.3) hold (see [41], [45]).
Thus (6.5)⇔(6.7) which proves (6). 
We now give an application to weighted Carleson measure inequalities for Poisson
integrals. Let ω and σ be locally finite Borel measures on Rn+1+ = R
n ×Rn+ and
Rn respectively. Let 1 < p <∞. We consider the inequality
(6.9) ||P σf ||Lp(ω) ≤ C ||f ||Lp(σ)
for the Poisson integral
P σf(x, t) = P [f dσ](x, t) =
∫
Rn
Pt(x− y) f(y) dσ(y).
Here (x, t) ∈ Rn+1+ and Pt(y) = Cn t/(||y||
2 + t2)(n+1)/2 is the Poisson kernel on
the upper half-space. Similarly, for ω ∈M+(R
n+1
+ ) we set
Pωg(x, t) =
∫
R
n+1
+
Pt+τ (x− y) g(y, τ) dω(y, τ).
If σ is Lebesgue measure then the Carleson measure theorem [10] says that (6.9)
holds if and only if ω is a Carleson measure, i.e. |B̂|ω ≤ C |B|; here B̂ is the
cylinder with height |B|1/n whose base is a ball B in Rn. It is easy to see that ω
is a Carleson measure if and only if
(6.10) Pω1(x, t) =
∫
R
n+1
+
Pt+τ (x− y) dω(y, τ) ≤ C <∞
where C is independent of (x, t) ∈ Rn+1+ . (See [19], [40].) A simple proof of the
nontrivial implication (6.10)⇒(6.9) (in case σ is Lebesgue measure) is immediate
from the following theorem.
Theorem 6.3. Let 1 < p <∞ and let ω ∈M+(R
n+1
+ ), σ ∈M+(R
n). Then (6.9)
holds if P σ1 6≡ +∞ and
(6.11) Pω(P σ1)p(x, t) ≤ C P σ1(x, t).
The case p = 2 of Theorem 6.3 was established in [50]. Note that the pointwise
condition (6.11) is used in a dual form so that if σ is Lebesgue measure we have
P σ1 = 1; then (6.11) coincides with (6.10).
Proof. Consider dω1(x, t) = t dω(x, t) and dσ1 = χRn dσ as measures onX = R
n+1
+ .
Let K be a quasi-metric kernel on X ×X defined by
K(x¯, y¯) = [||x− y||2 + (t+ τ)2]−(n+1)/2
where x¯ = (x, t) and y¯ = (y, τ).
It is easy to see that (6.11) is equivalent to
(6.12) Kω1(Kσ11)p ≤ C Kσ11.
Then by Theorem 4.8 applied to Lq(ω1) in place of L
p(σ) it follows
||Kω1g||Lq(σ1) ≤ C ||g||Lq(ω1)
for all g ∈ Lq(ω1), which is obviously equivalent to the inequality dual to (6.9).
Note that here we have only used an easy part of Theorem 4.8 which is essentially
contained in the elementary estimates of Propositions 4.4 and 4.5. 
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7. Existence of positive solutions
for superlinear Dirichlet problems
In this section, we obtain some estimates for the Green kernels and Na¨ım kernels
related to the so-called 3G-inequalities. This makes it possible, as an application of
the results of Sections 2-5, to characterize the problem of the existence of positive
solutions for the superlinear Dirichlet problem
(7.1)
{
−∆u = v(x) uq + w(x), u ≥ 0 on Ω,
u = φ on ∂Ω,
on a regular domain Ω ⊂ Rn in the “superlinear case” q > 1; here we assume that
v, w ∈ L1loc(Ω) and φ ∈ L
1
loc(∂Ω) are arbitrary nonnegative functions. We denote
by G = G∆,Ω the Green function of the Laplacian ∆ on Ω, and by Gu the Green
potential
Gu(x) =
∫
Ω
G(x, y) u(y) dy.
By Pφ we denote the Poisson integral (harmonic extension) of φ. The solvability
of (7.1) is understood in the sense (see [6], [29]) that u ∈ Lqloc(Ω) satisfies the
corresponding nonlinear integral equation
(7.2) u = G (v uq) +Gw + Pφ a.e. on Ω.
More generally, we consider the Dirichlet problem
(7.1′)
{
−Lu = σ uq + ω, u ≥ 0 on Ω,
u = φ on ∂Ω,
where σ, ω are locally finite measures on Ω (possibly singular with respect to
Lebesgue measure), and L is a uniformly elliptic differential operator of second
order,
(7.3) Lu =
n∑
i,j=1
aij(x)Diju+
n∑
i=1
bi(x)Diu+ c(x) u,
with the assumptions on the coefficients and Ω specified below. (See Proposition
7.2 and Lemma 7.1.) Let G = GL,Ω be the Green function of L. We say that
u ∈ Lqloc(dσ,Ω) is a solution to (7.1
′) if u satisfies the integral equation
(7.2′) u = Gσ uq +Gω1+ Pφ dσ-a.e. on Ω.
Here Gνu(x) is the Green potential with respect to a locally finite measure u dν
defined by
Gνu(x) =
∫
Ω
G(x, y) u(y) dν(y),
and Pφ = PL,Ωφ is the corresponding Poisson integral (L-harmonic extension of
φ).
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Our assumptions on L and Ω will be stated in terms of certain inequalities for
the Green function G = GL,Ω. As was mentioned in the Introduction, G does not
satisfy our basic quasi-metric assumptions even in the case of the Laplacian on a
ball or half-space. In the so-called 3G-inequality (see [12], [13]),
(7.4)
G(x, y)G(y, z)
G(x, z)
≤ κ (|x− y|2−n + |y − z|2−n),
unfortunately, one cannot replace the right-hand side by a smaller term G(x, y) +
G(y, z).
However, we can reduce the solvability problem for (7.2′) to the problems studied
above by using the so-called Na¨ım kernel. For x ∈ Ω, we denote by δ(x) the distance
from x to the boundary ∂Ω. If ∂Ω is smooth enough, we set
(7.5) N(x, y) =
G(x, y)
δ(x) δ(y)
.
Then we will show that N satisfies the inequality
(7.6)
N(x, y)N(y, z)
N(x, z)
≤ κ [N(x, y) +N(y, z)],
which is obviously equivalent to our quasi-metric assumption. It is worthwhile to
note that (7.6) is always stronger than the original 3G-inequality (7.4), and takes
into account the behavior of the Green kernel at the boundary in a proper way.
(See [49] for another refinement of (7.4) in a different direction, which is, however,
again not sharp at the boundary.)
We observe that this approach is applicable at least to operators L with Ho¨lder-
continuous coefficients on bounded C1,1 domains Ω. For more general domains, as
was proposed in [38], one may replace the distance to the boundary δ(x) in the
definition (7.5) by s(x) = G(x, x0), where x0 is a fixed pole in Ω. We conjecture
that in this setting (7.6) holds, with obvious modifications, for bounded Lipschitz
domains Ω and operators L with bounded measurable coefficients.
The proof of (7.6) under the assumptions stated above is based on the well known
two-sided estimates
(7.7) GL,Ω(x, y) ≍ |x− y|
2−n min
[
1,
δ(x) δ(y)
|x− y|2
]
for the Green function GL,Ω. The upper estimate in (7.7) is due to K.-O. Widman
[55] for C1,α (or more general Dini type) domains, and the lower one was estab-
lished by Z. Zhao [56] for C1,1 domains and L = ∆. For second order uniformly
elliptic operators L with Ho¨lder-continuous coefficients, it was proved by Hueber
and Sieveking [25] that GL,Ω ≍ G∆,Ω. (See also [5], [49], and the references given
there.)
Lemma 7.1. Let Ω be a bounded C1,1 domain in Rn, n ≥ 3. Let L be a uniformly
elliptic second order differential operator (7.3) with bounded Ho¨lder-continuous co-
efficients, and c ≤ 0. Then ρ(x, y) = N(x, y)−1 defines a quasi-metric on Ω, and
thus (7.6) holds.
Remark. In Lemma 7.1, one can replace the restrictions on c and bi by some milder
assumptions which guarantee that GL,Ω ≍ G∆,Ω (see [5], [12], [13]). Analogues of
Lemma 7.1 also hold in the cases n = 1, 2 which require usual modifications.
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Proof. We first show that (7.7) is equivalent to the estimate
(7.7′) GL,Ω(x, y) ≍
δ(x) δ(y)
|x− y|n−2 [|x− y|2 + δ(x)2 + δ(y)2]
.
We have
min
[
1,
δ(x) δ(y)
|x− y|2
]
=
1
max
[
1, |x−y|
2
δ(x) δ(y)
]
≍
δ(x) δ(y)
|x− y|2 + δ(x) δ(y)
.
It remains to notice that from the obvious inequality |δ(x)−δ(y)| ≤ |x−y| it follows
|x− y|2 + δ(x) δ(y) ≍ |x− y|2 + δ(x)2 + δ(y)2.
Hence (7.7′) holds. Now for the Na¨ım kernel defined by (7.5) we have
N(x, y) ≍
1
|x− y|n−2 [|x− y|2 + δ(x)2 + δ(y)2]
.
We set
d(x, y) = |x− y|n−2 [|x− y|2 + δ(x)2 + δ(y)2],
where d(x, y) ≍ N(x, y)−1. Then to prove (7.6) it suffices to show that d(x, y)
satisfies the quasi-metric inequality
(7.8) d(x, y) ≤ C [d(x, z) + d(y, z)].
We notice
d(x, y) = |x− y|n + δ(x)2 |x− y|n−2 + δ(y)2 |x− y|n−2.
Estimating the first term on the right from above, we obviously have
|x− y|n ≤ 2n−1 [|x− z|n + |y − z|n] ≤ 2n−1 [d(x, z) + d(y, z)].
It remains to estimate δ(x)2 |x − y|n−2, since a similar bound for δ(y)2 |x − y|n−2
follows by interchanging the roles of x and y.
To prove the inequality
δ(x)2 |x− y|n−2 ≤ C [d(x, z) + d(y, z)],
we consider two cases, (i) δ(x) ≤ δ(y) and (ii) δ(y) ≤ δ(x).
In case (i), clearly,
δ(x)2 |x− y|n−2 ≤ 2n−3 δ(x)2 [|x− z|n−2 + |y − z|n−2]
≤ 2n−3 δ(x)2 |x− z|n−2 + 2n−3 δ(y)2 |y − z|n−2 ≤ 2n−3 [d(x, z) + d(y, z)],
which implies (7.8).
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In case (ii), use the inequality δ(x) ≤ δ(y) + |x− y|. Then we get
δ(x)2 |x− y|n−2 ≤ 2 |x− y|n + 2 δ(y)2 |x− y|n−2.
As above, for the first term on the right-hand side of the preceding inequality we
have |x− y|n ≤ 2n−1 [d(x, z) + d(y, z)]. Estimating the second term, we have
δ(y)2 |x− y|n−2 ≤ 2n−3 [δ(y)2 |x− z|n−2 + δ(y)2 |y − z|n−2]
≤ 2n−3 [δ(x)2 |x− z|n−2 + δ(y)2 |y − z|n−2] ≤ 2n−3 [d(x, z) + d(y, z)].
This proves (7.8) in case (ii). Thus, (7.8) holds, which implies (7.6). The proof of
Lemma 7.1 is complete. 
Next, we show that the main results of Sections 3-5 hold true in a more general
setting where the kernel G(x, y) is not necessarily symmetric and may fail to sat-
isfy the quasi-metric inequality. We assume that there exist positive measurable
functions s1 and s2 such that
(7.9) K(x, y) ≍ s1(x)G(x, y) s2(y), x, y ∈ X,
where K(x, y) is symmetric and satisfies the quasi-metric inequality. It follows that
this is the case for the Green function G(x, y) = GL,Ω, under the assumptions of
Lemma 7.1, if s1(x) = s2(x) = δ
−1(x); then K coincides with the Na¨ım kernel
(7.5). Recall that f ∈ Zq,G if the nonlinear integral equation
(7.10) u = Gσuq + ǫ f dσ-a.e. on X
has a solution for some ǫ > 0.
Proposition 7.2. Suppose that G is a kernel on X × X such that (7.9) holds,
where s1 and s2 are positive measurable function on X, and K(x, y) is a symmetric
quasi-metric kernel. Then f ∈ Zq,G if and only if
(7.11) Gσ(Gσf q)q ≤ C Gσf q <∞ dσ-a.e.
Proof. We rewrite (7.10) in the equivalent form
(7.12) u˜ = K σ˜u˜q + f˜ ,
where
(7.13) u˜ = s1 u, f˜ = s1 f, dσ˜ = s
−1
2 s
−q
1 dσ.
By Theorem 4.1, this equation has a solution u˜ if and only if
(7.14) K σ˜(K σ˜f˜ q)q ≤ C K σ˜f˜ q <∞ dσ-a.e.
Multiplying both sides of the preceding inequality by s−11 and using (7.9) and (7.13),
we see that (7.14) is equivalent to (7.11). 
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Remark. One of the advantages of using pointwise characterizations (7.11) is that
they are invariant under the transformation of the kernels given by (7.9). It is easy
to see that all other results of Sections 3-5 have complete analogues for kernels G
such that K(x, y) ≍ s1(x)G(x, y) s2(y) satisfies the quasi-metric inequality.
However, all geometric conditions should be modified because of the new quasi-
metric. Moreover, (7.9) leads to a change of weights in the corresponding weighted
norm inequalities. Using (7.9) and (7.13) in the same manner as in the proof of
Proposition 7.2, it is easily seen that the weighted norm inequality
(7.15) ||Gσh||Lp(dω) ≤ C ||h||Lp(dσ), h ∈ L
p(dσ)
for G is equivalent to a similar inequality
(7.15′) ||Kσ1g||Lp(dω1) ≤ C ||g||Lp(dσ1), g ∈ L
p(dσ1),
for K, where dσ1 = s
1−q
2 dσ and dω1 = s
−p
1 dω.
Using these results with s1 = s2 = δ
−1, together with the testing characteriza-
tions of weighted norm inequalities [45], we obtain the following characterization of
two weight inequalities for Green’s potentials.
Theorem 7.3. Let Ω and L satisfy the assumptions of Lemma 7.1. For x ∈ Ω and
a > 0, denote by B = Ba(x) a “ball” associated with the Na¨ım kernel:
(7.16) Ba(x) = {y ∈ Ω : G(x, y) ≥ a
−1 δ(x) δ(y)}.
Then the two weight inequality (7.15) holds for the Green potential Gσ if and only
if, for all balls B = Ba(x), both
(7.17)
∫
Ω
(Gσδq−1χB)
p dω ≤ C
∫
B
δq dσ
and
(7.18)
∫
Ω
(Gωδp−1χB)
q dσ ≤ C
∫
B
δp dω
hold.
The same argument as in Proposition 7.2, together with Theorem 4.9, yields
the following characterization of the solvability problem for the nonlinear integral
equation (7.10). (Note that Theorem 7.3 is not used in this proof.)
Theorem 7.4. Let Ω be a bounded C1,1 domain in Rn, n ≥ 3, 1 < q <∞, and let
L be a uniformly elliptic second order differential operator as in Lemma 7.1. Let
f ∈ Lqloc(dσ,Ω) be a nonnegative function on Ω. Then the following statements are
equivalent.
(1) Equation (7.10) has a solution for some ǫ > 0.
(2) There exists a constant C > 0 such that
(7.19) Gσ(Gσf q)q ≤ C Gσf q <∞ dσ-a.e.
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(3) Both the weighted inequality
(7.20)
∫
Ω
(Gσh)p f q δ1−p dσ ≤ C
∫
Ω
hp δ1−p dσ,
and the infinitesimal inequality
(7.21)
{∫ a
0
∫
Bt(x)
δ1+q dσ
t2
dt
}1/q {∫ ∞
a
∫
Bt(x)
f q δ dσ
t2
dt
}1/p
≤ C,
hold.
(4) Both (7.21) and the testing inequality
(7.22)
∫
B
(Gσf q χB)
q δ dσ ≤ C
∫
B
f q δ dσ
hold.
Now we are in a position to characterize the solvability of the nonlinear Dirichlet
problem (7.2′). The latter is related to the integral equation (7.10) with f = f1+f2,
where f1 = G
ω1 and f2 = Pφ. We first consider the homogeneous problem where
φ = 0:
(7.23)
{
−Lu = σ uq + ǫ ω, u ≥ 0 on Ω,
u = 0 on ∂Ω,
which is equivalent to the integral equation
(7.24) u = Gσuq +Gω1.
Since in this case the inhomogeneous term of (7.24) is a Green potential, the
characterizations of Theorem 7.4 may be simplified by using Theorem 4.8 in place
of Theorem 4.9. This yields
Theorem 7.5. Under the assumptions of Theorem 7.4 the following statements
are equivalent.
(1) The Dirichlet problem (7.23) has a solution for some ǫ > 0.
(2) Gω <∞ and there exists a constant C > 0 such that
Gσ(Gω1)q ≤ C Gω1.
(3) Both the weighted inequality∫
Ω
(Gσh)p δ1−p dω ≤ C
∫
Ω
hp δ1−p dσ,
and the infinitesimal inequality{∫ a
0
∫
Bt(x)
δ1+q dσ
t2
dt
}1/q {∫ ∞
a
∫
Bt(x)
δ dω
t2
dt
}1/p
≤ C
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hold.
(4) Both the infinitesimal and the testing inequality∫
B
(GωχB)
q δ dσ ≤ C
∫
B
δ dω
hold.
Remark. In the one-dimensional case, we consider the problem{
−u′′(x) = σ u(x)q + ω, 0 < x < 1,
u(0) = u(1) = 0.
Here Ω = (0, 1) and G(x, y) = min[x(1− y), y(1− x)].
The corresponding Na¨ım kernel N(x, y) = [xy(1 − x)(1 − y)]−1G(x, y) sat-
isfies the quasi-triangle inequality with κ = 1, so that ρ(x, y) = 1/N(x, y) =
[1 − min(x, y)] max(x, y), and thus Theorem 4.8 is applicable. Note that in the
easy case where ω ∈ L1(0, 1) (or, more generally, if ω is a finite measure), we have
Gω(x) ≍ x(1 − x). Then (7.19) boils down to the requirement that the integral∫ 1
0
[x(1−x)]q dσ is finite and small enough. This is clearly necessary for the existence
of solutions in case ω is a finite measure.
However, ω need not be finite on (0, 1): the only natural restriction on ω, which
is equivalent to Gω < ∞, is
∫ 1
0
x(1 − x) dω < ∞. For ω such that
∫ 1
0
dω = ∞,
the existence of positive solutions depends on the interplay between σ and ω at the
endpoints, and is determined by (7.19), or the equivalent inequalities (7.21) and
(7.22). Moreover, it is not difficult to see that in this case (7.21)⇒(7.22), and so
the infinitesimal inequality alone characterizes the solvability problem in this case.
Now we consider the inhomogeneous Dirichlet problem with boundary data φ 6=
0. We assume that 0 ≤ Pφ < ∞. (The estimates of the Poisson kernel for elliptic
operators of second order can be found in [5], [36], [48], [56].)
It follows from Theorem 7.4 that (7.10) is solvable for some (small enough) ǫ > 0
if and only if both Gω1 and Pφ ∈ Zq,G. Thus, applying Theorems 7.4 and 7.5
established above, we obtain the following statement.
Theorem 7.6. Under the assumptions of Theorem 7.4, the Dirichlet problem{
−Lu = σ uq + ǫ ω, u ≥ 0 on Ω,
u = ǫ φ on ∂Ω,
has a solution for some ǫ > 0 if and only if both
Gσ(Gω1)q ≤ C Gω1 dσ-a.e.
and
Gσ[Gσ(Pφ)q]q ≤ C Gσ(Pφ)q dσ-a.e.
hold.
Equivalent characterizations of solvability in terms of the infinitesimal inequal-
ities and testing inequalities (or capacitary inequalities) follow as in Theorems 7.4
and 7.5.
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In conclusion we consider the special case of the nonlinear Dirichlet problem
(7.25)
{
−Lu = uq + ǫ ω, u ≥ 0 on Ω,
u = 0 on ∂Ω,
previously characterized by D. Adams and M. Pierre [3] in the case supp ω ⋐ Ω.
We observe that our methods are totally different, and give additional pointwise
estimates of solutions with sharp constants up to the boundary.
We introduce a weighted capacity associated with (7.25). To any E ⊂ Ω we
associate
(7.26) Capp,G(E) = inf
{∫
Ω
gp δ(x)1−p dx : Gg(x) ≥ δ(x)χE(x), g ≥ 0
}
,
where
Gg(x) =
∫
Ω
G(x, y) g(y) dy
is the Green potential of g.
Let
(7.27) Capp,I2(E) = inf
{∫
Ω
gp dx : I2g(x) ≥ χE(x), g ≥ 0
}
be the nonlinear Newtonian capacity associated with the Sobolev space W 2,p(Rn)
used in [3]. It is easily seen that for any compact set E ⋐ Ω one has Capp,G(E) ≍
Capp,I2(E) with constants of equivalence which depend on dist (E, ∂Ω).
Theorem 7.7. Let Ω and L be as in Theorem 7.4. Let 1 < q < ∞ and let
ω ∈M+(Ω). Then the following statements are equivalent.
(1) The Dirichlet problem (7.25) has a solution for some ǫ > 0.
(2) Gω <∞ and there exists a constant C > 0 such that
(7.28) G(Gω1)q ≤ C Gω1.
(3) The weighted inequality∫
Ω
(Gh)p δ1−p dω ≤ C
∫
Ω
hp δ1−p dσ,
holds.
(4) The testing inequality∫
B∩Ω
(GωχB)
q δ dx ≤ C
∫
B
δ dω
holds for all Euclidean balls B.
(5) There exists a constant C such that
(7.29)
∫
E
δ(x) dω(x) ≤ C Capp,G(E)
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for all compact sets E ⊂ Ω.
Remarks. (a) The equivalence of (1) and (5) for compactly supported ω was proven
in [3]. As in our preceding results, (7.28) with C = p1−qq−1 implies that equation
(7.25) with ǫ = 1 has a solution u such that Gω ≤ u ≤ pGω.
(b) Theorem 7.7 together with the estimate of solution given above yields the
following criterion for the existence of solutions in Lr, 0 < r ≤ ∞ (or any other
ideal function space): (7.25) has a solution for some ǫ > 0 which belongs to Lr if
and only if (7.28) holds and Gω1 ∈ Lr.
Proof. The theorem follows from Theorem 7.6 if one can show that the correspond-
ing infinitesimal inequality is a consequence of the testing inequality. To prove this,
we apply Theorem 5.9 to the integral operator with the Na¨ım kernel and then pass
to the Green potential as above.
Recall that the Na¨ım kernel N(x, y) is quasi-metric and
ρ(x, y) = N(x, y)−1 ≍ |x− y|n−2 max{|x− y|, δ(x), δ(y)}2
(see the proof of Lemma 7.1). It only remains to show that the assumptions of
Theorem 5.9 hold (see also Remark after Theorem 5.9), namely that
(7.30) |B2a(x)|σ ≤ C aM(x, a)
and
(7.31) M(y, a) ≤ CM(x, a)
whenever x, y ∈ X and ρ(x, y) ≤ a. Here Ba(x) = {y ∈ Ω : ρ(x, y) < a, dσ =
δ(x)1+q dx and
M(x, a) =
∫ a
0
|Bt(x)|σ
t2
dt.
Denote Euclidean balls by B = Br(x). Note that if we set
α = a1/n, β = a1/(n−2) δ(x)−2/(n−2),
then Ba(x) ⊂ Bmin(α,β)(x). On the other hand if |x − y| ≤ r, then ρ(x, y) ≤
4 max{rn, rn−2 δ(x)2}. Hence B41/nmin(α,β)(x) ⊂ Ba(x).
It is easy to see that if a < C δ(x)n this leads to an estimate
|Ba(x)|σ ∼ δ(x)
1+q βn = an/(n−2) δ(x)1+q−2n/(n−2).
Let δ0 be such that if δ(x)+r < δ0 then there exists y ∈ Br(x) with δ(x) = δ(y)+r.
If a < 2−n δn0 and 2 δ < a
1/n then pick y ∈ Bα/2(x) with δ(y) ≥ α/2. Then
Bα/2(y) ⊂ Ba(x) ⊂ B3α/2(y). From this we get an estimate:
|Ba(x)|σ ∼ α
1+q αn = a1+(1+q)/n.
Combining these estimates we have
|Ba(x)|σ ∼ max{a
n/(n−2) δ(x)1+q−2n/(n−2), a1+(1+q)/n}
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for small enough a < c δn0 . Since |Ba(x)|σ is bounded for a ≥ δ0 now it is easy to
verify that (7.30) and (7.31) hold. 
Addendum. After this paper was accepted for publication we learned that H.
Brezis and X. Cabre have been able to modify their approach in [9] (see the Intro-
duction) to find another proof of the necessity of our condition G(σ(Gω)q) ≤ C Gω
for the solvability of the Dirichlet problem for −∆u = σ uq + ω. Moreover, they
showed that the constant C in the necessity part can be chosen as C = p − 1,
which complements our sufficiency result with the sharp constant C = q−1p1−q.
Note that the latter constant is applicable to very general superlinear operator
equations, while the former is established only for the Laplacian. For more general
superlinear differential and integral equations the constant C = C(q, κ) in the ne-
cessity statements could be easily estimated from our proof; generally it depends
on the quasi-metric constant of the kernel.
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