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Abstract
This analysis aims at exploring what can be said about the growth rate of magnetized in-
homogeneities under two concurrent hypotheses: a phase of quasi-de Sitter dynamics driven
by a single inflaton field and the simultaneous presence of a spectator field coupled to gravity
and to the gauge sector. Instead of invoking ad hoc correlations between the various compo-
nents, the system of scalar inhomogeneities is diagonalized in terms of two gauge-invariant
quasi-normal modes whose weighted sum gives the curvature perturbations on comoving or-
thogonal hypersurfaces. The predominance of the conventional adiabatic scalar mode implies
that the growth rate of magnetized inhomogeneities must not exceed 2.2 in Hubble units
if the conventional inflationary phase is to last about 70 efolds and for a range of slow roll
parameters between 0.1 and 0.001. Longer and shorter durations of the quasi-de Sitter stage
lead, respectively, either to tighter or to looser bounds which are anyway more constrain-
ing than the standard backreaction demands imposed on the gauge sector. Since a critical
growth rate of order 2 leads to a quasi-flat magnetic energy spectrum, the upper bounds on
the growth rate imply a lower bound on the magnetic spectral index. The advantages of the
uniform curvature gauge are emphasized and specifically exploited throughout the treatment
of the multicomponent system characterizing this class of problems.
1Electronic address: massimo.giovannini@cern.ch
1 Formulation of the problem
According to a recurrent theme of speculations, large-scale magnetic fields could be generated
in the early Universe [1, 2, 3, 4, 5, 6]. The curvature perturbations evolving for typical length-
scales larger than the Hubble radius can thus be magnetized with a mechanism bearing some
resemblance to a pristine non-adiabatic pressure fluctuation. This observation has been used
some time ago to argue that the evolution of curvature perturbations constrains the magnetic
power spectra [7]. In the present paper the same logic explored in [7], i.e. the predominance
of the adiabatic mode over the gauge contributions, will be used to analyze consistently the
fluctuations of inflationary magnetogenesis and derive different constraints on the growth
rate of the corresponding inhomogeneities.
The fate of magnetized scalar modes during diverse dynamical regimes can be followed
through a gauge-invariant variable, conventionally denoted by ζ , describing either the curva-
ture perturbations on the hypersurface where the energy density is uniform or, complemen-
tarily, the density contrast on uniform curvature hypersurfaces. The latter interpretation
becomes physically appealing and mathematically simpler in the so-called uniform curva-
ture gauge which has been discussed in different contexts [8, 9, 10, 11]. Since ζ is ultimately
gauge-invariant its evolution can be studied in any gauge and the result of [7], derived orig-
inally in the uniform curvature gauge [12], can be confirmed in different coordinate systems
and in different dynamical situations [13] 2; neglecting electric fields and Ohmic currents the
evolution equation of ζ is:
ζ ′ = − H
ρt(1 + wt)
δpnad +
H(3c2st − 1)
3ρt(1 + wt)
δρB − θt
3
, (1.1)
where δpnad(~x, τ) accounts for the non-adiabatic pressure inhomogeneities; δρB(~x, τ) is the
fluctuation of the magnetic energy density and θt = ~∇ · ~vt is the divergence of the total
velocity field. Barring for a possible contribution of the total velocity field3 and in the
absence of entropic modes (i.e. δpnad = 0) the solution of Eq. (1.1) is in fact a functional
of the total barotropic index wt = pt/ρt and of the total sound speed c
2
st = p
′
t/ρ
′
t. Denoting
with ζ∗(~x) the conventional adiabatic mode, the full solution of Eq. (1.1) becomes:
ζ(~x, a, a∗) = ζ∗(~x) +
∫ a
a∗
(3c2st(b)− 1)
3ρt(b)[1 + wt(b)]
δρB(~x, b) d ln b, (1.2)
where the integration variable is provided directly by the scale factor4.
2As usual the prime denotes the derivation with respect to the conformal time coordinate τ and H = a′/a
where a is the scale factor of a conformally flat metric of Friedmann-Robertson-Walker type.
3This term is subleading for wavelengths larger than the Hubble radius at the corresponding epoch.
4Equation (1.1) corresponds exactly to Eq. (2.15) of Ref. [7]. The same equation has been used [12]
to deduce the initial conditions of the Cosmic Microwave Background (CMB) anisotropies in the presence
of postinflationary magnetic fields characterizing the so called magnetized adiabatic mode. Equation (1.1)
has been later generalized to the case when Ohmic currents are present and also in the framework of the
2
In the uniform curvature gauge [8, 9, 10, 11], Eq. (1.1) stems directly from the covariant
conservation of the total energy-momentum tensor on uniform curvature hypersurfaces:
δρ′t + 3H(δρt + δpt) + (pt + ρt)θt = 0, ζ =
(δρt + δρB)
3(1 + wt)ρt
, (1.3)
where, by definition5, δpt = c
2
stδρt + δpnad. The covariant conservation of the total energy-
momentum tensor also implies the adiabatic suppression of δρB(~x, τ) redshifting as a
−4. A
more general derivation of Eq. (1.1) including Ohmic currents and energy flow is swiftly
outlined in Eq. (A.28) of appendix A.
The strategy leading to Eqs. (1.1)–(1.3) could be rigidly translated, at first sight, directly
during the inflationary stage of expansion. It might then seem plausible to keep the whole
logic untouched but to concoct specific modifications of the evolution of δρB modeling, via an
appropriate rate of increase, the growth of δρB during inflation when the relevant wavelengths
of the corresponding fluctuations are larger than the Hubble radius. A candidate equation
describing the amplification of the magnetic inhomogeneities is, for instance,
δρ′B + 4HδρB = 2FδρB, (1.4)
where 2F denotes the rate of increase of the magnetic energy density which is twice the
growth rate of the magnetic field itself. Barring for the presence of Ohmic currents and
electric fields, Eq. (1.4) partially accounts for the effect of superadiabatic amplification of
the magnetic fields but disrupts the covariant conservation of the total system. This means
that the evolution equation for ζ is no longer valid. A compensating term can be added
at the right hand side of Eq. (1.3) but this has different drawbacks since the evolution
equations derived from the covariant conservation of the total energy-momentum tensor will
be no longer compatible with the remaining perturbed Einstein equations.
If the dynamics of the inflationary magnetogenesis is not taken into account specifically,
the evolution of the whole system turns out to be inconsistent because of the lack of covariant
conservation of the total energy-momentum tensor. The first mandatory step for any analysis
involving the fluctuations of inflationary magnetogenesis is to posit a perfectible framework
where magnetic fields are amplified, the Bianchi identities are satisfied and the inflation-
ary dynamics is satisfactorily implemented. We suggest that the dynamics of magnetized
inhomogeneities can be consistently scrutinized in the following system:
Gνµ = 8πG
[
T νµ (ϕ) + T
ν
µ (σ) + T νµ (p, ρ) + Zνµ(Y )
]
, (1.5)
gradient expansion (see, respectively, the first and second paper of [13]). Exactly the same equation (1.1)
has been applied in Ref. [14] with virtually the same purpose of deriving a bound connecting the amplitude
of the adiabatic mode and the strength of the magnetic field.
5The total pressure can fluctuate either because of a change in the energy density (when the specific
entropy is unperturbed) or because of a change in the specific entropy of the system (when the energy
density is unperturbed).
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Gνµ denotes the Einstein tensor while T νµ (ϕ) is the energy-momentum tensor of the inflaton
ϕ; T νµ (σ) is the energy-momentum tensor of a spectator field σ and T νµ (p, ρ) is the energy-
momentum tensors of the total fluid sources while Zνµ(Y ) is the energy-momentum tensor of
the gauge fields. The explicit coupling to the spectator or to the inflaton fields leads to the
covariant non-conservation of Zνµ
∇µZµν =
∂νλ
16π
Yαβ Y
αβ + jα Yαν , (1.6)
where Yαβ is the gauge field strength, jα is the four-current and λ(x) is a function parametriz-
ing the coupling between the gauge fields and the spectator field σ. For sake of generality
we shall also consider the possibility the coupling will depend both on σ and ϕ so that
λ = λ(σ, ϕ). The covariant non-conservation of Zµν is compensated by the covariant non-
conservation of the other energy-momentum tensors:
∇µT µν (ϕ) = −
∂νϕ
16π
∂λ
∂ϕ
Yαβ Y
αβ, (1.7)
∇µT µν (σ) = −
∂νσ
16π
∂λ
∂σ
Yαβ Y
αβ, (1.8)
∇µT µν = −jα Yαν . (1.9)
Equation (1.5) captures a class of magnetogenesis scenarios studied along different perspec-
tives through the years and some of the possibilities will now be recalled. In general terms
λ = λ[ϕ(x), σ(x), ...] may be a functional of various scalar degrees of freedom such as the
inflaton ϕ [15], the dilaton [16], a dynamic gauge coupling [17, 18] (see also [19, 20]). The
field λ can be a functional of a spectator field σ, [21, 22] (see also [23, 24]) evolving during
the inflationary phase; in this case there is no connection between the evolution of λ and the
gauge coupling. Some of these possibilities can be realized in the case of bouncing models
[16], some other are compatible with the standard inflationary paradigm [15, 17, 18, 21]. It
is finally worth recalling a recent observation: the initial conditions of inflationary magneto-
genesis may be conducting [27] since the Ohmic currents present during the preinflationary
dynamics are not damped by expansion due to the Weyl invariance of the electromagnetic
sources.
A perturbative treatment of the fluctuations of inflationary magnetogenesis in a consistent
dynamical framework encompassing the inhomogeneities of the inflaton, of the spectator
field, of the growth factor and, last but not least, of the relevant plasma variables will now
be presented. This analysis is lacking and it is mandatory if the principle of predominance of
the adiabatic mode, spelled out in of [7], is to be enforced during the inflationary phase. The
tools developed in this paper will allow for an accurate constraint involving simultaneously
the slow roll parameters, the total number of inflationary efolds and the total rate of increase
which can be defined, for the present purposes, directly from Eqs. (1.6) as F = ∂τ
√
λ/
√
λ.
Inspired by the analysis of [7] the pivotal variables for the evolution of the gauge sector will
not be the gauge fields but rather the components of the energy-momentum tensor. This
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strategy together with the gauge choice mentioned above will allow for a swifter calculation
of the primary and secondary curvature perturbations induced by the inflaton field and by
the spectator field.
The layout of this paper is the following. In Sec. 2 the general equations of the system will
be discussed and the main notations specified. In Sec. 3 the description of stochastic averages
will be introduced with the aim of reducing the evolution of the system to the evolution of the
components of the energy-momentum tensor of the gauge field inhomogeneities. In Sec. 4
the quasi-normal modes of inflationary magnetogenesis will be discussed in general terms. In
Sec. 5 the magnetized power spectra of the scalar modes will be computed while in Sec. 6 the
bounds on the growth rate of the magnetic energy density will be derived. To avoid lengthy
digressions various technical details have been collected in the appendices: in appendix A
the evolution equations of the system have been explicitly derived in the uniform curvature
gauge systematically used in the analysis; in appendix B the second-order correlations of the
electric and magnetic fields have been specifically computed and analyzed.
2 Basic equations and definitions
The system of equations swiftly outlined in Eqs. (1.6) and (1.7)–(1.9) can be illustrated by
specifying the actions of the different contributions:
Stot = Sgravity + Sϕ + Sσ + Sem + Sfluid, (2.1)
where the first three terms of Eq. (2.1) are given by:
Sgravity + Sϕ =
∫
d4x
√−g
[
− 1
2ℓ2P
R +
1
2
gαβ∂αϕ∂βϕ− V (ϕ)
]
, (2.2)
Sσ =
∫
d4x
√−g
[
1
2
gαβ∂ασ∂βσ −W (σ)
]
, (2.3)
Sem = − 1
16π
∫
d4x
√−g λ(ϕ, σ) Yµν Y µν −
∫
d4x
√−g jµ Y µ + S(+) + S(−). (2.4)
In Eqs. (2.2)–(2.3), V (ϕ) and W (σ) denote, respectively, the potentials of the inflaton field
and of the spectator field. In Eq. (2.4) jµ = j
(+)
µ − j(−)µ is the total current; S(±) are the
actions of the charged species while the last term of Eq. (2.1) (parametrized via a barotropic
fluid) can be important either at the onset of inflation (for conducting initial conditions [27])
or during the postinflationary phase. The notations for the Planck length and for the Planck
mass in units h¯ = c = κB = 1 are as follows
ℓ2P = 8 πG =
8π
M2P
=
1
M
2
P
, (2.5)
where MP = G
−1/2 = 1.22× 1019GeV. On top of Eq. (1.5), The equations of motion of the
various fields appearing in Eqs. (2.1) and (2.4) are given by Eq. (1.5) supplemented by the
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following three equations:
gαβ∇α∇βϕ+ ∂V
∂ϕ
+
1
16π
∂λ
∂ϕ
YαβY
αβ = 0, (2.6)
gαβ∇α∇βσ + ∂W
∂σ
+
1
16π
∂λ
∂σ
YαβY
αβ = 0, (2.7)
∇αT αβ = 0; (2.8)
the explicit forms of the energy-momentum tensors T βα (ϕ), T
β
α (σ) and T βα (ρ, p) are:
T βα (ϕ) = ∂αϕ∂
βϕ−
[
1
2
gµν∂µϕ∂νϕ− V (ϕ)
]
δβα, (2.9)
T βα (σ) = ∂ασ∂
βσ −
[
1
2
gµν∂µσ∂νσ −W (σ)
]
δβα, (2.10)
T βα (ρ, p) = (p+ ρ) uαuβ − p δβα, (2.11)
Zβα(Y ) =
λ
4π
[
−YαµY βµ + 1
4
δβα Yµν Y
µν
]
, (2.12)
where gαβ uα uβ = 1. By using Eqs. (2.9)–(2.10) and (2.11)–(2.12) the evolution equations
for the energy-momentum tensors mentioned in Eqs. (1.7)–(1.9), Eqs. (2.6) and (2.7) can
be reproduced bearing in mind the following pair of equations for the gauge fields:
∇α
(
λ Y αβ
)
= 4πjβ, ∇αY˜ αβ = 0; (2.13)
the dual field strength is defined as Y˜ αβ = EαβµνYµν/2 in terms of the Levi-Civita tensor
density Eαβµν = ǫαβµν/
√−g. Note, finally, as already mentioned in Sec. 1 that λ = λ(ϕ, σ)
and, consequently, ∂µλ = (∂ϕλ∂µϕ+ ∂σλ∂µσ).
2.1 Background evolutions and some approximations
In a conformally flat background of the type gαβ = a
2(τ)ηαβ (where a(τ) is the scale factor
and ηαβ is the Minkowski metric), Eqs. (1.5) and (2.6)–(2.7) lead to the following set of
equations valid during the inflationary phase
3M
2
PH2 =
1
2
(ϕ′
2
+ σ′
2
) + a2 V (ϕ) + a2W (σ), (2.14)
2M
2
P (H2 −H′) = ϕ′2 + σ′2, (2.15)
ϕ′′ + 2Hϕ′ + ∂V
∂ϕ
a2 = 0, (2.16)
σ′′ + 2Hσ′ + ∂W
∂σ
a2 = 0. (2.17)
As mentioned prior to Eq. (1.1), in Eqs. (2.14)–(2.17) the prime denotes a derivation with
respect to the conformal time coordinate τ ; furthermore H = (ln a)′ = aH where H = a˙/a
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is the conventional Hubble rate and the overdot denotes a derivation with respect to the
cosmic time coordinate t.
The slow roll approximation completely defines the evolution during the inflationary
phase where the parameters ǫ, η and η are all much smaller than 1 and eventually get to 1
when inflation ends. The definitions of the slow roll parameters within the notations of this
paper are as follows:
ǫ = − H˙
H2
=
M
2
P
2
(
V, ϕ
V
)2
, η =
ϕ¨
Hϕ˙
, η =M
2
P
(
V, ϕϕ
V
)
, (2.18)
note that V, ϕ and V, ϕϕ are shorthand notations for the first and second derivatives of the
potential V (ϕ) with respect to ϕ. The slow roll parameters η, η and ǫ are not independent
and their mutual relation, i.e. η = ǫ− η, follows from the slow roll equations written in the
cosmic time coordinate:
3Hϕ˙+
∂V
∂ϕ
= 0, 3M
2
PH
2 = V, 2M
2
PH˙ = −ϕ˙2, (2.19)
where, by definition of spectator field, we have that ρσ ≪ ρϕ and ϕ˙2 ≫ σ˙2 having intro-
duced the energy densities of the inflaton ρϕ and of the spectator field ρσ. In the slow roll
approximation and for constant ǫ we have that
H = aH = − 1
(1− ǫ)τ . (2.20)
There are some classes of exact solutions which shall be used in order to test the specific
approximations discussed in the second part of this analysis. If both ϕ and σ have exponential
potentials a solution of the system (2.14)–(2.17) subjected to the constraint that ρσ ≪ ρϕ
and ϕ˙2 ≫ σ˙2 can be written, in cosmic time, as:
a(t) = (H1 t)
α, ϕ(t) =
√
2αMP ln (H1 t), (2.21)
V (ϕ) =M
2
PH
2
1 (3α
2 − α) exp
[
−
√
2
α
ϕ
MP
]
, (2.22)
σ(t) = 2M ln (Mt), W (σ) = 2(3α− 1)M4 exp
[
− σ
M
]
, (2.23)
with M ≪ MP and α ≫ 1 so that ǫ = η = 1/α ≪ 1. In conformal time the corresponding
scale factor becomes:
a(τ) =
(
− τ
τ1
)−β
, β =
α
α− 1 , (2.24)
with β → 1 in the limit α ≫ 1 and ǫ ≪ 1. In specific models of inflationary evolution,
the values of the slow roll parameters, for a given number of efolds, can be related to the
properties of the potential. To keep the discussion sufficiently general we shall treat the slow
roll parameters and the number of efolds as independent variables; conversely, as already
mentioned prior to Eq. (2.20), the slow roll parameters will be taken to be constant implying
that the inflationary potentials considered here have a monomial form.
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3 Quantum and stochastic descriptions
The amplification of the gauge fields can be described quantum mechanically in terms of the
appropriate canonical field operators and of their related mode functions. This description
is equivalent to the evolution of the power spectra of the different correlations. The two
approaches are related and this observation turns out to be very practical for the present
considerations.
3.1 Evolution of the canonical gauge field fluctuations
In the conformally flat background discussed in the previous section, Eq. (2.13) becomes
explicit in terms of the canonical electric and magnetic fields diagonalizing the action and
the canonical Hamiltonian [27]:
1√
λ
~∇ · (
√
λ ~E) = 4πq(n+ − n−),
√
λ~∇ ·
( ~B√
λ
)
= 0, (3.1)
1√
λ
~∇× (
√
λ ~B) = 4 π q(n+~v+ − n−~v−) + 1√
λ
∂
∂τ
(
√
λ ~E), (3.2)
√
λ~∇×
( ~E√
λ
)
= −
√
λ
∂
∂τ
( ~B√
λ
)
, (3.3)
where ~E(~x, τ) and ~B(~x, τ) are
~E = a2
√
λ ~e, ~B = a2
√
λ ~b. (3.4)
The fields ~e and ~b are introduced from the corresponding field strengths, i.e. Yi 0 = −a2 ei
and Yi j = −a2ǫi j k bk. The gauge action is canonical in terms of ~E and ~B and not in terms
of ~e and ~b. Furthermore the system of Eqs. (3.1)–(3.3), in the absence of electromagnetic
sources, is invariant under the generalized duality transformation ~E → − ~B, ~B → ~E and√
λ→ 1/√λ [25, 26] (see also the second paper quoted in Ref. [27]).
3.2 Evolution of the power spectra
Let us start by recalling the notion of stochastically distributed Fourier modes in the case
of the electric and magnetic fields, i.e.
〈Bi(~q, τ)Bj(~p, τ)〉 = 2π
2
q3
PB(q, τ)Pij(qˆ) δ
(3)(~q + ~p), (3.5)
〈Ei(~q, τ)Ej(~p, τ)〉 = 2π
2
q3
PE(q, τ)Pij(qˆ) δ
(3)(~q + ~p), (3.6)
where Pij(qˆ) = (δij − qˆiqˆj) (with qˆi = qi/|~q|); the conventions for the Fourier transform are:
Bi(~x, τ) =
1
(2π)3/2
∫
d3k Bi(~k, τ) e
−i~k·~x, Ei(~x, τ) =
1
(2π)3/2
∫
d3k Ei(~k, τ) e
−i~k·~x. (3.7)
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The evolution equations (3.1), (3.2) and (3.3) are equivalent to the following set of equations
obeyed by the power spectra of Eqs. (3.5)–(3.6)
∂PB
∂τ
= 2FPB − qPEB, (3.8)
∂PE
∂τ
= −2(F + 4πσc)PE + qPEB, (3.9)
∂PEB
∂τ
= 2q(PB − PE)− 4πσcPEB, (3.10)
where σc denotes the Ohmic conductivity, F =
√
λ
′
/
√
λ is the growth rate and PEB is the
cross-correlation spectrum defined implicitly by the following equation
〈 ~E · ~∇× ~B〉+ 〈 ~B · ~∇× ~E〉 = 2
∫
dq PEB(q, τ). (3.11)
The cross-correlation spectrum provides the physical difference between a stochastic collec-
tion of gauge fields (described by Eqs. (3.5) and (3.6)) and their quantum analog which
will be discussed in a moment (see Eqs. (3.17)–(3.17)). Conducting initial conditions [27]
correspond, in Eqs. (3.6)–(3.8), to the limit PEB → 0 where the magnetic fields are amplified
and the electric fields suppressed either at the same rate or even exponentially depending on
the value of the protoinflationary conductivity. In quantum mechanical terms the canonical
normal modes are field operators defined as6
Bˆi(~x, τ) = − i
(2π)3/2
ǫmni
∑
α
∫
d3k km e
α
n
[
fk(τ) aˆ~k,αe
−i~k·~x − f ∗k (τ)aˆ†~k,αei
~k·~x
]
, (3.12)
Eˆi(~x, τ) =
1
(2π)3/2
∑
α
∫
d3k eαi
[
gk(τ) aˆ~k,αe
−i~k·~x + g∗k(τ)aˆ
†
~k,α
ei
~k·~x
]
, (3.13)
where the evolution of the mode functions is given by:
f ′k = Ffk − gk, g′k = −Fgk − 4π σc gk + k2 fk, (3.14)
and the possibility of conducting initial conditions has been included for comparison. In the
absence of sources, as already mentioned after Eqs. (3.1)–(3.3), Eqs. (3.14) are invariant
under generalized duality transformations stipulating that fk → gk/k, gk → −k fk and
F → −F .
In terms of the mode functions, the Fourier components of Bˆi(~x, τ) and Eˆi(~x, τ) are
respectively
Bˆi(~q, τ) = −iǫmni
∑
α
eαn qm[aˆ~q,α fq(τ) + aˆ
†
−~q,α f
∗
q (τ)], (3.15)
Eˆi(~q, τ) =
∑
β
eαi [aˆ~q,β gq(τ) + aˆ
†
−~q,β g
∗
q(τ)]. (3.16)
6Note that e
(α)
i (kˆ) (with α = 1, 2) are two mutually orthogonal unit vectors which are also orthogonal to
kˆ; furthermore
∑
α e
(α)
i (kˆ) e
(α)
i (kˆ) = Pij(kˆ).
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It can be immediately checked that Eqs. (3.15)–(3.16) obey the stochastic averages defined
earlier in Eqs. (3.5)–(3.6); for instance, in the case of the magnetic field operator,
〈0|Bˆi(~q, τ)Bˆj(~p, τ)|0〉 = 2π
2
q3
PB(q, τ)Pij(qˆ)δ
(3)(~q + ~p), PB(q, τ) =
q5
2π2
|fq(τ)|2, (3.17)
in full analogy with Eq. (3.5). It can be easily argued that Eqs. (3.6) and (3.8)–(3.10) are
similarly satisfied with
PE(q, τ) =
q3
2π2
|gq(τ)|2, PEB(q, τ) = q
4
2π2
[f ∗q (τ)gq(τ) + fq(τ)g
∗
q (τ)], (3.18)
where PE(q, τ) denotes the power spectrum of the electric fields and PEB(q, τ) is the spectrum
of the cross-correlation between electric and magnetic fields. To have compatibility between
the evolution equations of the power spectra (i.e. Eqs. (3.8)–(3.10)) and the evolution
equations of the mode functions (i.e. Eq. (3.14)) the cross-correlation spectrum is essential.
Using the power spectra defined earlier the average magnetic and electric energy densities
are
ρB(τ) =
1
4πa4
∫
dq
q
PB(q, τ), ρE(τ) =
1
4πa4
∫
dq
q
PE(q, τ), (3.19)
Backreaction problems are avoided if ρB and ρE are smaller than the background energy den-
sity 3H2M
2
P. Moreover the contribution of the electric and magnetic fields to the evolution
equations of ϕ and σ must be subleading. These requirements are, however, less severe than
the ones stemming from the predominance of the adiabatic mode discussed in Sec. 6.
3.3 Fluctuations of the energy-momentum tensor
The normalized fluctuation of the energy density are given by
δρB(~x, τ) =
∫ d3q
(2π)3/2
δρB(~q, τ) e
−i~q·~x, δρE(~x, τ) =
∫ d3q
(2π)3/2
δρE(~q, τ) e
−i~q·~x, (3.20)
where
δρB(~q, τ) =
1
(2π)3/2
∫
d3k
[
Bi(~k, τ)Bi(~q − ~k, τ)− 4π
2
k3
PB(k, τ)δ
(3)(~q)
]
,
δρE(~q, τ) =
1
(2π)3/2
∫
d3k
[
Ei(~k, τ)Ei(~q − ~k, τ)− 4π
2
k3
PE(k, τ)δ
(3)(~q)
]
. (3.21)
Similarly, the normalized fluctuations of the electric and magnetic pressures are δpB(~x, τ) =
δρB(~x, τ)/3 and δpE(~x, τ) = δρE(~x, τ)/3. The electric and magnetic anisotropic stresses are
Π
(B)
ij (~x, τ) =
1
(2π)3/2
∫
d3qΠ
(B)
ij (~q, τ) e
−i~q·~x, Π
(E)
ij (~x, τ) =
1
(2π)3/2
∫
d3qΠ
(E)
ij (~q, τ) e
−i~q·~x,
(3.22)
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where
Π
(B)
ij (~q, τ) =
1
4πa4
∫
d3k
(2π)3/2
[
Bi(~k, τ)Bj(~q − ~k, τ)− δij
3
Bm(~k, τ)Bm(~q − ~k, τ)
]
,(3.23)
Π
(E)
ij (~q, τ) =
1
4πa4
∫
d3k
(2π)3/2
[
Ei(~k, τ)Ej(~q − ~k, τ)− δij
3
Em(~k, τ)Em(~q − ~k, τ)
]
.(3.24)
It is practical to introduce the scalar projections of the electric and magnetic anisotropic
stresses
∇2ΠB(~x, τ) = ∂i∂jΠijB(~x, τ), ∇2ΠE(~x, τ) = ∂i∂jΠijE (~x, τ), (3.25)
entering the evolution equations of the scalar modes of the geometry. Note that the stochastic
averages of the fluctuations variables defined in Eqs. (3.20)–(3.21) and (3.22)–(3.24) are all
vanishing, i.e. using Eqs. (3.5)–(3.6), 〈δρB(~x, τ)〉 = 0 and 〈δρE(~x, τ)〉 = 0. The second order
correlations of the energy density fluctuations and of the anisotropic stresses are defined as
〈δρX(~q, τ) δρX(~p, τ)〉 = 2π
2
q3
QX(q, τ) δ(3)(~q + ~p), (3.26)
〈ΠX(~q, τ) ΠX(~p, τ)〉 = 2π
2
q3
QXΠ(q, τ) δ(3)(~q + ~p), (3.27)
where X = B, E leading, overall, to four independent spectra
QB(q, τ) = q
3
128 π3 a8
∫
d3k
PB(k, τ)
k3
PB(|~q − ~k|, τ)
|~q − ~k|3 Λρ(k, q), (3.28)
QE(q, τ) = q
3
128 π3 a8
∫
d3k
PE(k, τ)
k3
PE(|~q − ~k|, τ)
|~q − ~k|3 Λρ(k, q), (3.29)
QBΠ(q, τ) = q
3
288 π3 a8(τ)
∫
d3k
PB(k, τ)
k3
PB(|~q − ~k|, τ)
|~q − ~k|3 ΛΠ(k, q), (3.30)
QEΠ(q, τ) = q
3
288 π3 a8(τ)
∫
d3k
PE(k, τ)
k3
PE(|~q − ~k|, τ)
|~q − ~k|3 ΛΠ(k, q). (3.31)
The functions Λρ(k, q) and ΛΠ(k, q) are defined as
Λρ(k, q) = 1 +
[~k · (~q − ~k)]2
k2|~q − ~k|2 , (3.32)
ΛΠ(k, q) = 1 +
[~k · (~q − ~k)]2
k2|~q − ~k|2 +
6
q2
[
~k · (~q − ~k)− [
~k · (~q − ~k)]3
k2|~q − ~k|2
]
+
9
q4
[
k2|~q − ~k|2 − 2[~k · (~q − ~k)|]2 + [
~k · (~q − ~k)]4
k2|~q − ~k|2
]
. (3.33)
The functions Λρ(k, q) and ΛΠ(k, q) coincide for magnetic and electric degrees of freedom
since both ~E and ~B are solenoidal fields: ~B is solenoidal because of the absence of magnetic
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monopoles while ~E is solenoidal because the pprotoinflationary plasma is globally neutral
and any electric charge asymmetry is absent. The explicit expressions of the power spectra
of Eqs. (3.28)–(3.31) are presented and discussed in appendix B in the case of a monotonic
growth rate.
3.4 Eenergy-momentum tensor evolution
Instead of computing δρB, δρE and the other relevant components from the field variables,
it is practical to deduce the evolution equations obeyed by these quantities. The various
components of the energy-momentum tensor can be written, in real space, as
Z00 = ρB + ρE + δρB + δρE, (3.34)
Z0i = −
( ~E × ~B)i
4πa4
, δZ i0 =
( ~E × ~B)i
4πa4
, (3.35)
Zji = −(pE + pB)δji − (δpE + δpB)δji +Π(E) ji +Π(B) ji . (3.36)
Using Eqs. (3.34)–(3.36) and the explicit expression of the covariant derivative, Eq. (1.6)
demands, in components,
∂τ (δρE + δρB) + 4H(δρE + δρB) = 2F(δρB − δρE)− P −
~J · ~E
a4
, (3.37)
∂τP + 4HP = −
~∇ · ( ~J × ~B)
a4
−∇2[δpB + δpE − (ΠB +ΠE)], (3.38)
where P = ~∇ · ~S denotes the three-divergence of the Poynting vector ~S = ( ~E × ~B)/(4πa4).
In Eq. (3.38) the terms ∂i[(∂
iλ)/λ](δρB − δρE) and ∂iλ∂i(δρB − δρE)/λ have been neglected
since they couple spatial gradients of the growth rate and magnetic inhomogeneities. These
terms are of higher order in the present description. Furthermore, using standard vector
identities7 Eq. (3.38) can be recast in the following form:
∂τP + 4HP = −
~∇ · ( ~J × ~B)
a4
+
~∇ · [(~∇× ~B)× ~B] + ~∇ · [(~∇× ~E)× ~E]
4πa4
. (3.39)
The evolution of the difference between δρB and δρE can be obtained directly from Eqs.
(3.1)–(3.3):
∂τ (δρB− δρE) + 4H(δρB− δρE) = 2F(δρE+ δρB)−
~B · ~∇× ~E + ~E · ~∇× ~B
4πa4
+
~E · ~J
a4
. (3.40)
The system of Eqs. (3.37)–(3.40) can be studied in various approximations (subleading
spatial gradients, large conductivity limit and so on and so forth). In the most naive case
P (~x, τ) simply scales as a−4. This can be easily understood since, up to spatial gradients,
the evolution of P does not depend on the growth rate. Conversely, the time derivative of
P is proportional to the Laplacians of the pressures and of the anisotropic stresses.
7Given a solenoidal vector field Ci, (such as ~B or ~E) the product ∂iCj∂
jCi can be expressed as ~∇· [(~∇×
~C)× ~C] +∇2C2/2.
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4 Quasi-normal modes
The evolution of the scalar modes of the geometry, of the inflaton and of the spectator field
are all coupled to the scalar inhomogeneities of the gauge sector. This system will now
be reduced to the evolution of its quasi-normal modes whose equations are coupled but,
most importantly, decoupled from all the other perturbation variables. The considerations
of the present section and of the appendix A can be easily generalized to various situations
involving, for instance, more than one spectator field.
4.1 Uniform curvature hypersurfaces
The scalar fluctuations of the four-dimensional metric are parametrized by four different
functions whose number can be eventually reduced by specifying (either completely or par-
tially) the coordinate system:
δsg00 = 2a
2φ, δsgij = 2a
2(ψδij − ∂i∂jα), δsg0i = −a2∂iβ, (4.1)
where δs denotes the scalar mode of the corresponding tensor component; the full metric
(i.e. background plus inhomogeneities) is given, in these notations, by gαβ(~x, τ) = gαβ(τ) +
δsgαβ(~x, τ) where, as already mentioned prior to Eqs. (2.14)–(2.17) gαβ(τ) = a
2(τ)ηαβ . For
infinitesimal coordinate shifts τ → τ = τ + ǫ0 and xi → xi = xi + ∂iǫ the functions φ(~x, τ),
β(~x, τ), ψ(~x, τ) and α(~x, τ) introduced in Eq. (4.1) transform as8 :
φ→ φ = φ−Hǫ0 − ǫ′0, ψ → ψ = ψ +Hǫ0, (4.2)
β → β = β + ǫ0 − ǫ′, α→ α = α− ǫ. (4.3)
In the uniform curvature gauge two out of the four functions of Eq. (4.1) are set to zero
[8, 9, 10]:
α = 0, ψ = 0, φ = φ(~x, τ), β = β(~x, τ). (4.4)
Starting from a gauge where α and ψ do not vanish, the perturbed line element can always
be brought in the form (4.4) by demanding α = 0 and ψ = 0 in Eqs. (4.2) and (4.3). If
α 6= 0 and ψ 6= 0, the uniform curvature gauge condition can be recovered by fixing the
gauge parameters as ǫ = α and ǫ0 = −ψ/H. This choice guarantees that, in the transformed
coordinate system, ψ = α = 0.
A convenient gauge choice is essential for a sound treatment of problems involving the
presence of anisotropic stresses. The conformally Newtonian gauge is known to be unsuitable
for the analysis of perturbative systems where the anisotropic stresses play an important
role. Similar caveats arise in the discussion of the Einstein-Boltzmann hierarchy whenever
8The slow roll parameter ǫ must not be confused with the parameter of the gauge transformation. These
two variables never appear together either in the preceding or in the following discussion so that no confusion
is possible.
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the entropic initial conditions are dominated by the anisotropic stresses as it happens in
the neutrino sector. Both points have been addressed long ago when discussing the initial
conditions for the magnetized CMB anisotropies [28] (see also [12] and references therein).
Other gauges are also suitable for the treatment of magnetized inhomogeneities but we shall
not discuss them here. As already mentioned in Sec. 1, to avoid lengthy digressions the full
set of evolution equations has been presented and discussed in the appendix A.
4.2 The decoupled system
Consider, to begin with, the evolution equations for the fluctuations of the inflaton (i.e. χϕ)
and of the spectator field (i.e. χσ) which are reported in Eqs. (A.20) and (A.21). Recalling
that ∆σ = ∇2χσ and ∆ϕ = ∇2χϕ, from the momentum constraint of Eq. (A.9) (neglecting
a generic fluid contribution which is anyway irrelevant during the inflationary phase) the
following relation holds:
∆φ = 4πG
[(
ϕ′
H
)
∆ϕ +
(
σ′
H
)
∆σ
]
− 4πGa
2
H P. (4.5)
During inflation the three-divergence of the Poynting vector P decreases always as a−4 so the
predominant contribution to the curvature perturbations on uniform curvature hypersurfaces
is given by the first two terms of Eq. (4.5). There is, however, an important proviso: the
time derivative of ∆φ (i.e. ∆
′
φ) appearing in Eqs. (A.20) and (A.21) leads to a term going as
P ′ = ∂τP containing the Laplacians of the magnetic and electric energy density fluctuations
(see Eq. (3.38)). It is advisable, as usual, to assess the relative weight of different terms not
at the beginning, but rather at the end of the derivation.
In the gauge (4.4), the curvature perturbations on comoving orthogonal hypersurfaces,
customarily denoted by R, coincides with φ up to a background dependent coefficients,
R = − H
2
H2 −H′ φ. (4.6)
Defining ∆R = ∇2R and recalling Eq. (4.6), we have, from Eq. (4.5),
∆R = −
[ Hϕ′
ϕ′2 + σ′2
∆ϕ +
Hσ′
ϕ′2 + σ′2
∆σ
]
+
Ha2
ϕ′2 + σ′2
P. (4.7)
The equations describing the dynamics of the quasi-normal modes is obtained by elimi-
nating ∆φ, ∆
′
φ and ∇2∆β from Eqs. (A.20) and (A.21). Equation (4.5) gives ∆φ in terms
of ∆ϕ, ∆σ and P . The combination (∆
′
φ+∇2∆β) can then be obtained, after some algebra,
from the explicit expression of ∆′φ and from the Hamiltonian constraint of Eq. (A.18) (see
also Eq. (A.8)).
Thus, as discussed in appendix A, Eqs. (A.23) and (A.25) can be inserted into Eqs.
(A.20)–(A.21) and the resulting system becomes:
∆′′ϕ + 2H∆′ϕ −∇2∆ϕ +Aϕϕ∆ϕ +Aϕσ∆σ + Sϕ = 0, (4.8)
∆′′σ + 2H∆′σ −∇2∆σ +Aσσ∆σ +Aσϕ∆ϕ + Sσ = 0. (4.9)
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The coefficients Aϕϕ, Aσσ and Aϕσ = Aσϕ depend on the background and are:
Aϕϕ = a2∂
2V
∂ϕ2
+
1
M
2
P
[
2a2
∂V
∂ϕ
(
ϕ′
H
)
+
(
2 +
H′
H2
)
ϕ′
2
]
, (4.10)
Aϕσ = Aσϕ = 1
M
2
P
[
a2
∂V
∂ϕ
(
σ′
H
)
+
∂W
∂σ
(
ϕ′
H
)
+
(
2 +
H′
H2
)
ϕ′ σ′
]
, (4.11)
Aσσ = a2∂
2W
∂σ2
+
1
M
2
P
[
2a2
∂W
∂σ
(
σ′
H
)
+
(
2 +
H′
H2
)
σ′
2
]
, (4.12)
where, comparing with the expressions of the appendix A, the four-dimensional Palnck mass
defined in Eq. (2.5) has been introduced by trading 8πG for 1/M
2
P. The source terms Sϕ
and Sσ appearing in Eqs. (4.8) and (4.9) are:
Sϕ = a
2
2M
2
P
(
ϕ′
H
)[
P ′ − 2
(H′
H +
a2
ϕ′
∂V
∂ϕ
)
P +∇2(δρB + δρE)
]
+
a2
λ
∂λ
∂ϕ
∇2(δρB − δρE),
Sσ = a
2
2M
2
P
(
σ′
H
)[
P ′ − 2
(H′
H +
a2
σ′
∂W
∂σ
)
P +∇2(δρB + δρE)
]
+
a2
λ
∂λ
∂σ
∇2(δρB − δρE),
which are expressible in a slightly different form by using the evolution equations of ϕ, σ
together with the governing equation for P , i.e., respectively, Eqs. (2.16), (2.17) and (3.38).
The result of this manipulation, neglecting the spatial gradients of λ is:
Sϕ = a
2
2M
2
P
(
ϕ′
H
)[
2
(
ϕ′
H
)′ (H
ϕ′
)
P + VEB
]
+
a2
λ
∂λ
∂ϕ
∇2(δρB − δρE), (4.13)
Sσ = a
2
2M
2
P
(
σ′
H
)[
2
(
σ′
H
)′ (H
σ′
)
P + VEB
]
+
a2
λ
∂λ
∂σ
∇2(δρB − δρE), (4.14)
where VEB is defined as
VEB = 2
3
∇2(δρB + δρE) +∇2(ΠB +ΠE)−
~∇ · ( ~J × ~B)
a4
. (4.15)
The system of equations derived here is the starting point for the determination of the power
spectra of curvature perturbations to be analyzed in the forthcoming sections.
5 Magnetized power spectra of the scalar modes
5.1 Simplifying approximations
The solution of Eqs. (4.8) and (4.9) during a phase of slow roll expansion determines the
large-scale power spectra of curvature perturbations. The expressions of the coefficients of
Eqs. (4.10)–(4.12) can be simplified in the limits ρσ ≪ ρϕ and ǫ ≃ η ≪ 1 and it can be
shown, for instance, that
Aϕϕ =
z′′ϕ
zϕ
+
a′′
a
≫ Aϕσ, zϕ = aϕ
′
H . (5.1)
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The second inequality appearing in Eq. (5.1) is derived by appreciating that Aϕσ can be
recast in the following form:
Aϕσ = H
2a2
2M
2
P
[(
σ˙
H
)(
V,ϕ
H2
)
+
(
ϕ˙
H
)(
W,σ
H2
)
+
(
3 +
H˙
H2
)(
ϕ˙
H
)(
σ˙
H
)]
. (5.2)
and by using known identities of the slow roll dynamics9 For the simlars reasons Aσσ must
be smaller than (H2 +H′). Neglecting the subleading terms in Eqs. (4.13)–(4.14) Sϕ and
Sσ become
Sϕ = a
2
MP
∇2Sϕ, Sσ = a
2
MP
∇2Sσ, (5.3)
where the two dimensionless variables Sϕ and Sσ have been introduced:
Sϕ =
[(
ϕ′
3MPH +
MP
λ
∂λ
∂ϕ
)
δρB +
(
ϕ′
3MPH −
MP
λ
∂λ
∂ϕ
)
δρE
]
+
ϕ′(ΠB +ΠE)
2MPH , (5.4)
Sσ =
[(
σ′
3MPH +
MP
λ
∂λ
∂σ
)
δρB +
(
σ′
3MPH −
MP
λ
∂λ
∂σ
)
δρE
]
+
σ′(ΠB +ΠE)
2MPH . (5.5)
The terms containing the Ohmic current shall be neglected and the whole effect of conducting
initial conditions will be simply encoded in the further suppression of the electric components
as explained in Appendix B.
Introducing then the rescaled variables qϕ = aχϕ and qσ = aχσ and recalling that ∆ϕ =
∇2χϕ and ∆σ = ∇2χσ, the Laplacians can be eliminated from the left and from the right-
hand sides of Eqs. (4.8)–(4.9) so that the resulting equations assume the following simplified
form10:
q′′ϕ −∇2qϕ −
z′′ϕ
zϕ
qϕ +
a3
MP
Sϕ(~x, τ) = 0, (5.6)
q′′σ −∇2qσ −
a′′
a
qσ +
a3
MP
Sσ(~x, τ) = 0. (5.7)
In the class of models introduced in Eqs. (2.21)–(2.23) the slow roll parameters are given by
ǫ = η = 1/α with α≫ 1 and zϕ ∝ a(τ). Thus the coefficients Aϕσ and Aσσ become:
Aϕσ = − 2
√
2(3α− 1)
τ 2
√
α (1− α)2
(
M
M
2
P
)2
, Aσσ = 2(3α− 1)
(1− α)2 τ 2
[
1− 2
α
(
M
M
2
P
)2]
. (5.8)
which are both suppressed in the limit ǫ ≪ 1 (i.e. α ≫ 1). The coefficient Aϕσ is further
suppressed because M ≪ MP, as implied by the subdominant nature of σ. This example
illustrates concretely the nature of the general approximations analyzed in this section.
9 In particular recall that (V, ϕ/H
2) = 3
√
2
√
ǫMP and that ϕ˙/H =
√
2MP
√
ǫ; furthermore the sub-
dominance of σ stipulates that σ˙ ≪ HMP.
10Note that the pump field of Eq. (5.7) is not given by z′′σ/zσ (with zσ = aσ
′/H). This lack of symmetry
is ultimately related to the subdominant nature of σ.
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5.2 Primary and secondary power spectra
In Fourier space Eqs. (5.7) and (5.8) become:
q′′ϕ +
[
k2 − z
′′
ϕ
zϕ
]
qϕ = − a
3
MP
Sϕ(~k, τ), (5.9)
q′′σ +
[
k2 − a
′′
a
]
qσ = − a
3
MP
Sσ(~k, τ), (5.10)
and their corresponding solutions are
qϕ(~k, τ) = q
(1)
ϕ (
~k, τ)− 1
MP
∫ τ
τ∗
a3(τ ′)Sϕ(k, τ
′)G
(ϕ)
k (τ
′, τ) dτ ′, (5.11)
qσ(~k, τ) = q
(1)
σ (
~k, τ)− 1
MP
∫ τ
τ∗
a3(τ ′)Sσ(k, τ
′)G
(σ)
k (τ
′, τ) dτ ′, (5.12)
where G
(ϕ)
k (τ
′, τ) and G
(σ)
k (τ
′, τ) denote the Green’s function obtained from the appropri-
ately normalized mode functions of the corresponding homogeneous equations. Denoting
with F (k, τ) and F ∗(k, τ) the two independent solutions of the homogeneous equation, the
corresponding Green’s function is:
Gk(τ
′, τ) =
F (k, τ ′)F ∗(k, τ)− F (k, τ)F ∗(k, τ ′)
W (τ ′)
(5.13)
where W (τ ′) = [F ′(kτ ′)F ∗(k, τ ′)−F ∗′(k, τ ′)F (k, τ ′)] is the Wronskian of the solutions. The
explicit form of the mode functions for qϕ and qσ are:
Fϕ(k, τ) =
Nϕ√
2k
√−kτH(1)µ (−kτ), µ =
3 + ǫ+ 2η
2(1− ǫ) , (5.14)
Fσ(k, τ) =
Nσ√
2k
√−kτH(1)µ˜ (−kτ), µ˜ =
(3− ǫ)
2(1− ǫ) . (5.15)
The expression of the Green’s function depends on the indices µ and µ˜ of the corresponding
Hankel functions [35, 36]. Since ǫ≪ 1 and η ≪ 1, the Bessel indices µ and µ˜ can be expanded
in powers of the slow roll parameters and µ ≃ 3/2 + 2ǫ+ η and µ˜ = 3/2 + ǫ. Consequently,
to leading order in the slow roll expansion µ ≃ µ˜ = 3/2 and this explains why, in this limit,
the explicit expressions of G
(ϕ)
k (τ
′, τ) and G
(σ)
k (τ
′, τ) coincide:
Gk(τ
′, τ) =
1
k
{
τ ′ − τ
k τ ′ τ
cos [k(τ ′ − τ)]−
(
1
k2τ ′τ
+ 1
)
sin [k(τ ′ − τ)]
}
. (5.16)
Recalling that q(1)ϕ (
~k, τ) and q(1)σ (
~k, τ) denote the solutions of the homogeneous equations
(5.9) and (5.10) the primary power spectra can be computed from Eqs. (5.14) and (5.15):
〈q(1)ϕ (~k, τ)q(1)ϕ (~p, τ)〉 =
2π2
k3
Pϕ(k, τ)δ(3)(~k + ~p), Pϕ(k, τ) = k
3
2π2
|Fϕ(k, τ)|2, (5.17)
〈q(1)σ (~k, τ)q(1)σ (~p, τ)〉 =
2π2
k3
Pσ(k, τ)δ(3)(~k + ~p), Pσ(k, τ) = k
3
2π2
|Fσ(k, τ)|2. (5.18)
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After integration over τ ′ the final expression can be written as:
qϕ(~k, τ) = q
(1)
ϕ (
~k, τ)−MP
[
cϕΩB(~k, τ) + dϕΩBΠ(~k, τ)
]
a(τ), (5.19)
qσ(~k, τ) = q
(1)
σ (
~k, τ)−MP
[
cσΩB(~k, τ) + dσΩBΠ(~k, τ)
]
a(τ), (5.20)
where the sources have been evaluated to leading order in kτ and
ΩB(~k, τ) =
δρB(~k, τ)
3H2M
2
P
, ΩBΠ(~k, τ) =
ΠB(~k, τ)
3H2M
2
P
. (5.21)
The solutions (5.19)–(5.21) neglects the decreasing electric modes since they are immaterial
for the scales that had the longest time to grow and got larger than the Hubble radius
between the last 65 and 53 efolds of inflationary expansion (see also beginning of Sec. 6).
The rate of decrease of the electric modes is discussed in appendix B for the interested reader.
The coefficients appearing in Eqs. (5.19) and (5.20) are slowly varying functions of τ
cϕ = m(f, ǫ)
[
1
3MP
(
ϕ′
H
)
+
MP
λ
(
∂λ
∂ϕ
)]
, dϕ = m(f, ǫ)
MP
λ
(
∂λ
∂ϕ
)
, (5.22)
cσ = m(f, ǫ)
[
1
3MP
(
σ′
H
)
+
MP
λ
(
∂λ
∂σ
)]
, dσ = m(f, ǫ)
MP
λ
(
∂λ
∂σ
)
,
m(f, ǫ) =
3(1− ǫ)
(1− 2f)(4− 2f − 3ǫ) . (5.23)
The function m(f, ǫ) depends on the slow roll parameter and on the growth rate in Hubble
units, i.e. f = F/H. In the scale invariant case (i.e. f = 2, see appendix B)m(2, ǫ) = 1/(3 ǫ).
In the pure de Sitter case and for exactly scale invariant spectrum the integration over τ ′
would lead to logarithms of the conformal time coordinate which are absent in the quasi-de
Sitter case. Equations (5.22) and (5.23) can be written in more explicit terms as:
cϕ = m(f, ǫ)
[√
2ǫ
3
+ γϕ
]
, dϕ = m(f, ǫ) γϕ, (5.24)
cσ = m(f, ǫ)
[
2ǫ
3
(
M
MP
)
+ γσ
(
MP
M
)]
, dσ = m(f, ǫ)
(
MP
M
)
γσ. (5.25)
The results of Eqs. (5.24) and (5.25) assume a simple parametrization of λ(ϕ, σ), i.e.
λ(ϕ, σ) = λ∗ exp
[
γϕ
ϕ
MP
+ γσ
σ
M
]
, γσ +
γϕ√
2ǫ
=
(1− ǫ)
2ǫ
f. (5.26)
The second relation of Eq. (5.26) holds, strictly speaking, in the case of power-law inflation
where η = ǫ. It can be argued, however, that it remains valid in more general cases where
ǫ ≃ η.
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5.3 Curvature perturbations
The curvature perturbations on comoving orthogonal hypersurfaces can be expressed in
terms of Eqs. (5.19)–(5.20)
R(~k, τ) ≡ −zϕ(τ) qϕ(
~k, τ) + zσ(τ) qσ(~k, τ)
z2ϕ(τ) + z
2
σ(τ)
≃ −qϕ(
~k, τ)
zϕ(τ)
− qσ(~k, τ)zσ(τ)
z2ϕ(τ)
, (5.27)
as it follows from Eqs. (4.5)–(4.7) by recalling that zϕ = aϕ
′/H and zσ = aσ′/H. The second
equality of Eq. (5.27) follows in the limit zϕ/zσ = ϕ
′/σ′ ≪ 1 when σ is subdominant. The
power spectrum of curvature perturbations is defined as
〈R(~k, τ)R(~p, τ)〉 = 2π
2
k3
PR(k, τ) δ(3)(~k + ~p). (5.28)
Bearing in mind Eqs. (3.26)–(3.28) and (5.17)–(5.18), Eqs. (5.19)–(5.20) can be inserted
into Eq. (5.27) so that the explicit expression of PR(k, τ) becomes
PR(k, τ) = k
3
2π2z2ϕ
|Fϕ(k, τ)|2 + k
3
2π2z2σ
|Fσ(k, τ)|2
(
zσ
zϕ
)4
+ C2ϕσ(τ)
QB(k, τ)
H4M
4
P
+D2ϕσ(τ)
QBΠ(k, τ)
H4M
4
P
. (5.29)
This expression shows that the power spectrum of curvature perturbations depends on the
first-order correlations of the inflaton fluctuations as well as on the second-order correlations
of the gauge fields whose related power spectra can be found in the appendix B.
The first two contributions to PR(k, τ) appearing in Eq. (5.29) are the adiabatic con-
tribution given by the inflaton and a generalized entropic contribution associated with the
spectator field. Both Cϕσ(τ) and Dϕσ(τ) are slowly varying functions of τ (i.e. C′ϕσ(τ) ≃
Dϕσ(τ) ≃ 0) and are defined as
C2ϕσ(τ) =
M
2
P a
2(τ)
9 z2ϕ(τ)
[
cϕ +
(
zσ
zϕ
)
cσ
]2
, D2ϕσ(τ) =
M
2
P a
2(τ)
9 z2ϕ(τ)
[
dϕ +
(
zσ
zϕ
)
dσ
]2
. (5.30)
What matters, for the present considerations, are those typical scales that had the longest
time to grow and that left the Hubble radius at the onset of the inflationary phase even if,
as we shall see, the beginning of inflation is essentially a free parameter related to the total
number of inflationary efolds. The various contributions to the power spectrum must be
compared the in the limit where the relevant scales are larger than the Hubble radius, i.e.
Pad(k, τ) = k
3
2π2z2ϕ
|Fϕ(k, τ)|2 = K(µ)
8π2ǫ
(
H
MP
)2( k
aH
)nad−1
(5.31)
Pentr(k, τ) = k
3
2π2z2σ
|Fσ(k, τ)|2
(
zσ
zϕ
)4
=
K(µ˜)
4π2ǫ
(
H
MP
)2( M
MP
)2 ( k
aH
)nentr−1
, (5.32)
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where, generically, K(z) = 22z−1Γ2(z)/π so that K(3/2) = 1 and11
nad − 1 = 3− 2µ = −6ǫ+ 2η, nentr − 1 = 3− 2µ˜ = −2ǫ. (5.33)
Barring for the dependence of the spectral index on the slow roll corrections, we can clearly
see that Pentr(k, τ) ∼ ǫ(M/MP)2Pad(k, τ). Since ǫ < 1 and M ≪ MP the entropic contri-
bution is strongly suppressed. If taken into account this component will lead to the kind of
mixed initial conditions for CMB anisotropies often discussed in the literature [31, 32, 33, 34]
also in the presence of large-scale magnetic fields [12].
In the simplest situation the total energy-momentum tensor of the system is conserved
both before and after the transition between inflation and radiation [29, 30]. When the stress
tensor undergoes a finite discontinuity on a space-like hypersurface the inhomogeneities are
matched by requiring the continuity of the induced three metric and of the extrinsic curvature
on that hypersurface. On uniform curvature hypersurfaces the continuity of the extrinsic
curvature is guaranteed by the continuity of ∆φ and ∆β. This implies also the continuity of
R as it can be explicitlly verified by solving the evolution equation of R (see Eq. (A.31))
valid in the postinflationary epoch. After the end of inflation the growth rate is zero and
the evolution of curvature perturbations can be followed by means of a certain set of global
variables. This discussion closely follows the considerations developed in Ref. [7].
In concluding this section it is appropriate to remark that Eqs. (4.8)–(4.9) and (5.9)–
(5.10), even if deduced in a specific gauge, have a gauge-invariant meaning. The gauge-
invariant generalization of the quasi-normal modes discussed in this section is given by
q(gi)ϕ = aχϕ + zϕψ, q
(gi)
σ = aχσ + zσψ. (5.34)
Under the gauge transformation discussed prior to Eq. (4.2) χϕ and χσ transform as χϕ →
χϕ − ϕ′ǫ0 and χσ → χσ − σ′ǫ0. Thanks to Eq. (4.2) the quantities defined in Eq. (5.34) are
left invariant.
The variables of Eq. (5.34) are the scalar field analog of the quantum excitations of an
irrotational and relativistic fluid firstly discussed by Lukash [37] (see also [38, 39, 40]) right
after one of the first formulations of inflationary dynamics [41]. The canonical normal mode
identified in Ref. [37] is invariant under infinitesimal coordinate transformations as required
in the context of the Bardeen formalism [42] (see also [38]). The subsequent analyses of Refs.
[43] and [44] follow the same logic of [37] but in the case of scalar field matter; the normal
modes of Refs. [37, 43, 44] coincide with the (rescaled) curvature perturbations on comoving
orthogonal hypersurfaces [45, 46]. In the present case, as already pointed out, q(gi)ϕ is only a
quasi-normal mode and becomes a truly normal mode only in the case when the spectator
component vanishes.
11Recall Eqs. (5.14)–(5.15) and also the well known relations among the slow roll parameters, i.e. η = ǫ−η.
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6 Growth rate of magnetic inhomogeneities
According to the requirements spelled out in [7], the predominance of the standard adiabatic
mode over the magnetized contributions leads to a specific bound on the magnetic field
intensity. This logic will now be applied to the curvature perturbations induced during the
inflationary phase with the purpose of deriving accurate constraints on the growth rate of
magnetized inhomogeneities in Hubble units.
6.1 Predominance of the adiabatic solution
Demanding that the adiabatic component is dominant against the entropic and the magnetic
contributions, Eq. (5.29) implies
Pad(k, τ) > C2ϕσ(τ)
QB(k, τ)
H4M
4
P
+D2ϕσ(τ)
QBΠ(k, τ)
H4M
4
P
, (6.1)
having imposed M ≪MP and, consequently, Pad(k, τ)≫ Pentr(k, τ). The limit of Eq. (6.1)
must be applied for the scales that experienced the largest amplification. For instance the
galactic scale crossed the Hubble radius about 53 efolds prior to the end of inflation and
had, therefore, less time to be amplified in comparison with the scales that left the horizon
just at the beginning of inflation.
The bound of Eq. (6.1) is more constraining if imposed on the scales that crossed the
Hubble radius just after the onset of inflation. Since the duration of inflation is unknown it
is reasonable to take the total number of inflationary efolds Nt as a free parameter bounded,
from below, by Nmax denoting the maximal number of efolds that are accessible to our present
observations (i.e. Nt ≥ Nmax). The value of Nmax is derived by fitting the event horizon of
the inflationary phase inside the present Hubble radius12
eNmax = (2 π ǫAR ΩR0)1/4
(
MP
H0
)1/2(Hr
H
)γ−1/2
, (6.2)
where the exponent γ controls the expansion rate during an intermediate phase ending at a
putative scale Hr possibly much smaller than the Hubble rate during inflation denoted by
H .
The parameters characterizing the dominant adiabatic component have been fixed to the
values suggested by the best fit to the WMAP9 data [47] analyzed in terms of the vanilla
ΛCDM model; this corresponds, in particular, to nad = 0.972 and AR = (2.41±0.10)×10−9.
Different data sets, like for instance the WMAP7 data [48, 49] would imply nad = 0.963 and
AR = (2.43± 0.11)× 10−9. These differences are immaterial for the present considerations.
For consistency with big-bang nucleosynthesis Hr, in Eq. (6.2) can be, at most, 10
−44MP
corresponding to a reheating scale occurring just prior to the formation of the light nuclei. If
12For numerical estimates we recall that h20ΩR0 = 4.15 × 10−5; the present value of the Hubble rate
H0 = 100 h0Mpc
−1 km/sec in Planck units is H0 = 1.22× 10−6 (h0/0.7)MP.
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γ−1/2 > 0 (as it happens if γ = 2/3 when the postinflationary background is dominated by
dust) Nmax diminishes in comparison with the case when H = Hr. Conversely if γ−1/2 < 0
(as it happens in γ = 1/3 when the postinflationary background is dominated by stiff
sources) Nmax increases. If Hr = H (or if γ = 1/2) there is a sudden transition between
the inflationary and the postinflationary regimes and, in this case, we have approximately
Nmax ≃ 64 + 0.25 ln ǫ.
In the case case of a standard postinflationary history Nmax coincides with the number of
efolds necessary to address the conventional drawbacks of the hot big bang model [50, 51].
Whenever Nt > Nmax the redshifted value of the inflationary event horizon exceeds the
present value of the Hubble radius. If Nt = Nmax the scales which were still larger than the
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Figure 1: The bound on the growth rate is illustrated by plotting the total number of efolds
as a function of the slow roll parameter. The allowed region in the parameter space is below
each of the various curves corresponding to different values of f . In these plots as well as in
Figs. 2 we have set M = 10−4MP.
Hubble radius around matter-radiation equality left the inflationary Hubble radius about
Nmax efolds prior to the end of inflation at least for a standard postinflationary history.
Consequently the most constraining bound derivable from Eq. (6.1) is achieved by demand-
ing a typical number of efolds close to Nmax for comoving scale of the order of qp denoting
the pivot wavenumber at which the amplitude of the curvature power spectrum is commonly
assigned when analyzing the temperature and polarization anisotropies [47, 48, 49].
Using the results of appendix B and of Sec. 5, Eq. (6.1) can be phrased as in terms of f
(i.e. the growth rate of the magnetized inhomogeneities expressed in Hubble units). Besides
the growth rate in Hubble units and the total number of efolds, the parameter ξ measures
the Hubble rate in Planck units 13 and is given by ξ = H/MP. If the adiabatic mode is the
13Some authors denote with ξ a further slow roll parameter containing four derivatives of the inflaton
potential. The notations used here are different and, with this remark, no confusion is possible.
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only source of inhomogeneity then there is a specific relation between ξ, ǫ and the amplitude
of curvature perturbations at the pivot scale qp. In the latter case and using the WMAP9
[47] data we have14
ξ =
H
MP
= π
√
8 ǫAR, AR = (2.41± 0.10)× 10−9. (6.3)
In what follows ξ will be taken as a free parameter. The values of ξ are assigned independently
of the values of ǫ in all the figures of this section except for Fig. 3 holding in the case of
Eq. (6.3) where ξ ∝ √ǫ. The inequality (6.1) cannot be simply inverted in terms of f or in
terms of the slow roll parameters. Equation (6.1) can instead be written as
K(µ)
8π2ǫ
ξ2
(
qp
aH
)nad−1
>M(f, ǫ, η, γϕ, γσ,M) ξ4 eNtgB(f,ǫ), (6.4)
where the function M(f, ǫ, η, γϕ, γσ,M) is
C2ϕσ(f, ǫ, η, γϕ, γσ,M)CB(f, ǫ)LB(f, ǫ, qp)+D2ϕσ(f, ǫ, η, γϕ, γσ,M)CBΠ(f, ǫ)LBΠ(f, ǫ, qp). (6.5)
As already mentioned the various contributions to Eq. (6.5) can be found in Eqs. (5.30),
(B.16) and (B.18)–(B.19).
6.2 Illustration of the constraints
Whenever the growth rate exceeds a critical value (for a given duration of the inflationary
Nt and for a fixed value of the other parameters), the inequalities of Eqs. (6.1)–(6.4) are
first saturated and then violated. With the aim of an accurate determination of the critical
rate, the attention shall be first focussed on the case γϕ = 0; in this case, as discussed in
Sec. 5, the growth of the magnetic inhomogeneities is only due to the spectator field. In
Fig. 1 the values of Nt are illustrated for different rates f as a function of ǫ. The allowed
region in the parameter space is below the various curves of the two plots. The vertical and
horizontal dashed lines in the left plot of Fig. 1 correspond to a value f = 2.3 (for ǫ ≃ 0.01)
forbidding any reasonable duration of the inflationary phase since Nt must be smaller than
about 35. Larger values of f would be even more constraining for Nt; we conclude that the
range of physical values is 2 ≤ f < 2.3. For f < 2 the growth rate is not constrained by
the predominance of the adiabatic mode since the magnetic energy density decreases (rather
than increasing) for typical wavelengths larger than the Hubble radius.
In Fig. 1 (plot at the right) the region of parameter space 2.05 ≤ f ≤ 2.15 is more
accurately scrutinized. As the vertical and horizontal dashed lines indicate, for f ≃ 2.15
and ǫ ≃ 0.01 we are really on the borderline of the allowed region: as soon as f > 2.15, the
14To avoid confusions we remind that we used throughout MP = MP/
√
8π. Some authors prefer to use
MP instead of MP and, in this case, the analog of Eq. (6.3) reads (H/MP) =
√
π ǫAR.
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Figure 2: The bound on the growth rate is illustrated in the planes (Nt, f) and (Nt, ξ). As
in Fig. 1, the allowed region in the parameter space lies below the corresponding curve.
total number of allowed efolds drops below 60 that is insufficient to address and solve, for
instance, the horizon problem of the conventional hot big bang model [50, 51]
The same point is analyzed, within a complementary perspective in Fig. 2. A value
f = 2.2 in the left plot of Fig. 2 corresponds roughly to Nt ≃ 30 (for ǫ = 0.1). This means
that the achievable number of efolds cannot be as large as Nmax: even for smaller values of
ǫ it turns out that Nt ≤ 50.
In the right plot of Fig. 2 the bounds on the growth rate are illustrated for f = 2.15 but
in the plane (ξ, Nt). The line Nt = 60 crosses the dashed line (corresponding to ǫ = 0.01)
for ξ ≃ 10−5MP. Smaller values of ξ would correspond to inflationary phases occurring at
low curvature. In this case Nt can be larger (for the same range of growth rates) but the
adiabatic mode will not be able to account for the observed temperature and polarization
anisotropies probed by direct CMB observations. The constraints set by the growth of the
inhomogeneities are stronger than the ones simply implied by the backreaction. Given a
growth rate f of the magnetic field we have to demand (ρE + ρB) < 3H
2M
2
P; the latter
condition, already discussed in Sec. 2 can be written explicitly in the case of a monotonic
growth rate:
H4
32π2
∫ xmax
xmin
dx x4
[
|H(1)ν (x)|4 + |H(1)ν−1(x)|4
]
< 3H2M
2
P, (6.6)
where ν = 1/2 + f(1 + ǫ) for ǫ < 1 and where xmin = kminτ while xmax = kmaxτ . The
integration can be separated in the region x > 1 (where the energy density decreases as a−4)
and the region x < 1 where the magnetic energy density increases while the electric energy
density still decreases. By demanding that kmin = 1/τmin is the first scale leaving the Hubble
radius at the onset of inflation and that kmax = 1/τmax is the last scale leaving the Hubble
radius at the end of inflation, the net growth of the energy density can be constrained. The
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Figure 3: The constraints stemming from the requirement that the energy density of the
amplified magnetic field is subdominant in comparison with the energy density of the back-
ground geometry. The values of ξ have been fixed as in Eq. (6.3).
results are illustrated in Fig. 3 in the usual plane (Nt, ǫ).
The results of Fig. 3 are less restrictive than the requirements obtained from the growth
of the inhomogeneities. For instance, the full line of the right plot of Fig. 1 has a maximum
for Nt ≃ 140 while the full line of the right plot of Fig. 3 seems to allow for more than
200 efolds. Backreaction effects can very well be under control but the inhomogeneities may
grow larger than the adiabatic contribution. If we commit ourselves to a specific scenario,
the magnetic energy density must not affect the equation of the spectator field. Adopting the
parametrization previously discussed. This condition would demand γσ/M(ρB− ρE) < 3Hσ˙
implying
γσ (ρB − ρE)
3H2M
2
P
<
M
MP
< 1. (6.7)
Let us consider, as an example, the case γϕ = 0. In this case γσ is directly expressible
in terms of f and ǫ according to Eq. (5.26). The condition (6.7) can then be plotted for
different values of Nt, ǫ and f with the same logic leading to Figs. 1 and 2. As it can
be explicitly seen the inequalities (6.7) are satisfied with M = 1.5 × 10−2MP for Nt ≃ 65
and 10−4 < ǫ < 10−2. We therefore conclude that the predominance of the adiabatic mode
represents a more constraining criterion than the simple backreaction requirements.
Let us now recall that the case γσ = 0, according to some considerations, would be
less plausible since, in this case, the inflaton would be directly coupled to the gauge fields
and the flatness of the potential might be in danger. In spite of these caveats, in Fig. 4
the case γσ = 0 is illustrated and should be compared with Fig. 1 (obtained in the case
γϕ = 0). Provided f ≤ 2.15 and 0.001 ≤ ǫ ≤ 0.1 the total number of efolds is larger than 65.
Conversely, larger values of the growth rate (i.e. f > 2.2) constrain the number of efolds to
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Figure 4: The bound on the growth rate is illustrated in the plane (Nt,ǫ). This figure is the
analog of Fig. 1 but in the case γσ = 0.
be smaller than 65 and are therefore not acceptable.
6.3 Concluding remarks
The bounds on the growth rate can be also translated into constraints on the magnetic
spectral index entering the phenomenological discussion of the effects of predecoupling mag-
netic fields on the temperature and polarization anisotropies. The magnetic spectral index
defined in [52] gives the slope of the magnetic field spectrum, i.e. PB ∝ knB−1. The relation
between f and nB is nB = 5 − 2f(1 + ǫ). The bounds on f derived in this section then
imply a lower bound on nB > 0.6−4.4ǫ. It is interesting to notice that the results of [52] are
compatible with this limit: in a frequentistic perspective the analysis of the temperature and
polarization correlations in the magnetized ΛCDM scenario implies that values nB < 0.9 are
excluded to 95% confidence level. The present findings suggest that a nearly scale-invariant
magnetic field spectrum induced by inflationary magnetogenesis is compatible with the range
2 ≤ f < 2.2 pinned down by requiring the predominance of the adiabatic mode during con-
ventional inflation as argued some time ago in different contexts (see, for instance, [21, 27]).
In the nearly scale-invariant case the amplitude of the physical magnetic power spectrum
is of the order of 1.44 × 10−11 G (for ǫ = 0.01 and AR = 2.41 × 10−9) at the epoch of the
gravitational collapse of the protogalaxy.
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A Evolution equations in uniform curvature gauge
The main set of governing equations used to derive various results discussed in the bulk of
the paper will be illustrated in detail. With the gauge choice (4.4) the coordinate system is
totally fixed without the need of further conditions: because of this property the functions
φ(~x, τ) and β(~x, τ) bear an extremely simple relation to one of the conventional sets of
gauge-invariant variables. In the gauge (4.4) the inhomogeneities of the energy-momentum
tensors T βα (ϕ), T
β
α (σ) and T βα (ρ, p) are, respectively,
δs T
0
0 (ϕ) = δρϕ, δs T
i
0(ϕ) = −
ϕ′2
a2
(
∂iχϕ
ϕ′
+ ∂iβ
)
, δs T
j
i (ϕ) = −δpϕδji , (A.1)
δs T
0
0 (σ) = δρσ, δs T
i
0(σ) = −
σ′2
a2
(
∂iχσ
σ′
+ ∂iβ
)
, δs T
j
i (σ) = −δpσ δji , (A.2)
δsT 00 = δρ, δsT ji = −δp δji , δsT i0 = (p+ ρ)vi, (A.3)
where χϕ and χσ denote, respectively, the fluctuations of the inflaton ϕ and of the spectator
field σ; vi denotes the three-velocity of the fluid in the gauge (4.4). The explicit expressions
of (δρϕ, δpϕ) and of (δρσ, δpσ) are
15, respectively:
δρϕ =
1
a2
(
−φϕ′2 + χ′ϕϕ′ + a2
∂V
∂ϕ
χϕ
)
, δpϕ =
1
a2
(
−φϕ′2 + χ′ϕϕ′ − a2
∂V
∂ϕ
χϕ
)
,(A.4)
δρσ =
1
a2
(
−φσ′2 + χ′σσ′ + a2
∂W
∂σ
χσ
)
, δpσ =
1
a2
(
−φσ′2 + χ′σσ′ − a2
∂W
∂σ
χσ
)
.(A.5)
The fluctuations of the Einstein tensor Gνµ = Rνµ −R δνµ/2, always in the gauge (4.4), are
instead:
δsG00 =
2
a2
[
−H∇2β − 3H2 φ
]
, δsGi0 =
2
a2
∂i
[
−Hφ + (H′ −H2)β
]
, (A.6)
δsGji =
1
a2
{[
−2(H2 + 2H′)φ− 2Hφ′
]
−∇2
(
φ+ β ′ + 2Hβ
)}
δji
+
1
a2
∂i∂
j
(
β ′ + 2Hβ + φ
)
, (A.7)
The combination of Eqs. (A.1)–(A.2) and (A.3) with Eqs. (A.6)–(A.7) implies that the (00)
and (0i) components of the perturbed Einstein equations with mixed indices become16:
H∇2β + 3H2φ = −4πGa2
[
δρt + δρB + δρE
]
, (A.8)
(H′ −H2)∇2β −H∇2φ = 4πGa2
[
(p+ ρ)θ + P + (pϕ + ρϕ)θϕ + (pσ + ρσ)θσ
]
,(A.9)
15To avoid lengthy notations we wrote δρϕ and δρσ (instead of δsρϕ and δsρσ), δρ (instead of δsρ) and
similarly for the corresponding pressures; this notation is fully justified and unambiguous once the scalar
nature of the fluctuations has been established, as specified by the general formulae written above.
16Equations (A.8) and (A.9) are commonly referred to as, respectively, the Hamiltonian and the momentum
constraints.
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where δρt = δρ+ δρϕ + δρσ and
θϕ = −∆ϕ
ϕ′
−∆β , θσ = −∆σ
σ′
−∆β, θ(~x, τ) = ∂i vi. (A.10)
In Eq. (A.10) the following practical notations
∆ϕ = ∇2χϕ, ∆σ = ∇2χσ, ∆β = ∇2β, (A.11)
have been introduced. The (ij) component of the perturbed Einstein equations reads:
[
− (H2 + 2H′)φ−Hφ′ − 1
2
∇2(φ+ β ′ + 2Hβ)
]
δji +
1
2
∂i∂
j
[
φ+ β ′ + 2Hβ
]
= 4πGa2
{
−
[
δpt + δpB + δpE
]
δji +Π
j
i (E) + Π
j
i (B)
}
, (A.12)
where, in full analogy with Eq. (A.10), the total pressure fluctuation δpt has been defined:
δpt = δp+ δpϕ + δpσ. (A.13)
The separation of the traceless part from the trace in Eq. (A.12) implies the following pair
of relations:
(H2 + 2H′)φ+Hφ′ + 1
3
∇2(φ+ β ′ + 2Hβ) = 4πGa2(δpt + δpB + δpE), (A.14)
∂i∂
j [φ+ β ′ + 2Hβ]− 1
3
∇2[φ+ β ′ + 2Hβ]δji = 8πGa2
[
Πji (E) + Π
j
i (B)
]
, (A.15)
that can be further simplified by recalling Eq. (3.25):
(H2 + 2H′)∆φ +H∆′φ = 4πGa2
[
∇2(δp+ δpϕ + δpσ)−∇2
(
ΠE +ΠB
)]
, (A.16)
∆′β + 2H∆β +∆φ = 12πGa2
(
ΠE +ΠB
)
. (A.17)
In Eq. (A.17) the same notations established in Eq. (A.11) have been employed. During
inflation the perturbative variables necessary to describe the evolution of the whole system
are then given by ∆φ, ∆β , ∆ϕ and ∆σ. Neglecting the fluid sources, the Hamiltonian and
momentum constraints of Eqs. (A.8) and (A.9) can then be written as
H∇2∆β + 3H2∆φ = −4πGa2
[
∇2(δρϕ + δρσ) +∇2(δρB + δρE)
]
, (A.18)
(H′ −H2)∆β −H∆φ = 4πGa2
{
P − 1
a2
[
ϕ′∆ϕ + σ
′∆σ + (ϕ
′2 + σ′
2
)∆β
]}
. (A.19)
The evolution equations of ∆ϕ and of ∆σ are derived from the perturbed version of Eqs.
(2.6) and (2.7)
∆′′ϕ + 2H∆′ϕ −∇2∆ϕ +
∂2V
∂ϕ2
a2∆ϕ + 2
∂V
∂ϕ
a2∆φ
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−ϕ′(∆′φ +∇2∆β) =
a2
λ
∂λ
∂ϕ
∇2(δρE − δρB), (A.20)
∆′′σ + 2H∆′σ −∇2∆σ +
∂2W
∂σ2
a2∆σ + 2
∂W
∂σ
a2∆φ
−σ′(∆′φ +∇2∆β) =
a2
λ
∂λ
∂σ
∇2(δρE − δρB). (A.21)
The system of Eqs. (A.20) and (A.21) can be reduced to a set of quasi-normal modes
whose evolution equations are mutually coupled but decoupled from all other perturbation
variables. The sum of these quasi-normal modes, weighted by coefficients that depend on
the geometry, gives the curvature perturbations as explained in Eqs. (4.6)–(5.27).
The evolution equations for ∆ϕ and ∆σ can be decoupled from the remaining perturbation
variables as follows. From Eq. (A.9), neglecting the fluid component, we obtain an expression
for ∆φ; a derivation with respect to the conformal time coordinate will give ∆
′
φ. The final
result of this step is
∆φ = 4πG
[(
ϕ′
H
)
∆ϕ +
(
σ′
H
)
∆σ
]
− 4πGa
2
H P, (A.22)
∆′φ = 4πG
[(
ϕ′
H
)
∆′ϕ +
(
ϕ′
H
)′
∆ϕ +
(
σ′
H
)
∆′σ +
(
σ′
H
)′
∆σ
]
− 4πGa
2
H
[
P ′ +
(
2H− H
′
H
)
P
]
. (A.23)
From the Hamiltonian constraint of Eq. (A.8), always during the inflationary phase, we can
obtain ∇4β = ∇2∆β and eliminate, in the derived expression, ∆φ through Eq. (A.22). This
algebraic step leads to three typical terms: the first one contains the dependence on ∆ϕ and
∆σ; the second term contains ∆
′
ϕ and ∆
′
σ; the third term depends on P , P
′ and (δρB+ δρE).
The full expression of ∇2∆β is:
∇2∆β = −4πG
{[(
2H + H
′
H
)(
ϕ′
H
)
+
a2
H
∂V
∂ϕ
]
∆ϕ +
[(
2H + H
′
H
)(
σ′
H
)
+
a2
H
∂W
∂σ
]
∆σ
}
−4πG
[(
ϕ′
H
)
∆′ϕ +
(
σ′
H
)
∆′σ
]
+
4πGa2
H
[(
2H + H
′
H
)
P −∇2(δρB + δρE)
]
. (A.24)
By then summing up term by term Eqs. (A.23) and (A.24) the term (∆′φ+∇4β) that appears
in Eqs. (A.20) and (A.21) can be explicitly obtained:
∇2∆β +∆′φ = −4πG
{[
2
(
2H + H
′
H
)(
ϕ′
H
)
+ 2
a2
H
∂V
∂ϕ
]
∆ϕ
+
[
2
(
2H + H
′
H
)(
σ′
H
)
+ 2
a2
H
∂W
∂σ
]
∆σ +
a2
H
[
P ′ − 2H
′
H P +∇
2(δρB + δρE)
]}
. (A.25)
With the aid of Eq. (A.25) and of the other equations derived in this appendix, Eqs. (A.20)
and (A.21) reduce to Eqs. (4.8) and (4.9). As anticipated these equations are mutually
coupled but decoupled from all other perturbations variables.
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After a transition regime, in the postinflationary phase, the coupling of the sources to
the growth rate of the magnetic and electric fields disappears. The covariant conservation
equation of energy-momentum tensor reduces to
δρ ′t + (pt + ρt)θt + 3H(δpt + δρt) = 0, (A.26)
while the equation for the three-divergence of the total fluid velocity becomes:
(θt +∆β)
′ +
[p′t +H(pt + ρt)]
(pt + ρt)
(θt +∆β) +
∇2δpt
(pt + ρt)
+ ∆φ = 0. (A.27)
Using Eq. (A.26) and recalling that ζ = (δρt + δρB + δρE)/[3(ρt + pt)] the evolution of ζ
becomes
ζ ′ = − H
(pt + ρt)
δpnad +
H
pt + ρt
(
c2st −
1
3
)
(δρB + δρE)
− P
3(pt + ρt)
−
~J · ~E
3(pt + ρt)a4
− θt
3
, (A.28)
where δpnad = δpt−c2stδρt. Similarly, the evolution equation forR can be almost immediately
obtained by subtracting Eq. (A.8) (mutiplied by c2st) from Eq. (A.14) and by recalling the
relation of φ to R. The result for the evolution equation of R is
R′ = ΣR + H
2c2st∇2β
4πGa2(pt + ρt)
, (A.29)
where ΣR is defined as
ΣR = − H δpnad
(pt + ρt)
+
H
(pt + ρt)
[(
c2st −
1
3
)
(δρB + δρE) + ΠE +ΠB
]
. (A.30)
By taking the first derivative of Eq. (A.29), the dependence on ∇2β can be eliminated using
the Hamiltonian and the momentum constraints; the final result is: by means of the other
equations we get
R′′ + 2z
′
t
zt
R′ − c2st∇2R = Σ′R + 2
z′
z
ΣR +
3a4
z2
(ΠE +ΠB), (A.31)
where zt = (a
2√pt + ρt)/(Hcst). The variable ztR is, up to a sign, the normal mode of
an irrotational and relativistic fluid discussed by Lukash [37] (see also [38, 39]) with the
difference of the source term containing the dependence on the gauge inhomogeneities. Both
Eqs. (A.28) and (A.29) have been discussed in [7]. Note that, from the definition of R in
terms of φ and from the Hamiltonian constraint it turns out, as expected, that ζ −R ∝ ∆β
(see, in particular, the second paper of Ref. [12]). So, with some caveats, the evolution of ζ
can be traded from the evolution of R.
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B Second-order correlations
The power spectra of the electric and magnetic fields measure the first-order correlation
properties of the corresponding fluctuations. The power spectra of the energy densities and
of the anisotropic stresses are a measure of the second-order correlation properties of the
electric and magnetic fields. To compute the power spectra introduced in Eqs. (3.28)–(3.31)
an explicit expression for the magnetic power spectra PB(q, τ), PE(q, τ) and PEB(q, τ) is
needed. In an exact de Sitter phase of expansion and for F = 2H = −2/τ the solution of
Eqs. (3.8)–(3.10) for the evolution of the power spectra with the correct boundary conditions
is given by17:
PB(k, τ) =
9 + 3k2τ 2 + k4τ 4
4πτ 4
, PE(k, τ) =
k2 + k4τ 2
4π2τ 2
, PEB(k, τ) = −k(3 + 2k
2τ 2)
2π2τ 3
.
(B.1)
The same result can be obtained directly from Eq. (3.14) and from the related solutions in
terms of the mode functions. In this case the wanted power spectra are:
QB(q, τ) = H
8
2048 π7
∫
d3k
k3
q3
p3
[9 + 3k2τ 2 + k4τ 4][9 + 3p2τ 2 + p4τ 4]Λρ(q, k), (B.2)
QE(q, τ) = H
8
2048 π7
∫
d3k
q3 τ 4
k p
(1 + k2τ 2)(1 + p2τ 2)Λρ(q, k), (B.3)
QBΠ(q, τ) = H
8
4608 π7
∫ d3k
k3
q3
p3
[9 + 3k2τ 2 + k4τ 4][9 + 3p2τ 2 + p4τ 4]ΛΠ(q, k), (B.4)
QEΠ(q, τ) = H
8
4608 π7
∫
d3k
q3 τ 4
k p
(1 + k2τ 2)(1 + p2τ 2)ΛΠ(q, k), (B.5)
where p = |~q − ~k| and the functions Λρ(q, k) and ΛΠ(q, k) have been defined in Eqs. (3.32)–
(3.33). Even if the expressions of Eqs. (B.2)–(B.5) are reasonably simple, it is interesting to
bring them to an even simpler (though approximate) form. In particular Eqs. (B.2)–(B.5)
are equivalent to the following set of approximate expressions
QB(q, τ) = H
8
2048 π7
[
IB(q)
(
a∗
a
)8
ϑ(q −H) +OB(q)ϑ(H− q)
]
, (B.6)
QE(q, τ) = H
8
2048 π7
[
IE(q)
(
a∗
a
)8
ϑ(q −H) +OE(q)
(
a∗
a
)4
ϑ(H− q)
]
, (B.7)
QBΠ(q, τ) = H
8
4608 π7
[
IBΠ(q)
(
a∗
a
)8
ϑ(q −H) +OBΠ(q)ϑ(H− q)
]
, (B.8)
QE(q, τ) = H
8
4608 π7
[
IEΠ(q)
(
a∗
a
)8
ϑ(q −H) +OEΠ(q)
(
a∗
a
)4
ϑ(H− q)
]
, (B.9)
where the Heaviside’s step function has been introduced. The factorization of the time-
dependence has been achieved by expanding the integrands in powers of kτ and pτ and by
17Recall that during a de Sitter stage of expansion the conformal time coordinate is negative so that all
the power spectra of Eq. (B.1) are positive definite.
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consistently keeping the leading terms in the expansion. The resulting expressions depend
on four integrals over the momenta which can be accurately regularized and computed:
IB(q) =
∫
d3k k p q3Λρ(q, k), OB(q) = 81
∫
d3k
k3
q3
p3
Λρ(q, k),
IE(q) =
∫
d3k
q3 k2 p2
k p
Λρ(q, k), OE(q) =
∫
d3k
q3
k p
Λρ(q, k),
IBΠ(q) =
∫
d3k k p q3ΛΠ(q, k), OBΠ(q) = 81
∫ d3k
k3
q3
p3
ΛΠ(q, k),
IEΠ(q) =
∫
d3k
q3 k2 p2
k p
ΛΠ(q, k), OEΠ(q) =
∫
d3k
q3
k p
ΛΠ(q, k). (B.10)
Note that IX(q) and OX(q) simply denote the modes of the quantity X which are, respec-
tively, inside or outside the Hubble radius at the corresponding epoch as specified by the
Heaviside theta functions appearing in Eqs. (B.6)–(B.9).
The energy spectra of the electric and magnetic parts behave differently outside the
Hubble radius. While inside the Hubble radius QB(q, τ) = QE(q, τ) ≃ H8 a−8, outside
the Hubble radius QB(q, τ) ≃ H8 is almost constant and QE(q, τ) ≃ H8a−4 is sharply
decreasing. The same kind of conclusion, with slightly different numerical coefficients, also
holds for QBΠ(q, τ) and QEΠ(q, τ). This means that outside the Hubble radius (which is the
most delicate regime from the point of view of the effects on the scalar adiabatic modes),
the magnetic components dominate against the electric ones provided the magnetic power
spectrum is nearly scale-invariant.
The conclusions drawn so far hold in the case of quantum mechanical initial condi-
tions. This means that the power spectra of the electric and magnetic fields satisfy the
corresponding equations for F = −2/τ and σc = 0. In the case of conducting initial con-
ditions, the situation is, in some sense, even simpler since electric fields are further sup-
pressed at the level of the initial conditions. This means that, form the relevant equations
of the power spectra PEB(q, τ) ≃ 0 and outside the Hubble radius OB(q, τ) ≃ H8a4f−8 while
OE(q, τ) ≃ (q/σc)8H8a−4f−8 where f = F/H; f = 2 in the case of an exactly scale invariant
spectrum.
The spectra of Eqs. (B.2)–(B.5) are derived in the absence of slow roll corrections, i.e.
in the case of a pure de Sitter dynamics. In the quasi-de Sitter case, the evolution equations
of fk(τ) and gk(τ) inherit a dependence on the slow roll parameters which enter directly the
energy spectra. slow roll corrections are then essential to derive realistic spectra and realistic
bounds on the inflationary growth rate of the magnetic inhomogeneities.
For typical wavelengths larger than the Hubble radius the second-order spectra including
the slow roll corrections are given by:
QB(q, τ) = OB(q, ǫ, f)
(
a
aex
)gB(ǫ,f)
, QBΠ(k, τ) = OBΠ(q, ǫ, f)
(
a
aex
)gB(ǫ,f)
, (B.11)
QE(q, τ) = OE(q, ǫ, f)
(
a
aex
)gE(ǫ,f)
, QEΠ(q, τ) = OEΠ(q, ǫ, f)
(
a
aex
)gE(ǫ,f)
, (B.12)
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where gB(ǫ, f) and gE(ǫ, f) are:
gB(ǫ, f) = 4f − 8 + 4ǫ f, gE(ǫ, f) = 4f − 12 + 2f ǫ. (B.13)
The amplitudes appearing in Eqs. (B.11) and (B.12) are:
OX(q, ǫ, f) = H8 CX(f, ǫ)LX(f, ǫ, q)
(
q
qp
)mX(ǫ,f)−1
(B.14)
where X coincides either with the magnetic (i.e. B, BΠ) or with the electric (i.e. E, EΠ)
labels. In the parametrization of Eq. (B.14) the flat spectrum of the X power spectrum
arises for mX = 1 and the various indices corresponding to the four components are given
by:
mB(ǫ, f) = mBΠ(ǫ, f) = 9− 4f(1 + ǫ), mE(ǫ, f) = mEΠ(ǫ, f) = 13− 4f(1 + ǫ). (B.15)
The functions CX(f, ǫ) are given, respectively, by:
CB(f, ǫ) = 2
4f(1+ǫ)
1024 π7
Γ4[f(1 + ǫ) + 1/2], CBΠ(f, ǫ) = 4
9
CB(f, ǫ), (B.16)
CE(f, ǫ) = 2
4f(1+ǫ)−2
4096 π7
Γ4[f(1 + ǫ)− 1/2], CEΠ(f, ǫ) = 4
9
CE(f, ǫ). (B.17)
The functions LX(f, ǫ, q) are:
LB(f, ǫ, q) = 8[f(1 + ǫ) + 1]
3[4f(1 + ǫ)− 5][4− 2f(1 + ǫ)] −
8
3[4− 2f(1 + ǫ)]
(
q
q0
)2f(1+ǫ)−4
+
4
5− 4f(1 + ǫ)
(
q
qmax
)4f(1+ǫ)−5
, (B.18)
LBΠ(f, ǫ, q) = 2[17− 2f(1 + ǫ)]
15[4f(1 + ǫ)− 5][4− 2f(1 + ǫ)] −
2
3[4− 2f(1 + ǫ)]
(
q
q0
)2f(1+ǫ)−4
+
7
5− 4f(1 + ǫ)
(
q
qmax
)4f(1+ǫ)−5
, (B.19)
LE(f, ǫ, q) = 8f(1 + ǫ)
3[6− 2f(1 + ǫ)][4f(1 + ǫ)− 9] −
8
3[6− 2f(1 + ǫ)]
(
q
q0
)2f(1+ǫ)−6
+
4
9− 4f(1 + ǫ)
(
q
qmax
)4f(1+ǫ)−9
, (B.20)
LEΠ(f, ǫ, q) = 2[18− f(1 + ǫ)]
15[4f(1 + ǫ)− 9][6− 4f(1 + ǫ)] −
2
3[6− 2f(1 + ǫ)]
(
q
q0
)2f(1+ǫ)−6
+
7
5[9− 4f(1 + ǫ)]
(
q
qmax
)4f(1+ǫ)−9
. (B.21)
The comoving scale qp = 0.002Mpc
−1 is the usual pivot scale at which the power spectra of
the scalar curvature are assigned. The value of q0 has been chosen 0.001 qp while qmax can
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be estimated from the transition scale between inflation and radiation and it is of the order
of 1024 (ǫAR)1/4 Mpc−1. The results reported in Eqs. (B.16)–(B.21) follow after lengthy but
straightforward algebra from Eqs. (3.28)–(3.31). Consider, for instance, the second-order
correlations of the magnetic energy density. From Eq. (3.28) the explicit expression of
QB(q, τ) can be written as:
QB(q, τ) = H
8
8192π7
∫ 1
−1
dy
∫ umax
u0
du
u
s3 u5 |~s−~u| |H(1)ν (u)|2 |H(1)ν (|~s−~u|)|2 Λρ(u, s, y), (B.22)
where y = cosϑ is one of the angular variables arising from the integration over the comoving
three-momentum and where the following dimesnionless vectors have been introduced
~s =
~q
aH
, ~u =
~k
aH
, |~s− ~u| = |~q −
~k|
aH
. (B.23)
In Eq. (B.22) H(1)ν (z) denotes the Hankel function (of generic argument z) coming from the
solution of the mode equations including the slow roll corrections. In a specific model, such
as the ones discussed in Sec. 5, F will assume a specific dependence on the scale factor and
we shall focus on the case of a monotonic dependence. The Bessel index ν of Eq. (B.23)
will then depend both on f and on the slow roll parameter. This happens since the mode
equation for fk(τ) (which is the one relevant for Eqs. (3.28) and (B.22)) can be written as
18
f ′′k + [k
2 −F2 −F ′]fk = 0, F2 + F ′ = a2H2[f 2 + f(1 + ǫ)]. (B.24)
In the present investigation we preferentially considered models, compatible with the con-
ventional inflationary scenario, where λ depends on a spectator field and it slowly increases
during the quasi-de Sitter stage at a rate which we ought to constrain. If the slow roll
parameters are all constant (as it happens in the case of monomial inflationary potentials,
for instance) then aH is given by Eq. (2.20) and, to first order in ǫ, ν ≃ f + 1/2 + fǫ.
The integration over y in the class of integrals represented by Eq. (B.22) can be performed
explicitly, after some algebra, when the given wavelengths are either larger or smaller than
the Hubble radius. In connection with the lengthy algebra, Eqs. (3.32)–(3.33) imply that,
in Eq. (B.23), Λρ(u, s, y) depends on y = cosϑ; the same holds for ΛΠ(u, s, y) in the other
integrals involving electric and magnetic anisotropic stresses. Using this strategy all the
explicit expressions reported in Eqs. (B.18)–(B.20) can be obtained after radial integration.
18Note that the mode function fk(τ) cannot be confused with f the wavenumber has been always written
explicitly. With this caveat potential confusions are avoided.
34
References
[1] Ya. B. Zeldovich, A. A. Ruzmaikin, and D.D. Sokoloff, Magnetic Fields in Astrophysics
(Gordon and Breach Science, New York, 1983).
[2] P. P. Kronberg, Rep. Prog. Phys. 57, 325 (1994).
[3] K. Enqvist, Int. J. Mod. Phys. D 7, 331 (1998).
[4] E. Battaner and E. Florido, Fundam. Cosm. Phys. 21, 1 (2000).
[5] M. Giovannini, Int. J. Mod. Phys. D 13, 391 (2004).
[6] J. D. Barrow, R. Maartens and C. G. Tsagas, Phys. Rept. 449, 131 (2007).
[7] M. Giovannini, Phys. Rev. D 76, 103508 (2007).
[8] J -c. Hwang, Astrophys. J. 375, 443 (1990); Class. Quant. Grav. 11, 2305 (1994).
[9] J. -c. Hwang and H. Noh, Phys. Lett. B 495, 277 (2000).
[10] J. -c. Hwang and H. Noh, Phys. Rev. D 65, 124010 (2002); Class. Quant. Grav. 19,
527 (2002).
[11] J. -C. Hwang and H. Noh, Phys. Rev. D 73, 044021 (2006); H. S. Kim, J. -c. Hwang,
Phys. Rev. D 74, 043501 (2007).
[12] M. Giovannini, Phys. Rev. D 73, 101302 (2006); Class. Quant. Grav. 23, 4991 (2006).
[13] M. Giovannini and Z. Rezaei, Phys. Rev. D 83, 083519 (2011); M. Giovannini and N.
Q. Lan, Phys. Rev. D 80, 027302 (2009).
[14] T. Suyama and J. Yokoyama, Phys. Rev. D 86, 023512 (2012).
[15] B. Ratra, Astrophys. J. Lett. 391, L1 (1992).
[16] M. Gasperini, M. Giovannini, and G. Veneziano, Phys. Rev. Lett. 75, 3796 (1995).
[17] M. Giovannini, Phys. Rev. D 64, 061301 (2001).
[18] K. Bamba and M. Sasaki, JCAP 02, 030 (2007); K. Bamba JCAP 10, 015 (2007).
[19] P.A.M. Dirac, Nature 139, 323 (1937); Proc. R. Soc. London A 165, 199 (1938).
[20] P. Jordan, Z. Phys. 157, 112 (1959); E. Teller, Phys. Rev. 73, 801 (1948).
[21] M. Giovannini, Phys. Rev. D 64, 061301 (2001); Phys. Lett. B 659, 661 (2008); JCAP
1004, 003 (2010).
35
[22] K. Bamba, Phys. Rev. D 75 083516 (2007).
[23] K. Enqvist, R. N. Lerner, O. Taanila and A. Tranberg, arXiv:1205.5446 [astro-ph.CO].
[24] K. Enqvist, Prog. Theor. Phys. Suppl. 190, 62 (2011); K. Enqvist, S. Nurmi, O. Taanila
and T. Takahashi, JCAP 1004, 009 (2010).
[25] S. Deser and C. Teitelboim, Phys. Rev. D 13, 1592 (1976).
[26] S. Deser, J. Phys. A 15, 1053 (1982).
[27] M. Giovannini, Phys. Rev. D 85, 101301 (2012); Phys. Rev. D 86, 103009 (2012).
[28] M. Giovannini, Phys. Rev. D 70, 123507 (2004).
[29] J. -c. Hwang and E. T. Vishniac, Astrophys. J. 382, 363 (1991).
[30] E. J. Copeland and D. Wands, JCAP 0706, 014 (2007).
[31] J. Valiviita, M. Savelainen, M. Talvitie, H. Kurki-Suonio and S. Rusak, Astrophys. J.
753, 151 (2012)
[32] R. Keskitalo, H. Kurki-Suonio, V. Muhonen and J. Valiviita, JCAP 0709, 008 (2007)
[33] H. Kurki-Suonio, V. Muhonen and J. Valiviita, Phys. Rev. D 71, 063005 (2005).
[34] J. Valiviita and V. Muhonen, Phys. Rev. Lett. 91, 131302 (2003).
[35] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions (Dover, New
York, 1972).
[36] A. Erdelyi, W. Magnus, F. Obehettinger, and F. Tricomi, Higher Trascendental Func-
tions (Mc Graw-Hill, New York, 1953).
[37] V. N. Lukash, Sov. Phys. JETP 52, 807 (1980) [Zh. Eksp. Teor. Fiz. 79, 1601 (1980)].
[38] E. M. Lifshitz and I. M. Khalatnikov, Adv. Phys. 12, 185 (1963); E. M. Lifshitz Zh.
Eksp. Teor. Fiz. 16, 587 (1946).
[39] V. Strokov, Astron. Rep. 51, 431-434 (2007).
[40] V. N. Lukash and I. D. Novikov, Lectures on the very early universe in Observational
and Physocal Cosmology, II Canary Islands Winter School of Astrophysics, eds. F.
Sanchez, M. Collados and R. Rebolo (Cambridge University Press, Cambridge UK,
1992), p. 3.
[41] A. A. Starobinsky, Phys. Lett. B 91, 99 (1980); JETP Lett. 30, 682 (1979) [Pisma Zh.
Eksp. Teor. Fiz. 30, 719 (1979)].
36
[42] J. Bardeen, Phys. Rev. D22, 1882 (1980).
[43] H. Kodama, M. Sasaki, Prog. Theor. Phys. Suppl. 78, 1-166 (1984); M. Sasaki, Prog.
Teor. Phys. 76, 1036 (1986).
[44] G. V. Chibisov, V. F. Mukhanov, Mon. Not. Roy. Astron. Soc. 200, 535 (1982);
V. F. Mukhanov, Sov. Phys. JETP 67, 1297 (1988) [Zh. Eksp. Teor. Fiz. 94, 1 (1988)].
[45] R. H. Brandenberger, R. Kahn and W. H. Press, Phys. Rev. D 28, 1809 (1983);
R. H. Brandenberger and R. Kahn, Phys. Rev. D 29, 2172 (1984).
[46] J. Bardeen, P. Steinhardt, and M. Turner, Phys. Rev. D28, 679 (1983); J. A. Frieman
and M. S. Turner, Phys. Rev. D 30, 265 (1984).
[47] C. L. Bennett, D. Larson, J. L. Weiland, N. Jarosik, G. Hinshaw, N. Odegard,
K. M. Smith and R. S. Hill et al., arXiv:1212.5225 [astro-ph.CO].
[48] C. L. Bennett et al., Astrophys. J. Suppl. 192, 17 (2011); N. Jarosik et al., Astrophys.
J. Suppl. 192, 14 (2011); J. L. Weiland et al., Astrophys. J. Suppl. 192, 19 (2011).
[49] D. Larson et al., Astrophys. J. Suppl. 192, 16 (2011); B. Gold et al., Astrophys. J.
Suppl. 192, 15 (2011); E. Komatsu et al., Astrophys. J. Suppl. 192, 18 (2011).
[50] S. Weinberg, Cosmology (Oxford University Press, Oxford 2008), p. 201.
[51] M. Giovannini, A primer on the Physics of the Cosmic Microwave background (World
Scientific, Singapore 2008), p. 69.
[52] M. Giovannini, Phys. Rev. D 79, 121302 (2009); Phys. Rev. D 79, 103007 (2009).
37
