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Selected Readingin the PFC (Goldstein and Volkow, 2002). However, over-
activation of prefrontal regions is observed when ad-
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nomenon correlated with self-reports of increased
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craving (Bonson et al., 2002). In relapse, individuals fail 195–204.
to make a rational choice despite their former resolve
Bonson, K.R., Grant, S.J., Contoreggi, C.S., Links, J.M., Metcalfe,
and apparent knowledge of future adverse outcomes. J., Weyl, H.L., Kurian, V., Ernst, M., and London, E.D. (2002). Neuro-
Confronted by external cues that serve as “drug remind- psychopharmacology 26, 376–386.
ers,” such individuals may experience conditioned auto- Bowers, M.S., McFarland, K., Lake, R.W., Peterson, Y.K., Lapish,
nomic responses and powerful cravings. If prefrontal C.C., Gregory, M.L., Lanier, S.M., and Kalivas, P.W. (2004). Neuron
42, this issue, 269–281.cortical function is compromised by global cellular and
Capriles, N., Rodaros, D., Sorge, R.E., and Stewart, J. (2003). Psy-molecular signaling abnormalities, the degree of volun-
chopharmacology (Berl.) 168, 66–74.tary control that the subject has over these feelings may
Everitt, B.J., Dickinson, A., and Robbins, T.W. (2001). Brain Res.be greatly impaired.
Brain Res. Rev. 36, 129–138.A number of questions are also raised by these find-
Goldstein, R.Z., and Volkow, N.D. (2002). Am. J. Psychiatry 159,ings. For example, how long lasting are these changes
1642–1652.in the corticostriatal pathway? One week of one injection
Jentsch, J.D., and Taylor, J.R. (1999). Psychopharmacology (Berl.)of cocaine per day is enough to induce a large increase
146, 373–390.in AGS3 3 and 8 weeks after the end of treatment. At 8
Nestler, E.J. (2001). Nat. Rev. Neurosci. 2, 119–128.weeks, the PFC rise in AGS3 appears to be diminishing,
Schwarze, S.R., Ho, A., Vocero-Akbani, A., and Dowdy, S.F. (1999).but accumbens core levels remain just as elevated.
Science 285, 1569–1572.
While it is challenging to carry out very long-term stud-
Shaham, Y., Shalev, U., Lu, L., De Wit, H., and Stewart, J. (2003).ies, it is very important to assess such changes at much
Psychopharmacology (Berl.) 168, 3–20.
later time points. Additional key questions are which
cells upregulate AGS3, pyramidal cells or interneurons
or both, and what initial mechanism is responsible for
AGS3 upregulation. It is curious that the authors did not
observe the increase 1 week following cocaine but only
at the later time points. Other mechanisms must account Hippocampal Place Cells
for the initially observed behavioral sensitization and Demand Attention
reinstatement of drug seeking. It will be of interest to
ascertain whether additional molecules within the Gi
signaling complex are responsible for the early cocaine-
sensitized phenotype and whether these candidates are Hippocampal representations of the environment are
linked to eventual persistent upregulation of AGS3. Fur- thought to play a fundamental role in the encoding,
thermore, characterization of the precise molecular storage, and retrieval of declarative memory. In this
mechanisms underlying AGS3’s modulation of prefron- issue of Neuron, Kentros and coworkers show that
tal cortical circuits in cocaine sensitization, whether via new hippocampal representations stabilize only when
excessive  subunit modulation of membrane conduc- animals are attentive.
tance and/or via indirect modulation of downstream tar-
gets of Gi influencing neuronal excitability, is needed. Evidence from many sources implicates the hippocam-
Another key question is whether upregulated AGS3 is pus as a brain area of particular importance for the
specific for reinstatement to cocaine-seeking behavior fast encoding and storage of memory. Hippocampal
or rather is a common mechanism shared by exposure memories are expressed at the neuronal level as repre-
to all addictive drugs. sentations reflecting the structure of the external en-
Integration of methodologies from disparate disci- vironment. One prominent correlate of hippocampal py-
plines such as biochemistry, molecular biology, and be- ramidal cells is their location-specific firing (O’Keefe and
havioral neuroscience enables a powerful approach for Nadel, 1978). The firing of a hippocampal place cell is
investigating complex problems such as addiction. influenced by sensory information reaching the hippo-
Bowers and colleagues have employed this strategy and campus from adjacent parahippocampal areas but may
elucidated a putative novel target for pharmacothera- also signal information stored in memory. The latter is
pies in the treatment of addiction. This study is a fine particularly evident during conditions of sensory depri-
example of the kind of interdisciplinary research that vation, as when room lights are turned off (Quirk et
is essential for the development of mechanism-based al., 1990) or when dominant landmarks are removed
pharmacological, cognitive, and behavioral therapies for (O’Keefe and Conway, 1978). Under such conditions,
neurobehavioral disorders. the patterns of discharge often remain similar to those
that pervaded on preceding trials with the uncorrupted
input, suggesting that their firing expresses memory.Ann E. Kelley and Craig A. Schiltz
In agreement with the view that place fields are notDepartment of Psychiatry
driven only by sensory inputs, numerous reports sug-Neuroscience Training Program and
gest that the development of a particular hippocampalMedical Scientist Training Program
spatial representation depends on task requirements.University of Wisconsin-Madison Medical School
Minor changes in sensory input may give rise to totally6001 Research Park Boulevard
Madison, Wisconsin 53705 different spatial maps (Bostock et al., 1991), and new
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maps may emerge merely as a consequence of changes suggests that the animals were at least moderately at-
tentive even when place fields failed to stabilize. Thesein the training schedule (Markus et al., 1995). However,
do task requirements also determine whether a repre- observations do not rule out quantitative differences in
attention between the four conditions. However, be-sentation is maintained and retrieved after its initial
establishment? New data presented by Kentros and cause major differences emerged only when trials were
separated by several hours, the study suggests thatcoworkers in this issue of Neuron suggest that the per-
sistence of firing fields in mouse hippocampal place the real bottleneck for information storage is not the
detection or the encoding of the arena cues but theircells depends on the animal’s attention to task-relevant
landmarks in the test environment (Kentros et al., 2004). consolidation. New experiments will be needed to distin-
guish more clearly between mnemonic and purely atten-Kentros and colleagues examined the long-term sta-
bility of place fields during four conditions that differed tional accounts of the drift of place fields. To explore
their relative contribution, it may also be necessary toin whether attention to specific landmarks was neces-
sary for successful performance. Three of the conditions probe place field formation in tests of attention that
depend less on memory.were noninstrumental: mice ran without external reward
in a familiar recording cylinder (no task), chased food The Kentros study points to attention as a possible
crucial factor in hippocampal memory formation. How-pellets in a familiar cylinder (foraging), or chased food
in a novel cylinder (novel environment). The fourth condi- ever, exactly what attentional processes are involved?
Attention is not a unitary concept. For example, the braintion was an instrumental place preference task in which
the mouse could turn off a bright, noisy stimulus by systems that are involved in the mere maintenance of
an attentional state (vigilance) may differ a lot from thoseentering a small unmarked spot of the test arena (spatial
task). Similar arena cues were used in all conditions, needed to focus processing capacity on particular parts
of the environment (selective attention). While vigilancebut the cues guided performance only in the spatial task.
Place fields in hippocampal area CA1 turned out to be may reflect widespread but nonspecific influences from
monoaminergic nuclei in the brain stem, selective atten-stable only in the instrumental condition. Those animals
that learned the position of the unmarked spot had the tion is likely to depend on executive systems in the
prefrontal cortex. Signals from the prefrontal cortex aremost stable place fields. Some stability was apparent
also in the novel condition group. In the no task and thought to configure processing in other parts of the
brain in conformity with current task demands (Desi-foraging groups, place fields were reproducible at short
test intervals (30 min) but not after 6 hr or more. These mone and Duncan, 1995; Miller and Cohen, 2001). Such
signals might also influence the selection of memoriesresults suggest that consolidation or successful retrieval
of place representations in the mouse hippocampus is that undergo long-term consolidation in the hippocam-
pal formation as well as the memories that are retrieved.conditional, occurring only when the arena cues are
relevant to performance. Whether the improved stabilization of place fields in
the spatial task reflects vigilance or selective attentionThe data raise several interesting questions. Perhaps
the most compelling one is why place fields persisted remains to be determined, however. Direct measure-
ment of these processes will be necessary. Several sig-beyond 30 min in some tasks but not in others. The
authors suggest that attention might be a crucial factor. nal detection tasks permit the various types of attention
to be dissociated and quantified reliably in rats by vary-To test this, they exploited the natural tendency of ro-
dents to approach a novel stimulus in an otherwise famil- ing frequency, duration, location or salience of signal
and distracter stimuli (Carli et al., 1983; McGaughy andiar environment. The authors substituted one of the fa-
miliar cues on the cylinder wall and compared the time Sarter, 1995).
Finally, what neuronal mechanisms were responsible?that the mice subsequently spent at the new cue and
the other familiar cue. After training in the spatial task, The study offers some clues. Systemic injections of a
dopamine D1/D5 agonist significantly enhanced the sta-the animals spent significantly more time at the novel
cue. This preference was only evident in animals that bility of place fields in the no task condition, whereas a
D1/D5 antagonist reduced stability in the foraging condi-learned the location of the unmarked spot. No task expe-
rience did not lead to any preference. Thus, attention tion. Thus, the results suggest that dopamine is neces-
sary for place fields to persist from one day to the next.to the arena cues was apparently stronger during train-
ing in the instrumental task. This covariation of attention The exact function of dopamine is not known. One possi-
bility is a direct effect on emerging place cells, in whichand place field stability suggests that there may be a
causal link between the two. short-lasting homosynaptic plasticity is stabilized by
heterosynaptic mechanisms (Bailey et al., 2000). Alter-In searching for the factors that stabilize place fields,
it may be useful to consider whether investigation of a natively, dopamine might stimulate attentional control
systems, for example, in the prefrontal cortex (Granonnovel cue only reflects the animal’s attention to the origi-
nal cues or also its storage and retrieval of these cues. et al., 2000), which might then influence consolidation
or retrieval processes in the hippocampus.Preferential exploration of the novel cue would also be
seen if the no task animals detected and encoded the The Kentros study represents a good point of depar-
ture for studies of how attention and coordinative func-stimuli successfully but then lost the memory. Consis-
tent with this possibility, place fields were reproducible tions modulate long-term declarative memory at the
cellular level. Our knowledge of the physiological mech-even in the no task condition when trials were close in
time. Reproducibility suggests that some initial detec- anisms of executive processes and long-term memory
has increased substantially during the past decades,tion and encoding must have occurred. Moreover, after
rotation of the cylinder, the place fields followed the but studies of these functions have largely lived their
own lives. Maybe it is time to propose a marriage.wall cues even in the no task condition, which further
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Edvard I. Moser right or the left. Somewhere in this sea are a few neurons
whose signals are particularly relevant to this task. MostCentre for the Biology of Memory
of the others are useless. We know that the brain ofNTNU
the monkey contains such neurons, many of the mostNO-7489 Trondheim
informative in a few square millimeters of cortex referredNorway
to as “MT,” and they are informative by virtue of the
Selected Reading fact that they respond vigorously to some directions of
motion but not to others. In addition, we know that
Bailey, C.H., Giustetto, M., Huang, Y.Y., Hawkins, R.D., and Kandel, monkeys can indeed learn to perform this task, ulti-
E.R. (2000). Nat. Rev. Neurosci. 1, 11–20.
mately as well as humans do.
Bostock, E., Muller, R.U., and Kubie, J.L. (1991). Hippocampus 1,
But learning this task takes the monkey a rather long193–205.
time—several months if he is to learn to discriminate
Carli, M., Robbins, T.W., Evenden, J.L., and Everitt, B.J. (1983).
arbitrary direction pairs presented anywhere in his visualBehav. Brain Res. 9, 361–380.
field. Interestingly, however, the direction selectivity ofDesimone, R., and Duncan, J. (1995). Annu. Rev. Neurosci. 18,
the neurons in MT doesn’t change noticeably during the193–222.
training—though it hasn’t been directly tested, most MT-Granon, S., Passetti, F., Thomas, K.L., Dalley, J.W., Everitt, B.J., and
ologists would say that the neurons are every bit asRobbins, T.W. (2000). J. Neurosci. 20, 1208–1215.
informative about the stimulus on day 1, when the mon-Kentros, C.G., Agnihotri, N.T., Streater, S., Hawkins, R.D., and Kan-
key is clueless, as they are on day 100, when the monkeydel, E.R. (2004). Neuron 42, this issue, 283–295.
is an expert at the task. It appears that the stimulus-Markus, E.J., Qin, Y.L., Leonard, B., Skaggs, W.E., McNaughton,
derived information the monkey needs to solve the taskB.L., and Barnes, C.A. (1995). J. Neurosci. 15, 7079–7094.
is present in his brain from the beginning. Thus, muchMcGaughy, J., and Sarter, M. (1995). Psychopharmacology (Berl.)
117, 340–357. of what must be occurring in his brain during those long
weeks of training is the decision circuits “figuring out”Miller, E.K., and Cohen, J.D. (2001). Annu. Rev. Neurosci. 24,
167–202. which MT neurons to listen to for a given configuration
O’Keefe, J., and Conway, D.H. (1978). Exp. Brain Res. 31, 573–590. of the task—i.e., changes in connections. How does the
monkey’s brain do this?O’Keefe, J., and Nadel, L. (1978). The Hippocampus as a Cognitive
Map (Oxford: Clarendon Press). Answering this question is key to understanding one
Quirk, G.J., Muller, R.U., and Kubie, J.L. (1990). J. Neurosci. 10, of the most interesting things that brains do: making
2008–2017. decisions. For the student of brain decisions, it requires
first learning which particular sensory neurons are
tapped for the decisions so that he or she may then ask
how the sensory signals are combined and how they
come to efficiently communicate with the decision cir-Taking Strategies to Task cuits.
For a typical experiment of the sort described above,
the decision scientist compares three different kinds of
information: (1) the visual stimulus displayed, (2) theIn this issue of Neuron, Uka and DeAngelis report a
action potentials (spikes) produced by one or more neu-neural signature of the strategy that monkeys’ brains
rons recorded during the task, and (3) the animal’sdeveloped to solve a visual discrimination task by
choices (e.g., “right” or “left”). By analyzing the relation-training them on one version of the task and testing
ship between visual stimulus and spikes, one can com-them on another. Extensive training on one version
pute a measure of how informative a given neuron is
caused decision networks in the animals’ brains to
about some critical feature of the stimulus. For trials
ignore certain classes of neurons whose signals would on which the stimulus is weak or ambiguous, one can
have been useful on the modified version of the task analyze the relationship between spikes and choices to
used to test them. learn how informative the neuron’s spikes are about the
monkey’s decision. The latter is often referred to as
If you need advice on how to fix a leaky faucet, you call “choice probability,” and it can be thought of as a mea-
a plumber rather than a florist. This is common sense. sure of the extent to which the decision networks in
But how do you know that it is a plumber that possesses the monkey’s brain are using that neuron’s spikes—or
this expertise, and how do you locate the plumber? others with which that neuron is correlated—to arrive
Again, this seems easy, but only because brains and at the final choice. This is a potent metric, since knowing
societies have developed effective strategies to solve what kinds of neurons the decision networks are “lis-
these problems. In fact, how various pockets of exper- tening to” can be used to infer the nature of the strategy
tise are discovered, categorized, and stored for future the brain is using to solve the task.
use is a rather challenging problem. This approach was pioneered by Newsome and his
How do populations of neurons interact to solve this colleagues at Stanford (Newsome et al., 1989; Britten et
kind of problem? Consider the following task: you are al., 1992, 1996). DeAngelis, one of Newsome’s scientific
given a noisy visual display that contains moving dots, progeny, now has applied a clever variation on this
and you have to report in which direction it is moving: theme to suggest an interesting approach to studying
right or left. Now, imagine you are a neuron or a small the brain circuitry underlying task strategy. Uka and
circuit of neurons, a few in a sea of billions, and you DeAngelis (this issue of Neuron) trained monkeys on a
similar two-choice discrimination task in which the ani-must make the final choice as to whether to look to the
