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ABSTRACT
The financial performance is an indicator of financial stability,
health and condition of any organisation. It could be utilised as a
proper measure of the firm’s credibility and its ability to pay off
debts. Financial institutions use this measure to determine the
lending policy and applicants’ credits. This study proposes a
model based on the CCSD weighing method and hybrid FCM-
ARAS approach for clustering and evaluating the financial per-
formance to enable banks to identify target groups and design
appropriate and relevant policies. Based on previous studies and
the views of senior financial managers of a public bank in Iran,
eight economic criteria were evaluated. The presented method
was used to assess the financial performance of 58 manufacturing
companies applying for loans from a federal bank in Iran.
However, the CCSD method was used to calculate criteria
weights, and a hybrid FCM-ARAS approach was developed and
applied to financial evaluation and clustering the companies. The
use of the CCSD method can eliminate errors caused by subject-
ive models and human judgments, and increase the accuracy of
the assessment. In this study, the debt ratio and equity to total
assets and ROA were identified as the main criteria to assess
financial performance.
ARTICLE HISTORY
Received 4 October 2018










An organisation’s financial performance plays a critical role in making decisions on
risk-taking practices, such as provision of credit or finance in various sectors within
any country’s economy (Dong, Chen, & Wan, 2018; Emel, Oral, Reisman, & Yolalan,
2003). This feature directly is related to the survival of the organisation (Wang, 2014)
and it can be an appropriate indicator of the credibility and predicted ability to pay
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off debts (Yurdakul & Ic, 2004). Financial analysts utilise ratios presented in financial
statements to analyse and assess the financial performance of organisations (Yalcin,
Bayrakdaroglu, & Kahraman, 2012). Examining the financial report of organisations
provides valuable information beneficial to banks, commercial and investment institu-
tions, government and decision makers of organisations. This information can be
used to determine the financial performance, risks, and health of organisations and
predict future conditions (Chen, Nie, & Wen, 2015; White, Sondh, & Fried, 2003).
The financial performance analysis in banks and other financial institution can be
performed using two main approaches: a subjective analysis based on decision makers
and financial experts’xperience, and systematic study following accurate financial
information and using decision models (Babic & Plazibat, 1998). The results of both
approaches are affected by human judgments. The former approach, solely relying on
experts’ opinions to assess the financial performance of organisations, may not
respond to today’s dynamic environment conditions due to the presence of unrealistic
assumptions and the strong effect of subjective orientations in assessments (Ic, 2014).
Therefore, the systematic approach has recently become more popular as it provides
more accurate and reliable results. Among the range of systematic approaches, mul-
tiple attribute decision-making (MADM) methods have received considerable atten-
tion for various reasons including the multiplicity of evaluation criteria, differences in
the relative importance of rules, and its capability to handle complex evaluation.
Therefore, the use of MADMs has become significant for corporate financial perform-
ance assessments (Dong et al., 2018; Lee, Lin, & Shin, 2012, 2018; Safaei Ghadikolaei,
Khalili Esbouei, & Antucheviciene, 2014). However, even in these methods, financial
experts play a decisive role in criteria selection and criterion weight determination
(Danesh Shakib & Fazli, 2012; Moghimi & Anvari, 2014; Wang, 2014; Yalcin
et al., 2012).
Banks are one of the leading organisations which use financial performance meas-
urement techniques to decide on the provision of credit and lending services to their
customers. Like any other commercial organisation, banks are typically more inter-
ested in providing credits and loans to the companies with the best financial perform-
ance to accordingly reduce repayment risks. However, in some countries such as
Iran, the governments mandate public banks to provide loans and credits to all com-
panies regardless of their financial performance to help with growth and development
of top companies as well as supporting weaker companies. Thus methods capable of
assessing the financial performance of companies and categorising them into different
performance classes would be very beneficial to the banks to implement relevant poli-
cies for each category. Even though several methods have been developed for finan-
cial performance assessment, they cannot determine their performance class.
Therefore, the current study was performed to provide such a comprehensive system-
atic tool for economic evaluation and clustering the companies to aid the banks in
their decision making and lending service policies.
The method presented herein was developed using financial information from sev-
eral manufacturing companies applying for loans from a public bank in Iran. Unlike
previous approaches, the proposed method in this study uses financial experts’ opin-
ions just for the selection of financial performance measure criteria while benefiting
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from an objective based technique known as CCSD (Correlation Coefficient and
Standard Deviation) to determine the weight of the tests. Financial experts generally
have a high degree of awareness about the key criteria and indicators. However, the
subjective nature of their decisions to determine the requirements heavily influences-
their mental models which could reduce the assessment accuracy. Sometimes a criter-
ion may be considered by experts to be of the utmost importance, but does not make
a significant distinction between alternatives. The CCSD method eliminates the sub-
jective and qualitative nature of experts’ opinions by using statistical analysis to deter-
mine the correlation coefficient and standard deviation of data (Igoulalene,
Benyoucef, & Tiwari, 2015; Wang & Luo, 2010).
A method was presented in this paper, in which Fuzzy C-Means (FCM), and
Additive Ratio Assessment (ARAS) were integrated to rank discrete alternatives based
on a set of given multiple criteria. This integrated approach combines the strong
points of these two methodologies and offers a classification for data objects based on
various criteria. The rankings in the proposed combined method have two stages, and
accordingly, it has a minimised computational effort needed for classification. To
evaluate the financial performance of companies by this hybrid approach, firstly, the
FCM algorithm is used to cluster and classify the companies and then the ARAS
method is applied to assess and rank the clusters and companies within each group.
With regard to the contents presented in the sections above, the paper’s innova-
tions can be summarized as follows: First, the combination of FCM and ARAS meth-
ods for the first time has been introduced in order to simultaneously conduct
clustering and prioritisation. Secondly, this approach has been used to assess the
financial performance of companies using real world information. A powerful object-
ive method, CCSD, is also used to assign more accurate weights to the criteria in
financial performance assessment to eliminate the subjectivity of the process.
The remaining sections are as follow. A review of the literature of financial per-
formance evaluation has been provided, and the criteria used in past researches have
been identified. Then, the methods and steps of research techniques have been
described in detail. Next, a case study has been presented, and after the selection of
final criteria, the financial information extracted from financial statements of the
manufacturing companies has been analysed to assess their business performance and
discuss the results of this study. The final section gives conclusions and suggestions
for future researches.
Literature review
The application of MADM methods has become a common systematic approach for
the assessment of corporates, business firms, and manufacturers’ financial perform-
ance (Dong et al., 2018; G€undogdu, 2015; Lee et al., 2012, 2018; Safaei Ghadikolaei
et al., 2014; Shaverdi, Ramezani, Tahmasebi, & Rostamy, 2016). To this end, several
criteria covering a broad range of financial information have been considered to aid
with the economic evaluation. The requirements included but were not limited to
profit margin, sales growth, sales margins, operating income, return on equity (ROE),
return on assets (ROA), debt ratio, current ratio, equity ratio, deposit ratio, pre-tax
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profit ratio, and current assets ratio. The type of studies using MADM methods in
the context of financial performance evaluation were classified into three major cate-
gories based on the kind and procedure of criteria weighting.
The first category includes studies where equal weights are assigned to all criteria
(e.g., Bulgurcu, 2012; G€undogdu, 2015; Ignatius, Behzadian, Malekan, & Lalitha, 2012;
Karimi & Barati, 2018). The second category includes studies in which a unique
weight is assigned to each criterion using subjective expert-oriented methods such as
AHP and fuzzy AHP (e.g., Cheng, Chen, & Huang, 2012; Danesh Shakib & Fazli,
2012; Moghimi & Anvari, 2014; Safaei Ghadikolaei et al., 2014; Shaverdi et al., 2016;
Turskis, Daniunas, Zavadskas, & Medzvieckas, 2016; Yalcin et al., 2012). Finally, the
last category of MADM includes a few studies in which objective methods such as
entropy model are used to determine the relative importance of criteria and assign
realistic weight to them (Saparauskas, Zavadskas, & Turskis, 2011). The research
developed by (Lee et al., 2012) is among few studies in the literature in which the
experts did not play a role in determining criteria weights.
To date, several models have been proposed and used to analyse the financial crite-
ria and evaluate performance. Technique for Order of Preference by Similarity to
Ideal Solution (TOPSIS) has been widely used for financial performance assessment
(e.g., Bulgurcu, 2012; G€undogdu, 2015; Moghimi & Anvari, 2014; Shaverdi et al.,
2016; Wang, 2014; Yalcin et al., 2012). VIKOR is another robust model used for
financial performance assessment (Chang & Tsai, 2016; Yalcin et al., 2012). Recently,
new integrated methods have been developed. For example, Safaei Ghadikolaei et al.
(2014) measured the financial performance of six Iranian automobile manufacturers
based on 11 economic indicators. The Fuzzy AHP was used to determine the criteria
weights, whereas the Fuzzy ARAS, Fuzzy VIKOR, and Fuzzy COPRAS were imple-
mented for individual examinations of research alternatives (Zavadskas, Turskis, &
Bagocius, 2015). Further, Li (2014) developed a new decision-making approach
known as IVIF-HCA (Interval-Valued Intuitionistic Fuzzy Hamacher Correlated
Averaging). This method was employed to assess the financial performance of five
hypothetical companies, based on four specific indicators: the ability to pay off debts,
operational capability, revenue capacity and development capability.
Research methodology
The overarching goal of this study is to evaluate the financial performance of several
business organisations applying for loans from a public bank and to use multiple
attribute decision-making methods to aid with the process of loaning and allocation.
Figure 1 shows the overall operation and steps required to achieve the
research objectives.
Figure 1. Research methodology diagram.
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Based on a review of relevant studies (e.g., Lee et al., 2012; Moghimi & Anvari,
2014; Safaei Ghadikolaei et al., 2014; Shaverdi et al., 2016; Wang & Lee, 2010), a list
of most usable financial criteria was prepared for financial performance evaluations
in the context of manufacturing companies. The list of rules was provided to a group
of experts including six high-rank experienced managers of the case study bank. The
experts were requested to evaluate the set of criteria and, based on their experience
and knowledge, to select the most important and relevant ones. They also were asked
to add the missed criteria to this collection based on their opinion. After the final cri-
teria were defined, to increase the accuracy and comprehensiveness of this evaluation,
the 12-month audited financial statements for the last three years were reviewed, and
the data necessary for obtaining the criteria were extracted. Thus, the average per-
formance of companies was regarded as the assessment base over the past three years.
Next, the CCSD method was used for weighting the criteria, and the integrated FCM-
ARAS approach was employed individually to cluster the companies under study and
also to evaluate the clusters and financial performance of related companies. The
techniques are described in detail below.
CCSD method
The multiple attribute decision-making process is based on choosing the best alterna-
tive from a limited set, according to a finite set of criteria. Since the requirements
have different values of importance, determining the weight of each measure is a cru-
cial parameter for the multiple attribute decision-making process. Many techniques
proposed to determine criteria weights using multi-criteria decision making were cat-
egorised into three main groups: expert-based (Subjective), data-based (Objective)
and hybrid methods. Experts play an essential role in determining criteria importance
in Subjective approaches. The weight values are calculated based on the information
derived from their preferences. However, in an actual procedure, the weight of indi-
cators is given according to the report available in the decision matrix, while data
extracted by experts and their judgments do not contribute to determining the criter-
ion weight. This may reduce the impact of subjective orientations and individual ten-
dencies of experts on the weighting process, and also increase the accuracy of
evaluations. Among the most common objective methods are CRITIC (Diakoulaki,
Mavrotas, & Papayannakis, 1995); Entropy (Deng, Yeh, & Willis, 2000); standard
deviation (Deng et al., 2000); maximising deviation method (Wu & Chen, 2007);
CCSD (Wang & Luo, 2010). In the third category, weights of attributes are deter-
mined by using both decision makers’ subjective information and objective decision
matrix information. Thus, it is known as Integrated methods. Subjective and objective
integrated approaches are examples of this category (Ma, Fan, & Huang, 1999;
Xu, 2004).
CCSD is a new objective method offering a correlation coefficient (CC) and stand-
ard deviation (SD) integrated approach to determine attribute weights, developed by
(Wang & Luo, 2010). This method has several advantages over other objective techni-
ques. The lack of need for a specific normalisation method, in contrast to the entropy
method; more comprehensive and reliable weights compared to entropy and SD
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methods; and having a more transparent mechanism than the CRITIC are some
advantages of the CCSD method. The more complete examples were discussed by
(Wang & Luo, 2010). The CCSD method has been used to determine the weights of
criteria in some studies (Hua & Lei, 2018; Igoulalene et al., 2015; Singh & Benyoucef,
2013). Below is a description of the weight calculation process (Wang & Luo, 2010).
Suppose that there are n decision alternatives, A1; :::;An; assessed based on m
attributes, O1; :::;Om; forms a decision matrix, X ¼ xijð Þnm; where xij represents the
performance of alternative Ai for the attribute Oj: The m attributes are divided into
two major categories: cost (negative) and benefit (positive). Since the attributes usu-
ally have different unit’s calls, the decision matrix X ¼ xijð Þnm must be normalised
to make them comparable. The most widely-used relations for the matrix normalisa-








; i ¼ 1; :::; n; j 2 Xc (2)
Where, xmaxj ¼ max1in xijf g; xminj ¼ min1in xijf g; Xb and Xc are the index sets
of benefit and cost attributes, respectively. A normalised decision matrix with ele-
ments defined as zij is computed by Eq. (3):
Z ¼ zijð Þnm ¼






z11 z12 ::: z1m















wj ¼ 1 (4)
The assessed value for each of the decision alternatives is calculated by Eq. (5),





zijwj ; i ¼ 1; :::; n (5)
This is a linear function of attribute weights. The higher the assessed value, the
better utility the decision alternative has. The best decision alternative provides the
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greatest overall assessed value. Here, the attribute Oj is removed to investigate its
effect on the decision making. Once Ojwas removed, the overall assessment values for




zikwk ; i ¼ 1; :::; n (6)
The correlation coefficient between the value of the attribute Oj and the above-men-
tioned overall assessment value is expressed as (7):
Rj ¼
Pn






 2r ; j ¼ 1; :::;m (7)













zkwk ; j ¼ 1; :::;m (9)
If Rj is large enough to be close to unity, then Oj and the overall assessment value
with the exclusion of Oj will have the same numerical distributions and rankings.
Here, the removal of Oj exerts little influence on decision making; therefore, a small
weight is assigned to it. If Rj is small enough to be close to 0, then Oj and the over-
all assessment value with the exclusion of Oj will find different numerical distribu-
tions and rankings. In this case, the removal of Oj has the significant influence on
decision making and, therefore, the high weight is assigned to it. Further, when one
attribute shows the same effect with all alternatives, it is possible to delete that attri-
bute without affecting decision-making. In other words, the attributes with larger
standard deviations (SDs) must be assigned higher weights than those with smaller










p ; j ¼ 1; :::;m (10)









; j ¼ 1; :::;m (11)
And, the square root of 1 Rj is found to reduce the difference between the
largest and smallest values of weight. Otherwise, a bigger difference between the
largest and smallest weights is observed. Eq. (10) is a non-linear system of equa-
tions. It includes m equations uniquely determined by m weight variables. It is
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wj ¼ 1 wj  0 ; j ¼ 1; :::;m
(12)
Next, the non-linear model can be solved using MATLAB or LINGO software
packages, and the weights of each attribute can be extracted.
Fuzzy C-Means algorithm
Clustering is an important topic in the context of data mining that can be used to
classify several alternative different clusters (Shahsamandi E, Sadi-nezhad, & Saghaei,
2017). Fuzzy C-Means (FCM) is a well-known clustering method. It is of great inter-
est for allocating members to clusters, due to its high reliability and greater flexibility
compared to hard clustering techniques (Keskin, 2015; Pimentel & de Souza, 2016;
Yang & Nataliani, 2017). It is an indefinite cluster of the set of objects described in
the form of U matrix (Bai, Dhavale, & Sarkis, 2014). This matrix has n rows and c
columns, representing the number of objects and categories, respectively. The element
uik represents the value of membership for the object i in cluster k. There is no cer-
tainty about the membership of an object in one clustering. However, the probability
of object membership in different clusters is of importance. The partitions of the
FCM algorithm included a set of n objects, each with a p-character, a data vector and
clustered in c clusters. Cluster centres are displayed for each cluster by viand V ¼
v1; v2; :::; vcf g and calculated using Eq. (17). Moreover, the membership degree for
the i-th alternative in the k-th cluster (vk) is shown as uik, calculated by Eq. (16).
Accordingly, the possible relationships are described as follows.
uik 2 0; 1½  8i ¼ 1; 2; :::; n; 8k ¼ 1; 2; :::; c (13)
Xc
k¼1




uik  n 8k ¼ 1; 2; :::; c (15)
The FCM algorithm seeks to minimise the target function shown in Eq. (16).





umik xivkj jj jð ÞA (16)
Where m (m> 1) represents an exponential weight controlling the fuzzy rate of
clustering results. This weight is equal to the Euclidean distance of the object xi from
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the centre of cluster vk: The solutions to the constrained optimisation problem in Eq.






















; i 6¼ j (18)
The recurring steps required to find an optimum solution are (T€urksen, 2006)
as follows:
 Step1: Select (c; m; T; e)
 Step 2: Find cluster centres
 Step 3: Repeat the steps above fort ¼ 1 to T
 Step 4: Calculate the membership value in Eq. (17) and calculate cluster centres in
Eq. (16)
If t ¼ Tand vi;tvi;t1  e
  ; then the procedure stops. Otherwise, it continues
until finding other t values.
After clustering using the FCM algorithm, each object can be assigned to one clus-
ter according to its membership degree, ranged in the interval [0,1]. The higher the
membership degree of an object in a group, the higher the probability that the object
belongs to that category. The FCM algorithm requires two types of relevant informa-
tion from the user, including the value of c (the number of clusters) and m (the fuzzy
value of the group). As the user subjectively determines these two values, the quality
of optimum solution and the membership degree of objects in clusters are influenced
by choice of these two parameters. The value of c - the number of groups - affects
the causal region of a cluster, while the initial value of cluster centres impacts the
amount of compression and the accuracy of clusters.
In recent years, the FCM algorithm method has been integrated with several mul-
tiple criteria decision-making methods, among which DEA (Azadeh, Anvari, Ziaei, &
Sadeghi, 2010), TOPSIS (Bai, Dhavale et al., 2014), VIKOR (Akman, 2015),
DEMATEL (Keskin, 2015), PROMETHEE (Bai, Zhang, Qian, Liu, & Wu, 2018) and
an interval type 2 hesitant MCDM (Oner & Oztaysi, 2018) can be cited.
Additive ratio assessment (ARAS) method
Recently, attention paid to the ARAS method, a relatively novel tool for MCDM
(Turskis & Zavadskas, 2010a, 2010b; Zavadskas & Turskis, 2010), according to the
theory that states that the accurate understanding of the world complex phenomena
is possible through simple relative comparisons (Buyukozkan & Gocer, 2018; Heidary
Dahooie, Beheshti Jazan Abadi, Vanaki, & Firoozfar, 2018; Liao, Fu, & Wu, 2015;
Tamosaitiene, Zavadskas, Sileikaite, & Turskis, 2017) The ARAS method adopts the
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optimality degree concept to find the ranking. It is equal to the sum of weighted nor-
malised values of the criteria with respect to each of the alternatives divided by the
sum of weighted normalised values of the best option (Chatterjee & Kar, 2018; Ecer,
2018; Heidary Dahooie, Zavadskas, Abolhasani, Vanaki, & Turskis, 2018;
Rostamzadeh, Esmaeili, Nia, Saparauskas, & Keshavarz Ghorabaee, 2017; Sivilevicius,
Daniunas, Zavadskas, Turskis, & Susinskas, 2012; Turskis, Kersuliene, &
Vinogradova, 2017; Turskis, Morkunaite, & Kutut, 2017)
 Step 1: First, an m n decision matrix is formed, where m represents the alterna-
tives and n represents the criteria.
X ¼



















; i ¼ 0;m; j ¼ 1; n (19)
xij represents the performance value of the i-th alternative based on the j-th criter-
ion. Also,x0j indicates the optimum value for the j-th criterion. The unknown opti-
mum value for the variable j is found as follows:
when max
i









Generally, the evaluation values of the alternatives based on criteria ðxijÞ and the
weight of each criterion (wj) are provided as the entries of the decision matrix. Each
criterion reflects its certain dimension; therefore, to perform a comparative analysis and
to prevent potential consequences of different dimensions, it is required to derive
dimensionless quantities. Therefore, the weighted values are simply divided by the opti-
mal value obtained as Eq. (20). Several methods are available to derive dimensionless
values, which are explained in the following. Normalisation is a process which converts
the original decision matrix values into the values on [0, 1] or on [0; 1].
 Step 2: The normalisation of the primary entries is performed for all criteria. xij indi-
cates the normalised entries of the matrix formed.
X ¼



















; i ¼ 0;m; j ¼ 1; n (21)
We have benefit type and cost type criteria; hence, the normalisation process is
performed positively or negatively based on (22) and (23), respectively.










A framework is provided in which each criterion can be compared to all others
using dimensionless quantities.
 Step 3: At this step, the weight values are applied to the normalised decision
matrix X to calculate the weighted normalised decision matrix (X̂Þ: Subjective or
objective methods are used to determine these weights which should satisfy the
following equations:
























; i ¼ 0;m; j ¼ 1; n (24)
x̂ij ¼ xij  wj; i ¼ 0;m (25)
Where, wj represents the weight value for the j-th criterion, and xij denotes the nor-
malised value for the i-th alternative. Then, the optimality function value can be deter-




x̂ij; i ¼ 0;m (26)
Based on the ARAS method logic, the best alternative has the highest optimality
function value while the worst alternative has the lowest optimality function value.
Hence, the alternatives are ranked according to the value of Si: To evaluate the degree
of utility, Ki; we can compare each alternative against the best/optimal alternative,
denoted by S0: The degree of utility for the alternative Ai is determined as follows:
Ki ¼ SiS0 ; i ¼ 0;m (27)
Where S0 and Si are obtained using Eq. (26). Ki is used for ranking all the alterna-
tives, placed in the interval [0,1].
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Hybrid FCM-ARAS method
Suppose that there are n decision alternatives, A1; :::;An; assessed based on m attrib-
utes, O1; :::;Om; forms a decision matrix, X ¼ xijð Þnm; where xij represents the per-
formance of alternative Ai for the attribute Oj:
 Step 1: Determining the membership values of the alternatives in each cluster and
calculating the cluster centres. It is necessary to determine the membership values
in each group (matrix U) and the centres of clusters (matrix V) using Eq. (13)
through (18) in the FCM algorithm, when starting the clustering process, with the
aim to rank the alternatives.
 Step 2: Determining the cluster of each alternative after clustering. After determin-
ing the membership value of each alternative in different clusters, it is necessary
to specify the final allocation of each alternative in the existing clusters and assign
a cluster to each of them. For this purpose, Eq. (28) is used:




i ¼ 1; ; :::; n (28)
Where Ii denotes the cluster which the i-th alternative belongs to. Similarly,
using Eq. (29), all alternatives in each cluster are also determined:
Dk ¼ ijIi ¼ kf g i ¼ 1; ; :::; n (29)
WhereDk represents the alternatives in the k-th cluster.
 Step 3: Determining the ideal alternative for all clusters. In this step of the process,
it is necessary to specify the ideal alternative or, in other words, the optimal values
of the alternatives for each criterion according to Eq. (30):
x0 ¼ x01; :; x0j; :::; x0mf g for j ¼ 1 : m (30)
Where x0j is the optimal value for the j-th criterion. If the optimal value of j-th
variable is unknown, then, it is determined by using Eq. (31) considering whether the
criterion is positive or negative:
x0j ¼ max
i





xij ; if mini
xij is preferable
(31)
 Step 4: Normalising the alternatives in each cluster. To normalise the alternatives




i2 0 [ Dkf g xij
i 2 0 [ Dkf g ; j ¼ 1; 2; :::;m (32)
For positive (benefit) criteria






i2 0 [ Dkf g
xij
i 2 0 [ Dkf g ; j ¼ 1; 2; :::;m (33)
For negative (cost) criteria
 Step 5: Weighting the normalised values in each of the clusters. The weights
obtained from the CCSD method are used in the Eq. (34) to calculate the weighted
normalised values of decision matrix X in each of the groups (to obtain matrix X̂).
x̂ij ¼ xij  wj; i 2 0 [ Dkf g ; j ¼ 1; 2; :::;m (34)
Where xij and wj represent the normalised value and the weight of the j-th criter-
ion, respectively. In this study, wj is calculated using the CCSD objective method
which satisfies the conditions described in Eq. (24).
 Step 6: Determining the value of optimality function for the k-th cluster. In this
step, it is necessary to calculate the value of the optimality function using Eqs.
(35) and (36):






Dkj jj j (35)
S 0ð Þ ¼
Xm
j¼1
x̂0j j ¼ 1; 2; :::;m (36)
In Eq. (35), k Dkj jj j k represents the number of members in the set Dk and S kð Þ
denotes the average optimality function of the alternatives in the k-th cluster. Also, in
Eq. (36), Sð0Þ represents the value of the optimality function of the ideal alternative.
 Step 7: Calculating the degree of utility for each cluster and ranking them. The
degree of alternative utility is obtained by comparing the value of the optimality
function of that alternative (cluster) with the value of the optimality function of




; k ¼ 1; 2; :::; c (37)
The value of Zk is placed in the interval [0,1], which is considered as the basis for
cluster ranking. Accordingly, the higher the Zk value for a cluster, the higher its rank.
 Step 8: Ranking the alternatives in the k-th cluster. Following the above steps and
prioritising each of the clusters, the alternatives in each cluster are prioritised. The
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evaluation of the alternatives in the k-th cluster based on each of criteria is repre-
sented by XðkÞ; defined in the form of Eq. (38):
X kð Þ ¼ xij½  Dkj jj jm i 2 Dk ; j ¼ 1; 2; :::;m (38)
Now, based on Eq. (19) through (27), and using the matrix X kð Þ as the input of
the above process, the alternatives in the k-th cluster are also ranked.
Case study
The methodology proposed in this study was used for evaluation of the financial per-
formance of a business organisation applying for loans from a public bank in Iran.
The sample includes 58 different manufacturing companies with the 12-month finan-
cial records for the last three years. A comprehensive list of financial measures com-
monly used to evaluate the financial performance of manufacturing companies was
extracted from the literature and provided to the experts. The experts involved in this
study included six high-rank experienced financial managers of the bank under inves-
tigation. They were requested to select the most important criteria based on their
experience, opinion and reviewing the data availability of all companies. The final list
of requirements for this study was included eight different financial measures where
seven of them are benefit criteria, and the remaining one is cost criteria. The final list
is presented in Table 1. The information to evaluate the companies was extracted
after analysing their annual financial statements for the last three years and the
required indicators were calculated to develop the decision matrix for the evaluation
process (Table 2).
Table 1. Final financial criteria.
Code Criteria Type Formula Reference
C1 Current ratio Benefit Current assets/
current liabilities
Cheng et al. (2012), Lee et al. (2012), Moghimi and






Cheng et al.(2012), Dong et al.(2018), Lee
et al.(2012), Moghimi and Anvari (2014)
C3 Debt ratio Cost Total debt/
total assets
Dong et al. (2018), Lee et al. (2012), Moghimi and






Karimi and Barati (2018), Moghimi and Anvari
(2014), Shaverdi et al. (2016)
C5 Shareholder’s equity
to total assets ratio
Benefit Shareholder’s equity/
total assets







Cheng et al. (2012), Dong et al. (2018), Karimi and
Barati (2018), Lee et al. (2012), Moghimi and
Anvari (2014), Safaei Ghadikolaei et al. (2014)
C7 Quick ratio Benefit (current assets –
inventories)/
current liabilities
Moghimi and Anvari (2014), Shaverdi et al. (2016),





Cheng et al. (2012), Karimi and Barati (2018), Lee
et al. (2012), Moghimi and Anvari (2014), Safaei
Ghadikolaei et al. (2014)
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Table 2. Initial decision matrix.
C1 C2 C3 C4 C5 C6 C7 C8
A1 0.6141 0.5547 0.8736 0.1506 0.1264 0.6606 0.2459 0.0835
A2 0.6944 0.5722 0.5569 0.0340 0.4431 0.0440 0.4620 0.0195
A3 0.8978 0.4037 0.7346 0.1033 0.2654 0.1572 0.6567 0.0417
A4 0.5211 0.7824 0.7005 0.0031 0.2550 0.0095 0.3298 0.0024
A5 1.0852 0.1290 0.3434 0.0821 0.6566 0.0161 0.6635 0.0106
A6 1.4892 0.3096 0.4408 0.5562 0.5592 0.3080 0.6978 0.1722
A7 1.0629 0.4354 0.5303 –0.5928 0.3567 –0.7235 0.7071 –0.2581
A8 0.6145 0.3607 0.8171 –0.0047 0.1829 –0.0092 0.4993 –0.0017
A9 1.1340 0.6362 0.8159 0.1063 0.1841 0.3676 0.7760 0.0677
A10 1.3683 0.8372 0.5772 0.1718 0.4228 0.3402 0.8703 0.1439
A11 1.6744 0.2638 0.3640 0.1966 0.6360 0.0816 0.9204 0.0519
A12 0.8566 0.9305 0.6532 –0.0739 0.3468 –0.1983 0.7428 –0.0688
A13 0.9489 0.3938 0.5486 0.1015 0.4514 0.0885 0.4574 0.0400
A14 1.1696 1.2304 0.4313 0.0033 0.5687 0.0071 0.7946 0.0040
A15 1.2297 0.5521 0.6832 0.1596 0.3168 0.2782 1.0660 0.0881
A16 2.3353 0.7130 0.4427 0.2029 0.5573 0.2595 1.1454 0.1446
A17 3.1096 0.7065 0.2163 0.1891 0.7837 0.1705 1.4207 0.1336
A18 3.2843 0.2175 0.2885 0.0048 0.7115 0.0015 2.2709 0.0010
A19 0.7078 0.2182 0.4001 –0.8656 0.5999 –0.3148 0.4331 –0.1888
A20 2.5305 0.5384 0.3678 0.3419 0.6322 0.2912 0.6253 0.1841
A21 2.8638 0.2321 0.3694 –0.0078 0.6306 –0.0029 2.3287 –0.0018
A22 1.4439 0.5436 0.7225 0.1072 0.2775 0.2099 0.5623 0.0582
A23 1.1425 0.2164 0.7219 0.2670 0.2781 0.2077 0.8408 0.0578
A24 3.6598 0.1592 0.3247 1.0302 0.6753 0.2428 1.5968 0.1640
A25 1.3206 0.1569 0.7234 0.4471 0.2766 0.2537 0.9919 0.0702
A26 1.3826 0.7741 0.6511 0.0482 0.3489 0.1070 1.1403 0.0373
A27 0.8306 0.8357 1.0774 –0.1005 –0.0774 1.0845 0.6136 –0.0840
A28 2.3099 0.4867 0.4161 –0.1032 0.5839 –0.0860 0.7934 –0.0502
A29 0.8724 0.9433 0.6151 –0.0498 0.3849 –0.1221 0.6728 –0.0470
A30 0.7658 0.7282 0.7505 0.0016 0.2495 0.0047 0.5108 0.0012
A31 1.4635 0.5541 0.6535 0.4298 0.3465 0.6872 1.1931 0.2381
A32 1.0000 0.9309 0.9479 0.0380 0.0521 0.6788 0.7688 0.0354
A33 0.6898 1.5925 0.9552 –0.0077 0.0448 –0.2744 0.4417 –0.0123
A34 1.8208 1.0403 0.4741 0.0968 0.5259 0.1916 1.4401 0.1007
A35 2.1697 0.9548 0.3057 0.1936 0.6943 0.2663 1.7694 0.1849
A36 1.0776 1.7252 0.8693 0.0433 0.1307 0.5718 0.9755 0.0747
A37 0.5854 0.8041 0.9357 0.0048 0.0643 0.0603 0.2689 0.0039
A38 1.3830 0.4294 0.6271 0.4941 0.3729 0.5689 1.2105 0.2121
A39 1.6153 0.6939 0.4997 0.4154 0.5003 0.5761 1.2661 0.2882
A40 0.9473 0.5092 0.4093 0.4112 0.5907 0.3545 0.5561 0.2094
A41 0.4326 0.4072 0.8793 –0.2619 0.1207 –0.8834 0.2790 –0.1066
A42 0.8535 0.2776 0.9647 –0.1881 0.0353 –1.4796 0.6935 –0.0522
A43 1.5064 1.1855 0.5568 0.2047 0.4432 0.5474 1.2238 0.2426
A44 0.9874 1.2710 0.7203 0.0035 0.2797 0.0160 0.5799 0.0045
A45 0.9587 0.3011 0.8518 0.0014 0.1482 0.0028 0.4704 0.0004
A46 0.7491 0.1397 0.7136 0.0721 0.2864 0.0352 0.3656 0.0101
A47 0.7595 0.5585 0.7665 0.0018 0.2335 0.0044 0.3642 0.0010
A48 1.1704 0.3887 0.6681 0.3379 0.3319 0.3957 1.0117 0.1314
A49 1.3490 0.6132 0.5243 0.2258 0.4757 0.2910 0.7823 0.1385
A50 2.0584 1.0125 0.5775 0.0509 0.4225 0.1220 1.1446 0.0516
A51 0.9178 0.3066 0.6399 0.3079 0.3601 0.2622 0.8471 0.0944
A52 0.8112 1.2367 0.9797 –0.0693 0.0203 –4.2204 0.7946 –0.0857
A53 0.7264 0.6038 0.7527 0.3113 0.2473 0.7600 0.7179 0.1879
A54 3.3570 0.0917 0.2767 0.6452 0.7233 0.0818 0.4505 0.0592
A55 2.5084 0.4809 0.3504 0.2161 0.6496 0.1600 2.1789 0.1039
A56 1.0507 0.8847 0.5633 0.1576 0.4367 0.3192 0.9726 0.1394
A57 1.2524 0.1147 0.6481 0.5330 0.3519 0.1738 1.0092 0.0611
A58 2.3692 1.1257 0.4259 0.1565 0.5741 0.3069 2.3692 0.1762
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Results
CCSD method
To evaluate the financial performance of companies using the proposed method, the weight
of each criterion must be determined using the CCSD method. With respect to the positive
(benefit) or negative (cost) criteria, Equations (1) and (2) were employed to normalise the
decision matrix shown in Table 2. After obtaining the normalised decision matrix, the opti-
misation problem Eq. (12) was solved using the definitions given in Equations (4) through
(11). The weight of criteria was obtained using the CCSD method shown in Figure 2. As
shown in Figure 2, the debt ratio and equity to total assets (C3 and C5) are the most
important evaluation criteria while Net Profit margin ratio (C4) is the least important one.
FCM algorithm
The FCM was then utilised to cluster the 58 manufacturing companies using the initial
decision matrix shown in Table 2. Based on the initial review of the applicants’
Figure 2. Criteria Weights using CCSD.
Table 3. Calculating cluster centres in each cluster.
Clusters
Criteria
C1 C2 C3 C4 C5 C6 C7 C8
CL1 1.2713 0.6134 0.6477 0.1880 0.3516 0.2741 0.9554 0.1000
CL2 0.9381 0.4473 0.6911 0.0912 0.3073 0.1098 0.6171 0.0388
CL3 0.8922 0.9433 0.6523 –0.0588 0.3458 –0.1651 0.6909 –0.0460
CL4 0.7490 0.7118 0.7535 –0.0057 0.2399 –0.0173 0.4755 0.0012
CL5 2.6467 0.4964 0.3626 0.3413 0.6373 0.1884 0.7794 0.1362
CL6 1.2599 0.2980 0.6589 0.3678 0.3407 0.2502 0.9417 0.0902
CL7 0.7776 0.4653 0.7558 –0.0157 0.2405 –0.0620 0.4708 –0.0033
CL8 2.9574 0.3081 0.3380 0.0792 0.6620 0.0338 2.2109 0.0303
CL9 1.3323 0.7823 0.5964 0.1757 0.4031 0.3014 0.9055 0.1254
CL10 2.0039 0.9482 0.4656 0.1333 0.5342 0.1859 1.4103 0.1140
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Table 4. Companies membership percentage in each cluster.
Companies
Membership percentage in each cluster
MaxCL1 CL2 CL3 CL4 CL5 CL6 CL7 CL8 CL9 CL10
A1 0.0994 0.1883 0.0936 0.1930 0.0228 0.0929 0.1769 0.0114 0.0920 0.0296 0.19
A2 0.0446 0.2107 0.0993 0.2791 0.0073 0.0376 0.2668 0.0036 0.0404 0.0108 0.28
A3 0.0279 0.7805 0.0196 0.0446 0.0025 0.0275 0.0736 0.0012 0.0187 0.0039 0.78
A4 0.0348 0.0989 0.1132 0.4711 0.0074 0.0283 0.1981 0.0039 0.0335 0.0108 0.47
A5 0.1275 0.2114 0.0841 0.0952 0.0296 0.1668 0.1322 0.0135 0.1026 0.0372 0.21
A6 0.1712 0.1019 0.0496 0.0527 0.0510 0.2935 0.0581 0.0155 0.1526 0.0539 0.29
A7 0.0916 0.1325 0.1827 0.1435 0.0385 0.0813 0.1662 0.0243 0.0851 0.0544 0.18
A8 0.0292 0.1423 0.0484 0.1739 0.0054 0.0295 0.5372 0.0029 0.0236 0.0076 0.54
A9 0.2722 0.1714 0.0631 0.0813 0.0120 0.1169 0.0735 0.0056 0.1819 0.0220 0.27
A10 0.0828 0.0139 0.0110 0.0086 0.0036 0.0186 0.0074 0.0014 0.8435 0.0091 0.84
A11 0.1729 0.0940 0.0589 0.0520 0.0795 0.2068 0.0590 0.0253 0.1534 0.0982 0.21
A12 0.0086 0.0140 0.9145 0.0282 0.0014 0.0054 0.0159 0.0008 0.0087 0.0027 0.91
A13 0.0641 0.4255 0.0623 0.1183 0.0095 0.0643 0.1861 0.0041 0.0532 0.0127 0.43
A14 0.1247 0.0914 0.2560 0.1026 0.0269 0.0649 0.0734 0.0128 0.1833 0.0640 0.26
A15 0.6434 0.0409 0.0203 0.0184 0.0058 0.1079 0.0186 0.0029 0.1279 0.0139 0.64
A16 0.0687 0.0352 0.0320 0.0263 0.2760 0.0582 0.0262 0.0486 0.0777 0.3510 0.35
A17 0.0548 0.0370 0.0359 0.0306 0.2969 0.0514 0.0308 0.2491 0.0585 0.1551 0.30
A18 0.0172 0.0126 0.0120 0.0105 0.0376 0.0171 0.0108 0.8292 0.0172 0.0357 0.83
A19 0.0888 0.1469 0.1478 0.1568 0.0371 0.0816 0.1872 0.0230 0.0833 0.0474 0.19
A20 0.0227 0.0150 0.0125 0.0114 0.8272 0.0220 0.0116 0.0148 0.0251 0.0377 0.83
A21 0.0077 0.0054 0.0051 0.0044 0.0139 0.0077 0.0046 0.9265 0.0076 0.0171 0.93
A22 0.2124 0.1610 0.0675 0.0767 0.0249 0.1426 0.0816 0.0084 0.1911 0.0339 0.21
A23 0.1259 0.1412 0.0302 0.0399 0.0101 0.5147 0.0540 0.0048 0.0641 0.0151 0.51
A24 0.0688 0.0518 0.0466 0.0431 0.2178 0.0725 0.0443 0.2682 0.0696 0.1173 0.27
A25 0.0963 0.0539 0.0209 0.0237 0.0128 0.6841 0.0286 0.0060 0.0551 0.0187 0.68
A26 0.3034 0.0644 0.0667 0.0423 0.0181 0.0924 0.0389 0.0093 0.2995 0.0651 0.30
A27 0.1365 0.1404 0.1055 0.1389 0.0372 0.1093 0.1212 0.0214 0.1337 0.0559 0.14
A28 0.0904 0.0616 0.0564 0.0467 0.3102 0.0811 0.0491 0.0524 0.0960 0.1560 0.31
A29 0.0086 0.0146 0.9113 0.0310 0.0013 0.0052 0.0155 0.0007 0.0092 0.0025 0.91
A30 0.0037 0.0154 0.0152 0.9280 0.0005 0.0027 0.0298 0.0003 0.0034 0.0009 0.93
A31 0.2324 0.0723 0.0452 0.0442 0.0399 0.2073 0.0436 0.0195 0.2085 0.0872 0.23
A32 0.1691 0.1364 0.1066 0.1293 0.0249 0.1021 0.0999 0.0131 0.1727 0.0457 0.17
A33 0.0846 0.1044 0.2459 0.1921 0.0286 0.0623 0.1267 0.0165 0.0923 0.0467 0.25
A34 0.0433 0.0180 0.0206 0.0143 0.0230 0.0273 0.0132 0.0138 0.0538 0.7726 0.77
A35 0.0638 0.0337 0.0349 0.0270 0.0802 0.0522 0.0262 0.0879 0.0706 0.5234 0.52
A36 0.1369 0.0985 0.1462 0.1149 0.0426 0.0857 0.0857 0.0256 0.1690 0.0950 0.17
A37 0.0472 0.1157 0.1144 0.3927 0.0108 0.0390 0.2144 0.0056 0.0449 0.0152 0.39
A38 0.2265 0.0719 0.0410 0.0409 0.0329 0.2894 0.0418 0.0167 0.1719 0.0670 0.29
A39 0.1943 0.0616 0.0466 0.0407 0.0554 0.1469 0.0392 0.0256 0.2176 0.1721 0.22
A40 0.1527 0.1947 0.0790 0.1022 0.0234 0.1578 0.1025 0.0099 0.1454 0.0323 0.19
A41 0.0723 0.1331 0.1573 0.1924 0.0288 0.0709 0.2241 0.0179 0.0665 0.0365 0.22
A42 0.0935 0.1267 0.1490 0.1416 0.0500 0.0950 0.1601 0.0359 0.0858 0.0624 0.16
A43 0.1698 0.0633 0.0688 0.0517 0.0436 0.0885 0.0442 0.0225 0.2582 0.1895 0.26
A44 0.0827 0.0913 0.3620 0.1667 0.0168 0.0473 0.0897 0.0082 0.1033 0.0318 0.36
A45 0.0492 0.2693 0.0538 0.1344 0.0086 0.0526 0.3791 0.0041 0.0376 0.0113 0.38
A46 0.0535 0.2476 0.0594 0.1416 0.0117 0.0652 0.3583 0.0058 0.0427 0.0143 0.36
A47 0.0162 0.0880 0.0370 0.3350 0.0029 0.0140 0.4871 0.0014 0.0143 0.0041 0.49
A48 0.2233 0.0628 0.0232 0.0258 0.0093 0.5095 0.0279 0.0045 0.0965 0.0172 0.51
A49 0.3125 0.0640 0.0320 0.0295 0.0123 0.1130 0.0288 0.0045 0.3807 0.0227 0.38
A50 0.0753 0.0348 0.0388 0.0279 0.0701 0.0495 0.0262 0.0255 0.0947 0.5572 0.56
A51 0.1503 0.2431 0.0481 0.0679 0.0116 0.2828 0.0851 0.0058 0.0868 0.0184 0.28
A52 0.0973 0.1048 0.1227 0.1133 0.0845 0.0956 0.1136 0.0778 0.0964 0.0939 0.12
A53 0.1581 0.1728 0.0828 0.1237 0.0231 0.1396 0.1112 0.0122 0.1402 0.0363 0.17
A54 0.0673 0.0546 0.0472 0.0450 0.4035 0.0715 0.0471 0.1000 0.0691 0.0948 0.40
A55 0.0462 0.0290 0.0276 0.0231 0.0750 0.0447 0.0235 0.5483 0.0462 0.1363 0.55
A56 0.2479 0.0831 0.0797 0.0583 0.0122 0.0765 0.0453 0.0061 0.3601 0.0307 0.36
A57 0.1110 0.0749 0.0305 0.0340 0.0181 0.5865 0.0415 0.0088 0.0689 0.0257 0.59
A58 0.0786 0.0486 0.0515 0.0415 0.0919 0.0682 0.0402 0.2429 0.0827 0.2539 0.25
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information, the experts decided to classify them into ten different clusters using the
FCM. Therefore, the cluster centres were computed using equation 16 and presented in
Table 3. Then, using Eq. (17) and the values obtained for the cluster centres, the mem-
bership of companies in each cluster was calculated, as shown in Table 4. Accordingly,
each company is placed in the group which has the highest percentage of membership.
ARAS method
After determining the weights of the criteria and the members in each of the clusters,
using the Eqs. (30) and (31), the ideal alternatives for all clusters were estimated, and
after stepping through the integrated FCM-ARAS method described above, the degree
of utility for each one of the groups was calculated. The ranking of groups was deter-
mined based on the degree of efficiency which is shown in Table 5.
Table 5. Ranking of clusters using the ARAS method.
Clusters The average score of elements in each cluster Rank
Cluster 1 0.2249 9
Cluster 2 0.3049 6
Cluster 3 0.3520 2
Cluster 4 0.1529 10
Cluster 5 0.4061 1
Cluster 6 0.2389 8
Cluster 7 0.2636 7
Cluster 8 0.3269 3
Cluster 9 0.3086 5
Cluster 10 0.3091 4
Table 6. Initial decision matrix for cluster 1.
C1 C2 C3 C4 C5 C6 C7 C8
A9 1.1340 0.6362 0.8159 0.1063 0.1841 0.3676 0.7760 0.0677
A15 1.2297 0.5521 0.6832 0.1596 0.3168 0.2782 1.0660 0.0881
A22 1.4439 0.5436 0.7225 0.1072 0.2775 0.2099 0.5623 0.0582
A26 1.3826 0.7741 0.6511 0.0482 0.3489 0.1070 1.1403 0.0373
A31 1.4635 0.5541 0.6535 0.4298 0.3465 0.6872 1.1931 0.2381
Table 7. Weighted Normalised decision matrix for cluster 1.
C1 C2 C3 C4 C5 C6 C7 C8
X0 0.0192 0.0210 0.0293 0.0297 0.0315 0.0380 0.0216 0.0438
A9 0.0149 0.0173 0.0234 0.0073 0.0166 0.0203 0.0141 0.0124
A15 0.0162 0.0150 0.0279 0.0110 0.0286 0.0154 0.0193 0.0162
A22 0.0190 0.0148 0.0264 0.0074 0.0251 0.0116 0.0102 0.0107
A26 0.0182 0.0210 0.0293 0.0033 0.0315 0.0059 0.0207 0.0069
A31 0.0192 0.0150 0.0292 0.0297 0.0313 0.0380 0.0216 0.0438
Table 8. Ranking of alternatives in cluster 1.
Alternatives S K Rank
X0 0.2342 1 0
A9 0.1264 0.5396 4
A15 0.1496 0.6391 2
A22 0.1251 0.5344 5
A26 0.1368 0.5842 3
A31 0.2279 0.9731 1
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Table 9. Ranking of companies in ten clusters.
Clusters Companies S K Rank
Cluster 1 X0 0.23417 1 0
A9 0.1264 0.5396 4
A15 0.1496 0.6391 2
A22 0.1251 0.5344 5
A26 0.1368 0.5842 3
A31 0.22788 0.973149 1
Cluster 2 X0 0.245343 1 0
A3 0.095956 0.39111 5
A5 0.119972 0.488998 3
A13 0.105176 0.428689 4
A27 0.073242 0.298529 6
A40 0.193811 0.789961 1
A53 0.1665 0.678643 2
Cluster 3 X0 0.239149 1 0
A7 0.072259 0.30215 7
A12 0.101755 0.425487 5
A14 0.149773 0.626274 1
A29 0.104322 0.436223 4
A33 0.074243 0.310444 6
A44 0.109999 0.459961 3
A52 0.148499 0.620947 2
Cluster 4 X0 0.300386 1 0
A1 0.232363 0.773546 1
A2 0.161124 0.53639 2
A4 0.105958 0.352739 4
A30 0.115547 0.384661 3
A37 0.084622 0.281712 5
Cluster 5 X0 0.296963 1 0
A17 0.237641 0.800238 1
A20 0.225611 0.759729 2
A28 0.071201 0.239765 4
A54 0.168584 0.567694 3
Cluster 6 X0 0.167633 1 0
A6 0.12988 0.774788 2
A11 0.106383 0.63462 4
A23 0.078024 0.465444 8
A25 0.086984 0.518898 7
A38 0.140757 0.839676 1
A48 0.110233 0.657583 3
A51 0.093088 0.555311 5
A57 0.087017 0.519093 6
Cluster 7 X0 0.265049 1 0
A8 0.103797 0.391615 4
A19 0.091425 0.344934 6
A41 0.050595 0.190887 7
A42 0.162942 0.614761 1
A45 0.109972 0.414913 3
A46 0.098679 0.372305 5
A47 0.11754 0.443466 2
Cluster 8 X0 0.38802 1 0
A18 0.119909 0.309029 4
A21 0.132517 0.341522 3
A24 0.206741 0.53281 1
A55 0.152813 0.393828 2
Cluster 9 X0 0.178871 1 0
A10 0.114654 0.640984 4
A32 0.074856 0.418488 7
A36 0.094261 0.526975 6
A39 0.163069 0.911652 1
A43 0.145061 0.810981 2
A49 0.116419 0.650854 3
(continued)
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After ranking the clusters, it is necessary to evaluate the alternatives in each group
using Eq. (38). Due to the plurality of the clusters, the ranking process of the alterna-
tives in cluster 1 is presented as an example. The output of the ranking process for
other groups is presented. Accordingly, after applying Eq. (38) to cluster 1, the initial
decision matrix is formed as Table 6.
In the next step, using Eq. (20), the ideal alternative in this cluster was calculated,
and the resulting decision matrix was normalised. Therefore, based on whether the
criteria are positive or negative, we may use Eqs. (22) or (23). In this step, the
weighted normalised decision matrix (Table 7) was obtained following the Eq. (25)
(multiplying the matrix mentioned above by the weight of each criterion).
In this step, we should calculate the value of the optimality function and the
degree of utility of each alternative by applying the Eqs. 26 and 27. Based on the logic
of the ARAS, the ranking is based on the degree of utility. These values for the alter-
natives in cluster 1 are shown in Table 8.
The process mentioned above is similar for other clusters, and the results are pre-
sented in Table 9.
The results to better illustrate the outcome of the analysis are summarised and
shown in Figure 3. The companies located in the upper left corner (e.g. A17, A20,
and A54) of Figure 3 have the best financial performance, while the ones found in
the bottom of the last column (e.g., A37, A4, and A30) have the worst performance.
Table 9. Continued.
Clusters Companies S K Rank
A56 0.11281 0.630675 5
Cluster 10 X0 0.20935 1 0
A16 0.160748 0.767846 3
A34 0.138832 0.663161 4
A35 0.193934 0.926366 1
A50 0.109609 0.52357 5
A58 0.187526 0.895758 2
Figure 3. The ranking of clusters and companies in each cluster.
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Figure 3 is the final product of the proposed method which can be utilised by the
bank managers and decision makers to allocate their resources according to the gov-
ernment’s policies.
Based on the ranking results in Figure 3, companies A17, A20 and A54 are the top
three companies with the best financial performance and high priority to receive
loans from the bank. A37, A4, and A30 are the companies in the lowest clusters
which have the preference to receive supportive credits from the bank according to
governmental policies. This will help the bank’s decision-makers to identify their
major and minor roles to define payment policies. The result of this study was sub-
mitted to the experts and the bank decision makers. According to their feedback, the
results show good agreement with their experience and judgment.
Conclusion & recommendation
Performance evaluation is a very critical process in any industry, and the assessment
of financial performance is among the most important ones. It is necessary to deter-
mine and evaluate the financial performance of companies carefully as well as to pre-
dict their future conditions. In particular, banks need accurate tools for assessing
financial performance to analyse the creditworthiness of their clients’ ability to pay
debts and to decide on the provision of a facility. However, based on economic poli-
cies of governments like Iran, banks require financing funds to support weaker cor-
porations. In such a situation, banks need measures to assess the financial
performance of companies and categorise them to adopt appropriate policies applic-
able to each company. Accordingly, we developed a new integrated evaluation
approach in this research by using FCM-ARAS for modelling the financial perform-
ance assessment and clustering of manufacturing companies. The proposed approach
benefits from the CCSD objective method to determine the relative importance of cri-
teria, led to higher accuracy of evaluation by eliminating the role of experts and sub-
jective assessment of criteria. Then, in order to evaluate the financial performance of
companies by FCM-ARAS hybrid approach, first, the FCM algorithm was used to
cluster and classify the companies, and then the ARAS method was applied to assess
and rank the clusters and companies within each group.
In this study, the debt ratio and equity to total assets and return on assets (ROA)
were identified as the most critical criteria of financial performance assessment.
Although these criteria have received lower weights in previous studies, the significant
differences in their associated values in the decision matrix led to their choice as the
essential criteria according to the CCSD logic. Since the CCSD method is a data-
based process, criterion weights are determined based on the degree of difference
between the alternatives. However, in subjective weighting methods such as fuzzy
hierarchical analysis (used by -for example- (Danesh Shakib & Fazli, 2012; Moghimi
& Anvari, 2014; Safaei Ghadikolaei et al., 2014), the relative importance of criteria is
based on expert opinions and personal judgments, where the relative value of rules
against each other is not calculated. Since clustering aims to put similar alternatives
within one cluster, assigning higher weights to criteria with a higher degree of differ-
entiation will lead to more accurate clustering and ranking. Obviously, that changes
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in the subject, and data of the study will change the importance and criteria due to
the use of objective methods.
The presented method was used for evaluating the financial performance of 58
manufacturing companies applying for loans from a public bank in Iran. The infor-
mation was extracted to assess the companies after analysing their annual financial
statements for the last three years. The companies were classified into ten clusters by
using the FCM algorithm and the priority of each group and the companies in each
cluster was determined by the ARAS method based on their financial performance.
In summary, the FCM-ARAS combination method which was developed for the
first time in this paper to simultaneously compare clustering and ranking companies
from the perspective of their financial performance assessment, can greatly under-
mine the shortcomings of previous research in the field of financial performance
assessment of companies and will significantly help organisations and financial insti-
tutions in selecting target customers to provide financial facilities. On the other hand,
in order to minimise the role of experts and their judgments in the process of evalu-
ating the financial performance of companies, the authors used the CCSD method
instead of conventional subjective methods to weight the criteria, which reduces
dependency on experts and as a result, greatly decreases the subjectivity of the model.
Even though the role of experts in determining the weight of criteria is eliminated
in the proposed approach, the authors believe that the combination of objective (e.g.
CCSD) and subjective (e.g. experts opinion) approaches will result in a more compre-
hensive and accurate result. Therefore, it is suggested that in future studies integrated
criteria evaluation approaches be considered. Also, the companies in this study were
only evaluated based on their financial performance. It was found that the non-finan-
cial performance of companies should be regarded simultaneously to ensure a com-
prehensive evaluation.
This research is based on real data and one of its limitations is the lack of access
to similar data in other financial institutions, which in part reduces the possibility of
comparison and model performance evaluation. Therefore, it is recommended that
the method presented in this research be used in future research in several financial
institutions to evaluate the companies applying for the facility and the results be com-
pared so that the model’s reliability can be measured.
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