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ABSTRACT KEYWORDS 
As statisticians, we engage in a variety of activities, some of which are regularly integrated into our Experiential learning; 
undergraduate courses. However, the individual courses that comprise a mathematics or statistics degree Interdisciplinary; Statistical 
practice; Statistics education program might not provide students with experiences in the broader range of activities that define the 
practice of statistics. To remedy this situation, faculty can consider developing and mentoring 
undergraduate research projects. This article briefly discusses the skills that comprise statistical practice 
along with some course and program options for helping students to develop these skills. Then, types of 
undergraduate research projects in statistics are described to help faculty generate ideas for projects they 
could mentor. Several examples of each type of undergraduate research project are provided. 
1. Introduction 
Undergraduate programs for statistics and related majors often 
include opportunities for students to gain experience in the 
practice of statistics beyond their regular course work. Exam-
ples from institutions with undergraduate statistics programs 
include research courses (Yesilcay 2000), capstone courses 
(Spurrier 2001), consulting courses (Villagarcıa 1998; Boomer, 
Rogness, and Jersky 2007), and consulting centers (Legler et al. 
2012). Each of these examples provides students with opportu-
nities to apply what they have learned in their statistics courses 
and to develop communication and other skills needed for suc-
cess as a statistician. At issue, however, is how statistics faculty 
at institutions without a statistics major or minor or a consult-
ing center can provide similar experiences for their students, to 
engage them in the practice of statistics. Some statistics faculty 
have developed opportunities for mathematics and general edu-
cation students to engage in the practice of statistics. For exam-
ple, one of the consulting courses described by Boomer, 
Rogness, and Jersky (2007) is open to students who are not 
majoring in mathematics but who have completed an introduc-
tory statistics course. A data analysis course (Schafer and Ram-
sey, 2003) can also provide statistics majors and non-majors 
alike with practice in statistics skills beyond an introductory 
course. However, for statistics faculty teaching in departments 
where consulting or data analysis courses are not available, 
mentoring undergraduate research projects can provide oppor-
tunities to expose students to the wider array of activities asso-
ciated with the practice of statistics. 
In this article, I will describe how undergraduate research 
can be used to engage mathematics majors in the practice of 
statistics after completing the first course in a probability and 
statistics sequence. Das (2013) describes a similar academic-
year research program for mathematics majors with projects in 
graph theory, probability theory, actuarial mathematics, and 
statistics. My main goal for the undergraduate research projects 
that I mentor is to attract students to the statistics discipline, as 
advocated by Schafer and Ramsey (2003). I will provide a 
summary of the skills students need to be effective statistical 
practitioners, as well as recommendations for statistics faculty 
interested in mentoring undergraduate research projects and a 
summary of the overall benefits of undergraduate research. In 
addition, I will also provide a categorization of statistics under-
graduate research projects gleaned from published research 
articles to serve as a basis for statistics faculty to generate their 
own undergraduate research projects in statistics. Although 
many authors have provided summaries of projects they have 
mentored (e.g., Villagarcıa 1998; Yesilcay 2000; Delzell 2012), 
the categories of projects proposed here will provide interested 
faculty with a useful summary of the different kinds of under-
graduate research projects they can consider. 
2. The Practice of Statistics 
In describing their research, consulting and other courses or 
programs, several authors have indicated what aspects of 
statistical practice their programs emphasize. Legler et al. 
(2012) provided examples of how their consulting center 
meets recommendations for training students in the practice 
of statistics that were set forth by the American Statistical 
Association’s Undergraduate Statistics Education Initiative 
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(USEI). Their consulting center develops students’ skills in 
these five areas: 
 statistical skills 
 mathematical skills 
 nonmathematical skills 
 computing skills 
 substantive area skills 
Toward developing students’ statistical skills, Spurrier’s (2001) 
capstone course includes a series of eleven statistical methods-
based experiences supplemented by nonstatistical modules to 
develop students’ communication and consulting skills. Because 
the projects differ each time a research project course is offered, the 
skills described by Yesilcay (2000) are project dependent. However, 
they typically include choosing an appropriate statistical model, 
data collection and analysis, and interpretation of results. Boomer, 
Rogness, and Jersky (2007) and  Legler  et  al.  (2012) described a sim-
ilar reliance on the flexibility of statistical content needed for a suc-
cessful consulting experience for their students. Das (2013) 
included some examples of specific mathematics skills and substan-
tive area skills (e.g., background knowledge of actuarial mathemat-
ics) that were needed by students to complete their undergraduate 
research projects. While each of these experiences develops stu-
dents’ skills in different ways, they share a common theme of work-
ing to solve a real problem. The components of statistical practice 
were further described by Pfannkuch and Wild (2000) in an article  
summarizing a series of interviews with professional statisticians 
on their working experiences. The PPDAC (Problem, Plan, Data, 
Analysis, Conclusions) framework used in this article to describe 
these statisticians’ experiences provides an effective structure for 
conducting undergraduate research in statistics. 
While data analysis, modeling, and consulting are a big part of 
what statisticians do, one statistical activity that is not a part of 
the undergraduate research experiences described above is the 
development and/or evaluation of new or improved statistical 
methods. The undergraduate research projects that I have men-
tored often provide students with this experience. For example, 
one student I mentored explored the effect of modifying a regres-
sion dataset with the problem of multicollinearity by adding new 
data points and compared the results with other remedial meth-
ods for multicollinearity. Although this approach to dealing with 
multicollinearity may not be a practical option, the student 
learned about the effectiveness of remedial measures for multi-
collinearity and about the importance of designing an appropri-
ate data collection protocol. Another student compared several 
methods for determining the number and type of parameters 
needed for fitting a time-series model to a collection of simulta-
neous datasets consisting of Twitter “tweets” from cities across 
the United States. Recently, two of my students created a modi-
fied form of Fleiss’s kappa for situations where raters made more 
than one rating on the same set of objects. They then evaluated 
the usefulness of their kappa measurement on a dataset with 
nine different rating criteria and compared the results to using 
Fleiss’s kappa on the nine ratings individually. Each of these 
research projects involved developing a new method or measure 
and then conducting simulations to evaluate their method or 
measure and to compare it to existing methods. 
Similar to the program described by Legler et al. (2012), I try 
to provide research opportunities that appeal to and are 
accessible to mathematics majors. Undergraduate research 
projects that emphasize mathematical derivations and simula-
tions, rather than data analysis and statistical applications 
alone, are accessible even to mathematics students with limited 
exposure to statistical methods and statistical thinking. The fact 
that the discipline of statistics combines a wide variety of activi-
ties and skills, from theoretical and mathematical results to 
applications and computational methods, is something that I 
try to demonstrate to my research students with each project. 
These projects can include some original work toward filling a 
gap in statistical knowledge, but that has not always been a 
requirement for my projects, contrary to the recommendations 
of Das (2013) and some definitions of undergraduate research 
(e.g., Roberts 2013). In addition, there is potential for under-
graduate research projects in statistics to provide students with 
substantive content area skills, particularly through interdisci-
plinary collaborations. Examples include mathematical model-
ing (McMillan and Lickley 2008), biological systems (Diaz et al. 
2009, and Friedman-Gerlicz 2009), environmental data 
(Carlson and Ecker 2002), physical properties (Senko 2010), 
and social structures (Egesdal et al. 2010). In each of these 
examples, substantial knowledge of the discipline underlying 
the data or system is required for students to place their results 
in the appropriate context. 
3. Benefits of Undergraduate Research 
Defined as a “High Impact Educational Practice” by the 
American Association of Colleges and Universities (http:// 
www.aacu.org/leap/hip.cfm), undergraduate research is one 
form of active learning and much has been written on its bene-
fits as used across many disciplines (see, e.g., Russell et al. 2007, 
Petrella and Jung 2008, and Lopatto, 2010). Within the mathe-
matical sciences and statistics disciplines several of the authors 
cited in this article provide some discipline-specific and other 
benefits. Yesilcay (2000) provided a summary of benefits for 
students, from problem definition and model selection to devel-
oping students’ capacity for independent study, teamwork, and 
leadership skills, as well as potential employment opportunities 
for students. Das (2013) described the development of connec-
tions between students and the mathematics community result-
ing from participating in undergraduate research and the 
importance of academic year research projects for faculty who 
are not associated with a summer research program. Roberts 
(2013) included the additional benefit for faculty engaged in 
undergraduate research of providing a break from other aca-
demic responsibilities. For many faculty mentoring undergrad-
uate research provides an opportunity to advance their 
research and/or work with statistical methods and tools that 
are not part of the classes they teach. Undergraduate research is 
also a great way for faculty to share their love of learning and 
their excitement for discovering something new. Similar to 
impacts described by Legler et al. (2012), most of the students I 
have worked with have gone on to complete an honors project 
based on their research with me or have asked me to mentor 
them in a project of their design. All but two have gone on to a 
graduate program in mathematics or statistics, with several 
earning a Ph.D. in statistics. Undergraduate research in statis-
tics, like data analysis and consulting projects, has the potential 
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to provide students with training in “the full range of skills nec-
essary for successful application of statistics” and to demon-
strate to students “what is exciting about the field of applied 
statistics” (Schafer and Ramsey 2003). If conducted as part of a 
research or consulting course, students may also use their 
undergraduate research experience to meet a major or minor 
requirement, depending on the requirements at their institu-
tion. My institution includes an experiential learning require-
ment as part of our general education program and many 
students use their undergraduate research experience to meet 
this requirement. While some disagreement exists among the 
authors cited here about the degree to which an undergraduate 
research project in statistics must involve original work to fill a 
gap in knowledge, all would agree with the “ultimate goal” of 
undergraduate research for students as stated by Roberts 
(2013), “to enrich their educational experience and to develop 
their interest in scholarly work.” 
4. Undergraduate Research in Statistics 
In addition to promoting the USEI guidelines, Legler et al. 
(2012) also emphasized the experiential learning aspects of 
undergraduate research and the importance of promoting 
interdisciplinary projects to prepare students for working as 
part of a team of scientists. They also provided a timeline for 
research activities, starting with literature review and data 
cleaning and ending with poster presentations and a research 
log. Delzell (2012) described a phase structure for conducting 
research with students (data acquisition, visualization, analyses, 
and communication). She also provided helpful hints, potential 
pitfalls, and alternative applications based on her experiences. 
The PPDAC framework used to describe statisticians’ experien-
ces in Pfannkuch and Wild (2000) also provided an effective 
structure for conducting undergraduate research in statistics. 
Das (2013) recommended six steps for conducing undergradu-
ate research: (1) discover a gap in knowledge, (2) literature 
search, (3) analysis of the problem (brainstorming), (4) develop 
method, (5) perform study, and (6) peer review. 
Several authors have provided guidance on developing and 
mentoring undergraduate research, either in mathematics or in 
statistics. Roberts (2013) described issues with the associated 
problems of selecting good students and finding an appropriate 
problem. He provides a series of questions to consider when 
selecting students and approaches to developing research proj-
ects. Yesilcay (2000) discussed the preliminary work and activi-
ties needed to find projects and prepare students for 
conducting research. Project development begins during the 
previous academic year by making contact with government 
offices and other potential sources for data. Prior to the aca-
demic year research project, students may participate in a vol-
untary summer “apprenticeship in statistics” with the agency 
they will be working to become familiar with the agency and 
the research problem. 
5. Types of Undergraduate Research Projects 
in Statistics 
A review of undergraduate research projects in statistics from 
several sources revealed five different types of projects based on 
the types of activities students carried out. (Sources that were 
used include Yesilcay (2000), a list of Undergraduate Senior 
Statistics Abstracts from Robin Lock’s site at St. Lawrence Uni-
versity http://it.stlawu.edu/»rlock/ussa/, theSIAM Undergradu-
ate Research Online journal http://www.siam.org/students/ 
siuro/, the American Journal of Undergraduate Research http:// 
www.ajur.uni.edu/, The College of New Jersey Journal of Stu-
dent Scholarship https://joss.pages.tcnj.edu/, and the Pi Mu 
Epsilon Journal http://www.pme-math.org/.) The titles and 
abstracts of the projects available at these sources were reviewed 
for statistical content and focus. Articles identified through this 
process were accessed and reviewed to identify project goals 
and methods used. Projects were grouped according to similar 
student learning and project outcomes. Projects that exhibited 
characteristics of multiple project types were further reviewed 
to identify the main purpose or goal of the project. The five 
project types are described below, each with a brief description 
of two or more representative projects. 
5.1. Data Analysis Projects 
The primary goal for this type of project is to apply a statistical 
model or method, such as regression analysis, to existing data 
in order to answer a research question by producing summary 
statistics or providing parameter estimates. As an example, for 
an environmental studies project (Carlson and Ecker 2002) stu-
dents worked with a team of scientists and statisticians to assess 
changes in water quality in two lakes. A variety of water quality 
variables were examined (e.g., phosphorous, dissolved oxygen, 
and turbidity) using discriminant analysis and Analysis of 
Covariance (ANCOVA) to compare the two lakes and to deter-
mine if the lakes had changed from 1999 to 2000. The project 
described by Delzell (2012) where students analyzed African 
conflict and climate data is another good example of this kind 
of project. Two other examples include the use of statistical 
methods to test for compliance to Benford’s law (Pike 2008) 
and the use of quantile regression and time series to analyze 
temperature changes over time (Leider 2012). Finally, Cooper, 
Kirksey, and Diaz (2015) described the use of regression analy-
sis to evaluate the use of an algebra diagnostic test as a predic-
tor for success in an introductory statistics course. 
5.2. Observational Research Projects 
For these projects, students design a survey and data collection 
protocol that they carry out with the goal of answering a spe-
cific research question using data analysis methods. Alterna-
tively, the data can be collected observationally following a 
specified convention. As an example, students designed and 
implemented a survey to investigate the relationships between 
work-related attitudes, health and coping, and family issues 
among male and female managers and nonmanagers in a large 
manufacturing organization (Apperson et al. 2002). In another 
example, Senko (2010) described an observational study to 
evaluate the needs of hard of hearing students and to determine 
best practices for meeting those needs. The student conducted 
site visits at three different elementary schools and then used 
grounded theory analytic approach (Glaser and Strauss 1967) 
to analyze her field notes and make recommendations of 
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important factors for determining academic placement for hard
of hearing children. 
5.3. Experimental Research Projects 
These projects are similar to survey research projects but stu-
dents design an experiment to collect data to analyze rather
than using a survey or observational protocol. Hubers et al.
(2003) described an experimental study to examine how partic-
ipant motivation and experience during the experiment
impacts participants’ compliance in completing a meaningless
task. Using a factorial design the students studied how motiva-
tion, required vs. voluntary participation, and being treated as a
data producer vs. a coinvestigator impacted participants’ com-
pletion of the task. In another example project, students com-
pared an agent-based model with a self-exciting point process
to model gang activity (Egesdal et al. 2010). The two models
were compared using a histogram analysis and the Akaike
information criterion. Additional examples include a study to
examine the impact of fat content in diet on health problems in
mice (Diaz et al. 2009) and a comparison of teaching scores
between participants in a professional development program
and a control group of teachers (Campanelli and Dougherty
2010). Experimental projects can also be developed for students
with a mathematics or engineering background. For example,
Leon-C aza res and Xoconostle-Luna (2014) described an exper-
imental project to evaluate the accuracy of a model of an elec-
tric vehicle. The students compared simulated racing data with
experimental results. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.4. Statistical Methods Projects 
These projects differ from those focused on data analysis in that 
students work on the development and evaluation of a new sta-
tistical method, or make comparisons between a new method 
and established, traditional methods of analysis. For example, 
students may derive properties of new methods mathematically 
or discover them through simulations and applications. In 
Grimmer (2005) the student proposed a model to explain vot-
ing behaviors and compared this model to ones found through 
a literature review. Additional examples include the develop-
ment of error bounds for hypergeometric probabilities (Jalal 
2001), a new visualization of Fisher’s iris dataset (Benson-
Putnins et al. 2011), and a comparison of different methods for 
generating a phylogenetic tree (Leung 2012). In addition, sev-
eral projects involving statistical methods that I have conducted 
were described above. 
5.5. Probability Projects 
The primary goal of these projects is to answer a question 
involving the probability of some event or to make predictions 
using a probability model. Students may derive a probability 
distribution or use a known probability distribution in a new 
setting, then produce estimates and predictions using the distri-
bution or through simulations. Examples include a study of the 
misclassification rates of hypertension (Friedman-Gerlicz and 
Lilly 2009) and the use of different random number generators 
for Monte Carlo simulations in mathematical finance 
(Pita-Juarez and Melanson 2011). The consulting project 
described by Villagarcıa (1998) also fits in this category. For 
this project, engineering students conducted simulations to 
model the probability that power stations will be down and 
then used their results to simulate the power supply. Two proj-
ects that I have mentored involved simulations to evaluate a 
probability. For the first project, the student ran simulations to 
evaluate the probability of a single item being among the top 
seven items in each of three lists of 30 ordered items. For the 
second project, the student investigated the probability that 
fewer than two women would be hired in seven independent 
job searches using Bernoulli random variables. In each case, the 
students ran the simulations and then derived the correspond-
ing probability distribution. 
6. Discussion 
A review of the example projects provided here demonstrates 
the different ways that undergraduate research can contribute 
to the development of the skills students need for the practice 
of statistics. Each of these projects provides experience in one 
or more of the USEI skills listed in Section 2. For example, 
many of the projects described above involved data and model-
ing in other disciplines, for example, environmental science, 
psychology, education, and biology, which require the develop-
ment of substantive area skills for analyzing data and interpret-
ing the results. In addition to a variety of different statistical 
methods, some of the projects also required substantial mathe-
matical skills, such as engineering and actuarial mathematics. 
Besides software used for data analysis, many of the projects 
also required computing skills to conduct simulations and 
develop data visualizations. Finally, nonmathematical skills, 
such as oral and written communication and working as part 
of a team, are a common component of the projects described 
above. This review also suggests the importance of establishing 
connections with faculty in other disciplines where statistical 
methods are an important part of students’ preparation, for 
generating project topics and creating interdisciplinary 
collaborations. 
The variety of projects listed here also demonstrates the wide 
array of sources for project data and mathematical and other 
topics where statistical methods are appropriate. With some 
thought and  preparation it  should be possible  to design an  
undergraduate research project in statistics to connect the needs 
and interests of faculty and students, and to promote student 
interest in statistics as a career or graduate school option. Inter-
ested faculty could start by considering which courses they teach 
that might lead to potential interesting projects as well as to stu-
dents with interest in and sufficient background for those proj-
ects. They might also consider how to structure the project and 
what research activities students can successfully complete 
within the time allotted for the research project. If a consulting, 
capstone, or other regular course offering are not an option, fac-
ulty might investigate offering undergraduate research opportu-
nities through a directed study or similar course format. An 
example course syllabus and two project abstracts are provided 
in the Appendix (available in the online supplementary files). 
For statistics faculty teaching at institutions without a 
major or minor program in statistics, it can be difficult to 
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provide interested students with experience in all of the 
components of effective statistical practice through existing 
statistics courses. Undergraduate research is one way to fill 
gaps in students’ preparation for employment as a statistician 
or for graduate school in statistics. In addition to increasing 
students’ exposure to the practice of statistics, participation in 
undergraduate research has other benefits for both students 
and their faculty mentors. The goals of this article were to 
encourage statistics instructors to consider developing and 
mentoring undergraduate research articles and to provide a 
summary of the different kinds of possible projects. 
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