To better balance the reliability and conservativeness of uncertainty sets of robust optimization, the concept of adaptive uncertainty sets is proposed in this paper. There are two processes contained in the proposed adaptive uncertainty sets, which are point prediction and uncertainty sets determination. In the process of point prediction, the Long Short-term Memory Network (LSTM) is used to predict the renewable energy output. In the process of uncertainty sets determination, firstly, the prediction data is granulated based on the Modified Fuzzy Information Granulation (MFIG). Then the adjustable parameters are introduced to modify the upper and lower limit parameters of the information granules. Based on the above, the modeling of adaptive uncertainty sets can be achieved. To verify the performance of the proposed adaptive uncertainty sets, three groups of wind power output data of California are introduced to the contrast experiments. The simulation results demonstrate that, under 90% confidence level, the adaptive uncertainty sets method has a higher prediction interval coverage probability and a smaller prediction interval average width compared to the box uncertainty sets and the ellipsoidal uncertainty sets, which illustrates the good performance of the adaptive uncertainty sets in reliability and conservativeness.
I. INTRODUCTION
With the continuous improvement of renewable energy generation technology, more and more renewable energy is introduced into the power system. Renewable energy relieves the environmental pressure but brings great challenge to the operation of the power system. Because of the randomness and uncertainty, when large-scale renewable energy is connected to the grid, it will have a serious impact on the safety and stability of the power system [1] - [4] . So, it is of great The associate editor coordinating the review of this manuscript and approving it for publication was Ching-Ter Chang . significance to consider the uncertainty of new energy output when the scheduling strategy is generated [5] - [10] .
At present, there are two main methods to solve such problems, which are stochastic optimization method and robust optimization method [11] , [12] . When the stochastic optimization method is used to solve the uncertain problem, the probability distribution of the historical data of the uncertain variable is firstly analyzed. Then several typical scenarios are chosen based on the probability distribution. On this basis, the deterministic problem is solved in each typical scenario. Finally, the stochastic optimization is conducted by minimizing the summation of the objective function value of every typical scenario with the corresponding weight. Although the uncertainty included in power system can be more comprehensively showed through the stochastic optimization method, it needs to determine the accurate probability distribution and construct many scenarios. When it is difficult to obtain the accurate probability distribution of the uncertain variable, the robust optimization method is a powerful tool to handle it. In the progress of robust optimization, the fluctuation range of the parameter is described by the uncertainty sets. The reliability of the system within the range of uncertainty sets can be strictly guaranteed because the robust optimization focuses on the worst-case of the uncertainty sets. The robust optimization is an effective method in addressing problem of renewable generation [13] , [14] .
Although the robust optimization method has high reliability and small computational complexity, the performance of the optimal solution is greatly affected by the uncertainty sets. It is of great importance to choose suitable uncertainty sets. At present, there are three commonly used robust optimization uncertainty sets, namely box uncertainty sets, polyhedral uncertainty sets, and ellipsoidal uncertainty sets [15] , [16] .
In paper [17] , the box uncertainty sets are used to handle the error of the financial parameter, and on this basis, the order execution problem is solved. The new uncertainty sets named correlated polyhedral uncertainty sets are developed in paper [18] . The correlation matrix of uncertain coefficients is introduced in this method, and the proposed sets are advantageous when correlations exist among uncertain coefficients. In paper [19] , to overcome the drawback that the results of robust optimization with the traditional uncertainty sets are too conservative, a joint ellipsoidal uncertainty sets method is introduced. The results demonstrated the effectiveness of the proposed method.
The above methods have a common feature that the determination of the uncertainty sets largely relied on the history data. The history data of uncertain variables is analyzed from many aspects to balance reliability and conservativeness of uncertainty sets, but the prediction results themselves are rarely studied. However, with the improvement of forecasting technology, more and more useful information will be contained in the prediction data. The performance of the robust optimization might be improved if the prediction data is properly utilized in the process of modeling uncertainty sets. From this perspective, the concept of adaptive uncertainty sets method is proposed in this paper. Specifically, LSTM is applied to predict the output of renewable energy. And the prediction data is granulated based on the MFIG. Then the adjustable parameters are introduced to modify the upper and lower limit parameters of the information granules. Based on the above, the adaptive uncertainty sets can be determined. To prove the effectiveness of the proposed adaptive uncertainty sets, the measured wind power data from California, USA is used as experimental data. And the contrast experiments of uncertainty sets respectively based on adaptive uncertainty sets, box uncertainty sets, and ellipsoidal uncertainty sets are conducted. The results illustrate the effectiveness of the proposed method. This paper is organized as follows. Section II is dedicated to introducing some brief concept of the typical uncertainty sets and evaluation indexes of uncertainty sets. Section III gives the introduction of the adaptive uncertainty sets and shows its modeling process. In the next section, the contrast experiments of this proposed method are shown. Finally, the main conclusions are drawn in section V.
II. UNCERTAINTY SETS OF ROBUST OPTIMIZATION
Robust optimization has the characteristics of high reliability and small computational complexity. It is an important method to deal with the optimization problem of the power system. The fluctuation of the variable is described through the uncertainty sets in robust optimization. As long as the value of the parameter is within the range of the uncertainty sets, the solution of the robust optimization model is feasible. It is of great significance for the robust optimization to construct an accurate and effective uncertainty sets. Some typical uncertainty sets and the evaluation of the uncertainty sets are introduced as follows:
A. TYPICAL UNCERTAINTY SETS
There are three typical uncertainty sets, which are box uncertainty sets, polyhedral uncertainty sets, and ellipsoidal uncertainty sets. The above three types of uncertainty sets are briefly described as follows [15] , [16] :
(1) Box uncertainty sets When the box uncertainty sets are applied to model the uncertainty of variable, the uncertainty sets of uncertain variables can be expressed as
where W box are the uncertainty sets of the uncertain variables. w is the prediction value of the random variable. w represents the fluctuation range of the random variable. w max is the maximum of the fluctuation range.
(2) Polyhedral uncertainty sets When the polyhedral uncertainty sets method is applied to model the uncertainty of variable, the uncertainty sets of uncertain variables can be expressed as
where W polyhedral represents the uncertainty sets of uncertain variables. U β is the constant corresponding to the cumulative distribution probability of random variables when the confidence probability is β. represents the covariance of w.
(3) Ellipsoidal uncertainty sets When the ellipsoidal uncertainty sets are applied to model the uncertainty of variable, the uncertainty sets of uncertain variables can be expressed as
where, W ellipsoidal are the uncertainty sets of uncertain variables, and represents the covariance of w. VOLUME 8, 2020
B. EVALUATION INDEXES OF UNCERTAINTY SETS
To analyze the performance of the uncertainty sets methods, the following evaluation indexes are introduced in this paper:
(1) Prediction Interval Coverage Probability The Prediction Interval Coverage Probability (PICP) indicates the probability that the actual value falls within the prediction interval. Under the same confidence level, the larger the result is, the better the modeling result of the uncertainty sets method is. The specific calculation formula is shown as follows [20] :
where U is the total number of time series to be predicted, u = 1, 2, . . . , U , and A u are the counting functions, which can be defined as follows:
where, V min u and V max u represent the lower and upper limits of the prediction interval, respectively.
(2) Prediction Interval Average Width The Prediction Interval Average Width (PIAW) represents the average difference between the upper and lower boundaries of the prediction interval. Under the same confidence level, the smaller the result is, the better the modeling result of the uncertainty sets is. The specific calculation formula is as follows [20] :
where V u represents the actual wind power output data.
III. THE ADAPTIVE UNCERTAINTY SETS
In the above papers, only the historical data is utilized to model the uncertainty sets, which will lead to the neglect of valuable information contained in prediction data. To overcome this insufficiency, the concept of adaptive uncertainty sets method is proposed in this paper. There are two main processes in adaptive uncertainty sets, which are point prediction and uncertainty sets construction. In the progress of point prediction, LSTM is utilized to predict renewable energy output. In the process of uncertainty sets determination, firstly, the prediction data is granulated based on the MFIG. Then the adjustable parameters are introduced to modify the upper and lower limit parameters of the information granules. Based on the above, the modeling of adaptive uncertainty sets can be achieved. The specific introduction is shown as follows:
In the progress of point prediction, LSTM is utilized to predict the uncertain variables. LSTM is a special kind of Recurrent Neural Network (RNN), which can flexibly adapt to the time characteristics of the learning tasks [21] , [22] . There are three main steps in this progress, which are data preprocessing, network training, and data predicting, respectively.
1) DATA PREPROCESSING
The different scales of input data and output data will have a negative effect on the model's learning ability. Therefore, the variables should be normalized to ensure they remain on the same scale. In this paper, the z-score normalization algorithm is chosen to standardize the data. The normalization operation is as follows [23] :
where z is the data after normalization, x is the data before normalization. u is the mean of the variables, and σ is the standard deviation of the variables.
2) NETWORK TRAINING
To obtain a better prediction result, there are some weights of the hidden layer need to be optimized. The loss function shown as the formulation (8) is chosen as the evaluation index. The loss function will correspond to a minimum value if the optimal weights of the hidden layer are selected. And the Adaptive Moment Estimation (ADAM) method is selected to solve this optimization problem.
where i denotes the i-th iteration, and N denotes the total number of iterations.ŷ i represents the simulated data, and y i represents the actual data.
3) DATA PREDICTING
Based on the optimal parameters determined in the training progress, the standardized prediction results can be obtained by the module of prediction according to the standardized input data. Then the real prediction results can be achieved by the process of inverse normalization. The flowchart of the point prediction process can be expressed as follows:
B. UNCERTAINTY SETS CONSTRUCTION
There are three main steps contained in this progress, which are windows generation, parameter calculation, and adjustable parameter determination.
1) WINDOWS GENERATION
The window generation process is to divide the time series into several sub-sequence. The width of the window can be adjusted according to the actual application [24] .
2) PARAMETER CALCULATION
In order to determine the information of maximum and minimum contained in the prediction results, triangular fuzzy particles are selected in this paper. According to W. Pedrycz, the traditional triangular fuzzy set membership function can be expressed as follows [25] :
where x is the variable in the domain of X . a, m, and b are the input parameters of the membership function A. a represents the minimum value of the data within the operation window, m represents the general trend of the data within the operation window, and b represents the maximum value of the data within the operation window. The traditional W. Pedrycz fuzzy granulation method has a membership value of zero for data outside granule support. Therefore, relatively small support will be obtained because partial data information was lost. In order to drawback this deficiency, the original triangular fuzzy set membership function is modified as follows:
where PB = (a ,m,b ) is the fuzzy information granule constructed by the membership function B.
For the fuzzy information granule PA and PB, the relationship between their parameters is a ≤ a ≤ b ≤ b . The details of the proof process can be shown as follows:
Proof:
When constructing the granules according to the membership function A, assume Q(a) is the maximum in the case of a = x k 1 , then
When constructing the granules according to the membership function B, assume Q(a ) is the maximum in the case of a = x k 2 , then
From the formulation (12) , it can be known that Q 2 (x) is the maximum in the case of x = x k 2 . So, if a > a, that is x k 2 > x k 1 , then Q 2 (x k 2 ) < Q 2 (x k 1 ), Q 1 (x k 2 ) < Q 1 (x k 1 ). On the basis of the above, the following inequality can be obtained:
The formulation (13) is contradictory to the condition that Q(a ) is the maximum in the case of a = x k 2 , so a ≤ a. The inequality of b ≤ b can be proved as same. end
The parameters of the fuzzy information granule PB can be calculated as follows:
a. The solution of the kernel m Reorder the time series data in ascending order, and the new sequence is still recorded as X = (x 1 , x 2 , . . . , x n ). Then, when n is even, m = (X (n/2)+X (n/2+1))/2. Or, m = X ((n+1)/2).
b. The solution of the parameter a and b Assume s = n/2 when n is even, and s = (n-1)/2 when n is odd. Then the modified triangular membership function can be shown as the formulation (14) . Parameters a and b corresponds to the optimal value in the case of the objective function value is the maximum.
(3) Adjustable parameter determination The parameters a and b of all operating windows are used to compose the upper and lower limits of the adaptive uncertainty sets. At the same time, in order to further improve the coverage of the uncertainty sets, the adjustable parameters k 1 , k 2 are introduced into the adaptive uncertainty sets. The adjustable parameter under a certain confidence level can be determined based on the historical prediction results, then the adaptive uncertainty sets can be expressed as [
The flowchart of the uncertainty sets construction process can be expressed as follows:
IV. CASE STUDY
In order to verify the effectiveness of the adaptive uncertainty sets, contrast experiments among the adaptive uncertainty sets, the box uncertainty sets, and ellipsoidal uncertainty sets are conducted in this paper. The contrast experiments are conducted through MATLAB 2018b based on a personal computer with Intel Core i5 CPU and 8GB RAM. The measured data of California in April, July, and October 2005 are chosen to conduct the contrast experiment, which is recorded every 15 minutes and there are 2880 data every month. The first 90% of the data is used for model training, and the rest is used to verify the performance of the different uncertainty sets. The wind power output data of April, July, and October correspond to 1∼3 groups respectively, and the details of the measured data are shown as follows:
A. MODELING OF ADAPTIVE UNCERTAINTY SETS
In the process of point prediction, the prediction of wind power output is achieved by the LSTM. In this process, the meteorological data including wind speed, wind direction, pressure, temperature are regarded as the input, and the wind power output data is considered as the output. The number of input layers is set as 4, and the number of output layers is set as 1. The learning rate is 0.005, and the dropout probability is 0.2. The dropout period is 125, and the number of iterations is 200. On this basis, the meteorological data and the training data are normalized firstly according to the z-score normalization algorithm. Secondly, the training process of the LSTM is carried out, and the iterative curves of the SSE index in the training process are shown as follows:
From Figure 4 it can be known that, in the training process of point prediction, the SSE indexes of three groups data are gradually converging with the increase of iterations. It can be considered that the parameters of LSTM have been trained to the optimal during the training process.
Based on the optimal parameters obtained by the training process, the prediction process of the test data is performed. And the prediction results are shown in Figure 5 . It is demonstrated that the prediction results based on the optimal parameters can effectively track the trend of the actual situation, and most of the relative prediction errors are distributed within ±20%. It can be concluded that the good prediction results can be obtained based on the LSTM.
In the process of uncertainty sets determination, the width of the window is chosen to be 4, so that the prediction results can be determined by hourly. Then the parameters a and b in every window are calculated according to formulation (14) . Based on the above, the K 1 and K 2 at a certain confidence level can be determined to adjust the parameters a' and b' according to the statistical analysis of the prediction results of the training data. In this paper, the relationships between confidence level and adjustable parameters are shown as follows:
From Figure 6 , under the 90% confidence level, the adjustment parameters of three groups data are (0.07, 0.10), (0.05, 0.10), and (0.23, 0.10). Then the results can be modified by the adjustable parameters K 1 and K 2 , and the modeling of adaptive uncertainty sets can be achieved. The final results of the adaptive uncertainty sets are as follows:
From Figure 7 it can be found that the fact data is basically included in the upper and lower limits determined by the adaptive uncertainty sets. The fluctuation width corresponding to different output data is different. When the data fluctuation is relatively flat, the width of the uncertainty sets is narrow. And when the data fluctuation is severe, the width of the uncertainty sets is relatively wide. This is consistent with the actual situation. In actual situations, wind power output data is affected by meteorological factors. When external meteorological conditions change greatly, the data prediction will have a large deviation, and when the meteorological conditions are relatively stable, the forecast results are generally more accurate.
B. COMPARISON OF UNCERTAINTY SETS MODELING
In order to verify the performance of the adaptive uncertainty set, under the 90% confidence level, the error distribution maps of three uncertainty sets methods are compared in this paper. The ordinate in the figure represents the percentage of the prediction error relative to the actual value, and the details are shown in Figure 8 .
From the Figure 8 , it is shown that, in the three methods, the uncertainty sets obtained by the adaptive uncertainty sets method is more in accord with the distribution of the prediction error. Meanwhile, the adaptive uncertainty sets method has a narrower relative error bandwidth compared with Box uncertainty sets method and Ellipsoidal uncertainty sets method.
To further verify the quality of the proposed According to the above definition, under the 90% confidence level, the calculation results of the PICP and PIAW indexes of the three uncertainty sets methods are shown in Table 1 :
From Table 1 it can be known that, under the same confidence level, the adaptive uncertainty sets method has a higher prediction interval coverage probability and a smaller prediction interval average width. Specifically, for the three groups of test data, the V PICP of the adaptive uncertainty sets are 94.44%, 95.83%, and 93.06%, respectively, which are the highest among the three uncertainty sets methods. And at the same time, the V PIAW of the adaptive uncertainty sets are 0.3063, 0.3595 and 0.4715, which corresponds to the minimum of the three uncertainty sets methods.
V. CONCLUSION AND DISCUSSION
To construct a new uncertainty sets with higher reliability and less conservativeness, the concept of adaptive uncertainty sets is proposed in this paper. Different from the typical uncertainty sets, not only the information contained in the history data, but also the useful message of the prediction data is utilized to construct the adaptive uncertainty sets. Specifically, LSTM is applied to predict the output of renewable energy, and the MFIG is used to obtain the useful information contained in the result of the prediction data. Then the adjustable parameters are introduced to modify the upper and lower limit parameters of the information granules. Based on the above, the adaptive uncertainty sets can be determined. To verify the performance of adaptive uncertainty sets, the wind power output from California is introduced in the case study. The results of the simulation showed that, at the same confidence level, the adaptive uncertainty sets method has a higher prediction interval coverage probability and a smaller prediction interval average width compared to the box uncertainty sets and the ellipsoidal uncertainty sets. However, because the proposed adaptive uncertainty sets are modeled based on the predicted results, this method is dependent on the prediction accuracy. If the training data and the test data have large deviations, and the prediction result obtained from the training data contains less useful information, the result of this adaptive uncertainty sets method is not suitable. WEIRONG CHEN (Senior Member, IEEE) received the B.S and M.S. degrees in electronic engineering from Electronic Science and Technology University, in 1985 and 1988, respectively, and the Ph.D. degree in power system and its automation from Southwest Jiaotong University, Chengdu, China, in 1998. He was a Senior Visiting Scholar with Brunel University, England, in 1999. He is currently a Professor with the School of Electrical Engineering, Southwest Jiaotong University. His research interests include renewable energy and its applications, fuel cell locomotive technology, and power system control. He has published more than 120 refereed journal articles and conference papers, and six books. He is the holder of more than 40 Chinese patents. He is IET Fellow.
