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Abstract 
This paper focuses on the use of kernel method and projection pursuit regression for 
non-parametric probability density estimation. Direct application of the kernel method 
is not able to pick up characteristic features of multidimensional density function. We 
propose a fuzzy projection pursuit density estimation based on the membership function 
and the eigenvector of the covariance matrix. Marginal densities along the subspace 
spanned by the projection vector are estimated. The proposed projection pursuit is one 
of the methods which are able to bypass the 'curse of dimensionality' in multidimen- 
sional density estimation. An application to experimental design for machining accuracy 
of end milling with the tool in small diameter is presented to demonstrate its useful- 
ness. © 1999 Elsevier Science Inc. All rights reserved. 
Keywor&': Fuzzy class; Projection pursuit; Eigenvalue method; Kernel method; Density 
estimation 
I. Introduction 
It is well-known in the literature that the three-layer neural network can find 
out good decision boundaries from given data. However, the response of such 
a network to a novel input which is far away from any of the training points, is 
not zero but is highly likely to be high, because the sigmoid function used in the 
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hidden layer is the global response function. From a practical viewpoint, 
Smyth [3] has discussed approximations of the full kernel model [1,2] as well as 
links to the local basis function neural network. Brown and Harris demon- 
strated in their book [4] that there exists an invertible relationship between 
fuzzy logic systems [5] and RBF networks [6], with each inheriting the prop- 
erties of the other. The networks have the architecture that uses a single in- 
ternal layer of locally tuned processing units. The neurofuzzy models share 
common properties [7-9]. 
Smyth [3] suggested that the kernel density estimators are a possible class of 
generative models which have particular theoretical dvantages. The generative 
model has the ability to detect novel classes and is easily adaptable. The general 
problem of the non-parametric estimation is to estimate a probability density 
functionfwhen no formal parametric structure is specified, given a random d- 
dimensional observations. The kernel estimate [11,3] is one of the successful 
methods about the non-parametric estimate. 
Many approaches to non-parametric estimation of the univariate proba- 
bility density functions have been extensively studied [10]. For the multivariate 
case, extensions of methods of univariate density estimation are usually 
straightforward. However, in practice it is hard to directly extend the univar- 
iate density estimation method to multivariate one. It is one of reason that the 
statistical performance of estimation methods is deteriorated by the so-called 
'curse of dimensionality'. 
Friedman et al. [12] proposed the multivariate density estimation based on 
the notion of projection pursuit [13-16], which is one of methods to overcome 
the 'curse of dimensionality' and pick up characteristic features of the density 
function. They call it as 'Projection Pursuit Density Estimation (PPDE)'. Both 
dimensionality reduction and density estimation can be pursued at the same 
time, but the PPDE needs a Monte Carlo method and its computation is in- 
tense.  
This paper focuses on the use of the kernel method and the projection 
pursuit regression for non-parametric probability density estimation. The 
proposed projection pursuit method is based on the eigenvector f covariance 
matrix. An application to experimental design for machining accuracy of end 
milling with the tool in small diameter is presented to illustrate the proposed 
PPDE by the eigenvalue method. 
2. Kernel density estimation 
First, we review the kernel density estimation using the Jack knife method 
[3] and then propose a projection pursuit regression method to pick up a 
characteristic density distribution in a low dimensional space in Section 3. 
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The formal aim of non-parametric density estimation is to estimate the 
probability of a d-dimensional random vector X ~ ~a on the basis of i.i.d 
observations a j , . . . ,  aj,..., aj without he assumption that the density belongs 
to a particular parametric family, aj denotes the jth observation whose di- 
mension is d. Let the number of the observations be J. The ith component in 
dimension i of vector ai is represented by a kernel function whose center is a~/ 
and smoothing parameter is b. b is also called as the bandwidth of the estimator 
or the window width. In order to evaluate smoothing parameter b for the 
approximation performance of the kernel model we fix the smoothing pa- 
rameters b for all observations and all classes. Since the popular choices of 
univariate kernels include the Gaussian kernel with unbounded support, we use 
it in this paper. 
Let xi be the ith element of the d-dimension vector x. The univariate kernel 
function is defined as: 
= . (1) 
Then the multivariate kernel function is defined with the product univariate 
kernel as: 
Ka(x) = 1--IGu(x,). (2) 
i I 
When d = 1, the univariate kernel function is represented by 
When d = 2, the multivariate kernel function is represented by 
Kj(x,,x2)= exp(  - (x '  -a ' j )2  + (x2 - a2j)2) 
b 
The integral of a kernel Kj(x) is: 
l,= f ... f Kj(x)dx=( b) 
where f represents f~ .  In case of d = 1 the integral of the kernel is 
I, = f Ks(x, ) dx, = x /~ 
and in case of d = 2 
I2 = / f Xj(Xl,X2) dx, dx2 = 
(3) 
(4) 
(5) 
(6) 
(7) 
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The estimated probability density function f(x) is obtained by summing the 
contributions of the kernel Kj(x) over all the observations as: 
| J 
.~(x) -- ~ ~/ ( / . ) ,  (8) 
where J is the number of the observations. Generally as J ~ co, it is required 
that smoothing parameter b tends to 0 in order that the estimator J~(x) be 
asymptotically unbiased. In case of d = 1, the density estimator is written by 
" (  ) f (x , ) -  -c-v~-~exp (x , -a i i )  2 
dV~O i=l 
and in case o fd  = 2 
1 Sexp(_(x,-a,/)2+(x2-a2j)2 ) /(x,,x,) = 7-~ j~ ,  -~ " 
(9) 
(10) 
Since estimation efficiency by the kernel method depends on the smoothing 
parameter, the choice of b is an important problem. Let f(x) denote the true 
probability density distribution, and j~(x) denote the estimated ensity distri- 
bution. J~(x) is defined by the kernel function and the smoothing parameter is
chosen to maximize a goodness of fit of the estimating function. 
Relative goodness of fit by the Kullback-Leibler distance (K-L distance) is 
(11) 
Since the first term on the right-hand side of Eq. (11) is unknown but a con- 
stant, in order to minimize K-L distance, let the second term 
f" J(log/(x))S(x)d. (,2) 
be maximized. This term is called as the cross-entropy. When the observations 
are independent each other, the cross entropy is estimated by the average of the 
log-likelihood as: 
1 S log./(ai). (13) 
J /.=] 
Since the observations as, j = 1, . . . ,d ,  are given, f is a function of b. The 
likelihood is maximized at b = 0, and then it results in a density estimate which 
has delta functions at each observation. We use the 'Jack knife method' which 
[17]. 
Let the jth observation be 
likelihood (PLL) is defined as: 
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is a cross-validation method proposed by J.D.F. Habbema and J. Hermans 
a /= (au, a2j, • • •, ad/), the pseudo-logarithm- 
(fI )/ 1 Gij(aij , 
f ;(ak) - (j - l)id /=L./¢k \ i= ' / 
1 J 
PCC = 2 2~2 i°gfk* (a~)" 
--k=! 
(14) 
(15) 
The optimal value of the smoothing parameter b that maximizes this PLL 
(Eq. (15)) is determined by numerical optimization. 
3. Projection pursuit by eigenvalue method 
In this section, we propose a projection pursuit method based on the 
membership function and apply it to the density estimation. 
Let us consider the observations Xi, J = 1, . . . ,  J, are divided into two fuzzy 
classes C and D. The class C is the fuzzy set in which the probability density of 
the data is relatively large and the class D is the fuzzy set in which the prob- 
ability density is relatively small. The compatibility degree with class C is de- 
fined by the membership function m(f), then the two fuzzy classes C and D are 
{(x/,m(f/)) [ j  = 1 . . . . .  J} and {(X/, 1 -m(J))) [ j  = 1,... ,J} respectively. The 
membership m0D) is defined by normalizing the estimated ensity f such that 
its maximum value attains 1.0. 
It is assumed that the probability density functions are unimodal or likely 
unimodal, and the data in class C exist near the center of the region, and those 
in class D exist near both edges of the region. We obtain a projection vector 
such that in the projected space the variance of the data set C is small and the 
variation of the data set D from the average of C is large. In other words, we 
seek for a model marginal density along the subspace spanned by p is the 
unimodal and univariate probability density function whose kurtosis is large. 
y is defined by a projection of x: 
y =pTx, (16) 
where p E ~" is a projection vector. T denotes transpose. Let us define sample 
variance of y in the class C as: 
1 J 
{7 c2= ~CC /~l m(/)) CEi - )?)2 = pT Z p ' =  C (17) 
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where 
J 
Jc = Zm( j ) ) ,  (18) 
/=1 
1 J 
p : 7-.~_.m(J})'yj, (19) 
°C  j= l  
Zc = ~c/~1 m( j ) ) (x j l  = - x)(xj _ x)T (20) 
1 J 
Y¢ = 75_ Zm( f / )  . xj. (21) 
oc  
j=  I 
The variation of the projection y in the class D from the average 37 of the 
projection y in the class C is defined as: 
l ~-'~.(1-- m(fj))(yj--37)2 =pTZp , (22) 
O'D -- J - Jc/_.1 D 
where 
1 J 
- J - Jc ~-~(1 - m(f/)). (xj - ~)(xj - .~)T. (23) 
O / l 
Now we consider the maximization problem of the following projection index 
Q(p). 
pX )-]o P 
Q(P) - pT ) - ]C~ " (24) 
To find the maximizing value p for Q(p), we differentiate the right member of 
Eq. (24) with respect to the p, set the derivatives equal to zero, and obtain the 
stationary equation. 
Zp=2Zp.  (25) 
D C 
The eigenvector p corresponding to the largest eigenvalue is obtained by 
solving the eigenvalue problem of Eq. (25). By substituting this eigenvector p 
and the predictor vector x into Eq. (16), the projection y is obtained. 
4. Numerical simulation 
In the simulation, we use the following artificial data. The number of the 
data is 150, the dimension is 2 and the data (a~, a2) are generated by the fol- 
lowing procedure. 
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Step 1. a~ is generated from Eq. (26) with five normal random numbers X, ,-~ 
N(/~,a 2) where ~t = 0, a2= 1. a~ follows the f distribution with freedom 
4,=5.  
, 1 5 
a, = ~2 ~-'~'JX/- ~t)2 -2- ~ . (26) 
i- I 
a~ is a normal random number following the uniform distribution, a~ E [0, 1]. 
Step 2. The generated ata (aT, a;) in Step 1 are translated into (aj, a2) by 
Eqs. (27) and (28) respectively. 
, 
al = (a,, a2) 1/v/~), (27) 
, , , /  
a2 = (a l ;  a2)k_ l /v~ ).  (28) 
Firstly, we obtained a two-dimensional probability density function using 
the kernel method. Table l(a) shows the result of simulation, which lists the 
values of b and PLL. In Table 1, when b=0.01, PLL is largest, then the 
smoothing parameter b= 0.01 is chosen. Fig. 1 shows the result of the kernel 
method, in which the estimated istribution function from the data is drawn 
with both contour curves and 3-D graphic. In the figure, 'o' represents a data 
(al, a2). In Fig. 2, we show the simulation result by the proposed PPDE, in 
which 1-dimensional distribution function is estimated. The projection vector p 
is calculated by solving the eigenvalue problem (Eq. (25)), resulting in 
p = (Pl, P2) = (0.603, 0.797). Table l(b) lists the values orb and PLL. In case 
of b = 0.006 the PLL is maximized. In Fig. 2 the solid line shows the estimated 
density which is similar to the Z 2 distribution whose degree of freedom is 5. 
Table 1 
Result of Jack knife method. The values of smoothing parameters b and PLL are shown 
(a) 2-dimension (b) 1-dimension 
b PLL b PLL 
0.004 0.3209 0.001 0.4317 
0.005 0.3629 0.002 0.4950 
0.006 0.3865 0.003 0.5140 
0.007 0.4001 0.004 0.5214 
0.008 0.4078 0.005 0.5240 
0.009 0.4119 0.006 0.5243 
0.010 0.4135 0.007 0.5234 
0.011 0.4134 0.008 0.5216 
0.012 0.4121 0.009 0.5192 
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Fig. 1. Two-dimensional density estimator for artificially generated data. 
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Fig. 2. One-dimensional density estimator for artificially generated data. 
5. An application to determining the level of input in experimental design 
The proposed method is applied to determining the level of input variable in 
experimental design for machining accuracy of end milling with the tool in 
small diameter. The accuracy is affected by machining conditions, that is, 
cutting speed, feed rate, depth of cut and run out of the tool. In experimental 
design for optimization of end milling, the run out is one of input variables, 
and its level must be set. The run out, however, is not controllable, since it can 
be regarded as a kind of probabilistic phenomenon. In order to determine the 
levels of run out, its probability density function is estimated after measuring 
the run out of end mill. As shown in Fig. 3 the length of run out is measured at 
two places. The one is the end of cutting edge, the other is the point at 3 mm 
distance from the one. The data are normalized within unit interval [0, 1] and 
the probability density function is estimated by applying the proposed method. 
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~End mill 
A'/A]~ \ B '/V'/~ M~ 
Test indicator 
Fig. 3. Experimental setup. 
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All of the data, however, are positive values, the correction for la (Eq. (5)) 
should be made as follows. For d = 1 
J 
I, = E (1  - q,j)V/~, (29) 
j l 
where qlj is the ratio of the jth area in negative part to the total one and is 
expressed by Eq. (30) using the approximation fnormal distribution function 
N[0, 1] by J.D. Williams [18]. 
q , ,=~-  1 -exp  - , 
where 
al j  
For d = 2 
J 
12 = Z( (1  - q,j) + (1 - q2j) + qljq2j)rcb, 
j=l 
where 
q l s=~-  1 -  exp - - -  , 
1 / ( 2#~j'~ 
q2/=~-  1-exp  -~- - j ,  
(30) 
(31) 
(32) 
(33) 
(34) 
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alj (35) 
#lj - x/~-/2 
a2j (36) 
&s - V/~-/2 
Table 2(a) shows the results obtained from Step 1 in Section 2 using the ex- 
perimental  data. b = 0.015 is selected. Fig. 4 shows the contour map of  
probabi l i ty  density function and its 3-D graphic, in which Xl and x2 correspond 
to the distance between A and B, and between A'  and B' respectively. The 
project ion vector p = (pj, p2) is obtained as pl = 0.872 and pz = 0.488. Fig. 5 
shows the one-dimensional  distr ibut ion function estimated by the proposed 
PPDE.  The three levels of  the run out are determined so that the probabi l i t ies 
of  them are the same with each other, then the bounds of  three levels are 3.6 
and 6.0. 
Table 2 
Result of Jack knife method for experimental data.The values of smoothing parameters b and PLL 
are shown 
(a) 2-dimension (b) 1-dimension 
b PLL b PLL 
0.011 -4.8964 0.011 -4.53379 
0.012 -4.8918 0.012 -4.53351 
0.013 -4.8889 0.013 -4.53339 
0.014 -4.8872 0.014 -4.53338 
0.015 -4.8865 0.015 -4.53348 
0.016 -4.8865 0.016 -4.53366 
0.017 -4.8871 0.017 -4.53391 
0.018 -4.8882 0.018 -4.53423 
15 
X2 
0 
0 Xl 12 
1 5 ~ 1 2  
0 0 
Fig. 4. Two-dimensional density estimation for experimental data. 
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3.6 6.0 15 
Y 
Fig. 5. One-dimensional density estimation for experimental data. 
6. Conclusion 
This paper focused on the use of kernel method and projection pursuit re- 
gression based on the membership function of fuzzy sets and the eigenvalue 
method for non-parametric probability density estimation. The aim of the 
method is to bypass the 'curse of dimensionality' in multidimensional density 
estimation and pick up a characteristic feature of density function. We applied 
the proposed method to determining the level of input in experimental design 
for machining accuracy of end milling. In this study we have used the Jack 
knife method as a cross validation method to estimate the smoothing param- 
eter. Though the results reported here show that the likelihood function is well- 
behaved as a function of the smoothing parameter, the estimates can have a 
high variance across particular data sets, and there can be local minima 
problems. It is left for future study to develop other useful cross variation 
methods uch as a heuristic unbiasedness criterion using a nonlinear trans- 
formation of observations. 
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