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ESPRIT-Type Algorithms for Arbitrary and Strictly
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Abstract—Spatial smoothing is a widely used preprocessing
scheme to improve the performance of high-resolution parameter
estimation algorithms in case of coherent signals or if only a
small number of snapshots is available. In this paper, we present
a first-order performance analysis of the spatially smoothed
versions of R-D Standard ESPRIT and R-D Unitary ESPRIT
for sources with arbitrary signal constellations as well as R-
D NC Standard ESPRIT and R-D NC Unitary ESPRIT for
strictly second-order (SO) non-circular (NC) sources. The derived
expressions are asymptotic in the effective signal-to-noise ratio
(SNR), i.e., the approximations become exact for either high SNRs
or a large sample size. Moreover, no assumptions on the noise
statistics are required apart from a zero-mean and finite SO
moments. We show that both R-D NC ESPRIT-type algorithms
with spatial smoothing perform asymptotically identical in the
high effective SNR regime. Generally, the performance of spatial
smoothing based algorithms depends on the number of subarrays,
which is a design parameter and needs to be chosen beforehand.
In order to gain more insights into the optimal choice of the
number of subarrays, we simplify the derived analytical R-D
mean square error (MSE) expressions for the special case of a
single source. The obtained MSE expression explicitly depends
on the number of subarrays in each dimension, which allows
us to analytically find the optimal number of subarrays for
spatial smoothing. Based on this result, we additionally derive the
maximum asymptotic gain from spatial smoothing and explicitly
compute the asymptotic efficiency for this special case. All the
analytical results are verified by simulations.
Index Terms—Spatial smoothing, ESPRIT, non-circular
sources, performance analysis, DOA estimation.
I. INTRODUCTION
THE problem of high resolution parameter estimationfrom multi-dimensional (R-D) signals with R ≥ 1 has
long been a fundamental research area in the field of array
signal processing. Such a task, e.g., estimating the direc-
tions of arrival, directions of departures, frequencies, Doppler
shifts, etc. arises in a wide range of applications including
radar [2], sonar [3], channel sounding [4], [5], and wireless
communications [6]. R-D ESPRIT-type parameter estimation
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algorithms [7] have attracted considerable attention due to their
fully algebraic estimates and their low complexity. Hence,
their analytical performance assessment has also been of
great research interest. Two fundamental performance analysis
concepts for 1-D parameter estimation have been established
in [8] and [9]. While [8] relies on the eigenvector distribution
of the sample covariance matrix and is only asymptotic in the
sample size N , the framework in [9] provides an explicit first-
order approximation of the parameter estimation error based
on the superposition of the signal component by a small noise
perturbation. The latter is asymptotic in the effective signal-to-
noise ratio (SNR), i.e., the results become accurate for either
high SNRs or a large sample size. Therefore, [9] is more
general than [8] as it is even valid for N = 1 if the SNR
is sufficiently high. In [10], [11], this performance analysis
framework was extended to R-D parameter estimation, where
no assumptions on the noise statistics apart from a zero mean
and finite second-order (SO) moments are required for the
analytical mean square error (MSE) expressions.
Many authors have shown that taking advantage of existing
properties of the observed signals such as their strictly SO non-
circular (NC) structure [12] helps to improve the performance
of conventional parameter estimation algorithms. Examples of
such NC signals include BPSK, PAM, and ASK-modulated
signals. They are of practical relevance in wireless commu-
nications, cognitive radio, GNSS satellite systems etc., when
strictly non-circular sources are known to be present, or in
radar, tracking, channel sounding, etc., where the transmit
signals can be designed as strictly non-circular. Recently,
a number of improved subspace-based parameter estimation
schemes, e.g., NC MUSIC [13]–[15], NC Root-MUSIC [16],
NC Standard ESPRIT [17], and NC Unitary ESPRIT [18],
[19] have been developed. It has been demonstrated that
exploiting the prior knowledge on the signals’ strict non-
circularity significantly improves the estimation accuracy and
doubles the number of identifiable sources [18]. The analytical
performance of the MUSIC and ESPRIT-based NC algorithms
has been investigated in [13], [19], [20]. For the special
case of a single source, it was shown in [10] along with
[19] that neither forward-backward averaging (FBA) nor NC
preprocessing in combination with ESPRIT-type algorithms
improve the asymptotic MSE. The more general case of
coexisting circular and strictly non-circular signals has been
considered in [21]–[23].
The aforementioned NC and conventional methods are
2known to yield a high resolution even in the case of correlated
sources. However, they fail when more than two signals1 are
coherent (fully correlated) or if N = 1, as both render the
signal covariance matrix rank-deficient. In practice, coherent
signals often occur in a multipath environment [25] and the
single snapshot case is often encountered in, e.g., channel
sounding [5], co-prime arrays [26], tracking [27]. Assuming
a uniform array geometry, preprocessing via spatial smoothing
[28]–[30] can be applied to estimate the parameters of coher-
ent signals. Spatial smoothing decorrelates coherent signals
by averaging the data received by a number of subarrays
L. As the resulting estimation error depends on L, this is
a design parameter that can be optimized to achieve the
best estimation accuracy. Several performance analyses of
parameter estimation schemes using spatial smoothing based
on the framework [8], which is, however, only asymptotic
in N , have been presented in [31]–[37]. While [31]–[33]
consider spatially smoothed MUSIC-type algorithms, the ref-
erences [34]–[36] study ESPRIT-type algorithms. In [37], a
performance analysis for an interpolated spatial smoothing
algorithm for non-uniform linear arrays was proposed. The
special case of spatial smoothing for a single source was
considered in [32], [33], and in [34] for harmonic retrieval. It
was observed that in this case a gain from spatial smoothing
can be achieved. However, these existing performance analysis
results only concern the 1-D parameter estimation. Analytical
expressions for R-D parameter estimation algorithms such as
R-D Standard ESPRIT and R-D Unitary ESPRIT with spatial
smoothing as well as their recently proposed NC-versions R-
D NC Standard ESPRIT and R-D NC Unitary ESPRIT with
spatial smoothing have not been reported in the literature.
Therefore, in this paper, we present a first-order perfor-
mance analysis for the spatially smoothed versions of R-D
Standard ESPRIT and R-D Unitary ESPRIT as well as R-D
NC Standard ESPRIT and R-D NC Unitary ESPRIT based on
the more general framework in [9], which is asymptotic in the
high effective SNR. We assume a uniform R-D array geom-
etry and use least squares (LS) to solve the shift invariance
equations. However, as LS and total least squares (TLS) have
been shown to perform asymptotically identical [8], the results
obtained for LS are also valid for TLS. The derived closed-
form MSE expressions are explicit in the noise realizations
such that apart from a zero mean and finite SO moments,
no further assumptions on the noise statistics are required. We
show that due to the NC preprocessing both R-D NC ESPRIT-
type algorithms with spatial smoothing perform identical in the
high effective SNR. Further insights into the dependence of
the MSE expressions on the physical parameters are provided
by the case study of a single source. For this case, we first
show that R-D spatial smoothing improves the estimation
accuracy and that all the considered spatial smoothing based
R-D ESPRIT-type algorithms provide the same MSE result,
i.e., asymptotically, no additional gain is obtained from FBA
and NC preprocessing. Based on these results, we analytically
find the optimal number of subarrays L that minimizes the
1Two coherent signals can be separated by forward-backward averaging
(FBA) if the array phase reference is not located at the array centroid [24].
MSE in each of the R dimensions, which extends the 1-D
results in [31]–[37]. This enables us to compute the maximum
asymptotic R-D spatial smoothing gain for a single source in
closed-form. Additionally, we analytically compute the asymp-
totic efficiency of the spatial smoothing based algorithms for
R = 1.
This paper is organized as follows: The R-D data model and
the preprocessing for NC sources are introduced in Section
II. Section III reviews R-D spatial smoothing for ESPRIT-
type and NC ESPRIT-type algorithms. Their performance
analysis is presented in Section V before the special case of a
single source is analyzed in Section VI. Section VII illustrates
the numerical results, and concluding remarks are drawn in
Section VIII.
Notation: We use lower-case bold-face letters for column
vectors and upper-case bold-face letters for matrices. The
superscripts T, ∗, H, −1, + denote the transposition, complex
conjugation, conjugate transposition, matrix inversion, and the
Moore-Penrose pseudo inverse, respectively. The Kronecker
product is denoted as ⊗ and the Khatri-Rao product (column-
wise Kronecker product) as ⋄. The operator vec {A} stacks the
columns of the matrix into a large column vector, diag{a}
returns a diagonal matrix with the elements of a placed on
its diagonal, and blkdiag{·} creates a block diagonal matrix.
The operator O{·} denotes the highest order with respect to a
parameter. The matrixΠM is the M×M exchange matrix with
ones on its anti-diagonal and zeros elsewhere and 1 denotes the
vector of ones. Moreover, Re {·} and Im {·} extract the real
and imaginary part of a complex number and arg{·} extracts
its phase. Also, ‖x‖2 represents the 2-norm of the vector x,
and E {·} stands for the statistical expectation. Furthermore,
we use the short hand notation
L∑
ℓ=1
xℓ =
L1∑
ℓ1=1
L2∑
ℓ2=1
· · ·
LR∑
ℓR=1
xℓ1,...,ℓR , (1)
where ℓ = [ℓ1, . . . , ℓr, . . . , ℓR] and L = [L1, . . . , Lr, . . . , LR]
with ℓr = 1, . . . , Lr, r = 1, . . . , R.
II. DATA MODEL
In this section, we introduce the R-D data model for
arbitrary signals followed by the NC data model for strictly
non-circular signals.
A. Data Model for Arbitrary Signals
Suppose the measurement data is represented by N sub-
sequent observations of a noise-corrupted superposition of d
undamped exponentials sampled on a separable uniform R-D
grid of size M1 × . . . ×MR [7]. The tn-th time snapshot of
the R-D measurements can be modeled as
xm1,...,mR(tn)=
d∑
i=1
si(tn)
R∏
r=1
ej(mr−1)µ
(r)
i + nm1,...,mR(tn), (2)
where mr = 1, . . . ,Mr, n = 1, . . . , N , and si(tn) represents
the complex amplitude of the i-th undamped exponential
at the time instant tn. Furthermore, µ(r)i is the i-th spatial
frequency in the r-th mode, i = 1, . . . , d, r = 1, . . . , R, and
3nm1,...,mR(tn) denotes the zero-mean additive noise compo-
nent. In the context of array signal processing, each of the
R-D exponentials represents a narrow-band planar wavefront
from a stationary far-field source and the complex amplitudes
si(tn) describe the source symbols. The goal is to estimate the
R·d spatial frequencies µi = [µ(1)i , . . . , µ(R)i ]T, ∀i, from (2).
We assume that d is known or has been estimated beforehand.
In order to obtain a more compact formulation of (2),
we form the measurement matrix X ∈ CM×N with M =∏R
r=1Mr by stacking the R spatial dimensions and aligning
the N time snapshots as the columns. This way, X can be
modeled as
X = AS +N ∈ CM×N , (3)
where S ∈ Cd×N represents the source symbol matrix,
N ∈ CM×N contains the noise samples, and A =
[a(µ1), . . . ,a(µd)] ∈ CM×d is the array steering matrix. The
latter consists of the array steering vectors a(µi) correspond-
ing to the i-th spatial frequency, which are given by
a(µi) = a
(1)
(
µ
(1)
i
)
⊗ · · · ⊗ a(R)
(
µ
(R)
i
)
∈ CM×1, (4)
where a(r)(µ(r)i ) ∈ CMr×1 is the array steering vector in the
r-th mode. Alternatively, A can be expressed as
A = A(1) ⋄A(2) ⋄ · · · ⋄A(R), (5)
where A(r) = [a(r)(µ(r)1 ), . . . ,a(r)(µ
(r)
d )] ∈ CMr×d rep-
resents the array steering matrix in the r-th mode. For an
arbitrary phase reference along the r-th mode, A(r) can
be decomposed as [38] A(r) = A¯(r)∆(r), where A¯(r) =
[a¯(r)(µ
(r)
1 ), · · · , a¯(r)(µ(r)d )] ∈ CMr×d satisfies A¯(r) =
ΠMrA¯
(r)∗ and contains the steering vectors a¯(r)(µ(r)i ), i =
1, . . . , d, whose phase reference is located at the centroid of
the r-th mode, i.e.,
a¯(r)(µ
(r)
i ) =
[
e−j
(Mr−1)
2 µ
(r)
i · · · ej (Mr−1)2 µ(r)i
]
. (6)
Furthermore, the diagonal matrix ∆(r) = diag
{
ejδ
(r)µ
(r)
i
}d
i=1
defines the shifts of the phase reference δ(r) ∈
[−(Mr−1)2 ,
(Mr−1)
2 ] for each µ
(r)
i . If the actual phase
reference is at the array centroid of the r-th mode, we
have δ(r) = 0, ∆(r) = Id, and consequently A(r) = A¯(r).
Thus, we can rewrite A in (5) as [38] A = A¯∆,
where A¯ = A¯(1) ⋄ A¯(2) ⋄ · · · ⋄ A¯(R) ∈ CM×d and
∆ = ∆(1) ·∆(2) · . . . ·∆(R) ∈ Cd×d. Again, if δ(r) = 0 ∀r,
we have A = A¯. Using these relations, we obtain the model
X = A¯∆S +N = A¯S¯ +N ∈ CM×N . (7)
Due to the assumption that the R-D sampling grid is uni-
form, the array steering matrix A satisfies the shift invariance
equations given by
J˜
(r)
1 A¯ Φ
(r) = J˜
(r)
2 A¯, r = 1, . . . , R, (8)
where J˜(r)1 and J˜
(r)
2 ∈ R
M
Mr
(Mr−1)×M are the effective R-
D selection matrices, which select Mr − 1 elements (max-
imum overlap) for the first and the second subarray in
the r-th mode, respectively. They are compactly defined as
J˜
(r)
k = I
∏r−1
l=1
Ml
⊗ J(r)k ⊗ I∏Rl=r+1 Ml for k = 1, 2, where
J
(r)
k ∈ R(Mr−1)×Mr are the r-mode selection matrices
for the first and second subarray [7]. The diagonal matrix
Φ
(r) = diag{[ejµ(r)1 , . . . , ejµ(r)d ]} ∈ Cd×d contains the spatial
frequencies in the r-th mode to be estimated.
B. Preprocessing for Strictly Non-Circular Signals
A zero-mean complex random variable Z = X+jY is said
to be SO non-circular if E
{
Z2
} 6= 0 holds, which implies
that its real and its imaginary part are correlated. The degree
of non-circularity is usually defined by the non-circularity
coefficient [12]
κ =
E
{
Z2
}
E {|Z|2} = |κ| e
jψ, 0 ≤ |κ| ≤ 1. (9)
Random variables that satisfy |κ| = 0 or 0 < |κ| < 1 are
called circularly symmetric or weak-sense SO non-circular,
respectively. The case |κ| = 1 describes a strictly SO non-
circular (also referred to as rectilinear) random variable. The
latter, which is considered in this work, implies a linear
dependence between the real and the imaginary part of Z .
Thus, Z can be represented as a real-valued random variable
W which is rotated by a deterministic complex phase term
ejϕ, i.e., Z = W ejϕ.
In a communication system, the case of strictly SO no-
circular signals presumes that the sources transmit real-valued
constellations (BPSK, ASK, Offset-QPSK after a derotation,
etc.) whose symbol amplitudes in the complex plane at the
receiver lie on lines with different phase rotations as the
sources may have different transmission delays. Therefore,
the symbol matrix S in (3) can be decomposed as [18]
S = ΨS0, where S0 ∈ Rd×N is a real-valued symbol
matrix and Ψ = diag{ejϕi}di=1 contains stationary complex
phase shifts on its diagonal that can be different for each
source. Then, S¯ in (7) is given by S¯ = ∆ΨS0 = ΞS0,
where we have defined Ξ =∆Ψ = diag
{
ej(ϕi+δi)
}d
i=1
with
δi =
∑R
r=1 δ
(r)µ
(r)
i .
In order to take advantage of the strict non-circularity of the
signals, we apply a preprocessing scheme to (3) and define the
augmented measurement matrix X(nc) ∈ C2M×N as [18]
X(nc) =
[
X
ΠMX
∗
]
=
[
A¯
A¯Ξ∗Ξ∗
]
S¯ +
[
N
ΠMN
∗
]
= A¯(nc)S¯ +N (nc), (10)
where ΠM is the M × M exchange matrix with ones on
its antidiagonal and zeros elsewhere and we have used the
property ΠMA¯∗ = A¯. Moreover, A¯(nc) ∈ C2M×d and
N (nc) ∈ C2M×N are the augmented array steering matrix
and the augmented noise matrix, respectively.
It was shown in [19] that if the array steering matrix A¯
is shift-invariant (8), then A¯(nc) is also shift-invariant and
satisfies
J˜
(nc)(r)
1 A¯
(nc)
Φ
(r) = J˜
(nc)(r)
2 A¯
(nc), r = 1, . . . , R, (11)
where J˜(nc)(r)k = I∏r−1
l=1 Ml
⊗ J(nc)(r)k ⊗ I∏Rl=r+1 Ml and
J
(nc)(r)
k = I2 ⊗ J(r)k , k = 1, 2. Note that the extended
4dimensions of A¯(nc) can be interpreted as a virtual doubling
of the number of sensors, which leads to a lower estimation
error and doubles the number of resolvable sources [18].
III. R-D SPATIAL SMOOTHING
In this section, we first apply R-D spatial smoothing to the
data model for arbitrary signals in (3) before considering the
strictly non-circular data model in (10).
A. R-D Spatial Smoothing for Signals with Arbitrary Signal
Constellations
In the case of coherent signals (fully correlated), or for
a single snapshot N = 1, the symbol matrix S¯ becomes
row rank deficient, i.e., rank{S¯} < d. If only two signals
are coherent, forward-backward averaging (FBA) [30] can
separate these signals if the corresponding diagonal elements
of ∆ are distinct [24], i.e., the phase reference is not at the
array centroid. For more than two coherent signals, however,
the conventional subspace-based parameter estimators fail to
estimate the directions of the coherent signals. In case of a
uniform array geometry, spatial smoothing preprocessing can
be applied to restore the full row rank d of S¯ albeit reducing
the effective array aperture.
In order to perform R-D spatial smoothing, we apply 1-D
spatial smoothing to each of the R dimensions independently
[7]. To this end, the Mr uniform sampling grid points in the
r-th dimension are divided into Lr maximally overlapping
subarrays, each containing Msubr = Mr − Lr + 1 elements.
The corresponding Msubr ×Mr selection matrix for the ℓr-th
subarray, 1 ≤ ℓr ≤ Lr for 1 ≤ r ≤ R, is defined as
J
(Mr)
ℓr
=
[
0Msubr×(ℓr−1)
IMsubr 0Msubr×(Lr−ℓr)
]
. (12)
Next, we define the L =
∏R
r=1 Lr multi-dimensional selection
matrices
Jℓ = Jℓ1,...,ℓR−1,ℓR
= J
(M1)
ℓ1
⊗ · · · ⊗ J(MR−1)ℓR−1 ⊗ J
(MR)
ℓR
∈RMsub×M (13)
for 1 ≤ ℓr ≤ Lr with Msub =
∏R
r=1Msubr . Then, the
spatially smoothed data matrix XSS ∈ CMsub×NL, which is
subsequently processed instead of X , is given by
XSS =
[
J1,··· ,1,1X J1,··· ,1,2X · · · J1,··· ,1,LRX
J1,··· ,2,1X · · · JL1,··· ,LR−1,LRX
]
=
[
J1,··· ,1,1A¯S¯ · · · JL1,··· ,LR−1,LRA¯S¯
]
+
[
J1,··· ,1,1N · · · JL1,··· ,LR−1,LRN
]
. (14)
Note that by using (5) and (13), the array steering matrix of
the ℓ-th subarray in all R modes can be expressed as
Jℓ1,...,ℓR−1,ℓRA¯ =
(
J
(M1)
ℓ1
A¯(1)
)
⋄ · · · ⋄
(
J
(MR)
ℓR
A¯(R)
)
=
(
A¯
(1)
1 (Φ
(1))ℓ1−1
)
⋄ · · · ⋄
(
A¯
(R)
1 (Φ
(R))ℓR−1
)
= A¯SSΦℓ1,...,ℓR−1,ℓR , (15)
where we have defined A¯(r)1 = J
(Mr)
1r
A¯(r) ∈ CMsubr×d,
A¯SS = A¯
(1)
1 ⋄ · · · ⋄ A¯(R)1 = J1,··· ,1,1A¯ ∈ CMsub×d, and
Φℓ1,...,ℓR−1,ℓR =
R∏
r=1
(Φ(r))ℓr−1.
Consequently, we can rewrite (14) by applying (15) as
XSS = A¯SSΦ
(
IL ⊗ S¯
)
+NSS =XSS0 +NSS (16)
where Φ = [Φ1,...,1,1, · · · ,Φ1,...,1,LR ,Φ1,...,2,1, · · · ,
ΦL1,...,LR−1,LR ] ∈ Cd×Ld, XSS0 ∈ CMsub×NL is the noise-
free spatially smoothed data matrix, and NSS ∈ CMsub×NL
is the spatially smoothed noise. Thus, spatial smoothing
preprocessing reduces the array aperture to Msub sensors and
increases the number of snapshots by the factor L.
It is apparent that A¯SS still satisfies the shift-invariance
equation and we can write
J˜
(r)
SS1
A¯SS Φ
(r) = J˜
(r)
SS2
A¯SS, r = 1, . . . , R, (17)
where J˜(r)SS1 and J˜
(r)
SS2
∈ R
Msub
Msubr
(Msubr−1)×Msub are the R-
D selection matrices that select Msubr − 1 elements for the
first and the second subarray in the r-th mode, respectively.
They are compactly defined as J˜(r)SSk = I∏r−1l=1 Msubl ⊗ J
(r)
SSk
⊗
I∏R
l=r+1 Msubl
for k = 1, 2, where J(r)SSk ∈ R(Msubr−1)×Msubr
are the r-mode selection matrices for the first and second
subarray. As (17) holds, the R·d spatial frequencies can be es-
timated by applying R-D ESPRIT-type algorithms to XSS. In
R-D Standard ESPRIT, the signal subspace UˆSSs ∈ CMsub×d
is estimated by computing the d dominant left singular vectors
of XSS. As A¯SS and UˆSSs span approximately the same
column space, a non-singular matrix T ∈ Cd×d can be
found such that A¯SS ≈ UˆSSsT . Using this relation, the
overdetermined set of R shift invariance equations (17) can be
expressed in terms of the estimated signal subspace, yielding
J˜
(r)
SS1
UˆSSsΓ
(r) ≈ J˜(r)SS2UˆSSs , r = 1, . . . , R (18)
with Γ(r) = TΦ(r)T−1. The R unknown matrices Γ(r) ∈
Cd×d can be estimated, e.g., via least squares (LS), i.e.,
Γˆ
(r) =
(
J˜
(r)
SS1
UˆSSs
)+
J˜
(r)
SS2
UˆSSs ∈ Cd×d. (19)
Finally, after solving (19) for Γˆ(r) in each mode independently,
the correctly paired spatial frequency estimates are given by
µˆ
(r)
i = arg{λˆ(r)i }, i = 1, . . . , d. The eigenvalues λˆ(r)i of
Γˆ
(r) are obtained by performing a joint eigendecomposition
across all R dimensions [39] or via the simultaneous Schur
decomposition [7]. Alternatively,R-D Unitary ESPRIT [7] can
be applied to estimate the R·d parameters, which is preferable
due to its better performance at low SNRs and its real-valued
implementation.
B. R-D Spatial Smoothing for Strictly Non-Circular Sources
If only NC sources are present, a modified spatial smoothing
concept can be applied to the NC model in (10) [18], where we
5select 2Msub out of 2M virtual sensors. Thus, the L selection
matrices in (13) are extended to
J
(nc)
ℓ1,...,ℓR−1,ℓR
= I2 ⊗ Jℓ1,...,ℓR−1,ℓR ∈ R2Msub×2M . (20)
The resulting spatially smoothed data matrix X(nc)SS of size
2Msub ×NL is then given by
X
(nc)
SS =
[
J
(nc)
1,··· ,1,1X
(nc) · · · J(nc)1,··· ,1,LrX(nc)
J
(nc)
1,··· ,2,1X
(nc) · · · J(nc)L1,··· ,LR−1,LRX(nc)
]
. (21)
Following the lines of the previous subsection, we can com-
pactly express (21) as
X
(nc)
SS = A¯
(nc)
SS Φ
(
IL ⊗ S¯
)
+N
(nc)
SS
=X
(nc)
SS0
+N
(nc)
SS ∈ C2Msub×NL, (22)
where A¯(nc)SS = J
(nc)
1,··· ,1,1A¯
(nc) ∈ C2Msub×d and X(nc)SS0 is
the unperturbed spatially smoothed NC data matrix. Note that
spatial smoothing cannot be applied before X(nc) is formed
(10) as this would destroy the NC structure of the source
signals.
As in the previous cases,A(nc)SS is shift-invariant and satisfies
J˜
(nc)(r)
SS1
A¯
(nc)
SS Φ
(r) = J˜
(nc)(r)
SS2
A¯
(nc)
SS , r = 1, . . . , R, (23)
where J˜(nc)(r)SSk ∈ R
2
Msub
Msubr
M
(sel)
subr
×2Msub
, k = 1, 2 are the
corresponding selection matrices that select 2M (sel)subr elements
for the first and the second subarray in the r-th mode. They
are defined as J˜(nc)(r)SSk = I∏r−1l=1 Ml ⊗ J
(nc)(r)
SSk
⊗ I∏R
l=r+1 Ml
,
where J(nc)(r)SSk = I2⊗J
(r)
SSk
∈ R2M(sel)subr×2Msubr are the r-mode
selection matrices for the first and second subarray. Again, R-
D ESPRIT-type algorithms such as R-D NC Standard ESPRIT
and R-D NC Unitary ESPRIT [19] can be used to estimate
the R·d parameters.
IV. PERFORMANCE OF R-D ESPRIT-TYPE ALGORITHMS
WITH SPATIAL SMOOTHING
In this section, we present first-order error expansions of
R-D Standard ESPRIT and R-D Unitary ESPRIT both with
spatial smoothing. The derived expressions rely on the data
model (16) in Section III-A.
A. R-D Standard ESPRIT with Spatial Smoothing
For the perturbation analysis of the estimation error, we
adopt the analytical framework proposed in [9] along with
its extension in [11]. The authors of [9] assume a small
additive noise perturbation and derive an explicit first-order
error expansion of the subspace estimation error in terms of the
noise N , which is followed by a corresponding expression for
the parameter estimation error ∆µi. As a follow-up, analytical
expressions for the MSE that only require a zero mean and
finite SO moments of the noise have been derived in [11].
From (16), it is clear that these assumptions are not violated
by spatial smoothing such that [9] and [11] are still applicable
for the performance analysis.
To derive the signal subspace estimation error for (16),
we express the SVD of the noise-free spatially smoothed
observations XSS0 as
XSS0 =
[
USSs USSn
] [ΣSSs 0
0 0
] [
VSSs VSSn
]H
, (24)
where USSs ∈ CMsub×d, USSn ∈ CMsub×(NL−d), and VSSs ∈
CNL×d span the signal subspace, the noise subspace, and the
row space, respectively, and ΣSSs ∈ Rd×d contains the non-
zero singular values on its diagonal. Writing the perturbed
signal subspace estimate UˆSSs computed from the SVD of
XSS as UˆSSs = USSs + ∆USSs , where ∆USSs denotes the
signal subspace error, the first-order approximation using [9]
is given by
∆USSs = USSnU
H
SSnNSSVSSsΣ
−1
SSs
+O{ν2}, (25)
where ν = ‖NSS‖, and ‖ · ‖ represents an arbitrary sub-
multiplicative norm2. For the estimation error ∆µ(r)i of the
i-th spatial frequency in the r-th mode obtained by the LS
solution, we have [9]
∆µ
(r)
i = Im
{
pTi
(
J˜
(r)
SS1
USSs
)+ [
J˜
(r)
SS2
/λ
(r)
i
−J˜(r)SS1
]
∆USSsqi
}
+O{ν2},
(26)
where λ(r)i = ejµ
(r)
i is the i-th eigenvalue of Γ(r), qi represents
the i-th eigenvector of Γ(r) and the i-th column vector of
the eigenvector matrix Q, and pTi is the i-th row vector of
P = Q−1. Hence, the eigendecomposition of Γ(r) is given
by Γ(r) = QΛ(r)Q−1, where Λ(r) contains the eigenvalues
λ
(r)
i on its diagonal.
Finally, to compute the first-order MSE expression for R-
D Standard ESPRIT with spatial smoothing, we extend the
results in [11]. The MSE for the i-th spatial frequency in the
r-th mode is given by
E
{
(∆µ
(r)
i )
2
}
≈ 1
2
(
r
(r)H
SSi
W ∗SSR
T
SSW
T
SSr
(r)
SSi
− Re
{
r
(r)T
SSi
WSSC
T
SSW
T
SSr
(r)
SSi
})
,
(27)
where
r
(r)
SSi
= qi ⊗
([(
J˜
(r)
SS1
USSs
)+ (
J˜
(r)
SS2
/λ
(r)
i − J˜(r)SS1
)]T
pi
)
,
WSS =
(
Σ
−1
SSs
V TSSs
)⊗ (USSnUHSSn) ∈ CMsubd×MsubNL.
In order to apply (27), we require the covariance matrixRSS =
E{nSSnHSS} ∈ CMsubNL×MsubNL and the pseudo-covariance
matrix CSS = E{nSSnTSS} ∈ CMsubNL×MsubNL of the
spatially smoothed noise nSS = vec{NSS} ∈ CMsubNL×1. It
is clear that the preprocessing via spatial smoothing modifies
the prior noise statistics, resulting in colored noise. However,
2A matrix norm is called sub-multiplicative if ‖A ·B‖ ≤ ‖A‖ · ‖B‖ for
arbitrary matrices A and B.
6in what follows, we analytically derive the SO noise statistics
of the spatially smoothed noise. We first expand nSS as
nSS = vec
{[
J1,··· ,1,1N · · · JL1,··· ,LR−1,LRN
]}
=


(IN ⊗ J1,··· ,1,1)
.
.
.
(IN ⊗ JL1,··· ,LR−1,LR)

 · n =M · n, (28)
where M ∈ RMsubNL×MN , n = vec {N} ∈ CMN×1 is the
unsmoothed noise component, and we have used the property
vec {AXB} = (BT ⊗ A) vec {X} for arbitrary matrices
A, B, and X of appropriate sizes. Thus, the SO statistics
of nSS can be expressed in terms of the covariance matrix
Rnn = E{nnH} ∈ CMN×MN and the pseudo-covariance
matrix Cnn = E{nnT} ∈ CMN×MN of n. We obtain
RSS =MRnnM
T, CSS =MCnnM
T. (29)
B. R-D Unitary ESPRIT with Spatial Smoothing
It was shown in [11] that the asymptotic performance of R-
D Unitary-ESPRIT is found once forward-backward-averaging
(FBA) is taken into account. FBA is performed by replacing
the spatially smoothed data matrix XSS ∈ CMsub×NL by the
column-augmented data matrix X˜SS ∈ CMsub×2NL defined
by
X˜SS =
[
XSS ΠMsubX
∗
SSΠNL
]
= X˜SS0 + N˜SS, (30)
where X˜SS0 is the noiseless FBA-processed spatially
smoothed data matrix. Following the steps of the previous
subsection, the first-order MSE expression for R-D Unitary
ESPRIT with spatial smoothing for the i-th spatial frequency
in the r-th mode is given by
E
{
(∆µ
(r)
i )
2
}
≈ 1
2
(
r˜
(r)H
SSi
W˜ ∗SSR˜
T
SSW˜
T
SSr˜
(r)
SSi
− Re
{
r˜
(r)T
SSi
W˜SSC˜
T
SSW˜
T
SSr˜
(r)
SSi
}) (31)
with
r˜
(r)
SSi
= q˜i ⊗
([(
J˜
(r)
SS1
U˜SSs
)+ (
J˜
(r)
SS2
/λ
(r)
i − J˜(r)SS1
)]T
p˜i
)
,
W˜SS =
(
Σ˜
−1
SSs
V˜ TSSs
)
⊗
(
U˜SSnU˜
H
SSn
)
∈ CMsubd×2MsubNL,
where we have replaced the noise-free subspaces of XSS0 in
(27) by the corresponding subspaces of X˜SS0 , and pi and
qi by p˜i and q˜i, respectively. It can be shown that n˜SS =
vec{N˜SS} ∈ C2MsubNL×1 is given by
n˜SS = vec
{[
NSS ΠMsubN
∗
SSΠNL
]}
=
[
vec {NSS}
vec {ΠMsubN∗SSΠNL}
]
=
[
nSS
ΠMsubNL
n∗SS
]
. (32)
Therefore, the expressions for R˜SS = E{n˜SSn˜HSS} ∈
C2MsubNL×2MsubNL and C˜SS = E{n˜SSn˜TSS} ∈
C2MsubNL×2MsubNL can be derived in terms of (29)
as
R˜SS = P
[
RSS CSS
C∗SS R
∗
SS
]
PT, C˜SS = P
[
CSS RSS
R∗SS C
∗
SS
]
PT,
where P = blkdiag{IMsubNL, ΠMsubNL}.
V. PERFORMANCE OF R-D NC ESPRIT-TYPE
ALGORITHMS WITH SPATIAL SMOOTHING
In this section, we derive first-order analytical error expres-
sions of R-D NC Standard ESPRIT and R-D NC Unitary
ESPRIT for strictly non-circular sources both with spatial
smoothing. As will be shown in Subsection V-B, the perfor-
mance of both algorithms is asymptotically identical in the
high effective SNR. Therefore, we first resort to the simpler
derivation for the spatially smoothed R-D NC Standard ES-
PRIT algorithm and then show its equivalence to the spatially
smoothed R-D NC Unitary ESPRIT algorithm. Our results are
based on the data model (22) in Section III-B.
A. R-D NC Standard ESPRIT with Spatial Smoothing
In [19], we have shown that the framework of [9] is still
applicable to the augmented measurement matrix X(nc) (10)
obtained by the preprocessing scheme for non-circular sources.
From (22), it is apparent that adding spatial smoothing as a
second preprocessing step does not violate the assumptions,
such that the steps from Section IV-A can be applied to the
spatially smoothed augmented data matrix X(nc)SS .
As a result, equivalently to (27), the first-order MSE expres-
sion for R-D NC Standard ESPRIT with spatial smoothing for
the i-th spatial frequency in the r-th mode is given by
E
{
(∆µ
(r)
i )
2
}
≈ 1
2
(
r
(nc)(r)H
SSi
W
(nc)∗
SS R
(nc)T
SS W
(nc)T
SS r
(nc)(r)
SSi
−Re
{
r
(nc)(r)T
SSi
W
(nc)
SS C
(nc)T
SS W
(nc)T
SS r
(nc)(r)
SSi
})
, (33)
where
r˜
(nc)(r)
SSi
= q
(nc)
i ⊗
([(
J˜
(nc)(r)
SS1
U
(nc)
SSs
)+
·
(
J˜
(nc)(r)
SS2
/λ
(r)
i − J˜(nc)(r)SS1
)]T
p
(nc)
i
)
∈ C2Msubd×1,
W
(nc)
SS =
(
Σ
(nc)−1
SSs
V
(nc)T
SSs
)
⊗
(
U
(nc)
SSn
U
(nc)H
SSn
)
∈ C2Msubd×2MsubNL,
where p(nc)i and q
(nc)
i replace pi and qi, respectively, we have
used the corresponding subspaces of X(nc)SS0 defined in (22),
and the selection matrices J˜(nc)(r)SSk , k = 1, 2, are given in (23).
The spatially smoothed augmented noise contribution
n
(nc)
SS = vec{N (nc)SS } ∈ C2MsubNL×1 can be expressed
similarly to (28) as
n
(nc)
SS = vec
{[
J
(nc)
1,··· ,1,1N
(nc) · · · J(nc)L1,··· ,LR−1,LRN (nc)
]}
=


(IN ⊗ J(nc)1,··· ,1,1)
.
.
.
(IN ⊗ J(nc)L1,··· ,LR−1,LR)

· n(nc)=M (nc) · n(nc),
(34)
where M (nc) ∈ R2MsubNL×2MN and n(nc) = vec{N (nc)} ∈
C2MN×1. Note that we have shown in [19] that n(nc) can be
represented as
n(nc) = K˜ ·
[
n
n∗
]
, (35)
7where K˜ = KT2M,N · blkdiag{KM,N ,KM,N · (IN ⊗ΠM )}
and KM,N ∈ RMN×MN is the commutation matrix that
satisfies KM,N · vec{A} = vec{AT} for arbitrary matri-
ces A ∈ CM×N [40]. Then, R(nc)SS = E{n(nc)SS n(nc)
H
SS } ∈
C2MsubNL×2MsubNL and C(nc)SS = E{n(nc)SS n(nc)
T
SS } ∈
C2MsubNL×2MsubNL can be computed as
R
(nc)
SS =M
(nc)R(nc)nn M
(nc)T , C
(nc)
SS =M
(nc)C(nc)nn M
(nc)T ,
(36)
where R(nc)nn ∈ C2MN×2MN and C(nc)nn ∈ C2MN×2MN are
given by [19]
R(nc)nn = E
{
n(nc)n(nc)
H
}
= K˜
[
Rnn Cnn
C∗nn R
∗
nn
]
K˜T, (37)
C(nc)nn = E
{
n(nc)n(nc)
T
}
= K˜
[
Cnn Rnn
R∗nn C
∗
nn
]
K˜T. (38)
B. R-D NC Unitary ESPRIT with Spatial Smoothing
We have shown in [19] that R-D NC Standard ESPRIT and
R-D NC Unitary ESPRIT both have the same asymptotic per-
formance in the high effective SNR regime. It was established
that applying FBA to the augmented matrix X(nc) does not
improve the signal subspace estimate and that the real-valued
transformation has no effect on the asymptotic performance
in the high effective SNR. In this subsection, we prove that
these properties still hold when spatial smoothing is applied
to both algorithms. To this end, we first investigate the effect
of FBA and state the following theorem:
Theorem 1. Applying FBA to X(nc)SS does not improve the
signal subspace estimate.
Proof: The proof is given in Appendix A.
Next, we analyze the real-valued transformation as the
second preprocessing step of R-D NC Unitary ESPRIT with
spatial smoothing and formulate the theorem:
Theorem 2. The spatially smoothed R-D NC Unitary ESPRIT
algorithm and the spatially smoothed R-D NC Standard
ESPRIT algorithm with FBA preprocessing perform asymp-
totically identical in the high effective SNR.
Proof: The proof of this theorem follows the same steps
as the one for the case without spatial smoothing considered
in [19]. This is due to the fact that spatial smoothing modifies
the NC signal subspace of R-D NC Standard ESPRIT and
R-D NC Unitary ESPRIT in the same way.
As a result of Theorem 1 and Theorem 2, we can conclude
that the asymptotic performance of R-D NC Standard ESPRIT
and R-D NC Unitary ESPRIT both with spatial smoothing is
identical in the high effective SNR.
VI. SINGLE SOURCE CASE
The derived analytical MSE expressions for the R-D
ESPRIT-type methods with spatial smoothing are determin-
istic and formulated in terms of the subspaces of the noise-
free observations. In [10] and [19], we have considered the
special case of a single source for R-D ESPRIT-type methods
without spatial smoothing to gain explicit insights into how
the MSE expressions depend on the physical parameters, e.g.,
the number of sensors M , the sample size N , and the SNR.
The knowledge of how the MSE expressions depend on these
parameters can be of practical significance. For instance, this
enables an objective comparison of different estimators or
facilitates array design decisions on the value of M required to
achieve a target MSE for a specific SNR. Note that establishing
general MSE expressions for an arbitrary number of sources
is challenging given the complex dependence of the subspaces
on the physical parameters. For the single source case, it was
proven in [10] and [19] that neither FBA nor NC preprocessing
can improve the MSE. However, in this section, we show
that a significant gain can be achieved for the MSE of R-
D ESPRIT-type methods for a single source when spatial
smoothing is applied. Assuming an R-D uniform sampling
grid, i.e., a ULA in each mode, and circularly symmetric
white noise, we simplify the derived MSE expressions in (27),
(31), and (33) for this special case. The result depends on
the number of subarrays Lr in the r-th mode as a design
parameter, which we analytically compute in the R-D case
by minimizing the MSE. It should be emphasized that these
results for the special case R = 1 are in line with those derived
in [32]–[34] for harmonic retrieval. Here, the R-D extension
is provided. Based on our R-D results, we explicitly compute
the asymptotic spatial smoothing gain for arbitrary R and the
asymptotic efficiency for R = 1 in closed-form.
A. R-D ESPRIT-type Algorithms with Spatial Smoothing
The final result for the simplified MSE expressions is
summarized in the following theorem:
Theorem 3. For the case of an M -element R-D uniform
sampling grid with an Mr-element ULA in the r-th mode,
a single source (d = 1), and circularly symmetric white noise,
the MSE in the r-th mode of R-D Standard ESPRIT and R-D
Unitary ESPRIT with spatial smoothing as well as the MSE
in the r-th mode of R-D NC Standard ESPRIT and R-D NC
Unitary ESPRIT with spatial smoothing for a single source
are given by MSE(r)SS = E
{
(∆µ(r))2
}
, yielding
MSE
(r)
SS ≈


1
ρˆ
· 1
(Mr−Lr)2Lr
·∏Rp=1
p 6=r
cp
M2
subp
L2p
if Lr ≤ Mr2
1
ρˆ
· 1
(Mr−Lr)L2r
·∏Rp=1
p 6=r
cp
M2
subp
L2p
if Lr > Mr2 ,
(39)
where cp is given in (40) and ρˆ represents the effective SNR
ρˆ = NPˆs/σ
2
n with Pˆs being the empirical source power given
by Pˆs = ‖s‖22 /N and s ∈ CN×1.
Proof: See Appendix B.
Note that (39) as a function of Lr is symmetric with respect
to Lr =Mr/2. In the special case of R = 1, where Mr = M
and Lr = L, the MSE in (39) simplifies to
MSESS ≈
{
1
ρˆ
· 1(M−L)2L if L ≤ M2
1
ρˆ
· 1(M−L)L2 if L > M2 .
(41)
Interestingly, we arrive at the same result for the MSE of all the
considered spatially smoothed R-D ESPRIT-type algorithms
for a single source, i.e., no additional gain from FBA or NC
preprocessing can be achieved.
8B. Optimal Number of Subarrays for Spatial Smoothing
In the MSE expression in (39), the number of subarrays Lr
in each mode is a design parameter that can be optimized.
Therefore, minimizing the MSE expression (39) with respect
to Lr, yields3
Loptr =
{
1
3 ·Mr if Lr ≤ Mr2
2
3 ·Mr if Lr > Mr2 ,
(42)
where it is assumed that Mr is a multiple of 3. A short proof
is provided in Appendix C. If Mr is not a multiple of 3, we
round to the nearest integer. Then, Loptr for the case Lr ≤ Mr2 ,
for instance, is given by
Loptr =
{
1
3 · (Mr − 1) if Mr mod 3 = 1
1
3 · (Mr + 1) if Mr mod 3 = 2.
(43)
It is worth highlighting that Loptr is independent of Lp and
Mp for p 6= r, which is due to the separability of the array.
Inserting Loptr from (42) and (43) into expression (39), we
obtain MSE(r)SSopt = MSE
(r)
SS (L
opt
r ) as
MSE
(r)
SSopt
≈


1
ρˆ
· 274 · aM3r if Mr mod 3 = 0
1
ρˆ
· 274 · a(Mr+ 12 )2(Mr−1) if Mr mod 3 = 1
1
ρˆ
· 274 · a(Mr− 12 )2(Mr+1) if Mr mod 3 = 2,
(44)
where a =
∏R
p=1
p6=r
cp
M2subp
L2p
. It is clear that the MSE for a fixed
ρˆ is lowest when Mr is a multiple of 3. Again, for R = 1,
these results are in line with those derived in [32]–[34] for
harmonic retrieval.
C. Asymptotic Spatial Smoothing Gain
Based on the result for Loptr , the maximum asymptotic gain
obtained from spatial smoothing can be explicitly quantified.
To this end, we contrast MSE(r)SS (Loptr ) from above with
the result MSE(r) = 1
ρˆ
· Mr
M(Mr−1)2
from [10] and [19]
without spatial smoothing. The maximum asymptotic spatial
smoothing gain in the r-th mode defined as η(r)SS (Loptr ) =
MSE(r)/MSE
(r)
SS (L
opt
r ) can be computed as
η
(r)
SS (L
opt
r ) ≈


4
27 ·
M4r
(Mr−1)2
· 1
Ma
if Mr mod 3 = 0
4
27 ·
Mr(Mr+
1
2 )
2
(Mr−1)
· 1
Ma
if Mr mod 3 = 1
4
27 ·
Mr(Mr−
1
2 )
2(Mr+1)
(Mr−1)2Ma
if Mr mod 3 = 2.
(45)
3As (39) is symmetric with respect to Lr = Mr/2, we obtain two values
for Loptr that both minimize the MSE and are equally valid.
D. Asymptotic Efficiency of 1-D ESPRIT-type algorithms with
Spatial Smoothing
Furthermore, the optimal value for Loptr from Subsection
VI-B allows to analytically compute the asymptotic efficiency
of the considered R-D ESPRIT-type and R-D NC ESPRIT-
type algorithms with spatial smoothing for a single source. To
this end, we utilize the simplified single source expressions
of the deterministic R-D Crame´r-Rao bound (CRB) and R-D
NC CRB in [10] and [19], respectively. As both expressions
are the same, we here only state the conventional case from
[10].
For the case of an M -element R-D uniform sampling grid
with an Mr-element ULA in the r-th mode and a single source
(d = 1), the deterministic R-D CRB can be simplified to [10]
C = diag
{[
C(1), . . . , C(R)
]T}
, (46)
where C(r) = 1
ρˆ
· 6
M(M2r−1)
. Using (39) and (46), the asymp-
totic efficiency η(r)(Loptr ) = limρˆ→∞ C(r)/MSE
(r)
SS (L
opt
r ) of
the spatially smoothed versions of R-D Standard and R-
D Unitary ESPRIT as well as R-D NC Standard and R-
D NC Unitary ESPRIT can be computed in closed-form
for arbitrary dimensions R. As an example, the asymptotic
efficiency η(Lopt) for R = 1 is given by
η(Lopt) ≈


8
9 · M
2
M2−1 if M mod 3 = 0
8
9 ·
(M+ 12 )
2
M(M+1) if M mod 3 = 1
8
9 ·
(M− 12 )
2
M(M−1) if M mod 3 = 2.
(47)
It should be noted that η is only a function of the array
geometry, i.e., the number of sensors M . Moreover, it is
straightforward to see that the asymptotic efficiency is larger
when M is a multiple of 3. As one of the main results
from (47), we observe that limM→∞ η(Lopt) = 8/9 for
1-D ESPRIT-type/NC ESPRIT-type algorithms with spatial
smoothing. In contrast, it was shown in [10] and [19] that their
counterparts without spatial smoothing become less efficient
for increasing M , i.e., for M → ∞, we have η → 0.
Consequently, spatial smoothing provides a significant gain
for large M .
VII. SIMULATION RESULTS
In this section, we present two sets of simulation results
to assess the behavior of the derived performance analysis of
ESPRIT-type algorithms based on spatial smoothing and to
illustrate the analytical expressions for the single source case.
A. Performance Analysis
We first compare the square root of the analytical MSE
expressions (“ana”) in (27), (31), and (33) to the root
mean square error (RMSE) of the empirical estimation errors
(“emp”) of the spatially smoothed (SpSm) versions of R-
D Standard ESPRIT (SE SpSm), R-D Unitary ESPRIT (UE
cp =
1
3
·
(
min{Lp,Mp − Lp}+ 1
)(
min{Lp,Mp − Lp}
(
2 ·min{Lp,Mp − Lp} − 3 ·Mp − 2
)
+ 6 ·MsubpLp
)
−MsubpLp (40)
9SpSm) as well R-D NC Standard ESPRIT (NC SE SpSm) and
R-D NC Unitary ESPRIT (NC UE SpSm). For all ESPRIT-
type algorithms, LS is used to solve the shift invariance equa-
tions. We also include the deterministic Crame´r-Rao bounds
for arbitrary signals (Det CRB) and strictly SO non-circular
sources (Det NC CRB) [38]. The RMSE is defined as
RMSE =
√√√√ 1
Rd
E
{
R∑
r=1
d∑
i=1
(
µ
(r)
i − µˆ(r)i
)2}
, (48)
where µˆ(r)i is the estimate of i-th spatial frequency in the r-th
mode. It is assumed that a known number of signals with
unit power impinge on uniform array structures consisting
of isotropic sensor elements with λ/2-interelement spacing
in all dimensions. The phase reference is located at the
array centroid. The symbols S0 are drawn from a real-valued
Gaussian distribution and we assume zero-mean circularly
symmetric white Gaussian noise. The curves are averaged over
5000 Monte Carlo trials.
In Fig. 1, we depict the total RMSE versus the SNR of
d = 2 sources impinging on a 6 × 6 × 6 uniform cubic array
(R = 3) with N = 5. The sources are located at µ(1)1 = 0,
µ
(1)
2 = 0.1, µ
(2)
1 = 0, µ
(2)
2 = 0.1, µ
(3)
1 = 0, and µ
(3)
2 = 0.1.
They have a pair-wise correlation of ̺ = 0.9 and their rotation
phases contained in Ψ are given by ϕ1 = 0 and ϕ2 = π/2.
For Lr, we choose Loptr = Mr/3 = 2 in each mode, i.e., we
have divided the array into a total of L = 8 subarrays. Fig. 2
investigates the total RMSE versus the number of snapshots N
for a 6× 6 uniform rectangular array (URA) (R = 2), where
the SNR is 20 dB and Lr = Loptr = Mr/3 = 3. We have
d = 3 uncorrelated (̺ = 0) sources at µ(1)1 = 0.25, µ(1)2 = 0.5,
µ
(1)
3 = 0.75, µ
(2)
1 = 0.25, µ
(2)
2 = 0.5, and µ
(2)
3 = 0.75.
The rotation phases are given by ϕ1 = 0, ϕ2 = π/4, and
ϕ3 = π/2.
It is apparent from Fig. 1 and Fig. 2 that the analytical
results agree well with the empirical results for high effective
SNRs, i.e., either high SNRs or a large sample size. Further-
more, NC SE SpSm and NC UE SpSm provide the lowest
estimation errors and perform asymptotically identical at high
effective SNRs. However, NC UE SpSm should be preferred
due to its lower complexity and its better performance at low
SNRs.
B. Analytical Results for a Single Source
In this subsection, the derived analytical results (“ana”) in
(44) and (47) for a single source (d = 1) are compared to
their empirical versions. We also include the analytical and
empirical single source results from [10] and [19] without
spatial smoothing. The source is located at µ(r) = 0, ∀r
(however, its location has no impact on the MSE) and the
effective SNR ρ is 46 dB with P = 1, N = 4, and σ2n = 10−4.
Fig. 3 illustrates the total RMSE using (44) as a function of
the number of sensors M1 = M2 for a 2-D M1 ×M2 URA.
We observe that the spatial smoothing based ESPRIT-type
algorithms perform considerably closer to the CRB compared
to the algorithms without spatial smoothing.
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Fig. 4 presents the asymptotic efficiency (47) for R = 1 ver-
sus M of a ULA. The asymptotic efficiency for the non-spatial
smoothing case, i.e., L = 1, is given by η(L = 1) = 6(M−1)
M(M+1) .
It is clear from Fig. 4 that all the algorithms are asymptotically
efficient for M = 2 and M = 3. As M increases further, the
efficiency of the algorithms with spatial smoothing approaches
the value 8/9, while that of the non-spatial smoothing based
algorithms becomes increasingly inefficient. Moreover, Fig. 4
confirms the observation from (47) that η(Lopt) is slightly
higher for values of M that are multiples of 3.
VIII. CONCLUSION
This paper presents a first-order performance analysis of
the spatially smoothed versions of R-D Standard ESPRIT and
R-D Unitary ESPRIT for arbitrary sources as well as R-
D NC Standard ESPRIT and R-D NC Unitary ESPRIT for
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at µ(1) = 0, µ(2) = 0, and ρ = 46 dB (P = 1, N = 4, σ2n = 10−4).
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Fig. 4. Asymptotic efficiency versus M of a ULA (R = 1) for d = 1 at
µ = 0 and ρ = 46 dB (P = 1, N = 4, σ2n = 10−4).
strictly SO non-circular sources. The derived expressions are
asymptotic in the effective SNR and no assumptions on the
noise statistics are required apart from a zero-mean and finite
SO moments. We show that both spatially smoothed R-D NC
ESPRIT-type algorithms perform asymptotically identical in
the high effective SNR regime. As the performance generally
depends on the number of subarrays, we have simplified the
derived R-D MSE expressions for the special case of a single
source, which allows to analytically compute the optimal num-
ber of subarrays for spatial smoothing. Additionally, we have
derived the asymptotic spatial smoothing gain and calculated
the asymptotic efficiency for this special case. The analytical
results are supported by simulations.
APPENDIX A
PROOF OF THEOREM 1
To show this result, we simply use the FBA-processed and
spatially smoothed augmented measurement matrix
X˜
(nc)
SS =
[
X
(nc)
SS Π2MsubX
(nc)∗
SS ΠNL
]
∈ C2Msub×2NL (49)
and compute the Gram matrix G = X˜(nc)SS X˜
(nc)H
SS , which
yields
G =X
(nc)
SS X
(nc)H
SS +Π2MsubX
(nc)∗
SS X
(nc)T
SS Π2Msub . (50)
Expanding the second term of (50) using (21), we obtain
Π2Msub

 L∑
ℓ=1
J
(nc)
ℓ
X(nc)
∗
X(nc)
T
J
(nc)T
ℓ

Π2Msub
=
L∑
ℓ=1
[
ΠMsubJℓΠMXX
H
ΠMJ
T
ℓ
ΠMsub
ΠMsubJℓX
∗XHΠMJ
T
ℓ
ΠMsub
ΠMsubJℓΠMXX
TJT
ℓ
ΠMsub
ΠMsubJℓX
∗XTJT
ℓ
ΠMsub
]
. (51)
Next, we observe the symmetries ΠMsubJℓΠM = JL−ℓ+1
and ΠMsubJℓ = JL−ℓ+1ΠM . Hence, we perform a change
of variables to m = L− ℓ+ 1, which simplifies (51) to
L∑
m=1
[
JmXX
HJTm JmXX
T
ΠMJ
T
m
JmΠMX
∗XHJT
m
JmΠMX
∗XTΠMJ
T
m
]
=X
(nc)
SS X
(nc)H
SS . (52)
Replacing the second term of (50) by (52), we have G =
2 · X(nc)SS X(nc)
H
SS . Thus, the matrix G reduces to the scaled
Gram matrix of X(nc)SS , i.e., the column space of X
(nc)
SS is
the same as the column space of the Gram matrix of X(nc)SS .
Consequently, FBA has no effect on the column space of
X
(nc)
SS . This completes the proof.
APPENDIX B
PROOF OF THEOREM 3
This theorem consists of several parts, which we address in
separate subsections.
A. MSE for R-D Standard ESPRIT with Spatial Smoothing
We start the proof by simplifying the MSE expression for
R-D Standard ESPRIT with spatial smoothing in (27) and
for d = 1. In the single source case the noise-free spatially
smoothed measurement matrix XSS0 ∈ CMsub×NL can be
written as
XSS0 = a¯SS(µ)φ
T
(
IL ⊗ s¯T
)
= a¯SS(µ)a
T
L
(
IL ⊗ s¯T
)
= a¯SS(µ) (aL ⊗ s¯)T = a¯SS(µ)s¯TL (53)
where a¯SS(µ) = a¯(1)1 (µ(1))⊗ · · · ⊗ a¯(R)1 (µ(R)) ∈ CMsub×1 is
the spatially smoothed array steering vector in all R modes
with a¯(r)1 (µ(r)) = J
(Mr)
1r
a¯(r)(µ(r)) ∈ CMsubr×1, r =
1, . . . , R and φ = aL = a(1)L1 (µ
(1))⊗· · ·⊗a(R)LR (µ(R)) ∈ CL×1
with a(r)Lr (µ
(r)) = [1, ejµ
(r)
, . . . , ejµ
(r)(Lr−1)]T ∈ CLr×1, ∀ r.
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Moreover, s¯ ∈ CN×1 contains the source symbols with
the empirical source power Pˆs = ‖s¯‖22 /N and we have
s¯HL s¯L = NLPˆs. In what follows, we drop the dependence
of a¯SS(µ) on µ for notational convenience. For a ULA of
isotropic elements in each of the R modes, a¯(r) is given by (6)
and ‖a¯SS‖22 =Msub = M−L+1. The selection matrices J˜(r)SS1
and J˜(r)SS2 are chosen as J˜
(r)
SS1
= [IMsubr−1,0(Msubr−1)×1] and
J˜
(r)
SS2
= [0(Msubr−1)×1, IMsubr−1] for maximum overlap, i.e.,
M
(sel)
subr
=Msubr − 1. Note that (53) is a rank-one matrix and
we can directly determine the subspaces from the SVD as
USSs = uSSs =
a¯SS
‖a¯SS‖2
=
a¯SS√
Msub
ΣSSs = σSSs =
√
MsubNLPˆs
VSSs = vSSs =
s¯∗L
‖s¯L‖2
=
s¯∗L√
NLPˆs
.
For the MSE expression in (27), we also require P⊥a¯SS =
USSnU
H
SSn
= IMsub − 1Msub a¯SSa¯HSS, which is the projection
matrix onto the noise subspace. Moreover, we have Φ(r) =
ejµ
(r)
and hence, the eigenvectors are p(r)i = q
(r)
i = 1. The
SO moments RSS and CSS of the noise are given by (29) with
Rnn = σ
2
nIM and Cnn = 0.
Inserting these expressions into (27), we get
E
{
(∆µ(r))2
}
=
1
2
· zHRTSSz =
1
2
· zTRSSz∗ (54)
with z =WTSSr
(r)
SSi
and
r
(r)
SSi
=
[(
J˜
(r)
SS1
a¯SS√
Msub
)+(
J˜
(r)
SS2
/ejµ
(r) − J˜(r)SS1
)]T
∈ CMsub×1,
WSS =
(
1√
MsubNLPˆs
· s¯
H
L√
NLPˆs
)
⊗ P⊥
a¯SS
∈ CMsub×MsubNL.
Note that the term zT can also be written as zT = s˜T⊗a˜(r)T ,
where
s˜
T =
1√
MsubNLPˆs
· (aL ⊗ s¯)
H√
NLPˆs
(55)
a˜
(r)T =
(
J˜
(r)
SS1
a¯SS√
Msub
)+(
J˜
(r)
SS2
/ejµ
(r) − J˜(r)SS1
)
P
⊥
a¯SS
. (56)
Next, we further simplify the expression a˜(r)T and expand the
pseudo-inverse of J˜(r)SS1a¯SS using the relation x
+ = xH/ ‖x‖22.
As J˜(r)SS1 selects Msubr − 1 out of Msubr elements in the
r-th mode, we have
∥∥J˜(r)SS1 a¯SS∥∥22 = MsubMsubr · (Msubr − 1).
Then, taking the shift invariance equation J˜(r)SS2a¯SS/e
jµ(r) −
J˜
(r)
SS1
a¯SS = 0 in the r-th mode into account, we obtain
a˜(r)
T
=
√
MsubMsubr
Msub(Msubr − 1)
· aˇ(r)T , (57)
aˇ(r)
T
= a¯HSS
(
J˜
(r)H
SS2
J˜
(r)
SS2
− J˜(r)HSS1 J˜
(r)
SS1
)
. (58)
Since the vector a¯SS and the matrices J˜(r)SSk , k = 1, 2,
contained in a¯(r)T can be written as a¯SS = a¯(1)1 ⊗ · · · ⊗ a¯(R)1
and J˜(r)SSk = I∏r−1l=1 Msubl ⊗ J
(r)
SSk
⊗ I∏R
l=r+1 Msubl
, all the
unaffected modes can be factored out of aˇ(r)T , yielding
aˇ(r)
T
=
(
a¯
(1)
1 ⊗ · · · ⊗ a¯(r−1)1
)H
⊗ a˘(r)T1
⊗
(
a¯
(r+1)
1 ⊗ · · · ⊗ a¯(R)1
)H
, (59)
where we have a˘(r)
T
1 = a¯
(r)H
1
(
J
(r)H
SS2
J
(r)
SS2
−J(r)HSS1 J
(r)
SS1
)
with
a¯
(r)H
1 =
[
ej
(Mr−1)
2 µ
(r)
, . . . , e−j
(Mr−2Lr−1)
2 µ
(r)
, e−j
(Mr−2Lr+1)
2 µ
(r)]
.
Then, it is easy to verify that
a˘
(r)T
1 =
[
−ej (Mr−1)2 µ(r) , 0, . . . , 0, e−j (Mr−2Lr+1)2 µ(r)
]
.
Thus, the MSE expression in (54) is given by
E
{
(∆µ(r))2
}
=
k2
2
· vTRSSv∗, (60)
where we haved used zT = k · vT with vT = aHL ⊗ sH ⊗
aˇ(r)
T
and k = 1
NLPˆs
· Msubr
Msub(Msubr−1)
. After straightforward
calculations, we further simplify (60) to obtain (61)-(63) at
the bottom of this page, where cp in (63) is given by (40)
and it can be shown that the last term in (62) evaluates to
2 · (Lr − max{2 · Lr − Mr, 0}) = 2 · min{Lr,Mr − Lr}.
Consequently, the MSE of R-D Standard ESPRIT with spatial
smoothing is given by
E
{
(∆µ(r))2
}
=
σ2n
NPˆs
· M
2
subr
min{Lr,Mr − Lr}
L2M2sub(Msubr − 1)2
·
R∏
p=1
p6=r
cp
=
σ2n
NPˆs
· min{Lr,Mr − Lr}
(Mr − Lr)2L2r
·
R∏
p=1
p6=r
cp
M2subpL
2
p
, (64)
where we have used the fact that Msub = Msubr ·
∏R
p=1
p6=r
Msubp
and L = Lr ·
∏R
p=1
p6=r
Lp. Equation (64) is the desired result.
B. MSE for R-D Unitary ESPRIT with Spatial Smoothing
The second part of the theorem is to show that for a
single source, the MSE of R-D Unitary ESPRIT with spatial
smoothing in (31) is the same as the MSE of R-D Standard
ESPRIT with spatial smoothing in (27). Firstly, we simplify
X˜SS0 from (30) and find
X˜SS0 =
[
a¯SSs¯
T
L ΠMsub a¯
∗
SSs¯
H
LΠNL
] (65)
= a¯SS
[
s¯TL e
j
∑R
r=1(Lr−1)µ
(r)
s¯HLΠNL
]
= a¯SSs¯
T
L, (66)
where in (65), we have used the fact thatΠMsubr a¯
(r)∗
1 (µ
(r)) =
a¯
(r)
1 (µ
(r))ej(Lr−1)µ
(r) holds for a ULA in the r-th mode.
Moreover, we have defined
s¯L =
[
s¯L
ej
∑R
r=1(Lr−1)µ
(r)
ΠNLs¯
∗
L
]
=
[
aL ⊗ s¯
aL ⊗ΠN s¯∗
]
. (67)
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Note that ‖s¯L‖22 = 2NLPˆs. The subspaces from the SVD of
X˜SS0 are obtained as
u˜SSs =
a¯SS√
Msub
= uSSs , σ˜SSs =
√
2MsubNLPˆs
v˜SSs =
s¯∗L√
2NLPˆs
.
Compared to the previous subsection, it is apparent that FBA
does not affect the column space uSSs , such that U˜ SSn =
USSn and thus P˜
⊥
a¯SS
= P⊥
a¯SS
. However, FBA destroys the
circular symmetry of the noise, resulting in an additional term
in the MSE expression. Following the derivation for R-D
Standard ESPRIT with spatial smoothing, it can be shown
that z˜T = r˜(r)
T
SSi
W˜SS = ˜˜s
T ⊗ a˜(r)T , where
˜˜sT =
1√
2MsubNLPˆs
· s¯
H
L√
2NLPˆs
(68)
and a˜(r)T is given as in (56). Thus, the MSE expression for
R-D Unitary ESPRIT with spatial smoothing in (31) can be
written as
E
{
(∆µ(r))2
}
=
1
2
·
(
z˜TR˜SSz˜
∗ − Re
{
z˜TC˜SSz˜
})
(69)
where R˜SS = (I2 ⊗RSS) and C˜SS = (Π2 ⊗ΠMsubNLRSS).
Expanding (69), we have
E
{
(∆µ(r))2
}
=
k˜2
2
·
(
v
T
RSSv
∗ + v¯TRSSv¯
∗
−Re
{
v
T
ΠMsubNLRSSv¯ + v¯
T
ΠMsubNLRSSv
∗
})
(70)
where z˜T = k˜ · v˜T with v˜T = [vT, v¯T], v¯T = aHL ⊗sTΠN ⊗
aˇ(r)
T
, and k˜ = 1
2NLPˆs
· Msubr
Msub(Msubr−1)
. Note that the first
term of (70) was already computed in (63) as 2 · σ2n · NPˆs ·∏R
p=1
p6=r
cp · min{Lr,Mr − Lr}. The remaining terms can be
computed accordingly, where for the second term, we also
obtain 2 · σ2n · NPˆs ·
∏R
p=1
p6=r
cp · min{Lr,Mr − Lr} while the
third and fourth terms both evaluate to −2 ·σ2n ·NPˆs ·
∏R
p=1
p6=r
cp ·
min{Lr,Mr − Lr}. Inserting these intermediate results into
(70), we obtain for the MSE of R-D Unitary ESPRIT with
spatial smoothing
E
{
(∆µ(r))2
}
=
σ2n
NPˆs
·min{Lr,Mr − Lr}
(Mr − Lr)2L2r
·
R∏
p=1
p 6=r
cp
M2subpL
2
p
, (71)
which is equal to (64) and hence proves this part.
C. MSE for R-D NC Standard ESPRIT and Unitary ESPRIT
with Spatial Smoothing
The third part of the theorem is to show that the MSE of the
spatially smoothed versions of R-D NC Standard ESPRIT and
R-D NC Unitary ESPRIT is the same as the MSE for R-D
Standard ESPRIT and Unitary ESPRIT. As we have already
proven that the performance of R-D NC Standard and R-D
NC Unitary ESPRIT with spatial smoothing is identical in the
high effective SNR in general, this must also hold true for the
case d = 1. Hence, it is sufficient to simplify the MSE of R-D
NC Standard ESPRIT in (33) for this special case.
We start by writing X(nc)SS0 in (22) as
XSS0 = a¯
(nc)
SS s¯
T
L, (72)
where s¯L was defined in (53) and a¯(nc)SS = [1, Ψ˜]T⊗ a¯SS with
Ψ˜ = Ψ∗Ψ∗ = e−j2ϕ. This follows from (22) and the fact
that a¯(nc) = [1, Ψ˜]T ⊗ a¯ for a uniform R-D array whose
phase reference is at the centroid, i.e. ΠM a¯∗ = a¯ holds.
Therefore, we have
∥∥a¯(nc)SS ∥∥22 = 2Msub. The selection matrices
J˜
(nc)(r)
SSk
, k = 1, 2 are given by J˜(nc)(r)SSk = I2⊗J˜
(r)
SSk
. The SVD
of (72) can be explicitly expressed as
u
(nc)
SSs
=
a¯
(nc)
SS√
2Msub
, σ
(nc)
SSs
=
√
2MsubNLPˆs
v
(nc)
SSs
=
s¯∗L√
NLPˆs
= vSSs .
It is evident that the NC preprocessing only affects the column
space u(nc)SSs while the row space vSSs of R-D Standard
ESPRIT remains unaffected. Therefore, we have P⊥
a¯
(nc)
SS
=
U
(nc)
SSn
U
(nc)H
SSn
= IMsub − 1Msub a¯
(nc)
SS a¯
(nc)H
SS . Similarly to FBA,
E
{
(∆µ(r))2
}
=
k2
2
· σ2n · sHs ·
L∑
ℓ=1
L∑
m=1




R∏
p=1
p6=r
a
(p)H
1 J
(Mp)
ℓp
J(Mp)
T
mp
a
(p)
1

 · a˘(r)T1 J(Mr)ℓr J(Mr)Tmr a˘(r)∗1 · ej∑Rs=1 µ(s)(ℓs−ms)


(61)
=
k2
2
· σ2n ·NPˆs ·


R∏
p=1
p6=r
a
(p)H
1

 Lp∑
ℓp=1
Lp∑
mp=1
J
(Mp)
ℓp
J(Mp)
T
mp

a(p)1

 · a˘(r)T1
(
Lr∑
ℓr=1
Lr∑
mr=1
J
(Mr)
ℓr
J(Mr)
T
mr
· ej
∑R
s=1 µ
(s)(ℓs−ms)
)
a˘
(r)∗
1
(62)
=
k2
2
· σ2n ·NPˆs ·


R∏
p=1
p6=r
cp

 · 2 ·min{Lr,Mr − Lr} (63)
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the circular symmetry of the noise is destroyed by the NC
preprocessing step. In the NC case, it can be shown that
z(nc)
T
= r
(nc)(r)T
SSi
W
(nc)
SS = s˜
(nc)T ⊗ a˜(nc)(r)T , where
s˜
(nc)T =
1√
2MsubNLPˆs
· (aL ⊗ s¯)
H√
NLPˆs
(73)
a˜
(nc)(r)T=
(
J˜
(nc)(r)
SS1
a¯
(nc)
SS√
2Msub
)+(
J˜
(nc)(r)
SS2
/ejµ
(r)− J˜(nc)(r)SS1
)
P
⊥
a¯
(nc)
SS
.
(74)
Following the lines of the derivation of R-D Standard ESPRIT
with spatial smoothing, a˜(nc)(r)T can be simplified as
a˜(nc)(r)
T
=
√
2MsubMsubr
2Msub(Msubr − 1)
·
[
1
Ψ˜
]H
⊗ aˇ(r)T , (75)
where a¯(r)T is given in (59). Consequently, the MSE for R-D
NC Standard ESPRIT with spatial smoothing in (33) can be
written as
E
{
(∆µ(r))2
}
=
1
2
·
(
z
(nc)T
R
(nc)
SS z
(nc)∗− Re
{
z
(nc)T
C
(nc)
SS z
})
,
(76)
where R(nc)SS and C
(nc)
SS are given according to (36). Next, we
use (73) and (75) to express (76) as
E
{
(∆µ(r))2
}
=
k(nc)
2
2
·
(
v
(nc)T
R
(nc)
SS v
(nc)∗
−Re
{
v
(nc)T
C
(nc)
SS v
(nc)
})
, (77)
where again z(nc)T = k(nc) ·v(nc)T with v(nc)T = aHL ⊗ s¯H⊗[
1
Ψ˜
]H
⊗aˇ(r)T and k(nc) = 1
2NLPˆs
· Msubr
Msub(Msubr−1)
. Considering
the first term of (77) and expanding R(nc)SS , we apply the same
steps as in (61) and (63). As a result, the first term reduces to
4 · σ2n ·NPˆs ·
∏R
p=1
p6=r
cp ·min{Lr,Mr − Lr}. The second term
of (77) can be computed accordingly to obtain −4 ·σ2n ·NPˆs ·∏R
p=1
p6=r
cp ·min{Lr,Mr − Lr}.
Using these expressions in (77), the MSE of R-D NC
Standard ESPRIT with spatial smoothing is given by
E
{
(∆µ(r))2
}
=
σ2n
NPˆs
·min{Lr ,Mr − Lr}
(Mr − Lr)2L2r
·
R∏
p=1
p 6=r
cp
M2subpL
2
p
. (78)
As this result is equal to (64) and (71), the theorem has been
proven.
APPENDIX C
PROOF OF EQUATION (42)
For the proof, we consider the case Lr ≤ Mr2 , however, the
derivation for Lr > Mr2 follows the same steps. The MSE in
(39) is given by
MSE
(r)
SS ≈
1
ρˆ
· a
(Mr − Lr)2Lr for Lr ≤
Mr
2
, (79)
where we have defined a =
∏R
p=1
p6=r
cp
M2subp
L2p
. In order to
determine the optimal number of subarrays Lr in the r-th
mode, we minimize (39) with respect to Lr. That is, we first
compute the derivative of (39) with respect to Lr given by
∂MSE
(r)
SS
∂Lr
=
1
ρˆ
· a(Mr − 3Lr)
(Lr −Mr)3L2r
(80)
and then equate (80) to zero and solve for Lr, yielding
Loptr =
1
3
·Mr, (81)
which is the desired result in (42).
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