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Izvlecˇek:
Transformacija razdalje je postopek, ki pripomore k resˇevanju sˇtevilnih problemov s po-
drocˇja digitalne obdelave slik. Z njim izracˇunavamo razdalje od tocˇk zanimanja v okolici
objekta do njim najblizˇjih tocˇk objektov na sliki. Posredno s tem merimo razdalje med
objekti, ki so potrebne predvsem pri najrazlicˇnejˇsem primerjanju objektov, pa tudi pri
nekaterih postopkih interpolacije, filtriranja, kompresije in podobno. Transformacije
razdalje lahko temeljijo na razlicˇnih metrikah, med katerimi izpostavljamo Evklidsko
metriko, ki kot najbolj naravna predstavlja absolutno najkrajˇso razdaljo med tocˇkama.
Obstaja vecˇ razlicˇnih algoritmov za izracˇun transformacije razdalj, tezˇava Evklidske
transformacije razdalje pa je, da vecˇina klasicˇnih algoritmov vrne le priblizˇen rezultat.
Cˇe zˇelimo tocˇne rezultate, moramo uporabiti algoritme, ki so racˇunsko zahtevnejˇsi. V
tej zakljucˇni nalogi se posvecˇamo dvema aktualnima in zelo razlicˇnima algoritmoma,
kjer je prvi enostavnejˇsi in poda priblizˇen rezultat, drugi pa je zahtevnejˇsi, tocˇen in
z linearno cˇasovno zahtevnostjo. Oba postopka smo realizirali v programskem jeziku
C++ in ju med seboj primerjali. Evklidsko transformacijo razdalje smo nato ilustrirali
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na prakticˇnem problemu s podrocˇja medicine - primerjavi rezultatov rocˇne segmenta-
cije slik. Gre za segmentacijo podrocˇja tumorja pred radioterapevtskim posegom, kjer
je za uspesˇnost zdravljenja kljucˇna pravilna dolocˇitev robov tumorja. Vpliv razlik v se-
gmentaciji na okoliˇska zdrava tkiva aproksimiramo z razliko razdalj od tocˇke zanimanja
do segmentiranih podrocˇij tumorja, ki jih izracˇunamo prav z Evklidsko transformacijo
razdalje.
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Abstract:
The Distance Transform is a family of processes ancillary in solving Digital Image Pro-
cessing problems. A Distance Transform process computes distances spanning Feature
points with their nearest point on an observable object. The information obtained
therein measures inter-object distance, required principally by object comparison pro-
blems. Additionally, the Distance Transform finds use in several processes of: Filtering,
interpolation, compression, etc. Several metrics may serve as the basis of a transform,
of which the Euclidean metric receives the most focus, due to provision of a shortest
distance measure in the common space equipped with Euclidean properties. Several
algorithms are available for Distance Transform computation. Unfortunately many
classical algoritms, applied to the Euclidean metric, provide only approximate results.
If an exact result is required, algorithms bearing a higher computational expense must
be used. This final project treats a pair of Distance Transform algorithms. One is
simpler and provides only an approximate result. The other trades simplicity for exac-
tness - An asymptotical run time in grade of O(n) is achieved. The two algorithms are
here implemented in the C++ programming language, and comparatively examined
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afterwards. Results of an Euclidean Distance Transform are then illustrated on a prac-
tical medical problem - Comparison of expert image segmentation. The segmentation
chart is sourced from the medical image of tumour in pre-op. Correct delineation of
the tumour tissue boundary is essential for a successful clinical treatment. The degree
of segmentation disagreement, as reflecting on the surrounding tissue, may be apro-
ximated at a point of interest, by the calculation of an Euclidean distance transform
against the segmented tumour surface.
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1 Uvod
Na podrocˇju digitalne obdelave slik obstaja mnozˇica problemov, k resˇitvi katerih lahko
bistveno pripomore razpolozˇljivost postopkov zmozˇnih izracˇuna razdalj med elementi
razlicˇnih tipov. Algoritmi, na voljo za izvedbo takih postopkov, se v vecˇi meri razliku-
jejo po tem, kako se zakljukajo v variaciji prijazne dele interpretacije zgoraj. Elementi
so lahko denimo, za procesiranje na voljo v razlicˇnih prostorskih razporeditvah. Na-
kljucˇno raztreseni ali z dolocˇeno stopnjo strukture, katere najpomembnejˇsa je taka
mrezˇne oblike. Definicije razdalje rezultat dolocˇajo z omogocˇanjem izbire razlicˇnih me-
trik. Predmet obravnave je tukaj Evklidska transformacija razdalje, kar botruje fokusu
specificˇno na Evklidsko metriko, vendar so nekateri algoritmi sposobni izracˇune drugih
metrik pretvoriti v aproksimacijo Evklidske. Tocˇke, razdalja med katerimi je predmet
izracˇunov, je mogocˇe dojeti kot locˇene diskretne, ali jih grupirati kot volumne, in tako
dosecˇi prostorsko interpretacijo rezultatov. Prostorski problemi zahtevajo algoritme,
ki omogocˇajo razporeditve v treh in viˇsjih dimenzijah.
Evklidska transformacija razdalje je uporabna pri razlicˇnih operacijah na slikah,
denimo [2] [3] [8]: interpolaciji, filtriranju, segmentaciji, registraciji, kompresiji, skele-
tonizaciji, grozdenju (Clustering), izracˇunu premera objektov.
1.
2.
Slika 1.1: Primeri Uporabe
Slika 1.1 prikazuje dva od primerov uporabe Evklidske transformacije razdalje. Prvi
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je interpolacija objektov. Prvi par trovrsticˇnih stolpcev prikazuje prostorsko pokritje,
ki ustreza dvema objektoma (Rdecˇe), sticˇocˇima se z praznim prostorom (Belo). Od
teh, je drugi objekt dobljen z raztegom prvega. Drugi par z barvami predstavi rezultat
nad njima pognane Evklidske transformacije. Zadnji stolpec kot rezultat prikazuje in-
terpolacijo teh razdalj. Vidno je, da taka interpolacija poda informacijo o spremembi.
Cˇe se drugi objekt razteza prek meja prvega, bo v njega presezˇnih tocˇkah kot rezul-
tat nenicˇelna razdalja. Zmes vrednosti razdalj prvega in drugega merjenega objekta
poda tudi informacijo o tem, kako “globoko” po raztegu lezˇijo tocˇke (Na sliki temnejˇsi
odtenek rjave).
Preostanek slike podaja primer registracije. Problem, resˇevan z algoritmi registra-
cije je transformacija mnozˇice podatkovnih tocˇk, ki se karnajtesneje prilegajo obliki
objekta - modela. Tipicˇni kriterij po katerem je merjena stopnja ujemanja je viˇsina
sesˇtevka kvadrata razdalj do modela. Slika prikazuje dva pogoja, katera se pri tem kri-
teriju lahko minimizira. Prvi pogoj je razdalja podatkovnih tocˇk do krajiˇscˇa modela,
dosezˇen ko postane Evklidska transformacija (Merjeno od krajiˇscˇa) na kraju podat-
kovne tocˇke, vrednosti nicˇ. Drugi pogoj je medsebojna razdalja podatkovnih tocˇk. Ko
so po izpolnitvi prvega pogoja vse tocˇke razporejene po krajiˇscˇu, preostane samo, da se
jih razporedi optimalno, kar je locˇen problem zunaj namena Evklidske transformacije.
Slika 1.2: Primeri Uporabe - Nadaljevanje
Slika 1.2 prikazuje dva dodatna primera: Izracˇun premera in skeletonizacijo. Izracˇun
premera uporablja dejstvo, da je iskanje najdaljˇse razdalje dualen problen iskanju naj-
krajˇse. Dolocˇene algoritme se za ta namen da prilagoditi, na sliki je prikazan izracˇun
premera v dveh dimenzijah. Od tocˇke, katere razdalja do krajiˇscˇ je najvecˇja, me-
ritev poteka v obeh smereh. Zadnji preostali primer prikazˇe postopek skeletoniza-
cije. Iregularno oblikovan objekt je sloj za slojem olupljen, z odstranitvijo tocˇk po
narasˇcˇajocˇih vrednostih Evklidske transformacije razdalje originalnega objekta. Od-
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stranitev se koncˇa ko za vsako sˇe ohranjeno tocˇko velja, da bi nje odstranitev povzrocˇila
razpad oblike na vecˇ delov. Iz tako dobljene oblike lahko, kot v shematiki prikazani na
koncu, izvlecˇemo strukturo v obliki sklepov oz. tecˇajev, in vecˇih izrastkov.
Temu uvodu sledecˇi razdelki porocˇila predstavijo preostanek vsebine. Najprej je
Evklidska transformacija razdalje podrobneje definirana. Sledi za interpretacijo zˇe za-
jetih vhodnih podatkov pomemben koncept obrobja. Potreba po uporabi ucˇinkovitih
podatkovnih struktur za opis obrobja vodi do predstavitve mrezˇ, mrezˇenja. Dlje cˇasa
je v uporabi primer naprave za razpoznavo nepravilnosti na objektih. Skozenj so pred-
stavljeni koncepti anizotropije, kompenzacije mrezˇnih nepravilnosti za popravo. V
kasnejˇsem poglavju so opisane dodatne lastnosti Evklidske razdalje. Te postanejo rele-
vantne pri opisu enega od dvojice implementiranih algoritmov. Po teh prerekvizitnih
lastnostih je algoritmoma predstavljeno delovanje, opisane so tudi nju implementacijske
posebnosti.
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2 Uporabni del
Evklidska transformacija razdalje izracˇuna razdaljo med ospredjem in ozadjem (ti.
“Foreground”, “Background”) dolocˇene razporeditve prostorskih elementov. Sklicujocˇ
se na [4], formula:
FT (u) = arg min
v∈BdI
‖u− v‖
koncizno zapisano v popolnosti dolocˇa Evklidsko transformacijo. To je - v kolikor
so definirani obrobje stika ospredja z ozadjem BdI , in operator metrike dolzˇine vek-
torja ‖x‖. Od teh so razlicˇne mozˇne definicije obrobja najbolj zasluzˇne za razlike
v interpretaciji. Pokazˇe se, kot bo predstavljeno v nadaljevanju, da je mocˇ razlicˇne
funkcije razdalje v algoritmih uporabiti v poenotenem sistemu. Funkcije razdalje so
v specificˇnem algoritmu implementiranem za predstavitev podvrzˇene dvem dodatnim
lastnostim. Za razliko od genericˇnosti pri uporabi metrik, razlicˇne od definicij obrobja
zahtevajo prilagoditev algoritmov. Predstavljene bodo definicije obrobij kot v [2], in
njih lastnosti. Variabilnost je v sistem vnesˇena zaradi potreb po digitalizaciji problema.
Denimo: Polja indeksirana z eno ali vecˇimi dimenzijami je v klasicˇnih racˇunalniˇskih
sistemih preprosteje manipulirati kot analiticˇne enacˇbe prostornin (Naj prisotnost/ne-
prisotnost vrednost polja v tocˇki predstavlja pokritje objekta. Naj po drugi strani
pokritje predstavlja notranjost zaprtega grafa parametricˇne funkcije v prostoru).
Geometricˇno obrobje karakterizira naslednji izraz:
BdGI = {x ∈ Rk : ∆(x, FI) = ∆(x,BI)}
V njem spremenljivka x tecˇe preko celotnega n-dimenzionalnega prostora Rk. De-
finicijsko obmocˇje FI in BI so tocˇke diskretne mrezˇe v prostoru, po kriteriju ospredja
oziroma ozadja razdeljene na dve podmnozˇici. Kljub temu da je eden od cˇlenov v
izrazih pogoja enakosti cˇlan te mrezˇe, je rezultat izraza tej disjunkten (In sicer vedno
- Nadaljevanje pri opisu slike 2.1). Digitalno obrobje bo uporabljeno v obliki ki bo
v nadaljevanju opisana v razdelku o implementiranem priblizˇnem algoritmu Evklid-
ske transformacije razdalje iz cˇlanka [3]. V tej obliki je obrobje diskretna anizotropna
mrezˇa. Ujema se torej z definicijskim obmocˇjem ospredja in ozadja. Ustreza zaradi
tega, ker bosta z isto “mrezˇno” abstrakcijo implementirana oba koncepta.
Kot prikazano na sliki 2.1 a , naj obstaja objekt. Slika b nato predstavlja del
objekta, ki bo opazovan. Preko sledi objekta je pozicionirana ti. digitalna mrezˇa.
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a) b) c)
d) e)
Slika 2.1: Digitalizacija in mrezˇe
Pomemben je potek roba glede na tocˇke v mrezˇi, preostala povrsˇina se nato razteza v
smeri navzdol in desno. Cˇe na obliko ne postavljamo posebnih omejitev je razvidno, da
je rob objekta v splosˇnem geometrijski: Kakorkoli zˇe na gosto bi taksˇno mrezˇo sestavili
in prilagodili nje postavitev, vedno obstaja taka prostorska konfiguracija, katera ostane
v nepolnosti pokrita z nje tocˇkami.
Ako se sprijaznimo z to limitacijo (Cˇe drugega ne - zato ker so algoritmi Evklid-
ske transformacije razdalje ki so predmet obravnave, zasnovani za delovanje v takem
digitalnem nacˇinu), so objekti digitalizirani z izgubo informacije o obliki. Na sliki
c je prikazana digitalizacija istega obmocˇja kot na sliki b . Informacija ki ostane,
je prisotnost ospredja v posameznih tocˇkah. Naj bo polje v Rk, koncˇnih velikosti
{nd : 0 ≤ d<k}. Mogocˇe je izracˇunati, da je sˇtevilo mogocˇih edinstvenih zajemkov v





V primeru, da je uporabljeno trivialno mapiranje objektov v mrezˇo, v katerem je tocˇka
oznacˇena kot v ospredju cˇe je objekt prisoten na njej istolezˇnih koordinatah in objekt
ni prisoten v nobeni drugi tocˇki, je s tem opravljen izogib omejitvi izgube podatkov.
Pogoj takega tipa je zelo umetno postavljen: V splosˇnem je torej napravljena razdeli-
tev na dva razreda objektov: Malosˇtevilcˇen razred ki ustreza trivialnemu mapiranju, in
drugi vecˇinski razred nepredstavljivih. Cˇe obstaja mozˇnost mapiranja tega zaviselega
preostanka (V trenutnem primeru bi smiselna resˇitev bila uporaba algoritma Evklidske
transformacije razdalje, delujocˇega na z funkcijo f : Rk → {ospredje, ozadje} analiticˇno
podano definicijo objekta), to trivialno mapiranje ni posebno pomanjkljivo. Naspro-
tno; Izkazˇe se, da bo izrabljena udobnost predstavitve mrezˇne strukture v podatkovnem
modelu implementacije. Predhodno razmiˇsljanje vodi v predstavitev naslednjega ar-
gumenta: V Fiziki in Kinematiki je uporabljan koncept masne tocˇke oz. masnega
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delca. Lastnost masnega delca je, da ne poseduje prostorskega razteza. Primer sistema
v katerem so uporabljivi masni delci je dolocˇitev kinematicˇnih vrednosti rakete, letecˇe
v medplanetarnem prostoru, oddaljene od drugih nebesnih teles. Po Newtonovih zako-
nih univerzalne gravitacije, masna tocˇka privlacˇi drugo masno tocˇko z narastkom sile
premo sorazmernim z njunimi masami, in upadom kvadratno sorazmernim z inverzom
kvadrata njune razdalje. Inverzno kvadraten upad je dovolj strm, da je pri izracˇunih
mozˇno zavrecˇi prostorske lastnosti sodelujocˇih objektov, in jih ohraniti zgolj kot tocˇke
z primerno prilagojenimi masami. Primer aplikacije Evklidske transformacije razdalje
je inicializacija polja z vrednostjo ospredja na tocˇkah ustrezajocˇih lokacijam planetov,
in ozadja na vseh ostalih. Ko je algoritem pognan na tem polju, je dobljen rezultat,
vzorcˇen na tocˇki na kateri se nahaja raketa, razdalja do najblizˇjega planeta.
Na slikah d in e je pravtako prikazana digitalizacija obmocˇja s slike b . In sicer
je, v nasprotje prejˇsnji masnotocˇkovni interpretaciji, uporabljena volumetricˇna. Priso-
tnost ospredja v posamezni tocˇki mrezˇe je smatrana kot prisotnost objekta v volumnu,
raztezajocˇem se od vkjucˇno centra (Mesta ki se v prostoru objekta prilega tocˇki mrezˇe),
do roba razteza. Rob je definiran kot mnozˇica vseh tocˇk v n-dimenzionalneh prostoru
v katerem je postavljena mrezˇa, za katere velja da so po metriki razdalje blizˇje centru
tocˇke v obravnavi, kot centru katere koli druge tocˇke mrezˇe. Poseben primer se pojavi
pri mrezˇah koncˇnega razsega. Tocˇke na samih mejah koncˇne mrezˇe (Torej krajiˇscˇa, in
njih vezne povrsˇine) v “zunanji” smeri namrecˇ ne premorejo sosesˇcˇine.
a) b)
Slika 2.2: Rob mrezˇe
Prikazan na sliki 2.2 a , je volumen tocˇke na meji mrezˇe. V tocˇki je konstruirana
premica pravokotna na robno ploskev, katero v tem dvodimenzionalnem primeru pred-
stavi premica. Po kriteriju blizˇine centra se volumen zagotovo razteza vsaj po celotni
povrsˇini te premice. Vsaka tocˇka te premice je namrecˇ pravokotna na robno ploskev.
Ker je tocˇka na meji mrezˇe del robne ploskve mrezˇe, in je pravokotnica konstruirana
skoznjo, je rezultat pravokotne projekcije tocˇke na ploskev ravno ta mejna tocˇka. Iz
algebre je znano, da je pravokotna projekcija vektorja na podprostor, temu vektorju
najblizˇja tocˇka podprostora. Torej je del volumna izbrane tocˇke, in hkrati ni del vo-
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lumna nobene druge (Kar se lahko zgodi na meji dveh volumnov). Dejanski raztez je
vizualno predstavljen na sliki a kot razlivajocˇ se navzven iz premice na sredini, do
polovice razdalje do obeh ostalih robnih tocˇk na vsaki strani. Vecˇ o razdelitvi prostora,
ki jo povzrocˇi kriterij enakomernosti oddaljenosti, v razdelku o dodatnih lastnostih
Evklidske razdalje. Aplikabilne so ugotovitve o regijah Voronojskega diagrama dveh
tocˇk (Slika 2.8).
Da v namen dela z mrezˇami koncˇne velikosti, volumni iz brezkoncˇnih postanejo
omejeni z mejami razsega mrezˇe, je uporabljena konstrukcija kot na sliki b . Namen
je vnesti omejitve, dodane so v obliki dodatnega sloja tocˇk, po obliki lezˇecˇega preko
celosti robne ploskve, na sliki prikazano z rjavo barvo. Definiciji je na konec dodan
sledecˇ popravek: “... kot centru katere koli druge tocˇke mrezˇe, ali katere koli tocˇke
omejitvenega sloja”. Volumen je torej omejen z mejami razsega mrezˇe. Ugodni lastnosti
definicije: Volumni posameznih mrezˇnih tocˇk so vedno paroma disjunktni, in vse tocˇke
prostora so del vsaj enega volumna.
Slike so predstavljene z diskretno mnozˇico tocˇk. Za potrebe indeksiranja po di-
menziji in po vrsti je posamezno tocˇko mocˇ predstaviti kot cˇlana kartezijskega pro-
dukta C = {x10, . . . , x1n1−1} × · · · × {xk0, . . . , xkn1−1}. Tako imenovan cˇlan je n-terica
(i0, . . . , ik) ∈ Rk realnih sˇtevil.
Dve pogosti metodi indeksiranja implementira naslednji postopek. Izbrano dimen-
zijo n indeksira n. element te n-terice, pri cˇemer ostali ohranjajo vrednost: (. . . , in, . . . ).
Vrsto (S cˇimer je na tem mestu miˇsljena premica v k-dimenzionalnem prostoru, para-
lelna 0 < n < k vektorju standardne baze Rk) prav tako indeksira n. element n-terice.
Pri tem je za element vrste Rkn, njegov naslednjik R
k
n+1 = (. . . , in+1, . . . ).
Slika 2.3: Podatki algoritma
Pri resˇitvah, kjer Evklidska transformacija razdalje pomaga modelirati fizicˇen sis-
tem, je ugodno postaviti predpostavko da n-terica naslavlja prostorsko tocˇko v enotah
domene problema. (a, b, c) denimo pomeni tocˇko dolzˇine a, sˇirine b, viˇsine c, v centi-
metrih, kakor odmerjeno po baznih vektorjih nepomicˇnega opazovaliˇscˇa nastavljenega
v prostoru. Alternativna interpretacija je denimo a kot zaporedna sˇtevilka rezine, b in
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c kot koordinati na ploskvi.
Slika 2.4: Potek skeniranja
Implementacija ki je zmozˇna izrabiti zgoraj omenjeno interpretacijo, je naprava
namenjena razpoznavi povrsˇinskih nepravilnosti na objektih, kot na sliki 2.4. Napravo
sestavljata pomicˇni trak in opticˇni cˇitalec. V postopku je posamezna rezina tecˇena pod
odcˇitnim obmocˇjem. Tako delovanje podatke zajame postopno, vrsto po vrsto. To je
v kontrast, na primer, uporabi fotografskega svetlobnega senzorja, ki v enem koraku
zajame celotno ploskev.
Slika 2.5: Anizotropija po dekalibraciji
Primer je izbran z namenom prikaza koncepta anizotropije slik, predstavljajocˇih
vhodne podatke algoritma. Na sliki 2.5 sta skenirna glava in odtis prikazana kot na
sliki 2.4. Z krizˇci so oznacˇena mesta kjer, pri skeniranju posamezne vrste, senzor zajame
podatke. Levi vzorec predstavlja zajem pri pravilnem delovanju sistema. Tako zajemki
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posameznih, kot sekvence zajetih vrst, so razporejeni v regularno mrezˇo. Desni vzorec
predstavlja zajem pri pojavi dolocˇenega defekta. Naj do cˇasa t postopek zajem poteka
rutinsko, brez tezˇav. Nato naj pri cˇasu t skenirna glava utrpi mehansko okvaro: Kot
prikazano na diagramu, se odtis enega od vzorcev vrste zamakne v smeri osi gibanja
glave. Mrezˇa zajemnih mest, ki jo predstavlja razporeditev zajemkov, zdaj na mestih
okvare izrazˇa iregularnost - anizotropijo.
Ako je napaka dejansko opazˇena in detektirana, za razliko od denimo nadaljeva-
nja procesiranja, z subtilno napacˇnimi podatki (V sistemu implementiranem kot na
tukaj predstavljen nacˇin namrecˇ vsak mozˇen odcˇitek predstavlja dolocˇeno prostorsko
konfiguracijo postopku izpostavljenih objektov. Redundance pri zajemu ni, tako tudi
ne odvisnosti med posameznimi zajemki. Brez dodatnega domenskega znanja zajem-
kov tako ne moremo izlocˇiti na osnovi validiranja vhodnih podatkov), tedaj obstaja
mozˇnost pretecˇenja sistema skozi diagnosticˇen postopek. V primeru na sliki 2.5 je pro-
blem mehanske narave (Nekak ekvivalent dekalibraciji senzorja). Probleme te narave
je mogocˇe analizirati, pridobljeno znanje je uporabljivo v namen modeliranja modali-
tete defekta. V nakazanem primeru je mogocˇe, z nekaj predpostavljanja glede nacˇina
posˇkodbe skenirne glave, izpeljati dejstvo, da je posˇkodovan zgolj del podatkov: Od
znane predhodne tocˇke kjer je sistem preverljivo deloval pravilno, lahko sklepamo da
je cˇas, t, nastanka napake v zamejenem intervalu. t lahko nato izoliramo z uporabo
razlicˇnih postopkov, denimo: Z ponovnim predvajanjem zajema (Sampling replay) od
znane predhodne tocˇke, z bisekcijo skeniranja koordinat.
Od teh ima ponovno predvajanje prednost v tem, da z dodatno redundanco omogocˇa
sprotno preverjenje zajema do tocˇke napake.
Bisekcija, cˇe si predstavljamo funkcijo f : cas→ nivo z dvema nivojema vrednosti
(Opravilna glava, okvarjena glava), lahko deluje, v kolikor velja da obstaja os, ki sekajocˇ
sˇtevilsko premico tej razdeli vrednosti po nivoju na cˇisti podmnozˇici. Taka razdelitev
ustreza grafu zvezne funkcije, ki seka abscisno os v eni tocˇki. Razdelitev je mogocˇe
dojeti kot cˇasovno koherenco defektivnostnega stanja glave. Cˇe to ne drzˇi, v primeru
nekoherence, so invariante zahtevane za pravilno delovanje bisekcije krsˇene:
Na sliki 2.6 sta prikazani dve instanci scenarija okvare. Gornjega generira kohe-
rentni tip. Z intervali so prikazane razdelitve, izvrsˇene pri pogonu bisekcije. Interval
izbran v vsakem sledecˇem si koraku, je izbran po kriteriju nivoja. (Na sliki rdecˇe: Izberi
levi interval; Modro: Izberi desni interval) Spodnji primer generira nekoherentni tip.
Vzorcˇenje vrednosti f(sredina intervala) bi definicijsko obmocˇje razdelilo na dva dela.
Glede na nivo na mestu vzorcˇenja bi bil za naslednji korak izbran desni pod-interval,
tako pusˇcˇocˇ mesta obeh vrednosti na obeh straneh razmejitve.
Ne glede na to katerakoli od takih zaobidkov bi bil izbrana, se zmeraj ohranja
originalni problem: Tehnicˇne resˇitve omilijo problem. Izkazˇe se, da sˇtudija Evklidske
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Slika 2.6: Bisekcija
Transformacije rezultira v ponudbi sistemske resˇitve - algoritmi v uporabi postanejo
predelani v namen rokovanja z anizotropijo. Cˇe podatki ne morejo biti obnovljeni ali
nadomesˇcˇeni, je taka algoritmicˇna izboljˇsava nacˇin za izboljˇsavo obstojecˇih.
Opis na predhodnih straneh predstavi vhodne podatke algoritma kot n-terice v Rk.
Te je mogocˇe razumenti kot strukturo v obliki mrezˇe. V primerih skladnih z zgo-
raj opisanim primerom cˇitalnika, se kot anizotropija izrazijo dolocˇene nepravilnosti.
Bolj podrobno: Take nepravilnosti, pri katerih je mrezˇna struktura podvrzˇena dolocˇeni
transformaciji. Kompenzacije, ki nepravilnosti prilagodijo potrebam algoritmov Ev-
klidske transformacije razdalje, delujejo na podatkih z ucˇinkom ponovne vzpostavitve
te mrezˇe. Najprej bodi opisanih dvoje tehnik za obdelavo vhodnih podatkov, izposta-
vlujocˇ slabosti. Nato pa opis tehnike predstavljene v [2]. Mrezˇa skrajˇsana za, oziroma
obrezana okrog, dolocˇenega sˇtevila vrst (Odvisno od dimenzionalnosti problema, in
dimenzije odrezka: Premic, ravnin, hiperravnin, ...), ohranja strukturo. Implementa-
cija bi bila enakovredna preprostemu zavrzˇku dela zajetih podatkov. Ker so ti po-
datki sˇe zmeraj uporabljivi (V primeru uporabljenem v predhodnih razdelkih zgolj za
dolocˇeno stopnjo zamaknjeni od idealne, kalibracijske konfiguracije), jih je zavrecˇi in
dosecˇi suboptimalen rezultat sˇkoda.
Slika 2.7 prikazuje primer zajema podatkov, ter dve instanci poprave mrezˇenja.
Vidi se, da je zamaknjena druga vrstica, na sliki obarvana rdecˇe. Prvi zajemek je po-
ravnan, razlika z naslednjimi nato kumulativno narasˇcˇa. V levem primeru poprave je
vrstica zgolj izbrisana. V desnem so posamezni zajemki interpolirani glede na sosednje
(Na sliki obarvano z gradientom). Pri interpolaciji so lahko uposˇtevani razni koncepti,
kot je znanje o lokacijski koherenci objektov, ki jih zajemamo. Splosˇna oblika pro-
blema pa je taka, da so pridobljeni zajemki razlicˇnih lokacij neodvisni. Interpolacija
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Slika 2.7: Poprava mrezˇenja
je zanimiva, ker ohranja mrezˇno strukturo in tako omogocˇi uporabo podatkov zgolj z
predhodnim predprocesiranjem, brez modifikacije uporabljenih algoritmov Evklidske
transformacije, teoreticˇno pa, kot je opisano predhodno, se ne razlikuje od zavrzˇka
podatkov. Koncepta mrezˇe (Indeksirane z n-tericami) in koordinatne mnozˇice (Ma-
pirane z indeksi n-teric polozˇajne koordinate), sta strogo locˇena. Mogocˇe pa je oba
izraziti brez dupliciranja uporabljenih abstrakcij. Izrazek 2.3 (Remark 2.3) obravnavo
konceptov poenoti s sledecˇim sistemom:
Naj bo ∆ metrike Lp. V izotropi sceni (Z razliko koordinatnimi dvoji-
cami N ij = x
i
(j+1)−xij zmeraj enako fiksnemu sˇtevilu σ), naj bo ∆(c, d) =
∆∗(c, d)σ. Za izotrope slike identifikacija C∗ z C tako ne zahteva spre-
membe v definiciji funkcije razdalje, razen v koncˇni multiplikaciji z σ. Za
razliko od tega pa mora za anizotrope slike razdalja biti izvlecˇena iz sˇtevil





|xici − xidi |p
)1/p
Funkcija razdalje ∆ mora biti dojeta kot subrutina, podana z gornjo





Pripomki glede sˇtevil Ndi , pomozˇnih podatkov anizotropih slik: Sˇtevila se morejo
razlikovati med vsakim zaporednim parom koordinat, pripomorejo torej O(n) dodatnih
podatkov. Kot razvidno iz gornje formule funkcije razdalje ∆∗, in nje sledecˇe definicije
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|xici−xidi |, priobcˇenje razdalje iz danih koordinat pri anizotropih slikah zahteva dodatni
sumacijo preko vseh vmesnih indeksov (Po sˇtevilu obstaja n teh). Dolocˇeni algoritmi
razdaljo racˇunajo O(n) krat. Tak je v prejˇsnjem razdelku predstavljeni naivni vsak-
z-vsakim (Na sliki 2.3). Temu algoritmu dodatne komputacije racˇunanja razdalje,
izkljucˇujocˇ resˇitve kot npr. medpomnjenje rezultatov, cˇasovno kompleksnost pokva-
rijo na O(N3). Razlika med direktnim indeksiranjem in indirektnim indeksiranjem se
pokazˇe cˇe so sˇtevila N ij odvisna of i in j - niso konstantna. Razlika med relativno in
absolutno koordinatno diferenco: Cˇe so vsote |xici − xidi |, za vsako tocˇko n-terice slike
predizracˇunane v globalni koordinatni sistem. Predizracˇun ne razresˇi vsakega sistema
ucˇinkovito. V primeru skenirnega sistema objektov, okvarjenega po modelu anizotro-
pije kot na sliki 2.5, je dovolj hraniti eno dodatno relativno diferenco, po odlocˇitvenem
pravilu naslednje enacˇbe.
cˇas < t Normalna diferenca
cˇas = t Diferenca uposˇtevajocˇ zamik senzorja
cˇas > t Normalna diferenca
Torej ena diferenca, ki stopi v efekt pri cˇasu t. Vse absolutne diference od cˇasa t
dalje pa se razlikujejo od izotropnih.
2.1 Lastnosti Razdalje
Algoritmi Evklidske transformacije razdalje, kot obravnavani tukaj, nacˇeloma pod-
pirajo, po zasnovi ali kot “bonus” po nakljucˇju, uporabo na problemih z razlicˇnimi
interpretacijami razdalje oziroma metrike. Trivialni algoritem, kot na sliki 2.3, na iz-
biro metrike nacˇeloma ni obcˇutljiv. Ker najblizˇjo tocˇko posameznemu zajemku dolocˇi
tako, da izracˇuna metriko do vsake ostale tocˇke posebej in izbere najnizˇjo, lahko to
stori za vsako funkcijo f : · · · → R. Seveda za vecˇino veljavnih funkcij ne obstaja
ugodna intuitivna interpretacija rezultatov. Na Voronojskih diagramih zasnovani algo-
ritem linearne cˇasovne kompleksnosti, ki bo predstavljen v nadaljevanju, zahteva da:
Je funkcija razdalje metrika; Je metrika, ki podpira dve dodatni lastnosti. Ti dodatni
lastnosti sta tu opisani.
Bodijo definirani naslednji objekti: Vsak d = 1, . . . , k, vsaka vrsta R v Rk paralelna
d-ti prostorski osi, in tocˇki mrezˇe v prostoru u = (ui) in v = (vi).
Prva dodatna lastnost: Cˇe je ud = vd, y ∈ R tak da yd = ud, in ∆(u, y) ≤
∆(v, y), potem ∆(u, x) ≤ ∆(v, x) za vsak x ∈ R.
Druga dodatna lastnost: Cˇe je ud<vd, nato obstaja xuv ∈ R, tak da za vsak
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element x ∈ R velja: Cˇe xd<xuv, nato velja ∆(u, x)<∆(v, x); In cˇe xd>xuv,
nato velja ∆(u, x) ≥ ∆(v, x).
Pred komentiranjem teh lastnosti razdalje bo predstavljen pomozˇen rezultat. Euler
v objavku, v prevodu imenovanem “General formulas for the translation of arbitrary
rigid bodies” [5], leta 1775 naslovi problem transformacije (Pri cˇemer ta vkljucˇuje
rotacijo in translacijo) togih teles v prostoru. Povzeto je v prostor postavljen tridimen-
zionalni ortogonalni sistem baznih vektorjev. Koordinate telesa pred in po izvedeni
transformaciji so izrazˇene v tem sistemu. Intuitivno se pri togi spremembi telesa raz-
dalje med vsakim posameznim parom izbranih tocˇk ohranjajo. Zato je izbran pogoj
invariantnost evklidske metrike za transformacijo (Oziroma kvadrata te metrike). Z
dodatkom tega pogoja, je formule mogocˇe faktorirati v posebno obliko.
x = f + Fp+ F ′q + F ′′r
y = g +Gp+G′q +G′′r
z = h+Hp+H ′q +H ′′r
Cˇe iz teh enakosti izvzamemo translacijo, torej f = g = h = 0, lahko dobljeni vzorec
prepoznamo kot enacˇbo za mnozˇenje matrike dimenzij 3 × 3 z vektorjem: A3×3x. V
tej so sˇtevila {F,G,H} konstante matrike, {p, q, r} vhodni vektor, in {x, y, z} rezultat.
Kot razvidno iz Eulerjevega treatmaja, so posamezni stolpci enotske dolzˇine: F 2 +
G2 +H2 = 1. Ker so tudi neodvisni, se da sklepati da je dobljena matrika ortogonalna.
Cˇe ortogonalno matriko interpretiramo kot ortonormirano bazo vektorskega prostora,
potem posamezen stolpec te ustreza enemu od baznih vektorjev. Bistveno dejstvo je,
da je bila matrika izpeljana iz predpostavke o ohranjanju razdalje. Rezultat: Rotacija
(Izbira ortonormirane baze) prostora ohranja razdaljo.
Prva lastnost: V treh dimenzijah je ortogonalni komplement premice ravnina, ka-
tere normala je ta premica. V izbrani tocˇki na premici, je konceptualni ustreznik
ortogonalnemu komplementu mnozˇica vseh tocˇk pravokotnih na premico v tocˇki: To-
rej 2D rezina v prostoru. Naj bo R premica ki tecˇe paralelno k x-osi, x koordinata
tocˇke na premici. Cˇe {y, z} predstavljata vektor v rezini na tej tocˇki, tedaj (x, y, z)
zapiˇse koordinate poljubne tocˇke. (x, y, z) se da razstaviti na komponenti: (x, 0, 0) v
smeri premice, (0, y, z) v smeri rezine. Skalarni produkt teh dveh komponent je vedno
nicˇelen, cˇe posamezne cˇlene paroma pomnozˇimo, je v vsakem zmnozˇku vsaj en cˇlen
enak nicˇ. Cˇe bazna vektorja {y, z} zavrtimo tako, da se denimo y poravna z smerjo
(y, z), se da to poljubno tocˇko (x, y, z) zapisati kot (x, y′, 0). Drzˇi, da ima vsaka line-
arna preslikava na realnem prostoru lihe dimenzionalnosti eigenpodprostor, oziroma po
Eulerjevem rotacijskem teoremu ima vsaka transformacija togega telesa rotacijsko os,
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ki ob transformaciji ohranja polozˇaj na njej lezˇecˇih tocˇk. Pri vrtenju {y, z} se v rav-
nini polozˇaji ne ohranjajo. Os vrtenja mora tako lezˇati zunaj te ravnine; Vrtenje {y, z}
dosezˇemo z rotacijo okoli x-osi. Posledica je, da po transformaciji baznih vektorjev,
tocˇka zapisana (x, y′, 0) sˇe vedno lezˇi v isti rezini kot originalna. Zaradi ekvivalence
rotacije in izbire ortonormirane baze, omenjene v razdelku o Eulerju, taka rotacija ve-
dno obstaja. Cˇe tak zavrten koordinatni sistem postavimo v tocˇko x na premici R,
je razvidno da daljici (0, 0, 0)(x, 0, 0) in (x, 0, 0)(x, y′, 0) tvorita pravokotni trikotnik.
Stranica (0, 0, 0)(x, 0, 0) je skupna vsaki tocˇki v rezini. Primerjava razdalj to dveh
poljubnih tocˇk v rezini tako zavisi le od dolzˇine druge stranice. Razdalje do razlicˇnih
tocˇk (Vsake z svojo razlicˇno rotacijo) so medsebojno primerljive, ker rotacija prostora
ohranja razdaljo. Navedena odvisnost od le ene dolzˇine je jedro prve lastnosti. Cˇe sta
v isti rezini izbrani dve tocˇki, je njih razdalja do poljubne tocˇke na premici pravokotni
na rezino, najnizˇja za tocˇno dolocˇeno od teh.
Druga lastnost: Ta lastnost v grobem recˇeno obravnava particioniranje prostora na
dva dela. Kriterij za to uporabljen je enakomernost oddaljenosti. V prostor postavljeni
dve tocˇki ustvarita karakteristicˇno razdelitev, ki bo analizirana tu. Razvidno bo, da
ta kriterij povzrocˇi particioniranje na dva dela. Ta dela sta drug od drugega locˇena z
povrsˇino ki je podprostor dimenzionalnosti ene manj kot celotni prostor.
Slika 2.8: Druga lastnost
Na sliki 2.8 a, b, c konstruirajo locˇno povrsˇino, enakomerno oddaljeno od dveh tocˇk.
Na a sta tocˇki oznacˇeni z izvotljenima krogoma. Vezˇe ju daljica, na kateri je
oznacˇena srediˇscˇna tocˇka. Cˇe poljubni tocˇki A in B zvezˇemo z daljico AB, je sre-
dina A+B
2
te gotovo enako oddaljena od obeh tocˇk, in tako del locˇne povrsˇine.
Na b je izbrana tocˇka na daljici, ki tecˇe skozi srediˇscˇno tocˇko, in je pravokotna na
vezno daljico. Vidno je da postaneta formirana dva pravokotna trikotnika. Kateta
trikotnika obarvana rdecˇe je enaka ne glede na izbrano tocˇko. Z obeh strani se namrecˇ
vezˇe s srediˇscˇno tocˇko. Kateto obarvano zeleno si delita oba trikotnika, zato je pravtako
enaka.
Na c je izbrana tocˇka lezˇecˇa v preostanku izvornega prostora - Torej lezˇecˇa izven
pravokotnice. Tocˇka je z pomozˇno cˇrto zvezana z njeno ortogonalno projekcijo na to
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pravokotnico. Kateta obarvana zeleno je pri taki, poljubno v prostoru izbrani tocˇki,
enaka primeru projecirane tocˇke na pravokotnici. Od ostalih katet (Na c obarvanih
rdecˇe in modro), je ena daljˇsa in druga krajˇsa.
To velja v primeru dveh dimenzij. V treh dimenzijah locˇna povrsˇina namesto pre-
mice postane ravnina. Utemeljitev tecˇe na nacˇin analogen tistemu uporabljenemu pri
prvi lastnosti, za zavrten koordinatni sistem postavljen “v tocˇko x na premici R”.
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3 Dvoje Algoritmov
Za potrebe predstavitve sta bila implementirana dva algoritma Evklidske transforma-
cije razdalje. Eden delujocˇ po principu propagacije razdalj, in drugi katerega v ozadju
podpirajocˇi koncept je ucˇinkovita konstrukcija ( oz. vzorcˇenje, v nobeni tocˇki pro-
cesa naslednji namrecˇ ni manifestiran eksplicitno) Voronojskega diagrama na tocˇkah
premice paralelne enemu od baznih vektorjev prostora.
Algoritem propagacije razdalj je opisan v Borgefors et al. [3]. Sledena je njihova
eskpozicija. Borgefors uporablja akronim DT - Transformacija razdalje. Kontrastirano
z algoritmi Evklidske transformacije razdalje, EDT , so uporabljane druge metrike: ti.
Chamfer, Manhattan in N-Neighbour. Implementirana varianta uporablja metriko, ki
je pribliˇzek Evklidski. D-Evklidske razdalje vsem tocˇkam, razen v posebnih specificˇnih
prostorskih konfiguracijah merjenega objekta, priredijo tocˇno Evklidsko razdaljo. Ven-
dar tudi v najslabsˇem primeru velja, da razlika med pravo vrednostjo in dejansko
izracˇunano ne presega nizke konstantne vrednosti.
Slika 3.1: Propagacija Razdalj v Eni Dimenziji
Slika 3.1 prikazuje koncept propagacije v eni dimenziji. Razsˇiritev na razlicˇico de-
lujocˇo v n. dimenzijah je enostavna, torej je predstavitev reprezentativna, kar se cilja
aplikacije na objektnih scenah trodimenzionalnih ticˇe. a1 prikazuje zacˇetno stanje
vrste (Enodimenzionalnega polja): Zvezdice v poljih oznacˇujejo prisotnost ospredja,
nicˇle pa prisotnost ozadja. Ta ilustracija elementov algoritma se direktno prevede na
podatkovno reprezentacijo uporabljivo pri izvedbi (Pri implementiranem Voronojskem
algoritmu to ne zgodi, potrebnih je vecˇ podpornih podatkovnih struktur). Pripra-
vljen je niz v dolzˇine enake sˇtevilu polj. Elementi vn so celosˇtevilskega tipa. Indeksi
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niza, ki pripadajo poljem z zvezdico so inicializirani na vrednost neskoncˇnosti, indeksi
pripadajocˇi nicˇlam pa na nicˇle. a2 prikazuje stanje, ki je iz zacˇetnega dobljeno z
pogonom treh korakov ti. navzprednjega prehoda. Navzprednji prehod je opravljen
sledocˇ naslednji formuli:
for i = 2, 3, . . . ,M vi := minimum(vi, vi−1 + 1)
Na sliki a3 je prikazano koncˇno stanje, dobljeno po zakljucˇku navzprednjega prehoda,
in opravku sledecˇega vzvratnega prehoda. Vzvratni prehod je opravljen sledocˇ naslednji
formuli:
for i = M − 1,M − 2, . . . , 1 vi := minimum(vi, vi−1 + 1)
Brez uporabe minimum, prehoda vsakemu elementu ospredja pripiˇseta razdaljo od naj-
blizˇjega levega oziroma desnega elementa. Tak pripis se, po minim-iziranju, sklada z
interpretacijo problema iskanja razdalje do najblizˇje tocˇke ozadja, kot izborom naj-
krajˇse izmed vseh mozˇnih poti propagacije. V eni dimenziji ima vsaka tocˇka samo
dva soseda. Tocˇka ospredja je lahko najblizˇja ali levi ali desni tocˇki ozadja, pri cˇemer
je nabor tocˇk levo in desno disjunkten. Obstaja tako le ena najblizˇja pot (Oziroma
dve enakovredni). Ker navzprednji in vzvratni prehod preideta obe, bo najkrajˇsa pot
dobljena kot rezultat.
Na sliki b sta takoimenovani maski. Maske so nacˇin za opis - V celoti defini-
rajo propagacijo razdalje. Za izbran algoritem, posebej sestavljene maske zahtevajo
vsaka od razlicˇnih uporabljenih metrik, in vsaka izbrana dimenzionalnost pri kateri
mora algoritem delovati. Posamezen element maske je maskvoksel. Obe maski Ev-
klidske metrike dimenzionalnosti ena sestavljata dva maskvoksla. Uporaba mask tecˇe
po naslednjem postopku: Edini nicˇelni element maske je zamiˇsljen kot lebdecˇ posta-
vljen nad element niza trenutno v obravnavi. Vsakemu od ostalih elementov niza, ki
je pokrit z maskvokslom, je odcˇitana vrednost. Te odcˇitane vrednosti, skupaj z trenu-
tno vrednostjo nicˇelnemu ustrezajocˇega elementa, sestavljajo kandidatno mnozˇico. V
kandidatni mnozˇici je najdena najnizˇja vrednost, ki postane nova vrednost nicˇelnemu
ustrezajocˇega elementa niza. Maska je nato premaknjena na, in postopek ponovljen za
naslednji element.
Propagacija razdalje z maskami je lokalna operacija. Na prireditev vrednosti ele-
menta vplivajo zgolj elementi v sosesˇcˇini. Mehanizem, ki omogocˇi izracˇun, prave,
globalno veljavne razdalje je iteracija: Naslednji element je izbran tako, da v njega
kandidatni mnozˇici sodeluje eden od predhodno obdelanih elementov.
Za obravnavo so bolj zanimivi primeri iz viˇsjih dimenzij. Implementirani algoritem
D-Evklidske razdalje deluje v treh, sledi opis delovanja kot primerljivo z referencˇnim
enodimenzionalnim zgoraj.
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Slika 3.2: Propagacija Razdalj v Treh Dimenzijah
Na sliki 3.2 a maskvoksli sˇele upravicˇijo svoj naziv (“Volumetric Picture Element”
- Volumenski Slikovni Element). Medtem ko v nizˇjih dimenzijah privzemajo ploskovno
obliko, so njih volumni v treh kocke (V sˇtirih in dalje pa hiperkocke). Sˇtevilske vre-
dnosti uporabljane v elementih maske zamenjajo vektorji, mi = (x, y, z) na polozˇaju i,
maske m. Ker maske postanejo trodimenzionalne, indeks i ∈ R3 tecˇe preko vektorjev,
namesto skalarjev. Nicˇelni element je ponovno en sam, vrednosti m(0,0,0) = (0, 0, 0).
Element maske i = (x, y, z) dobi vrednost m(x,y,z) = (|x|, |y|, |z|). Enacˇba Manhattan-





d1 ((x, y, z), 0) = |x|+ |y|+ |z|
Razvidno je tako, da so vrednosti elementa maske pravzaprav cˇleni Manhattanske
razdalje do nicˇelnega elementa. Slika b nakazˇe kako je sesˇteta razdalja razstavljena
po treh baznih vektorjih.
Slika c prikazuje maski, uporabljeni v navzprednjem in vzvratnem superprehodu.
Kot v enodimenzionalnem primeru sta simetricˇni okoli nicˇelnega elementa. Prostorsko-
vokselni sta samo ti dve, naslednji s slike d sta ploskovni. Poslednji sta predhodno
predstavljeni enodimenzionalni maski slike 3.1 b . Uporabljen je bil izraz “superpre-
hod”. Algoritem zdaj zahteva vecˇ prehodov, v povzeti razlicˇici:
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• Vrsta (Tip maske c , 3.1 b ): V posamezni vrsti se najprej maska pomika naprej,
nato druga nazaj.
• Rezina (Tip maske d , 3.1 b ): Gornja sekvenca preide vrste v rezini, nato v
obratni smeri.
• Prostor: Gornja sekvenca preide vsako rezino, nato v obratni smeri.
Nekaj birokracije glede poimenovanja prehodov in izbire mask, ki se ne pokazˇe za
bistveno je izpusˇcˇene. Gornji oris postopka je dovolj za obravnavo sledecˇe potencialne
sˇibkosti v ekspoziciji Borgefors:
Tabela 3.1: Izvlecˇek Borgefors et al. Algoritma Sˇtevilka 2
Forward pass:
for k1 := 2 step 1 until M1 do
for k2 := 2 step 1 until M2 do
. . .
for kN := 2 step 1 until MN do
Tabela 3.1 Indeksi kN so inicializirani na 2. Ta zapoznela inicializacije se zdi
skladna z formulami enodimenzionalnega navzprednjega prehoda zgoraj. Posebne po-
zornosti takrat ni bila delezˇna.
Slika 3.3: Propagacija Razdalj v Eni Dimenziji: Prenovljeno
Slika 3.3 je v pomocˇ pri vizualizaciji, cˇemu zapoznela inicializacija v eni dimenziji
deluje pravilno. Predstavljen je degeneriran primer z tremi elementi. Trije elementi so
ravno dovolj, da polje vsebuje dva roba z vrednostjo ospredja, hkrati z enim nicˇelnim
elementom. Polje z vecˇimi elementi pripelje do istega rezultata, dokler je ohranjen
vzorec ene vrednosti ospredja na robu, ki ji sledi nicˇelen element. Vrednosti ostalih
elementov na robne ne vplivajo. Vpliva ni zato, ker se razdalje propagirajo po dolocˇeni
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poti propagacije. Robni elementi premorejo zgolj enega soseda, in tako zgolj eno pot.
Med potekom posameznega prehoda se ob srecˇanju nicˇelnega elementa, vrednost vi
(0 = minimum(0, vi−1 + 1)) zagotovo postavi na nicˇ. Akumulacija razdalje se tako
resetira. Vrednost, ki jo po prehodu zavzame robni element, je razdalja od najblizˇjega
nicˇelnega elementa. Po definiciji primera, je najblizˇji nicˇelni element v neposredni
sosesˇcˇini robnega. Ker do robov tecˇe samo ena pot (Izmenicˇno: Leva, desna), in
prehoda propagirata samo po eni poti (Izmenicˇno: Desni, levi), sledi, da na vsakega
od robov vpliva samo eden od prehodov. Ker zapoznela inicializacija preskocˇi robni
element v prehodu, ki nanj ne vpliva, se pravilnost rezultata ohranja.
Zapoznela inicializacija pravilno deluje tudi v dveh dimenzijah. V tem primeru so




















Slika 3.4: Propagacija Med Rezinami
Dve rezini sta obarvani na sliki 3.4 a , robna rjavo, njej sledecˇa modro. Po algoritmu
tabele 3.1, se procesiranje pricˇne v elementu (2, 2, 2), preskocˇene so torej ena rezina,
ena vrstica, in en element. Na sliki b1 sta postavljena dva elementa. Ozadni element
vrednosti nicˇ na koordinatah (1, 1, 1), in poljuben element W na koordinatah (1, 1, 2).
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Naslednja propagacija, po poti od 0 do W , katera bi morala koncˇati z vrednostjo
razdalje rezultata (0, 0, 1), se nikoli ne izvrsˇi. Propagacija je v medrezinski smeri z
pricˇetkom v prvi vrstici prve rezine. W bi z istim koncˇnim efektom lahko zavzel
vrednost kateregakoli elementa prve vrstice druge rezine. Edine maske, ki razdalje
propagirajo v medrezinski smeri, so trodimenzionalne z slike 3.2 c . Element W je v
neposrednem stiku z elementom 0. Premica, ki elementa vezˇe, je najkrajˇsa pot med
elementoma, propagacija jo preide v enem koraku. Zaradi formule delovanja algoritma,
propagirana razdalja z sˇtevilom korakov strogo narasˇcˇa (vi je rezultat minimuma cˇlanov
kandidatne mnozˇice. Cˇlanom, pridobljenim iz elementov maske, je razdalja povecˇana
za vsaj 1). Trikotniˇska neenakost je tako ohranjena. Taka enokoracˇna propagacija
pa se v podani konfiguraciji elementov nikoli ne izvrsˇi. Slika c prikazuje entitete
preskocˇene z zapoznelo inicializacijo v razlicˇnih dimenzijah. Enodimenzionalni primer
je bil podrobneje razdelan zgoraj, preskocˇen robni element na rezultat ne vpliva. V
dvodimenzionalnem primeru je preskocˇena vrstica. Cˇe zamislimo:
• 1D preskakuje podprostor dimenzionalnosti 0 (Posamezne elemente), propagacijo
nato vrsˇi v dimenzionalnosti 1.
• 2D preskakuje podprostor dimenzionalnosti 1 (Vrstice), propagacijo nato vrsˇi v
dimenzionalnosti 2.
Kot nato razvidno s slike c , se med tema primeroma, in trodimenzionalnim prime-
rom prikazˇe razlika. Tro- (In viˇsje-) dimenzionalni primer je prvi, v katerem je po
opravljenem preskoku, propagacija vrsˇena preko dveh dimenzionalnisti (2-ploskve in 3-
prostora). Uposˇtevajocˇ trodimenzionalno konstrukcijo s slike c , sta v osi z preskocˇeni
dve vrstici zaporedoma. Ta dodaten korak preskoka ovira propagacijo. Pri obdelavi
zacˇetne druge rezine so (V oseh x, y) uporabljene ploskovne maske slike 3.2 c . Te
razdalje ne propagirajo v smeri z osi. Primer pri katerem je bila na implementaciji
algoritma odkrita zgoraj opisana sˇibkost prikazuje slika b1 . Vidna sta dva nicˇelna
elementa v prvi rezini. Tocˇki, skozi katere je propagacija opazovana sta pravtako dve,
v drugi rezini locirani takoj nad nicˇelnimi. Za nicˇlo na koordinatah (2, 2, 1) najprej
obstaja propagacijska pot v A, nato, pri prehodu druge rezine, pa iz A v B. Ta pot (V
vrednostih razdalj: (0, 0, 1) + (1, 1, 0) = (1, 1, 1))) ni najkrajˇsa. V B namrecˇ pripelje
tudi pot razdalje (0, 0, 1), ki tecˇe med nicˇlo (1, 1, 1) na eni strani, in B (1, 1, 2) na
drugi. Izkljucˇujocˇ pomote pri implementaciji testnih primerov, avtor menim da Bor-
geforsov algoritem v treh dimenzijah, za dolocˇene konfiguracije vhodnih podatkov ne
najde najkrajˇse poti, ali poti sploh. Ker je algoritem priblizˇen to ni presenetljivo. Se pa
modaliteta napak razlikuje od v cˇlanku predstavljene. Namrecˇ, razlike v vrednosti med
idealno Evklidsko razdaljo in dobljeno bi se morale poroditi, zaradi potrebe Evklidske
razdalje po propagaciji po poti ustrezajocˇi premici, kjer pa aproksimacija propagira
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po diskretni mrezˇi. V namene implementacije je bil vpeljan naslednji zaobidek: Ker
algoritem v eni in dveh dimenzijah deluje pravilno, in se tezˇave pojavijo pri propagaciji
v treh dimenzijah med rezinami zaradi zacˇetnega preskoka, je bil prilagojen tako da
prve rezine ne preskocˇi. Potreba po taki prilagoditvi je nesrecˇna, ker morajo biti pri
testiranju elementov proti maski, v obdelavi prve rezine vpeljane dodatne preverbe
(Preprecˇujocˇ indeksiranje zunaj meja polja). Za alternativen nacˇin bi bilo smiselno
raziskati mozˇnosti prilagoditve mask tipa slike 3.2 d . Cˇe so “nadgrajene” na tip c ,
postanejo razdaljo sposobne propagirati v treh dimenzijah.
Opisan naslednji je na Voronojskih diagramih zasnovan algoritem. Od pregledanih
psevdokod je sˇe karnajdirektnejˇsa tista, opisana v Maurer et al. [1]. Citirani bosta
njihovi tabeli procedur ComputeFT in VoronoiFT.
Slika 3.5: Voronojski Diagram
Na sliki 3.5 je primer Voronojskega diagrama. Za primer dveh tocˇk je bil v predho-
dnem razdelku razresˇen kot stranski produkt predstavitve lastnosti Evklidske razdalje
(Slika 2.8). Zakljucˇek dosezˇen je bilo dognanje, da prostor med tocˇkama razdalji ena-
komerno locˇi ravnina. Razdelek lasten vsaki od dveh tocˇk je njej prilezˇni, tako locˇen,
polprostor. Razdelek lasten tocˇki glede na mnozˇino drugih je konveksen poligon. To
sledi, ker za tocˇke razdelka ne sme veljati, da lezˇijo v polprostoru blizˇjem kateri koli
drugi tocˇki diagrama; Tedaj bi namrecˇ bile v razdelku tiste druge tocˇke. Da je razdelek
formiran, morajo biti izlocˇene vse take tocˇke. Izlocˇeni so polprostori oz. napravljena
je operacija preseka prostora z mnozˇico polprostorov, kar rezultira v konveksnem poli-
gonu.
Breu et al. [9] pri predstavitvi konstrukcije Voronojskih diagramov pokazˇejo, da je
preverjanje cˇlanstva izbrane tocˇke v prostoru (Iskanje tocˇke diagrama, v katere razdelku
se izbrana tocˇka nahaja) operacija cˇasovne kompleksnosti O(s log s). V tem izrazu je
s sˇtevilo tocˇk diagrama. Presenetljivo, ista cˇasovna meja velja tudi ko je diagram zˇe
predhodno konstruiran, in ostaja samo problem poizvedbe v diagramu. Kot tehnika v
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pomocˇ nizˇanju cˇasovne kompleksnosti se pokazˇe delna konstrukcija diagrama. Podat-
kovna struktura na kateri je mozˇna opravitev poizvedb, ni v nobeni tocˇki med pogonom
algoritma izgrajena. Namesto tega, algoritem stremi k zgolj pridobitvi ekvivalentnih
rezultatov na specificˇnem obmocˇju diagrama. ti. druga lastnost Evklidske razdalje s
slike 2.8 se pri tem pocˇetju pokazˇe uporabna.
Slika 3.6: Vrstica Delne Konstrukcije
Slika 3.6 prikazuje vrstico, in vecˇ tocˇk v sosesˇcˇini. Oznacˇbe so podobne tistim slike
2.8 d . Kjer sta prej bili zgolj dve tocˇki, je zdaj med vsakim zaporednim parom
tocˇk z rdecˇo barvo izrisana razmejitvena povrsˇina. Razmejitvena povrsˇina locˇi premico
na dva dela, eden od katerih je blizˇe levi tocˇki, drugi katerih pa desni. Del premice
nahajajocˇ se blizˇe dolocˇeni od tocˇk, je del med razmejitvenimi povrsˇinami prejˇsnjega
in naslednjega para katerih cˇlan je ta dolocˇena tocˇka. Primer dodelitve po blizˇini z
obarvitvijo prikazuje pomozˇna podslika zgoraj.
Slika 3.7: Slapovni Model
Uporaba delne konstrukcije vrste je predstavljena na simplifikiranem primeru slike
3.7. Na mrezˇi so razporejene tocˇke, razdalja do katerih je cilj izracˇuna. Vrstice mrezˇe
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so obdelane ena za drugo, na sliki je prikazano stanje pri obdelavi cˇetrte in sˇeste.
Za razliko od “pravega” algoritma, so uposˇtevane razdalje samo od tocˇk nad ciljno
vrstico, podnje tocˇke so ignorirane. Izraz slapovni model je bil izbran zato, ker pot
do premice pravokotno iz njej najblizˇe tocˇke, prikazana osencˇeno (Na sliki plavo) in z
nekaj domiˇsljije, med potekom procesiranja vrstic spominja na padec vode.
Slika 3.8: Vrstica - Dodatno
Z stanjem te mnozˇice tocˇk nad vrstico, je na tej pognana dodelitev po blizˇini,
kot s predhodne slike 3.6. Pomembna ugotovitev je, da je ta mnozˇica tocˇk zadostna.
Cˇe je izbrana tocˇka nad vrstico v dolocˇenem stolpcu tej vrstici najblizˇja, potem je v
mnozˇici. Cˇe izbrana tocˇka v stolpcu vrstici ni najblizˇja, potem obstaja druga, blizˇja
tocˇka. Ta primer prikazuje slika 3.8 b . Je le vizualizacija posledice prve dodatne
lastnost Evklidske razdalje: Vrstica tecˇe v eni koordinati, tocˇki se ujemata v drugi
koordinati, ena od teh je vrstici blizˇe. Tedaj je blizˇja tocˇka vrstici blizˇe v vsaki tocˇki.
Bolj oddaljena tocˇka torej nima vpliva na rezultat dodelitve in izpade. Medtem ko je
zadostna, pa mnozˇica tocˇk nad vrstico ni potrebna. V posebnem primeru prikazanem
na sliki a , presek locˇnih povrsˇin sredinski tocˇki ne dodeli nobenega odseka vrstice.
Take tocˇke pravtako ne vplivajo na rezultat dodelitve. Relevantni del algoritma zato
premore mehanizem za njih izlocˇitev.
Slapovni model je mogocˇe z dolocˇenimi razsˇiritvami popraviti na izracˇun tocˇne
Evklidske transformacije razdalje.
Slika 3.9: Vrstica v Eni Dimenziji
Za zacˇetek velja ugotovitev, ki razresˇi enodimenzionalni primer. Dvodimenzionalna
resˇitev omogocˇa poljubno postavitev tocˇk diagrama. Postavljene so tako lahko neposre-
dno na premico katere dodelitev racˇunamo. Enodimenzionalni primer je zgolj poseben
primer dvodimenzionalnega.
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Slika 3.10: Dimenzijski Vrtezˇ v Ravnino
Podobno prikazanemu na sliki 3.10 a je bilo omenjeno v razdelku o dodatnih
lastnostih Evklidske razdalje. Podprostor vseh tocˇk pravokotnih na premico v dolocˇeni
tocˇki, je mnozˇica vektorjev, ki prostor z smernega vektorja premice dopolni do or-
tonormalne baze. Izvrsˇimo lahko (Razdalje ohranjajocˇo) rotacijo, ki smerni vektor
premice ohranja, pri tem pa deluje na podprostoru. Vektor podprostora z poljub-
nimi koordinatami v = (v1, . . . , vn−1) lahko zavrti tako, da ohrani zgolj eno koordinato
v′ = (v′1, 0, . . . , 0). Vektor katerega prehaja koordinata v
′
1 je z pravilno vnaprejˇsnjo
izbiro baze podprostora lahko poljuben. Za potrebe te predstavitve je ugodna inter-
pretacija smeri kot “navzgor”. Na sliki b sta dva vektorja, vsak iz podprostora lastne
tocˇke premice, zavrtena v to navzgornjo smer. Ostane prostor parameteriziran z le
dvema koordinatama: V smeri premice in v navzgornji smeri. Premici oz. vrstici je
tako mocˇ dodelitev prirediti po obstojecˇem dvodimenzionalnem postopku.
Dovolj je poznati dolzˇino vektorjev v podprostoru, ki dobo vrteni, smer po vrtenju
je vedno navzgor. Dolzˇino pa lahko dobimo tako, da izracˇunamo Evklidsko transforma-
cijo razdalje v tem podprostoru. Ta zahteva izracˇun Evklidske transformacije razdalje
v podprostoru sˇe nizˇje dimenzionalnosti, itd. . Ko proces dosezˇe drugo dimenzijo, upo-
rabimo dvodimenzionalni postopek iz predhodnih razdelkov. Obdelava v prvi dimenziji
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pa je kot prej opisano zgolj poseben primer druge.
Jedro na Voronojskih diagramih osnovanega algoritma je redukcija vseh operacij na
operacijo dodelitve vrstici, in specializirano resˇitev dvodimenzionalnega problema.
Tabela 3.2: Maurer et al. Procedura ComputeFT
Tabela 3.2 citira proceduro ComputeFT, v izvorni psevdokodi algoritma cˇlanka [1].
Vrstice 1–10 so posebnost. V vsaki rekurzivni seriji klicev ComputeFT tecˇejo natanko
enkrat, tip preden se algoritem izvrsˇi v prvi dimenziji, in zgolj sluzˇijo inicializaciji polja.
Vrstice 10–14 sprozˇijo rekurzijo na podprostoru v tocˇki (v, id, jd+1, . . . , jk) trenutno
obdelovane premice. Pri tem id variira, da pretecˇe vse tocˇke premice. v je seznam
dolzˇine d, dimenzije od 1 do d predstavljajo dimenzije podprostora. Preostale koordi-
nate, indeksi j, podajo koordinato tocˇke na premici.
Ob vrsticah 14–21 opozarjam na nerodno predstavitev: Zahtevano sˇtevilu vgnez-
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denih for stavkov je 1 . . . d − 1. Ko je dosezˇena globina rekurzije pri kateri d za-
vzame vrednost 1 torej 1 . . . 0. Zdi se, da je koncˇni cilj tega dela algoritma formira-
nje koordinatne sekvence dolzˇine k, z uporabo indeksov i in j in sˇtevilom d, torej:
[i1 . . . id−1, d, jd+1 . . . jk]. V implementaciji d = 1 generira en sam klic procedure Voro-
noiFT, in nobene zanke.
Slika 3.11: Sˇtevec
Implementacija dinamicˇno spremenljivega zank se v programskem jeziku C++ ne
prilega direktno kakemu gradniku. Za izvedbo na ocˇiten neposreden nacˇin bi mogocˇe
bilo kvecˇjemu uporabiti generacijo kode z makro jezika LISP . . . Implementiran je bil
preprost sˇtevec, zasnovan po principu s slike 3.11. Slika a prikazuje meje sˇtevca, in
primer zacˇetnega stanja. Te ustrezajo n1 . . . nd−1 psevdokode ComputeFT. Sˇtevke so
iz zacˇetnega stanja inkrementirane. Potek inkrementa:
1. Inkrement poteka tako da je n = 1-ta sˇtevka najprej inkrementirana.
2. Cˇe sˇtevka zdaj presega mejo na indeksu n, se n povecˇa za 1. Potek nadaljuje s
1. korakom.
3. Cˇe sˇtevka meje ne presega, je repni del sˇtevca postavljen na vrednost nula.
Slika b prikazuje rokovanje z presegom meje oz. overflowom. Med inkrementom z
zacˇetnega stanja je rdecˇe obarvana sˇtevka prva, ki meje ne presezˇe. Modro obarvani
del se nato postavi na nicˇ. Druga procedura opisana v Maurer et al. je VoronoiFT,
klicana kot pomozˇna rutina ComputeFT. Implementira proces dodelitve po blizˇini
premici, nanjo posebnih pripomb ni.
Glede podatkovnih struktur velja omeniti uporabo konvencije indeksiranja polj, pri
kateri v polju dolzˇine n+ 1 prvi element dobi indeks 1, zadnji pa n. To je v navzkrizˇju
tako z nacˇinom indeksiranja, nativnem C-jevskim programskim jezikom, kot z znanim
spisom E. W. Dijkstre [6]. Omeniti velja otezˇeno (In napakam izpostavljeno) sestavlja-
nje sekvenc, in racˇunanje njih dolzˇine. V programskem jeziku C se implementacija polj
indeksiranih zacˇetno z indeksiom 1, izkazˇe kot tezˇavna zaradi obskurnosti v standardu.
Razsˇirjeni “trik” prikazan v tabeli 3.3 je pravzaprav napaka. Razdelek 6.5.6 : 8
standarda C99 [7], povzet:
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Tabela 3.3: Naivna Implementacija 1-Indeksiranih Polj v C
#inc lude <s t d l i b . h>
e l t t ∗ OneBased ( s i z e t l en ) {
e l t t ∗mem = malloc ( l en ∗ s i z e o f ∗mem) ;
e l t t ∗mem shifted = &(mem − 1 ) ;
r e turn mem shifted ;
}
i n t main ( i n t argc , char ∗∗ argv ) {
e l t t ∗ array = OneBased ( 5 ) ;
array [ 1 ] ; // I nd e k s i r a prv i element
re turn EXIT SUCCESS ;
}
Cˇe kazalec sˇtevnik in rezultat oba kazˇeta na elemente istega polja, ali
enega elementa po koncu polja, evaluacija naj ne rezultira v presegu (Over-
flow); Drugacˇe je program nedefiniran.
Ker je formiran kazalec na element pred prvim zasezˇenim z klicem na malloc, je pro-
gram nedefiniran. Presenetljivo je morda, da standard preprecˇuje samo formiranje
kazalca, in ne le dereferenciranja.
Tako je prehod polja v navzprednji smeri dovoljen, v vzvratni smeri pa nedefiniran.
Ilustrativni primer se nahaja na tabeli 3.4. Odpovedati se tako moramo uporabi nativ-
nih tipov polj, ali se sprijazniti z prekomerno alokacijo elementov - Z njo dosezˇemo, da
je indeks vedno v mejah. Pri implementaciji algoritma je bila uporabljena prva resˇitev.
Izgrajen je bil podatkovni tip, ki v ozadju uporablja polje, operacije nad katerim pa
so zasluzˇne za pravilno transformacijo prejetih indeksov, v indekse polja. Ta pristop
na ucˇinkovitosti pridobi pri poljih viˇsjih dimenzij. Cˇe na primer dvodimenzionalno
sliko predstavimo kot zgolj polje polj, in vsakega od teh prekomerno alociramo, se iz-
guba prostora nabira. Z dodatnim nivojem abstrakcije, pa je lahko celoten potreben
pomnilnik zasezˇen v enem kosu, tocˇne velikosti.
Pri preiskovanju cˇlankom sem pogresˇal vizualizacijo Evklidskih transformacij raz-
dalj, aplicirano na tridimenzionalnih primerih. Navadno so predstavljeni samo dvo-
dimenzionalni, ali izbrane rezine “izsekane” iz tridimenzionalnega primera (Denimo
medicinsko skeniranje mozˇganov, od katerega je prikazana ploskev v dolocˇeni ravnini).
Za sam rezultat dvodimenzionalne transformacije so vcˇasih uporabljene tri dimenzije:
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Tabela 3.4: Primer Prehoda Polja
#inc lude <s t d l i b . h>
i n t main ( i n t argc , char ∗∗ argv ) {
char e l t ;
char ∗a , ∗b ;
// Ok, po stavku : a == (& e l t ) + 1
f o r ( a = &e l t ; a < (& e l t ) + 1 ; a++)
;
// Nedef in i rano , po stavku : b == (& e l t ) − 1
f o r (b = e l t ; b >= (& e l t ) ; b−−)
;
r e turn EXIT SUCCESS ;
}
Dve ravninski za lokacijo, in tretja, viˇsina, za dobljeno vrednost razdalje. Tako je tezˇe
pridobiti intuicijo in povratno informacijo o delovanju posameznih algoritmov. Po-
sebno deceptiven je cˇlanek J. Wang et al. [4]. Podane, v vzorcu obarvane, slike kipa,
sfere in prostorske razporeditve kock, dajo slutiti da gre za rezultate obdelave tridimen-
zionalnega primera, z razdaljo mapirano v barvne odtenke. Vendar podrobnejˇsi ogled
pokazˇe, da so odtenki zgolj linearen barvni gradient. Kot rezultat Evklidske transfor-
macije razdalje bi slike bile lahko interpretirane, cˇe v kot na zacˇetku praznega prostora,
postavimo en sam voksel vrednosti ospredja objekta. Nato izracˇunamo transformacijo
razdalje. Vrednosti namesto z eno cifro (Sˇtevilom enot ozadja do najblizˇje-edine tocˇke
ospredja) razbijemo na tri smeri: Vertikalno, horizontalno, globinsko. Vsaki od teh
smeri pripiˇsemo eno osnovno barvo, in tocˇke pobarvamo z mesˇanjem teh, proporci-
onalno na smerne vrednosti. Kot koncˇni korak nato na prostoru opravimo presek z
prostornino testnega objekta. Dosti bolj nazorne so ti. digitalne sfere, narisane v
Borgefors et al. [3]. Konceptualno so rezultat situacije ko je okrog enega samega vo-
ksla ospredja, z formo zapolnjena povrsˇina katere transformacija razdalje je izbrana
konstantna vrednost. Razlicˇne metrike razdalje rezultirajo v razlicˇnih oblikah, bolje
prilegajocˇe se Evklidski metriki se priblizˇajo sfericˇni obliki.
Novejˇse razlicˇice odprtokodnega 3D animacijskega programa Blender podpirajo
skriptiranje v programskem jeziku Python. Mogocˇje je kreirati objekte in jim spre-
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Slika 3.12: Pogled od Spodaj, s Strani
Slika 3.13: Pogled od Spredaj
Slika 3.14: Izvzetek
minjati razlicˇne lastnosti. V namene pomocˇi pri vizualizaciji je bila implementirana
taka skripta. Testni vhodni podatki so najprej procesirani z algoritmom Evklidske
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transformacije razdalje, nato s pomocˇjo skripte uvozˇeni v program Blender. Ker niso
izvedene kakrsˇnekoli posebne optimizacije, in je iz podatkov prenesˇena celotna mrezˇa
element za elementom, sistem za velike slike odpove. Mrezˇa velikosti (n1, n2, n3) kjer
so sˇtevila ni zelo visoka, namrecˇ vsebuje priblizˇno n
3 elementov, raste z kubicˇnim
cˇlenom dolzˇine stranic. Na slikah 3.12, 3.13 in 3.14 je primer manipulacije z uvozˇenim
objektom.
Implementirana algoritma sta bila primerjana glede vidikov ucˇinkovitosti in ko-
rektnosti - Rezultat algoritma Borgefors et al. je priblizˇen, za uporabo v prakticˇne
primere je koristno, poleg napakcˇnih karakteristik v najslabsˇem mozˇnem primeru, pri-
dobiti predstavo o razlikah generiranih na kaksˇnem genericˇnem problemu. Tabela 3.5
zbira testne rezultate.
Tabela 3.5: Rezultati













Pri izbiri tega testnega primera je bil vodilni namen primerjati - Izvorna hipoteza
je, da se po delovanju kot opisanem, algoritma ne razhajata pretirano. Medtem ko
Borgefors v prehodih vsak element obdela na simetricˇen nacˇin, pa faza dodelitve po-
drocˇij vrstici Maurer et al. zahteva kolicˇino procesiranja proporcionalno z sˇtevilom
tocˇk vrstice za katere velja, da obstaja vsaj eden element ospredja v podprostoru (Za
premico paralelno dimenziji d, dimenzije d − 1) ortogonalnem premici v tej tocˇki. Ni
torej v obeh primerih vseeno kaksˇne so vhodne vrednosti vokslov danih v obdelavo.
Maurer et al. je z izbiro testnega primera namenoma penaliziran. Pogoji ki sprozˇijo
racˇunsko zahtevne poti se, v treh dimenzijah prakticˇno recˇeno, izkazˇejo za zahtevo po
prisotnosti vokslov vrednosti ospredja, v vsaki vrstici, nato v vsaki rezini prostora. Ta
zasedenost vokslov je dosezˇena z generiranjem primitivnih elementov velikosti 2×2×2
voksla. Generiranje se ponavlja, dokler ni zaseden dolocˇen delezˇ celotnega volumna
prostora; V primeru tabele 3.5 delezˇ meri 50 odstotkov. Pozicioniranje generiranih
elementov je opravljeno nakljucˇno.
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Izkazˇe se, da kljub temu nasprotku, meritve cˇasa izvajanja kazˇejo v prid algoritmu
Maurer et al.. To je mocˇ pripisati implementaciji razlicˇice Borgefors et al. upora-
bljajocˇ ti. D-Evklidsko metriko. Druge v njihovi ekspoziciji predstavljene metrike kot
sta Chamfer in Hyperoctogonal, so prilagojene ucˇinkoviti izvrsˇitvi (Zahtevajo denimo
ne operacij z plavajocˇo vejico), pri cˇemer je zˇrtvovana korektnost. Na zˇalost je zgor-
nja meja odstopanja od idealnih vrednosti, pri teh metrikah funkcija povrsˇine rezine v
dvodimenzionalnem primeru ((M−1)×(M−1), kjer je M najviˇsja od izracˇunanih glo-
balnih razdalj, max ({|FTi(a)| : a ∈ I}). V najslabsˇem primeru je M dolzˇina stranice
vhodne slike I. Pogoj na konfiguraciji vokslov, da ta rezultira v najslabsˇi vrednosti
M , je: Voksel vrednosti ospredja v enem robu, voksel vrednosti ozadja v drugem. Ve-
zna cˇrta tako razporejenega para vokslov je diagonala pravokotnika, najdaljˇsa ravna
cˇrta mogocˇa v pravokotniku.), oziroma funkcija volumna prostora v trodimenzionalnem
((M −1)× (M −1)× . . . ). D-Evklidska metrika je edina od nasˇtetih s strani Borgefors
et al. [3, TABLE 1], katere odstopanje je konstanta. Konstanta je obenem nizka (Ci-
tirani vrednosti sta −0.29 in −0.09, glede na podrazlicˇico), in v velikosti vhodne slike
neodvisna. Te druge metrike torej ne zadostijo, uporabljena je D-Evklidska.
Specificˇno mesto ki izstopa, po pregledu algoritma z pozornostjo na racˇunsko zah-
tevnost, je izracˇun minimum kandidatne mnozˇice lokalnih razdalj pri propagaciji. Po-
sebnost implementacije D-Evklidske metrike na tem mestu je namrecˇ uporaba vek-
torskega tipa za hrambo stanja vokslov med obdelavo. Na teh vektorskih vrednostih
morajo v namene razpoznave minimuma z vrsˇitvijo primerjanja biti neprestano opra-









2, za tu uporabljane realne a in b, velja tudi po korenjenju
obeh strani. Tako sta prihranjena vsaj izracˇuna dvojice kvadratnih korenon na pri-
merjavo. Izrazi a2 + b2 so sicer za iste vrednosti a in b izracˇunani vecˇkrat, kar navaja
na prilozˇnosti glede memoizacije ali medpomnjenja vmesnih rezultatov. Propagacija
razdalje v prehodih preko slike nacˇeloma lahko v vsakem koraku vrednost voksla za-
menja. Ugotovljeno bi torej moralo biti, katere regije bodo ponovno uporabljene in
katerih izracˇune se tako izplacˇa medpomniti. Ni ocˇitno kako bi to lahko izvedli, brez
investiranja procesne mocˇi primerljive magnitude z optimizacijo prihranjeni.
Da je to mesto zasluzˇno za vecˇinski delezˇ izracˇunov v dejanski implementaciji, je
bilo potrjeno z pomocˇjo profilinga. Tradicionalna tehnika za profiling programov je
instrumentacija: Na zˇelena meritvena mesta je dodana koda, ki ob izvrsˇitvi hrani sta-
tistiko o sˇtevilu klicev, pretecˇenem cˇasu, itd. . Ta koda je lahko vstavljena s strani
prevajalnika programskega jezika. Razsˇirjeni prevajalniki C++ premorejo zahtevano
funkcionalnost generiranja kode, in podporo izvrsˇnega okolja. Izvrsˇitev instrumentira-
nih funkcij zadobi dolocˇen overhead, navadno kratek fiksen dodaten pretecˇen cˇas na
vsak klic funkcije. Ker je za omenjeno izvedbo racˇunanja minimuma in Evklidske raz-
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dalje same potrebna koda zelo kratka - Pricˇakujemo lahko, da nje optimiziran prevod
meri zgolj pesˇcˇico strojnih insˇtrukcij - obstaja nevarnost, da trcˇimo ob dno, kjer je cˇas
izvajanja dominiran s strani instrumentacije kode. Instrumentacijska resˇitev specificˇno
GCC prevajalnika je tehnicˇno pomanjkljiva. Ker optimizacija za kompleksne procesor-
ske arhitekture (Podpirajocˇ denimo avtomaticˇno paralelizacijo, out-of-order execution)
zahteva premesˇanje generiranih strojnih insˇtrukcij, je velik izziv dosecˇi tako postavitev
instrumentacijskih klicev, ki natancˇno locˇi posamezno funkcijsko enoto. Poleg tega je
opazno, z pregledom programa v razhrosˇcˇevalniku, da je vstavitev instrumentacijske
kode GCC omejena na zgolj eno na vsak ti. skladovni okvir (Stack frame). Zelo
zazˇelena optimizacija inlininga je tako pokvarjena - Cˇas izvajanja bo merjen vkljucˇno z
funkcijo, tarcˇo inlininga. Profiler uporabljen nad testi je bil program imenovan “Very
Sleepy”. Ta je primer implementacije ti. statisticˇnega profilinga. Povzeto z spletne
strani, opis avtorja programa koncizno predstavi princip delovanja:
Je neinvaziven profiler, ki omogocˇa statisticˇen profiling aplikacij C++
preko zajema vsebine registra kazalca insˇtrukcij. Profiler uporablja teh-
niko, pri kateri profiling tecˇe v locˇeni niti od programa samega. V vsakem
dolocˇenem cˇasovnem intervalu zajame vrednost registra, in iz nje izpelje
vrstico kode trenutno v izvrsˇitvi.
Izogne se tako nekaterim tezˇavam tradicionalnega profilinga. Rezultati so kot pricˇakovani.
Program priblizˇno 20 odstotkov cˇasa porabi pri alokaciji pomnilnika. To je v mejah
obicˇajnega za C++ programe, ki kakorkoli uporabljajo objektno naravnane gradnike,
podatkovne strukture standardne knjizˇnice, itd. . Pri bolj agresivni optimizaciji pro-
grama bi vecˇina pomnilnika lahko bila prealocirana, in reciklirana namesto uporabe
splosˇne alo- in dealo- kacijske funkcionalnosti. Priblizˇno 80 odstotkov je porabljenih za
racˇunanje minimuma (Merjeno inkluzivno. Klic, ki alocira pomnilnik znotraj te funk-
cije, torej prispeva k tej sˇtevki. Sesˇtevek procentuazˇ je zato lahko viˇsji od 100). Adicija
vektorjev in izracˇun formule Evklidske razdalje spadata pod to kategorijo. Preostanek
cˇasa program pretecˇe v prehodih skozi polja, pomozˇnih rutinah, dekodiranju vhodnih
podatkov iz datoteke, in podobnih opravilih.
Ni presenecˇenje, da so na tabeli 3.5 prikazani rezultati konsistentno slabsˇi za algori-
tem Borgefors et al. Testi so bili ponovljeni trikrat. Ker se pokazˇe manjek kakrsˇnihkoli
relevantnih variabilnosti v cˇasu izvajanja, tri ponovitve verjetno zadostijo.
Na sliki 3.15 so podatki tabele prikazani graficˇno. Zdi se lahko, da slika namiguje
na to, da izvajalni cˇas algoritma Borgefors et al. narasˇcˇa hitreje od Maurer et al.,
vendar je zavedljiva. Rezultati vizualizirani na nacˇin s slike 3.16 namrecˇ pokazˇejo da
je cˇasovni prirastek sorazmeren s sˇtevilom vokslov. Cˇas izvajanja se med trenutnim
in naslednjim testom povecˇa za skoraj tocˇno konstanten faktor 8. Ker je v vsakem
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Slika 3.15: Rezultati: Vizualizacija
Slika 3.16: Rezultati: Prirastki
od sledocˇih si testov stranica prostora dvakrat daljˇsa sledi (Enacˇba), in rezultata se
ujemata:
N = 2 ∗ a× 2 ∗ a× 2 ∗ a = (2 ∗ 2 ∗ 2)× · · · = 8× . . .
Z vidika korektnosti izvajanja je dovolj opazovati rezultate Borgefors et al.. Kot pri-
blizˇen algoritem je edini od implementiranih, ki je podvrzˇen aproksimacijam. Pri
prvih dveh testih manjˇsega sˇtevila vokslov, do odstopanj ni priˇslo. Sˇele pri tretjem,
na prostoru velikosti 200 × 200 × 200, je po vecˇih regeneriranjih nakljucˇne razposta-
vitve priˇslo do odstopanja, in sicer vrednosti enega samega voksla v prvi vrstici prve
rezine. Odstopanje je velikosti |√2− 1| in se sklada z ugotovitvami zapisanimi v [3, p.
9]: “Maksimalno odstopanje od prave Evklidske razdalje je neodvisno od volumna
. . . Izracˇunana vrednost je vedno vecˇja ali enaka pravi vrednosti.”
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Z prejˇsnjimi ugotovitvami je mogocˇe argumentirati preferenco glede uporabe pred-
stavljenih algoritmov. Bistveno hitrejˇsi in nenatancˇnosti prost algoritem Maurer et al.
se je za boljˇsega izkazal v vsakem primeru.
V komplement sinteticˇnemu testu sta algoritma bila uporabljena na primeru medi-
cinske slike. Rentgenski posnetek je bil zajet z pomocˇjo naprave uporabljajocˇ tehno-
logijo CT (Racˇunalniˇska tomografija). Pri tej so s senzorjem z razlicˇnih zornih kotov
zajeti podatki uporabljeni za rekonstrukcijo tridimenzionalne forme dolocˇenih telesnih
organov. V primerih ko je skeniranje vrsˇeno v namene predoperacijskega planiranja
posega, lahko informacijska tehnologija igra podporno vlogo pri razlicˇnih vizualizaci-
jah. Relevantna v tem razdelku je prikaz in primerjanje oznacˇb obodov (Countour).
Mnozˇica ekspertov samostojno segmentira posamezno slikovno rezino, tako da vanjo
vriˇse enega ali vecˇ obodov, po kriteriju prisotnosti dolocˇene patolosˇke lastnosti. Do-
bljene rocˇne segmentacije so nato primerjane. Namen je dodatno informacijo, ki jo v
sistem vnese vnesejo dodatne redundantne ponovitve, izrabiti kot orodje za zgodnje
odkrivanje razhajanj v analizi patolosˇkega stanja. Evklidska transformacija razdalje je
lahko uporabljena kot eden od nacˇinov primerjave. Preprost, tu implementiran, algo-
ritem sestoji zgolj iz izracˇuna transformacije na paru segmentacij, in temu sledecˇemu
odsˇtetju vrednosti na mestih, ustrezajocˇih istolezˇnim prostorskim vokslom.
Slika 3.17: Izbrana regija segmentacije
Slika 3.17 prikazuje rezino slike. Izbrana je bila priblizˇno na sredini zajetega inter-
vala. Ustreza ker vsebuje prisotnost tako delov pripadajocˇih referencˇni sliki in odsotnih
v drugi, kot obratno. Razlicˇno je sˇtevilo zakljucˇenih podrocˇij, katerih druga slika vse-
buje dve.
Glede na to, da segmentacija slike hrani zgolj dve mozˇni stanji (Znotraj oznacˇenega
podrocˇja, zunaj oznacˇenega podrocˇja), obstajata dva ocˇitna nacˇina dodelitve vrednosti
ozadja in ospredja, zahtevanih s strani algoritma Evklidske transformacije razdalje.
Prvi nacˇin, prikazan na sliki 3.18, tocˇkam v oznacˇitvi dodeli vrednost ozadja. Do teh
so razdalje racˇunane v preostanku slike. Odtenek rdecˇe je interpretiran kot razlika
med vrednostima razdalje dodeljenima referencˇni in drugi sliki v dolocˇeni tocˇki. Cˇrna
so podrocˇja enake oddaljenosti. Oddaljenost je enaka vsaj v preseku obeh oznacˇitev
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Slika 3.18: Absolutna diferenca regije
- Nula. V razdelku o lastnostih razdalje je bil predstavljen primer podrocˇij enakosti
razdalje generiran s strani dveh tocˇk. Podrocˇja so polprostori, meja dveh podrocˇij je
premica. Po prvi lastnosti so, kot nazorneje prikazano na primeru popreprosˇcˇenega
ti. slapovnega algoritma, pomembni zgolj najbliˇzji voksli (Cˇe med dvema tocˇkama
potegnemo premico, je razdalja od tocˇk u in v, skozi kateri vodi pravokotnica z istega
mesta premice, do poljubne tocˇke na premici vedno krajˇsa za tocˇno dolocˇeno od teh, po
pravokotnici blizˇjo). Slika 3.19 prikazuje izsek vecˇjega objekta. Z svetlim odtenkom
Slika 3.19: Krajiˇscˇi na poligonskem objektu
modre barve so oznacˇene tocˇke, ki na regijo na premico vezˇocˇo krajiˇscˇi nimajo vpliva.
Cˇe je premica premo pomaknjena v smeri vstran objekta, se nevpliv teh tocˇk ohranja.
Notranje tocˇke so tako izlocˇene, ostanejo samo sˇe vplivi robov.
V primeru dveh objektov - In bolj natancˇno v primeru dveh objektov katerih vre-
dnosti razdalje Evklidske transformacije se odsˇtejejo, je intuitivno pogoj, ki dolocˇi ako
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dolocˇena tocˇka S lezˇi v podrocˇju enakomerne oddaljenosti, naslednji (Slika 3.20): Cˇe iz
Slika 3.20: Blizˇina dveh predmetov
srediˇscˇa v izbrani tocˇki S potegnemo krozˇnico z polmerom enakim razdalji do najblizˇje
tocˇke prvega objekta, tocˇka lezˇi v podrocˇju enakomerne oddaljenosti, cˇe krozˇnica seka
drugi objekt v eni sami tocˇki. V preostanku slike 3.20 sta roba objektov, ki sta prika-
zana, v namen preprosˇcˇenja zdruzˇena v enega. Ta enotni rob je nato dodatno porezan,
da ostanejo samo relevantni elementi. S1 in S2 oznacˇujeta dve izbrani tocˇki, eno zelo
blizu, drugo bolj oddaljeno od roba. Vidno je, da za S1 obstaja veliko sosednjih tocˇk
v katerih je zgoraj omenjeni pogoj izpolnjen. Poleg dveh “vrhov”, je lahko v namene
izpolnitve uporabljeno vezno dno. Kurvatura krozˇnice S2 temu v razliko preprecˇuje
postavitev tocˇke tako, da krozˇnica hkrati seka enega od vrhov in dno. V posˇtev pridejo
zgolj polozˇaji ko sta sekana oba vrhova. Zdi se, da lahko pricˇakujemo, da bo v neposre-
dni blizˇini objekta sorazmerno obilje dodatnih tocˇk, enakomerno oddaljenih od obeh
objektov. V daljavi pa, da njih sˇtevilo upada, in polozˇaj podrocˇij dolocˇa razpostavitev
vrhov v obema objektoma. Rezultat 3.18 postane tako lazˇe upravicˇljiv. Opazne so
vecˇje cˇrne cone na okolici kjer v neobdelanih podatkih lezˇijo objekti. Od objektov vodi
manjˇse sˇtevilo “cevi” valjastih oblik. Morda bi pricˇakovali, zaradi direktne interpreta-
cije problema Evklidske transformacije razdalje kot vzorcˇenjem voronojskega diagrama,
da bodo generirana podrocˇja konveksni poligoni, in njih meje premice. Vendar se to,
k razlagi cˇegar pripomore prejˇsnja ekspozicija, ne zgodi.
Od te nepregledne metode za podporo segmentaciji z uporabo Evklidske transfor-
macije lahko preidemo na njej dualno: Namesto vrednosti ozadja, tocˇkam v oznacˇitvi
dodeli vrednost ospredja. Zˇe na prvi pogled se slika 3.21 zdi jasnejˇsa. Dodatna obar-
vanost (Modro), je rezultat spremembe v interpretaciji razlike pridobljene z odsˇtevkom
vrednosti v posamezni tocˇki. Zdaj je belezˇena smer deficita vrednosti. Rdecˇ odtenek
obarvanja pripada podrocˇjem katerih razlika med vrednostjo na referencˇni sliki ter na
drugi sliki je pozitivna, modri odtenek pa kjer je razlika negativna. V danem primeru je
glede na referencˇno sliko segmentator zacˇrtal obmocˇja preobsˇirno. Locˇeni vecˇji skupek
je obarvan kontrastno in takoj locˇljiv. Manjˇsi ostanki modrega odtenka so prisotni po
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Slika 3.21: Negirana diferenca regije
sledi roba spodnje regije, levo. Tudi tam je na rocˇno segmentirani sliki nastal eksces.
Rdecˇa kontura oznacˇuje podrocˇja ki v segmentacijo niso bila zajeta, cˇrna izvotljenost
na sredini pa je podrocˇje kjer se segmentatorju z referenco uspe ujeti. Zajete so tako
pomembne informacije o razlikah med primerjanima segmentacijama.
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4 Zakljucˇek
Implementirana in predstavljena sta bila dva algoritma namenjena racˇunanju Evklid-
ske transformacije razdalje. Specificˇna sta bila izbrana ker sta si medsebojno v vecˇji
meri kontrastirata: Eden je tocˇen, drugi priblizˇen. Eden uporablja za implementa-
cijo zelo preprost nacˇin propagacije razdalj, drugi zahteva bolj intenzivne podatkovne
strukture za vzpostavitev Voronojskega diagrama. Do izraza razlike v asimptoticˇni
cˇasovni kompleksnosti ne pridejo: Algoritem Borgefors et al. zahteva sˇtevilo prehodov
procesiranja, eksponentno dimenziji problema, 2n. Ker pa je cilj resˇitev problemov
specificˇno v treh dimenzijah, konstantnih osem prehodov ohranja linearnost. Vecˇ cˇasa
je namenjenega analizi delovanja Voronojskega algoritma, posebej delovanju dodatnih
lastnosti razdalje, zahtevanih od uporabljanih metrik.
Avtor menim, da bi bilo potencialno zanimivo raziskati ti. sˇibkost zaznano v
algoritmu Borgefors et al. bolj podrobno. Z nekaj srecˇe je bila modaliteta napake
pravilno diagnosticirana kot pomanjkljivost algoritma. Bolj verjetno pa je posledica
napake implementaciji ali razumevanju postopka z moje strani.
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