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Diese Xote enthalt Hilfsbetrachtungen fur meine Arbeit [7].Da diese 
Betrachtungen vielleicht such fur sich Interesse finden, sollen sie hier 
getrennt von der Arbeit [7] veriiffentlicht werden. 
Der Sinn des Begriffs Jeschriinkte Gruppe“ besteht in folgendem. Gegeben 
sei eine Kategorie fi’ von Gruppen (wir werden hier nur Pro-p-Gruppen 
betrachten), auf der ein FunktorP erklart ist, der jeder Gruppe eine invariante 
Untergruppe zuordnet. Eine Gruppe G mit FG -: {1} he& dann beziiglich 
des Funktors F beschrankt, wenn sie beziiglich F nicht erweitert werden 
kann, dh. wenn alle If E %’ mit HjFH :=m G gleich G sind. 
Die Klasse der heschriinkten Gruppen heziiglich eines Funktors F gehort zu 
der griil3eren Klasse der mod F dejbzierhaven Gmppen. Eine Gruppe G mit 
Erzeugenden und erzeugenden Kelationen pi = 1, i E I hei& mod F 
definierbar, wenn G durch die Kongrucnzen 
pi ~~ I modFG 
bis auf Isomorphie bestimmt ist. Das erste Beispiel einer Gruppe 
modulo eines s p. Delnuskln ,$i;&;;C$elten) Funktors definierbar ist, wurde ’ ,“d$ 
” 
1Vir definieren zunachst den BegrifT der auf den n-ten Zentralschritt 
bzw. n-ten p-Zentralschritt beschriinkten Gruppe und geben dann einige 
Serien von beschrankten Gruppen an. Die bekannten Beispiele von geschlos- 
senen Gruppen im Sinne von Schur [IO, 91 sind alle aul3er den zyklischen 
Gruppen beschrankte Gruppen, jedoch ist nich bekannt, ob das fur alle 
nichtzyklischen geschlossenen Gruppen gilt. 
1. Pro-p-Gruppen. p sei eine Primzahl. Unter einer Pro-p-Gruppe 
versteht man eine topologische Gruppe, die sich als projektiver Limes von 
p-Gruppen darstellen Mt. Eine Pro-p-Gruppe M3t sich charakterisieren 
als eine kompakte Gruppe G mit einem Umgebungssystem der Einheit, das 
aus samtlichen (abgeschlossenen) Xormalteilern von G von p-Potenzindex 
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besteht (als Untergruppen von topologischen Gruppen bezeichnen wir im 
folgenden nur abgeschlossene Untergruppen). 
/l sei eine Indexmenge. Eine Menge {sA ; X E A} von Elementen aus einer 
Pro-p-Gruppe G heil3t Erzeugendensystem van G, wenn 
A, G die kleinste Untergruppe van G ist, die {So ; X E A} enthalt und 
B, . in jeder Umgebung der Einheit von G fast alle (d.h. alle aul3er 
endlich vielen) sA enthalten sind. 
Nach [3] existiert in jeder Pro-p-Gruppe ein Erzeugendensystem. 
Im folgenden beschranken wir uns auf Pro-p-Gruppen mit hijchstens 
abzahlbar vielen Erzeugenden. 
Wir betrachten die freie Gruppe F, mit dem Erzeugendensystem {fA , /\ E A}. 
Rlit ‘U, bezeichnen wir die Menge der Normalteiler N von F,,, mit folgenden 
Eigenschaften: 
A 2 . Der Index von N in FA ist eine Potenz von p. 
B a . Fast alle fA sind in N enthalten. 
Nach M. Hall [a ist der Durchschnitt von 71d gleich {l}. Wir konnen daher 
in F.,, eine Topologie einfiihren, indem wir XA als Umgebungssystem der 
Einheit definieren. Die Vervollstandigung von F,, beziiglich dieser Topologie 
ist eine Pro-p-Gruppe, die wir als freie Pro-p-Gruppe bezeichnen. 
Sei G eine Pro-p-Gruppe mit dem Erzeugendensystem {sh ; h ~/l} und 
F die freie Pro-p-Gruppe mit dem Erzeugendensystem {J?, ; X E fl). Dann 
gibt es einen Homomorphismus y von F auf G, der fh auf sA fur alle X E /‘I 
abbildet. Sei {tn, = fn,((s?n)); A, E Al) ein Erzeugendensystem von Ker v als 
Normalteiler von F. Dann nennen wir G eine Pro-p-Gruppe mit dem 
Errzeugendensystem (sA ; A E A} und den erzeugenden Relationen fA,((sn)) -= 1, 
A, E A, 
In einer Pro-p-Gruppe G gibt es ausgezeichnete Umgebungssysteme der 
Einheit, die wir nun definieren wollen. Dazu fiihren wir folgende Bezeich- 
nungen ein: 
Hi und Hz seien Untergruppen von G. Slit [H, , Hz] bezeichnen wir die 
kleinste Untergruppe von G, die alle Elemente 
h;‘h;lhlhz = [h, ) h,], h, E H, , h, E Hz 
enthHlt. (H,)P" sei die kleinste Untergruppe von G, die alle Elemente 
hf”, h, E H, enthalt. 
Wir definieren induktiv die Untergruppen G(n) bzw. G(n,p”lJ von G durch 
die Forderungen 
,‘JO’ _ G'O."'" = G, 
G(ni-1) = [G(n), G], GWLP'") = (G(n,p”‘))~“‘[G(,,v”) ,‘-$I. 
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Nach [4] ist(G(lL); n = 1, 2, . ..} ein Umgebungssystem der Einheit von G. 
Wir bezeichnen Gtn) als n-te xentrale Ableitung von G. 
Aus [4,6] folgt leicht, da8 {G(n,ym), n =: 1, 2, . ..} ein Umgebungssystem 
der Einheit von G ist. Wir bezeichnen Gtn,vS ) als n-te zentrale pm-Ableitung 
van G. 
Nach Y. Kawada [5] gilt die folgende Verallgemeinerung des Burnsideschen 
Basissatzes: 
Burnsidescher Basissatz fiir Pro-p-Gruppen. G sei eine Pro-p-Gruppe und 
(So , X E A} eine Menge von Elementen aus G mit folgenden Eigenschaften: 
A 3' In jeder Umgebung der Einheit von G sind fast alle So , X E A enthalten. 
B, . Die Menge (s,G(l~“); X E A> ist ein Erzeugendensystem von G/G(l,p). 
Dunn ist {s, ; X E A} ein Erxeugendensystem von G. 
Wie man leicht sieht, sind die Operatoren F” und Fn,nm, die durch 
F”G = Gfn), F”?p”G = G(‘Q’“‘) definiert sind, Funktoren auf der Kategorie 
aller Pro-p-Gruppen. 
Sei r, der Ring der ganzen rationalen p-ad&hen Zahlen. Eine I’ro-p- 
Gruppe G 1HBt sich als T,-Modul erklaren, indem man fur OL E T, , s E G 
sets. Diese Definition ist offensichtlich unabhangig von der Auswahl der 
gegen OL konvergierenden Folge. 
2. Eine Pro-p-Gruppe G heiljt auf den n-ten Zentralschritt beschrankt, 
wenn Gcn) = {l} gilt und jede Pro-p-Gruppe If mit 
isomorph zu G ist. 
Eine Pro-p-Gruppe G heiBt auf den n-ten p-Zentralschritt beschrankt, 
wenn G(vL,J1) = {l} gilt und jede Pro-p-Gruppe Ei mit 
isomorph zu G ist. 
LEMMA 1. G sei eine Pro-p-Gruppe. L-ius Gcla) = Gcn+l) bzw. 
G(?L,P) = Gtn i l,i~) 
folgt Gcn’ = {I) bzw. G(n,p) = (I). 
Beweis. Auf Grund der Definition der Gruppen G(?“) folgt aus 
G(“’ = G(“+l) unmittelbar Gfn) = G(“) fiir alle s 3 n. Nach [4] ist 
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G(n’ = n,,,, Gc8) = {l}. Die Behauptung G (n,~1 = {l} la& sich entsprechend 
beweisen. ’ 
Sei nun G eine Pro-p-Gruppe mit G(+l) = {l}. Dann gilt fur eine beliebige 
Pro-p-Gruppe H mit H/H(“) G G die Beziehung 
ff(n-l’/fJh’ = (H/H(n’)b-1’ E @b-l = {I}, 
d.h. H(+l) = H(%), also ist nach Lemma 1 H fn) = {I}. Folglich ist G auf den 
n-ten Zentralschritt beschrankt. Entsprechend zeigt man, da8 eine Pro-p- 
Gruppe G mit G(+~J’) = {I} auf den n-ten p-Zentralschritt beschrankt ist. 
Diese Gruppen nennen wir trivialer Weise auf den n-ten Zentralschritt bzw. 
n-ten p-Zentralschritt beschrankt. 
3. In diesem Abschnitt beweisen wir zwei Rechenregeln und fuhren 
weitere an. 
LEhlhfA 2. G sei eine Gruppe mit den Erzeugenden s1 , s2 . Dann gilt 
[sla, s2] = [sl , s21a[[s1 , s,], s~]--~(~-~)/~ mod Gc3). 
[sl , s2a] = [sl , s21a[[sl , s2], s~]-~(~-~)/~ mod Gc3). 
Beweis. Die zweite Regel entsteht aus der ersten durch Vertauschung von 
si und s2 sowie iibergang zum Reziproken. Es genugt daher, die erste Regel 
zu beweisen. Weiter durfen wir annehmen, dafl G eine gewohnliche freie 
Gruppe ist. 
Nach 1Magnus [S] betten wir G in einen freien Ring von Potenzreihen 
m x1 , xz ein durch die Festsetzung 
Dann wird 
[SIU, as1 , S2-p = 1 - a(a ; 1) (2x,x2x1 ~ X12X2 - X2x12) 
= 1 _ 4a - 1) 
2 
((x1 , x2) , x1) mod (.x,x~)~. 
Daraus folgt nach Magnus [S] die Behauptung. 
Weiter gelten die folgenden Rechenregeln: 
Wenn a E Gt2), b E G(j) ist, gilt [a, 61 E G(if~pl’ (Jlagnus [S]). 
Wenn a E Gfi), 6 E Gci’ oder c E G(i) ist, gilt 
[ab, c] = [a, c][b, c] mod G’i+2). 
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Wenn a E G(i,“) oder b E G(iv”’ ist, gilt 
(ab)z’ G a”b” mod G’i 2,0), p =# 2 
und 
(ab)2 K a262[a, b] mod G(i.2,2). 
Diese Rechenregeln werden im folgenden benutzt, ohne dal3 jedesmal 
darauf hingewiesen wird. 
4, Wir geben nun eine Reihe von Gruppen an, die auf den 2-ten Zentral- 
schritt beschrankt bzw. nicht beschrankt sind. Der 2-te Zentralschritt und 
der 2-te p-Zentralschritt sind fur die kijrpertheoretische Anwendung von 
besonderem Interesse. 
SATZ 1. G sei eine Pro-p-Gruppe mit d unabhiingigen Erzeugenden und d 
erzeugenden Relationen, G/G(l) sei end&h, d “3 3. Dann ist G nicht auf den 
2-ten Zentralschritt beschriinkt. 
Beweis. Es geniigt zu zeigen, daB G 12) f {I} ist. Die Erzeugenden der 
Gruppe seien sr , . . . . sC1 , die erzeugenden Relationen ry = I, v = 1, . . . . d. 
Nach E. Witt [12] sind die Relationen ry = 1 von der Form 
rv ::: rl[ s?‘n [sA , s,]““““mod G’*), (1) 
wobei a,+ , aYhK ganze p-adische Zahlen sind. Durch einfache Umformungen 
erhalt man aus (1) ein Squivalentes System von erzeugenden Relationen 
v =: 1, . . ..d. (2) 
wobei p”” # 0 gilt, weil G/Go’ endlich ist. 
Die Gruppe G(2)/G’3) wird durch Kommutatoren der Form [[sh , s,] sy] 
erzeugt. Zum Beweis von Satz 1 genugt es daher zu zeigen, dal3 aus den 
Relationen (2) nicht samtliche Kongruenzrelationen der Form 
ableitbar sind. 
[[s, , s,J, s,] 1 mod G(a) 
Jede Relation von G hat mod G(a) die Form 
wobei cV , c,+ , c vii,, ganze p-adische Zahlen sind. Da es auf p-te Potenzen von 
Kommutatoren der Form [[sy , s&l, So] nicht ankommt, vergrijbern wir (3) 
zu einer Kongruenz mod(Gt3), [[s, , So], ~~1”; V, p, h = 1, . . . . d) = cc. 
ijEER BESCHRiiNKTE GRUPPEN 211 
Wegen der speziellen Form der Relationen Y” ist jede Relation von G von 
der Form 
Wenn (4) von der Form [[sU , So], So] = 1 mod Gt3) sein solI, miissen die 
Koeffizienten cy wegen piv f 0, Y = 1, . . . . d gleich null sein. 
Wir setzen nun die Ausdrucke (2) in (4) ein. Die folgenden Relationen 
bilden dann ein Erzeugendensystem fur alle Relationen vom Typ (4): 
[sf’u, su] n [[s, , sK], sulbu*~ + 1 mod G’3), v, ,L = 1, . . . . d. 
Auf diese Weise erhalt man d2 Relationen. Sei F eine freie p-Gruppe. Dann 
ist nach Witt [/2] F(2)/F(3) eine freie abelsche p-Gruppe mit i(d3 - d) 
Erzeugenden. Fur d > 3 gibt es daher sicher einen Kommutator der Form 
us* ) s,J, ~1 mit 
[[sA , sJ, ~~1 + 1 mod Gc3’, 
also ist Gc3) f Gt2). 
Im Fall d = 3 hat man zu beriicksichtigen, da8 in den Relationen (5) 
Glieder der Form [$&, scL] vorkommen. Daher gibt es in diesem Fall mod Gc3) 
hiichstens 6 unabhangige Relationen, in denen nur Kommutatoren der Form 
KS” t ~~1, s,,] vorkommen. Daraus folgt wieder Gc3) # Gf2). Damit ist Satz 1 
bewiesen. 
SATZ 2. Sei p # 2 und G eine Pro-p-Gruppe mit zwei unabhangigen 
Erzeugenden und zwei erzeugenden Relationen, G/Gcl’ sei endlich. Dann ist G 
genau dann auf den zweiten Zentralschritt beschrankt, wenn G zu einer Gruppe 
f-i mit zwei Eyzeugenden s 1 , s2 und zwei erzeugenden Relationen der Form. 
sfb, 9 s21 - P’ = 1 mod ff’2’ 
(6) 
s$[sl , s2] E 1 mod Ht2), 1 < i <j 
isomorph ist. 
Bemerkung. Von J. Browkin [I] wurde folgende Teilaussage von Satz 2 
bewiesen: G sei eine Pro-p-Gruppe mit den unabhangigen Erxeugenden s1 , s2 
und den erzeugenden Relationen sp[sl , sn] -= 1 mod Gt2), s2P = 1 mod Gt2’. 
Dann ist G(2) = {l}. 
Beweis von Satz 2. Sei H eine beliebige Pro-p-Gruppe mit H/Hc2) e 
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G/G@‘. Wie im Beweis zu Satz 1 kann man die Erzeugenden s1 , s, von N 
so wshlen, daB y1 und y2 die Form 
1 =Y1 = sft[sl , s,J” mod H(“) 
(7) 
annehmen, wobei a, , a, ganze p-ad&he Zahlen sind. Durch eine weitere 
Erzeugendentransformation und passende Potenzierung der Relationen M3t 
sich (7) in 
1 = rl --= sf‘[sl , s2]lr’ mod Hc2) 
(8) 
iiberfiihren. 
Jede Relation von H ist von der Form 
W2’,/H’3’ wird nach U’itt [II] von [[sl , sZ], sI] und [[sl , sZ], se] erzeugt. 
WZ’/H(3) ist also genau dann gleich {l}, wenn diese Kommutatoren fiir 
passende ayp der linken Seite von (8) kongruent sind. 
Wir setzen die Ausdriicke fiir yy aus (8) in (9) ein. Nach Lemma 2 ergibt 
sich fiir p 3 2 
[s, _ J~]~Is~” “zIY’[[s~ , s2], sl]~~~~“t~~Y~~~“[[sl , s2], ]ad’~r%ali’ = 1 mod $i). 
(10) 
Daher ist 
KS1 1 s2], sJ = I mod Hc3’, v -~ 1,2 
genau dann, wenn das Gleichungssystem 
cl*2 = pi- iazl ) qvpr +- a*,p = s”u 1 p = I,2 
fiir Y = 1 und 2 l&bar ist. Daraus ergibt sich als notwendige und hinreichende 
Bedingung fiir W2)/W3) = {l), daB s -:: 0 oder Y = 0, i - j ist. Hieraus folgt 
Satz 2 nach Lemma 1. 
SATZ 3. G sei eine Pro-2-Gruppe mit awei unabhiingigen Erxeugenden und 
zwei erzeugenden Relationen, G/Gtl’ sei endlich. Dann ist G genau dann a?f 
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den zweiten Zentralschritt beschriinkt, wenn G zu einer Gruppe H mit zwei 
Erzeugenden s1 , 2 s und zwei erzeugenden Relationen der Form 
mit 1 < i < j und j > 1 oder Y = 0 isomorph ist. 
Der Beweis von Satz 3 verlauft im wesentlichen wie der Beweis von Satz 2. 
Statt (10) erhalt man jedoch nach Lemma 2 
h J 4 2”w-2i% [[s1 , ss], S1]2~~11+2~a~,f2~-*a12 [[$ ) s2,, s2] z1n,3+2b2+2?-‘a21 
w 
= 1 mod H(3). 
Daraus ergeben sich unter Beriicksichtigung von aI2 = 2j-ia,, fur festes 
v = 1, 2 die Kongruenzsysteme 
2’all + (2” + 23-l)azl = S,, mod 2, 
25a22 + (2T+j-i + 2f-l)a2, = S,, mod 2. 
(13) 
Wir treffen eine Reihe von Fallunterscheidungen: 
(4 Y > 0, s > 0. Dann ist (13) offensichtlich nicht l&bar. 
(b) Y > 0, s = 0, j = 1. Dann ist wegen j 2 i such i = 1 und es gilt 
6,” = 0 mod 2. Daher ist (13) nicht losbar. 
(c) Y > 0, s = 0, j > 1. Dann geht (13) iiber in 
a21 = -s lv , a22 = S2” mod 2, v= 1,2, 
also ist (13) &bar. 
(d) Y = 0, s > 0, j = 1. Daraus folgt SaV 3 0, d.h. (13) ist nicht l&bar. 
(e) Y = 0, s > 0, j > 1. Dann geht (I 3) fiber in 
alI 3 6,” mod 2, p-ia 21 = S2” mod 2, v = 1, 2, 
Diese Kongruenzsysteme sind genau dann l&bar, wenn i = j ist. 
(f) I = 0, s = 0. In diesem Fall ist (13) l&bar. 
Durch Vertauschung von s1 und sa geht der Fall (e) in einen Spezialfall 
von (c) iiber. Daraus folgt Satz 3. 
Die Satze 2 und 3 zeigen, daB eine Pro-p-Gruppe G in gewissen Fallen 
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durch Kongruenzforderungen eindeutig bestimmt ist, wobei sich aus einer 
Kongruenzforderung mod G’“) crgibt, da13 Gc2’ == (1) ist. Man kann leicht 
zeigen, daB Gin den betrachteten Fgllen endlich ist. Der folgende Satz zeigt, 
dal3 such Fille miiglich sind, in dcnen G durch eine Kongruenzbedingung 
mod G’2) eindeutig bestimmt (und endlich) ist, obgleich Gc2’ # ( 1) ist. 
(G ist also im Sinne dcr Einleitung mod F” definierbar.) Das ist in gewissem 
Sinne ein Gegenstiick zu dem Satz von Demugkin [Z] iiber Pro-p-Gruppen 
mit einer vollstlndigen Relation. 
SATZ 4. Sei p eine van 2 verschiedene Primxahl und G eine Pro-p-Gruppe 
nrit zzLei Erzeugenden s1 , sp und den Relationen 
s;‘[s, , sz]“’ -: I mod G’“‘, 
s2~[sI , sp] ~ 1 mod G’*’ 
(14) 
(15) 
wobei Y eine beliebige natiirliche Zahl ist. Dam ist G auf den dritten Zentralschvitt 
beschriinkt und isomorph xu der Pro-p-Gruppe H mit zwei Erzeugenden t, , t, 
und den erzeugenden Relationen 
H’3.10 ._ (11, 
t;‘:! = 1. (16) 
Bemevkung. Nach Satz 2 ist G nicht auf den 2-ten Zentralschritt beschrgnkt. 
Beweis. Aus (15) folgt nach Lemma 2 
[sl , sJ1’ = 1 mod Gc’). 
Daher kijnnen wir (14) durch die gquivalente Relation 
s,i* ~_ 
1 1 mod G12) 
ersetzen. Weiter ist nach (15) 
[[sl , s,], s3] = 1 mod Gf3) 
und nach Lemma 2 
[sl , s,]” = [[Q , sz], sJ mod G13). (18) 
(17) 
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Da G(2’/G(3) von [[sr , sa]r sr] und [[s , , s2]r sz] erzeugt wird, muB (15) also 
mod Gt3) (bis auf Aquivalenz) die Form 
s2p[s1 , s21u 2~ 1 mod Gt3’ (‘9) 
haben, wobei eine ganze p-adische Zahl mit a = I mod p ist. Aus (18) 
und (19) folgt 
C[$ 1 s2], sl] = s;“” mod G(a) 
wobei a’ = a-l ist. Die Relation (I 4) muB also mod G(a) (bis auf Aquival enz) 
die Form 
s?~2s1J2b - 1 mod G’“’ 
1 2 (20) 
haben, wobei b eine ganzep-adische Zahl mit b + 0 modp ist. Wir vergrobern 
( 19) und (20) zu 
s2P[s1 , s21a z 1 mod G(3.“), 
Nach Lemma 2 konnen wir wegen p f 2 diese Relationen such in der Form 
s2P[sla, s2] = 1 mod G(s,y)), 
(21) 
schreiben. (21) geht nach der Transformation 
Sl 
,y?a-l -; 1 mod (-73.1”. 
Dieses Relationensystem ist aquivalent mit 
s2P[sI , s2] = 1 mod G(3.p), (22) 
(23) 
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Aus (22) und (23) folgt wegen Lemma 2 und (17) 
.f[sl ) s$ E 1 mod G(3.p) 
[[sl , sz], s.J = 1 mod Gf3*p), 
[sl , s2]-P[[sl , s,], SJ = 1 mod Gt3,p) 
und damit 
$[Sl , $1 P’ f 1 mod GKP’, 
[S 1 , s,]-“~[-[s~ , s,], s,]” - 1 mod G(4pp), 
[IsI, s,], sp]p = 1 mod G(4,p), 
[[[sl , sz], sz], sl] = 1 mod G(4+p), 
[[[sl , sz], s,], sz] = 1 mod Gt4.p), 
[[Sl ! %I, %-“[u~ 1 , s21, si], sl] = 1 mod Gt*.p), 
[sl , s,]~’ E 1 mod Gc4*p) 
sP" 1 mod (74.~' 
1 
Nach A. J. Skopin [II] bilden die Elemente $, sf, [sr , s#, [[sr , sa], sr]p, 
[[sr , ~a], sa]“, [[[sl , sa], si], sj] i > j, i,j = 1, 2, ein Erzeugendensystem von 
G’3*“’ mod G(4,*‘. Daher ist G(a,p) = G(~,P’, also folgt nach Lemma 1 die 
Behauptung. 
5. In diesem Abschnitt untersuchen wir, wann eine Pro-p-Gruppe mit 
drei Erzeugenden und vier erzeugenden Relationen auf den 2-ten p-Zentral- 
schritt beschrankt ist. Wir betrachten zunachst wieder den Fall p f 2 und 
dann den Fall p = 2. 
SATZ 5. Sei p + 2 und G eine Pro-p-Gruppe mit drei unabhtingigen 
Erzeugenden und vier mzeugenden Relationen. Dann ist G auf den zweiten 
p-Zentralschritt genau dann beschriinkt, wenn G!G’231” zu einer der folgenden 
Gruppen H mit dem minimalea Erzeugendensystem {sl , s2 , sCl> und den 
Relationen H(~J’) = {I}, p1 7 1, pz = 1, p3 = I, p4 -: 1 isomorph ist. 
(4) Pl = ~lp[~l , Sal, pz =: s2ysq , s:,], 
p:, = .bP, P4 = [% > 4. 
PI PI = ~17s~~ 31, Pz -= %p[s2 ) SQI[SI, 531h, b = I, . . ..p - 1, 
p3 = s:y, P4 = [s1 > 4. 
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p3 = s31T, P4 = [Jl 1 %I, 
g Primitivwurzel modp. 
(D) ~1 = sl*)[sz , 4. p2 = q9, , $1, 
p3 = q[sl 7 %I> P4 = [Sl 3 s21. 
&4lle angegebenen Gruppen sind niclzt isomorph. 
Beweis. Analog zum Beweis von Satz 2 betrachten wir eine Pro-p-Gruppe 
N, deren Erzeugende und erzeugenden Relationen mod W2,“) mit denen von 
G iibereinstimmen. Wir transformieren die Relationen auf Normalformen und 
zeigen, dafi fZ(2s7)) _ ff(3.1,J genau dann gilt, wenn eine der im Satz 5 
angegebenen Gruppentypen (A))(D) vorliegt. Nach Lemma I folgt daraus 
die Behauptung. Beim Beweis benutzen wir, ohne jedesmal darauf hin- 
zuweisen, die Rechenregeln von Abschnitt 3. 
Sei also H eine Pro-p-Gruppe mit den Erzeugenden si , So , s3 und vier 
Relationen. Nach A. J. Skopin [//I hat jede Relation in EI die Form 
s~‘~&%,~“:~[s~ , 31bl[s1 , s31b$s, ~~1% := 1 mod H(z.~‘), 1 2 
wobei aV , by , v = 1, 2, 3, ganze rationale Zahlen sind, die mod p beliebig 
abgeandert werden konnen. 
Wir haben daher ein Relationensystem 
(24) 
Aus jeder Relation, die mod H(2+‘r) nicht trivial ist, lassen sich hiichstens vier 
unabhangige Relationen von H(‘*o) mod H’3-“) ableiten. In der Tat erhilt 
man durch Kommutatorbildung mit sV , v = 1, 2, 3, drei Relationen und eine 
vierte durchpotenzieren mi tp (man vergleiche hiermit den Beweis von Satz 2). 
Wenn H(2,“) = H(3,“) sein ~011, muB s ” -y 1 mod W3,“) sein. Das ist u - 
aber fur p = 1,2, 3 nur dann moglich, wenn der Rang von 
al2 a13: . . 
r 1 
. . . . mod p 
a,, a42 (743 
gleich drei ist, da man sonst hochstens 13 unabhangige Relationen von 
H(2,pi mod Ht3,f’) ableiten konnte, wahrend es in H@,p) mod H(3,p) nach 
A. I. Skopin [II] 14 unabhangige Relationen 
Spa Y ’ [s2, S31”> [sl > s31P, [sl > J21”, [[s, 7 s31, syl, 
KS* 3 s31, s.1, [[Sl > s21, %I, [[Sl , $21, s21, y = 1, 2, 3, (25) 
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gibt. Dann 15Bt sich das Relationensystem (24) auf die Form 
svP[s2 , s31b~l[s1 , s~]~~z[s~ , s21bv3 -= 1 mod H(2,p), Y -: 1,2,3, 
[s2 , s31h41[s1 , ~~]~42[s~ , 2]“as G I mod H@,P) 
(26) 
transformieren. Wenn W2sn) = H(3v”’ sein ~011, kann daher nach dem eben 
durchgefuhrten SchluB nicht h,, =: b,, b,, = 0 modp sein. Deshalb kann 
man (26) durch eine Erzeugendentransformation in die Form 
sy”[s2 , s31bvl[sl , s31bux = 1 mod H@.P) 
1% I s2] ~~ 1 mod H@*p’) 
(27) 
iiberfiihren. Die Transformationen, die (27) in ein gleichartiges System 
uberfuhren, lassen sich in folgende Elementartransformationen zerlegen: 
(1) svO = s:;, a $ 0 modp fur ein festes Y” = 1, 2, s,, = sV’ fur v # ~a , 
Potenzierung der v,-ten Relation mit a’, a’n g 1 modp, Potenzierung der 
4-ten Relation mit a’. 
(2) s3 = s$u, a+Omodp,sV =sV’ fur v # 3, Potenzierung der 3-ten 
Relation mit a’, au’ = 1 modp. 
(3) s1 = s2’, s2 = sl’, s3 = s3’, Vertauschung der ersten beiden Relationen, 
Potenzierung der vierten Relation mit ~ 1. 
a, So = So’ fur h # v0 Multiplikation 
PO-ten Relation. Dabei 
Diesen Elementartransformationen entsprechen folgende Transformationen 
der Matrix (by,): 
(1’) Multiplikation der 1 -ten (2-ten) Spalte mit einer Zahl a + 0 mod p, 
Multiplikation der 2-ten (I-ten) Zeile mit a’, an’ - I modp. 
(2’) bIultiplikation beider Spalten mit a, Multiplikation der dritten 
Zeile mit a’, au’ ye I modp. 
(3’) Vertauschung der ersten beiden Spalten und Zeilen. 
(4’) Fur Y,, = I, 2, pa f 3, pa # yo: Addition des a-fachen der p-ten 
Spalte zur v,-ten Spalte, Addition des-a-fachen der PO-ten Zeile zur v,-ten 
Zeile. 
Fur v. = 3, y. = 1, 2: Addition des a-fachen der PO-ten Zeiler zur 3-ten 
Zeile. 
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Wir treffen eine Reihe von Fallunterscheidungen, die bei den Trans- 
formationen I’) - 4’) invariant sind: 
(A) Der Rang von 
(betrachtet im Restklassenkorper mod p) ist gleich 2, 
Dann ist b,, + b,, + 0 modp. In diesem Fall ist (27) von der Form 
V[Sl 3 $1 = h ---~ 1, s2~’ is2 7 S3]b 7 1, s3qs2 , sJqsl ) SgJb, 1 1, 
[sl , s2] = 1 mod W2v”), b + 0 modp. (28) 
Durch Anwendung von 2’ und 4’ mit v,, = 3, wobei a jeweils passend gewghlt 
ist, geht (28) tiber in 
(29) 
ist gleich 2, b,, -I- b,, + 0 mod p, es liegt nicht der Fall (A) vor. 
In diesem Fall kann man (27) durch Elementartransformationen auf die 
Gestalt 
slysz ) $1 = 1, GTS, > %I[S1 1 $lh = 1, s3n == 1, 
[Sl ) sa] = I mod W@J), b +C 0 modp. (30) 
bringen. Die allgemeinste Transformation, die (30) in ein System der 
gleichen Art tiberftihrt, ist von der Form 




ist. Die so entstehende Matrix mu13 von der Form 
(; ;,),b. + Omodp 
sein. Durch Determinantenhildung folgt b’ ~ a’b. Weiter ist die Determinante 
des homogenen Gleichungssystems 
fur a,, , a,, , u2rua2 glcich 0, woraus sich a = I ergibt. Die durch (30) 
gegebenen Gruppen sind also alle verschieden. 
(C) Der Rang von 
ist gleich 2, b,, + b,, L- 0 mod/>. In diesem Fall kann man (27) durch 
Elementartransformationen auf die Gestalt 
SIVISo ) s3] F 1) Sa”[.si ) s,]” --~ I ) .s31’ -: 1, 
[sl , s.J 1 mod EP,;,‘, b + Omodp (31) 
bringen. Durch Anwendung von (1’) und (2’) kann man (31) in 
S,k’[S 2) SJ =~ 1) s,‘fsl , spa = 1, sg’J .!: 1, 
[sl , .s2] 1 mod N”.“), ha2 qk Omodp (32) 
iiberfiihren. Andererscits ergibt sich wie in (B) b’ = 26 fur tine beliebige 
zulassige Transformation. Die Quadratklasse von b ist also invariant. 
(D) Der Rang van 
t:: hhl,:) 
ist gleich 1. In diesem Fall kann man (27) auf die Form 
s1*[s2 ) $1 x 1) sa”[Sa ) S.&l L 1) saqs* ) Salbaa +z 1, 
[sl , s2] -= 1 mod H2,p) 
transformieren, wobei b,, 3 1, 0, bs2 = 1, 0 modp ist. 
(E) Der Rang von 
h, b,, 
i ! 4, b,, 
(33) 
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ist gleich 0. In diesem Fall hat (27) die Form 
,7,2: 1, S22G 1, s3qs2 ) SJqS1 , sp =- 1, [sl , s2] = 1 mod WQ’. 
(34) 
Xach A. I. Skopin [II] bilden die Elemcnte 
tine Basis von 1$(*gP) mod 11@,1’). 
Zum Beweis von Satz 5 genii@ es daher zu zeigen, da13 diese Elemente 
genau dann alle in H(a.7)) liegen, wenn einer der Falle (,4)-(C) oder dcr Fall <- 
(D) mit 6,, ==: 6,, = I mod p vorliegt. 
In den Fallen (A))(C) gilt die Relation sQ)) -1~ 1 mod H’“.“). Daraus folgt 
[.sl ) s,,]” car [s, ) ~:,]7~ =- 1 mod Gr,“), da in diesen Fallen aul3erdem die 
Kommutatoren [s1s3] und [si , s,,] g etrennt vorkommcn, folgt, da0 alle 14 
Basiselemente (35) kongruent 1 mod Zl(“~~) sind. 
Im Fall (D) ergeben sich nach (33) die Relationen 
Hiernach sind die Elcmente (35) genau dann alle kongruent 1 mod 1Z’3~~‘1, 
wenn h,, = IA,, = 1 modp ist. 
Im Fall (E) kann nicht H(2,“) = H(“,“) sein, da in (34) nur zwei Relationen 
mit Kommutatoren auftreten. Damit ist dcr Bewcis van Satz 5 beendet. 
Im Fall p = 2 gilt das folgende Analogon zu Sate 5. 
SATZ 6. Sei G eine Pro-2-Gruppe mit einem minimalen Erzeugendensystem 
Ton drei Elementen und vier erzeugenden Relationen. 
Dann ist G auf den zweiten 2-Zentralschritt genau dann beschriinkt, wenn 
G/Gt2J’, zu einer der folgenden Gruppen H mit dem minimalen Erzeugenden- 
system (sl , s2 , s:>} und den Kelationen I-I ‘2,2) ={l},p, = l,p, = 1, pa = 1. 
p4 : I isomorphist. 
Bezceis. Der Beweis von Satz 6 verlauft analog zum Be\veis van Satz j. 
Wir be&a&ten dementsprechcnd eine (;ruppc if mit den Ilrzcugenden und 
vier Relationen. Statt der Satze aus [//I hat man die Satze aus [h] heranzu 
&hen. Zunichst kann man die Relationen mod I~(~*~’ auf die Form 
transformieren. 
Die Erzcugenden- und Relationen-‘l’ransfornyationen, die (36) in ein 
Relationensystem dcr gleichcn Form uberfiihrcn, lassen sich in folgcnde 
Elementartransformationen zcrlegen: 
(I) Sr s.,‘, sz = s,‘, .S:$ ~~= s::‘. \7ertauschung der ersten rind nvciten 
Relation. 
(2) s, --- s,‘s2’, s, = s.,‘, s;< Q’. Multiplikation dcr zweiten Relation mit 
der ersten Relation. 
(3) s, == sl’, s2 = St’s,‘, sit L<‘. :\lultipiikation dcr zweiten Relation mit 
der crsten Relation. 
(4) s, S]‘, s., ~~~ L’, .SYl ~~ slS’SL,‘. 
der r+tcn Rclatron, V: I, 2. 
lLIultiplikation der dritten Relation mit 
I. 
Diesen Elemantartransformationen entsprechcn folgende ‘l’ransformationen 
der Matrix. 
(1’) Vertauschung der ersten beidcn Spalten und Zeilen. 
(2’) Addition der zweiten Spalte ZUI- ersten Spalte und der zweitcn Zeilc 
zui- crsten Zeile. 
(3’) Addition der ersten Spalte zur zwciten Spalte und der crsten Zeilc 
zur zweitcn Zeile. 
(4’) Addition der v-ten Zeile zur dritten Zeile. Addition von 1 zu 
b 3.3-v * ” 1,2. 
Wir treffen wieder eine Reihe von Fallunterscheidungen, die invariant 
beziiglich zukissiger Transformationen sind und daher auf nichtisomorphe 
G ruppen fiihren. 
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(A) Der Rang von 
b,, b,,, 
( 1 b,, b,, 
ist gleich 2, b,, + b,, mod 2. Dann kann man (36) auf die Form 
s12[s2 ) s3] = 1, s**p* , ss] [SJ [s1 , s:J = 1, 
so3 =z 1, [sl , sn] = 1 mod W2J) 
transformieren. 
(B) Der Rang von 
ist gleich 2, b,, = 21 b mod 2, b,, oder b,, ist ungerade. In diesem Fall kann 
man (36) auf die Form 
hringen. 
s12[s* 3 %I = 1, s22[s1 ) s3] = 1, 
s3*[s2 , s31b = 1, [sr , sa] = 1 mod Ht2JJ 
(C) Der Rang von 
b,, b,, 
t 1 b,, b,, 
ist gleich 2, b,, - b,, e 0 mod 2. In diesem Fall ist bar 3 b,, = 1 mod 2 und 
(36) geht iiher in 
S12[S1 , s3] - 1, s.?2[sg , $31 = 1, 
s*~[s~ , s3]b31[s1 , s3]b= = 1, [sr , sz] = 1 mod W2s2). 
(D) Der Rang von 
4, b,, 
( 1 b,, b,2 
ist gleich 1. Dann kann man (36) auf die Form 
sx2[s* , s31 5% 1, s,2[s,, s3p 3 1, 
s32[s2 , s3p = 1. [sl , s2] = 1 mod H@J) 
transformieren. 
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(E) Der Rang von 
KOCH 
(” “! b;: b; 
ist gleich 0. Dann kann man (36) auf die Form 
s12 G 1, s22 SE 1, s32 = 1, bl 7 s2] = 1 mod W2J) 
transformieren. 
Analog zum Beweis von Satz 5 zeigt man, da8 H(272) = ZPJ) genau dann 
gilt, wenn der Fall (A) oder der Fall (B) mit b x 1 mod 2 vorliegt. 
ANMERKUNG DES VERPASSERS rm DEH KORREI(?.I.R. Ein Teil der in diescr Note 
angewandten Beweismethoden wurde inzwischen in einer Arbeit van A. I. Skopin 
(Trudy Mat. Inst. Steklova 80, 117-128) svstematisch entwickelt. Die am SchluB ange- 
gebenen beiden Bcispiele sind jedoch fehlerhaft. Die Ergebnissc der untcn zitiertcn 
Note [II] van Skopin finden sich such in dcr .\rbcit van RI. Lazard (Sur les Groupes 
nilpotents et les anneaux de Lie, Ann. E.N.S. 71 (1954), 101-190). 
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