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Abstract
In this paper the main results in arXiv0901.3179v3, related to the matrix representation of polynomial
maps, are restated in traditional way of linear algebra assuming that variable vectors are presented as column
vectors. Some new results related to that subject are also included. Here one can find the behavior of the
matrices of polynomial maps with respect to the change of variables (coordinate system), matrix representa-
tions for symmetric and antisymmetric multi-linear maps. It is shown also that the offered representations
are in good concordance with known operations over such multi-linear maps.
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Matrix representation for polynomial maps is offered in [1] and its application to find a radius of absolute convergence
of power series in many variables is demonstrated in [2]. In those papers vectors with given variable components
are considered as row vectors which is not traditional in linear algebra. As far as now we are dealing with matrix
representations of nonlinear maps to follow the tradition of linear algebra variable vectors should be considered as
column vectors. Therefore in this paper we reformulate some main results of those papers in traditional way, including
some new results, and offer matrix representations for symmetric and antisymmetric multi-linear maps.
For a positive integer n let In stand for all row n-tuples with nonnegative integer entries with the following linear
order: β = (β1, β2, ..., βn) < α = (α1, α2, ..., αn) if and only if |β| < |α| or |β| = |α| and β1 > α1 or |β| = |α|, β1 = α1
and β2 > α2 etcetera, where |α| stands for α1 + α2 + ...+ αn.
It is clear that for α, β, γ ∈ In one has α < β if and only if α + γ < β + γ. We write β ≪ α if βi ≤ αi for all
i = 1, 2, ..., n,
(
α
β
)
stands for α!
β!(α−β)!
, α! = α1!α2!...αn!.
In future n, n′ and n′′ are assumed to be any fixed nonnegative integers (In the case of n = 0 it is assumed that
In = {0}).
For any commutative, associative ring R containing the field of rational numbers and nonnegative integer numbers
p, p′ let Mn,n′(p, p
′;R) = M(p, p′;R) stand for all ”p × p′” size matrices A = (Aα,α′)|α|=p,|α′|=p′ (α presents row,α
′
presents column and α ∈ In, α
′ ∈ In′) with entries from R. The ordinary size of a such matrix is
(
p+ n− 1
n− 1
)
×
(
p′ + n′ − 1
n′ − 1
)
. Over such kind matrices in addition to the ordinary sum and product of matrices we consider the
following ”product” as well:
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Definition 1. If A ∈ M(p, p′;R) and B ∈ M(q, q′;R) then A
⊙
B = C ∈ M(p + q, p′ + q′;R) such that for any
|α| = p+ q, |α′| = p′ + q′, where α ∈ In, α
′ ∈ In′ ,
Cα,α′ =
∑
β,β′
(
α′
β′
)
Aβ,β′Bα−β,α′−β′
, where the sum is taken over all β ∈ In, β
′ ∈ In′ , for which |β| = p, |β
′| = p′, β ≪ α and β′ ≪ α′.
Example 1. If n = n′ = 2, p = p′ = q = q′ = 1 in ordinary notations for matrices A =
(
a11 a12
a21 a22
)
,
B =
(
b11 b12
b21 b22
)
the product A
⊙
B can be given as
A
⊙
B =


2a11b11 a11b12 + a12b11 2a12b12
2(a11b21 + a21b11) a11b22 + a22b11 + a12b21 + a21b12 2(a12b22 + a22b12)
2a21b21 a21b22 + a22b21 2a22b22


Let us agree that h (H , v, V ) stands for any element of M(0, 1;R) (respect. M(0, p;R), M(1, 0;R), M(p, 0;R) ,
where p may be any nonnegative integer). For the sake of convenience it will be assumed that Aα,α′ = 0 (α! = ∞)
whenever α /∈ In or α
′ /∈ In′ (respect. α /∈ In).
Proposition 1. For the above defined product the following are true.
1. A
⊙
B = B
⊙
A.
2. (A+B)
⊙
C = A
⊙
C +B
⊙
C.
3. (A
⊙
B)
⊙
C = A
⊙
(B
⊙
C)
4. (λA)
⊙
B = λ(A
⊙
B) for any λ ∈ R
5. If A and B are square upper triangular matrices then A
⊙
B is also an upper triangular matrix.
6. If R is an integral domain then A
⊙
B = 0 if and only if A = 0 or B = 0.
7. (A
⊙
V )B = (AB)
⊙
V
8. A(B
⊙
H) = (AB)
⊙
H
In future A(m) means the m-th power of matrix A with respect to the new product.
Proposition 2. If h = (h1, h2, ..., hn′) ∈M(0, 1;R), v = (v1, v2, ..., vn) ∈M(1, 0;R), then
(h(m))0,α′ = m!h
α′ , (v(m))α,0 =
(
m
α
)
vα
, where vα stands for vα11 v
α2
2 ...v
αn
n
Proposition 3. For any nonnegative integers p, q, p′, q′ and matrices A ∈ Mn,n′(p, p
′;R), B ∈ Mn,n′(q, q
′;R),
h = (h1, h2, ..., hn) ∈Mn,n(0, 1;R), v = (v1, v2, ..., vn′) ∈Mn′,n′(1, 0;R) the following equalities
(
h(p)
p!
A)
⊙
(
h(q)
q!
B) =
h(p+q)
(p+ q)!
(A
⊙
B), (A
v(p
′)
p′!
)
⊙
(B
v(q
′)
q′!
) = (A
⊙
B)
v(p
′+q′)
(p′ + q′)!
are true.
In future let us assume that R is a field of characteristic zero. For every vector space considered it is supposed that
some basis in it is fixed and elements of the vector space are written as column vectors.
Corollary 1. If A1, A2, ..., Ak are ”1× 1” size square matrices and v is a common eigenvector for all A1, A2, ..., Ak
with eigenvalues λ1, λ2, ..., λk, respectively, then v
(k) is an eigenvector for A1
⊙
A2
⊙
...
⊙
Ak with the eigenvalue
k!λ1λ2...λk.
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Corollary 2. The equality Av1
⊙
Av2
⊙
...
⊙
Avm = A(m)
v1
⊙
v2
⊙
...
⊙
vm
m!
is true, where A ∈M(1, 1;R).
Proof. To prove Corollary 2 one can consider the equality
A1(v
1 + v2 + ...+ vm)
⊙
A2(v
1 + v2 + ...+ vm)
⊙
...
⊙
Ak(v
1 + v2 + ...+ vm) =
(A1
⊙
A2
⊙
...
⊙
Ak)
(v1 + v2 + ...+ vm)(k)
k!
and compare the corresponding terms to get equality
∑
P
(
⊙
i∈P1
Aiv
1)
⊙
(
⊙
i∈P2
Aiv
2)
⊙
...
⊙
(
⊙
i∈Pm
Aiv
m) =
(A1
⊙
A2
⊙
...
⊙
Ak)(
(v1)(α1)
α1!
⊙ (v2)(α2)
α2!
⊙
...
⊙ (vm)(αm )
αm!
)
, where α1+α2+...+αm = k and the sum is taken over all partitions P = (P1, P2, ..., Pm) of {1, 2, ..., k} for which |P1| = α1,
|P2| = α2,..., |Pm| = αm. The Corollary is a particular case of this equality, when m = k, α1 = α2 = ... = αm = 1,
A = A1 = A2 = ... = Ak.
Here are some relations between properties of A ∈M(1, 1;R) and A
(k)
k!
.
Theorem 1. Let A ∈M(1, 1;R) be a square matrix.
1. If {λ1, λ2, ..., λn} is its all eigenvalues, where each eigenvalue occurs as many times as its multiplicity, then
{λα11 λ
α2
2 ...λ
αn
n }|α|=k represents all eigenvalues of
A(k)
k!
including their multiplicities as eigenvalues of A
(k)
k!
. Moreover if
Avi = λivi for i = 1, 2, ..., n then
A(k)
k!
(v
(α1)
1
⊙
v
(α2)
2
⊙
...
⊙
v(αn)n ) = λ
α1
1 λ
α2
2 ...λ
αn
n (v
(α1)
1
⊙
v
(α2)
2
⊙
...
⊙
v(αn)n )
2. If rk(A) = l then
rk(
A(k)
k!
) =
(
k + l − 1
l − 1
)
3.
det
A(k)
k!
= (detA)
(
k + n− 1
n
)
Proof. A proof of this Theorem can be derived from the equality
(T−1AT )(k)
k!
=
(T (k))−1
k!
A(k)
k!
T (k)
k!
, where T ∈M(1, 1;R). Note that (T
(k))−1
k!
is inverse for T
(k)
k!
.
Indeed by choose of T one can make T−1AT in Jordan form. In common case (T
−1AT )(k)
k!
will not be in Jordan
form but it will be in upper triangular form with λα11 λ
α2
2 ...λ
αn
n on the main diagonal, where |α| = k. Therefore the first
statement of Theorem 1 is true.
The proofs of other statements of Theorem 1 can be done in a similar way.
In future the expression Exp(A), whenever it has meaning, stands for
E +
1
1!
A+
1
2!
A(2) +
1
3!
A(3) + ... =
∞∑
i=0
1
i!
A(i)
, R[x] is the ring of polynomials in variables x1, x2, ..., xn′ over R, x = (x1, x2, ..., xn′) ∈Mn′,n′(1, 0;R[x]).
If n 6= 0 and
ϕ(x) = (ϕ1(x), ϕ2(x), ..., ϕn(x)) =
3
Mϕ(1, 0)x
(0) +Mϕ(1, 1)
x(1)
1!
+Mϕ(1, 2)
x(2)
2!
+ ... ∈Mn′,n(0, 1;R)
is a polynomial map from Rn
′
to Rn then one can screen it in the form
ϕ(x) = MϕExp(x)
, where Mϕ ∈ Mat(R) with blocks Mϕ(p, p
′) such that Mϕ(p, p
′) = 0 whenever p 6= 1 and only finite number blocks of
the form Mϕ(1, p
′) are not zero, Mat(R) stands for the set of all block-matrices of the form A = (A(p, p′))p=0,∞,p′=0,∞
with A(p, p′) ∈M(p, p′;R). We call Mϕ the matrix of the polynomial map ϕ(x). (Of course, if n
′ = 0 then
ϕ(x) = Mϕ(0, 0)x
(0) +Mϕ(0, 1)
x(1)
1!
+Mϕ(0, 2)
x(2)
2!
+ ... ∈M0,n(0, 0;R))
For the proofs of the following three theorems one can see [1].
Theorem 2. The following equality
Exp(MϕExp(x)) = Exp(Mϕ)Exp(x)
is valid.
Consider ψ(y) = (ψ1(y), ψ2(y), ..., ψn′(y)) = MψExp(y), where Mψ(1, i) ∈Mn′′,n′(1, i;R) and
(ϕ ◦ ψ)(y) = (ϕ1(ψ(y)), ϕ2(ψ(y)), ..., ϕn(ψ(y))) = Mϕ◦ψExp(y)
The following result is about the matrix representation of the composition ϕ ◦ ψ.
Theorem 3. The following equality
Mϕ◦ψ = MϕExp(Mψ)
is valid.
Theorem 4. The following equality
Exp(MϕExp(Mψ)) = Exp(Mϕ)Exp(Mψ)
is valid.
The behavior of the matrix of a polynomial map with respect to the change of variables. Now let us
investigate the change of matrix of a map ϕ : Rn
′
→ Rn with respect to, not compulsory linear, change of variables
(coordinate system) in Rn
′
and Rn. Assume that with respect to some coordinate systems in Rn
′
and Rn one has
y = ϕ(x) = Mϕ,x,yExp(x)
and with respect to some coordinate systems in Rn
′
and Rn one has
y′ = ϕ(x′) = Mϕ,x′,y′Exp(x
′)
Here we are using the notationMϕ,x,y to indicate thatMϕ,x,y is the matrix of ϕ with respect to the first coordinate systems
in Rn
′
and Rn. If x′ = Tx,x′Exp(x) and y
′ = Sy,y′Exp(y), where Tx,x′ , Sy,y′ are the corresponding transformation
matrices of variables changes, then one has
Mϕ,x′,y′Exp(x
′) = y′ = Sy,y′Exp(y) = Sy,y′Exp(Mϕ,x,yExp(x)) = Sy,y′Exp(Mϕ,x,y)Exp(x) =
Sy,y′Exp(Mϕ,x,y)Exp(Tx′,xExp(x
′)) = Sy,y′Exp(Mϕ,x,y)Exp(Tx′,x)Exp(x
′)
so
Mϕ,x′,y′ = Sy,y′Exp(Mϕ,x,y)Exp(Tx′,x)
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If ϕ(x) = A(1, k)x
(k)
k!
(that is ϕ is a homogeneous map of degree k) and x′ = Tx, y′ = Sy are linear transformations
then
A′(1, k) = SA(1, k)
(T−1)(k)
k!
If in addition n = n′ and S = T then one has
A′(1, k) = TA(1, k)
(T−1)(k)
k!
Therefore problem of equivalence of ”1 × k” size matrices with respect to such action of the group GL(n,R) can be
considered as an interesting one. One can see that rank of A(1, k) is one of the invariants with respect to this action.
Example 2. If n = k = 2 in ordinary notations for matrices A =
(
a11 a12 a13
a21 a22 a23
)
,
T−1 =
(
t11 t12
t21 t22
)
the above equality can be written as
(
a′11 a
′
12 a
′
13
a′21 a
′
22 a
′
23
)
=
(
t11 t12
t21 t22
)−1(
a11 a12 a13
a21 a22 a23
)
t211 t11t12 t
2
12
2t11t21 2(t11t22 + t12t21) 2t12t22
t221 t21t22 t
2
22


Matrix representation for symmetric multi-linear maps. The above introduced product
⊙
is convenient
to represent symmetric multi-linear maps by the use of matrices as well. If V (V ′) is a n-dimensional (respect. n′-
dimensional) vector space with a given basis and A : V p → V ′ is a symmetric multi-linear map one can attach to A a
matrix A for which the equality
A(x1, x2, ..., xp) = A(
x1
⊙
x2
⊙
...
⊙
xp
p!
)
is true at all x1, x2, ..., xp from V . In other words to A is attached the same matrix A which was attached to the
corresponding homogeneous polynomial map A(x, x, ..., x) in [1].
If B : V q → V ′′ is a symmetric multi-linear map and C : V ′ × V ′′ → V ′′′ is a given bilinear map one can
consider the ”product” A ×C B of A and B with respect to C(x
′, x′′) = C (x
′,x′′)(2)
2!
as a symmetric multi-linear map
A×C B : V
p+q → V ′′′ defined by
A×C B(x
1, x2, ..., xp+q) =
1
(p+ q)!
∑
σ∈Sp+q
C(A
xσ(1)
⊙
xσ(2)
⊙
...
⊙
xσ(p)
p!
, B
xσ(p+1)
⊙
xσ(p+2)
⊙
...
⊙
xσ(p+q)
q!
)
, where Sp+q stands for the symmetric group.
Theorem 5. The equality
A×C B(x
1, x2, ..., xp+q) = C(A
⊙
B)
x1
⊙
x2
⊙
...
⊙
xp+q
(p+ q)!
is valid, where A =
(
A
0
)
∈Mn′+n′′,n(1, p;R), B =
(
0
B
)
∈Mn′+n′′,n(1, q;R).
Proof. The map C is a bilinear map and therefore C(x′, 0) = C(0, x′′) = 0, C(x′, x′′) = C((x′, 0)
⊙
(0, x′′)). It
implies that
A×C B(x
1, x2, ..., xp+q) =
1
(p+ q)!
∑
σ∈Sp+q
C((A
xσ(1)
⊙
xσ(2)
⊙
...
⊙
xσ(p)
p!
, 0)
⊙
(0, B
xσ(p+1)
⊙
xσ(p+2)
⊙
...
⊙
xσ(p+q)
q!
))
To complete the proof it is enough to show that∑
σ∈Sp+q
(A
xσ(1)
⊙
xσ(2)
⊙
...
⊙
xσ(p)
p!
, 0)
⊙
(0, B
xσ(p+1)
⊙
xσ(p+2)
⊙
...
⊙
xσ(p+q)
q!
) =
5
(A
⊙
B)(x1
⊙
x2
⊙
...
⊙
xp+q)
For any 1 ≤ i ≤ p, p < j ≤ p+ q the (ei + ej , 0) component, where ek means ek ∈M0,p+q(0, 1;R) all coordinates are
zero except for k-th which is 1, of the left side is equal to
∑
σ∈Sp+q
∑
|α|=p
Aei,α(
xσ(1)
⊙
xσ(2)
⊙
...
⊙
xσ(p)
p!
)α,0
∑
|β|=q
Bej ,β(
xσ(p+1)
⊙
xσ(p+2)
⊙
...
⊙
xσ(p+q)
q!
)β,0 =
∑
|α|=p,|β|=q
Aei,αBej ,β
∑
σ∈Sp+q
(
xσ(1)
⊙
xσ(2)
⊙
...
⊙
xσ(p)
p!
)α,0(
xσ(p+1)
⊙
xσ(p+2)
⊙
...
⊙
xσ(p+q)
q!
)β,0
But by comparison of the corresponding terms it can be checked that
∑
σ∈Sp+q
(
xσ(1)
⊙
xσ(2)
⊙
...
⊙
xσ(p)
p!
)(α,0)(
xσ(p+1)
⊙
xσ(p+2)
⊙
...
⊙
xσ(p+q)
q!
)(β,0) =
(
α+ β
β
)
(x1
⊙
x2
⊙
...
⊙
xp+q)(α+β,0)
It implies that the result is true.
Remark 1. If C : V ′ × V ′ → V ′′′ is itself a symmetric bilinear map then one can attach to it a matrix C for which
C(x′, y′) = C(
x′
⊙
y′
2!
) is true. In this case if A : V p → V ′, B : V q → V ′ are symmetric multi-linear maps then
A×C B(x
1, x2, ..., xp+q) =
1
2!
C(A
⊙
B)
x1
⊙
x2
⊙
...
⊙
xp+q
(p+ q)!
Matrix representation for antisymmetric multi-linear maps. Now let us consider antisymmetric multi-linear
maps. In future we use the following notations.
S[p]+[q]+[r] = {σ ∈ Sp+q+r : σ(1) < ... < σ(p); σ(p+ 1) < ... < σ(p+ q); σ(p+ q + 1) < ... < σ(p+ q + r)}
S[p]+[q+r] = {σ ∈ Sp+q+r : σ(1) < ... < σ(p); σ(p+ 1) < ... < σ(p+ q + r)}
S(p)+[q]+[r] = {σ ∈ Sp+q+r : σ(i) = i for i = 1, p; σ(p+ 1) < ... < σ(p+ q); σ(p+ q + 1) < ... < σ(p+ q + r)}
Proposition 4. The map P : S[p]+[q+r] × S(p)+[q]+[r] → S[p]+[q]+[r], where P (σ, τ ) = στ is an one to one correspon-
dence between the sets S[p]+[q+r] × S(p)+[q]+[r] and S[p]+[q]+[r].
Proof. It is easy to see that indeed P maps S[p]+[q+r] × S(p)+[q]+[r] into S[p]+[q]+[r]. To show that P is ”on” for
σ0 ∈ S[p]+[q]+[r] define σ ∈ S[p]+[q+r] as following:
σ(i) = σ0(i) for i = 1, p, [σ0(p+ 1), σ0(p+ 2), ..., σ0(p+ q + r)] = (σ(p+ 1), σ(p+ 2), ..., σ(p+ q + r))
, where [σ0(p+1), σ0(p+2), ..., σ0(p+q+r)] means ordering the numbers σ0(p+1), σ0(p+2), ..., σ0(p+q+r) in ascending
order. Now one can take for τ the element σ−1σ0 which is in S(p)+[q]+[r]. To show that P is ”one to one” assume that
σ0 = στ , where σ0 ∈ S[p]+[q]+[r], σ ∈ S[p]+[q+r] and τ ∈ S(p)+[q]+[r]. In this case the σ is unique as far as
σ(i) = σ0(i) for i = 1, p and [σ0(p+ 1), σ0(p+ 2), ..., σ0(p+ q + r)] = (σ(p+ 1), σ(p+ 2), ..., σ(p+ q + r))
This result is valid in the following form as well:
Proposition 4’. The map P ′ : S[p+q]+[r] × S[p]+[q]+(r) → S[p]+[q]+[r], where P
′(σ, τ ) = στ is an one to one
correspondence between the sets S[p+q]+[r] × S[p]+[q]+(r) and S[p]+[q]+[r].
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Let n, n′ be any fixed nonnegative integers, Jn(p) = {α = (α1, α2, ..., αp) : 1 ≤ α1 < α2 < ... < αp ≤ n}, Jn(0) = {0}.
If α ∈ Jn(p), β ∈ Jn(q) we say α < β if p < q, or p = q and αp < βp, or p = q, αp = βp and αp−1 < βp−1 and etcetera.
We use the following notations as well.
M(p, p′;R) =Mn,n′(p, p
′;R) = {A = A(p, p′) = (Aα,α′)α∈Jn(p),α′∈Jn′(p′) : Aα,α′ ∈ R}
The ordinary size of A(p, p′) is
(
n
p
)
×
(
n′
p′
)
.
Definition 2. If A = A(p, p′) ∈M(p, p′;R) and B = B(q, q′) ∈M(q, q′;R) then A ∧B = C ∈
M(p+ q, p′ + q′;R) such that for any α = (α1, α2, ..., αp+q) ∈ Jn(p+ q), α
′ = (α′1, α
′
2, ..., α
′
p′+q′) ∈ Jn′(p
′ + q′)
Cα,α′ =
∑
ε(σ)ε(σ′)A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q)),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
)
, where the sum is taken over all σ ∈ S[p]+[q] and σ
′ ∈ S[p′]+[q′].
Example 3. a) If n = n′ = 2, p = p′ = q = q′ = 1 in ordinary notations for matrices A =
(
a11 a12
a21 a22
)
,
B =
(
b11 b12
b21 b22
)
the product A ∧ B can be given as
A ∧B = (a11b22 + a22b12 − a12b21 − a21b12)
b) If n = n′ = 3, p = p′ = q = q′ = 1 in ordinary notations for matrices A =


a11 a12 a13
a21 a22 a23
a31 a32 a33

, B =


b11 b12 b13
b21 b22 b23
b31 b32 b33

 the product A ∧B, an ordinary 3× 3 size matrix, can be given as
A ∧B =


∣∣∣∣∣ a11 a12b21 b22
∣∣∣∣∣+
∣∣∣∣∣ b11 b12a21 a22
∣∣∣∣∣
∣∣∣∣∣ a11 a13b21 b23
∣∣∣∣∣+
∣∣∣∣∣ b11 b13a21 a23
∣∣∣∣∣
∣∣∣∣∣ a12 a13b22 b23
∣∣∣∣∣+
∣∣∣∣∣ b12 b13a22 a23
∣∣∣∣∣
. . .∣∣∣∣∣ a11 a12b31 b32
∣∣∣∣∣+
∣∣∣∣∣ b11 b12a31 a32
∣∣∣∣∣
∣∣∣∣∣ a11 a13b31 b33
∣∣∣∣∣+
∣∣∣∣∣ b11 b13a31 a33
∣∣∣∣∣
∣∣∣∣∣ a12 a13b32 b33
∣∣∣∣∣+
∣∣∣∣∣ b12 b13a32 a33
∣∣∣∣∣
. . .∣∣∣∣∣ a21 a22b31 b32
∣∣∣∣∣+
∣∣∣∣∣ b21 b22a31 a32
∣∣∣∣∣
∣∣∣∣∣ a21 a23b31 b33
∣∣∣∣∣+
∣∣∣∣∣ b21 b23a31 a33
∣∣∣∣∣
∣∣∣∣∣ a22 a23b32 b33
∣∣∣∣∣+
∣∣∣∣∣ b22 b23a32 a33
∣∣∣∣∣


Proposition 5. For the above defined product the following are true.
1. A(p, p′) ∧ B(q, q′) = (−1)pq+p
′q′B(q, q′) ∧A(p, p′).
2. (A+B) ∧ C = A ∧ C +B ∧ C.
3. (A ∧B) ∧ C = A ∧ (B ∧ C)
4. (λA) ∧B = λ(A ∧ B) for any λ ∈ R
5. If A and B are square upper triangular matrices then A ∧B is also an upper triangular matrix.
Proof. Let us prove the associative property:
(A(p, p′) ∧B(q, q′)) ∧ C(r, r′) = A(p, p′) ∧ (B(q, q′) ∧ C(r, r′))
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To show this equality one can consider ((α1, α2, ..., αp+q+r), (α
′
1, α
′
2, ..., α
′
p′+q′+r′)) component, where
1 ≤ α1 < ... < αp+q+r ≤ n, 1 ≤ α
′
1 < ... < α
′
p′+q′+r′ ≤ n
′, of the left side of it:
((A ∧B) ∧ C)(α1,α2,...,αp+q+r),(α′1,α
′
2
,...,α′
p′+q′+r′
) =∑
σ∈S[p+q]+[r],σ
′∈S[p′+q′]+[r′]
ε(σ)ε(σ′)(A ∧B)(ασ(1),...,ασ(p+q)),(α′σ′(1),...,α
′
σ′(p′+q′)
)
C(ασ(p+q+1),...,ασ(p+q+r)),(α′σ′(p′+q′+1),...,α
′
σ′(p′+q′+r′)
) =∑
σ∈S[p+q]+[r],σ
′∈S[p′+q′]+[r′]
ε(σ)ε(σ′)
∑
τ∈S[p]+[q]+(r),τ
′∈S[p′]+[q′]+(r′)
ε(τ )ε(τ ′)A(ασ(τ(1)),...,ασ(τ(p))),(α′σ′(τ′(1)),...,α
′
σ′(τ′(p′))
)
B(ασ(τ(p+1)),...,ασ(τ(p+q))),(α′σ′(τ′(p′+1)),...,α
′
σ′(τ′(p′+q′))
)C(ασ(p+q+1),...,ασ(p+q+r)),(α′σ′(p′+q′+1),...,α
′
σ′(p′+q′+r′)
)
Due to Proposition 4’ the right side of the last equality can be written in the form∑
σ∈S[p]+[q]+[r],σ
′∈S[p′]+[q′]+[r′]
ε(σ)ε(σ′)A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q))),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
)
C(ασ(p+q+1),...,ασ(p+q+r)),(α′σ′(p′+q′+1),...,α
′
σ′(p′+q′+r′)
)
In similar way due to Proposition 4 for the right side of the initial equality to be proved one will have the same expression.
Proposition 6. For any 1 ≤ α11 < ... < α
1
p1 < α
2
p1+1 < ... < α
2
p1+p2 < ... < α
k
p1+p2+...+pk
≤ n and 1 ≤ α′11 < ... <
α′1p′
1
< α′2p′
1
+1 < ... < α
′2
p′
1
+p′
2
< ... < α′kp′
1
+p′
2
+...+p′
k
≤ n′ the following equality is true
(A1(p1, p
′
1) ∧ A
2(p2, p
′
2) ∧ ... ∧ A
k(pk, p
′
k))(α1
1
,...,α1p1
,α2
p1+1
,...,α2
p1+p2
,...,αk
p1+p2+...+pk
),(α′1
1
,...,α1
p′
1
,...,αk
p′
1
+p′
2
+...+p′
k
) =
∑
ε(σ)ε(σ′)A1(α1
σ(1)
,...,α1
σ(p1)
),(α′1
σ′(1)
,...,α′1
σ′(p′
1
)
)A
2
(α2
σ(p1+1)
,...,α2
σ(p1+p2)
),(α′2
σ′(p′
1
+1)
,...,α′2
σ′(p′
1
+p′2)
)...
Ak(αk
σ(p1+...+pk−1+1)
,...,αk
σ(p1+...+pk)
),(α′k
σ′(p′
1
+...+p′
k−1
+1)
,...,α′k
σ′(p′
1
+...+p′
k
)
)
, where the sum is taken over all σ ∈ S[p1]+[p2]+...+[pk] and σ
′ ∈ S[p′
1
]+[p′
2
]+...+[p′
k
].
This proposition can be proved by induction on k taking into account the associative property of the ”product” ∧.
Theorem 6. If A is a ”1× 1” size matrix, 1 ≤ α1 < ... < αk ≤ n and 1 ≤ α
′
1 < ... < α
′
k ≤ n
′ then
1. (A ∧A ∧ ... ∧A)(α1,...,αk),(α′1,...,α
′
k
) = A
∧k
(α1,...,αk),(α
′
1
,...,α′
k
) =
k!
∑
σ∈Sk
ε(σ)Aασ(1),α′1
Aασ(2),α′2
...Aασ(k),α′k
= k!
∑
σ∈Sk
ε(σ)Aα1,α′σ(1)
Aα2,α′σ(2)
...Aαk,α′σ(k)
2. Ax1 ∧Ax2 ∧ ... ∧Axk = A
∧k
k!
(x1 ∧ x2 ∧ ... ∧ xk)
3. If Avi = λivi for i = 1, k and v1, v2, ..., vk are linear independent then v1 ∧ v2 ∧ ... ∧ vk is an eigenvector for
A∧k
k!
with the eigenvalue λ1λ2...λk.
Let A be a ”1× 1” size square matrix.
4. If {λ1, λ2, ..., λn} is all its eigenvalues, where each eigenvalue occurs as many times as its multiplicity, then for
A∧k
k!
the system {λi1λi2 ...λik}1≤i1<....<ik≤n represents all its eigenvalues including their multiplicities as eigenvalues of
A∧k
k!
.
5. If rk(A) = l then rk(A∧k) =
(
l
k
)
6. det(A
∧k
k!
) = det(A)
(
n− 1
k − 1
)
Proof. 1. For each σ′ ∈ Sk one has
∑
σ∈Sk
ε(σ)ε(σ′)Aασ(1),α′σ′(1)
Aασ(2),α′σ′(2)
...Aασ(k),α′σ′(k)
=
∑
σ∈Sk
ε(σ)ε(σ′)Aα
σ(σ′−1(1))
,α′
1
Aα
σ(σ′−1(2))
,α′
2
...Aα
σ(σ′−1(k))
,α′
k
=
∑
σ∈Sk
ε(σ)Aασ(1),α′1Aασ(2),α
′
2
...Aασ(k),α′k
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and therefore
A∧k(α1,...,αk),(α′1,...,α
′
k
) =
∑
σ′∈Sk
∑
σ∈Sk
ε(σ)ε(σ′)Aασ(1),α′1Aασ(2),α
′
2
...Aασ(k) ,α′k
=
∑
σ′∈Sk
∑
σ∈Sk
ε(σ)Aασ(1),α′1
Aασ(2),α′2
...Aασ(k),α′k
= k!
∑
σ∈Sk
ε(σ)Aασ(1),α′1
Aασ(2),α′2
...Aασ(k),α′k
2. For any 1 ≤ α1 < ... < αk ≤ n due to Proposition 6 one has
(Ax1 ∧Ax2 ∧ ... ∧ Axk)(α1,...,αk),0 =
∑
σ∈Sk
ε(σ)(Ax1)ασ(1),0(Ax
2)ασ(2),0...(Ax
k)ασ(k),0 =
∑
σ∈Sk
ε(σ)
∑
s1=1,n′
Aασ(1),s1x
1
s1 ...
∑
sk=1,n
′
Aασ(k),skx
k
sk
=
∑
s1=1,n′,...,sk=1,n
′
x1s1 ...x
k
sk
∑
σ∈Sk
ε(σ)Aασ(1),s1 ...Aασ(k),sk
If s1, s2, ..., sk are not different then the last sum is equal to zero. If s1, s2, ..., sk are fixed, they are different numbers
and [s1, s2, ..., sk] = (sτ0(1), sτ0(2), ..., sτ0(k) then for any τ ∈ Sk one has [sτ(1), sτ(2), ..., sτ(k)] = (sτ0(1), sτ0(2), ..., sτ0(k)).
Moreover ∑
σ∈Sk
ε(σ)Aασ(1),s1 ...Aασ(k),sk =
∑
σ∈Sk
ε(σ)Aασ(τ0(1)),sτ0(1) ...Aασ(τ0(k)),sτ0(k) =
ε(τ0)
∑
σ∈Sk
ε(σ)Aασ(1),sτ0(1) ...Aασ(k),sτ0(k) =
ε(τ0)
k!
A∧k(α1,...,αk),(sτ0(1),...,sτ0(k))
So
(Ax1 ∧ Ax2 ∧ ... ∧Axk)(α1,...,αk),0 =∑
1≤s1<...<sk≤n
′
1
k!
A∧k(α1,...,αk),(s1,...,sk)
∑
σ∈Sk
ε(σ)xσ(1)s1 ...x
σ(k)
sk
= (
A∧k
k!
(x1 ∧ x2 ∧ ... ∧ xk))(α1,...,αk),0
3. It is an easy consequence of the second statement.
4. From the second statement of this theorem one can conclude that
(T−1AT )∧k
k!
=
(T−1)∧k
k!
A∧k
k!
T∧k
k!
, where T is any ”1 × 1” size invertible matrix. Therefore one can choose T to make T−1AT in Jordan form. In this
case due to Proposition 5 (T
−1AT )∧k
k!
will be an upper triangular matrix with {λi1λi2 ...λik}1≤i1<....<ik≤n on the main
diagonal. Therefore the fourth statement of the theorem is also true.
5. It can be easily derived from the fourth statement.
6. It can be easily derived from the fourth statement.
If V (V ′) is a n-dimensional (respect. n′-dimensional) vector space with a given basis and A : V p → V ′ is an
antisymmetric multi-linear map one can attach to A a matrix A for which the equality
A(x1, x2, ..., xp) = A(x1 ∧ x2 ∧ ... ∧ xp)
is true at all x1, x2, ..., xp from V .
Remark 2. If V = V ′ and one changes the basis of V he gets for the new matrix A′ of the antisymmetric multi-linear
map A an expression like
A′ = T−1A
T∧p
p!
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, where T ∈ GL(n,R). Therefore investigation of such actions of GL(n,R) also is an interesting problem. In the case
n = 3, p = 2 in ordinary notations for matrices this action can be expressed as
A′ =


t11 t12 t13
t21 t22 t23
t31 t32 t33


−1

a11 a12 a13
a21 a22 a23
a31 a32 a33




∣∣∣∣∣ t11 t12t21 t22
∣∣∣∣∣
∣∣∣∣∣ t11 t13t21 t23
∣∣∣∣∣
∣∣∣∣∣ t12 t13t22 t23
∣∣∣∣∣
. . .∣∣∣∣∣ t11 t12t31 t32
∣∣∣∣∣
∣∣∣∣∣ t11 t13t31 t33
∣∣∣∣∣
∣∣∣∣∣ t12 t13t32 t33
∣∣∣∣∣
. . .∣∣∣∣∣ t21 t22t31 t32
∣∣∣∣∣
∣∣∣∣∣ t21 t23t31 t33
∣∣∣∣∣
∣∣∣∣∣ t22 t23t32 t33
∣∣∣∣∣


Due to [3] if B : V q → V ′′ is an antisymmetric multi-linear map and C : V ′ × V ′′ → V ′′′ is a given bilinear map one
can consider the ”product” A∧CB of A and B with respect to C(x
′, x′′) = C (x
′,x′′)(2)
2!
as an antisymmetric multi-linear
map A ∧C B : V
p+q → V ′′′ defined by
A ∧C B(x
1, x2, ..., xp+q) =
∑
σ∈S[p]+[q]
ε(σ)C(A(xσ(1), xσ(2), ..., xσ(p)),B(xσ(p+1), xσ(p+2), ..., xσ(p+q)))
Theorem 7. The equality
A ∧C B(x
1, x2, ..., xp+q) = C(A ∧B)(x1 ∧ x2 ∧ ... ∧ xp+q)
is valid, where A =
(
A
0
)
∈Mn′+n′′,n(1, p;R), B =
(
0
B
)
∈Mn′+n′′,n(1, q;R).
Proof. As far as C(x′, x′′) = C((x′, 0)
⊙
(0, x′′)) one has
A×C B(x
1, x2, ..., xp+q) =
∑
σ∈S[p]+[q]
ε(σ)C((A(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p)), 0)
⊙
(0, B(xσ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q)))
To complete the proof it is enough to show that
∑
σ∈S[p]+[q]
ε(σ)(A(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p)), 0)
⊙
(0, B(xσ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))) =
(A ∧B)(x1 ∧ x2 ∧ ... ∧ xp+q)
For any 1 ≤ i ≤ p, p < j ≤ p+ q the ((i, j), 0) component of the left side is equal to
∑
σ∈S[p]+[q]
ε(σ)
∑
α′
A(i),α′(x
σ(1) ∧ xσ(2) ∧ ... ∧ xσ(p))α′,0
∑
α′′
B(j),α′′(x
σ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))α′′,0 =
∑
α′,α′′
A(i),α′B(j),α′′
∑
σ∈S[p]+[q]
ε(σ)(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p))α′,0(x
σ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))α′′,0
, where α′ = (α1, ..., αp), 1 ≤ α1 < ... < αp ≤ n, α
′′ = (αp+1, ..., αp+q), 1 ≤ αp+1 < ... < αp+q ≤ n
Due to the equality
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det


x11 x
2
1 ... x
p+q
1
x12 x
2
2 ... x
p+q
2
. . ... .
. . ... .
. . ... .
x1p+q x
2
p+q ... x
p+q
p+q


= (x1 ∧ x2 ∧ ... ∧ xp+q)(1,2,...,p+q),0 =
∑
σ∈S[p]+[q]
ε(σ)(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p))(1,2,...,p),0(x
σ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))(p+1,p+2,...,p+q),0 =
∑
σ∈S[p]+[q]
ε(σ)(x1 ∧ x2 ∧ ... ∧ xp)(σ(1),σ(2),...,σ(p)),0(x
p+1 ∧ xp+2 ∧ ... ∧ xp+q)(σ(p+1),σ(p+2),...,σ(p+q)),0
the sum ∑
σ∈S[p]+[q]
ε(σ)(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p))α′,0(x
σ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))α′′,0
is zero whenever {α1, ..., αp}
⋂
{αp+1, ..., αp+q} 6= ∅ and otherwise∑
σ∈S[p]+[q]
ε(σ)(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p))α′,0(x
σ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))α′′,0 =
ε(τ )(x1 ∧ x2 ∧ ... ∧ xp+q)(ατ(1),...,ατ(p),ατ(p+1),...,ατ(p+q)),0
, where [α1, ..., αp, αp+1, ..., αp+q] = (ατ(1), ..., ατ(p), ατ(p+1), ..., ατ(p+q))
Therefore if 1 ≤ α1 < ... < αp < αp+1 < ... < αp+q ≤ n and one collects coefficients at
(x1 ∧ x2 ∧ ... ∧ xp+q)α,0, where α = (α1, ..., αp, αp+1, ..., αp+q), in∑
α′,α′′
A(i),α′B(j),α′′
∑
σ∈S[p]+[q]
ε(σ)(xσ(1) ∧ xσ(2) ∧ ... ∧ xσ(p))α′,0(x
σ(p+1) ∧ xσ(p+2) ∧ ... ∧ xσ(p+q))α′′,0
it will be equal to ∑
σ∈S[p]+[q]
ε(σ)A(i),(ασ(1),...,ασ(p))B(j),(ασ(p+1),...,ασ(p+q)) = (A ∧B)(i,j),α
It means that the matrix of A ∧C B is equal to C(A ∧B).
Remark 3. If C : V ′ × V ′ → V ′′′ is itself an antisymmetric bilinear map then one can attach to it a matrix C for
which C(x′, y′) = C(x′ ∧ y′) is true. In this case if A : V p → V ′, B : V q → V ′ are antisymmetric multi-linear maps then
A ∧C B(x
1, x2, ..., xp+q) = C(A ∧B)(x1 ∧ x2 ∧ ... ∧ xp+q)
If ρ ≥ 1 is any real number and F is the field of real or complex numbers one can consider the following norm in
Mn,n′(p, p
′;F )
Definition 3.
‖A‖ρ = ‖A‖ = (
∑
α∈Jn(p),α′∈Jn′ (p
′)
|Aα,α′ |
ρ
(p!p′!)ρ−1
)
1
ρ
Theorem 8. 1. If A,B ∈M(p, p′;F ) and λ ∈ F then
a)‖A‖ = 0 if and only if A = 0,
b)‖λA‖ = |λ|‖A‖,
c) ‖A+B‖ ≤ ‖A‖+ ‖B‖.
2. If A ∈M(p, p′;F )and B ∈M(q, q′;F ) then ‖A ∧B‖ ≤ ‖A‖‖B‖
11
Proof. Let ̺ stand for the number for which 1
ρ
+ 1
̺
= 1 and let us prove only the second statement of the theorem.
For any 1 ≤ α1 < ... < αp+q ≤ n, 1 ≤ α
′
1 < ... < α
′
p′+q′ ≤ n
′ due to the Ho¨lder inequality one has
|(A ∧B)α,α′ | = |
∑
σ,σ′
(ε(σσ′))(A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q)),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
))| ≤
(
∑
σ,σ′
1)
1
̺ (
∑
σ,σ′
|A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q)),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
)|
ρ)
1
ρ =
(
(
p+ q
p
)(
p′ + q′
p′
)
)
1
̺ (
∑
σ,σ′
|A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q)),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
)|
ρ)
1
ρ
as far as the number of elements of S[p]+[q] is
(
p+ q
p
)
, where the sums are taken over all
σ ∈ S[p]+[q], σ
′ ∈ S[p′]+[q′]. Therefore
‖A ∧ B‖ρ =
∑
α,α′
|Aα,α′ |
ρ
((p+ q)!(p′ + q′)!)ρ−1
≤
(
1
p!p′!q!q′!
)ρ−1
∑
α,α′
∑
σ,σ′
|A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q)),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
)|
ρ ≤ ‖A‖ρ‖B‖ρ
as far as
∑
α,α′
∑
σ,σ′
|A(ασ(1),...,ασ(p)),(α′σ′(1),...,α
′
σ′(p′)
)B(ασ(p+1),...,ασ(p+q)),(α′σ′(p′+1),...,α
′
σ′(p′+q′)
)|
ρ ≤
∑
β∈Jn(p),β′∈Jn′ (p
′)
|Aβ,β′ |
ρ
∑
γ∈Jn(q),γ′∈Jn′ (q
′)
|Bγ,γ′ |
ρ
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