Abstract: System identification often means the determination of linear models from input-output data. The behaviour of many systems can be described by an s-domain or z-domain transfer function model, at least for a given excitation amplitude range. The quality of the fit can be assessed by the analysis of the residuals, that is, of the difference between the measured data and the model. However, even slight nonlinearities can be misleading, by causing part of the residuals non-explicable by the linear model. We cannot simply tell if the excess residual error is due to undermodelling or to nonlinear system behaviour. This can lead to erroneous overmodelling. Therefore, characterisation of the nonlinear system behaviour is essential in the verification of linear models.
INTRODUCTION
In model verification, there is a strange contradiction between low noise level of measurements and verification. Verification is usually based on analysis of the residuals. The error between measurements and the identified model is compared to the calculated noise levels. When measurements have low noise, even small nonlinearities may dominate the residuals. An example was studied by Németh et al (1999) . A notch filer as in Fig. 1 was investigated. The measurement was done under laboratory conditions. As the central plot of Fig. 2 illustrates, the model (continuous line) well follows the FRF, the residuals (stars) are small. The signal-to-noise ratio is over 60-80 dB. Even if the equality of certain component values cannot be perfectly achieved due to component imperfections, in theory a 3/3 model should be sufficient to describe the behaviour. However, one can observe that e.g. the Akaike criterion (cost*(1+n p /F), where cost is the value of the cost function, n p is the number of free parameters, and F is the number of frequencies (Schoukens et al, 2002) consistently decreases with increasing orders, at least until 8/8 (left plot in Fig. 2 ).
Although the decrease is not significant from 4/4 to 8/8, the 3/3 model would certainly not be accepted, since for it the cost function and the Akaike criterion are both relatively large. On the other hand, we know that the MacMillan order of such an electronic circuit is not larger than the number of energy storing elements, that is, 3.
Why is this apparent contradiction? In validation, we compare the residuals to the calculated noise level. When the noise is small, nonlinear errors dominate the residuals. "Blind" criteria, like the Akaike criterion, indicate too large modelling errors, and force the degree of freedom of the model be larger than necessary.
How can we detect this, and keep model orders at a reasonable level? A possibility for this is to include nonlinearity products into the measure of the noise. This includes the design of appropriate excitation signals, a special "nonlinear noise" analysis, and corresponding identification procedure with model validation. This has been incorporated now into the Frequency Domain System Identification Toolbox. We will illustrate this on an example.
Nonlinear analysis can be simply switched on in the graphical user interface by pressing a taskbar button. The basic flowchart remains the same, but the behaviour of individual elements change.
Fig. 3 Switching nonlinear analysis on
The basic idea is as follows. The deviation of the measurements from the model can be caused in general by the following sources:
• observation noise • nonlinearities • modelling errors (e.g. undermodelling)
• transients during measurement During identification, we eliminate transients by executing measurement in steady-state, or modelling transients, and choose a transfer function model which is complex enough to be able to describe the linear behaviour. Therefore, in a good model, the first two items in the above list describe the residuals. If we have a good descriptor of both of them, we can verify the model.
The problem is that nonlinear products are bound to the input signal. Therefore, they cannot be analysed by repeating the experiments, since the same input signal produces the same errors.
There are two ideas which can help in this .
One is to use signals which produce FRF results which are similar, so averaging and variance analysis of them is doable, while the nonlinear errors are different. Random phase multisines fulfil these conditions. The random phase of the components yields a different combination of nonlinear errors for each realisation, while we can keep the excitation level at each frequency constant. The random phase is eliminated by calculating the FRF, or by turning the phases of the Fourier amplitudes to the same direction by using a reference signal (this can be available since we only need the noiseless excitation signal). In such a set of experiments, nonlinear errors behave like Gaussian random noise . We can execute variance analysis, and use the "nonlinear" variances for identification and validation. This eliminates the problem of nonlinear errors present, since we compare the residuals to the combined "variance", describing both the observation noise and nonlinear errors. The only difficulty is that we have to generate a set of different multisines, and execute a series of experiments -the toolbox can help with generating these excitation signals automatically. This method is called "robust" method.
Another possibility is to observe the effect of nonlinearities at certain frequencies where no excitation is present. If a special multisine is generated which contains zero excitation at certain frequencies, here the output signal contains here only noise and nonlinearity products. If the frequency grid is furthermore restricted to odd frequencies, the effect of even nonlinearities is avoided. The calculated "nonlinear variances" can be used to interpolate these "variances" at the excited frequencies, so we obtain FRF values with "nonlinear variances", describing the level of residuals as combined from noise and nonlinear products, so validating the model when no modelling error is present. This method is called "non-robust" or "fast and simple" method.
RANDOM PHASE EXCITATION
As we have seen above, we need a few random phase multisines, theoretically at least 7 of them. The graphical user interface generates these, the user needs to export the signals and execute the experiments. In this example, each multisine contains two repeated periods, to enable the analysis of noise alone (see below).
Fig. 4 Excitation signal design for random phase multisines
When the results of all experiments are imported to the graphical user interface, variance analysis can be executed. Fig. 5 illustrates the result.
The green 2 + signs at the top illustrate the FRF. Below it, the blue x marks around approx. -20 dB denote the nonlinearity level of one experiment. This curve is repeated in light blue by 10*log 10 (7) dB lower (we have used 7 experiments). These are the "variance" values which will be used when fitting the average of the experiments and during validation. Finally, the noise level is shown with yellow x marks at about -40 dB, well illustrating that the noise is significantly smaller than the "nonlinear noise", so model validation using linear noise would be misleading.
Model validation is illustrated in Fig. 6 . The nonlinear upper limits bound the residuals from above (left plot), while the linear ones do not (right plot). Fig. 5 The result of noise analysis using random phase multisines 
RANDOMISED-GRID MULTISINE
The "fast and simple" method for nonlinear error characterisation requires the design of a randomised-grid multisine, that is, an odd-harmonic one with some non-excited frequencies scattered along the frequency axis. Users of the toolbox are not required to go into details of the whole signal design and analysis. It is only necessary to understand the results (Fig.  9 ).
The green 3 + marks denote the calculated FRF. The blue triangles illustrate the nonlinearity levels calculated at the non-excited odd lines. The yellow x marks show the noise level. The light blue squares show the nonlinearities at the even lines.
These are non-excited lines like the selected ones at odd frequencies. In our case they are at noise level, since the nonlinearity we applied to the signal is odd, so no even products are present. Fig. 10 illustrates the results of model validation. This figure is very similar to Fig. 6 . The nonlinearity-based model is validated (the residuals are below the theoretical limits), while the linear noise based model is not. Fig. 10 Model validation using a randomisedgrid multisine. Left the result using nonlinear error analysis, right the result based on pure linear analysis.
SUMMARY
The Frequency Domain System Identification Toolbox has been extended by tools for nonlinear system characterization. Linear models can be properly validated now even in the presence of nonlinear errors, and the error level is characterized. The key is to use special excitation signals: random-phase multisines or randomized-grid ones.
