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FACTORS AFFECTING OUTCOMES FOR SEMANTIC FEATURE ANALYSIS 
TREATMENT IN POST-STROKE BILINGUAL APHASIA 
MICHAEL D. SCIMECA 
ABSTRACT 
 The aims of this study were to determine if various treatment, item, and patient-
level factors could be used to predict probe naming accuracy in a bilingual Spanish-
English SFA treatment study. At the treatment-level, variables included phase (baseline 
vs. treatment), training condition (trained set 1 items vs. translations), and time (session). 
At the item-level, psycholinguistic variables were investigated including lexical 
frequency, phonological length in phones, and phonological neighborhood density. 
Finally, at the patient-level, impairment measures were used including aphasia severity 
(as measured by WAB AQ) naming impairment (represented by a composite naming 
score from pre-treatment assessments). Mixed-effects logistic regression methods were 
used to fit the data with fixed effects for the variables of interest as well as random 
effects for subject and item. The regression analyses revealed significant main effects of 
phase, time, and interactions with training condition such that naming accuracy on probes 
was higher for the treatment language during the treatment phase and over time in 
general. Significant effects were also noted for each of the psycholinguistic variables 
such that increased frequency, shorter length, and a larger neighborhood increased the 
likelihood of correct naming responses. Finally, overall aphasia severity and naming 
impairment both correlated with naming outcomes.   
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 The purpose of this study was to investigate and evaluate the influence of 
treatment-specific and patient-specific factors on therapy outcomes for bilinguals with 
aphasia (BWA) who had participated in a semantic-feature analysis (SFA) intervention 
study. 
Statement of the Problem 
The number of bilingual individuals is growing due to migration patterns and the 
formation of more linguistically complex societies. Routine estimates already suggest 
that this group constitutes more than half of the world’s population (Ansaldo et al., 2008; 
Grosjean, 1994; Fabbro, 2001). As life expectancy increases and standards of care 
improve, the bilingual aging population will almost certainly experience more 
neurological conditions resulting in language impairment (Green, 2004). Although the 
emergence and expansion of telerehabilitation services and other methods shows promise 
in expanding access to clinical services enrollment in research studies to meet the 
demand for bilingual speech and language rehabilitation, the field of bilingual aphasia 
still lacks uniform guidelines for treatment and assessment (Roberts & Kiran, 2007).   
Research with BWA is further restricted by the availability of published studies 
with large enough sample sizes to evaluate and interpret group-level trends. Peñaloza and 
Kiran (2019) note that the majority of bilingual aphasia studies have consisted of single 
case studies which limit the generalizability and reproducibility of results and prevent any 
discussion of study-design effects or patient factors on treatment outcomes. Nevertheless, 




outcomes for a collection of bilingual studies (Faroqi-Shah et al., 2010). Though the 
study demonstrated treatment-level and patient-level factors which influenced treatment, 
it excluded item-level effects of stimuli which may have impacted outcomes. 
Therefore, the current work detailed in this document will aim to increase 
understanding of which combinations of study (treatment and item level variables) and 
patient factors may influence overall treatment outcomes. Statistical modeling will be 
used to evaluate predictive relationships between these above-mentioned parameters and 
naming accuracy in treatment for 14 Spanish-English bilinguals who completed 10 weeks 
of semantic-feature analysis (SFA) therapy in the context of a randomized control trial 
for remediation of word-retrieval impairment. 
Background 
Before discussing which factors might be influencing treatment outcomes in SFA 
interventions for bilinguals with aphasia, it is necessary to present a working model of 
bilingual language processing which might illustrate the importance of study variables to 
the bilingual language network. Our collective understanding of language organization in 
the bilingual brain rests on a number of cognitive-linguistic models which have been 
proposed to account for the variability in bilingual abilities. A key theory underlying 
these models is presence of a system of shared semantic representations which may be 
accessed through either language. This foundation is crucial to the research questions and 





Models of Bilingual Language Processing 
First and foremost, the extent to which relative language proficiency shapes or 
influences this shared linguistic network in both the L1 and L2 has prompted much 
analysis and exploration. The Revised Hierarchical Model (Kroll & Stewart, 1994) 
explains the need to account for the different biological and environmental factors which 
may have influenced different degrees of proficiency in a bilingual individual’s 
languages. From a series of categorial translation experiments, Kroll & Stewart (1994) 
concluded that asymmetric translations emerged in which participants showed a category 
interference effect when translating from L1-L2 but not the other way around. They 
posited, then, that L1 word-retrieval is strongly routed through a connection to the 
semantic system whereas the retrieval of an L2 word may be tightly connected to the L1 
word rather than the concept of the word. Over time as a bilingual individual matures and 
their proficiency in the L2 increases, the L2 connections may begin to make use of 
connections to the semantic system instead of relying on translation from L1.  
Further evidence for this differential processing as a function of proficiency was 
provided by Kroll and Curley in their 1988 refutation of the Potter et al. (1984) Concept 
Mediation Model. In two series of experiments with two separate groups (highly 
proficient English-Chinese bilinguals and less proficient English-French bilinguals) 
Potter and colleagues found similar task performance times in L2 picture naming and L1-
L2 translation among the two groups. Their conclusions argued that these abilities were 
concept-mediated in which both languages, regardless of proficiency, accessed the 




less L2 proficient bilinguals to show that the Word Association model more appropriately 
explained differences in L2 naming when compared to translating from L1-L2. For less 
proficient bilinguals, translating from L2-L1 proceeded quicker because the participants 
could rely on translation primes rather than the need to access the semantic network; L2 
naming required first accessing the semantic network and then retrieving the appropriate 
L1 lexeme for translation to L2. 
In the Distributed Feature Model, de Groot and colleagues uphold the notion of a 
bilingual language network which utilizes a system of shared semantic representations; 
however, they argue that the degree of overlapping representation in the bilingual lexicon 
is modulated by word class (Kroll & Tokowicz, 2005). In a series of experiments with 
Dutch-English bilinguals in which study participants had to translate words or determine 
if two presented words were translations of one another, van Hell and de Groot (1998) 
noted faster performance for concrete vs. abstract words, nouns vs. verbs, and cognates 
vs. non-cognates. They concluded that shared semantic representations were dependent 
on word class given a more extensive overlap of semantic features or attributes for 
concrete word types and lexemes belonging to the grammatical class of noun (Van Hell 
& De Groot, 1998). 
A third model attempts to describe activation patterns in bilingual language 
processing. The Bilingual Interactive Activation (BIA) Model originally proposed by 
Grainger and Dijkstra (1992) and Dijkstra and van Heuven (1998) posited that both 
languages would be active during word recognition and only one language would be 




a connectionist model with proposed levels; therefore, the patterns of activation and 
inhibition expressed during bilingual word recognition would be shared across the two 
languages. Nevertheless, the BIA Model originally only accounted for orthographic 
similarity across the languages (Kroll & Tokowicz, 2005). In 2002, van Heuven and 
Dijkstra proposed additional lexical and sublexical phonological components that could 
be integrated with the model’s existing theoretical architecture for orthographic overlap. 
This BIA+ Model now accounts for parallel activation of orthographic, phonologic, and 
semantic nodes which are language-non-specific at the beginning of word recognition. 
Comprehension, then, should be faster for words which naturally share a high degree of 
orthographic and phonological attributes such as cognates and orthographic neighbors 
(Kroll & Tokowicz, 2005) 
Bilingual language production can similarly be conceptualized as arising from 
parallel activation of a shared language network. As bilingual individuals ready 
themselves to speak, they must generate a word they wish to say from a conceptual level. 
Semantic information flows to a lemma level which includes some aspects of word form. 
At the final level of processing, the phonology of the word is specified (Kroll & 
Tokowicz, 2005). Evidence suggests that production is language nonspecific even when a 
bilingual individual has received some cue to speak only in one language (Costa et al., 
2000). More importantly, both languages will be activated in parallel until some top-






Semantic Feature Analysis Treatment for Bilingual Aphasia 
 Semantic-feature analysis (SFA) treatments for word-retrieval impairment are 
multi-step interventions which direct a client to access lexical items through their 
semantic attributes and relationships to other items. Massaro and Tompkins (1994) first 
applied the intervention to a group of individuals with traumatic brain injury, but it was 
quickly adapted for use with individuals with aphasia. SFA interventions are attractive 
because they are largely compatible with both monolingual and bilingual models of 
language production. As we have seen, bilingual language production posits that 
spreading activation may begin at the conceptual level and flow to the lemma level and 
eventually to the phonological encoding level (see Figure 1 from Kiran and Sandberg, et 
al., 2013). 










Note: Line 1: Within-language activation of a semantically-related item (overlapping 
features) Line 2: Cross-language activation of a direct translation; Line 3: Cross-language 
activation of a semantically-related item (overlapping features). 




 Semantic-feature based treatments provide many benefits to clinicians working 
with BWA. First and foremost, the spreading activation and Revised Hierarchical Model 
hypotheses suggest benefit for both languages which are activated in parallel beginning at 
the conceptual level (Peñaloza, Grasemann, et al., 2019). Conceptually-driven treatments 
also permit the exploration and measurement of generalization effects within and 
between-languages. Previous studies have already used SFA interventions to document 
these generalization phenomena whether the subjects received treatment in one language 
or both (in a sequential design) (Kiran, Sandberg, et al., 2013; Kiran & Roberts, 2010; 
Edmonds & Kiran, 2006). Furthermore, As Kiran and Sandberg et al. (2013) and Faroqi-
Shah et al. (2010) note, semantic-based interventions almost always produce statistically 
significant improvement in naming accuracy for trained items in a given study.  
 Nevertheless, in-depth discussions of factors which may predict treatment 
outcomes for SFA naming treatments are lacking in the bilingual impairment literature 
(Faroqi-Shah et al., 2010). More importantly, very few studies have considered what 
influence—if any—do the treatment stimuli themselves exert on treatment outcomes and 
generalization. The effects of psycholinguistic variables associated with trained items 
have been systematically overlooked. Given that measures like lexical frequency 
modulate the retrieval of a word during production and naming tasks, exploring whether 
it produces a patterned effect on treatment outcomes is important for improving treatment 












Table 1. Summary of Study Variables and Associated Levels. 
Linear Mixed Effects Regression 
 Recent advances in statistical modeling have decreased the difficulty of modeling 
lexical factors and other variables of interest as a function of time and training condition 
for scientific analyses. Mixed-effects modeling, or multilevel modeling, has emerged as a 
powerful, reliable method for describing the relationships between a set of independent 
measures and a dependent outcome in recent years (Gordon, 2018). In the field of speech, 
language, and hearing sciences, the technique has proven more effective in handling data 
from varied, non-normally distributed populations than have classic analyses of variance 
(ANOVA) which often required separate by subjects and by items models to make 
statements about the generalizability of results beyond the study sample (Baayen et al., 
2008; Barr et al., 2013). Perhaps the most important benefit of running linear mixed 
effects models (LMEM), however, is the ability to control for individual sources of 
variation (e.g. in study subjects) while simultaneously evaluating multiple levels of the 
effectiveness of an intervention. LMEM may be used to explore variables associated with 
study-level factors such as the dosage and training strategies used in intervention, item-
level factors associated with qualities of the treatment stimuli, and patient-derived 
Treatment Level Item Level Patient Level 
Phase Lexical Frequency Aphasia Severity 
Time (Session) Phonological Length Naming Impairment 






measures composed of demographic classifiers or pre-treatment impairment scores 
(Quique et al., 2019).  
 LMEM approaches incorporate these variables into models in one of two ways. 
Fixed factors, or categorical or continuous variables, are selected to explore a main effect 
on the dependent outcome measure. By contrast, random factors are terms which may be 
specified as sources of variation often associated with subjects and stimuli (items) in 
speech and language studies. Including random factors as intercepts and/or as slopes for a 
given fixed factor increase the likelihood that the significance of any main effects is due 
to measurement of those variables and not reduced by unspecified variance (Gordon, 
2018).  
More specifically, intercepts in social science designs allow mixed-effects models 
to posit different starting points for random factors. For example, a random intercept for 
subject acknowledges that environmental, social, biological, and genetic factors may 
account for natural differences between participants in a study (Baayen et al., 2008). 
Random slopes, then, permit the models to posit different rates of change for the random 
parameter as a function of the fixed effect. For example, a random slope of time by 
subject would acknowledge that individual study participants may change differently 
over time as a result of receiving intervention (i.e. if the data were visualized by 
participant, different slopes would be noted). Finally, interaction terms in models may be 
included which posit that the effect of one independent variable on the dependent 




LMEM is growing in popularity as a statistical technique for measuring treatment 
outcomes of aphasia interventions. Researchers are increasingly finding that accounting 
for study-related variables (fixed effects) and controlling for participant variability in 
tandem, results in more reliable relationships between independent and dependent 
measures, especially given the high degree of variability among individuals with aphasia 
(Quique et al., 2019).  
Rationale 
Our collective understanding of which patient-level (Abel et al., 2014) and 
treatment-level characteristics (Cherney et al., 2011) influence outcomes in aphasia is 
still lacking. The situation in bilingual aphasia is even more grim given that a large 
majority of published studies have been single-case designs (Faroqi-Shah et al., 2010). 
Studies such as Quique et al. (2019)’s systematic review (which included monolingual 
and bilingual published studies) of the efficacy of aphasia treatments demonstrated 
success with treatment-level factors such as dosage and training condition as well as 
patient-level factors such as overall severity, but these analyses were limited in scope by 
not including item-level factors. Therefore, the current project aimed to explore 
treatment-level and patient-level factors for similar effects on outcomes as have 
previously been reported in the literature as well as fill the gap in the literature 
concerning item-level factors in an SFA treatment study for bilingual aphasia.  





 1) To what extent do treatment-level variables such as phase, time (session), and 
training condition influence the likelihood of a correct response on a naming probe 
during treatment for lexical-retrieval deficits? Given Quique et al. (2019)’s findings of 
robust treatment effects among a variety of SFA treatment studies (which included some 
bilingual data) we propose that participants will perform better over time on naming 
probes for both trained items and their translations. However, this positive effect of 
treatment will show greater improvement in the trained items relative to the translations. 
These findings will be modeled by a) an interaction between phase and training condition 
that suggests the likelihood of a correct probe response will be statistically higher in the 
treatment phase when compared to the baseline phase; and b) an interaction between time 
and training condition that predicts greater improvement as the number of treatment 
sessions accumulate. 
 2) To what extent do item-level variables such as lexical frequency, phonological 
length, and phonological neighborhood density influence the likelihood of a correct 
response on a naming probe during treatment for lexical-retrieval deficits? We contend 
that stimuli which are more frequent, shorter in length, and less accompanied by 
phonological competitors will show greater improvement over time. We propose 
exploration of the three variables separately and in-tandem with a set of interactions 
between time and training condition. 
 3. To what extent do patient-level variables such as aphasia severity and naming 
impairment influence the likelihood of a correct response on a naming probe during 




aphasia quotient as measured by the Western Aphasia Battery) and a lower level of 
naming impairment (associated with a higher naming composite score; see Methods 
below for derivation) will be associated with higher naming accuracy. Interactions 
between these impairment variables and training condition will be important given that 
the majority of patients in the study presented with differential impairment post-stroke 







 The current study used mixed-effects regression to model and predict treatment 
outcomes for bilingual Spanish-English patients who completed a semantic-feature based 
treatment study in the context of a randomized control trial (RCT). Naming probe 
accuracy data and pre-treatment assessment scores were extracted for a number of 
patients and combined with demographic information and quantitative data about stimuli 
to construct models at the group-level. Three broad categories were investigated: 1) 
treatment-level factors, 2) item-level factors, and 3) patient-level factors. 
Subjects 
 All patients who were included in the current study had a stroke as diagnosed by a 
licensed neurologist and confirmed by imaging (CT or MRI). Additionally, to participate 
in the treatment study, patients had to carry a diagnosis of chronic aphasia (at least 6 
months post-stroke) characterized at minimum by lexical-semantic impairment in one or 
both languages. Subjects aged 18-90 years-old were included. There was no restriction 
for aphasia severity nor years of education completed in either language.   
Primary exclusion criteria included evidence of previous neurological 
comorbidities including but not limited to diagnoses of schizophrenia and memory 
disturbances. Individuals could also be excluded from the study if their performance on 
an informal, sixty-item naming screener was greater than 80% in either language at pre-
treatment baseline. 
 Although study subjects varied according to demographic markers, aphasia 




before their injury according to the results of a clinician-administered bilingual language 
use questionnaire (LUQ). Fourteen participants were enrolled in the study from three 
primary recruitment sites: a) Boston University, b) Austin Speech Labs, private practice 
in Austin, Texas, and c) San Francisco State University; all were consented through a BU 
Aphasia Lab IRB protocol. One patient was ultimately excluded from the analyses given 
no correct responses to a probe during the treatment phase (i.e. he exhibited no treatment 
effect).  
Therefore, the data from thirteen patients (n=8 male, n=5 female) was collected 
following their completion of the treatment phase of the SFA. Demographic information 
including gender, age at consent (mean=54.1, SD=17.7 years) months post onset (MPO) 
at consent (range: 6-411 months), ethnicity, and the language in which therapy was 
administered as well as the self-reported language ability rating (LAR) from the LUQ and 
the Western Aphasia Battery (Kertesz, 2006) aphasia quotient (AQ) for that language 
determined during pre-treatment testing. The post-stroke LAR score from the LUQ was 
calculated as the average of scores ranging from 1-5 on six measures of language ability 
and usage in daily communication settings: speaking and listening in casual 
conversations, speaking and listening in formal conversations, reading, and writing. A 
score of 5 indicates native fluency and a score of 1 indicates non-fluency. LAR average 
scores could not be computed for 1 patient, BUBA20 as data was unavailable. Individual 












Ethnicity Tx Lang Post-Stroke 
LAR for Tx 
Lang 
Pre-Tx WAB 
AQ for Tx 
Lang 
BUBA20 Male 83.3 411 Hispanic Spanish DNA 55.7 
BUBA24 Female 54.66 58 Hispanic Spanish 2.67 74.1 
BUBA61 Male 45.27 28 Hispanic Spanish 2.83 84.5 
BUBA66 Female 25.57 13 Hispanic English 2.5 37.3 
BUBA76 Female 47 52 Hispanic Spanish 2.83 79.1 
BUBA78 Male 53 37 Hispanic Spanish 4.67 51.3 
BUBA79 Male 77.15 27 Hispanic Spanish 3.33* 67.4 
BUBA83 Male 70.5 6 Hispanic Spanish 4.17 57.3 
BUBA84 Female 27.4 49 Hispanic Spanish 4.33 72.3 
BUBA85 Female 53.9 45 Hispanic Spanish 2.17 68.8 
BUBA89 Male 69.3 10 Hispanic English 2.67 46.5 
BUBA94 Male 56.7 52 Hispanic English 4 91 
BUBA96 Male 39 40 Hispanic English 1.5* 39.5 
Table 2. Summary of Demographic Data and Treatment Characteristics. 
*= patient was equally proficient post-stroke based on self-reported LAR 
Assessment Measures 
 A variety of formal and informal cognitive-linguistic measures were administered 
to all patients in the larger semantic-feature analysis treatment study, however, only some 
of the scores will be reported here for use in constructing the regression models. The 
clinical measures reported here were completed in both English and Spanish for the 
purpose of calculating naming impairment and aphasia severity by language. 
Western Aphasia Battery. The Western Aphasia Battery (WAB) is a criterion-
referenced, comprehensive aphasia battery that not only generates a convenient aphasia 




(i.e. Broca’s, Wernicke’s, Anomic, etc.) (Kertesz, 2006). The AQ generated by the WAB 
is based on a 100-point scale that permits relative comparison of severity among 
participants given that the test is utilized in a uniform manner and possesses the same 
stimuli set regardless of administration timepoint. Though no exclusion criteria exist for 
eligibility purposes, most patients presented with an AQ above 50 in the treatment 
language during pre-treatment assessment. A Spanish version of the WAB with a slightly 
different set of stimuli (the tests are not mere translations of sections) was used to 
catalogue severity in that language; in both versions of the test, AQ is calculated in the 
same manner and is thus comparable across languages (Kertesz & Pascual-Leone García, 
2000). Individual AQ values for both languages are reported in Table 3. 
Bilingual Aphasia Test. The Bilingual Aphasia Test (BAT) is an objective 
measure that is culturally and linguistically designed to compare two or more languages a 
bilingual individual may utilize regularly (Paradis & Libben, 1987; Paradis, 2011). The 
full battery includes thirty-two tasks spread across linguistic domains and levels of 
complexity such as the single-word, sentence, and discourse levels of production. The 
initial purpose of the test was two-fold: first, it was intended to catalogue and clarify 
differences in language abilities following brain injury and second, it was used to 
measure treatment outcomes under a pre/post administration paradigm. For our purposes, 
the object naming subscore from the BAT will be reported and shown in Table 3. 
Boston Naming Test. The Boston Naming Test (BNT) is a sixty-item picture 
naming test that assesses lexico-semantic ability (Kaplan et al., 1983). The same set of 




permit direct comparison of naming ability for translations from one language to the 
other. The standardized administration of the BNT requires a clinician to administer each 
item one after another until the assessment is completed or until the patient meets a 
ceiling criterion of eight consecutive items answered incorrectly. Nevertheless, the 
current study deviated from the standard administration of the tool in the following ways. 
First, the stop criterion was not enforced; instead, patients were shown all sixty pictures 
and directed to name each one. Additionally, the multiple-choice cueing was not used. 
Finally, phonemic cueing was reduced to the initial phoneme in both English and Spanish 
rather than the initial syllable or cluster of sounds. BNT scores for both languages are 
available in Table 3. 
The 60-Item Naming Screener. The 60-item naming screener is an informal 
naming screener developed for use in the BU Aphasia Lab to determine if initial naming 
impairment warrants further investigation with an assessment such as the BNT. The 
screener features high-frequency words and uses the same set of stimuli for both Spanish 
and English. Scores are included below in Table 3. 
Calculation of a Naming Composite. Administration of these various naming 
tools including the BNT, the object naming sections of the WAB and the BAT, and the 
60-item naming screener at pre-treatment baseline provide data for the characterization of 
naming deficits. However, direct comparisons between patients’ naming abilities post-
stroke may be more accurate when the individual naming tests and subtests are scaled and 
combined into one composite score to reduce inherent variation. Not only do the 




stimuli differ (e.g. the BNT contains cognates and the 60-item utilizes high frequency 
words which both may facilitate naming). Additionally, the number of stimuli, or naming 
trials is not comparable: both the BNT and 60-item contain sixty pictured objects while 
the WAB and BAT naming sections include only 20 each. Therefore, a composite score 
in each language calculated by averaging the proportion correct for the BAT object 
naming, BNT, and 60-item screener was reported for both languages. The WAB object 
naming subscore was purposefully left out of this composite given that the subscore is 
used to calculate the AQ for each patient. Two separate models will be run to investigate 
severity and impairment effects on treatment outcomes. The composite scores as a 







Table 3. Raw WAB AQ Scores, Naming Subscores, and Naming Composite1 by Language. 
1Naming Composite score was calculated by averaging together the proportion of correct responses from the BAT 
































BUBA20 29.6 55.7 1 8 2 21 5 11 0.1 0.34 
BUBA24 68.5 74.1 23 22 23 19 18 20 0.56 0.56 
BUBA61 89.8 84.5 46 29 47 34 20 20 0.86 0.77 
BUBA66 37.3 27.3 17 1 17 0 14 0 0.42 0.01 
BUBA76 54.4 79.1 8 38 24 51 10 19 0.34 0.81 
BUBA78 47.5 51.3 4 13 11 15 7 9 0.2 0.31 
BUBA79 64.7 67.4 30 31 37 45 13 14 0.59 0.66 
BUBA83 39.8 57.3 5 22 5 31 6 15 0.16 0.54 
BUBA84 66.4 72.3 9 14 26 27 12 15 0.39 0.48 
BUBA85 90 68.8 54 24 56 30 20 16 0.94 0.57 
BUBA89 46.5 33.9 11 6 6 3 4 3 0.16 0.1 
BUBA94 91 83.2 48 18 55 29 20 7 0.91 0.38 





 Since this project is a retrospective analysis of treatment data that has already 
been collected, the stimuli under examination have not uniquely been chosen for these 
analyses. Before discussion of the stimuli under investigation can proceed, it appears 
necessary to briefly delineate the selection and set construction processes for treatment 
items.  
Treatment items were individually selected for each patient for training during the 
intervention phase of a larger semantic-feature analysis study. Items are selected 
following administration of a large, informal naming assessment which contains 273 
pictured items that a patient is asked to name in both languages on separate assessment 
days. The majority of items in the screener are sister terms, or items which share a variety 
of semantic features and participate in the same taxonomic hierarchy, with at least one 
other item (e.g. ‘clam’ and ‘mussel’ are sister terms in the screener set). Words 
designated as sister terms were generated using Wordnet, a database for the exploration 
of lexical relationships (Princeton University Wordnet, 2010).  
 Ultimately, items may be selected for treatment if patients are unable to name 
them in both English and Spanish as these words have the greatest capacity to show an 
effect of treatment (if the word is trained) and generalization (correct naming of the 
translation despite receiving therapy in one language). The binary scoring criteria for 
items permits a one phoneme deviation in production, defined as a deletion, addition, or 
substitution which is consistent with procedures outlined in Kiran and Balachandran et al. 




English and three corresponding sets in Spanish for a total of forty-five unique words in 
each language (ninety overall). Accuracy in naming each of these forty-five items in both 
languages was measured during pre-session probe administration every other treatment 
session. However, the current analyses were only concerned with accuracy from set 1 
trained items and their translations for investigation of treatment effects. 
Item-Level Variables of Interest and Source Databases 
 In addition to probe accuracy data, the stimuli will be used in the mixed effects 
analyses for exploring the influence of psycholinguistic variables on treatment outcomes. 
This item-level analysis will include values across three parameters for each treatment 
item in set 1 for all patients in both languages: 1) lexical/logarithmic frequency, 2) 
phonological length in phones, and 3) phonological neighborhood density. Lexical 
frequency was defined as the occurrence count of the word per one million words in a 
given language. Phonological length, or the number of phones in a word, and 
neighborhood density, or the number of words which differ from the target by one phone, 
were chosen in this study over their orthographic counterparts because the patients’ 
accuracy on the naming probes was based on word production rather than word 
recognition. Simple logarithmic transformations were applied to lexical frequency and 
phonological neighborhood density to decrease the spread of their distributions.  
Two separate but equally-scaled databases were used in each language to 
maximize the probability of generating values for each word (i.e. if a word was not 
present in one database, it could be present in the second). The first of these databases, 




Neighborhood Densities (CLEARPOND), possessed a variety of metrics that could be 
generated for words in both Spanish and English (Marian et al., 2012). Entries are based 
on the SUBTLEX-English and Spanish libraries of movie and t.v. show subtitles 
(Brysbaert & New, 2009). 
The second database utilized in the study uses a similar interface for both English 
and Spanish queries, though it is known by different names for the two languages. In 
English, the program N-Watch, has a source vocabulary which contains 17.9 million 
words from which frequency measures may be calculated and scaled down to a value of 
per million words (Davis, 2005). The Spanish counterpart to N-Watch is known as 
BuscaPalabras, or B-Pal, and is capable of generating the same measures as its English 
equivalent. Although B-Pal’s vocabulary size is substantially smaller given that it only 
has 31,491 entries, frequency values are still reported in per 1 million words (Davis & 
Perea, 2006).  
 Visualization and Descriptive Statistics. Given that each of the psycholinguistic 
variables were used as main factors in the regression analyses, it was important to 
construct plots to visualize distributions by language accompanied by descriptive 
statistics. Histograms were generated for logarithmic frequency, phonological length, and 
logarithmic phonological neighborhood density by language and are reproduced below. 
These plots and statistical tests were used to compare the variables to one another by 
language before being treated as fixed effects, or factors, in the regression analyses. 
The histograms represented below appeared to violate’ the normality assumption 




were run. The results of these parametric tests suggest that the spreads of the variables do 
not resemble normal distributions (p<.05) except for Spanish logarithmic frequency (see 
table for individual results). Therefore, nonparametric Wilcoxon-rank-sum tests were run 
to compare the three variable samples by language. From 175 observations of each 
variable in each language, the following results were obtained: 1) there was no significant 
difference in the Spanish median log. frequency of 3.15 and the English median of 4.02 
(W=16423, p=.37); however, there were statistically significant differences between the 
Spanish median phonological length of 6 and the English median of 4 (W=8313.5, 
p=1.492*10-14) and between the Spanish median logarithmic phonological neighborhood 
density of .3 and the English median of .85 (W=20494, p=2.08*10-7). 
The results of the visualization methods and statistical tests indicate that 
logarithmic frequency may be expected to behave differently when compared to the two 
phonological measures by language. However, it remains to be seen if these variables 
will influence treatment outcomes differently when modeled over time and when 












Table 4. Descriptive Statistics and Results of Shapiro-Wilk Tests for Psycholinguistic 
Variables by Language. 
Note: A Shapiro-Wilk test which returns a -p-value<.05 motivates a rejection of H0: The 
sample is not derived from a normal population. 
 
Statistical Analyses 
 Mixed-effects logistic regression (MELR) was used to predict the likelihood of a 
correct response at the item-level during bilingual SFA treatment. MELR was selected 
because this subtype of LMEM works well with outcome data that is binomially coded 
and may easily support fixed effects whose distributions are not normally distributed 
(Jaeger, 2008). Both of these points are important to this analysis given that a) raw probe 
accuracy was reported as 0 or 1 and b) the psycholinguistic variables mostly failed the 
normality assumption in the previous section. 
 The decision to use MELR was also motivated by its ability to account for 
missing data which affects the current data set. Despite using two databases for the 
generation of the psycholinguistic variables, values could not be extracted for a small 
subset of words in both English and Spanish. MELR accounts for these missing values by 





Log.Freq 0.609 0.566 0.320 0.604 -0.407 2.112 0.97 175 0.001 
Phon 
Length 




0.787  0.558  0.311  0.845  0  1.771  0.912 175 6.33*10-9 
Spanish 
Log.Freq 0.555 0.619 0.384 0.498 -0.745 2.112 0.986 175 0.11 
Phon 
Length 








using other item values to model estimates (Collins, 2006). Furthermore, mixed-effects 
models permit integration of data at the discrete trial level within probe sessions and are 
typically not hindered by the need to standardize data or average the response variable 
across spans of time in a study (Quique et al., 2019). This property motivated the 
treatment accumulation model outlined below where the mounting effect of treatment 
sessions is used to predict the likelihood of a correct response to an item. 
 Models were run in an R environment (R Core Team, 2019) using a logit link 
function from the lme4 package (Bates et al., 2015) which reports coefficients of 
regression terms in log-odds. Both fixed effects and random effects were defined and 
included in the models to increase the generalizability of the model’s predictions as well 
as control for some inherent variance that is often difficult to anticipate (Jaeger, 2008). 
The random effects structure was determined first and then fixed effects and interaction 
terms were added in to the models based on the research question and hypothesis. 
ANOVAs using the Likelihood Ratio Test (LRT) technique were used to compare the 
significance of differently constructed models and provide a measure of fit reliability 
(Bates et al., 2013). The skeleton of the individual models will be presented below along 
with a discussion of the fixed and random effects structures that were explored. 
Random and Fixed Effects Structures 
 Following the procedure outlined in Gordon (2018) and Jaeger (2008), the 
random effects structure was determined first. The reason for this is to account for as 
much variation associated with grouping factors such as subjects and items—both of 




claims about the significance of main effects when variation not associated with study 
design is controlled for.  
In the study models, random intercepts were added for both subject and item 
represented by the notation (1|Random Factor) in R. The random intercept for subject 
concedes that different participants will naturally enter the study with different naming 
abilities and capacities to improve item-level accuracy while the random intercept for 
item suggests that individual items may vary (i.e. lexical properties of ‘apple’ are likely 
different than those of ‘mockingbird’ and more importantly, two or more patients may 
respond differently to each). A random slope of session (time) for subject was also 
included for models which made use of time as a continuous variable and coded as 
(Session|BUBA.ID) in R. The random slope posits that individual study participants may 
start at different levels of naming accuracy (random intercept) and may improve in the 
likelihood of naming accuracy at different rates. A similar random slope of session for 
item, however, was not added given that its conclusion would counter theory about the 
intervention. It is our belief that patients will not improve as a function of the items 
changing randomly over time (the values for the items themselves remain fixed) and 
therefore, this parameter was not included. The overall random effects structure was 
hypothesized and tested using the ANOVA method outlined above. Removing the 
random intercepts or the random slope of session diminished the model fit; therefore, 
they were retained in the majority of cases to increase generalizability of the predictors 
(Barr et al., 2013). 




treatment-level effects of phase (baseline vs. treatment), training condition (trained set 1 
items vs. translations), and session (time represented as a continuous variable), b) item-
level effects of logarithmic frequency, phonological length, and logarithmic phonological 
neighborhood density, and c) patient-level effects of aphasia severity and naming 
impairment. Main effects and their interactions were then joined with the maximal 
random effects structure to understand their influence on item-level naming accuracy. 













Table 5. Proposed Mixed Effects Models Structure.  
Model Name Fixed Effects Structure 
1. Tx Efficacy Phase x Train.Cond 
2. Tx Accumulation Session x Train.Cond 
3. Log Frequency 











6. Aphasia Severity WAB.AQ x Train.Cond 
7. Naming  
Impairment 





Research Question 1  
Treatment Efficacy Model 
The effect of the SFA intervention was investigated by constructing a model 
featuring fixed effects of phase and training condition. The model returned an effect of 
phase (estimate=2.40, SE= 0.12, z=19.32, p <.001) such that likelihood of a correct 
probe response was statistically higher during the treatment portion of the study. An 
effect of training condition was also noted (estimate=2.76, SE=.15, z=17.88, p<.001) 
which indicated higher probe naming accuracy for the trained items when compared to 
their translations.  
Furthermore, phase interacted with training condition such that there was positive 
improvement for both set 1 trained items and translations (estimate=2.20, SE=.25, z=8.58, 
p<.001) but with treated items showing significantly more improvement, especially in the 
treatment portion of the intervention. The interaction effect plotted below in Figure 3 















Treatment Accumulation Model 
 The effect of increasing treatment sessions was first modeled by independent 
effects of time (session) and training condition; originally, only training condition 
returned a statistically significant prediction of item-level accuracy. However, the 
interaction between time and training condition reached significance (estimate= .40, 
SE=.03, z=10.97, p<.001), indicating that as a patient completed more sessions of 
treatment, naming accuracy rose for both the trained set 1 items and their translations, 
though the effect was much higher for the treatment stimuli. The interaction was plotted 




Figure 4. Line Plot of the Interaction Term Session x Training Condition. 
Research Question 2 
For the analysis including the psycholinguistic variables as predictors, probe data 
from the baseline and treatment phases (n=13 probes) was included. 
Logarithmic Frequency Model 
 There was a main effect of log frequency (estimate=.98, SE=.28, z=3.49, p<.001) 
which indicated that performance on the naming probes was better for more frequent 
words. Furthermore, interactions between log frequency and time (session) and training 
condition were not significant which suggested that log frequency did not drive 
differences in probe naming accuracy a) differently over time or b) differently for the set 




variables but it was not significant when a random slope for time was included to capture 
a large degree of variation in the patients included in the dataset. An ANOVA using a 
likelihood ratio test (LRT) did not prefer the interaction. Therefore, the best model syntax 
remained consistent with the proposed structure in Table 4.  
Phonological Length Model 
 Similar to logarithmic frequency a three-way interaction model was run to 
investigate any effect of phonological length, time, and training condition. There was a 
main effect of phonological length (estimate= -.42, SE=.8, z=-1.62, p<.01) which 
indicated a negative effect on probe naming accuracy such that longer words are less 
likely to be retrieved correctly. Additionally, an interaction between phonological length 
and training condition emerged (estimate=.31, SE=.15, z=2.11, p<.05) such that 
performance on the trained items was less affected by phonological length. As words 
became longer, performance on the translations was associated with a decrease in probe 
accuracy. Finally, no interaction between length and session was noted; therefore, the 
model does not predict differential accuracy over time as a result of phonology. 
Logarithmic Phonological Neighborhood Density Model 
 As was the case for the previous two psycholinguistic variables, a three-way 
interaction model was run to check if logarithmic phonological neighborhood density 
would interact with time and/or training condition. However, even with the use of an 
optimizer and the removal of the random slope of time (session), the model would not 
converge and therefore was not considered. Nevertheless, there was a main effect of 




The positive sign of the coefficient here was unexpected given our hypothesis associated 
with RQ2; the model indicated that larger size of the phonological neighborhood is 
associated with higher naming accuracy on the probes. 
Research Question 3 
Aphasia Severity Model 
 Post-stroke aphasia severity was examined to determine if there was a relationship 
between overall cognitive-linguistic impairment and the likelihood of scoring correctly 
on a probe. The analysis uncovered a main effect of severity as captured by the WAB AQ 
(estimate=.05, SE=.006, z=9.6, p<.001) with training condition and session as 
significant, independent covariates (estimate=1.78, SE=.07, z=22.44, p<.001; 
estimate=.23, SE=.01, z=21.25, p<.001, respectively). However, the interaction between 
these two terms could not be evaluated as the model failed to converge, even with the use 
of an optimizer. Therefore, it was concluded that the higher the WAB AQ (milder 
severity), the better participants tended to do throughout treatment. 
Naming Impairment Model 
 Language impairment was also evaluated by the calculation and inclusion of a 
post-stroke naming composite score for each language. As in the severity model, this 
measure of naming impairment was run with training condition and session as covariates. 
Main effects were found for all predictors (Naming: estimate=3.22, SE=.28, z=11.28, 
p<.001; Training: estimate=2.49, SE=.23, z=10.67, p<.001; Session: estimate=.23, 
SE=.01, z=21.24, p<.001). Additionally, an interaction between naming composite and 




(estimate=-1.41, SE=.40, z=-3.46, p<.001). The interaction plot in Figure 5 demonstrates 
that higher baseline naming composites (less naming severity) were associated with 
higher probe naming scores in both training conditions; however, the effect was greater 
for the trained items. A summary of all significant fixed effects is reported below in 
Table 6. 





Model Name Fixed Effects Structure 
1. Tx Efficacy Phase x Train.Cond 
2. Tx 
Accumulation 
Session x Train.Cond 













6. Aphasia Severity WAB.AQ+Train.Cond+Session 










The main goal of this study was to investigate and evaluate the effects of three 
classes of variables on a specific treatment outcome measure: item-level accuracy on 
naming probes. Treatment-level variables including treatment phase, training condition, 
and time, item-level variables including phonological length, and logarithmic 
transformations of lexical frequency and phonological neighborhood density, and patient-
level factors including aphasia severity and naming impairment were systematically 
explored. The original research questions will be revisited below in light of results 
obtained in the previous section. 
Research Question 1 
 The results of the treatment efficacy model and the treatment accumulation model 
matched the proposed syntax as outlined in the methods. Statistically significant results 
indeed matched the hypothesis that the semantic-feature based treatment delivered in the 
larger RCT was effective as evidenced by better naming outcomes in the treatment phase 
compared to the baseline phase. If the treatment efficacy model confirmed that treatment 
worked, the treatment accumulation model, then, sought to clarify if naming accuracy 
improved as a function of receiving successive treatment sessions. Results demonstrate 
that not only is treatment effective, but the effect it imparts to higher scores over time is 
magnified as participants complete more treatment sessions.  
 The statistically significant interaction effect of time and training condition 
indicated that over time, the trained items perform better than their translations. This 




aphasia are effective in improving outcomes no matter which language is treated 
(participants treated in both languages were included in the same model) (see Kiran, 
Sandberg et al, 2013; Edmonds & Kiran, 2006; Faroqi-Shah et al., 2010; Quique et al., 
2019). Though generalization is not within the scope of this study, these two treatment-
level models provide preliminary evidence that over time, the translations of the set 1 
items do improve, albeit it at a slower rate than the treated stimuli. 
Research Question 2 
 The results of the psycholinguistic models indicate some deviance from the 
proposed model structures in the Methods and predictions in the Introduction. For 
logarithmic frequency, the model indicated that higher frequency measures were 
associated with higher naming scores. During word production, greater lexical frequency 
may improve lexical access and subsequent retrieval to describe this relationship noted in 
the data (Cuetos et al., 2011; Kroll & Stewart, 1994).  
 Interactions between log frequency and both time and training condition returned 
non-significant p-values. These results suggest that log frequency values do not drive 
change a) differently for the trained vs. the translations (e.g. the translated items are not 
disproportionately impacted by low values which might make word-retrieval much more 
difficult) nor b) differently over time. Log frequency appears to impart an effect on word-
retrieval that does not change over time; instead, it is a true fixed effect. The implications 
of this finding suggest that though lexical frequency is an important measure to consider 




the variable itself is unlikely to account for differential performance between the trained 
items and their translations. 
 The model for phonological length matched the syntax initially proposed. The 
effect of phonological length demonstrated that longer words predicted a lower likelihood 
of correct naming responses on the probes. During word retrieval, words which are longer 
are more difficult to construct at the phonological level as the opportunity for sequencing 
errors increases (Costa et al., 2000).  An interaction between length and training condition 
also suggested that the influence of phonological length may differentially impact the 
trained items and their translations such that longer word lengths make it more difficult to 
retrieve words in the non-treated language. This may especially have been the case if any 
participant was treated in their stronger or more proficient language (Kroll & Stewart, 
1994). However, an interaction between phonological length and session was not 
significant, indicating that like the effect of lexical frequency, length of words is a fixed 
effect which does not vary over time. These findings may warn clinicians that careful 
analysis and comparison of word lengths in both languages may be important for 
minimizing effects of this variable on acquisition and generalization outcomes. 
 First and foremost, for phonological neighborhood density, convergence issues 
precluded the evaluation of the same three-way interaction run with the other variables. 
Nevertheless, a main effect of neighborhood density was noted though the coefficient in 
the regression equation was positive. This suggests that words with higher numbers of 
phonological competitors (an increase in spreading activation) were associated with 




may be plausible given the probe scoring criteria used in the SFA study from which this 
data was extracted. A participant in the study was awarded a point if they named the 
target item perfectly or produced an inaccurate response that differed by one phoneme 
addition, deletion, or substitution consistent with procedures from Kiran and 
Balachandran et al. (2014). Therefore, words which might have been harder to name due 
to an increase in phonological competitors may have actually been helped by more 
opportunities to produce a word for which they received credit (e.g. a participant who had 
‘box’ as a treatment item could produce ‘fox,’ ‘rocks,’ ‘socks’ and so on and still receive 
full credit). 
 The main effects of each of the psycholinguistic variables provide preliminary 
evidence that careful consideration of their individual effects on word-retrieval in both 
the treated and untreated language should be conducted before treatment stimuli are 
selected. For each variable, an interaction between training condition and session was 
included since that covariate already accounted for a large portion of the variability in the 
dataset. That the psycholinguistic measures remained significant even with this covariate 
present points to their importance in capturing additional sources of variance in the data 
for bilingual participants in SFA studies. 
Research Question 3 
 As hypothesized, aphasia severity independently predicted naming accuracy such 
that those participants with a higher WAB AQ (milder overall severity) demonstrated 
higher naming accuracy; however, the original, proposed interaction between severity and 




aphasia severity may be viewed as a proxy for involvement in therapy. The procedure 
used during the SFA intervention required participants to interact with a computer-based 
program for the duration of the therapy. They were asked to interact with the clinician, 
generate sentences and associations verbally, read features that appeared on the screen, 
and navigate computer controls. Those with lower severity could have experienced less 
disruption in completing these piecemeal tasks and may have been more active 
participants in therapy (i.e. received more benefit). 
 The naming impairment model syntax matched the structure proposed in the 
Methods. The visualization of the interaction suggested that a higher naming composite 
predicted a higher likelihood of naming accuracy for both the trained and translation 
condition with a more significant effect for the treatment stimuli (set 1 trained items). In 
other words, patients who are less severe in pre-stroke naming ability do better over time 
though individuals with more impairment improve as well.  
Another important finding associated with the impairment models is that even 
when training condition and session were included as covariates in the regression syntax, 
aphasia severity and naming impairment remained significant. Like the analyses for the 
psycholinguistic variables, this finding illustrates that some extra variability is accounted 
for by severity alone. This argument is strengthened by the inclusion of participant as a 
random factor in these models. The theoretical background underlying the bilingual 
semantic access and word-retrieval places a great emphasis on language proficiency and 
other related factors such as age of acquisition (Kroll & Stewart; Peñaolza & Grasemann 




account for these variables or including them as covariates in the current analyses, we 
directed the regression equations to model individual variation in participants at the 
outset of the model building process. Therefore, the results obtained from the individual 
models represent significant effects that emerged only after a significant degree of inter-
participant variability was accounted for. 
Future Directions and Limitations 
 The overall implications of this research are two-fold. First, the evidence provided 
by the treatment-level and patient-level variables appear in line with findings from 
previous studies about the importance of these factors for predicting treatment outcomes 
in the bilingual aphasia population (Faroqi-Shah et al., 2010; Quique et al., 2019). 
Preliminary evidence from the psycholinguistic variables suggests they may account for 
variability in probe naming scores and should therefore be carefully considered by 
clinicians when selecting treatment stimuli. Second, though the item-level factors 
emerged as significant predictors of naming score, they did not remain significant over 
time. This finding is important as it suggests that the effects of psycholinguistic measures 
may be fixed and therefore not responsible for rates of change throughout the course of 
therapy.   
This study also includes implications and results which may guide future clinical 
practice and research development for bilinguals with aphasia. In therapeutic 
intervention, the results of the regression analyses suggest that similar caution should be 
exercised in selecting treatment stimuli for any treatment modality. Though the SFA 




found for tasks involving orthographic measures such as orthographic length of words or 
orthographic neighborhood density for word recognition or reading tasks. Additionally, 
though the study included only English-Spanish bilinguals, there is no reason to assume 
that the results are limited to treatment outcomes in these languages. The significance of 
the study variables would be expected to predict treatment outcomes regardless of the 
language combination employed in therapy.  
Future directions for continued research include investigating more 
psycholinguistic variables for their potential influence on treatment outcomes. For 
example, semantic density and imageability are both measures which may drive treatment 
changes in SFA interventions which have been underreported in the literature. 
Additionally, related projects which make use of the data collected here include an 
analysis of the naming errors that patients produced during their probe sessions as well as 
using behavioral data from the treatment sessions to see if those factors might synergize 
with the treatment, item, and patient-level factors. Finally, more fine-grained analyses 
may also be warranted such as re-classifying time as the number of minutes spent in 
treatment rather than treating the variable session in the same manner for all participants 
(all subjects received the same number of treatment sessions) or recoding phonological 
length as the number of syllables present in a stimulus word.  
A current limitation of this study is that of the 13 patients who completed 
treatment and were included in these analyses, only 4 received treatment in English. 
While the aim of the study is to measure treatment effects in both languages, the data 




items. Though the treatment language is determined by modeling and simulation and a 
coin toss, the fact remains that analyses could not be run by language—to check if there 
was a language bias. As the larger study continues enrollment, this may be rectified and 
future analyses may include a more balanced sample of treated language participants and 
aphasia profiles. 
 A second limitation of the study is that missing data could be returning slightly 
weaker effects in the mixed models—especially for the psycholinguistic variables. 
Despite using two separate databases to maximize the chance of pulling data for the 
lexical variables of interest, some values simply could not be extracted. In the study, 
some patients presented with high WAB AQ values post-stoke (see BUBA85 and 
BUBA94 as examples) and performed exceptionally well on the naming screeners 
administered in pre-treatment testing. Successive rounds of naming testing required 







 In summary, the results of this study suggest that a combination of factors at the 
treatment, item, and patient levels may be used to predict treatment-related outcomes for 
BWA. Semantic-feature based treatments still appear effective in working with BWA and 
a general trend in naming improvement emerges as the number of treatment sessions 
increases. Psycholinguistic measures of the corpus of treatment stimuli demonstrate that 
higher frequency values and shorter word lengths are associated with improved lexical 
access in both languages. Furthermore, participants with a less overall aphasia severity 
tend to do better in treatment. Finally, preliminary evidence indicates that individuals 
with less severe naming impairment perform better over time in SFA based therapies. 
These results have important implications for treatment stimuli selection and probe 
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