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In this paper we investigate a new integrable equation derived recently by V.S. Novikov
[Generalizations of the Camassa–Holm equation, J. Phys. A 42 (34) (2009) 342002, 14 pp.].
Analogous to the Camassa–Holm equation and the Degasperis–Procesi equation, this new
equation possesses the blow-up phenomenon. Under the special structure of this equation,
we establish suﬃcient conditions on the initial data to guarantee the formulation of
singularities in ﬁnite time. A global existence result is also found.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Recently, Vladimir Novikov found a new integrable equation (we call the Novikov equation in this paper):
ut − uxxt + 4u2ux = 3uuxuxx + u2uxxx, (1.1)
which was discovered in a symmetry classiﬁcation of nonlocal PDEs with quadratic or cubic nonlinearity [8]. The perturba-
tive symmetry approach yields necessary conditions for a PDE to admit inﬁnitely many symmetries. Using this approach,
Novikov was able to isolate Eq. (1.1) and ﬁnd its ﬁrst few symmetries, and he subsequently found a scalar Lax pair for it
(also see [4]), then proved that the equation is integrable.
Taking the convolution with Green’s function G(x) = 12 e−|x| (x ∈R) for the Helmboltz operator (1− ∂2x ) gives the equiv-
alent nonlocal equation
ut + u2ux + G ∗
(
3uuxuxx + 2u3x + 3u2ux
)= 0. (1.2)
By comparison with the Camassa–Holm equation [1]:
ut + uux + ∂xG ∗
(
u2 + 1
2
u2x
)
= 0,
and the Degasperis–Procesi equation [2]:
ut + uux + ∂xG ∗
(
3
2
u2
)
= 0,
it is easy to ﬁnd that (1.1) (or (1.2)) has nonlinear terms that are cubic, rather than quadratic.
In [5], Hone and Wang gave a matrix Lax pair for the Novikov equation, and showed how it was related by a reciprocal
transformation to a negative ﬂow in the Sawada–Kotera hierarchy. Inﬁnitely many conserved quantities were found, as well
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solutions of (1.1), using the matrix Lax pair found by Hone and Wang.
Very recently, the authors [6] proved that the Cauchy problem for the Novikov equation is locally well-posed in the
Besov spaces Bs2,r with the critical index s = 32 and in Sobolev spaces Hs with s > 32 .
Theorem 1.1. (See [6].) Given u(x, t = 0) = u0 ∈ Hs(R) with s > 3/2, then there exists a maximal T = T (u0) > 0 and a unique
solution u to Eq. (1.1) (or Eq. (1.2)) such that
u = u(·,u0) ∈ C
([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)).
Moreover, the solution depends continuously on the initial data, i.e., the mapping u0 → u(·,u0) : Hs(R) → C([0, T ); Hs(R)) ∩
C1([0, T ); Hs−1(R)) is continuous.
Moreover, persistence properties of the strong solution for this equation were also established in [6] by the method
introduced in [3].
The rest of this paper is organized as follows. In Section 2, under the special structure of these equations, we establish
suﬃcient conditions on the initial data to guarantee the formation of singularities in ﬁnite time. In Section 3, a result about
global existence of the strong solution to (1.1) is presented.
In this paper, we drop R in our notations of function spaces if there is no ambiguity.
2. Blow-up phenomenon
After establishing local well-posedness theory, a natural question is whether the corresponding solution exists globally
or not. In this section, we present the precise blow-up scenario for solutions to Eq. (1.1). The maximum value of T in
Theorem 1.1 is called the lifespan of the solution, in general.
At ﬁrst, we present the following precise blow-up scenario for suﬃciently regular solutions to Eq. (1.1). The following
theorem tells us that the solution blows up if and only if the multiplication of the solution and its ﬁrst-order derivative
blows up.
Theorem 2.1. Let u0(x) ∈ Hs, s  2, and let T be the maximal existence time of the solution u(x, t) to Eq. (1.1) with the initial data
u0(x). Then the corresponding solution blows up in ﬁnite time if and only if
lim
t↑T lim infx∈R (uux)(x, t) = −∞. (2.1)
Proof. Set y := u − uxx , then one can rewrite Eq. (1.1) in the following equivalent form:
yt + u2 yx + 3uux y = 0. (2.2)
A direct computation yields
‖y‖2L2 =
∫
R
(u − uxx)2 dx =
∫
R
(
u2 + 2u2x + u2xx
)
dx.
Hence,
‖u‖2H2  ‖y‖2L2  2‖u‖2H2 . (2.3)
Multiplying Eq. (2.2) by y, after integrating by parts, we get
d
dt
∫
R
y2 dx = −2
∫
R
u2 yyx dx− 6
∫
R
uux y
2 dx = −4
∫
R
uux y
2 dx. (2.4)
Because uux is bounded from below on [0, T ), from (2.4), one gets that
∫
R
y2 dx = −4
t∫
0
∫
R
uux y
2 dxds +
∫
R
y20 dx C1
t∫
0
∫
R
y2 dxds + C2,
here C1, C2 > 0. Due to Gronwall’s inequality, it is clear that,∫
y2 dx C2
(
1+ C1teC1t
)
, a.e. t ∈ [0, T ].R
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solution.
On the other hand, because of u = G ∗ y, we can get
u = G ∗ y =
∫
R
G(x− ξ)y(ξ)dξ and ux =
∫
R
Gx(x− ξ)y(ξ)dξ.
Therefore
‖uux‖L∞  ‖u‖L∞‖ux‖L∞  ‖G‖L2‖Gx‖L2‖y‖2L2  2‖G‖L2‖Gx‖L2‖u‖2H2 , (2.5)
where we used (2.3). Hence, (2.5) tells us if H2-norm of the solution is bounded then the L∞-norm of uux is bounded. This
ﬁnishes the proof. 
Remark 2.1. For the Camassa–Holm and related equations, the blow-up criterion reads
lim
t↑T lim infx∈R ux(x, t) = −∞,
which is different from (2.1). An interesting case is that ux(x, t) → +∞ may happen. See Theorem 2.4 for an example.
Let q(x, t) be the particle line evolved by the solution u:
dq(x, t)
dt
= u2(q(x, t), t), q(x, t = 0) = x.
Then
qx(x, t) = exp
(
2
t∫
0
uux(q, s)ds
)
, qx(x,0) = 1,
which is always positive before the blow-up time. Therefore, the function q(x, t) is an increasing diffeomorphism of the line
before blow-up.
Hence, from Eq. (2.2), the following identity can be proved:
y
(
q(x, t), t
)
q
3
2
x (x, t) = y0(x). (2.6)
In fact, direct computation yields
d
dt
(
y(q)q
3
2
x
)= (yt(q) + yx(q)qt)q 32x + 32 y(q)q
1
2
x qxt =
(
yt(q) + u2(q)yx(q) + 3uux(q)y(q)
)
q
3
2
x = 0.
Motivated by Zhou’s recent works [9] and [10] (see also the authors’ work [7]), we have the following main theorem:
Theorem 2.2. Suppose that u0 ∈ H3(R) and there exists an x0 ∈R such that u0(x0) 0 and y0(x0) = (1− ∂2x )u0(x0) = 0,
y0(x) 0 (	≡ 0) for x ∈ (−∞, x0) and y0(x) 0 (	≡ 0) for x ∈ (x0,∞). (2.7)
Then the corresponding solution u(x, t) to the Novikov equation (1.1) with u0(x) as initial datum blows up in ﬁnite time with the
lifespan
T max
{ −4
u0u0x(x0)
,
−u0u0x
u20(u
2
0x − u20)(x0)
}
.
Proof. Suppose that the solution exists globally. Due to Eq. (2.6) and the initial condition (2.7), we have y(q(x0, t), t) = 0,
and {
y
(
q(x, t), t
)
 0 (	≡ 0), for x ∈ (−∞, x0);
y
(
q(x, t), t
)
 0 (≡ 0), for x ∈ (x0,∞),
for all t  0. Since u(x, t) = G ∗ y(x, t), x ∈R, t > 0, one can write u(x, t) and ux(x, t) as
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2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
∞∫
x
e−ξ y(ξ, t)dξ, (2.8)
ux(x, t) = −1
2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
∞∫
x
e−ξ y(ξ, t)dξ. (2.9)
Consequently,
(u + ux)(x, t) = ex
∞∫
x
e−ξ y(ξ, t)dξ, (2.10)
(u − ux)(x, t) = e−x
x∫
−∞
eξ y(ξ, t)dξ, (2.11)
for all t  0.
From the expression of u(x, t) and ux(x, t) in terms of y(x, t), then
d
dt
(2uux)
(
q(x0, t), t
)
= d
dt
{
−1
2
e−2q(x0,t)
( q(x0,t)∫
−∞
eξ y(ξ, t)dξ
)2
+ 1
2
e2q(x0,t)
( ∞∫
q(x0,t)
e−ξ y(ξ, t)dξ
)2}
= u2(q(x0, t), t)e−2q(x0,t)
( q(x0,t)∫
−∞
eξ y(ξ, t)dξ
)2
− e−2q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
+ u2(q(x0, t), t)e2q(x0,t)
( ∞∫
q(x0,t)
e−ξ y(ξ, t)dξ
)2
+ e2q(x0,t)
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ
= u2(u − ux)2
(
q(x0, t), t
)− (u − ux)(q(x0, t), t)e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
+ u2(u + ux)2
(
q(x0, t), t
)+ (u + ux)(q(x0, t), t)eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ. (2.12)
Rewrite Eq. (2.2) as
yt = −
(
yu2
)
x − yuux.
Hence we can do estimate for the ﬁrst term as
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
= −e−q(x0,t)
q(x0,t)∫
−∞
eξ
(
y(ξ, t)u2(ξ, t)
)
ξ
dξ − e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)u(ξ, t)uξ (ξ, t)dξ
= e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)u2(ξ, t)dξ − e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)u(ξ, t)uξ (ξ, t)dξ
= e−q(x0,t)
q(x0,t)∫
eξ
(
u3 − u2uξξ − u2uξ + uuξuξξ
)
(ξ, t)dξ−∞
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(
−eq(x0,t)u2(q(x0, t), t)ux(q(x0, t), t)+ 1
2
eq(x0,t)u
(
q(x0, t), t
)
u2x
(
q(x0, t), t
))
+ e−q(x0,t)
q(x0,t)∫
−∞
eξ
(
u3 + u2uξ + 2uu2ξ − u2uξ −
1
2
uu2ξ −
1
2
u3ξ
)
(ξ, t)dξ
= −u2(q(x0, t), t)ux(q(x0, t), t)+ 1
2
u
(
q(x0, t), t
)
u2x
(
q(x0, t), t
)
+ e−q(x0,t)
q(x0,t)∫
−∞
eξ
(
u3 + 3
2
uu2ξ −
1
2
u3ξ
)
(ξ, t)dξ. (2.13)
From (2.7) and (2.11), we know
0 (u − ux)(x, t), x ∈
(−∞,q(x0, t)),
which implies that when x < q(x0, t),
(u − ux)3(x, t) =
(
u3 + 3uu2x − 3u2ux − u3x
)
(x, t) 0.
Therefore,
(
u3 + 3uu2x − u3x
)
(x, t) 3u2ux(x, t).
It means that
q(x0,t)∫
−∞
eξ
(
u3 + 3uu2ξ − u3ξ
)
(ξ, t)dξ 
q(x0,t)∫
−∞
eξ3u2uξ (ξ, t)dξ = eq(x0,t)u3
(
q(x0, t), t
)−
q(x0,t)∫
−∞
eξu3(ξ, t)dξ.
So we can obtain that
q(x0,t)∫
−∞
eξ
(
2u3 + 3uu2ξ − u3ξ
)
(ξ, t)dξ  eq(x0,t)u3
(
q(x0, t), t
)
. (2.14)
Inserting (2.14) into (2.13), we have
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ −u2
(
q(x0, t), t
)
ux
(
q(x0, t), t
)+ 1
2
u
(
q(x0, t), t
)
u2x
(
q(x0, t), t
)
+ 1
2
u3
(
q(x0, t), t
)
. (2.15)
Similarly, one has
eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ = −u2
(
q(x0, t), t
)
ux
(
q(x0, t), t
)− 1
2
u
(
q(x0, t), t
)
u2x
(
q(x0, t), t
)
− eq(x0,t)
∞∫
q(x0,t)
e−ξ
(
u3 + 3
2
uu2ξ +
1
2
u3ξ
)
(ξ, t)dξ. (2.16)
From (2.7) and (2.10), we get that for any x ∈ (q(x0, t),∞),
(u + ux)(x, t) 0.
Then we know that
(u + ux)3(x, t) =
(
u3 + 3uu2x + 3u2ux + u3x
)
(x, t) 0.
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∞∫
q(x0,t)
e−ξ
(
u3 + 3uu2ξ + u3ξ
)
(ξ, t)dξ −
∞∫
q(x0,t)
e−ξ3u2uξ (ξ, t)dξ
= e−q(x0,t)u3(q(x0, t), t)−
∞∫
q(x0,t)
e−ξu3(ξ, t)dξ.
Therefore, we know that
∞∫
q(x0,t)
e−ξ
(
2u3 + 3uu2ξ + u3ξ
)
(ξ, t)dξ  e−q(x0,t)u3
(
q(x0, t), t
)
.
Putting the above equality into (2.16), it follows that
eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ −u2
(
q(x0, t), t
)
ux
(
q(x0, t), t
)− 1
2
u
(
q(x0, t), t
)
u2x
(
q(x0, t), t
)
− 1
2
u3
(
q(x0, t), t
)
. (2.17)
Inserting (2.15) and (2.17) into (2.12), we get
d
dt
2uux
(
q(x0, t), t
)
 2
(
u4 + u2u2x
)(
q(x0, t), t
)−(−u2ux + 1
2
uu2x +
1
2
u3
)
(u − ux)
(
q(x0, t), t
)
+
(
−u2ux − 1
2
uu2x −
1
2
u3
)
(u + ux)
(
q(x0, t), t
)
= u2(u2 − u2x)(q(x0, t), t), (2.18)
here we use the fact that (u − ux)(q(x0, t), t) 0 and (u + ux)(q(x0, t), t) 0.
Claim. uux(q(x0, t), t) < 0 is decreasing and u2(q(x0, t), t) < u2x(q(x0, t), t) for all t  0.
Suppose not, i.e., there exists a t0 such that u2(q(x0, t), t) < u2x(q(x0, t), t) on [0, t0) and u2(q(x0, t0), t0) u2x(q(x0, t0), t0).
Now, let
I(t) := u(u − ux)
(
q(x0, t), t
)
and II(t) := u(u + ux)
(
q(x0, t), t
)
.
First, we have
dI(t)
dt
= −u2(q(x0, t), t)
(
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
)2
+
(
e−q(x0,t)
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
)(
e−q(x0,t)
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
)
+ 1
2
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ + 1
2
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ
−u2(u − ux)2
(
q(x0, t), t
)+(−u2ux + 1
2
uu2x +
1
2
u3
)
(u − ux)
(
q(x0, t), t
)
+ 1
2
(
−u2ux + 1
2
uu2x +
1
2
u3
)
(u + ux)
(
q(x0, t), t
)
− 1
2
(
u2ux + 1
2
uu2x +
1
2
u3
)
(u − ux)
(
q(x0, t), t
)
= 1u2(u2x − u2)(q(x0, t), t)> 0, on [0, t0). (2.19)2
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dII(t)
dt
= u2(q(x0, t), t)
(
eq(x0,t)
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ
)2
+
(
eq(x0,t)
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ
)(
eq(x0,t)
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ
)
+ 1
2
q(x0,t)∫
−∞
eξ yt(ξ, t)dξ
∞∫
q(x0,t)
e−ξ y(ξ, t)dξ + 1
2
q(x0,t)∫
−∞
eξ y(ξ, t)dξ
∞∫
q(x0,t)
e−ξ yt(ξ, t)dξ
 u2(u + ux)2
(
q(x0, t), t
)−(u2ux + 1
2
uu2x +
1
2
u3
)
(u + ux)
(
q(x0, t), t
)
+ 1
2
(
−u2ux + 1
2
uu2x +
1
2
u3
)
(u + ux)
(
q(x0, t), t
)
− 1
2
(
u2ux + 1
2
uu2x +
1
2
u3
)
(u − ux)
(
q(x0, t), t
)
= −1
2
u2
(
u2x − u2
)(
q(x0, t), t
)
< 0, on [0, t0). (2.20)
Hence, it follows from (2.19) and (2.20) and the continuity property of ODEs that
u2
(
u2x − u2
)(
q(x0, t), t
)= −2I(t)II(t) > −2I(0)II(0) > 0,
for all t > 0. This implies t0 can be extended to inﬁnity. This is a contradiction. So the claim is true.
Moreover, from Eqs. (2.19) and (2.20) again, we have the following inequality for u2(u2x − u2)(q(x0, t), t):
d
dt
u2
(
u2x − u2
)(
q(x0, t), t
)
−uux
(
q(x0, t), t
)
u2
(
u2x − u2
)(
q(x0, t), t
)
. (2.21)
Now, putting (2.18) into (2.21), it yields
d
dt
u2
(
u2x − u2
)(
q(x0, t), t
)
 1
2
u2
(
u2x − u2
)(
q(x0, t), t
)( t∫
0
u2
(
u2x − u2
)(
q(x0, s), s
)
ds − u0u0x(x0)
)
. (2.22)
Before ﬁnishing the proof, we need the following technical lemma.
Lemma 2.3. (See [10].) Suppose that Φ is a twice continuously differential satisfying{
Φ ′′(t) C0Φ ′(t)Φ(t), t > 0, C0 > 0,
Φ(0) > 0, Φ ′(0) > 0.
(2.23)
Then Φ(t) blows up in ﬁnite time. Moreover the blow-up time T can be estimated in terms of the initial datum as
T max
{
2
C0Φ(0)
,
Φ(0)
Φ ′(0)
}
.
Let Φ(t) = ∫ t0 u2(u2x − u2)(q(x0, s), s)ds − u0u0x(x0), then (2.22) is an equation of type (2.23) with C0 = 12 . The proof is
complete by applying Lemma 2.3. 
Similarly, if we change the signs of u0(x0) and y0(x) in Theorem 2.2, we have the following blow-up criterion:
Theorem 2.4. Suppose that u0 ∈ H3(R) and there exists an x0 ∈R such that u0(x0) 0 and y0(x0) = (1− ∂2x )u0(x0) = 0,
y0(x) 0 (	≡ 0) for x ∈ (−∞, x0) and y0(x) 0 (	≡ 0) for x ∈ (x0,∞).
Then the corresponding solution u(x, t) to the Novikov equation (1.1) with u0(x) as initial datum blows up.
558 Z. Jiang, L. Ni / J. Math. Anal. Appl. 385 (2012) 551–558This proof is similar to that for Theorem 2.2 and it is omitted.
Remark 2.2. For the case in Theorem 2.2, we have
ux
(
q(x0, t), t
)
< 0, ux
(
q(x0, t), t
)
< u
(
q(x0, t), t
)
< −ux
(
q(x0, t), t
)
, for t > 0,
which implies ux(q(x0, t), t) goes to −∞ in ﬁnite time. While for the case in Theorem 2.4, ux(q(x0, t), t) goes to +∞ in
ﬁnite time.
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