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Abstract This paper provides a finite difference discretization for the backward Feynman-
Kac equation, governing the distribution of functionals of the path for a particle undergoing
both reaction and diffusion [Hou and Deng, J. Phys. A: Math. Theor., 51, 155001 (2018)].
Numerically solving the equation with the time tempered fractional substantial derivative
and tempered fractional Laplacian consists in discretizing these two non-local operators.
Here, using convolution quadrature, we provide a first-order and second-order schemes for
discretizing the time tempered fractional substantial derivative, which doesn’t require the
assumption of the regularity of the solution in time; we use the finite difference method to
approximate the two-dimensional tempered fractional Laplacian, and the accuracy of the
scheme depends on the regularity of the solution on Ω¯ rather than the whole space. Lastly,
we verify the predicted convergence orders and the effectiveness of the presented schemes
by numerical examples.
Keywords two-dimensional Feynman-Kac equation · finite difference approximation ·
convolution quadrature · error estimates
1 Introduction
The random motion of a particle is a most fundamental and widely appeared natural phe-
nomena. The so-called particle can be a really physical one or an abstract one, e.g., stock
market. Stochastic processes x0(t) are mathematical models to describe this phenomena.
In a long history, the Wiener process is the most studied and representative stochastic pro-
cess, the second moment of which is a linear function of time t. In the past twenty years,
it is found that anomalous dynamics are ubiquitous in the natural world. The anomalous
stochastic processes are distinguished from Wiener process by the evolution of their second
moments with respect to time t, that is, the second moment of the stochastic anomalous
process is a non-linear function of t [26].
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2Currently, stochastic anomalous processes are hot research topics, including model-
ing, theoretical analysis, and numerical methods. Obtaining the probability density function
(PDF) of the statistical observables plays an important role in studying the stochastic pro-
cesses; not only it is a useful technique to extract practical messages but also a key strategy
to help understand the mechanism of stochastic processes. The functional is one of the most
useful and representative statistical observables, defined as
A=
∫ t
0
U [x0(τ)]dτ , (1.1)
where x0(t) is a trajectory of particle, U(x0) is a prescribed function depending on specific
applications, e.g., one can take U(x0) = 1 in a given region and set it to be zero in the rest
of the region for (1.1) to study the kinetics of chemical reactions in some given domain
[2,9]. Some important progresses have been made for deriving the governing equation of
the PDF of the functional A in Fourier space. The earliest work [20] for this issue is for
the distribution of the functional of Wiener process, completed by Kac in 1949 who was
influenced by Feynman’s thesis of the derivation of Schro¨dinger’s equation. After that the
related equations are usually named with the word: Feynman-Kac. For the stochastic process
x0(t) described by a continuous time random walk (CTRW) with power law waiting time
and jump length distributions, Barkai and his collaborators derive the governing equation of
the distribution of the corresponding functional in Fourier space [9,30]. Because of the finite
lifespan and the bounded physical space, sometimes the power law waiting time and jump
length distributions of the CTRW need to be tempered [25]; then the tempered fractional
Feynman-Kac equations are derived in [31], and the numerical methods for the equations
are discussed in [12,13,16,28,32,33]. For x0(t) characterized by Langevin pictures, the
readers can refer to [7,8] for the derivation of Feynman-Kac equations.
More recently, the reactions are introduced to the stochastic process x0(t), which means
that the particles perform both diffusion and chemical reaction. With the exponentially
tempered power law distributions of waiting time and jump length for the diffusion, the
Feynman-Kac equation for the reaction and diffusion process is derived in [18], which in-
cludes the tempered fractional substantial derivative and the tempered fractional Laplacian.
In this paper, we consider the numerical scheme of the two-dimensional backward tempered
fractional Feynman-Kac equation for reaction and diffusion processes with homogeneous
Dirichlet boundary conditions [18], i.e.,

∂
∂ t
G(ρ , t,x0) = K 0D
1−α ,λ ,x0
t (∆ + γ)
β
2 G(ρ , t,x0)+(r(x0)+ JρU(x0))G(ρ , t,x0)
+(λ α 0D
1−α ,λ ,x0
t −λ )
(
G(ρ , t,x0)− eJρU(x0)ter(x0)t
)
,
G(ρ ,0,x0) = G0(ρ ,x0), x0 ∈ Ω ,
G(ρ , t,x) = 0, x ∈ R2\Ω , 0≤ t ≤ T.
(1.2)
Here, G(A, t,x0) is the PDF of the functional A at time t with the initial position x0, and
ρ is the Fourier pair of A; K is a positive constant, for convenience, we take K = 1 in this
paper; 0 < α < 1, J =
√−1 and λ > 0; r(x0) stands for the reaction rate and satisfies
supx0∈Ω¯ r(x0) < 0; 0D
1−α ,λ ,x0
t is the tempered fractional substantial derivative, which is
3defined by
0D
1−α ,λ ,x0
t G(ρ , t,x0)
=
1
Γ (α)
(
∂
∂ t
+λ − r(x0)− JρU(x0)
)∫ t
0
e−(t−τ)(λ−r(x0)−JρU(x0))
(t− τ)1−α G(ρ ,τ ,x0)dτ .
(1.3)
And (∆ + γ)
β
2 denotes the two-dimensional tempered fractional Laplacian [15], whose def-
inition is
(∆ + γ)
β
2 G(x) =−c2,βP.V.
∫
R2
G(x)−G(y)
eγ |x−y||x−y|2+β dy for β ∈ (0,2), (1.4)
with
c2,β =

1
2pi|Γ (−β )| for λ > 0 and β 6= 1,
βΓ ( 2+β
2
)
21−β piΓ (1−β/2) for λ = 0 or β = 1.
P.V. denotes the principal value integral, x, y ∈ R2, and Γ (t) = ∫ ∞0 st−1e−sds is the Gamma
function.
When numerically solving Eq. (1.2), two main problems need to be carefully dealt with.
The first one is to discretize the tempered fractional substantial derivative (1.3), which is
a time-space coupled operator and whose form depends on the initial position x0; existing
methods of discretizing it mainly require that the solution should be a C2 or C3-function
in time, such as G-L scheme and L1 scheme [12,13,14,16]. Here, we develop a first-order
and second-order schemes based on convolution quadrature introduced by Lubich [22,23].
Theorem 4.1 and Theorem 4.3 in Sec. 4 show that the convergence order only depends on
the regularity of source term f instead of the exact solution G. The second problem is to
discretize (1.4); so far, the discretizations of (1.4) are mainly for the one-dimensional case
[32,33]; our previous work [28] provides a finite difference scheme for the two-dimensional
tempered fractional Laplacian (∆ + γ)
β
2 . Here, we modify the discretization according to
[32], so that the regularity requirement can be relaxed from the whole space to Ω¯ , and
the optimal convergence rate is achieved. Furthermore, we provide a method to construct a
preconditioner when we solve relative linear system by Preconditioned Conjugate Gradient
(PCG) method.
The framework of convolution quadrature [19] can be briefly reviewed as follow. Firstly,
one can define B˜(∂t)v(t) = (B ∗ v)(t), where ∂t denotes time differentiation; and let τ de-
note the time step size. The convolution quadrature refers to an approximation of any func-
tion of the form B ∗ v as
(B ∗ v)(t) =
∫ t
0
B(t− s)v(s)ds≈ B˜(∂¯τ)v(t),
where
B˜(∂¯τ)v(t) = ∑
0≤ jτ≤t
d jv(t− jτ), t > 0,
and the quadrature weights {d j}∞j=0 are computed from B˜(z) denoting Laplace transform of
B(t), i.e.,
∞
∑
j=0
d jζ
j = B˜(δ (ζ )/τ). Here δ (ζ ) is the quotient of the generating polynomials
of a stable and consistent linear multi-step method [17]. In this paper, we take δ (ζ ) = 1−ζ
4and δ (ζ ) = (1− ζ )+ (1− ζ )2/2 to, respectively, get first-order and second-order scheme
for the tempered fractional substantial derivative (1.3).
The remainder of the paper is organized as follows. In Sec. 2, we give some preliminaries
needed in the paper and derive an equivalent form of Eq. (1.2). In Sec. 3, we combine the
weighted trapezoidal rule and the bilinear interpolation to discretize the tempered fractional
Laplacian and perform error analysis. In Sec. 4, we use convolution quadrature to discretize
the tempered fractional substantial derivative, and then get the first-order and second-order
schemes. In Sec. 5, we present the efficient computation of the linear system generated by
the discretization.
2 Preliminaries and equivalent form of Eq. (1.2)
This section introduces some preliminary knowledges and derives the equivalent formula-
tion of Eq. (1.2).
2.1 Preliminaries
This subsection provides some definitions and properties needed in the paper. Firstly, define
the discrete inner product and the discrete norm as
(v,w) = h2
M
∑
i=1
viw
∗
i ,
‖v‖l2 =
√
(v,v),
‖v‖l∞ = max
1≤i≤M
|vi|,
where v,w ∈ RM; denote
‖v‖L∞(Ω) = sup
x∈Ω
|v(x)|,
‖v‖2
L2(Ω) =
∫
Ω
|v|2dx,
as the continuous norms, where |v(x)|2 = v(x)v∗(x) and v∗(x) means the conjugate of v(x).
Furthermore, we recall some definitions of the tempered fractional integrals and derivatives.
Definition 1 (Riemann-Liouville tempered fractional integral [6,10,21]) Suppose that
the real function v(t) is piecewise continuous on (a,b) and α > 0,λ ≥ 0, v(t) ∈ L[a,b]. The
Riemann-Liouville tempered fractional integral of order α is defined to be
aI
α ,λ
t v(t) = e
−λ t
aI
α
t
(
eλ tv(t)
)
=
1
Γ (α)
∫ t
a
(t− τ)α−1e−λ (t−τ)v(τ)dτ ,
where aI
α
t v(t) denotes the Riemann-Liouville fractional integral
aI
α
t v(t) =
1
Γ (α)
∫ t
a
(t− τ)α−1v(τ)dτ .
5Definition 2 (Riemann-Liouville tempered fractional derivative [4,10,21]) For n−1 <
α < n,n ∈ N+,λ ≥ 0, the Riemann-Liouville tempered fractional derivative is defined by
aD
α ,λ
t v(t) = e
−λ t
aD
α
t
(
eλ tv(t)
)
=
e−λ t
Γ (n−α)
dn
dtn
∫ t
a
eλτv(τ)
(t− τ)α−n+1 dτ ,
where aD
α
t v(t) denotes the Riemann-Liouville fractional derivative and it is described as
aD
α
t v(t) =
1
Γ (n−α)
dn
dtn
∫ t
a
v(τ)
(t− τ)α−n+1 dτ .
Remark 2.1 When 0< α < 1, there hold that
0D
α
t 0I
α
t v(t) = v(t)
and
0I
α
t 0D
α
t v(t) = v(t).
Definition 3 (Caputo tempered fractional derivative [21,27,29]) For n−1 < α < n, n ∈
N+, λ ≥ 0, the Caputo tempered fractional derivative is defined as
C
aD
α ,λ
t v(t) = e
−λ t C
aD
α
t
(
eλ tv(t)
)
=
e−λ t
Γ (n−α)
∫ t
a
(t− τ)n−α−1 d
n(eλτv(τ))
dτn
dτ ,
where CaD
α
t v(t) denotes the Caputo fractional derivative and it is defined by
C
aD
α
t v(t) =
1
Γ (n−α)
∫ t
a
(t− τ)n−α−1 d
nv(τ)
dτn
dτ .
Proposition 1 ([21]) The Laplace transform of the Riemann-Liouville tempered fractional
derivative is given by
˜
0D
α ,λ
t v(z) = (z+λ )
α v˜(z)−
n−1
∑
k=0
(z+λ )k
(
0D
α−k−1
t (e
λ tv(t))
∣∣∣
t=0
)
,
while the Laplace transform of the Caputo tempered fractional derivative is
C˜
0D
α ,λ
t v(z) = (z+λ )
α v˜(z)−
n−1
∑
k=0
(z+λ )α−k−1
(
dk
dtk
(eλ tv(t))
∣∣∣
t=0
)
.
2.2 Equivalent form of Eq. (1.2)
According to (1.3) and Definition 1, we get
0D
1−α ,λ ,x0
t G(ρ , t,x0)
=
(
∂
∂ t
+λ − r(x0)− JρU(x0)
)
e−(λ−r(x0)−JρU(x0))t 0Iαt
(
e(λ−r(x0)−JρU(x0))tG(ρ , t,x0)
)
.
(2.1)
By calculating directly, we obtain
0D
1−α ,λ ,x0
t G(ρ , t,x0) = e
−(λ−r(x0)−JρU(x0))t
0D
1−α
t
(
e(λ−r(x0)−JρU(x0))tG(ρ , t,x0)
)
. (2.2)
6Combining (2.2) with (1.2), we have
∂
∂ t
G(ρ , t,x0) =e
−(λ−r(x0)−JρU(x0))t
0D
1−α
t
(
e(λ−r(x0)−JρU(x0))t(∆ + γ)
β
2 G(ρ , t,x0)
)
+(r(x0)+ JρU(x0))G(ρ , t,x0)−λG(ρ , t,x0)+λeJρU(x0)ter(x0)t
+λ αe−(λ−r(x0)−JρU(x0))t 0D1−αt
(
e(λ−r(x0)−JρU(x0))tG(ρ , t,x0)
)
−λ αe−(λ−r(x0)−JρU(x0))t 0D1−αt eλ t .
(2.3)
Further simplification leads to(
∂
∂ t
G(ρ , t,x0)+λG(ρ , t,x0)− (r(x0)+ JρU(x0))G(ρ , t,x0)
)
e(λ−r(x0)−JρU(x0))t
= 0D
1−α
t
(
e(λ−r(x0)−JρU(x0))t(∆ + γ)
β
2 G(ρ , t,x0)
)
+λeλ t
+λ α 0D
1−α
t
(
e(λ−r(x0)−JρU(x0))tG(ρ , t,x0)
)
−λ α 0D1−αt eλ t .
(2.4)
It is easy to check that(
∂
∂ t
G(ρ , t,x0)+λG(ρ , t,x0)− (r(x0)+ JρU(x0))G(ρ , t,x0)
)
e(λ−r(x0)−JρU(x0))t
=
∂
∂ t
(
e(λ−r(x0)−JρU(x0))tG(ρ , t,x0)
)
.
Under the assumption that the solution to Eq. (1.2) is sufficiently regular, (2.4) can be rewrit-
ten as
C
0D
α
t
(
e(λ−r(x0)−JρU(x0))tG(ρ , t,x0)
)
=e(λ−r(x0)−JρU(x0))t(∆ + γ)
β
2 G(ρ , t,x0)+λ 0I
1−α
t e
λ t
+λ αe(λ−r(x0)−JρU(x0))tG(ρ , t,x0)−λ αeλ t .
According to Definition 3, we have the following equivalent form of Eq. (1.2)
e(r(x0)+JρU(x0))t C0D
α ,λ
t
(
e−(r(x0)+JρU(x0))tG(ρ , t,x0)
)
−λ αG(ρ , t,x0)
= (∆ + γ)
β
2 G(ρ , t,x0)+ f ,
(2.5)
where
f =−λ αe(r(x0)+JρU(x0))t +λe−(λ−r(x0)−JρU(x0))t 0I1−αt eλ t .
So, to get an effective numerical scheme for Eq. (1.2) with nonhomogeneous initial
condition, we need to homogenize the initial condition for Eq. (2.5), i.e.,
G(ρ , t,x0) =W (ρ , t,x0)+G(ρ ,0,x0)e
−(λ−r(x0)−JρU(x0))t . (2.6)
So (2.5) can be rewritten as
e(r(x0)+JρU(x0))t C0D
α ,λ
t
(
e−(r(x0)+JρU(x0))tW (ρ , t,x0)
)
−λ αW (ρ , t,x0)
= (∆ + γ)
β
2W (ρ , t,x0)+ fw,
(2.7)
7where
fw =λ
αG(ρ ,0,x0)e
−(λ−r(x0)−JρU(x0))t +(∆ + γ)
β
2
(
G(ρ ,0,x0)e
−(λ−r(x0)−JρU(x0))t
)
−λ αe(r(x0)+JρU(x0))t +λe−(λ−r(x0)−JρU(x0))t 0I1−αt eλ t .
(2.8)
According to (2.5) and (2.8), we can get
fw(0) = 0.
Comparing Eq. (2.7) with Eq. (2.5), we only need to consider how to develop the nu-
merical scheme for (2.5) with homogeneous initial condition, i.e., G0(ρ ,x0) = 0, since the
numerical scheme can also be applied to (2.7)-(2.8). For convenience, we rewrite (2.5) as
L
α ,λ
t G(ρ , t,x0) = (∆ + γ)
β
2 G(ρ , t,x0)+ f , (2.9)
where
L
α ,λ
t G(ρ , t,x0) = e
(r(x0)+JρU(x0))t C
0D
α ,λ
t
(
e−(r(x0)+JρU(x0))tG(ρ , t,x0)
)
−λ αG(ρ , t,x0)
(2.10)
and f satisfies
f (0) = 0. (2.11)
Remark 2.2 Through the above derivation, it can be noted that one only needs to discretize
Eq. (2.9) to approximate Eq. (1.2).
3 Space discretization and error analysis
This section provides a finite difference discretization for the two-dimensional tempered
fractional Laplacian on a bounded domain Ω =(−l, l)×(−l, l)with extended homogeneous
Dirichlet boundary conditions: G(x,y) ≡ 0 for (x,y) ∈ Ω c, which is based on our previous
work [28] and modifies the regularity requirement according to [32]. Afterwards, we give
the error analysis of the space semi-discrete scheme. Here, we set the mesh sizes h1 = l/Ni
and h2 = l/N j; denote grid points xi = ih1 and y j = jh2, for−Ni ≤ i≤Ni and−N j ≤ j≤N j;
for convenience, let Ni = N j = N, then we can set h1 = h2 = h.
3.1 Spatial discretization
According to (1.4), we have
−(∆ + γ) β2 G(x,y) =−c2,βP.V.
∫ ∫
R2
G(ξ ,η)−G(x,y)
ϑ (x,y,ξ ,η)
dξdη , (3.1)
where
ϑ (x,y,ξ ,η) = eγ
√
(ξ−x)2+(η−y)2
(√
(ξ − x)2+(η − y)2
)2+β
. (3.2)
8To discretize (∆ + γ)
β
2 G(xp,yq) for any −N ≤ p, q≤ N, we first divide the integral domain
into two parts for (3.1), i.e.,∫ ∫
R2
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dξdη =
∫ ∫
Ω
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dξdη
+
∫ ∫
R2\Ω
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dξdη .
(3.3)
It is easy to see that∫ ∫
R2\Ω
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dξdη
=
∫ ∫
R2\Ω
G(ξ ,η)
ϑ (xp,yq,ξ ,η)
dξdη −
∫ ∫
R2\Ω
G(xp,yq)
ϑ (xp,yq,ξ ,η)
dξdη
=−W∞p,qG(xp,yq),
where the fact G(ξ ,η)≡ 0 for (ξ ,η)∈ R2\Ω is used and
W∞p,q =
∫ ∫
R2\Ω
1
ϑ (xp,yq,ξ ,η)
dξdη .
Here,W∞p,q can be calculated by the function ‘integral2.m’ in MATLAB.
Next, we formulate the first integral in (3.3) as
∫ ∫
Ω
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ =
N−1
∑
i=−N
N−1
∑
j=−N
∫ ξi+1
ξi
∫ η j+1
η j
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ ,
(3.4)
where ξi = ih and η j = jh. Denote Ip,q = {(p,q),(p−1,q),(p,q−1),(p−1,q−1)}. For
(3.4), when (i, j) ∈Ip,q, we rewrite them as∫ ξp
ξp−1
∫ ηq
ηq−1
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ +
∫ ξp+1
ξp
∫ ηq
ηq−1
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ
+
∫ ξp
ξp−1
∫ ηq+1
ηq
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ +
∫ ξp+1
ξp
∫ ηq+1
ηq
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ
=
∫ ξp+1
ξp−1
∫ ηq+1
ηq−1
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ .
(3.5)
According to (3.2), we obtain
ϑ (x,y,x−ξ ,y−η) = ϑ (x,y,x+ξ ,y−η) = ϑ (x,y,x−ξ ,y+η) = ϑ (x,y,x+ξ ,y+η).
(3.6)
By (3.6) and the symmetry of the integral domain and integrand, Eq. (3.5) can be rewritten
as∫ ξp+1
ξp−1
∫ ηq+1
ηq−1
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ =
∫ h
0
∫ h
0
ψ(xp,yq,ξ ,η)
eγ
√
ξ 2+η2
(√
ξ 2+η2
)2+β dηdξ ,
(3.7)
9where
ψ(xp,yq,ξ ,η) =G(xp+ξ ,yq+η)+G(xp−ξ ,yq+η)
+G(xp−ξ ,yq−η)+G(xp+ξ ,yq−η)−4G(xp,yq).
Further denoting
φσ (ξ ,η) =
ψ(xp,yq,ξ ,η)
eγ
√
ξ 2+η2
(√
ξ 2+η2
)σ , σ ∈ (β ,2],
then Eq. (3.7) can be written as
∫ ξp+1
ξp−1
∫ ηq+1
ηq−1
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ =
∫ h
0
∫ h
0
φσ (ξ ,η)(ξ
2+η2)
σ−2−β
2 dηdξ .
(3.8)
Here, we use the weighted trapezoidal rule to approximate (3.8), that is,
∫ h
0
∫ h
0
φσ (ξ ,η)(ξ
2+η2)
σ−2−β
2 dηdξ ≈
1
4
(
lim
(ξ ,η)→(0,0)
φσ (ξ ,η)+φσ(ξ0,η1)+φσ (ξ1,η1)+φσ (ξ1,η0)
)
W0,0, σ ∈ (β ,2);
1
3
(φσ (ξ0,η1)+φσ (ξ1,η1)+φσ (ξ1,η0))W0,0, σ = 2,
(3.9)
where
W0,0 =
∫ h
0
∫ h
0
(ξ 2+η2)
σ−2−β
2 dηdξ . (3.10)
Assuming that u is smooth enough, for σ ∈ (β ,2), there exists
lim
(ξ ,η)→(0,0)
φσ (ξ ,η) = 0;
and further introduce a parameter
kσ =

1 σ ∈ (β ,2),
4
3
σ = 2.
So, Eq. (3.9) can be rewritten as
∫ h
0
∫ h
0
φσ (ξ ,η)(ξ
2+η2)
σ−2−β
2 dηdξ ≈ kσ
4
(φσ (ξ0,η1)+φσ (ξ1,η1)+φσ (ξ1,η0))W0,0.
(3.11)
For (3.4), when (i, j) /∈Ip,q, denote Ip,q,p+i,q+ j as the approximation of
∫ ξp+i+1
ξp+i
∫ ηq+ j+1
ηq+ j
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ ;
10
we use the bilinear interpolation to approximate
G(ξ ,η)−G(xp,yq)
eγ
√
(ξ−x)2+(η−y)2
in [ξp+i,ξp+i+1]× [ηq+ j,ηq+ j+1]
and get
Ip,q,p+i,q+ j =
(
G(ξp+i,ηq+ j)−G(xp,yq)
eγh
√
i2+ j2
)(
H
ξη
i, j −ξi+1Hηi, j−η j+1Hξi, j+ξi+1η j+1Hi, j
)
−
(
G(ξp+i+1,ηq+ j)−G(xp,yq)
eγh
√
(i+1)2+ j2
)(
H
ξη
i, j −ξiHηi, j−η j+1Hξi, j+ξiη j+1Hi, j
)
−
(
G(ξp+i,ηq+ j+1)−G(xp,yq)
eγh
√
i2+( j+1)2
)(
H
ξη
i, j −ξi+1Hηi, j−η jHξi, j+ξi+1η jHi, j
)
+
(
G(ξp+i+1,ηq+ j+1)−G(xp,yq)
eγh
√
(i+1)2+( j+1)2
)(
H
ξη
i, j −ξiHηi, j−η jHξi, j+ξiη jHi, j
)
,
where
Hi, j =
1
h2
∫ ξi+1
ξi
∫ η j+1
η j
(ξ 2+η2)
−2−β
2 dηdξ ,
H
ξ
i, j =
1
h2
∫ ξi+1
ξi
∫ η j+1
η j
ξ (ξ 2+η2)
−2−β
2 dηdξ ,
H
η
i, j =
1
h2
∫ ξi+1
ξi
∫ η j+1
η j
η(ξ 2+η2)
−2−β
2 dηdξ ,
H
ξη
i, j =
1
h2
∫ ξi+1
ξi
∫ η j+1
η j
ξ η(ξ 2+η2)
−2−β
2 dηdξ .
(3.12)
Here, Hi, j, H
ξ
i, j, H
η
i, j, H
ξη
i, j can be obtained by numerical integration. Denote
W 1i, j = H
ξη
i, j −ξi+1Hηi, j−η j+1Hξi, j+ξi+1η j+1Hi, j,
W 2i, j =−
(
H
ξη
i−1, j−ξi−1Hηi−1, j−η j+1Hξi−1, j +ξi−1η j+1Hi−1, j
)
,
W 3i, j =−
(
H
ξη
i, j−1−ξi+1Hηi, j−1−η j−1Hξi, j−1+ξi+1η j−1Hi, j−1
)
,
W 4i, j = H
ξη
i−1, j−1−ξi−1Hηi−1, j−1−η j−1Hξi−1, j−1+ξi−1η j−1Hi−1, j−1.
(3.13)
Then, for (i− p, j−q) /∈Ip,q, Ip,q,i, j can be rewritten as
Ip,q,i, j =
G(ξi,η j)−G(xp,yq)
eγh
√
(i−p)2+( j−q)2
W 1i−p, j−q+
G(ξi+1,η j)−G(xp,yq)
eγh
√
(i+1−p)2+( j−q)2
W 2(i+1)−p, j−q
+
G(ξi,η j+1)−G(xp,yq)
eγh
√
(i−p)2+( j+1−q)2
W 3i−p,( j+1)−q
+
G(ξi+1,η j+1)−G(xp,yq)
eγh
√
(i+1−p)2+( j+1−q)2
W 4(i+1)−p,( j+1)−q;
(3.14)
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and Eq. (3.4) becomes
N−1
∑
i=−N
N−1
∑
j=−N
∫ ξi+1
ξi
∫ η j+1
η j
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ
≈kσ
4
(φσ (ξ0,η1)+φσ (ξ1,η1)+φσ (ξ1,η0))W0,0
+
N−1,N−1
∑
i=−N, j=−N;
(i, j)/∈Ip,q
Ip,q,i, j .
(3.15)
To make the form of weight w
β ,γ
p,q,i, j unified, according to (3.11), we denote
W 1−1,−1 =W
2
1,−1 =W
3
−1,1 =W
4
1,1 =
kσ
4
W0,0(√
2h
)σ ,
W 1−1,0 =W
3
−1,0 =W
2
1,0 =W
4
1,0 =
W 10,−1 =W
2
0,−1 =W
3
0,1 =W
4
0,1 =
kσ
4
W0,0
(h)σ
.
(3.16)
So, we have the discretization scheme
−(∆ + γ)
β
2
h Gp,q =
N
∑
i=−N
N
∑
j=−N
w
β ,γ
p,q,i, jGi, j, (3.17)
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where
w
β ,γ
p,q,i, j =− c2,β

−
(
i=N−1, j=N−1
∑
i=−N+1, j=−N+1
W 1i−p, j−q+W
2
i−p, j−q+W
3
i−p, j−q+W
4
i−p, j−q
eγh
√
(i−p)2+( j−q)2
+
W 1−N−p,−N−q
eγh
√
(−N−p)2+(−N−q)2
+
W 2N−p,−N−q
eγh
√
(N−p)2+(−N−q)2
+
W 3−N−p,N−q
eγh
√
(−N−p)2+(N−q)2
+
W 4N−p,N−q
eγh
√
(N−p)2+(N−q)2
+
N−1
∑
i=−N+1
W 1i−p,−N−q+W
2
i−p,−N−q
eγh
√
(i−p)2+(−N−q)2
+
N−1
∑
i=−N+1
W 3i−p,N−q+W
4
i−p,N−q
eγh
√
(i−p)2+(N−q)2
+
N−1
∑
j=−N+1
W 1−N−p, j−q+W
3
−N−p, j−q
eγh
√
(−N−p)2+( j−q)2
+
N−1
∑
j=−N+1
W 2N−p, j−q+W
4
N−p, j−q
eγh
√
(N−p)2+( j−q)2
+W∞p,q
)
, i= p, j = q;
W 1i−p, j−q+W
2
i−p, j−q
eγh
√
(i−p)2+( j−q)2
, −N < i< N, j =−N;
W 1i−p, j−q+W
3
i−p, j−q
eγh
√
(i−p)2+( j−q)2
, i=−N,−N < j < N;
W 3i−p, j−q+W
4
i−p, j−q
eγh
√
(i−p)2+( j−q)2
, −N < i< N, j = N;
W 2i−p, j−q+W
4
i−p, j−q
eγh
√
(i−p)2+( j−q)2
, i = N,−N < j < N;
W 1i−p, j−q
eγh
√
(i−p)2+( j−q)2
, i =−N, j =−N;
W 2i−p, j−q
eγh
√
(i−p)2+( j−q)2
, i= N, j =−N;
W 3i−p, j−q
eγh
√
(i−p)2+( j−q)2
, i=−N, j = N;
W 4i−p, j−q
eγh
√
(i−p)2+( j−q)2
, i= N, j = N;
W 1i−p, j−q+W
2
i−p, j−q+W
3
i−p, j−q+W
4
i−p, j−q
eγh
√
(i−p)2+( j−q)2
, otherwise.
(3.18)
Remark 3.1 Here, we discretize the tempered fractional Laplacian satisfying homogeneous
Dirichlet boundary conditions, so (3.17) can be rewritten as
−(∆ + γ)
β
2
h Gp,q =
N−1
∑
i=−N+1
dN−1
∑
j=−N+1
w
β ,γ
p,q,i, jGi, j. (3.19)
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3.2 Error analysis for the space semi-discrete scheme
First, we define an operator from a function to a vector
V : f → f,
where f denotes a function,
f= { f−N+1,−N+1, f−N+1,−N+2, . . . , f−N+1,N−1, f−N+2,−N+1, . . . , fN−1,N−1},
and fp,q = f (xp,yq).
According to (2.9) and (3.19), the spatially semi-discrete scheme can be written as
L
α ,λ
t Gh,p,q(t) =−
N−1,N−1
∑
i=−N+1, j=−N+1
w
β ,γ
p,q,i, jGh,i, j(t)+ fp,q(t) for −N < p,q< N, (3.20)
where Gh,p,q(t) is the numerical solution at (xp,yq) of the spatially semi-discrete scheme.
Denoting
Gh(t) = {Gh,−N+1,−N+1(t),Gh,−N+1,−N+2(t), . . . ,Gh,−N+1,N−1(t), . . . ,Gh,N−1,N−1(t)},
then the spatially semi-discrete scheme can be rewritten as
L
α ,λ
t Gh(t) = (∆ + γ)
β
2
h Gh(t)+V f (t). (3.21)
According to Proposition 1 and taking the Laplace transform for (2.9), we get
L˜
α ,λ
t G˜= (∆ + γ)
β
2 G˜+ f˜ ,
where G˜ and f˜ denote the Laplace transforms of G and f , respectively, and
L˜
α ,λ
t = ((z+λ − r(x0)− JρU(x0))α −λ α ) =: ω(z,x0) =: ω .
So we obtain
G˜=
(
ω − (∆ + γ) β2
)−1
f˜ =: E˜(z) f˜ . (3.22)
Similarly, taking the Laplace transform for (3.21), we get
ωhG˜h(t) = (∆ + γ)
β
2
h G˜h(t)+V f˜ ,
where
ωhG˜h = diag(V ω)G˜h
and ‘diag’ denotes a diagonal matrix formed from its vector argument. The solution of spa-
tially semi-discrete scheme is
G˜h =
(
ωh− (∆ + γ)
β
2
h
)−1
V f˜ =: E˜h(z)V f˜ . (3.23)
The solution of (2.9) may therefore be obtained by the inverse Laplace transform of
(3.22), with integration along a line parallel to and to the right of the imaginary axis. So, we
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need to choose a suitable integral contour to get the error estimate between (2.9) and (3.21).
Let
pi
2
≤ θ < pi
2
+θε , (3.24)
where
θε = inf
x0∈Ω¯
arccos
(
|ρU(x0)|√
r(x0)2+(ρU(x0))2
)
. (3.25)
Lemma 3.1 For any z∈ Σθ and x0 ∈ Ω¯ , ω(z,x0) ∈ Σθ holds, where Σθ = {z ∈C : |argz| ≤
θ}.
Proof We first introduce a notation Γθ = {z ∈ C : |argz|= θ}
⋃{0}. (3.24) and (3.25) yield
that for any z ∈ Σθ and x0 ∈ Ω¯ ,
(z− r(x0)− JρU(x0)) ∈ Σθ .
So we just need to prove ((z+ λ )α − λ α) ∈ Σθ for any z ∈ Σθ to get ω(z,x0) ∈ Σθ . By
simple calculations, there are
((z+λ )α −λ α) = λ α
(( z
λ
+1
)α
−1
)
.
So we just need to prove ((z+1)α −1) ∈ Σθ for any z ∈ Σθ , which is equal to prove (z+
1)α ∈ Σθ + 1 = {z ∈ C : z− 1 6= 0, |arg(z− 1)| < θ}. Therefore, we need to prove |(z+
1)α | ≥ |z¯|, where z¯ ∈ Γ¯ = {z ∈ C : z− 1 ∈ Γθ} and |arg z¯| = |arg(z+ 1)α |. Assuming that
|arg(z+1)|= θ¯ , we have |arg z¯|= αθ¯ and 0< θ¯ < θ . By simple calculations, we obtain
|(z+1)α |= |(z+1)|α ≥
(
cos θ˜
cos (θ¯ − θ˜ )
)α
,
|z¯|= cos θ˜
cos(αθ¯ − θ˜) ,
where θ˜ = θ −pi/2. Denote
F(θ¯) =
1
|z¯|
(
cos θ˜
cos (θ¯ − θ˜ )
)α
= (cos θ˜)α−1
cos(αθ¯ − θ˜)
(cos(θ¯ − θ˜))α .
Then
F ′(θ¯) =
α(cos θ˜)α−1
(cos(θ¯ − θ˜))α+1
(
sin(θ˜ −αθ¯)cos(θ¯ − θ˜)− sin(θ˜ − θ¯ )cos(αθ¯ − θ˜ ))
=
α(cos θ˜)α−1
(cos(θ¯ − θ˜))α+1
(
sin(θ¯ − θ˜)cos(αθ¯ − θ˜)− sin(αθ¯ − θ˜)cos(θ¯ − θ˜ )) .
Since 0≤ θ¯ < θ = pi/2+ θ˜ , we have cos θ˜ > 0 and cos(θ¯ − θ˜) > 0. Then, for F ′(θ¯), there
are the following discussions.
1) When θ¯ − θ˜ > αθ¯ − θ˜ ≥ 0, we have
sin(θ¯ − θ˜) > sin(αθ¯ − θ˜ )≥ 0,
cos(αθ¯ − θ˜ )> cos(θ¯ − θ˜)> 0,
so there is
F ′(θ¯)> 0.
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2) When θ¯ − θ˜ ≥ 0> αθ¯ − θ˜ , we have
sin(θ¯ − θ˜) ≥ 0> sin(αθ¯ − θ˜ )
cos(αθ¯ − θ˜ ),cos(θ¯ − θ˜)> 0,
so it holds that
F ′(θ¯)> 0.
3) When 0> θ¯ − θ˜ > αθ¯ − θ˜ , we have
sin(θ˜ −αθ¯)> sin(θ˜ − θ¯ )> 0
cos(θ¯ − θ˜ )> cos(αθ¯ − θ˜)> 0,
so there is
F ′(θ¯)> 0.
4) When θ¯ − θ˜ = αθ¯ − θ˜ , that is θ¯ = 0, there is
F ′(0) = 0.
Finally, it leads to
F(θ¯)≥ F(0) = 1
and
|(z+1)α | ≥ |z¯|.
Therefore, we obtain ω(z,x0) ∈ Σθ for any z ∈ Σθ .
Lemma 3.2 E˜(z) is analytic and satisfies ‖E˜(z)‖L2→L2 ≤M/|z|α in Σθ ,κ , where Σθ ,κ = {z∈
C : |z|> κ , |argz| ≤ θ}. Similarly, E˜h(z) is analytic and satisfies ‖E˜h(z)‖l2→l2 ≤M/|z|α in
Σθ ,κ .
Proof First, we prove
|z−r(x0)−JρU(x0)|
|z| ≥C for any x0 ∈ Ω¯ . Let
z= c1e
Jη1 , |η1|< θ ;
r(x0)+ JρU(x0) = c2e
Jη2 , |η2| ≥ θε + pi
2
.
Then we have
|z− r(x0)− JρU(x0)|
|z| =
∣∣∣∣ z− r(x0)− JρU(x0)z
∣∣∣∣
=
∣∣∣∣c1eJη1 − c2eJη2c1eJη1
∣∣∣∣
=
∣∣∣∣1− c2c1 eJ(η2−η1)
∣∣∣∣ .
By using the relationship between the complex point 1 and the line z= |z|eJ(η2−η1) in com-
plex plane, we obtain
|z− r(x0)− JρU(x0)|
|z| ≥ sin
(
θε +
pi
2
−θ
)
≥C, (3.26)
16
where C is a positive constant. Let zε = z− r(x0)− JρU(x0). So there exists a constant
cε > 0 satisfying |zε | ≥ cε > 0 and |argzε | ≤ θ . Moreover, by the mean value theorem, we
have
|(λ + zε )α −λ α |
|zε |α ≥
C|(λ +ρzε )|α−1|zε |
|zε |α ≥C
|ρzε |1−α
|(λ +ρzε)|1−α ,
where ρ ∈ (0,1). Since |zε | ≥ cε > 0, there exists
|(λ + zε )α −λ α |
|zε |α ≥C. (3.27)
According to (3.26) and (3.27), we arrive at
|ω |= |(λ + zε )α −λ α | ≥C|zε |α ≥C|z|α . (3.28)
Finally, according to [33], we know that−(∆ +γ) β2 with homogeneous Dirichlet bound-
ary conditions is a positive definite and self-adjoint operator in L2(Ω ). Thus −(∆ + γ) β2
generates an analytic semigroup [1,24], which implies that for any θˆ andM =Mθˆ , we have
the resolvent estimate∥∥∥∥(zI− (∆ + γ) β2 )−1∥∥∥∥
L2→L2
≤ M|z| for z ∈ Σθˆ = {z ∈ C : z 6= 0, |argz|< θˆ}.
By Lemma 3.1, the condition Σθ ,κ ⊆ Σθ and (3.28), for fixed x¯ ∈ Ω¯ , we obtain∥∥∥∥(ω(z, x¯)− (∆ + γ) β2 )−1∥∥∥∥
L2→L2
≤ M|z|α for z ∈ Σθ ,κ . (3.29)
Let (
ω(z,x0)− (∆ + γ)
β
2
)
G= F. (3.30)
Then we have (
ω(z, x¯)− (∆ + γ) β2
)
G= F+(ω(z, x¯)−ω(z,x0))G. (3.31)
It is easy to get that
‖F+(ω(z, x¯)−ω(z,x0))G‖L2 ≤ ‖F‖L2 +‖(ω(z, x¯)−ω(z,x0))G‖L2
≤ ‖F‖L2 + sup
x0∈Ω¯
|(r(x0)− r(x¯))− Jρ(U(x0)−U(x¯))|α‖G‖L2
≤ ‖F‖L2 +‖G‖L2 .
(3.32)
Combining (3.29), (3.31) and (3.32), we have
‖G‖L2 ≤M|z|−α‖F‖L2 +M|z|−α‖G‖L2 .
When κ is large enough, namely, |z| is large enough, we have ‖G‖L2 ≤M|z|−α‖F‖L2 and∥∥∥∥(ω(z,x0)− (∆ + γ) β2 )−1∥∥∥∥
L2→L2
≤ M|z|α for z ∈ Σθ ,κ .
Next, to prove ‖E˜h(z)‖l2→l2 ≤ M/|z|α , we need to show the positive definiteness and self-
adjoint of (∆ + γ)
β
2
h , i.e., the matrix As generated by discretizing the tempered fractional
Laplacian is positive definite and symmetric there, which is proved in Appendix B. The rest
of the proof of E˜h(z) is similar to the case of E˜(z).
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By simple calculation, we get the following lemma.
Lemma 3.3 ‖E˜ ′(z)‖L2→L2 ≤M/|z|α+1 in Σθ ,κ , similarly, ‖E˜ ′h(z)‖l2→l2 ≤M/|z|α+1 in Σθ ,κ .
Theorem 3.1 Denote (∆ + γ)
β
2
h as a finite difference approximation of the tempered frac-
tional Laplacian (∆ + γ)
β
2 . Suppose that G(x,y) ∈ C2(Ω¯) is supported in an open set
Ω ⊂ R2. Then, there are∥∥∥∥V (∆ + γ) β2 G(x,y)− (∆ + γ) β2h V G∥∥∥∥
l∞
≤Ch2−β ,∥∥∥∥V (∆ + γ) β2 G(x,y)− (∆ + γ) β2h V G∥∥∥∥
l2
≤Ch2−β , for β ∈ (0,2)
with C being a positive constant depending on β and γ .
Proof The details of the proof are given in Appendix A by modifying the proof in [28].
Before giving the error estimate between (2.9) and (3.21), we introduce the following
lemma.
Lemma 3.4 For z ∈ Σθ and the solution G(·,x) ∈C2(Ω¯), there is the estimate
‖V E˜(z)− E˜h(z)V ‖L2→l2 ≤Ch2−β |z|−α .
Proof According to (3.22) and (3.23), there are(
ω− (∆ + γ) β2
)
G˜= f˜ (3.33)
and (
ωh− (∆ + γ)
β
2
h
)
G˜h = V f˜ . (3.34)
Performing V on both sides of (3.33) leads to
V
(
ω − (∆ + γ) β2
)
G˜= V f˜ . (3.35)
Subtracting (3.35) from (3.34) results in(
ωh− (∆ + γ)
β
2
h
)
G˜h−V
(
ω − (∆ + γ) β2
)
G˜= 0.
Then we obtain (
ωh− (∆ + γ)
β
2
h
)
G˜h−
(
ωh− (∆ + γ)
β
2
h
)
V G˜
+
(
ωh− (∆ + γ)
β
2
h
)
V G˜−V
(
ω− (∆ + γ) β2
)
G˜= 0.
Rearranging the terms leads to(
ωh− (∆ + γ)
β
2
h
)
(G˜h−V G˜) = (∆ + γ)
β
2
h V G˜−V (∆ + γ)
β
2 G˜, (3.36)
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where the fact ωhV G˜ = V ωG˜ is used. According to Theorem 3.1, Lemma 3.2 and (3.36),
we get
‖V G˜− G˜h‖l2 =
∥∥∥∥∥
(
ωh− (∆ + γ)
β
2
h
)−1(
(∆ + γ)
β
2
h V G˜−V (∆ + γ)
β
2 G˜
)∥∥∥∥∥
l2
≤
∥∥∥∥∥
(
ωh− (∆ + γ)
β
2
h
)−1∥∥∥∥∥
l2→l2
∥∥∥∥((∆ + γ) β2h V G˜−V (∆ + γ) β2 G˜)∥∥∥∥
l2
≤Ch2−β |z|−α .
(3.37)
Combining (3.22) and (3.23) leads to
‖V E˜(z) f˜ − E˜h(z)V f˜‖l2 ≤Ch2−β |z|−α .
Taking ‖ f˜ ‖L2 = 1 results in
‖V E˜(z)− E˜h(z)V ‖L2→l2 ≤Ch2−β |z|−α ,
which completes the proof.
According to (3.22), (3.23) and Lemma 3.2, we have
G(t) =
1
2piJ
∫
Γθ ,κ
eztE˜(z) f˜ dz (3.38)
and
Gh(t) =
1
2piJ
∫
Γθ ,κ
ezt E˜h(z)V f˜ dz, (3.39)
where Γθ ,κ = {z ∈ C : |z| ≥ κ , |argz|= θ}
⋃{z ∈ C : |z|= κ , |argz| ≤ θ}.
Theorem 3.2 Let G be the solution of Eq. (2.9) satisfying G(·,x) ∈ C2(Ω¯) and Gh be the
solution of Eq. (3.21). Suppose f ∈ L∞(0,T,L2(Ω ))with ∫ t0(t−s)α−1‖ f (s)‖L2ds≤∞. Then,
we have the following error estimate between the solutions of (2.9) and (3.21)
‖V G(t)−Gh(t)‖l2 ≤Ch2−β
∫ t
0
(t− s)α−1‖ f (s)‖L2(Ω)ds.
Proof According to (3.38) and (3.39), we have
V G(t)−Gh(t) = 1
2piJ
∫
Γθ ,κ
ezt
(
V E˜(z)− E˜h(z)V
)
f˜ dz.
From Lemma 3.4 and the property of convolution, there exists
‖V G(t)−Gh(t)‖l2 ≤
∥∥∥∥ 12piJ
∫
Γθ ,κ
ezt
(
V E˜(z)− E˜(z)hV
)
dz∗ f
∥∥∥∥
l2
≤
∥∥∥∥ 12piJ
∫
Γθ ,κ
ezt
(
V E˜(z)− E˜h(z)V
)
dz
∥∥∥∥
L2→l2
∗‖ f ‖L2(Ω)
≤Ch2−β
∫
Γθ ,κ
e−sin(θ−pi/2)|z|t |z|−αd|z| ∗ ‖ f ‖L2(Ω)
≤Ch2−β tα−1 ∗‖ f ‖L2(Ω),
which completes the proof.
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4 Time discretization and error analysis
In this section, we use the backward Euler (BE) method and the second-order backward
difference (SBD) method to discretize the time tempered fractional substantial derivative
and obtain the first-order and second-order schemes. Following that, we perform the error
analyses for these two schemes.
4.1 BE scheme and error analysis
First, let the time step size τ = T/L, L ∈ N, ti = iτ , i = 0,1, . . . ,L and 0 = t0 < t1 < · · · <
tL = T . Taking δ (ζ ) = (1− ζ ) and using convolution quadrature, for (2.10) we have the
discretization scheme
L
α ,λ
t v(x0, tn)≈
1
τα
n
∑
j=0
d
α ,λ
n− j(x0)v j(x0), (4.1)
where
v j(x0) = v(x0, t j)
and
∞
∑
j=0
d
α ,λ
j (x0)ζ
j = (1−ζ + τλ − τr(x0)− τJρU(x0))α − (τλ )α . (4.2)
Here
d
α ,λ
j (x0) =

(1+ τλ − τr(x0)− τJρU(x0))α − (τλ )α , j = 0;
−α(1+ τλ − τr(x0)− τJρU(x0))α−1, j = 1;
− (α− j+1)d
α ,λ
j−1(x0)
j(1+ τλ − τr(x0)− τJρU(x0)) , j > 1.
Remark 4.1 By simple calculations, ℜd
α ,λ
0 (x0) > 0 holds, where ℜz denotes the real part
of z. Here we denote d
α ,λ
j (xp,yq) as d
α ,λ
j,p,q. The coefficients d
α ,λ
j (x0) can also be calculated
by Fast Fourier Transform (FFT).
Then the time semi-discrete scheme is as follows,
1
τα
n
∑
k=0
d
α ,λ
k G(ρ , tn−k) = (∆ + γ)
β
2 G(ρ , tn)+ f (ρ , tn). (4.3)
Combining (4.3) with (3.17), we obtain the fully discrete scheme of Eq. (2.9), i.e., BE
scheme
1
τα
n
∑
k=0
diag(V dα ,λk )G
n−k
h = (∆ + γ)
β
2
h G
n
h+V f
n, (4.4)
where f n = f (tn), G
n
h,p,q is the numerical solution at (xp,yq, tn) for fully discrete scheme and
Gnh = (G
n
h,−N+1,−N+1,G
n
h,−N+1,−N+2, . . . ,G
n
h,N−1,N−1).
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Theorem 4.1 Let Gh and G
n
h be the solutions of Eq. (3.21) and Eq. (4.4), respectively. If
f ∈ L∞(0,T,L2(Ω )) with ∫ t0(t− s)α−1‖V f ′(s)‖l2ds≤ ∞ for t ∈ (0,T ], then we have
‖Gh(tn)−Gnh‖l2 ≤Cτ
∫ tn
0
(tn− s)α−1‖V f ′(s)‖l2ds.
Proof According to (3.39), we have
Gh(tn) =
(
1
2piJ
∫
Γθ ,κ
ezt E˜h(z)z
−1dz∗V f ′(t)
)
(tn), (4.5)
where the fact f (t) = f (0)+1∗ f ′(t), the property of convolution and (2.11) are used. To
get the solution of (4.4), we need to multiply by ζ n and sum from 0 to ∞, so
∞
∑
n=0
(
1
τα
n
∑
k=0
diag(V dα ,λk )G
n−k
h
)
ζ n =
∞
∑
n=0
(
(∆ + γ)
β
2
h G
n
hζ
n+V f nζ n
)
.
According to (4.2), we obtain(
ωh
(
1−ζ
τ
)
− (∆ + γ)
β
2
h
) ∞
∑
n=0
ζ nGnh =
∞
∑
n=0
ζ nV f n,
which implies
∞
∑
n=0
ζ nGnh =
(
ωh
(
1−ζ
τ
)
− (∆ + γ)
β
2
h
)−1 ∞
∑
n=0
ζ nV f n = E˜h
(
1−ζ
τ
) ∞
∑
n=0
ζ nV f n.
Thus
Gnh = τ
n
∑
j=0
En− jV f j,
where
E˜h
(
1−ζ
τ
)
= τ
∞
∑
j=0
E jζ
j. (4.6)
For convenience, we denote
Q(t ′,v) = τ ·diag
 ∑
0≤t j≤t′
E jV v(t
′− t j)
= diag((Eˆτ ∗V v)(t ′)) ,
where Eˆτ = τ
∞
∑
j=0
E jδt j , with δt the delta function concentrated at t. By the fact f (t)= f (0)+
1∗ f ′(t), the property of convolution and (2.11), we have
Gnh = (Eˆτ ∗V f )(tn) = diag(Eˆτ ∗1)∗ (V f ′)(tn) = (Q(t ′,1)∗V f ′(t ′))(tn). (4.7)
According to (4.5), (4.7) and the property of convolution, we have
Gh(tn)−Gnh =
((
1
2piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−1dz−Q(t ′,1)
)
∗V f ′(t ′)
)
(tn). (4.8)
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To get the desired bound, we need to consider the error between 1
2piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−1dz
and Q(t ′,1) for t ′ ∈ [tn−1, tn), n≥ 1. As for n= 1, we have∥∥∥∥Q(t ′,1)− 12piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−1dz
∥∥∥∥
l2→l2
≤Ct ′(α−1)τ .
Then for n> 1, we have the estimate∥∥∥∥ 12piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−1dz− 1
2piJ
∫
Γθ ,κ
eztn−1 E˜h(z)z
−1dz
∥∥∥∥
l2→l2
≤Cτ
∫
Γθ ,κ
e−c|z|t
′ |z|−αd|z|
≤Cτt ′(α−1).
(4.9)
Following the above, we need to prove that∥∥∥∥Q(t ′,1)− 12piJ
∫
Γθ ,κ
eztn−1E˜h(z)z
−1dz
∥∥∥∥
l2→l2
≤Cτt ′(α−1). (4.10)
According to (4.6), we have for small ξτ = e
−τ(κ+1),
τEn =
1
2piJ
∫
|ζ |=ξτ
ζ−n−1E˜h
(
1−ζ
τ
)
dζ .
Since
n−1
∑
j=0
ζ− j−1 = (ζ−n−1)/(1−ζ ), Q(t ′,1) can be written as
Q(t ′,1) = τ
n−1
∑
j=0
E j =
1
2piτJ
∫
|ζ |=ξτ
ζ−nE˜h
(
1−ζ
τ
)(
1−ζ
τ
)−1
dζ .
where the fact E˜h ((1−ζ )/τ)/(1− ζ ) is analytic for small ζ is used. Taking ζ = e−zτ , we
get
Q(t ′,1) =
1
2piJ
∫
Γ τ
eztn−1 E˜h
(
1− e−zτ
τ
)(
1− e−zτ
τ
)−1
dz,
where Γ τ = {z = κ + 1+ iy : y ∈ R and |y| ≤ pi/τ}. Next we deform the contour Γ τ to
Γ τθ ,κ = {z ∈ C : κ ≤ |z| ≤ piτ sin(θ) , |argz| = θ}
⋃{z ∈ C : |z| = κ , |argz| ≤ θ}, then Q(t ′,1)
can be rewritten as
Q(t ′,1) =
1
2piJ
∫
Γ τθ ,κ
eztn−1 E˜h
(
1− e−zτ
τ
)(
1− e−zτ
τ
)−1
dz.
Thus we have
1
2piJ
∫
Γθ ,κ
eztn−1 E˜h(z)z
−1dz−Q(t ′,1)
=
1
2piJ
∫
Γθ ,κ\Γ τθ ,κ
eztn−1 E˜h(z)z
−1dz
+
1
2piJ
∫
Γ τθ ,κ
eztn−1
(
E˜h(z)z
−1− E˜h
(
1− e−zτ
τ
)(
1− e−zτ
τ
)−1)
dz
=I+ II.
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For I, according to Lemma 3.2 there exists the estimate
‖I‖l2→l2 ≤C
∫
Γθ ,κ\Γ τθ ,κ
e−c|z|t
′ |z|−α−1d|z| ≤Cτt ′(α−1). (4.11)
For II, we obtain, with the mean value theorem, Lemma 3.3 and 1−e
−zτ
τ = z+O(τz
2),∥∥∥∥∥E˜h(z)z−1− E˜h
(
1− e−zτ
τ
)(
1− e−zτ
τ
)−1∥∥∥∥∥
l2→l2
≤C|z|−α−2|τz2| ≤Cτ |z|−α . (4.12)
Consequently,
‖II‖l2→l2 ≤Cτ
∣∣∣∣∫ piτ sin(θ)
κ
e−crt
′ |r|−αdr
∣∣∣∣+Cτ ∣∣∣∣∫ θ−θ eκ cos(η)tn−1κ1−αdη
∣∣∣∣
≤Ct ′(α−1)τ +Cτκeκt′ ≤Ct ′(α−1)τ ,
where the fact κeκt
′ ≤ κT 1−αeκT t ′(α−1) is used. Combining (4.9) and (4.10) leads to the
desired result.
Theorem 4.2 Let G be the solution of Eq. (2.9) satisfying G(·,x) ∈ C2(Ω¯) and Gnh be the
solution of Eq. (4.4). If f ∈ L∞(0,T,L2(Ω )) satisfying∫ t
0
(t− s)α−1‖ f (s)‖L2ds≤ ∞
and ∫ t
0
(t− s)α−1‖V f ′(s)‖l2ds≤ ∞
for t ∈ (0,T ], then
‖V G(tn)−Gnh‖l2 ≤Cτ
∫ tn
0
(tn− s)α−1‖V f ′(s)‖l2ds+Ch2−β
∫ tn
0
(tn− s)α−1‖ f (s)‖L2ds.
Proof Combining Theorem 3.2 and Theorem 4.1 results in
‖V G(tn)−Gnh‖l2 =‖V G(tn)−Gh(tn)+Gh(tn)−Gnh‖l2
≤‖V G(tn)−Gh(tn)‖l2 +‖Gh(tn)−Gnh‖l2
≤Cτ
∫ tn
0
(tn− s)α−1‖V f ′(s)‖l2ds+Ch2−β
∫ tn
0
(tn− s)α−1‖ f (s)‖L2ds.
4.2 SBD scheme and error analysis
Taking δ (ζ ) = (1−ζ )+(1−ζ )2/2, there exist
L
α ,λ
t v(x0, tn)≈
1
τα
n
∑
j=0
d
α ,λ
n− j(x0)v j(x0) (4.13)
and
∞
∑
j=0
d
α ,λ
j (x0)ζ
j = ((1−ζ )+(1−ζ )2/2+ τλ − τr(x0)− τJρU(x0))α − (τλ )α , (4.14)
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where d
α ,λ
j (x0) can also be calculated by FFT. As for d
α ,λ
0 (x0), we have ℜd
α ,λ
0 (x0) > 0.
Then the time semi-discrete scheme can be got as
1
τα
n
∑
k=0
d
α ,λ
k G(ρ , tn−k) = (∆ + γ)
β
2 G(ρ , tn)+ f (ρ , tn). (4.15)
Combining (4.15) with (3.17), we obtain the fully discrete scheme of Eq. (2.9), i.e., SBD
scheme
1
τα
n
∑
k=0
diag(V dα ,λk )G
n−k
h = (∆ + γ)
β
2
h G
n
h+V f
n. (4.16)
Theorem 4.3 Let Gh and G
n
h be the solutions of Eq. (3.21) and Eq. (4.16), respectively. If
f ∈ L∞(0,T,L2(Ω )) with ∫ t0(t− s)α−1‖V f ′′(s)‖l2ds≤ ∞ for t ∈ (0,T ], then we get
‖Gh(tn)−Gnh‖l2 ≤Cτ2
(
tα−1n ‖V f ′(0)‖l2 +
∫ tn
0
(tn− s)α−1‖V f ′′(s)‖l2ds
)
.
Proof According to (3.39), we have
Gh(tn) =
1
2piJ
∫
Γθ ,κ
eztn E˜h(z)z
−2dzV f ′(0)+
(
1
2piJ
∫
Γθ ,κ
eztE˜h(z)z
−2dz∗V f ′′(t)
)
(tn),
(4.17)
where the fact f (t) = f (0)+ t f ′(0)+ t ∗ f ′′(t), the property of convolution and (2.11) are
used. Multiplying both sides of (4.16) by ζ n and summing from 0 to ∞ lead to
∞
∑
n=0
ζ nGnh =
(
ωh
(
(1−ζ )+(1−ζ )2/2
τ
)
− (∆ + γ)
β
2
h
)−1 ∞
∑
n=0
ζ nV f n
=E˜h
(
(1−ζ )+(1−ζ )2/2
τ
) ∞
∑
n=0
ζ nV f n.
Thus
Gnh = τ
n
∑
j=0
En− jV f j,
where
E˜h
(
(1−ζ )+(1−ζ )2/2
τ
)
= τ
∞
∑
j=0
E jζ
j. (4.18)
For convenience, we define
Q(t ′,v) = τ ·diag
 ∑
0≤t j≤t′
E jV v(t
′− t j)
= diag((Eˆτ ∗V v)(t ′)) ,
where Eˆτ = τ
∞
∑
j=0
E jδt j . Denoting tˆ(·, t) = t, then
Gnh =(Eˆτ ∗V f )(tn)
=diag((Eˆτ ∗V tˆ)(tn))V f ′(0)+diag(Eˆτ ∗V tˆ)∗ (V f ′′)(tn)
=Q(tn, tˆ)V f
′(0)+(Q(t ′, tˆ)∗V f ′′(t ′))(tn),
(4.19)
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where the fact f (t) = f (0)+ t f ′(0)+ t ∗ f ′′(t), the property of convolution and (2.11) are
used. According to (4.17) and (4.19), we have
Gh−Gnh
=
(
1
2piJ
∫
Γθ ,κ
eztn E˜h(z)z
−2dz−Q(tn, tˆ)
)
V f ′(0)
+
((
1
2piJ
∫
Γθ ,κ
ezt E˜h(z)z
−2dz−Q(t, tˆ)
)
∗V f ′′(t)
)
(tn).
Now we need to consider the error between 1
2piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−2dz and Q(t ′, tˆ) for t ′ ∈
[tn−1, tn), n≥ 1. As for n= 1, we have∥∥∥∥Q(t ′, t)− 12piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−2dz
∥∥∥∥
l2→l2
≤Ct ′(α−1)τ2.
Then for n> 1, by Taylor’s expansion, we have
1
2piJ
∫
Γθ ,κ
ezt
′
E˜h(z)z
−2dz
=
1
2piJ
∫
Γθ ,κ
eztn E˜h(z)z
−2dz+
1
2piJ
(t ′− tn)
∫
Γθ ,κ
eztn E˜h(z)z
−1dz
+
1
2piJ
∫
Γθ ,κ
∫ t′
tn
(t ′− s)ezsz2dsE˜h(z)z−2dz.
(4.20)
By simple calculation, we get∥∥∥∥ 12piJ
∫
Γθ ,κ
∫ t′
tn
(t ′− s)ezsz2dsE˜h(z)z−2dz
∥∥∥∥
l2→l2
≤Cτ2t ′(α−1). (4.21)
As for Q(t ′, tˆ), we have
Q(t ′, tˆ) = lim
t′→tn
Q(t ′, tˆ)+(t ′− tn)Q(t ′,1). (4.22)
First we consider the error between
∫
Γθ ,κ
eztn E˜h(z)z
−1dz and Q(t ′,1). It can be noted that, for
ξτ = e
−τ(κ+1),
τEn =
1
2piJ
∫
|ζ |=ξτ
ζ−n−1E˜h
(
(1−ζ )+(1−ζ )2/2
τ
)
dζ .
Hence
Q(t ′,1)=
τ−1
2piJ
∫
|ζ |=ξτ
ζ−n−1µ(ζ )E˜h
(
(1−ζ )+(1−ζ )2/2
τ
)(
(1−ζ )+(1−ζ )2/2
τ
)−1
dζ ,
where we define µ(ζ ) = 1
2
(3−ζ )ζ , and use the fact
n−1
∑
j=0
ζ− j−1 = ζ−1
1−ζ−n
1−ζ−1 = ζ
−n−1 µ(ζ )
(1−ζ )+(1−ζ )2/2 −
1
1−ζ
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and E˜h
(
(1−ζ )+(1−ζ )2/2)/τ)/(1− ζ ) is analytic for small ζ . Taking ζ = e−zτ , and
denoting zτ =
(1−e−zτ )+(1−e−zτ )2/2
τ , we have
Q(t ′,1) =
1
2piJ
∫
Γ τ
eztnµ(e−zτ)E˜h (zτ) z−1τ dz,
where Γ τ = {z = κ + 1+ iy : y ∈ R and |y| ≤ pi/τ}. Next we deform the contour Γ τ to
Γ τθ ,κ = {z ∈ C : κ ≤ |z| ≤ piτ sin(θ) , |argz| = θ}
⋃{z ∈ C : |z| = κ , |argz| ≤ θ}, then Q(t ′,1)
can be rewritten as
Q(t ′,1) =
1
2piJ
∫
Γ τθ ,κ
eztnµ(e−zτ)E˜h (zτ)z−1τ dz.
Thus we have
1
2piJ
∫
Γθ ,κ
eztn E˜h(z)z
−1dz−Q(t ′,1)
=
1
2piJ
∫
Γθ ,κ\Γ τθ ,κ
eztn E˜h(z)z
−1dz
+
1
2piJ
∫
Γ τθ ,κ
eztn
(
E˜h(z)z
−1−µ(e−zτ)E˜h (zτ) z−1τ
)
dz
=I+ II.
For I, there exists the estimate
‖I‖l2→l2 ≤C
∫
Γθ ,κ\Γ τθ ,κ
e−c|z|t
′ |z|−α−1d|z| ≤Cτt ′(α−1). (4.23)
For II, we obtain, with the mean value theorem, Lemma 3.3, zτ =
(1−e−zτ )+(1−e−zτ )2/2
τ =
z+O(τ2z3) and c|z| ≤ |zτ | ≤C|z| when z ∈ Γ τθ ,κ ,∥∥E˜h(z)z−1−µ(e−zτ)E˜h (zτ)z−1τ ∥∥l2→l2
≤∥∥E˜h(z)z−1− E˜h (zτ)z−1τ ∥∥l2→l2 +∥∥E˜h (zτ) z−1τ −µ(e−zτ)E˜h (zτ) z−1τ ∥∥l2→l2
≤C|z|−α−2|τ2z3|+Cτ |z|−α
≤Cτ |z|−α .
(4.24)
Consequently,
‖II‖l2→l2 ≤Cτ
∣∣∣∣∫ piτ sin(θ)
κ
e−crt
′ |r|−αdr
∣∣∣∣+Cτ ∣∣∣∣∫ θ−θ eκ cos(η)tnκ1−αdη
∣∣∣∣
≤Ct ′α−1τ +Cτκeκt′ ≤Ct ′(α−1)τ ,
where the fact κeκt
′ ≤ κT 1−αeκT t ′α−1 is used.
Next, we consider the error between
∫
Γθ ,κ
eztn E˜h(z)z
−2dz and lim
t′→tn
Q(t ′, tˆ). Using the fact
that
n
∑
j=0
jζ j =(ζ−ζ n+1)/(1−ζ )2−nζ n+1/(1−ζ ) and E˜h
(
(1−ζ )+(1−ζ )2/2)/τ)/(1−
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ζ ) and E˜h
(
(1−ζ )+(1−ζ )2/2)/τ)/(1−ζ )2 are analytic for small ζ , we have
lim
t′→tn
Q(t ′, tˆ) = τ2
n−1
∑
j=0
E j(n− j)
=
τ−1
2piJ
∫
|ζ |=ξτ
ζ−n−1µ1(ζ )E˜h
(
(1−ζ )+(1−ζ )2/2
τ
)(
(1−ζ )+(1−ζ )2/2
τ
)−2
dζ ,
where µ1(ζ ) = ζ (3−ζ )2/4. Taking ζ = e−zτ , we have
lim
t′→tn
Q(t ′, tˆ) =
1
2piJ
∫
Γ τ
eztnµ1(e
−zτ )E˜h (zτ) z−2τ dz,
where Γ τ = {z= κ+1+ iy : y∈R and |y| ≤ pi/τ}. Next we deform the contour Γ τ to Γ τθ ,κ =
{z ∈ C : κ ≤ |z| ≤ piτ sin(θ) , |argz| = θ}
⋃{z ∈ C : |z| = κ , |argz| ≤ θ}, then limt′→tn Q(t ′, tˆ)
can be rewritten as
lim
t′→tn
Q(t ′, tˆ) =
1
2piJ
∫
Γ τθ ,κ
eztnµ1(e
−zτ)E˜h (zτ) z−2τ dz.
Thus we have
1
2piJ
∫
Γθ ,κ
eztn E˜h(z)z
−2dz− lim
t′→tn
Q(t ′, tˆ)
=
1
2piJ
∫
Γθ ,κ\Γ τθ ,κ
eztn E˜h(z)z
−2dz
+
1
2piJ
∫
Γ τθ ,κ
eztn
(
E˜h(z)z
−2−µ1(e−zτ )E˜h (zτ )z−2τ
)
dz
=III+ IV.
For III, there exists the estimate
‖III‖l2→l2 ≤C
∫
Γθ ,κ\Γ τθ ,κ
e−c|z|t
′ |z|−α−2d|z| ≤Cτ2t ′(α−1). (4.25)
For IV , we obtain, with the mean value theorem, Lemma 3.3, zτ =
(1−e−zτ )+(1−e−zτ )2/2
τ =
z+O(τ2z3) and c|z| ≤ |zτ | ≤C|z| for z ∈ Γ τθ ,κ ,∥∥E˜h(z)z−2−µ1(e−zτ)E˜h (zτ) z−2τ ∥∥l2→l2
≤∥∥E˜h(z)z−2− E˜h (zτ )z−2τ ∥∥l2→l2 +∥∥E˜h (zτ)z−2τ −µ1(e−zτ )E˜h (zτ )z−2τ ∥∥l2→l2
≤C|z|−α−3|τ2z3|+Cτ2|z|−α
≤Cτ2|z|−α .
(4.26)
Consequently,
‖IV‖l2→l2 ≤Cτ2
∣∣∣∣∫ piτ sin(θ)
κ
e−crt
′ |r|−αdr
∣∣∣∣+Cτ2 ∣∣∣∣∫ θ−θ eκ cos(η)tnκ1−αdη
∣∣∣∣
≤Ct ′(α−1)τ2+Cτ2κeκt′ ≤Ct ′(α−1)τ2,
where the fact κeκt
′ ≤ κT 1−αeκT t ′α−1 is used. So we complete the proof.
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Theorem 4.4 Let G be the solution of Eq. (2.9) satisfying G(·,x) ∈ C2(Ω¯) and Gnh be the
solution of Eq. (4.16). If f ∈ L∞(0,T,L2(Ω )) satisfying∫ t
0
(t− s)α−1‖ f (s)‖L2ds≤ ∞
and ∫ t
0
(t− s)α−1‖V f ′′(s)‖l2ds≤ ∞
for t ∈ (0,T ], then
‖V G(tn)−Gnh‖l2 ≤Cτ2
(
tα−1n ‖V f ′(0)‖l2 +
∫ tn
0
(tn− s)α−1‖V f ′′(s)‖l2ds
)
+Ch2−β
∫ tn
0
(tn− s)α−1‖ f (s)‖L2ds.
Proof Combining Theorem 3.2 and Theorem 4.3 leads to
‖V G(tn)−Gnh‖l2 =‖V G(tn)−Gh(tn)+Gh(tn)−Gnh‖l2
≤‖V G(tn)−Gh(tn)‖l2 +‖Gh(tn)−Gnh‖l2
≤Cτ2
(
tα−1n ‖V f ′(0)‖l2 +
∫ tn
0
(tn− s)α−1‖V f ′′(s)‖l2ds
)
+Ch2−β
∫ tn
0
(tn− s)α−1‖ f (s)‖L2ds.
5 Efficient computations
When discretizing the non-local operator, it generally gives rise to a full matrix, so an ef-
fective algorithm is needed to numerically solve (2.9) satisfying homogeneous Dirichlet
boundary conditions, especially for high dimensional cases. In this section, we state how to
reduce the complexity of our algorithm.
We first give a lemma about the property of w
β ,γ
p,q,i, j in (3.18).
Lemma 5.1 Assume −N < p1, i1, p2, i2 < N, −N < q1, j1,q2, j2 < N. If (|p1− i1|, |q1 −
j1|) = (|p2− i2|, |q2− j2|) and (|p1− i1|, |q1− j1|) 6= (0,0), then there is
w
β ,γ
p1,q1,i1, j1
= w
β ,γ
p2,q2,i2, j2
.
Proof We first prove
W 1p,q =W
2
−p,q =W
3
p,−q =W
4
−p,−q. (5.1)
According to (3.16), for |p| ≤ 1 and |q| ≤ 1, (5.1) holds. By (3.13), there exists
W 1p,q−W 2−p,q
=
(
Hξηp,q −ξp+1Hηp,q−ηq+1Hξp,q+ξp+1ηq+1Hp,q
)
+
(
H
ξη
−p−1,q−ξ−p−1Hη−p−1,q−ηq+1Hξ−p−1,q+ξ−p−1ηq+1H−p−1,q
)
.
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From (3.12), we have
Hξηp,q =−Hξη−p−1,q, Hηp,q =Hη−p−1,q,
Hξp,q =−Hξ−p−1,q, Hp,q =H−p−1,q.
Then there exists W 1p,q =W
2−p,q. Similarly, we have W 1p,q =W 3p,−q =W 4−p,−q. Combining
(3.18) with (5.1), the lemma can be proved.
When numerically solving Eq. (2.9), the full-discretization scheme (4.4) or (4.16) can
be written as the matrix form
AGnh = F, (5.2)
where
A=
1
hβ
As+
1
τα
At.
Here, the elements of As correspond to the discretization of the tempered fractional Lapla-
cian; the elements of At are with the discretization of the tempered fractional substantial
derivative when k= 0 for Eq. (4.4) or Eq. (4.16); the element of F is composed of discretiz-
ing the source term f defined by (2.9) and the tempered fractional substantial derivative
when k 6= 0 for Eq. (4.4) or Eq. (4.16); and
At = diag(V d
α ,λ
0 ).
Next, we divide the matrix As into
As = A0+Ad,
where
A0 =

0 w−N+1,−N+1,−N+1,−N+2 · · · w−N+1,−N+1,N−1,N−1
w−N+1,−N+2,−N+1,−N+1 0 · · · w−N+1,−N+2,N−1,N−1
...
...
. . .
...
wN−1,N−1,−N+1,−N+1 wN−1,N−1,−N+1,−N+2 · · · 0
 ,
Ad =

w−N+1,−N+1,−N+1,−N+1 0 · · · 0
0 w−N+1,−N+2,−N+1,−N+2 · · · 0
...
...
. . .
...
0 0 · · · wN−1,N−1,N−1,N−1
 .
Based on Lemma 5.1 and the structure of matrix A0, it is easy to find that A0 is a
symmetric block Toeplitz matrix with Toeplitz block (BTTB) matrix. Being similar to [11],
the memory requirement for the (2N−1)× (2N−1) matrix A0 can be reduced from O(N2)
to O(N) (N is the dimension of matrix).
When solving Eq. (5.2), we use the Krylov subspace iterative methods to reduce com-
putational costs, such as the conjugate gradient (CG) method and the PCG method. In the
iteration process, the Av needs to be calculated (v is a vector). By the above decomposition,
one can calculate
Av= (A0v+Adv)/h
β +(Atv)/τ
α .
Since A0 is a BTTB matrix, one can calculate A0v by FFT and the computation costs can be
reduced from O(N2) to O(N lnN)+O(N). To reduce the total number of iteration steps, one
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needs to consider how to construct a suitable preconditioner. Ref. [11] builds a precondi-
tioner for a BTTB matrix. However, matrix A isn’t a BTTB matrix (due to the entries on the
main diagonal), so the preconditioner constructed in [11] can not be directly used. Instead,
we denote
A˜= A0+
(N−1,N−1)
∑
(p,q)=(−N+1,−N+1)
(
wp,q,p,q+d
α ,λ
0 (xp,yq)
)
4(N−1)2 I,
where I is an identity matrix. It is easy to find that A˜ is a BTTB matrix, so one can take
a preconditioner of A˜ as the one of A. In numerical experiments, the effectiveness of the
preconditioner is verified.
6 Numerical experiments
In this section, we verify the theoretical results on convergence rate and the effectiveness of
the scheme by solving (2.9) without the assumption on the regularity of the solution in time.
Here, we consider the domain Ω = (−1,1)× (−1,1) and time T = 1; l2 norm and l∞ norm
are used to measure the numerical errors.
6.1 Spatial convergence order
Example 1 ChooseU(x0) = 1, r(x0) =−1, and take the initial condition as
G0(ρ ,x0) = (1− x2)(1− y2) x0 ∈ Ω ;
the source term is
f (t,x0) =
Γ (1+ν)
Γ (1+ν−α)e
−(λ−r(x0)−JρU(x0))ttν−α (1− x2)(1− y2)
− (∆ + γ) β2
(
e−(λ−r(x0)−JρU(x0))t(tν +1)(1− x2)(1− y2)
)
−λ α
(
e−(λ−r(x0)−JρU(x0))t(tν +1)(1− x2)(1− y2)
)
.
Then Eq. (1.2) has the exact solution
G(ρ , t,x0) = e
−(λ−r(x0)−JρU(x0))t(tν +1)(1− x2)(1− y2) x0 ∈ Ω .
By (2.6), there exists
G(ρ , t,x0) =W (ρ , t,x0)+ e
−(λ−r(x0)−JρU(x0))t(1− x2)(1− y2).
SoW (ρ , t,x0) solves
L
α ,λ
t W = (∆ + γ)
β
2W − fw(t,x0),
where
fw(t,x0) = f − (∆ + γ)
β
2
(
e−(λ−r(x0)−JρU(x0))t(1− x2)(1− y2)
)
−λ α
(
e−(λ−r(x0)−JρU(x0))t(1− x2)(1− y2)
)
.
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Here, in order to reduce the effect of time-discrete errors on spatial convergence rate, we
use SBD method to discrete the L
α ,λ
t , i.e., (4.16). We choose ν = 1.5, α = 0.3 and λ = 0.1
to make fw satisfy the conditions of Theorem 4.3, which ensures the accuracy of the scheme.
At the same time, we take τ = 1/640 and σ = 1+ β
2
. Table 1 shows the spatial convergence
rates of solving Eq. (2.9); it can be noted that the results are consistent with the theoretical
ones.
Table 1 Numerical errors and convergence rates with α = 0.3, λ = 0.1, and σ = 1+ β
2
h 1/8 1/16 1/32 1/64 1/128
l∞ 3.464E-03 1.380E-03 5.262E-04 1.956E-04 7.161E-05
β = 0.5 Rate 1.3281 1.3908 1.4276 1.4497
γ = 0.05 l2 4.470E-03 1.809E-03 6.961E-04 2.601E-04 9.546E-05
Rate 1.3048 1.3780 1.4205 1.4458
l∞ 8.354E-03 3.960E-03 1.805E-03 8.061E-04 3.560E-04
β = 0.8 Rate 1.0770 1.1333 1.1630 1.1791
γ = 0.05 l2 1.037E-02 4.999E-03 2.301E-03 1.033E-03 4.576E-04
Rate 1.0528 1.1194 1.1552 1.1748
l∞ 2.274E-02 1.400E-02 8.343E-03 4.887E-03 2.837E-03
β = 1.2 Rate 0.6993 0.7471 0.7717 0.7847
γ = 0.05 l2 2.670E-02 1.666E-02 1.001E-02 5.894E-03 3.432E-03
Rate 0.6801 0.7349 0.7643 0.7802
l∞ 4.310E-02 3.256E-02 2.399E-02 1.742E-02 1.254E-02
β = 1.5 Rate 0.4045 0.4412 0.4618 0.4743
γ = 0.05 l2 4.864E-02 3.705E-02 2.744E-02 2.000E-02 1.444E-02
Rate 0.3927 0.4331 0.4562 0.4705
Table 2 shows the CPU time(s) and average iteration times of solving Eq. (2.9) when
using CG method and PCG method. When the mesh size h is small, PCG method has a
significant advantage of time and average iteration times compared to CG method, which
shows that our preconditioner is effective.
6.2 Time convergence order
Example 2 Choose the exact solution given in Example 1 to verify the time convergence
orders by BE and SBD methods. Here, in order to reduce the effect of spatial-discrete errors
on time convergence rates, we choose h= 1/256.
Firstly, we verify convergence orders of the BE scheme (4.4). We take ν = 0.8 to satisfy
the conditions needed in Theorem 4.1, and then let β = 0.5, γ = 0 and σ = 1.25. The results
are shown in Table 3, which are consistent with our theoretical results. Afterwards, Table 4
gives the numerical errors and convergence rates of the SBD scheme (4.16) when ν = 1.8,
β = 0.2, γ = 0, and σ = 2.
Following that, we verify the time and spatial convergence orders by the unknown exact
solution.
Example 3 ConsiderU(x0) = (x
2+ y2) and r(x0) =−(x2+ y2). Take the initial condition
G0(ρ ,x0) = 0 x0 ∈ Ω ;
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Table 2 Performance of the CG and PCG method
h 1/8 1/16 1/32 1/64 1/128
PCG time(s) 10.31 28.91 90.86 490.63 1641.22
β = 0.5 PCG iterations 7.00 8.00 8.00 9.00 9.00
γ = 0.05 CG time(s) 9.86 29.47 99.77 538.13 2076.00
CG iterations 9.00 11.00 12.00 14.00 17.00
PCG time(s) 10.31 32.58 103.64 583.30 2047.86
β = 0.8 PCG iterations 9.00 10.00 11.00 12.00 14.00
γ = 0.05 CG time(s) 11.64 36.98 133.17 878.98 3478.66
CG iterations 12.00 17.00 22.00 29.00 38.00
PCG time(s) 11.42 38.05 124.86 805.63 2676.86
β = 1.2 PCG iterations 12.00 14.00 17.00 20.00 22.00
γ = 0.05 CG time(s) 13.22 44.03 208.13 1739.61 8164.75
CG iterations 18.00 28.00 44.00 69.00 107.98
PCG time(s) 12.48 44.69 144.45 1070.56 4163.16
β = 1.5 PCG iterations 14.00 19.00 22.00 30.00 41.00
γ = 0.05 CG time(s) 14.92 56.19 295.34 3012.66 15843.39
CG iterations 23.00 40.00 71.03 128.62 222.62
Table 3 Numerical errors and convergence rates with β = 0.5, γ = 0, and σ = 1.25
τ 1/5 1/10 1/20 1/40
l∞ 7.345E-03 3.681E-03 1.846E-03 9.287E-04
α = 0.3 Rate 0.9967 0.9958 0.9910
λ = 0.5 l2 8.104E-03 4.064E-03 2.040E-03 1.028E-03
Rate 0.9958 0.9945 0.9885
l∞ 1.284E-02 6.427E-03 3.204E-03 1.597E-03
α = 0.5 Rate 0.9986 1.0041 1.0048
λ = 0.5 l2 1.414E-02 7.081E-03 3.532E-03 1.762E-03
Rate 0.9976 1.0034 1.0037
l∞ 1.998E-02 1.015E-02 5.100E-03 2.548E-03
α = 0.7 Rate 0.9770 0.9928 1.0008
λ = 0.5 l2 2.198E-02 1.118E-02 5.623E-03 2.812E-03
Rate 0.9749 0.9916 0.9999
the source term is
f (t,x0) = t
ν .
Since the exact solution is unknown, we use
eh = ‖G2h−Gh‖
to measure the errors, where Gh is the numerical solution under mesh size h.
Firstly, to verify the spatial convergence orders, we take ν = 1.2, τ = 1/640, α = 0.5,
λ = 0.3, and σ = 1+ β/2. The results are shown in Table 5. Since the regularity of the
unknown solution does not meet the assumption of theoretical results, the convergence rates
are lower.
Next, we verify the time convergence orders, i.e., the BE scheme (4.4) and SBD scheme
(4.16). Here, we take ν = 0.2 and ν = 1.2 to satisfy the conditions needed for Theorem 4.1
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Table 4 Numerical errors and convergence rates with β = 0.2, γ = 0, and σ = 2
τ 1/5 1/10 1/20 1/40
l∞ 1.702E-03 4.329E-04 1.071E-04 2.697E-05
α = 0.3 Rate 1.9747 2.0146 1.9898
λ = 0.8 l2 1.845E-03 4.697E-04 1.164E-04 2.944E-05
Rate 1.9738 2.0129 1.9829
l∞ 2.872E-03 7.322E-04 1.804E-04 4.487E-05
α = 0.5 Rate 1.9718 2.0208 2.0075
λ = 0.8 l2 3.106E-03 7.920E-04 1.953E-04 4.867E-05
Rate 1.9713 2.0200 2.0043
l∞ 4.208E-03 1.073E-03 2.633E-04 6.508E-05
α = 0.8 Rate 1.9720 2.0263 2.0165
λ = 0.8 l2 4.542E-03 1.158E-03 2.843E-04 7.037E-05
Rate 1.9717 2.0260 2.0147
Table 5 Numerical errors and convergence rates with α = 0.5, λ = 0.3, and σ = 1+β/2
h 1/8 1/16 1/32 1/64 1/128
l∞ 3.844E-02 3.694E-02 3.383E-02 2.981E-02 2.709E-02
β = 0.5 Rate 0.0574 0.1268 0.1829 0.1379
γ = 0.5 l2 2.183E-02 1.689E-02 1.223E-02 8.459E-03 5.657E-03
Rate 0.3700 0.4662 0.5314 0.5803
l∞ 4.165E-02 4.162E-02 3.727E-02 3.229E-02 2.756E-02
β = 0.8 Rate 0.0008 0.1595 0.2068 0.2286
γ = 0.5 l2 2.259E-02 1.860E-02 1.389E-02 9.674E-03 6.393E-03
Rate 0.2803 0.4212 0.5219 0.5975
l∞ 4.003E-02 3.113E-02 2.515E-02 1.876E-02 1.327E-02
β = 1.2 Rate 0.3629 0.3078 0.4230 0.4987
γ = 0.5 l2 2.490E-02 1.894E-02 1.332E-02 8.918E-03 5.761E-03
Rate 0.3945 0.5080 0.5789 0.6305
l∞ 1.772E-02 1.504E-02 1.211E-02 9.288E-03 6.918E-03
β = 1.5 Rate 0.2366 0.3131 0.3822 0.4249
γ = 0.5 l2 1.480E-02 1.331E-02 1.089E-02 8.416E-03 6.291E-03
Rate 0.1527 0.2901 0.3713 0.4199
and Theorem 4.3, respectively, and then we let β = 0.5, γ = 0.05, and σ = 2. The results
are shown in Tables 6 and 7, respectively, which are consistent with our theoretical results.
7 Conclusion
The model describing the functional distribution of the trajectory of the reaction and diffu-
sion process was recently built [18], which is composed of tempered fractional substantial
derivative in time and tempered fractional Laplacian in space. To develop the finite differ-
ence schemes for the two dimensional model, we use the convolution quadrature to approx-
imate the tempered fractional substantial derivative and, respectively, get the first-order and
second-order approximation, and the weighted trapezoidal rule and bilinear interpolation are
used to deal with the tempered fractional Laplacian, which is based on our previous work
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Table 6 Numerical errors and convergence rates with β = 0.5, γ = 0.05, and σ = 2
τ 1/10 1/20 1/40 1/80 1/160
l∞ 4.7286E-03 2.1208E-03 9.7136E-04 4.5171E-04 2.1251E-04
α = 0.1 Rate 1.1568 1.1265 1.1046 1.0878
λ = 0.1 l2 7.7837E-03 3.4997E-03 1.5907E-03 7.3012E-04 3.3830E-04
Rate 1.1532 1.1376 1.1235 1.1098
l∞ 6.9103E-03 3.2737E-03 1.5560E-03 7.4300E-04 3.5654E-04
α = 0.5 Rate 1.0778 1.0730 1.0664 1.0593
λ = 0.1 l2 1.1407E-02 5.2453E-03 2.4263E-03 1.1352E-03 5.3846E-04
Rate 1.1209 1.1122 1.0958 1.0761
l∞ 7.8552E-03 3.9342E-03 1.9366E-03 9.4549E-04 4.6062E-04
α = 0.9 Rate 0.9976 1.0226 1.0344 1.0375
λ = 0.1 l2 1.2449E-02 6.0706E-03 2.9746E-03 1.4761E-03 7.4225E-04
Rate 1.0361 1.0291 1.0109 0.9918
Table 7 Numerical errors and convergence rates with β = 0.5, γ = 0.05, and σ = 2
τ 1/10 1/20 1/40 1/80 1/160
l∞ 5.710E-04 1.533E-04 3.826E-05 9.483E-06 2.351E-06
α = 0.1 Rate 1.8966 2.0029 2.0123 2.0124
λ = 0.1 l2 8.954E-04 2.336E-04 5.822E-05 1.446E-05 3.593E-06
Rate 1.9386 2.0044 2.0098 2.0086
l∞ 1.901E-03 4.165E-04 9.991E-05 2.486E-05 6.276E-06
α = 0.5 Rate 2.1905 2.0594 2.0066 1.9862
λ = 0.1 l2 2.105E-03 5.095E-04 1.254E-04 3.119E-05 7.804E-06
Rate 2.0470 2.0227 2.0069 1.9991
l∞ 4.117E-03 9.535E-04 2.298E-04 5.692E-05 1.427E-05
α = 0.9 Rate 2.1102 2.0525 2.0137 1.9961
λ = 0.1 l2 4.135E-03 9.653E-04 2.333E-04 5.768E-05 1.442E-05
Rate 2.0989 2.0489 2.0158 2.0004
and modifies the regularity requirement of the solution according to [32]. The error analyses
of the designed schemes are strictly performed. Moreover, some techniques are introduced
to effectively reduce the complexity of the algorithm. Finally, we verify the predicted con-
vergence rates and the effectiveness of the proposed schemes by numerical experiments.
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Appendix
A Proof of Theorem 3.1
To prove Theorem 3.1, we need the following Lemmas. Lemma A.1 gives the error estimate of the bilinear
interpolation.
Lemma A.1 ([5]) Let I denote the bilinear interpolation on the box K = [0,h]× [0,h]. For f ∈W 2,∞(K)
(W k,p(K) denotes the Sobolev space), the error of bilinear interpolation is bounded by
‖ f − I f‖l∞ ≤ ch2
(∥∥∥∥∂ 2 f∂x2
∥∥∥∥
l∞
+
∥∥∥∥ ∂ 2 f∂y2
∥∥∥∥
l∞
)
. (A.1)
Next, we provide the estimates about φσ ,
∂ 2
∂ ξ 2
G(ξ ,η)−G(xp ,yq)
e
γ
√
(ξ−xp )2+(η−xq)2
, and ∂
2
∂ η2
G(ξ ,η)−G(xp ,yq)
e
γ
√
(ξ−xp )2+(η−xq )2
.
Lemma A.2 Let β ∈ (0,2) , ξ > 0, and η > 0. If G(x,y) ∈C2(Ω¯), then for (x,y) ∈ Ω¯ , there are
|φσ | ≤C
(
ξ 2+η2
)1− σ
2 ,∣∣∣∣ ∂ 2∂ξ 2 G(ξ ,η)−G(xp,yq)eγ√(ξ−xp)2+(η−xq)2
∣∣∣∣≤C,∣∣∣∣ ∂ 2∂η2 G(ξ ,η)−G(xp,yq)eγ√(ξ−xp)2+(η−xq)2
∣∣∣∣≤C,
(A.2)
with C being a positive constant.
Proof The proof of the first inequality of (A.2) can be found in [28]. For the second one, by simple calcula-
tion, we obtain
∂ 2
∂ξ 2
G(ξ ,η)−G(xp,yq)
eγ
√
(ξ−xp)2+(η−xq)2
=e−γ
√
(ξ−xp)2+(η−xq)2 ∂
2G(ξ ,η)
∂ξ 2
−2 γ(ξ − xp)e
−γ
√
(ξ−xp)2+(η−yq)2√
(ξ − xp)2+(η− yq)2
∂G(ξ ,η)
∂ξ
+
(
γ2(ξ − xp)2e−γ
√
(ξ−xp)2+(η−y)2
(ξ − xp)2+(η− yq)2 +
γ(ξ − xp)2e−γ
√
(ξ−xp)2+(η−yq)2(
(ξ − xp)2+(η − yq)2
)3/2
− γe
−γ
√
(ξ−xp)2+(η−yq)2√
(ξ − xp)2+(η− yq)2
)(
G(ξ ,η)−G(xp,yq)
)
.
According to mean value theorem, it yields that
G(ξ ,η)−G(xp,yq)
=G(ξ ,η)−G(ξ ,yq)+G(ξ ,yq)−G(xp,yq)
=(η − yq) ∂
∂η
G(ξ , η¯)+(ξ − xp) ∂
∂ξ
G(ξ¯ ,yq),
where ξ¯ ∈ (ξ ,xp) and η¯ ∈ (η ,yq). Since G(x,y) ∈C2(Ω¯), we have∣∣∣∣ ∂ 2∂ξ 2 G(ξ ,η)−G(xp,yq)eγ√(ξ−xp)2+(η−xq)2
∣∣∣∣≤C.
The proof of the third inequality of (A.2) is similar to the second one.
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Now, we begin to prove Theorem 3.1.
Proof From (3.1), (3.3), (3.4) and (3.15), for any p, q, we obtain the error function
ehβ ,γ (xp,yq) =(∆ + γ)
β
2 G(xp,yq)− (∆ + γ)
β
2
h G(xp,yq)
=
(∫ h
0
∫ h
0
φσ (ξ ,η)(ξ
2+η2)
σ−2−β
2 dηdξ
−
∫ h
0
∫ h
0
kσ
4
(φσ (ξ0,η1)+φσ (ξ1,η0)+φσ (ξ1,η1))(ξ
2+η2)
σ−2−β
2 dηdξ
)
+
i=N−1; j=N−1
∑
i=−N; j=−N;
(i, j)/∈Ip,q
(∫ ξi+1
ξi
∫ η j+1
η j
G(ξ ,η)−G(xp,yq)
ϑ (xp,yq,ξ ,η)
dηdξ − Ip,q,i, j
)
=I+ II.
(A.3)
For the first part of (A.3), there exists
|I| ≤
∫ h
0
∫ h
0
(
|φσ (ξ ,η)|+ kσ
4
|φσ (ξ0,η1)+φσ (ξ1,η0)+φσ (ξ1,η1)|
)
(ξ 2+η2)
σ−2−β
2 dηdξ
≤
∫ h
0
∫ h
0
(
C(ξ 2+η2)1−
σ
2 +Ch2−σ
)
(ξ 2+η2)
σ−2−β
2 dηdξ .
Taking ξ = p¯h, η = q¯h, we have
|I| ≤Ch2−β
∫ 1
0
∫ 1
0
( p¯2+ q¯2)−
β
2 dq¯d p¯
+Ch2−β
∫ 1
0
∫ 1
0
( p¯2+ q¯2)
σ−2−β
2 dq¯d p¯.
Since β < σ ≤ 2, we obtain −β >−2 and σ −2−β >−2. Then, it holds
|I| ≤Ch2−β .
For the second part of (A.3), according to Lemma A.1, we have
|II| ≤C
i=N−1; j=N−1
∑
i=−N; j=−N;
(i, j)/∈Ip,q
∫ ξi+1
ξi
∫ η j+1
η j
(∥∥∥∥ ∂ 2∂ξ 2 G(ξ ,η)−G(xp,yq)eγ√(ξ−xp)2+(η−xq)2
∥∥∥∥
L∞
+
∥∥∥∥ ∂ 2∂η2 G(ξ ,η)−G(xp,yq)eγ√(ξ−xp)2+(η−xq)2
∥∥∥∥
L∞
)
h2((ξ − xp)2+(η− xq)2)
−2−β
2 dηdξ .
Further using Lemma A.2 leads to
|II| ≤C
i=N−1; j=N−1
∑
i=−N; j=−N;
(i, j)/∈Ip,q
∫ ξi+1
ξi
∫ η j+1
η j
h2((ξ − xp)2+(η − xq)2)
−2−β
2 dηdξ
≤Ch2−β .
So for G(x,y) ∈C2(Ω¯ ), it holds that∥∥∥ehβ ,γ∥∥∥
l∞
≤Ch2−β ,
∥∥∥ehβ ,γ∥∥∥
l2
≤Ch2−β .
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B Positive definiteness of matrix As
Lemma B.1 ([3]) The spectrum λ(A) of the matrix A= [ai, j ] is enclosed in the union of the discs
Ci =
{
z ∈ C; |z−ai,i| ≤ ∑
i 6= j
|ai, j |
}
, 1≤ i≤ n
and in the union of the discs
C′i =
{
z ∈ C; |z−ai,i| ≤ ∑
i 6= j
|a j,i|
}
, 1≤ i≤ n.
Lemma B.2 The weights of the tempered fractional Laplacian satisfy
i=N
∑
i=−N
j=N
∑
j=−N
w
β ,γ
p,q,i, j >CW
∞
p,q > 0;
w
β ,γ
p,q,i, j < 0, (i, j) 6= (p,q),
for any given p,q.
Remark B.1 The proof of Lemma B.2 is similar to the proof in [28].
According to Lemmas (B.1) and (B.2), we get that matrix As is strictly diagonally dominant and sym-
metric positive definite.
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