Abstract: This paper derives distributional properties of a class of exchangeable bridges closely related to the Poisson-Dirichlet (α, θ) family of bridges. We then show that various stochastic equations derived for these bridges lead to constructions of a new large class of coagulation and fragmentation operators that satisfy a duality property, and are otherwise easily manipulated. This class, builds on, and includes the duality relations developed in Pitman (15), Bertoin and Goldschmidt (2), and Dong, Goldschmidt and Martin (4), which we can treat in a unified way. Our exposition also suggests an approach to obtain other dualities and related results.
Introduction
Exchangeable sequences of random probabilities living in the space P = {s = (s 1 , s 2 , . . .) : s 1 ≥ s 2 ≥ · · · ≥ 0 and ∞ i=1 s i = 1}, and their related processes play an important role in a variety of areas in probability, statistics and related areas, including physics, finance and machine learning. For a summary of some of these applications, and for the concepts and notations we use in this exposition, we refer to the monographs of (1; 14) , and also (3) . One of the most interesting examples in the literature is the two-parameter Poisson-Dirichlet family of laws on P, say PD(α, θ), indexed by 0 ≤ α < 1 and θ > −α, as discussed in (18) . This family arises in connection with the lengths of excursions of bessel processes and often appear, in some guise, in the study of phenomena involving positive α-stable subordinators and/or gamma subordinators. Remarkably these processes also possess many tractable features that distinguish them from more general random exchangeable (P i ) ∈ P. In regards to general (P i ) ∈ P an interesting question arising in the study of coagulation and fragmentation processes (1; 14) is as follows. For X, Y random exchangeable sequences in P, describe in an informative way the conditional distribution of X|Y and Y |X. Naturally X and Y should also have some interesting interpretations. We also note that it is not necessarily the case that both laws X and Y are initially known This is the essence of what is known as a coagulation-fragmentation duality, and is generally a difficult problem. Pitman (15) was able to derive a remarkable duality formula for certain members of the PD(α, θ) family, where in particular he describes the relationships between X ∼ PD(αδ, θ) and Y ∼ PD(α, θ) for 0 ≤ δ < 1. This relationship acts in a multiplicative fashion on the first component. More recently, using the PD(0, θ) family, Bertoin and Goldschmidt (2) describe an additive duality relationship where X ∼ PD(0, θ) and Y ∼ PD(0, 1 + θ). This additive duality is generalized to the PD(α, θ) family in Dong, Goldschmidt, and Martin(DGM) (4) . However, in particular in the case of (15) who uses a very specific non-trivial combinatorial argument involving corresponding EPPF's, it is not clear how one can obtain similar results for other (α, θ) parameter values or other families in P.
The subject of this paper is two-fold. One is to derive various distributional properties of a class of exchangeable bridges (random cumulative distribution functions) on the caglad space D[0, 1], that we introduce here, and that contain the class of PD(α, θ)-bridges, for θ > −α. These processes, and the stochastic equations that we derive, are of interest in their own right as, for instance, they turn out to be a special case of generalized (beta) stick-breaking models discussed in (7) . Furthermore, the other consideration is in regards to coagulation and fragmentation operators. We show that the results we develop for the bridges translate in a fairly transparent way to yield a large family of models that satisfy a coagulation-fragmentation duality, and are otherwise easily manipulated. Our approach, which involves the use of Cauchy-Stieltjes transforms, also yields a unified proof for the results of this type considered in (2; 4; 15). Overall, our purpose is to demonstrate these ideas using a sufficiently rich class of bridges that are otherwise fairly simple. However, it is hoped that this exposition also makes it clear that one can obtain extensions by manipulating further some nice properties of PD(α, θ). Along these lines, we also believe that the type of operations discussed in (4; 2) are relatively easier to extend to other families of exchangeable sequences, not necessarily related to PD(α, θ).
Initial definitions, basic properties and outline
First, throughout let γ a and β a,b denote respectively a gamma random variable with shape a and scale 1, and a beta variable with parameters (a, b). Additionally let ξ σ denote a bernoulli random variable with success probability σ. In addition we shall assume that random variables are independent, unless it is stated otherwise or obviously not as in the case of a collection of variables (P i ) ∈ P. If (P i ) ∈ P has law PD(α, θ), then its corresponding PD(α, θ)-bridge is defined as
where (U i ) are iid Uniform[0, 1] random variables independent of (P i ). We now formally introduce the class of bridges that we are considering and describe a few basic properties. For τ > 0, 0 ≤ σ ≤ 1, and now 0 ≤ α ≤ 1, we define for laws P (σ)
α,τ on P, P
α,τ -bridges as follows,
where for a sequence of probabilities (p i ) summing to 1, we let Rank((p i )) denote the ranked rearrangement of the (p i ) in decreasing order. Hence it follows that Rank((p i )) ∈ P. See chapter 5 of (14) for this notation. Obviously P
α,τ = P D(α, τ ), in addition setting τ = (1 + θ) and σ = (θ + α)/(1 + θ) := σ α,θ , (1.2) reduces to a known stochastic equation for P α,θ ,
and hence for θ > −α > −1,
It is known that, (see for instance (10)),
where U(p) = p for p ∈ [0, 1] is the (non-random) cumulative distribution of a Uniform[0, 1] random variable. Hence, we have reduction to well defined simple bridges as follows,
Notice how we used (1.2) to establish (1.3), and relied upon an existing stochastic equation for P α,θ to obtain (1.5). These now seem to be rather transparent applications of how to use distributional results for exchangeable bridges to obtain corresponding ones for corresponding (P i ) ∈ P. However, at least to our knowledge, there are not many applications of this sort. A more common approach to assess properties of (P i ) is via its bijection with its corresponding EPPF, which is an exchangeable law on the space of partitions of the integers induced by a Chinese restaurant sampling scheme. That is to say the arguments are typically combinatorial in nature. We point out that the stochastic equation for P α,θ , (1.4), has its origins in Pitman and Yor ((17), Theorem 1.3.1), and Perman, Pitman and Yor ((13), Theorem 3.8, Lemma 3.11). Also in a Bayesian setting, see (16; 7; 5) , conditioning on U 1 is equivalent to the posterior distribution of P α,θ given U 1 . In addition, this special case plays a role in the coagulation/fragmentation dualities obtained by (2; 4) . There are of course other interesting stochastic equations that can be derived from P α,θ , some of which have played a prominent role in our recent work (12; 9). Our point is that derivation of these stochastic equations can be obtained by the use of Cauchy-Stieltjes transform, which are relatively much simpler to work with than manipulation of EPPF's or direct manipulation of laws on P. We note that related to this paper, an earlier investigation along these lines was carried out in an unpublished manuscript. However this was done for a different class of bridges with less satisfactory results. In particular we did not obtain a clear cut description of a coagulation operator and we did not really focus on fragmentation operations. It does however seem worthwhile to renew an investigation of these models elsewhere.
We now give a brief outline. In section 2 we discuss in more detail some of the basic properties of Q (σ) α,τ and related quantities. In section 3 we look at compositions of bridges in the sense of (14, Lemma 5.18) which describes an equivalence with the notion of coagulation. This leads to an explicit description of coagulation operations in the spirit of (15), which is described more generally in (14, eq.(5.11), section 5.5). See also (1; 3) and references therein for a related discussion in regards to flows of bridges. We also discuss generalized notions of the coagulation operators in (2; 4; 15) . It is seen that these arise as boundary cases of the Pitman style coagulation operators. A key result is that all our bridges can be represented in terms of composition of a simple bridge and a PD(α, θ) bridge. In section 4 we use this to demonstrate the corresponding coagulation operation on exchangeable partitions of [n] = {1, 2, . . . , n}. In section 5 we discuss stochastic equations for Poisson-Dirichlet bridges that leads to an identification of the appropriate dual fragmentation operators. These involve splitting operations which is again in the spirit of the operations given in (2; 4; 15). Section 6 summarizes the coagulation-fragmentation duality we obtain, which appears in Theorem 6.1. Additionally we describe some specific new examples of duality formula.
Distributional Properties
In this section we establish relevant distributional properties of Q (σ) α,τ . We first describe Cauchy-Stieltjes transforms and then discuss some relevant formalities related to bridges. Let R denote a non-negative random variable. Then its law can be characterized by a Cauchy-Stieljtes transform of some fixed order τ > 0 defined for λ > 0 as,
Following Bertoin (1, Definition 2.1, p.67),(see also Pitman(14, section 5)), an infinite numerical sequence s = (s 1 , s 2 , . . .) is said to be a mass-partition if s is an element of the space,
The quantity
which may be 0, is referred to as the total mass of dust. From Bertoin ( (1) 
is referred to as a simple bridge. If s ∼ P, i.e. if s is randomized according to some law P, then b s is said to be a P-bridge. It follows that P is a subspace of P m such that , is defined by s = (s 1 , 0, 0, . . .), and has properties that are highly relevant to this exposition. In particular, from Bertoin((1), eq. (4.14), p. 194) one sees that for (U
having length s 1 = 1 − s 0 and otherwise b
. Note that since P-bridges are caglad functions with exchangeable increments,their laws can be characterized by
for some fixed τ, if an explicit expression is available for each fixed y ∈ [0, 1]. Certainly nice expressions are not available in all cases, however PD(α, θ)-bridges, having dust s 0 = 0, have particularly nice transforms. In particular for θ > 0, and for θ > −α,
Notice that lim
corresponding to the simple bridge derived from the trivial law on s = (1, 0, 0, . . . .) See (12; 9) for further details, applications and references related to (2.2),(2.3).
It follows from the definition in (1.2) that for 0 < τ < ∞, 0 < σ ≤ 1, and
α,τ −bridges having no dust, i.e. s 0 = 0. Furthermore, there is the stick-breaking representation,
, and for k = 2, 3, . . . , ; V k are independent beta(1−α, τ σ +(k−1)α). V 1 is the also the total mass of dust of the ranked sequence
is a simple P-bridge where P is the law on s = (u, 0, 0, . . .) such that the first component is equal in distribution toŝ 1 
More generally using (2.2) with θ = τ σ, it follows that the Cauchy-Stieljtes transform of order τ of Q
Note additionally from James (9) that for s 0
independent of P α,τ , we have the following properties, Hence,
Moreover there is the remarkable equation
= s 0 are equivalent only in distribution, However s 0 is the same variable throughout. Furthermore (D k ) ∈ P has a PD(0, τ ) distribution and (ξ k,σ ) k≥1 are iid Bernoulli (σ) random variables, and P
Remark 2.1. See(6; 7; 8) for more properties of beta stick-breaking sequences and bridges.
Composition and Coagulation
We now discuss properties of P α,τ •Q (σ) δ,τ /α . The key to our results is the following property of Cauchy-Stieltjes transforms of P α,θ . Suppose that F (y) is some arbitrary bridge independent of P α,τ then it follows from (2.2) that the CauchyStieltjes transform of order τ > 0 of P α,τ (F (y)) is given by
where λ α = (1 + λ) α − 1.
PD(α, τ )-bridges composed with simple bridges
For clarity, we first show that all Q (σ) α,τ may be expressed as the composition of P α,τ with a randomized simple bridge
That is a simple bridge with total mass of dust s 0
. Recall also that P 1,τ (·) = U(·). Results for α = 0 are obtained by taking limits as α → 0.
where s 0
. (i) As a special case, setting σ = (θ + α)/(1 + θ) := σ α,θ and τ = 1 + θ one obtains for θ > −α,
Proof. Using (3.1) with
, it is easy to see that the Cauchy-Stieltjes
which follows from (2.4) and agrees with (2.5).
An extension of the coagulation operator in DGM
We now show how Proposition 3.1 leads to a natural generalization of the coagulation operation described in (2; 4). From Proposition 3.1, combined with (2.1) it follows that, for s 1
, and (P k ) ∼ PD(α, τ ),
where
Hence for (P i ) ∼ PD(α, τ σ) there is the distributional equality,
Hence by fixing (P i ) = (p i ) in (3.3) a random variable corresponding to a coagulation operator is defined as,
In other words the random variable Coag
α,τ ((p i )) ∈ P agrees in distribution with a P (σ) α,τ sequence given a PD(α, τ ) sequence is set to (p i ). It is easy to see that (3.4) reduces to the Coag α,θ operator given in (4) by setting σ = (θ + α)/(1 + θ) and τ = 1 + θ
More general compositions
Recall that by (14, Lemma 5.18), Pitman's Coagulation operation is synonymous with the identity,
for all θ > −αδ. We now describe variations of this.
there is the following equivalence,
where s 1 = 1 − s 0 , and s 0
. Furthermore the associated normalized inverse local time is given by
Proof. The proof is similar to the case of Proposition 3.1. Now let
which follows by substituting λ α for λ in (2.5). Naturally one first replaces α with δ in the expression in (2.5).
Remark 3.1. Notice that Theorem 3.1 obviously contains Proposition 3.1. Setting τ = θ > 0 and σ = 1 recovers (3.5) for θ > 0, but not θ > −αδ. Additionally setting τ = 1 + θ, σ * = (θ + αδ)/(1 + θ),
for θ > −αδ. This shows that a PD(α, 1 + θ) sequence coagulated by a P (σ * ) δ,(1+θ)/α sequence results in a PD(αδ, θ) sequence. This shows how to extend the coagulation operation in (4) from the pair (α, 1 + θ), (α, θ) to the pair (α, 1 + θ), (αδ, θ).
The next result includes (3.5) for all θ > −αδ. (ii) Noting that P α,α+η+θ
α+η+θ , leads to
(iii) Setting η = 1 − α in (3.8) recovers (3.5).
We prove this result in the appendix.
Coagulation operation
Let (I P j ) denote the interval partition of P as described in (14, p. 111). Then Theorem 3.1 combined with (14, Lemma 5.18), shows that for (P i ) ∼ PD(α, τ ), and
Hence under these specifications, (P
From (3.8) it follows by setting (P
α,α+η+θ , and P = PD(δ,
αδ,α+η+θ . 
Hence this gives Pitman's (PD(δ,
Furthermore, due to continuity properties of the Poisson Dirichlet laws, this law arises by taking limits as δ → 1. In particular notice that
. That is, Coag 
An identity for a discrete flow of bridges
For k = 0, 1, 2, . . . , define independently over k,
. In other words these are randomized simple bridges with total mass of dust
Hence for a general integer n > 1,
Now from Pitman (16), see also (10), let K n denote the random number of blocks of a PD(α, θ)-partition of [n], then one has
= β θ+Knα,n−Knα , and conditioned on the data, with K n = k, P α,θ+kα is a PD(α, θ + kα)-bridge and is independent of the random Dirichlet vector, (R k ,P 1,n , . . . ,P k,n ) ∼ Dir(θ + kα, n 1 − α, . . . , n k − α).
We can use (3.9) and (3.10) to obtain interesting identities involving.
Proposition 3.2. Let K n denote the random number of blocks of an PD(α, θ)-partition and consider the random process
where, conditioned on K n = k, the vector (β ( Proof. In order to prove [(i)] we first condition on K n = k, for k = 1, . . . , n, and check the right hand side of the equation in [(i)] against the right hand side of the equation in (3.10). Their equivalence is verified by checking CauchyStieltjes transforms of order θ + n. This is straightforward and we omit the details. Item[(ii)] then follows from (3.9). For item[(iii)], the first part can be verified by checking moments. There is also a more elegant explanation involving Bayes rule which we perhaps shall discuss elsewhere. The second equality then follows from (9) as seen in (2.6 
Generating exchangeable random partitions
The fact the each P (σ) α,τ -bridge can be expressed as a composition of a PD(α, τ )-bridge with a simple randomized bridge can be used in interesting ways. Recall that this class contains all PD(α, θ)-bridges for θ > −α, by setting τ = (1 + θ) and τ σ = (θ+α). Here we show how this representation can be used in generating certain exchangeable partitions whose laws are in bijection to P (σ) α,τ . Consider the process Q (σ) αδ,τ which from Theorem 3.1 equates with the compositions
Then an exchangeable random partition of [n] = {1, 2, . . . , n}, say π (σ) αδ,τ , whose law is the (exchangeable partition probability function) EPPF derived from Q
αδ,τ − EPPF, can be obtained as follows.
Step 1, Generate π αδ,τ := {C 1 , . . . , C Kn }, a random partition derived from a PD(αδ, τ ) Chinese restaurant process. Step4. For j, l ∈ {1, 2, . . . , K n } ,merge blocks C j and C l of π αδ,τ into a single block if and only if b
Let S n denote the set containing the indices of these U *
Furthermore the size of B 0,n is
Hence the of law of π
αδ,τ is determined by the laws of the independent pair (π αδ,τ , s 0 ). Note also that the random number of blocks of π
where K n is the number of blocks of a PD(αδ, τ ) partition, and given K n and
Remark 4.1. The concepts we used in this section are fairly well known. However for completeness, specifics of EPPF's, Chinese restaurant processes and explicit descriptions of the PD(α, θ) EPPF's can be found in (14; 1) . The Coag notation we used is defined in (1, (Defintion 4.2, p. 174) ). Lastly an exchangeable partition of [n] generated from an exchangeable bridge, say F, is obtained by the equivalence relations
The infinite partition is formed by considering a countably infinite set of uniforms.
Splitting equations and fragmentation
We have already described the conditional distribution of a P (σ) δα,τ sequence given a PD(α, τ ) sequence in terms of the (P (σ) δ, τ α − Coag). In order to obtain a dual fragmentation relationship we need to describe the distribution of a PD(α, τ ) sequence given a P (σ) δα,τ sequence. Here we describe relevant bridge stochastic equations corresponding to the idea of splitting. The next result contains the equations we have in mind.
Theorem 5.1. Consider the following results for two types of stochastic equations which hold for all p ∈ [0, 1].
where (P k ) ∼ PD(αδ, θ) and (P 
Proof. In order to establish (5.1) simply evaluate the Cauchy-Stieltes transform of order 1 + θ of P α,θ which is given in (2.3). It follows that (5.1) is an immediate consequence of the now obvious identity
That is, on the right side of the equation, apply (2.2) to the first expression and (2.3) to the second. In order to obtain (5.2), use a Cauchy-Stieltjes transform of order τ combined with (2.2) to obtain,
We used, and proved in the case of δ = 0, variations of (5.1) in(12; 9). However, we note that (5.1), except for boundary cases, is essentially due to Pitman (15) as it is merely the bridge analogue of his fragmentation operation. This should be clear as one can write for each fixed i,
where Q (i) := (Q i,j ) j≥1 are iid elements in P with common law PD(α, −αδ), and for each fixed i, (U (i) j ) j≥1 is a vector of iid Uniform[0, 1] random variables, independent across i. What we have done is to show that this fragmentation operation can be proved quite easily using Cauchy-Stieltjes transform. We now describe some more details of Pitman's (15; 14) fragmentation operation. From that work, it follows that for all θ > −α, and 0 ≤ δ ≤ 1 where for each fixed δ,P i ∼ P D(αδ, θ) and Q (i) = (Q i,j ) j≥1 are, as before, iid random sequences with common law PD(α, −αδ). Hence under these specifications Pitman's PD(α, −αδ) − Frag((p i ), ·) operator is the distribution of Rank(p i Q i,j , i, j ≥ 1).
We now use these observations along with Theorem 5.1 to describe the dual fragmentation operation relevant to our exposition. Note that we will describe the fragmentation operator as a random element in P, rather than its law. Which is more in line with the description given in DGM (4) .
αδ,τ denote a sequence in P having law P
Theorem 5.2. Let V α,θ ∈ P denote random sequences with law P D(α, θ).
(α,τ (1−σ)) : P → P is a random fragmentation operator, whose law is determined by the iid sequences
(iv) As special cases, Frag (α,−α) (α,1−α) is equivalent in distribution to the fragmentation operator in (4). Frag incorporates splitting by the iid (Q i,j ) j≥1 ∼ PD(α, −αδ), along the lines of (15) , with splitting by a PD(α, τ (1 − σ) variable, which procedurally is the same as (2; 4), who used a PD(α, 1 − α) variable. Remark 5.2. As hinted at in Theorem 5.2, one can also decompose V α,τ (1−σ)
Using (5.2) it is not difficult to see that Frag
Otherwise for different κ it is a new operator.
Coagulation/Fragmentation duality and examples
The next result summarizes a coagulation fragmentation duality that can be deduced from Theorem 3.1, section 3.4 and Theorem 5.2. (ii) X ∼ P (α,τ (1−σ)) (X) Now recall that the coagulation/fragmentation duality in Pitman (15) may be described in terms of the following diagram as given in (14); for 0 < α < 1, 0 ≤ δ < 1, θ > −αδ,
Generically this can be read for X, Y in P,
When σ = 1, our duality diagram (6.2) agrees with Pitman's diagram,(6.1), for τ = θ > 0, 0 < α < 1,0 ≤ δ < 1. However, as we shall show in a few non-exhaustive examples, we also obtain many new duality relations. The corresponding P The corresponding P (σ)
δ,δ -bridge is given by β (δσ,δ(1−σ)) P δ,δσ (p) + (1 − β (δσ,δ(1−σ)) )I (U1≤p) .
The corresponding P 
