Abstract. Consider a diffusion process corresponding to the operator L = log log x, for large x.
Introduction and Statement of Results
Consider the one-dimensional diffusion process X(t) on R corresponding to the operator L = Let P x denote the measure on Ω ≡ C([0, ∞), R), the space of continuous functions from [0, ∞) to R, induced by the above diffusion starting from x ∈ R. Denote functions in Ω by ω = x(·, ω). For each c > 0, define the set-valued function S c on Ω by (1.1) S c (ω) = {x(t, ω) : t ≥ 0 and ∃s > t such that x(s, ω) ≤ x(t, ω) − c}.
We refer to S c (ω) as the c-down-crossed range of ω. Let 
denote the onset location of S c (ω). If the diffusion process X(t) is recurrent, then trivially P x (S c = R) = 1, while if the diffusion almost surely converges to −∞, then clearly P x (S c = (−∞, µ]) = 1, where µ = sup t≥0 X(t). For this reason, we will be interested in the case that the diffusion almost surely converges to +∞. As is well-known [2] , this occurs if and only if
Note that u is harmonic for L; that is Lu = 0. 
where u is as in (1.3).
ii. Assume that the diffusion is transient to +∞; that is, assume that (1.2)
holds. Then the c-down-crossed range S c is almost surely bounded, or equivalently, the diffusion X(t) almost surely eventually stops making c-downcrossings, if and only if
As an application of Theorem 1, consider Brownian motion with a drift, corresponding to the operator L = 1 2
ds, where B(t) is a Brownian motion. We have the following result. Theorem 2. Consider the diffusion process X(t) corresponding to the op-
log log x, for some γ > 1 and for sufficiently large x, then the diffusion X(t) a.s. eventually stops making c-down-crossings; that is, the c-down-crossed range S c is bounded a.s.;
ii. If b(x) ≤ 1 2c log x + 1 c log log x for sufficiently large x, then the diffusion X(t) a.s. makes c-down-crossings for arbitrarily large t; that is, the c-down- It is interesting to contrast the above down-crossing behavior with the down-crossing behavior in the case that the drift is of "diffusion type," that is of the order O( 
Proofs
Proof of Theorem 1. (i) Let x ∈ R and let γ > 0. For n a positive integer, define x (n)
By the strong Markov property, one has (2.1)
As is well-known, since u is harmonic, one has P w (τ z < τ y ) = u(w)−u(y) u(z)−u(y) , for y < w < z. Thus, since u is uniformly Lipschitz on bounded intervals, one has (2.2)
Letting n → ∞ in (2.2), one obtains
dy.
An almost identical calculation shows that the left hand expression in (2.1) also converges to the right hand side of (2.3) when n → ∞. Thus, one concludes from (2.1) that P x (l c > x + γ) = exp(− (ii) First assume that
u(x)−u(x−a) dx = ∞. Then by part (i) the onset location l c of S c is a.s. finite. Since the diffusion is transient to +∞, after it makes a c-down-crossing from the level l c , it will a.s. return to the level l c .
Starting anew from l (1) c ≡ l c , by part (i) the diffusion will again a.s. make a c-down-crossing with some onset location l
c . Continuing in this way, it follows that the set S c is a.s. unbounded.
Now assume that
u(x)−u(x−a) dx < ∞. Under P x , the probability of ever making a c-down-crossing is q
If a down-crossing is made, with onset location l c ≥ x, then since the diffusion is transient to +∞, it will a.s. eventually return to l c . Starting anew from l c , the probability of making another c-down-crossing is
Continuing like this, it follows that the diffusion will a.s. stop making c-down-crossings.
For the proof of Theorem 2, we will need a monotonicity result. If
dx , for i = 1, 2, with b 1 ≤ b 2 , then a well-known coupling shows that the process corresponding to L 2 and starting at some x stochastically dominates the process corresponding to L 1 and starting from the same point x. It seems intuitive that in such a case, the number of c-down-crossings of the process corresponding to L 1 should stochastically dominate the number of c-down-crossings of the process corresponding to L 2 , however an appropriate, simple coupling doesn't seem obvious. We obtain such a monotonicity result by Frechét differentiating the integrand in We apply l'Hôpital's rule to the quotient 
