A characterization of linear operators preserving directional majorization is given. The result extends a theorem of Ando, and the proof also gives the characterization of linear operators preserving multivariate majorization recently obtained by Beasley and Lee.
Introduction
Let M n;m (M m ) be the set of real n m (m m) matrices. For X 2 M n;m we write X = (x 1 j : : :jx m ) where x j is the jth column of X. Given X; Y 2 M n;m , we say that X is multivariate majorized by Y (written X Y ) if X = DY for some n n doubly stochastic matrix D; X is directionally majorized by Y (written Let fe 1 ; : : :; e n g denote the standard basis for R n , e = P n j=1 e j , tr x = e t x for any x 2 R n , and J = ee t , the n n matrix with all entries equal to 1. Furthermore, let S n be the set of n n permutation matrices. Ando obtained the following interesting result in 1]. Proposition 1. A linear map A : R n ! R n satis es Ax Ay whenever x y if and only if one of the following holds:
(i) Ax = (tr x)a for some a 2 R n .
(ii) Ax = Px + (tr x)e = Px + Jx for some ; 2 R and P 2 S n .
Note there is some overlap: a map is of both form (i) and (ii) if and only if a = e (or equivalently, = 0).
The purpose of this note is to characterize those linear maps T on M n;m preserving directional majorization (i. (b) There exist R; S 2 M m and P 2 S n such that T(X) = PXR + JXS.
Note that the conditions (a) and (b) stated in our theorem look di erent from those in the main theorem of 2], but they represent the same types of operators; our presentation requires less notation. Both our proof and the one in 2] depend on Proposition 1; ours is a bit less computational and shorter.
Proofs
All vectors are column vectors even though we shall sometimes write them as row vectors. Denote by x # the decreasing rearrangement of x 2 R n . We often use the following equivalent conditions for x; y 2 R n :
(M2) x + e y + e for all (some) ; 2 R (with 6 = 0).
(M3) Px Qy for any (some) P; Q 2 S n .
(M4) P k j=1 x # j P k j=1 y # j for all k = 1; : : :; n, with equality holding when k = n. We begin with a lemma. Lemma 3. Let P 2 S n , 1 ; 1 2 R with 1 6 = 0, and T 1 : R n ! R n satisfy T 1 (x) = 1 Px + 1 Jx. Suppose T 2 : R n ! R n is a linear map such that T 2 x T 2 y whenever x y, and suppose j 1 jPe k + a j 1 jPe l + a:
Then by (M3), we have j 1 jUPe k + Ua j 1 jUPe l + Ua; where we choose U 2 S n so that Ua = a # , and k; l so that UPe k = e 1 and UPe l = e n . This gives (a # 1 + j 1 j; : : :; a # n ) (a # 1 ; : : :; a # n + j 1 j):
It follows from (M4) that a # 1 + j 1 j maxfa # 1 ; : : :; a # n?1 ; a # n + j 1 jg, which is a contradiction (since a # 1 > a # n as a is not a multiple of e).
Hence we see that T 2 of the form (ii), and there exist 2 ; 2 2 R and P 2 2 S n such that T 2 x = 2 P 2 x + 2 Jx: To complete the proof, we show that one can take P = P 2 . If 2 is zero this can certainly be done, so assume 2 6 = 0. Also note that if n = 2 then there are only the two permutations I; J ? I. Since (J ? I)x + Jx = ? Ix + ( + )Jx, we can take P = P 2 . Thus suppose n > 2 in the following.
Let 1 = 1= 1 and 2 = = 2 with 2 R. Then (2.1) gives PQy + 1 1 (tr Qy)e + P 2 Qy + 2 2 (tr Qy)e Py + 1 1 (tr y)e + P 2 y + 2 2 (tr y)e: By (M2) we have PQy + P 2 Qy Py + P 2 y: Let U = P ?1 P 2 . By (M3), we have y + Q ?1 UQy y + Uy:
This majorization holds for all 2 R, y 2 R n , and Q 2 S n . If U 6 = I then there are two possibilities.
Case 1) U has order 2. Without loss of generality, suppose U is a permutation switching e 1 and e 2 , and choose Q so that Q ?1 UQ switches e 1 and e 3 . Taking = 1 and y = (1; 0; 1; 0; :::; 0) in (2.2) gives (2; 0; 2; 0; : ::; 0) (1; 1; 2; 0; : ::; 0), which is a contradiction.
Case 2) U has order greater than 2. Without loss of generality, suppose U(e 1 ) = e 2 , U(e 2 ) = e 3 and choose Q so that Q ?1 UQ(e 1 ) = e 3 , Q ?1 UQ(e 2 ) = e 1 . Taking = 0:5 and y = (2; 1; 0; : : :; 0) in (2.2) gives (2:5; 1; 1; 0; :: :; 0) (2; 2; 0:5; 0;:: :; 0), which is a contradiction.
Thus we conclude that P = P 2 and the lemma holds. We remark that with some e ort one can deduce the condition \T 2 x T 2 y whenever x y" in Lemma 3 from (2.1).
We are now ready to present the proof of Theorem 2.
Proof of Theorem 2. The implications \(4) ) (1) ) (3)" and \(4) ) (2)) (3)" can be readily veri ed. It remains to prove \(3) ) (4)".
De ne the embedding E j : R n ! M n;m by E j (x) = xe t j for j = 1; : : :; m. Set 
