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I. INTRODUCTION 
The purpose of this paper is to establish some basic properties of initial- 
boundary problems specified by a differential equation of the form 
;++a, t, u(a, t), u(., t)) (la) 
subject to an initial condition 
44 0) =%(a) (a20) (lb) 
and a boundary condition 
40, t) = G(t, u(., t)) (lc) 
which includes the important special case 
u(0, t) = u1(t). (lc’) 
The primary features are the nonlinearities of F and G and the global 
dependence on age a as it enters F and G through u( ., t). 
Examples of Application 
The current interest in population problems of the form (labc) was 
largely begun by Gurtin and McGamy [6] and Hoppensteadt [ 111. 
although various aspects of these models have earlier roots in the works of 
McKendrick, von Foerster, and others. The 1974 Gurtin and MacCamy 
model, still the starting point for much discussion, is of the form 
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g+$= -A(a, P)u 
P(t) =jm u(u, t) da 
0 
4% 0) = u,(a) 
40, t) = Irn P(a, P) 44 t) & 
0 
having the interesting “quasi-linearity” of being nonlinear as it stands, but 
becoming linear in u if P(t) is replaced by some other externally defined 
function oft. In addition to the assumptions which Gurtin and MacCamy 
put on their model, it would suffice in order for our theory to apply that 
uo(u) vanish for all suitably large a. 
In Hoppensteadt’s model, the total population can be considered as par- 
titioned into two subpopulations, susceptibles S(u, t) and infectives I(u, 1). 
It is assumed that 
as as 0 
aa+at= - [I 
r(a) Z(u, t) da s 
0 1 
g+g= -c(a)Z 
S(0, t) = 0, S(4 0) = so(a) 
m t)= -f jy S(u, z(t))du, Z(u, 0) = Z,(u). 
The global age-dependencies make this model of interest for the present 
discussion. However, Hoppensteadt’s analysis depended significantly on the 
same sort of quasi-linearity as is present in Gurtin and MacCamy’s model. 
Under his hypotheses (including t(t) < t), our analysis applies directly. 
Since these pioneering papers there have been many additions and exten- 
sions in nonlinear, globally age-dependent population models, for example, 
Gurtin and MacCamy [7,8], Di Blasio [2], Webb [19], MacCamy [17], 
Langlais [ 131, Busenberg and Iannelli [ 11, and Elderkin [4]. Most of the 
more recent of these include an explicit spatial dependence. Although 
spatial dependence is not included in our considerations, there is an 
interesting way in which our purely age-dependent theory applies to a class 
of these models. This is most readily seen by considering the following 
recent model of Busenberg and Iannelli [ 11, which contains as special 
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cases most of the models in MacCamy [17] and Gurtin and MacCamy 
[S]. They assume 
$+;+I&, t,x)u=b(t,x, P, Px)ux+c(t,x, P, P,, P.& 
P = P( t, x) = lorn ~(a, t, x) da 
40, 4 xl = Ia= P( a, t, x) ~(a, t, x) da 
u(a, 0, x) = u,(a, x). 
Again because of the quasi-linearity, Busenberg and Iannelli are able to 
use a method of characteristics and reduce the above to a system of three 
problems. The first of these problems, being the only one in which age 
structure is important, has the form 
6(a) ~(a, t, x) da w 
~(0, t, x) = Iom p(a) ~(a, t, x) da 
w(a, 0, x) = w,(a, x). 
Our results will apply, provided that w. has compact support, uniformly in 
x. Once this problem has been solved, the solution of the other two follows 
by more standard means. 
These models all share a McKendrick type of boundary condition where 
G( t, 4) = G(4) is quasi-linear and independent of t. This special case of (lc) 
is much better known and has a much larger literature than the simpler 
special case (1~‘). Therefore, we will review the formulation of the two of 
the latter form. The first is a model of malaria due to Dietz [3] and par- 
tially analyzed in [S], while the other is a simple model for seed dispersal 
of Levin, Cohen, and Hastings [lS] and analyzed in [4], 
The Dietz malaria model has the form 
au au s+z= --uu+ I m k(a) ~(a, t) da o 
au au 
-+-=ctau-jqo-v,) &2 at 
aw aw 
&+at= yue - Tu - bw. 
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The basic idea is to keep track of the levels of trophozoites and 
gametocytes, which are asexual and sexual malarial parasites, respectively, 
as they occur in the host (e.g., humans). Although the age a is host age, the 
host population enters into the model only in the first equation, where k( *) 
is related to its age distribution. The trophozoite and gametocyte pop- 
ulations, in hosts of age a at time t, are denoted, respectively, by ~(a, t) and 
w(a, t). The trophozoites have a death rate ~(a, t) which is dependent on 
host age since it is influenced by immunity levels which vary according to 
host age. Hence we have the quadratic death term in the first equation. The 
integral in that equation is justified as an inoculation by mosquitos in the 
following manner. Acting as a sampling mechanism, the mosquitos draw 
off garnetocytes from hosts according to the host age distribution. In the 
mosquito, the parasite changes form, so that it is the trophozoite form 
which is inoculated into the host. It is this sampling and inoculation which 
is represented by the integral. 
The second equation merely shows a response of increased immunity, 
~(a, t), to increased threat, ~(a, t), and a tendency of immunity level to 
return to a natural level (Q,) in the absence of threat. 
After trophozoites have been inoculated into the host bloodstream, they 
tend to move toward certain internal organs, e.g., the liver. Those which 
survive for time T at the death rate u reproduce gametocytes at a rate y. 
The first term of the third equation is an approximation of this 
phenomenon, while the last term is a standard death term with constant 
rate 6. For a more complete consideration of this model, the reader may 
consult the third section of [3], and [S]. 
The Levin, Cohen, and Hastings model for seed dispersal in a simplified, 
one-dimensional form is 
~+~=f(u)-S(a)u+504&(a,6)6(a)u(l, t)da 
44 0) = &J(a) (a20) 
40, t) = %(f) (t>O). 
Although ~(a, t) is a measure of plant population (e.g., “seed equivalents,” 
reproductivity potential, or biomass) at time t, the age a is not the age of 
the population U. (This is a feature shared with the malaria model of Dietz.) 
Instead, age here is used to describe a patch of environment in which the 
population u is located. One finds this notion of a “patchy environment” 
developed, for example, by Hastings [lo], Janzen [12], Levin and Paine 
[16], Roff [18], and Whittaker and Levin [20], and it is surveyed by 
Levin [ 141. 
Basically the idea of a patchy environment as it pertains to this “seed” 
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model is the following. The environment of the population is considered to 
be partitioned into a mosaic of patches, with an age associated with each 
patch. The age is not likely to be continuous in space, but it does increment 
with the clock time t. It is assumed that patches age until some terminal 
age A is reached, at which time every patch of that age “crashes.” That is, 
when a patch reaches age A it changes instantaneously and perhaps 
catastrophically to the state which is characterized by age zero. In fact, the 
Levin et al. model specifically assumes that age zero forces ~(0, t) = 
u,(t) = 0. The “crash” identifying ages A and 0 is presumably due to some 
natural force which is external to the model. After the age of a patch is 
reset to zero, it again begins incrementing with clock time. 
In the absence of population movement (dispersal) between patches of 
differing ages, the total population in all patches of age a, u(a, t), is 
assumed to obey a growth law of the form 
To account for the effect of dispersal, suppose that the proportion 6(a) of 
the population in patches of age a disperses instantaneously over the 
spatial environment. For dispersed population from patches of age c1 let 
&(a, a) be the probability of successful establishment in a patch of age a. 
Then the local growth law must be modified to account for loss ( -6~) and 
gain due to dispersal to take on the form above. 
The “crash” of age A to zero may seem somewhat contrived, and of 
limited applicability. In the modelling of other phenomena the population 
or state, u(a, t), may not be subject to such a mechanism and it may be 
desirable to account for nontrivial populations of all ages a. Our analysis 
holds for many, but not all, such systems. We have already indicated that 
the quasi-linear case, where F(a, t, U, 4) in (la) is linear in U, is suitable; 
and more generally if (la) can be written as 
g+g=da, t)f(a, 4 u(a, t), UC., t)) 
then our methods hold provided the initial state ZQ,(. ) has compact sup- 
port. The reason for this is that we take u(., t) (for t fixed) to be in a 
Lebesgue function space on a compact a interval. When uo(a) = 0 for a 2 A, 
Eq. (la’) forces u(a, t) = 0 for a 2 t + A and our conditions hold. 
A final class of examples is given by replacing (la) by 
~+~=f(a,t,U)+jmk(a,t,a)u(a,t)dz 
0 
(la”) 
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and using a boundary condition of the form (lc’), or 
~(0, t) = j- b(t, a) ~(a, t) dt 
0 
(lc”) 
where for each T there is an A giving k(a, t, a) = 0 and p( t, tl) = 0 for a > A 
when t < T. The linearity in these examples is unimportant, but the effective 
restriction of the global state u( *, t) to a compact a interval for each boun- 
ded t interval is crucial for our techniques. 
Summary of Results 
The fundamental technique in this paper is iteration. Solutions of (labc) 
are obtained by iterating solutions of (labc’), which are in turn obtained 
by iterating families of ordinary differential equations along the charac- 
teristics t-a = constant. These iterations are set up in the proof of 
Theorem 1, which gives existence and uniqueness of solutions. The 
smoothness of solutions in (a, t) is considered in Theorem 2 with continuity 
in initial and boundary conditions given in Theorem 3. 
The repeated iteration provides an easy but powerful means of 
establishing monotonicity of the solution structure with respect to initial 
and boundary data in Theorem 4. Indeed, it is somewhat pathetic to com- 
pare the ease of obtaining these results for merely bounded and measurable 
data in [w” with the difficulty encountered in [4] using a straightforward 
Picard iteration to obtain the same results but under the much stricter 
hypothesis of constant boundary data for a one-dimensional (UE Iw) 
problem like (labc’). This repeated iteration appears to hold some promise 
for establishing a Lyapunov-Razumikhin stability theory. In Theorem 5 we 
find the existence of steady-state solutions under fairly general hypotheses. 
Since such steady states are frequently not unique (cf. [4] and [S]), the 
question of uniqueness and the related one of stability of steady states are 
left to further inquiry. 
II. EXISTENCE AND UNIQUENESS VIA REPEATED ITERATION 
We begin by establishing the existence and uniqueness of solutions of 
(labc), given measurable and bounded initial and boundary conditions. 
This is done using the second-order iteration process which is intrinsically 
set in a Banach space of functions, the Lebesgue space L,( [0, A], W), or a 
space of continuous functions. We view a function ~(a, t), defined for (a, t) 
in [O, A] x Iw, as a time parameterized path in the function space. For each 
fixed to 2 0, the point u( ., to) in the function space is defined at a E [O, A] 
to have value ~(a, to). When the function space is L,( [0, A], [Wm) we will 
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not distinguish in notation between u( ., to) and its equivalence class. This 
will not cause any difficulties. We use 1 1 to denote a norm on R” and 
/I . /I i, II . /I Iu to denote compatible L,, L, norms for R”-valued functions 
defined on [0, A]. We will consider the differential equation (la) even for 
a > A, since it makes perfectly good sense if we view u( ., t) as it enters F 
(and G) as being restricted to the interval [0, A]. 
In defining the iterations, we will need to integrate along the charac- 
teristic lines 
t - a = constant 
using initial conditions specified by ui( t) or G along the positive t-axis and 
by u,(a) along the u-axis. To facilitate this let 
X=X(a, t)=min{a, t} 
so that the characteristic line through the point (a,, to) intersects one of the 
positive coordinate axes at the point (a0 - X, to - X). In order to facilitate 
the notation of initial and boundary conditions of type (lbc’) we define 
uO(u, t) = q)(u) if t=O 
= u,(t) if a=0 
and leave it undefined off the coordinate axes. 
Since the solutions ~(a, t) we will be using are not necessarily continuous 
in directions transverse to the characteristic lines we need to replace the 
derivative operator a/au + a/at in (la) with the directional derivative 
operator in the (1, 1) direction 
Du=/imohP1[u(u+h, t+h)-u(u, t)] 
which accounts for equal incrementing of age and time. Of course there is 
no difference when u is smooth. When writing (la) we will always assume 
that Du replaces &@a + au/at whenever the two are not equal. Hence our 
initial-boundary problem should read 
Ma, t) = Flu, 6 4~ t), 4.3 t)) (14 
u(a, 0) = uO(u, 0) = u,(a) 
40, t) = G(t, 4.2 t)) (lc) 
or u(0, 2) = uO(0, t) = u1(t). (14 
THEOREM 1. Let lu,(u)l and [u,(t)\ be bounded by B everywhere. Let 
F(u, t, u, 4) E W” be continuous on a domain R specified by 0 <a < A, 
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It]6tl, UEIIV with lu]<B+b and ~EL~([O,A],[W~) with I&a)l<B+b 
for all aE [0, A]. Let there be a Lipschitz constant L such that 
everywhere on R, and let there be a bound M on IF(a, t, u, d)I on R. For 
these same t and ~+4 let G( t, 4) E W” be Lipschitz continuous with 
Let IG(t, c$)] < B + ib whenever ]#(a)1 6 B for all a in [0, A]. Let T be at 
most min(t,, b/M) and small enough that 06 (1- LT))‘LT< 1. Then 
(labc) has a unique solution u = u(a, t) defined for a 2 0 and ItI < T such 
that lu(a, t)] < B + b for all (a, t) E [0, co ) x [ - T, T] and which is con- 
tinuously differentiable along each characteristic line. 
LEMMA 1. Under the hypothesis of Theorem 1, let u: [0, co) x 
[ - T, T] + IW’ satisfy the conditions 
I. v is product measurable and bounded everywhere by B + b; 
II. v is uniformly Lipschitz continuous along characteristic lines with 
Lipschitz constant M. 
Then F(a, t, u, u( +, t)) and G(t, u( ., t)) are continuous. If ufurther satisfies 
III. u(a, 0) = uO(a) and ~(0, t) = G( t, u( ., t)) 
then v satisfies the initial boundary problem (labc) zf and only tf it satisfies 
the integral equation 
v(a, t) = uO(a - 2) (a > t) 
=G(t-a, u(., t-a)) (a < 4 
(2) 
+I0 
F(a+s, t+s,u(a+s, t+s), v(., +s))ds. 
--x 
Proof The equivalence of (2) with (labc) is an easy consequence of the 
Fundamental Theorem of the Calculus, once the continuity of 
F(a, t, u, V( +, t)) is established. First we note that u( *, t) fits the domains of 
F and G since the bound B + b clearly holds along the line t = constant and 
since the restriction of u to a one-dimensional slice of its two-dimensional 
domain is measurable with respect o the one-dimensional measure. Now 
Il;(a, t, u, $*, t)) - F(a’, t’, u’, 4., f))l 
G 10, 6 u, 4., f))-f’ta’, t’, u, u(., f))l 
+Ulu-u’l + II4’, t)-4.3 f)ll11 
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but for t’=t+h with h>O we have 
114.9 t’)-4.3 t))ll, 
= I ;’ Iu(u, t+h)-o(a, t)l da 
6 j,” Iu(u, t+h)l da+ joA-” lo(a+h, t+h)-u(a, t)l da 
+ j:, Iu(a, t)l da 
< (B + b)h + Mh(A -h) + (B + b)h, 
and similarly for the continuity of G. Hence the lemma is established. 
Proof of Theorem 1. It is now appropriate to formulate our iteration. 
First consider the special case (labc’) with u,(t) = ~‘(0, t). Set 
uO(u, t) = u”(u - x, t - X) (34 
and for n 2 1, assuming that ZP -~ r satisfies properties I, II of Lemma 1, let 
un solve 
Du”(u, t) = F(u, t, uyu, t), un y, t)) (3b) 
u”(a - x, t - X) = u”(u - x, t-X). (3c) 
Since the right-hand side of (3b) is continuous in a, t and Lipschitz in U” it 
locally has a unique solution which is in the domain R of F (see [9, 
Theorem II. 1.11). 
We establish properties I, II for uk by induction. Clearly they hold for u’, 
so assume that ukP’ satisfies them. Let U(s; so, z, a, t) solve 
dU 
z=F(u+s, t+s, U, ukpl(., t+s)) 
U(s,;s,,z,u, t)=z. 
Since the right-hand side of the differential equation is continuous and has 
unique solutions, U is continuous. Setting W(u, t) = (0, -X(u, t), 
u”(u - X, t-X), a, t) we see that uk(u, t) = U(0; -X, u”(u - X, t-X), a, t), 
the composition Uo W of a measurable function followed by a continuous 
one. Hence uk is measurable. Since Ju”I < B and II < M we have 
Uk(U, t) = uO(u - x, t-X) 
+i” F(u+s, t+s,uk(u+s, t+s), ukpl(., t+S))ds -X 
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and so 
luk(a, t)l< luO(a-X, t-X)1 +MX<B+MT<B+b 
and so uk is now seen to satisfy property I, while it satisfies II since 
IFI Q ~4. 
Toward the convergence of (u”}, we write U” in integral form as 
immediately above to obtain, on the domain 0 < a < A, 1 tJ < T, 
’ lb n+l -u”lJ,=esssup [F(a+s, t+s,un+’ (a + s, t + s), u”( *, t + s)) --x 
- F(a + s, t + s, ~“(a + s, t + s), un- ‘( ., t + s))] ds 
Hence 
lb n+l-~nIIco~(l-LT)-lLTIIu”-u”-lIl, 
and since T was chosen small enough that 0 < (1 - LT)-’ LT< 1, we see 
that {u”} converges in the L, norm to a solution u. Clearly IuI 6 B + b. 
Since each U” is continuous along the characteristics and the convergence is 
uniform, the limit u is continuous along the characteristics. It clearly has 
the same Lipschitz constant M there as all the u”. Hence by Lemma 1, u is 
continuously differentiable along the characteristics. 
Hence all the claimed properties of u in the special case of (1~‘) have 
been demonstrated except for uniqueness. But if both u and u solve (2) then 
IIu-~I,~~L llu--II, T< llu--II, 
unless u = v as desired. 
To obtain solutions of the problem with the general boundary condition 
(lc), we set up this iteration: 
u0(4 t) = u,(a), -Tdt<u 
=G(t-a, uo(.)), u<t,<T 
(44 
and if zJ-i satisfies properties I and II of Lemma 1 we let ~“(a, t) solve 
Du”(u, t) = F(u, t, ~“(a, t), u”( ., t)) (4b) 
u”(u - x, t - X) = uo(u - t), -T<t<u 
=G(t-a, u~-‘(., t-u)), 
(4c) 
u<t<T. 
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Of course, one now has a problem of the form (1 abc’) for each n. In a man- 
ner very similar to that of the previous iteration, it can be shown recur- 
sively that zP ’ does satisfy the properties I, II so that the iterations are 
well posed. The convergence is also demonstrated similarly to the above, so 
we omit the details of the rest of the proof. 
III. REGULARITY OF SOLUTIONS 
We turn now to consideration of smoothness properties of the solution 
~(a, t). Assume that u,(a), 0 <a < A, is r-times continuously differentiable. 
If ~(a, t) solves (labc) then F(a+s, t+s, u, u(., ?+s)) and G(t+s, 
u( ., t + s)) are continuous in (s, U) and s, respectively, if (a, t) is fixed, by 
Lemma 1. Then u(s) : = u(a + s, t + s) solves the ordinary differential 
equation and initial condition 
do 
-&=F(u+s, t+s, v, u(., t+s)) 
v( -X) = uO(a - x, t - X) = u,(u - t) (a 2 t) 
=G(t-a, u(., t-u)) (a < t). 
Standard theory on differentiability of solutions in initial conditions (cf. 
[9, p. 95-J) guarantees the smoothness of ~(a, t) whenever ~‘(a-X, t--X) 
is smooth. Since X(u, t) is C” except along the line t = a, we see that ~(a, t) 
is automatically c’ except possibly when t = a. We must derive additional 
“compatibility conditions” for smoothness there. 
Now the above comments imply that uo(u) is c’ for 0 < a < T if and only 
if ~(0, t) is c’ for - TQ t < 0. Clearly the initial conditions specified by 
uo(u) on 0 da < T can be specified equivalently by ~(0, t) on - T< t < 0. 
Furthermore ~(a, t) will be of class C’ along the characteristic t = a if and 
only if ~(0, t) is of class c’ at t = 0. Since for - T < t ,< 0 
u(0, t)= ug( - t) + so F(s, t + s, u(s, t + s), u( .) t+s))ds (5) 
--r 
we can derive necessary and sufficient conditions for the smoothness of 
~(0, t) for t near 0 in terms of G(t, u( ., t)), 0 < t, and u,(u), 0 < Q. We do 
this specifically for u E Co and u E C’. 
THEOREM 2. Let ~(a, t) soloe (labc) us in Theorem 1, and assume that F 
and G are of class C’ (Freehit). Then u is of class c’ fund only ifu(0, t) us 
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givenbyG(t,u(.,t))forO<tQTandby(5)for -T<t<OisC’.Necessary 
and sufficient conditions are that uO(a) be C’, plus for continuity 
uo(O+)=W+, uo(.)), (6) 
and in addition, for C’ 
g(O+ 3 uo(. 1) + g'(o+ I= -4dO) + F(O, 0, u,(O), uo(. )I (7) 
where g(t) = G(0, u( ., t)). 
Prooj Condition (6) follows exactly from the above comments if u,,(a) 
is Co. If u’(a, 0) and ~‘(0, t) are C’ and u is Co we obtain from (5) for t < 0 
g(O,t)= -ub(-t)+F(-t,O,u(-t,O),u(-,O)) 
aF aFau aFau + -+--+--(., t+s) ds. at au at ad at I (8) 
Letting t + O- in light of the preceding remarks, we have the compatibility 
condition (7). 
For example, if G(t, u( ., t)) = j{ /3(a, t) u(a, t) da then 
; G(t, 4.3 t)) 
I=0 
= 
+ b(a, t) - g (a, t) + F(a, t, u(a, t), u(., t)) II I da r=O 
= g (a, 0) u,(a) + P(a, OH -&(a) + F(a, 0, u,(a), uo( .))I} da. 
Here 
I oA $ (a, 0) uo(a) da =g (O+ 9 uo(. 1) 
and the rest of the integral is g’(O+). 
In the special case of the boundary condition (1~‘) where G(t, . ) = ul( t) 
the conditions (6) and (7) have a correspondingly simpler form. Equation 
(6) is replaced by 
uo(o+)=u,(o+) (6’) 
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while (7) is replaced by 
z&(0’) + u;(o+) =F(O, 0, u,(O), ug(.)). (7’) 
These conditions relate to the form of the system (labc’) in a pleasantly 
simple way. 
Not only are we interested in the smoothness of each solution, but we 
are interested in how the solution changes in response to changes in initial 
and boundary data. The following theorem is a modest start towards a 
complete treatment of this question. 
THEOREM 3. Let the hypotheses of Theorem 1 obtain for F, G and the 
two solutions u(a, t) and u(a, t) of problem (labc). Zf T is sufficiently small, 
but positive, there are corresponding positive constants tl, p such that 
IIu(.~ t)- v(., t)ll, <a Ilud.) -vd* )ll, eP’. 
These L, norms may be taken consistently on any a interval which contains 
W, Al. 
The proof is a standard application of Gronwall’s Inequality to 
integrating the differential equation along characteristics, and so will be 
omitted. 
IV. COMPARISON OF SOLUTIONS; STEADY STATES 
The preceding properties hold in very general circumstances. Now we 
turn to the more special property of monotonicity of solution structure 
with respect to initial data and boundary conditions. Does a decrease in 
initial data result in a decrease in the solution? Under appropriate 
additional hypotheses, yes. 
For u = (ui,..., u,,,) E R” write 0 6 u if 0 < ui for i = l,..., m. Further write 
u<uifO<v--uandd<$if&s)<$( )f s or all s in the common domain of 
4, $. We say that G(t, 4) is monotone with respect o I$ if G(t, 4) < G(t, $) 
when 4 < $. For F(a, t, ZJ, 4) (F = (F, ,..., F,)) we say that F is quasi- 
monotone with respect to u, strongly in accord with 4 if F,(a, t, u, 4) < 
Fi(a, t, v, Ic/) whenever ui = vi and u < v and 4 < $, for each i= l,..., m. 
Finally, we say that f(u, s) is quasi less than g(u, s) with respect to u if 
fi(u, s) 6 gi(u, s) whenever ui = ui and u 6 u, for i = l,..., m. 
THEOREM 4 (Monotonicity of Solution Operator). Assume F and G 
satisfy the hypotheses of Theorem 1, and that G(t, 4) is monotone with 
respect to 4 and F(a, t, u, 4) is quasi-monotone with respect to u, strongly in 
accord with 4. Let uj(a, t), j = 1,2, solve (labc) on 0 d a, 0 < t < T and sub- 
ject to &(a, 0) = u&(a) with u; < ui. Then u’(a, t) d u*(a, t) on 06 a, 
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0 < t < T. This conclusion remains valid in the special case qf (1~‘) where 
~‘(0, t ) = u(( t ), j = 1, 2, provided ui( t ) < u:(t) for 0 < t < T. 
Proof We first consider the special case (1~‘) with u:(t) < u:(t). As we 
have done previously, set z$(O, t) = u{(t) and $(a, 0) = u&(a), j= 1,2. We 
set up the iteration for u’ and u2 and then along each characteristic line we 
apply the following result about ordinary differential equations. Let Uj(s) 
solve dZJ,lds = fj( Uj, s), U,(s,) = UT with u,, f, E KY for j = 1, 2. Assume the 
fj are continuous and solutions are unique. If Uy < q and fi is quasi less 
than f2 with respect o U then U,(s) < U,(s) for s0 6 s. 
Define the sequences of approximate solutions (Us”};= 1 for j= 1,2 
exactly as in (3abc) in Theorem 1 for (1~‘). Then UJ”(s; a, t) = 
zP(a+s, t+s) solves dU/ds = fJ'( U, s; a, t) with Uj’( -X; a, t) = 
$(a-X, t-X) (X=min(a, t)) where fj"( U, s; a, t) = F(a + s, t + s, 
u u Jo- ‘( ., t +s)). Applying the above result, it is easy to see inductively 
that u’*“(a, t) 6 u2,“(a, t) for n= 1, 2,... and hence in the limit as n -+ co, 
u’(a, t) < u*(a, t). 
For the case of (lc), we iterate using the results for (lc’), exactly as in 
Theorem 1. We set up the new sequence of approximate solutions {u~“}~= i 
for j= 1,2 exactly as in (4abc) for (lc) in Theorem 1. Using the result of 
this theorem for (1~‘) we have immediately that ul,n < u*,” for n = 1, 2,... and 
hence in the limit u’ < u*. This establishes Theorem 4. 
COROLLARY 1. Let F and G be as in Theorem 1. Assume that 
F,(a, t, u, q5) 30 whenever ui= 0, ~20, and q5 30, for i= l,..., m, and that 
G(t, #)>O when #>O. Zf u solves (labc) with u,,>O then u(a, t)aO for 
aaO,O<t<T. 
COROLLARY 2. Let F and G be as in Theorem 1. In the case that u(a, t) 
and v(a, t) are scalar solutions to a scalar problem (labc) (so m = l), in 
order to obtain u < v it suffices to merely have u0 6 v,, and F and G be 
monotone with respect to I$. We can obtain u < v in the special case of (1~‘) 
with ~(0, t)=u,(t) and ~(0, t)=vl(t) zf”u,dv,, u,<v,, and F is monotone 
with respect to 4. 
When solutions of (labc) exist for all time, t 3 t,, we are interested in 
limiting behavior of them as t -+ 0~). The first step in such an investigation 
is to search for steady-state solutions u = u(a) when F and G are indepen- 
dent oft. At this point it is worth considering the very trivial example 
au au z+z= -Au 
~(0, t) = lrn @(a, t) da 
0 
560 RICHARD H. ELDERKIN 
where 2, /3 are constant, having a nonzero solution u = u(a) if and only if 
J. = fi. An auxiliary condition, like L = b here, seems to be unavoidable 
when ~(0, t) actually depends on u( ., t). Both Gurtin and MacCamy [6] 
and Busenberg and Iannelli [ 11 have such conditions which are necessary 
and sufficient for the existence of a steady state under appropriate 
additional hypothesis. 
On the other hand, in the case of (1~‘) where ~(0, t) = ui(t) we can make 
more progress when 
both exist. Then we search for a solution u = u(a) to the “initial” value 
problem 
u(0) = u”. Pb) 
Notice that this dynamical law specifies the rate of growth of u at each a, 
in terms of ages a both larger and smaller than ao. This is a functional dif- 
ferential equation exhibiting both “past” and “future” dependence. In our 
context as a steady state for a time-varying system we have the natural 
interpretation of Eq. (9a) as a requirement of consistency of the “present” 
state u(a) and rate of change (&/da)(a) with global state u(.) in both 
“past” and “future” ages. For example, if F, can be decomposed into a 
sum of the form 
F,(a, u, 4) = Fo(a, u) + F, (4) 
then the consistency interpretation can be written as 
THEOREM 5. Let F = F(a, u, 4) E W” be continuous on the domain R 
speczj?ed by 0 < a, u E R” with 1~1 6 B, and 4 E C”( [0, A], W) with Ildlio < B 
(where II . Ilo is the sup norm) and let there be a Lipschitz constant L such 
that 
I~~~,~,~)-~~~,~,IL)I~~CI~-~l+II~-ICIllol 
everywhere on R. Assume that F(u, u, 4) d 0 whenever 1~1 =B and lidllo = B 
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and assume that Fi(a, u, 4) 20 whenever ui= 0, u 20, and I$ 3 0, i= 
1, 2,..., m. Then for lu”l <B the steady-state initial value problem 
u(0) = u” (lob) 
has at least one solution. 
Proof: Define the transformation T on the space C”( [0, A], R”) by 
u = T(d) 
if u = u(a) solves the initial value problem 
u( 0) = u”. 
Then it is clear that Theorem 4 gives us 0 < u(a) for 0 6 a < A if 0 < #(a) 
for all aE [0, A] and IIu(.)IIo < B whenever Il~llo < B. Since the Lipschitz 
condition on F leads to a bound on the values of F, and hence gives an a 
priori bound on the values of Idu/dal, we see that T is completely con- 
tinuous. Hence we obtain a fixed point, U( .), of T by the Schauder Fixed 
Point Theorem. But then U( * ) is a solution of (10). 
Note added in proof A paper by Glenn Webb, “Nonlinear age dependent population 
dynamics in L’,” to appear in J. Integral Equations, contains similar results that were indepen- 
dently obtained. 
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