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Abstrak—Proses pembelajaran neural network merupakan hal yang penting, bertujuan untuk mengenali
lingkungan. Proses pembelajaran neural network membutuhkan waktu untuk dapat mengenali lingkungan.
Terutama pada salah satu algoritma neural network yaitu resilient backpropagation. Proses untuk mempercepat
pembelajaran resilient backpropagation pada penelitian ini adalah menggunakan teknik parallel processing.
Teknik parallel processing yang digunakan adalah multithreading. Teknik parallel ini diterapkan pada bagian
hidden layer yaitu membagi jumlah neuron pada hidden layer menjadi beberapa subproses yang dikerjakan
secara bersamaan, pembagian yang dilakukan berdasarkan pada jumlah thread. Hasil yang didapatkan dalam
penerapan parallel processing menggunakan teknik multithreading ke dalam algoritma resilient
backpropagation membantu mempercepat waktu proses pembelajaran resilient backpropagation dengan thread
yang digunakan sebanyak 3 buah thread.
Keyword ― Neural Network, Resilient Backpropagation, Parallel, Hybrid Partition, Multithreading.
I. PENDAHULUAN
Artificial Neural Network (ANN) merupakan komputasi yang
mengambil sistem biologi yaitu jaringan saraf, jaringan saraf
buatan ini berfungsi untuk melakukan komputasi klasifikasi,
pengenalan pola, kontrol, forecasting, dll [1]. Algoritma ANN
sebelum diuji pada sebuah lingkungan, ANN perlu
melakukantraining terlebih dahulu agar algoritma ANN dapat
mengenali lingkungan tersebut. Pada saat algoritma ANN di
training maka memakan waktu yang cukup lama tergantung
dari besarnya dataset, nilai epoch, kecepatan pembelajaran
mencapai titik konvergen [2].
Proses training pada artificial neural network membutuhkan
waktu untuk meyelesaikan masalah tersebut salah satu metode
yang dapat digunakan adalah adaptive learning rate.
Adaptivelearningrate adalah teknik yang digunakan untuk
mengubah learningrate berdasarkan pada perubahan nilai
errror yang dihasilkan dari setiap iterasi [3]. Selain pengunaan
metode adaptive learning rate untuk mempercepat waktu
training pada ANN, ada metode lain yang dapat digunakan
yaitu memasukan teknik parallel kedalam arsitektur
neuralnetwork tersebut. Teknik parallel adalah membagi
proses menjadi subproses yang dapat dijalankan secara
bersamaan. Penerapan parallel komputer terhadap
backpropagation sangat membantu dalam proses training
yaitu dapat memangkas waktu training [4].
Resilient Propagation / Resilient Backpropagation (RPROP)
adalah salah satu algoritma neuralnetwork yang dilengkapi
dengan kemampuan adaptive learning yaitu kemampuan untuk
menentukan learning rate yang digunakan berdasarkan nilai
error gradien [5]. Algoritma RPROP dalam kasus untuk
mengklasifikasikan gigitan ular menunjukan tingkat kecepatan
pembelajaran untuk mencapai titik konvergen berdasarkan pada
nilai batasan MSE 0.03 dimana standar backpropagation
membutuhkan pembelajaran sebanyak 378 epoch sedangkan
resilientbackpropagation hanya membutuhkan sebanyak 73
epoch untuk mencapai titik konvergen berdasarkan pada nilai
MSE[6]. Algoritma RPROP memiliki kecepatan dalam
mencapai nilai konvergen dibandingkan dengan
backpropagation. Pada tingkat akurasinya algoritma RPROP
berada pada rata 76,88%, sedangkan rata akurasi
backpropagation 69,264% [7].  Kemampuan algoritma RPROP
menjadikan pengujian terhadap semua kasus dataset yang diuji
sangat stabil dalam pembelajaran [3]. Pada penelitian terdahulu
menunjukan kemampuan resilient propagation memiliki
keunggulan kecepatan dalam training untuk mencapai titik
konvergen dibandingkan dengan backpropagation standar.
Pengujian data yang digunakan adalah data kasus klasifikasi
aktifitas manusia berdasarkan sensor gyroscope dan
accelerometer.
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Resilient backpropagation (RPROP) adalah algortima neural
network yang bersifat supervised dan adaptive learning.
RPROP merupakan perkembangan dari backpropagation.
Pada resilient backpropagation parameter sudah ditetapkan
jadi tidak diperlukan penentuan learning rate lagi.
Kemampuan RPROP adalah untuk menghidari perubahan nilai
gradien yang terlalu kecil ini bertujuan agar mempercepat laju
pembelajaran RPROP dibandingkan dengan backpropagation,
ini ditunjukan pada jaringan RPROP memiliki sebuah nilai
delta yang mengikuti perubahan nilai weight. Jika perubahan
nilai weight kecil maka nilai delta membesar, sebaliknya
ketika perubahan weight aktif maka nilai delta mengecil.
RPROP memiliki langkah yang sama dengan
backpropagation yang membedakannya adalah pada waktu
backwardnya yaitu pada bagian updateweight. Untuk
melakukan updateweight harus dilakukan pemilihan
berdasarkan gradien error yang dihasilkan, lalu penentuan
learningrate yang dipakai untuk melakukan updateweight.
Pelatihan feedforward pada algoritma resilient
propagation sama dengan pelatihan feedforward pada algoritma
backpropagation, yang membedakan pada waktu melakukan
updateweight dengan learningrate pada pelatihan backward.
Perhitungan learningrateakan dijabarkan pada langkah –
langkah sebagai berikut (Riedmiller & Braun, 1993):
1) Perhitungan nilai ∆( )
Untuk menentukan nilai ∆( ) ada beberapa aturan yang
harus dipenuhi untuk mendapat nilai delta tersebut yaitu :
∆( )=
⎩⎪⎪⎨
⎪⎪⎧ ∗ ∆( ), ( ) ∗ ( ) > 0∗ ∆( ), ( ) ∗ ( ) < 0∆( ),
Untuk mendapatkan ∆( ) untuk pertama kali pembelajaran∆( )= ∆ . Nilai ∆ = 0.1 nilai pada delta 0 dapat saja
ditetapkan lebih besar atau lebih kecil dari 0.1, karena nilai
delta 0 tidak memiliki pengaruh besar terhadap laju proses
pembelajarannya (Martin Riedmiller, 1994). Untuk
pembelajaran berikutnya maka ∆ yang terdahulu akan
dikalikan dengan learningrate. Pada perkalian ∆( )
dengan learningrate ada aturan yang harus dicapai yaitu
error gradien pada hasil terdahulu ( ) dikalikan dengan
errorgradien ( ) . Dari hasil perkalian error tersebut maka
didapatkan hasil jika hasil lebih besar dari 0 maka ∆( )
dikalikan dengan , dan jika hasil lebih kecil dari 0 maka∆( ) dikalikan dengan . Nilai dan merupakan
learningrate yang membedakan adalah pada memiliki
nilai yang lebih besar daripada . Marthin Riedmiller
(1994) menetapkan nilai standar pada = 1.2 sedangkan= 0.5 untuk algoritma resilient propagation.
2) Penentuan nilai ∆ ( )
Setelah ditentukan ∆( ) maka akan dilanjutkan ke dalam
aturan untuk menentukan fungsi operator yang akan dipakai
untuk melakukan updateweight dengan aturan sebagai
berikut:
∆ ( ) = ⎩⎪⎨
⎪⎧− ∆( ), ( ) > 0+ ∆( ), ( ) < 00 ,( ) = ( ) + ∆ ( )
Dengan menggunakan error function maka diketahui ∆( )
yang akan digunakan apakah akan dikurangi atau ditambah
atau tidak terjadi perubahan bobot. Untuk menentukan
fungsi operator yang dipakai pada ∆( ) maka dibandingkan
nilai error gradien terhadap nol. Jika nilai error gradien
lebih besar daripada nol maka ∆ ( ) akan menerimanilai− ∆( ), dan jika nilai error gradien lebih kecil daripada 0
maka ∆ ( ) akan menerima + ∆( ). Setelah mendapatkan
nilai delta w maka dilanjutkan ke updateweightnya secara
langsung.
Pada aturan pertama untuk penentuan learningrate
memiliki masalah pada aturan kedua yaitu terjadi
peningkatan pembelajaran yang melebih batas minimum
maka dilakukan pengurangan weight secara langsung
dengan weight terdahulunya.∆ ( ) = −∆ ( ), ( ) ∗ ( ) < 0
2.13
2.14
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Untuk menghindari terjadi keadaan tersebut untuk terjadi
kedua kalinya maka pada ( ) = 0.
B. ParallelProcessing
Parallel processing adalah sebuah kegiatan menjalankan
beberapa proses sekaligus dalam waktu yang bersamaan.
Teknik parallel processing ada 2 macam yaitu SIMD (Single
Instruction Multiple Data streams) dan MIMD (Multiple
Instruction Multiple Data streams).
SIMD (Single Instruction Multiple Data streams)
adalah teknik parallel yang menggunakan sebuah control unit
dan processor melakukan eksekusi terhadap instruksi yang
sama ini ditunjukan pada Gbr 1
Gbr. 1 Single Instruction Multiple Data streams (Sumber :El-Rewini & Abd-
El-Barr, 2005)
MIMD (Multiple Instruction Multiple Data streams) adalah
teknik parallel yang menggunakan multiple processor dan
multiple memory yang tergabung dalam sebuah koneksi. Pada
MIMD setiap processor memiliki control unit sendiri yang
dapat memberikan instruksi yang berbeda. Arsitektur dari
MIMD akan ditunjukan pada Gbr 2.
Gbr. 2 Multiple Instruction Multiple Data streams (Sumber : El-Rewini &
Abd-El-Barr, 2005)
Implementasi parallel processing maka digunakan
multithreading untuk mengimplementasikan parallel
processing tersebut.
C. Thread & Multithreading
Thread adalah sebuah proses yang berukuran kecil yang dibuat
oleh sebuah program untuk dijalankan bersamaan dengan thread
– thread lainnya. Tujuan thread ini adalah agar proses – proses
yang dapat dikerjakan bersamaan dapat dijalankan secara
bersamaan tanpa memerlukan waktu tunggu untuk proses
berikutnya. Ini dapat dicontohkan dari perangkat lunak pengolah
kata yang membentuk beberapa thread untuk melakukan fungsi
tampilan, proses pengetikan, dan proses pemeriksaan jumlah
kata, dengan pembagian fungsi tersebut kedalam thread maka
semua proses tersebut dapat dijalankan secara bersamaan tanpa
terjadinya delay, sehingga dapat disebut berjalan secara parallel.
Multithreading adalah kumpulan beberapa thread yang
dijalankan bersamaan pada sebuah processor. Pada
multithreading ini merupakan proses eksekusi dari kumpulan
thread dimana kumpulan thread tersebut diproses secara
berulang – ulang dengan perpindahan dalam waktu nanosecond.
D. Parallel Arsitektur Neural Network
Parallel arsitektur neural network mengikuti penelitian dari
Ganeshamoorthy & Ranasinghe, 2008. Parallel yang digunakan
adalah Hybrid partition pada metode parallel ini tidak
membutuhkan siklus pembelajaran per pola hanya melakukan
penyimpanan nilai - nilai weight pada masing – masing neuron
hidden unit. Bentuk arsitektur dari parallel neural network
tersebut ditunjukan pada Gbr. 3
Gbr. 3 Arsitektur NeuralNetwork dengan parallel (Ganeshamoorthy &
Ranasinghe, 2008)
Gbr 3 adalah sebuah teknik parallel yang bernama hybrid
partition yaitu membagi arsitektur proses pada neuralnetwork
menjadi subproses – subproses. Subproses tersebut dikerjakan
pada waktu yang bersamaan dengan menggunakan teknik
multithreading. Proses yang akan dilakukan adalah dari
inputlayer (A) akan mengirimkan data input yang telah
dikalikan dengan weight ke neuron (P1) dan nilai tersebut
akan dihasilkan nilai function yang akan diteruskan ke output
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(B). Proses di hiddenlayer yaitu P1, Pk, dan Pn dijalankan
bersamaan dengan memproses nilai dari A dan diteruskan ke
B.
III. METODE PENELITIAN
A. Tahapan – Tahapan Penelitian
Tahapan – tahapan penelitian bertujuan penelitian yang
dilaksanakan tidak keluar dari jalur yang ditentukan. Tahapan
















Gbr. 4 Diagram Tahapan – Tahapan Penelitian
B. Data yang Digunakan
Dataset adalah kumpulan data yang digunakan untuk
pembelajaran dan ujicoba pada artificialneural network.
Dataset yang digunakan berasal dari UCI Machine Learning
dengan data HAR (Human Activity Recognition). Dataset
HAR ini berisi data – data sensor dari accelerometer dan
gyroscope menggunakan smartphone jenis Samsung Galaxy S
II yang diletakan pada pinggang. Penelitian yang dilakukan
menggunakan data dari sensor accelerometer dan gyroscope.
Dataset HAR terdiri dari dua jenis data sensor dan data yang
diambil adalah sensor accelerometer dan gyroscope, pada
dataset ini telah disedikan dataset untuk training dan testing.
Dataset sensor accelerometer dan gyroscope didapatkan tiga
buah nilai axial yaitu nilai x, y, dan z. Jumlah kasus pada
masing – masing nilai axial tersebut adalah 7352 kasus. Kasus
tersebut adalah aktifitas yang dilakukan oleh volunteers
berjumlah 30 volunteers. Aktifitas yang dilakukan oleh
volunteers yaitu berjalan, menaiki tangga, menuruni tangga,
duduk, berdiri, dan tidur. Dari setiap aktifitas yang dilakukan
tersebut menghasilkan nilai axial – nya yaitu x, y, dan z. Nilai
triaxial tersebut diekstrak menjadi 561 feature data.
C. Rancangan Arsitektur Resilient BackpropagationParallel
Rancangan arsitektur resilient backpropagation parallel dibagin
menjadi tiga bagian utama yaitu input layer, hidden layer, dan
output layer. Pada masing – masing layer ada memiliki node,
pada input layer node yang dimiliki sebanyak 561 input, hidden
layer memiliki node sebanyak 378 node, dan ouput layer


























Gbr. 5 Arsitektur Neural Network Resileint Backpropagation
Arsitektur nerural network pada bagian hidden layer node dibagi
menjadi beberapa bagian yang akan diproses secara bersamaan
menggunakan teknik parallel multithreading. Pada pembagian
node pada hidden layer untuk penelitian ini dijelaskan pada
tabel berikut ini :
TABEL I















D. CPU Time untuk ParallelProcessing
Analisis CPU Time jaringan arsitektur
neuralnetworkparallelprocessing ini difokuskan pada setiap
iterasi yang diproses oleh jaringn neuralnetwork. Hasil CPU
Time yang dihasilkan adalah waktu per iterasi, dan total CPU
Time pemebelajaran aka didapatkan dari total dari seluruh
iterasi.
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=
T adalah total waktu jaringan neuralnetwork. adalah waktu
iterasi. Waktu yang dihasilkan sebanyak 7 total waktu dari
masing – masing thread yang diuji. Pengujian yang dilakukan
adalah sebanyak 3 kali ini dilakukan karena hasil CPU Time
yang dihasilkan tidaklah sama pada setiap waktu karena
tergantung pada proses komputer tersebut, sehinga harus
dilakukan tiga kali pengujian untuk memastikan jumlah thread
yang cepat melakukan pembelajaran neuralnetwork. Pengujian
yang dilakukan sebanyak tiga kali maka harus dicari rata –
rata nilai tersebut dengan menggunakan rumus sebagai
berikut:
= ∑ 3
RT adalah merupakan rata – rata waktu, dan ∑
merupakan jumlah total dari 3 pengujian tersebut dan dibagi
dengan banyak pengujian tersebut dilakukan yaitu 3.
IV. HASIL DAN PEMBAHASAN
A. Hasil
Pengujian dilakukan sebanyak tujuh kali pengujian
berdasarkan jumlah thread yang telah ditentukan pada metode
penelitian. Pengujian yang dilakukan ini berdasarkan banyak
thread yang digunakan pada arsitektur neuralnetwork.
Pengujian yang diberikan dilakukan sebanyak tiga kali testing
untuk mendapatkan waktu rata – rata pada ketujuh pengujian
tersebut.
Hasil waktu dari algoritma resilientbackpropagation dengan
menggunakan teknik parallelprocessing menggunakan
threading ditampilkan dalam bentuk tabel, hasil pengujian
dilakukan sebanyak tiga kali sehingga ditampilkan tiga bentuk
tabel pengujian dengan bentuk pengujian yang sama yaitu
pada setiap tabel akan menampilkan tujuh bagian yang
diselesaikan oleh masing – masing thread bertujuan untuk
mengetahui waktu yang diselesaikan pada masing – masing
thread dan dibandingkan thread manakah yang memiliki
waktu proses yang paling cepat selesai.
Pengujian pada pertama kali resilientbackpropagation
disajikan dalam Tabel 2 sebagai lanjutannya.
TABEL II
HASIL PENGUJIAN I RESILIENT BACKPROPAGATION PARALLEL
MULTITHREADING








Tabel 2 menunjukan pada pengujian pertama kali mendapatkan
hasil yaitu menggunakan 3 buah thread pada arsitektur
neuralnetworkresilientbackpropagation pada dapat diselesaikan
dalam waktu 23914,01629200012 / detik atau 6,643782 jam.
Sedangkan pada pada proses yang menggunakan satu buah
thread dan tujuhbuah thread menunjukan hasil yang hampir
sama yaitu 27293,694772998733 / detik untuk satu buah thread
dan 27292,983101998594 / detik untuk tujuh buah thread,
hanya menunjukan perbedaan 1 detik saja. Pada tbl 2 pada
pengujian pertama ini menunjukan terjadi kecepatan
penyelesaian yang dimulai dari penggunaan satu buah thread
sampai tiga buah thread tapi setelah empat buah thread
menunjukan perlambatan waktu penyelesaian dan ini terjadi
pada terus pada lima buah thread sampai tujuh buah thread.
Untuk hasil grafik dari peningkatan kecepatan pada penggunaan
thread ditunjukan pada Gbr. 6
Gbr. 6 Grafik Peningkatan Kecepatan Waktu Berdasarkan Peningkatan Jumlah
Thread Pengujian I
Pada pengujian yang kedua menunjukan hasil sama pada
pengujian pertama yaitu 3 buah thread cepat dalam penyelsaian
tapi berbeda waktu penyelesaiannya pada pengujian yang
pertama yaitu pada pengujian yang pertama menunjukan CPU
time yang diselesaikan 23914,01629200012 / detik pada
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detik, lebih cepat 4 detik dalam penyelesaian waktunya. Hasil
dari pengujian yang kedua ini ditampilkan dalam Tbl 3 dan
untuk grafik ditampilkan pada Gbr. 7
TABEL III
HASIL PENGUJIAN II RESILIENT BACKPROPAGATION PARALLEL
MULTITHREADING








Gbr. 7 Grafik Peningkatan Kecepatan Waktu Berdasarkan Peningkatan Jumlah
Thread Pengujian II
Pada pengujian yang ketiga menampilkan hasil sama yaitu
dengan menggunakan 3 buah threadmenunjukan kecepatan
waktu penyelesaian yang lebih cepat daripada thread lainnya,
tetapi waktu penyelesaian berbeda yaitu pengujian ketiga waktu
diselesaikn dalam 24067.489326000406 / detik, pengujian
kedua waktu selesai 23910.218218001297 / detik, dan pengujian
pertama waktu selesai23914.01629200012 / detik. Hasil
pengujian iniakan ditampilkan pada Tbl 4 dan untuk grafik
waktu akan ditampilkan pada Gbr. 8.
TABEL IV
HASIL PENGUJIAN III RESILIENT BACKPROPAGATION PARALLEL
MULTITHREADING








Gbr. 8 Grafik Peningkatan Kecepatan Waktu Berdasarkan Peningkatan Jumlah
Thread Pengujian II
Hasil pengujian pada Tbl 2, Tbl 3, dan Tbl 4 menunjukan hasil
waktu yang bervariasi. Karena hasil yang bervariasi maka ketiga
pengujian tersebut di-average waktunya selesai dari hasil
pengujian tersebut. − = ∑
Hasil rata – rata pengujian tersebut ditunjukan pada Tabel 5
sebagai berikut
TABEL V
HASIL PENGUJIAN RATA – RATA
RESILIENT BACKPROPAGATION PARALLEL MULTITHREADING
Thread Waktu Selesai /detik









Pada pengujian pertama sampai pengujian ketiga bahwa dengan
menggunakan 3 thread pada arsitektur neuralnetwork
menunjukan waktu proses pembelajaran pada jaringan tersebut
lebih dibandingkan dengan enam pengujian thread lainnya. Pada
pengabungan waktu berfungsi untuk melihat hasil rata – rata
waktu penyelesaian masing – masing thread pada tiga pengujian
tersebut. Hasil tampilan grafik waktu rata – rata waktu tersebut
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Gbr. 9 Grafik Rata – Rata Waktu Selesai Pembelajaran Resilient
Backpropagation
Hasil penelitian yang telah dilakukan pada bagian diatas
menunjukan 3 buahthread membantu dalam mempercepat
waktu training, dengan jumlah neuroan pada hiddenlayer
sebanyak 378 neuron.
B. Pembahasan
Hasil pengujian yang telah dilakukan mendapatkan bahwa
jaringan neuralnetwork yaitu resilientbackpropagation dengan
menambahkan teknik parallelprocessing yang
diimplementasikan menggunakan multithreading menunjukan
membantu kinerja pembelajaran dari jaringan
neuralnetworkresilientbackpropagation. Ini ditunjukan dari
hasil rata – rata waktu pengujian kecepatan pembelajaran yaitu
dibuktikan dari thread satu sampai thread tiga didapatkan
penurunan waktu ini menunjukan kecepatan pembelajaran
thread tiga lebih cepat dari pada thread satu dan thread dua.
Tetapi thread empat menunjukan waktu yang berangsur –
angsur naik sampai thread ke tujuh, ini menunjukan waktu
pembelajaran menjadi lebih lambat.
Penurunan kecepatan yang dimulai dari penggunaan empat
buah thread ini dapat disebabkan oleh kemampuan hardware
yang digunakan dan pergantian antar thread yang terjadi.
Pengunaan hardware yaitu Core i3 dengan dua core pada
masing – masing core dapat menjalankan duathread sekaligus,
karena kemampuan ini dapat memproses empatthread pada
waktu yang bersamaan. Proses pada jaringan neuralnetwork
menggunakan parallelprocessing dengan teknik
multithreading, pada satuthread maka yang terjadi ada adanya
penggunaan duathread yaitu satuthread untuk memproses
semua neuron pada hidden layer dan satuthread sebagai
melakukan pengecekan terhadap proses neuron pada hidden
layer apakah sudah selesai semua. Pada saat duathread maka
yang terjadi adalah pembentukan sebanyak duathread untuk
memproses neuron pada hidden layer dan satuthread sebagai
pengecekannya. Pada saat tigathread maka yang berjalan
adalah empatthread yaitu tigathread memproses neuron pada
hidden layer dan satuthread sebagai pengecekan. Pada setiap
thread yang digunakan maka ditambah satu thread sebagai
pengecekan proses pada hidden layer. Oleh sebab itu
pemanfaatan thread yang paling optimal adalah tigathread
karena penggunaan seluruh kemampuan hardware. Tetapi
pada saat penggunaan empatthread maka yang terjadi adalah
pengantian proses antar thread yaitu thread diproses secara
bergantian pada hardware secara berulang – ulang sampai
proses tersebut selesai. Oleh sebab itu terjadi kenaikan waktu
proses karena perpindahaan antar thread tersebut.
V. KESIMPULAN DAN SARAN
A. Kesimpulan
Kesimpulan dari hasil penelitian yang dilakukan yaitu:
1. Parallel processing menggunakan multithreading yang
diterapakan ke dalam arsitektur resilient backpropagation
membantu kinerja waktu pembelajaran resilient
backpropagation dengan hanya memanfaatkan 3 thread
pada kasus pengenalan aktifitas manusia.
2. Pengunaan lebih dari 3 thread pada arsitektur resilient
backpropagation menyebabkan penurunan waktu
pembelajaran yaitu lebih lambat, ini disebabkan oleh terjadi
proses perpindahaan antar thread sehingga terjadi
penambahaan waktu pada setiap perpindahaan thread
tersebut.
B. Saran
Saran yang diberikan oleh penulis adalah sebagai berikut:
1. Penggunaan parallel dengan multithreading terhadap
arsitektur resilient backpropagation harus memperhatikan
jumlah thread yang dapat diproses pada waktu bersamaan
pada sebuah CPU karena ini berpengaruh terhadap eksekusi
thread yang dapat menyebabkan waktu delay pada
perpindahaan antar thread tersebut.
2. Untuk meningkatkan kemampuan parallel processing pada
arsitektur resilient backpropagation dapat menggunakan
multiprocessor yaitu menggunakan beberapa processor
pada waktu bersamaan.
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