Some fractional stochastic systems of integral equations are studied. The fractional stochastic Skorohod integrals are also studied. The existence and uniquness of the considered stochastic fractional systems are established. An application of the fractional BlackScholes is considered.
Introduction
We assume that a probability space (Ω,η,P) is given, where Ω denotes the space C(R + , R k ) equipped with the topology of uniform convergence on compact sets, η the Borel σ-field of Ω, and P a probability measure on Ω.
Let {W t (ω) = ω(t), t ≥ 0} be a Wiener process. For any t ≥ 0, we define η t = σ{ω(s); s < t} ∨ Z, where Z denotes the class of the elements in η t which have zero P-measure.
Pardoux and Protter discussed the existence and uniqueness of the solution of the stochastic integral equation of the form where 0 < β < 1, I β t F(t,s,X s ), the fractional integral of F(t,s,X s ), is defined by (see [22] ) (1.6)
Here the drift µ ≥ 0 and volatility σ > 0 are continuous functions on [0, T]. The numbers u t and v t are the bond and stock units, respectively (held by an investor). Hence, the corresponding value process is
The process V t could be governed by the equation
The Skorohod integral
We will now define the Skorohod integral. Most of this section is a review of some basic notations and a few results from [4, 16] .
Let, again, Ω = C(R + ,R k ), let η be its Borel field, and let P denote Wiener measure on (Ω,η),
(2.1)
where Z denotes the class of sets which have zero P-measure of η.
For h ∈ L 2 (R + ;R k ), we denote the Wiener integral by
Let A denote the dense subset of L 2 (Ω,η,P) consisting of those classes of random variables of the form
where n ∈ N (N denotes the set of nonnegative integers), 
i be the closure of A with respect to the norm
where
is the mathematical expectation of X, and
i is the closure of A with respect to the norm (see [10] ) 
i with the two properties 
i for any T > 0 and we can write
i,loc denote the set of measurable processes u which are such that, for any T > 0, there exists a sequence
For u ∈ L 
loc is defined similarly as L
1,2
i,loc . We now introduce the particular class of integrands which we will use below. Let u : R + × Ω × R P → R satisfy the following.
where u (t,x) stands for the gradient (∂u/∂x)(t,x).
Let θ be a p-dimensional random vector such that
We fix T > 0 and consider
(2.14)
Under conditions (i), (ii), (iii), and (iv), the following proposition holds. It is proved in [10] that
The same relation is proved in [16] under slightly different conditions. Equation (2.15) is used to define the Skorohod integral [10, 16] ).
above possesses an a.s. continuous modification so that the random variable
It is then natural to define, for every >0, the Skorohod integral (2.15) and the latter coincides with
t exists in the mean by using the norm · 2 .
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Statement of the problem: interpretation of (1.2)
Our aim is to study the equation
We define D = {(t, s) ∈ R 2 + ; 0 ≤ s < t}. The coefficients F and G are given as follows:
, and for each (ω,t,s,x), G i (·;t,s,x) is of class C 1 . {H t } is a given progressively measurable p-dimensional process. It will follow from these hypotheses that we will be able to construct a progressively measurable solution {X t }.
Therefore, for each t, the process {G i (h;t,s,X s ); s ∈ [0,T]} is of the form v s = u(s,θ) with u(s,h) = G i (h;t,s,X s ) and θ = H t . We will impose below conditions on G, {H t }, and the solution {X t } so as to satisfy requirements (i), (ii), (iii), and (iv ) of Section 2.
In particular, we will consider only nonanticipating solutions. Therefore, the stochastic integrals in (3.1) will be interpreted according to (2.15) , that is,
In other words, we can rewrite (3.1) as 4) and the stochastic integrals are now the usual Itô integrals. We will show below that (3.3) makes sense for any progressively measurable process X which satisfies X ∈ t>0 L q (0,t) a.s., for some q > p. We will find such a solution to (3.3); it will then follow from (3.2) that it is a solution to (3.1). Similarly, uniqueness for (3.1) in the above class will follow from uniqueness for (3.3) in that class.
Existence and uniqueness under strong hypotheses
We formulate a set of further hypotheses (those stated in Section 3 are assumed to hold throughout the paper) under which we will establish a first result of the existence and uniqueness of a solution of (1.
Let B be an open bounded subset of R p , K > 0, and q > p such that
Note that q will be a fixed real number such that q > p, and L q prog(Ω × (0,t)) will stand for the space L q (Ω × (0,t),ξ t ,P × λ), where ξ t denotes the σ-algebra of progressively measurable subsets of Ω × (0,t) and λ denotes the Lebesgue measure on (0, t), and set 1 − β = α/q, 0 < α < 1. where c 1 , c 2 , and c 3 are positive constants. The result now follows from the multidimensional generalization of Kolmogrov's lemma (see [1, 8] ). We can now assume that, for fixed t, the random field (4.1) is a.s. continuous in h, 
from R p into L q (Ω) is differentiable and that
Since q > p, we can infer from Sobolev's embedding theorem (see [13] ) that
It then follows from the Burkholder-Gundy inequality that
where we have used (H4) and B is bounded. From (4.5) and (4.10), the proof is complete.
A similar argument, using (H5) instead of (H4), yields the following lemma. 
We are now in a position to prove the main result of this section. Proof. Equation (3.1) can be rewritten as
(4.12)
prog(Ω × (0,t)) and let τ be a stopping time such that
From Lemma 4.3,
It is easy to see that 15) where η(t) = Max(1, t α ) and c is a positive constant. Thus, (see [5, 21] ) 16) and, by a classical argument, we get
where M = 2cη(T). Thus for sufficiently large n, n > 1/(1 − α), we get, from (4.17),
where K is a positive constant. Taking the limit as n → ∞, we find that (4.18) leads to γ t = 0.
To prove the existence, we define a sequence {X n t , 0 ≤ t ≤ T, n = 0,1,2,...} as follows:
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It then follows from Lemma 4.3 that
By using a similar argument, we can write
The last estimation implies that X n is a Cauchy sequence in L
, and again using Lemma 4.3, we can pass to the limit in (4.20) , yielding that X solves (4.12).
An existence and uniqueness result under weaker assumptions
We formulate a new set of weaker hypotheses.
loc ) p ,{H t } is a progressively measurable process which can be localized in (L 1,2 ) p by a progressively measurable sequence.
We assume that there exists an increasing progressively measurable process {U t , t ≥ 0} with values in R + such that
Finally, we suppose that for any N > 0, there exists an increasing progressively measurable process {V
Let, again, q be a fixed real number, with q > p, and set 1 − β = α/q, 0 < α < 1. We have the following theorem. is a well-defined random field which possesses an a.s. continuous version.
For that sake, we define
3)
The argument of Lemma 4.1 can be used to show that 
and it solves (5.6) with S n replaced byS n . ThenX
where is the Lebesgue measure on the real line. The result follows from the fact that {S n ≥ T} ↑ Ω a.s. Note that the above solution satisfies, in fact, X ∈ q>1 t>0 L q (0,t) a.s.
Continuity of the solution
We want to give additional conditions under which the solution of (3.1) is an a.s. continuous process. 
