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AUTOMORPHISMS AND IDEALS OF NONCOMMUTATIVE DEFORMATIONS
OF C2/Z2
XIAOJUN CHEN, ALIMJON ESHMATOV, FARKHOD ESHMATOV, AND VYACHESLAV FUTORNY
Abstract. Let Oτ (Γ) be a family of algebras quantizing the coordinate ring of C2/Γ, where Γ is
a finite subgroup of SL2(C), and let GΓ be the automorphism group of Oτ . We study the natural
action of GΓ on the space of right ideals of Oτ (equivalently, finitely generated rank 1 projective
Oτ -modules). It is known that the later can be identified with disjoint union of algebraic (quiver)
varieties, and this identification is GΓ-equivariant. In the present paper, when Γ ∼= Z2, we show
that the GΓ-action on each quiver variety is transitive. We also show that the natural embedding
of GΓ into PicC(Oτ ), the Picard group of Oτ , is an isomorphism. These results are used to prove
that there are countably many non-isomorphic algebras Morita equivalent to Oτ , and explicit
presentation of these algebras are given. Since algebras Oτ (Z2) are isomorphic to primitive factors
of U(sl2), we obtain a complete description of algebras Morita equivalent to primitive factors. A
structure of the group GΓ, where Γ is an arbitrary cyclic group, is also investigated. Our results
generalize earlier results obtained for the (first) Weyl algebra A1 in [BW1, BW2] and [S].
1. Introduction
Let C〈x, y〉 be the free associative algebra on two generators. Then a finite subgroup Γ ⊂ SL2(C)
acts naturally on C〈x, y〉, and we can form the crossed product R := C〈x, y〉∗Γ. For each τ ∈ Z(CΓ),
the center of the group algebra CΓ, let
Sτ (Γ) := R/(xy − yx− τ) , Oτ (Γ) = eSτe ,
where e is the symmetrizing idempotent
∑
g∈Γ g/|Γ| in CΓ ⊂ Sτ . These algebras were introduced
in [CBH]. One can easily verify that the associated graded algebra of Oτ with respect to its natural
filtration is C[x, y]Γ. Hence algebras Oτ can be viewed as a quantization of the coordinate ring of
the classical Kleinian singularity C2//Γ. When Γ ∼= Z2 the algebra Oτ is isomorphic to a primitive
factor of the enveloping algebra of the Lie algebra sl2(C). On the other hand when τ = 1 then Oτ
is isomorphic to the algebra of Γ-invariant elements of A1.
Let RτΓ be the set of isomorphism classes of right ideals of Oτ . Since, for generic values of τ , Oτ is
a simple hereditary domain, the set RτΓ can be identified with that of isomorphism classes of finitely
generated rank one projective Oτ -modules. In [BGK], a bijective map Ω was constructed from RτΓ
to the disjoint union of quiver varieties Mτ (QΓ), where QΓ is the quiver associated to Γ under the
McKay correspondence. Later in [E], the third author gave another more explicit construction of Ω.
Moreover, he showed that the group GΓ := AutC(Oτ ) acts naturally on each M
τ (QΓ) and proved
that Ω is a GΓ-equivariant bijection.
In the case when Γ ∼= Z2, the above GΓ-equivariant bijective map is given by
(1.1) Ω : Mτ (QΓ) =
⊔
ǫ=0,1
(m,n)∈Lǫ
MτΓ(m,n; ǫ) −→ R
τ
Γ ,
where Lǫ is a subset (Z≥0)2 of dimension vectors of quiver representations QΓ and ǫ = 0 or 1 are
indices corresponding to the trivial and the sign representations of Z2. Since the group GΓ acts on
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each MτΓ(m,n; ǫ), we have the corresponding decomposition of R
τ
Γ:
RτΓ =
⊔
ǫ=0,1
(m,n)∈Lǫ
RτΓ(m,n; ǫ) ,
where RτΓ(m,n; ǫ) := Ω(M
τ
Γ(m,n; ǫ)).
The initial motivation for [BGK] and [E] came from a series of papers [BW1, BW2] by Y. Berest
and G. Wilson. They showed that the space R of isomorphism classes of right ideals in A1 are
parametrized by the disjoint union of the Calogero-Moser algebraic varieties C = ⊔n≥0Cn:
Cn := {(X,Y ) ∈ Matn(C)× Matn(C) : rk([X,Y ] + In) = 1}/PGLn(C) ,
where PGLn(C) acts on (X,Y ) by simultaneous conjugation. The space Cn is a basic example of
quiver varieties: it is the quiver variety corresponding to n-dimensional representations of the quiver
with one vertex and one loop. They defined an algebraic action of the group G := AutC(A1) on
each Cn and showed that the bijective correspondence between R and C is G-equivariant. Moreover,
they proved that this action is transitive, that is, each Cn is a G-orbit.
In [BL], motivated by the transitivity of the G-action on Cn, R. Bocklandt and L. Le Bruyn
proposed the following conjecture. For any quiver Q, they defined the algebra AQ := C[NQ]⊗ CQ¯,
where NQ is the necklace Lie algebra of Q and CQ¯ is the path algebra of the double of Q. Then
they claimed that the group Autω(AQ), the automorphism group of AQ preserving the symplectic
element ω ∈ CQ¯, acts transitively on quiver varieties of α-dimensional representations of Q for an
appropriate choice of the dimension vector α. Since GΓ is a subgroup of Autω(AQΓ), our first result
is a proof the Bocklandt-Le Bruyn conjecture for Z2 cyclic quiver varieties:
Theorem 1.1. Let Γ ∼= Z2. Then GΓ acts transitively on each MτΓ(m,n; ǫ).
The proof of transitivity in Theorem 1.1 has some advantages over that of Berest-Wilson. Most
notably, it is purely geometric and does not use any fact from integrable systems. In fact, we will
first give an alternative proof for transitivity of the G action on Cn.
Let us briefly outline our approach. We will show that MτΓ(m,n; ǫ) is GΓ-flexible, i.e., the
(co)tangent space at each point of this variety is spanned by the (co)tangent vectors to the or-
bits of GΓ. To this end, we construct a family of functions {fn}n≥0 such that {dfn}n≥0 span the
cotangent space at each point. More precisely, we consider flows of two one-parameter subgroups of
GΓ on M
τ
Γ(m,n; ǫ). Then, since the action of GΓ is symplectic, we show that these are Hamiltonian
flows of a family functions generating the algebra of functions O(MτΓ(m,n; ǫ)), which implies the
GΓ-flexibility. Finally, using the fact that M
τ
Γ(m,n; ǫ) is connected, we obtain that the later is a
single orbit.
In general, we expect:
Conjecture 1.1. For Γ = Zm(m ≥ 3), GΓ acts transitively on each MτΓ.
The transitivity of the G-action on Cn in combination with Stafford’s theorem G ∼= PicC(A1)
(see [S, Corollary E]) gives the following remarkable result. Let D be a domain, which is Morita
equivalent to A1. Then all such algebras D are classified, up to algebra isomorphism, by a single
integer n ≥ 0; the corresponding isomorphism classes are represented by the endomorphism rings
Dn := EndA1(Pn) of the ideal Pn := x
n+1A1 + (xy + n)A1. Note here A1 appears as the first
member in the family {Dn}n≥0.
Our next goal in this paper is to describe algebras Morita equivalent to Oτ (Z2). For that one
needs to describe the orbits of PicC(Oτ ) group on the space RτΓ. Since GΓ is only a subgroup of
PicC(Oτ ), the orbits of the later contain GΓ-orbits. By Theorem 1.1, the GΓ-orbits on R
τ
Γ are
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exactly RτΓ(m,n; ǫ) and for any P,Q ∈ R
τ
Γ(m,n; ǫ), we have an isomorphism of algebras
(1.2) EndOτ (P )
∼= EndOτ (Q) .
Note that RτΓ(0, 0; 0) consists of a single point, the isomorphism class of the cyclic ideal Oτ , and
clearly its endomorphism algebra is isomorphic to Oτ . So it is natural to ask if endomorphism
rings of two ideals chosen from distinct GΓ-orbits are non-isomorphic. This is equivalent to the
question whether GΓ and PicC(Oτ )-orbits are the same. To answer this question, we recall that the
ideal Pn of A1 defined above is an ideal corresponding to a special point in Cn. More explicitly,
it corresponds to a C∗-fixed point in Cn under a subgroup action of C∗ ⊂ G. Similarly, GΓ has a
subgroup isomorphic to C∗, and it is direct to show that there are only finitely many C∗-fixed points
on MτΓ(m,n; ǫ). For each triple (m,n; ǫ), we construct explicitly a C
∗-fixed point of MτΓ(m,n; ǫ).
Let P
(ǫ)
m,n ∈ RτΓ(m,n; ǫ) be the image of this fixed point under Ω. Then we shall prove:
Theorem 1.2. EndOτ (P
(ǫ)
m,n) ≇ Oτ unless (m,n; ǫ) = (0, 0; 0).
The proof of Theorem 1.2 is similar to that of Smith [Sm1], where he showed that EndA1(P1) ≇
A1. We will give an explicit presentation of the ideals P
(ǫ)
m,n in terms of generators of Oτ and
an explicit description of EndOτ (P
(ǫ)
m,n) as a subring of the field of fractions of Oτ . Using this
presentation, we show the nonexistence of an isomorphism.
It follows immediately from Theorem 1.2 that (1.2) holds if and only if P,Q ∈ RτΓ(m,n; ǫ), and
hence we have proved:
Corollary 1.1. Let D be a domain Morita equivalent to Oτ . Then there exists a unique triple
(m,n; ǫ) ∈ Lǫ × Z2 such that D ∼= EndOτ (P
(ǫ)
m,n).
Morita equivalence of primitive factors of U(sl2) was studied by Hodges in [H1]. Explicitly, he
classified them up to Morita equivalence using the Hattori-Stallings trace. Our result generalizes
that by giving a description of all algebras equivalent to Oτ not only among primitive factors.
By Corollary 1.1, the GΓ-orbits and PicC(Oτ )-orbits on RτΓ coincide, and therefore, we can prove
the following generalization of Stafford’s result for A1 (see [S, Corollary E]):
Theorem 1.3. The group monomorphism GΓ → PicC(Oτ ) is an isomorphism.
The second part of [S, Corollary E] states that if D is Morita equivalent to A1 but D ≇ A1 then
PicC(D)/AutC(D) is an infinite coset space. This means the automorphism group is an invariant
distinguishing A1 from D. In fact, Stafford suggested a conjecture that this might be the case
for a large class of algebras similar to A1 (see [S, p.625]). However, the algebra Oτ provides a
counterexample for this. We will describe triples (n,m; ǫ) 6= (0, 0; 0) such that AutC(End(P
(ǫ)
m,n)) ∼=
PicC(End(P
(ǫ)
m,n)), which, by Morita equivalence, will imply AutC(End(P
(ǫ)
m,n)) ∼= AutC(Oτ ).
In the proof of Theorem 1.1, we have used generators of the group GΓ discovered by Bavula and
Jordan in [BJ]. For Γ ∼= Zm, they proved that GΓ is generated by three abelian subgroups Θλ, Ψn,λ
and Φn,λ, where λ ∈ C
∗ and n ∈ Z≥0 (see (2.14)-(2.16) for definition). For Γ ∼= Z2, these generators
were originally found in Fleury [F], who also showed that GΓ can be presented as the coproduct
SL2(C) ∗U 〈Θλ,Φn,λ〉, where U := SL2(C) ∩ 〈Θλ,Φn,λ〉. We recall that AutC(A1) admits similar
coproduct structure (see [A]).
So our goal here is twofold. First, we would like to extend a coproduct structure for GΓ when
Γ ∼= Zm(m ≥ 3). Second, we would like clarify the relationships between groups GΓ = AutC(Oτ )
and AutΓ(Sτ ).
Theorem 1.4. We have
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1. For Γ ∼= Zm(m ≥ 3),
GΓ ∼= A ∗U B ,
where A := 〈Θλ,Ψn,λ〉, B := 〈Θλ,Φn,λ〉 and U := A ∩B.
2. For Γ ∼= Zm(m ≥ 2), the automorphisms Θλ, Ψn,λ and Φn,λ of Oτ can be lifted to Γ-
equivariant automorphisms of Sτ and
AutΓ(Sτ ) ∼= H ⋊GΓ ,
where H is an abelian subgroup defined in Lemma 2.1.
We would like to finish the introduction by mentioning one interesting consequence of Theorem 1.1
in the theory of integrable systems. In the seminal paper [W], G. Wilson has shown that rational
solutions of KP hierarchy can be parametrized by the Calogero-Moser spaces C = ⊔n≥0Cn. Thus
we have an action of the group G on spaces of rational solutions, and the G-transitivity on each
of Cn implies that choosing one solution from Cn one can obtain any other solution by applying
an appropriate element of G. Recently, in [CS], a generalization of the KP hierarchy associated
to the cyclic quiver has been introduced. By extending the result of [W], the authors have shown
that rational solutions are parametrized by the corresponding quiver varieties. Hence Theorem 1.1
implies that any rational solution from MτΓ(m,n; ǫ) can be obtained from any given solution by
applying an appropriate element of GΓ for Γ ∼= Z2.
The paper is organized as follows. In Section 2, we introduce the notations, review some basic facts
about algebras Sτ and Oτ as well as their automorphism groups, and give a proof of Theorem 1.4. In
Section 3 we explain the construction of the bijective map Ω. The main result is Theorem 3.1, which
shows how to construct an ideal for a given point of the quiver variety. The theorem also provides
an important invariant of the corresponding ideal, κ ∈ Q(Oτ ), where Q(Oτ ) is the field of fractions
of Oτ . This invariant distinguishes ideals up to isomorphism. In Section 4, using κ, we provide a
natural generating set for the coordinate ring of the quiver varietyMτ
Z2
(m,n; ǫ). In Section 5, we give
a proof of Theorem 1.1. In Section 6, we construct C∗-fixed points of Mτ
Z2
(m,n; ǫ). In Sections 7-8,
we compute κ’s for C∗-fixed points, their corresponding ideals and endomorphism rings. Finally, in
Section 9, we give proofs of Theorems 1.2 and 1.3. It also discusses a counterexample to Stafford’s
conjecture.
2. Automorphism groups of Sτ and Oτ
2.1. Generalities. In this section we collect various facts about algebras Sτ (Γ) and Oτ (Γ) that we
will need. Some of these facts will be used without comment in the body of the paper. All algebras
will be considered over the field C.
As mentioned above, we will be dealing with cyclic Γ’s. Thus let m ≥ 1 and assume Γ ∼= Zm. Fix
an embedding Γ into SL2(C) so that a generator g of Γ acts on x and y by ǫ and ε
−1 respectively,
where ε is a primitive m-th root of unity. Then Sτ is the quotient of C〈x, y〉 ∗ Γ subject to the
following relations
(2.1) gi · x = εi x · gi , gi · y = ε−i y · gi for i = 1, · · · ,m− 1 ,
(2.2) x · y − y · x = τ .
One can replace (2.1) by another set of relations. Indeed, let e0, · · · , em−1 be the complete set of
orthogonal primitive idempotents of CΓ given by
(2.3) ei :=
1
m
m−1∑
k=0
ε−ik gk ,
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where g is a generator of Γ. Then relation (2.1) is equivalent to
(2.4) ei · x = x · ei+1 , ei · y = y · ei−1 for i (modm) .
The homological and ring-theoretical properties of Oτ depend on the values of the parameter τ .
By the McKay correspondence we can associate to the group Γ an extended Dynkin diagram. The
group algebra CΓ is then identified with the dual of the space spanned by the simple roots of the
corresponding root system. Following [CBH], we say that τ is regular if it does not belong to any
root hyperplane in CΓ. In the case when τ is regular, the algebras Sτ and Oτ are Morita equivalent,
the equivalence between the categories of right modules is given by (see [CBH, Theorem 0.4])
(2.5) F : Mod(Sτ ) → Mod(Oτ ) , M 7→ M ⊗Sτ Sτe .
Now let v ∈ C[h]. Then A(v) is the C-algebra generated by a, b and h subject to the relations
(2.6) a · h = (h− 1) · a , b · h = (h+ 1) · b , b · a = v(h) , a · b = v(h− 1) .
These algebras have been studied in [Ba], [H2] and [Sm2]. One can easily establish the following
relation between algebras Oτ and A(v):
Proposition 2.1. Let Γ ∼= Zm and let τ := τ0e0+· · ·+τm−1em−1 ∈ CΓ be such that τ0+· · ·+τm−1 6=
0. Then the map φ : Oτ → A(v) defined by
exm 7→ b , eym 7→ a , eyx 7→ (τ0 + · · ·+ τm−1)h
induces an algebra isomorphism, where
v(h) := (τ0 + τ2 + · · ·+ τm−1)m
m−1∏
i=0
(
h+
τ0 + · · ·+ τi
τ0 + · · ·+ τm−1
)
.
Corollary 2.1. AZm1
∼= A(v) for v(x) =
∏m
i=1 (x+
i
m ).
Now, if deg(v) = 2 then A(v) is isomorphic to a primitive factor of the universal enveloping
algebra of sl2(C). Indeed, let U = U(sl2) be the universal enveloping algebra of sl2(C), and let
F,E,H be its standard generators. Let Ω = 4FE + H2 + 2H be the Casimir element. Then
primitive factors are of the form Uα = U/(Ω− α) (α ∈ C). If v(x) = α/4− x− x2, then the map
(2.7) φ : Uα → A(v) , E 7→ a, F 7→ b, H 7→ 2h
defines an isomorphism of algebras (see e.g. [H2, Example 4.7]).
The following result shows when A(v1) and A(v2) are isomorphic:
Theorem 2.1. [BJ, Theorem 3.28.] Let v1, v2 ∈ C[h]. Then A(v1) ∼= A(v2) if and only if v2(h) =
ηv1(h+ β) for β ∈ C and η ∈ C∗.
Now we get
Corollary 2.2. If Γ ∼= Z2 and τ = τ0e0 + τ1e1, then Oτ ∼= Uα for α = 1− (
τ1
τ0+τ1
)2.
Proof. By (2.7) Uα ∼= A(v1), where v1 = −(h +
1+
√
1−α
2 )(h +
1−√1−α
2 ). By Proposition 2.1 Oτ
∼=
A(v2), where v2 = (τ0 + τ1)
2(h + 1)(h + τ1τ0+τ1 ). Now, we can use Theorem 2.1 with β =
1−√1−α
2
and η = −(τ0 + τ1)2 to prove our statement. 
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2.2. Proof of Theorem 1.4. Let AutC(Sτ ) be the group of C-algebra automorphisms of Sτ and let
AutΓ(Sτ ) be the subgroup of Γ-invariant automorphisms. Let AutΓ,ω(R) be the group of Γ-invariant
automorphisms of R preserving ω := xy − yx. Then there is a natural group epimorphism
(2.8) ϕ : AutΓ,ω(R) → AutΓ(Sτ ).
We also have the following group homomorphism
(2.9) µ : AutΓ(Sτ )→ AutC(Oτ ) , µ(σ)(ebe) = eσ(b)e .
Composing µ with the isomorphism in Proposition 2.1 we get a group homomorphism
(2.10) ρ : AutΓ(Sτ )→ AutC(A(v)) .
We now present generators of the group AutC(A(v)) discovered in [BJ]. Let σ be a C-linear auto-
morphism of C[h] such that σ(h) = h− 1. For k ∈ N, let △k be the linear map σ
k− 1 : C[h]→ C[h].
It is easy to check that △k defines a σn-derivation, i.e.,
△k(fg) = △k(f) g + σ
k(f)△k(g),
for all f, g ∈ C[h]. Let m := deg(v), n ≥ 0 be an integer and λ ∈ C. Then the following families of
automorphisms of A(v):
Θλ : a 7→ λ
m a , h 7→ h , b 7→ λ−m b ,(2.11)
Ψk,λ : a 7→ a , h 7→ h− k λ a
k , b 7→ b+
m∑
i=1
λi
i!
△ik(v) a
ik−1 ,(2.12)
Φk,λ : a 7→ a+
m∑
i=1
(−λ)i
i!
△ik(v) b
ik−1 , h 7→ h+ k λ bk , b 7→ b(2.13)
were introduced in [BJ]. Moreover, they proved (see loc. cit. Theorem 3.29):
Theorem 2.2. AutC(A(v)) is generated by Θλ, Ψk,λ and Φk,λ.
Let k ∈ N and λ ∈ C∗/Zm. Then the following maps define automorphisms both in AutΓ(Sτ )
and in AutΓ,ω(R):
θλ : x 7→ λ
−1 x , y 7→ λ y , g 7→ g;(2.14)
ψk,λ : x 7→ x− k λ (τ0 + · · ·+ τm) y
km−1 , y 7→ y , g 7→ g;(2.15)
φk,λ : x 7→ x , y 7→ y + nλ (τ0 + · · ·+ τm)x
km−1 , g 7→ g.(2.16)
Therefore, from now on, we will use the same notations for these automorphisms whether we consider
them as elements of AutΓ(Sτ ) or AutΓ,ω(R). We can show
Proposition 2.2. (i) ρ(θλ) = Θλ , ρ(ψk,λ) = Ψk,λ , ρ(φk,λ) = Φk,λ in AutΓ(Sτ ) .
(ii) ρ ◦ ϕ(θλ) = Θλ , ρ ◦ ϕ(ψk,λ) = Ψk,λ , ρ ◦ ϕ(φk,λ) = Φk,λ .
Proof. (i) It is straightforward to see that ρ(θλ) = Θλ. We will only prove ρ(ψk,λ) = Ψk,λ since
the proof for ρ(φk,λ) = Φk,λ is completely analogous.
By identification φ : Oτ → A(v), we obtain that ψk,λ induces the automorphism
(a, h, b) 7→ (a, h− k λ ak, e(x+ λ(τ0 + · · ·+ τm−1) ymk−1)m).
To prove ρ(ψk,λ) = Ψk,λ it suffices to show
(2.17) e(x+ λ(τ0 + · · ·+ τm−1) ymk−1)m = b+
m∑
i=1
λi
i!
△ik(v) a
ik−1 .
Set
wi := ey
i(x+ λ(τ0 + · · ·+ τm−1) ymk−1)i .
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Note that wm is equal to the LHS of (2.17) multiplied by ey
m = a from the left. Then using relation
xy − yx = τ , we obtain
wi = ey
i−1(yx+ λ(τ0 + · · ·+ τm−1) ymk)(x+ λτ0 + · · ·+ τm−1) ymk−1)i−1
= eyi−1(xy − τ + λ(τ0 + · · ·+ τm−1) ynm)(x + λ(τ0 + · · ·+ τm−1) ymk−1)i−1
= eyi−1(x+ λ(τ0 + · · ·+ τm−1) ymk−1) y (x+ λ(τ0 + · · ·+ τm−1) ymk−1)i−1
−eyi−1τ(x + λ(τ0 + · · ·+ τm−1) ymk−1)i−1
= eyi−1(x+ λ(τ0 + · · ·+ τm−1) ymk−1) y (x+ λ(τ0 + · · ·+ τm−1) ymk−1)i−1
−τm−i+1eyi−1(x+ λ(τ0 + · · ·+ τm−1) ymk−1)i−1
= eyi−1(x+ λ(τ0 + · · ·+ τm−1) ymk−1)y(x+ λ(τ0 + · · ·+ τm−1) ymk−1)i−1
−τm−i+1wi−1.
Repeating this process by moving further to the left y term, we get
wi = wi−1(w1 − τm−i+1 − · · · − τm−1) .
Hence
wm = w1(w1 − τm−1)(w1 − τm−2 − τm−1) · · · (w1 − (τ1 + · · ·+ τm−1))
or equivalently
wm = (τ0 + · · ·+ τm−1)m
m−1∏
i=0
(
h+ λak −
τ1 + · · ·+ τi
τ0 + · · ·+ τm−1
)
.
Now if applying to Ψ−1k,λ, we have
Ψ−1k,λ(wm) = (τ0 + · · ·+ τm−1)
m
m−1∏
i=0
(
h−
τ1 + · · ·+ τi
τ0 + · · ·+ τm−1
)
,
which is equal to v(h− 1) = ab, and therefore
wm = Ψk,λ(ab) = a
(
b+
n∑
i=1
λi
i!
△im(v) a
im−1
)
.
Since Oτ is a domain, dividing by a the last expression, we get (2.17).
(ii) The proof of this part is similar to part (i). 
Now, let G be the group generated by θλ, ψm,λ and φm,λ. Again G can be viewed both as a
subgroup of AutΓ(Sτ ) and of AutΓ,ω(R). Then:
Corollary 2.3. The homomorphisms ρ and ρ ◦ ϕ map G surjectively.
Proposition 2.3. Let c0, · · · , cm−1 ∈ C. Then the assignment
x 7→ x1 := (c0 e0 + · · · + cm−1 em−1) · x , y 7→ y1 := (d0 e0 + · · · + dm−1 em−1) · y , ei 7→ ei
defines an element in AutΓ,ω(R) and AutΓ(Sτ ) if and only if ci ∈ C
∗ and di = 1/ci+1 for i (modm).
Proof. We will only prove that the above map defines an automorphism in AutΓ,ω(R), since for Sτ
the arguments are similar. First, the above map is bijective if and only if ci 6= 0, since the inverse
is given by
x 7→ x1 := (dm−1 e0 + · · · + d0 em−1) · x , y 7→ y1 := (c1 e0 + · · · + c0 em−1) · y , ei 7→ ei .
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We need to show that ei · x1 = x1ei+1, ei · y1 = y1ei−1 and x1 · y1 − y1 · x1 = x · y − y · x. The first
two relations are straightforward. The left hand side of the third relation is
(c0 e0 + · · · + cm−1 em−1)(d0 e1 + · · · + dm−2 em−1 + dm−1 e0) · x · y
−(d0 e0 + · · · + dm−1 em−1)(c0 em−1 + c1 e0 + · · · + cm−1 em−2) · y · x
= (c0 dm−1 e0 + c1 d0 e1 + · · ·+ cm−1 dm−2 em−1) · x · y
−(c1 d0 e0 + c2 d1 e1 + · · ·+ cm−1 dm−2 em−2 + c0 dm−1 em−1) · y · x
= xy − yx,
which proves our claim. 
The group of automorphisms defined in Proposition 2.3 is isomorphic to (C∗)m. Let H be the
subgroup of (C∗)m consisting of m-tuples (c0, c1, · · · , cm−1) such that c0c1 · · · cm−1 = 1.
Lemma 2.1. H is the kernel of ρ and ρ ◦ ϕ. In particular, H is a normal subgroup of AutΓ,ω(R)
and AutΓ(Sτ ).
Proof. Let η ∈ AutΓ(Sτ ) and let x1 := η(x), y1 := η(y). If η ∈ Ker(ρ) then
exm1 = ex
m , eym1 = ey
m , ey1x1 = eyx .
Let x1 =
∑m−1
i=0 eifi(x, y) . Then since eix1 = x1ei+1, we have eifi(x, y)ei+1 = eifi(x, y) and
hence exm1 = e f0 f2 · · · fm−1 = ex
m. The later implies ei fi = cieix for some ci ∈ C
∗. Thus
x1 =
∑n
i=1 ci eix and ex
m
1 = c0c1 · · · cm−1ex
m. Similarly, we can show that y1 =
∑n
i=1 di eiy and
d0 · · · dm−1 = 1. By Proposition (2.3), we can conclude that η ∈ H . 
Thus, combining Proposition 2.2 and Lemma 2.1 we have proved:
Theorem 2.3. Let G := AutC(Oτ (Zm)). Then
AutΓ(Sτ (Zm)) ∼= H ⋊G ∼= AutΓ,ω(R).
Let G1 := 〈Θλ,Ψk,µ〉, G2 := 〈Θλ,Φk,µ〉 and G3 := 〈Θλ〉. Then:
Proposition 2.4. We have G ∼= G1 ∗G3 G2.
Proof. By Theorem 2.3, the group G can be embedded in AutΓ,ω(R) such that image of G1 and G2
are generated by 〈θλ, ψk,µ〉k≥1 and 〈θλ, φk,µ〉k≥1 respectively. Recall AutΓ,ω(R) can be presented as
amalgamated product
A ∗U B,
where A is the group of symplectic affine transformations, B is the group of triangular transforma-
tions and U = A ∩B. Any element in g ∈ G can be written
g = g1 · · · gk,
where gi is either in G1 or G2 but not in G3. Using the amalgamated product structure of AutΓ,ω(R)
we can rewrite it as
θλh1 · · · hk,
where hi is alternating in ψq(y) and φp(x). This is a reduced word in AutΓ,ω(R) hence g cannot be
equal 1 unless λ = 1 and hi = 1 for all i. 
3. Ideal classes of Oτ and quiver varieties
In this section we recall some results proved by one of the authors [E] and by [BGK], related
to a description of ideal classes of the algebra Oτ . More explicitly, we will show that there is a
G-equivariant bijection between Oτ -ideals and the disjoint union of certain quiver varieties Mτ .
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3.1. Nakajima’s quiver varieties. Let Q = (I,H) be a finite quiver (without loops) with the
vertex set I and the arrow set H , and let Q¯ = (I, H¯) be its double quiver, obtained by adjoining a
reverse arrow a∗ for each arrow a ∈ H . Let V = (Vi)i∈I and W = (Wi)i∈I be a pair of collections
of vector spaces. We consider the vector space of linear maps
(3.1) M(V,W) = E(V)⊕ L(W,V)⊕ L(V,W),
where
E(V) :=
⊕
a∈H¯
Hom(Vt(a), Vh(a)) , L(W,V) :=
⊕
i∈I
Hom(Wi, Vi) .
Note that the space E(V) can be identified with Rep(Q¯,v), the space of Q¯-representations of di-
mension vector v = (dim V0, · · · , dim Vn) ∈ ZI . There is a natural action of the group G(V) :=∏
GL(Vi) on M(V,W) given by
(Ba, vi, wi) 7→ (gh(a)Ba g
−1
t(a), gi vi, wi g
−1
i ) .
For each τ = (τi)i∈I ∈ CI , we define a subvariety M˜τ (V,W) ⊆M(V,W) satisfying the following
• Moment map equation:
(3.2)
∑
a∈Q
h(a)=i
BaBa∗ −
∑
a∈Q
t(a)=i
Ba∗Ba + viwi = τi IdVi , i ∈ I
• Stability condition :
If V′ ⊂ V is a Q¯− submodule such that Ba(V ′t(a)) ⊂ V
′
h(a) ,
Ba∗(V
′
h(a)) ⊂ V
′
t(a) and vi(Wi) ⊂ V
′
i , then V
′ = V .(3.3)
The action of G(V) on M˜τ (V,W) is free, due to the stability condition. The Nakajima variety
associated to the triple (V,W, τ) is defined as follows
(3.4) MτQ(V,W) := M˜
τ (V,W)//G(V) ,
where // is the GIT quotient.
Remark. The quiver variety MτQ(V,W), associated to a quiver Q, can be identified with a repre-
sentation variety of the deformed preprojective algebra Πτ (Q) (see [CBH]).
Let Γ ⊂ SL2(C) be a finite subgroup. Then recall that one can associate to Γ a quiver QΓ =
(IΓ, HΓ), whose underlying graph is an extended Dynkin diagram (see [McK]). Now let {Ui}i∈IΓ be
a complete set of irreducible representations of Γ. Then for a pair of Γ-modules (V,W ), we define
collections of vector spaces V := (Vi) and W := (Wi), where V ∼= ⊕iVi ⊗ Ui and W ∼= ⊕iWi ⊗ Ui
are decompositions into irreducible modules. Finally, let τ ∈ Z(CΓ). Then τ = (τi)i∈IΓ via the
identification Z(CΓ) ∼= CIΓ . Thus, given such a triple (V,W, τ), we can associate to it the quiver
variety
MτΓ(V,W ) := M
τ
QΓ(V,W) .
Since we will be concerned with the case when Γ is cyclic and W is one-dimensional Γ-module,
we can write quiver varieties for this case more explicitly. Indeed, let Γ ∼= Zm and W ∼= Uk for some
0 ≤ k ≤ m− 1. Then QΓ has type A˜m−1: it consists of m vertices {0, 1, · · · ,m− 1} and m arrows
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a0, a1, · · · , am−1, forming a cycle. Denoting Bai and Ba∗i by Xi and Yi respectively, we get
MτZm(V,Uk) =
{ (
X0, X1, · · · , Xm−1; Y0, Y1, · · · , Ym−1; vk, wk
) ∣∣∣Xi ∈ Hom(Vi+1, Vi) ,
Yi ∈ Hom(Vi, Vi+1) , vk ∈ Hom(C, Vk) , wk ∈ Hom(Vk,C),
XiYi − Yi−1Xi−1 + τiIdni = 0 , i 6= k,
XkYk − Yk−1Xk−1 + τnk Idnk = vkwk
}//∏
i
GL(Vi) ,(3.5)
where ni := dimC(Vi) and the action of
∏
i GL(Vi) is given as follows. For g = (g0, · · · , gm−1) ∈∏
i GL(Vi),
g.(X0, X1, · · · , Xm−1; Y0, Y1, · · · , Ym−1; vk, wk)
= (g0X0g
−1
1 , · · · , gm−1Xm−1g
−1
0 ; g1Y0g
−1
0 , · · · , g0Ym−1g
−1
m−1; gkvk, wkg
−1
k ).
It is a well-known fact (see e.g. [CB]) that
(3.6) dimC M
τ
Zm
(V,Uk) =


2(nk − (n0 − n1)
2), for m = 2,
2
(
nk −
(∑m−1
i=0 n
2
i −
∑
i<j ninj
))
, for m > 2.
Notation. The following notation for quiver varieties will also be used later in the paper. If
V ∼= ⊕m−1i=0 Vi ⊗ Ui and ni = dim(Vi), then we set
MτZm(n0, · · · , nm−1; k) := M
τ
Zm
(V,Uk) .
Now we state a simple but important observation for cyclic quiver varieties:
Lemma 3.1. Let τ = (τ0, · · · , τm−1) and τ ′ = (τ1, · · · , τm−1, τ0) ∈ CZm ∼= Cm. Then the map
Mτ
Zm
(n0, · · · , nm−1; k)→MτZm(n1, · · · , nm−1, n0; k − 1) defined by
Xi 7→ Xi+1, Yi 7→ Yi+1 for i+ 1 (modm)
is a canonical isomorphism of algebraic varieties.
Proof. It follows immediately from (3.5). 
We finish this subsection by considering a special case of cyclic quiver varieties, Γ = {1}. In this
case QΓ is just a quiver with one vertex and one loop. We denote Cn := Mτ=1Γ={1}(C
n,C), the n-th
Calogero-Moser variety. More explicitly,
Cn = {(X,Y, v, w) |X,Y ∈ End(C
n), v ∈ Hom(Cn,C),(3.7)
w ∈ Hom(C,Cn), XY − Y X + Idn = vw} //GLn(C).
The space Cn is an irreducible, smooth, affine algebraic variety of dimension 2n. It is known to be
diffeomorphic to Hilbn(C
2), the Hilbert scheme of n points on C2 (see [N] and [W]).
3.2. GΓ action on quiver varieties. First, let us recall the action of G := AutC(A1) on Cn, (n ≥ 0)
as has been defined in [BW1, BW2]. A classical result by Dixmier [D] states that G is generated by
two families of A1-automorphisms
(3.8) Φa,n(x, y) := (x+ a y
n, y) and Ψb,m(x, y) := (x, y + b x
m) ,
where a, b ∈ C and n,m ∈ Z≥0. Then for σ ∈ G and (X,Y, v, w) ∈ Cn, let
(3.9) σ.(X,Y, v, w) := (σ−1(X), σ−1(Y ), v, w) ,
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where σ−1 is the inverse of σ in G. For example, if σ = Φa,n then
Φa,n.(X,Y, v, w) = (X − a Y
n, Y, v, w) .
To define the action of GΓ onM
τ
Γ for Γ
∼= Zm, we give a presentation of this quiver variety similar
to that of Cn as in (3.7). For a point
(X0, X1, · · · , Xm−1; Y0, Y1, · · · , Ym−1, vk, wk) ∈MτZm(n0, · · · , nm−1; k) ,
set
(3.10) X :=


0 X0 0 . . . 0
0 0 X1 . . . 0
0 0 0
. . .
...
...
...
. . .
. . . Xm−2
Xm−1 0 . . . 0 0


, Y :=


0 0 0 . . . Ym−1
Y0 0 0 . . . 0
0 Y1 0
. . .
...
...
...
. . .
. . . 0
0 0 . . . Ym−2 0


.
These are m×m block matrices of size n×n, where n := n0+ · · ·+nm−1, such that X (resp. Y ) is
a block matrix whose only nonzero entries on the 1st and (−m+1)-st (resp. (−1)-st and (m−1)-st)
diagonals. Next, let
(3.11) w := (0, · · · , 0, wk, 0, · · · , 0) , v := (0, · · · , 0, vk, 0, · · · , 0)
t ,
where t is taking the transpose of the matrix. So w is an n-dimensional row vector and v is an
n-dimensional column vector. Finally, let
(3.12) T := Diag [ τ0Idn0 , · · · , τm−1Idnm−1 ]
be an n× n block diagonal matrix. Then it is easy to see that relations in (3.5) are equivalent to
(3.13) X Y − Y X + T = vw .
Thus we can refer to points of Mτ
Zm
(n0, · · · , nm−1; k) as quadruples (X,Y, v, w) satisfying condition
(3.13). This identification allows us to define the action of GZm := AutC(Oτ (Zm)) on each M
τ
Zm
as
follows. By Theorem 2.3, the group GZm is generated by automorphisms defined by (2.14)-(2.16).
So it suffices to define an action on these generators. Let σ ∈ AutΓ(Sτ ) be as one of (2.14)-(2.16).
Then for a (X,Y, v, w) ∈Mτ
Zm
(n0, · · · , nm−1; k), define exactly the same action as for Cn:
(3.14) σ.(X,Y, v, w) := (σ−1(X), σ−1(Y ), v, w).
This is a well-defined action, since the RHS of (3.14) satisfies (3.13) and σ−1(X) (resp. σ−1(Y ))
has the same non-zero diagonals as X (resp. Y ). For instance, if σ = ψk,λ then
ψk,λ.(X,Y, v, w) = (X + kλ(τ0 + τ1 + · · ·+ τm−1)Y km−1, Y, v, w) .
One can easily see that the action ψk,λ on (X0, · · · , Xm−1;Y0, · · · , Ym−1; vk, wk) corresponding via
identification (3.10) to (X,Y, v, w) is given by
X0 7→ X0 + kλ(τ0 + · · ·+ τm−1)Ym−1 Ym−2 · · ·Y1,
Xi 7→ Xi + kλ(τ0 + · · ·+ τm−1)Yi−1 Yi−2 · · ·Y0 Ym−1 Ym−2 · · ·Yi+1 , i = 1, · · · ,m− 1,
Yi 7→ Yi i = 0, 1, · · · ,m− 1 , vk 7→ vk , wk 7→ wk.
The next statement follows directly from the definition of quiver varieties:
Corollary 3.1. The map in Lemma 3.1 is GZm -equivariant.
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3.3. GΓ-equivariant bijective correspondence. Let Rτ be the set of isomorphism classes Sτ -
submodules of eSτ and let R′τ be the set of isomorphism classes of Oτ -ideals. Then the functor
F (see (2.5)) gives a natural bijection between R′τ and Rτ . Let K0(Γ), K0(Sτ ) and K0(Oτ ) be
the Grothendieck groups of the algebras CΓ, Sτ and Oτ respectively. Using Quillen’s theorem and
Morita equivalence between Sτ and Oτ , we can identify all three groups. Next, we recall that Γˆ is
a set of irreducible Γ-modules. Then there is a map γ : Rτ → K0(Γ)× Γˆ which sends a submodule
M to a pair (V,W ) so that V does not contain CΓ. One can show (see [E, Theorem 7]) that
γ(M1) = γ(M2) if and only if [M1] = [M2] in K0(Sτ ). Hence, the K-theoretic description produces
a decomposition of Rτ (and of R′τ ):
(3.15) Rτ =
⊔
V,W
Rτ (V,W ) ,
where V runs over all finite-dimensional Γ-modules and W ∼= Uk for some k = 0, · · · ,m− 1.
The action of GZm on Rτ is pointwise, i.e., if σ ∈ GZm and M ⊂ Oτ , then σ.M := {σ(m) |m ∈
M}. Moreover, this action respects the decomposition (3.15). The following result is proved in [E]:
Theorem 3.1. Let V be a finite-dimensional Γ-module. Then for any 0 ≤ k ≤ m − 1, there is
a natural GZm-equivariant bijection Ω : M
τ
Zm
(V,Uk) → Rτ (V,Uk) sending a point (X,Y, v, w) in
Mτ
Zm
(V,Uk) to the class of the fractional ideal of Sτ :
(3.16) M = ek det(Y − y Id)Sτ + ek κ det(X − x Id)Sτ ,
where Id is the idenity matrix on V and κ is the following element
(3.17) κ = 1− w(Y − y Id)−1(X − x Id)−1v
in Q(Sτ ), the classical ring of quotients of Sτ .
Remark. 1. κ is, indeed, an element of Q(Sτ ), since (Y − y Id)−1(X − x Id)−1 is an n× n matrix
with entries from Q(Sτ ) and multiplying from the left by w (1 × n matrix) and from the right by
v(n× 1 matrix) produces an element in Q(Sτ ).
2. The bijective correspondence part (without G-equivariance and a presentation for an ideal)
was proved earlier by Baranovsky, Ginzburg and Kuznetsov [BGK].
3. The case when Γ = {1}, that is, when Oτ ∼= A1 and the corresponding quiver variety is Cn was
proved by Berest and Wilson [BW1, BW2], and they also showed the transitivity of the G-action.
Since our main results are concerning quiver varieties for Γ ∼= Z2, we will restate the above theorem
more explicitly in this case. First, let us identify all triples (n0, n1; ǫ) for which the corresponding
quiver variety Mτ
Z2
(n0, n1; ǫ) is non-empty. If we assume that n0 ≤ n1 and take n0 = n − k and
n1 = n, then by (3.6), we have
dimC M
τ
Z2
(n− k, n; ǫ) =


2 (n− k − k2), for ǫ = 0,
2 (n− k2), for ǫ = 1.
So we need to assume n ≥ k2+ k for ǫ = 0 and n ≥ k2 for ǫ = 1. Now assuming n1 ≥ n0, we obtain
similar constraints on n and k. Thus Mτ
Z2
(n0, n1; ǫ) 6= ∅ if and only if (n0, n1) ∈ Lǫ ⊂ (Z≥0)2, where
L0 := {(n− k, n) | k ≥ 0, n ≥ k
2 + k} ∪ {(n, n− k) | k ≥ 0, n ≥ k2},(3.18)
L1 := {(n− k, n) | k ≥ 0, n ≥ k
2} ∪ {(n, n− k) | k ≥ 0, n ≥ k2 + k}.
Thus, by Theorem 3.1, for Γ ∼= Z2 there is a decomposition
(3.19) Rτ =
⊔
ǫ=0,1
⊔
(n0,n1)∈Lǫ
Rτ (n0, n1; ǫ),
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and a GZm-equivariant bijection defined for any ǫ = 0, 1 and (n0, n1) ∈ Lǫ:
(3.20) Ω : MτZ2(n0, n1; ǫ) ≃ Rτ (n0, n1; ǫ) , (X,Y, v, w) 7→M,
where M is defined in (3.16)-(3.17).
4. Generating set for O(Mτ
Z2
)
Our goal for this section is to produce a set of generators for O(Mτ
Z2
(V,Uk)), which will be used
to show the transitivity of the G-action.
Let (X,Y, v, w) be a point in Mτ
Zm
(V,Uk). Then by Theorem 3.1, the ideal corresponding to this
point is uniquely determined by κ. Expand κ into the formal power series:
(4.1) κ = 1 +
∑
l,q≥0
(w Y lXq v) y−l−1x−q−1 ,
where w Y lXq v ∈ C. This defines an embedding
MτZm(V,Uk) → C
∞ , (X,Y, v, w) 7→ (wY lXqv)l,q≥0 .
Let p := dim(V ). Then by the Cayley-Hamilton identity any power of X or Y can be expressed in
terms of powers of X or Y less than or equal to p. So we have an embedding
MτZm(V,Uk) → C
N ,
where N = p2. Dually, we have C[x1, · · · , xN ] ։ O(Mτ (V,Uk)).
Lemma 4.1. (a) O(Mτ
Zm
(V,Uk)) is generated by (wY qXrv)q,r≤p.
(b) wY qXrv = 0 unless q = r(modm).
Proof. (a) It follows from the above arguments.
(b) This is a special case of the next Proposition. 
Proposition 4.1. If k1, · · · , kt, l1, · · · , lt are non-negative integers and ǫ = 0, 1, then
(4.2) wY k1X l1 · · · Y kjT ǫX lj · · · Y ktX lt v = cw Y k1X l1 · · · Y ktX lt v ,
for some constant c. Moreover, both sides of (4.2) are zero unless K = L(modm), where K =
k1 + · · ·+ kt and L = l1 + · · ·+ lt.
Proof. The first part of the statement for ǫ = 0 is trivial. Proof of the second part for ǫ = 0 and
ǫ = 1 are the same, so we may assume ǫ = 1. Recall (see (3.10)) that X (resp. Y ) is an m×m block
matrix with only non-zero entries on the (m− 1)-st and on the (−1)-st (resp. 1-st and −(m− 1)-st)
diagonals. Those non-zero entries are the matrices X0, · · · , Xm−1 and Y0, · · · , Ym−1 respectively.
Set for 0 ≤ i, j ≤ m− 1,
D[i,j] :=


Yi Yi−1 · · · Yj , if i ≥ j,
Yi Yi−1 · · ·Y0 Ym−1 · · ·Yj , if i < j,
C[i,j] :=


XiXi+1 · · ·XmX0 · · ·Xj , if i > j,
XiXi+1 · · · Xj , if i ≤ j.
Let ki = k
′
im + qi and li = l
′
im + ri for i = 1, · · · , t, where k
′
i, l
′
i ≥ 0 and 0 ≤ r,qi ≤ m − 1. Then
Y ki is an m×m block matrix whose only nonzero entries are on the (m− qi)-th and the (−qi)-th
diagonals. The entries on the (m− qi)-th diagonal are
(D[j−1,j])
k′i D[j−1,m−qi+j] , for 0 ≤ j ≤ qi − 1 ,
where D[−1,i] := D[m−1,i], while the entries on the (−qi)-th diagonal are
(D[j−1,j])
k′i D[j−1,j−qi] , for qi ≤ j ≤ m− 1 .
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Similarly, X li is an m×m block matrix whose two nonzero diagonals are the (ri)-th and (ri−m)-th
ones. The entries on the (ri)-th one are
C[j,j+ri−1] (C[j+ri,j+ri−1])
l′i for 0 ≤ j ≤ m− ri − 1 ,
where C[j,−1] := C[j,m−1] and the entries on the (ri −m)-th diagonal are
C[j,j−m+ri−1](C[j−m+ri,j−m+ri−1])
l′i for m− ri ≤ j ≤ m− 1 .
Without loss of generality, we may assume ri ≤ qi. Then non-zero diagonals of Y
kiX li are the
(m− qi + ri)-th and the (ri − qi)-th ones and their entries are
(D[j−1,j])k
′
i D[j−1,m−qi+j] C[m−qi+j,m−qi+j+ri−1] (C[m−qi+j,m−qi+j−1])
l′i ,
for 0 ≤ j ≤ qi − ri − 1 and
(D[j−1,j])k
′
i D[j−1,j−qi] C[j−qi,j−qi−ri−1] (C[j−qi−ri,j−qi−ri−1])
l′i ,
for qi − ri ≤ j ≤ m− 1. Thus both matrices
(4.3) Y k1X l1 · · · Y kjT ǫX lj · · · Y ktX lt and Y k1X l1 · · ·Y ktX lt
are m × m block matrices whose only non-zero entries are on the m −
∑
i(qi − ri)-th and on
the −
∑
i(qi − ri)-th diagonals. Hence these matrices are block diagonal matrices if and only if∑
i qi =
∑
i ri. The later is equivalent to K = L(modm). Now if A = (Aij) is an m × m block
matrix of size n × n then wAv = wk(Akk)vk (see (3.11)). This proves the second part of the
statement, i.e., both sides of (4.2) are zero unless K = L(modm).
We now can assume the later condition and hence matrices in (4.3) are block diagonal. Moreover,
the diagonal entries of the first matrix are multiples of the diagonal entries of the second one, where
the multiples c1, · · · , cm are certain permutations of τ0, τ1, · · · , τm−1. Once again using wAv =
wk(Akk)vk, we get that the LHS of (4.2) is a multiple of the RHS. 
Lemma 4.2. For (X,Y, v, w) ∈Mτ
Zm
(V,Uk) we have
(Y X)Y l = Y l(Y X)−
l−1∑
i=1
Y iT Y l−i−1 +
l−1∑
i=1
Y ivwY l−i−1 .
Proof. Since XY = Y X − T + vw, we have
(Y X)Y = Y (Y X − T + vw) = Y (Y X)− Y T + Y vw .
Now the statement can be easily proved by induction. 
Proposition 4.2. Let (X,Y, v, w) ∈Mτ
Zm
(V,Uk). Then
wY k1X l1 · · · Y ktX lt v = w (Y KXL) v + f(wY iXjv)i<K , j<L ,
where K = k1 + · · ·+ kt, L = l1 + · · ·+ lt and f is some polynomial function.
Proof. We prove this by induction. Suppose the statement holds for K ′ < K and L′ < L. Then
wY k1X l1−1 (XY )Y k2−1X l2 · · · Y ktX lt v
= wY k1X l1−1 (Y X − T + vw)Y k2−1X l2 · · · Y ktX lt v
= wY k1X l1−1 (Y X)Y k2−1X l2 · · · Y ktX lt v − w Y k1X l1−1 T Y k2−1X l2 · · · Y ktX lt v
+wY k1X l1−1 vw Y k2−1X l2 · · · Y ktX lt v.
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If we use Lemma 4.2 to the first term, Proposition 4.1 to the second one and the induction assumption
to the third term in the last expression, then
w Y k1X l1−1
[
Y k2−1(Y X)−
k2−1∑
i=1
Y iTY k2−i−1 +
k2−1∑
i=1
Y ivwY k2−i−1
]
X l2 · · · Y ktX lt v
−cw Y k1X l1−1Y k2−1X l2 · · · Y ktX lt v + g(wY iXjv)i<K, j<L
= w Y k1X l1−1Y k2X l2+1 · · · Y ktX lt v −
k2−1∑
i=1
w Y k1X l1−1Y iTY k2−i−1X l2 · · · Y ktX lt v
+
k2−1∑
i=1
w Y k1X l1−1Y i v × wY k2−i−1X l2 · · ·Y ktX ltv − cw Y k1X l1−1Y k2−1X l2 · · · Y ktX lt v
+g(wY iXjv)
= w Y k1X l1−1Y k2X l2+1 · · · Y ktX lt v + g˜(wY iXjv)i<K, j<L ,
where in the last equality we again used Proposition 4.1 and the induction assumption. Now
repeating this procedure we can move Y k2 further to the left and obtain
w Y k1+k2X l1+l2Y k3 · · · Y ktX lt v + h(wY iXjv)
for some polynomial h. Similarly moving other powers of Y to the left we get
w (Y k1+···+ktX l1+···+lt) v + f(wY iXjv)i<K, j<L,
for some polynomial f . 
Recall that for m = 1 we have Mτ
Zm={1}(C
n,C) ∼= Cn (see (3.7)), the n-th Calogero-Moser space.
Then one has:
Theorem 4.1. The algebra O(Cn) is generated by the set W1 := {w(Y + cX)nv}c∈C,n∈N.
Proof. Similar to the case m = 2 below. 
Next we prove our main result in this section.
Theorem 4.2. The set W2 := {w(Y + cX)2nv}c∈C,n∈N generates O(MτZ2(V,Uk)).
Proof. We prove this statement by expressing generators wY iXjv of O(Mτ ) (see Lemma 4.1(a))
as polynomials of elements of W2. The proof is by induction on the total degree i + j of wY
iXjv.
First recall that, by Lemma 4.1(b), wY iXjv are zero for odd values of i+ j, so we will only consider
i+ j = 2n. For n = 1, expanding w(Y + cX)2nv, one gets
wY 2v + cw(Y X +XY )v + c2wX2v ,
and since
w(Y X +XY )v = 2wY Xv − wTv + (wv)2 = 2wY Xv + d,
for some d ∈ C, we have
(4.4) w(Y + cX)2 = wY 2v + 2cwY Xv + c2 wX2v + c d.
By choosing distinct constants c1, c2 and c3 for c in (4.4), we can show that wY
2v, wY Xv,wX2v
can be expressed by elements of W2. Now assume that all elements wY
iXjv for i + j < 2n can be
generated by elements of W2. Then the expansion of w(Y + cX)
2nv by powers of c gives
wY 2nv + cw(Y 2n−1X + · · · )v + c2w(Y 2n−2X2 + · · · )v + · · ·+ c2nwX2nv.
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By Lemma 4.2, the coefficient of cj can be written as
w(Y iXj + · · · )v = swY iXjv + f(wY pXqv)p+q<2n.
Then, by the induction assumption, f(wY pXqv) can be generated by W2 and hence each wY
iXjv
for i+ j = 2n can be expressed in terms of W2. 
5. Transitivity of the GΓ-action
Let X be a smooth algebraic variety. A subgroup G of AutC(X) is called algebraically generated
if it is generated as an abstract group by a family G of connected algebraic subgroups of AutC(X).
Suppose G is closed under conjugation by elements of G.
Definition 5.1. We say that a point x ∈ X is G-flexible if the tangent space TxX is spanned by
the tangent vectors to the orbits H · x of subgroups H ∈ G. The variety X is called G-flexible if
every point x ∈ X is G-flexible.
Let us give some comments on this definition. First, since X is smooth, G-flexibility of X can be
defined in terms of cotangent spaces instead of tangent spaces. Second, one can easily show that X
is G-flexible if one point of X is G-flexible and G acts transitively on X .
We have the following characterization of flexible points (see [AFKKZ, Corollary 1.11]):
Proposition 5.1. A point x ∈ X is G-flexible if and only if the orbit G · x is open in X. An open
G-orbit (if it exists) is unique and consists of all G-flexible points in X.
We need the following result proved in [CB, Theorem 1.3]:
Theorem 5.1. MτΓ(V, U) is a reduced and irreducible scheme. In particular, it is a smooth, con-
nected affine algebraic variety.
Recall that MτΓ(V, U) has a natural symplectic structure with the symplectic form ω = Tr(dX ∧
dY ) (see e.g. [CB]). This form gives an isomorphism between 1-forms and vector fields:
Tr(f dX + g dY ) 7→ g
∂
∂X
− f
∂
∂Y
= (g,−f).
Since algebraic vector fields are in one-to-one correspondence with derivations, for any Hamiltonian
H ∈ O(Mτ ), the one-form dH defines a derivation of O(Mτ ), given in terms of the Poisson bracket
{H, −}. One can easily verify:
Lemma 5.1. The action of GΓ on Mτ is symplectic.
Therefore any one parameter subgroup of GΓ defines Hamiltonian flow on Mτ and hence corre-
sponds to some Hamiltonian in O(Mτ ).
Example 5.1. We show that
φt = (X + aY
2, Y ) (X,Y + tX2) (X − aY 2, Y )
is a Hamiltonian flow with Hamiltonian Tr((X + aY 2)3). In fact, we have
φt = (X + aY
2 − a(Y + t(X + aY 2)2)2, Y + t(X + aY 2)2),
dφt
dt
|t=0 = (−a(Y (X + aY
2)2 + (X + aY 2)2Y ), (X + aY 2)2).
On the other hand,
dTr((X + aY 2)3) = Tr((X + aY 2)2 (dX + aY dY + a dY Y ))
= Tr((X + aY 2)2 dX) + Tr(a[(X + aY 2)2Y + Y (X + aY 2)2] dY ).
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Using the symplectic form Tr(dX ∧ dY ) which gives the isomorphism between 1-forms and vector
fields:
Tr(f dX + g dY ) 7→ g
∂
∂X
− f
∂
∂Y
= (g,−f),
one obtains the corresponding vector field
(−a(Y (X + aY 2)2 + (X + aY 2)2Y ), (X + aY 2)2).
In fact there is a well-known and more general result.
Lemma 5.2. Let φt be a Hamiltonian flow with Hamiltonian function H and ψ is any symplectic
automorphism, then ψ φt ψ
−1 is a Hamiltonian flow with Hamiltonian ψ∗H = H ◦ ψ.
Proof. Let XH be a Hamiltonian vector field for H , namely
XH ⌋ω = dH.
A flow φt being the Hamiltonian flow of XH implies
dφt
dt
∣∣∣
t=0
(x) = XH(x).
Equivalently for any function f we have
lim
t→0
φ∗t (f)− f
t
= XH(f).
For the flow ψ φt ψ
−1 we have
lim
t→0
(ψ φt ψ
−1)∗(f)− f
t
.
Slightly abusing notation we put ψ∗f for f then we have
lim
t→0
(ψ φt)
∗(f)− ψ∗(f)
t
= XH(ψ
∗(f)) = ψ∗(XH)(f).
Thus ψ∗(XH) is the vector field for the flow ψ φt ψ−1. Therefore
ψ∗(XH)⌋ω = ψ∗(dH) = d(ψ∗H). 
From the above lemma, it follows immediately that:
Corollary 5.1. For m ∈ N and n1, n2 ∈ Z≥0, we have
(a) w
(
X + a Y mn1−1
)mn2
v is Hamiltonian with the flow
φt = (x+ ay
mn1−1, y) (x, y + txmn2−1) (x− aymn1−1, y).
(b) w
(
Y + bXmn1−1
)mn2
v is Hamiltonian with the flow
φt = (x, y + bx
mn1−1) (x+ tymn2−1, y) (x, y − bxmn1−1).
Lemma 5.3. Let X be a smooth affine algebraic variety. If {fi}ni=1 generates O(X) as an algebra,
then {dfi}ni=1 generates the cotangent space at any point of X.
Letm = 1. ThenMτΓ={1}(C
n,C) = Cn is the n-th Calogero-Moser space andGΓ={1} is isomorphic
to the subgroup of AutC(C[x, y]) preserving the canonical symplectic form dx∧ dy. The later group
can be identified with AutC(A1), the automorphism group of the first Weyl algebra [ML1]. We recall
that GΓ={1} is generated by two families of automorphisms
(x+ a yn, y) and (x, y + b xm) ,
where a, b ∈ C and n,m ∈ Z≥0. Then we recover the following result of Berest and Wilson [BW1,
Theorem 1.3]:
Theorem 5.2. GΓ={1} acts on Cn transitively for each n ∈ Z≥0.
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Proof. By Theorem 4.1, W1 generates O(Cn) as an algebra. On the other hand, by Corollary 5.1,
the family W1 is Hamiltonian for the family of one-parameter subgroups φt = (x + ay, y) (x, y +
txk−1) (x − ay, y). Therefore, by Lemma 5.3, differentials of elements in W1 span the cotangent
space at any point. Hence Cn is a G-flexible. Since Cn is connected, by Proposition 5.1, AutC(C2)
acts transitively on Cn. 
Similarly for Γ ∼= Z2 we have:
Theorem 5.3. GΓ acts transitively on M
τ
Z2
(n0, n1; ǫ) for each (n0, n1) ∈ Lǫ.
Proof. Recall that GZ2 = 〈Θλ, (x + λy
2k−1, y), (x, y + µx2k−1)〉k≥1. By Theorem 4.2, elements of
W2 generate O(M
τ
Z2
). On the other hand, by Corollary 5.1, elements of W2 are Hamiltonian with
Hamiltonian flows φt = (x+ay
2k−1, y) (x, y+ tx) (x−ay2k−1 , y). Hence, by Lemma 5.3, differentials
of the functions fromW2 span the cotangent space at any point. Hence M
τ
Z2
is a GZ2 -flexible variety.
Since Mτ
Z2
is connected, by Proposition 5.1, GZ2 acts transitively on M
τ
Z2
. 
6. C∗-fixed points of Mτ
Z2
In this section we present for each quiver variety Mτ
Z2
(n0, n1; ǫ) a distinct point for which the
computation of the corresponding κ is relatively simple. More precisely, we will find a point of
Mτ
Z2
(n0, n1; ǫ) represented by a quadruple (X,Y, v, w), or equivalently by (X0, X1, Y0, Y1, vǫ, wǫ),
such that it is fixed by the C∗-action, where C∗ is a subgroup of GZ2 = AutC(Oτ ). The later implies
that the corresponding matrices X and Y are nilpotent and therefore the expansion (4.1) of κ is a
non-commutative Laurent polynomial in x−1 and y−1.
We now briefly outline how to construct these points. Recall that Mτ
Z2
(n0, n1; ǫ) is nonempty if
and only if (n0, n1) ∈ Lǫ ⊂ (Z≥0)2, where Lǫ is defined in (3.18). We may assume that n0 ≤ n1
since, by Lemma 3.1, Mτ
Z2
(n0, n1; 0) ∼= Mτ
′
Z2
(n1, n0; 1). First we construct points for special values
of n0 and n1, namely for M
τ
Z2
(k2, k2 + k; 0) and Mτ
Z2
(k2 − k, k2; 1), where k ≥ 1. Note that, by
(3.6), the later varieties are zero-dimensional and by connectedness each of them consists of a single
point. Since GZ2 acts on each of these singleton varieties, they are fixed by GZ2 and, in particular,
by its subgroup C∗. Let (X,Y, v, w) be the point of Mτ
Z2
(k2 − k, k2; 1) such that (see (3.10))
X =
(
0 X0
X1 0
)
, Y =
(
0 Y1
Y0 0
)
.
Then we will describe a procedure how to add n−k2 rows and n−k2 columns to matrices X0, X1, Y0
and Y1 to get a nilpotent point of M
τ
Z2
(n − k, n; 1). Similarly, one can add n − k − k2 rows and
n− k − k2 columns to X0, X1, Y0 and Y1 to obtain a point of MτZ2(n− k, n; 0).
6.1. Prelimanaries. In this section we give decomposition of sets {1, 2, · · · , k2} and {1, 2, · · · , k2−
k} into disjoint union of subsets, which will be used as index sets for defining column vectors of
matrices Xi and Yi (i = 0, 1). Let
S1 : =
{
i(i+ 1)− j + 1
∣∣∣∣ 1 ≤ j ≤
[
k
2
]
, j ≤ i ≤ k − j
}
,
S2 : =
{
(i+ 1)2 − j
∣∣∣∣ 0 ≤ j ≤
[
k − 1
2
]
, j ≤ i ≤ k − j − 1
}
,
S3 : =
{
i(i+ 1)− j + 1
∣∣∣∣
[
k
2
]
+ 1 ≤ i ≤ k − 1 , k − i+ 1 ≤ j ≤ i
}
,
S4 : =
{
(i+ 1)2 − j
∣∣∣∣
[
k + 1
2
]
≤ i ≤ k − 1 , k − i ≤ j ≤ i
}
.
We have:
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Lemma 6.1. (i) For any two distinct pairs (i, j) the defining relation in Sl (l = 1, · · · , 4) yields
distinct values.
(ii) Si ∩ Sj = ∅ for i 6= j.
(iii)
∑4
l=1 |Sl| = k
2 , where |Sl| is the cardinality of Sl.
In particular,
4⊔
l=1
Sl = {1, · · · , k
2} .
Now we introduce another sets of integers:
T1 : =
{
i(i+ 1)− j + 1
∣∣ 1 ≤ j ≤ [k − 1
2
]
, j ≤ i ≤ k − j − 1
}
,
T2 : =
{
(i+ 1)2 − j
∣∣∣∣ 0 ≤ j ≤
[
k − 1
2
]
, j ≤ i ≤ k − j − 2
}
,
T3 : =
{
i(i+ 1)− j + 1
∣∣∣∣
[
k + 1
2
]
≤ i ≤ k − 1 , k − i ≤ j ≤ i
}
,
T4 : =
{
(i+ 1)2 − j
∣∣∣∣
[
k
2
]
≤ i ≤ k − 2 , k − i− 1 ≤ j ≤ i
}
,
then one can prove a statement similar to that of Lemma 6.1:
Lemma 6.2. (i) For any two distinct pairs (i, j) the defining relation in Tl (l = 1, · · · , 4) yields
distinct values.
(ii) Ti ∩ Tj = ∅ for i 6= j.
(iii)
∑4
l=1 |Tl| = k(k − 1) .
In particular,
4⊔
l=1
Tl = {1, · · · , k(k − 1)} .
Next we establish some important relations between sets {Sl} and {Tl}. Let S4 = S′4 ⊔S
′′
4 , where
S′4 =
{
k(k − 1) + i
∣∣ 1 ≤ i ≤ k − 1}
and S′′4 = S4 \ S
′
4. Hence using Lemmas 6.1 and 6.2, one obtains
S1 ⊔ S2 \ {k
2} ⊔ S3 ⊔ S
′′
4 =
4⊔
l=1
Tl .
The following proposition is easy to prove:
Proposition 6.1.
T3 ∩ S1 = S1 \ T1 =
{
(k − j)(k − j + 1)− j + 1
∣∣∣∣ 1 ≤ j ≤
[
k
2
]}
,
T4 ∩ S2 = S2 \ (T2 ⊔ {k
2}) =
{
(k − j)2 − j
∣∣∣∣ 1 ≤ j ≤
[
k − 1
2
]}
.
In particular, we have
T3 = S3 ⊔ (T3 ∩ S1) , T4 = S
′′
4 ⊔ (T4 ∩ S2) .
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6.2. C∗-fixed point ofMτ
Z2
(k2−k, k2; 1). Recall that this point is represented by (X0, X1, Y0, Y1; v1, w1),
where X0, Y1 ∈Matn0×n1(C), X1, Y0 ∈ Matn1×n0(C), v1 ∈ C
n1 and w1 ∈ (Cn1)∗ such that
X0Y0 − Y1X1 + τ0 Idn0 = 0,(6.1)
X1Y1 − Y0X0 + τ1 Idn1 = v1w1.(6.2)
Notation. Let us introduce two more notations which will be in this and later sections: a := τ1, b :=
τ0 + τ1.
6.2.1. Matrix Y1. Let e1, · · · , ek(k−1) be the standard basis for Ck(k−1). Then define vectors v1, · · · ,vk2
as follows.
For S1 indices:
vi(i+1)−j+1 := (2j − 1) b ei2+1−j
+
(
a+ 2(k − i+ j − 1) b
)(
[
i−j+1
2
]∑
l=1
e(i−l+1)2−i−j+1 +
[
i−j
2
]∑
l=1
e(i−l)(i−l+1)−i−j+1
)
,(6.3)
where [a] is the integer part of a.
For S2:
v(i+1)2−j := 2j b ei(i+1)−j+1
+
(
a+ 2(k − i+ j − 1) b
)(
[
i−j+1
2
]∑
l=1
e(i−l+1)(i−l+2)−i−j +
[
i−j
2
]∑
l=1
e(i−l+1)2−i−j
)
.(6.4)
For S3:
vi(i+1)−j+1 := −
(
a+ (2k − 2i− 1) b
)
ei2−j+1
−
(
a+ 2(k − i+ j − 1) b
)( k−i−1∑
l=0
e(i+l+1)2−i−j+1 +
k−i−2∑
l=0
e(i+l+1)(i+l+2)−i−j+1
)
.(6.5)
For S4:
v(i+1)2−j := −
(
a+ 2(k − i− 1) b
)
ei(i+1)−j+1
−
(
a+ 2(k − i+ j − 1) b
)( k−i−2∑
l=0
e(i+l+1)(i+l+2)−i−j +
k−i−2∑
l=0
e(i+l+2)2−i−j
)
.(6.6)
Define Y1 as an k(k − 1)× k
2 matrix with columns consisting of vi’s
Y1 := [v1 v2 · · · vk2 ].
6.2.2. Matrix Y0. Let f1, · · · , fk2 be the standard basis for C
k2 . Then we introduce the following
vectors. For T1:
ui(i+1)−j+1 := (a+ (2j − 1) b) fi(i+1)−j+1
+
(
a+ 2(k − i+ j − 1) b
)(
[
i−j+1
2
]∑
l=1
f(i−l+1)(i−l+2)−i−j +
[
i−j
2
]∑
l=1
f(i−l+1)2−i−j
)
.(6.7)
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For T2:
u(i+1)2−j = (a+ 2j b) f(i+1)2−j
+
(
a+ 2(k − i− j − 1) b
)(
[
i−j+1
2
]∑
l=1
f(i−l+2)2−i−j−1 +
[
i−j
2
]∑
l=1
f(i−l+1)(i−l+2)−i−j−1
)
.(6.8)
For T3:
ui(i+1)−j+1 := −(2k − 2i− 1) b fi(i+1)−j+1
−
(
a+ 2(k − i+ j − 1) b
)( k−i−1∑
l=0
f(i+l+1)(i+l+2)−i−j +
k−i−2∑
l=0
f(i+l+2)2−i−j
)
.(6.9)
For T4:
u(i+1)2−j := −2(k − i− 1) b f(i+1)2−j
−
(
a+ 2(k − i+ j − 1) b
)( k−i−2∑
l=0
f(i+l+2)2−i−j−1 +
k−i−2∑
l=0
f(i+l+2)(i+l+3)−i−j−1
)
.(6.10)
Thus, we can define Y0 as a k
2 × k(k − 1) matrix with columns consisting of ui’s
Y0 := [u1 u2 · · · uk(k−1) ].
6.2.3. Matrices X0 and X1. We define
X0 := [ e1 · · · ek(k−1)0 · · · 0 ],
where the number of 0 column vectors is exactly k. For
X1 := [w1 · · · wk(k−1) ] ,
where wi’s are defined as follows. For 1 ≤ i ≤ k − 1 and 1 ≤ j ≤ 2i,
wi(i−1)+j := fi2+j .
6.2.4. The vector v1 and the covector w1. To compute v1 and w1, first we need to see effects of
multiplications by matrices X0 and X1. Indeed, one can easily check that the multiplication by X0
from the left to the k2 × k(k − 1) matrix A produces a k(k − 1)× k(k − 1) matrix obtained from A
by removing the last k rows. If we multiply by X0 from the right to A then this gives the k
2 × k2
matrix obtained by adding k zero columns to the right end of A.
Next, if we multiply by X1 from the left to a k(k−1)×k2 matrix B, then one obtains the k2×k2
matrix whose i2-th (i = 1, · · · , k) rows are zero rows and if we remove those rows, we get exactly B.
While multiplication by X1 from the right to B produces the k(k − 1) × k(k − 1) matrix obtained
from B by removing columns on the i2-th positions where i = 1, · · · , k.
Thus, one has
X0Y0 = [ u˜1 u˜2 · · · u˜k(k−1) ] , Y0X0 = [u1 u2 · · · uk(k−1) 0 · · · 0 ],(6.11)
X1Y1 = [ v˜1 v˜2 · · · v˜k2 ] , Y1X1 = [v
′
1 v
′
2 · · · v
′
k(k−1) ],(6.12)
where u˜, v˜ and v′ are defined as follows. First, for i ∈ T1 ⊔ T2, the vector u˜i, can be obtained from
the corresponding ui by replacing the standard vectors f ∈ Ck
2
in (6.7) or (6.8) by the standard
vectors e ∈ Ck(k−1). Next, the vector u˜i, for i ∈ T3, can be presented as in (6.9), where f is replaced
by e and k− i− 1, the upper limit in the first summation, is replaced by k− i− 2. Then, the vector
u˜i for i ∈ T4, can be presented as in (6.10), where f is replaced by e and k − i− 2, the upper limit
in the second summations, is replaced by k − i− 3.
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Next, we define v˜i. For S1 indices:
v˜i(i+1)−j+1 := (2j − 1) b fi(i+1)−j+1
+
(
a+ 2(k − i+ j − 1) b
)(
[
i−j+1
2
]∑
l=1
f(i−l+1)(i−l+2)−i−j +
[
i−j
2
]∑
l=1
f(i−l+1)2−i−j
)
.(6.13)
For S2 indices:
v˜(i+1)2−j := 2j b f(i+1)2−j
+
(
a+ 2(k − i+ j − 1) b
)(
[
i−j+1
2
]∑
l=1
f(i−l+2)2−i−j−1 +
[
i−j
2
]∑
l=1
f(i−l+1)(i−l+2)−i−j−1
)
.(6.14)
For S3 indices:
v˜i(i+1)−j+1 := −
(
a+ (2k − 2i− 1) b
)
fi(i+1)−j+1
−
(
a+ 2(k − i+ j − 1) b
)( k−i−1∑
l=0
f(i+l+1)(i+l+2)−i−j +
k−i−2∑
l=0
f(i+l+2)2−i−j
)
.(6.15)
For S4 indices:
v˜(i+1)2−j := −
(
a+ 2(k − i− 1) b
)
f(i+1)2−j
−
(
a+ 2(k − i+ j − 1) b
)( k−i−2∑
l=0
f(i+l+2)2−i−j−1 +
k−i−2∑
l=0
f(i+l+2)(i+l+3)−i−j−1
)
.(6.16)
Finally, define v′i as follows
T1 ⊔ T3 : v
′
i(i+1)−j+1 = v(i+1)2−j ,(6.17)
T2 ⊔ T4 : v
′
(i+1)2−j = v(i+1)(i+2)−j .(6.18)
Thus, by using this and the above description of u˜i’s, we obtain
(6.19) X0Y0 − Y1X1 = [ u˜1 − v
′
1 · · · u˜k(k−1) − v
′
k(k−1) ] = (a− b) Idk(k−1),
where Idk(k−1) is the k(k − 1)× k(k − 1) identity matrix.
Next by (6.11) and (6.12), one can write
(6.20) X1Y1 − Y0X0 + a Idk2
as
[ v˜1 − u1 − a f1 · · · v˜k(k−1) − uk(k−1) + a fk(k−1)
v˜k(k−1)+1 + a fk(k−1)+1 · · · v˜k2 + a fk2 ] .
To compute this expression, we use (6.7)-(6.10), (6.13)-(6.16) and the following decomposition (see
Proposition 6.1 and discussion before)
{1, 2, · · · , k2} = T1 ⊔ T2 ⊔ S3 ⊔ S4 ⊔ (T3 ∩ S1) ⊔ (T4 ∩ S2) ⊔ {k
2} .
Explicitly, for T1 indices, one computes
(6.21) v˜i(i+1)−j+1 − ui(i+1)−j+1 + a fi(i+1)−j+1 = 0 .
The same vanishing result is true for T2, S3 and S4 indices.
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Now for T3 ∩ S1, we have
v˜(k−j)(k−j+1)−j+1 − u(k−j)(k−j+1)−j+1
= (4j − 2) b f(k−j)(k−j+1)−j+1
+
(
a+ (4j − 2) b
)( k+12 −j∑
l=1
f(k−j−l+1)(k−j−l+2)−k +
k−1
2 −j∑
l=1
f(k−j−l+1)2−k
)
+
(
a+ (4j − 2) b
)( j−1∑
l=0
f(k−j+l+1)(k−j+l+2)−k +
j−2∑
l=0
f(k−j+l+2)2−k
)
.(6.22)
By change of variables in the above summations, one gets
v˜(k−j)(k−j+1)−j+1 − u(k−j)(k−j+1)−j+1 + a f(k−j)(k−j+1)−j+1
=
(
a+ (4j − 2) b
)( k+12∑
l=1
f(k−l+1)(k−l+2)−k +
k−1
2∑
l=1
f(k−l+1)2−k
)
.(6.23)
Similarly, for T4 ∩ S2, we get
v˜(k−j)2−j − u(k−j)2−j + a f(k−j)2−j
=
(
a+ 4j b
)( k+12∑
l=1
f(k−l+1)(k−l+2)−k +
k−1
2∑
l=1
f(k−l+1)2−k
)
(6.24)
and finally for k2, one has
(6.25) v˜k2 + a fk2 = a
( k+12∑
l=1
f(k−l+1)(k−l+2)−k +
k−1
2∑
l=1
f(k−l+1)2−k
)
.
Thus, by (6.21)-(6.25) all the columns (6.20) except those from the set (T3 ∩ S1) ⊔ (T4 ∩ S2) ⊔ {k2}
are zero. Moreover, we can state
Proposition 6.2. (6.20) is a rank one matrix and the (i, j)-th entry is non-zero if and only if
i, j ∈ (T3 ∩ S1) ⊔ (T4 ∩ S2) ⊔ {k2}.
Proof. First, (6.23)-(6.25) are linearly dependent vectors and hence (6.20) is a rank one matrix.
The second assertion is also easy to show. The vectors in (6.23)-(6.25) are indexed by the set
(T3 ∩ S1) ⊔ (T4 ∩ S2) ⊔ {k2} and they are colinear to
(6.26)
k+1
2∑
l=1
f(k−l+1)(k−l+2)−k +
k−1
2∑
l=1
f(k−l+1)2−k .
So one only needs to show
(T3 ∩ S1) ⊔ (T4 ∩ S2) ⊔ {k
2} =
{
(k − l + 1)(k − l + 2)− k, 1 ≤ l ≤
k + 1
2
}
⊔{
(k − l + 1)2 − k, 1 ≤ l ≤
k − 1
2
}
.(6.27)
For 2 ≤ l ≤ k+12 ,
(k − l + 1)(k − l + 2)− k = (k − l + 1)2 − l + 1
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which are exactly the elements of T4 ∩ S2, while for l = 1, (k − l + 1)(k − l + 2)− k = k2. On the
other hand, for 1 ≤ l ≤ k−12 ,
(k − l + 1)2 − k = (k − l)(k − l + 1)− l + 1,
which are exactly the elements of T3 ∩ S1. 
Remark. Note that the identity (6.27) can be rewritten as
(T3 ∩ S1) ⊔ (T4 ∩ S2) ⊔ {k
2} =
{
l(l+ 1)− k,
k + 1
2
≤ l ≤ k
}⊔{
l2 − k,
k + 3
2
≤ l ≤ k
}
,
and (6.26) is equivalent to
(6.28)
k∑
l= k+12
fl(l+1)−k +
k∑
l= k+32
fl2−k .
Thus, from Proposition 6.2 and the Remark after it, we conclude:
Corollary 6.1. Let v1 and w1 be defined by
v1 :=
k∑
l= k+12
fl(l+1)−k +
k∑
l= k+32
fl2−k ,
w1 :=
k∑
l= k+12
(
a+ 4(k − l) b
)
f tl(l+1)−k +
k∑
l= k+32
(
a+ (4k − 4l+ 2) b
)
f tl2−k,
where t is taking the transpose of f . Then (X0, X1;Y0, Y1; v1, w1) is the point of M
τ
Z2
(k2 − k, k2; 1).
6.3. C∗-fixed point of Mτ
Z2
(n − k, n; 1). Using the above description of the nilpotent point of
Mτ
Z2
(k2 − k, k2; 1), we construct a C∗-fixed point of Mτ
Z2
(n− k, n; 1).
6.3.1. Matrices X0 and X1. They are obtained from theirM
τ
Z2
(k2−k, k2; 1) counterparts by forming
two by two block diagonal matrices where on the top left corner we place the idenity matix of size
n− k2. More explicitly, let e1, e2, · · · , en−k and f1, f2, · · · , fn be the standard basis of Cn−k and Cn
respectively. Then
X0 := [ e1 e2 · · · en−k 0 · · · 0 ] ,
where the number of 0 columns is exactly k, while X1 is
X1 := [w1w2 · · · wn−k ] ,
where wi’s are defined as follows. For 1 ≤ s ≤ n − k
2, ws := fs+1, and for 1 ≤ i ≤ k − 1 and
1 ≤ j ≤ 2i,
wi(i−1)+j+n−k2 := fi2+j+n−k2 .
6.3.2. Matrix Y0. We introduce vectors hi ∈ Cn(1 ≤ i ≤ n− k) so that
Y0 := [h1 h2 · · · hn−k ] .
First, we recall that Y0 := [u1 u2 · · ·uk(k−1)] ∈ MτZ2(k
2 − k, k2; 1), where ui’s are defined as in
(6.7)-(6.10). Let h′i(i = 1, · · · , k
2 − k) be vectors in Cn defined as follows. If 1 ≤ i ≤ k − 1, we set
h′i to be defined by the same formulas as ui. If k ≤ i ≤ k
2 then h′i is defined as ui, except indices
of f shifted down by n− k2, that is, a term fi should be replaced by fi+n−k2 . Next, let T3d and T4d
be subsets of T3 and T4 respectively, consisting elements for which j = i:
T3d =
{
i2 + 1
∣∣∣∣
[
k + 1
2
]
≤ i ≤ k − 1
}
, T4d =
{
(i+ 1)2 − i
∣∣∣∣
[
k
2
]
≤ i ≤ k − 2
}
.
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Then define
hs :=


h′s, for 1 ≤ s ≤ k − 1,(
a+ (s− 1) b
)
es, for k ≤ s ≤ n− k
2 + k − 1,
hs′−n+k2 , for s ∈ [n− k2 + k, n− k] \
(
n− k2 + T3d ∪ T4d
)
.
It remains to define hs for s ∈ n− k2 + T3d ∪ T4d. For s ∈ n− k2 + T3d,
hs := −(2k − 2i− 1) b fi2+1+n−k2
−
(
a+ 2(k − 1 + n− k2) b
)( k−i−1∑
l=0
f(i+l+1)(i+l+2)−2i+n−k2 +
k−i−2∑
l=0
f(i+l+2)2−2i+n−k2
)
,
and for s ∈ n− k2 + T4d,
hs := −2(k − i− 1) b f(i+1)2−i+n−k2
−
(
a+ 2(k − 1 + n− k2) b
)( k−i−2∑
l=0
f(i+l+2)2−2i−1+n−k2 +
k−i−2∑
l=0
f(i+l+2)(i+l+3)−2i−1+n−k2
)
.
6.3.3. Matrix Y1. We introduce vectors g1,g2, · · · ,gn ∈ Cn−k so that
Y1 := [g1 g2 · · · gn ].
Recall that Y1 = [v1 v2 · · ·vk2 ] ∈M
τ
Z2
(k2−k, k2; 1), where vi’s are defined in (6.3)-(6.6). As above,
first, we introduce vectors g′i ∈ C
n−k (i = 1, · · · , k2). If 1 ≤ i ≤ k − 1, we set g′i to be defined by
the same formula as vi. If k ≤ i ≤ k2 − k then g′i is defined as ui except indices of e are shifted
down by n− k2. Then we define
gs :=


g′s, for 1 ≤ s ≤ k − 1,
(s− 1) b es−1, for k ≤ s ≤ n− k2 + k − 1,
g′s−n+k2 , for s = n− k
2 + k,
g′s−n+k2+1 + (n− k
2) b en−k2+k−1, for s = n− k2 + k + 1,
g′s−n+k2 ,
for s ∈ [n− k2 + k + 2, n− k]
but s /∈
(
n− k2 + S3d ∪ S4d
)
,
where
S3d =
{
i2 + 1
∣∣∣∣
[
k
2
]
+ 1 ≤ i ≤ k − 1
}
, S4d =
{
(i+ 1)2 − i
∣∣∣∣
[
k + 1
2
]
≤ i ≤ k − 1
}
.
For s ∈ n− k2 + S3d,
gs := −
(
a+ (2k − 2i− 1) b
)
ei2−i+1+n−k2
−
(
a+ 2(k − 1 + n− k2) b
)( k−i−1∑
l=0
e(i+l+1)2−2i+1+n−k2 +
k−i−2∑
l=0
e(i+l+1)(i+l+2)−2i+1+n−k2
)
.
For s ∈ n− k2 + S4d,
gs := −
(
a+ 2(k − i− 1) b
)
ei2+1+n−k
−
(
a+ 2(k − 1 + n− k2) b
)( k−i−2∑
l=0
e(i+l+1)(i+l+2)−2i+n−k2 +
k−i−2∑
l=0
e(i+l+2)2−2i+n−k2
)
.
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6.3.4. The vector v1 and the covector w1. We can carry out the same type of computations like in
the subsection 6.2.4 to find v1 and w1 and prove the following proposition:
Proposition 6.3. Let X0, X1, Y0, Y1 be defined as above, and let
v1 :=
k∑
l=
[
k
2
]
+1
fl(l+1)−k+n−k2 +
k∑
l=
[
k+1
2
]
+1
fl2−k+n−k2 ,
w1 :=
k∑
l=
[
k
2
]
+1
(
a+ 4(k − l) b
)
f tl(l+1)−k+n−k2
+
k∑
l=
[
k+1
2
]
+1
(
a+ (4k − 4l + 2) b
)
f tl2−k+n−k2 + (n− k
2) b f t[
k2
4
]
+1+n−k2 .
Then (X0, X1;Y0, Y1; v1, w1) is a C
∗-fixed point of Mτ
Z2
(n− k, n; 1).
6.4. C∗-fixed points of Mτ
Z2
(n − k, n; 0). C∗-fixed points of quiver varieties Mτ
Z2
(n− k, n; 0) can
be defined in a similar way as has been done for Mτ
Z2
(n− k, n; 1). We leave the details to interested
reader.
7. Computations of κ for C∗-fixed points
Recall that for (X,Y, v, w) ∈MτΓ the corresponding κ can be computed as follows
κ = 1−
∑
l,q≥0
(wY lXqv) y−l−1x−q−1 .
If (X,Y, v, w) is a C∗-fixed point then wY lXqv = 0 unless l = q, since the C∗-action is given by
(X,Y, v, w) 7→ (λX, λ−1Y, v, w), where λ ∈ C∗. Thus, we have
κ = 1−
∑
l≥0
(wY lX lv) y−l−1x−l−1 .
To compute coefficients wY lX lv we need:
Proposition 7.1. Let (X,Y, v, w) be a point of Mτ
Z2
(V,Uk). Then for l ∈ Z≥0,
wY lX lv = w1
[
l−1
2
]∏
q=0
(
Y0X0 + q(τ0 + τ1) Id
)
·
[
l
2
]∏
q=1
(
Y0X0 + qτ0 + (q − 1)τ1) Id
)
v1.
Proof. We may assume that l is odd and leave the proof of the even case to the interested reader.
Using (6.1) and (6.2) we have
wY lX lv = w1 (Y0Y1)
l−1
2 Y0X0(X1X0)
l−1
2 v1
= w1 (Y0Y1)
l−1
2 (X1Y1 + τ1Idn1 − v1w1)(X1X0)
l−1
2 v1
= w1 (Y0Y1)
l−1
2 (X1Y1 + τ1Idn1)(X1X0)
l−1
2 v1 − wY
l−1
2 v · wX
l−1
2 v
= w1 (Y0Y1)
l−3
2 Y0 (Y1X1)(Y1X1 + τ1Idn0)X0(X1X0)
l−3
2 v1
= w1 (Y0Y1)
l−3
2 Y0 (X0Y0 + τ0Idn0)(X0Y0 + (τ0 + τ1)Idn0)X0(X1X0)
l−3
2 v1
= w1 (Y0Y1)
l−3
2 (Y0X0)(Y0X0 + τ0Idn1)(Y0X0 + (τ0 + τ1)Idn1) (X1X0)
l−3
2 v1.
Now if l = 3 then we are done, otherwise we repeatedly use (6.1) and (6.2) to obtain our formula. 
AUTOMORPHISMS AND IDEALS OF NONCOMMUTATIVE DEFORMATIONS OF C2/Z2 27
7.1. κ for the C∗-fixed point of Mτ
Z2
(k2 − k, k2; 1). In view of Proposition 7.1, we need to see
the action of Y0X0 on v1. Recall that in this case
v1 =
k∑
l=
[
k
2
]
+1
fl(l+1)−k +
k∑
l=
[
k+1
2
]
+1
fl2−k .
Using (6.11), for
[
k
2
]
+ 1 ≤ l ≤ k − 1, we have
Y0X0 fl(l+1)−k = ul(l+1)−k = −2(k − l) b fl(l+1)−k
−
(
a+ 4(k − l) b
)( k∑
s=l+1
fs2−k +
k∑
s=l+1
fs(s+1)−k
)
,(7.1)
and for l = k, l(l + 1)− k = k2, we have
(7.2) Y0X0 fk2 = 0 .
For
[
k+1
2
]
+ 1 ≤ l ≤ k, we have
Y0X0 fl2−k = ul2−k = −(2k − 2l + 1) b fl2−k
−
(
a+ 2(2k − 2l + 1) b
)( k∑
s=l+1
fs2−k +
k∑
s=l
fs(s+1)−k
)
.(7.3)
Let {f˜i}ki=1 be a set of vectors defined as follows:
f˜
2l−
([
k+1
2
]
−
[
k
2
]) := f(
l+
[
k
2
])(
l+
[
k
2
]
+1
)
−k, for 1 ≤ l ≤
[
k + 1
2
]
,
f˜
2l+
([
k+1
2
]
−
[
k
2
]) = f(
l+
[
k+1
2
])2
−k, for 1 ≤ l ≤
[
k
2
]
.
Then relations (7.1)-(7.3) are equivalent to
Y0X0 f˜i = −(k − i) b f˜i −
(
a+ 2(k − i) b
) k∑
s=i+1
f˜s , 1 ≤ i ≤ k .(7.4)
Thus Y0X0 acts as a linear transformation on the subspace of C
k2 spanned by {f˜i}, and we denote
by A the corresponding matrix of this transformation with respect to to the basis {f˜i} (note they are
linearly independent, since fi’s are). It is clear from (7.4) that A is a lower triangular matrix. Now
it is elementary linear algebra to show that A can be diagonalized by choosing the basis {gi}ki=1
defined by
(7.5) gi :=
k∑
j=i
cij f˜j ,
where cij = 0 for i > j, cii = 1 and for i < j,
(7.6) cij :=
(z + 2(k − i))j−i
(j − i)!
,
here z := a/b and (z)n =
∏n−1
r=0 (z − r) is the lower Pochhammer symbol. Explicitly, we have
D = CAC−1, where C = (cij) and D = Diag[−(k − 1)b,−(k − 2)b, · · · , 0 ].
Next, we express v1 and w1 in the basis {gi}. Recall that
(7.7) v1 =
k∑
i=1
f˜i , w1 =
k∑
i=1
(
a+ 2(k − i) b
)
f˜ ti .
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It is easy to verify that C−1 = (dij), where dij = 0 for i > j, dii = 1 and for i < j,
(7.8) dij = (−1)
j−i z + 2(k − i)
(j − i)!
(z + 2k − i− j − 1)j−i−1 .
Since f˜i =
∑k
j=i dijgj we have v1 =
∑k
i=1
∑k
j=i dijgj. Now we can compute wY
lX lv. To make
notations simpler, we compute wY 2lX2lv, since computations for odd ones will be essentially the
same. By Proposition 7.1 we get
wY 2lX2lv = w1
l−1∏
q=0
(
Y0X0 + q(τ0 + τ1) Id
)
·
l∏
q=1
(
Y0X0 + (qτ0 + (q − 1)τ1) Id
)
v1
=
k∑
i=1
k∑
j=i
dij
l−1∏
q=0
(
− (k − j) b+ q(τ0 + τ1)
) l∏
q=1
(
− (k − j) b+ qτ0 + (q − 1)τ1)w1 · gj
=
k∑
i=1
k∑
j=i
dij
l−1∏
q=0
(q − k + j) b
l∏
q=1
(
− a+ (q − k + j) b
) k∑
m=j
cjm w1 · f˜m
=
k∑
m=1
m∑
i=1
m∑
j=i
(a+ 2(k −m) b) dijcjm
l−1∏
q=0
(q − k + j) b
l∏
q=1
(
− a+ (q − k + j) b
)
= b2l+1
k∑
m=1
m∑
i=1
m∑
j=i
dijcjm (z + 2(k −m)) (k − j)l (z + k − j − 1)l,(7.9)
where w1 · fm = a+ 2(k −m) b is the usual dot product of vectors and we recall that z = a/b.
Next we need to find dij cjm. For i = j = m we have dij cjm = 1. For i < m, using (7.6) and
(7.8), we get
dijcjm = (−1)
j−i z + 2(k − i)
(j − i)!
(z + 2k − i− j − 1)j−i−1
(
z + 2(k − j)
)
m−j
(m− j)!
= (−1)j−i
z + 2(k − i)
(j − i)! (m− j)!
(z + 2k − i− j − 1)m−i−1.
Thus from (7.9) one obtains wY 2lX2lv = b2l+1Fk,2l(z), where
Fk,2l(z) :=
k∑
m=2
(
z + 2(k −m)
)m−1∑
i=1
(
z + 2(k − i)
) m∑
j=i
(−1)j−i
(z + 2k − i− j − 1)m−i−1
(j − i)! (m− j)!
×(k − j)l (z + k − j − 1)l +
k∑
m=1
(
z + 2(k −m)
)
(k −m)l(z + k −m− 1)l.
We claim the following lemma, whose proof will be given in the Appendix:
Lemma 7.1. For all k ≥ 2 and 0 ≤ l ≤ k − 1,
Fk,2l(z) =
(
k + l
2l+ 1
)
(z + k + l − 1)2l+1,
and, similarly, for all k ≥ 2 and 0 ≤ l ≤ k − 2
Fk,2l+1(z) = −
(
k + l
2l + 2
)
(z + k + l)2l+2 .
For all other values of k and l the corresponding Fk,l(z) = 0.
It follows from Theorem 3.1 and Lemma 7.1 that:
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Corollary 7.1. For (X0, X1;Y0, Y1; v1, w1) ∈MτZ2(k
2 − k, k2; 1), we have
(7.10) κ = 1 +
2k−1∑
l=1
Al y
−lx−l ,
where
A2l−1 = −
(
k + l − 1
2l− 1
)
2l−1∏
r=1
(
(k + l − r − 1)τ0 + (k + l − r)τ1
)
,
A2l =
(
k + l − 1
2l
)
2l−1∏
r=0
(
(k + l − r − 1)τ0 + (k + l − r)τ1
)
.
7.2. κ for C∗-fixed points of Mτ
Z2
(n − k, n; 1) and Mτ
Z2
(n, n − k; 0). The computation of κ for
the point (X0, Y0, Y0, Y1; v1, w1) defined in Proposition 6.3 is essentially the same as in the previous
section with some minor modifications. First, recall that C is the change of basis matrix from {f˜i}
to {gi} for the point of MτZ2(k
2 − k, k2; 1)(see (7.5)-(7.6)). Let C˜ = (c˜ij) be that one for the above
point of Mτ
Z2
(n− k, n; 1). Then c˜ij = cij if i 6= 1 and
c˜1j = c1j +
(n− k2)(z + 2k − 3)j−2
(j − 1)!
,
where cij are defined in (7.6). The vectors v1 and w1 in the basis {f˜i} will be presented as (compare
to (7.7))
(7.11) v1 =
k∑
i=1
f˜i , w1 = (n− k
2) b f˜ t1 +
k∑
i=1
(
a+ 2(k − i) b
)
f˜ ti .
Next, it is easy to verify that C˜−1 = (d˜ij) is given by d˜ij = dij if i 6= 1 and
d˜1j := d1j + (−1)
j−i n− k
2
(j − 1)!
(z + 2k − j − 2)j−2 ,
where dij is defined in (7.8). If we let F˜k,l(z) := b
l+1wY lX lv, then arguing as in (7.9) we get
F˜k,2l(z) = Fk,2l(z) + (n− k
2)
(
(k − 1)l (z + k − 2)l +
k∑
m=2
(
z + 2(k −m)
)
×
m∑
j=1
(−1)j−1
(z + 2k − j − 2)m−2
(j − 1)! (m− j)!
(k − j)l (z + k − j − 1)l
)
= Fk,2l(z) + (n− k
2)Hˆk−1,2l(z),
where Fk,2l(z) and Hˆk−1,2l(z) are computed in Lemma 7.1. Similarly, we can show
F˜k,2l+1(z) = Fk,2l+1(z) + Hˆk−1,2l+1(z) .
Thus we obtain:
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Proposition 7.2. For (X0, X1;Y0, Y1; v1, w1) ∈MτZ2(n− k, n; 1) we have
κ = 1−
k−1∑
l=0
(
k + l
2l + 1
)
2l+1∏
r=2
(
(k + l− r)τ0 + (k + l − r + 1)τ1
)
×
(
(k + l − 1)τ0 + (k + l)τ1 +
(n− k2)(2l + 1)
k + l
(τ0 + τ1)
)
y−2l−1x−2l−1
+
k−2∑
l=0
(
k + l
2l + 2
)
2l+1∏
r=1
(
(k + l − r)τ0 + (k + l − r + 1)τ1
)
×
(
(k + l)τ0 + (k + l + 1)τ1 +
(n− k2)(2l + 2)
k + l
(τ0 + τ1)
)
y−2l−2x−2l−2.(7.12)
We now recall that (see Lemma 3.1) Mτ
Z2
(n, n − k; 0) can be identified with Mτ
′
Z2
(n − k, n; 1),
where τ ′ = (τ1, τ0). Since this identification is AutC(Oτ )-equivariant, fixed points are mapped to
fixed points under this identification. Hence, we have:
Corollary 7.2. For the fixed point of Mτ
Z2
(n, n− k; 0) corresponding to the fixed point of Mτ
′
Z2
(n−
k, n; 1) under the bijection defined in Proposition 6.3, κ is given by (7.12) where τ0 and τ1 are
reversed.
7.3. κ for C∗-fixed points of Mτ
Z2
(n− k, n; 0) and Mτ
Z2
(n, n− k; 1).
Proposition 7.3. For (X0, X1;Y0, Y1; v1, w1) ∈M
τ
Z2
(n− k, n; 0) we have
(7.13) κ = 1+
2k∑
l=1
Bl y
−lx−l ,
where
B2l−1 = −
(
k + l − 1
2l− 1
)
2l−1∏
r=2
(
(k + l − r)τ0 + (k + l − r + 1)τ1
)
×
(
(k + l − 1)τ0 + (k + l)τ1 +
(n− k2 − k)(2l − 1)
k + l − 1
(τ0 + τ1)
)
,
B2l =
(
k + l
2l
)
2l−1∏
r=1
(
(k + l − r − 1)τ0 + (k + l − r)τ1
)
×
(
(k + l − 1)τ0 + (k + l)τ1 +
(n− k2 − k)(2l)
k + l
(τ0 + τ1)
)
.(7.14)
Similarly to Corollary 7.2, we can conclude:
Corollary 7.3. For the fixed point of Mτ
Z2
(n, n− k; 1) corresponding to the fixed point of Mτ
′
Z2
(n−
k, n; 0) under the bijection defined in Proposition 6.3, κ is given by (7.13) where τ0 and τ1 are
reversed.
8. C∗-fixed ideals and their endomorphism rings
Recall that for Γ ∼= Z2, by transitivity of the GΓ-action, we have the following decomposition of
RτΓ into GΓ-orbits
RτΓ =
⊔
(m,n,ǫ)∈Lǫ×Z2
RτΓ(m,n; ǫ) .
Let P
(ǫ)
(m,n) ∈ R
τ
Γ(m,n; ǫ) be the images, under the bijective map Ω, of C
∗-fixed points, defined in
Section 6. In this section we give an explicit description of P
(ǫ)
(m,n) and its endomorphism ring.
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8.1. C∗-fixed ideals. Recall that, by Proposition 2.1, there is an algebra isomorphism φ : Oτ (Z2)→
A(v), where v(h) = (τ0 + τ1))
2(h+ 1)(h+ τ0/(τ0 + τ1)). Using φ we realize ideals of Oτ in A(v).
Lemma 8.1. Let fn(h) := φ(ey
nxn), where φ is defined in Proposition 2.1. Then
fn(h) =

v(h− 1) · · · v(h− k), n = 2k,(τ0 + τ1)(h− k + 1)v(h− 1) · · · v(h− k + 1), n = 2k − 1.
Proof. We prove by induction. For n = 1 it follows from the definition of φ. Suppose that the
identity holds for all degrees less than n. Then
eynxn = ey(yn−1x)xn−1.
Repeatedly using yx = xy − τ , we obtain
eynxn = ey(xyn−1 −
n−2∑
i=0
yiτyn−2−i)xn−1 = (eyx)(eyn−1xn−1)−
n−2∑
i=0
eyi+1τyn−2−ixn−1.
Suppose n = 2k, then
∑2k−2
i=0 ey
i+1τy2k−2−i = (k(τ0 + τ1)− τ0)ey2k−1. Hence
(eyx)(ey2k−1x2k−1)− (k(τ0 + τ0)− τ0)ey2k−1x2k−1 = (eyx+ τ0 − k(τ0 + τ1))ey2k−1x2k−1 .
Since φ(eyx) = (τ0 + τ1)h, the image of the later expression is
(τ0 + τ1)
(
h+
τ0
τ0 + τ1
− k
)
φ(ey2k−1x2k−1).
By induction assumption on ey2k−1x2k−1, we obtain
(τ0 + τ1)
2
(
h+
τ0
τ0 + τ1
− k
)
(h− k + 1)v(h− 1) · · · v(h− k + 1) = v(h− k)v(h− 1) · · · v(h− k + 1).
Analogously one can prove the identity for the case n = 2k − 1. 
Let
(8.1) l(h) :=
v(h)
h+ 1
= h+
τ0
τ0 + τ1
,
and define
sn,2k−ǫ(h) :=
2k−1−ǫ∏
i=1
l(h− i) · l
(
h− n+ (k − ǫ)(k − 1)
)
,
s′n,2k−ǫ(h) :=
2k−1−ǫ∏
i=1
(h− i) · l
(
h− n+ (k − ǫ)(k − 1)
)
.
Proposition 8.1. By identification φ : Oτ (Z2)→ A(v), we have:
(a) For (n− k, n, ǫ) ∈ Lǫ × Z2,
P
(ǫ)
(n−k,n)
∼= an−(k−ǫ)(k−1) A(v) + sn,2k−ǫ(h)A(v) .
(b) For (n, n− k, ǫ) ∈ Lǫ × Z2,
P
(ǫ)
(n,n−k)
∼= an−(k+ǫ−1)(k−1)+1 A(v) + s′n,2k+ǫ−1(h)A(v) .
Proof. We only prove part (a), since the proof of (b) is identical. Without loss of generality, we may
assume n = k2 + k for ǫ = 0, and n = k2 for ǫ = 1. For simplicity, we also assume that k is even.
Then by Theorem 3.1, we have
P
(0)
(k2,k2+k) = ey
2k2+k Oτ + eκ0x
2k2+kOτ ,
P
(1)
(k2−k,k2) = e1y
2k2−k Oτ + e1κ1x2k
2−k Oτ ,
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since the corresponding matrices X and Y are nilpotent. Here κ0 is given by (7.13) for n = k
2 + k
and κ1 is given by (7.10). If we multiply P
(0)
(k2,k2+k) by y
2k and P
(1)
(k2−k,k2) by y
2k−1 then P (0)(k2,k2+k)
∼=
〈eyk(2k+3), ey2kκ0x
2k2+k〉 and P
(1)
(k2−k,k2)
∼= 〈ey(k+1)(2k−1), ey2k−1κ1x2k
2−k〉, where 〈−,−〉 means
generated as right Oτ -modules.
First we show
φ(ey2kκ0x
2k) = sk2+k,2k(h) and φ(ey
2k−1κ1x2k−1) = sk2,2k−1(h) .
We prove by induction. Both identities obviously hold for k = 1. Suppose that they hold for all
degrees less than 2k. Consider the finite difference operator ∆ : C[h] → C[h] given by ∆(f) =
f(h+ 1)− f(h). Then it is easy to see that
(8.2) ∆(sl(h)) = l(τ0 + τ1)sl−1(h) .
By (7.13) for n = k2 + k, we have
ey2kκ0x
2k = ey2kx2k +B1ey
2k−1x2k−1 +B2ey2k−2x2k−2 + · · · +B2k.
Applying ∆ to the image of φ, we get
∆(φ(ey2kκ0x
2k)) = ∆(f2k(h)) +B1∆(f2k−1(h)) +B2∆(f2k−2(h)) + · · · +B2k−1∆(f1(h)).
Then, using Lemma 8.1, we obtain
∆(f2i(h)) = (τ0 + τ1)
2v(h− 1) · · · v(h− i+ 1)
(
2ih− i(i− 1) +
iτ0
τ0 + τ1
)
= 2i(τ0 + τ1)f2i−1 + (τ0 + τ1)2
(
i(i− 1) +
iτ0
τ0 + τ1
)
f2i−2,
and similarly
∆(f2i−1(h)) = (2i− 1)(τ0 + τ1)f2i−2 + (τ0 + τ1)2
(
i(i− 1)−
(i− 1)τ0
τ0 + τ1
)
f2i−3 .
It is easy to see that f2i−2 appears in ∆(ey2kκx2k) only in ∆(f2i(h)) and ∆(f2i−1(h)). Therefore,
since {fi} are linearly independent, the coefficient of f2i−2 can be computed as
B2k−2i(τ0 + τ1)2
(
i(i− 1) +
iτ0
τ0 + τ1
)
+B2k−2i+1(2i− 1)(τ0 + τ1).
Simplifying the later expression, we get that it is equal to 2k(τ0+τ1)A2k−2i+1, where Ai is defined as
in Corollary 7.1. Similarly, we can show that the coefficient of f2i−1 is 2k(τ0+ τ1)A2k−2i. Therefore
we have
∆(φ(ey2kκ0x
2k)) = 2k(τ0 + τ1)
(
f2k−1 +A1f2k−2 + · · · A2k−2f1 +A2k−1),
and hence ∆(φ(ey2kκ0x
2k)) = φ(ey2k−1κ1x2k−1). By (8.2) and by the induction assumption
ey2k−1κ1x2k−1 = 2k(τ0 + τ1)P2k−1, we have
∆(φ(ey2kκ0x
2k)) = ∆(s2k(h)).
Now comparing constant terms, we get s2k(0) = B2k and hence φ(ey
2kκ0x
2k) = sk2+k,2k(h). Using
similar arguments, we also obtain φ(ey2k−1κ1x2k−1) = sk2,2k−1(h).
Now, applying φ to the generators of P
(0)
(k2,k2+k) and P
(1)
(k2−k,k2), we obtain
P
(0)
(k2,k2+k)
∼= a
k(2k+3)
2 A(v) + sk2+k,2k(h)b
k(2k−1)
2 A(v)
and
P
(1)
(k2−k,k2)
∼= a
(k+1)(2k−1)−1
2 A(v) + sk2,2k−1(h)b
k(2k−3)
2 A(v) .
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Since
a
k(2k+3)
2 b
k(2k−1)
2 = a2k ·
k(2k−1)
2∏
i=1
v(h− i)
and
sk2+k,2k(h) b
k(2k−1)
2 a
k(2k+3)
2 = a2k sk2+k,2k(h+ 2k) ·
k(2k−1)
2 −1∏
i=0
v(h+ i+ 2k) ,
the greatest common divisor (GCD for short) of the left hand sides is a2k and therefore a2k ∈
P
(0)
(k2,k2+k). Then sk2+k,2k(h) divides a
2kb2k and hence sk2+k,2k(h) ∈ P
(0)
(k2,k2+k). Thus
P
(0)
(k2,k2+k)
∼= a2k A(v) + sk2+k,2k(h)A(v) .
Similarly, we can show
P
(1)
(k2−k,k2)
∼= a2k−1A(v) + sk2,2k−1(h)A(v) . 
8.2. Endomorphism rings of P
(ǫ)
(m,n). First we introduce a grading on the algebra A(v) as follows.
For t ∈ Z, put D(t) = {c ∈ A(v) |h · c− c · h = tc}. Then, by (2.6), A(v) = ⊕∞−∞D(t), where
D(t) =
{
atC[h], t ≥ 0,
b−tC[h], t < 0 .
A(v) is a graded ring, since D(t1)D(t2) ⊆ D(t1 + t2).
Set
(8.3) D(ǫ)m,n := EndA(v)
(
P (ǫ)m,n
)
.
Then we have:
Proposition 8.2. (a) For (n− k, n) ∈ Lǫ, D
(ǫ)
n−k,n = ⊕
∞
−∞E(t), where E(t) is

atC[h], for t ≥ n− k(k − ǫ + 1) + 1,
at · l
(
h− n+ (k − ǫ)(k − 1) + t
)
C[h], for 0 < t ≤ n− k(k − ǫ+ 1),
C[h], for t = 0,
b−t · sn,2k(h+t)sn,2k(h) · l
(
h− n+ (k − ǫ)(k − 1)
)
C[h], for − n+ k(k − ǫ+ 1) ≤ t < 0,
b−t · sn,2k(h+t)sn,2k(h) C[h], for t < −n+ k(k − ǫ+ 1).
(b) For (n, n− k) ∈ Lǫ, D
(ǫ)
n,n−k = ⊕
∞
−∞F (t), where F (t) is

atC[h], for t ≥ n− k(k + ǫ) + 2,
at · l
(
h− n+ (k + ǫ− 1)(k − 1) + t
)
C[h], for 0 < t ≤ n− k(k + ǫ) + 1,
C[h], for t = 0,
b−t · sn,2k(h+t)sn,2k(h) · l
(
h− n+ (k − ǫ)(k − 1)
)
C[h], for − n+ k(k + ǫ)− 1 ≤ t < 0,
b−t · sn,2k(h+t)sn,2k(h) C[h], for t < −n+ k(k + ǫ)− 1.
Proof. We only prove part (a), since the proof of (b) is similar. By Proposition 8.1, P
(0)
(n−k,n) is
generated by homogeneous elements and hence can be presented as P
(0)
(n−k,n) = ⊕
∞
−∞(P
(0)
(n−k,n)∩D(t)).
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Then P
(0)
(n−k,n) ∩D(t) is

atC[h], t ≥ n− k2 + k,
at · l(h− n+ k2 − k + t)C[h], 2k − 1 ≤ t < n− k2 + k,
at ·
∏2k−t−1
i=1 l(h− i) l(h− n+ k
2 − k + t)C[h], 1 ≤ t ≤ 2k − 2,
b−t · sn,2k(h+ t)C[h], t ≤ 0.
Now c ∈ D
(0)
n−k,n if and only if c·a
n−k2+k and c·sn,2k(h) ∈ P
(0)
n−k,n. ThusD
(0)
n−k,n = P
(0)
n−k,na
−n+k2−k ∩
P
(0)
n−k,ns
−1
n,2k(h), and since a
n−k2+k and sn,2k(h) are homogeneous elements, D
(ǫ)
m,n = ⊕∞−∞E(t), where
E(t) =
(
P
(0)
n−k,n ∩ D(t+ n− k
2 + k)
)
· a−n+k
2−k ∩
(
P
(0)
n−k,n ∩ D(t)
)
· s−1n,2k(h) .
It follows from (2.6) that a−1 = bv(h−1)−1 and a−n+k
2−k = bn−k
2+kv(h−1)−1 · · · v(h−n+k2−k)−1.
Then P
(0)
n−k,n · a
−n+k2−k can be computed as


atC[h], t ≥ 0 ,
b−t
∏−t
i=1 v(h− i)
−1 · l(h− n+ k2 − k + t)C[h], −n+ k2 + k − 1 ≤ t < 0 ,
b−t
∏−t
i=1 v(h− i)
−1 · l(h− n+ k2 − k + t)
×
∏2k−t−1
i=n−k2+k+1 l(h− i)C[h],
−n+ k2 − k + 1 ≤ t ≤ −n+ k2 + k − 2 ,
b−t
∏n−k2+k
i=1 v(h− i)
−1sn,2k(h+ t)C[h], t ≤ −n+ k2 − k ,
while P
(0)
n−k,n · sn,2k(h)
−1 can be expressed as

at · sn,2k(h)
−1C[h], t ≥ n− k2 + k ,
at · sn,2k(h)−1l(h− n+ k2 − k + t)C[h], 2k − 1 ≤ t < n− k2 + k ,
at · sn,2k(h)−1
∏2k−t−1
i=1 l(h− i) l(h− n+ k
2 − k + t)C[h], 1 ≤ t ≤ 2k − 2 ,
b−t · sn,2k(h)−1sn,2k(h+ t)C[h], t ≤ 0.
Now we can compute E(t):
(i) Suppose t ≥ n − k2 − k + 1. For t ≥ n − k2 + k, it is clear that E(t) = atC[h]; for
n− k2 − k + 1 ≤ t < n− k2 + k, we have
h− (2k − 1) ≤ h− n+ k2 − k + t ≤ h− 1,
which means l(h− n+ k2 − k + t) divides sn,2k(h), and hence E(t) = atC[h].
(ii) Suppose 0 < t ≤ n− k2 − k. In this case
h− n+ k2 − k < h− n+ k2 − k + t ≤ h− 2k,
which implies l(h− n+ k2 − k + t) is relatively prime to sn,2k(h). Hence, E(t) = at · l(h−
n+ k2 − k + t)C[h].
(iii) Suppose t = 0. It can be easily seen that E(0) = C[h].
(iv) Suppose −n+ k2 + k ≤ t ≤ −1. Then
E(t) = b−t
−t∏
i=1
v(h− i)−1 · l(h− n+ k2 − k + t)C[h](8.4)
∩b−t · sn,2k(h)−1sn,2k(h+ t)C[h] .
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Recall that we have
(8.5)
sn,2k(h+ t)
sn,2k(h)
· l(h− n+ k2 − k) =
∏2k−t−1
i=−t+1 l(h− i)∏2k−1
i=1 l(h− i)
· l(h− n+ k2 − k + t)
and
(8.6)
−t∏
i=1
v(h− i)−1 =
−t+1∏
i=0
1
h− i
·
−t∏
i=1
1
l(h− i)
.
Now we consider two sub-cases: first t ≤ −2k + 1 and then t > −2k + 1. In the first case,
GCD of denominators of (8.5) and (8.6) is the denominator of (8.5). In the second case, we
can simplify the multiplier of LHS of (8.5) to∏2k−t−1
i=2k l(h− i)∏−t
i=1 l(h− i)
,
and again the GCD of denominators is the one of (8.5). Thus, we obtain
E(t) = b−t ·
sn,2k(h+ t)
sn,2k(h)
· l(h− n+ k2 − k)C[h] .
(v) Suppose t < −n+ k2+ k. Divide this case into three sub-cases : t = −n+ k2 + k− 1,−n+
k2 − k + 1 ≤ t ≤ −n+ k2 + k − 2 and t ≤ −n+ k2 − k.
(a) For t = −n+ k2 + k − 1, E(t) has the same presentation as (8.4) and
sn,2k(h+ t)
sn,2k(h)
=
∏2k−t−1
i=−t+1 l(h− i)∏2k−1
i=1 l(h− i)
·
l(h− n+ k2 − k + t)
l(h− n+ k2 − k)
(8.7)
=
∏2k−t−2
i=−t+1 l(h− i)∏2k−1
i=1 l(h− i)
· l(h− n+ k2 − k + t) ,
where the last equality follows from 2k − t − 1 = n − k2 + k. So GCD of denominators of
(8.6) and (8.7) is the one of (8.7). Hence, we get
(8.8) E(t) = b−t ·
sn,2k(h+ t)
sn,2k(h)
C[h] .
(b) Next, for −n+ k2 − k + 1 ≤ t ≤ −n+ k2 + k − 2,
E(t) = b−t
−t∏
i=1
v(h− i)−1 · l(h− n+ k2 − k + t)
2k−t−1∏
i=n−k2+k+1
l(h− i)C[h]
∩b−t · sn,2k(h)−1sn,2k(h+ t)C[h] ,
and (8.8) for this case follows using the same argument as the previous case, once we notice
that −t+ 1 ≤ n− k2 + k.
(c) Finally, the proof of (8.8) for t ≤ −n+ k2 − k is exactly the same as the proof of (iv).
This completes the proof. 
One can easily verify:
Corollary 8.1. For k ≥ 1,
D
(0)
k2,k2+k
∼= A(w1) , D
(1)
k2−k,k2
∼= A(w2) ,
where
w1(h) := h · l(h− 2k − 1) , w2(h) := h · l(h− 2k) .
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9. Proof of Theorems 1.2 and 1.3.
Proof of Theorem 1.2. In Proposition 8.2, we gave a description of the endomorphism rings D
(ǫ)
m,n of
ideals of Oτ ∼= A(v). Recall that Theorem 1.2 claims that D
(ǫ)
m,n ≇ A(v) for any (m,n; ǫ) ∈ Lǫ × Z2
unless (m,n; ǫ) = (0, 0; 0). Suppose there is an isomorphism f : A(v)→ D
(ǫ)
n−k,n. By Proposition 8.2,
h is strictly semisimple both in A(v) and in D
(ǫ)
m,n. It is clear that under isomorphism a strictly
semisimple element is mapped to a semisimple one. Hence, by [BJ, Proposition 3.26], there is an
automorphism Φ of A(v) such that Φ( f−1(h)) = γh + α for some γ, α ∈ C. Therefore Φ ◦ f is a
graded isomorphism. In particular, the image of aC[h] must generate all positive degree elements
in D
(ǫ)
n−k,n. But this is impossible, because aC[h] is mapped to a l(h− n+ k
2 − 2k) ·C[h] and hence
all elements in the positive degrees in A(v) must be multiple of l(h − n + k2 − 2k). Similarly, we
can show D
(ǫ)
m,n ≇ A(v) for all other cases. This finishes the proof of Theorem 1.2. 
Before proceeding to the proof of Theorem 1.3, let us recall some basic facts about Picard groups.
Let A be a C-algebra. Then the Picard group of A, denoted by PicC(A), is the multiplicative group
consisting of all bimodule isomorphism classes (X) of invertible bimodules X over A. Multiplication
is defined by the formula (X)·(X ′) := (X⊗AX ′) and the inverse ofX is given byX∗ := HomA(X,A).
By definition, PicC(A) is the group of autoequivalences of Mod(A), the category of finitely gener-
ated right A-modules. In particular, PicC(A) acts on P(A), the subcategory of finitely generated
projective modules over A:
P(A)× PicC(A)→ P(A) , P × (X) 7→ P ⊗A X .
The orbits consist of projective modules having isomorphic endomorphism rings. Indeed, by the dual
basis lemma PA is a projective module if and only if P⊗AP ∗ ∼= EndA(P ). Then, for (X) ∈ PicC(A),
one has
EndA(P ⊗A X) ∼= (P ⊗A X)⊗A (P ⊗A X)
∗ ∼= P ⊗A (X ⊗A X∗)⊗A P ∗
∼= P ⊗A A⊗A P
∗ ∼= P ⊗A P ∗ ∼= EndA(P ).
Assuming that A has no units except nonzero scalars in C then
(9.1) ωA : AutC(A)→ PicC(A) , σ 7→ 1(A)σ ,
where 1(A)σ means that the right action twisted by σ, is a group monomorphism. The following is
a well-known fact (see e.g. [Re, Theorem 37.16]):
Lemma 9.1. Let (X), (Y ) ∈ PicC(A). Then XA ∼= YA if and only if (Y ) ∈ (X) · Im(ωA), that is, if
and only if Y ∼= 1Xσ (as bimodules) for some σ ∈ AutC(A).
Using this result Stafford showed (see [S, Corollary E]) that the map ωA1 is a bijection. Theo-
rem 1.3 is about the bijection of ωOτ and our proof is similar to that of Stafford’s.
Proof of Theorem 1.3. As we pointed out above, it is enough to show that ωOτ is surjective. By
Theorem 1.1, for (m,n) ∈ Lǫ the ideals P
(ǫ)
(m,n) are representatives of AutC(A1)-orbits on P(Oτ ).
By Theorem 1.2, the corresponding endomorphism rings D
(ǫ)
(m,n) ≇ Oτ , unless (m,n; ǫ) = (0, 0; 0) in
which case P
(ǫ)
(m,n)
∼= Oτ . If (X) ∈ PicC(Oτ ), then as a right Oτ -module X is an ideal of Oτ , and
X ⊗Oτ X
∗ ∼= Oτ . But X ⊗Oτ X
∗ ∼= EndOτ (X) and hence, by Lemma 9.1, X ∈ Im(ωOτ ), which
shows that ωOτ is surjective. 
We would like to finish this section with the following discussion. In the above mentioned state-
ment [S, Corollary E], it was also shown that AutC(A1) is an invariant distinguishing A1 from
non-isomorphic algebras Morita equivalent to it. More explicitly, if D is Morita equivalent to A1
then ωD is an isomorphism if and only if A1 ∼= D. However, this is not the case for Oτ .
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Theorem 9.1. For k ∈ Z≥0, let D be either D
(0)
k2,k2+k or D
(1)
k2−k,k2 . Then ωD is an isomorphism.
Proof. Let D be a domain Morita equivalent to Oτ . Then D ∼= EndOτ (P ) for some right ideal
P ∈ Rτ
Z2
. Denote by GP the stabilizer subgroup of P under the action of AutC(Oτ ) on RτZ2 . Then
we have the following group homomorphisms
(9.2) AutC(D) →֒ AutC(Oτ ) ←֓ GP .
Here the right inclusion is the natural embedding of GP , and the left inclusion is given by
(9.3) AutC(D) →֒ PicC(D) ∼= PicC(Oτ ) ∼= AutC(Oτ ),
where the first map is ωD, the second one is induced from Morita equivalence and the third one is
the inverse of ωOτ . Then it is easy to show (see e.g. [BEE2, Theorem 1]) that the images of AutC(D)
and GP in AutC(Oτ ) coincide. Now for k ∈ Z≥0, the sets RτZ2(k
2, k2+k; 0) and Rτ
Z2
(k2−k, k2; 1) are
singletons consisting of the ideals P
(0)
k2,k2+k and P
(1)
k2−k,k2 respectively. Hence the stabilizers coincide
with AutC(Oτ ) itself. Therefore both inclusions in (9.2) are bijections, which implies that ωD is an
isomorphism. 
Appendix A. Proof of Lemma 7.1
First we prove the following statement:
Proposition A.1. For k ≥ 2 and 0 ≤ l ≤ k,
Hk,2l(z) :=
k∑
j=0
(−1)j
(k − j)l(z + k − j − l)k+l
(k − j)! j!
=
(k + l)!
(2l)! (k − l)!
(z)2l .
Proof. Recall that the finite difference operator ∆[f ](z) := f(z + 1) − f(z) acts on Pochhammer
symbols as follows: ∆(x+ a)k = k(x+ a)k−1. Hence it suffices to show
∆iHk,2l(0) = 0 for 0 ≤ i < 2l, ∆
2lHk,2l(z) =
(k + l)!
(k − l)!
, ∆iHk,2l(z) = 0 for i > 2l .
Indeed, one can easily check that for any i ≥ 0,
∆iHk,2l(z) = (k + l)i
k∑
j=0
(−1)j
(k − j)l(z + k − j − l)k+l−i
(k − j)! j!
.
Then ∆iHk,2l(0) = 0 for 0 ≤ i < 2l, since (k− j − l)k+l−i = 0. Next, by taking derivatives from the
expansion of (z − 1)k:
di
dzi
(z − 1)k = k!
k∑
j=0
(−1)j
(k − j)i
(k − j)! j!
zk−j−i,
and then evaluating at z = 1, we obtain
k∑
j=0
(−1)j
ji
(k − j)! j!
= 0 for 0 ≤ i < k and
k∑
j=0
(−1)j+k
jk
(k − j)! j!
= 1 .
From these identities one can easily derive ∆2lHk,2l(z) =
(k+l)!
(k−l)! and ∆
iHk,2l(z) = 0 for i > 2l. 
Proof of Lemma 7.1. We proceed by induction on k. For k = 2, we have
F2,2l(z) = z(z + 2)
(
(1)l(z)l − (0)l(z − 1)l
)
+ (z + 2)(1)l(z)l + z(0)l(z − 1)l .
Then F2,0(z) = 2(z+1) and F2,2(z) = (z+2)3, which is exactly our statement for k = 1. Assuming
it is true for k, we show it for k + 1. To this end one notes
Fk+1,2l(z)− Fk,2l(z) = (z + 2k)Hˆk,2l(z),
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where Hˆk,2l(z) is
k∑
m=1
(
z + 2(k −m)
) m∑
j=0
(−1)j
(z + 2k − j − 1)m−1
j! (m− j)!
(k − j)l (z + k − j − 1)l + (k)l(z + k − 1)l.
Since z + 2(k −m) = (z + 2k − j −m)− (m− j), we can express Hˆk,2l(z) as follows
Hˆk,2l(z) =
k∑
m=1
m∑
j=0
(−1)j
(z + 2k − j − 1)m
(m− j)! j!
(k − j)!(z + k − j − 1)l
−
k∑
m=1
m−1∑
j=0
(−1)j
(z + 2k − j − 1)m−1
(m− j − 1)! j!
(k − j)l(z + k − j − 1)l + (k)l(z + k − 1)l
=
k∑
m=1
m∑
j=0
(−1)j
(z + 2k − j − 1)m
(m− j)! j!
(k − j)l(z + k − j − 1)l
−
k−1∑
m=0
m∑
j=0
(−1)j
(z + 2k − j − 1)m
(m− j)! j!
(k − j)l(z + k − j − 1)l + (k)l(z + k − 1)l
=
k∑
j=0
(−1)j
(z + 2k − j − 1)k
(k − j)! j!
(k − j)l(z + k − j − 1)l
=
k∑
j=0
(−1)j
(z + 2k − j − 1)k+l
(k − j)! j!
(k − j)l .
Now we see that Hˆk,2l(z) = Hk,2l(z + k + l − 1) and hence by Proposition A.1,
Fk+1,2l(z) = Fk,2l(z) + (z + 2k)
(k + l)!
(2l)!(k − l)!
(z + k + l − 1)2l ,
and we are done once we use the induction assumption for Fk,2l(z). 
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