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Abstract This paper, arising from population studies, develops clustering
algorithms for identifying patterns in data. Based on the concept of geometric vari-
ability, we have developed one polythetic-divisive and three agglomerative algorithms.
The effectiveness of these procedures is shown by relating them to classical cluster-
ing algorithms. They are very general since they do not impose constraints on the
type of data, so they are applicable to general (economics, ecological, genetics…)
studies. Our major contributions include a rigorous formulation for novel clustering
algorithms, and the discovery of new relationship between geometric variability and
clustering. Finally, these novel procedures give a theoretical frame with an intuitive
interpretation to some classical clustering methods to be applied with any type of data,
including mixed data. These approaches are illustrated with real data on Drosophila
chromosomal inversions.
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1 Introduction
The methodology presented in this paper has general applications but was designed
for the study of genetic situations. Drosophila subobscura is a species with rich chro-
mosomal polymorphism that has been extensively used by European and American
evolutionists (Krimbas 1993). This polymorphism has been used to characterize and
classify the natural populations of this species. Until now subjective methods based on
the presence or absence of some inversions, or their relative frequencies, were used.
A good statistical classification procedure would be a great advantage. The rapid
advance of genome sequencing has led to the development of methods to exploit this
information by characterizing biological processes in new ways. To this end, a variety
of clustering techniques have been considered. It is not the purpose of this paper to sur-
vey the various methods available to cluster individuals (genes, genetic or ecological
populations or other kinds of elements), but rather to introduce new procedures based
on the variance of a set of values. Cuadras and Arenas (1990) established a connection
between any input distance matrix and the application of any standard continuous-
variable multivariate technique. Gower and Krzanowski (1999) highlight the con-
nection between distances and the fundamental Analysis of Variance identity
(total = within groups + between groups). However, no attention has been paid to these
results in the clustering context. This, therefore, is the aim of the present contribution.
The remainder of this article is organized as follows. Previous results are first reviewed
in Sect. 2. The new clustering procedures are then presented in Sect. 3. In Sect. 4 prop-
erties of the GEVA clustering procedures are presented. The GEVA approaches are
illustrated using hypothetical and real data on Drosophila chromosomal inversions, in
Sects. 5 and 6, respectively. In Sect. 7 we draw our conclusions.
2 Fundamentals
The starting point for most genetic studies is an n × p data matrix where the rows cor-
respond to the units to be clustered (genetic or ecological populations, genes…) and
the columns to the variables to be measured (chromosomal inversions, gene expression
in different cellular time…). So, let C be a group of n individuals which is represented
by a p-random vector Z = (Z1, . . . , Zp) with values in same metric space R ⊂ R p
and probability density f with respect to a suitable measure λ. Let zi , i = 1, . . . , n,
represent the individuals, which are separated by a distance δ (Gower 1985), where
di j = δ(zi , z j ). The values −d2i j/2 between all pairs i, j of individuals are collected
in an n × n matrix D. Suppose that an n × q-matrix X has been obtained by classical
metric scaling of D (Gower 1966; Krzanowski and Marriott 1994), i.e., the columns of
X are given by eigenvectors of (I −11′/n)D(I −11′/n) where 1 = (1, . . . , 1)′. These
eigenvectors are arranged in decreasing order of their corresponding eigenvalues and
scaled so that the sum of squares of their values is the corresponding eigenvalue.
Matrix X contains the coordinates of n points in q dimensions such that the origin of
the coordinates is at the centroid of the points and the Euclidean distance between the
i th and j th points is δi j for all i and j . So, if the distance is Euclidean (there are no
negative eigenvalues), the metric space (R, δ) can be embedded in a Euclidean space
123
Geometric variability-based approaches for identifying patterns in data 243
Rq ,  : R −→ Rq , such that δ2(zi , z j ) = ‖(zi )−(z j )‖2 and we may understand
E((Z)) as the δ-mean of Z. Given the real-valued coordinates X, it is possible to
apply to X any standard multivariate technique. Such an approach was introduced for
the first time by Cuadras and Arenas (1990) when considering regression with mixed
variables type and was called the distance-based approach. This approach has been
studied by other authors, such as Cuadras (1992), Legendre and Anderson (1999),
Anderson and Robinson (2003), Anderson and Willis (2003), Krzanowski (2004) or
recently by Irigoien and Arenas (2008). This approach uses classical metric scaling
which requires Euclidean distance measures, so if there are negative eigenvalues a
transformation of the distance is necessary. The easiest way to transform distances δi j
into new Euclidean distances δ∗i j is to take δ∗i j = (δ2i j + h)1/2 ∀i, j , where h is the
absolute value for the smallest eigenvalue (Lingoes 1971; Gower and Legendre 1986).
Now suppose that the n individuals are divided into two groups C1 and C2 which
are represented by two p-random vectors Z1 and Z2 with densities f1 and f2 with
respect to a suitable measure λ and support R. Cuadras and Fortiana (1995) defined
the geometric variability of Ci , i = 1, 2 with respect to δ as
Vδ(Ci ) = 12
∫
R×R
δ2(zi1, zi2) fi (zi1) fi (zi2)λ(dzi1)λ(dzi2).
This quantity is a variant of Rao’s diversity coefficient (Rao 1982). When δ is the
Euclidean distance, Vδ(Ci ) = tr(VAR(Zi )), i = 1, 2. For other dissimilarities it is a
general measure of dispersion of Zi . Cuadras et al. (1997) in the context of discrimi-
nant analysis defined the squared distance between C1 and C2 as the Jensen difference
(Rao 1982), i.e.,
2(C1, C2) =
∫
R×R
δ2(z1, z2) f1(z1) f2(z2)λ(dz1)λ(dz2) − Vδ(C1) − Vδ(C2).
If the metric space (R, δ) can be embedded in a Euclidean space Rq and if E((Zi ))
and E(‖(Zi )‖2) are finite, then
Vδ(Ci )= E(‖(Zi )−E((Zi ))‖2), i =1, 2 and 2(C1, C2)=‖E((Z1))−E((Z2)‖2.
In applied problems the distance function is typically a datum, but the probabil-
ity distribution for each population is unknown. Natural estimators given samples
x
(1)
1 , . . . , x
(1)
n1 and x
(2)
1 , . . . , x
(2)
n2 of C1 and C2 are:
Vˆδ(Ci ) = 12n2i
∑
l,m
δ2(x(i)l , x
(i)
m ) (1)
ˆ2(C1, C2) = 1
n1n2
1′n1 D121n2 −
2∑
i=1
1
2n2i
1′ni Dii 1ni (2)
where the nr × ns matrix Drs, r, s = 1, 2, contains the δ2i j values between each indi-
vidual of the r th group and each individual of the sth group, and 1nr denotes the nr
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vector of ones. See Arenas and Cuadras (2002) and references therein for a review of
these concepts, their application, different properties and proofs.
3 Geometric-variability-based clustering algorithms
Different clustering problems need different objective functions, in order to achieve
the best clustering results. In this section, we describe four clustering algorithms. One
algorithm is for partitioning a group into k subgroups, for some specified k > 1. The
other three algorithms are agglomerative. It is worth mentioning that these algorithms
are based on the geometric-variability (GEVA) concept.
3.1 GEVA—polythetic divisive algorithm
First suppose the aim of dividing the n individuals of C in k clusters Ci of sizes
ni , i = 1, . . . , k, for some specified k > 1. Gower and Krzanowski (1999) show that
equality (1) says that the total geometric variability of C can be expressed in a similar
way to the fundamental Analysis of Variance identity (total = within groups + between
groups),
nVˆδ(C) =
k∑
r=1
nr Vˆδ(Cr ) + n
′n
n
(3)
where  denotes the k × k matrix with (r, s)th element 12 ˆ2(Cr , Cs), where
ˆ2(Cr , Cs) is the squared distance between the groups r and s, and n = (n1, . . . , nk)′.
Then, a natural criterion for selecting groups Ci , i = 1, . . . , k would be to choose the
partition corresponding to the minimum value of the intra-group geometric-variability
k∑
r=1
nr Vˆδ(Cr ) (4)
or equivalently, the maximum value of the inter-group term,
n′n
n
. (5)
Having converted the input matrix D to a set of real-valued coordinates X, if Xi ,
i = 1, . . . , k, represents the ni × q matrix with the rows of X associated to the
individuals in group Ci , criterion (5) is equivalent to maximizing
∑
1≤i< j≤k
ni n j
n
‖x¯(i) − x¯( j)‖2 (6)
where, x¯(i) is the centroid of cluster Ci , i = 1, . . . , k. The metric scaling procedure
involves finding the eigenvalues of a suitable matrix. If the distance matrix is non
Euclidean it is appropriate to correct the distance values as indicated in the above
section. As affine transformations of the squared distance δ∗2i j = aδ2i j + b for all i, j ,
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give Vδ∗ = aVδ + b2 , the proposed correction, δ∗
2
i j = δ2i j + h, implies minimizing
k∑
r=1
nr Vˆδ∗(Cr ) =
k∑
r=1
nr Vˆδ(Cr ) + kh2 ,
which is equivalent to minimizing (4), the initial intra-group geometric-variability.
So, in practice correcting the distances to be Euclidean produces the same clustering
as using the original distances. Then for the procedure it is not fundamental that the
distance must be Euclidean. In the initial discussion of the method it is assumed that
the number k of groups has been fixed by the researches, but in most applications they
will have to estimate the number of clusters. A possible criterion is to compute for each
number of clusters k, the ratio of the Between and Within cluster geometric-variability,
appropriately weighted,
Rk =
∑k
r=1
∑k
s=1 nr nsˆ2(Cr , Cs)/(2n(k − 1))∑k
r=1 nr Vˆδ(Cr )/(n − k)
. (7)
The value of k that maximizes this ratio is taken to be the estimate of the number
of clusters in the data. When distance δ is the Euclidean distance, criterion (6) is the
well-known polythetic divisive method of Edwards and Cavalli-Sforza (1965) and
index Rk corresponds to the Calinski and Harabasz (1974) method.
The problem of partitioning C into k clusters is not, in general, straightforward. The
number of different ways, for n individuals and k = 2, is 2n−1 − 1. As n increases, it
soon becomes computationally difficult. The above algorithm has been implemented
in Matlab language (k = 2) and it is efficient for n <= 30. Minimizing (4) can also
be considered as an integer programming model formulated as follows.
As usual, define the decision binary variables xir ∈ {0, 1}, with value 1 if ele-
ment i belongs to Cr and 0 otherwise, (r = 1, . . . , k). Define the additional binary
variables zi jr with value 1 if element i and element j belong to Cr and 0 otherwise,
(r = 1, . . . , k). Then, minimizing (4) is equivalent to
Minimizing:
k∑
r=1
⎧⎨
⎩
1
2nr
∑
i, j
δ2i j zi jr
⎫⎬
⎭ (8)
∑
i
xir = nr , ∀r ∈ {1, · · · , k} (9)
k∑
r=1
xir = 1 ∀i (10)
∑
j 	=i
zi jr = (nr − 1)xir ,∀i, ∀r ∈ {1, · · · , k} (11)
zi jr ≤ xir ∀i, j ∀r ∈ {1, · · · , k} (12)
xir ∈ {0, 1},∀i, r zi jr ∈ {0, 1},∀i, j, r (13)
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Conditions (9) and (10) ensure that cluster Cr has nr elements (r = 1, . . . , k) and
that all elements are assigned to exactly one cluster C1, . . . , Ck . Conditions (11) guar-
antee that there are precisely nr −1 elements with element i in cluster Cr , r = 1, . . . , k.
Finally, conditions (12) and (13) strengthen our formulation.
For this integer programming model an efficient program for n ≤ 50 and k = 2
was written. Otherwise a hill-climbing approach is always possible.
3.2 GEVA—agglomerative algorithms
In agglomerative algorithms the first partition Pn of the data consists of n single-
member clusters and the last P1 consists of a single group containing all individuals.
Now we present three agglomerative algorithms. Differences between them arise
because of the different ways of defining inter-group distance between two groups
of individuals.
3.2.1 GEVA-Ward clustering
Since (4) is a measure of the heterogeneity of a partition, from an agglomerative clus-
tering approach, it is logical to look for clusters C1 and C2 that would lead to a minimal
increase in (4), and join them. So, initially select the smallest distance between all pairs
of individuals and form a cluster of these individuals. In the next steps, merge clusters
Cr and Cs , which minimize (4). This method defines the inter-group distance between
clusters Cr and Cs as:
d(Cr , Cs) = (nr + ns)Vˆδ(Cr ∪ Cs) − nr Vˆδ(Cr ) − ns Vˆδ(Cs),
and supposing cluster Cr is obtained by merging clusters C p and Cq(Cr = C p ∪ Cq ),
it corresponds to the parameter values α1 = (n p + ns)/(n p + nq + ns), α2 = (nq +
ns)/(n p + nq + ns), β = −ns/(n p + nq + ns)2 and γ = 0 in the Lance and Williams
(1967) recurrence formula. Note that these parameter values correspond to Ward’s
classical method (Ward 1963) and that this procedure for continuous data and initial
Euclidean distance δ, is the well known Ward’s method.
3.2.2 GEVA-joining clustering
Now we propose a clustering procedure that seeks to form the partitions in a man-
ner that minimizes the internal cohesion in terms of the geometric variability. So,
first select the smallest geometric variability between all pairs of individuals (this
is equivalent to selecting the smallest distance between all pairs of individuals) and
use these individuals to form the first group C1. Joint two clusters Cr and Cs if
Vˆδ(Cr ∪ Cs) = minl,k{Vˆδ(Ck ∪ Cl)}. This method defines the inter-group distance
between two clusters Cr and Cs in each step of the agglomerative process as the
geometric variability of their union,
d(Cr , Cs) = Vˆδ(Cr ∪ Cs).
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It is not possible to integrate this method in the Lance and Williams recurrence
formula although it leads to an associated ultrametric distance.
3.2.3 GEVA-centroid clustering
First select the smallest distance between all pairs of individuals and use these indi-
viduals to form the first group C1. The inter-group distance measure between two
clusters is defined by (2). This procedure does not always have an associated ultra-
metric distance, but it corresponds to the parameter values α1 = nr/(nr + ns), α2 =
ns/(nr +ns), β = −nr ns/(nr +ns)2 and γ = 0 in the Lance and Williams recurrence
formula. Note that these parameter values correspond to classical centroid clustering
and this procedure for continuous data and initial Euclidean distance δ is the centroid
method.
4 Properties of the GEVA clustering procedures
Several hierarchical clustering techniques have a tendency to group, at a relatively
low level, individuals linked by a series of intermediates. This property, known as
chaining, may cause the methods to fail to resolve relatively distinct clusters when
there are a small number of individuals lying between them. On the other hand, it is
well known that some methods as Ward’s and centroid clustering, are biased towards
finding spherical clusters even when the data contain clusters of other shapes. To study
the behavior of the GEVA-methods in front of these two problems, they were applied
to different simulated observations. Table 1 summarizes the simulation results of the
GEVA-clustering methods, comparing them with some classic procedures.
4.1 Elliptical groups
Classical procedures and the GEVA-procedures were applied to ten datasets containing
observations produced by sampling twenty five or forty observations from each of
Table 1 Summary of the properties of the GEVA-methods and comparison with some classic techniques
Method Hierarchical Type of Associated Spherical Chaining
approach variables ultrametric shape cluster effect
Cavalli-Sforza Divisive Quantitative No Biased towards No
GEVA-divisive Divisive All types No Biased towards No
Ward Agglomerative Quantitative Yes Biased towards Yes
GEVA-Ward Agglomerative All types Yes Biased towards Yes
Centroid Agglomerative Quantitative No Biased towards Yes
GEVA-centroid Agglomerative All types No Biased towards Yes
Single-linkage Agglomerative All types Yes Not biased towards Yes
GEVA-joining Agglomerative All types Yes Biased towards Yes
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two bivariate normal populations with mean vectors µ1 = (0, 0) and µ2 = (4, 4)
and common covariance matrix , where the variances were selected at random
from {32, 42, 52} and {0.252, 0.52, 0.752}, respectively. The correlation coefficient
was selected at random from {0.2, 0.5, 0.8}. The data contain two well separated
elliptical groups. Here only single linkage (ignoring the one or two single-member
groups given by this method) has recovered the real structure in the data. The other
methods imposed, for the 10 datasets, a spherical solution.
4.2 Chaining
As before, classical procedures and the GEVA-procedures were applied to 10 datasets
containing observations produced by sampling fifteen observations from each of two
bivariate normal populations with mean vectors µ1 = (0, 0) and µ2 = (4, 4) and
common covariance matrix , equal to the identity matrix. Three fixed individuals
(individuals (1.5,1.5), (2,2) and (2.5,2.5)) lying between the groups were included.
Only the divisive methods (Cavalli-Sforza and GEVA-divisive) did not present the
chaining effect. The other methods, especially the single linkage, presented the chain-
ing effect.
Not all the GEVA-methods presented the chaining effect, but all of them were
biased towards finding spherical clusters and imposed a spherical solution.
5 Application to hypothetical data
Table 2 shows a matrix distance (that is not necessarily obtained from the Euclidean
distance) for eight hypothetical objects. It may be useful to produce an ordination
of the distances using metric scaling. A three-dimensional solution (100% fit) pro-
duced by this method is shown in Fig. 1. Dendrograms resulting from the application
of single-linkage (Fig. 2), complete-linkage, group-average, GEVA-divisive (Fig. 3),
GEVA-joining, GEVA-centroid and GEVA-Ward clustering methods are obtained.
Cutting each dendrogram at the stage corresponding to a three-group partition, gives
the following solutions:
Table 2 Hypothetical distance matrix between eight objects
Object 1 2 3 4 5 6 7 8
1 0
2 0.1378 0
3 0.5291 0.1657 0
4 0.4422 0.4165 0.4652 0
5 0.7712 0.5824 0.0667 0.3414 0
6 0.4945 0.5186 0.7174 0.6109 0.5601 0
7 0.2269 0.7685 0.7850 0.3491 0.5393 0.5733 0
8 0.7741 0.5783 0.7692 0.6187 0.5518 0.7002 0.7005 0
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Fig. 1 Three-dimensional
graphic for a hypothetical
distance matrix
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Fig. 2 Dendrogram associated with single-linkage clustering for a hypothetical distance matrix
Single-linkage, complete linkage, group average or GEVA-centroid: {2, 4, 1, 5, 3, 6},
{7}, {8}
GEVA-divisive or GEVA-Ward:{2, 4, 1, 5}, {3, 6}, {7, 8}
GEVA-joining: {2, 4, 1, 5, 7}, {3, 6}, {8}
Comparison of these solutions with the three-dimensional representation of the
distances provided by Fig. 1, indicates that the GEVA-Ward and GEVA-divisive solu-
tions are closest to a visual clustering of the data. The example serves to illustrate that
even on small data sets, different clustering procedures may give different solutions.
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7 8 3 6 5 1 2 4
Fig. 3 Dendrogram associated with GEVA-divisive clustering for a hypothetical distance matrix
Table 3 Samples of Drosophila subobscura labeled from 1 to 40
Label Sample Label Sample Label Sample Label Sample
1 Montpellier 11 Tübingen 21 Davis 31 Bordils (L)
2 Lagrasse 12 Vienna 22 Eureka 32 Kamariste (L)
3 Queralbs 13 Leuk 23 Medford 33 Petnica (L)
4 Riba-roja 14 Santiago de Chile 24 Salem 34 Zanjic (L)
5 Calvià 15 Chillan 25 Centralia 35 Gilroy I (L)
6 Punta Umbría 16 Laja 26 Bellingham 36 Gilroy II (L)
7 Málaga 17 Valdivia 27 Port Hardy 37 Bellingham (L)
8 Groningen 18 Puerto Montt 28 Kamariste 38 Centralia (L)
9 Louvaine la Neuve 19 Coyhaique 29 Petnica 39 Santiago de Chile (L)
10 Villars 20 Gilroy 30 Zanjic 40 Puerto Montt (L)
Letter L in brackets identifies the lethal samples
Furthermore, it also demonstrates how the geometric variability affects the clustering
decisions.
6 Application to Drosophila subobscura data
The chromosomal polymorphism for inversions is used to characterize natural sam-
ples of Drosophila subobscura (Krimbas 1993). To illustrate the effects of the different
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Fig. 4 Dendrogram associated with single-linkage clustering for the Drosophila subobscura data. Euro-
pean samples are denoted by open circles, lethal European samples by filled circles, American samples by
open squares and lethal American samples by filled squares
clustering procedures, we include analysis of data from a study of 40 samples of these
polymorphisms for the O chromosome of this species (Solé et al. 2000; Balanyà et al.
2004; Mestres et al. 2009).
The Drosophila subobscura samples included in this study are detailed in Table 3
and correspond to non-lethal European samples (from 1 to 13 and from 28 to 30); lethal
European samples (from 31 to 34); non-lethal American samples (from 14 to 27), and
finally lethal American samples (from 35 to 40). Each sample Pi , i = 1, . . . , 40, is
characterized by an m-dimensional vector (pi1, . . . , pim) in the genetic space, whose
coordinates are the relative frequencies of the O chromosomal arrangements, with
pi j ≥ 0, j = 1, . . . , m and
m∑
j=1
pi j = 1; i = 1, . . . , 40.
We can define a distance between two samples Pi = (pi1, . . . , pim) and Pj =
(p j1, . . . , p jm) by
d(Pi , Pj ) = arccos
m∑
k=1
√pik pjk,
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Fig. 5 Dendrogram associated with GEVA-Ward clustering for the Drosophila subobscura data. European
samples are denoted by open circles, lethal European samples by filled circles, American samples by open
squares and lethal American samples by filled squares
where d(Pi , Pj ) is the Bhattacharyya distance (Bhattacharyya 1946) associated with
the chromosome analyzed.
First, note that the classical procedures (see for example Fig. 4) single-linkage,
complete-linkage or group-average clustering are not appropriate because are unable
to distinguish, in the first split, the two groups of populations (American and Euro-
pean) which present a dramatic differentiation of the chromosomal polymorphism due
to the founder event of the American colonization by Drosophila subobscura (Prevosti
et al. 1988; Balanyà et al. 2006; Mestres et al. 2009). For instance, in Fig. 4 it must
cut the dendrogram at 0.4 level to separate American and European samples.
The graphical displays for GEVA-Ward, GEVA-joining and GEVA-divisive pro-
cedures are in Figs. 5, 6 and 7, respectively. As the GEVA-centroid method gives no
good classification results, it is not considered in this discussion. Several points are
noted based on this set of analysis.
First, the results of the various GEVA-clustering algorithms yield different sets
of clusters that finally group together in the European and in the American samples,
which is a notable advantage respect to standard hierarchical clustering. For exam-
ple, the GEVA-Ward cluster and the GEVA-divisive cluster differentiate the Balkan
samples from the rest of European collections, while GEVA-joining does not. The
chromosomal composition of the Balkan samples is particular, thus the division made
by the first two methods is as expected. However, GEVA-joining made a first cluster
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Fig. 6 Dendrogram associated with GEVA-joining clustering for the Drosophila subobscura data. Euro-
pean samples are denoted by open circles, lethal European samples by filled circles, American samples by
open squares and lethal American samples by filled squares
with some Iberian-Mediterranean samples (4, 7 and 6), while the other samples of this
region were grouped apart (for instance, sample 5). A cluster analysis using GEVA-
joining only differentiates the Balkan samples for a higher cutoff value. There is no a
standard criterion or algorithm for choosing a cutoff point for a dendrogram. Rather,
this choice is often made by visual inspection. Thus there is some subjectivity in the use
of dendrograms in order to determine empirical clusters. A second point to note is that
GEVA-Ward and GEVA-divisive found an Iberian-Mediterranean cluster. The differ-
ence between these two methods is that GEVA-divisive grouped samples 3, 4, 5, 6, and
7, while GEVA-Ward puts sample 3 in another group (with the French samples and the
lethal sample from Bordils, NE of Spain). Finally in the European case GEVA-divisive
groups the French and the only Belgian samples together with the lethal sample of
Bordils (31, 9, 10, 1, 2). The GEVA-Ward method groups the French samples plus
the lethal sample of Bordils and the sample of Queralbs (Spain) and separates them
from the other the remaining European samples, as expected. GEVA-joining did not
group the rest of European samples, properly. With respect to the cluster of American
samples GEVA-divisive and GEVA-Ward detected the lethal samples (35–40), while
GEVA-joining did not. The clusters obtained in the American lethal sample groups are
a slightly better solved by GEVA-divisive than by GEVA-Ward. The other American
samples are properly classified in GEVA-joining and GEVA-Ward, although GEVA-
divisive is more precise. The results show that group assignment depends crucially
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17 23 16 20 21 14 15 18 25 26 22 19 24 27 37 38 35 36 39 40 1 2 10 9 31 11 13 8 12 4 7 6 3 5 28 29 30 32 34 33
Fig. 7 Tree associated with GEVA-polythetic divisive clustering for the Drosophila subobscura data. Euro-
pean samples are denoted by open circles, lethal European samples by filled circles, American samples by
open squares and lethal American samples by filled squares
on the choice of clustering algorithm and also that with GEVA-Ward and GEVA-divi-
sive the assignment of the 40 samples to groups is as reliable and reproducible as we
expected.
7 Conclusions
We have presented some new approaches for clustering, based on geometric variabil-
ity. Our approaches are very general since the only requirement is to define a distance
between individuals. GEVA-clustering algorithms are applicable to general studies
involving binary, ordinal and count data and they give a theoretical frame with an easy
and intuitive interpretation to some classical clustering methods to be applied to mixed
data. For Drosophila subobscura the results are better than those obtained by stan-
dard hierarchical clustering. We believe that the algorithms presented here provide an
important alternative to other models that impose constraints on the type of data. We
hope that other researches will apply the proposed algorithms in their own work. To
assist this, programs implementing the GEVA procedures are available upon request
from the authors.
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