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1 Introduction
The existence of cosmic rays was shown in 1912, when Victor Hess
discovered that the amount of radiation increases higher up in the atmo-
sphere [1]. This radiation must therefore have come from the cosmos. 25
years later, Pierre Auger discovered that radiation detectors sometimes
measure a lot of cosmic radiation at once and that these measurements
occur at the same time in two detectors far away from each other [2]. He
concluded that this is only possible if the radiation in the detectors has
a common origin. This origin is a cosmic ray, an atomic nucleus with an
enormous amount of kinetic energy. When this particle collides in our
atmosphere it creates a cascade of particles that multiplies and extends
in size as it travels towards the surface of the Earth. Auger discovered
this phenomenon that is called an air shower. Cosmic rays can have
enormous energies. When their energy exceeds 1018 eV, they are called
ultra-high-energy cosmic rays. In 1963, Linsley first measured an air
shower with an energy even beyond 1020 eV [3]. The origin of these
particles has been a mystery ever since.
Nowadays, we study the highest-energy cosmic rays to answer four
main questions:
- What is the origin of ultra-high-energy cosmic rays?
- What is their acceleration mechanism?
- What are the magnetic fields that affect the propagation of cosmic rays?
- How do ultra-high-energy cosmic rays interact in the atmosphere?
In the future, we hope that we can do cosmic ray astronomy: to study
the properties of astronomical objects by measuring the cosmic rays
that they produce. But before we can do this, we first need to answer
the four questions above. Key to solve all of them is knowledge of the
nature of cosmic rays: what is their mass and charge?
Established techniques exist to determine the energy and arrival dir-
ection of cosmic rays by measuring the extent and direction of extensive
air showers. Measuring the mass is, however, less straightforward. Air
1
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showers with the same energy and direction appear rather similar for
all types of cosmic rays. Fortunately, small differences do exist, mainly
in the penetration depth of the shower in the atmosphere.
The largest cosmic ray observatory in the world has been named in
honour of Pierre Auger. It employs two complementary types of air
shower detectors. The Surface Detector (SD) measures the remnants
of air showers that reach the surface of the Earth. It covers a large
area and therefore collects the data of a lot of air shower events. The
Fluorescence Detector (FD) measures the fluorescence light induced by
air showers while they develop in the air. This enables a measurement
of the penetration depth at which the energy deposit of the air shower
in the air is maximal, Xmax. Unfortunately, the FD has a much lower
exposure than the SD, because it can only operate during clear and
moonless nights. The highest-energy cosmic rays are exceedingly rare,
and are therefore nearly never measured by the FD. This means that,
up till now, the mean mass of the highest-energy cosmic rays has not
been measured.
The work in this thesis concerns the development and utilization of a
new technique to measure Xmax using the SD. The content is organized
as follows. Chapter 2 gives an overview of ultra-high-energy cosmic
rays and the air showers that they induce. In addition, this chapter
explains how the mass of a cosmic ray can be determined from the
measurement of the air shower that it creates. Chapter 3 explains how
air showers are measured at the Pierre Auger Observatory, and how
the arrival directions and energies of cosmic rays are reconstructed
from these measurements. In Chapter 4, the rise time of the signals in
the SD and the radius of curvature of the shower front at the SD are
introduced. These are two properties of air showers that are strongly
correlated to Xmax and hence are affected by the mass of the cosmic ray.
They are studied in detail and systematic biases in their reconstruction
are removed. In Chapter 5, the rise time and the radius of curvature are
used to obtain Xmax. With this method, a measurement of the average
mass composition of the highest-energy cosmic rays is presented. In
Chapter 6, this Xmax measurement is used to search for sources of
cosmic rays while taking their mass into account. Finally, in Chapter 7,
conclusions are drawn on the nature of the highest-energy cosmic rays.
2
2 Cosmic rays and air showers
Cosmic rays are particles moving with relativistic speed through space.
These particles can be protons, atomic nuclei, neutrons, electrons, neut-
rinos or high energy photons. When their energy is sufficiently high
they create a cascade of particles upon collision with atoms in the atmo-
sphere. This cascade is called an air shower. This chapter provides an
introduction to cosmic rays and the air showers they induce.
2.1 Cosmic rays
The range of energies at which cosmic rays have been measured spans
more than eleven orders of magnitude. Low energy cosmic rays are very
abundant and can be measured directly at the top of the atmosphere
by balloon-borne detectors such as the BESS experiment [4] or satellites
such as the AMS-02 experiment [5]. At higher energies, the cosmic ray
flux becomes too sparse to measure the particles directly. However,
above 1015 eV, cosmic rays interact extensively in the atmosphere and
create extensive air showers that can reach the surface of the Earth. This
opens a new window for the detection of cosmic rays by means of the
measurement of the air showers that they create.
2.1.1 Spectrum
The cosmic ray spectrum, the rate as a function of energy, is shown
in Figure 2.1. The spectrum of particles with an energy above 1010 eV
follow approximately a power law
J µ E a, (2.1)
with spectral index a ⇡ 3.
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Figure 2.1: The all particle cosmic ray spectrum. The dashed line is a power
law with spectral index  2.8. This is shown in order to highlight
the changes of the spectral index in the spectrum. References to the
data in the figure can be found in [6].
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At several energies, the spectral index in the spectrum changes. At
E = 5⇥ 1015 eV, the spectrum steepens, at a feature that is called the
knee. This is assumed to be the endpoint energy of the acceleration spec-
trum of protons from galactic sources. At higher energies, a increases
further due to the subsequent end of the spectrum of heavier cosmic
rays [7]. This steepening stops at the ankle at E = 4⇥ 1018 eV where
a becomes smaller again. The ankle feature is commonly explained
by the onset of cosmic rays of extra-galactic origin. However, it has
also been proposed that the ankle emerges due to the onset of e+e 
pair production of extra-galactic protons with the cosmic microwave
background [8], or by photo-disintegration of heavy nuclei near their
sources [9]. Particles with an energy above the ankle energy are called
ultra-high-energy cosmic rays.
The final feature of the spectrum is the strong suppression of the
flux above E = 3⇥ 1019 eV which can be seen in Figure 2.2. Such a
suppression has been predicted as the GZK-limit (see Section 2.1.4).
However, an alternative model for this feature is the end of the accelera-
tion spectrum of extra-galactic cosmic rays [10]. Anno 2016, there are
two large aperture experiments that measure cosmic rays with energies
at or above this flux suppression energy, the Telescope Array [11] and
the Pierre Auger Observatory [12].
2.1.2 Acceleration
In order to produce the observed cosmic ray spectrum, astrophysical
objects that are able to accelerate particles to enormous energies must
exist. Scenarios in which ultra-high-energy cosmic rays are produced
from interactions of heavy, hypothetical particles are excluded by upper
limits on the photon flux above 1019 eV [14].
A mechanism to accelerate cosmic rays at astrophysical objects is
Fermi-acceleration [15]. Charged particles can gain small amounts of en-
ergy by scattering on strong turbulent magnetic fields that arise in shock
fronts, for example in expanding supernova remnant shells or in jets
emitted by active galactic nuclei. A small fraction of energy is gained
each time a charged particle crosses the shock front. With many of these
steps, this process is able to accelerate particles to extreme energies as
long as the particles are confined to the accelerating area. This confine-
5
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Figure 2.2: The high energy end of the cosmic ray spectrum measured by the
Pierre Auger Observatory [13]. The flux is multiplied with E3 in
order to better visualize the features of the spectrum, the numbers
indicate the amount of events contained in that energy bin.
ment is achieved by magnetic fields that trap charged particles as long
as their gyroradius is much smaller than the size of the field. Hence,
the size L times the magnetic field B of astronomical objects determines
the maximum energy Emax of the particles that it can trap and possibly
accelerate. This is quantified in the Hillas criterion [16]✓
B
1 µG
◆✓
L
1 pc
◆
>
2
Z
✓
Emax
1015 eV
◆
, (2.2)
where Z is the charge number of the cosmic ray. The use of this criterion
results in Figure 2.3, where an overview of potential sources of cosmic
rays is presented together with the Hillas condition for cosmic rays with
the highest observed energy.
2.1.3 Sources
One of the goals of modern cosmic ray observatories is to identify the
sources of ultra-high-energy cosmic rays. However, the sources of these
cosmic rays remain elusive, even after ten years of operation of the
Pierre Auger Observatory.
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Figure 2.3:Hillas diagram [17]. The blobs mark the size and magnetic field
strength of astronomical objects. Only objects above the anti-
diagonal lines can confine particles with that energy and are there-
fore candidates for the acceleration of these particles.
A correlation between arrival directions of cosmic rays above 53 EeV
and the location of active galactic nuclei (AGNs) as provided by the VCV
catalogue has been observed in 2006 [18]. However, with subsequently
more data, the percentage of events that correlate with these AGNs has
decreased from 62% in 2006 to 28% in 2014 and is only two standard
deviations away from the isotropic expectation at 21% [19].
More searches for anisotropy in the arrival directions of cosmic rays
are presented in [19]. Two of these provide a hint of anisotropy. The
first is a correlation above 58EeV within 18° of the most luminous
AGNs within 130Mpc in the Swift-BAT catalogue with a post-trial
probability of 1.3%. The second is an excess of events with an energy
above 58EeV within 15° from radio galaxy Centaurus A with a post-
trial probability of 1.4%. In addition, Telescope Array has reported a
hot spot of 20° of cosmic rays above 57 EeV in the northern hemisphere
[20]. Furthermore, a dipole in the arrival directions of cosmic rays above
8 EeV has been observed [21]. This could indicate that sources of cosmic
7
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rays are distributed similarly to matter in the local universe. While
these observations provide a hint that the arrival directions are not
isotropically distributed, no strong conclusions can be drawn yet about
the sources of ultra-high-energy cosmic rays.
2.1.4 Propagation
While cosmic rays travel through the universe, they interact with the
cosmic microwave background (CMB) and with the infrared photon
backgrounds in the universe. The interaction with the CMB is named
after Greissen, Zatsepin and Kuzmin (GZK), and involves the excitation
of a ultra-high-energy proton at the Delta resonance that quickly decays
to a proton and a neutral pion, or a neutron and a positive pion as
p+ gCMB ! D+ ! p+ p0
! n+ p+. (2.3)
The pions subsequently decay (mostly) into
p0 ! g+ g
p+ ! µ+ + nµ (2.4)
and the neutron decays as
n! p+ e  + ne. (2.5)
The net effect of these photo-pion production processes is that the
proton loses about 30% of its energy.
Photo-pion production with the CMB depends on the energy per nuc-
leon so it also applies to nuclei, but at a much higher energy. However,
before nuclei reach this energy they undergo photo-disassociation with
the CMB and infrared background photons. This is a process in which
some nucleons are ejected from the nucleus. The attenuation length
of different types of cosmic rays due to these processes is shown in
Figure 2.4. For protons with an energy increasing above 1019.7 eV, the
attenuation length quickly shortens from 103 Mpc to 102 Mpc due to
the onset of photo-pion production with the CMB. Starting at the same
energy threshold, the attenuation length of iron nuclei shows a similar
8
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drop and this drop occurs at an even lower energy for intermediate
mass nuclei. The result of these processes is that there should be a cut
off of the cosmic ray spectrum at an energy of about 1019.7 eV. This
predicted end to the cosmic ray spectrum is called the GZK-limit. It also
has profound consequences for the origin of the cosmic rays with an
energy above 1019.7 eV that do reach the Earth. Due to their attenuation,
their sources should most likely be located relatively close to the Earth,
as is illustrated in Figure 2.5. In addition, the highest energy cosmic rays
should be mainly protons or heavy (iron) nuclei, since the attenuation
lengths of light nuclei are much shorter, so they are likely to break up
several times over intergalactic distances.
Cosmogenic Neutrinos from the ropagation of Ultra High Energy Nuclei 7
attenuation lengths can be misleading. Most of the energy losses of nuclei result in
nucleon ejection, thus, unlike protons, a given nucleus does not remain on “the sam
attenuation length curve” during it prop gat on. Therefore, in a mixed composition
model, the iron component start t drop around 3  4⇥ 1019 eV due to the redu tion
of the GDR mean free path o  far IR photons, wh reas the proton component starts
to increase.
Figure 4. Left: Evolution of the attenuation length of iron as a function of the
energy at z = 0. The contribution of pair production and photoerosion processes
o  the CMB and IR/Opt/UV photons are separated. Right: Comparison of the
attenuation length of di erent nuclei at z = 0.
We use a Monte-Carlo code to propagate nuclei from the source to Earth as
described in detail in [1]. The neutrinos produced during the propagation of each
particle are recorded with their flavor, energy, and production redshift. Neutrinos are
produced by the decay of pions and of secondary neutrons. In the case of secondary
neutron decay, n! p+ e  +  e, the energies of the outgoing particles are calculated
with a three body decay algorithm.
Neutrinos are also produced by the photopion production of protons and neutrons.
This process has been treated in great detail in [30], where all the relevant baryonic
resonances and possible mesons and multi-pions channels were taken into account using
[31]. In this work, we use a simpler treatment assuming that the total cross section is
dominated by the emission of single pions and use a classical model of the kinematics
of the delta resonance process: N +   !  ! N  +  (where N is a nucleon). For the
energy range we consider, the delta resonance dominates multi-pion production and
most neutrinos are produced close to threshold [32], [10]. As we discuss below, the
shape of the neutrino spectrum we obtain closely follows the more detailed treatment
of [30] (see, e.g., Fig. 6 ). Photopion production through the delta resonance has a
1/3 probability of isospin flip of the incoming nucleon, and each isospin flip leads to
the production of three neutrinos. For example, in the case of proton interactions
producing  +, p +   !  + + n, the  + decay generates one  µ, one  e+ and one
 µ. The charged pion decay,  + ! µ+ +  µ, is calculated using the two body decay
algorithm, while for the muon decay the energies are calculated using the three body
decay algorithm: µ+ ! e+ +  e +  µ.
We use the model above to calculate the neutrino production from interactions of
primary and secondary nucleons and nuclei with the CMB and IR/Opt/UV photons.
In the case of nuclei propagation, neutrinos can also be produced via the photopion
Figure 2.4: Attenuation length of different species of cosmic rays due to the
interaction with photon backgrounds in the universe [22]. These
interactions result in an energy loss for protons and the break up
of nuclei.
Besides the attenuation in these photon fields, cosmic rays are also af-
fected by galactic and extragalactic magnetic fields during their propaga-
tion through the universe. These fields are much weaker than the fields
that trap cosmic rays in the region of their acceleration, but they will
deflect charged particles from their original trajectories. The arrival dir-
ection of a cosmic ray on Earth does therefore not necessarily coincide
with the direction to its source in the sky and the magnitude of this
9
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Figure 2.5: The fraction of cosmic rays that have been created with an energy
above Eth and still have an energy above Eth after travelling a
distance D from their source [23]. The sources are assumed to be
isotropically distributed and two assumptions of the spectral index
a of the source are shown. The top graph shows the attenuation of
protons, the bottom graph shows the same for iron nuclei.
10
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deflection depends on the rigidity of the cosmic ray.
The extra-galactic magnetic field is not well known. Estimations are
characterised by amean field strength B and a correlation length lc of the
field. When a particle with charge Ze and energy E propagates through
this field over a distance d that is much bigger than lc, its deflection is
given by [24]
q(E, d) = 0.8°Z
✓
E
1020 eV
◆ 1 ✓ d
10Mpc
◆1/2 ✓ lc
1Mpc
◆1/2 ✓ B
10 9 G
◆
.
(2.6)
Within the galaxy, much more is known about the magnetic field
and a 3D model of the field has been made [25]. This model predicts
an average deflection of 5.2° for protons at 60 EeV, with a maximum
deflection of about 15° in the direction of the galactic center. The in-
homogeneity of the field causes magnification of the cosmic ray flux
in some regions of the sky, while blind spots can appear towards other
directions, depending on the particle rigidity [26].
2.2 Extensive Air showers
When a cosmic ray with an energy above 1015 eV enters the atmosphere
of the Earth, it will create an extensive air shower. This air shower
starts with the collision between the cosmic ray and a nucleus in the
atmosphere in which a number of secondary particles are produced.
These new particles will continue to travel trough the atmosphere until
they decay or collide with a nucleus in the air and produce additional
particles. This is the start of an avalanche of particles that is moving
towards the surface of the Earth. The particles in the shower form a
disc that is expanding in lateral direction while it moves in the original
direction of the cosmic ray. This disc is thin and dense in the middle
and becomes thicker and more sparsely populated further out from the
center.
2.2.1 Shower development
Particles in an air shower have interactions with particles in the atmo-
sphere. Therefore, the development of an air shower depends on the
11
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Figure 2.6: Illustration of several particle interactions in an air shower. The
particles are grouped by component (see text). Figure adapted from
[27].
amount of atmosphere that the shower traverses. This is quantified as
the slant depth X(h), defined as
X(h) =
Z •
h
r(r) dr, (2.7)
where h is the height above ground and r(h) the air density at height h.
The slant depth is the column density of the air along the path of the
air shower and is therefore expressed in units of g/cm2. By using the
slant depth, air showers that travel along different paths through the
atmosphere can be compared.
When looking in detail at the development of an air shower and the
12
2.2 Extensive Air showers
interactions of the particles in it, three components of an air shower
can be identified, as shown in Figure 2.6. These are explained in the
following subsections.
2.2.2 The hadronic component
When a hadronic cosmic ray (e.g. a proton or atomic nucleus) collides
in the atmosphere, it usually hits the nucleus of a nitrogen or oxygen
atom. In this first interaction, a host of new hadronic particles is created.
Most of these secondary particles are pions, but some energy also goes
into protons, neutrons and kaons. Together, these secondary particles
typically have about half of the energy of the primary cosmic ray, while
the remainder is carried away by the nucleons of the cosmic ray and/or
its target. These hadronic particles make up the hadronic component of
the shower. Hadronic particles in the shower can either decay or create
more hadronic particles through further interactions with atmospheric
nuclei. What will happen (on average) depends on the ratio of the
interaction length of the particle to the distance that it will travel during
its lifetime, where the latter depends on the energy of the particle due
to time dilatation.
A third of the pions that are created in the shower are neutral pions
that have a very short life time and decay into two high-energy photons
before they hit another atmospheric nucleus. These photons start an
electromagnetic subshower and thereby feed the electromagnetic com-
ponent of the shower. Charged pions interact with atmospheric nuclei
and produce more hadrons until their energy becomes low enough to
allow their decay into a muon and a neutrino and thereby contribute to
the muonic component of the shower.
2.2.3 The muonic component
Muons in air showers originate from the decay of charged pions and
kaons. Once created, they hardly interact with atmospheric particles
and therefore travel in a straight path. This means that muons will make
up the front of the air shower and are the first particles that arrive at the
ground. The lifetime of the muon is such that most particles reach the
surface, although some will start to decay in inclined showers, where
13
2 Cosmic rays and air showers
the distance to the surface is bigger. If they do so, muons decay as
µ  ! e  + ne + nµ and thereby contribute to the electromagnetic part
of the shower. Neutrinos do not interact further in the air shower but
remove energy from it.
2.2.4 The electromagnetic component
The electromagnetic (EM) component of an air shower consists of elec-
trons, positrons and photons. In a hadronic shower, the EM component
starts with a high energy photon that originates from the decay of a
neutral pion. The Heitler model [28] provides a simple model that ex-
plains the development of this component starting from an initial high
energy photon.
Within theHeitler model, the approximation ismade that each particle
in the EM component splits in two after traversing one splitting length
d = X0 ln 2 through the atmosphere, where X0 = 37 g/cm2 is the radi-
ation length in air. After traversing an atmospheric depth of on average
d, electrons and positrons radiate a photon due to bremsstrahlung and
photons undergo pair production where the photon is converted into an
e+e  pair. This process is illustrated in the electromagnetic component
in Figure 2.6. The multiplication of particles stops when the energy of
the particles drops below the critical energy Ec ' 85MeV, which is
defined as the energy threshold at which the energy losses due to colli-
sions of the electrons exceed the losses due to bremsstrahlung. When
the multiplication stops, the shower contains its maximum number of
particles Nmax = 2n, where n is the number of splitting lengths required
to reach Nmax. An instructive extension of the Heitler model to hadronic
air showers is presented in [29].
Two things can be learned from the Heitler model. The first is that
the maximum number of EM particles in a hadronic shower scales with
the energy E0 of the primary particle as Nmax µ E0/Ec. The remainder
of the energy goes into the other two components. The second is that in
a purely electromagnetic shower, the maximum number of particles is
reached on average after n = ln(E0/Ec)/ ln 2 splitting lengths, which
corresponds to an atmospheric depth of Xmax = X0 ln(E0/Ec). This
prediction of Xmax is quantitatively not so accurate for showers induced
by hadrons, because the EM component is continuously fed by the
14
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decay of neutral pions. However, the prediction that Xmax increases
linearly with ln(E0) turns out to be correct.
More accurate predictions of air showers can be made through Monte
Carlo methods in which all particles in an air shower are simulated, for
example CORSIKA [30] or AIRES [31]. However, in practice only a small
sample of the particles is followed in these Monte Carlo programmes
in order to reduce the computing power required for the simulations
[32, 33]. These simulations are used to study the development of the
shower components through the atmosphere. An example is shown in
Figure 2.7, where the distribution of energy in the shower components
is plotted as a function of the atmospheric depth for an air shower
simulated with CORSIKA.
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electromagnetic (EM) particles as a function of atmospheric depth
for a simulated air shower induced by a proton of 1019 eV. The
red line and scale on the right hand side show the number of EM
particles. Adapted from [34].
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2.3 Mass composition of cosmic rays
The acceleration and deflection of a cosmic ray in space depends on
the charge of the particle, which is strongly correlated to its mass. It
is therefore essential to measure the mass or charge of cosmic rays in
order to determine the location and other properties of their sources.
The confinement of cosmic rays to their region of acceleration depends
on the gyroradius, which is proportional to the charge of the particle.
This means that heavy cosmic rays with a charge Z can be accelerated to
an energy Z times as large as protons can be accelerated to in the same
source. On the other hand, the deflection in magnetic fields also scales
with Z. Therefore, light cosmic rays with a small charge are observed to
come from a direction closer to their source than heavy cosmic rays. It is
therefore expected that an anisotropy in the arrival directions of cosmic
rays would be more significant if one could select only the lightest
cosmic rays.
2.3.1 Measurement of the mass composition
Cosmic rays at ultra-high energies cannot be detected directly, but only
through their air showers. The only possibility to determine the primary
mass is to identify and measure properties of the shower that depend on
the mass. These properties can be interpreted using predictions made
with air shower simulations. These simulations use models of hadronic
interactions that are inherently uncertain because the center of mass
(CM) energies of cosmic ray interactions early in the air shower can be
more than an order of magnitude higher than what can be measured
with man-made accelerators like the Large Hadron Collider [35].
The influence of the mass of cosmic rays on air showers can, to first
order, be understood from the superposition principle. This states that an
air shower produced by a nucleus with A nucleons can be regarded
as the superposition of A independent air showers that each carry a
fraction 1/A of the total energy of the cosmic ray. The superposition
principle is motivated by the fact that the CM energy of the interaction
between a cosmic ray and an air nucleus is much bigger than the binding
energy of a nucleus, so the nucleons in the cosmic ray can be considered
to be independent of each other.
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The size of themuonic component and the depth of showermaximum
in the EM component are two air shower properties that are affected by
the number of nucleons, and thus the mass of the primary cosmic ray.
The muonic component is bigger in showers induced by a heavy
primary. This can be understood from the superposition model: a heavy
cosmic ray can be seen as an air shower that has already developed to A
particles. A proton shower would have needed one or two interaction
lengths before it contains A particles, and after each of these interactions
a third of the produced pions would have decayed into photons. The
shower originating from the heavy cosmic ray has therefore skipped a
few steps in which energy would have gone into the EM component.
Therefore, this energy is still available in the hadronic component and
the number of charged pions that can decay in the shower will be bigger.
Roughly 1.5 times as manymuons are created in iron showers compared
to proton showers of the same energy, as can be seen in Figure 2.10.
Three measurements based on the number of muons have been made
by the Pierre Auger Collaboration [36–38]. The conclusion drawn from
these measurements is that there is a larger number of muons in the
data than is predicted by the simulations. Therefore, the mean mass
composition of cosmic rays cannot be derived from these measurements
until better models are developed that accurately reproduce the data.
Until that time, the measurement of the mean number of muons in
air showers is a constraint which should be taken into account in the
improvement of the models.
The depth of shower maximum Xmax is the atmospheric depth at
which the EM component contains a maximum number of particles. Ac-
cording to the Heitler model and the superposition principle, this scales
with ln(E0/A). Xmax can be directly measured with fluorescence tele-
scopes, see Section 3.1. Figures 2.8 and 2.9 show measurements of the
average Xmax as a function of energy by the Pierre Auger Collaboration
and the Telescope Array Collaboration (TA) together with the predic-
tions of Monte Carlo simulations used to interpret the measurements.
Three models for the hadronic interactions are shown, QGSJetII-04 [39],
EPOS-LHC [40] and Sybill2.1 [41]. It can be noticed that at the highest
energies these measurements seem to disagree. The TA data is in agree-
ment with a proton dominated mass composition over the whole energy
range, while the Auger data indicates a trend towards a heavier mass
17
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composition. In order to understand this difference, it should be noted
that the two collaborations use different analyses and that their results
cannot be compared directly. The TA measurement and simulations
include detector effects, while Auger compensates for these detector
effects, which is made possible because it has collected about ten times
as much data. The data of the two experiments are in fact in agreement,
which was shown by applying the TA analysis to the Auger data [42].
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Figure 2.8:Moments of the distribution of the depth of shower maximum as
a function of energy measured by the Pierre Auger Collaboration
[43]. The lines show the predictions using the indicated models for
proton and iron primaries. The figure on the left shows the mean
Xmax, the right hand side the standard deviation of Xmax.
The fluctuations between showers of the same energy provide an addi-
tional observable related to the mass composition. Due to the stochastic
nature of particle interactions, primaries with identical properties do in
general not yield the same showers. The origin of these shower-to-shower
fluctuations lies mainly in the first few interaction lengths of the shower.
The depth, elasticity and multiplicity of the first few interactions have
a big impact on how the remainder of the shower develops. A shower
induced by a heavy cosmic ray can be regarded as the superposition
of many lower energy showers, so the fluctuations in these showers
are reduced. This can be seen in Figure 2.10, where 1s contours in the
Xmax-Nµ plane are drawn for four different types of primaries. The size
of these contours is much smaller for the iron primaries compared to
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Figure 2.9: The measurement of hXmaxi by the Telescope Array [44]. The green
dashed box indicates the systematic uncertainty.
proton primaries. The figure also shows that the differences between the
models in the number of muons are much bigger than the differences in
Xmax.
The fluctuation of Xmax as a function of energy has been measured
by the Pierre Auger Collaboration and is shown on the right hand side
of Figure 2.8. This measurement supports the trend towards a heavier
mass composition at the highest energies that is also observed in the
average Xmax measurement.
19
2 Cosmic rays and air showers
600 650 700 750 800 850 900 950 1000
Xmax [g /cm2]
7.6
7.7
7.8
7.9
8.0
lo
g
(N
µ m
ax
)
P EPOS-LHC
He EPOS-LHC
NEPOS-LHC
Fe EPOS-LHC
P QGSJetII.04
He QGSJetII.04
NQGSJetII.04
Fe QGSJetII.04
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air shower properties Xmax and Nµ for simulated air showers with
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2.3.2 Interpretation of the Xmax measurement
As indicated by the Heitler model, the average depth of shower max-
imum is proportional to the logarithm of the atomic mass of a cosmic
rays. From the measurements of hXmaxi, the average primary atomic
number can be estimated using the predicted values of hXmaxi for pro-
ton and iron primaries as
ln A =
hXmaxip   hXmaxidata
hXmaxip   hXmaxiFe ln 56. (2.8)
More information on the primary mass composition can be obtained by
using the full Xmax distributions instead of analysing only the average
values as a function of energy. In [46], the full distributions are fitted
with the simulated distributions of proton, helium, nitrogen and iron
primaries.
One step further is to fit the properties of the cosmic rays sources
based on the data taken at Earth. In order to do this, simulations of
beams of pure proton, helium, nitrogen and iron from an isotropic
distribution of sources are propagated through the universe in order
to find the energy and mass distribution of the particles that reach
Earth. These distributions have been fitted to the measured cosmic
ray spectrum and Xmax distributions, using the contributions of the
four types of beam, the spectral index g of the sources and a cut off
energy of the source spectrum as free parameters. More details can be
found in [47]. Interestingly, two minima are obtained in this procedure.
A comparison of these two source scenarios is shown in Figure 2.11.
The two scenarios correspond roughly to the two proposed models for
the cut off of the spectrum (see Section 2.1.1). The first and deepest
minimum is the scenario in which the origin of the cut off lies in the
end of the acceleration spectrum of the sources. This results in a heavy
mass composition at the end of the spectrum. The second minimum
corresponds to the scenario in which the GZK-effect causes the cut off,
resulting in the presence of protons above 1019.5 eV. In both scenarios,
the spectrum is well reproduced. The difference lies in the prediction for
the mass composition above 1019.5 eV. New mass measurements above
this energy will therefore strongly constrain the possible scenarios.
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Figure 2.11: Result of the combined fit of the spectrum and Xmax distribu-
tions [47]. The big graphs show the contributions of protons (red),
helium (gray), nitrogen (green) and iron (blue) to the energy spec-
trum at Earth. The brown line is the sum of the four contributions.
The small graphs show the first twomoments of the Xmax distribu-
tion at Earth. The top three graphs show the end of the acceleration
spectrum scenario, the bottom three graphs show the GZK-limit
scenario.
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The Pierre Auger Observatory is the largest cosmic ray observatory in
the world to date. It is located in Argentina near the town of Malargu¨e
in the Mendoza province and it is designed to detect cosmic rays with
energies between 1017 eV and 1020 eV. Due to the small flux of these
cosmic rays, about one per km2 per year above 1019 eV, a huge detector
area is required. The Auger Observatory covers about 3000 km2 in the
flat Argentinian pampas at an altitude of about 1400m above sea level.
At this altitude, the shower maximum is close to the surface, which
improves the detection efficiency at the low energy threshold.
The Auger Observatory has a hybrid design that employs two types
of detectors, a Surface Detector (SD) and a Fluorescence Detector (FD).
These two types of detectors can operate completely independently but
strengthen each other when used in conjunction because their measure-
ments are partly redundant, partly complementary. The redundancy
can be used to study systematic effects and the detector resolution. Com-
plementary information from the SD on the position of the air shower
improves the FD angular resolution. The superior calorimetric energy
resolution of the FD allows to calibrate the energy estimator of the SD
in a way that is virtually model independent by using events that are
simultaneously measured by both techniques. An example of an event
measured by both detectors is shown in Figure 3.1.
The Pierre Auger Observatory started recording data at the beginning
of 2004 while the construction of the observatory was still ongoing. The
construction of the Observatory was finished in 2008 and data has been
taken ever since. A map of the observatory is shown in Figure 3.2.
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Figure 3.1: An event that was measured at all four FD sites and triggered 14
SD stations in the middle of the array.
Figure 3.2:Map of the Pierre Auger Observatory. Each dot corresponds to one
of the 1660 surface detector stations. The four fluorescence detector
sites are named. The green lines emerging from themmark the field
of view of the six telescopes per site. Also shown are the two laser
facilities, CLF and XLF, near the Observatory center [12].
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3.1 The Fluorescence Detector
When an air shower propagates through the atmosphere, charged
particles in the shower excite nitrogen molecules in the air. When these
molecules return to their ground state, they emit an isotropic radiation
of fluorescence light in the UV band. At each moment in time, the
amount of light is proportional to the number of de-exciting molecules
and therefore to the number of charged particles in the air shower. This
Fluorescence Detector of the Pierre Auger Observatory measures this
fluorescence light during clear and moonless nights, resulting in a duty
cycle of around 13% [48].
The Fluorescence Detector consists of 27 telescopes that overlook the
SD array from four sites at the perimeter of the array. Each of the four
sites houses six telescopes that face inward and have a field of view
of 30° x 30° in azimuth and elevation. The minimum elevation of the
telescope is 1.5°. When combining the individual cameras, each site has
a 180° coverage in azimuth, enabling a full overview of the array. In
addition, the Coihueco site has three more telescopes with an increased
elevation in order to extend the exposure of the FD to lower energy
showers.
The layout of a telescope is shown in Figure 3.3. It is based on Schmidt
optics and contains an aperture system including a UV-transparent filter
and a corrector ring, a segmented spherical mirror and a camera made
out of an array of photo multiplier tubes (PMTs). Further details are
given in [48].
The FD measures the development of the shower though the atmo-
sphere, which has the advantage that it enables a measurement of the
depth of shower maximum Xmax. Furthermore it provides a calorimetric
energy estimate with a good resolution of 8% on event-to-event basis
and a systematic uncertainty on the energy scale of 14% [12].
3.1.1 FD event reconstruction
When an air shower occurs within the field of view of a telescope, the
fluorescence light produced by the air shower produces signals in a line
of PMTs in the camera. An example is shown in Figure 3.3. The field of
view of these PMTs, together with the location of the telescope define a
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Figure 3.3: Left: Schematic view of a fluorescence telescope of the Pierre Auger
Observatory [48]. Top right: Track of triggered pixels in the FD,
the colors indicate the trigger time of the pixel. This shower was
measured by two neighbouring telescopes. Bottom right: The re-
constructed energy deposit per unit of atmospheric depth by the
shower. The red line is a fit with eq. (3.1).
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plane that contains the shower axis. Next, the time information of the
PMTs is combined with the timing and position of a single SD station in
order to reconstruct the shower axis. Since this requires the presence of
the SD, this reconstruction is called the hybrid reconstruction. Finally,
the intensity of the signal in each PMT is used to determine the amount
of fluorescence light produced per unit of atmospheric depth along
the shower axis. This longitudinal energy deposit profile is fitted as a
function of atmospheric depth X with the Gaisser-Hillas function [49]
fGH(X) =
✓
dE
dX
◆
max
✓
X  X0
Xmax   X0
◆(Xmax X0)/l
e(Xmax X)/l. (3.1)
Here, X0 and l are parameters that determine the shape of the profile,
Xmax is the depth at which the shower reaches its maximum size and⇣
dE
dX
⌘
max
is the differential energy deposit at the maximum size. A
calorimetric energy estimation of the shower is made by integrating
eq. (3.1) and making a small correction for the energy carried away by
muons and neutrinos.
The calculation of the longitudinal energy deposit profile requires
a good knowledge of the atmospheric conditions at the time of the
event. For this reason, the Pierre Auger Observatory operates a vari-
ety of detectors that monitor the atmosphere. These include systems
for the detection of clouds, aerosols and atmospheric properties like
temperature, air density and vapour pressure.
Different methods are in use that provide profiles of atmospheric
properties as a function of altitude. The most used system is the Global
Data Assimilation System (GDAS) that uses a global weather model in
addition to various sources of data in order to provide profiles of the
atmosphere. These profiles are available in intervals of three hours and
useful profiles for the Auger observatory are available starting June
2005, with a gap between the 15th and 29th of November 2005 [50].
3.2 The Surface Detector
The Surface Detector covers an area of 3000 km2 over which more than
1600 particle detector stations are deployed. These stations are arranged
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in a triangular grid and spaced 1500m apart. They measure the particles
in an air shower that reach the surface of the Earth with a duty cycle
close to 100%. The array is fully efficient for cosmic rays with an energy
above 3⇥ 1018 eV. An infill of 25 km2 to the array has been constructed
in which the spacing is 750m, lowering the full efficiency of the infill
array to 3⇥ 1017 eV. In addition, this area also contains a number of
stations that have a ‘twin’, this is an identical station placed 11m from
the main one. These twin stations provide an independent measurement
of a shower at (almost) the same location and are used to investigate
the detector resolution and sampling fluctuations.
3.2.1 A surface detector station
A station of the Surface Detector consists of a cylindrical tank with a
diameter of 3.6m and a height of 1.2m. This tank, illustrated in Fig-
ure 3.4, is filled with purified water. When a charged particle moves
faster through the water than the local speed of light, it creates Cheren-
kov light, which is detected by three PMTs located above the water. The
water is kept in a reflective liner that isolates it from the environment
and reflects the Cherenkov light of down-going particles up to the PMTs.
The height of the water is about three radiation lengths, so most high
energy photons will undergo pair production inside the water volume
and will therefore also be detected. The PMTs are separated from the
water by polystyrene windows in the liner and are accessible via three
hatches at the top of the tank. The station has a GPS antenna for time
synchronization with a resolution of about 10 ns and a communications
antenna for sending and receiving data from the Central Data Acquis-
ition System (CDAS) [51]. One of the access hatches also contains the
electronics that processes the signals of the PMTs and GPS unit. The
complete system is powered by a solar panel that charges a battery on
the side of the station.
Each PMT has two AC coupled outputs, one from the anode and
one from the last dynode. The dynode channel is amplified in order
to provide a signal that is about 32 times as large as the anode output.
Both signals are digitized by 10 bit flash ADCs running at a sampling
frequency of 40MHz. This results in a total dynamic range of 15 bits
and a bin size of 25 ns.
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Figure 3.4: Drawing of a Surface Detector station showing the various compon-
ents. The dashed line represents the liner that is filled with purified
water. The three PMTs are distributed symmetrically above the
volume of water. Adapted from [52].
3.3 Air shower reconstruction with the SD
The chain from recording an air shower with the SD to reconstruction
of properties of the primary cosmic ray involves a number of steps. The
first steps, the trigger and station calibration, have to be done in real
time. Afterwards, the reconstruction of the shower properties can be
performed with the Offline reconstruction algorithm. Finally, for the
estimation of the energy of the cosmic ray, the whole data set is used in
calibration procedures. This section describes each of these steps.
3.3.1 Trigger
The purpose of the SD triggers is to identify signals from air shower
particles. It is split into five levels, the first three have to be reached
in order to record an event and the last two select well measured air
showers from the recorded data.
Trigger levels T1 and T2 are calculated locally in the SD stations and
indicate the presence of Cherenkov light in the station. A T1 is reached
when the signal in one readout bin is above a threshold equal to the
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signal of about 1.75 muons, or when there are multiple consecutive bins
above a lower threshold. The T2 trigger is identical to the T1, but at a
higher threshold so that it effectively selects signals from three muons
or more. The time stamps of all T2 triggers are sent to the Central Data
Acquisition System (CDAS). Whenever three neighbouring stations
have coincident T2 triggers within 30ms, a T3 trigger is fired and the
CDAS requests the traces of all stations that have a T1 trigger and writes
them to disk.
The T4 trigger selects physics events from the T3’s by checking that
the times are in agreement with the propagation of an air shower front
that is estimated from the three stations with the largest signals. This
removes stations that were triggered by coinciding particles from other,
low energy air showers. Finally, the T5 trigger is a quality control that
selects events that were well measured. It checks whether the stations
in the array surrounding the one with the highest signal were present
and functioning. In the highest quality events (6T5), all six nearest
neighbours have to be in operation. These events have an optimal
measurement of the shower geometry. For studies where this is less
important, the criterion can be lowered to at least five stations (5T5).
More details about these triggers can be found in [53].
3.3.2 Baseline, signal and start time estimation
When there is a T3 trigger, a station sends six traces to the CDAS, a
high-gain and a low-gain trace for each of the three PMTs. The first step
in the determination of the total signal of a station, is to find the baseline
of the traces.
The baseline of a trace is the ADC level in the absence of a signal in
the PMT and it is kept at a few tens of ADC counts. The algorithm that
determines the baseline divides the trace into ‘flat’ segments that are
constant within three ADC counts and ‘shower’ segments that are not
flat. The flat segments are assumed to contain only noise, so the baseline
is the average ADC count during this segment. In the shower segments,
the baseline is more complicated because there is an undershoot of
the baseline after a big discharge of the PMT. Therefore, the baseline
in the shower segment is interpolated from the baseline of the flat
segments before and after it with a function that has the expected shape
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of the undershoot. The amount of ADC counts above the baseline in the
shower segment is then integrated and the signal strength is calculated
using the VEM calibration Section 3.3.3. Finally, the signals of the three
PMTs are averaged in order to find the total signal.
When one of the bins in the high-gain channel is at the maximum
value, the trace is saturated and the low-gain trace is used. When the
low-gain channel is also saturated, a recovery of the signal is attempted
using the undershoot of the baseline [54].
Finally, the start time of the signal is set equal to the start of the first
shower segment.
3.3.3 VEM calibration
The amount of Cherenkov light recorded in a station is expressed in
units of Vertical Equivalent Muons (VEM), the average amount of Cher-
enkov light produced by a muon that moves vertically through the
tank. To this end, a histogram is kept in the local station software of the
signal produced by atmospheric muons from low energy air showers.
The peak of this histogram defines the VEM when accounting for the
mean zenith angle of the atmospheric muons. This calibration proced-
ure is a continuous process that equalizes the response of stations across
the array. More details about the procedure can be found in [55]. Two
examples of calibrated traces are shown in Figure 3.5.
3.3.4 Event reconstruction
The main aim of the SD event reconstruction is to find the shower direc-
tion, core location and shower size. When there are enough stations in
the event, two types of fits are performed increasing in complexity. The
start times of the signals in the stations are used in a fit that determines
the shower direction while the signal strength determines the shower
size and core location when the shower direction is known. This section
describes the default SD reconstruction in Offline v2p9r3, called the
‘Observer’. Some modifications to the Observer reconstruction are used
in this thesis and are listed in Section 3.5.
The first step in the reconstruction is to fit a plane shower front to
the start times of the stations in an event, which yields a first estimate
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Figure 3.5: Two examples of SD traces. The VEM peak is the average peak
height of a vertical muon traversing the station. The left trace was
recorded close to the shower core, the trace on the right farther out.
The spikes in the trace on the right were probably single muons.
The dashed lines indicate the begin and end of the shower segment.
In the right trace the stop time is outside of the plotted range.
of the shower direction. Next, the signal strength S(r) of the stations
is fitted by a Lateral Distribution Function (LDF) as a function of the
distance to the shower core r in the plane perpendicular to the shower
axis. The default LDF used in Auger is a variation on the Nishimura-
Kamata-Greisen function [56, 57] given by
S(r) = S(ropt)
✓
r
ropt
◆b ✓ r+ r1
ropt + r1
◆b+g
(3.2)
where ropt is the optimum distance, r1 = 700m and S(ropt) is an es-
timator for the shower size. The optimum distance depends on the
spacing of the stations in an array [58]. For the regular SD array with
a spacing of 1500m, ropt = 1000m. The parameters b and g influence
the slope of the LDF and are fixed to a parametrised value that depends
on the zenith angle and shower size of the event. The fit is performed
by maximizing a likelihood function. This likelihood contains an upper
limit on the signal strength at the location of functioning stations that
did not trigger. This LDF fit yields the location of the shower core at the
ground and the shower size.
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When the shower core is known, the estimation of the shower axis is
improved by using a spherical shower front instead of a plane front. In
this fit, the impact time of the shower core, the azimuth angle, zenith
angle and the radius of curvature of the front are found when there are
at least five stations in an event. The details of this fit can be found in
Section 4.2. When there are less than five stations, a parametrised value
is used for the radius of curvature. After the axis fit with the spherical
shower front, the LDF is fitted again to update the core location and
shower size with the new shower direction.
3.3.5 SD energy calibration
The SD reconstruction yields S(1000) as estimator for the shower size.
This shower size depends on both energy and zenith angle of the shower,
since inclined showers traverse more atmosphere that attenuates the
shower. S(1000) is converted into a zenith independent shower size
estimator by means of the Constant Intensity Cut (CIC) procedure
[59]. Under the assumption that the cosmic ray flux is isotropic, the
number of cosmic rays above a fixed energy is constant as a function of
cos2 q. The function fCIC(q) that describes the behaviour of S(1000) as
a function of zenith angle is obtained from the data by evaluating the
value of S(1000) above which there is a fixed number of events. These
values are fitted with a third degree polynomial in x = cos2 q  cos2 38°,
where 38° is the median zenith angle taken as a reference point. The
result of the CIC procedure yields fCIC = 1+ ax+ bx2 + cx3 with a =
0.980± 0.004, b =  1.68± 0.01 and c =  1.30± 0.45 [12] and is shown
in Figure 3.6. A shower size estimator that is independent of zenith
angle is then defined as S38 = S(1000)/ fCIC(q), which can be regarded
as the value of S(1000) a shower would have had if it had arrived at
q = 38°.
The conversion of S38 to energy exploits the hybrid nature of the
Observatory. Air showers that have been measured independently by
both the SD and the FD are used to calibrate S38 with the calorimetric
energy measurement of the FD. In this procedure, high quality events
are used that have an energy above the full efficiency threshold of the
SD. The relation between the FD energy EFD and S38 is well described
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Figure 3.6: Left: the attenuation curve fCIC(q) obtained with the CIC proced-
ure. The dashed vertical line marks the reference angle at 38°.Right:
the SD energy calibration. The red line is the calibration fit with
eq. (3.3). Both figures come from [12].
by a power law:
E = A(S38/VEM)B (3.3)
where A = (1.90± 0.05)⇥ 1017 eV and B = 1.025± 0.007, obtained
from the data in Figure 3.6.
The comparison between the FD and SD energy yields a statistical
uncertainty on the SD energy of (16± 1)% for the low energy events in
Figure 3.6 and it reduces to (12± 1)% for the highest energy showers
[12]. The improvement of the energy resolution is mainly due to the
increase of the number of stations hit by an air shower at a higher energy.
The statistical energy resolution of 12% for the high energy showers is
limited due to shower-to-shower fluctuations as well as the difference
between proton and iron primaries [60]. The systematic uncertainty on
the SD energy scale is 14% [61]. This is dominated by the systematic
uncertainty on the FD energy.
The angular resolution of the SD also improves with the number of
stations in an event. When only three stations are hit, the resolution is
about 1.6° which improves to 0.9° for events with at least six stations
[62].
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3.4 Data set
The data used in this thesis was reconstructed using the Offline software
framework of the Pierre Auger Observatory [63], version v2p9r3. The
data that is used has been recorded up to June 2013. Default quality cuts
are applied to the SD data. These are:
• zenith angle q < 60°
• the 6T5 criterion
• periods with known problems in the data acquisition are ex-
cluded.
• Events not affected by lightning
• No events with false nontriggered stations
Events recorded during lightning are excluded because the strong elec-
tric field affects the behaviour of the PMTs in the SD stations. This can
be recognized as a series of oscillations in the traces of all three PMTs.
False nontriggered stations are stations that should have been trig-
gered by an air shower, but failed to send their trigger to the CDAS due
to an error. These stations are not flagged as malfunctioning so they are
erroneously used in the LDF fit as an upper limit on the signal strength.
They are identified as stations within 2500m from the shower axis that
did not trigger, while the fitted LDF predicts a signal strength of at least
15VEM at the location of the station. The usage of these stations can
result in a big error in the reconstruction of an event, so events that
contain false nontriggered stations are not used.
The hybrid data set consists of events that are fully reconstructed
using the FD and a single SD station. Hybrid events that can also be
fully reconstructed with just the SD measurent are called golden hybrid
events. In Chapter 5, the golden hybrid data set is used for calibration
of the SD observables.
Both the SD and the golden hybrid data sets are reconstructed with
the ‘Observer’ reconstruction in Offline v2p9r3. The data selection for
the hybrid events is taken from [43]. There, in order to find an unbiased
average value for Xmax, strict quality cuts are applied combined with
fiducial volume cuts that require all probable Xmax values to be within
the field of view of a FD telescope.
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3.5 Modifications to the default reconstruction
Unless otherwise noted in the text, the data is reconstructed with the
modifications to the default Observer reconstruction algorithm that are
discussed in the following subsections. These modifications affect the
SD event reconstruction in both SD-only and golden hybrid events.
3.5.1 LDF
The LDF used in this work is similar to the one in eq. (3.2) with an
extension at large axis distances. This LDF is dubbed the ‘Nushimura-
Kamata-Greisen Adeleide Group’ (NKGAG) LDF and is given by
S(r) = S(ropt)
✓
r
ropt
◆b ✓ r+ r1
ropt + r1
◆b ✓ r+ r2
ropt + r2
◆g
(3.4)
where ropt = 1000m, r1 = 700m and r2 = 3000m. This LDF was
introduced in [64] to accommodate the longer tail of the LDF observed
in the highest energy events in the Auger data. As a consequence, the
slope b is better determined and can therefore be fitted when the event
geometry allows to do so. This is in contrast to the default Offline
settings where b is always fixed to a parametrised value.
In order to fit b, the lever arm of the data in the LDF fit should be
sufficiently large. This means that that between 500 and 1500m from
the shower core there have to be at least
• 2 stations with a minimal difference in axis distance of 500m, or
• 3 stations with a minimal difference in axis distance of 400m, or
• 4 stations with a minimal difference in axis distance of 300m.
The parametrisation of b, g, and the parameters of the CIC and energy
calibration parameters are updated for this LDF. The NKGAG LDF is
available in Offline from revision 23814.
3.5.2 Baseline
The total signal in a station is found by integrating the ADC values as
a function of time over the shower segment of the trace. This signal is
expressed as the amount of VEM above the baseline of a PMT. A wrong
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estimation of the baseline will therefore give a wrong estimation of the
total signal.
A problem with the determination of the baseline has been observed
in stations in which the high-gain channel is saturated [65]. In these
instances, the algorithm places the baseline too high and the end of the
shower segment too late. The result of this is that the shower segment
includes a part of the trace where the signal is below the baseline,
which leads to the inclusion of a negative contribution to the total
signal. Figure 3.7 shows the cumulative signal in such a high-gain
saturated station where the negative signal part starts at about 1200 ns.
This reduces the total signal reported in the station, but also affects
the time assigned to the moment where the station reaches 50% of its
integrated signal as is shown in the figure. This bug affects the rise time,
one of the main observables in Chapter 5.
A fix for this bug was implemented in Offline in revision 19447, but
it was never applied by default. The fix is enabled by the flags ‘treat-
HGLGEqualInSignalSearch’, ‘applyBackwardFlatPieceCheck’ and ‘de-
creaseLGFlatPieceTolerance’ in the settings of the ‘SdCalibratorOG’
module. The data used in this thesis has been reconstructed with these
three options enabled.
3.5.3 Angular fit
The angular fit yields the radius of curvature, which is the other main
observable in Chapter 5. In Section 4.2, the quality of this fit is studied in
detail and a correction to the start times of the stations and a new time
variance model is introduced. This correction, described in Section 4.2.6
and newmodel, described in Section 4.2.3, are used in the reconstruction
of the data used in this thesis.
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Figure 3.7: The cumulative signal in a station affected by the baseline problem
(black points) and the cumulative signal after applying the fix
(blue points) [65]. The black points peak around 1200 ns, but then
decrease again due to to wrong baseline. 10%, 50% and 100% of
total signal are indicated with horizontal lines for both the old
and new baseline. The time between the 50% and 10% mark has
changed by 29 ns.
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4.1 Introduction
The primary mass of cosmic rays at the highest energies cannot be
measured with the Auger Fluorescence Telescopes due to the lack of
statistics caused by the limited uptime of the telescopes and the sharp
drop of the cosmic ray spectrum as a function of energy. The Auger
Surface Detector has a much larger exposure, and hence collects about
10 times more events with an energy above 3EeV. Even a less accurate
mass composition measurement on an event-to-event basis may there-
fore still lead to a statistical superior measurement of the average mass
composition.
Unfortunately, it is much harder tomake amass compositionmeasure-
ment with the Surface Detector, because the measurement only samples
information from a slice of an air shower at the surface of the Earth,
whereas the Fluorescence Detector provides a full calorimetric measure-
ment. The data recorded by the SD stations is mostly influenced by the
energy and direction of the primary particle. However, the properties of
air showers that depend on the primary mass (Xmax and Nµ) do affect
the details of the time structure of the surface detector measurement,
although this influence is relatively small. Therefore, the information
from the traces of the SD stations in an event needs to be combined in
order to get sufficient resolution on the shower properties.
Two parameters that can be extracted from the surface detector meas-
urement are the radius of curvature of the shower front and the rise
time of the shower signal. These two parameters have been shown to
correlate with Xmax using air shower simulations [66]. In this chapter,
the reconstruction of these parameters is studied in detail and problems
in their reconstruction are addressed.
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4.2 Radius of curvature
The collection of particles in an air shower that first hit the ground at any
location make up the front of an air shower. This front is curved since
the particle production started at the point where the first interaction
took place and particles in the shower travel at the speed of light. The
first particle at ground is therefore the one for whom the path length of
it and its parent particles is shortest between the first interaction point
and a detector station at the ground. These are mainly muons that are
the products of the earliest pion decays in the shower. The shape of
the curved front is approximately spherical as it is made up out of the
particles that travelled on the shortest path. The center of this sphere is
the location where these particles have been produced and its distance
from the impact point of the shower core at the surface of the Earth is
called the radius of curvature Rc.
The center of the sphere is correlated to the location of the first in-
teraction but lies deeper in the atmosphere. This is because shower
particles can only gain transverse momentum through interactions with
air molecules. Therefore, sufficient atmosphere has to be traversed by
the shower in order to gain enough transverse momentum that shower
particles fan out and trigger detector stations away from the shower core.
The lack of a direct physical interpretation of the radius of curvature is
not a problem since this quantity will be used in an empirical calibration
to Xmax in the next chapter.
The first particles that hit the SD stations determine the radius of
curvature. Thismakes a physical interpretation of the radius of curvature
difficult since the expected time of the first particle in a station depends
on the total number of particles in a station and thereby on the size of
the station. However, using the correction of Section 4.2.6 the impact of
this bias is reduced significantly.
This section describes the reconstruction of the radius of curvature as
well as the quality of this reconstruction.
4.2.1 A spherical shower front
Within the model of a spherical shower front, the first particle in each
station can be traced back to a common apparent shower origin and
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will travel with the speed of light towards the surface of the Earth. This
means that the distance between the location ~xi of detector station i and
the apparent shower origin ~x0 equates to the time difference between
the moment t0 that the particle was at the origin and its detection time
in the station ti1 as
|~xi  ~x0| = c(ti1   t0). (4.1)
The quantities in this equation are illustrated in Figure 4.1. The apparent
shower origin lies along the shower axis, indicated with unit vector aˆ,
and is a distance Rc away from the shower core on the surface, ~xc, so
~x0 = ~xc + Rcaˆ. In addition, the time at the shower origin is related to
the impact time of the shower core on the surface tc as t0 = tc   Rc/c.
Using these relations, eq. (4.1) can be written as
cti1 = |~xi  ~xc   Rcaˆ|+ ctc   Rc. (4.2)
During the reconstruction, this equation is used in a c2 fit, where tc, aˆ
and Rc are free parameters, while ~xc is obtained from a separate fit of
the LDF. These fits are performed in an iterative procedure in order to
optimize all variables (see Section 3.3.4).
Rc
aˆ
t0,~x0
Front
Stations
~xi
i
Shower origin
t i1
Shower core
tc ,~xc
Figure 4.1: Illustration of the development of a spherical shower front. The red
line is the shower axis.
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4.2.2 Time variance model
The minimization routine in the reconstruction uses an uncertainty
on the measured start time t1. This uncertainty consists out of two
components, one representing the uncertainty on the measured start
time due to the hardware of the detector, and one representing the
fluctuation in the arrival time of the first particle due to the limited
particle density in each detector. The latter is not a detector property
and is modelled in a time variance model.
The hardware dependent timing uncertainty itself consists out of two
components, one originating from the fADC sampling frequency of the
signal, which is given by sfADC = 25 ns/
p
12. The other one is intro-
duced by the GPS module and is about 10 ns [12]. The exact magnitude
of the total hardware uncertainty is determined by a calibration of the
time variance model on data (see Section 4.2.4).
The default time variance model in the Offline software is the time
variance model described in [67]. It assumes that the arrival of particles
in a detector can be described by a Poisson process with time constant
t. The first particles arriving at Earth are mainly muons. Assuming
that these arrive with a constant probability in time, t can be estimated
based on the first part of the shower as tˆ = 2T50/nwhere T50 is the time
interval during which the first half of the signal in the station is recorded
and n is the total number of particles that have been measured in the
station. n is slightly different from the measured VEM count because
the track length through the water is longer when particles traverse the
station at an angle. This is taken into account in the calculation of n. The
variance of the arrival time of the first particle is then [67]
V[t1] = a2
✓
2T50
n
◆2 n  1
n+ 1
+ b2 (4.3)
where a is a scaling factor and b represents the hardware uncertainty.
These are added so that the model can be tuned to the data. It is expected
that a ⇡ 1 and b ⇡ 12 ns if the model is a correct description of the data.
The procedure to obtain a and b is described in Section 4.2.4.
The reconstruction in Offline v2p9r3 uses a time variance model of
type eq. (4.3) with calibration version CDASv4r8. When n = 1, the
variance vanishes, which is physically incorrect. This is avoided by
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using a lower limit of n = 2 whenever the measurement was lower
than 2. In addition, stations that were hit by only a few particles may
have them close together in time and therefore have a very small T50.
This would result in a small variance, which would have the unwanted
consequence that the station has a very high weight in the angular fit.
This is avoided by placing a lower limit on T50 as a function of axis
distance r and the angle q of the particles through the station in the
form of
Tlimit50 = r · 0.4(0.53 cos q   0.11) ns/m. (4.4)
The CDASv4r8 calibration of this model yields [68]
a2(q) = 0.676+ cos q(0.161  0.476 cos q)
b2(q) = 128 ns2 + cos q( 184+ 413 cos q) ns2. (4.5)
Here, a as well as b are a function of the zenith angle in order to better
fit to the data. This calibration is valid for air showers with a zenith
angle up to 60°. In eq. (4.3), b should describe the hardware uncertainty
and should therefore not depend on the shower property q. However,
in order to improve the description of the data, the zenith angle depend-
ence has been included. a and b are plotted as a function zenith angle in
Figure 4.2.
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Figure 4.2: Parameters a and b in the time variance model as a function of the
zenith angle. The black lines show the CDASv4r8 calibration in
eq. (4.5). The red lines the CDASv5r0 calibration in eq. (4.14).
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4.2.3 An improved time variance model
A different time variance model is derived in [69]. Suppose that the
particle arrival frequency is constant during the time interval T. The
probability density function (PDF) of particle arrival times as a function
of time t is than
f (t) = T 1, for 0  t  T. (4.6)
and its cumulative density function (CDF) is F(t) = t/T. Given that
there are n particles in total, the probability to not measure any particles
before time t is (1  t/T)n, hence, the CDF of the arrival time t1 of the
first particle is
F1(t1) = 1  (1  t1/T)n (4.7)
and the PDF of the first particle arrival time is
f1(t1) =
dF1(t1)
dt1
=
n
T
(1  t1/T)n 1, for 0  t1  T. (4.8)
Using this PDF, the expectation value and variance of t1 are
E[t1] =
T
n+ 1
and V[t1] =
T2n
(n+ 1)2(n+ 2)
. (4.9)
T is estimated from the first half of the shower in the same way as was
done for eq. (4.3).
In the limit n ! •, this model is identical to the one in eq. (4.3).
However, for n = 1, the variance in eq. (4.3) vanishes, while in eq. (4.9),
it becomes V[t1] = T2/12 which is the correct variance of a flat PDF.
In [70] this model is further adjusted. The measured value of T50 is
biased because it is the time between the first and the median particle,
instead of the time between the start of T and the median particle. The
unbiased value T050 in the Poissonian approximation is given by
T050 = T50
n+ 1
n  1. (4.10)
With the inclusion of this factor n+1n 1 , the new time variance model
becomes
V[t1] = a2
✓
2T50
n  1
◆2 n
n+ 2
+ b2. (4.11)
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In addition, the shower thickness and density, measured as T50 and n
are very uncertain when only a few particles are measured. Therefore,
whenever n < 4, not the measured T50 and n are used in the time
variance model but T50 = 2Tlimit50
n+1
n 1 and n = 4. Finally, not the angle
of particles through the station, but the zenith angle is used in for
calculating a, b and Tlimit50 .
The difference between this model and the one in Section 4.2.2 is most
apparent at low n. On the one hand this is due to the dependence on n
in the equation of the variance and on the other hand due to the limit
on n and the usage of the parametrised T50. An example of the angular
fit using the new time variance model is shown in Figure 4.3.
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Figure 4.3: An example of the curvature fit projected in 2D. The vertical axis
shows the time of the stations relative to a plane shower front. The
green band shows the curved shower front with its uncertainty. The
event has E = 32 EeV, q = 23° and is recorded with SdId= 1136760.
4.2.4 Calibration of the time variance model
Due to the assumptions made in the time variance model, the actual
variance in data could deviate from the prediction by the model. There-
fore, the parameters a and b are introduced that can adjust the model to
resemble the variance in the data. The values of a and b are obtained us-
ing a calibration procedure with data taken by the ‘twin stations’. These
are pairs of detector stations placed 11m apart. Due to their proximity,
they take two statistically independent samples of the same part of the
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shower, so the difference between their measurements can be used to
tune the time variance model. The difference DT = tA1   tB1 between the
start time of station A and B is assumed to have a Gaussian distribution
and the calibration is performed by maximizing the likelihood
L =
N
’
i=1
1
2pV[DTi]
exp
✓
  DT
2
i
2V[DTi]
◆
, (4.12)
where the product goes over all pairs of stations. The variances of both
stations are independent, so
V[DT] = V[tA1 ] +V[t
B
1 ]. (4.13)
The calibration of the time variance model can be checked by evaluat-
ing RMS(DT/
p
V[DT]). When the variance is correctly estimated, this
quantity should be one, which shows that the average |DT| is equal to
the uncertainty. In Figure 4.4, this is shown as a function of axis distance,
zenith angle, energy and expected signal strength at the location of the
station based on the LDF. The data set includes events recorded up to
March 2013, reconstructed with the default settings of Offline v2p9r3.
Events are selected that have a zenith angle less than 60°, satisfy the
6T5 criterion and have triggered both stations of a twin. In addition, the
energy must be bigger than 10EeV, in order to check events that will
be used in the next chapter. A quality cut, introduced in [69], is applied
that removes outliers with |DT| > 4pV[DT].
In Figure 4.4, it can be seen that the new model (with the calibration
parameters in eq. (4.14)) removes the underestimation of the time uncer-
tainty for stations with a small expected signal, but it does not modify
the uncertainty assigned to stations with a high signal. Furthermore,
the figure shows that the variance is not in agreement with the data as a
function of signal strength, axis distance and energy for either model.
A change in the calibration of parameters a and b cannot remove these
dependencies. Therefore, a new calibration of the time variance model
will not be attempted here, since the outcome will depend strongly on
the region of phase space where the twin stations are selected. Instead
the parameters from the updated CDASv5r0 calibration are used, given
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by [68]
a2(q) = 0.649+ cos q(0.224  0.500 cos q)
b2(q) = 141 ns2 + cos q( 209+ 412 cos q) ns2 (4.14)
and it is recommended that a better model for the time variance be
developed. The difference between the parameters of the CDASv4r8
calibration and the CDASv5r0 calibration is shown in Figure 4.2.
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Figure 4.4: RMS of the start time difference between twin stations divided
by the uncertainty from the time variance model. The dashed line
indicates perfect agreement between the measurement and the
model. Circles show the CDASv4r8 variance model, stars show the
new model. The cut E < 10 EeV is released in (d).
4.2.5 Quality of the curvature fit
The radius of curvature, the shower axis and the impact time of the core
of an air shower are obtained by performing a fit of the start times to
all stations with eq. (4.2). In order to obtain reliable information about
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the shower from the radius of curvature, the model of the spherical
shower front needs to describe the data. If this is not the case, the radius
of curvature can be considered to be a nuisance parameter that has
to be included in order to get a better estimation of the shower axis.
However, by using a proper model of the shower front, the radius of
curvature or an equivalent quantity will provide information about
shower development.
The quality of the curvature fit is estimated by evaluating the mean
residuals of the fit and their RMS. If the mean residual deviates from
zero, the model does not describe the data perfectly. The residual is
divided by the uncertainty in order to obtain a pull that can be used
to compare stations with e.g. different distance to the shower axis. The
RMS of the pulls provides information about the assigned uncertainties.
When the RMS is one, the assigned uncertainties are good description
of the uncertainty in the data, provided that the model also describes
the data.
In order to make a fair comparison between a data point and the fit,
the station under study is excluded from the fit. Events are therefore
fitted N times, where N is the number of stations in the event, in each
fit a different station is excluded. The total expected uncertainty on a
residual is given by the squared sum of the uncertainty on the fit value
and the uncertainty on the data point. Hence the pull is defined as
Ri =
ti1   f iq
V[ti1] + s
2
f i
, (4.15)
where f i is the time of the shower front according to the fit at the location
of station i and sf i its associated uncertainty.
The mean and RMS of the pulls of the time fit are shown in Figure 4.5
as a function of signal strength for events with an energy above 10EeV.
In Figure 4.5(a), data is reconstructed with the settings described in Sec-
tion 3.5 except for the modifications to the angular fit. The time variance
model that is used is the Offline default model with the CDASv4r8 cal-
ibration. The structure of the residuals shows positive residuals at small
and large signals while there are negative residuals around 30VEM.
Since the LDF is a steeply falling function, this corresponds to positive
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residuals near and far away from the shower core and negative resid-
uals at intermediate distance. This indicates that the spherical model
in the Offline default reconstruction does not fit the data very well, as
the data seems to indicate a more curved shower front than that of a
sphere.
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(a) Reconstructed with variance model eq. (4.3) and the CDASv4r8 calibration.
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(b) Reconstructed with eq. (4.3), CDASv4r8 calibration and the debiased start time.
log(S/VEM)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
σt/
Δ
1−
0
1
2
3
log(S/VEM)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
σt/
Δ
1−
0
1
2
3
log(S/VEM)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
σt/
Δ
1−
0
1
2
3
(c) Reconstructed with the new time variance model and the debiased start time.
Figure 4.5: Pulls of the angular fit as a function of signal strength. Red points
denote the mean pull while the black points show the RMS of the
pull distribution. The columns show data with from left to right:
0.60 < cos q < 0.65, 0.725 < cos q < 0.775 and 0.85 < cos q < 0.90.
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4.2.6 Start time bias
The first particle in a station is always later than the front of the shower
because the detector samples a finite particle density in a limited area.
The expectation value of the time of the first particle is given in eq. (4.9).
Since the variance of t1 is tuned to the data, it is more convenient to
express the expectation value in terms of the variance. When this is
done, the debiased start time becomes
t0 = t 
r
n+ 2
n
st, (4.16)
where st is the uncertainty from the time variance model without the
b term that represents the hardware uncertainty. st strongly depends
on the number of particles, it gets bigger for small signals and large
distances to the shower axis. Therefore, the data resembles a sphere
much better when using these debiased start times. This is shown in
Figure 4.5(b), where the pulls are much flatter than the residuals without
the start time correction in Figure 4.5(a).
When applying the correction in eq. (4.16), the dependence of the
start time on the physical size of a SD station and the particle density is
reduced.
4.2.7 E↵ect of the new time variance model
The correction for the start time bias has improved the fit of the spher-
ical front. However, the global trend of the pulls in Figure 4.5(b) is
similar to the pulls without the start time correction, although the amp-
litude is smaller. Most notably, the uncertainty seems to be strongly
underestimated in the first two signal bins.
By applying the correction of eq. (4.16), the mean pull and its variance
are directly coupled: an increase of the variance will lower the pulls.
When using the new time variance model defined in Section 4.2.3, the
pulls are shown in Figure 4.5(c). They are now approximately flat. This
means that the reconstruction of the radius of curvature does not de-
pend on the orientation of the stations with respect to the shower axis
any more. Using the CDASv4r8 or CDASv5r0 values for parameters a
and b does not result in a significant difference in the pulls. The full pull
distribution with all changes included is shown in Figure 4.6.
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The RMS of the pulls in Figure 4.6 is still a bit too big. The main
reason for this is that the new time variance model still yields a variance
that is smaller than the data above 10EeV, as can be seen in Figure 4.4.
Unfortunately, this cannot simply be compensated by increasing the
start time uncertainty, because this would also affect the pulls due to
the start time correction. Instead, the RMS of the pulls will be used to
correct the uncertainty on the radius of curvature in the next section.
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Figure 4.6: The pull distribution of all stations in the curvature fit. The red
line is a Gaussian fit which yields a mean of  0.106± 0.006 and a
width of 1.241± 0.005.
4.2.8 Uncertainty on the radius of curvature
The RMS of the pulls in Figure 4.5(c) is on average around 1.4, indicating
that the uncertainty on the start time is slightly underestimated. Hence,
the uncertainty on the radius of curvature is also underestimated. The
RMS is approximately flat, so the time uncertainty is underestimated
with the same factor for each station. When the uncertainties in a fit
are scaled with a factor a, the uncertainty of a fit parameter also scales
with a. Therefore, a correction factor on the uncertainty on Rc can be
estimated from the data. This is done by binning events in zenith angle
and energy and fitting the RMS of the pull distributions with
a(E, q) = (pm + pE(log(E/EeV)  1.2))(1+ pZ(cos q   0.75)). (4.17)
This fit is shown in Figure 4.7 and results in pm = 1.286± 0.004, pE =
0.35± 0.02 and pZ = 0.11± 0.03 with a c2/ndf = 58/33. Using this,
the uncertainty on the radius of curvature becomes s0Rc = a(E, q)sRc .
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Figure 4.7: The RMS of the pulls as a function of energy and zenith angle. The
red line is the fit with eq. (4.17).
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4.3 Rise time
The rise time T1/2 of a Surface Detector station is defined as the time it
takes for the integrated signal to go from 10% to 50% of its full value.
This quantity was first introduced in [71] and is a measure for the
thickness of the shower.
In general, muons are in the front of the shower, followed by EM
particles. The number of EM particles is attenuated by the amount of
atmosphere that the shower has traversed after Xmax, while the number
of muons is much less affected. Therefore, the ratio of the EM compon-
ent to the muonic component depends on the amount of atmosphere
between the detector and Xmax. The Auger Surface Detector cannot (re-
liably) distinguish EM particles from muons so this ratio is not directly
accessible. However, since the EM particles arrive later, the median time
at 50% of the total signal of the trace is affected by the ratio of muons
over EM particles and can be used to estimate Xmax. The definition of
the rise time starts at 10% in order to avoid fluctuations of start time.
4.3.1 Rise time asymmetry correction
There is an asymmetry in the rise time for inclined showers between
stations that are hit ‘early’ by the shower versus stations that are hit
‘later’. An effect for which there are several reasons that can all be
explained from the geometry of the shower. As can be seen in Figure 4.8,
the difference in path length between particles produced high up in
the shower (following track L1) and farther down (along track L+ L2)
is bigger for the ‘early’ than for the ‘late’ station. Assuming that all
particles travel at the speed of light, this leads to a bigger spread in the
arrival time of particles in the early station than in the late, so the early
station has a larger rise time. This also means that the angle between
the shower axis and track L1 is bigger than the angle between the axis
and track L01. The particles along L1 therefore have more transverse
momentum, so the early station receives particles with slightly different
properties. Finally, the tracks leading to the late station are longer, so the
particles travelling along it have encountered more atmosphere. This
leads to more attenuation of the EM component and a shorter rise time.
The effect of the asymmetry on the mean rise time can be quantified
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in terms of shower axis distance r and zenith angle q as [72]
T1/2(r, q, z) = T01/2 + l(q)r
2 cos z (4.18)
where z is the angle around the core between the projection of the
shower axis on the ground and the detector station and T1/2’ is the
mean rise time of the shower at r and q. The function l(q) describes the
maximum amplitude of the asymmetry and is parametrised as
l(q) = ( 1.10+ 2.23 sec q   1.40 sec2 q + 2.83 sec3 q) · 10 3 ns/m2.
(4.19)
Using these equations, the effect of the asymmetry can be eliminated
on station level by using
T01/2 = T1/2   l(q)r2 cos z. (4.20)
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Figure 4.8: Illustration of the geometrical effect that results in an asymmetry
in the rise time. The ‘early’ station will be hit by the shower first
and will have a larger rise time.
4.3.2 Rise time uncertainty
The uncertainty on the rise time comes mainly from fluctuation due
to the sampling of the shower, analogous to the start time. Therefore a
parametrisation of the uncertainty on the rise time has been made [73].
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The total uncertainty consist out of an empirical shower component,
which depends on axis distance r, zenith angle q and signal strength S
and a detector component due to the time binning of the signal, and is
given by
s2T1/2 =
✓
J(r, q)p
S/VEM
◆2
+
✓p
2
25 nsp
12
◆2
. (4.21)
Parameter J(r, q) is obtained from the data using two different methods.
The twin stations provide an accurate measurement of sT1/2 at small
shower axis distances up to 650m. This results in
J(r, q) = ( 344+ 186 sec q + (0.94  0.44 sec q) r
m
) ns, for r  650m.
(4.22)
Farther away from the core, there is not enough data to analyse the
rise time uncertainty using the twins. Pairs of stations that are have the
same shower axis distance within 100m are a substitute for this. Once
their rise time is corrected with the asymmetry correction and for their
difference in axis distance, the uncertainty on the rise time is obtained
from the difference in rise time between the stations. The advantage
of this method is that the uncertainty introduced by the asymmetry
correction is automatically included in the total uncertainty. With the
pairs of stations
J(r, q) = ( 447+ 224 sec q + (1.12  0.51 sec q) r
m
) ns, for r > 650m
(4.23)
is obtained. J(r, q) is shown as a function of r in Figure 4.9. The differ-
ence between the two versions of the function of J(r, q) at the discon-
tinuity at 650m is less than 4%.
4.3.3 The T1⁄2(r) fit
The rise times of different stations triggered in an event are combined
in order to obtain a single measure that represents the thickness of
the shower. This measure is the rise time evaluated at a distance of
1000m from the shower axis. In previous work [74], the function used
to evaluate the rise time at a specific distance was
T1/2(r) = t0 + Ar+ Br2 (4.24)
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Figure 4.9: The parameter J(r, q) in the rise time uncertainty as a function
of axis distance. The two curves show J for the two indicated
zenith angles. The small discontinuity at 650mmarks the transition
between the two methods for finding the uncertainty.
where t0 = 40 ns and A, B are free to be fitted, with the constraint that
both have to be positive.
Equation 4.24 has the disadvantage that the uncertainty on T1/2(1000m)
depends on the correlation between A and B. This can be avoided by
rewriting the equation as
T1/2(r) = t1 + s(t1   t0) r  r1r1 + (t1   t0)(s  1)
✓
r  r1
r1
◆2
(4.25)
= t0 + (2  s)(t1   t0) rr1 + (t1   t0)(s  1)
r2
r21
(4.26)
where r1 = 1000m and t1, s are two new free parameters. This equation
has the same functional form as eq. (4.24) but the two free parameters
are defined in a different way. The original constraints that r and r2
terms in eq. (4.24) must be positive now translate into
(2  s)(t1   t0) > 0 and (t1   t0)(s  1) > 0. (4.27)
When using eq. (4.26), T1/2(r1) = t1, so t1 is the rise time at 1000m and
therefore always bigger than t0. Hence, the constraints can be reduced
to 2  s > 0 and s  1 > 0, or
1 < s < 2. (4.28)
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The uncertainty on the rise time at 1000m is given by the uncertainty
on t1, so
sT1/2(r1) = st1 . (4.29)
The advantages of eq. (4.26) over eq. (4.24) are twofold: the uncertainty
sT1/2(r1) does not depend on the correlation between t1 and s, which
means that it is easier to calculate. In addition, when the optimal value
of s lies at or close to a limit, the uncertainty on s is not symmetric, and
can therefore not be represented by a single number. With eq. (4.26),
the two constraints are imposed on s, and sT1/2(r1) does not depend on s.
Therefore, sT1/2(r1) is better estimated when s is close to or at a limit.
4.3.4 Data selection
In the rise time fit, only those stations that satisfy the following criteria
are used:
• 400m < r < 1800m
• No low-gain saturation
• Signal S > 10VEM
The cut on the distance to shower axis r removes most of the stations
that would be removed by the other two cuts. In this way, a selection
bias based on the correlation between signal size and signal length is
limited. Low-gain saturated stations cannot be used since the trace is
cut off at the saturation level, therefore, the full shape of the trace is
not available and the rise time cannot be determined. The cut on the
signal strength removes stations that were hit by too few particles and
therefore have an inaccurate rise time measurement.
At least two stations satisfying these cuts are required for the T1/2(r)
fit. In the following, only events with an energy beyond 10EeV are
considered. In addition, a minimum quality of the fit is requested by
requiring that c2/ndf < 5 which rejects 1.2% of the events. Examples
of the T1/2(1000m) fit are shown in Figure 4.10.
4.3.5 Uncertainties in the rise time fit
In the fitting procedure with eq. (4.24), the uncertainty on the rise time
is given in Section 4.3.2. In the calculation of the uncertainty on the
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Figure 4.10: Examples of the rise time fit. This event on the left has E = 39 EeV,
q = 34° and SdId 20894937, the event on the right has E = 33 EeV,
q = 52° and SdId 9432516.
axis distance r, the uncertainty on the core location is propagated to
the uncertainty on r. This is correlated between the stations but not
in a trivial way since it depends on the z angle, meaning that the un-
certainty is correlated between stations on the same side of the core
and anti-correlated between stations on opposite sides of the core. The
approximation that this uncertainty is uncorrelated is used.
4.3.6 Quality of the fit
The quality of the T1/2(1000m) fit can be evaluated from the pull of the
fit, analogous to eq. (4.15).
The results of the fit using eq. (4.24) are shown in Figure 4.11(a) where
it can be seen that the data is well described, except for small distances to
the shower axis. Especially the high zenith angle bin has large positive
mean residuals within 650m from the core.
4.3.7 Detector resolution
The expected rise time of the signal of a single particle in the detector
is 44 ns which is in agreement with the minimal rise time observed in
data of 40 ns [75]. This single particle response is a lower limit on the
rise time that plays a role for stations close to the core and in events
with a large zenith angle. In eq. (4.24), this is a lower limit on the rise
time that is implemented by setting t0 = 40 ns. However, as can be seen
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in Figure 4.11(a), this does not have the desired effect of eliminating
positive residuals in the region where the single particle response plays
a role. By adding a time D in quadrature to eq. (4.24), the function has a
lower limit without affecting the behaviour when T1/2(r) is big. Hence
T1/2(r) becomes
T01/2(r) =
q
D2 + T1/2(r)2. (4.30)
D affects T01/2(r) only at small axis distance where T1/2 is small, similar
to the effect of t0. The values of D and t0 are optimized in order to
minimize the residuals. The optimal value is D = 70 ns and t0 = 0 ns.
The result of the fit with eq. (4.30) can be seen in Figure 4.11(b), where
the big residual at low axis distance for the inclined events is now gone
and the RMS is almost unity. D hardly has an effect on the fit of the
more vertical showers, since the rise time is much bigger than 70 ns
for all stations in these showers. In the following sections we will use
D = 70 ns and t0 = 0 ns.
4.3.8 Vertical showers: releasing t0
After the previous adjustment, the RMS is still too big at small shower
axis distances for the vertical showers and the mean pull is a bit too
small, as can be seen in Figure 4.11(b). These residuals are very non-
gaussian within 600m from the shower axis. This is an indication that
the large RMS is not due to an underestimation of the uncertainty but
due to an incorrect description by the model. The rise time fluctuates
more in this region than the model allows.
The model can be made more flexible close to the core by releasing
t0 to be fitted. However, since r = 1000m is not always bracketed by
data, it is important to keep a constraint on t0. This is achieved by the
addition of a term to the c2 that is minimized in the rise time fit as,
c02 = c2 + (t0/st0)
2. (4.31)
In this construction, t0 is expected to be zero on average, but can fluctu-
ate on event-by-event basis according to a normal distribution width
st0 . The RMS does not show problems for the more inclined showers,
so st0 decreases as a function of zenith angle as
st0 = 50 ns · (cos(q)  0.6)/0.3. (4.32)
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(a) Rise time residuals with the original fit eq. (4.24).
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(b) Rise time residuals with eq. (4.30) that includes lower limit D = 70 ns.
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(c) Rise time residuals using the constrained t0.
Figure 4.11:Mean pulls of the rise time fit divided by the uncertainty as a
function of axis distance. Red points denote the mean while the
black points show the RMS of the pull distribution. The columns
show data with from left to right: 0.60 < cos q < 0.65, 0.725 <
cos q < 0.775 and 0.85 < cos q < 0.90.
With this ad hoc fix, t0 is increasingly constrained for more inclined
showers and is completely fixed at cos q = 0.6.
Effectively, t0 is now released for the vertical showers in which D
does not play a role, while t0 is effectively fixed for the more inclined
showers in which D is relevant. The effect of this on the pulls is shown in
4.11(c), where it can be seen that the RMS is now one at all zenith angles
and axis distances. Enabling or disabling the constrained t0 does not
significantly change the results of the next chapter. The pull distribution
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of all stations is shown in Figure 4.12. It is reasonably well characterised
by a standard normal distribution.
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Figure 4.12: The pull distribution of all stations in the rise time fit. The red
line is a gaussian fit which yields a mean of  0.062± 0.006 and a
width of (1.014± 0.005)
4.3.9 Uncertainty on T1/2(1000m)
The RMS of the pull distribution of the rise time fit is in agreement
with one as a function of axis distance. This is also true as a function
of zenith angle, as is shown in Figure 4.13. This figure also shows the
RMS as a function of energy. The RMS of the pulls in the highest energy
bin is on average higher than one. The fit of the RMS as a function of
energy has a small slope due to this. However, the value of the slope
is 0.015± 0.025, so it is in agreement with zero. Hence, it is concluded
that the uncertainty on T1/2(1000m) is well estimated.
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(b) As a function of zenith angle.
Figure 4.13: The RMS of the pull distribution as a function of energy and zenith
angle. The red line is the fit with eq. (4.17).
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5 Mass composition measurement
with the Surface Detector
In the previous chapter, the radius of curvature and rise time of air
showers were defined and systematic effects in the reconstruction of
these observables were studied and removed as much as possible. In
this chapter, these two observables will be used to study the mass
composition of ultra-high-energy cosmic rays.
5.1 Introduction
Different methods have been used to study the mass composition us-
ing the Surface Detector. In one of these methods many observables
are defined and used in a multivariate analysis algorithm, trained by
simulations, in order to distinguish between proton and iron primaries
(see e.g. [76, 77]). Another method is to parametrise the response of the
SD to the different shower components, and use this parametrisation to
obtain the shower properties Xmax and number of muons [78].
Here, an empirical analysis is presented that does not take any input
from simulations. The merit of this approach is that the result of this
analysis is independent of hadronic interaction models that one has to
assume in air shower simulations. This is especially important since
a discrepancy between simulations and data in the number of muons
that is produced in air showers has been shown [37]. As the SD meas-
urement is strongly influenced by the muon component in air showers,
simulations of the SD measurement are not really reliable.
Without simulations, information on the type of primary particle is
not available, only air shower observables are accessible. The best under-
stood mass sensitive observable that can be obtained from Auger data
is Xmax that is measured by the FD. The hybrid data set will therefore be
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used to obtain the relationship between the two SD observables, radius
of curvature and rise time, and Xmax. After this calibration procedure,
the full SD dataset will be used to study Xmax with the full statistics
available, thus beyond the energy reach of the FD. Earlier versions of
this work have been presented in [79, 80].
5.2 Data selection
The data used for a reliable calibration procedure must be of high qual-
ity. This is achieved by applying a number of quality criteria. These
are grouped into three categories: general quality cuts that assure well
measured events containing sufficient information on shower develop-
ment, a set of cuts specifically ensuring a proper reconstruction of the
radius of curvature and a set of cuts selecting events with proper rise
time measurements.
The quality criteria should not introduce a selection bias on Xmax.
This could not only affect the measurement of hXmaxi, but could also
introduce a bias in the calibration function. A selection based upon the
signal strength in the SD could be an origin of such a bias. Showers
that have a high Xmax develop deeper in the atmosphere, and there-
fore are attenuated less when they reach the ground in comparison to
showers with a small value of Xmax. The signal strength in the SD of
deep showers could therefore be bigger. In addition, a heavy primary
particle will create an air shower containing more muons. The lateral
muon distribution function has a flatter slope compared to the electron
density function, therefore these showers will trigger stations farther
away from the core. The slope of the LDF is therefore also a mass sens-
itive observable, but this parameter is not used in this work due to
difficulties in its reconstruction and its poor resolution on Xmax [80].
However, care has to be taken that the selection criteria do not introduce
a bias based on the LDF slope.
The used selection criteria are listed in Table 5.1, together with the
selection efficiencies for both SD events and the golden hybrid events.
The efficiencies for the hybrid events are similar to the efficiencies
for the SD events except for the cut on zenith angle. This, together
with the other selection criteria, is discussed in the next sections. After
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the application of all cuts, 159 hybrid events and 3630 SD events are
selected.
General selection criteria
The general cuts select events that are well measured and contain suffi-
cient information on the development of the air shower. Well measured
events satisfy the conditions described in Section 3.4. In order to provide
a bias-free selection of events in which the SD reconstruction provides
enough information, an energy cut of 10 EeV has been applied. Above
this energy, practically all events are registered in at least 5 triggered
SD stations, which is a requirement for the reconstruction of the radius
of curvature. In addition, these events also contain at least two stations
that qualify for the rise time fit. Those events that triggered less than
five stations have zenith angles smaller than 25° and would therefore
be removed by the cut on the zenith angle.
All data up to the 20th of June 2013 are used. After this date, new
triggers were introduced in the surface detector, which increase the
sensitivity of the SD to small signals from the EM component in air
showers. Although this increases the number of stations in the curvature
fit, new systematic effects could have been introduced. Therefore, this
date marks the last day at which the data is used for this study.
The golden hybrid events have to satisfy the same criteria. In addi-
tion, the hybrid events have to satisfy the stringent cuts used in [43].
These cuts select only high quality FD events where Xmax is well meas-
ured. In addition, all probable values of Xmax have to be in the field
of view of the FD. This ensures that the ensemble of Xmax values is an
unbiased representation of the true Xmax distribution. This cut based
on the field of removes 37% of the events, including almost all events
with sec q < 1.11. This explains the difference in the final selection
efficiencies between the SD and hybrid data. Finally, it is required that
the FD and SD measurements agree with each other by imposing that
the difference in log(E) between the two reconstructions is smaller than
0.15.
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SD Hybrid
Events EfficiencyEvents Efficiency
General
Basic cuts and ESD > 10 EeV 9925 324
Radius of curvature
Successful curvature fit 9908 0.99 321 0.99
GDAS model available 9612 0.97 320 0.99
c2Rc/ndf < 5 9153 0.92 301 0.93
0.02 < sRc/Rc < 0.3 8986 0.91 299 0.92
rmin > 130m 8578 0.87 282 0.87
Rise time
Successful rise time fit 8576 0.87 282 0.89
1/0.9 < sec q < 1/0.7 3773 0.38 168 0.52
c2RT/ndf < 4 3683 0.37 166 0.51
0.02 < sRT/RT < 0.25 3630 0.37 163 0.50
Hybrid
| log(ESD)  log(EFD)| < 0.15 159 0.49
Total 3630 0.37 159 0.49
Table 5.1: Quality cuts and cumulative cut efficiencies for both the SD and
hybrid events used in this chapter.
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Selection criteria for the radius of curvature
The GDAS atmospheric model is one of the ingredients used to con-
vert the radius of curvature into an atmospheric depth. This model
is available from June 2005 with the exception of the period between
15 November 2005 and 29 November 2005. Events recorded during a
period in which GDAS is not available are removed.
The other selection criteria are quality cuts that guarantee a well
measured and well reconstructed radius of curvature. A minimum
quality of the curvature fit is is requested by requiring that c2/ndf < 5.
For some events, the fit algorithm fails to assign a correct uncer-
tainty on the radius of curvature. Four SD events have an uncertainty
on Rc that is much too small, these events are removed by the lower
bound sRc/Rc > 0.02. In other events, the uncertainty on the radius of
curvature is too big, these are removed by requiring that sRc/Rc < 0.3.
Histograms of c2/ndf of the curvature fit and sRc/Rc are shown in
Figure 5.1.
Finally, events are removed in which the distance between shower
axis and the station closest to it, rmin is smaller than 130m. These events
have a biassed estimation of Xmax using the radius of curvature, which
will be discussed later in Section 5.6.3.
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Figure 5.1: Left: Histogram of c2/ndf of the curvature fit for SD events
above 10EeV within the selected zenith range. Right: Histogram
of sRc/Rc for the same events. Events within the shaded area are
rejected by the cuts.
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Selection criteria for the rise time
Only events for which the rise time fit was successful can be used. This
means that the rise time of at least two stations is accepted in the fit and
that the fit must be completed successfully.
The zenith angle range is restricted to 1/0.9 < sec q < 1/0.7 (which
is equal to 1.11 < sec q < 1.43 or 25° < q < 45°). The most vertical
showers are excluded because there is a significant probability that they
have an Xmax value that is below or at the ground. As these showers are
not fully developed, the rise time cannot be used to infer Xmax. More
horizontal showers are excluded because they are not well described by
the calibration function.
Finally, similar as for the radius of curvature, cuts are placed on
the c2/ndf of the rise time fit and relative uncertainty on T1/2(1000m).
Histograms of these quantities are shown in Figure 5.2.
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Figure 5.2: Left:Histogram of c2/ndf of the rise time fit for SD events above
10EeV within the selected zenith range. Right: Histogram of
sT1/2/T1/2 for the same events. Events within the shaded area are
rejected by the cuts.
E↵ect of the data selection
The selection criteria in Table 5.1 are designed to select well reconstruc-
ted events. At the same time, they should select events independent of
the type of primary and Xmax, i.e. they should not introduce a selection
bias. This can be evaluated by studying the average Xmax of selected
and rejected events in the hybrid data set.
There are four selection criteria could introduce a selection bias. These
68
5.3 Calibration
are the cuts on the relative uncertainty of the radius of curvature and
the rise time and the cuts on the c2/ndf of the fits. The other criteria
are completely independent of the primary type of have a very high
efficiency.
There are 15 events that are removed by the cuts on the relative un-
certainty and c2/ndf while they are accepted by all other cuts. hXmaxi
of these events is (758± 4) g/cm2. Figure 5.3 shows the energy dis-
tribution of these events. All rejected events have an energy below
10⇥ 101.2 EeV, so their hXmaxi should be compared to the hXmaxi of all
accepted events with an energy below 101.2 EeV. hXmaxi of these accep-
ted events is (764.1± 1.7) g/cm2. The hXmaxi values of the accepted
and rejected events agree at the level of 1.3 s, which means that there is
no clear indication of a selection bias.
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Figure 5.3: Histogram of the FD energy of hybrid events. The black line shows
events accepted by all cuts, the red line indicated rejected events
(see text) that could introduce a selection bias.
5.3 Calibration
The goal of the calibration is to find the two functions f (Rc, E) and
f (T1/2(1000m), E) that convert the radius of curvature and rise time
into an estimation of Xmax. At the same time, the calibration procedure
should provide a means to assign uncertainties on the measured Xmax.
In order to make a clear distinction between the shower property
Xmax and the different measurements of it that are used in this chapter,
new names are introduced. XFDmax is the value of Xmax measured with the
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FD. In this chapter, two Xmax estimates are obtained using the radius of
curvature and the rise time that are called XRCmax and XRTmax respectively.
Finally, these measurements are combined into a single Xmax estimate
with the SD, XSDmax.
5.3.1 Considerations for the calibration
The rise time and radius of curvature of an air shower detected by the
SD depend on the stage of development of the shower when it hits the
ground. This stage of development can be quantified as the amount
of atmosphere that the shower has traversed after it has reached Xmax.
This quantity is defined as
DX =
X(hground)
cos q
  Xmax. (5.1)
where X(h) is the vertical atmospheric depth at height h above sea level
obtained with the GDAS atmospheric model and hground is the height
of the shower core location in the SD reconstruction.
An advantage of using T1/2(1000m) and Rc to estimate the stage of
shower development at the surface over a method that calibrates these
parameters directly with XFDmax is that the calibration is to first order
independent of the zenith angle. T1/2(1000m), Rc and the amount of
atmosphere between Xmax and the surface all correlate with the zenith
angle but these correlations cancel in the calibration procedure. This
means that the physics involved can be better accounted for and that a
better resolution is obtained. f (Rc, E) and f (T1/2(1000m), E) therefore
do not depend explicitly on the zenith angle.
A technical advantage of calibrating with DX instead of Xmax is that
the calibration fit is more stable. The range of DXFD values in the data
set is characterised by RMS(DXFD) = 89 g/cm2. This is much larger
than the variation in Xmax, which has a magnitude of RMS(XFDmax) =
40 g/cm2. Both of these numbers include the detector resolution. The
difference in the RMS originates in the spread of zenith angles among
the events. This results in a much longer lever arm in the fit with DX,
thereby providing a better constraint on the fit parameters.
The result of the calibration fit is sensitive to properly understanding
and using the uncertainties. When the average value of the uncertainty
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on either the SD parameter or on DX is over- or underestimated, the
outcome of the fit will be biassed. This bias comes from the fact that the
domain over which the parameter fluctuates is not much bigger than
the uncertainty of the individual measurements.
5.3.2 Radius of curvature
The radius of curvature is converted into the atmospheric depth between
the shower origin and the shower core on Earth as
DXRc =
X(hground)  X(hground + Rc cos(q))
cos q
. (5.2)
The calibration of DXRc is performed with respect to DXFD through
the function
DXFD = a+ b
 
DXRc   DXRc + c
 
log10
✓
E
EeV
◆
  log10
✓
E
EeV
◆!!
,
(5.3)
where a, b and c are calibration constants and DXRc is the mean value of
DXRc and the mean log energy is log10
  E
EeV
 
= 1.2. These mean values
are subtracted to reduce the correlation between the fit parameters. The
parameter c is introduced to accommodate an energy dependence of
DXRc that is independent of the change of Xmax with energy in data. A
non-zero value of c is expected because the radius of curvature depends
on the development of the muonic component of the shower while Xmax
depends on the EM component.
The uncertainty on the radius of curvature was found to be underes-
timated in Section 4.2.8. The correction factor that was obtained in that
section is therefore used to increase the uncertainty of Rc.
The mean uncertainty on XFDmax is parametrised as a function of energy
in [43]. In this parametrisation, all uncertainties affecting the hybrid re-
construction are accounted for. This includes systematic and correlated
statistical uncertainties such as the atmospheric model, effects of aero-
sols and the detector calibration. Since uncertainties on the atmospheric
model are included, the uncertainty on XFDmax should be equal to the
uncertainty on DXFD. The statistical uncertainty in the Gaisser-Hillas fit
can be larger than the parametrised mean uncertainty. Since DXFD and
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DXRc are compared on an event-by-event basis, this statistical uncer-
tainty on XFDmax should be accounted for when such a large value occurs
in an event. This is incorporated by using the maximum of the statistical
and parametrised uncertainty.
The FD energy measurement is used in the calibration procedure
as the shower energy. This has two advantages. Firstly, the hybrid
energy measurement is more accurate than the SD energy measurement.
Secondly, the measurement error on the FD energy is uncorrelated with
the measurement error on the SD energy. Therefore, the calibration
is unaffected by a selection bias on Xmax due a possible correlation
between ESD and Xmax.
The calibration fit of DXRc is shown in Figure 5.4 on the left. The
c2/ndf of the fit is 220/156 = 1.41. The uncertainty on DXRc is well
estimated when the correction factor to the uncertainty is taken into
account, so this large c2/ndf implies that there are additional (physics)
effects that influence DXRc and are not yet taken into account. These
effects could be, for example, shower-to-shower fluctuations other than
Xmax, fluctuations in the atmosphere or inaccuracies in the reconstruc-
tion, or even an incomplete mathematical description of the calibration
curve. Such additional effects introduce noise in the correlation between
DXFD and DXRc that can be accounted for by the introduction of an
additional component sc in the uncertainty on DXRc . This unknown
effect is added in quadrature to the statistical uncertainty on DXRc . The
magnitude of sc is obtained by demanding that the calibration fit yields
c2/ndf = 1.
After the procedure described above is completed, one event deviates
4.1s from the calibration curve. Given that the data set consists of
159 events, such an occurrence is rather unlikely and the event (with
SdId=14837428) is considered an outlier and removed.
After the removal of the outlier, the procedure to find sc results in
sc = (24± 9) g/cm2. In Figure 5.5, it is shown that sc does not depend
on the energy or zenith angle of the incoming cosmic ray.
The final calibration fit is shown in Figure 5.4 on the right using this
value of sc. The calibration constants are the same (within a fraction of
their uncertainty) as the calibration constants obtained with sc = 0. In
Figure 5.6, the calibration constants are shown for the calibration data
set binned in zenith angle and energy. Four bins in either energy or sec q
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Figure 5.4: The calibration of the curvature parameter DXRc with DX
FD. The
red line represents the calibration fit. Left:Without the additional
uncertainty sc. Right:With sc = (24± 9) g/cm2.
are used, the boundaries of the bins are chosen in such a way that each
bin contains approximately an equal number of events. The definition
of the bins and the number of events they contain are listed in Table 5.2.
No systematic dependencies of the calibration parameters as a function
of zenith angle or energy are observed.
Energy bin Events
log(EFD/EeV)  1.07 49
1.07 < log(EFD/EeV)  1.20 47
1.20 < log(EFD/EeV)  1.35 38
1.35 < log(EFD/EeV) 24
Zenith bin events
1.11 < sec(q)  1.18 32
1.18 < sec(q)  1.25 32
1.25 < sec(q)  1.33 43
1.33 < sec(q)  1.43 41
Table 5.2: Binning scheme in energy and zenith angle used in the evaluation
of systematic effects in the calibration. The boundaries of the bins
and the number of events they contain are listed.
The final values of the calibration constants are given in Table 5.3.
Using these constants, DX can be obtained from the radius of curvature,
and this value can be transformed into a Xmax measurement XRCmax by
using eq. (5.1). The uncertainty on XRCmax for each event is obtained by
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Figure 5.5: The additional uncertainty sc that is added to the uncertainty of
DXRc in order to obtain a calibration fit with c
2/ndf = 1. The error
bars mark the value of sc at which (c2 ± 1)/ndf = 1. Left: Shown
as a function of energy. Right: Shown as a function of zenith angle.
The dashed line represents the value obtained from the full data
set. The nominal value of two of the points is not shown because
the fit in those bins yields c2/ndf < 1.
DXRc T1/2(1000m)
a 346± 6 g/cm2 342± 5 g/cm2
b 1.12± 0.07  2.41± 0.15 g/cm2/ns
c  44± 26 g/cm2 3± 12 ns
Mean 886 g/cm2 277 ns
sc 24± 9 g/cm2 15± 3 ns
Table 5.3: Calibration constants for obtaining Xmax from the radius of
curvature and the rise time.
error propagation of the SD uncertainties, where the uncertainty on
DXRc is summed quadratically with sc.
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Figure 5.6: Curvature calibration parameters obtained for events binned in en-
ergy and zenith angle. Top row: Shown as a function of energy. The
c parameter is not constrained by data in a small energy range and
is therefore fixed to  44 g/cm2. Bottom row: Shown as a function
of the zenith angle.
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5.3.3 Rise time
The rise time T1/2(1000m) is compared to DXFD in a calibration proced-
ure, which is identical to the calibration of DXRc . The c2/ndf of the
T1/2(1000m) calibration fit is 229/155 = 1.48. Therefore, also here an
additional uncertainty sc is added. This uncertainty has a magnitude of
sc = (15± 3) ns. Figure 5.7 shows sc as a function of energy and zenith
angle for the rise time. sc can be described by a constant value, both as a
function of zenith angle and as a function of energy. The apparent correl-
ation of sc with energy in Figure 5.7 is not significant, because a fit of sc
as a function of energy with a constant function yields a c2/ndf = 3.0/3.
The combinatorial probability of four points appearing in ascending or
descending order is 8%.
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Figure 5.7: The additional uncertainty that is added to T1/2(1000m) in order to
obtain a calibration fit with c2/ndf = 1. Left: Shown as a function
of energy. Right: Shown as a function of zenith angle. The dashed
line represents the value obtained from the full data set.
Figure 5.8 shows the calibration of T1/2(1000m) versus DXFD, both
with and without sc. In Figure 5.9, the fit parameters are shown as a
function of zenith angle and energy. No correlation is observed, which
indicates that the calibration curve describes the hybrid data well. The
final values of the calibration constants are listed in Table 5.3
The c parameter in the rise time calibration is not significantly differ-
ent from zero. However, it is retained since it is a priori not clear that it
is expected to be zero. The uncertainty on c contributes to the systematic
uncertainty on the elongation rate.
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Figure 5.8: The calibration of T1/2(1000m) with DXFD. The red line repres-
ents the calibration fit. Left:Without the additional uncertainty sc.
Right:With sc = (15± 3) ns.
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Figure 5.9: Rise time calibration parameters obtained for events binned in
energy and zenith angle. Top row: Shown as a function of energy.
The c parameter is not constrained by data in a small energy range
and is therefore fixed to 3 ns. Bottom row: Shown as a function of
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5.4 Combination into a single SD Xmax estimator
With the calibration of the radius of curvature and rise time, two estim-
ators for Xmax have been obtained. The correlation in the information
on Xmax in XRCmax and XRTmax can be evaluated by looking at the residuals
XRCmax   XFDmax and XRTmax   XFDmax, since the uncertainty on XFDmax is much
smaller than the uncertainty on XRCmax and XRTmax. A scatter plot of these
residuals is shown in Figure 5.10. The correlation coefficient between
the residuals is 0.04, indicating that the residuals do not correlate signi-
ficantly and the information on Xmax provided by XRCmax and XRTmax can
be considered to be independent.
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Figure 5.10: Correlation between the residuals XRCmax   XFDmax and XRTmax   XFDmax.
The correlation coefficient is 0.04.
In Section 5.6 it will be shown that the uncertainties on XRTmax and
XRCmax are correctly estimated. This, combined with the fact that the
information in the two Xmax measurements is independent, means that
they can be optimally combined into a weighted average as
XSDmax =
 
XRCmax
s2XRCmax
+
XRTmax
s2XRTmax
!
1
1/s2XRCmax + 1/s
2
XRTmax
(5.4)
where sXRCmax and sXRTmax denote the uncertainty on X
RC
max and XRTmax. XSDmax
is the optimal estimate of Xmax using SD information from the rise time
and the radius of curvature.
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5.5 Distribution of uncertainties
The pull distributions of (XRCmax   XFDmax) and (XRTmax   XFDmax) are shown
in Figure 5.11 in bins of energy. The distributions are in agreement with
the standard normal expectation.
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(a) Pull distributions for XRCmax with respect to XFDmax.
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Figure 5.11: Xmax Pull distributions in different energy bins. The graphs con-
tain data binned in energy according to Table 5.2, increasing from
left to right, then top to bottom. The plot in the lower right is
the sum the other four. The red line shows the expected standard
normal distribution.
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5.6 Performance of the calibration
It is not straightforward to determine whether a shower observable
contains information on Xmax when the resolution of the observable is
of comparable size of (or even larger than) the variation in the true Xmax
values.
The correlation between Xmax and its estimator will show whether
the estimator contains information on Xmax. For XRCmax, XRTmax and XSDmax,
the correlation with XFDmax is shown in Figure 5.12. The correlation coef-
ficients are 0.39, 0.45 and 0.53 between XFDmax and XRCmax, XRTmax and XSDmax
respectively.
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Figure 5.12: Correlation between XFDmax and from left to right: XRCmax, XRTmax and
XSDmax. The dashed line marks the diagonal, the red line is a linear
fit.
An additional figure of merit is the slope of the correlation. This
indicates whether the variance in the estimator is equal to the variance
of XFDmax, while taking the uncertainties into account. The red lines in
Figure 5.12 show the result of a linear fit. The slopes are 1.11± 0.19
for XRCmax, 1.03± 0.15 for XRTmax and 1.08± 0.12 for XSDmax. These are all in
agreement with a slope of 1, indicating that the Xmax variance is well
estimated.
Figure 5.13 shows the resolution of XRCmax, XRTmax and XSDmax as a function
of energy, zenith angle, number of SD stations in the event and the
distance of the station closest to the shower axis. In the figure, the red
points show the resolution obtained from the hybrid data. For XRCmax this
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is given by
s(XRCmax)
2 = Var (XRCmax   XFDmax)  sXFDmax2, (5.5)
where sXFDmax is the mean resolution of X
FD
max in a bin. For XRTmax and XSDmax,
similar formulas hold. Only results for bins that contain at least 10
events are shown. The blue lines show the mean calculated uncertainty
in the entire SD data set. Finally, the uncertainty on XSDmax can also be
estimated from the measurements of XRCmax and XRTmax. Given that the
measurement errors on the two components of XSDmax are independent,
the uncertainty on XSDmax can be calculated as
s(XSDmax)
2 = Var
✓
1p
2
(XRCmax   XRTmax)
◆
. (5.6)
This equation is only valid when XRCmax and XRTmax have an equal weight
in XSDmax. This is strictly speaking not the case in our data set. Therefore,
this estimate provides only an upper limit on the resolution of XSDmax.
Figure 5.13 shows that the calculated uncertainties are in agreement
with the measured uncertainties. The figure shows that the resolu-
tion improves with energy for both XRCmax and XRTmax. Unfortunately,
there are not enough hybrid events to evaluate the resolution beyond
log E/EeV = 1.5, but the calculated uncertainty above this energy is
in agreement with the uncertainty estimated using eq. (5.6). The uncer-
tainty on XRCmax is more or less constant as a function of zenith angle. On
the other hand, the uncertainty on XRTmax reduces with zenith angle.
Since the resolutions are well estimated, possible biasses can be ex-
amined by evaluating the mean pulls (e.g. (XRCmax   XFDmax)/s) for the
hybrid data. Figure 5.14 shows these to be in agreement with the expec-
ted zero pull.
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5.6.1 Di↵erences between the hybrid and SD data sets
The calibration is performed on the hybrid data set. Differences between
the hybrid and the SD data set could introduce biasses in hXmaxi. In Fig-
ure 5.15, distributions of a number of quantities are compared between
the hybrid and the SD data set. Shown in the figure are the following
quantities: the year, month and hour at which an event is recorded, the
average age of the stations involved in the rise time fit, the air pressure,
density and temperature at the surface, the surface air density averaged
over a day around the event, the shower axis distance of the station
closest to the shower axis and the zenith angle.
The distribution of the time at which the events are recorded is obvi-
ously different between the hybrid and SD data set, since the FD only
operates during the night. This also affects the atmospheric properties
of air density and temperature at ground at the time of the event.
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Figure 5.15:Normalized histograms of different quantities that characterise
the events in the hybrid data set (red lines) and the SD data set
(black lines).
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5.6.2 Atmosphere
Variations in the atmosphere affect the development of air showers.
Whether these differences in the atmosphere are properly taken into
account can be studied by evaluating the mean of XRCmax, XRTmax and XSDmax
as a function of atmospheric properties or as a function of time at
various scales. Dependencies of the measurement on the time of the day,
temperature and air density could introduce a bias in hXmaxi as these
parameters are different in the calibration data set and the full SD data
set. Any other dependencies simply degrade the resolution (assuming
thy are also present in XFDmax).
Figure 5.16 shows hXRCmaxi, hXRTmaxi and hXSDmaxi as a function of atmo-
spheric pressure, density, temperature and the atmospheric density
averaged over a day around the event. No significant correlations are
observed. Figure 5.17 shows the Xmax observables as a function of time
on various scales. Both hXRCmaxi and hXRTmaxi show an oscillation as a func-
tion of the hour of the day at which the event took place. The phases of
these oscillations are the same, so the effect is also present in hXSDmaxi. The
origin of these oscillations lies either in the atmosphere and temperature
changes during the day or in a limitation of the GDAS model of the at-
mosphere. The amplitude of the oscillation of XSDmax is (5.0± 1.3) g/cm2
which will be used as a contribution to the systematic uncertainty on
hXSDmaxi. As the resolution of XSDmax on Xmax is much bigger than this, a
correction on event-by-event basis is not made because it will not yield
a significant improvement on the resolution.
hXRTmaxi shows a correlation as a function of the average age of the
stations involved in the in calculation of T1/2(1000m). This indicates
an ageing effect of the detector which has been observed before [81].
This effect is present in both the hybrid data and the SD data and will
therefore not affect the measurement of hXRTmaxi however its accuracy is
slightly degraded.
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5.6.3 Dependence on event geometry
The geometry of an event should not have any influence on the meas-
urement of Xmax of the shower. Two quantities that characterise the
geometry of an event are the zenith angle and the distance between the
shower axis and the station closest to it, rmin.
The correlation between the measured values of Xmax and rmin is
shown in Figure 5.18. Showers that are reconstructed with rmin < 130m
show a bias of more than 30 g/cm2 in XRCmax and therefore are removed
by the quality criteria listed in Table 5.1. Any remaining dependence
on rmin only slightly degrades the resolution. The contribution of this
effect to the resolution is much smaller than the resolution itself, so it is
not beneficial to correct XRCmax for this effect.
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Figure 5.18: Correlation between the distance between the shower axis and the
station closest to it and from left to right: XRCmax, XRTmax and XSDmax.
Events in the shaded regions are rejected by the cuts.
A strong source of light cosmic rays at a declination that is observed at
the observatory at high zenith angles could affect the relation between
the zenith angle and Xmax. However, strong anisotropies have not been
observed, and therefore hXmaxi should be flat as a function of zenith
angle. The data in Figure 5.19 confirms this.
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Figure 5.19: Blue points: hXRTmaxi as a function of zenith angle. Green points:
hXRCmaxi as a function of zenith angle. The bands show the system-
atic uncertainty due to the accuracy of the calibration parameters.
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5.7 Result
The evolution of Xmax with energy can be studied using the calibrated
SD Xmax estimators, as is shown in Figure 5.20. The data is binned in
steps of D log(E) = 0.1. The bin starting at 101.8 EeV contains 28 events
and is used as an integral bin containing all events above this energy.
The next highest bin at 101.7 EeV contains 32 events. Three more bins
are added at high energy with respect to the FD measurement.
The uncertainty on the mean of the Xmax distributions is calculated as
sdist = RMS(Xmax)/
p
N (5.7)
with N the number of events in the bin. Another way to calculate the
uncertainty on the mean is to propagate the event by event uncertainty
as
s2prop =
1
N2 Âi
s2i , (5.8)
with si the uncertainty on the Xmax estimate of event i. In the two
highest energy bins, sprop is bigger than sdist for XRTmax and XSDmax. The
maximum of the two uncertainties is used in the figure.
In order to compare both SD measurements, the systematic uncer-
tainty on the data in Figure 5.20 consists solely out of the uncertainty on
the calibration parameters. The measurements are in agreement with
each other, and with the FDmeasurement. XRTmax is on average 4.8 g/cm2
lower than XRCmax, but this difference is within the range of the systematic
uncertainty due to the calibration parameters that is not in common
between the two methods.
The Xmax data as a function of energy is split into two bins in zenith
angle in Figure 5.21. For hXRCmaxi, the two bins match with c2/ndf =
8.8/9. In the case of the rise time, hXRTmaxi of the more vertical events
is a bit smaller than the inclined events. This results in an agreement
of c2/ndf = 14.2/9, which has a probability of 11%. The difference
in hXRTmaxi between all events in the two bins is 4.7 g/cm2. This small
systematic effect can also be seen in Figure 5.19 and is covered by the
systematic uncertainty on the calibration parameters. Finally, the two
zenith bins of the hXSDmaxi data match with c2/ndf = 12.5/9.
The evolution of hXSDmaxi with energy is shown in Figure 5.22. The
contributions to the systematic uncertainty shown in the figure are
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Figure 5.20: hXRCmaxi and hXRTmaxi as a function of energy. The open squares show
the FD Xmax measurement and the lines represent the predictions
by simulations. Red lines are for proton primaries and blue lines
for iron primaries. The number of SD events per bin is shown at
the bottom of the graph.
listed in Table 5.4. These contributions are the uncertainty on the calibra-
tion parameters, the UTC dependence observed in Figure 5.17 and the
systematic uncertainty on XFDmax. The uncertainty on the curvature and
rise time calibration parameters is taken to be independent because the
contribution of the uncertainty on the SD observables in the calibration
fits is much bigger than the contribution of the FD uncertainty.
The magnitude of the total systematic uncertainty depends on the
energy. This originates from the uncertainty on the c parameter that
describes the energy dependence of the SD observable. The calibration
is extrapolated to higher energy so the impact of the uncertainty on
c increases with energy and is anti-correlated between events below
log E/EeV = 1.2 and events above this energy.
The systematic uncertainty on XFDmax is given in [43] and is approx-
imately constant between log E/EeV = 1.0 and log E/EeV = 1.4. It
propagates directly into the SD Xmax measurements, so the contribution
of the FD uncertainty is shown separately in Figure 5.22. In this way, a
91
5 Mass composition measurement with the Surface Detector
log(E/EeV)
1.0 1.2 1.4 1.6 1.8
]2
> [
g/c
m
RC ma
x
<X
760
780
800
log(E/EeV)
1.0 1.2 1.4 1.6 1.8
]2
> [
g/c
m
RT ma
x
<X
760
780
800
log(E/EeV)
1.0 1.2 1.4 1.6 1.8
]2
> [
g/c
m
SD ma
x
<X
760
780
800
Figure 5.21: From top to bottom: hXRCmaxi, hXRTmaxi and hXSDmaxi as a function of
energy divided between between two regions in zenith angle. The
green points show events in the range 1.11 < sec q < 1.27, red
points show events in the range 1.27 < sec q < 1.43.
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Figure 5.22: hXSDmaxi as a function of energy. The green band shows the system-
atic uncertainty that has to be taken into account when comparing
the XSDmax data to the XFDmax data. The green lines show the full
systematic uncertainty which also contains the contribution from
the FD systematic uncertainty.
comparison between the SD and FD Xmax measurements can be made
using only the independent systematic effects. The FD systematic un-
certainty should be taken into account for evaluating the absolute scale
of the SD Xmax measurement.
It can be noticed that in the lowest two bins in energy, hXSDmaxi does not
lay between hXRCmaxi and hXRTmaxi. The origin of this lies in a correlation
between XRCmax and its uncertainty. Due to this, events with a low XRCmax
have a low weight for XRCmax in XSDmax and hXSDmaxi becomes bigger than
either hXRCmaxi or hXRTmaxi since it is computed as the arithmetic mean.
5.8 Conclusions
The comparison between hXSDmaxi and the simulations in Figure 5.22
yields a mass composition that is getting heavier as a function of energy.
This can be quantified through the elongation rate, which is the change
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Uncertainty on curvature calibration 3 - 10 g/cm2
Uncertainty on rise time calibration 3 - 9 g/cm2
UTC dependence 5 g/cm2
FD systematic uncertainty 8.5 g/cm2
Total 11 - 17 g/cm2
Table 5.4: Contributions to the systematic uncertainty on XSDmax. The magnitude
of the calibration uncertainty is energy dependent.
of Xmax with log E given by
D10 =
dXmax
d log10 E
. (5.9)
A fit of the elongation rate of hXSDmaxi above 101.2 EeV yields
D10 = 14± 7(stat)± 21(syst) g/cm2/decade (5.10)
with a good c2/ndf of 5.5/5. The two lowest energy points are not used
in this fit due to the correlation between XRCmax and its uncertainty. The
systematic uncertainty on the elongation rate originates from the uncer-
tainty on the c parameter in the calibration and is fairly large due to the
extrapolation of the calibration to higher energy. The biggest unknown
uncertainty in the elongation rate is whether the linear approximation
of the energy dependence in the calibration holds beyond the energy
range of the hybrid data. If a second order term would be necessary,
it would show up as a dependence of the a parameter as a function of
energy in Figures 5.6 and 5.9. Using the current set of hybrid data, there
is no indication for a second order term.
The highest energy FD hXmaxi data can be described with a constant
elongation rate. Above 100.3 EeV and up to the highest energy data point
at 101.6 EeV, the elongation rate is [43]
D10 = 26.4± 2.5(stat)+7.0 1.9(syst) g/cm2/decade, (5.11)
which is in agreement with the SD measurement.
The elongation rate of a constant mass composition ranges from 54 to
64 g/cm2/decade depending on the model. Therefore, the hXSDmaxi data
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Figure 5.23: The average logarithmic mass estimated from the data using three
interaction models. The horizontal lines show ln(A) for protons,
helium, nitrogen and iron. The green band marks the full system-
atic uncertainty.
indicates a mass composition that is getting heavier with energy and the
elongation rate is below that expected from a constant mass composition
at the level of 1.8 s to 2.3 s, depending on the model. The data seems
to favour the model where the flux suppression of ultra-high-energy
cosmic rays is caused by the end of the acceleration spectrum of the
sources.
The data can be interpreted in terms of the average logarithmic nuc-
lear mass hln(A)i by using eq. (2.8). This results in a model-dependent
measurement of the average mass composition, which is shown in Fig-
ure 5.23. The interpretation of the data with all three models show the
transition towards a heavier mass composition. However, the interpret-
ation of the average mass composition itself is different between the
models.
The XSDmax measurement can also be used on an event-by-event basis
to discriminate between showers from light and heavy cosmic rays. The
quality of this discrimination depends on the resolution of XSDmax, which
is better than 34 g/cm2 for events above 50 EeV. The difference between
the average Xmax for proton and iron showers is about 100 g/cm2,
which is much higher than the resolution. A distinction between proton
and iron showers can therefore be made. However, it is impossible to
uniquely identify the type of primary on an event-by-event basis as
the Xmax distributions overlap considerably. In the next chapter, XSDmax
is used on a statistical basis to create data sets that are enriched by
light-like or heavy-like showers.
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6 Mass enhanced Anisotropy
searches
6.1 Introduction
One of the main motivations for studying cosmic rays is to find and
study their sources. It is expected that this is easiest with cosmic rays
that have an energy above the GZK-limit (see Section 2.1.4), i.e. particles
with an energy above ⇠50 EeV. Due to their interaction with the cosmic
microwave background, these particles must have been accelerated at
sources that are located in our galactic neighbourhood, which limits
the number of candidate sources. In addition, it is expected that these
cosmic rays are mainly hydrogen (protons) or iron nuclei since nuclei of
other elements break up during their propagation through the universe.
As the charge of a proton is 26 times smaller than the charge of an iron
nucleus, the expected deflection angle of protons in the extra-galactic
and galactic magnetic fields is also 26 times smaller. It is therefore
expected that an anisotropy in the arrival directions of cosmic rays will
be most prominent for proton events, provided that these exist above
50EeV.
The result of the previous chapter indicates that the average mass
composition is in between the expectations for proton and iron above
10EeV and becomes heavier with increasing energy. Anisotropies in
the arrival directions of different types of cosmic rays will appear at
different angular scales, depending on their charge. Simulations of the
propagation of cosmic rays through the galactic magnetic field yield
that both the mean deflection angle as well as the fluctuations scale with
the inverse of the rigidity of the particles [82]. This means that heavy
cosmic rays obscure a possible anisotropy in proton events. It is not
expected that an anisotropy in the arrival directions of heavy cosmic
rays can be found since the expected deflection in the galactic magnetic
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field of iron nuclei at 50 EeV is more than 100°.
The Xmax measurement that was presented in Chapter 5 provides
a way to distinguish between light and heavy cosmic rays. However,
the expected intrinsic distributions of Xmax for protons and iron nuclei
overlap. In addition, the limited resolution of the XSDmax measurement
further reduces its separation power, so it is not possible to identify
protons on an event-by-event basis. However, an event with a large
XSDmax is more likely to come from a light cosmic ray. Therefore, a light
cosmic rays enriched data set can be obtained by selecting only events
with a minimum value of XSDmax. The amount of heavy cosmic rays is
reduced in this set and this reduces the noise in an anisotropy search.
6.2 Extension of the XSDmax zenith range
In the previous chapter, the range of zenith angles was limited to 1.11 <
sec q < 1.43 in order to obtain an unbiased measurement of hXSDmaxi.
However, a possible bias in hXSDmaxi is not problematic in an anisotropy
search with a data set of light cosmic rays that are selected based on
their XSDmax value. A small loss in XSDmax precision leads to a slightly
reduced efficiency of the selection. The benefit of increasing the zenith
angle range is that the size of the data set is doubled when the range
is increased to 1 < sec q < 1.67. This greatly benefits the anisotropy
search.
The zenith angle range was limited because the calibration curve
used to obtain XRTmax, eq. (5.3), does not describe more inclined showers.
This is illustrated in Figure 6.1 in which the zenith angle distributions
of hXRCmaxi and hXRTmaxi are shown for showers up to sec q < 1.67. The
figure clearly shows that the average reconstructed XRTmax increases as
a function of zenith angle in the range 1.43 < sec q < 1.67. As the
zenith distribution of XRTmax should be flat, this feature indicates that the
linear relation between the rise time and DXFD does not hold in in this
increased range of zenith angles. In addition, the mean pull of the most
inclined events shows a bias that agrees with the bias as a function of
zenith angle.
CORSIKA simulations of air showers indicate that there is a correl-
ation between the rise time and DX for these showers, albeit that the
98
6.2 Extension of the XSDmax zenith range
θsec 
1.2 1.3 1.4 1.5 1.6
]2
> [
g/c
m
ma
x
<X
740
750
760
770
780
790
800
Figure 6.1: hXRCmaxi (green) and hXRTmaxi (blue) as a function of zenith angle.
Showers with sec q > 1.5 have a biased measurement of XRTmax.
slope of this correlation increases with zenith angle [66]. This is shown
in Figure 6.2, where simulated showers with sec q = 1.67 (the green
markers) show a correlation between the rise time and DX that deviates
from the dashed line. This correlation shows that the rise time of these
events contains information about Xmax, but that the relationship is no
longer linear. The correlation is completely lost for showers with even
larger zenith angles.
In order to make use of these events with zenith angles up to sec q =
1.67, the calibration function in eq. (5.3) has to be adjusted. From the
physics, we expect that the calibration function does not, to first order,
depend on the zenith angle, as is argued in Section 5.3.1. However,
the shape of this new calibration curve is unknown. The hybrid data
provides only 63 events in the additional zenith range, so there is not
enough data available to determine this improved calibration. It is
simpler is to modify the slope of the calibration based on the zenith
angle. The modified calibration curve is described by
DXFD = a+ b (1  b(cos q   0.7)) · 
T1/2   T1/2 + c
 
log10
✓
E
EeV
◆
  log10
✓
E
EeV
◆!!
, (6.1)
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Figure 6.2: Simulation of the rise time at 1000m as a function of Xground  
Xmax = DX for showers at 10 EeV [66]. The colors represent
showers with increasing zenith angles, from left to right: 0, 25,
36, 45, 53, 60 and 66°. The dashed line is a guide for the eye to
identify the region with a linear relation between the rise time and
DX.
XRCmax XRTmax XSDmax
Correlation coefficient with XFDmax 0.37 0.57 0.62
Slope of linear fit with XFDmax 1.16± 0.30 1.59± 0.40 1.46± 0.28
Mean resolution on Xmax 81 g/cm2 42 g/cm2 39 g/cm2
Table 6.1: Quality indicators of the Xmax measurements with SD data between
1.43 < sec q < 1.67. See Section 5.6 for details.
where the factor (1  b(cos q   0.7)) is added to correct the slope b. b is
set to zero for sec q < 1/0.7 = 1.43 so that the original calibration curve
is retained for the more vertical events.
In this chapter, b = 1.05 is used for sec q > 1.43. This results in a
flat zenith angle distribution for XRTmax, which is shown in Figure 6.3.
The quality of the Xmax measurement with the SD observables has been
characterized in Section 5.6 with the correlation coefficient with XFDmax,
the slope of a linear fit with XFDmax and the resolution on Xmax. The values
of these indicators for showers with 1.43 < sec q < 1.67 are shown in
Table 6.1.
Showers with sec q < 1.11 were excluded in the previous chapter
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Figure 6.3: hXRCmaxi (green) and hXRTmaxi (blue) as a function of zenith angle.
XRTmax is calculated with the modified calibration curve eq. (6.1)
using b = 1.05.
because they can have Xmax below the surface which could bias the rise
time measurement. However, as argued before, the effect of a possible
bias in hXmaxi is not problematic in an anisotropy search and these
events further increase the size of the data set by 33%. As there are only
7 events in the hybrid data set with sec q < 1.11, the hybrid data cannot
be used to test the quality of the XSDmax estimation for these events.
The number of events in the extended zenith range is 7005, almost
twice as much as the 3630 events that were used in the previous chapter.
A scatter plot of energy versus XSDmax of all events in the extended zenith
range is shown in Figure 6.4.
6.3 Autocorrelation of the lightest events above 40
EeV
A simple way to test if there is a clustering in the arrival directions of
events is to perform an autocorrelation analysis. The autocorrelation
is the integral distribution of the opening angles between the arrival
directions of each pair of events in the data, i.e. the amount of pairs
that have a difference in arrival direction of angle y or less. In order
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Figure 6.4: A scatter plot of the energy versus XSDmax for all events for which an
Xmax measurement can be made with the SD. The red lines show
the mean Xmax in simulations of proton showers, the blue lines
show the mean Xmax in simulations of iron showers. Different line
styles depict different models, as indicated in the legend.
to identify an excess of pairs at a certain angular scale relative to the
expected amount of pairs in the isotropic case, the autocorrelation is
compared to Monte Carlo simulations using isotropically distributed
arrival directions. The fraction f (y) of simulated autocorrelations that
have an equal number of, or more pairs within y than the data can be
regarded as the local P-value that characterizes the significance of an
excess of pairs.
The autocorrelation of all events above 40EeV has been analysed in
[19]. In this paper, a scan was made over the angular scale y between
1° and 30°, and a threshold energy ranging from 40EeV to 80EeV. No
significant deviation from isotropy was found.
The autocorrelation of the lightest events in the data can be investig-
ated using the XSDmax measurement that was presented in the previous
chapter in the extended zenith range 1 < sec q < 1.67. However, it is not
obvious how to define these lightest events for three reasons. The first
reason is that the optimal cut value Xcutmax above which light events are
defined depends on the mass composition. If the fraction of protons is
small, Xcutmax should be high in order to obtain a sufficiently pure sample.
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Secondly, the signal is unknown, so it is a priori unknown what the
optimal efficiency versus purity of the sample should be. Thirdly, the
systematic uncertainty on the measurement of XSDmax and the uncertainty
in the predictions of the mean Xmax for protons mean that the inter-
pretation of XSDmax in terms of an absolute value of the primary mass is
uncertain.
For these reasons, light events are defined according to their value of
XSDmax, which is converted to its expected value at 10 EeV. This conver-
sion is defined as
X⇤max = Xmax   58 g/cm2 · log10
✓
E
10 EeV
◆
, (6.2)
where 58 g/cm2/decade is used for the elongation rate of pure primar-
ies. The models shown in Figure 6.4 predict this to be in the range of
54 to 64 g/cm2/decade, with the elongation rate of protons at the low
boundary and iron at the high boundary.
Events are sorted based on X⇤max and the fraction a of events with
the highest values of X⇤max are defined as the light events. Values of
a between 0 and 0.5 are used in steps of 0.025. As the average mass
composition becomes heavier with energy, it is possible that there are
no light events at the highest energy. Therefore both upper and lower
limits of the energy are used in this analysis. These limits are obtained
by sorting the events based on their energy, and changing the threshold
energy Emin and upper limit of the energy Emax independently in steps
of 10 events, starting at Emin = 40 EeV. In each energy range, the lightest
events are defined according to a. It is therefore possible that at a fixed
value of a, an event is classified as a light event in one energy range,
while it is not in another energy range. The datasets evaluated in this
autocorrelation analysis are required to contain at least 20 events.
In order to simulate the autocorrelation, arrival directions are gen-
erated according to the exposure of the Observatory at zenith angles
up to sec q = 1.67. This is done by exploiting the flat distributions of
the azimuth angle and the sidereal time of the data set. Monte Carlo
events are generated using the zenith angles of recorded events above
10EeV, and assigning random azimuth angles to these events. In addi-
tion, the arrival time of each event is randomized within one sidereal
day. Then, galactic coordinates are calculated according to the zenith
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angle, randomized azimuth and randomized arrival time. A pool of 107
of these arrival directions is generated, and from this pool, a number of
events is randomly drawn equal to the size of the data set defined by
Emin, Emax and a. Afterwards, the autocorrelation of the Monte Carlo
events is calculated and the number of pairs at an opening angle y is
compared to the number of pairs in the data. This process is repeated
N times in order to calculate the fraction f (y, a) of Monte Carlo sets
that have an equal amount of, or more pairs of arrival directions within
y for the fraction a lightest events. Initially, 200 Monte Carlo sets are
created. However, if N f (y, a) is smaller than 20 for any value of y, N
is doubled. This doubling continues until N f (y, a) is at least 20. This
procedure guarantees a sufficiently precise local P-value.
The minimum of f (y, a) is determined for each range in energy and
is shown in Figure 6.5. There are two local minima with a value of
f (y, a) = 4⇥ 10 3. These are located at ID’s (20,202) and (110,172). In
this notation, the first parameter represents the lowest energy event and
the second parameter describes the highest energy event in the data set.
The first event above 40 EeV has been given ID 0 and the highest energy
event has ID 252.
For both minima, f (y, a) is shown in Figure 6.6. The minimum at
(20,202) is located at y = 18° and a = 0.125, which corresponds to 23
events in the energy range between 40.7 and 62.6 EeV. The minimum
at (110,172) is located at y = 12° and a = 0.325 and corresponds to
21 events in the energy range between 46.0 and 54.6 EeV. These two
data sets have six events in common. Many tests were performed due
to the scans in y, a, Emin and Emax. This is taken into account in the
post-trail P-value which is calculated by repeating the full test with
Monte Carlo generated data sets. The post-trail P-value corresponding
to f (y, a) = 4⇥ 10 3 is 0.8, which signifies that this is not a significant
result.
6.4 Autocorrelation of light events above 10 EeV
The autocorrelation test in the previous section yielded no significant
anisotropy for the lightest events above 40EeV. The XSDmax distribution
in Figure 6.4 shows that there are only a few events for which XSDmax is
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Figure 6.5: IDs are assigned all events based on their energy, where the lowest-
energy event in the full data set has ID=0 and the highest energy
event has ID=252. Each location in the graph marks an energy
range for which the autocorrelation is calculated. The colour scale
shows the minimum of the fraction f (y, a) in that range. A small
f (y, a) indicates a stronger clustering of events in the data.
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Figure 6.6: The fraction f (y, a) of Monte Carlo generated data sets that have
an equal amount of, or more pairs of arrival directions than light
events in the data that correlate within angle y. Left: Events with
an energy between 40.7 and 62.6 EeV. Right: Events with an energy
between 46.0 and 54.6 EeV. More details on data selection can be
found in the text.
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higher than the mean Xmax of protons in the simulations. This indicates,
assuming that the simulations and the XSDmax scale in the data are correct,
that there are at most a few light events above 40EeV.
In contrast to this, there are many events for which XSDmax is larger
than the mean Xmax in proton simulations when the threshold energy
is lowered to 10 EeV. The data just above this lower energy threshold
may therefore contain a significant number of proton events. In order
to test if there is an anisotropy in the arrival directions of these events,
another autocorrelation test is performed.
In the previous autocorrelation analysis, many partially independent
test were performed. Therefore, the post-trial significance of an aniso-
tropy is much smaller than indicated by the local P-value. This penalty
to the P-value can be lessened by reducing the number of free paramet-
ers in the search. This is achieved by defining the light data set along
the predictions of the simulations. In this way, the free parameters a
and Emax in the previous test are eliminated, leaving a scan over the
minimal angle y and Emin. Such an autocorrelation test on the light data
set is performed twice: once for the light data set defined as showers for
which XSDmax is above the mean proton Xmax predicted by QGSJetII-04,
and once using the predictions of EPOS-LHC, which are about 20 g/cm2
higher than QGSJetII-04. All light events above Emin are used, and Emin
is changed in steps of D log E = 0.05, starting at 10 EeV. The range of
values of y is extended to 60°.
Out of the 7005 events for which XSDmax has been measured, 1830
events are located above the QGSJetII-04 proton line in Figure 6.4. The
autocorrelation of these events is determined in the same way as it
was done in the previous section. The P-values of the autocorrelation
as a function of y and Emin are shown in Figure 6.7 on the left. The
minimum P-value in the figure is 1.5⇥ 10 3 and is obtained for events
with a minimal energy of 14.1 EeV that correlate with each other within
26°. Above this energy there are 749 events. The post-trail P-value for
this test is 0.09.
In the case of EPOS-LHC, 1133 events lie above the proton line. The
P-values that result from this autocorrelation analysis are shown in Fig-
ure 6.7 on the right. The minimum P-value is 4.5⇥ 10 4 and is obtained
for events above 12.6 EeV that correlate with 29°. This data set consists
out of 627 events. The post-trail P-value for this test is 0.03.
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Figure 6.7: Local P-value of the autocorrelation of light events within angle y.
The minimal energy of the events is shown on the vertical axis. Left:
The autocorrelation of light events selected based on QGSJetII-04.
Right: The autocorrelation of light events selected based on EPOS-
LHC.
In both tests, the minimum P-value is found at approximately the
same values of y and Emin. However, the result is more significant when
the more restrictive EPOS-LHC definition of light events is used. The
P-value does not decrease further when the XSDmax threshold for the light
data set is raised by 20 g/cm2 above the EPOS-LHC proton line.
The correlation in the arrival directions is visualized by counting
the number of events within a 29° circle of a direction in the sky then
dividing this by its expectation in isotropy. The isotropic expectation is
obtained as the amount of isotropically distributed events within the
same circle. These isotropic events are generated using the same proced-
ure as was used before to obtain the P-value. The relative event density
that is thus obtained is shown for the light events in the EPOS-LHC
definition with an energy above 12.6 EeV in Figure 6.8. For comparison,
the same figures are also shown for events that are located below the
EPOS-LHC iron line in Figure 6.4 and for all events.
Three spots with an over-density in the arrival directions of light
events are visible in Figure 6.8. At all three spots, there are about
30% more events than expected in isotropy. The spots around (L, B) =
( 70°, 20°) and (L, B) = ( 20°, 5°) are close to the super-galactic plane.
The spot at (L, B) = ( 70°, 20°) is also within 20° of the location of
Centaurus A. The third spot, at (L, B) = ( 110°, 45°), overlaps with
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the direction of the maximum of the dipole anisotropy in the arrival
direction of events above 8 EeV. This was reported in [21] and is shown
again in Figure 6.9. The local P-values at each direction in the sky of
measuring the number of events within 29° in data given isotropy is
shown in the right column of Figure 6.8. The smallest P-values in the
three spots are 0.014, 0.013 and 0.005 respectively.
Remarkable is that the arrival directions of the heavy events also show
a sign of anisotropy that could be connected to this dipole. The relative
density of events is show in equatorial coordinates in Figure 6.10 to
allow for a direct comparison with the large scale dipole analysis. There
is a deficit in the arrival directions of the heavy events around a right
ascension of  90°, which is close to the location of the minimum of
the dipole. The direction of the minimum itself is unfortunately not
exposed to the observatory in the accepted zenith range.
6.5 Mass composition of events correlating with
AGNs
Two tests for anisotropy are reported in [19] that have a post-trail probab-
ility of 1.3% and 1.4% to arise from an isotropic scenario. The probability
of 1.3% is obtained for a correlation within 18° between events with
an energy above 58EeV and bright, nearby AGNs. These objects are
listed in the Swift-BAT 70 months X-ray catalogue [83] as AGN-like
objects within 130Mpc of Earth and with a minimal source luminosity
of 1044 erg/s. The probability of 1.4% is obtained for the correlation
between events above 58EeV and the location of Centaurus A within
15°.
The data set that is used to obtain these results consists out of Auger
data recorded between January 2004 and April 2014 with zenith angles
up to 80°. This fully contains the data set for which XSDmax has been
obtained. The reproduction of the analysis in [19] with the lightest
events is therefore not attempted, since it will be very hard to quantify
the significance of a possible anisotropy in the lightest events, given the
knowledge of the reported significance in [19]. Instead, an independent
test is performed: the comparison between the mean XSDmax of all events
and the mean XSDmax of the events that contribute to the correlations with
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Figure 6.8: Left column: The relative event density which is calculated as
the fraction of events in data relative to the isotropic expectation,
smoothed in angular windows of 29° and shown in galactic co-
ordinates. The colors show the relative event density and ranges
from 0.5 to 1.65. The blue regions are outside of the field of view
and the color axis is drawn in logarithmic scale. All events have
an energy above 12.6 EeV. Right column: The local P-value of the
excess of events. Top row: Light events above the EPOS-LHC pro-
ton line.Middle row:Heavy events below the EPOS-LHC iron line.
Bottom row: All events.
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Figure 6.9: The dipole in the arrival directions of events with an energy above
8EeV [21]. Shown in equatorial coordinates is the cosmic ray flux
in units of km 2yr 1sr 1, smoothed in angular windows of 45°.
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Figure 6.10: Same as the left side ofFigure 6.8 but shown in equatorial coordin-
ates. Left: Light events above the EPOS-LHC proton line. Right:
Heavy events below the EPOS-LHC iron line. The colors show the
fraction and ranges from 0.5 to 1.65. The color axis is drawn in
logarithmic scale.
110
6.6 Conclusions
]2Xsd [g/cm
650 700 750 800 850 9000
2
4
6
8
10
12
14
]2Xsd [g/cm
650 700 750 800 850 9000
2
4
6
8
10
12
14
Figure 6.11:Histogram of XSDmax of events above 58EeV. The black histogram
contains all events, the red histogram contains events that correl-
ate with potential sources of cosmic rays. Left: Bright AGNs in
the Swift-BAT catalogue. Right: Centaurus A.
the bright AGNs and Centaurus A.
There are 61 events with an energy above 58EeV for which XSDmax
has been measured. 22 of these events correlate within 18° with the 10
AGNs in the Swift-BAT catalogue that are located within 80Mpc and
a have a minimal source luminosity of 1044 erg/s. Between these 22
events and 10 AGNs, there are 25 pairs that correlate within 18°. This is
in agreement with the 62 pairs from 155 events in the analysis in [19].
The distribution of XSDmax values of the correlating events is shown in
Figure 6.11 on the left. The mean XSDmax in all events above 58EeV is
(779± 4) g/cm2 and the mean XSDmax of the events that correlate with the
AGNs is (778± 6) g/cm2. These numbers are in agreement, so there is
no dissimilarity between the events that correlate and those that do not.
In the case of Centaurus A, there are 8 events that correlate to its loca-
tion within 15°. The XSDmax distribution of these events is shown in Fig-
ure 6.11 on the right. Themean XSDmax of these events is (779± 10) g/cm2,
so this is also in agreement with the mean XSDmax of all events.
6.6 Conclusions
This chapter contains one of the first mass dependent studies into the
origin of ultra-high-energy cosmic rays. The studies are therefore of an
exploratory nature.
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The non-observation of an anisotropy in the autocorrelation test of the
lightest events above 40EeV can mean two things: (a) There are many
sources of cosmic rays and they are isotropically distributed in the local
universe. In this scenario, there could be protons among the cosmic
rays at the highest energies, but the number of cosmic rays that have
been recorded per source is so small that there is no correlation between
the events. The alternative scenario (b) is that there is no anisotropy
because there are not enough protons in the data set. This scenario is
supported by the fact that there are hardly any events located above the
proton Xmax predictions by the simulations. Here, one should take into
account that the expected Xmax distribution of protons is asymmetric
with a tail towards large Xmax values. This tail is not observed above
E = 101.7 EeV in Figure 6.4.
The XSDmax distribution of events that correlate with AGNs is consistent
with the XSDmax distribution of events that do not correlate with these
objects. This indicates that the cosmic rays that come from the direction
of these objects have the same mass composition as the cosmic rays that
do not correlate. This is additional evidence that there is not a significant
contribution of protons above 58EeV.
In the absence of protons above 58EeV, anisotropies in the arrival
directions of cosmic rays should be searched for at lower energies. At
these lower energies, point sources of cosmic rays may only reveal
themselves as extended objects because these cosmic rays are scattered
more in the random component of the galactic magnetic field.
Above 12.6 EeV, a hint for anisotropy has been found in the autocor-
relation of light events with a post-trail P-value of 0.03. The angular
scale of this is 29°, which is of comparable size as the expected deflection
of protons in the galactic magnetic field at this energy. The directions in
which there is an excess of light events connects to two signals of an-
isotropy that have been measured by Auger before: an excess of events
above 58 EeV in the direction of Centaurus A, and a dipole in the arrival
directions of events above 8EeV.
Deflections of cosmic rays in the JF12 model of the galactic magnetic
field are studied in [82]. Using this model, cosmic rays from Centaurus
A are deflected towards lower latitudes and longitudes. This is in agree-
ment with the location of the excess of light events that is located closest
to Centaurus A. In addition, the typical spread in the arrival directions
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of protons at 10 EeV is in agreement with the size of the excess.
Combined, the results from the light and heavy arrival directions
suggest that the strong amplitude of the dipole may be a coincidence,
since the contributions of the light and heavy particles seem to add
constructively into a dipole. There is an excess of light cosmic rays in
the direction of the maximum of the dipole, while there is an deficit of
heavy cosmic rays in the direction of the minimum of the dipole.
Unfortunately, a discovery of anisotropy cannot be claimed based
on these results as the smallest post-trail P-value is 0.03. In addition,
many different tests have been performed on the Auger data by the
collaboration. Most of the tests that do not yield a positive result are
probably not documented. It is therefore impossible to take this into
account in a statistical penalty. A discovery of anisotropy can therefore
only be made in future data by making prescriptions using the current
data.
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7 Conclusions and outlook
In this thesis, a new method is presented to measure Xmax using the
Surface Detector of the Pierre Auger Observatory. This method is purely
data driven and depends on the calibration of two SD observables with
XFDmax as measured with the Fluorescence Detector.
7.1 On the reconstruction of XSDmax
The two observables from the SD used in this analysis are the rise time at
1000m from the shower axis and the radius of curvature of the shower
front at the Earth’s surface.
The rise time has been studied before, but by using a larger data set,
the description of the rise time as a function of shower axis distance has
been improved close to the shower core. For the usage of the rise time,
a stringent cut on the zenith angle is imposed in Chapter 5, because
the calibration equation does not describe the rise time of the most
inclined showers. In Chapter 6, an ad hoc correction is introduced in
the calibration equation that makes it possible to relax the zenith angle
cut, at the cost of a potential systematic effect. This is accepted, because
a bias in the XSDmax measurement is not so severe for the application in
this chapter. If a calibration curve is found that describes the rise time
in the full zenith angle range, the size of the data set used in Chapter 5
for the measurement of the average XSDmax could potentially be doubled,
which could reduce its uncertainty by 40%.
The reconstruction of the radius of curvature has been refined in two
ways. On the one hand by an improvement of the start time variance
model and on the other hand by using a bias-free start time. Further
refinements could be made on this topic, as it is shown in this work
that even the improved time variance model cannot fully describe the
data. The time variance is calculated on a single station basis using
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only parameters obtained from that station. The uncertainties on these
parameters can be large, especially when a station has been hit by a
small number of particles. These uncertainties then propagate into the
uncertainty on the time variance. Since the bias in the start time is re-
moved by using the measurement of the variance, the uncertainty on
the time variance also propagates into the measurement of the radius of
curvature. A more accurate time variance model that takes information
of the whole shower into account will therefore result in a twofold im-
provement of the reconstruction of the radius of curvature. The variance
of a bias-free start time will be estimated more accurately and it will be
reduced in size. This, in turn, will improve the resolution of XRCmax.
The main contribution to the systematic uncertainty of XSDmax comes
from the uncertainty on the calibration parameters. This calibration
uncertainty depends on the number of events that are used in the
calibration procedure, so the systematic uncertainty on XSDmax scales to
first order with the square root of the size of the hybrid data set. In this
work, data has been used that is recorded up to June 2013.When a longer
period is used, both the statistical and the systematic uncertainty are
expected to scale with the same factor. The second largest contribution to
the systematic uncertainty is the systematic uncertainty on XFDmax which
is independent of the size of the data set and is therefore a lower limit
on the systematic uncertainty of hXSDmaxi using this calibration method.
7.2 On the existence of protons at the highest
energies
The measurement of hXSDmaxi as a function of energy yields a mass com-
position that is becoming heavier with increasing energy. A constant
mass composition is excluded at the 1.8s to 2.3s level, depending on
the model. At the highest energies, the combination of the uncertainty
of the XSDmax measurement and the differences between the models leads
to a big uncertainty on the expected mean primary mass. At the up-
per boundary of the uncertainty, the mean primary mass is estimated
halfway between proton and iron when it is interpreted using the
QGSJETII-04 model. At the lower boundary of the uncertainty, the
EPOS-LHC model predicts pure iron. Therefore, this measurement does
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not confirm or exclude the presence of protons above 58EeV.
More information on the mass composition could be obtained with a
measurement of the second moment of the Xmax distribution, s(Xmax).
This measurement is not attempted here, since the uncertainty of the
XSDmax measurement cannot be verified reliably beyond the energy reach
of the FD.
Although a measurement of s(Xmax) is not made, the RMS of the
Xmax distribution of the events above 58EeV provides an additional
indication that there is no significant contribution of protons above this
energy. The expectation of s(Xmax) that is obtained from air shower
simulations, is around 55 g/cm2 for a pure proton sample and around
20 g/cm2 for a pure iron sample. Note that in a mixed mass composi-
tion, s(Xmax) can be even larger than 55 g/cm2 because the mean Xmax
depends on the nature of the primary particle. The RMS of the XSDmax
distribution of the data is 30 g/cm2 for events above 58EeV, and this
number includes the detector resolution. Hence, the spread of the XSDmax
values is so small that it seems to be unlikely that there is a significant
contribution of protons at this energy.
A third piece of evidence that points against the existence of a sig-
nificant fraction of protons follows from the searches for anisotropy
in Chapter 6. The arrival direction of events with the largest values
of XSDmax at the highest energies do not show a significant correlation,
which would be expected when multiple protons from a single source
are recorded. In addition, the XSDmax distribution of the highest-energy
events that correlate to the location of AGNs is identical to the XSDmax
distribution of all high-energy events. The events that correlate with
AGNs therefore have a similar mass composition as the events that do
not correlate. Under the assumption that these AGNs are the source
of these cosmic rays, and given that the average mass composition is
heavy, this argues against the existence of a significant proton flux.
The non observation of protons above 58EeV supports the scenario
in which the origin of the flux suppression lies in the end of the accel-
eration spectrum of cosmic ray sources instead of the GZK-effect. In
this scenario, that is presented in [10], the cosmic ray acceleration is
rigidity dependent and the maximum acceleration energy for protons
is 4 to 10 EeV. This implies that the highest-energy cosmic rays must be
heavy particles. The absence of protons at the highest energy means
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that it will be hard to study single sources of cosmic rays through the
particles that they accelerate, because these particles will be deflected
too much to associate them to a single source. If the flux suppression
is not caused by the GZK-effect, the flux of cosmogenic neutrinos that
are produced in the interaction of cosmic rays with the cosmic mi-
crowave background will be an order of magnitude lower than in the
GZK-scenario. Hence, measuring the neutrino flux at ultra-high energy
provides a tool to verify the sketched scenario.
7.3 On the anisotropy of cosmic rays at 12 EeV
At lower energies, above 12.6 EeV, a hint of an anisotropy has been
found in the arrival directions of events that are classified as light based
upon the XSDmax measurement of the event. These events correlate within
29° of each other, which is at the same angular scale as the expected
deflection of protons in the galactic magnetic field at this energy. There
is an over-density of these events in three directions in the sky. Out
of these three, one is close to Centaurus A and one coincides with the
location of the maximum of the dipole that has been measured in the
arrival directions of events with an energy above 8EeV.
Many anisotropy tests have been performed using Auger data, so
it is impossible to assign a confidence level to an observed anisotropy
that takes the number of unreported trails into account. Further work
should therefore optimize the significance of this observation and aim
for a prescription for future data. The data set that has been used for
this work has been recorded up to June 2013, so an additional three
years of data are available at the time of the publication of this work.
These three years correspond to 50% of the integrated exposure of the
data that was used here. Important is that first the search criteria are
defined on the existing data and then tested in the new data to avoid
the look-elsewhere effect.
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7.4 What to expect from the upgrade of the Pierre
Auger Observatory
The Pierre Auger Collaboration plans to upgrade the observatory [45].
This project has been named AugerPrime.
The collaboration proposes to mount scintillators on top of each SD
station. The ratio of the responses of these scintillators to EM particles
and muons is different from the ratio of the responses in the water-
cherenkov detector. This will be exploited in order to disentangle the
contribution of the of EM particles and muons in the total signal. This
enables a measurement of the number of muons in a shower, an observ-
able that is sensitive to the primary mass.
Next to the addition of the scintillator detector, the SD stations will
also be upgraded with new electronics that provide an improved time
resolution and an additional PMT. This extra PMT is smaller than the
existing PMTs and will therefore receive less light. The measurements
made with this PMT can therefore be used when the signal of the others
is saturated. This will improve the resolution on the impact location of
the shower core on the ground for the highest-energy events because
stations close to the core do not have to be discarded any more because
of saturation.
AugerPrime will enhance the current capabilities of the SD and
thereby improve the XSDmax measurement that is presented in this thesis.
In addition, it will add a new type of mass measurement based upon the
number of muons, which is independent of Xmax. When these two ob-
servables are both utilized, mass composition analyses can be strongly
improved, especially the mass measurement on an event-by-event level.
This gives the Pierre Auger Observatory unprecedented capabilities to
measure both the mean mass composition as well as the mass of single
of ultra-high-energy cosmic rays. With the upgrade, a proton fraction of
10% in the flux of cosmic rays with an energy above 50EeV should be
detectable. The upgraded Auger observatory will therefore be able to
quantify the conclusions that are drawn in this thesis.
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Populair wetenschappelijke
samenvatting
Dit proefschrift bevat mijn resultaten van vier jaar onderzoek naar de
aard en bronnen van kosmische stralen bij ultra-hoge energie. Het is een
wetenschappelijk relaas dat is geschreven voor vakgenoten. Daardoor
is het wellicht moeilijk te volgen voor mensen die geen expert zijn in de
astrodeeltjesfysica. In deze populair wetenschappelijke samenvatting
probeer ik daarom het onderwerp en de resultaten uit te leggen zonder
dat ik veel voorkennis verwacht. De scientific summary in het volgende
hoofdstuk geeft voor experts in het kort een meer wetenschappelijk
overzicht van de inhoud van dit werk.
Wat zijn kosmische stralen?
De aarde wordt continu gebombardeerd door kosmische straling. Dit
zijn subatomaire deeltjes zoals protonen, fotonen en atoomkernen die
met duizelingwekkende snelheden door het universum reizen.
Al in de jaren ’60 is ontdekt dat kosmische stralen de meest ener-
getische deeltjes in het universum zijn. De allersnelste noemen we
kosmische stralen met ultra-hoge energie. Het zijn atoomkernen met
een energie die kan oplopen tot die van een tennisbal die geslagen
wordt met 100 km/u. Al deze energie is echter geconcentreerd in e´e´n
enkele atoomkern. Alleen de meest geweldadige omgevingen in het
universum kunnen in staat zijn om deeltjes zo ver te versnellen. Kos-
mische stralen met een lagere energie worden bijvoorbeeld versneld
rondom supernova’s. Bij ultra-hoge energie moeten ze dus versneld
worden door astronomische objecten die nog extremer zijn.
Kosmische stralen met ultra-hoge energie zijn dus een mysterie. Meer
dan vijftig jaar na hun ontdekking, weten we nog steeds niet hoe deeltjes
zo’n hoge energie kunnen krijgen en waar in het universum dit gebeurt.
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Figuur 1: Een illustratie van een deeltjeslawine die op de deeltjesdetector neer
komt.
Dit komt onder andere doordat ze erg zeldzaam zijn. Er valt er slechts
e´e´n op een vierkante kilometer aardoppervlak per eeuw.
Een lawine van deeltjes
Als kosmische stralen dicht bij de aarde komen, botsen ze met een
molecuul uit onze atmosfeer. Bij deze botsing komt zoveel energie
vrij dat er nieuwe subatomaire deeltjes worden gemaakt die verder
zullen reizen richting de grond. Ook deze nieuwe deeltjes zullen weer
botsen in de atmosfeer en zich vermenigvuldigen. Dit levert dus een
lawine van deeltjes op die richting de aarde dendert, we noemen dit
fenomeen dan ook een deeltjeslawine. Figuur 1 illustreert dit. Wanneer
deeltjeslawines de grond bereiken, bestaan ze uit miljarden deeltjes
die over vierkante kilometers verspreid zijn. Kosmische stralen zijn
veel te klein en zeldzaam om direct te meten, maar we kunnen ze wel
waarnemen door middel van de deeltjeslawines.
Om het mysterie van kosmische stralen op te lossen moeten we op het
allerkleinste niveau deeltjeslawines begrijpen, zodat we uiteindelijk de
meest gewelddadige fenomenen in het universum kunnen bestuderen.
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Figuur 2: Een foto van een deel van de fluorescentiedetector (linksboven) en
een deeltjesdetectorstation (rechtsonder).
Hoe kunnen we kosmische stralen meten?
Het grootste observatorium voor kosmische stralen is het Pierre Au-
ger Observatorium in Argentinie¨. Om genoeg kosmische stralen te
verzamelen, is het observatorium enorm. Het bestrijkt 3000 km2, dit is
ongeveer even groot als de provincie Zuid-Holland. Er worden twee
typen detectoren gebruikt om deeltjeslawines te meten. Dit zijn de fluo-
rescentiedetector en de deeltjesdetector, een foto is te zien in Figuur 2.
De fluorescentiedetector bestaat uit 27 telescopen gericht staan op de
lucht boven het observatorium. Als een deeltjeslawine door de lucht
beweegt, wordt er een beetje licht gemaakt door de interactie van lawin-
edeeltjes en luchtmoleculen. Dit fluorescentielicht kan worden gemeten
met de telescopen. Dit levert veel informatie over de lawine op: waar
hij vandaan kwam, hoe groot hij was en hoe diep in de atmosfeer hij
volledig tot ontwikkeling kwam. Dit zijn drie belangrijke gegevens om
te meten, omdat ze informatie geven over de kosmische straal die de
deeltjeslawine heeft gestart. De aankomstrichting van de lawine is het-
zelfde als aankomstrichting van de kosmische straal. Uit de grootte van
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de lawine kunnen we de energie van de kosmische straal bepalen. Uit
de details van de ontwikkeling van de lawine kunnen we bepalen wat
voor type kosmische straal het was.
Met het type kosmische straal bedoelen we welk soort atoomkern de
kosmische straal is. Lichte atoomkernen zoals waterstof bevatten slechts
e´e´n kerndeeltje terwijl zware atoomkernen zoals ijzer 56 kerndeeltjes
bevatten. De relatie tussen de atoomkern en de ontwikkeling van de
lawine hangt als volgt samen: De energie van een kosmische straal is
veel groter dan de energie die de atoomkern bij elkaar houdt. Hierdoor
kunnen we de botsing van een kosmische straal in de atmosfeer zien
alsof alle onderdelen van de atoomkern apart botsen en allemaal apart
een deeltjeslawine veroorzaken. Deze ontwikkelen zich allemaal op
dezelfde locatie, waardoor de totale lawine de som is van meerdere
kleine lawines met een lagere energie. Deze lawines met een lage ener-
gie dringen minder ver door in de atmosfeer, maar bevatten samen
wel ongeveer evenveel deeltjes als de lawine van een lichte straal. De
doordringdiepte van de lawine zegt dus iets over het aantal kerndeeltjes
en dus de massa van de kosmische straal.
Met de fluorescentiedetector kunnen we dus alles over de kosmische
straal te weten komen: richting, energie en massa. Helaas is het licht
dat de telescopen meten erg zwak. Als ’s nachts de maan schijnt, is er
al te veel achtergrondlicht om lawines te kunnen meten. De fluorescen-
tietelescopen werken daarom alleen tijdens donkere nachten zonder al
te veel bewolking. Hierdoor kunnen ze maar ongeveer 10% van de tijd
meten, en registreren ze dus maar 10% van de lawines die boven het
observatorium plaatsvinden.
De deeltjesdetector
We kunnen veel meer deeltjeslawines zien met de deeltjesdetector van
het Pierre Auger Observatorium. De deeltjesdetector bestaat uit onge-
veer 1600 stations die met een onderlinge afstand van 1500m verspreid
staan over het oppervlak van het Observatorium. Deeltjes uit de deeltjes-
lawine die de grond bereiken kunnen met de deeltjesdetector worden
gemeten.
Een station van de deeltjesdetector bestaat voornamelijk uit een licht-
dicht afgesloten bak water. Als er een deeltje uit een lawine door het
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water gaat, produceert het een klein lichtflitsje, zogenaamd ‘Cherenkov-
licht’. Aangezien het water lichtdicht is afgesloten, zijn de enige licht-
bronnen in de bak de lawinedeeltjes. Door nauwkeurig de hoeveelheid
licht in de bak te meten, kunnen we dus bepalen hoeveel deeltjes er
doorheen zijn gegaan. Een grote lawine kan meer dan tien detectorstati-
ons raken. Door de metingen van deze stations te combineren, kunnen
we berekenen hoe groot de lawine was en uit welke richting hij kwam.
De deeltjesdetector kan continu meten en hij registreert dus tien keer
zoveel lawines als de fluorescentiedetector. Het nadeel is dat de door-
dringdiepte van de lawine niet direct wordt gemeten. We wisten dus
niets over de massa van de kosmische stralen die zijn gemeten met de
deeltjesdetectoren.
Een meting van de massa met de deeltjesdetector
Het werk in dit proefschrift heeft daar verandering in gebracht. De
deeltjesdetectormetingen van lawines van verschillende types kosmi-
sche stralen lijken erg op elkaar, maar toch zijn er kleine verschillen. Er
zijn twee observabelen waarmee we toch onderscheid kunnen maken
tussen verschillende typen kosmische stralen.
De eerste observabele is de kromtestraal van het front van de lawine.
Nadat een lawine is gestart, breidt deze zich uit met de lichtsnelheid.
Dit kun je vergelijken met het expanderen van een golf van een steen
die in het water wordt gegooid. De kromtestraal is de straal van deze
cirkel als de lawine de grond heeft bereikt. De kromtestraal zegt dus
iets over de afstand tussen de grond en de lawine, en is dus groter als
de lawine zich hoog in de atmosfeer heeft ontwikkeld.
De tweede observabele is de stijgtijd van het signaal in de detectorsta-
tions. Dit is een maat voor de duur van de lawine. Een lawine is ‘oud’
als deze door veel atmosfeer heeft geploegd voordat hij op de grond
komt. Het gevolg hiervan is dat lawinedeeltjes met een lage energie zijn
weggefilterd door de atmosfeer. Deze laag-energetische deeltjes zouden
relatief laat op de grond zijn terechtgekomen. Als ze er niet meer zijn, is
de duur van de lawine op de grond dus korter geworden.
Deze twee observabelen hebben we tot in detail onderzocht en ge-
optimaliseerd. We kunnen ze echter niet zonder referentiekader inter-
preteren. Gelukkig wordt een gedeelte van de lawines zowel met de
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deeltjesdetector als met de fluorescentiedetector gemeten. Van deze
lawines kennen we dus de kromtestraal en de stijgtijd vanuit de deel-
tjesdetector en de penetratiediepte van de lawine vanuit de meting met
de telescopen. Dat laatste kwantificeren we met de grootheid Xmax. Met
de lawines in deze dataset starten we een kalibratieprocedure. Hierin
worden de kromtestraal en de stijgtijd vergeleken met Xmax. Het re-
sultaat is dat Xmax kan worden bepaald op basis van de stijgtijd en
de kromtestraal. Hiermee kunnen we met terugwerkende kracht Xmax
berekenen voor alle lawines die ooit zijn gemeten met de deeltjesde-
tector. Hierdoor kennen we Xmax dus van tien keer zoveel lawines als
voorheen.
Hierbij moet worden aangetekend dat Xmax je niet direct vertelt wat
voor type kosmisch straal het was. Elk type kosmische straal kan na-
melijk lawines produceren met verschillende Xmax waardes. Wel weten
we dat de gemiddelde Xmax-waarden anders zijn voor de verschillende
types kosmische straling. De gemeten gemiddelde Xmax-waarde vertelt
je dus wat de gemiddelde massa van de gemeten kosmische stralen is.
Deze meting is weergegeven in Figuur 3 en is het belangrijkste resultaat
in dit proefschrift.
Conclusies over de aard van kosmische staling
De meting van de gemiddelde Xmax is weergegeven in Figuur 3 als func-
tie van de energie. De meting is te interpreteren door hem te vergelijken
met de voorspelling van Xmax voor verschillende deeltjestypes. Deze
staan aangegeven met de schuine lijnen. We zien dat de deeltjesdetec-
tor meting van Xmax gemaakt is tot een veel hogere energie dan de
bestaande meting met de fluorescentiedetector. Verder zien we dat de
gemiddelde massa toeneemt naarmate de energie groter wordt.
We zien bijna geen kosmische stralen met een energie ver boven
1020 eV. Er zijn twee scenario’s die hier een verklaring voor geven. In het
eerste scenario versnellen de bronnen van kosmische stralen deeltjes wel
tot hogere energie, maar is het universum niet transparant voor stralen
met zo’n hoge energie. Ze verdwijnen dus voordat ze de aarde bereiken.
In dit model zijn kosmische stralen bij de hoogste energie vooral lichte
deeltjes. Het alternatief is dat de bronnen van kosmische straling deeltjes
simpelweg niet verder versnellen dan 1020 eV. Zware deeltjes worden
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Figuur 3: De gemiddelde Xmax als functie van de energie. Rode punten geven
de deeltjesdetectormeting, zwarte punten die van de fluorescentiede-
tector. De schuine lijnen geven simulaties aan waarmee de metingen
kunnen worden geı¨nterpreteerd. Rood staat voor lichte kosmische
stralen (waterstof) en blauw voor zware (ijzer).
verder versneld dan lichte, dus in dit geval zijn kosmische stralen bij de
hoogste energie zwaar.
Het resultaat van dit proefschrift is dat de gemiddelde massa als
functie van energie steeds groter wordt. Het lijkt er dus op dat het
tweede scenario klopt. Er zijn echter nog niet genoeg meetgegevens om
dit onomstotelijk vast te stellen, maar met behulp van meer data moet
dit in de toekomst wel mogelijk zijn.
Conclusies over de bronnen van kosmische stralen
In het laatste deel van dit proefschrift presenteer ik een onderzoek
naar de bronnen van kosmische stralen. Hier is al veel onderzoek naar
gedaan, maar tot op heden was het niet mogelijk om hierbij een onder-
scheid te maken tussen lichte en zware kosmische stralen.
Dit onderscheid is belangrijk, omdat lichte kosmische stralen ook een
lagere lading hebben. Afhankelijk van de lading worden kosmische
stralen afgebogen door magneetvelden terwijl ze naar ons toe reizen.
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We verwachten dat lichte kosmische stralen ongeveer uit de richting
van hun bron komen, terwijl zware kosmische stralen te veel verstrooid
worden om ze te kunnen herleiden tot hun bron. Als we dus alleen naar
de lichte kosmische stralen kijken, moet het makkelijker zijn om een
bron te vinden.
Hoewel de metingen wijzen naar het scenario waarin kosmische
stralen zwaar zijn, hoeft de werkelijkheid niet zo eenvoudig te zijn.
Waarschijnlijk zijn er vele bronnen van kosmische stralen en zijn ze
niet allemaal identiek. Het kan dus best zo zijn dat er ook een fractie
lichte deeltjes tussen de hoogst-energetische kosmische stralen zit. Zoals
eerder uitgelegd kunnen we niet per lawine met zekerheid zeggen wat
de massa is, maar we kunnen wel zeggen dat lawines met een grote
Xmax meer kans hebben om van lichte kosmische stralen te komen.
De studie naar de herkomstrichting van lichte kosmische stralen heeft
geen aanwijzing voor een bron opgeleverd. Voor zover we kunnen zien,
zijn de lichtste kosmische stralen gelijkmatig over de hemel verdeeld,
net als de zware.
Uit een eerder onderzoek is geconcludeerd dat er opvallend veel
kosmische stralen uit de richting van specifieke superzware zwarte
gaten komen. Als dit niet op toeval berust, dan verwachten we dat deze
kosmische stralen lichte deeltjes zijn. De Xmax waardes van van deze
kosmische stralen zijn echter gelijk aan die van de rest. Ze zijn dus niet
lichter, maar hebben dezelfde massasamenstelling als alle andere kosmi-
sche stralen. Deze twee negatieve resultaten zijn een extra aanwijzing
dat kosmische stralen met ultra-hoge energie zwaar zijn.
Wel heb ik een aanwijzing gevonden dat op een iets lagere energie
iets aan de hand is. De herkomstrichtingen van lichte kosmische stralen
lijken clusters te vormen. Dit is een interessant aanknopingspunt voor
vervolgonderzoek.
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Scientific summary
Ultra-high-energy cosmic rays are subatomic particles with an energy
beyond 1018 eV. They are mainly atomic nuclei ranging from a single
proton to an iron core. The origin of these particles, as well as their
acceleration mechanism is a mystery. Key in solving this mystery is
knowledge of the mass composition of ultra-high-energy cosmic rays.
When a cosmic ray enters the atmosphere, it collides with an atmo-
spheric nucleus and creates new particles. These new particles will
continue to collide and multiply, thus creating an avalanche of particles
that we call an air shower. Ultra-high-energy cosmic rays are very rare.
At a flux of one particle per km2 per century, we can never hope to meas-
ure them directly. However, air showers contain billions of particles that
can reach the surface of the Earth and cover an area of square kilometres.
We can therefore measure ultra-high-energy cosmic rays by detecting
the air showers that they create.
The Pierre Auger Observatory is designed to measure air showers
induced by ultra-high-energy cosmic rays. It employs two types of
detectors, a fluorescence detector (FD) and a surface detector (SD). With
the FD, a measurement is made of the direction, energy and longitudinal
profile of an air shower. This profile is characterized by Xmax, the depth
in the atmosphere at which the number of particles is maximal. Xmax
depends on the mass of the primary cosmic ray, so with the FD, we can
make a measurement of the cosmic ray mass. Unfortunately, the FD has
a limited uptime of about 10%.
The Surface Detector of the Auger Observatory operates continuously,
and therefore collects ten times more events than the FD. In contrast to
the FD, it does not make a direct measurement of Xmax.
The FD has been used to make a measurement of the mass composi-
tion of cosmic rays up to 40 EeV. This is just below the most interesting
energy region. Cosmic rays with an energy above 50EeV can interact
with the cosmic microwave background. This is called the GZK-effect.
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It limits the distance that these cosmic rays can travel, and thus limits
the number of candidate sources. We therefore expect that it is easiest to
find sources using cosmic rays above 50EeV. Light cosmic rays above
this energy should point back in the direction of where they were ac-
celerated. Heavier cosmic rays have a bigger charge, and are therefore
scattered in magnetic fields before they reach us. Knowledge of the
mass is therefore essential. However, in practice, only the SD exposure
is large enough to measure a significant number of cosmic rays above
50EeV.
The work in this thesis involves a new method to obtain Xmax using
the SD. Two SD parameters are identified that are sensitive to Xmax.
These are the radius of curvature of the shower front and the rise time
of the signal in the SD stations. These two parameters are studied in
detail and biasses in their reconstruction are resolved.
The Auger data contains events that are measured by both the FD and
SD. This data set is used to calibrate the SD observables with respect to
Xmax measured with the FD. This yields a method with which we can
measure Xmax of events with an energy above 10EeV using only the
SD.
With the SD rise time and curvature, a measurement of the average
Xmax as a function of energy is presented. The SD data allows to make
this mass measurement up to 70 EeV, well into the most interesting
energy range. This hXmaxi data shows a trend towards a heavier mass
composition. A constant mass composition is excluded at the level of
1.8 s to 2.3 s, depending which model is used to interpret the Xmax data.
A suppression of the cosmic ray flux above 50EeV has been observed
that is in agreement with the expectation of the GZK-effect. However,
these results favour a scenario in which this flux suppression is instead
caused by the end of the acceleration spectrum of comic rays.
This work shows that the SD has a resolution on Xmax that better than
34 g/cm2 for events with an energy above 50 EeV. This is much smaller
than the expected difference in the average Xmax between proton and
iron cosmic rays which is about 100 g/cm2. We can therefore estimate
the cosmic ray mass on event by event level.
It is has not been attempted to assign a specific mass to each event
in this work. However, the Xmax measurement is used to define data
sets that are enriched with light cosmic rays. These data sets are used to
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search for anisotropies in the arrival directions of the light cosmic rays.
This anisotropy search been done with an autocorrelation analysis
that is sensitive to a clustering of the arrival directions of cosmic rays.
No clustering is observed in the data set enriched with light particles
above 40 EeV. A previous result by the Auger Collaboration has shown
a correlation between cosmic rays above 58EeV and nearby AGNs,
as well as an excess of events in the direction of Centaurus A. The
Xmax values of the events that contribute to these correlations are com-
pared to the values of non-correlating events. The distributions are
compatible, which indicates that the mass composition of correlating
and non-correlating cosmic rays is identical. This is valid for both the
AGN events as well as the Centaurus A events. This, together with the
absence of an anisotropy in the light events provides another indication
that cosmic rays above 40EeV have a heavy mass composition.
A hint of anisotropy is found in the data set enhanced with light
events above 12EeV. These events show a clustering at an angular
scale of 29° with a P-value of 0.03. The directions in which these events
show an excess, coincides Centaurus A and with a previously measured
dipole in the arrival directions of events above 8EeV. A P-value of
0.03 does not provide conclusive evidence, but this is an interesting
observation that deserves to be investigated further.
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