Let ν ∈ M
Introduction
The results in this paper are motivated by the following problem: Let ν ∈ M 1 ([0, ∞[) be a fixed probability measure. Then for each dimension p ∈ N there is a unique rotation invariant probability measure ν p ∈ M 1 (R p ) with ϕ p (ν p on R p . We are interested in finding central limit theorems for the [0, ∞[-valued random variables S p n 2 for n, p → ∞ coupled in a suitable way. In this paper we derive the following two associated central limit theorems under disjoint growth conditions for p = p n . Let ν ∈ M 1 (Π q ) be a fixed probability measure and q ∈ N . As in the case q = 1, we now consider for each "dimension" p ∈ N the associated radial measures ν p on M p,q and the radial random walks (S p n := n k=1 X p k ) n≥0 , i.e. X p k , k ∈ N are independent ν p -distributed random variables.
With this notations, we shall derive the following generalization of Theorem 1. We shall derive Theorem 1.2 in this higher rank setting in Section 3. The proof will rely on asymptotic results for moment functions of so called radial distributed random variables on M p,q for p → ∞ as well as on some identities for matrix variate normal distributions.
The organization of the paper is a follows: In section 2, some preliminaries for the proof of the main result 1.2 are presented. More precisely, in Subsection 2.1, after recalling some basic facts about relevant matrix algebra we derive a generalization of so called permutation equivalence property for Kronecker products. In 2.2 we generalize the multinomial theorem for non commutative operations. In Subsection 2.3, background on Bessel functions on the cone Π q is provided. Subsections 2.4-2.6 are devoted to the study on the moments of radial measures and of matrix variate normal distributions respectively. In Section 3 our main result is formulated and proved.
Preliminaries

Kronecker and Hadamard products
In this section we collect some known facts about Kronecker and Hadamard products. The material is taken from [7] .
Let ⊗ denotes the Kronecker product over the field of real numbers R , that is, ⊗ is an operation on two matrices of arbitrary size over R resulting in a block matrix. It gives the matrix of the tensor product with respect to a standard choice of basis. With that the Kronecker product of A = [a ij ] ∈ M m,n and B = [b ij ] ∈ M p,q is the block matrix
The Kronecker product is bilinear and associative but not commutative. However, A ⊗ B and B ⊗ A are permutation equivalent, meaning that there exist permutation matrices P and Q such that
If A and B are square matrices, then A⊗ B and B ⊗ A are even permutation similar, meaning that we can take P = Q ′ . If A, B, C and D are matrices of such size that one can form the matrix products A · C and B · D, then
This is called the mixed-product property, because it mixes the ordinary matrix product and the Kronecker product. If two matrices P and Q are permutation, orthogonal or positive definite matrices then so is also the Kronecker product P ⊗ Q. The k-th Kronecker power A ⊗k is defined inductively for all positive integers k by
This definition implies that for
where x i , i = 1, . . . , n is the i-th column of X. We now derive a generalization of permutation equivalence property, which will be required for the proof of Theorem 3.1 below.
Lemma 2.1. Let
Proof. Without loss of generality we can assume that k = 4, for the Kronecker product is associative. Since (1) ⊗ M = M = M ⊗ (1) for any matrices M , it suffices to show that
For a matrix M let I M and I M denote the identity matrices of such size that one can form the matrix products I M · M and M · I M . By the property (2.1) there exist permutation matrices P and Q with A 3 ⊗ A 2 = P (A 2 ⊗ A 3 )Q. Therefore, using (2.2) we obtain by an easy computation
Clearly, both I A 1 ⊗ P ⊗ I A 4 and I A 1 ⊗ Q ⊗ I A 4 are permutation matrices. This completes the proof.
In the following, let
of the same dimensions. The Hadamard product, also known as the entrywise product of A and B is denoted by A • B and is defined to be the matrix
The Hadamard product is commutative, associative and distributive w.r.t. addition, and is a principal submatrix of the Kronecker product.
For a matrix M , let us denote by ½ M the 1-matrix of the same dimension as M , that is, ½ M = (c ij ) ij with c ij = 1 for all i, j. We will write it simply ½ when no confusion will arise. Let P and Q be permutation matrices of such size that one can form the matrix products P · A and A · Q. It is easy to check that
It is clear that
(2.5)
Permutations on a multiset
In this section, we generalize the multinomial theorem in terms of Kronecker product instead of the usual multiplication. In order to do this, we first recall the notion of the permutation on a multiset from [11, Chapter 1] . Let u ∈ N and k ∈ N 0 . We denote by C 0 (k, u) the set of all u-compositions of k, that is,
on the ordered set M u is a is a set, where i is contained with the multiplicity λ i for all i ∈ M u . One regards λ i as the number of repetitions of i.
can be defined as a linear ordering of the elements of M ult(λ), that is, an element i ∈ M appears exactly λ i times in the permutation π. The set of all permutation on M ult(λ) will be denoted by S(λ).
can be regarded as a way to place k distinguishable balls in u distinguishable boxes such that the i-th box contains λ i balls. Indeed, if i (i = 1, . . . , u) appears in position j ∈ {1, . . . , k} of the permutation π, then we put the "ball" π j into the box i. For instance let u = 3, λ := (1, 3, 2) ∈ C(k, u) be a 3-composition of k = 6 and π = (2 1 2 3 3 2) =: (π 1 π 2 . . . π 6 ) be a permutation on M ult(λ) then we put π 2 in the first box, π 1 , π 3 , π 6 in the second box and π 4 , π 5 in the third box. It is clear that
In the following theorem, which will be used in Section 3 several times, we expand a Kronecker power of a matrix sum in terms of powers of the terms in that sum.
For p = q = 1 the Kronecker product coincides with the usual multiplication on R and therefore, (2.6) generalizes multinomial formula. For indices u ∈ {1, . . . , k}, µ = (µ 1 , . . . , µ n ) ∈ W (n, u), λ ∈ C(k, u) and π ∈ S(λ) let us consider the associated summand
from (2.6). It is clear that the different matrices x µ 1 , . . . , x µu , the numbers of their repetitions and their exact positions in the Kronecker product (2.7) are described by
Proof. We proceed by induction on k. For k = 1 there is nothing to proof. Next suppose as induction hypothesis that (2.6) holds with k − 1 instead of k. It gives
If there is β ∈ {1, . . . , u} with j = µ β then it corresponds to exact one summand in (2.6) associated with indicesũ = u,λ
As the number of summands in both (2.6) and (2.8) is equal to n k , the induction step follows.
In the following we collect some known facts about multivariate Bessel functions on the cone Π q , which will be needed later. The material is mainly taken from [9] . We also refer to [4] and [6] .
Bessel functions on the cone Π q
Let Z λ denote the zonal polynomials, which are indexed by partitions λ = (
0 (we write λ ≥ 0 for short) and normalized such that
see [4] for the construction of Z λ and further details. It is well known that the Z λ are homogeneous polynomials which are invariant under conjugation by Ō q and thus depend only on the eigenvalues of their argument. More precisely, for x ∈ H q with eigenvalues
with α = 2 where the C α λ are the Jack polynomials of index α in a suitable normalization (see [4] , [9] ). The Jack polynomials C α λ are homogeneous of degree |λ| and symmetric in their arguments. Let α > 0 be a fixed parameter. For partitions λ = (λ 1 , . . . , λ q ) we introduce the generalized Pochhammer symbol
where (·) j denotes the usual Pochhammer symbol. For an index µ ∈ C satisfying (µ) α λ = 0 for all λ ≥ 0 the matrix Bessel functions associated with the cone Π q are defined as 0 F 1 -hypergeometric series in terms of the Z λ , namely
For a general background on matrix Bessel functions, the reader is referred to the fundamental article [6] .
is the modified Bessel function in one variable.
Polynomials on M
ij . Clearly, z κ is a monomial of degree |κ|. The spaces of polynomials and row-even polynomials are defined by
respectively. We shall need the following observation:
is an even polynomial of degree 2|κ|.
Proof. Since the product of two row-even polynomials is also a row-even polynomial, the proof follows easily by induction on n = |κ|.
Radial measures on M p,q and their moments
In this section we study radial measures on the space M p,q . In particular, we derive asymptotic results for their moments as p → ∞. This results will play a key role in the proof of Theorem 3.1. We start with the definition of a radial measure on M p,q .
that is, if it is invariant under the action (1.1). In particular, for q = 1 a measure ν p on R p is radial if it is invariant under rotations.
Remark 2.5. It is well known that for each probability measure ν ∈ M 1 (Π q ) and a dimension p ∈ N there is a unique radial probability measure
In order to study radial measures on M p,q and their moments we need an analogue of a sphere in our higher rank setting. For an r ∈ Π q we define a sphere of radius r as the set
Clearly, Σ r p,q is the orbit of the block matrix σ r := (r 0) ′ ∈ M p,q according to the operation (1.1). For simplicity of notation, we write Σ p,q instead of Σ Iq p,q , where I q ∈ R q×q denotes the identity matrix. In the case q = 1 we identify Σ r p,1 with the Euclidean sphere of radius r ∈ [0, ∞[. Moreover, let us denote by U r p the uniform distribution on a sphere Σ r p,q . One can easily show that a radial probability measure ν p with its radial part ν ∈ M 1 (Π q ) enables the decomposition
In the sense of Jewett [8] 
and define in this case the k-th moment of µ (or Z) by
. . , p} and j α ∈ {1, . . . , q} for α ∈ {1, . . . , k}.
Moreover, for an κ ∈ N p×q 0 with |κ| = k we set
and call m κ (µ) also the κ-th moment of µ.
In the following µ denote the characteristic function of a probability measure µ on M p,q , that is,
Let k ∈ N 0 and κ ∈ N p×q 0 with |κ| = k. If µ admits a k-th moment then we have Here and subsequently, ν p denotes a radial probability measure on M p,q with the corresponding radial part ν ∈ M 1 (Π q ) and X is a M p,q -valued random variable with radial distribution ν p .
In the next lemmas we explore the covariance structure of X and compute the asymptotic behaviour of the moments of ν p for large dimensions p.
Proof. For r ∈ R \{0} let M j,r and S i,j be p×p matrices produced by multiplying all elements of row j of the identity matrix by r and by exchanging row i and row j of the identity matrix respectively. As S i,j is a symmetric involution on M p , we have S i,j ∈ Ō p . For r = ±1 the matrix M j,r is also orthogonal. By assumption, X and AX are identically distributed for any A ∈ Ō p . Therefore, we have
So the first equality in (2.12) holds. Choose i, k ∈ {1, . . . , q} and j, l ∈ {1, . . . , p} with j = l. We conclude from
A, switches all matrix elements on row i with their counterparts on row j. Therefore, from radiality of P X = ν p it follows that
Now let us denote by x i the i-th row of X. According to the lemma above, we have
Therefore, we obtain 
By taking these two identities above into account, (2.13) follows as claimed. 
Proof. By the Identity (2.11), the preceding lemma and (2.9) we have
Since Z λ is a homogeneous polynomial of degree |λ|, Lemma 2.3 shows that p r is a homogeneous, row-even polynomial of degree 2 |λ|. Therefore, each term on the right-hand side of (2.15) vanishes if κ ∈ N p×q 0 with R i (κ) is odd for some i ∈ {1, . . . , p} or if |κ| = 2 |λ|. This proves the assertion. 
Proof. The existence of m κ (ν p ) is clear. By the decomposition (2.10) we obtain
where U r p is the uniform distribution on Σ r p,q . Therefore, the assertion (b) follows immediately from Lemma 2.9 (a). Now we turn to the case (a). Since the λ-th term in the sum (2.14) is a homogeneous polynomial in the variable r 11 , r 12 , . . . , rof degree 2 |λ| which is also independent of p, Lemma 2.9 (a) leads to
Matrix variate normal distribution and their moments
In this section we derive some results concerning the class of matrix variate normal distribution on M q , to which belongs the limiting distribution in our main result 1.2. Let Z = (z ij ) 1≤i,j≤q be a real matrix variate normal distributed variable with mean matrix µ ∈ M q and symmetric covariance matrix
In order to prove some formulas for moments M k (Z) = Ē(Z ⊗k ) of Z, which we will use in Section 3, we need the following notation. Let u ∈ N , k := 2u, I = (
. . , v n ) we will write {v} instead of the set {v 1 , . . . , v n }. Consider the sets
. . , u).
Obviously π(I) i (i = 1, . . . , u) forms a partition of {I} with |π(I) i | = 2. We define for π, I and a symmetric covariance matrix Σ as in (2.16),
For instance let u = 2, I = {(2, 1), (2, 2), (3, 2), (2, 1)}, λ := (2, 2) ∈ C(4, 2) and π = (1 2 1 2) =: (π 1 . . . π 4 ); then we have π(I) 1 
The moment formulas M k (Z) for multivariate normal distributed random vector Z ∼ Ņ (µ, Σ) are well studied in the literature (see [12] and [5] ). In [12, Theorem 1] we find moment formulas for centered Gaussian distribution Z, which are derived in a relative fast and elegant way. This formula can be easily translated in our setting. Namely, the I-th component of k-th order moment of a Ņ (0, Σ)-distributed random matrix Z is given by
In the most classical case q = 1 , that is, Z is centered Gaussian distribution on R with variance σ 2 > 0 the identity (2.17) reduces to the well known formula
The following two simple observations concerning the k-th moment of normal distributed random matrix and a sum of two independent, normal distributed random matrices respectively will be needed for the proof of Theorem 3.1. 
where λ = (2, . . . , 2) ∈ C(2u, u).
Proof. Let k ∈ N and I = ((i
The lemma is now a consequence of Eq. (2.17).
Lemma 2.12. Let Z i (i = 1, 2) be independent random variables with distributions Ņ (0, Σ i ). Then
Ē Z 1 + Z 2 ⊗,k = k l=0 π∈S((l,k−l)) Ē π(Z 1 , ½) • Ē π(½, Z 2 ).
(2.19)
Proof. By the definition of •-product and independence of Z 1 and Z 2 we have
Radial limit theorems on M p,q for p → ∞
Let ν ∈ M 1 (Π q ) be a fixed probability measure such that Πq x 4 dν(x) < ∞. Then for each dimension p ∈ N there is a unique radial probability measure ν p ∈ M 1 (M p,q ) with ν as its radial part, that is, ν = ϕ p (ν p ). Let X = (x ij ) ij be ν p distributed random matrix on M p,q . We define
Clearly, r 2 (ν) and Σ(ν) are independent from p. Now, we consider for each p ∈ N i.i.d. M p,q -valued random variables
, k ∈ N with law ν p as well as the random variables
where 
) tends in distribution to the centered matrix variate normal distribution Ņ (0, Σ(ν) + cT (ν)) (where T (ν) is given as in CLT I.)
Notice that for q = 1 we obviously have
Therefore, Theorem 3.1 completely agrees with Theorem 1.1.
The proof of Theorem 3.1 will be divided into two main steps: In the first step we prove a reduced form of Theorem 3.1 assuming that ν has a compact support. In the second step we will show how to get rid of the support condition for ν. Both steps are based on the decomposition of Ξ n (ν) via 
We compute the covariance structure of A n (ν) and B n (ν) respectively: Since the random variables A i (i = 1, 2, . . .) are independent and identically distributed, it is easily seen that
By the independence of random variables X k , k ∈ N and Lemma 2.7 we obtain
We thus get
In the following we will establish convergence in distribution of the random variables A n (ν) and B n (ν) (after appropriate scaling) by the method of moments [3, Theorem 30.2], which can be easily adapted to our general situation. As we are sure that the result is well-known, we omit the proof.
Theorem 3.2 (Method of moments). Let
Y, Y 1 , Y 2 ,
. . . be M p,q valued random variables. Suppose that the distribution of Y is determined by its moments
M k (Y ) (k ∈ N ), that the Y n have moments M k (Y n ) of
all orders, and that
Remark 3.3. Each matrix variate normal distribution Ņ (M, Σ) on M p,q or distribution with compact support are determined by its moments.
n∈N be a sequences of matrices from M q and positive real numbers respectively. We write 
Proof. If we prove that for all k ∈ N 0 , the k-th order moments
tend to the k-th order moment of the corresponding limit distribution in the case (a) and (b) respectively, the assertion follows by the method of moments 3.2. Therefore, we calculate (3.9) as n → ∞. Since the random variables A j are identically distributed, Theorem 2.2 shows that
For u ∈ {1, . . . , k} and λ ∈ C(k, u) we consider
If λ α = 1 for some α, i.e A α appears exactly once in π A 1 , . . . , A u , then each summand in (3.10) vanishes, which is due to the facts that Ē(A α ) = 0 ∈ M q and that the A i are independent.
Suppose that λ α ≥ 2 for each α and λ α > 2 for some α. Then k > 2u, and since
and n/p n → ∞ respectively tend to zero as n → ∞.
Now we turn to the case λ = (2, . . . , 2), in particular k = 2u. Let Z 1 , . . . , Z u be independent and Ņ (0, Σ 2 (ν)) distributed random variables. By Lemma 2.1, for any π ∈ S(λ) there exist permutation matrices P π and Q π with
Therefore, according to the Lemma 2.11 we have
This proves that the moments in (3.9) converge to those of Ņ (0, Σ 2 (ν)) and the Dirac distribution δ 0 respectively. Now we introduce some notation: Let k, n ∈ N and I k,n the set of all 2k-tuples (i 1 , j 1 , . . . , i k , j k ) of positive integers less or equal n such that i α = j α for all α = 1, . . . , k. For an I ∈ I k,n and π = (π 1 , . . . , π k ) ∈ N k we set
Each entry of S(I, π) ∈ M q k is a product with k factors and corresponds to the tuple
For (3.12) and two integers a, b we define
It is easily checked that for the cardinalities of J m , J
with some constant C = C(k). 
14)
where each term S(I, π) with I = (i 1 , j 1 , . . . , i k , j k ) is given by (3.11) . For a selected index a ∈ M n , each entry of S(I, π) may be regarded as a monomial in the variables X a (that is, in X By the definition of S(I, π) in (3.11) and Theorem 2.10, the terms in the last sum are uniformly bounded by C · n m with a constant C > 0, that is,
Moreover, according to (3.13) we have |J m | ≤ Cn m for a constant C > 0, and hence we get
For v ∈ {1, . . . , k} and µ ∈ C(k, v) let us consider 
ĒS(I, π).
Therefore, by using Eq. (3.17),
. . , Z v be independent and Ņ (0, T (ν)) distributed random variables. By Lemma 3.7, which is proven below, we obtain
The required result then follows from Lemma 2.11 and Method of moments 3.2.
Proof. According to the Lemma 2.1 there is no loss of generality in assuming that π = (1, 1, 2, 2, . . . , v, v) . We set
It is easy to check thatJ k \ J k,π ⊂ J o (π). Therefore, by Eq. (3.15),
For a permutation σ ∈ S k := Sym({1, . . . , k}) and ε = (ε 1 , . . . , ε u ) ∈ Z v 2 we consider the functions
where (r 1 , t 1 , . . . , r k , t k ) is defined as follows: for any α, β ∈ M k with α < β and π α = π β ∈ {1, . . . , v} we have
It is easily seen that ϕ σ and θ ε are well defined. Let
By standard verification we obtain a one-to-one correspondence between
For an ε ∈ Z 2 we consider the algebraic operation
By Equation (3.19) it follows that
where T 1 := T 1 (ν) and T 2 := T 2 (ν) are defined as in (3.2) . Now, in order to prove Theorem 3.1 for sequences p n with p n /n → c ∈]0, ∞[ we show that A n := A n (ν) and B n := B n (ν) are asymptotically independent. 
tends to zero as n → ∞.
Proof. According to the Lemma 2.1 there is no loss of generality in assuming that σ = (1, . . . 1, 2, . . . , 2). From Theorem 2.2, by using symmetry argument, we conclude 
This completes the proof.
Proof. Let δ > 0 and (δ n ) n be a sequence as in (3.22 By taking (3.23) and (3.24) into account, the lemma follows.
Lemma 3.10. For all ε > 0, δ > 0 there exist a 0 , n 0 ∈ N such that for all n, a ∈ N with a ≥ a 0 and n ≥ n 0
Proof. Let δ > 0 and (δ n ) n be a sequence as in (3.22) . By Chebychev inequality it follows that
Ē ( B i − B i,a , B j − B j,a ) . 2 (a; n) l,lr2 (a; n) k,k +r 2 (a; n) l,kr2 (n; a) l,k .
For l, k ∈ {1, . . . , q} we obtaiñ Finally, this and (3.25) lead to the claim. Proof. For an δ > 0 we observe
Combining this with Lemmas 3.9 and 3.10, the corollary follows.
Since ν a has a compact support, we conclude from 3.1 that µ n,a weakly converges to τ νa (a > 0), hence that ∀ a > 0 ∃ n 0 > 0 : f dµ n,a − f dτ νa ≤ ε ∀ n ≥ n 0 . (3.29)
Finally, it is evident that ∃ a 0 > 0 :
Taking (3.28), (3.29) and (3.30) into account, we obtain
which completes the proof of CLT I in Theorem 3.1. The same proof works for CLT II.
