Abstract. A Galerkin procedure is used to prove the existence of a minimum energy solution for the problem of the spherical shell under constant normal pressure. It is shown that if the pressure is sufficiently small the trivial solution is the minimum energy solution and if the pressure is sufficiently large a nontrivial solution furnishes the minimum energy solution. Bounds are obtained on these critical pressures.
1. Introduction. In this paper we shall discuss rotationally symmetric solutions of the spherical shell under constant normal pressure. Experimental results indicate (cf. [1] ) that as the normal pressure is increased the spherical shell shrinks into a smaller spherical shell until at some critical value of the pressure buckling occurs in the form of a small dimple. This buckling occurs at a pressure significantly lower than that predicted by linear shell theory and the form of the buckled state differs from that predicted by the linear theory.
The spherical shell problem has generated a large literature (cf. the references in [2] [3] [4] ). Much of this literature is devoted to describing the bifurcation structure, which numerical evidence indicates is quite complicated (cf. [3] ), and in obtaining qualitative information on the various nontrivial solutions (cf. [2, 5] ).
In this paper we will show that if the applied normal pressure is sufficiently large there exists a nontrivial solution whose energy is less than the trivial solution. Bounds will be determined on the critical pressure at which the bifurcation occurs. It will be shown that the critical pressure is always less than or equal to the lowest eigenvalue of the linear shell theory. In certain cases, depending on the shell thickness, the critical pressure is definitely less than the lowest eigenvalue of the linear shell theory. The method is essentially A Galerkin procedure similar to that used in treating the nonlinear bending of circular plates (cf. [6] ).
Equations describing the axisymmetric behavior of a spherical shell under constant normal pressure were derived in [3] , These equations can be reduced to a pair of nonlinear ordinary differential equations 1 2 Lq + vq = -v --v cot 6 ( where u is the displacement in the 6 direction and
where W is the displacement in the negative radial direction and WQ is the radial displacement of the unbuckled state
The other quantities given in (1.1) are
where p is the applied normal pressure, a is the radius of the middle surface of the shell, 2h is the thickness of the shell, E is the Young's modulus, and u is the Poisson ratio. The boundary conditions on (1.1) are
Once q and v are determined from (1.1) and (1.6) other quantities of interest such as radial and circumferential stresses and radial and circumferential displacements can be determined by quadrature (cf. [3] ).
2. Reduction of the equations. It is convenient to rewrite Eq. (1.1) in terms of the new independent variable x = cosd.
The differential operator L (cf. (1.2)) becomes (2 2) and the two equations (1.1) can be rewritten
with boundary conditions
The normalized associated Legendre functions (cf. [7] ) are defined by a;\x) = (i -x2)--i^±m -xT"K\\ (2) (3) (4) (5) where Pn(x) is the Legendre polynomial of order n . In particular a\ = An = yJl-x2P'j\\(l -x2)l/2P'j (2.6) where G -~{L + v)~y . The operator G is simply the integral operator whose kernel is the Green's function for -(L + v) with boundary conditions (2.8), i.e., Gu = fgix^M^di (2.12) where g(x, £) is symmetric and continuous (cf. [8] ). Introduce the inner product
It is an immediate consequence of the above remarks that G is symmetric, i.e., (Gu, v) = (u, Gv), and positive, i.e., (Gu, u) > 0 for all u ± 0. 
The symmetry of G implies that Eq. We will prove the existence of a solution to (4.1) by proving that EN{ax , ... , aN) has a minimum. Given this result it is a consequence of (4.6) and (4.10) that there is some value P = PQ U\+u)<P0< X-(Xn + 2v) + ±-(4.11) y y An (where the inequality becomes a strict inequality if n is even) such that if P > P0 the minimum of EN is negative, i.e., the solution of (4.1) which minimizes the energy is nonzero. 3) ). We would also like to show that EN has a lower bound which is independent of N. An immediate consequence is that EN has a minimum. This minimum furnishes a nontrivial solution of (4.1) if P > PQ .
In order to find a lower bound on EN it is useful to rewrite (4.3) in the form EN=i:Un + ^-yP+j-)a2n + l(G^4- 
The object is to choose g(x) in such a way as to guarantee that HN > 0 for all N .
If this is possible for some fixed g it will follow that (cf. There is no difficulty in showing from (4.34) that ^(x) is continuous for |x| < e . In addition g(x) is continuous at x = ±e since /(x) is twice continuous differentiable over the whole interval. It remains to show that when e is sufficiently small the smallest eigenvalue of (4.25) and (4.26) is close to the smallest eigenvalue /u = 1 + f of the problem (4.27) and (4.26). It would follow that the smallest eigenvalue of (4.25) and (4.26) is positive when e is sufficiently small. It is possible to calculate the smallest eigenvalue of (4.25) and (4.26) by perturbation.
The actual calculation is carried out in the Appendix (Sec. 6). In any case the result is 
.).
The fact that x e s implies that 2 2 x, < K2/j from which it follows that
The right side of (5.13) can be made arbitrarily small by choosing n sufficiently large. This result proves that 5 is a compact subset of ^ (cf. [9] The function v*(x) is continuous and the sequence of functions vN(Nj) -> v* uniformly. The proof of these two facts is essentially identical to the proof given in [6] . The components a* of the vector V* given in (5.14) are a solution of the infinite system of algebraic equation (3.4) . In order to show this we use the fact that *s a SC)lution of the finite system since V* is a solution of (3.4). The associated Legendre functions An form a complete set of eigenfunctions. Thus we conclude that h{x) = 0, i.e., v* satisfies (2.16). Recall that EN < M{ 1) < 0 for all N so that the solution is not zero.
6. Appendix. In this section we will compute the smallest eigenvalue of (4.25) with boundary conditions (4.26). It is convenient to rewrite (4.25) in the form
We will compare this equation to the equation
The solution of (6.1) and (6.2) is to satisfy the boundary condition (4.26). The smallest eigenvalue n of (6.2) satisfies H-u+ 1 = 2 (6.3) and the corresponding eigenfunction is v = A{(x) = (\ -x2)1/2. We want to describe a perturbation scheme which will allow us to compute the smallest eigenvalue of (6.1) in terms of £ (cf. (4.30)). We begin by rewriting (6.1) in the form
We will compute <5 as a series in £, or equivalently the smallest eigenvalue ^ = l-i1 -8 as a series in e . There is no loss of generality if we replace the boundary conditions (4.26) by the condition u(-l) = t/(0) = 0. + V 1 -x 2 / izi! + 0(e).
+ £2
In the interval -1 < x < -e the solution of (6.4) and (6.5) is given by (6.19) where and are given by (6.33) and (6.34). In the interval -e < x < 0 the solution of (6.4) and (6.5) is given by (6.16). There is one more requirement. We need to determine 8 so that v(x) has two continuous derivatives at x --e. We already know that v(x) is continuous at x = -e. Thus we determine 3 so that v'(x) is continuous at x = -e . The continuity of the second derivative follows from the differential equation.
Equation ( Added in proof. In showing that the constructed function v* is a solution of the integral equation (2.16) it was indicated that the proof is identical to that given in [6] . This proof requires that the eigenfunction be bounded independent of n . Actually the functions An grow with n and therefore a modification is required.
The function^, {) = ?(x,{)-tk(xM/{) The sums on the right of (3) are bounded (cf. (2) and (5.15)).
We wish to show that a*n is a solution of (3.4). Since is a solution of (4.1) we take the limit as TV,. -> oo to find 
y/i^T2
where C is a bound on (v*)2. The right side of (6) is integrable so that the domi lim / g(x,a J-dZ= / g(x,S)-2£J=dZ.
N,-*oo
The same argument shows that A similar argument can be used to show that the limit can be taken inside the integral in each of the terms occurring in (4) . Thus an is a solution of (3.4) and it is a consequence that (cf. (2.16)) (v*-F(v*),An) = 0, « = 1 , 2, ... .
Thus v* is a solution of the integral equation (2.16).
