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Notas para una historia del problema d e c i m o séptimo.
En el verano de 1900, HILBERT fue invitado como conferencian 
te principal del segundo Congreso Internacional de Matematicos cele- 
brado en Paris. En su conferencia ’Mathematische Problème', [ 1900]^ ^, 
enumerô veintitrés problèmes concernientes desde los Fundamentos ha^ 
ta el Calculo de Variaciones. El decimoséptimo era el siguiente:
1 7H .- Sea f 6  I R ( x , . . . ,x^) una funoiôn racional con coefi 
cientes reales definida no negativa (esto es^ f( 0 ) ^ 0  
si f estâ definida en a 6  Entonces f es suma de
cuadrados de funciones r a c i o n a l e s .
Cuando propuso su problema, HILBERT lo habia estudiado ya y 
resuelto en el caso de formas. En [1888] prueba que una cuàrtica 
en très variables definida no negativa es suma de très cuadrados de 
c uâdricas, y que para cada par (m,d) ^ (3,4) de enteros exi£
te una forma de grado d en m variables^ definida no negativa, 
que no es suma de cuadrados de formas. Menciona también como conoci- 
do el hecho de que una forma homogénea en dos variables definida no
negativa es suma de dos cuadrados de formas (de donde, en particular,
2 7
résulta E para una varia b l e ) y el de que una cuâdrica en m va-
(*) Las referencias de estas 'Notas...' se incluyen al final de las mismas. El or 
den elegido es el cronologico. Las publicaciones de un mismo autor, o grupo 
de autores, correspondientes al mismo ano se distinguen mediante letras minus 
culas: [1977] EFROYMSON (a).
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riables es suma de m cuadrados de formas llneales. Estos resulta­
dos inducîan a considerar funciones racionales, y en [1893] HILBERT
17
(b) probarîa H para dos variables (utilizando funciones abelia-
nas). Por otra parte, el problema podîa plantearse para cuerpos or-
1 7
denados en general, y el mismo HILBERT establece H para Q y una 
variable, al estudiar las construcciones con régla y compas, en la 
primera ediciôn, de [1899], de sus 'Grundlagen der G e o m e t r i e ’ (vê^ 
se a este respecto la conferencia de PRESTEL en Rio de Janeiro 
[ 1978]) .
La primera prueba de H^^ llegaria en [1927], ano en que 
ARTIN la obtiene, no solo para IR y Q , sino para todo subcuerpo 
de R con un ûnico orden. Esta soluciôn se basa en la teoria de 
cuerpos formalmente reales.
Mas tarde, ya en [1955] A. ROBINSON y en [1957] KREISEL, 
independientemente, abordan el problema mediante métodos de la Lo&i 
c a . El primero, teoria de modelos, y el segundo, teoria de demos- 
traciones. Ademas, obtienen precisiones adicionales sobre el numéro 
de c u a d r a d o s .
Los resultados de A. ROBINSON y KREISEL son los primeros 
que contienen information de indole c u a n t i t a t i v a . Ya desde el prin­
ciple, aunque el planteamiento de HILBERT se referia principalmente 
al aspecto cualitativo, se considéré el problema de determiner el 
minime numéro p R ( x , . . . ,x^) de sumandos necesarios para expresar 
cualquier funciôn rational definida no negativa como suma de cuadrji 
dos (si no existe, convenimos pR(x , . . . ,x^) = +*) . El teorema f un 
damental a este respecto es de PFISTER, que en [1967] prueba la ce-
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ta p R ( x . ,x^) ^ 2 ^, mediante su teoria de formas cuadratioas 
multiplioativas .
Finalmente, junto a los tres aspectos anteriores (el cuali­
tativo, el cuantitativo y las cuestiones de la L o g i c a ) , aparece un 
cuarto que vuelve en cierto sentido sobre los primeros resultados de
HILBERT relatives a formas. Considerese un polinomio f 6  R[Xj^,...,xJ 
definido no negative. Entonces 6 f es suma de cuadrados de polino_ 
mios para cierto polinomio 6 , y sabemos que en general el denomi- 
nador 6 es inevitable; notemos P(f) el conjunto de ceres de to- 
dos estos posibles denominadore s . D(f) mide cuan lejos esta f 
de ser una suma de cuadrados de p o l i n o m i o s , y el problema consiste 
en estimar P(f). El primer resultado importante, consecuencia del 
trabajo de STENGLE en [1974], es que P(f) = 0 si f es definida
positiva (esto es, f(a) > 0 para cada a € R^) . El ultime que co^
nocemos es de DELZELL, en [1980], que prueba: codim P(f) ^ 3.
Los pârrafos anteriores resumen ciertos puntos sobresalien 
tes entre la gran cantidad de inve stigaciones motivadas por el pro­
blema decimoséptimo. Hasta aqui nos hemos limitado al, digamos, pr^ 
blema clasico: polinomios y funciones racionales. Por supuesto, las 
cuestiones que comentamos han side consideradas también en otros 
contextes: funciones analîticas, funciones de Nash, gérmenes... Con 
la intencion de ofrecer una vision mas compléta de su evoluciôn hi^
torica, dividimos a partir de aquî nuestra exposition en dos secciones:
una primera (I) sobre el problema clasico, en la que detallamos el 
esquema esbozado anteriormente ; y una segunda (II), en la que inclui^
- IV -
mos la formulacion moderna del problema y las soluciones que se hah 
obtenido para ella.
I . El problema clasico
1. Hasta la primera s o l u c i o n .- Los resultados inmediatos al plantea 
miento del problema se refirieron al cuerpo de los numéros raciona­
les. Citemos solo el de LANDAU en [1906]: una forma no negativa en dos 
variables con coefioientes en Q es suma de ooho cuadrados de f o r ­
mas. En particular, pq(x^) ^ 8 . En este mismo trabajo, LANDAU rev^ 
sa la demostracion dada por HILBERT de H^^ para IR y dos variables,
y obtiene la cota pR(Xj^,X2 ) ^ 4. Estas acotaciones de LANDAU no s^ 
rian mejoradas hasta 1971.
Es en [1927] cuando ARTIN publica la primera prueba de H^^ 
para cualquier numéro de variables, y para subcuerpos K R
con un ûnico orden. Su demostracion se apoya esencialmente en la tejo 
ria de cuerpos formalmente reales, previamente desarrollada por el 
mismo y SCHREIER, [l927]. Sin embargo, la solucion de ARTIN nada di­
ce en el sentido cuantitativo.
2. Los métodos de la l o g i c a .- En [1955] A. ROBINSON utiliza la teo­
ria de modelos para mejorar los resultados de ARTIN. Una consecuen­
cia importante de sus argumentes es que producen los primeros resul^ 
tados c u a n t i tativos: existe una cota del numéro de cuadrados que d£ 
pende del numéro de variables y del grado, pero no de los coeficien 
tes del polinomio que se considéré.
Casi simultaneamente, en [1956], KREISEL obtiene una cota
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major mediante la teoria de d e m o s t raciones. Despues, KREISEL segui- 
ria estudiando especialmente la cuestion de la continuidad y
computabilidad de la solucion. Solo al cabo de veinte anos, en 
[1980], DELZELL obtendria una solucion oonstruotiva y continua res­
pecto de los coeficientes la historia de este aspecto, vease
el capitulo I de la disertacion del citado D E L Z E L L ) .
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Por otra parte, del trabajo de A. ROBINSON se deduce H pa 
ra cuerpos con un ûnico orden, densos en su cierre real. Se plantea 
asi el problema de caracterizar los cuerpos que cumplen En es­
te sentido, en [1965], LANG intenta redemostrar la solucion de ARTIN
2 7
sin utilizer el teorema de Sturm, y enuncia como corolario H p a ­
ra cuerpos con un ûnico orden. Sin embargo, en [1967 ] DUBOIS constrii
ye un contraejemplo para este corolario. Finalmente, McKENNA prueba
1 7
que un cuerpo que cumple E tiene un ûnico orden y es denso en su 
cierre real. La prueba de este resultado, que compléta el de A. RO­
BINSON, aparece en [1975], en un volumen publicado como homenaje a 
la memoria del mismo A. ROBINSON, fallecido en 1974.
3. La cuestion cua n t i t a t i v a .- Despuês de los resultados parciales de 
A. ROBINSON y KREISEL la evoluciôn es la siguiente. En [1964] CASSELS 
prueba que pR(x^,...,x^) ^ n + 1 . En 1966 AX obtiene la cota 
pIR (x , X 2 , x^) ^ 8 , y conjetura que pR(x^,...,x^) $ 2^, pero este 
trabajo no se publica. Por fin, en [1967], PFISTER consigne probar 
la conjetura de AX, mediante su teoria de formas cuadrâticas mult^ 
plicativas: si K es un cuerpo realmente cerrado, entonces
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p K ( x , . . . ,x^) ^ 2^. La igualdad solo ha sido probadô para dos vari£ 
bles, por CASSELS, ELLISON y PFISTER en [1971], utilizando la teoria 
de curvas elipticas. Este resultado cierra la cuestion iniciada por 
LANDAU en 1906 . La otra cota de LANDAU, pQ(x^) $ 8 , es mejorada 
d efinitivamente tambien en los setenta. En [1971], POURCHET prueba 
que pK(x^) = 5 si K es un cuerpo formalmente real de numéros al 
gebraicos tal que existe un ideal primo diâdico p con : Qg
impar. En particular, pQ(x^) = 5. Después, en [1974], HSIA y 
JOHNSON prueban que si K no cumple dicha condiciôn, pK(x^) = 4. 
Ademas, conjeturan p K ( x ^ ,...,x^) = 2^+3 6 2^+2 segun K cumpla
o no la condiciôn en cuestion. Finalmente, citemos un resultado de 
LEWIS y SCHINZEL [1980], segun el cual, si f 6 Q[x^,...,x^] y p a ­
ra cada a € f(a) es suma de dos cuadrados en Q, entonces
f es suma de dos cuadrados en Q[x^,...,x^].
4. De nuevo f o r m a s .- Despues del trabaio de HILBERT en [1888], el 
primer ejemplo explicite de una séxtica en tres variables definida 
no negativa, que no fuera suma de cuadrados de formas, se debe a 
MOTZKIN, en [1967]. Mas tarde, en [1969], R.M. ROBINSON obtiene otros 
ejemplos, mediante una notable simplification de las ideas de HIL­
BERT. En [1977], CHOI y LAM (a) abordan un estudio sistemâtico de los 
ejemplos extremales (imprecisamente, los que no son suma de otros 
ejemplos), contemplando el conjunto de las formas de grado d en m 
variables def i n i d a s  no negatives como un cono convexo y cerrado en un 
espacio afin. En [1978] REZNICK produce todos los ejemplos extrema­
les con no mas de cuatro monomios. En [1979] STENGLE encuentra una
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séxtica en tres variables, definida no negativa, ninguna de cuyas 
potencies impares es suma de cuadrados de formas; en este mismo a£ 
ticulo, STENGLE caracteriza las formas homogéneas f 6  R [x ^  ,..., x^ ] 
definidas no negatives como las que satisfaoen una ecuaciôn de de- 
pendenoia entera <J>(-f) *= 0 , donde #(t) es un polinomio mônico 
de grado impar cuyos coefioientes son sumas de cuadrados de formas. 
Por ultimo, en [1980], CHOI, LAM y REZNICK prueban un elegante te£ 
rema: una séxtica en tres variables, definida no negativa, con mâs 
de diez ceros proyectivos, es suma de tres cuadrados de c ûbicas; 
una cuàrtica en cuatro variables, definida no negativa, con mâs de 
once ceros proyectivos, es suma de seis cuadrados de c u â d r i c a s . Ana_ 
damos por otra parte que en [1976] BERG, CHRISTENSON y RESSEL de- 
muestran, mediante técnicas de Analisis Funcional, que un polinomio 
en m variables, definido no negativo, es limite de sumas de cua­
drados de polinomios en m var i a b l e s .
5. M u l t i f o r m e s .- También en relaciôn con los resultados de HILBERT 
sobre formas, en [1973] CALDERON prueba que si
q (xj^, . . . ,x^;yj^ ,y2 > es una forma cuadrâtica en (yj^,y2 ) cuyos coe- 
ficientes son a su vez formas cuadrâticas en (x^,...,x^), y q es 
definida no negativa (en entonces q es suma de 3n(n+l)/2
formas bilineales en (yj,y 2 ) V (x^,...,x^). En [1975] CHOI en­
cuentra una forma definida no negativa q(x^,X 2 ,x^;y^,y 2 .y^) bicua 
drâtica en (x^,X 2 ,% 2 ) e (yj^»y2 »y 3 )» que no es suma de cuadrados 
de formas bilineales, ejemplo que précisa el teorema de CALDERON.
En [1976], DJOKOVIC obtiene la generalization siguiente: una forma
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q en n+2 Variables, cuadrâtica respecto de las n primeras, y d£ 
finida no negativa, es suma de 2n cuadrados de formas. Finalmente, 
en [1980] CHOI, LAM y REZNICK prueban que para multiformas el resul­
tado de DJOKOVIC es el mejor posible.
6 . D e n o m i n a d o r e s .- Por ultimo, consideremos la cuestion de si un po­
linomio f € IR [x , . . . , ] definido no negativo es ô no suma de cua­
drados de polinomios. Para n = 1, ARTIN demostrô en [1927] que sî,
pero para n ^ 2 no es cierto siempre. En cualquier caso, por H^^,
2
existe ô G R[x^,...,x^] tal que 6 f es suma de cuadrados de pol£ 
nomios; diremos que 6 es un denominador a d m i s i b l e . El primer resu^ 
tado al respecto se debe a STENGLE, que en [1974] prueba que hay un 
denominador admisible de la forma 6 * f + g? +...+ g^, 
g^,...,g^ 6  (R [x , . . . , x ^ 1 , m > 0. En consecuencia, si f es défini 
do posit i v o , entonces es suma de cuadrados de funciones regulares (*) 
(en otro contexto, HABICHT en [1940] habia obtenido (xj +...+ x^)™ 
como denominador admisible de un polinomio definido positivo). Mas 
tarde, en [1977], SWAN plantearia explicitemente la cuestion de si 
un polinomio definido no negativo es siempre suma de cuadrados de 
funciones regulares. En [1977], CHOI y LAM (b) muestran que esto 
sôlo es cierto para n « 2. En [1980], CHOI, LAM, REZNICK y ROSEN­
BERG prueban que si f G R[x^,...,x^] es suma de dos cuadrados en 
R(x^,...,x^), lo es también en R[x^,...,x^]. El ultimo resultado
que conocemos es un teorema de DELZELL, que en [1980] introduce el
(*) Una funciôn regular es una funciôn racional con denominador no nulo por do- 
quier.
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^had set' de un polinomio definido no negativo como el conjunto de 
ceros de todos sus denominadores admisihles, y demuestra que tiene 
siempre codimensiôn ^3. Por ejemplo, si f G Rtx^.Xg,*^] défini
do no negativo, entonces es suma de cuadrados de funciones régula-
3
res en R - { 0 }.
I I . La formulacion m o d e r n a .
Para incluir todas las posibles aplicaciones, el problema d£ 
cimoseptimo se plantea actualmente como sigue:
1 7H cualitativo global (resp. l o c a l ) .- Sean K un cuerpo o_r 
denado, X un espacio topologico (resp. un germen de espacio topol£ 
gico) y A un anillo de funciones de X con valores en K ^ * ) . Si 
f G A es definida no negativa, esto es, ^0 sobre X, ies entonces 
suma de cuadrados en A?.
c u a n t i t a t i v o .- Dado un anillo A, calcular su numéro de 
Pitâgoras pA, esto es, el mînimo entero p ^ 1 tal que toda suma 
de cuadrados de A es suma de p cuadrados (si el mînimo no existe, 
pA = 4-00) .
El problema cuantitativo anterior es ciertamente muy general. 
De hecho, el teorema de LAGRANGE, de [1770], que establece que todo 
entero positivo es una suma de cuatro cuadrados (este resultado tal
(*) Los elementos de A pueden no estar definidos en todo X; piénsese, por 
ejemplo, en las funciones meromorfas.
- X -
vez se remonte a Diofanto) puede abreviarse pZ ^ 4. Ahora bien, si 
A es un anillo de funciones en el cual el problema cualitativo tie­
ne solucion afirmativa, entonces pA es el minimo entero p ^ 1 
tal que toda funciôn de A definida no negativa es suma de p cua­
drados. Aquî nos ceniremos a situaciones prôximas a esta. Para una 
resena histôrica, y la correspondiente b i b l i o grâfica, sobre el estu­
dio del numéro de Pitâgoras de anillos mâs générales, remitimos a 
CHOI, DAI, LAM y REZNICK [1982].
1. Anillos de funciones p o l i n o m i c a s .- Sean X un conjunto algebra^ 
CO irreducible sobre un cuerpo realmente cerrado K, K[X] su anillo 
de funciones polinomicas (que es întegro) y K(X) su cuerpo de fun­
ciones racionales.
En [1956] A. ROBINSON resuelve cualitativamente H^^ para 
K(X), empleando la teorîa de modelos. en [1974] GONDARD y RIBENBOIM 
dan una nueva demostracion y prueban ademâs mediante un teorema de 
PFISTER [1970] la cota pK(X) 2^, d = dim X. Para curvas 
(dim X = 1) obtienen la igualdad: pK(X) = 2.
En [l98l] los trabajos de DUBOIS, de DUBOIS y RECIO, y de 
SCHWARZ tratan el problema de caracterizar los subconjuntos M de X 
taies que las funciones racionales ^0 sobre M sean las sumas de 
cuadrados. I n d e pendientemente, prueban que dichos conjuntos estân ca_ 
racterizados por la propiedad de ser densos en el conjunto de los 
puntos centrales de X (un punto x 6  X es central si existe un or_ 
den en K(X) en el que son positivas todas las funciones f con 
f (x) > 0 ) .
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En [1982], CHOI, DAI, LAM y REZNICK obtienen resultados im­
portantes para el anillo K[X]: pK[X] .= +“ si dim X > 3;
2
pK[K ] = + 0 0. Tambien prueban que si X es una curva, pK[X] es fini 
to, y lo calculan en algunos casos part i c u l a r e s .
2. Anillos de funciones de N a s h .- Sean X una variedad algebraica 
(*) de dimension d de R^, y R[X] su anillo de funciones polino 
micas. Sea U un abierto semialgebraico conexo de X. Notamos 
W[U] al anillo de las funciones de Nash de U, esto es, de las funciones 
analîticas f : U R que son algebraicas sobre R[X]. Como U es 
conexo, W[U] es întegro, y notamos W(U) a su cuerpo de fracciones. 
Un anillo semialgebraico es un subanillo A[U] de W[u] que conti£ 
ne a R [ X ] ; el cuerpo de fracciones de A[Uj se nota A(U).
En [1976] MOSTOWSKI da un ejemplo de dos conjuntos semialge-
braicos cerrados y disjuntos F y F' de R ^ , tales que no existe 
un polinomio >0 sobre F y <0 sobre F'. A continuation estable­
ce su lema de separaciân, segun el cual sî existe una funciôn de 
Nash con esa condiciôn. Utilizando este lema resuelve afirmativamen- 
te el problema H^^ cualitativo para A = W(U) con X = R^.
En [1976] EFROYMSON publica demostraciones mâs simples de lo
anterior para el caso en que U este definido por un sistema de de^ 
igualdades estrictas simultâneas. En [1978] BOCHNAK generalize el re
(*) Entendemos por variedad algebraica, un conjunto algebraico irreducible no 
singular.
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sultado de EFROYMSON a ciertos anillos semialgebraicos. Por ejemplo,
si A[U] contiene las raices cuadradas de los f 6  A[U] definidos
17
positivos en U, entonces se cumple H cualitativo para A(U). 
Todavia, X = JR^.
Antes, en [1977], BOCHNAK y EFROYMSON (a), habian detectado 
varios errores en el trabajo de MOSTOWSKI, lo que invalidaba sus de_ 
m o s t r a c i o n e s , y convertian las de EFROYMSON en las unices ciertas, 
de modo que solo se tenîan pruebas complétas de los resultados ant£ 
riores para abiertos definidos por un sistema de desigualdades e s t r i£ 
tas simultanées. Destaquemos, sin embargo, que en [1977] EFROYMSON
2
(b) prueba que si U es un ahierto semialgebraico arbitrario de IR. 
y f 6  W [ u ] es ^0 sobre U, entonces f es suma de dos cuadra­
dos en W[ u] .  Finalmente, en [1980] BOCHNAK y EFROYMSON publican 
las pruebas definitives de los resultados de MOSTOWSKI, generalizân
dolos de hecho a anillos semialgebraicos: resuelven afirmativamente
17
el problema E cualitativo para A(U), siendo A[u] un anillo s£ 
mialgebraico (ya sin la restriction X ** R^) que cumpla la ’fôrmu- 
la de la sustitu c i ô n ' . Entre sus resultados cuantitativos citemos 
los siguientes: pW('S^) = 2; pW(X) =3 6  4 et X es una superficie compacta;
3
4 ^ pW(R ) < 8 . Este trabajo de BOCHNAK y EFROYMSON puede consid£ 
rarse como la primera exposition sistemâtica sobre funciones de 
Nash en geometria algebraica real. Contiene ademâs una exposition 
historien breve a la que nos remitimos como complemento.
-  X l l l  -
3. Anillos de funciones a n a l î t i c a s .- Sea X una variedad analîtica 
conexa no singular. Notamos 0[X] a su anillo de funciones analîti­
cas, que es întegro, y 0(X) al de funciones meromorfas.
En [1975] BOCHNAK y RISLER establecen los primeros resulta­
dos en el caso analîtico: si X es una superficie compacta, o para 
compacta con H^(X,2/(2)) = {G}, una funciôn analitica f : X R 
no negativa por doquier, es suma de cuadrados de funciones analiti-
cas. En el caso compacto bastan siete cuadrados; en el otro, con la
2
condiciôn adicional H (X,2) = {0} , bastan dos.
En [1981] BOCHNAK, KUCHARZ y SHIOTA resuelven complètemente
el problema para superficies, probando el anterior resultado cuali­
tativo para una superficie cualquiera. En el sentido cuantitativo d£ 
muestran que pO[X] = 3 6 2  segun X sea compacta o no. Ademâs o^
tienen una respuesta partial en dimensi 6 n arbitreriez Sea f : X R
una funciôn analitica no negativa por doquier, cuyos ceros son aisla 
dos. Entonces f es suma de cuadrados de funciones merom o r f a s .
4. Anillos de s e r i e s .- Sean R[[x^,...,x^]], R{x^,...,x^}, 
R<x^,...,x^> los anillos de series formales, convergentes y de Nash 
(esto es, series formales algebraicas sobre R [ x , . . . ,x^] ) .
En [1972] RISLER resuelve el problema H^^ cualitativo para 
el cuerpo de fracciones de R{xj^, . . . ,x^} (este anillo se identifies 
con el de germenes de funciân analîtica en R*). En 1973 MERRIEN 
lo hace para el cuerpo de fracciones de R[[x^,...,x^]] (utilizando 
gérmenes de variedad formai en el plante a m i e n t o ) . Ambas demostraci£
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nés imitan el argumente dado por ARTIN en el caso clasico, y pueden 
adaptarse a R<x^,...,x^> (incluse son validas para un cuerpo K 
realmente cerrado arbitrario). En [1979] ROBBIN, empleando resulta­
dos de Logica, desarrolla, también inspirado en las ideas de ARTIN, 
una têonica de especializaoiôn, que engloba los resultados anterio­
res .
En [1975] BOCHNAK y RISLER demuestran que si f 6  R { x ^ , X 2 }
2
es > 0  sobre IR^, entonces es suma de dos cuadrados en
R { x ^ , X 2 ), y en 1980 BOCHNAK y EFROYMSON dan un ejemplo de una s£
3
rie f € R { x 2 ,X2 ,Xg} que es ^ 0  sobre R^ pero no suma de cuadrados 
en R { x ^ , X 2 ,Xg}.
Finalmente, citemos un resultado cuantitativo de CHOI, DAI, 
LAM y REZNICK en [1982]: pR<x^,...,x^> = pR{x^,...,x^} =
= pR[[x^,...,x^]] «= + 0 0 si n > 3.
5. Los teoremas de los c e r o s .- Terminaremos esta resena histôrica 
con algunos comentarios sobre los teoremas de los ceros en geometria
real. En general, el problema de los ceros para un anillo A de fun
ciones reales o complejas de un espacio (o un germen) X, consiste en 
describir algebraicamente las funciones de A que se anulan sobre
los ceros de un ideal dado I de A. Por supuesto, en primer lugar
hay que citar el clasico N u l l s tellensatz de HILBERT para 
A = C[x^,...,x^], en [1893] (a), y en segundo el de RÜCKERT para 
A = C{x^,...,x^}, en [1932].
En el caso real, la historia de este problema esta estrecha_
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mente vinculada a la del decimoséptimo. Se ha escrito que el propio 
HILBERT pensaba en resolver el problema de los ceros para 
R[x^,...,x^] y presentîa que el decimoséptimo era previo a esa so­
luciôn. Si éste era el pensamiento de HILBERT, la historia, aunque 
al cabo de casi setenta anos, lo ha confirmado plenamente. Habitual^ 
mente, el enunciado de un N u l l s tellensatz real es: un ideal I de A 
coincide con el de las funciones nulas sobre los ceros de I si y 
sôlo si A/I es ordenable.
El primer teorema de los ceros real aparece en [1969], ano 
en el que DUBOIS lo obtiene haciendo uso esencial de los resultados 
de ARTIN y LANG sobre H^^. Después, en [1970], RISLER refina el te£ 
rema de DUBOIS. Digamos también que en [1974] EFROYMSON publica una 
prueba sumamente elegante basada en el principio de Tarski,
Para gérmenes de funciôn analîtica es RISLER en [1972] quien 
resuelve el problema. En [1973] MERRIEN lo hace para series formales. 
Anâlogamente se puede probar para series de Nash. En [1975] LASSALLE 
expone un teorema que generalize simultaneamente el teorema de los 
ceros de MERRIEN y la soluciôn cualitativa de H^^, también de M E ­
RRIEN (II.4). Este resultado de LASSALLE es asimismo valido para se 
ries convergentes y de Nash.
En todos los casos anteriores es fundamental, de un modo u 
otro, resolver previamente el problema decimoséptimo. Quizâ el tra 
bajo de ROBBIN en [1979], citado en el numéro II.4 anterior, sea el 
que mejor ponga de manifiesto este hecho, pues su teorîa de especia 
lizaciôn permite deducir prâcticamente todos los teoremas anteriores.
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e, incluso, los teoremas de los ceros algebraico y analîtico en el 
caso complejo.
Por ultimo, citemos los trabajos de BOCHNAK en [1973], so­
bre el problema de los ceros para funciones d i f e r e n c i a b l e s , y de 
ADKINS y LEAHY en [1976] para funciones analîticas reales, que con. 
tienen interesantes soluciones parciales.
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Sumario de r e s u l t a d o s .
Esta memoria trata del problema decimoseptimo de Hilbert pa_ 
ra germenes analiticos, tal y como se ha formulado en la introduc- 
cion historica precedente. Esta compuesta por tres capitulos, cuyo 
contenido describimos a contiiiuacion.
Capîtulo 0 . Consta de una unica seccion, (§0), que es esen 
cialmente un resumen de definiciones y resultados basicos suficien- 
temente conocidos de la Geometria Analitica. D e m o s t r a m o s , tambiên, 
algunos otros nuevos que, aunque motivados por necesidades posterijo 
res, creemos estan mejor emplazados como p r e l i m i n a r e s ,
Capitulo I . Esta dedicado estrictamente al problema decimo- 
septimo. Obtenemos: la solucion del problema cualitativo, (§§1 y 2), 
algunos resultados sobre el c u antitativo, (§3), y otros especificos
del caso de curvas, (§A), y del de superficies, (§5).
El problema cu a l i t a t i v o .- Sea un germen irreducible.
Notamos 0[X^J a su anillo de funciones y O(X^) a su cuerpo. Sea 
S [X^ ] (resp. S(X^)) el conjunto de los f 6 0[X^] que son suma 
de cuadrados en 0 [X^] (resp. en 0(X^)). Si C  X^, notamos
P(Z^) al conjunto de los f G .0 [X^ ] que son ^0 sobre Z^. En fin, 
sean X* el lugar de dimension maxima de X^ y reg* X^ el lugar 
regular de dimension maxima. Con estas notaciones
Solucion del problema cualitativo (2.1).- P(X*) = S(X^) 
Deducimos esta solucion, mediante la teoria de Artin- 
Schreier, del
- XXIV -
Teorema de especializacion (1.2),- Sean funcio_
nes no nulas de G[X^]. Una oond'ùczôn neoesaria y suficzen
te para que sean simultaneamente positivas en
algün orden de OfX^] es que el germen {f^ >0,...,f^ > 0)11.
n  X* sea no vaoio. 
o
La prueba que présentâmes de este teorema utiliza el crite 
( * )
rio de Serre, [49] , y el teorema de aproximaciôn de M. Artin,
[3], Necesitamos tambiên demostrar un lema que tiene interês en si 
mismo y refina un resultado de Risler, [48]:
Lema de extension de ordenes (1.4.1).- Todo orden de un d_Z- 
gebra analitica integra se extiende a su oompletado A.
Como consecuencia de la solucion del problema cualitativo 
se tiene:
S[X„JC= P(X ) c  P(X*) = S(x„) o o o o
y los contenidos son, en general, estrictos. Para estudiar la inclii
sion S[X^]CI S(X^) introducimos, siguiendo a Delzell %16], el
Lugar de denominadores (2.3).- Si f G S(X^), P(f) es el
germen de oeros de todos los 6 G 0[X^] taies que
ô^f G S [X. ].o
Siempre es dim V(f) < dim X^, y V(f) = 0 si y solo si 
f G S[X^]. Obtenemos ademâs la
(*) Las referencias, entre corchetes, de este sumario y de todo el resto de 
la memoria se incluyen al final de la misma.
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Proposicion (2.5).- Supôngase que tiene la siguiente
propiedad: para aada ideal primo real p de altura 2 de
01x^3, el anillo looal 0[x^]^ es regular» Entonces
codim^ V(f) > 2 para cada f 6 S(X^). 
o
La demostraciôn requiere previamente la version real de un 
importante teorema de Abhyankar sobre gêrmenes complejos, [1]. Para 
superficies se tiene:
Proposicion (2.6.c).- Si X^ es un germen de superficie^ 
existe un germen de curva c^ CZ X^ tal que V(f) Œ  c^ para 
cada f 6 S (X^).
El ultimo resultado de la seccion 2 es la
Proposicion (2.10).- P(X^) = {f 6 S(X^) : P(f) C  l/(f)}.
Para obtenerla bay que establecer primero en el caso analî- 
tico los teoremas de Stengle, [503. Una vez mas, el criterio de Serre 
permite aplicar a este fin el mêtodo de Brumfiel [9l.
El problema cuantita t i v o .- En el breve epîgrafe 3, introdu­
cimos los
Numéros de Pitagoras de X ^ (3.1).- p[X^] = p(0[X^]), 
p(X^) = p ( 0 ( X ^ ) ) .
Los unicos resultados conocidos se referian al caso liso,
X^ = IR^. Aqui obtenemos mediante una aplicacion conveniente del le_
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ma de selecciôn de una curva, y un teorema de Choi et al. [14], la
Proposicion (3.3).- Si dim ^ 4 (X^ no necesariamente
gular)^ entonces p[X^] = +».
Casi todo el resto de la seccion 3 desarrolla una serie de 
lemas dirigidos al estudio de las sumas de dos cuadrados, que se 
aplicarân a la singularidad del icosaedro en el §5.
Termina el §3 con dos resultados sobre p(IR^), n ^ 3.
Gêrmenes de c u r v a .- Sea X^ un germen de curva irreducible 
singular de multiplicidad m y conductor c. En el §4 complétâmes 
en primer lugar la solucion cualitativa:
Proposicion (4.2) y (4.3).- P(X^)- S[X^] 4 0. Si X^ es 
un retrocesoj cada hiperplano transversal a X^ define una 
funciôn h G P ( X ^ ) ^ S [ X ^ ] .
En lo que al aspecto cuantitativo se refiere, desingulari- 
zando se ve que p(X^) = 1, luego solo con s ideraremos el numéro de 
Pitagoras p[X^]. Mediante un argumente con formas cuadrâticas pr£ 
b a m o s :
Proposicion (4.5).- p[X ] es finito.o
El resto de la seccion 4 trata de las curvas p i t a g o r i c a s :
X^ es pitagôrica si p[X^] = 1. Obtenemos un criterio para que X^ 
no lo sea (criterio de los dos enteros (4.8)) y ciertos ejemplos ge- 
nêricos de curvas que si lo son, (4.10.3). Deducimos:
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P r o p o s i c i o n (a) (4.11), (4.13) y (4.14). Si m = 2, enton
ces es plana y pitagôrica. Si es Gorenstein (en
particular plana) y pitagôrica^ entonces m = 2.
(b) (4.7) y (4.12). Si m = c ô m = c-2, entonces X^ es 
p i t a g ô r i c a , Para cualquier otro par admisihle de multiplici^ 
dad y conductor, existen curvas pitagôricas y curvas no pi- 
t a g ôricas.
(c) (4.15) Si X^ es plana^ entonces p[X^] = 1 ô 1 segûn
sea m ^ 2 ô >2.
Finalmente, obtenemos la Tabla I de (4.16) que contiene to-
das las curvas pitagoricas de multiplicidad  ^ 5 . La larga demostra-
cion, (4.17) a (4.20), se basa en un analisis cuidadoso del semigrta 
po de valores.
Gêrmenes de s u p e rficie.- Pri m e r a m e n t e , (5.1), mejoramos en 
dimension 2 el criterio del cambio de signo que caracteriza los ide£ 
les primos reales principales, probado antes en dimension arbitraria, 
(1.8). Despuês consideramos las singularidades factoriales y raciona 
les. Estas vienen clasificadas por el teorema de Brieskorn, [8], en 
el caso complejo, y el de Lipman, [35], en el caso real. En lo que 
a nuestro problema se refiere probamos la
P r o p o s i c i o n .- (a) (5.3) Sea X^ la singularidad del ico-~ 
saedro. Entonces P^X^) = 5[x^] y p[x^] = p(X^) = 2.
(b) Si X^ es un germen de superficie singular  ^ factorial 
y racionals distinta de la del icosaedro^ entonces
- XXVlll -
P(x^) # S [ X g ].
El mêtodo empleado en (a) -complexificacion y criterio del 
cambio de signo- puede parecer aplicable a una situacion mas general, 
Esto es, sin embargo, ficticio, pues:
Proposicion (5.4).- Si es un germen de superficie singu
lar cuyo complexificado es factorial, entonces^ salvo un iso_ 
morfismo analitico real  ^ X^ es la singularidad del icosae­
dro .
La demostraciôn se basa en el citado teorema de Brieskorn,
en un viejo resultado de Kirby sobre puntos dobles, [31], y en la
3 5trivialidad del espacio de moduli real de y +z « 0 (consecuencia 
de resultados de Zariski, [54]).
A continuacion, contemplamos el aspecto topolôgico del cri­
terio del cambio de signo, analizando las dos condiciones suficien- 
tes que conocemos para que se cumpla (reg* X^ conexo en (1.8) y 
X*'^{0} conexo en (5.1)). Si X^ es un germen de superficie se
t i e n e :
Proposicion (5.7).- Si reg* X es conexo, entonces X*' ^ o o
es topolôgicamente t r i v i a l ,
Proposicion (5.10).- Si X^ es una singularidad aislada y 
X^ {0} es conexo^ entonces X^ es topolôgicamente trivial
Las demostraciones consisten en reconstruir simplicialmente
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•el germen dado mediante el teorema de parametrizacion local. Inclu^ 
imcs tambiên cuatro ejemplos interesantes al respecto.
Los dos ultimos resultados de esta seccion 5 son de indole 
cuantitativa;
Propo s i c i o n .- (a) (5.12). Si es un germen de superficie
irreducible 3 entonces p(X^) es finito,
(b) (5.13.a) Si X^ es un germen de superficie irreducible
o
de entonces p(X^) no excede al doble de la multipli­
cidad de X .o
Capîtulo I I . El problema de la separaciôn, al que dedicamos 
le seccion 7, es una de las cuestiones fondamentales de la Geometria Real. 
Por ejemplo, [6], su solucion para conjuntos algebraicos y funciones 
de Nash ha permitido resolver el problema decimosêptimo para anillos 
semialgebraicos. Asimismo, en el contexto analitico local son impre£ 
cindibles diversas formas de separaciôn para precisar y mejorar (§§6 
y 8) los resultados cualitativos del capitulo I. Ademas, las têcni- 
cas de separaciôn que desarrollamos nos sirven luego para resolver 
otros problèmes no directamente ligados al decim o s ê p t i m o : descrip- 
ciôn del lugar de dimensiôn maxima de un conjunto semianalitico o se 
m i a lgebraico, (§9); lema de selecciôn de una hiper super f ic ie y dimeii
siôn de Krull de un algebra analitica real, (§10); teoria de ôrdenes 
centrales en cuerpos de funciones meromorfas (§11).
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Gêrmenes de dimension p u r a .- En la seccion 6 estudiamos la 
caracterizaciôn de los gêrmenes irreducibles para los cuales
la solucion cualitativa es F(X^) = S(X^). Demostraremos :
Proposicion (6.1).- P(X^) = S(X^) si y sôlo si X^ es de
dimensiôn pura,
Una parte es évidente, a partir de (2.1), pero no asi la 
otra. En este §6 introducimos, siguiendo a Stengle [50], la
Definicion (6.3).- X ^ C  es laxo si para oualesquiera
f,g 6 R{x , . . . , x^} con l/(g)3 X^ H  {f > 0} se tiene 
l/(g) =) X^.
Probamos entonces, (6.5), que P(X^) = S(X^) si y sôlo si 
X^ es laxo, lo que convierte (6.1) en un problema de separaciôn que 
queda resuelto por la
Proposiciôn (6.2) y (7.4).- Un germen analitico es laxo si 
y sôlo si es irreducible de dimensiôn pura.
La prueba del anterior resultado depende esencialmente de 
los lemas de separaciôn que exponemos a c o ntinuaciôn.
Los lemas de s e p a raciôn.- El §7 contiene el
Primer lema de separaciôn (7.2).- Sea Z^ un germen semiana
litico abierto de IR^ y c C  Z una semirrama de curva
o o o
analitica, Entonces existe un polinomio h G R[x^,...,x^] 
tal que c^ C: [h > 0} CZ Z^.
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La demostraciôn se hace por inducciôn sobre el mînimo numéro
de explosiones del origen necesarias para resolver la singularidad
de c ^ . En el caso regular se procédé constructivame n t e , utilizando
una desigualdad de Z o j a s i e w i c z , [37], para aproximar la distancia
de c ao o o
Para aplicaciones posteriores, deducimos de (7.2):
Lema de separaciôn de curvas (7.5).- Sean y dos gé^
menes oerrados semianatiticos de dimensiôn 1 de con
o
A^ n  = {o}. Entonces existe un polinomio
h G r [ X , . . . ,x^] que es >0 sobre {0} y <0 sobre
{0}.
Por otra parte, este segundo resultado de separaciôn esta 
relacionado con una versiôn mejor de (7.2), que hemos podido esta­
blecer en el caso piano:
Lema de separaciôn fuerte (7.7).- Sea Z un germen semiana ■ o —
2
litico abierto de TR y c Cl Z una semirrama de curva
0 ^ 0  o
analitica, Entonces existe un polinomio h G R[x^,...,x^]
tal que c^ C  {h > 0} C  {h ^ 0 } ' - { 0 } C  Z^.
Se deduce facilmente de este el lema (7.5), una vez que se 
define una proyecciôn lineal conveniente, tt : R^ R^, mediante un 
argumente tipico a base del teorema de Sard.
Como antes comentamos, los resultados y las ideas sobre s£ 
paraciôn pueden utilizarse para abordar problemas de indole diverse.
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Asi lo hemos hecho en los epigrafes 8 a 11 de la memoria, que reci- 
ben la denominacion comun de Aplicaciones.
Aplicaciones, I .- El §8 contiene las primeras aplicaciones 
de la separaciôn. Se refieren directamente al problema decimoseptimo, 
Probamos:
Proposicion (9.2) y (9.6).- Sea un germen irreducihle,
Entonces
(a) Si es un germen semianalitico de X^, P(Z^) =
= S(Xg) si y sôlo si Z^ estâ contenido y es denso en X*
(b) Si X^ no es de dimensiôn pura, S ( X ^ ) ^  SEx^] f 0.
Obtenemos tambiên:
Proposiciôn (9.3).- Sean otro germen irreducible de la
misma dimensiôn que y ? : Y^ ^ X^ un morfismo . fin i ­
to, Entonces w(Y*) = X* si y sôlo si 5 ( Y ^ ) n  OEx^] =
= S(X^).
Aplicaciones, I I .- En el §9 estudiamos un problema planteado 
en la 'Special Session on Ordered Fields and Real Algebraic Geometry' 
(A.M.S., Enero 1981), y lo resolvemos afirmativamente para superfi­
cies. Nuestro mêtodo se basa en un segundo lema de separaciôn, (9.1), 
modificaciôn de (7.2). Citemos dos resultados en concrete:
Proposiciôn (9.5).- Sea X un subconjunto semianalitico ce_ 
rrado de dimensiôn 2 de un abierto ü de IR^. Supôngase
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que el conjunto de los puntos x 6 X tales que X^ no ti^ 
ne dimensiôn pura es finito. Entonces existen dos funciones 
analiticas en Q., z y h, con X* = X f) {8 ^ 0, h ^ 0}.
Proposicion (9.9).- Sea X un conjunto semialgebraicQ de 
dimensiôn 2 de ]R^. Entonces existen dos polinomios 
g,h 6 R[x^,...,x^] con X* = X Q  {g > 0 ,  h > 0}.
El problema abierto al que antes nos referiamos es: si X
es un subconjunto algebraico de y X^ el conjunto de sus puntos
centrales, iexisten polinomios 6 R[x^,...,x^] con
X^ = > 0,...,f^ > 0}? Cuando X es una superficie, la respuesta
es afirmativa como corolario de (9.9), pudiendo ademas tomarse r = 3, 
(9.lO.b) .
Aplicaciones, I I I .- En la seccion 10 demostramos:
Proposicion (10.2).- Sea A un algebra analitica real de di^  
mensiôn d. Entonces A tiene cadenas de idéales primos 
reales de longitud d.
La prueba de (10.2) depende del siguiente lema, que se dedu­
ce mediante las tecnicas de separaciôn:
Lema de selecciôn de una hipersuperficie (10.1).- Sea
un germen semianalitico de dimensiôn d > 2. Exi^ 
te entonces un germen algebra ico = l/(h), h 6 R[x^,... ,x^] ,
tal que dim Y^ H  = d-1.
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Aplicaciones, I V .- El ultimo epîgrafe, §11, de la memoria, 
estâ dedicado al estudio del espacio de ordenes, ^ , de un germen 
irreducible de dimension ^2 (esto es, de su cuerpo de funciones).
Elaboramos para ello una teoria de ordenes centrales, analogs a la
conocida en Geometria Algebraica Real, y que se sustantiva en la
Definicion (11.3).- Un orden a G fi se llama central si exi^
te una semirrama de curva analitica c* C  X tal que sio o ^
f G 0[X ] es >0 sobre c*. entonces f es positive en a. o o
Diremos que a estâ centrado en c * .
 ^ o
Resumimos a continuacion los resultados bâsicos.
P r o p o s i c i o n .- (a)(11.4) Existe un orden centrado en una se-
mirrama c* si y sôlo si c* CI X*. Semirramas distintas de 
0 * ^ 0 0  —
finen ôrdenes centrales d i s t i n t o s .
(b) (11.5) Sea un germen semianalitico denso en X*.
Z o
El conjunto fi^  , de los ôrdenes centrado s en semirramas de
1^, es denso en fi. Mâs aûn, si U es un abierto de fi,
Z X"
se tiene: card U H  0 ° ^ 2 °.
Para (a) es necesario el lema de separaciôn de curvas (7.5). 
Para (b) utilizamos un lema de Bloom-Risler [4], relacionado con una 
de las desigualdades de Lojasiewicz.
Senalemos tambiên que si X * construimos una cantidado o
no numerable de ôrdenes no centrales, mediante un lema de separaciôn 
formai en la lînea de (7.5).
Con respecto al comportamiento funtorial se tiene:
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Pr o p o s i c i o n . - (a) (11.8). Existe un isomorfismp de reticulos or 
denadoSy w = c^ :CA CR, donde CA es la colecciôn de 
los conjuntos ahiertos y cerrados de fi, y CR la de los 
gêrmenes semianaliticos regularmente cerrados de X*.
(b) (11.9) Sean otro germen irreducible de igual dimen
siôn que X^, Z su espacio de ôrdenes y O el isomorfismo
c„. Un morfismo finito ïï : Y X induce una aplicaciôn . Z w w o o
continua, abierta, propia y con fibras finitas, w* : Z + fi 
tal que
ira(K) = wTT* (K) ,
para cada conjunto abierto y cerrado K de Z. En particu­
lar, TT* es suprayectiva si y sôlo si n(Y*) = X*.
El anterior resultado se prueba utilizando el teorema de e£
\
pecializaciôn (1.2), la densidad de los ôrdenes centrales (11.5), y 
el lema de separaciôn de curvas (7.5). Se advierte que (a) es un 
fuerte refinamiento del teorema de especializaciôn, mientras que
(b) lo es de (9.3).
mos la
Finalmente, del resultado (10.2) sobre la dimensiôn deduci-
Proposiciôn (11.11).- O(X^) no tiene la propiedad de la 
aproximaciôn fuerte.
Este hecho es una traducciôn algebraica de una construcciôn 
de Zojasiewicz [37], que muestra cômo un germen semianalitico puede 
no ser expresable con un sistema de desigualdades simultanées.
Con esta observaciôn concluye la memoria.
CAPITULO 0: PRELIMINARES
Este capîtulo contiene definiciones y resultados ya conoci­
dos que se utilizarân en lo sucesivo. Tambiên se incluyen algunos
nuevos, que en otro caso hubieran debido introducirse mâs tarde co­
mo lemas, y que tienen una ubicaciôn mâs natural como p r e l i m i n a r e s .
§0. Algebras y gêrmenes analîticos
(0.1) Algebras analiticas [52; chap. II, III] .- (a) Para cada ente-
ro n > 0 se nota R{x^,...,x^}, R{x} u 0^ si no hay posibili-
dad de confusion, al anillo de series convergentes en las indeterm^
nadas x^,...,x^ con coeficientes en el cuerpo R de los numéros
reales. Un elemento f de 0 se escribe de modo unico en la for-n
ma f = f^ + fj^  +...+ f^ +..., donde cada f^ es un polinomio ho-
mogêneo de grado r ; se llama orden de f y se abrevia o)(f), al
numéro r > 0 tal que f^ f 0, poniendo w(0) = +». El anillo 0^
es local, y sus unidades son los elementos de orden 0; su cuerpo res^
dual es R. Se tiene R CI 0^, y es un âlgebra sobre R.
Una serie $ 6 0_ se llama regular de orden p en x_ sin -- -------------------- *--------- n
$(0,...,0,x^) = x^ g(x^) con g(0) f 0 (notaciones évidentes). Un
polinomio t^ + a^t^  ^+...+ a^ 6 0^[t] que es una serie regular
de orden p en t (esto es, a^(0) =...= ap(0) = 0) se llama po­
linomio di s t i n g u i d o . Frecuentemente es util el hecho de que median­
te un cambio lineal de coordenadas, una serie f 6 0^ siempre se 




Teorema de division de W e i e r s t r a s s .- Sea $ 6 0 una serie' —    ' ' ' ' n
regular de orden p en x^. Para cada f 6 0^ existen, y
son ûnicos, Q R G 0^_^[x^] con f = Q.$ + R,
grado(R) < p. Ademâs, si $ es un polinomio distinguido
en X y f G 0 , [x ], tambiên Q G 0 . [x ].
n n— i n n— i n
Teorema de preparacion de W e i e r s t r a s s .- Sea $ G 0^ una S£ 
rie de orden p en x^. Existen, y son ûnicos, un polino­
mio distinguido de grado p, P G 0^ P unidad
Q GO , taies que $ = Q.P.n
Mediante estos teoremas se demuestra que R{x^,...,x^} es 
noetheriano, factorial y, de hecho, regular de dimension (de Krull) 
n. Tambiên el
Lema de n o r m a l i z a c i o n .- Sea p un ideal primo no nulo de
altura r de 0 , Despuês de un cambio lineal de coordena
n —
das, la aplicaciôn canônica 0^ ^ es inyectiva, y
0^/p es un môdulo finitamente generado sobre 0^ ^ .
(b) Un algebra analitica es un algebra unitaria sobre R 
que es la imagen de algun 0^ por un homomorfismo de algebras uni- 
tarias sobre R . Un homomorfismo de algebras analiticas es un hom£ 
morfismo de algebras unitarias sobre R. Se tiene asî la catégorie 
A(R) de algebras y homomorfismos anal î t i c o s .
Un algebra analîtica es un anillo local noetheriano, y su 
cuerpo residual es R. Un homomorfismo analîtico es local (trans­
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forma no unidades en no unidades). En fin, del lema de normalizacion 
se sigue la
Formula de la d i m e n s i o n .- Si A es. un algebra analitica in­
tegra e 1 un ideal de A, se. verifica: dim A = dim A/I +
+ ht I.
(c) Todo lo dicho en (a) y (b) es vâlido reemplazando R por
el cuerpo Œ de los numéros complejos, y se obtiene la catégorie
A(Œ) de algebras y homomorfismos analîticos sobre C . Convenimos que 
en lo sucesivo, siempre que consideremos C, se citarâ explîcitamen 
te y en otro caso se supondrâ que el cuerpo base es R, se haga o 
no mencion expresa de ello.
(0.2) Conjuntos y gêrmenes analîticos [42; chap. III, V ] .- (a) Sea 
fi un abierto de R^. Una funciôn analîtica en fi es una aplica­
ciôn f : fi ---- ► R que admite un desarrollo en serie convergente en
cada punto de fi. Un subconjunto analîtico de fi es un conjunto 
X CZ fi tal que càda punto de fi tiene un entorno abierto U de mo­
do que X n  U es el conjunto de ceros de una cantidad finita de fun
ciones analîticas en U. ,
Sea X un subconjunto analîtico de fi. Un punto x 6 X se
llama regular de dimensiôn d si tiene un entorno U tal que
X n  U es una subvariedad analîtica de dimensiôn d de R^ (esto
es, X n  U = {f,=...=f * 0}, donde f,,...,f son funciones anal^
3f\
ticas en U con rango 0-^ ) = n - d ) . Se demuestra que todo punto 
X € X es lîmite de puntos regulares, y se llama dimensiôn de (X en)
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X, dim^ X, el maximo d > 0 tal que x es lîmite de puntos regu­
lares de dimension d . En fin: dim X = max {dim^ X : x 6 X } . Desta 
quemos que este concepto de dimension coincide con el topologico (ve£ 
se, por ejemplo, [24; chap. l]). Diremos que X tiene dimension pura 
si todos sus puntos tienen la misma dimension. Utilizaremos las si­
guientes notaciones:
reg X, para el conjunto de los puntos regulares,
sing X, para el conjunto de los puntos singulares (esto es, 
no r e g ulares),
regj X, para el conjunto de los puntos regulares de dimen­
sion d.
X , para el conjunto de los puntos de dimension d, * reg^X,
reg* X, para el conjunto de los puntos regulares de dimen­
sion maxima,
X * , para el conjunto de los puntos de dimension maxima.
reg* X.
(b) Sea x^ un punto de , por comodidad, el origen: 
x^ “ 0 G R^. Identificamos dos subconjuntos X e Y de R^ si 
X n  U = Y Q  U para algun entorno U de 0. Una clase de equivalen 
cia para esta relacion se llama germen de conjunto (en x^ = 0), y 
se nota X ^ , donde X es un représentante. Se definen de manera n£  
tural la union, la intersection, la diferencia y el contenido para 
gêrmenes; tambiên las operaciones topologicas, y se verifican las 
propiedades habituales.
Un germen analîtico es el germen de un subconjunto analîtico
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de un entorno abierto de 0. Un germen analitico se llama irreduci­
ble si no es union de gêrmenes analîticos distintos de êl mismo. To­
do germen analîtico tiene una d e scomposiciôn, unica salvo permutaci£ 
nes, en componentes irreducibles, esto es, se puede escribir como 
union finita irredundante de gêrmenes irreducibles.
Si es un germen analîtico, ponemos dim X^ = dim^X.
Con esta definition, se tiene:
(1) dim X U Y = max {dim X , dim Y }o o o o
(2) Si X^ es irreducible, Y^ CI X^ y dim Y^ = dim X^,
entonces Y *= X o o
Diremos que un germen analîtico X^ tiene dimension pura 
si la tiene X. Si X^ es un germen analîtico, se definen los gê_r 
menes (no necesariamente analîticos, pero vêase (0.11)) reg X^, 
sing X^, regj X^, X ^ , reg* X^. X*.
La version geomêtrica (esto tiene un sentido funtorial que 
se describira en (0.4)) del lema de normalizacion enunciado en 
(0.1.a) es el
Teorema de parametrizacion local.- Seo, x C  IR^  un gevmen 
"" *-------------------------- o o
irreducible de dimensiôn d. Despuês de un cambio lineal de 
c o o r d e n a d a s , y notando n : R* + a la proyecciôn sobre 
Zas d p r i m e r a s , existent un entorno obierto U, tan peque 
no como queramos, de 0 6 R*; un subconjunto analitico X 
de U, de dimensiôn d , cuyo germen en 0 es X ^ ; y una fun 
ciôn analiti.ca ô en. W = 7r(u) {el ^discriminante')
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de modo que:
(3) 0 X ^  {ô * 0)Creg* X CI X {6 = 0) = X*,
(4) X^^{6 = 0} tiene una cantidad finita de componentes 
conexas, adhérentes a 0.
(5) Si C es una components conexa de X ^  {ô = 0}, tt | C 
es un homeomorfismo de C sobre una components conexa 
de W ' ^ { ô * = 0 } .
r ô j ïï IX : X W es propia y tiene fibras finitas,
(c) En el caso complejo, las funciones analiticas se denomi- 
nan h o l o m o r f a s , y para conjuntos y gêrmenes analîticos complejos si£ 
ve todo lo dicho en (a) y (b), con la siguiente versiôn del ultimo 
teorema de (h);
Teorema de parametrizaciôn local de conjuntos analîticos 
c o m p l e j o s .- Sea X^ CI un germen irreducible de dimensiôn
d. Despuês de un cambio lineal de coordenadas, y notando 
ïï : ^ a la proyecciôn sobre las d prime r a s , existen:
un entorno abierto U, tan pequeho como queramos, de 
0 6 C^; un subconjunto analitico X de U, de dimensiôn 
pura d, cuyo germen en 0 es X^, y una funciôn holomor-
fa 6 en W * ïï(U) (el 'discriminante*) de modo que:
(1) X {ô = 0} CI reg X, X ^  {ô * 0} es conexo y denso en X.
(2) ïïjX"^ {ô = 0} : X^{6 = 0} + W ^  {ô = 0} es suprayectiva
y homeomorfismo local.
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/3>) ïï IX : X W es propia, suprayectiva y tiene fibras fi­
nitas .
(0.3) Aplicaciones y morfismos analîticos [42; chap. III, V].- (a) 
Sea X un subconjunto analîtico de un abierto fi de . Una fun­
ciôn analîtica en X es una aplicaciôn f : X R  tal que cada pun
to X G X tiene un entorno abierto U en fi de modo que f jx f) U 
es la restricciôn de una funciôn analîtica en U. Es fundamental el
Principio de id e n t i d a d .- Si reg X es conexo y una funciôn 
analitica en X se anul.a sobre un abierto no vacio de X, 
entonces se anula sobre X.
Si X^ es un germen analîtico de R ^ , se tiene mediante 






bre X . o
D e m o s t r a c i ô n .- Consideremos el germen X^ fl {f * 0} siendo 
f la funciôn en cuestiôn. Por hipôtesis, existe un abierto no va- 
cîo W^CZ X* n  {f = o}, luego (tomando représentantes) hay puntos 
X G X * , tan cerca de 0 como queramos, con
■ "xC n {f - 0),
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y se deduce:
dim X = dim X < dim X H  (f = Ol < dim X H  { f = O ) , o X X o
luego necesariamente dim X fl { f = O) = dim X . Como X es irreo o o —
ducible, solo puede ser X^ H  (f = O) = X ^ , y f se anula sobre
(b) Llamaremos conjunto analîtico a un subconjunto analîti­
co de algun abierto de . Si X e Y son conjuntos analîticos, 
una aplicacion analîtica "rr : Y X es una aplicacion cuyas coordje 
nadas son funciones analîticas en Y. Se tiene la nociôn correspon 
diente de morfismo de gêrmenes analîticos, y en consecuencia, la ca- 
tegorîa G(R) de gêrmenes y morfismos a n a l î t i c o s .
(c) Lo dicho en (a) y (b) se aplica al caso complejo, y se 
obtiene la categorîa G((C) de gêrmenes y morfismos analîticos com­
plejos .
En los parrafos anteriores hemos descrito las categorîas en 
las que, casi totalmente, se desarrollara esta memoria. La relation 
entre ellas se establece mediante varios funtores cuyas definiciones 
detallamos a con t i n u a c i ô n .
(0.4) El funtor G  ^  A  - (a) [48; §4]. El anillo 0^ se identifia
ca conïel de gêrmenes de funciôn analîtica en 0 6 R^ (haciendo c£ 
rresponder a un germen de funciôn su desarrollo en serie en 0). Si 
X^CZ R^ es un germen de conjunto, notamos J(X^) al ideal de 0^ 
de los gêrmenes nulos sobre X ^ , y si I es un ideal de 0^, U(I)
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sera el germen de los ceros de I. Se verifican las propiedades c£
nocidas, y se observa que un germen es analîtico si y sôlo si
X^ = UJ(X^), si y sôlo si X^ * ^(I) para algun ideal I de 0^.
Si X CZ es un germen analîtico el anillo 0[X ] = 0_/J(X_) seo o — —— —— ——— o n o
identifies al de funciones analîticas de X .-------------------------------------------------------------------------  Q
Definimos ahora G(R) A(R) poniendo: X ►OEX ] si Xo o o
es un germen analîtico, y haciendo corresponder a un morfismo anal^
tico ïï : Y X el homomorfismo analîtico o o
ïï* : OfX^] 0[Yg] : f I ► f o ïï
Se obtiene asî un funtor c o n t r avariante, que define una equivalen- 
cia funtorial entre 6(R) y la subcategorîa compléta de A(R) de£ 
crita por el
Teorema de los ceros de R i s l e r .- Un âlgebra analitica A 
es isomorfa al âlgebra de funciones de un germen analitico 
si y sôlo si es r e a l , esto es, las ecuaciones de la forma 
T^ +...+ T^ = 0 sôlo tienen soluciôn trivial en A.
El concepto de realidad es esencial en geometrîa cuando el 
cuerpo base es R. Introducimos ahora algunas definiciones al res­
pecto. Un ideal J CZ 0^ se llama real si el âlgebra 0^/J es real; 
facilmente se comprueba que los asociados primos de un ideal real 
son todos reales. El radâcal real de un ideal I CI 0^, que se nota 
/T, es el mînimo ideal real que contiene a I, y es igual al 
ideal de los f 6 0^ taies que f + g^ +...+ g^ 6 I para cierto 
m > 0 y ciertos g,,...,g 6 0 . El radical real de una intersec-
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cion es la intersecciôn de les radicales reales. Con esta terminolo
%ia, se puede enunciar de modo équivalente el
Teorema de los ceros de Ris 1 e r .- Si- I es un ideal de
R{Xj , . . . ,x^} , Jl/(I) * ^/f. *
Para probar su teorema, Risler utiliza la siguiente conse-
cuencia del teorema de parametrizacion local:
Criterio geomêtrico de r e a l i d a d .- Un ideal primo pCZ 0^ es
real si y sôlo si la dimensiôn de Krull de coincide
con la dimensiôn de U(p).
(b) [42; chap. III]. En el caso complejo se definen anâlogji 
mente los dos operadores , y el funtor G(C) A(C) . Aquî,
la caracterizacion de la imagen de este ultimo es el
Teorema de los ceros de R ü c k e r t .- Vn âlgehra analitica A 
sobre C es isomorfa al âlgehra de funciones de un germen 
analitico si y sôlo si es reducida (esto eSj no tiene nil- 
p o t e n t e s ) , Equivalentemente^ J y_(I) = /T para cada ideal 1 
de C { x ^ »...,x^}.
(c) Sea un germen analitico de 6 C^. Entonces:
(1) dim = dim 0[X^].
(2) X^ es regular si y sôlo si OfX^] es regular.
(3) X^ es irreducible si y sôlo si 0 [X q ] es integra, en
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cuyo caso su cuerpo de fracciones se nota O(X^), y se identifies 
con el cuerpo de funciones meromorfas de X ^ .
(A) Los ideales de las composantes irreducibles de X^ son 
los asociados primos, todos minimales, del ideal de X ^ .
(0.5) Coherencia [42; chap. IV].- Del teorema de parametrizacion 
local de conjuntos analiticos complejos se deduces las dos conse- 
cuencias importantes siguientes:
2° teorema de coherencia de O k a .- Si f^,...,f^ son funoio_ 
nes holomorfas en un entorno abierto de 0 6 C^,
X = {f 2 = 0,...,f^ * 0 } ,  e J(X^) estâ generado por
fy,...,f^, entonaes para x 6 X suficientemente prôximo a
0, tambiên J(X^) esta generado por fy,...,f^.
Analiticidad del lugar s i n g u l a r .- El oonjunto de puntos sin 
gutares de un conjunto analitico es analitico. Con mâs pre- 
cisiôn^ sean fy,...,f^ funciones holomorfas en un entorno 
abierto de 0 6 (C“, tales que X = {f^=...=f^=0}, e J(X^) 
tâ generado por fy,...,f^. Si X^ es irreducible de di­
mensiôn dj sing X^ es el germen del conQunto
3f .
{x 6 X : rango (x)) < n-d}.
Por supuesto, estos dos resultados son falsos en el caso 
real (paraguas de W h i t n e y ) .
(0.6) El funtor de complexification. [42; chap. V ].- En todo este
— 12 —
pârrafo, considérâmes R^CZ como subespacio cerrado. Se prueba
facilmente que una funciôn analitica f : 0 + R, CZ R ^ , admite
una extension holomorfa f : D + C, esto es, una funciôn holomor- 
fa en un abierto DCZ invariante para la conjugaciôn usual,
tal que D f] y f | ^  = f . Medîante este resultado se cons-
truye un funtor G(R) ^ G(C) denominado de complexificaciôn, de 
forma que résulta el cuadrado conmutativo siguiente:
G(R) ----  ► G(C)
-® C
A(R) ---- -----► A(C)
Recordemos sus propiedades. Sea (Z R^ un germen analit£
co, y X^ su complexificado.
(1) Jç(X^) - J (X^) . C{xj^, . . . ,x^} . En particular, si
fy,...,f^ generan J(X^), es X^ = {fj^  = 0,...,f^ = 0}.
(2) n  Jç(X^) = Jç(X^) (esto signifies que X^
es el minimo germen analitico complejo que contiene a X^).
(3) Si X^,...,X^ son las composantes irreducibles de X^,
entonces x \  ...,X^ son las de X . En particular, X es irreduo o o ^ o —
cible si y sôlo si lo es X ^ ; en otros termines, un ideal real I 
de R{x^,...,x^} es primo si y sôlo si genera un ideal primo en
C (X 2 y •••,x^}•
(4) es regular si y sôlo si lo es X ^ .
(5) dim X^ * dim X ^ .
Es conveniente observer que si X es un représentante de
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e Y uno de X ^ , puede haber puntos x 6 X tan prôximos a 0 C£ 
mo queramos, taies que X^ f (de hecho lo contrario séria équivalente a
la coherencia de X). Sehalemos tambiên:
(6) sing X^ (por (2), y ser sing X^ Ç  X^ analitico)
(7) Si X^ es irreducible, sing X^ Z) X^"^ reg* X ^ .
Veamos (7). Elegimos funciones analiticas en un en­
torno abierto Q de 0 en R^, y extensiones holomorfas suyas
fl,...,fr» de modo que f^y.-.yf^ generen J(X^) y f 2 »...,f^ 
generen J^(X^). Ponemos X * {f ^ * 0,...,f^ « 0},
Y = {f 2 * 0 , . ..,f  ^ = o}, y reduciendo Q podemos s u p o n e r:
dim Y^ = dim Y^ = d, x € Y (pues Y^ = X^ es irreducible)
fl,...,fr generan para cada x 6 Y (por ser Y co­
hérente)
3f
sing Y*{x 6 Y : rango (%)) < n-d}
Para cada x G fi notâmes I^CZ J(X^) al ideal generado por
f 2 ,...,f^ en 0^ = 0[R^]. En esta situation, si x 6 X (1 reg Y
résulta:
ht = ht(I^ ® u^C) * ht Jg(Y^) = n - dim Y^ = n-d
9f 9f.
rango (x)) = rango ("g" (x)) = n-d (pues x 0 sing Y),
j
lo que signifies que el anillo es regular de dimensiôn d
(teorema de la funciôn inversa) y en consecuencia real. Por el te£ 
rema de los ceros de Risler, J(X^) = Jl/(I^) = = I^, y
0[X^] = En suma, x es un punto regular de dimensiôn d.
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Esto muestra que X ^ reg* X cZ sing Y
(0.7) Morfismos analiticos f i n i t o s .- Un morfismo analitico
TT : Y^ X^ se denomina finito si cumple una de (y por tanto todas)
las condiciones équivalentes siguientes:
(1) El anillo local 0[Y^] esta finitamente generado como m£
dulo sobre 0 Ex ].o
(2) Existe un représentante tt : Y -► X del complexif icado del 
morfismo dado que es una aplicacion analitica, propia y con fibras 
finitas (y podemos elegir Y arbitreriamente pequeno) [42; p. 66, 
proposition 1].
Por ejemplo, el morfismo it : X^ “► del teorema de parame-
trizacion local, (0.2.b), es finite.
Imagen de un germen de con.junto por un morfismo f i n i t e .- Sea 
n : Y^ ^ Xg un morfismo finite, y un germen de conjunto conte-
nido en Y^. Elegimos un représentante tt : Y X que sea una
aplicacion propia, y tal que tt ^(0) *={0} (esto es posible por (2), 
ya que Y = Y f| es cerrado en Y) . Entonces si Z CZ Y represen
ta a Z^, ponemos tt(Z^) « ïï(Z)^.
Comprobar que esta definition es correcte se reduce a ver que 
si Z * CZ Y, Z^ = Z^, entonces tt(Z*)^ ■* tt(Z)^. Pero si, por ejem­
plo, 7r(Z’)^ct: tt(Z)^, existe una sucesiôn {x^l^^^CZ Tr(Z*)^Tr(Z) 
que converge a 0. Sea x^ = 7r(yp), y^ G Z * Z , p ^ 1. Por ser tt 
propia, tiene una subsucesiôn convergente a un punto de
TT ^(0), que sôlo puede ser 0. En consecuencia, ^ lo que
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es absurdo.
En fin, sehalemos que si tt : es un morfismo f inito,
la condition dim X^ = dim Y^ équivale a que %* : 0[X^]-^ 0[Y^] 
sea inyectivo (pues por ser tt f inito, la extension 
OfX^] / ker ir* ---► O^Y^] es entera).
(0.8) N o r m a l i d a d .- Un germen analitico X ^ , real o complejo, se de­
nomina normal si su anillo de funciones OEx^l es normal (esto es, 
integro e integramente cerrado). Un germen normal es, pues, irreduci­
ble. Âdemas:
(1) Un germen X^ CI es normal si y sôlo si X^ es normal
{51; §8].
(2) Si X^ es normal, X^"^ reg* X^ = IR^ f] sing X ^ .
Veamos (2). Como siempre se tiene X^ '-' reg* X^ CZ R^ H  sing X^,
(0.6.7), bay que comprobar que reg* X ^ C  reg X ^ . Para ello tomamos
représentantes X de X^, Y de X ^ . Por (1), Y^ = X^ es normal,
y por ser la normalidad una condiciôn abierta en el caso complejo
[42; p. 121, theorem 5], podemos suponer que Y^ es normal, y por
tanto irreducible, de dimensiôn d = dim Y = dim X para cada
o o
X € Y. Entonces, si x 6 reg* X, X^ es regular de dimensiôn d, 
y tambiên lo es X^CZ Y^. Como Y^ es irreducible y los dos gêrme- 
nes tienen dimensiôn d, sôlo puede ser X^ = Y^, con lo que 
X € reg Y.
La observaciôn (2) tiene que ver con la analiticidad del lu­
gar singular. T r i v i a l m e n t e , se deduce de (2) que si X^ es normal
— 1 6 “
de dimensiôn pura, entonces sing es analitico. Sin embargo esto
es tambiên corolario de un teorema de Tognoli, 51; corollario 1, §8 , 
segûn el cual un germen normal de dimensiôn pura es c o h e rente. En 
relaciôn con este problems, considêrese el siguiente ejemplo de Ca_r 
t a n , [53 ; §11]:
: yz(x^ - zy^) + * 0
Se tiene:
sing X * {x*0, z=0} U  {x=0, y=0, z > O},
que no es analitico, aunque X^ es un germen de dimensiôn pura (fi^ 
gura 1) .
9 2 A
yz(x -zy )+x *= 0
Figura 1
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En el caso complejo, la normalidad esta fuertemente relaciona 
da con la regularidad en codimension 1, En el caso real nos interesa 
la siguiente
P r o p o s i t i o n .- Sea un germen 'irreducible de dimensiôn d.
Se verifioa:
(3) Si p es un ideal primo real de 0[X^], el anillo lo­
cal 0[Xg]p es regular si y sôlo si li(p) Cf sing X ^ .
dim n  sing X^ < d-r si y sôlo si para cada ideal pri
mo real p CZ 0[X^] de altura <r^ el anillo local 
0[Xçy]^ es regular,
Demos t r a c i o n . - (3) Pongamos A = 0[X^], B = C = 0[x^].
Si p es un ideal primo real de A, p = Jl/(p) (teorema de los ce^
ros) y U(p) = l/j,(p), donde p = p.B es un ideal primo de B. Asi,
la condiciôn ^(p)CE sing X^ équivale a 1/^, (p) $  sing X ^ , que, por
el resultado en el caso complejo [1 ; §9] équivale a que B^ sea
regular. Ahora bien, la extensiôn A^ -► B~ es plana (B~ es un ani^
llo de fracciones de A ® -, C) , y el ideal maximal de A generap ftt p
el de B~. Se deduce de [27; chap. 0, 17.3.3] que B- es regular
p P
si y sôlo si lo es A .
P
(4) es consecuencia inmediata de (3) , considerando un asociji 
do primo p de altura minima de JCR^ f] sing X^), que sera real.
Mâs adelante veremos que en (4) es posible sustituir ^r por 
= r , pero para ello necesitamos el resultado previo, (10.2), de que 
la dimensiôn de un algebra analitica real se puede medir con cadenas
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de ideales primos reales. Para r = 1, la observaciôn es por supue^ 
to trivial, e introducimos una
D e f i n i c i ô n .- Un germen 'ivreduo'ùhle se llama real si
para cada ideal primo real de altura 1^ p, de 0[X^]^ el 
anillo local OEXg]^ es regular.
Esto es la c
estrictamente mâs f
muestra el sig uient
rese X ^ C dado
2 (x+y)(x^+y^) . x"
tonces X es o de d




dim ]R^ f| sing
z(x+y) (x 4-y ) =x
Figura 2
Concluimos este pârrafo sobre normalidad con la siguiente
Proposition (Risler).- Si es un germen irreducible de d^
mensiôn d_, existen un germen normal de dimensiôn d, X^j 
y un morfismo analitico hirracional finitOj tt : X^ +  X^.
El par (X^,7t) se denomina normalizaciôn de X^^ y es ûnico 
salvo isomorfismo.
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D e m o straci o n .- Sea A = 0[X^], su cierre integro en su
cuerpo de fracciones; A^ es real, y un modulo finito sobre A. Se 
deduce que es un algebra analitica real, y por el teorema de los ce­
ros A^ = OCx^] para cierto germen analitico X ^ . El morfismo ana­
litico correspondiente a la inclusion A  ► A^ da la normalizaciôn
b u s c a d a .
(El termine birracional aplicado a un morfismo analitico 
TT : Y X significa que X e Y son irreducibles,O O ^ 0 0
TT* : 0[X^] 0[Y^] inyectivo, y el monomorfismo de cuerpos inducido
por TT*, O(X^)  ► O(Y^), es un isomorfismo). .
(0.9) Germenes de curva irreducible.- Un germen de curva irreducible 
c^ es un germen analitico irreducible de dimensiôn 1. En consecuen­
cia, su normalizaciôn c^ es un germen regular (pues 0[c^] es un 
anillo normal de dimensiôn 1) y por tanto isomorfo a IR^. Se tiene
entonces una normalizaciôn (^^,77), y el morfismo tt : IR^  -+ c^ se
denomina parametrizaciôn primitiva de c^ ; es unica salvo isomorfi^ 
m o . En terminos de los anillos de funciones, una parametrizaciôn pr^ 
mitiva es un homomorfismo analitico birracional OEc^l -► IR{t}. En 
general, llamamos parametrizaciôn de c^ a cualquier homomorfismo 
no trivial 0[c^] -► R{t}.
Sea X C  IR^ un germen analitico. Si e CZ X es un germeno o o o
de curva irreducible, una parametrizaciôn de c détermina un homoo —
morfismo analitico c : 0^  ^ ^ R{t} con p * ker c Z) J(X^), y por 
tanto uno c : 0[X^] IR{t}, con c^ = l/(p) . Rec i p r o c a m e n t e , un h£
momorfismo analitico c : 0[X^] IR{t} détermina un germen de curva
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irreducible contenido en X .o
Desde el punto de vista topolôgico, un germen c^ de curva
irreducible es simplemente . Llamaremos semirrama de c^ a cada
una de las dos componentes conexas de c^*^ {0}, y si
TT : tR c CI IR^ : t '---► x(t )  = (x, (t ) , . . . ,x (t) ) es u n a  p a r a m e t r i -
» O  O  O  X XI
zaciôn primitiva, entonces
t I ► x(t), t > 0 y t I ► x(t), t < 0
parametrizan cada una de las semirramas.
En efecto, pues una parametrizacion primitiva es un homeomor- 
fismo. Para verlo, observese primero que la complexificaciôn 
TT : ^o ^  ^o tambiên primitiva, y asi homeomorf i s m o , pues el
resultado es conocido en el caso complejo, luego todo se reduce a 
que sea tt(R^) = c^, o equivalentement e , tt ^(R^)CI IR^ . Esto ulti­
mo puede comprobarse mediante el siguiente argumente de Milnor,
[38; §2], Despuês de un cambio de variable en IR^, tt tendra la 
forma
t I ► x(t) « (0 0 +tP,Xp(t),...,x^(t)),
donde x ^ (t),...,x ^ (t ) 6 IR{t}. Sea ahora t 6 C, suficientemente 
prôximo a 0, con Tr(t) 6 IR^. Entonces +t^ 6 IR, y t •* Çs donde 
s = I 11 € IR y Ç es una raiz 2p-êsima de la unidad. Si Ç * +1 ô 
-1, hemos terminado. Pero si asi no fuera, por ser TT primitiva, 
alguna de las series x^(t) tendria un terminai de grado f 0 mod p, 
y por tanto, tambiên lo tendria Xj(Çs). Esto significaria, tomando 
s = ItI suficientemente pequeno, que x^Cçs) no es un numéro real, 
y x(t) = x(çs) (S r ” . En suma, tt ^(R^)CI 1R^  , como pre t e n d i a m o s .
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Si CI es un germen de curva irreducible y
c : 0^ -+ IR{t} una parametr izaciôn de c^, entonces al menos una de 
las semirramas de c^ queda parametrizada por:
t I ► x(t) = (x^(t),...,x^(t)), t > 0
donde x^(t) * c(x^), 1 < i < n. Dada la parametrizaciôn c, re-
presentaremos por c* esa semirrama (lo que no se presta a confusion 
nes, pues un germen de curva es siempre de dimensiôn pura), que pue­
de denominarse *semirrama positiva' de la parametrizaciôn c.
(0.10) Desingularizaciôn de un germen de curva i r r educible.- Segûn 
se ha visto en el pârrafo anterior, la normalizaciôn es de hecho una 
desingularizaciôn en el caso de curvas. Sin embargo, nos interesa 
describir un proceso para obtener la desingularizaciôn mediante trans^ 
formaciones de un ambi'ente en el que este sumergida la curva.
Introducimos primero la siguiente
Def i n i c i ô n . - Sean c^ CI IR° un germen de curva irreducible- y 
H (Z un hiperplano que pasa por el origen. Se dice que H
es transversal a si existe una parametrizaciôn primitiva
c : 0^ -► R{t) de c^ tal que
üj(c(H)) * min (w(c(f)) : f(0) = 0}.
Se comprueba fâcilmente que los hiperplanos H CZ R^ transver^ 
sales a c^ forman un abierto denso del espacio proyectivo
Sea ahora c^ C  R^ un germen de curva irreducible y suponga-
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m o s que x, = 0 es transversal a c . Considérâmes la direcciôn 1 o
de la tangente a c^, que sera de la forma (1,a 2 ,...,a^) por la 
condiciôn de transversalidad, y llamamos explosiôn local del origen 
de (en esa d i r e c c i ô n ) , a la aplicaciôn
TT : R *  +  R ^  : ( x | , . . . ,x^) h- (x* .x^xj + ^2^1’ * * * ’^ n*l ^n^n^
Claramente, tt|r ^'^{ x | = 0} es un isomorfismo analitico sobre
R^ {Xj^  = 0}. En lo que a c^ se refiere, TT ^(c^) es un germen
analitico con dos componentes irreducibles, una de las cuales es ev^
dentemente {x* “ O}, y la otra es un germen de curva irreducible
que se llama transformada cuadrâtica estricta de c^, y se notarâ
c* . El morfismo analitico c ' c inducido por TT se denominao o o
transformaciôn cuadrâtica estricta. Por ultimo:
Teorema de desingularizaciôn.- La normalizaciôn c^ + c se-------------------- s--------------  o o
factoriza a través de una sucesiôn finita de transformaciones 
cuadrâticas e s t rictas.
Todo lo anterior es bien conocido en el caso complejo [10; 
chap. I], y en el caso real se deduce por complexificaciôn [48; §6].
(0.11) Germenes semianaliticos [3?].- (a) Sea Q un abierto de R ^ .
Un subconjunto semianalitico de Q es un conjunto Z Cl Q tal que
para cada punto x G 0 existen funciones analiticas g ^ j , f^ en un
entorno abierto U de x de modo que:
P
Z n U * U tsui > 0 ,...,g. > 0 , f. « 0 }.
i=l ^
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Por ejemplo, un subconjunto analitico de es un subconjun
to semianalitico cerrado de Q. De la d e f iniciôn résulta que la 
uniôn, la intersecciôn y la diferencia de dos subconjuntos semiana- 
lîticos de ^ son a su vez semianaliticos de 0. Ademas, Zojaëie- 
wicz demuestra:
P r o p o s i c i ô n .- La adherencia^ el interior y la frontera de un 
subconjunto semianalitico de Çl son semianaliticos de 0 
[Z7; p. proposition 2],
Sea Z un subconjunto semianalitico de ^ . Un punto x G Z 
se llama regular de dimensiôn d si tiene un entorno U tal que 
Z f] U es una subvariedad analitica de dimensiôn d de . Se tie^ 
ne :
P r o p o s i c i ô n .- El conjunto de los puntos regulares de dimen-^ 
siôn d de Z es un subconjunto semianalitico de 0 [37; 
p. théoreme 4],
Se demuestra que todo punto x G Z es limite de puntos regu 
lares de Z, y se llama dimensiôn de (Z en) x, dim^ Z , al mâxi 
mo d ^ 0 tal que x es limite de puntos regulares de dimensiôn d. 
En fin: dim Z = max {dim^ Z : x G Z }. (Este concepto de dimensiôn
coincide con el topol ô g i c o ) . Con las mismas notaciones que para con
juntos analiticos, résulta del teorema ultimo citado, que reg Z, 
d z. z^, reg*sing Z, reg, Z , Z  Z y Z* son semianaliticos de Q,
Senalemos por ultimo que si f : n -► R™ es una aplicaciôn 
analitica, y f(Z) es semianalitico (en algûn abierto de R® que
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lo c o n t e n g a ) , entonces;
(1) dim f(Z) < dim Z (es una consecuencia del teorema de 
Sard)
(2) Si f|z tiene fibras finitas, dim f(Z) = dim Z (es una 
consecuencia del teorema clasico del r a n g o ) .
(b) Un germen semianalitico de IR^ es un germen que admite
por représentante un subconjunto semianalitico de un entorno abierto
de 0. Si X^CZ Ir ” es un germen analitico, un germen semianalitico
de X es simplemente uno de contenido en X .o o o
Observese que si Z^ es un germen semianalitico de uno anal^
tico X CZ R^, su adherencia en X_ es su adherencia en R^, y o o o o
por tanto es semianalitico, y su interior en X es X X Z ,
o o o o
luego tambiên semianalitico.
Sea Z^ un germen semianalitico de uno analitico X ^ . Enton
ces :
P ^
(1) Si Z^ es cerrado en X ^ , Z^ = |J {f\^ ) G., ...,f^ ^ 0}
i= 1 
P
(2) Si Z^ es abierto en X ^ , Z^ = (J {f\^ > 0,...,f^ > 0} H
i* 1
n
(3) Si Z^ es regularmente cerrado (*) en X ^ ,
Zo ■ U, tfil > 0 «iq > 0} n X,
i«l
(*) Un subconjunto Z de un espacio topolôgico X se llama regularmente cerrado 
cuando coincide con la adherencia de su interior.
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(La formula (2) résulta aplicando (1) a Z^; la (3),
aplicando (1) al interior de Z^ en X ^ . Por ultimo, si Z^ es 
cerrado en X ^ , lo es en R^, y (1) se debe a -Co j a s i e w i c z , [37; 
p. 98, théoreme 3]).
La dimension de un germen semianalitico Z^ CZ R^, dim Z^, 
es la dimensiôn en 0 de un représentante. Se verifica:
(4) dim Z U  Z* = max {dim Z , dim Z*}
o o o o
(5) dim Z = dim Zo o
En fin, si Z^CZ R^ es un germen semianalitico, el minimo 
germen analitico que contiene a Z^ es X^ = l/J(Z^), y
(6) dim Z = dim X .o o
P i i
En efecto, sea Z^ = J  Z^, Z^ » {g^^ > 0,...,g^ > 0,
i=l
p . .
fi = 0} . Se tiene; X = [J X^, X * l/J(Z^), luego basta consi-
i*l
derar el caso en que Z^ sea de la forma {gj^  > 0, . . . , g^ > 0, f = 0}
Sea entonces una componente irreducible de X^ de dimensiôn
maxima d = dim X , e Y^ la uniôn de las restantes. Si
o o
Z q n  reg* Y^ = 0, Z^ f| Y^CZ Y^ f) sing Y^ Ç  Y ^ , (0.6.7) y se deduce
= 0 =  ( 7 , 0  sing ?,) U  Y,
contra la def iniciôn de X ^ . Asi pues, Z^ fl reg* Y^ f 0, pero 
Y^ CZ {f = 0} , luego
0 1* Z q n  reg* Ï q “ {gj > 0 ......gq > 0} fl reg*
de donde: dim > diœ({gj > 0,...,g > 0} f) reg* Y^) “ d, pues este ûlt^
mo germen es abierto y no vacio en reg* Y^. En suma, dim Z^ = d .
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(0.12) Germenes subanalîticos.- La deficiencia fundamental de los 
conjuntos semianaliticos es que no forman una clase cerrada para la 
imagen por aplicaciones analiticas propias (de hecho, la imagen por 
una aplicaciôn analitica propia de una variedad analitica compact^ 
puede no ser semianalitica, [29; example 2]. Esta deficiencia da 
origen a la teoria de conjuntos subanaliticos, desarrollada indepen 
dientemente, primero por Hironaka, [29], y luego por Hardt, [28]. 
Nosotros no vamos a utilizar conjuntos o germenes subanaliticos en 
esta memoria, pero si necesitaremos dos condiciones suficientes para 
que un conjunto subanalitico sea semianalitico.
Pr o p o s i c i ô n .- Sean Çl un abierto de R° y tt : fi -► una
aplicaciôn analitica. Si Z es un subconjunto semianalitico 
de fi de dimensiôn ^ entonces tt(Z) es semianalitico 
[27; p, 127^ théoreme I].
Pr o p o s i c i ô n .- Sea tt : un morfismo analitico finito.
Si Z^ es un germen semianalitico de Y^^ tt(Z^) es un ger_
men semianalitico de X .o
D e m o s t r a c i ô n .- Como cualquier aplicaciôn conserva las uniones, 
basta probarlo cuando Z^ = {g^ > 0,...,g^ > 0, f * 0}. Sea enton­
ces Y^ = (Y^ X R^) n  {f = 0, g^-t^ = 0,...,g^-t^ = 0}. Claramente,
se obtiene un morfismo finito : Y^ -► JC , componiendo la restric
o o —
ciôn de la proyecciôn canônica Y x R  -►Y con tt . En esta situao o o —
ciôn:
TT^  (Y^ " {t = 0}) = n(Z )o o
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En fin, TT^(Y^'^{t = O}) es semianalitico en virtud de un teorema
de Galbiati [25; théoreme (1.1)].
CAPITULO I: EL PROBLEMA DECIMOSEPTIMO
En este capîtulo se prueban un teorema de especializaciôn, 
un criterio del cambio de signo y un criterio de no negatividad. Se 
introduce el concepto de lugar de denominadores y se acota su codi­
mensiôn. Se consideran los numéros de Pitâgoras de un germen irredii 
cible. Para germenes de curva se compléta la soluciôn del problema 
cualitativo y se trata el de caracterizar las curvas pitagôricas. De 
los germenes de superficie, se consideran primero las singularidades 
racionales, se estudia luego el tipo topolôgico en relaciôn con el 
criterio del cambio de signo, y, finalmente, se obtiene un resultado 
cuant itat i v o .
§1. El teorema de especializaciôn para germenes analiticos
La soluciôn del problems decimoséptimo dada por E. Artin,
2 , se basa en la teoria de Artin-Schreier de cuerpos formalmente 
reales y en un "teorema de especializaciôn" para funciones raciona 
les. Para estudiar el caso de germenes de funciones analiticas sobre 
un germen irreducible aplicamos tambiên la citada teoria de Artin- 
Schreier, y nuestra r e f e r e n d a  es [30; chap. VI], pero el teorema 
de especializaciôn debe probarse en este nuevo contexto: este es el 
objeto primero de este epigrafe.
Cl.l) Algebras analiticas o r d e n a d a s .- Un orden en un algebra anali­
tica integra es un orden total en su cuerpo de fracciones. Un alge­
bra analitica ordenada es una integra dotada de un orden.
— 28 —
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Por ejemplo, el algebra analitica R{t} ' puede ser dotada de
dos ordenes distintos, caracterizados por el signo de t . En lo su-
cesivo, nosotros supondremos siempre que se trata del determinado
n
por t > 0, cuyos elementos positivos son las series a t +...,
o
con a > 0.
^o
En general, un algebra analitica integra admite un orden si 
y sôlo si es real [30; p. 274, corollary 2],
(1.2) Proposiciôn (teorema de especializaciôn).- Sean un germen
irreducible, y elementos de 0[X^]. Son équiva­
lentes:
(o,) Existe un orden en en el que son p o ­
sitivos
> 0,...,f^ > 0} n X* 0
(y) {fj > 0,...,fp > 0} n  reg* X^ f 0
(6) Existe una semirrama de curva irreducible contenida en
{fJ > 0 ,...,f^ > 0 } n X*.
(z) Existe una semirrama de curva irreducible contenida en 
{fj > 0,...,fp > 0} n  reg* X^.
Dividiremos la demostraciôn en dos partes.
(1.3) (e) (6) ■» (8) (y ) —^ (g).- Las dos primeras impli-
caciones son triviales. La tercera es consecuencia de ser reg* X^ 
denso en X ^ . En fin, para la cuarta utilizaremos el
Criterio de Serre [49].- Sean K un cuerpo conmutativo y S
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un subouerpo multiplicativamente cerrado de K. Es condi­
ciôn necesaria y suficiente para que exista un orden en K
en el que los elementos de S sean positivos, que las ecua
2 2
ciones de la forma: +...+ s^,...,Sg 6 S, sôlo
tengan en K la soluciôn trivial,
En nuestro caso, consideramos el sistema S generado por
fl,...,fr» y hay que probar que si g^,...,gp 6 0[X^],
2 2
Sj^,...,Sp G S y 0 = s^g^ +...+ Spêp» entonces g^,...,gp se anu 
lan sobre todo X^ . Pero claramente: { f ^ > 0 , . . . , f ^  > 0} f] X* CI 
C  {sj^  > 0,...,Sp > 0}, de donde:
{fj > > 0} n X*C= {g^ - 0}»
luego si se cumple (y), por el principio de identidad g^ = 0 sobre
Xo-
La implicaciôn que falta, (a) (e), se deducirâ de la s2
guiente version paramêtrica:
(1.4) P r o p o s i c i ô n .- Sean A un âlgebra analitica ordenada y
elementos positivos de A. Existe un homomorfis­
mo andlitico c : A R{t} tal que c(f^),...,c(f^) son p o ­
sitivos en R{t}.
D e m o s t r a c i ô n .- El argumente que se utiliza en el caso formai 
puede imitarse aqui. Vamos sin embargo a dar una prueba diferente, 
basada en el
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Teorema de aproximacion de N . Artin [3].- Pongamos
X = (xj^, . . . ,x^) , y = (y^,...,yp), y sean f^(x,y),...
...,f^(x,y) 6 R{x,y} Qon f^(0,0) = 0,...,f ^ ( x ,y ) = 0.
Sean y^  ^(x) , . . . ,y^(x) 6 lR[[x]] series formates soluciôn 
del sistema f^(x,y) = 0,...,f^(x,y) = 0. Entonces para ca
da s > 0  existen y ® ( x ) ,...,y®(x) 6 R{x}, series conger-
gentes soluciôn del mismo sistema, y taies que y^^(x) E 
E y®(x) mod(x^,...,x^)®^^, 1 < i < p.
De este teorema résulta una demostraciôn fâcil de que el com 
pletado A de un âlgebra analitica A es integro si y sôlo si lo
es A [52; p. 62, corollaire 4.4]. Tambiên, de que A es real si
y sôlo si lo es A (Risler lo prueba mediante su teorema de los ce^  
ros [48; proposition 6.3]). Esto ultimo puede precisarse como si- 
gue :
(1.4.1) L e m a .- Sea A un âlgebra analitica ordenada. Existe un or- 
den en A (esto es, en su cuerpo de fracciones) que extien 
de el dado en A.
Deducimos ahora fâcilmente (1.4). Por (1.4.1) y ser cierto 
el resultado en el caso formai [34; proposition 1], existe un homo^ 
morfismo de âlgebras c : A -► IR [ [t ] ], tal que c (f ^ ) , . . . , c (f ^ )
son positivos en R[[t]] para el orden correspondiente a t > 0
(estâ definido como el de R{t}). Por otra parte, la topologia (t)- 
âdica coincide con la asociada a este orden, luego existe s ^ 0
tal que si h E c(f^) mod t ® ^ ^ , entonces h es positive (1 ^ i ^r).
Ahora, utilizando el teorema de aproximaciôn, se define un homomor-
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fismo c : A R{t} con c = c mod [3; theorem (1.5a)]. Cl^
ramente, c es el homomorfismo analitico buscado.
Para terminar, la
Demostraciôn de (1.4.1).- En primer lugar, A es integra
por serlo A, y se trata de ver que el cuerpo de fracciones K de
A admite un orden en el que son positivos todos los elementos pos^
tivos de A. Estos ûltimos forman un sistema multiplicativamente
cerrado S de K, y en virtud del criterio de Serre, bastarâ com-
2 2
probar que si s^,...,s^ 6 S, la ecuaciôn s^T^ +...+ s^T^ * 0
sôlo tiene la soluciôn trivial en A.
Podemos poner A * R{x^,...,x^}/I, A = R [ [x^,...,x ^ ] ]/I ,
donde R[[x^,...,x^]] es el anillo de series formales e
I = I.R x j  ] ; sean ademas f , . . . , f^ 6 R{x^,...,x^} ge-
neradores de I y hj,...,h^ G R{x^,...,x^} con s^ = h^ + I,...
2 2
...,Sp = h^ + I. En esta situaciôn, decir que s^T^ +...+ = 0
tiene soluciôn no trivial en A significa que
2 2 *
F(x,y) = h^T^ +...+ hpT^ + Y^f^ +...+ Y^f^ = 0,
y “ (Yj^,...,T^, Y 2 , . . . , Y^)
tiene una soluciôn y(x) = (T(x),Y(x)) G R[[x]]^^* con un
T^(x) 0 I. Por el teorema de aproximaciôn, para cada s > 0 existe
y®(x) = (T®(x)JY®(x)) G R{x}^^™ que es soluciôn de .F * 0, y tal
que T^(x) E T®(x) mod (x ^ , . . , , x^) ® . Pero Sj^,...,s^ son positi-
2 2
vos en A, y la ecuaciôn s^T^ +...+ s^T^ *=0 no puede tener solu
ciôn no trivial en A, con lo que T®(x) G I. Se deduce:
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T.(x) 6 n ((x,,...,x )® + I) = I 
^ 8 > 0  1 ^
(la igualdad por el teorema de Krull), lo que es absurdo.
(1.5) Fin de la demostracion de (1.2): (a) (c).- Aplicando el te£
rema de parametrizaciôn local, (0.2.b), existe 6 6 0[X^]'^{0} tal 
que X^*^ 1/(6) CZ reg* X ^ . Por (1.4), existe un homomorfismo analît^ 
CO c : OfX^] lR{t} con c(f^) > 0,...,c(f^) > 0, c(ô^) > 0  en 
R{t}. Consideramos la semirrama positiva c* de la parametrizaciôn 
c, y entonces las desigualdades c(f^) > 0,...,c(f^) > 0 significan:
c* C  {fJ > 0,...,fp > 0}
De la otra condiciôn résulta que ^(ô) R e * *  {O}, y como c* CZ X ^ ,
se tiene:
c*c= V ( 6 ) C  reg* X^,
lo que compléta la prueba.
Las proposiciones (1.2) y (1.4) generalizan dos resultados 
importantes, que deducimos a continuaciôn como corolarios.
(1.6) Corolario (lema de selecciôn de una curva de Bruhat-Cartan- 
Wallace) [38; §3].- Sea C  un germen semianalitico no
vacio. Existe una semirrama de curva irreducible contenida
en Z . o
D e m o s t r a c i ô n .- Basta considérât el caso Z^ = {f^ > 0,...
...,fp > 0 ,  g « o}. Sea entonces el minimo germen analitico
que contiene a Z . Como dim Y « dim Z , existe una componente  ^ o o o
irreducible X^ de Y^ de dimensiôn maxima, con:
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0 ^ n  X *  = { f j  > 0 . . . . > 0} n  X *
Esto es la condiciôn (3) de (1.2), luego se deduce (6), y por tanto
el corolario.
(1.7) Corolario (teorema de los ceros de R i s l e r ) .- Si p es un ideal
primo real de R{x^,...,x^}, se tiene: p = JV(p).
D e m o s t r a c i ô n . - Sea f G 1 R { x , . . . ,x^} p . Como p es primo
y real, A * R{x^,...,x^}/p puede dotarse de un orden, en el que
2
f sera positive. Por (1.4) existe un homomorfismo c : A lR{t}
2
tal que c(f ) > 0, o sea, c(f) ^ 0. Esto significa que f no 
tiene ningûn cero en: t h> x(t), t > 0 suficientemente pequeno,
donde
x(t) = (c(x^+p),...,c(x^+p))
Como el germen de: t h- x(t), t > 0, estâ contenido en l^(p) , f 
no se anula sobre U(p), esto es, f 0 JU(p). Queda probada asi 
la inclusiôn no trivial p Z) Jl/(p).
Para demostrar su teorema de los ceros, Risler considéra pr^
mero, [48; §4 (A)], el caso de un ideal primo principal de
R{x^,...,x^}, y establece la version analitica del criterio del cam 
bio de signo de D u b o is-Efroymson, [18]. El argumente de Risler pue­
de utilizarse en un contexto mâs general como sigue:
(1.8) Proposiciôn (criterio del cambio de s i g n o ) .- Sea un ger­
men irreducible tal que reg* X^ es conexo, Si 
f G R{x^,...,x^} genera un ideal primo f{o} en Ofx^ j
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son équivalentes:
(ol) f genera un ideal real en 0[X^J
(^) f cambia de signe sobre X*
D e m o s t r a c i o n . - (g) =■» (B) » Supôngase que I *= f.O[X^] es un
ideal real. Si f no cambia de signe en X*, por ejemplo, es siem-
pre >0, entonces, (1.2), f es positive en cada orden de ()[X^],
y per tante, [30; p. 288, theorem 10], f es una suma de cuadrades
en O(X^) : = g^ +. . .+ g^, 6 , g , . . . , g^ . G 0[X^]'^ {0}. Ceme I
es real, g^,...,g^ 6 I, este es: g^ = h^f, 1 ^ i < r, y resul-
2 2 2
ta: 6 = (hj^  +...+ h^)f (pues 0[X^] es intégré y pedemes simpl^
ficar f ^ 0). De nueve per ser I real, 6 6 1, e sea: 6 = nf*
Se sigue:
2 2 2 
n f = +...+ hp
Ceme se ve el argumente es siempre iterable, y en particular:
6 6 n  f^ . 0[X ]. Se deduce (teerema de K r u l l ) , que 6 = 0 .  En 
s^e
suma, se ebtiene una centradiccion, luege f debe cambiar de signe
sobre X*.e
(B) =» (g): Sea p * J(X^) + f.R{x^,...,x^}, cen le que 
p/J(X^) = f.O[X^], y p es un ideal prime. Claramente, (g) équi­
vale a que p sea real. Pere per el criterie geemëtrice de realidad, 
(0.4), este équivale a su vez a la igualdad:
dim X^fl V(f) = dim l/(p) = dim R{xj^,...,x^}/p =
= dim 0 [Xq ] /f.O[X^l * d-1, 
peniende d * dim X . Asi pues, debemes prebar que X f) l/(f) tijB
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ne dimension d-1.
Observâmes en primer lugar que, per cambiar f de signe so­
bre X*, el germen reg* X ^ ^  l^(f) ne es cenexe. En efecte, si le 
fuera, f ne cambiarîa de signe sobre diche germen, ni, per centi- 
nuidad, sobre su adherencia. Pere per el principle de identidad, 
reg* X^ '~' y(f) es dense en X*, luege f ne cambiarîa de signe s£
bre X*. 
e
Finalmente, veames que dim X^ H  t'(f) = d-1. La desigualdad 
dim X ^ n  < d-1 résulta de ser X^ irreducible y ne anularse
f sobre tede X ^ . Per tante, se trata de ver que tan cerca ceme que^ 
rames del erigen bay puntes de dimension ^d-1 de X fl ® 0}*
Ahera bien, que reg* X^ sea cenexe significa que cada enterne U 
de 0 centiene un représentante M de reg* X^ que es una variedad 
analîtica cenexa de dimension d, y hemes ebservade antes que, para 
U suficientemente pequene, N {f = 0} ne es cenexe. En suma, le 
que queremes résulta del
Teerema de M a z u r k i e w i c z .- Si M es una variedad topolôgica 
(*) conexa de dimensiôn à y k un subespaoio que la des- 
oonecta, entonces dim A ^ d-1.
(Este teerema aparece en [24; p. 80, 1.8.19] cuande M es 
una region del espacie euclîdee, pere exactamente el argumente allî 
utilizade sirve para este case mas g e n e r a l ) .
(*) Supenemes implîcitamente que M es metrizable y separable.
- 37 -
En la demostracion précédante juegan su papel aspectos pura 
mente topologicos. Mas adelante, §5, les estudiaremos con mas data- 
lie para gêrmenes de superficie analîtica, para les cuales es posi- 
ble obtener un major criterio del cambio de signe, (5.1).
§2. El problems decimesêptime para gêrmenes analîtices: aspecte 
cualitative.
A partir de ahera emplearemes centinuamente las siguientes
N e t a c i e n e s .- Sean un germen irreducible, 0[X^] su an^
lie de funcienes y O(X^) su cuerpe. Considérâmes les subcenjuntes 
de 0[X^] siguientes:
S[Xg], el fermade per les f 6 0[X^] que son suma de cua­
drades en 0[Xg]
S(X^), el fermade per les f G 0[X^] que son suma de cua­
drades en 0 (X^).
Ademâs, si es un germen de cenjunte de X ^ , netaremes
P(Z^), al cenjunte de les f G OEX^] que son ne negatives
sobre Z .e
El primer resultade que relaciena funcienes ne negatives y 
sumas de cuadrades es la centrapartida en este contexte analîtice l£ 
cal del teerema clâsice de E. Artin, [2]:
(2.1) P r o p o s i t i o n .- Sea X^ un germen irreducible» Entonces
P(x*) - S(x^).
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Demostr a c i o n .- Un germen de funciôn f 6 0[X^] esta en 
P(X*) si y solo si {f ^ 0 } 3  X*, este es: {-f > 0} H  %* =
Este équivale, por (1.2), a que f sea positive en cada erden de
O(X^), y per la teerîa de Artin-Schreier [30; p. 288, theorem 10],
a que f sea una suma de cuadrades en O(X^).
17
(2.2) Obse r v a c i e n e s .- La anterior selucion de H , a diferencia de 
la clâsica, se formula cen funcienes ne negatives en X*, y ne en 
tede el germen, resultande les centenides
S ( X )  = P ( X * ) 3  P ( X ^ ) 3  5[X^] e e e e
(a) P(X*) = P(X^) si X^ tiene dimension pura. El recîpro 
ce tambiên es cierte, pere su demostracion requerirâ un anâlisis cu^ 
d a d e s e , (§ § 6 y 7).
(b) Si f 6 P(X*) es una unidad de 0[X^], entonces
f 6 S[x^] (es, de heche, un cuadrade en 0[X^]). En efecte, si
X ^ C  0 [ X ]  = 0 ^ / J ( X )  y f « F+J(X ) es )0 sobre X*, see e e n e  e e
tiene en particular f(0) > 0. Pere si f es una unidad en 0[X^],
debe ser f(0) > 0. Asî F(0) > 0 y existe /F 6 0^. En suma,
f  = ( /F  +
(c) P(Rg) = S [ R q ] . En efecte, si f 6 R{t} es ^0 sobre
R ^ , y escribimes f * t^u(t), u(0) ^ 0, sole puede ser n par y
u(0) > 0, cen le que /T * t^^^ /û € R{t}.
2 2
(d) P(Rg) = S [ R ^ ] . Este es un resultade cenjunte de Bechnak 
y Risler [7 ; lemme 7 . (a)].
(e) P(IR^) f S[lR^] si n ^ 3. En 40 Metzkin prueba que el
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polinomio h(X,Y,l) € R[X,Y], donde h (x^,X 2 *% 3 ) * x^ + xj x^ +
2 4 2 2 2 2
^ *1 *2 " ^2 * 3 ’ no negative sebre R , pere no una suma
de cuadrades en R [ X , Y ] . Se deduce facilmente de este que el ger­
men en el erigen de b esta en P(R^) y ne en S[R*] (vêase [6;
counterexample 9.1]).
Para estudiar el residue P(X*)^ S[X ] intreducimes siguiene e —
de a Delzell, [16; chap. V, A], las siguientes
(2.3) D e f i n i c i e n e s .- Sean X_ un germen irreducible y f e P(X*).e o
Se llama:
(a) Ideal de denominadores de f, al ideal A(f) ^tx^]
de los elementos 6 g 0[Xq] taies que g S[X^].
(BJ Lugar de denominadores de f, al germen V(f) =
= l/(A(f)).
(2.4) O b s e r v a c i e n e s .- En las hipôtesis de (2.3).
(a) Ceme f 6 P(X*) « S(X^), existe 6 6 0[X^], ô f 0,
2
tal que 6 f 6 S[X^]. En censecuencia, y per ser X^ irreducible,
el ideal A(f) tiene altura >1, y el germen V(f) dimension <
< dim X ^ - 1. e
(b) Existe 6 € A(f) tal que V(f) * ^(6) (tomese
2 2
6 = 6  ^ +...+ 5^ siende ô^,...,6^ generaderes de A(f)). Per tan
te, ceme G S [ X ^ ] C  P ( X ^ ) :
{f < 0> C  {6 « 0} = V(f)
(c) Si VCf) = 0, entonces f G S[X^]. En efecte.
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P(f) * 1/(6) con 6^f 6 S[X^J, luego si V(f) = 0, es 6(0) 9  ^0.
Se sigue que 6 es una unidad de 0[X^], y que f G S[X^].
A continuacion, un resultade tîpice sebre cedimensiôn:
(2.5) P r o p o s i t i o n .- Sea X^ un germen real R^ _, (0.8), Entonces^
para cada f G P(X*),
dim P(f) < dim X^-2
D e m o s t r a c i o n .- Supengames le contrarie. Ententes per (2.4.a),
dim V(f) = d-1, peniende d = dim X ^ . Este significa que el ideal
de ceres de P(f) tiene altura 1 en 0 [X ]. Sea pCZ OlX ] unee e
de sus aseciades primes de altura 1, que sera real, (0.4.a). Ceme 
X^ es real R ^ , OEX^l^ es un anille de valeraciôn discrets. Adm^ 
tames ahera un
L e m a .- Sea A un anillo de valoraciôn discreta^ cuyo cuer- 
po residual es real. Si f G A es una suma de r cuadrados
en el cuerpo de fracciones de A, entonces f es una suma
de r cuadrados en A.
Aplicande este lema cen A * 0[X^]^, deducimes que para 
cierte 6 G OEx^] p es 6^f G SE X^] . Pere de este ultime se sigue 
6 G A(f)CZ p , le que es absurde. Per tante, dim V(f) < d-1.
Demostracion del l e m a .- Sean K el cuerpe de fracciones y
2 2
V : K ^  {0} -^2 la valeraciôn de A. Supôngase f * f ^ +...+ f ^ , 
f^,...,f^ G K {0}. Ceme el cuerpe residual es real, se verifies
v ( f )  = 2mîn {v ( f  ) , . . . ,v ( f  ^ ) }
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En efecto, pongamos = v(f^) y por ejemplo = mîn
Hay que ver que v(f) = 2 v j . Ahora bien, eligiendo un elemento
t 6 A con v(t) = 1, se tendra:
f^ v(g^) = 0; v(f^/t^) = V .-Vj > 0,
1 < i < r.
y en censecuencia:
° 2 ••••■ vv6j .....f * t ^Cg? +...+ g^), (g? + .+ g^) ^ 0
dende g^ = f^/t^l para i=2,...,r. Se trata de ver que
2 2 2 2
v(gj^ +...+ g^) * 0. Pere si fuera v(g^ +...+ g^) > 0, ententes
2 2gj^  +...+ g^ € tA y ceme este ideal es real (per serle el cuerpe re^  
sidual) deducirîames 6 tA, y v(g^) > 0. Prebada asî la fôrm^
la que querîames, résulta v(f^) > 0,...,v(f^) ^ 0 ,  y
f ^ ) * * * *^r ^ A #
(Este lema esta per etra parte relacienade cen algunes re- 
sultades de Chei et al. [15; §4], sebre representation de elementos
de un anille mediante fermas cuadrâticas regu l a r e s ) .
(2.6) E j e m p l e s .- (a) Ne parece pesible mejerar la proposition ante­
rior sin impener fuertes restrictienes a . Per ejemplo, el ger-
2 2 3men de superficie X^ de ecuaciôn x + y + z = 0 .  Se trata de
un germen irreducible cuye anille de funcienes es factorial, y per
2 2 2tante real , y la funciôn -z = (x + y )/z es >0 sebre 
X * ; s in embargo, P(-z) * {0}, luege dim P(-z) = dim X^ - 2. 
(Este es un case particular de un ejemplo que veremes mas tarde, ,
(5.5), dentre de la discusiôn que para superficies haremes en el 
55).
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(b) Si se omite la condition real en el enunciado de
(2.5) la conclusion es falsa, aün si la singularidad es aislada.
Considêrese el germen CZ IR^  de ecuaciôn z (x+y) (x^+y^) = x^
4 , 2 2  *
(figura 2, (0.8)). Entonces z(x+y) = x / (x +y ) es >0 sobre X^
y P(z(x+y)) = y(x,y).
En efecto, si no, dicho lugar de denominadores se reduciria
2 r 2
al origen, y en un entorno se tendrîa: ô .z(x+y) “ 2. f- +
2 2 i=l ^
+ g.z(x+y)(x +y ), donde ^(6) f] = {O}. Tomando représentantes
y e > 0 suficlentemente pequeno sera
ô(x,0,e)^ex = I f.(x,0,e)^ + g(x,0,e)ex^, 
i«l
con 6(0,0,e) 4 0. Esto ultimo implica que el orden de
2 36(x,0,G) ex - g(x,0,e)ex es exactamente 1, mientras que el orden
de f f.(x,0,e)^ tiene que ser par, lo que es una contr a d i c c i ô n .
i*l ^
(c) De hecho, el lugar de denominadores del ejemplo anterior
3es el maximo posible, pues coincide con p  sing X ^ , y mediante
el argumente utilizado en (2.5) se obtiene facilmente:
* Si X^CZ R q es un germen de superficie irreducible,
P(f)CZ R^ n  sing X^ para cada f 6 S(X^)*
En lo que sigue, probaremos dos generalizaciones del teore< 
ma de los ceros, inspiradas en los resultados de Stengle, [50], y 
Recio, [4 7 ]. Para ello necesitamos un formalisme algebraico:
(2.7) Radicales estricto y no e s t r i c t o .- Sea f = (fj^,...,f^) 6 
€ R{x }^, X = (x^,...,x^). Notâmes S al semianillo generado por
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y las sumas de cuadrados de elementos de R{x}, y T 
al sistema m u l t iplicativamente cerrado generado por Sea
I un ideal de R{x}.
Def i n i ciones. - ( c l )  Se llama radical f no estricto de I 
y se nota p^(I) O-l ideal de los elementos h 6 R{x}
taies que + a 6 I con m > 0, a 6 S.
(^) Se llama radical f estricto de I y se nota p^Cl)
al ideal de los h € R{x} taies que ah^™ + b G I con
m > Oj a G Tj b G S .
(La demostracion de que se trata efectivamente de idéales 
es algo artificiosa, [50; lemma 1], Se comprueba facilmente que 
p^(I) es su propio radical f no estricto y p^\l) su propio r^ 
dical f estricto; ademâs, si I = 1^ p  ... p  1^, se verifies:
Pf(I) = Pf(Ii) P  ••• P Pf(Ig);
pf(I) = Pf ( i p  n  ... n  P^Xig)
Podemos asî enunciar:
(2.8) Proposition (teorema de los c e r o s ) .- Sean I un ideal de 
R{x}, _fj^,...,f^ G R { x } y f * (f , . . . , f ^ ) . Entonces:
ra;j(l/(I) p  {f^ > 0,...,fp  ^  0}) = Pf(I)
c b ; n  > 0}) - pj(i).
D e m o s t r a c i o n . - (g) Claramente, p ^ ( I ) d  J(l/(I)p 
p  {f 2 > 0,...,f^ > 0}). R e c î p rocamente, observese en primer lugar 
que por las propiedades del radical no estricto, basta considerar
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el caso en que I = p es primo y coincide con su radical f no es­
tricto. Pero entonces = l^(p) es un germen irreducible con
0[X^] = R{x}/p. Tambiên se ve que podemos suponer
0 p 0 p. Afirmamos entonces que el sistema multiplicatif
vamente cerrado T+p CZ 0[X^] cumple el criterio de Serre, (1.3). En
efecto, sean tj^,...,t^ 6 T, g^,...,g^ 6 R{x} , taies que
2 2
tpgp = 0 en 0[X^]. Esto significa
t tpgp G p ,
y multiplicande por t^ résulta, de ser p = p^(p), que 
^1^1 ® Ahora bien, p es primo y fj^,...,f^ no estan en p ,
luego tj 0 p y g^ G p. A n a l o g a m e n t e , g 2 »...,gp G p, y asî
= 0,...,gp - 0 en 0[X^].
Ahora, por el criterio de Serre, 0[X^] admite un orden en
el que f^,...,f^ son positives, luego reg* X^ fl {f ^ > 0,...
...,fp > 0} ^ 0, (1.2). En fin, si g se anula sobre
X^ n  {f 2 ^ 0,...,f^ ^ 0}, g se anula sobre reg* X^ f] > 0,...
...,fp > 0 } ,  y por el principle de identidad, g se anula sobre
X ^ . Esto muestra que J(U(p) f] { f ^ ^ 0,...,f^ > 0})CI p.
(B) El contenido p^(I) CZ J(l^(I) fl {f^ > 0,...,f^ > 0}) es
évidente. R e c î p r ocamente, si g se anula sobre ^(I) fl { f^ > 0,...
. ..,fp > 0}, entonces fj^  ... f^g lo hace sobre
V(I) n  { f 2 > 0,...,fp ^ 0}, y por (a), f^ ... f^g G p^(I), esto
es :
(f^ ... f^g)2™ + a G I, m > 0, a G S.
Como (f^ ... fp)^™ G T , se concluye que g G p^(I).
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Mediante el anterior resultado se obtiene:
(2.9) Proposicion (criterio de no negativ i d a d ) .- Sea I un ideal
de R{x}. Vn elemento g 6 r{x} es no negativo sobre
1/(1) n  {f 2 > 0,...,fp ^ 0 }  si y sôlo si existen elementos
ajb € Sj m > 0, taies que:
2m+l _ , j T-
g + ag = b mod X
D e m o s t r a c i o n .- Que es una condiciôn suficiente es évidente. 
Sea pues g > 0 sobre 1/(1) fl {f 2 ^ 0 , . . . , f ^  > 0} . Considerando 
una nueva indeterminada t, se tiene:
g 6 J(U(t^+g, I) n {fj > > 0}).
y por (2.9.a)» podemos escribir:
g^“ + A(x,t) = B(x,t) (t^+g) + C(x,t),
donde
A(x,t) = \ A (x,t)^f , B(x,t) = J B«(x,t)^fo, 
a “ 6
f ,fg 6 T, C(x,t) € I.R{x,t} 
a p
Ahora, observando que un elemento H(x,t) € R{x,t} tiene una repre
2 2sentaciôn unica de la forma H(x,t) = H^(x,t ) + tH^(x,t ) , obtenje
mos :
donde
8^” + A^(x,t^) = B^(x,t^) (t^+g) + C^(x,t^),
Ao(x,t^) = I (A^o(x,t2)2 + t^A^^(x,t^)^)f^,
(x,t^) 6 I . R { x ,t}.
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Se deduce
(pues esta igualdad es valida para t > 0). Haciendo t * -g ré­
sulta :
+ A^(x,-g) = C^(x,-g)
2
Pero C^(x,-g) 6 I, pues C^(x,t ) G I.R{x,t}, y de la expresiôn 
2
de Ag(x,t ) se sigue;
A^(x,-g) = I (A^(x,-g)2 _ gA^^(x,-g)^)f^
En fin:
g2m+l ^ A^(x,-g)^f^)g = I g^A^^(x,-g)^f^ mod I.
Terminamos este epîgrafe con la siguiente aplicaciôn del cr^ 
terio precedente:
(2.10) P r o p o s i c i o n .- Sea un germen irreducible. Entonces:
P(Xg) - {f 6 S(x^) : D(f)C= l/(f)}
D e m o s t r a c i o n .- Si f 6 P(X^), por el criterio de no negati
I - \Ovidad con fj^  * l,...,f^ = 1, résulta (f^* + % a^Jf = \ b^, lue^
go 6 = f + p  a^ G A(f )  y asi: 
a ^
P(f)CZ l / ( 5 ) C  l / ( f ) .
Re c i p rocamente, si f G 5(X^) y P ( f ) d  ( / ( f ) ,  como siempre 
es { f < 0} d  V(f), se concluye { f  < 0} = { f  < 0} fl ^( f )  * 0, y 
f G P(Xq) .
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§3. El p r o b l è m e  d e c i m o s ê p t i m o  para gêrmen es  a n a l i t i c o s i 
a s p e c t o  Q u a n t i t a t i v e .
En su a m b i t o  m a s  g e n e r a l  el problema Q u a n t i t a t i v e  se f o r m u ­
la m e d i a n t e
(3.1) El numéro de Pitâgoras de un anille conmutativo [14; §2].- 
Sea A un anille conmutativo. Se llama numéro de Pitagoras de A,
y se represents por p(A), al minime entero p > 0 tal que una su­
ma de cuadrados de A puede expresarse como una suma de p cuadr^ 
dos (si este minime no existe, p(A) = +»).
Por ejemplo, el resultado fundamental de Pfister sobre fun- 
ciones racionales, [44], se abrevia: p(R(X^,...,X^)) ^ 2^. Desta
quemos dos observacienes inmediatas:
L e m a .- (1 ) Si A B es un homomorfismo suprayeotivo de
anilloss entonces p(A) > p(B).
(2) Si S es un sistema multiplicativamente cerrado de 
un anillo Aj entonces p(A) > p(S~^A). En particular^ si 
A es integro y X su cuerpo de fracciones, p(A) ^ p(K).
En nuestro contexte intreducimes la siguiente
D e f i n i t i o n .- Sea X^ un germen irreducible. Ponemos: 
p[Xg] - p(0[Xp]) ; p(Xg) - p(0(X^)).
(3.2) El caso r e g u l a r .- Si X^ es liso, esto es X^ * E°, 
n = dim X ^ , se tiene:
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(a) p [Rq ] * pCR^) = 1. (Basta verlo para el anillo, y esto 
se hizo en (2.2.c)).
2 2
(b) p[R^] = p(IR^) = 2. Por un resultado de Bochnak y Ris-
2 2 
1er, [7; lemme 7(a)], es p[R^] ^ 2. Veamos pues que p(R^) > 1.
2 2Afirmamos que x + y 6 IR{x,y} no es un cuadrado en el cuerpo de 
fracciones. En efecto, si lo fuera:
6^.(x^+y^) = f^, 6 , f 6 IR{x,y}'-{0}
2Entonces x+iy, x-iy dividen a f en (C{x,y} , luego como son
irreducibles, dividen a f, esto es: f = h.(x+iy)(x-iy) =
_ 2 2 2
= h.(x2+y ), h 6 @{x,y}. Ahora bien, f y x +y tienen coefi-
cientes reales, luego h € lR{x,y}. Esto significa
6^ * h^.(x^+y^), f = h.(x^+y2)
2 2
Repitiendo el argumente, existe g 6 IR{x,y} con 6 = g.(x +y ) y
por tanto
g^(x^+y^) = h^, f = h.(x^+y^), w(f) > 2
Se ve asi que aplicando lo anterior s veces obtendriamos 
w(f) ^ 2s, y en fin f = 0, lo que es absurdo.
(c) p [ R q ] “ +“ » si n > 3. Este es un teorema de Choi et 
al. [ 14; theorem (6.6)] . No se conoce p(R^), y en [14; §9, pro 
blem 6] se conjetura p(R^) = 2* ^
Podemos préciser (3.2.c) como sigue:
(3.3) P r o p o s i c i o n .- Si es un germen irreducible de dimensiôn
d > 4, pfX^] = +00.
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D e m o s t r a c i o n .- Sea el complexificado de X ^ . Como
X^'^ sing X^ 9^  0, por el lema de selecciôn existe un germen de curva
irreducible c ^ d  X^, una de cuyas semirramas c* esta contenida
en sing X ^ . Considêrese el ideal primo real p = l/(c^). Se
tiene l/(p) Cjl sing X ^ , luego, (0/8.3), 0[X^]^ es regular. Pero
como c es una curva de X , p es un ideal primo real de altura o o '
d-1 de 0 . Se deduce que es un anillo local regular
de dimension d-1 ^ 3, cuyo cuerpo residual ^^tX^]/p)^^^ es real. 
Por [14; theorem (6.6)], p(0[X^]p) = +», y por (3.1.2), p[X^]= +».
Para el estudio de las sumas de cuadrados, y, e s p e c i a l m e n t e , 
de las sumas de dos cuadrados en R{x^,...,x^} son utiles los si­
guientes lemas.
(3.4) L e m a .- Si f 6 S(R*) e n t o n c e s , f » g^h^,...,f^, donde
h 2 ,...,hp € S(R*) y son elementos irreducibles distintos.
D e m o s t r a c i o n .- Basta ver que si h es un factor irreducible
de f con exponente impar, entonces h o -h esta en S(IR^) =
= P(R^), o equivalentemente, que h no cambia de signo en R ^ .
Supongamos pues que si lo hace, y sea
f « a^hh*, h,h* 6 R{x} = R{x^,...,x^},
h y h' primos entre si. Cambiando a, se tendra:
a^hh* = a^ +...+ a^, a^ 6 R { x } .
Si h cambia de signo, h.R{x} es real (criterio del cambio de si^
n o , (1.8)), luego
ai = bih, b ^  € R { x } ,
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de donde
a ^ h ’ = (b^ +...+ bg)h,
^ 2
y por ser h y h* primos entre si, h divide a a , y de nuevo
por ser real
a = b.h, b 6 R{ x } .
En suma:
b^hh' = b^ +...+ bg, f 6 h^.R{x}
y repitiendo el proceso, concluirïamos que f G h^.R{x} para cual- 
quier p, lo que es absurdo.
(3.5) L e m a .- Si h G 0[IR^] es irreducible, son équivalentes:
(ql) h â -h es suma de dos cuadrados en 0[R^]
(^) h es reducible en OIC^].
D e m o s t r a c i o n .- Ponemos x = (x^,...,x^). (g) (B): Si
2 2
h = f +g en R { x } ,  se tiene h = (f+ig)(f-ig) en C{x}, luego
h es reducible en C{x}.
(B) = >  (g): Sea f+ig un factor irreducible de h en
C{x}, f ,g G R{x}. Entonces el conjugado f-ig es otro factor
irreducible de h, y résulta
h = u.(f+ig)(f-ig) = u(f^+g^)
donde u 6 C{x}. Pero como h y f +g tienen coeficientes rea-
les, debe ser u G R { x }, y entonces, por ser h irreducible en
R { x }, u es una unidad. Se sabe que una unidad de R{x} es un
cuadrado o lo es su opuesto, y queda probado (g).
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(3.6) P r o p o s i c i o n .- Sea f G S(R*) y f « la desoomp£
eiciân de (3.4), Entonces^ son équivalentes:
( ql) t es suma de dos cuadrados en Of R^ ]
(^) Cada 1 < i < r, en suma de dos cuadrados en 0[R^].
D e m o s t r a c i o n .- Ponemos x * (x^,...,x^). (g) =» (B): En vir^
tud de (3.5), basta ver que h^,..,h^ son reducibles en C{x}, y
esto se deducira si probamos que para cada factor h 6 R { x } de f,
que es irreducible en C{x}, se tiene
f = f^.h^, f 2 6 R { x } ,
y f^ es suma de dos cuadrados en R { x } . Ahora bien, por hipôtesis:
f * a^+b^ * (a+ib)(a-ib), a,b G R{x}
y puesto que h G R{x} es irreducible en C{x} y divide a f, d^
vidira tambiên a uno de esos factures, por ejemplo al primero;
a+ib = (c+id)h, c ,d 6 R{x}
Pero entonces a-ib = (c-id)h, y se sigue
f = (c+id)(c-id)h^ ■ (c^+d^)h^,
como afirmabamos.
(B) =—> (g): Es consecuencia de que el producto de dos sumas
de dos cuadrados es a su vez una suma de dos cuadrados (por la iden^
tidad clasica:
(Tj + T^XTj + T^) = (TjTj - + (TjT^ + T^Tj)^).
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(3.7) Observacio n e s .- (a) Los lemas (3.4) y (3.5), y la proposicion
(3.6) son vâlidos en hipôtesis mas générales. Por el uso que luego 
haremos de ello (vêase §5), senalemos que las mismas d e mostraciones 
sirven cuando en lugar de se considéra un germen irreducible 
que cumple el criterio del cambio de signo, y cuyo anillo de funcio^ 
nés, asî como el de su complexificado, es factorial.
(b) En [15] se desarrollan de un modo mas sistematico resul 
tados del tipo de (3.4), (3.5) y (3.6). La situaciôn que en dicho
artîculo se considéra es mas general, y el mêtodo anterior no se
aplica directamente en ella.
Terminamos este epîgrafe con unas observaciones sobre p(R^).
(3.8) P r o p o s i c i ô n .- Para cada entero n ^ 3 se verifioa:
p(R^) > p(R(x^,...,x^_^)) > n + 1 .
Demostrac i ô n .- Sea m el numéro de Pitagoras del cuerpo
R(x,,...,x ,). Entonces existe un polinomio h 6 R[x,,...,xi n— i i n — 1
que es suma de cuadrados en R(x^,...,x^ ^), pero no de m-1. Sea 
H € R[x^,...,x^] el homogeneizado de h, esto es, el polinomio h£ 
mogêneo de R[x^,...,x^] de grado mînimo tal que
H ( X j^ ,...,x ^ ^ j^ ,1) = h(x^,...,x^ ^).
Entonces H es suma de cuadrados en el cuerpo de fracciones de 
R{x^,...,x^}, pero no de m-1. En efecto, lo primero es inmediato. 
En cuanto a lo segundo, escribamos:
ô^H = f^ +...+ ^»^1 » * * *’^m-1 ® R{x2,...,%a}* ô f 0
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Ahora bien, como H es homogêneo, tomando las formas iniciales de
6,f,,...,f . podemos suponer ô ,f f  , € Ade
i in* 1 i iD* i i n ”
mas, si 6(x,,...,x . ,1) = 0, es f . (x, , . . . , x . ,1) = 0 ,  1 ^ i ^ m,
i n — i 1 i n — i
y dividiendo por x^-1 podemos suponer tambiên 6(x^,...,x^_^,l)^0. 
Por ultimo, haciendo x^ = 1, résulta que h es suma de m-1 cu^
drados en R (xj^, . . . , x^^ , contra la eleccion de h. Esto signifi
ca que p(R^) > m-1, y se tiene la primera desigualdad.
La segunda se prueba por inducciôn. Para n=3, es un teore^
ma de Cassels, Ellison y Pfister, [12]. El paso inductivo es otro 
teorema de Cassels segun el cual, p(K) + 1 ^ p(K(t)) si K es 
un cuerpo real y t una indeterminada [11; theorem 2].
(3.9) P r o p o s i c i o n .- Sea n ^ 3. Para cada entero q ^ 0 las dos
afirmaciones siguientes son équivalentes :
(a) p(R*) > 2^.
(^ ) Existe un elemento irreducible en S (ER^) que no es su 
ma de 2^ cuadrados en O(R^).
D e m o s t r a c i o n .- (a) » (B): Supongamos que no se cumple (B)
y sea f € S(R^). Por (3.4), f = g^h^,...,h^, donde hj^,...,h^ 
son elementos irreducibles de S(R^) y se escriben pues como suma 
de 2^ cuadrados. Entonces, por un teorema de Pfister, [ 43; Satz 
2], que establece que el producto de dos sumas de 2^ cuadrados 
es a su vez una suma de 2^ cuadrados, deducimos que f es suma 
de 2^ cuadrados Cen el cuerpo 0(R^)). Se tendrîa p(R*) < 2^, 
contra (a) .
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(3) — (g): Es trivial.
(3.10) Observacion y e jemplos.- Combinando los dos resultados ante-
riores, résulta que si n ^ 3 ,  q ^ l  y n ^ 2^, existe un elemen
to irreducible h 6 S(R^) que no es suma de 2^ cuadrados en
O(IR^). De hecho la demostracion es constructive, y el elemento en 
o
cuestion es:
h (x^,X 2 ,Xg) = ^1^2 *1*2 “ Sx^x^Xg + x ^ , para n=3 (es
el resultado de Cassels et al. citado antes)
2 2 h ( x ^ , X 2 ,Xg) + x ^ _ 2  +...+ x^, para n > 3.
§4. El problema decimosêptimo para gêrmenes de c u r v a .
En este epîgrafe estudiamos los problèmes générales considéra 
dos en los anteriores §§2 y 3, ahora para gêrmenes de curva. Utiliz^ 
remos esencialmente
(4.1) El semigrupo de v a l o r e s . [10; chap. V, l].- Sea un ger­
men de curva irreducible. Notemos A * 0[X^], K = O(X^) y A^ la 
clausura entera de A en K. Como observamos en (0.9), A^ es un 
anillo local regular de dimension 1, luego es un anillo de valoracion 
discreta: sea v : K ’^ { 0 }  -► 2 esa valoracion. Se llama semigrupo de 
valores de X ^ a F * v ( A — {0}) CI IN (convenimos que 0 6 IN) . Se 
llama m u l t iplicidad de X^ al mînimo entero m > 0 de F. Se dedu 
ce facilmente de ser A^ un modulo finito sobre A que IN F es 
finito, y se llama (grado del) conductor de X ^ al mînimo entero 
c > 0 tal que c + IN C  F.
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Es conveniente describir F mediante p a r a metrizaciones. Sean 
CZ y T : 0^ + R{t} una parametrizaciôn primitiva de X^;
pongamos x(t) = (Xj^  (t) , . . . ,x^(t) ) , donde x^(t) = t  (x^  ^) ,.. ,,x^ ( t ) =
= t ( x ^ ) .  Entonces 0[X^] = O^/kerx se identifies con su imagen,
que es el subanillo de R{t} formado por las series: f(x(t)),
f € 0^, y F es el conjunto de los ôrdenes de estas series. Se o^ 
serva ademâs que si el orden de f(x(t)) no es cero, esto es, • 
f(0) - 0, se tienè:
w(f(x(t))) ^ min {o)(Xj^  (t)),... ,ü)(x ^ ( t ))} , 
luego la multiplicidad de X^ es:
m * min {w(x^(t)),...,w(x^(t))}.
Sea, por ejemplo, m = w(x^(t)). Entonces x^(t) = t” u(t),
u(0) 4 0. Cambiando por -x^ si es preciso, u(0) > 0 ,  y
existe v € R{t} con u = v*,, luego x^(t) = (tv(t))®. Ahora 
s = tv(t) define un isomorfismo R{t} R{s} que compuesto con T 
proporciona una nueva parametrizaciôn primitiva a : 0^ ^ R{s} tal 
que a(Xj) * x^(s) = s™.
Respecto al conductor, se verifies t^.R{t}(Z im t , esto es, 
^cualquier serie f 6 R{t} de orden >c estâ en im T. Ademâs, 
c es mînimo para esta condiciôn.
En fin, observemos que si f 6 0^ y x(f) = f(x(t)) tiene
orden p, despues de un cambio de parâmetcro podemos suponer
f(x(t)) = t^ ô -tP.
En todo lo que sigue 'curva' significa 'germen de una curva
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irreducible*. Nuestro primer resultado tiene caracter cualitativo.
(4.2) P r o p o s i t i o n .- Si es una curva singular, S^X^) ^ SEx^l.
D e m o s t r a c i o n .- Sea % : 0^ + R{t} una parametrizaciôn prim^
tiva. Como X^ es singular, el conductor c es >1, y c-1 0 r»
luego ninguna serie de im % tiene orden c-1. Ahora bien,
2 c — 2
t € im T , pues 2c-2 > c + (c-2) ^ c, luego existe f G 0^
con
f(x(t)) =
Como: t x(t) es un homeo m o r fismo de IR^  sobre X^, es claro
que f es >0 sobre todo X^ y por (2.1), f G S(X^). Sin emba_r 
go, si f G S^Xgi serîa:
t^^ ^ = fj(x(t))^ +...+ f^(x(t))^
y en consecuencia:
c-1 = min {u)(f 2 (x(t) )),... ,ü)(f^ (x(t) ))} ,
con lo que el orden de algun f^.(x(t)) G im t serîa c-1, y 
c-1 G r, lo que es absurdo.
En ciertas condiciones es posible interpreter geomêtricamen- 
te la proposiciôn anterior:
(4.3) P r o p o s i c i ô n .- Si X^ C  IR^ es un retroceso, cualquier hiper- 
piano H CI IR^ transversal a X^ define una funciôn 
h G S(X^) - S [ X ^ ] . ^
Demo s trac i o n .- Que X^ tenga un retroceso significa que su
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proyecciôn sobre la tangente no es s;u 
prayectiva, y esto équivale a que la 
multiplicidad m de sea par. En
efecto, consideremos una parametriza­
ciôn T : 0n
m
R{t} con




Entonces la direcciôn de la tangente
x_(t)
a X es (l,a_,...,a ), donde a. = lim -— t t y  » i = 2,...,n Se 
o z n 1 t+ o
comprueba inmediatamente que la proyecciôn sobre la tangente viene 
dada por:
X . (t)+a«x«(t) +...+ a X  (t) 
i z z n n










=  2 2








X^ es un retroceso si y sôlo si x^(t) no cambia de signo 
tI pequeno. Esto équivale en fin a que el orden de x^(t).
que es la multiplicidad de X ^ , sea par.
Sea ahora HCZ un hiperplano transversal a X^. Por de-
finiciôn, résulta que si h«=0 es una ecuaciôn lineal de H, la se^  
rie hCx(t)) tendra orden mînimo, es decir, igual a m, luego:
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h(x(t)) = t™ u(t), u(0) 4 0, y, tal vez sustituyendo h por - h , 
u(0) > 0. Como m es par, résulta que h es >0 sobre X^, y 
por (2.1) h € S(X^). Ahora bien, si h 6 S X^ , se tendrîa:
h(x(t>) = h^(x(t))^ +...+ hp(x(t))^,
con lo que:
m * ü3(h(x(t))) = mîn {2w(h^(x(t))),...,2w(h^(x(t)))} ^ 2m, 
que es absurdo.
(4.4) O b s e r v a c i o n .- En (4.2) se construye un elemento f 6 5 ( X ^ ) ^  
^ S [X ^ ] con v(f) = 2c-2 (notamos V la valoracion de A ^ , como 
en (4.1)), y de hecho este es el maximo posible con esta condiciôn. 
Con precisiôn, si f 6 5(X^) y v(f) ^ 2c-l, entonces f G S[X^].
En efecto, si T : 0^ + R{t} es una parametrizaciôn primitiva,
f(x(t)) es >0 sobre , luego f(x(t)) = g(t)^, g G R{t}. Pe^  
ro :
w(g) = Y  w(f(x(t))) ^ Y  (2c-l) ^ c -
luego ü)(g) > c y por tanto g G im T, con lo que f G S[X^]. Es
mas, vemos que f es un cuadrado en 0[X^].
La observaciôn ultima esta ya relacionada con la cuestiôn 
c u antitativa. Digamos en primer lugar que en el caso de curvas, el 
numéro de Pitagoras del cuerpo es siempre 1 (ya que la desingulari- 
zaciôn es birracional, y p(R^) » 1). Asî pues, en lo sucesivo, 
llamaremos simplemente numéro de Pitagoras de una curva X^ al de 
su anillo de funciones.
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(4,5) P r o p o s i c i o n .- El nûmero de Pitâgoras de una curva es finito,
D e m o s t r a c i o n .- Mediante el lema de normalization, (0.1), se
tiene una extension entera R{t} 0[X ], y OtX 1 es un moduloo o
finitamente generado sobre R{t}, digamos por hj^,...,h^. A firma­
mos que p[X^J < n .
Sea f 6 S [x 1. Entonces f = Y (f ., h. +...+ f. h ) ^ , o . ^ . i l l  in n
1=1
f^j € R{t} y considérâmes la forma cuadrat.ica
q(T) - I (fil Ti +...+ f.„ T,)2 
i“ l
sobre el cuerpo de fracciones K de R{t}. D i a g o n a l i z a n d o , [45;
p. 24. (1.3)]:
2
q(T) * 2 a . L.(T,,...,T )
j = l J J
donde a^,...,a^ G K y Lj^,...,L^ son formas lineales independien 
tes sobre K. Ahora observese que q es definida no negativa en 
K, pues es suma de cuadrados. En consecuencia, cada a^,...,a^ 
es una suma de cuadrados en K, luego un cuadrado, por ser 
p(K) = p(R^) = 1. Se deduce, multiplicande por una potencia par sii 
ficientemente grande de t :
2s r , 2 „ „ X 2t -®q(T) = I b^ H (T. ,...,T )
j=l J J *
donde bj G R{t} y tiene sus coeficientes en R{t}, 1 $ j < n.
Haciendo t = 0 si s > 0, se deduce que t divide a 
bjHj(T) G R{t} [T j^ , . . . ,T^] , esto es:
bjHj(I) - b!Hj(T)t, 1 < j $ n,
l u e g o :
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t2(=-l)q(T) . I b'^ h '(Tj  T
j = l J J  ^ *
Repitiendo el argumente, se puede suponer s = 0, o sea:
n 2
q(T) = I Q.(T...... T„) . Q. e R{t} [t .  T ]
j = l j " J
Finalmente, la sustitucion Tj^  = proporciona
n 2
f = q(h,,...,h ) « I Q^(h,,...,h ) ,
i n j = i J “
y f es suma de n cuadrados.
En el resto de este epîgrafe, trataremos el problema de ca^  
racterizar las curvas cuyo numéro de Pitâgoras es 1, que llamaremos 
curvas pi t a g o r i c a s . El siguiente resultado acota les elementos por 
cuya causa una curva puede no ser pitagôrica:
(4.6) P r o p o s i c i o n .- Sean una curva y v la valorac'tôn corves-
pondiente de O(X^). Si f 6 5[X^] y v(f) ^2c-5j enton- 
ces f es un cuadrado en 0[X^].
D e m o s t r a c i o n .- Sea T :0[X^] R{t} una parametrizaciôn prim^ 
tiva. Si f 6 S[X^], despuês. de un cambio de paramétré podemos sup£ 
ner :
f(x(t)> = t^P + \ g-(x(t))^, ü)(g.(x(t)) ^ p (i“ l,...,r)
i-1 ^
con t^ € im T . Ahora, como p|R^] * 1, existe h € R{t} con
f(x(t)) « h(t)^, oj(h) “ p e r
Se observa que 2p = v(f) > 2c-5, luego p ^ c-5/2, o sea: 
p ^ c-2. Si p ^ c, h € im T y hemos terminado. Si p < c, como 
c-1 ^ r, solo puede ser p = c-2. Se deduce
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pues si hubiera termine en c-1, la serie, g^(x(t))-e^t^ ^ 6 im T
tendria orden c-1, lo que es imposible. Sea, en fin,
h(t) = at^ ^ + bt^  ^ + t^v(t)
Opérande résulta:
^ g.(x(t))^ = (1 + I e?)t^^"^ + w(t),
i=l ^ i=l 1
h(t)2 - a2t^c-4 + 2abt^c-3 + w^(t),
donde w,w^ 6 R{t}. Como les segundos miembros deben ser iguales, 
y a ^ 0 pues w(h) = c-2, se concluye b=0, y por tanto
h(t) = at^  ^ + t^v(t) G im T
En suma, tambiên en el case p=c-2, f es un cuadrado en 0 [ X ^ ] .
(4.7) Corolario.- Sea X una curva con m * c-2 6 m = c. Enton— — —— — —  o —
ces X^ es pitagôrica,
D e m o s t r a c i o n .- Si f 6 S[X ] es una unidad, siempre es un
2 2
cuadrado. Si no es una unidad, se tiene f = +...+ h^, donde
h^,...,hp no son unidades, luego
v(f) > min { 2ü) (hj^  ),..., 2v (h^) } ^ 2m
Pero para la curva del enunciado es c-2 ^ m, luego:
v(f) > 2m ^ 2c— 4 > 2c-5,
y por (4.6), f es un cuadrado en 0 [X^ ]. Asi, p[X^] * 1.
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A contînuacîon e s tablecemos una obstruccion a que el numéro 
de Pitâgoras sea 1, que sera muy util despues:
(4.8) Lema (criterio de los dos e n t e r o s ) .- Sean una curva y F
su semigrupo de valores .
(c l) Si existen dos enteros positivos p,r taies que p 6 F,
p+r 6 F, p+2r  ^  F, entonces p [ X ^ ] > 1 .
Si existen dos enteros consecutivos <c en F, enton­
ces p[X^] > 1.
D e m o s t r a c i o n .- (a) Con una parametrizaciôn primitiva adecua- 
da T : 0[X^1 -*■ IR{t} e identificando 0[X^] con su imagen A po­
demos suponer:
t^ 6 A, h = t^^^ u(t) 6 A, u(0) = 1
2 ü 2
Considérâmes f = t 4- h 6 5[x^] y afirmamos que f no es un 
cuadrado en A. Este se comprueba calculando su raiz cuadrada, que 
existe en IR{ t } : .
/f - /Tt^P + h^) - /Tt^P + [Zp+Zr u^) .
“ tP u^) “ tP /Zl + +...)»
pues u(0) = 1. Ahora calculâmes la raîz mediante el desarrollo
/l+x = 1 + Y  X +.... ,
y résulta: /f « t^(l + j  t +...) = t^ + y  +... Se deduce:
/f - t^ = Y  + ••• ^ A,
pues p+2r ^ F, y en suma, /f é A.
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El argumente precedente muestra que la cota 2c-5 de (4.6)
no puede, en general, mejorarse. Por ejemplo, considêrese la curva 
4 3plana : x - y = 0 ,  cuyo semigrupo de valores es
r = {3,4,6,n > 6} . Via la parametr izaciôn x * t ^ , y * t^, el ele^
mente t^ + t^ € S[X ], no es un cuadrado en OEx ] y su orden eso o
6 = 2c-6.
Centrariamente al anterior, nuestro siguiente lema darâ una 
condiciôn suficiente para que una curva sea pitagôrica. Para su de- 
mostraciôn, destaquemos primero unas
2
(4.9) F ô r m u l a s .- Sean f 6 R{t}, F = f . Entonces:
P(k) ; F^^^) = I A(i,k) f(k+i)
i=o
I(k) : J B(i,k) ^(k+i+1)^ ^ 0)
i=o
donde los A(i,k), B(i,k) son enteros positivos que no 
dependen de f.
(La deducciôn por inducciôn, primero de la derivada par 
P(k) y luego de la impar I(k), es un ejercicio s e n c illo).
(4.10) L e m a .- Sea X^ una curva de multiplicidad m. Si todos los 
enteros de su semigrupo de valores que preceden al conductor 
son mûltiplos de m, entonces X^ es pitagôrica,
D e m o s t r a c i o n .- Considérâmes una parametrizaciôn primitiva 
T : Olx^] R{t} t al que t* G A = im T, e identif icamos OtX^l 
con su imagen A. De la condiciôn impuesta sobre el semigrupo de
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valores T y estar t™ en A, se deduce
A « {h 6 R{t} : h^®^(0) * 0 (s 0 F)}
Sea ahora H 6 S[X^], esto es:
2 2 
H = +...+ f ^ , . . . €  A
Entonces H tiene raîz cuadrada en IR{t}:
H = +...+ = h^, h G R{t},
y se trata de probar que h G A. Se tiene w(h) = min 
. por ejemplo w(h) = wCf^), y si este orden es mayor o 
igual que el conductor c, automâticamente h G A. En consecuencia,
sea ü)(h) < c, Como w(h) * cü(fj) 6 F» sera un multiple de m . Asi
üjCfj) = w(h) = Xm, 0 3 X < Xo
siendo X^ la parte entera de c/m. Los enteros positivos que no
estân en F son los de la forma q m + r , con 0 ^  q ^ X^»
1 < r < m, qm+r < c, luego debemos probar:
h(qm‘*’r)(o) «= 0, X ^ q ^ Xo» 1 ^ r < m, qm+r < c
Se procédé por inducciôn. Sea qm+r en esas condiciones y sii
C S )
pongamos f (0) = 0 para s < qm+r, s 0 F* Debemos distinguir
dos c a s o s :
Caso 1°: (q+X)m+r es p a r . Aplicamos la fôrmula (4.9) de la
derivada par, P(k), con k = para calcular la derivada
^  2 2 2 
2k-esima de f^ +...+ f^ = h en t « 0, y obtenemos:
(4.10.1) I A(i,k) I = I A(i.k)h(k-i)h(k+i)
i=o j«l J J i-o
(en t « 0)
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Se observa que: k < qm + y  < qm+r, luego todos los sumandos del
primer miembro (por ser elementos de A de orden >Xm)
y todos los del segundo (hipôtesis de inducciôn) se anulan, salvo 
tal vez cuando
k-i = q'm, X ^ q * ^ q ,
Ahora bien, si eso es asi:
k+i = k + (k-q’m) = 2k -q'm = (q+X-q')m+r < qm+r,
y obsêrvese que k+i *= (q+X-q')m+r no es multiple de m . En cons^
cuencia, en el primer miembro estos sumandos tambien son cero, y lo
son en el segundo si k+i < qm+r. Sôlo queda, pues, el sumando del
segundo miembro correspondiente a k+i = (q+X-q')m * qm+r, esto es:
q' = X, k-i = Xm. En suma:
0 = A(i,k)h^^*) (0)h(9m+r)(o)
Como A(i,k) 0 y h/^™^(0) 0 (recuêrdese que Xm es el orden
de h), résulta h^^™^^^(0) “ 0, y el caso 1® queda probado.
Caso 2°: (q+X)m+r es i m p a r . Aplicamos la fôrmula (4.9) de
la derivada impar, I(k), con k * ( ^ I ^ X — L para calcular la de^
rivada (2k+l)-êsima de f^ +...+ f^ = h^ en t *» 0
(4.10.2) % B(i,k) I j(k-i) j(k+i+l) _ y ^ ^ ^  ^ (k-i)j^(k+i+l)
i-o j-1  ^  ^ i-o
(en t = 0)
Como en el caso anterior, k ^ qm + ^  < qm+r, y en principio, los
sumandos que no se anulan cumplen: k-i = q ’m, X ^ q ’ < q. Esto sju
puesto:
k+i+1 = k + (k-q’m)+l = 2k-q*m+l = (q+X-q’)m+r ^ qm+r.
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con lo que el primer miembro es nulo, y en el segundo solo queda el 
sumando correspondiente a k+i+1 = qm+r, para el que k-i = Xm.
Asi obtenemos
0 ■= B(i,k) (0),
y résulta (0) = 0. Esto compléta el caso 2® y con el, el lema.
(4.10.3) O b s e r v a c i o n .- Una curva cuyo semigrupo de valores cumpla
la condiciôn de este lema, es isomorfa a: y = t™;
c+i t 0 (mod m ) , 0 ^ i < m (pues via parametrizac i ô n , el anillo
de las dos curvas se identifies con el mismo subanillo A de IR{t}).
(4.11) C o r o l a r i o .- Una curva de multiplicidad 2 es pitagôrica, 
Mediante los resultados anteriores obtenemos la
(4.12) CARACTERIZACION DE LAS CURVAS PITAGORICAS POR LA M U L T I ­
PLICIDAD Y EL CONDUCTOR
Considêrese dos enteros m, c con 1 < m < c, c 0 1 
(mod m) y sea M(m,c) la colecciôn de todas las curvas con multiply  
cidad y conductor m y c, respectivamente (la condiciôn c Z 1 
(mod m) signifies M(m,c) 4 0). Entonces:
I. Si m * 1 o m “ 2 q m = c — 2 o m*c, todas las curvas de ~
M(m,c) son pitagôricas,
II. En otro casOy es decir^ si 2 < m < c-2, e-n M(m,c) hau- 
curvas pitagôricas y curvas- no p i t a g ô r i c a s ,
— 67 —
D e m o s t r a c i o n .- I. no es mas que (3.3.a) + (4.7) + (4.11).
II. Obsêrvese primero que la curva cuya parametrizaciôn se da 
en (4.10.3) tiene multiplicidad m, conductor c, y numéro de Pita 
goras 1. Ahora, para encontrar una curva en M (m,c) con numéro de 
Pitâgoras >1, basta, aplicando el criterio de los dos enteros, con 
que c-3 y c-2 estên en el semigrupo de valores. Tômese, pues, la 
curva dada por:
y = t“ ; z = t^ u = t^ * t^^^, c+i t 0,
c - 3 , c - 2  (mod m) 0 ^ i < m.
Tambiên se puede obtener la caracterizaciôn para curvas Go- 
renstein (esto es, curvas cuyo anillo de funciones sea Go r e n s t e i n ) , 
entre las que estân las i n tersecciones complétas y las planas:
(4.13) P r o p o s i c i ô n .- Una curva Gorenstein es pitagôrica si y sôlo
si su multiplicidad es ^2.
D e m o s t r a c i ô n .- Sea una curva Gorenstein. Se sabe, [33],
que su semigrupo de valores F es simêtrico, esto es, c-l-p G F 
para cada p 0 F. Asi, si X^ tiene multiplicidad >2, 2 0 F  y
1 0 F ,  luego F contiene los dos enteros consecutivos c-3 y c-2, 
y por el criterio de los dos enteros, es p X^ > 1. Si la multipli^ 
cidad es 2, pEX^] * 1 por (4.11).
(4.14) Obse r v a c i o n e s .- (a) Una curva plana X^ es Gorenstein. En 
efecto, su ideal J(X^) C  lR{x,y} es primo de altura 1, luego prin­
cipal, con lo que el anillo de funciones es OEx^]* R{x,y}/(f). Por
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[4; (6.4)] este anillo es Gorenstein.
(b) Una curva de multiplicidad 2 es plana. En efecto,
sea T : 0[X^] R{t} una parametr izaciôn primitiva tal que
2
t 6 im T = A. Entonces 0[X ] se identifies al anilloo
A = {h G lR{t} : h^®^(0) = 0, s = 2k+l , 0 ^ s < c)
donde c, el conductor de X ^ , es necesariamente un numéro par.
^ 2 
Por la misma razôn, el anillo A es el de la curva plana: x = t ,
 ^c+1 . _. .
y = t , y se signe nuestra afirmacion.
El numéro de Pitâgoras de las curvas planas queda descrito to^  
talmente como signe:
(4.15) P r o p o s i c i ô n .- Et numéro de Pitâgoras de una curva plana es 1 
ô 2j segûn sea su multiplicidad $2 â ^3.
D e m o s t r a c i ô n .- A la vista de (4.14.a) y (4.13), sôlo hay que
probar que si X^ es una curva plana, es p[X^] ^ 2. Pero si
2
X ^ c  , se tiene un homomorfismo suprayectivo R{x,y} +  OfX^],
luego p[X^] ^ pER^] * 2, por (3.3.b).
En lo que signe, considérâmes curvas de bajas multiplicida- 
des, empezando una clasificaciôn con la
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(4.16) Tabla I: CURVAS PITAGORICAS DE MULTIPLICIDAD ^5
La siguiente lista contiene, salvo isomorfismo analitico, to 
das las curvas pitagôricas de multiplicidad m 3  5.
de multiplicidad 1 ô 2 (todas)














































































(xi ^ 1 , e 6 R)
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Desarrollâmos a contînuacîon la demostracion en varias etapas. 
Para multiplicidad ^2, no hay que anadir nada a (4.11). Asi pues, 
en primer lugar:
(4.17) m = 3 . El semigrupo de valores de una curva del tipo Ig(n) 
(resp. Il 2 (n)) es F * {0,3,...,3 n ,r > 3n} (resp. F ={0,3,... 
..,3n,3n+2,r > 3n+2}), luego por (4.10) dicha curva es pitagôrica.
R e c i p rocamente, sea F el semigrupo de valores de una curva 
pitagôrica de multiplicidad 3. Afirmamos que entonces F es
de una de las dos formas anteriores. En efecto, si no, tômese un eja 
tero p € F, p 0 0 (mod 3), p < c:
• si p * 3q+l, por el criterio de los dos enteros (p-1 y p) 
resultaria pEX^] > 1,
• si p * 3q+2, por el mismo criterio (p y p+1 ahora), se 
tendria p [ X ^ ] > 1.
Determinado asi F, en un caso X^ es isomorfa a Ig(n) y 
en el otro a 1 1 ^( 0 ), en virtud de (4.10.3).
(4.18) m = 4i las curvas de la tabla son p i t a g ô r i c a s .
Para los très primeros tipos I^, 111^ ya se ha obser-
vado antes, (4.10.3). Veamos aqui los otros dos.
(4.18.1) Tipo IV^ (n,p ) . El conductor es ^c = 4p y el semigrupo de
valores puede representarse grâficamente por:
4n+2 4n+6 4p=c"
F : #— '— '— — e------------- • » • » • > •  - Q # :-# #
0 4 ... 4n 4n+4 ^
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La parametrizaciôn identifica el anillo de funciones de la curva con 
el subanillo A de R{t} formado por las series h 6 IR{t} taies 
que
h^®^(0) = 0, si s 0 r, 0 < s < Ap-1
h(4P-l)(0) . 6h(4*+2)(0). 6 . E
2 2 2 Lo que debemos prbbar es que si f^ +...+ f^ = h con
f^,...,fp 6 A, h G lR{t}, entonces h G A. Para ello, comprobare- 
mos que si fj^,...,f^ cumplen (*), tambien lo hace h. Ahora bien, 
por el argumente de (4.10), es claro que se tiene la primera condi­
ciôn de (*), luego nos limitaremos a comprobar la segunda. Sea por 
ejemplo u)(h) * u)(fj^) = min {ca(f j^ ) , . . . ,ü)(f ^ ) }. Si w(h) > 4n+2, en 
tonces f (0) = 0 y fj^^ ^^(0) * 0 para j = l,...,r, con lo 
que de nuevo es aplicable (4.10) para deducir h^^^ ^^(0) * 0. Qu^ 
dan dos p o s i b i l i d a d e s .
Caso 1®; w(h) = 4 n + 2 . ütilizamos la fôrmula de la derivada 
impar, (4.10.2), con k = 2(n+p). Observâmes que como n < p, 
k = 2n+2p < n+3p < 4p, luego k < 4p-l, y por tanto el sumando 
i-êsimo se anula a menos que: k-i = 2q ^ 4 n + 2 , en cuyo caso
k+i+1 = k + (k-2q)+l = 2(k-q)+l * 4p + (4n-2q)+l < 4p-l.
Pero k+i+1 es impar, luego sôlo queda el sumando k+i+1 = 4p-l, 
para el cual k-i = 4n+2, y obtenemos la ecuaciôn (simplificando 
B (i, k) ^ 0) :
I f(4*+2)(0)f(4P-l)(0) . h(4"+2)(0)h(4P-l)(0)
j-1 3 J
Ahora, como fj^,...,f^ G A, verifican (*) y queda:
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6 I f(4n+2)(Q)2 _ j^(4n+2)
i = l ^
2 2 2
En fin, como ü)(h) = 4n+2, la ecuaciôn fj^  +...+ f^ * h propor­
ciona :
I f(4n+2)(Q)2 , ^(4n+2)^Q^2^
j = l ^
y de las dos ultimas igualdades, ya que ^^4n+2)^^^ ^ 0, se deduce
^h(^n+2)(o) . ^^4p-l)(Q)
Caso 2 ° I w(h) < 4 n + 2 . Entonces necesariamente w(h) = 4X,
0 < X < n.
Aplicamos la fôrmula de la derivada par, (4.10.1), con 
k = 2(n+X)+l. Se tiene la acotaciôn k ^ 4 n + l , luego el sumando 
i-esimo se anula a menos que k-i * 4q, X < q < n, con lo que:
k+i = k+(k-4q) = 2k-4q = 4(n+X-q) + 2 ^ 4 n + 2 ,
y como k+i no es multiple de 4, se anula tambien salvo si
k+i = 4 n + 2 , en cuyo caso k-i = 4X y résulta en suma la ecuaciôn
(simplificando A(i,k) ^ 0):
(1) I
j-1 3 3
Ahora aplicamos la fôrmula de la derivada impar, (4.10.2), 
con k * 2(p+X)-l. Se verifica k < 4p-l, y si el sumando i-esimo 
no se anula se tiene k-i * 2q ^ 4X» con lo que:
k+i+1 = k+(k-2q) + l = 2k-2q-l «= 4p+(4X-2q)-l ^ 4n-l,
y asi k+i+1 es impar, luego para no anularse el correspondiente 
sumando, debe cumplirse: k+i+1 * 4n-l, k-i = 4 X . Obtenemos (sim-
— 74 —
plificando B(i,k) ^ 0)
(2) I - h(*^)(0)h(4P"l)(0)
j-1 3 3
En fin, de las dos formulas (1) y (2) que acabamos de obtener 
y teniendo en cuenta que f^,...,f^ cumplen (*) se deduce:
b/4%)(o)h(4p-l)(o) = 6 I f(4^)(o)f(4*+2)(0) =
j*l  ^ ^
= 6b/4^)(0)h(4*+2)(0),
y dividiendo por 0 résulta lo que queriamos.
Queda asi probado que IV^(n) tiene numéro de Pitâgoras 1.
(4.18.2) Tipo (n,p ) . El conductor es c = 4p+2 y el semigrupo de
v a l o r e s :
4n+2 4n+6 4p+2«c
r : t  ----'--%--- — --- 4n' ' ' ' fo+4'-----------£ * ' ' *
La prueba es anâloga a la de (4.18.1). Esta vez el anillo A
estâ formado por las series h 6 R{t} taies que:
(**)
h^®^(0) * 0  si s 0 r, 0 < s <  4p+l
h(4P+ l ) (0 )  -  6h(4"+2) (0 ) .  6 -  e
Sea +...+ f^ - h^, f j  f^ G A, h G E{t}. Hay que
comprobar que h cumple (**). Supongase üj(h) * ü)(fj^). La primera 
condiciôn,y la segunda cuando w(h) > 4n+2 , se deducen del argumen­
te de (4.10). Asi pues, hay que ver que se tiene la segunda igual- 
dad de (**) en los dos casos siguientes:
Caso 1®: w(h) » 4 n + 2 . Considérâmes la fôrmula (4.10.2) con
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k = 2(n+p)+l. Como k < 4 p + l , el sumando i-êsimo es cero, salvo
tal vez si k-i = 2q ^ 4 n + 2 , y entonces:
k+i+1 = k+(k-2q)+l = 2(k-q)+l = 4p+(4n+2-2q)+1 ^ 4 p + l ,
y solo queda el sumando con k+i+1 = 4p+l, k-i = 4n+2, de donde 
la ecuaciôn
I f(4B+2)(0)f(4P+l)(0) - b(4"+2)(0)h(4P+l)(0)
j = l J ^
que permite terminer exactamente como en el caso 1® de (4.18.1).
Caso 2®: ü)(h) < 4 n + 2 . Tendra que ser 0)(h) = 4X, 0 < X ^ n.
Como en el caso 2® de (4.18.1), empezamos aplicando la fôrm^
la (4.10.1) con k = 2(n+X)+l, y obtenemos la misma igualdad (1) 
que alli. Ahora, se considéra la fôrmula (4.10.2) con k = 2(p+X), 
y del modo habituai, veamos quê sumandos no se anulan. De la acota­
ciôn k < 4p+l se sigue que deberân cumplir: k-i = 2q % 4 X . En­
tonces ,
k+i+1 = k+(k-2q)+l * 2(k-q)+l = 4p+(4X-2q)+l ^ 4 p + l ,
y sôlo puede ser k+i+1 = 4 p + l , k-i = 4 X . Esto proporciona la ecua 
ciôn :
(2)' I "f(4^)(0)f(4P+l)(o) « b/4%)(o)h(4P+l)(o)
j = l ^ J
La prueba termina como la del caso 2® de (4.18.1), una vez 
que disponemos de las igualdades (1) y (2)'.
(4.19) m=4: si ès pitagôrica, es isomorfa a una curva de la 
t a b l a .
Si el semigrupo F de X^ no tiene la propiedad de (4.10),
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o sea, si no es de uno de los tipos I^, 11^, III^, existe un
entero q 6 F, q ? 0 (mod.4), q < c: elegimos el minimo q con 
esta condiciôn, Dos casos se excluyen fâcilmente:
• si q =1 (mod. 4), entonces por el criterio de los dos ent^
ros para q-1 y q , séria p[X^] > 1.
• si q = 3 (mod. 4), entonces, como q+1 < c, de nuevo por
el criterio de los dos enteros, para q y q+1, séria p[X^] > 1.
En consecuencia, q = 2 (mod. 4), esto es: q = 4 n + 2 . Se ojb
serva ahora que el conductor c debe ser multiple de 2 (pues 
c-1 0 F ) ,  y por tanto: c = 4p ô c = 4p+2. Veremos que X^ es
isomorfa a IV^(n,p) si sucede la primero y a V^(n,p) si lo se­
gundo .
Considêrese una parametrizaciôn primitiva t : 0[X^] R{t}
4
tal que t G A = im T . Existe en A un elemento de orden q que 
tiene la forma:
f = t^ + a^t^*^ + agt^^^ +...+ a^t^"^®,
con q+e+1 = c , (basta tomar uno cualquiera g de orden q e ir
eliminando las potencias pares de t a base de restar
t^A,t4Ag g X ^ n ) . Se verifica:.
(4.19.1) a^ = 0, si 1 3 i < e.
En efecto, excluyendo el caso a^ = ... = a^ = 0, sea i
minimo con a^ f 0, y veamos que necesariamente i=e. Aunque el 
mêtodo es el mismo, conviens distinguir ahora entre i=l e i ^ 3.
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Caso i = l . Si i < e, esto es, 3 ^ e, résulta q+3 G F, y
ponemos
f « t^ + at^"*"  ^+ + t^^^v, a 0
Como p [Xq J = 1 y q-2 = 4n G F, h = /T(t^ ^ + f)^+f^) G A. Ope-
rando:
h « t'^"^ /TCl+t^+at^+bt^+t^v)^ + (t^+at^+bt^ + t^v)^) =
= tS"2 Z([‘l + 2t^+2at^ + 2t^+2(b+2a) t^ + t^ w)
Por tanto:
h = t^ ^ /l+x, X = 2t^+2at^+2t^+2(b+2a)t^ + t^w
Utilizando ahora el desarrollo
/l+x = l + - | ' X - - | - x ^ + . . .
vamos a calcular los terminos de grado q-2, q , q+3, q+5 de h, es
decir, los de grado 0, 2, 3 y 5 de / l + x . Para cada t ^  ^ se
t i e n e :
X, + ...+Xr-£  '^ 5' , A, , X,
 ^ ^ .(2(b+2a)t5) 4(t*w) 5 ■
y el grado en t de un sumando arbitrario es y ^ 2X^ + 3X£ +
+ 4Xg + 5X^ + 6X^. En consecuencia:
2
(1) y = 2 , si £ = Xj^  * If y se tiene el termino t
o
(2) y = 3 , si £ = X 2 * 1 » y se tiene el termino at




h ■= t** ^ /l+x - ^(1+t^+at^+Bt^+(a+b) t^ +...) -
. t4-2+t4+at9+l+BtS+2+(a+b)t9+3 +...
Como h € A, tambiên en A esta la serie:
h-t^ ^ - Bt^^^ - f = at^^^ +..., a ^ 0 
luego debe ser q+3 G F- Esta contradiction prueba que e=l.
Caso i ) 3 . Si i < e, esto es, i+2 ^ e, résulta 
q+i+2 0 F  y sera:
f = t ^ + a t ^ " * ' ^ + b t , s = i+3, a 0
Como p = 1, el elemento h = /T(t^ ^+f)^+f^) esta en A, y
o p e r a n d o :
h = t^'Z /Y(i + t2+ati+2+bti+4+tS+2y)2
+ (t2+at^^2+bti+4+tS+2y)2)  ^ ^q-2 /^i + 2 t ^ + 2 t ^ + 2 a t +
+ 2(b+2a)t^*4 +
Asi:
h = t^ ^ / l + x , X » 2t^+2t^+2at^*^+2(b+2a)t^^^+t^^^w
Igual que en el caso anterior, estudiamos el desarrollo de / l + x .
En primer lugar:
x^ - l ■. \ * (2t2)^l(2t4)^2(2ati+2)^3(2(b+2a)ti+*)^*(ci+^\a^5
Xj+.-.+Xj -fAi-.-.Ag.
y el grado en t de un sumando arbitrario es: y > 2X^ + 4^2 +
+ (i+2)X3 + Ci+4)X^ + (i+s)X^. Nôtese entonces que
Cl) Si y < i+2, necesariamente es y par. Por ejemplo,
2
y = 2 para = X^ = 1, y se tiene el têrmino t ,
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(2) y = i + 2 , si £ = Xg = 1 Cpues i+2 es impar), y resul 
i+2
ta el termino at
(3) y = i + 4 . si £ = X^ = 1 ; £ = 2,X^ = Xg = 1, y se tie-
X"^  A
ne el termino Ca+b)t 
De este modo:
/ l+x = 1+t^ + P(t) + at^"^^ + (a+b)t ^+...,
donde P(t) G IR[t] es un polinomio cuyos monomios son todos de gra^ 
do par ^4:
P(t) - I + I A».B» 6 m
o < t  o < l
Reuniendo toda esta information, escribimos:
h * t^ ^ /l+x = t^ ^ + t^ ^P(t) + t^ + at^"*"^ + (a+b)^^^^^ +... '
- + I A,t9-2+4^^ + I B,t4+4f+tq+atq+i+(a+b)t4+i+2+...
o < l  ^  o < l  ^
= (t*" + I A t4(*+f)) + I + (4 +at9+i +
o<£ o<£
+ (a+b)
Ahora bien, todos los sumandos del parêntesis tienen grado multiple 
de cuatro, luego su suma estâ en A, y por tanto tambien estâ en 
A la serie:
g - I B,t9+4f + [9 + atl+i + (a+b) [9+1+2 +...
o<£ ^
En fin, en A estarâ el elemento:
g-f - I B«t^'^f = (at^^^^^ +...) + (- I aB t^^^^4^+...) 
o<£ ^ o<£ ^
Como el segundo parêntesis tiene orden ^q+i+4, y a 9^  0, conclu^ 
mos que A contiene una serie de orden q+i+2, y en consecuencia.
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q+i+2 6 r. Esta es la contradiction buscada, y queda probado que 
e = i.
Una vez demostrado (4,19.1), sabemos que A contiene las se^  
ries siguientes:
. + E;4p-1_ C . 4p
. + et4p+l, si c - 4p+2
Se deduce que para cada s G F, s < c, s f 4 n + 2 , A con­
tiene el monomio t®, y en suma, que A es el subanillo de R{t} 
correspondiente
• a IV^(n,p), si c = 4p (vêase (4.18.1), (*))
• a V^(n,p), si c = 4p+2 (vêase (4.18.2), (**))
De este modo hemos terminado la demostracion de (4.19).
(4.20) m=5: las curvas de la tabla son pitagoricas
Para los cuatro primeros tipos ya se ha observado antes,
(4.10.3). A continuation lo probaremos para los otros dos:
(4.20.1) Tipo V g (n). El conductor es c * 5n+4, y el semigrupo
5n+2
F : #— '— '— '— ----------- #— '— # 0 -e— e— e— #—
0 5 ... 5n e 5n+4“ c
El mêtodo es el de (4.18). La parametrizaciôn identifica el anillo 
de funciones de la curva con el subanillo A de R{t} formado por 
las series h G R{t} taies que:
c*)
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h^^^CO) = 0 si s 0 r , 0 ^ s < 5n+2
h C5n+3)(o) , ô = (5n+3)e
2 2 2 Hay que probar que si +...+ * h , 6 A,
h € lR{t}, entonces h € A. Sea por ejemplo w(h) = w(f^). Si
w(h) > 5 n + 2 , entonces w(h^) ^ 2(5n+2) * 2c-4, y por (4.6),
h G A. S u p ondremos, pues, w(h) < 5 n + 2 , con lo que w(h) = 5X,
0 ^ X ^ n. Mediante el argumente de (4.10) se comprueba la primera
parte de (*), asi que veamos la segunda. Distinguiremos dos casos:
Caso 1®: n+X es p a r . Entonces 5(n+X)+2 es par, y aplicamos
(4.10.1) tomando k = 5 (n+X)+2 ^ Como k < 5n+l < 5 n + 2 , el sumando 
i-êsimo es cero salvo si k-i = 5q, q ^ X, pero en esa hipôtesis 
k+i = k+(k-5q) = 5(n+X-q)+2 ^ 5 n + 2 , y k+i no es multiple de 5, 
luego sôlo queda el sumando k+i = 5n+2, k-i * 5X, y obtenemos la 
ig u a l d a d :
(1) I f(5%)(o)f(5n+2)(o) = h(5A)(o)h(5*+2)(o)
j = l J ^
A continu a c i ô n , con el mismo k, considérâmes la fôrmula
(4.10.2). Para que el sumando i-êsimo no se anule: k-i = 5q,
q ^ X, y entonces: k+i+1 = 5(n+X-q)+3 ^ 5 n + 3 , luego sôlo queda
el sumando k+i+1 = 5n+3, k-i = 5X, lo que d a :
(2) I f(5%)(o)f(5n+3)(o) = h/5^)(0)h(5*+3)(o)
j = l J J
Finalmente, de (1) y (2), de verificar fj^,...,f^ (*), y de 
ser h ^ ^ ^ ^ (0) ^ 0, se concluye que h^^^^^^(O) = ôh^^^^^^(O), co­
mo se pretendîa.
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Caso 2°; n+X es i m p a r . Aplicamos primero (4.10.2) con 
k = ^ y buscamos los sumandos no nulos. Ya que k ^ 5n +
I
+ < 5n, corresponderan a k-i = 5q, q ^ X, y entonces:
k+i+1 = k+(k-5q)+l = 5(n+X-q)+2 ^ 5 n + 2 , con lo que solo puede ser 
k+i+1 = 5n+2, k-i = 5 X , resultando la igualdad (1) del caso 1®.
Ahora, considérâmes (4.10.1) con k = ^ CHJ^X jj+3 ^ gg
3
k ^ 5n + y  < 5n+2, y un sumando no nulo cumple: k-i = 5q, q ^ X,
y k+i = k+(k-5q) = 5(n+X-q)+3 ^ 5 n + 3 , luego k+i = 5 n + 3 ,
k-i = 5X, obteniendose la igualdad (2) del caso 1 ?
Ya conocidas (1) y (2), se termina igual que antes.
(4.20.2) Tipo V I ^ (n). El conductor es c = 5 n + 5 , y el semigrupo
5n+3
r : <— '— I— I— e  -----------#— I— > e  #— r — •— e---------
0 5 5n e 5n+5*c
La prueba es anâloga: el anillo A estâ formado por los h G IR{t}
tales que:
h(s)(o) . 0 si s 0 r, 0 S s < 5n+3
(**)
h(5n+4)(o) = gh(5n+3)(o), 6 = (5n+4)e
Sean f^,...,f^ G A, h G R{t} con f^ +...+ f^ = h^,
o)(h) = o)(fj). Si w(h) ^ 5n+3, es w(h^) ^ 2(5n+3) = 2c-4, y
por (4.6) h G A. Asi pues, supongamos w(h) < 5 n + 3 , luego
w(h) = 5X, 0 ^ X < n. La primera parte de (**) se deduce para h
por el argumente de (4.10). Para la segunda:
Caso 1®: n+X es p a r . Aplicamos la fôrmula (4.10.2) con 
k = ^ ^ ^ ^ 2 Como k ^ 5 n + l , para que el sumando i-êsimo no se
— 83 —
anule: k-i = 5q, q > X, y entonces k+i+1 * k+(k-2q)+l «
= 5(n+X-q)+3 ^ 5 n + 3 , y solo puede ser k+i+1 = 5 n + 3 , k-i = 5X, 
obteniendose la igualdad:
(1) l
j = l J 3
Ahora ütilizamos (4.10.1) con k = 5 (n+X)+4  ^ Como k ^  5n+2,
si el sumando i-êsimo es f 0, résulta k-i = 5q, q ^ X , y se dedu­
ce k+i = k+Ck-5q) = 5(n+X-q)+4 ^ 5 n + 4 , con lo que necesariamente
k+i = 5 n + 4 , k-i = 5X, y queda
(2) I = h/5^)(0)h(5*+4)(o)
j = l  ^ ^
Se termina como siempre.
Caso 2®: n+X i m p a r . Sea k = .5_(n+^_)_+^^ Aplicamos (4.10.1)
3
con este k. Como k ^ 5n + < 5 n + 3 , para que el sumando i-êsimo
no sea nulo, sera k-i = 5q, q > X, y k+i = k+(k-5q) =
= 5(n+X-q)+3 < 5 n + 3 . Sôlo puede ser k+i = 5 n + 3 , k-i = 5X, y se 
obtiene la fôrmula (1) del caso 1®.
Ahora, con este mismo k, consideramos (4.10.2). Buscando 
los sumandos no nulos résulta k-i * 5q, q % X, y k+i+1 =
= k+(k-5X)+l = 5(n+X-q)+4 < 5 n + 4 , lo que proporciona k+i+1 = 5n+4,
k-i = 5X, de donde la igualdad (2) del caso 1®.
Ya deducidas (1) y (2), el resto es automatico.
De este modo se compléta la demostraciôn de (4.20).
(4.21) m=5: si es pitagôrica, es isomorfa a una curva de la tabla
Si el semigrupo F de X^ no tiene la propiedad de (4.10),
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esto es, si no es del tipo I^, IlXg ni IVg, existe un en
tero q € r, q ? 0 (mod. 5), q < c: elegimos el minimo q con 
esa condiciôn. Pueden darse très posibilidades:
Caso 1°: q E 1 ô 4 (mod. 5 ) . Entonces q-1, q ô q, q+1 son 
dos enteros consecutivos menores que el conductor que estân en F , 
y p[X^] > 1. Esto excluye este caso.
Caso 2°: q E 2 (mod. 5 ) . Serâ q = 5 n + 2 , n ^ 1. Si 5n+4 0 F, 
por el criterio de los dos enteros (con p=5n, r * 2) séria 
p[Xg] > 1 .  Se deduce 5n+4 6 F .  Si 5n+4 < c, tambiên 5n < c y 
F contendria dos enteros consecutivos y <c, luego p[x^] > 1.
En consecuencia, 5n+4 = c . Considerando ahora una parametrizaciôn 
T : OEXg] R{t} con t^ 6 imx =A, existe un elemento
t5n+2  ^g;5n+3 g ^
que détermina totalmente A por las condiciones (*) de (4.20.1). En 
suma, X^ es isomorfa a V^(n).
Caso 3®: q = 3 (mod. 5 ) . Entonces q * 5 n + 3 , n ^ 1. Si 
5n+6 0 F, por el criterio de los dos enteros (con p = 5n, r = 3), 
plx^] > 1, luego 5n+6 6 F. Si 5n+6 < c, F contiene a los dos 
enteros 5n+5 y 5n+6, menores que c, con lo que de nuevo pEx^] > 1.
Se sigue c ^ 5n+6, de donde c ^ 5 n + 5 . Ahora bien, c > q, o sea 
que c > q+1 = 5 n + 4 . Se concluye c = 5 n + 5 . Considerando una para 
metrizaciôn t : OEx^] R{t} con t^ 6 im % = A, existe un elemen
^5n+3 + g;5n+4 g  ^
que détermina A por las condiciones (**) de (4.20.2), y en conse-
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cuencia, es isomorfa a Vl^(n).
(4.21) C o m e n t a r i o El desarrollo anterior, (4.17),...,(4.21) para 
construir la Tabla I es en cierto sentido algorî t m i c o , y puede apli 
carse a multiplicidades mas altas, aunque los calculos se hacen muy 
engorrosos. Como tal vez el cumulo inevitable de digresiones oscure 
ce el metodo seguido en los parrafos anteriores, hagamos aqui un r^ 
sumen para multiplicidad m=6.
En primer lugar, se determinan las formas posibles del sem^ 
grupo de valores T mediante el criterio de los dos enteros (4.8). 
Para m=6, ademas de los cinco posibles semigrupos 1^,...,?^ su- 
jetos a la condition del lema (4.10), y caracterizados por sus con- 
ductores c = 6n, 6 n + 2 , 6 n + 3 , 6 n + 4 , 6 n + 5 , (n ^ 1), se obtienen los
diez de la figura 4.
Determinados los F, se examina el elemento de orden mas 
pequeno no multiplo de la m u l t i p l i c i d a d , en este caso 6, que hay en 
el anillo de funciones, para identificar ese anillo con un subanillo 
A de R{t} de description manejable (como (*) o (**) en (3.20)). 
Despues hay que comprobar (por induction y derivation) que el anillo 
A obtenido tiene efectivamente numéro de Pitâgoras 1. Plausiblemen 















6x1 + 2 6x1+ 4 c- 1
0 6 # # # 6ti 6 x1 + 6 ... 6 p=c
6x1 + 2 6x1 + 4
1 a , Æ 1 ^ . 6 p+2 =c
0 6 • • • 6n 6x1 + 6 ... 6 p c- 1
6 x1 + 2  6 x1 + 4 6p+4*=
0 6 ' 6 n
6 x1 + 3
6 x1 + 6 6 p c - 1
c - 1
0 6 • • • 6 n 6 x1 + 6 6 p=c
6x1 + 3 6 p+2 *c
0 6 • • • 6 n 6 x1 + 6 ... 6 p c- 1
6 x1 + 3 6p+3=c
6 • • • 6n 6x1 + 6 ... 6 p c- 1
6 x1 + 3 6p+3 6p+5=
0 6 ... 6n 6 x1 + 6 ... 6 p c- 1
6 x1 + 4
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6 x1 + 8 c- 1
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6p+3 : XVg(n.p): •
u=t u.t*P+5
(p > n ^
(E,6 6 m)
(4.23) Curvas pitagoricas y curvas de A r f .- La dimension de inmersion
de una curva X^ se define como e = dim^ m/m , donde m es el 
ideal maximal de 0[X^]. E quivalentemente, e es el mînimo entero 
>0 tal que X^ esta contenida, salvo isomorfismo, en . Se de-
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muestra, [36; corollary 1.10], que e no excede a la multiplicidad, 
y nuestros resultados anteriores sugieren que
• Si es pitagorica, su dimension de inmersion y su mul^ 
tiplicidad coinciden.
De hecho, sugieren que coinciden no solo para X^, sino p^ 
ra sus sucesivas transformaciones cuadraticas. Esta es una de las 
caracterizaciones de las curvas de Arf, [36; theorem 2.2], y se 
tiene la siguiente conjetura mas fuerte:
• Si X^ es pitagorica, entonces es de Arf.
Observâmes sin embargo, que una curva de Arf puede no ser
3
pitagorica. Por ejemplo, considerese la parametrizada por: x = t ,
y . z - tlO.
Senalemos por ultimo otra cuestion interesante relacionada:
• Si X^ es pitagorica, su transformada cuadratica tambiên
lo e s .
(Esta ultima conjetura junto con la primera, implicarîa la 
segunda. La tabla I en (4.16), permite comprobar las très cuando 
la multiplicidad de X^ es ^5).
(4.24) Caracterizacion de las curvas pitagoricas por el semigrupo
de v a l o r e s .- Sehalemos en primer lugar que el numéro de Pita 












c.uyos semigrupos son iguales (e iguales  T  {0,4,6,10,12,n > 12}) 
y sin embargo es p[X^] > 1, » 1 (basta buscarlas en la ta­
bla I para m * 4; X^ no esta pues su dimension de inmersion es 
3 < 4). Esto plantea un problems de clasificacion como sigue.
Sea r un semigrupo numerico (esto es, un subsemigrupo de 
IN con complementerio I N F finito), y notemos M(F) a la coleccion 
de todas las curvas cuyo semigrupo de valores es *F. Entonces hay 
semigrupos F tales que:
(A) cada curva de M(F) es pitagorica.
CB) en M(F) hay curvas pitagoricas y curvas no pitagoricas,
(C) ninguna curva de M(F) es pitagorica.
Como se observa inmediatamente, una parte de nuestros resul 
tados son soluciones partiales a esta clasificacion. El criterio de 
los dos enteros, (4.8), por ejemplo, da una condition para que un 
grupo sea del tipo (C). Otro lema, (4.10), describe un tipo de sem^ 
grupos que pertenece a la clase (A), aunque se advierte que son sem^ 
grupos cuyo espacio de moduli, 21 , es trivial.
Finalmente, sehalemos que ninguna de las clases (A), (B),
(C) es vacia, y que en todas ellas hay algun semigrupo cuyo espacio 
de moduli no es trivial (solo falta un ejemplo de esto para (A): con 
siderese el semigrupo F = {0,4,6,8,n > 8} cuyo espacio de moduli
esta cubierto por el tipo IV^(1,2)).
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§5. El problems decimosëptimo para germenes de superficie.
Estudiamos en este eplgrafe algunas cuestiones topologicas 
relacionadas con el aspecto cualitativo del problems decimosëptimo 
y con el criterio del cambio de signo.
(5.1) Proposition (criterio del cambio de signo para superfi c i e s ) .-
Sea X^CI IR^ un germen de superficie irreducible tal que 
X*'-{0} es conexo. Si f 6 genera un ideal
primo f{0} en 0[X^]. Son équivalentes:
(a) f genera un ideal real en 0[X^].
(3/ f cambia de signo sobre X*.
D e m o s t r a c i o n .- Es analogs a la de (1.8). Solamente hay que 
comprobar que donde alli utilizâbamos la hipôtesis 'reg^X^ conexo* 
basta ahora con *X*'^{0} conexo*. En efecto, se trataba de probar 
que si f cambia de signo sobre X*,
d i m X n i / ( f ) * d i m X  - 1 * 1  O • o
(pues ahora dim X^ * 2). Pero si fuera dim X^ Q  l^(f) * 0, enton
ces
X*-' l/(f) « X * -  {0}, 
o O
que es conexo por hipôtesis, y por tanto f no cambiaria de signo 
sobre X * ^ { 0 } ,  ni, en c o nsecuencia, sobre X*.
(5.2) Superficies ton singularidad r a t i o n a l .- Vamos a considerar 
aqui unas superficies especiales que pueden conserarse *las s ingulf 
ridades menos singulares*. Recordemos en primer lugar una
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Definicion [35; §1] i/n anillo local normal A de dimensiôn 2 
se llama de singularidad racional si existe una desingulari^ 
zaciôn f ; X -► Spec A con H^(X,0^) « 0.
Las singularidades rationales tienen una relation profunda 
con el problems de la f at tor i a l i d a d . Destaquemos aqui dos importas, 
tes resultados que utilizaremos despues:
Teorema (Brieskorn) [8; Satz 3.3].- La unica^ salvo- isomor 
fismOj algebra analitica sobre (Ej factorial no regular de
dimensiôn 2 es C{x,y, z} / (x^+y^+z^).
Teorema (Lipman) [35; example (25.4)] Las ûnicaSy salvo
isomorfismo j dlgebras analiticas sobre R  factoriales de
singularidad racional y dimensiôn 2 no regular es i son:
Eg : lR{x,y,z} / (x^+yS+z^)
E 4 : E{x,y,z} /
(x^+yS+z^)
: R{x,y,z} /
(x 2 + y 2 +z^n+l)^ n > 1
: E{x,y,z} / (x^+y^+z^*), n ^ 1
Se observa que la ultima de las anteriores algebras no es
2 2 
pues X + y + z^“ = 0 se reduce en IR^ al origen. Por
ello, fijaremos nuestra atencion en las otras tres.
La primers de ellas, llamada *singularidad del icosaedro*, 
ha sido objeto de atenciôn permanente desde que fue estudiada por 
Klein en 1884, [32]. El resultado de Brieskorn citado mas arriba 
es un ejemplo de su p eculiari d a d . En lo que a nuestro problems se
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refiere tenemos:
3 2 3 5
(5.3) P r o p o s i c i o n Sea el germen de eouaoiôn x +y +z * 0.
Se verifica:
(a) Si f es >0 sobre X^, entonces f es suma de dos 
cuadrados en 0[X^].
(&} SEXg] = S(Xg); p[Xg] - p(X^) = 2.
D e m o s t r a c i o n .- La superficie 
ne el origen como singularidad ai^ 
lada, y es topolôgicamente trivial 
(figura 5). En consecuencia, X*'^{0}=
= X ^  {0} es conexo, y se cumple el 
criterio del cambio de signo. Sabje 
mos ademas, que 0[X^] es facto­
rial, asî como el anillo de funei^ 
nés 0[X^]* (C{x,y, z}/(x^+y^+z^)
del complexificado




(g): En virtud de (3.7.a),
(3.4), (3.5) y (3.6), se trata de ver que si h G E{x,y,z} es ^0
sobre X^ e irreducible en 0[Xg] , entonces es reducible en (}[ X^] .
Notemos p = (h,x +y +z )E{x,y,z}, p = pC{x,y,z}, de modo que:
R{x,y,z}/p * 0[X^]/(h), C{x,y',z}/p « 0[ X^] / (h) , y se deduce que
p es un ideal primo de altura 2 de E{x,y,z). Ahora, decir que h 
es reducible en (?[X^] équivale a que p no sea un ideal p r i m o , 
y esto, por un resultado de Risler, [48; proposition 6.2], a que
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p no sea real. Finalmente, p es real si y solo si h gen era un
ideal real en 0 [X^], si y solo si h cambia de signo sobre 
(criterio del cambio de signo), lo que por hipôtesis no ocurre.
(B) : Una vez probado (a)» sôlo resta la desigualdad 
2 2
p(X^) > 1. Pero X +y no es un cuadrado en O(X^), aplicando la 
misma demostraciôn que en el caso regular, (3.2.b) (vease tambiën 
(5.12)).
Observemos que la igualdad SEx^] = S(X^) contrasta con el 
resultado (4.2) para curvas, que, asi, no puede extenderse a dimen­
siôn 2 .
El metodo anterior es el utilizado por Bochnak y Risler en 
el caso regular, [?]. De hecho, puede pensarse en formularlo para 
una superficie irreducible, que cumpla el criterio del cambio de si^ 
no y sea factorial, asi como su complexificado. Sin embargo, esto no 
seria ninguna g e n e r alizaciôn, pues se tiene:
(5.4) P r o p o s i c i ô n .- Sea X^ un germen de superficie analitica real
no regular^ cuyo complexif icado es f a c t o r i a l , Entonces, sal^
2 3 5VO isomorfismo analitico, X^ es x +y +z = 0 .
Demostraciôn.- Sea X la complexificaciôn de X _ . Por  o o
el teorema de Brieskorn enunciado en (5.2), X^ es isomorfo a
2 3 5 3
Vg(x +y +z ) CZ (C^ . En particular, la dimensiôn de inmersiôn es 3,
3
esto es, podemos suponer X^CI , [51; §2j. Como X^ es irredu­
cible, su ideal en E{x,y,z} es primo de altura 1 , y estara genera^
do por un elemento irreducible F G ®{x,y,z}. Se sigue que
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F.(C{x,y,z} es el ideal de X , y como X tiene mult iplicidad 2
2 3 5(pues es isomorfo a x +y +z = 0), F es una serie de orden 2.
3
Ahora, mediante un cambio lineal de coordenadas en E  , podemos h^
cer que F sea regular de orden 2 en x:
F * x^ + a(y,z)x +b(y,z), a,b 6 E{y,z}, a(0,0) * b(0,0) * 0,
y con otro cambio (x * * x+a / 2 , y * * y, z * = z ) , podemos suponer:
F = x^ + f(y,z), f 6 E{y,z}, f(0,0) = 0.
2Se tiene pues una ecuaciôn x + f(y,z) € @{x,y,z} de X ^ ,
2 3 5que équivale a x +y +z . Por un teorema de Kirby, [31; theorem
2 2
2 ], existe un isomorfismo analîtico comple.j o (f) : tal que
3 5
(j)*(f) = u(y,z)(y +z ), u(0,0) ^ 0. Se deduce que f G E{y,z} ge­
nera un ideal primo en C{y,z}, luego uno primo real en E { y ,z}
2
(por [48; proposition 6.2]). En consecuencia c^ = l^(f)CI TR^ es
~ 2un germen de curva irreducible cuyo complexif icado c^ = l/^(f)CZ
3 5 2es isomorfo a Vg(y +z ) C  (C^ . En particular, el semigrupo de valo
res de c^ es f = {0,3,5,6,8,n > 8 }. Si ahora calculamos el sem^
grupo de valores F de c^ mediante una parametrizaciôn primitive: 
t H- (y(t),z(t)), y(t),z(t) G E{t}, obtenemos el mismo F . En efec^ 
to, claramente F .CI f, y r ecîprocamente, si p G F, como 
t H. (y(t),z(t)) es tambiên primitive para c^, existe hh€C{x,y} 
con
w(h(y(t) ,z(t)) ) * p 
Pero escribiendo h = h^ + ihg, h ^ , h 2 G E{x,y}, résulta:
h(y(t),z(t)) * h ^ ( y ( t ) ,z(t)) + ih 2 (y(t ) ,z(t))
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y como h 2 y hg tienen coeficientes reales, al menos una de las s^ 
ries (y (t) , 2 (t) ) , I1 2  (y ( t) , z (t) ) tiene que tener orden p, con
lo que p € r. Queda probado el otro contenido, y por tanto
r = f . En suma, el semigrupo de valores de c^ = l/(f)CI es
r = {0,3,5,6,8,n > 8 }. Précisâmes para continuer el siguiente resul 
tado :
L e m a .- El espacio àe moduli del semigrupo {0,3,5, 6 ,8 ,
n > 8 } es trivial, tanto en caso complejo como en el real.
(En el caso complejo es un resultado bien conocido, que pue^
de verse en el curso de Zariski [54; chap V, §2], contenido en
otros resultados mas générales. La demostraciôn que alli aparece se 
adapta s in variaciôn alguna al caso real).
2 2Por el lema, existe un isomorfismo analîtico è : R  R
^ 0 0
3 5 ^
tal que 4>(c^) = V(y +z ). En termines de ecuaciones, existe una
unidad u G R{y,z} con:
<J)*(f) = u(y ,z) (y^+z^)
3 3
Entonces el cambio if; = Id x d> : R  R transforma X en:
^ 0 0  o
x^ + u ( y ,z)(y^+z^) * 0.
Haciendo x * * x , y * * -y, z * * -z si u(0,0) < 0, podemos sup£
2
ner u(0,0) > 0 ,  y existe una unidad v G R{y,z} con v « 1/u.
De este modo:
(*) Este argumente es independiente de que la curva sea plana.
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2
x^+u(y ,z) Cy^+z^) * u ( y , z ) ( ^ j ~ - ^  + y^+z^) «
* u(y,z)(x^v(y,z)^ + y^+z^).
Por fin, el cambio x^ = xv(y,z), y^ * y, z^ * z produce la supe^r 
2 3 5ficie: x^ + y^ + z^ = 0, lo que concluye la prueba.
A continuacion considérâmes los restantes anillos reales del 
teorema de Lipman.
(5.5) P r o p o s i c i o n .- Sea CZ uno de tos gérmenee x^+y^+z^ * 0,
x^+y^+z^^^^ “ 0, n > 1. Entonces S[X^] ^ S(X^).
2 3 4D e m o s t r a c i o n . - (a) Sea X » (x +y +z ) . Entonces
x^+z^ °
-y = -- 2--  G S(X^)'^ S[x^] , pues si -y fuera una suma de cuadrados
y
en 0[X^], lo seria en el anillo de la curva
X q n  {z “ 0} : x^+y^ = 0
y esto no es asi por (4.3).
2 2
(b) Si - y(x2+y2+z2"+l). - 2  - - e S(x^)" S[X^] . En
Z
efecto, pues - z no es suma de cuadrados en el anillo de la curva:
X q n {y “ 0} : x^ + z^^*^ « 0,
en virtud de (4.3).
(5.6) O b s e r v a t i o n .- Las superficies X^ de (5.5) son topologicamen 
te triviales, de singularidad aislada, factoriales, y su complexifi 
cado es normal (pero no factorial):
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9 3 A
X + y  +z =0
2n+l
X + y  +z
Figura 6
Son pues, en cierto sentido, 'muy regulates', y sin embargo ya se 
tiene para ellas S[X^] f SCX^). Esto induce a creer que la super
2 3 5
cie X^ : x +y +z tenga una peculiaridad mas; la de ser la un^
ca factorial no regular tal que S[X^]
En todo lo que antecede se aprecia el interes de disponer de
un criterio de cambio de signo, y por otra parte, que la validez o
no de un principio asi tiene un caracter marcadamente topologico:
reg X* conexo, en (1.8); X**^ {0} conexo, en (5.1). Vamos ahora a
estudiar estas condiciones topologicas, y despues veremos varios 
ejemplos y contraejemplos notables al respecto.
(5.7) P r o p o s i c i o n .- Sea X^ un germen de superficie i r r e d u c i h t e , Si
reg* X^ es conexo^ entonces el germen X* es topolôgicamen
2
te trivial (esto es^ homeomorfo a
D e m o s t r a c i o n . - Supongamos X^ CZ IR^, y apliquemos el teorema 
de parametrizacion local (0.2.b). Sea ïï : la proyeccion sjo
bre las dos primeras coordenadas. Existent un entorno abierto U de 
0 6 R^; un subconjunto analîtico X de U, cuyo germen en el ori­




Ci) 0 4 X*-{6 = 0} CZ reg* X d  X"-i(5 « O} = X*
(ii) X'^{6 = 0} tiene una cantidad finita de componentes co- 
nexas, adhérentes al origen.
(iii) Si C es una components conexa de X {ô = 0} , tt | C es 
un homeomorfismo de C sobre una components conexa de W'^{6 * 0}.
(iv) TT IX : X W es propia y tiene fibras finitas.
Con'sideremos primero el caso sencillo en que 6 solo se anu 
la en el origen. Entonces X^ es de dimension pura y singularidad 
aislada, y la parametrizacion anterior describe X^ como una colec­
cion finita de discos abiertos con un unico punto comün: el origen. 
Es c.laro pues que para que reg* X sea conexo solo puede haber un
disco, con lo que X = X es homeomorfo a IR .
Excluyendo ya el caso anterior, podemos elegir U suficien 
temente pequeno para que 
{ô * 0} CZ W sea de la 
forma c* |J . . . (J c* (J {0} , 
donde cada c * , 1 ^ i ^ r ,
es una semirrama lisa, y 
c* n  et « 0 si i ^ j 
(figura 7). Lo mismo se 
puede suponer para 
{6 * 0} f] X, pues su 
germen en el origen tie^ 
ne dimension 1, y tend%"e
Figura 7
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mos {6 “ 0} n  X « U  et. U  {0}, con u ^(ct) H  X = U  c * .. A
i.j ^  j ]
partir de ahora lo que haremos serS reconstruir el tipo topologico 
de X*.
En primer lugar, sea C una componente conexa de 
X'^{6 = 0}. Como 7TIX es cerrada, ir(C) = irCC) , y afirmamos que
TT IC : C tt(C) es homeomorf i s m o . En efecto, basta ver que ir | C 
es inyectiva, puesto que sabemos es propia. Consideremos entonces un 
punto a G it(C) y sea {x^,...,Xg} = ir (a) f] C . Si a 6 ir(C), ne^  
cesariamente s = 1, luego supongamos a G 7r(C)^ 77(C) CZ {ô = 0}, y, 
por ejemplo, a G c * . Elijamos entornos abiertos disjuntos 
U^,...,Ug de x^,...,Xg en C . Se deduce que U  ... jj U^)
es un entorno de a en tt(C), pues si no lo fuera, existirîa una
sucesiôn
—  -1
C TT 7i(U- U  ... (J Ug) convergente al punto a.
y por ser tt | C propia, contendrîa una subsucesiôn convergente a al^
gun x^. lo que no puede ser ya que {y^l^^^CZ C'^U^. Asî, existe
un entorno abierto U ’ de a en tt(C), contenido en
*
U  ... u  U^), y tal que U * ^  c  ^ es conexo (porque tt(C) es 
componente conexa de W ^ { 6  ® 0}, 




{tt(C n  TT (U*) n  Ui): 1 3 i < s}
es un recubrimiento de 
U ’ c* C  C por conjuntos disjun­
tos, abiertos en C ya que tt | C 
es h o m e o m o r f i s m o . Como U ^ c *  es conexo, se concluye s = 1, y, 
en suma, que tt | C es inyectiva.
Tr(üj U  ... U  U )
Figura 8
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Por otra parte, X* es la union de las adherencias de las
componentes conexas C^,...,C^ de X — {6 * 0}, luego X* se obti^
ne a partir de la suma topologica +...+ C^, identificando el
origen a un mismo punto, y de modo conveniente las fronteras. Obser^ 
vese ademas que por lo anterior, cada C^, 1 ^ i ^ r, es homeomor^
fo a su proyeccion ïï(C^) = Tr(C^), que es evidentemente homeomorfa 
a un simple de dimension 2.
Para describir la identificacion de las fronteras, considéré
mos de nuevo una de las componentes C . Se tiene tt(C) * tt(C) *
= it(C) [J c * M  ct con i, < i«, y como tt | C es inyectiva, solo 
il i2 i
hay dos indices ji»jo tales que ct . y c* . sean adhérentes 
__  ^ ^ ifJl ^1^2
a C fuera del origen. Se deduce:
c - c U  c t  . u  c* . .
1^1 2^2
y diremos que c* . , c* . son los dos lados de C. De este mo-
il^l ^2^2
do, la identificacion entre las fronteras de las componentes es una 
identification entre sus lados, con la condition de que cada lado se 
identifies siempre con algun otro.
Esta condition se justifies como sigue. Supongase que c*
es un lado de C, que no se identifies con ningun otro. Podemos ele^
gir un punto a 6 c* tal que X^ sea coherente (pues por un teor^
ma de Fensch, precisado por Galbiati en [26; corollaire 3.10], el
lugar de los puntos de no coherencia tiene codimension >2, luego en
nuestro caso, dimension c e r o ) , y en consecuencia de dimension pura,
y que no sea adherents a ninguna otra componente. Entonces X^ =
= X* = = C U  c*. Considérâmes ahora la restriction de tt a una a a a
entorno abierto de a, U * CZ U tal que
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X  n  U  * C n  U  » ce u  c*) n  u,
y el germen de ir CX Q  U) en b » 7r(a) es entonces (C) ^  (J tt(c *)^ 
(figura 9). Asî podemos elegir
una recta r CZ R , transversal 
a ttCc *)^ que pase por b, y 
con una de sus semirrectas con­
tenida en 7t (C), la otra en su 
complementeri o . En esta situa- 
ciôn, TT ^(r) fl X es un subcon 
junto analîtico de X, luego
n(C)
Figura 9
C contiene a 
a
un germen de curva irreducible La proyeccion de ese germen ti^
ne que ester contenida en r^ f) ir(C), lo que significa que las dos 
semirramas de c^ tienen la misma imagen por tt , contra ser tt | C 
inyectiva. Esta contradiction muestra que c* tiene necesariamente 
que identificarse con algûn otro lado, como prêtend î a m o s .
De este modo, podemos reconstruir X* a partir de una colec_ 
cion finita de simples de dimension 
2, con un vêrtice distinguido en c^ 
da uno de ellos, identificando to- 
dos esos vertices a un punto 0, y 
los lados que contienen a esos vêr^ 
tices entre sî, con la condition 
de que todos esos lados se identi- 
fican a algun o t r o .
Figura 10
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Ahora, hacemos primero las identificaciones de los pares de 
lados de simples distintos, lo que produce nuevos simples con media 
nas que pueden identificarse a otros lados. Despuês de esto, la si­
tuation es que tenemos una cantidad finita de simples unidos por un 
vêrtice 0, cuyos lados se identifican:
(a) o con el otro lado del mismo simple,
(b) o con una lînea interior de otro simple,
Ademas, se pueden identificar entre sî algunas lineas interiores de 
s i m p i e s .
Se observa que, salvo las del tipo (a), estas identification 
nés producen lîneas de puntos siii 
gulares de X. Afirmamos ahora 
que de hecho, solo puede haber un 
simple S. En efecto, si hubiera 
otro S ’, podrîamos elegir dos 
puntos regulates de X*, a 6 S, 
a ’ € S ’, y como reg* X es co­
nexo, un camino a d  reg* X que 
los conecte. Esto es imposible, 
pues cualquier camino que conec­
te a y a* contendra algun pun­




Por otra parte, si hubie 
ra que hacer en S otra identi- 
ficacion que la de sus lados 
Z = S contendrîa lîneas de




reg* X. En conclusion, es
homeomorfo a un simple de dimension 2, con los lados identificados,
2
es decir, es homeomorfo a !R .o
(5.8) C o r o l a r i o .- Sea X^ un germen de superficie irreducible cuyo 
lugar singular es a n a litica. Si reg* X^ es conexo^ X^
es una singularidad aislada.
D e m o s t r a c i o n .- En primer lugar, como X^ es una superficie, 
sing X^ CZ X*. Ahora, por (5.7), X* es homeomorfo a IR^. Si 
sing X^ no se reduce a {O}, al ser por hipôtesis analîtico, con­
tiene un germen de curva irreducible c^ C  X ^ , y al ser reg* X^
conexo, tambien lo sera X* c . Pero el homeomorf ismo X*o o o o
descrito en (5.7) transforma c^ en dos lîneas, una por cada sem^
rrama de c*, que se unen por el origen, y necesariamente desconec^ 
2
tan IR^. En suma, sing X^ = {O}.
(5.9) C o r o l a r i o .- Sea X^ un germen de superficie. Si reg X^ es
2
conexo^ entonces X^ es irreducible y homeomorfo a .
Demostraciôn.- Es claro que X tiene dimensiôn pura. Por __________________ o ^
otra parte, si es una componente irreducible de X^, tie-
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ne interior no vacio en reg X , luego por el principio de identi-
dad, ya que reg X es conexo, Z) reg X _ . Como reg X = X^,o o o o o
se concluye Y * X y X es irreducible. Podemos pues aplicar o o o
(5.7), y X^ = X* es homeomorfo a .
(5.10) Corolar i o . - Sea X^ un germen de s u p erficie, Si X^ -^ - {0}
es conexOj X^ es de dimensiôn pura. Si ademâs es una sin-
2
gularidad aislada^ X^ es homeomorfo a R ^ .
Demo strac i o n .- Si X^ no es de dimension pura, existe una
semirrama X*, y como d i m (X^'- X * ) = 1 ,  c* es abi er to
y cerrado en X o {o}, contra ser X^— {0} conexo. Probado e s t o ,
si ademas sing X^ = {0}, reg X^ « X^~~ {0} es conexo, y por (5.9),
X es homeomorfo o
2
a n  , o
(5.11) Ej e m p l o s .- En los resultados anteriores se consideran varias 
propiedades topologicas, algunas de las cuales son suficientes para 
el criterio del cambio de signo, (1.8) y (5.1). Reunimos aquî cua- 
tro ejemplos al respecto.
A . El cono no cumple el criterio del cambio de s i g n o .
2 2 2Sea X^ el cono de ecuaciôn x + y*" - z = 0. Enton­
ces f = z , que cambia de signo sobre X ^ , genera un ideal primo
en 0[X^] que no es real. Claramente, X^'~. {0} no es conexo.
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B . Una superficie que cumple el criterio del cambio de 
signo y no es de dimensiôn p u r a »
La superficie
2 2 3
: z(x +y )-X = 0, es irre
ducible de singularidad aisla­
da, X* {0} es conexo, luego 
cumple el criterio del cambio 
de signo, pero no es de dimen­
siôn pura.
Figura 13
C . Una superficie de dimension p u r a , que cumple el criterio 
del cambio de signo, y no es topolôgicamente t r i v i a l .
La superficie
0, es irre 
ducible de dimension pura;
X q : (x^-y^)z^+y^
X^—  {0} es conexo, luego cumple 
el criterio del canrbio de signo.
pero reg X^ tiene 6 componentes 
conexas, y X^ no es homeomorfo
IR‘
Figura 14
D . Una superficie topolôgicamente trivial de singularidad 
aislada, que cumple el criterio del cambio de signo 
pero no es factorial
La superficie
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2 2 3: X -y + 2  * 0, es homeomojr
2
fa a IR^, luego cumple el cri­
terio del cambio de signo; es 
normal, luego de singularidad 
aislada, pero no es factorial.
Figura 15
Terminamos este epigrafe con algunas observaciones sobre la 
cuestion c u a n t i t a t i v a .
(5.12) P r o p o s i c i o n .- Si X^ es un germen de superficie irreducible^ 
2 ^ p(X^) < +00.
D e m o s t r a c i o n .- Mediante el lema de n o r m a l i z a c i o n , (0.1), se
2
obtiene una extension algebraica finita 0 (R^) 0(XQ). Si p(X^)
fuera 1, por el teorema de descenso de D i l l e r - D r e s s , [17; Korollar 1]
2 ^
seria p(JR^) = 1, y sabemos que no es asî, (3.2.b). Esto prueba la
primera desigualdad. La otra résulta de un teorema de ascenso de 
Pfister (*), pues se tiene:
p(Xg) ( tO(X^) : 0(lRg)lp(®g) - 2[(J(X^) : 0(0^)]
(*) Este resultado, no publicado, establece: p(K) ^ [K : L]p (L) si K es una 
extension algebraica finita de L de caracterîstica cero. Para probarlo, se el^ 
ge un elemento primitivo % de K sobre L, y pongamos m=[K:L],p * p(L). 
Ahora, dada una suma de cuadrados de K : J (a^j^+a 2^X*^ * • 6 L,
i*l
se diagonaliza la forma cuadratica sobre L : qCT^^,... ,T^) «
r 2
* .1 ^^ il*^l ^im^m^ * y en la diagonalizacion se sustituye por 1,
T2 por X,
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(5.13) O b s e r v a c i o n e s .- (a) De hecho, la demostracion anterior espe- 
cifica una cota. Por ejemplo, si es un germen de superficie
3
irreducible de JR^, entonces su multiplicidad m(X^) es el mînimo
2
grado de una extension O(IR^) O(X^), y résulta:
p(X^) < 2m(X^)
(b) La desigualdad de (a) puede ser estricta: existen germ^
3
nés de superficie irreducible no regular, X^ CZ IR , con p (X ) = 2
2 2 2
Considerese por ejemplo el cono X^ : x +y -z = 0. Se tiene 
m(X^) = 2, y la cota anterior serîa p(X^) ^ 4, Sin embargo, el 
homomorfismo cahônico IR{x , y } 1R{x ,y} / (x^+y^-z^) induce la exten­
sion de cuerpos:
0(Xg) - 0(K^) .
En consecuencia, por un teorema de Elman y Lam [22; proposition 
3.2], se deduce p(X^) < 2 ,  y por tanto p(X^) * 2.
CAPITULO II: LEMAS DE SEPARACION
El nucleo de este capitule esta formado por los lemas de s^ 
paracion, que tîenen despuês diverses aplîcaciones: al problème de- 
cimosêptimo para germenes de dimension pura; a la variacion de las 
sûmes de cuadrados mediante un morfismo finito; a la existencia de 
germenes de funcion analitica no negatives que no son suma de cuadr^ 
dos de otros germenes de funcion analitica; al estudio del lugar de 
dimension maxime de un conjunto semianalîtico o s e m i a lgebraico; al 
calcule de la dimension mediante cadenas de idéales primes reales; 
a la construccion de ordenes en el cuerpo de germenes de funcion m^ 
romorfa de un germen irreducible.
§ 6. Germenes de dimension pura y problème d e c i m oseptimo.
Como ya dijimos antes, la soluciôn (2.1) del problème dec^ 
mosêptimy se aparta de la tradicional, en cuanto que las sûmes de 
cuadrados resultan ser las fune iones no negatives en el lugar de m^ 
xima dimension, y no simplemente en el germen dado. T r i v i a l m e n t e , 
para germenes de dimension pura esta diferencia desaparece, y es n^ 
tural preguntarse si esto los caracteriza. La respuesta, afirmativa, 
se formula a c o n t i n u a c i o n :
(6.1) P r o p o s i t i o n .- Sea un germen irreducible. Las siguientes
afirmaciones son équivalentes :
( c l )  es de dimensiôn pura,
($) h ”  : P(X^) - S(Xp)
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La demostraciôn de este hecho requiere cierto trabajo pre- 
vio, y no podrâ completarse hasta el siguiente §7, una vez disponga 
mos de un lema de separaciôn adecuado, {1,1), Dedicaremos pues este 
breve epîgrafe a reformular (6,1) como un problème de separaciôn, 
mediante una descripciôn algebraica de los germenes de dimensiôn pii 
ra, (6.2), y la introducciôn del concepto de germen l a x o , (6.3), en
relaciôn con (6.5).
(6.2) P r o p o s i t i o n . - Sean un germen irreduoi.hle y p * J(X^).
Son équivalentes:
(ql) X^ es de dimensiôn pura
(^) Para cada r > 0 y cada f = (f^,...,f^) 6 IR{x} ^ ,
pf(p) * P 6 1R{x } .
D e m o s t r a c i ô n ( g )  => (6): Sean r > 0, f € R{x}^ y 
6 6 p^(p)'^p» Se deduce del teorema de los ceros (2.7.3), que
1/(6)3 reg X^ fl > 0,...,f^ > 0}
Pero como X^ tiene dimensiôn pura, reg X^ = reg* X^ y como 
ô 0 p, X* Q  1/(6) tiene interior vacio en X^ (principio de iden- 
t i d a d ) . Se sigue de esto:
reg X^ n  { f 1 > 0,...,fp > 0} - 0,
y por tanto, X^ f) {f ^ > 0,... ,f^ > 0} * Ç). En conclusiôn, de nue- 
vo por el teorema de los ceros:
PfCp) = J n  ( ^ 1  > 0,...,f^ > 0}) = J(0) *IR{x}.
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(3) = >  (ex) : Si no es de dimension pura, al aplicar el
teorema de parametrizacion local, el lugar del discriminante 
1/(6) n  X^ tiene interior no vacio en X^ (pues contiens todos los 
puntos regulares de dimensiôn <dim X ^ ) . Esto se escribe:
0 f X^-. X^'- 1/(6) C  l/(d) ,
Ahora bien, para ciertos G 1R{ x } debe ser:
0 f X^-~-X^-V(6) - U  X^n {fil > 0........ > 0},
i* 1
y si, por ejemplo, el primer germen de esta uniôn es no vacio, pone- 
mos f = (f^^,...,f^p) 6 R{x}^, con lo que:
0 f x ^ n  (fil > > o}(= u(«),
y por el teorema de los ceros una vez mas:
6 S j ( x ^ n  (fil > > 0}) - pj(p)
Como 6 0 p, y 0 0 X^ fl ( f n  ^ > 0} , es P^Cp) 0 P y
î^ IR{x }, luego no se cumple (3).
El resultado precedents tomando r = 1 en (3), sugiere la 
siguiente
(6.3) D e f i n i c i ô n .- Un germen analitico X^ se llama laxo si dado
f G IR{x} Qon X ^ n  {f > 0} ^ 0, cada germen de funciôn ana 
litica que se anula sobre H  (f > 0} se anula sobre todo
(6.4) O b s e r v a c i o n e s .- Ca) La anterior definiciôn es la contrapartida 
analîtica local del concepto de 'locally slack system' introducido 
en el caso algebraico por G. Stengle ([50], y vêase tambien [20]).
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Cb) Un germen irreducible de dimension pura es laxo, (6.2),
y r e c îprocamente. Una parte de este recîproco es inmediata: si
es reducible, X * = Y I ] Z ,  Y î^ X ,  Z ^ X , tomando dos ecua-o o ' - ' o '  o o o o
ciones f ,g G IR{x} de Y^ y Z^ Cesto es, Y^ « {f = O},
Z^ = {g = 0}), se tiene:
n  (f: > 0} = x ^ ^
2
y g se anula sobre X^ fl {f > 0} que es no vacio, pero no se anu
la sobre Y ^ , ni, por tanto, sobre X ^ . La parte dificil, que un
germen laxo es de dimensiôn pura, es esencialmente una cuestiôn de 
separaciôn, como se verâ cuando se pruebe en el prôximo epîgrafe,
(7.4). De ella se deduce (6.1) en virtud de nuestra siguiente
(6.5) P r o p o s i c i ô n .- Sea X^ un germen irreducible. Son équivalentes.
(cl) X^ e s  l a x o ,
rs; X^ cumple : P(X^) = 5(X^)
D e m o s t r a c i ô n .- (g) (3): El contenido (Z S(X^) se
tiene siempre. Para el otro, sea f 0 P ( X ^ ) , esto es:
X^ p  {f < 0} f 0. Hay que ver que f no es una suma de cuadrados
en O(X^) ô, e q u i v alentemente, (1.2), que X* p  {f < 0} 9  ^ 0. Ahora
bien, si fuera X* p  {f < 0} = 0, aplicando el teorema de parametri 
zaciôn local, el discriminante 6 se anularîa sobre X ^ p  {f < 0}, 
pero no sobre X ^ . Esto es imposible por ser X^ laxo.
(g ) aà» Çg) : Sea f G R { x } con X^ P  {f > 0} f 0. Esto si^
nifica que -f no estâ en P(X^), y por C3), -f 0 S(X^). Se de-
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duce, (2.1), X* p  {-f < 0 } f 0, y por el principio de identidad,
un germen g € R{x} que se anule sobre X^ P  {f > 0 } ZD X* P  {-f < 0}
se anulara sobre todo X .o
§ 7. Lemas de s e p a r a c i ô n .
Para estudiar la relaciôn entre germenes laxos y germenes de 
dimensiôn pura, el punto crucial es saber si un germen
Xo P  {f 2 > 0,...,fp > 0} ^ 0 contiene siempre otro X^ P  {f > 0} ^ 0 
(si se intenta probar que un germen irreducible que no tiene dimen­
siôn pura, no es laxo, se observa que 'sôlo* se necesita e s o ) . Dedi- 
camos este numéro a dicha cuestiôn, aunque luego la tecnica que uti- 
licemos tendra otras consecuencias interesantes (§§8 al 11).
En primer lugar, necesitamos una
(7.1) P r o p o s i c i ô n .- Sea X ^ C  un germen de curva analitica irr^
duoihle. Si es un germen semianalitico ahierto de X^,
existe un polinomio f 6 R[x^,...,x^] tal que Z^ = X ^ P
n { f  > 0}.
s
D e m o s t r a c i ô n .- En primer lugar, Z = |J {f.. > 0,...
° i* 1 ^
> 0} P  X ^ , y la propia prueba mostrarâ que basta considerar 
el caso Z^ = {fj^  > 0,...,f^ > 0} p  X ^ . Si f^(0) 4 0, tiene
signo constante en un entorno del origen, y {f^ > 0} p  X^ * 0 ô 
X ^ . Asî, excluyendo casos triviales, supondremos f^(0) «... =f^(0)=0 
Como X^ es irreducible, X^ p  l/(f^) = {0}, y > 0} p  X^ tiene
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que ser una de las semirramas abiertas
de , o bien ambas Cpues por ser
las semirramas conexas, y no anularse
en ellas, su signo es constante en
cada u n a ) . Résulta pues que el mismo
Z es una de las semirramas o la union
o
de las dos, y se tendra
Zo “ Xo n  > 0} para cierto i=l,...,r. Elijamos ahora una para-
metrizacion: t h» x(t) » (x^(t),...,x^(t)) de y sea v el or-
den de la serie f^(x(t)) 6 ]R{t}. Si f 6 R[x^,...,x^] y el orden 
de f-f^ es suficientemente grande, se tiene f(x(t)) = f^(x(t))
Figura 16
mod tV+1 En esta situacion, si t es pequeno, las desigualdades
f(x(t)) > 0  y f^(x(t)) > 0 son équivalentes, luego
Z q ' n  > 0}'
El resultado fundamental es el siguiente:
(7.2) Proposition (lema de separa t i o n ) .- Sean Z un suboonjunto de
IR^  ouyo germen en el origen Z^ es semianalitico ahierto^
CZ IR^  un germen semianalitico de dimensiôn y c^ un
germen de curva irreducible una de cuyas semirramas c*
ta contenida en Z ^  A . Entonces» dado un entorno U de
0 0
0 6 IR^  ^ existe un golinomio h 6 Rlx^»...,x^l, tal que:
c* C= {h < 0} C  {h $ 0} \ {0} C  Ir V  A^; {h < 0 } C  Z f! U
D e m o s t r a t i 6 n .- Se procédé por induction sobre el numéro min^ 
mo e de explosiones necesarias para resolver el germen c^, (0.10).
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Caso I : e = o . Entonces el germen es regular y pode
mos elegir, salvo un cambio lineal de coordenadas, una parametriza- 
cion c : IR{x ) -► IR{t} de la forma:
c(xj^) * t, c(x^) “ f.(t), 1 < i < n.
Supongamos, por ejemplo:
c* = { (x^ , f 2 (x^) , . . . , f^Cxj ) ) : -6 <Xj^ < 0} CZ Z fl \ A
donde A es un conjunto semianalitico de un policilindro de radio
D ,  U C  U, que représenta a A^ (si la semirrama correspondiera a 
Xj, > 0, el argumente séria analogo) . Afirmamos que, despuês de suce^ 
sivas reducciones de ô y U ^ , existen un entero impar p ^ 1 y
una constante a > 0 taies que:
(7.2,1) c*( Z  {x 6 : ax^ + (x 2 “ f £ ) ) ^  +...
...+ (x_-f (x.))2 < 0 } C  Z \  A n n i
Para verlo, considêrese la equivalencia analîtica 
(f) : 0 ^ dada por:
X H- (xj ,X2+f 2(Xi) » • • • » x ^ + f ^ ( x p  ) ,
y sea B d  0 un policilindro compacte de centre el origen. Entonces
K = B \ (j)  ^(Z \ A) es semianalitico compacte en R^, y existe una 
funcion semianalîtica que aproxima la distancia a K. Con precision, 
segun un resultado de iojasiewicz [37; p. 137, lemme] existe una 
funcion continua g (R^  R  (cuya grafica es) semianalît ica y tal 
que:
d(x,K) ^ g(x) ^ 4d(x,K), x 6 IR^.
Admitimos ahora un
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(7.2.2) L e m a .- Sea g : (-e,e) d  IR -► IR una funciôn continua semiana 
litica^ con g(0) = 0 y g(t) > 0 para t < 0. Entonces^ 
reduciendo existen un impar q ^ 1 y una constante
b > 0 de modo que
-bt^ < g(t), (-E < t < 0)
Aplicamos (7.2.1) a la funci6n continua g : IR R  : t w- g(t,0) 
que es semianalît i c a , pues su grafo T d  IR xIR no es sino 
grafo(g) n  { % 2  = . . =  * 0}, y se cumple:
g(t) - g(t,0) ÿ J  d((t,0),K) > 0
para t < 0. Dados pues los q y b del lema, reduciendo Q se ti^ 
ne :
3
{(x^,0) G 0 : x^ < 0} d  {x G Q: +...+ x^ < x ^ ^ j d
C { x  G 0: d((xj,0),x)^ < (^ xj)^} f] {x^ < 0} d
d { x  G Q: d((x^,0),x) < |-'g(Xj^)}d
d { x  G Q: d((x^,0),x) < d((xj,0) ,K)}d(|)"^ (Z s A)
3
Ahora, tomando a * b /16, p = 3q y aplicando (J) résulta (7.2.1).
Debemos todavîa modificar la serie convergente
f(x) = ax^ + (X 2 “ f 2 ) ) ^  +...+ (x^-f^(x^))^ G R{x}
para obtener un polinomio, y poder olvidar la restriction *x G U^*.
Para ello considérâmes los desarrollos:
f^CXj) « h^Cx^) + x^P*^ u.Cx^), g^ G R  x^,...,x^
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y podemos ademas suponer:
lu.Cx^) I < M, I fjCx^) I < n/2.




2 ’ 2(2+/â) ’ 2[l+2(n-l)/â + (n-l)/a]
y ponemos:
(7.2.3) h(x) = a (x^+2ex + J (x^-h^ (x ) ) ^  6 R[x^,...,x^]
i-2
(vêase la figura 17). Este 
polinomio es la solucion.
En efecto, sera 
suficiente probar los con 
tenidos siguientes:
(i) c* n  W c  {h < 0} pa 
ra cierto entorno W del 
origen, y




(x +2ex) +y “0
Figura 17
(ii) {x € Ir “ : h(x) ^ 0} \  {0} CI {x 6 : f(x) < 0}.
Para el primer contenido, obsêrvese que se tiene: 
h(c(x^)) * a(x^+2ex^)P*^ + J (f ^  (Xj^  )-h^ (x ^^ ) ) ^  «
« a(x^+2ex.)P*^ + ( ^ u . Cx. ) ^ ) x ,
i=2 ^
y para x^ < 0, |x^| suficientemente pequeno, h(c(x^)) tiene el
signo del têrmîno de menor grado, a(2e)P^^ x^^^, que es negative 
por ser p impar.
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Veamos en fin (ii) . Sea x 6 con h(x) ^ 0 ,  x 0. En
tonces
a(x^+2ex,)P^^ ^ ” I (x.-h.Cx,))^  ^0
i-2
y asi
0 ^ x^ + exj^  = (xj + e)^ - e^.
de donde -e ^ |x^ + E| ^e; en conclusion: -2e < Xj^  ^ 0 ,  -n <x^ < 0
A d e m a s ,
(x^-h^(x^))^  ^-a(x^+2e%^)P^^ ^ a(e^-(x^+e)^) ^ ae^
Se deduce
Ixi-hi(Xi)I S /â e,
y de esto:
|x^| ^ |h_(x^)| + /a e ^|f^(xj^)| + |x^P“‘’^ u^(x^) | + /â e <
< T\/l + (2e)^^^^M + /a e <n/2 + (2+/â)e < f)
En suma, x G U^, y para terminar hay que probar la desigualdad
(xg-fgC^i))^ +...+ (x^-f^(x^))^ < -ax^
Pero :
I (x.-f.(x.))^ - \ (x.-h.(x.) + x^P^^u.(x.))2 <
i-2 1 1 J- i=2 1 1 A  ^ 1 /
< I (x.-h.(x,))^ + 2 I |x.-h.(x,)|.|x^P^^u.(x,)| 
i-2 i 1  A 1  1 i i 1 1
+ I xJP'^ u^.(x )^  < -a(x2+2ex )P+2 +
i=2  ^ 1  ^  ^ ^
+ 2/âe ( I |xjU (Xj)|)XjP + ( ï  |x,u (x.)|^)xJP < 
i-2 i-2  ^ ^
-  1 2 0  -
< -axP[(x^+2G)P(x^+2ex^)^ + 2(n-l)|x^|P//â + (n-l)|x^|^P/a] ^ 
$ -axPfl + 2(n-l)//â + (n-l)/a 2e] < -axj.
a menos que x 0. Pero si x^  ^ - 0, de h(x) ^ 0 résulta
2 2 Xg +...+ x^ $ 0 y solo puede ser x^
yo desde el principio.
n 0, lo que se exclu
De este modo se compléta la prueba del caso e - 0.
Caso II: e > 0 y el enunciado se cumple para curvas que se 
resuelven con e - 1 ex p l o s i o n e s . Elegimos coordenadas en IR^ de modo 
que Xj^  sea transversal a c^, y si ( 1,a , . . . ,a^) es la direcciôn 
de la tangente a c^ considérâmes la explosicion local tt : 
dada por las ecuaciones
*2 • =2*î + *2*i




Z * - TT ^(Z)'^{xj - G}. Por hipotesis de induccion, existe un polino-
I




c.” (Z { h ’ < 0}; {h'< 0}(Z Z' n  ? "(U).
Ahora, existe s ^ 0 par, tal que
X
h - x®h* (Xj , —  - ag,..., - a^) € ]R [x^ , . . . , x J  ,
y se verifica: {h < 0} - Tr({h* < G}) , con lo que:
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c* C  {h < 0}; {h < 0}CZ Z n  U.
La condiciôn relativa a se obtiene como sigue. Evide n t e m e n t e , ba^
ta ver que se puede tomar h de modo que ademas de lo anterior,
{h - 0} n {0} = 0. Pero A^'^ {0} sera una union de semirramas
X s
c^,...,c^ y elegimos las coordenadas de modo que sea transversal
a todas. Entonces para cada i-l,...,s, se tiene una semirrama c^
— 1 * i ^
en un punto a^ 6 tt (0), con tt(c ^ ) - c^, y se toma h* tal que
{h* - 0} f] * 0. Como por la transversalidad, {xj^  * 0} fl - 0,
1
se concluye {h - 0} f] - 0, i-l,...,s, lo que compléta la prueba.
Finalmente, solo resta la
Demostraciôn de (7.2.2).- Ponemos T * grafo ( g ) C  R  x TR.
Por ser g semianalîtica y continua, es un germen semianalitico
cerrado de dimension pura 1, luego es una union de semirramas de ger­
menes de curva irreducible. Ahora bien, como T es un grafo, d^
be ser union de exactamente dos semirramas, una de las cuales sera 
T n  {t < o}. En suma:o
n  {t < 0} - {f - 0, g > 0>
donde f 6 R { t ,y } es analîticamente irreducible. Se deduce 
f(0,y) 4 0 (pues en otro caso t dividirîa a f con lo que 
{t » o) - {f - o} y n  {t < 0} - 0). Asî, por el teorema de pre^ 







Observâmes ahora que para 
I t I p e q u e n o ,
1? (t)®“ ^+a^(t)g(t)® ^+...+ag_^(t
y si ademas t < 0, es
(t,g(t) 6 T n  {t < 0} C= {f » 0},
de donde:
|ag(t)| » 1 g(t) ®+aj^ ( t)g(t) ®  ^+  ' ' ' + * g _ i ( t ) |  =
* I g(t) I I g(t) (t)g(t) ®” ^+. , ,+a^_^j^ (t) I < g(t).
La funciôn analîtica a^ tendra signo constante en t < 0, |t| sii
f icientemente pequeno, luego afectada de un signo a conveniente s<& 
ra
0 < aa^Ct) < g(t) si -G < t < 0,
para g adecuado. En cons e c u e n c i a , el desarrollo en serie de ga^ 
debe ser: -t^u(t), u(0) > 0. Basta en suma tomar
b = min {u(t) : t G [ - G , g ] }  y q “ y ô y+1 segun sea y impar 
o par.
(7.3) O b s e r v a c i o n e s .- (a) El exponente p y el coeficiente a que 
aparecen en la primera parte de la demostraciôn de (7.2) (Caso I: 
e = 0) pueden estimarse del siguiente modo. Para cada entero impar 
q ^ 1 sea




p ) min {q : A(q) > 0} , 0 < a < -^  A(p)
(b) . Contrae.i emplo a un posible lema de seleccion r e g u l a r .
La prueba de (7.2) plantea la posibilidad de elegir una semirrama de 
curva analîtica lisa en el lema de seleccion de Bruhat-Cartan-Walla- 
ce. Esto no es posible en general, como muestra, ya para el caso pl^ 
no, el siguiente argumente.
Sean t (t^ , g (t) ) , 
t H- (t^,f(t)) dos germenes de 
curva analîtica plana, taies 
que: 0 < g(t) < f(t), t > 0,
y sea A el conjunto semiana­
litico
{(t^,y) : g(t) < y ^ f(t)} Figura 19
encerrado por ambas curvas (f^
gura 19) . Supôngase que existe una funcion analîtica h : IR R  eu
yo grafo para x > 0 esté contenido en A. Entonces:
g(^/x) ^ h(x) ^ f(P/x)
para x > 0, esto es:
g(t) ^ h(t^) ^ f(t)




t^u(t), u(0) > 0; g(t) ** t^vCt), v(0) > 0;
para t > 0.
f(t) =
hCt) = t'w(t), w(0) > 0
Entonces como para t > 0:
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0 ^ f(t) - h(t^) = t^uCt) - tP^w(tP)
solo puede ser: py > a . Igualmente, de 0 ^ h(t^) - g(t) para 
t > 0 résulta g > p y . La acotacion 6 ^ py > a significa que no 
siempre existe h. CNotese que esto proporciona una posible varia­
cion del final de la demostraciôn del lema (7,2.2)).
Citemos aquî un ejemplo de Brumfiel y su comentario T 9 ; p.
6 3 2 3
182], Considêrese la curva: y - 2xy + x - x = 0, que es ana-





y esta en la situacion anteriojr 
mente analizada, con p = 6,
f(t) = t2(l+t3)l/3,
g(t) = t^(l-t^)^^^ (figura 20)
3,1/3f(t)=t (1+t )
Figura 20
En este ejemplo, no existe h, 
pues las desigualdades 
8 > py > a serîan:
2 > 6y > 2
Asî pues no solo, como dice el propio Brumfiel [loc. cit.], no exi^
P (x)
ten grafos de la forma y = q'(^» ^ , Q 6 R[x], entre ambas semirr^ 
mas de la curva, sino que tampoco los hay para P,Q 6 lR{x}. En têjr 
minos del orden, eeto significa que el cuerpo de fracciones de lR{x} 
no es denso en su cierre real.
Ce) Si queremos obtener un lema de separaciôn mas general, 
en el sentido de sustituir la semirrama c* por un germen de mayor
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dimension, es necesaria alguna restricciôn. Considêrese una situacion 
como la de la figura 21, Los cerrados semianalîticos A y B solo se 
cortan en el origen, pero no 
existe f 6 lR{x,y}, >0 so­
bre A^^ {0}, ^0 sobre B^,
En efecto, en primer lugar, 
f se anularîa en el germen
{x > 0, y > 0} ^  A^ Cpues cambi^ 
rîa de signo en ê l ) . Se de­
duce que f no serîa irre-
Figura 21
ducible, pues l/(f) tendrîa al menos dos tangentes en el origen. Se
sigue que existe una componente irreducible c^ de l/(f), una de
* 2 0
cuyas semirramas c C  R  x A II B détermina un cambio de signo deo o o o
f y la otra c** esta contenida en B . Pero entonces c** tam-o o o
biên debe determiner un cambio de signo de f, y por tanto f no 
puede tener signo constante en B^.
Si ahora contemplamos IR^ Co o
nemos
(n ^ 2, c u a l q u i e r a ) , y p£ 
{0}, résulta de lo anterior que no
existe h € R{x^,...,x^} tal que:
C  {h > 0 } C  Z^.
lo que muestra que (7.2) no es valido si sustituimos c* por un ge£
men semianalîtico arbitrario de dimension >1.
Antes de discutir otros problèmes de separaciôn, y disponien 
do ya del lema C7.21, podemos resolver la cuestiôn central del §6 
anterior :
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(7.4) P r o p o s i c i ô n .- Un germen taxo es 'irreducibte de dimensiân pura,
D e m o s t r a c i ô n .- Sea un germen laxo. Ya vimos, (6.4.b),
que debe ser irreducible, y segun (6.2) se trata ahora de comprobar
que si G IR{x} y { ^ 1  > 0,...,f^ > 0} f #, entonces
j ( X ^ n  {fi > 0,...,f^ > 0}) “ J(X^)
Pero por el lema de selecciôn, existe una semirrama de curva irred£ 
cible c* CZ X^ {f ^ > 0, . . . , f ^  > 0}, y por el de separaciôn, en con
tramos f 6 IR{x} con c* CZ {f > 0} CI {f ^ > 0,...,f^ > 0}. Se dedu­
ce 0 f X ^ n  {f > 0} CZ X^f|{fj^ > 0,...,fp > 0}, luego por ser X^ 
laxo: J(X^) = J(X^ Q  {f > 0 } ) 3  J ( X ^ n  { ^ 1  > 0,...,f^ > 0}) y como
el otro contenido siempre se tiene, se sigue la igualdad deseada.
Mediante (7.2) se obtiene:
(7.5) Proposiciôn (lema de separaciôn de c u r v a s ) .- Sean dos
gérmenes sem'ianal'Ctioos cerrados de dimensiôn 1 de ta­
ies que A^ n  " {0}. Entonces existe un polinomio 
h G R[x^,...,x^] que es >0 sobre A ^ x  {0} y <0 sobre
D e m o s t r a c i ô n .- El germen B ^ x  {0} no es sino una uniôn de 
semirramas abiertas c^,...,c® de germen de curva irreducible. En 
virtud de (7.2) existen polinomios . h^ G JR[x^,...,x^] taies que:
Cg c  {h^ < 0} C  {h. ( 0} \ { 0 } c  r " CAg U  c^) , 1 ( i $ s. En-
tonces h « h^...h^ G IR[x^ , , . , . ,x^l es el polinomio buscado.
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Obsêrvese que de (7.5) se deduce que en (7.1) la conclusion 
subsiste aunque el germen de curva analîtica no sea irreducible
El resultado ultimo (7.5) esta relacionado con una forma de 
separaciôn que pudiêramos denominar 'fuerte*. Esta separaciôn fuer- 
te consistirîa en, dados un germen semianalitico abierto Z^CZ ÎR^ 
y una semirrama c* CZ Z^ de un germen de curva irreducible, encon- 
trar un germen de funciôn analîtica, a ser posible un polinomio, 
h 6 IR{Xj^,...,x^} tal que c* CZ {h < O} CZ {h ^ 0 } x {q }CZ Z^. Como 
se ve, (7.2) resuelve esto cuando dim (R^ ^ o ^ - 1 . Veamos a con-
tinuaciôn otros dos casos en los que la separaciôn fuerte es posible:
(7.6) Proposiciôn (separaciôn fuerte de una semirrama de germen de 
curva l i s a ) .- Sean Z un subconjunto de R^ ouyo germen en 
el origen^ Z^, es semianalitico abierto^ y . un germen
de curva U s a ,  una de cuyas semirramas c* estâ contenida
en Z^. Entonces^ dado un entorno V de 0 6 JR^^ existe 
un polinomio h 6 R[x^,...,x^] tal quei c* CZ {h < G};
{h  ^ 0} X {0} CZ Z n U.
D e m o s t r a c i ô n .- El polinomio h es el dado en (7.2.3) al
probar (7.2) en el caso en que e * 0, esto es, en el caso en que
c_ es lisa. o
(7.7) Proposiciôn (separaciôn fuerte en el p i a n o ) .- Sean un ger_
men semianalitico abierto de IR^ y c^ un germen de curva 
irreducible, una de cuyas semirramas, c*^ estâ contenida 
en z . Entonces existe un polinomio h 6 lR[x,y]j analiti^
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oamente irveduoihle en el ovigen^ tal que
c* c  {h < 0} c  {h « 0}'.(0}c=
D e m o s t r a c l S n .- En primer lugar, observâmes que el ûnico caso
relevante es el representado en la figura 22. En efecto, como es
s
abierto, se tendra
c* CZ {f\^ > 0,...,f^^ > 0} para algun i=l,...,r. Ahora considêre­
se el germen l/(f il
. . . f . ) y su complemento A » IR x X .ir
Este ultimo tendra una cantidad finita de componentes conexas, y c*
estara contenida en una de ellas. como ademas los signos de
f ., , . . . , f . son constantes en Z** résulta Z
il ir o o
> 0} CZ Z ^ . Hasta aqui se ve que podemos sustituir Z^ por
z y se trata de describir Z o o Caso de que dim X * 0, la propo^
sicion es trivial, luego supongamos dim X 1. Entonces Z no
o
es sino la region plana limitada por dos semirramas de la curva X ^ , 
y Z* tiene el aspecto de la figura 22,
Précisâmes lo anterior 
como sigue. Se eligen las coor 
denadas x ,y de modo que se 
tengan par a m e t r i z a c i o n e s : 
t H- (tP,u(t) ) 
t H- (tP,v(t) ) 
t H- (t^ ,W( t) ) 
taies que:
v(t) --
z(t) -  •




w(t) < u(t) < v(t), t > 0; {(tP,u(t)) : t > 0};
{(t^,y) : w(t) < y <: v(t), t > 0},
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(para t suficientemente pequeno), Ademas, como solo nos interesan 
las parametrizaciones para t > 0, hacîendo la sustituciôn t * t , 
podemos suponer que u, v y vr solo contienen potencies pares de t,
Ahora construimos un polinomio z(t) 6 R[t] tal que para t > 0
suficientemente pequeno se tiene: w(t) < z(-t) < u(t) < z(t) < v(t).
Para ello ponemos u = Y a t^, u = a +a,t +,,,+ a t® (s > 0)^ n s o i s
o<n
y de la desigualdad w(t) < u(t) < v(t) résulta que para s grande, 
que elegimos par, sera:
ot 6Ug-w = at +,,,, v-Ug = ht^ +,,,; a > 0, b > 0, s ^ a»
s >
S X ^
Pongamos entonces z(t) = u^(t) + t , y se deduce (recuêrdese que
u solo contiene potencies pares de t ) :
(i) z(-t)-w(t) = z(-t)-Ug(t)+Ug(t)-w(t) = -t ®"*^^+(at°^ +.,.) =
= at^ +,,,
pues s4-1 > s ^ a,
(ii) u(t)-z(-t) = u(t)-(Ug(-t)-t^^^) =
(iii) z(t)-u(t) « Ug(t) 4- t^^^-u(t) = t®"**^  +,,,
pues s4-1 es impar y la serie u^(t)-u(t) tiene orden par >s,
(iv) v(t)-z(t) * v(t)-Ug(t)+Ug(t)-z(t) = (bt^ +,,,)-t^^^ «
*= b t ^  4-, , ,
pues s4-1 > s > B* Claramente, por (i)-(iv), z cumple las condici£ 
nés deseadas.
El polinomio z € R[t] define una parametrizaciôn
(J> : lR{x,y} IR{t} mediante la sustituciôn x = t^, y = z(t), y el
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ideal, ker <J), del germen de curva correspondiente estara generado
por un elemento irreducible f 6 R{x,y}. Como f genera un ideal
real, cambia de signo en todo entorno del origen (criterio del cam-
2
bio de signo), luego las dos componentes conexas de UCf) son
{f > O}, {f < 0}. Por la construccion, una de ellas, por ejemplo 
{f < O } , contiene la semirrama c * , y la otra contiene las otras 
dos. En conclusion:
fCt^,v(t)) > 0, f(t^,uCt)) < 0, fCt^,w(t)) > 0
para t > 0 suficientemente pequeno.
Admitamos ahora m o mentaneamente el siguiente hecho:
(7.7.1) L e m a . - S-i f 6 lR{x,y} es ir.reduoihle y reaZ, y del modo ha
bitual ponemos f = % a t ^ , f ■ % a t^ para s ^0,
o^n ^ ® o<n<s ^
entonces existe s^ > 0 tal que si s ^ s^, f^ es irredu­
cible y real.
Aplicando este lema en nuestro caso, podemos tomar s > s^
de manera que ademas: f^(t^,v(t)) > 0, f^(t^,u(t)) < 0,
fg(t^,w(t)) > 0. En estas condiciones, el polinomio h € R[x,y]
buscado en h * f . En efecto, obviamente c*CI {f < 0}, ya ques o s
fg(t^,u(t)) < 0. Por otra parte, y(fg) es un germen de curva irrje
ducible, y en virtud de los cambios de signo de f ^ , una de sus se­
mirramas debe estar contenida en
{(t^,y) : u(t) < y < vCt), t > 0}
y la otra e n r
{Ct^,y) : wCt) < y < u(t), t > 0} ,
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de donde se deduce que una de las dos componentes conexas de
2 2
\  l/(fg) contiene al germen [J {O}. De nuevo por el crite
rio del cambio de signo, esas dos componentes son {f^ > 0 }  y
{f g < 0}, y la segunda no puede contener a ]R^ \ Z^ pues no contiene
a la semirrama t n- (t^,v(t)). En conclusion, > 0}ID IR^ n U  {0},
y se sigue {f ^  ^  0} '^{0}CH Z ^ . Esto compléta la prueba, a falta de
la
Demos tracion de (7.7.1).- El resultado es conocido en el ca­
so complejo, en el cual basta observar que la irreducibilidad de f 
depende de una cantidad finita de puntos de su diagrams de Newton, y 
eligiendo s^ suficientemente grande el diagrams correspondiente a 
fg contendra todos esos puntos (para mas detalle, vêase [10; chap. 
III, §4]). En nuestro caso, como f es real, f es tambiên irredu­
cible en C{x,y}, y por lo anterior f^ es irreducible en C{x,y), 
luego irreducible y real en R{x,y},
Para terminar este §7, veamos a continuacion como se puede 
obtener facilmente mediante la separaciôn fuerte en el piano, un le­
ma de separaciôn de curvas, de hecho mas estricto que (7.5):
1 s(7.8) Proposiciôn (separaciôn fuerte de c u r v a s ) .- Sean A^,...,A^
gérmenes semianaliticos cerrados de dimensiôn 1 de IR^, con 
A^ n  * {0},. 1 ^ i j < s. Existen entonces polinomios
h^,...,hg 6 R[x^,...,x^] taies que:
A ^ ^ { 0 } C  < 0)C= {h^ > 0 } ,  1 < i j < s
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D e m o s t r a c i ô n .- El caso general se reduce facilmente al de
que cada sea una semirrama cerrada de un germen c^ de curva
o o
irreducible, y entonces la situacion queda ilustrada por la figura 
23. Se procédé por inducciën 
sobre n. Para n = 2 es 
una consecuencia fâcil de
(7.7), y el caso n > 2 se 
seguirâ si encontramos una 
proyecciôn lineal 
TT : -*■ IR^  ^ tal que los
tt(A^) sean semirramas ce- 
rradas, y nCA^) f! n(A^) « Figura 23
* { 0 }  1 ^ i 9^ j < s . Ah£
ra bien, para cualquier ïï : ]R^ -+ ^ , tt(A^) es un germen semiana
lîtico de dimension ^1, y sera una semirrama cerrada cuando tt sea 
transversal a c \  Teniendo en cuenta esto, la existencia de tt, y 
por tanto la proposition (7.8), résulta del siguiente
(7.8.1) L e m a .- Sean A^ y dos semirramas de curva irreducible de
n > 2. Entonces existe tt : IR^ IR^  ^ tal que
7t(A ) f| ir(B ) * {0}. AdemâSj puede elegirse como tt una
+
f,.-0
o ' ' ‘ ' o
proyecciôn ortogonal en cualquier direcciôn de un conjunto 
residual de .
Demos trac i 6 n . Elegimos représentantes A, B de A^, B^ en 
un abierto U de JR^, de modo que A* = A x {0}, b * ® B {0} sean 
dos curvas analiticas lisas conexas que no se cortan. Elegimos
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tambiên una sucesion convergente al origen, : s > I}, de pun-
n . _ n — 1 _ .^
> IR a la proyecciontos de B*. Convenimos en notar 1T : (Ra
ortogonal correspondiente a una direcciën a 6 TP
n-1
Considêrese para cada s ^ 1 la aplicaciôn .analîtica
(j)^ ; A* -► IPn - 1 dada por x [x-y^] 6 IP
n-1
(figura 24). En vi r ­
tud del teorema de Sard, 




* n-1 > 1 
= dim A*.
Ademas, por serlo A*,
0g(A*) es union numerable 
de compactes, que seran d^ 
seminados por tener medida 
nula. Se deduce que:
F « U 4, (A*) 
- s>l
Figura 24
es union numerable de cerrados diseminados, y su complementario
M JP
n - 1
es residual. Veamos en fin que si a 6 M, podemos to­
mar TT « TT . En efecto, si n (A ) fl ^ (B ) / 0, serîa tt (A ) =
& & O 8 0 & O
= TT (B*), luego B* CI TT  ^ TT (A*). Podemos elegir como tepresentan 
a o o a a  o —
te de este ultimo germen el conjunto:
S » {x + at : X 6 A*, t ^ O)
(donde a G IR^ {O) tiene la direcciên de a), y deducimos 
B* f] C  S para cierto entorno W del origen. Ahora, como
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lim y ® 0, se tendra y 6 S para cierto s ^ 1, o sea;
s s , 5
y^ = X + at, X 6 A * , t 0.
Esto ultimo significa: a « [x-y^] - 0g(x) 6 0g(A*).
§8. Aplicaciones, I: Funciones no negativas sobre germenes semiana- 
liticos, sumas de cuadrados y lugar de denominadores
En este primer epîgrafe de aplicaciones volvemos sobre aigu 
nas cuestiones relativas al problema decimoseptimo ya tratadas ant^ 
riormente.
(8.1) Proposition.- Sea X un qevmen anatit%oo. Si Z. y z ’ son
o o o
gérmenes semianaliticos de las siguientes condiciones
son équivalentes :
(a.) P i Z j C Z  P(z') o o
Z H z *  es denso en z ’.
0 0 o
De m o s t r a c i ô n .-•Si Z _ D  z ’ no es denso en Z*, existe una--------------------  o ' ' o G
semirrama de curva irreducible c*CZ Z ^  Z (lema de seleccion).o o o
Ahora, por el lema de separaciôn (7.2), existe h G ÎR{x } con
c* CZ {h < o) CI.IR^>. Z^. Se concluye que h es >0 sobre Z^, pero
no sobre Z ^ . El recîproco es inmediato.
(8.2) C o r o l a r i o .- Sean un germen irreducible y Z^ un germen
semianalitico de x^. Se verifica:
(a] P(z ) CZ S(x ) si y sâlo si Z n X* es denso en x*.
o o 0 ' ' o o
(S) P(Z_)Z) S(s ) si y sâlo si X* 3  Z .o G G O
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Demos trac i o n .- Basta apllcar (8.1), recordando que P(X^)*
* P(X*) (primera soluciôn al problema d e cimosêptimo: (2.1)). Not^
se ademâs, para C8)» que como X* es cerrado, la condicion
* Z n  X* denso en Z ’ équivale a ’X * 3  Zo ' ' o o 0  0
Respecto a morfismos finitos, tenemos:
(8.3) C o r o l a r i o .- Sea tt : X^ un morfismo finito de gêrmenes
anatvt%co3 iTreducihles de zgual dimensidn. Entonoes
S(X^) CI SCY^) n OCx^], y la igualdad se da si y sôlo si
tt(Y*) = X*. 
o o
D e m o s t r a c i o n .- Claramente, se verifies:
S(x^) - P(x*)c: P(ir(Y*)) - P(Y*) n 0[x^ ] - S(Y^) n OtX^l.
con lo que se tiene el contenido S(X^)CI S(Y^) fl 0[X^] , y se ve 
que la igualdad es equivalents a P(tt(Y*))CI P(X*) . La proposiciôn 
se sigue ahora de (8.1).
(8.4) O b s e r v a s i o n e s .- (a) Los resultados anteriores son del mismo 
tipo que los que se prueban en el caso algebraico (vêase [6] 6 
[20]), y la idea de las demostraciones similar. Sin embargo, no pa­
rées posible evitar para germenes analîticos el uso del lema de se- 
paracion, mientras que para variedades algebraicas es innecesaria 
tal comprlicacion.
(b) De (8.3) résulta que si ir : Y -► X es un morfismo anao o —
1 1 1 ico finito y birracional de germenes irreducibles (por ejemplo,
un morfismo de normalizaciôn) , enfonces 7r(Y*) = X*. Nôtese que en
o o
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el caso complejo un morfismo finito y birracional es s u prayectivo,
mientras que en el caso real todo lo que se puede esperar es la an
terior igualdad: T6mese como el paraguas de Whitney y
TT : Y -♦‘ X su normalization, Entonces Y tiene dimension pura, o o o ^
y *(?o) -
(c) El corolario (8.3) esta relacionado con el morfismo
que TT induce entre los espacios de ordenes de O(Y^) y de O(X^).
Mas adelante, §11, estudiaremos con details esta cuestion, y dare-
mos otra c a r a cterizacion, (11.9), de la ^condition de suprayectivi
dad' tt(Y*) « ir(X*) .
o o
Finalmente, obtenemos otra medida de ?(X*) * S(X^).
(8.5) P r o p o s i t i o n .- Sea X^ un gevmen ivreducible de dimensiôn d,
Quyo lugav de dimensiôn e < d ea no vaoio, Entonoes exis^ 
ten elementos f 6 S(X^) tales que dim P(f) > e.
D e m o s t r a t i o n .- El germen reg^ X^ es s e mianalitico, y no
vacio por hipotesis (puss reg^ X^ es el lugar de dimension e de
X ^ ) , luego en virtud del lema de selection, contiens una semirrama
c^ de curva irreducible. Ahora, como reg^ X^ no corta a X ^ , por
el lema de separation exists f G 1R{x } con c* C  {f < 0)CZ1R^>.X*.
o o o
Se deduce que f es >0 sobre X*, luego esta en S(X^); pero por 
otra parte P(f)ZD {f < 0^ y résulta:
dim Vit) > dim {f < 0} > dim ({f < 0} f] reg^ X^) « e,
puss {f < 0} n  reg X es un abierto no vacio de reg X .' e o e o
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La proposiciôn anterior proportions el siguiente resultado 
cualitat i v o :
(8.6) C o r o l a r i o .- Si es un germen irreducible que no tiene di-
mensiôn pura, entonces -S(X^) ^ StX^] .
§ 9. A p l i c a c i o n e s , H  t Peseripciôn del lugar de maxima dimension 
de una superficie mediante desigualdades simultaneas
En esta section estudiamos el problema de describir el lugar 
de dimension maxima de un germen semianalitico, de un conjunto sem^ 
analitico o de un conjunto semialgebraico, mediante un solo sistema 
de desigualdades simultanées. Conseguimos soluciones para superfi­
cies: corolario (9.4) y proposiciones (9.5), (9.9). Nuestro metodo
se basa en la siguiente modification del lema de separation (7.2):
(9.1) L e m a .- Sean Y un subconjunto de cuyo germen en el ori^
gen, X e s  semianalitico cerrado, y C: n Y^ un ger_
men semianalitico de dimensiôn 1, Entonces, dados un entor^ 
no W de 0 6 R ®  y una cantidad finita de puntos 
ûj^,...,a^ distintos del origen, existe un polinomio 
h € R[x^,...,x^] tal que:
B^CZ {h < G); {h < 0 } C  W>^Y; h(a^) > 0 ,  1 S i < r.
D e m o s t r a c i o n .- Distinguiremos primero un caso particular:
Caso I: B ^ es una semirrama ablerta de un germen de curva 
irreducible c . Se procédé por induction sobre el nCmero e de ex
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plosiones necesarîas para resolver la singularîdad de c^, y de 
cho probaremos el enunciado con la condiciôn adîcîonal
{h < 0} \ {0}CZ \ A^,o o
siendo A un germen semianalitico de dimensiôn 1, con B CI ]R A .o o o o
Si e = 0, el germen c^ es liso, y basta aplicar la sepa^ 
raciôn fuerte (7.6) con Z = Y [J A (eligiendo un représentante
A de A^), ü = W ^ { a ^ , . . . , a ^ } .  Supuesto ahora demostrado para 
e - 1 explosiones, podemos elegir coordenadas en IR^ como en la prue 
ba del caso II de (7.2), con la condiciôn adicional de que los pun­
tos {a^,...,a^} no esten en {xj^  = O), y se concluye como en di- 
cha prueba,
Caso g e n e r a l . El germen B^ es una uniôn de semirramas abier 
tas de germen de curva irreducible. Supongamos que c^,...,c® son 
esas semirramas, y se tendra:
U  .y. -i-
jri
Mediante el caso I, con A * U  c^, se obtiene un polinomio
° jfi ° 
h^ 6 R[x^,...,x^] tal que:
ci c  {h. < 0} C  {h.  ^0} s {0} C  m” X U c^ ;
O 1 X o j ^  o
{h^ < 0} CZ w V. Y ; h^(a^) > 0 ,  1 ^ j < r .
Hecho esto para i«l,...,s, el polinomio h « h^...h G JR[x^,... ,x^]
s
es la soluciôn. En efecto, claramente B ^ U  c^ CI {h < 0};
° i=l ^ ^
h(aj) > 0 ,  1 3 j 3 r, y por otra parte, si x 6 TR^ y h(x) < 0,
entonces h^Cx) < 0 para algôn i, con lo que x G W ^  Y .
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(9.2) O b s e r v a c i o n e s .- El lema anterior pone una vez mas de manifies^ 
to la influencia de la eleccion de coordenadas para explotar el or^ 
gen al resolver el germen de curva en c o nsideracion. Aunque no las
utilizaremos en lo sucesivo, puede ser interesante senalar las dos
posibles generalizaciones de (9.1) siguientes: el mismo enunciado, 
sustituyendo h(aj) > 0 ,  1 ^ i ^ r por la condicion h|K > 0 don
de
(a) K es un conjunto numerable que no contiene al origen, 6
(b) K es un compacte que no contiene al origen.
La elecciôn adecuada de coordenadas es posible: en (a), por^ 
que el conjunto de hiperplanos que no contienen ningün punto entre 
una cantidad numerable es residual; en (b), porque el conjunto de
hiperplanos que no cortan a un compacte es abierto y no vacio.
(9.3) Sea X un conjunto semianalitico dé un abierto 0 de JR^. 
Como es habituai, notâmes X* al conjunto de los puntos x 6 X de 
dimension maxima. Se verifica:
(i) (X)* = X* (ii) (X)*n X * X*
(Es inmediato observando que (X)* « {x € X : dim X^ * dim X}).
Deducimos ahora fâcilmente de (9.1);
(9.4) C o r o l a r i o .- Sea X^CZ un germen semianalitico de dimensiôn
2 (en particular, un germen de superficie a n a l i t i c a ) . Enton 
ces existe un polinomio h € R[x^,...,x^l tal que 
X* - x© n  {b > 0}.
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D e m o straci o n .- En virtud de (9.3), sustituyendo X poro
X podemos suponer X cerrado, con lo que X* es tambiên cerra- o o o
do, y por el lema (9.1) aplicado a X^'v X*, que tiene dimension 1,
existe un polinomio b 6 R[x^,...,x^] tal que X^ '\^  X* CZ {h < 0} y
X* CZ {h > 0}. Asî: X* = X H  {h ^ O}.o o o
En el caso analîtico global se tiene lo siguiente:
(9.5) P r o p o s i c i ô n .- Sea X un aon^'unto semianalitico cerrado de d^ 
mensiôn 2 (en particular, una superficie analitica) de un 
ahierto (2 de Tr” . Supôngase que el conjunto Z de los 
puntos X G X para los cuales el germen X^ no es de d i ­
mensiôn pura, es un conjunto f i n i t o .■ Entonces existen dos 
funciones g y analiticas en Çl, taies que
X* = X n  {g 2 0, h > 0}.
D e m o s t r a c i ô n .- B * X n X* es un conjunto semianalitico de 
dimensiôn ^1 de 0, y es claro que Z = X * H  B * B n B. Por la hi- 
pôtesis, Z = {a^,...,a^}. Mediante (9.1) para cada germen B^ , 
con Y * X* (que es cerrado por serlo X ) , encontramos polinomios 
G R[x^,...,x^] taies que:
B C  {h. < 0}; h . |x* ÿ 0; h.(a.) > 0 ,  j f i
a ^  1 1  1 J
Sea ahora h G JR[ x , . . . , x^] el producto de los hj,...,h^, y con- 
sidêrese el conjunto
F = B \ { h  < 0 } C  0
Como F es cerrado en B, se tiene: F CI F L) CB B) «
“ F U  {a^,...,a^}, y afirmamos que, por la construcciôn, ningün
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es adherents a F. En efecto, supôngase por ejemplo que a^ es
el limite de una sucesiôn de puntos de F. Puesto que
hj(a^) > 0  si j ^ 1, podemos suponer h^(z^) > 0  si j f 1,
p > 1. Ahora bien, puesto que z^ 6 F es hCz^) ^ 0, luego se si
gue h^(Zp) > 0 para cada p ^ 1. Esto contradice el contenido
B d  {h, < 0}. En suma, F es cerrado en fi, y no corta a X*. 
*1
Necesitamos en este momento el siguiente lema (vease [46; p. 13]):
(9.5.1) L e m a .- Si Cj^  y son dos oerrados disjuntos de un ahier
to fi de JR^j existe una funoiân analitica g : fi -► R  que 
es >0 sobre y <0 sobre Cg.
En nuestra situaciôn tomando =X*, = F , résulta en fin:
X* « X n  {g ^ 0, h > 0}.
Veamos a continuaciôn algunos casos particulares de (9.5).
(9.6) C o r o l a r i o .- Sea X una superficie analitica de un abierto fi
de Si el conjunto de puntos de no coherencia de X
es finito (en p a r t i c u l a r , si X tiene una cantidad finita de puntos 
singulares de dimensiôn 2), existen dos funciones g 2/ h> 
analiticas en fi, taies que: X* = X H  (g ^ 0, h ^ 0}.
(9.7) C o r o l a r i o .- Sea X un conjunto semianalitico de dimensiôn 2
(en particular, una superficie analitica) de un abierto fi 
de R^. Si uno de los conjuntos X* ô x ^  X* es acotado, 
existen dos funciones g 2/ hj analiticas en tl, taies 
que X* = X n  {g > 0, h > 0}.
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D e m o s t r a c i ô n .- Probaremos que en ambos casos el conjunto Z 
de los puntos x € X, cuyo germen X^ no es de dimensiôn pura, es 
finito, y el resultado se seguirS de C9.5). Observese en primer lu­
gar que dim Z ^ 0, pues Z = B ^ B ,  y el semianalitico 
B = X \(X)* tiene dimensiôn <1. En consecuencia, Z es discrete, 
y bastara ver que es acotado. Ahora bien:
Z CZ ex)*  ^X*,
y si X* esta acotado, lo esta X* y por tanto Z, luego este c^ 
so esta resuelto. Por otra parte:
Z C  B d  X \ (X)* = X X* d  X X X*
y si X ^  X* esta acotado, lo esta X v X *  y por tanto Z, lo 
que prueba el otro caso.
Obtendremos finalmente la soluciôn global en el caso semiai 
gebraico. Para ello emplearemos algunos resultados de Z.ojasiewicz 
que recordamos brevemente.
(9.8) Conjuntos localmente semialgebraicos del espacio proyectivo 
[37; p. 114 y siguientes].- Un conjunto E del espacio proyectivo 
IP^  se llama localmente semialgebraico si cada punto x € tiene
un entorno abierto fi tal que E H  ^ es semialgebraico en una ca^ 
ta afin de que lo contenga.
La uniôn, la intersecciôn y la diferencia de dos conjuntos 
localmente semialgebraicos son conjuntos localmente semialgebraicos, 
Tambiên lo es la adherencia (en F^) de un conjunto localmente se­
mialgebraico. Respecto de la dimensiôn, siendo una cuestiôn local.
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nada hay que decîr. Destaquemos por ultimo un resultado importante.
T e o r e m a .- Sean U una carta afin de y E C U .  Enton­
ces, E es semialgebraico en U si y sôlo si es localmen­
te semialgebraico en F*.
Veamos ya ahora la soluciôn que antes anunciâbamos:
(9.9) P r o p o s i t i o n .- Sea X un conjunto semialgebraico de dimensiôn
2 de (en particular, una superficie a l g ebraica), Enton
ces existen dos polinomios g,h 6 R[x^,...,x^] taies que: 
X* = X n  {g > 0, h > 0}.
D e m o s t r a c i ô n . - Como (9.3) es valido para conjuntos semialge^
braicos, supondremos que X es cerrado en R ^ . Considérâmes
R^ «= U C  F^, tomando coordenadas homogêneas (u^,u^,.,.,u ) en
u. u
y afines x^ « —  , . . . , x^ * en U « H, H = {u^ = 0} .
o o
En lo sucesivo todas las adherencias son en F ^ .
En virtud del teorema (9.8), los conjuntos X,X* son local
mente algebraicos en F^, y por tanto, tambiên lo son B ■ X*
y B; nôtese ademas que dim B = dim B=l. Se deduce que B B  es 
localmente algebraico de dimensiôn cero, esto es, discrete. Como es 
compacte (un cerrado de F ^ ) , debe ser finito, luego coincide con 
B ^ B . Sera :
B'vB « {a^,...,ag}.
Ahora, las coordenadas pueden elegirse de modo que estes s puntos 
no estên en H' = {u^ * 0 } ,  y se tengar
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dim H' n  X < dim X, dim H* fl B < dim B,
(esto ultimo significa que H* fl B es finito). Por ultimo, notare*
mos U ' a la carta afin correspondient e a H' : U' « v H', con
^o u^ u^
coordenadas y, = —  , y« = —  ,..., y = — . Procederemos en va-•^ 1 u^ *'2 u^ n u^
rias etapas.
I). Pongamos B ' * (X'^X*)fl U*. Existe un polinomio
h * 6 TR[y^ , . . . ,y^] tal que
U  b ’ CZ { h ’ < 0>; h ' | u * n  X* > 0
i=l *i
Para verlo, aplicaremos el lema (9.1) en la carta afin U*. 
Esto es posible porque B'D X* « 0, y como B ' CZ B , es dim B* ^ 1 
Asi, por (9.1), existen polinomios h^,...,hg 6 IR[ y , . . . , y^] que 
c u m p l e n ;
B^ CZ {hj. < 0}, h ^ | ü ' n  X* > 0; h^(a^.) > 0 ,  j f i
Entonces h* * h^...hg es el polinomio buscado. En efecto,
B* CZ {h* < 0}, pues B ' CZ {h. < 0}, y si j # i, como
i ^i 1
h.(a.) > 0, es B* CZ {h. > 0}. Por otra parte, la condiciôn
J ^ ^ i
h'|U' n  X* > 0 es évidente.
II). Sea H 6 IR[u^ ,Uj^, . . . ,u^J el polinomio homogêneo corre^ 
pondiente a h', esto es: h ' ■ H (y^^, 1 ,y 2 » • . . ,y^) , y pongamos
h « x^H(l ,Xj , . . . ,x^) , d ■* grado (H).
Entonces h € R[x^,...,x^] es ^0 sobre X*.
En efecto, si no, X* fl {h < 0} f g). Ahora bien, se tomô 
H' de modo que dim H' f| X < dim X, luego H* f| X tiene interior
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vacio en X*. Se deduce que el conjunto X* f| {h < 0} tiene algün 
punto X = (x^;...,x^) ^ H'. Asi, puesto que Xj^  f 0:
0 > h(x) = x^^ H ( ^ ,  1, ^  « * 1 ^ ^ ' »***»^^
1 ^2 ^n
y como (— , — - — ) son las coordenadas de x 6 U ’ en esta
^1 *1 *1 ___
carta afin, résulta: h'(x) < 0, siendo x un punto de U'fl X*.
Esto es contrario a la elecciôn de h'.
III). El conjunto semialgebraico K = X's X* |J {h < 0}CZ U es 
compacte.
El conjunto B *= X 's X* es un compacte que continue a K, 
por lo que sera suficiente ver que K es cerrado en B. Ademas,
K = B {h < 0}, y es pues cerrado en B. En suma, ya que 
B B  = {a , , . . , a ^ } , bay que comprobar que aj^,...,a^ no son adheren
tes a K. Supongamos pues por ejemplo que a^ 6 K. Entonces a e s
el limite de una sucesiôn de puntos de K, que podemos sii
poner tambiên de U * , pues a^ S U * .  Que z^ 6 K H  U* significa:
Zp € B n  U* C  B* (pues X X* CZ X'^ ^ )  y h*(Zp) ^ 0 (esto ultimo
por el argumente utilizado en II) . Recuêrdese ahora que por construc^ 
ciôn, h = hj^...h^ con h^(a^) > 0 ,  si i f 1, por lo que para p
Buficientemente grande se tendra h^(z^) > 0  si i 5^  1, y por fuer^
za h^(Zp) ^ 0. Pero esto contradice otra de las condiciones sobre
, segün la cual B^ (Z {h^ < 0}.
IV) Los conjuntos semialgebraicos K, X* de ÎR^ son cerrados 
isjuntos, y el primero de ellos compacte. Entonces, aplicamos el s^ 
uiente
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(9.9.1) Lema de separacion de M o s t o v s k i .- Si y Cg son dos oe­
rrados semialgebraicos de y uno de ellos es compacte,
existe un polinomio g € R[x^,...,x^] que es >0 sobre 
y <0 sobre
Como decimos, con = X* y Cg = K obtenemos el polinomio
g, y se concluye por fin: X* «= X fl {g ^ 0» h ^ 0}.
(9.10) O b s e r v aciones.- (a) El lema de separacion (9.9.1) aparece men 
cionado por primera vez en [39; p. 258]. Como no se incluye prueba, 
ni hemos encontrado ninguna en otro lugar de la literature, damos 
aquî la
Demostraciôn de (9.9.1).- Si, por ejemplo, C^ es compacto, 
existen una cantidad finita de puntos a^,...,ag 6 C 2 y numéros 
0 < < rij^ » 1 ^ i ^ s taies que:
4  4  "i'2= ,U, ,U, «"''l
(notamos B ^ ( a ) d  R ^  a la bola abierta de centro a y radio 6).
C o n s truiremos el polinomio buscado g 6 R[x^^, . . . ,x^] por recurrencia
2 2sobre s. Si s = 1, es inmediato tomando « |x-a^| - Su-
s-1__ _________
pongamos pues cl ® C« f| jj B (a.) Cf B (a ), y que se tiene un
^ ^ i=l Ci 1 n* *
olinomio G que es >0 sobre C^ y <0 sobre C^» Considérâmes 
2 2
^ = |x-a^| - n^» y afirmamos que existen un entero p ^ 0 y una
onstante Â > 0 taies que
g * gn(x) + A(1 + Ix-a^^l ^ )^G(x) 6 R[x^,...,x^]
s >0 sobre C^ y <0 sobre C 2 . En efecto, claramente se cumpli-
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râ lo primero, asî que veamos como elegir p y A para lo segundo.
Como Cg d  Bg (a^) J  C^, impondremos dos condiciones:
n
(i) Si X € B Ca^^, notando B al mëximo de |G| sobre
a  2 2 2 n
B (a^), se tiene g(x) ^ ^ AB(1 + * Asî, para que
^  2 •n
g(x) < 0, hay que elegir p y A de modo que: A < 0/(1 + »
2 2
donde o = (n - £ ) /B > 0 (o » +<» si B « 0) .
n n
(ii) Si X 6 C^f notando A*,B' y 6 a los mâximos de jg^J,
IGI y 1 + |x-a^|^ en C^» se tiene: g(x) 3 A* + AB*d^. En cons^
cuencia, como B * < 0, para que g(x) < 0, hay que elegir p y A
de modo que: < A, donde g « -A'/B* ^ 0.
Résulta de (i) y (ii) que la elecciôn siempre es posible si
2
6/(1 + e^) > 1, pues en este caso para p grande
g/a < (6/(1 + de donde g/ô^ < a/(l + G^)^ y se puede esco
2
ger A. Para terminar observese solamente que si 6/(1 + g ^) ^ 1, 
entonces max {|x-a | : x 6 c l } ^ £ , luego c l d  B (a ) y toda
XI ^  XX 6  E  ^  XI
la cuestiôn es trivial.
(b). La proposiciôn (9.9) resuelve afirmativamente, al menos 
para superficies, un problema planteado en 20 : Si X es una su­
perficie algebraica de IR^, existen très polinomios 
f,g,h G R[x^,...,x^] taies que X* « {f > 0 ,  g % 0, h > O } .
En efecto, se eligen g;y h mediante (9.9}, y si f es 
una ecuaciôn de X (esto es, X » {f « O}), se verifica
* * {-f2 > 0, g > 0, h > o}.
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§10. Aplicaciones, III; Seleccion de h i persuperficies y dimension 
de Krull de un algebra analitica r e a l .
Probaremos en este epîgrafe la version analitica del result^ 
do algebraico segün el cual la dimension de Krull del anillo de coor 
denadas de una variedad algebraica real se puede calculer mediante 
cadenas de idéales primos r e a l e s . Este resultado se encuentra proba- 
do en la literature de muchas diferentes mèneras (vêanse [9], [13], 
y tambiên [19], que contiene un teorema mas general). Para establecer 
lo en el caso analîtico utilizaremos la siguiente generalizacion del 
lema de seleccion de una curva:
(10.1) Proposiciôn (lema de seleccion de une h i p e r superficie).- Sea 
un germen analitico de dimensiôn d ^ 2. Si Zq es un 
germen abierto semianalitico de X*, existe un germen alge­
braico C  X^ (esto es, Y^ * l/(h) f] para cierto poli^
nomio h G R[x^,...,x^]7 tal que dim Y^fl = d-1.
D e m o s t r a c i ô n . - Procederemos en dos etapas, resolviendo prime^
ro un
Caso particular: X = IR^. Se utilize inducciôn sobre el ml- -^-------------- o  o
nimo entero e ^ 0 tal que existe un germen de curva c^CI IR^ cuya 
singularidad se resuelve con e explosiones, y con una de sus semi­
rramas c* contenida en Z (este mlnimo existe en virtud del lema o o
de s e l e c c i ô n ) .
Supongamos e ■ 0. Entonces c^ es lisa, y por el lema de 
eparaciôn fuerte (7.6), existe un polinomio
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h = a (x^+2ex. ) + J (x.-h.(x,))^ 6 R[x.,...,x ]
i i 1 3. J- A ^
tal que y(h)^ {0}CZ y c* CZ {h < 0}. Se trata pues de probar
que dim U(h) = d . Ahora bien, en cada entorno W del origen en IR^
hay puntos f 0 en los que h es positiva (évidente) y hay puntos
f 0 en los que h es negativa (por contener {h < 0} la semirrama
c*). Como d > 2, es conexo y en W habrâ puntos en los
que h se anula. Sea x € W {0} un cero de h, con [x^l < e.
Escribiendo
h = a (x,+E)^-E^ + I (x.-h.(x.))^
i=2 1 1
se aprecia que para que h(x) = 0 debe ser x^ f h^(Xj^) para algün
i=2,...,n, y derivando;
g | ^  (X) - 2 ( X . - h . ( X j ) ) h ^ ( X j )
Ahora observamos que si fuera x^ = 0, de h(x) = 0 resultaria
n
J X . = 0, esto es x = 0, y estamos suponiendo x f 0. Asî 
i=2 ^ ^
Xj^  f 0, y, si X esta suf icientemente cerca del origen, hI (x^) f 0,
con lo que (x) ^ 0. Esto muestra que x es un punto regular
de dimension d-1 de { h * 0 } .  En suma, dim l/(h) * d-1 como se
p r ê t e n d î a .
Probado ya para e = 0, sea e > 0 y cierto el resultado 
para menos de e explosiones. Como en ocasiones anteriores, considje 
ramos coordenadas en de modo que x^ « 0 sea transversal a c^
y la explosion ir ; R ^  R ^  de ecuaciones:
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*1 *1
^2 ' =1=2 + *2=1
=n * =î=n + *n=î
donde (1,a 2 »•••»a^) es la direcciôn de la tangente a c^. Sea 
la transformada estricta de c^, que se resolverâ con e-1 explo­
siones, y una de cuyas semirramas estara contenida en el semianalit^ 
CO abierto Z ' •= ir ^(Z) fl j f 0} (Z es un représentante adecuado 
de Z^). Por la hipôtesis de inducciôn para Z^, existe un polino­
mio h* 6 R[ X X *] tal que si Y' = l/(h*), es dim Y * f] Z^ = d-1.
g ^2 ° =n°
Elegimos ahora s > 0 tal que h = x.h*(x,, —  - a»,..., —  - a ) 6
X x X j ^  fc X 2 n
€ E[x^,...,x^] y se tiene: dim Y^ (1 = d-1, donde Y^ « l/(h),
ya que Z H (h = 0, x^ f 0} = fr(Z* fl {h ' = 0}).
Caso general: C  IR^ tiene dimensiôn d < n . Claramente pjo
demos limitarnos a que X^ sea irreducible. Entonces, aplicando el 
teorema de parametrizaciôn local (pues un cambio lineal no afecta al 
enunciado), sean 'iï : ]R^ IR*^  la proyecciôn sobre las d primeras
coordenadas, U, X, 6, W = ïï(U) y W* como en dicho teorema, (0.2.b).
Nos interesa aquî destacar solamente:
(i) 7t |X : X -► w  es propia y tt  ^(0) Q  X * {0}.
(ii) X'^{6 * 0} es denso en X*
(iii) TT IX X {ô « 0} : X \ { 6  = 0} + W * \ { 6  « 0} es homeomorf^s
o local. - - -
Ahora, por (ii), el germen semianalitico Z^s. 1/(6) es no vacîo.
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y elegimos un conjunto semianalitico Z*CI X \ { 6  “ 0} de U que lo 
représente; claramente, dim Z* » d.
Por CO.7), (0.12) el germen Tr(Z*) es semianalitico de di­
mension d, y coincide con ttCZ*)^. Se deduce que el interior del 
germen ïï(Z*)^ es no vacio, y podemos pues aplicar el caso particu 
lar que establecimos anter i o r m e n t e . Résulta que existe un polinomio 
h G R[x^,...,x^] tal que dim l^(h) fl tt(Z*)^ = d-1. En fin, si pone
mo s Y = {x G : h(x) = 0 se tiene d im Y O n Zo = d-1. En efec^
t o , como h 0, dim Y© n < d . Por o tra parte, tt induce un bc
meomorfismo local de Y n  Z* sobre {h = 0} n Tr(Z* ), con lo que
dim ^ o H  Zo > dim l/((S) = dim Y o n Z* = o d-1 .
Una vez demostrado el lema anterior, obtenemos
(10.2) P r o p o s i c i ô n .- Sea A un algebra analitioa real de dimensiôn
d. Entonces existen cadenas de idéales primos reales de A
Ç  Pi Ç  • • • 5  P<i» longitud d.
D e m o s t r a c i ô n . - Sea p^ un ideal primo con dim A/p^ = dim A; Como 
A es real, el ideal p^ es tambiên real, y A/p^ = 0[X^] para al­
gün germen analîtico irreducible X^ de dimensiôn =dim A/p^ = dim A = d . 
En virtud de (10.1), existe un germen analîtico C  X^ de dimen­
sion d-1, Eligiendo una components irreducible de Y ^ , obtenemos un 
ideal primo real pj^  3  p^» (pues l/(pj^)CI Y^ CZ X^ - y(p^)) de altu 
ra 1 en A/p^. Repitiendo el argumente con A/p^, etc., se obtiene 
la cadena de idéales primos reales buscada.
Finalmente, resolvemos una cuestiôn comentada en los prelim^
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n a r e s , (0.8).
(10.3) C o r o l a r i o .- Sean un germen irreducible de dimensiôn d,
y X^ su complexificaciôn. Son équivalentes :
(a.) dim R *  fl sing X^ < d-r.
(gj Para cada ideal primo real p de 0[X^] de altura r,
P
el anillo local OEx^]^ es regular.
D e m o s t r a c i ô n .- Sabemos que (a) équivale a (g) formulado para 
cada ideal primo real de altura 3 r , (0.8.4), lo que trivialmente im
plica (g). Recipr o c a m e n t e , si p es un ideal primo real de 0[x^] 
de altura e ^ r, aplicando (10.2) a 0[X^]/p, encontramos un ideal
primo real de (?[X^], p ' Z) p de altura exactamente r. Entonces,
si se cumple (g), 0[x^]^, es regular, y volviendo a localizar por
.OEx^jp,, résulta que OEx^]p es regular.
§11. Aplicaciones, IV: El espacio de ôrdenes de un germen 
analîtico i r reducible.
Estudiamos en esta secciôn algunas propiedades especiales de 
os ôrdenes del cuerpo de funciones de un germen analîtico. En el c^ 
o de curvas, la descripciôn es fâcil, pues se tiene la siguiente
(11.1) P r o p o s i c i ô n .- El cuerpo de funciones OCX^) de un germen de
curva tiene exactamente dos ôrdenes. Estos dos ôrdenes pueden
1 2describirse intrinsecamente como sigue: sean c u c las
o o
dos semirramas abiertas de X , Uno de los ôrdenes es
o
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■ *f € OCX^) es positive si {t > 0} zj c^*
y el otro
*f 6 O(X^) es positive si {f > 0} Z) c^*
De m o s t r a c i ô n .- Como sabemos, la normalizaciôn de X^ muestra 
que OCX^) es isomorfo al cuerpo de fracciones de 3R{t}, y sabemos 
que este cuerpo tiene dos ôrdenes, determinados por las condiciones 
t > 0 y t < 0 (nôtese que este es un caso particular de la propia 
p r o p o s i c i ô n ) . Por otra parte, es claro que las dos condiciones del
enunciado definen dos ôrdenes, que son distintos en virtud del lema
de separaciôn de curvas (7.5).
Asî pues, para curvas la situaciôn es muy sencilla. Pero cua^ 
do la dimensiôn es >2, cambia totalmente. Para formular adecuadamente 
nuestros resultados, recordemos primero algunas generalidades sobre:
(11.2) El espacio de ôrdenes de un cuerpo real [45; §6].- Si K es 
un cuerpo real, el conjunto fi de todos sus ôrdenes se dota de la 
topologîa de H a r r i s o n , definida por la sub-base de H a r r i s o n .
H(f) - {a 6 fi : f € a}, f 6 A \ {0}
donde A es cualquier subanillo de K, cuyo cuerpo de fracciones
sea el propio K. A esta sub-base, corresponde la base de Harrison
H(fj,...,f^) = {a 6 fi : fj 6 6 «}
on 6 A n {Q}. Claramente,
fi\H(f^,...,f^) = H(-fj) U  ... (J H(-f^), 
on lo que los abiertos de esta base son tambiên cerrados (en parti-
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cular, fi es un espacio totalmente d i s c o n e x o ) .
K
Se puede définir una inmersiôn cerrada fi -► {-1, + 1} , donde 
en el segundo espacio se considéra la topologîa producto de la dis- 
creta. En consecuencia fi es un espacio compacto y Hausdorff, de 
cardinal
En lo sucesivo, consideramos un germen analîtico irreducible 
de dimension d > 2, y el espacio de ôrdenes fi de su cuerpo 
de funciones (esto es, con las notaciones de (11.2), K * O(X^),
A » 0 [X^]) .
(11.3) Def in i c i ô n . - Un orden a G SI se llama central si existe una
semirrama c* CZ X^ de un germen de curva irreducible tal 
que si f 6 0 [X^] es >0 sobre c*, entonces f es p o s i ­
tive en a. Diremos en este caso que a esta centrado en c*.
Dos ôrdenes centrados en semirramas distintas son distintos 
a su vez, pues por el lema de separaciôn de curvas (7.5) existe una 
funciôn f 6 0[X^] que es >0 sobre una de las semirramas (luego p£ 
sitiva en el orden correspondiente) y <0 sobre la otra (luego nega­
tiva en el otro orden). Respecto a la existencia de ôrdenes centra­
dos en una semirrama dada, tenemos:
(11.4) Proposiciôn.- Sea c* una semirrama abierta de curva irredu o —
cible. Es condiciôn necesaria y suficiente para que exista
un orden centrado en c*> Que c* esté contenida en x**
o o o
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D e m o s t r a c i ô n .- Condicion n e c e s a r i a ; Supongamos que a 6 fi
esta centrado en c * . Si c* (t X*, tiene que ser c* CI X X* yo o ~ o  o 0  0
por el lema de separaciôn (7.2) existe f 6 0[X^],> 0 sobre c* y <0. so­
bre X*. Se deduce de lo primero que f 6 a» y de lo segundo, que -f 6 S(X^)
(por (2.1)). Pero S(X^)CI a, y se tiene una c o n t r a d i c e i ô n .
Condicion s u f iciente; Si c* CZ X*, aplicaremos el criterio 
de Serre al conjunto S de los elementos f 6 OEX^l que son >0 so^
bre c*. Hay que ver que si f^,...,f^ 6 S y
0 « gjf^ +...+ gpfp,
entonces g^ =...= g^ * 0. Pero, por el mismo criterio de Serre, e^
to équivale a que exista un orden en 0[X^] en el que f^,...,f^
son positivos. Ahora bien, c* CZ { f ^ > 0, . . . , f ^  > 0} fl X*, luego
{f^ > 0,...,fp > 0} n  X* f 0 y de (1.2) deducimos que f^,...,f^
son simultâneamente positivos en algün orden, como se querîa.
En lo que sigue, si es un germen semianalitico de X*,
Zo ^
notaremos fi a la coleccion de ôrdenes de fi centrados en semi­
rramas contenidas en Z . .
(11.5) Proposiciôn (densidad de los ôrdenes c e n t r a l e s ) .- Si Z^ es
JL Z Q
un germen semianalitico denso en X^, el conjunto fi es
denso en fi. Mâs aûn, si ü es un ahierto no vacio de fi,
se tiene
Z o ^  o 
c a r d , U ri fi ^ 2
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D e m o s t r a c i ô n .- En primer lugar, podemos suponer que es
abierto en . En efecto, basta sustituîrlo por Creg^Z^)p|
n  (reg^ X ^ ) . Que este germen es abierto en X^ es inmediato, pues
su dimensiôn es =dim Z « dim Z * dim X* = d. Ademâs, es denso
o o o
en X*. Para comprobarlo escribimos
z* ■ Z„ ' reg Z „  - reg* Z_ U  reg Z „  \ reg* Z „ ,
y se observa que X * \ r e g *  cZ reg Z ^ ^ r e g *  Z^. Si el primero de 
estos germenes no es vacio, su dimensiôn es d, mientras que la 
del segundo es <dim Z^ ^ d . En consecuencia, reg^ Z^ es denso 
en X*; y como reg* X^ es abierto, (reg* Z^) f) (reg* X^) es den 
so en reg* X ^ . Finalmente, de ser este ultimo germen denso en X* 
se sigue nuestra afirmaciôn.
Ya supuesto Z^ abierto, sea U un abierto no vacio de fi. 
Claramente, es suficiente considérer el caso U * H (f , , , . , f ^ ) , 
fj,...,f^ 6 0[X^]. Entonces por el teorema de especializaciôn (1.2), 
es {f^ > 0,...,fp > 0 ) n  X* f 0, y como Z^ es denso, el germen 
abierto
«o -  { f j  > 0  fj. > 0} D ZgC X©
es no vacio. Ahora, por (1.4), encontramos una parametrizaciôn
c : 0 -► R{t} cuya semirrama positiva c* esta contenida en W .n o o
Para continuer necesitamos el siguiente
L e m a .- Existe un enterç s ^ 0 tal que si c ’ : 0^ + R { t }
tiene un contacta de orden s con c (esto es,
c * = c mod entonces c '* (Z W  .
o o
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(La demostraciôn de este lema se basa en un argumente tip^
co que utiliza una desigualdad de Zojasiewicz, como puede verse en
[5; 2.17]). En nuestro caso el lema muestra que hay una cantidad
^2 de semirramas distintas contenidas en . Entonces un orden
a centrado en una de esas semirramas c*
o
• esta en U, pues como c* CZ {f^ > 0,...,f^ > 0},
2
• estâ en 2^ °, pues c* C  Z^.
Zq
Se concluye card. U fl ^ ^ 2 , ya que a semirramas dis­
tintas corresponden distintos ôrdenes.
(11.6) Obser v a c i o n e s .- (a) La proposiciôn anterior implica en parti 
cular que 0 no tiene puntos aislados. Ademas, resultan las siguien 
tes acotaciones;
2^°
2 < card.n ^ 2
(la primera, consecuencia inmediata de (11.5); la segunda, porque, 
segün se citô en (11.2), card.O < ^ ^ ^o^ ) ,
(b) El resultado de densidad anterior précisa notablemente
(2.1), y se aplica en especial cuando Z * X* \ Y siendo Y un ^ o o o o
germen analîtico contenido en,y distinto de, X ^ . Mas especialmente 
aün, cuando Y^ « 0.
(c) Una cuestiôn interesante es si èl recîproco de (11.5) es
Z
tambiên cierto, esto es; si es denso en fi, ies Z^ denso en
ic
X^?. Pensamos que la respuesta es afirmativa, y una posible prueba 
séria la siguiente; Si Z^ no es denso en X*, el germen semiana-
— 158 —
lîtico abierto X es no vacio, y contendrâ una semirrama de cur
o o —
va irreducible. Entonces, por el lema de separacion f u e r t e , existe un 
elements f tal que
X* Z^ Z) X* n  {f ) 0 } \  {0 } Z) X* n  {f > 0}.f 0o o o o
2
Ahora bien, fi es denso en fi, y H(f) ^  0 (por (2.1)), luego
existe un orden a 6 H(f) centrado en una semirrama c* CZ Z . Comoo o
{f < 0} Z) Z^'v {o}, tendria que ser -f € a, y esto es una contradic^ 
cion. Por supuesto, la dificultad estriba en que no hemos podido de- 
mostrar el lema de separacion fuerte en toda su generalidad.
(11.7) Existencia de ôrdenes no c e n t r a l e s .- Podemos construir explîc^ 
tamente ôrdenes de fi que no sean centrales. El metodo se basa en la 
siguiente observaciôn
L e m a .- Sea f 6  R [[x^]] sevie f 0 no convergente sin
têrmino independiente. El homomorfismo (j) : r{xj^ ,. . . ,x^} -»
R[[xj^ , . . . ,x^_^]] dado por: x ^ h - x ^ ,  i ^ n; x ^ ^ - f ,
es inyectivo (n ^ 2 ).
Por inducciôn sobre n. Si n*2, como 4»(Xj^ ) f 0, si ^ no
es inyectivo, existe P G ker ^ con P ( 0 ,X 2 ) 9  ^ 0, y pwor el teorema
de preparaciôn, podemos suponer que P es un polinomio en X 2 . Se 
sigue que f es algebraica sobre JR{x^}, que es algebraicamente ce^  
rrado en ^ ] [41; p. 188, theorem 44.1], luego f debe ser
convergente, contra la elecciôn hecha. Supongamos ahora n > 2 y 
cierto el lema para n-1 variables. Si ker (j) f {O}, existe 
P G ker (p con P(x^,0,Xg,...,x^) f 0 (pues $(x^) ^ 0), y enton­
ces P(x^,0,Xg,...,f(x^)) = 0, contra la hipôtesis de inducciôn.
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Utilizaremos a continuaciôn el homomorfismo ^ .
Caso I. Ordenes formalmenté centrales en el p i a n o .
Fijamos en R[[x]] el orden x > 0, y consideramos la 
restricciôn a de ese orden a ]R{x,y}, vîa ^ ; a puede conside-
rarse como un orden centrado en la semirrama formai y « f(x).
Afirmamos que g no es un orden central, en el sentido de
(11.3) . La prueba consiste en un *lema de separaciôn formai*, que en
este caso es sencillo porque una de las semirramas es lisa. Con pre-
* 2
cisiôn, hay que probar que si c^ C  IR^ es una semirrama de curva 
irreducible, existe un elemento h € R { x ,y } (de nuevo, como en (7.1),
(7.2), (7.5), etc., h sera incluso un polinomio) tal que 
c * C  {h < 0} y h 6  g. Esto équivale, eligiendo una parametrizaciôn
X (xP,g(x)), X > 0, de c^, a que:
h(x^,g(x)) < 0, h(x,f(x)) > 0  en IR[ [ x] ]
Ahora bien, como f no es convergente y g sx, f(x^) 9  ^
f g(x) y se tendra
f(x) = f^(x) + 6 x* +..., ô f 0 ; g(x) = f^(xP) + %x^+...,
con f^ 6  R[x] de grado mâximo (eventualmente f^ « 0). Incluimos 
el caso g(x) ■ fj(x^) , admitiendo r * +». El polinomio h busca­
do sera
H * fj(x) + ex* - y,
o su opuesto, con una constante c 6  TR adecuada. En efecto, se tije 
ne ;
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Hg = H(x^,g(x)) = fj^(x^)+cx^® - g(x) = cx^® -
= H(x,f(x)) = f^(x)+cx^ - f(x) * (c-6)x®
y se trata de que estas dos series tengan distinto signe en R[[x]].
Entonces
(a) si r < ps, es n f 0, luego:
signe H g = signe (-ri) , signe * signe (c-ô) , 
y basta temar c tal que -ri(c-6) < 0.
(b) si r = ps, es n ^ 6» y
signe Hg = signe (c-ri) , signe = signe (c-ô),
le que preperciena la cendiciôn (c-n)(c-ô) < 0, (pesible pues
n ^ 5)'
(c) Si r > ps, es
signe Hg = signe c, signe = signe (c-ô)
y ahera se elige c para que c(c-ô) < 0.
Case II. Ordenes ne centrales en 3R^, n > 2
La censtruccion es per induction. Supengames dade un erden
a' en lR{x.,...,x , }, que ne sea central e induzca en lR{x, } el
1 n — 1 i
erden x^ > G. Per (1.4.1), a* se extiende al anille
K[ [Xj^, . . . ,x^  ^] ] , y esta extension, via (J), induce un erden a en
R ^ X j ,•..,x^}.
Este erden a ne es central (para la definition (11.3)).
En efecte, es clare que a extiende a \  luege si a esta centr^ 
de en una semirrama c* CZ IR^, su preyecciôn sobre las n-1 primeras
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coordenadas se reduce al origen (pues en otro case, a* estarîa cen
trade en esa preyecciôn), este es, c* tendra que ser
= X , = 0, X > 0 ,  ô X, X , * 0 , X < 0 .  Veames que es-
n — i n 1 n— i n
te tampece es pesible. Para s > 0 grande se tendra x^ - > 0,
2 s
y temande h = x^ - x^ résulta
(a) h(0,x^) = -x^® que es <0 sebre c*
(b) h(x^,f) = x^ - f^® > 0, luege f 6 a,
le que prueba nuestra afirmaciôn.
C e r e l a r i e . - Sea et espaoio de ârdenes de IR^ _, n ^ 2,
y fi* el suhespacio formado por los ârdenes centrales, En~-
Ko
tances card(fixfi*) >2
Es censecuencia de tede le anterior, pues la construction 
expuesta depende esencialmente de f. Para cemprebarle, si 
g € IR[[X j^ ]] '^1R{Xj^ }, g > f, basta temar un pelinemie h 6 R[ x^ ]
cen f < h < g, y ententes ^ 2  - h(x^) es positive via f, pere
negative via g.
(11.8) El isemerfisme c^^ -  Existe una relation natural entre la 
tepelegia del espacie de ordenes y la del prepie germen censiderade. 
Les ordenes centrales son necesaries para describir esta relation fa^  
cilmente, pues prepercienan una ferma efactiva de définir ordenes, 
frente al caracter puramente existential de nuestre primer resultade 
(2.1) .
Netaremes CA y CR, r e s p e ctivamente, a la celecciôn de
—  1 6 2  —
los subconjuntos cerrados y abiertos de fi, y a la coleccion de los 
germenes semianaliticos regularmente cerrados de X*. Con las opera 
clones de union e intersection, y la relation de contenido, CA y 
CR son dos reticulos ordenados, y queremos définir un isomorfismo 
Ü) = c^ : CA CR. Para ello se précisa el siguiente
Lema . - SÏ f^,...,f^ 6 0[X^], ponemos C ( f , . . . , f =
» {f 1 > 0, . . . ,f^ > 0} n  X*. Si g. . 6 0[X^] ^  {0} , 1 ^i $p,X - r o ij o ^
1 3 j 3 q, el contenido H ( f ,,..., f )  C  (J H( g..,... ,g. )
i=l p
es equivalents al contenido C ( f ,,..., f ) CZ (J C(g..,...,g. ).
D e m o s t r a c i o n .- En primer lugar, H(f^,...,f ) d
P ^
C  U  H ( g . , , . . . , g . )  es equivalents a: 
i=l ^
P
(*) 0 = H(f,,...,f ) \  Q  H(g.,,...,g ) =
p q
* n u H ( f 2 ,...,f ,-g..).
i=l j=l J
p
Por otra parte, el contenido C(f^,...,f^)cZ |J C(g^^,...,g^g)
équivale a:
{fj > > 0} n X* c  Ù  { @ 1 1  > 0  ,gig > 0}fl X*
(pues el segundo conjunto es cerrado) y este a la igualdad
P
(**) 0 = {fj > 0 ..........> 0} n  X* V. (J { @ 1 1  ÿ 0,...,g. > 0} .
i=l
En efecto, una implication es évidente, pues {g^^ > 0,...,g^^ >0}Z) 
^  {g^^ > 0,...,g^q > 0} n  X*, 1 ^ i ^ p. Recipro c a m e n t e , supong^
se que
0 f = {fi > o , . . . , f p  > 0} n  X * \
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'' U  ( S i i  > o.....g. > 0} n  X * .
y s in embargo, se tiene (**). Entonces:
P P
CZ u  ^ 0, . . . ^ O}'^ ^ ^ 0 }CZ
i=l i = 1
C  {ngj_j = 0 }
Pero W es un abierto no vacio de X*, luego ICg.. se anula so
o o ij —
bre X ^ , y alguno de los g^^ se anularâ, contra la hipôtesis.
Ahora, de modo puramente conjuntista, (**) se transforma en
P q
(**)’ 0 = n  U  {fi > 0,...,f^ > 0,- g.. > 0},
i=l j«l
y se trata pues de probar que (*) y (**)* son équivalentes (nôtese 
que esto es una generalization de (1.2)).
Si no se cumple (*), el conjunto 
P q
U = Q  (J H(f,,...,f , - g.-) es abierto en fi, y por (11.5)
i=l j=l ^ ^
existe un orden a 6 U centrado en una semirrama c*CZ X ^o o
P q
^{Hf «g. • ** 0}. Afirmamos que c CZ Z * p) |J {f, > 0,...,f > 0, >
o o j=l ^
- g j  > 0}. Asi es. Para cada i=l,...,p, el orden a esta en 
cierto H(f^,...,f^, - g^j), y por estar el orden en cuestiôn cen­
trado en c*, debe ser: c* CZ { f > 0,...,f^ > 0,-g^j ^ 0}. Como
lîfgg^j no se anula sobre c * , concluimos
c* CZ {fj^  > 0,...,f^ > 0,-g^j < 0}. Esto prueba que Z^ f 0, y no
se cumple (**)*.
Si por el contrario no se verifies (**)', esto es, Z^ 0, 
basta tomar un orden a centrado en una semirrama c* (Z Z^, y 
a € U. Esto concluye la prueba.
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Mediante el lema anterior definimos CA ^  CR como signe. Si
K es un cerrado de fi, es compacte, y si ademâs es abierto, K s^
ra union de una cantidad finita de abiertôsde la base de Harrison: 
r
K * U  H(f.,,...,f. ), f.. 6 0[X ] ^ {0}. Entonces
i=l o
K ^ U  C(f^^,...,f^g).
1=1
Claramente es regularmente cerrado pues su interior contiene al
r
germen abierto |J {f.. > 0, . . . , f . > 0} f] X * , que es denso en C„.# 4 1 i 1S O1=1
A la inversa, si es un germen semianalîtico regularmente cerra­
do de X* se escribe en la forma
o^ “ U {fil > o , . . . , f > 0} n X*,
i= 1
s
luego = Cj,, con K = (J H (f , . . . , f .
i=l
Lo que el lema anterior prueba es que la construction de 
no depende de la election de los f^j. Tambiên prueba que el
contenido K K* équivale al de sus imâgenes: C^ C  En fin.
es évidente que w conserva las uniones y las intersecti o n e s , lue­
go CA ï  CR es ciertamente un isomorfismo.
Nuestro siguiente objetivo es describir mediante ordenes la 
imagen por un morfismo finito del lugar de dimension maxima, lo 
que précisera notablemente nuestro anterior resultado, (9.4). Recor^ 
demos a este fin el siguiente
Teorema [23; §4] .- Sea j : K L una extensiôn atgehrai 
oa finita de ouerpos reales y j* : Z ^ fi la oorrespondien 
te aplioaciôn del espaoio de ârdenes del segundo en el del
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primera (j*(a) = a|K, a 6 Z). Entonces j* es ahierta^ 
propia y tiene fibras finitas.
En nuestro contexto tenemos:
(11.9) P r o p o s i t i o n .- Sea tt : -► un morfismo finito de gêrme_
nés analiticos irreducibles de la misma dimensiôn, tt indu 
ce una aplicaciôn ahierta^ propia y con fibras finitas del 
espaaio de ârdenes de Z, en el de X^^ que nota
remos : Z -► fi. Ademâs, si notamos a = y w = c^,
se verifica:
7ra(K) = wn*(K) ,
para cada subconjunto abierto y cerrado K de Z. En par- 
ticular, w* es suprayectiva si y sâlo si n(Y*) = X*.
D e m o s t r a c i ô n .- Si n : Y. ^ X es finito, el homomorfismo-----------------------  o o
^ * : C[X^] “► (?[Y^] induce una extension algebraica finita
0(Xg) O(Y^) y esta la aplicaciôn : Z -► fi, que es abierta,
propia y tiene fibras finitas, en virtud del teorema antes citado.
Sea ahora K un subconjunto abierto y cerrado de Z. Como cualquier 
aplicaciôn conserva las uniones, para computar la fôrmula del enun- 
ciado es suficiente considerar el caso:
P
iWi
K - H ( g j  gp). g^ 6 0[Yp]; ir*(K) - u
f y  G 0 X, .
Elegimos ahora un représentante tt : Y -► X del morfismo 
dado, de modo que g^,...,g^ definan funciones analiticas en Y,
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as! como los en X, y 7ra(K) sea semianalît ico en X, (0.12)
Se trata de probar que:
Zg “ n({gi > 0,...,gp > 0} f) Y*)
- U (fil > . > 0} n x; - E,
i=l
1 . c o n t e n i d o : Como es cerrado, basta ver que contiene
cada germen > 0,...,f^^ > 0} fl X*. Si asî no fuera, elegirîa
mos una semirrama
<=* (fil > ° ......fiq > °> n
y un orden a 6 fi centrado en ella. Entonces a 6 H (f ^  , . . . , f ^ ^ ) C
CZ n*(K), y existe un orden 3 6 K * H(g^,...,g^) que extiende a. 
Pero por otra parte, mediante el lema de separation (7.2), encontra. 
mos un elemento h G 0 [X^ ] tal que
c* c  {h > 0} n x * c  x*v z^.
y asî h G a CZ $. Sin embargo, h como elemento de 0[Y^] es ^0
sobre el germen ■ {gj^  > 0,...,g^ > 0} fl Y * , esto es:
{h > 0, g^ > 0,...,g^ > 0 } n  Y* = 0, luego por (2.1) no puede exi^ 
tir ningun orden en Z para el que b,gj^,...,g^ sean simultânea- 
mente positives. Esto es una contradiction, y queda probado el pr^ 
mer contenido.
2° c o n t e n i d o : Veamos que se verifica:
W q * n({gi > 0,...,gp > 0} n  Y * ) ^ c  
P
C: U  {fil ^ o,...,f^ > 0} *
i= 1
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En efecto, si no, {gj^  > 0,...,g^ > 0} fl Y* TT ^(F^), y existe 
una semirrama
. ' . . o  _-lco C  {g^ > 0,...,g^ > 0} n Y*n.tt” ^(F^);
como TT tiene fibras finitas, w(c*)CZ X* ^ F es tambiên una semio o o —
rrama de curva irreducible. Sea ahora 3 6 Z un orden centrado en 
c*, a = Tr^3 su restriction, que estarâ centrada en 7r(c*). Asî, 
como
ir(c*)C X* ^ . n .U (fij < 0> n X*.
1=1 ]=1
para cada i=l,...,r existe j=l,...,s tal que -f^j 6 a, lo que
significa que a no esta en (J H(f..,...,f. ) = %*(K), luego
i-1
3 0 K. Sin embargo, 3 esta centrado en c* d  {g > 0,...,g^ > O},
por lo que g^,...,g^ 6 a. Este absurdo muestra que, efett i v a m e n t e ,
W d  F . o o
drâ :
Supongamos ahora que no esté contenido en Eo* Se teii
0 0 E ^ C  F^-. E ^ C  - 0}
Por el principio de identidad, dim {Ilf^j = 0} < dim X^ * d.
y por ser TT finito, dim = dim {g^ > 0,...,g^ > 0} D  Y
= dim Y* = d . Como E es cerrado, W E es abierto en W , y o o o o o
tiene la misma dimension, resultando:
d = dim W \ E < dim {II f . . * 0} < d o o ^ 1 ]
Esto significa que necesariamente d  E ^ , y por tanto
= 0 - ü;c= E,.
La afirmaciôn final del enunciado es ahora inmediata, pues
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TT^  es suprayectiva si y solo si fi * im si y solo si (utilizan
do la formula ya establecida):
X* = ü)(fi) = ü)(im TT*) = Tra(Z) * o " o
Terminaremos esta section estudiando una propiedad especial 
del espacio de ordenes fi, y su significado geomêtrico, en rela­
tion con unas observaciones y un ejemplo de Zojasiewicz.
(11.10) La propiedad de la aproximacion fuerte [45; §6, §9].- Se
dite que un cuerpo real K, o que su espacio de ordenes fi, tiene
la propiedad de la aproximacion fuerte si para cada par de elementos 
f ,g € K existe un tercero h € K con H(f,g) = H(h).
Para aplicarlos en nuestro caso, citemos aquî:
Criterio de las valoraciones [45; p. 140].- Si K tiene 
la propiedad de la aproximaoiân fuerte, entonces para cada
valoraciôn discreta v : {0} Z, cuyo cuerpo residual
sea real, dicho cuerpo residual tiene un ûnico orden.
Criterio topologico [45; p. 140].- Si la sub~base de Harri­
son es de hecho una base, fi tiene la propiedad de la apro_
ximaciôn fuerte.
(11.11) P r o p o s i t i o n .- El espacio de ârdenes de un germen analitico 
irreducible de dimensiân ^2 no tiene la propiedad de la 
aproximaciân fuerte.
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D e m o s t r a c i o n .- Sean X el germen en cuestiôn y fi su espa 
, — —  - —  o  ^ —
cio de ôrdenes. Sustituyendo X^ por su normalizado, que es birra- 
cional, podemos suponer simplemente que 0[X^] es normal. Elegimos 
entonces un ideal primo real pCZ 0[X^] de altura 1, (10.2), y 
V * 0[Xg]p es un anillo local regular de dimensiôn 1, luego un an^ 
llo de valoraciôn discreta, cuyo cuerpo residual se calcula facil- 
mente:
■ V/P-V - 0[Xo]p/P-0(Xo]p - (Ot%o]/P)(o) ■ 0(?o)
siendo = l/(p). Pero Y^ es un germen irreducible de dimensiôn
dim X^-1 ^ 1, luego su cuerpo de funciones O(Y^) es real y tiene 
mas de un orden (si es una curva, dos; en otro caso, infinitos). E^ 
to significa, por el criterio de las valoraciones enunciado en
(11.10), que O(X^) no tiene la propiedad de la aproximaciôn fuer­
te.
(11.12) Ejemplo y o b s e r v â t i ô n .- Para senalar el interês geomêtrico 
de (11.11), citemos t e x tualmente, [37; p. 66l:
’Observons q u ’il n ’est pas toujours posible de donner loca­
lement un ensemble semi-analytique par un système d ’inégalités si­
multanées larges ou strictes (par conséquent, il en est de même 
quant a un système d ’inégalités en alt e r n a t i v e ) ’.
Y iojasiewicz propone el siguiente conjunto:
E = {x < 0} U  {y < 0 } C
La cuestiôn que al respecte queremos destacar es que la 
existencia de un ejemplo de esta indole es una consecuencia formai
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de (11.11) :
'Si es un germen analitico irreducible de dimensiôn ^2,
existen funciones f,g 6 0[X^] taies que el germen semianalîtico 
{f ^ 0} y  {g < 0} no se puede describir mediante una colecciôn de 
desigualdades (estrictas o no) simul t â n e a s '.
En efecto, supôngase lo contrario y sean f ,g 6 0[X^]. En­
tonces, para ciertos h^,...,h^
{f < 0 } y { g  S 0} = {h^ < 0,...,hg < 0,hg^^ ^ 0,...,h^ ^ 0},
y se deduce:
{f > 0, g > 0} 3  {h^ > 0} U  ... U  {hj. > 0},
{f > 0, g > 0,-h^ > 0,...,-h^ > 0} » 0
Por el isomorfismo w = c^, obtenemos:
H ( f , g ) 3  H(hj) U  ... U  H(h^), H(f,g,-h^,...,-h^) = 0,
luego en suma: H(f,g) = H(h^) U  ...y H ( h ^ ) . De esto résulta, por
inducciôn, que la sub-base de Harrison es de hecho una base, y por 
el criterio topolôgico enunciado en (11.10), O(X^) deberîa tener
la propiedad de la aproximaciôn fuerte. Esta contradictiôn con
(11.11) muestra que existe el ejemplo que prê t e n d î a m o s .
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