We report an efficient analytical implementation of first-order nonadiabatic derivative couplings between arbitrary Born-Oppenheimer states in the hybrid time-dependent density functional theory (TDDFT) framework using atom-centered basis functions. Our scheme is based on quadratic response theory and includes orbital relaxation terms neglected in previous approaches. Simultaneous computation of multiple derivative couplings and energy gradients enables efficient multistate nonadiabatic molecular dynamics simulations in conjunction with Tully's fewest switches surface hopping (SH) method.
Introduction
Nonadiabatic molecular dynamics 1 (NAMD) using a combination of time-dependent density functional theory [2] [3] [4] [5] [6] [7] (TDDFT) and surface hopping 8 (SH) has emerged as a versatile tool for studying and analyzing complex photochemical transformations. [9] [10] [11] TDDFT-SH has proven capable of predicting the kinetics of pericyclic ringopening and -closing reactions, [12] [13] [14] [15] [16] [17] [18] [19] [20] the reactivity of photoexcited metal oxides 21 such as perovskites 22 and titania, [23] [24] [25] and the branching ratios, kinetic energy distributions, and mass distributions of photodissociation reactions. 26, 27 However, the majority of photochemical TDDFT-SH applications to date have included only the ground state and the first excited state. Simulations including several excited states and all nonadiabatic couplings between them have been reported, but rely on approximations with questionable validity such as the neglect of orbital relaxation 17, 19, [28] [29] [30] [31] [32] or single Slater determinant models for the excited state. A rigorous theoretical approach to general couplings between excited states in the TDDFT framework has only recently been devised, [33] [34] [35] but little is known about its performance in photochemical applications.
Here we report an efficient analytical implementation of state-to-state nonadiabatic couplings and multistate TDDFT-SH dynamics, which builds on these theoretical results and the implementation of the TDDFT quadratic response properties reported by our group previously. 36 All required gradients and couplings can be computed simultaneously; as a result, the computational cost for a multistate NAMD time-step is proportional to that of a ground-state Born-Oppenheimer dynamics step, with a proportionality constant growing sublinearly with the number of electronic states.
We assess the performance of multistate TDDFT by investigating excited state decay of UV-photoexcited thymine. The experimental lifetime of UV-photexcited thymine, 5-7 ps, is significantly longer than that of other photoexcited nucleobases, 37 and its decay has been extensively studied experimentally [37] [38] [39] [40] [41] [42] [43] [44] and computationally. 43, [45] [46] [47] [48] [49] [50] [51] [52] [53] Nevertheless, the deactivation mechanism of UV-photoexcited thymine remains controversial. 37, 45, 53 In particular, prior NAMD-SH simulations using multiconfiguration selfconsistent field (MCSCF) and the second-order algebraic diagrammatic construction [ADC (2) ] methods lead to excited-state lifetimes hard to reconcile with each other and with ultrafast pump-probe experiments. 37, 43, 50, 52 We summarize the working equations and details of our implementation in Sections 2 and 3, followed by the results for thymine excited-state deactivation in Section 4 and conclusions in Section 5.
Nuclear dynamics: fewest switches surface hopping
Mixed quantum-classical methods treat nuclei classically and expand an auxiliary electronic wavefunction in a few-state (often adiabatic) electronic basis parametrically dependent on the nuclear coordinates. 8 In our implementation, the auxiliary electronic density matrix
is the basic dynamic variable, where R(t) denotes the nuclear coordinates, s aux nm (t) are expansion coefficients at time t, and f n are electronic basis states. 8, 54, 55 The auxiliary electronic density matrix evolves as _ s aux ðtÞ ¼ Ài H; s aux ðtÞ ½ ;
where % H = H À iW is the effective Hamiltonian, H nm = hf n ;R(t)|Ĥ |f m ;R(t)i is a matrix element of the electronic Hamiltonian,
RðtÞ @ @t f m ; RðtÞ
is a nonadiabatic coupling matrix element and
is the first-order derivative coupling between electronic states n and m. 8 Within surface hopping, the electronic properties for a given trajectory at any give time are determined by a single Born-Oppenheimer electronic state, here referred to as the active state or active surface. 54 This picture implicitly defines an active electronic density matrix,
where k labels the active electronic state. Transitions between electronic states are mimicked through stochastic hops of the active state. FSSH is a specific realization of the surface hopping framework in which the probability of hopping from active state k to electronic state n in the time interval t to t 0 , is chosen to reproduce the swarm average population of state k-that is, so N k (t)/N traj E s kk (t) where N k (t) is the number of trajectories on active surface k and N traj is the total number of trajectories. 8 In practice, surface hops are decided by computing hopping probabilities according to eqn (6) and generating a uniform random number Z A [0,1]. When Z o g k-n , a surface hop to state n is initiated and the momentum along the derivative coupling vector is rescaled to conserve energy. 8 In case of insufficient kinetic energy, i.e. a frustrated hop, the hop is rejected and no momentum readjustment is performed.
Electronic dynamics: TDDFT
The NAMD frameworks described above require as input the adiabatic energies of electronic states (E n ), nuclear forces (rE n ), and derivative couplings (t (x) nm hf n |r x f m i). All of these quantities are computed using (TD)DFT: ground state properties are determined from ground state DFT, excitation energies and derivative couplings between the ground state and an excited electronic state (ground-to-excited-state) are determined from linear response, and excited-state forces and derivative couplings between two excited electronic states (state-to-state) are determined from the quadratic response function.
Linear response
In the TDDFT linear response framework, [2] [3] [4] 56, 57 excitation energies are obtained by solving the eigenvalue problem
where
is the linear response operator;
denote the electronic and magnetic orbital rotation Hessians, respectively;
is the pseudometric, and O n and |X n ,Y n i are the eigenvalue (excitation energy) and associated eigenvector of excited state n, respectively. 4, 56 Here, indices i, j,. . . denote occupied, a, b,. . . virtual, and p, q,. . . general Kohn-Sham molecular orbitals. Moreover, e pq is an element of the Kohn-Sham matrix which is assumed to be block-diagonal (i.e., the occupied-virtual blocks vanish), f xc pq,rs is an element of the exchange-correlation kernel, (pq|rs) is an element of the Coulomb operator in Mulliken notation, and c x is a scalar that interpolates between pure semilocal density functionals (c x = 0) and Hartree-Fock theory (c x = 1, f xc = 0). The vast majority of applications use the adiabatic approximation, 58 which replaces the frequencydependent exchange-correlation kernel with its static limit. The excitation vector for state n encodes the Kohn-Sham ground-to-excited state transition density matrix
in terms of the Kohn-Sham orbitals j p . 57 Eigenvectors of eqn (7) satisfy the orthonormalization condition
Ground-to-excited-state derivative couplings
First-order derivative couplings between the ground and an excited electronic state within the adiabatic approximation to TDDFT are obtained from a pole analysis of the frequencydependent linear response of the time-dependent Kohn-Sham wavefunction, 33, 59 and are computed together with excited-state gradients as
here, the superscript (x) indicates partial differentiation, x represents the nuclear coordinate of interest, the superscript M AO CMC † indicates the quantity is expressed in the AO basis for molecular orbital coefficient matrix C, h is the one-electron core Hamiltonian, v xc is the exchange-correlation potential, S is the overlap matrix, D 0n is a generalized one-electron transition density, W 0n is a generalized energy-weighted transition density, G 0n is the pair transition density, and V is the two-electron Coulomb operator defined with V mnlk = (mn|lk); greek indices denote AOs. At variance with ref. 59 , we include in eqn (13) only translationally invariant terms, which is approximately equivalent to employing electron-translation factors. 60,61
State-to-state derivative couplings
In analogy to the ground-to-excited state derivative couplings, state-to-state derivative couplings are defined through a pole analysis of the quadratic response function. The generator for the derivative coupling between excited states n and m is 33
where O mn (R) hw m |w n (R)i is a one-sided atomic orbital overlap integral, |w m i is an atom-centered Gaussian basis function, the superscript (0) indicates that the quantity is fixed at the zerothorder solution, O nm O n À O m , c nm is the 1-particle transition density matrix (1TDM) of the KS system, and dependence on the nuclear coordinates, R, is now denoted explicitly. Quadratic response theory dictates that the 1TDM in eqn (14) is obtained from
where the off-diagonal blocks require the solution of a dynamic-polarizability-like equation,
Explicit expressions for the right-hand-side (RHS) are provided in ref. 36 and supplied in the Appendix for completeness. However, within the adiabatic approximation to the exchangecorrelation kernel, the linear response operator in eqn (16) becomes singular when O nm approaches any other excitation energy and thus the transition density diverges unphysically. [33] [34] [35] [36] 62 Thus, we exclusively use derivative couplings from the pseudowavefunction approximation which is equivalent to ignoring the off-diagonal blocks of the 1TDM in eqn (14),
where c nm,QR oo and g nm,QR vv are the occupied-occupied and virtualvirtual blocks of c nm,QR , and T nm is referred to as the unrelaxed 1TDM.
Regardless of the choice of 1TDM in eqn (14) , an expression for the state-to-state derivative couplings including all Pulay terms is obtained by stationarizing the Lagrangian
where e is a Lagrange multiplier assumed to be block-diagonal, F is the (density-matrix dependent) Fock matrix in atomic orbital (AO) representation, D nm and % W nm are Lagrange multipliers that require the molecular orbitals to satisfy the KS equation and enforce orthonormality, respectively, and hÁi indicates a trace. D nm and % W nm are determined by enforcing stationarity with respect to the remaining parameters,
and
Real orbitals are assumed only after taking derivatives such that fully general expressions are obtained. An outline of the derivation is provided in the Appendix. At the stationary point, the total derivative of G nm is obtained straightforwardly through a partial derivative of the Lagrangian,
where G nm is the pair transition density and all other quantities are defined as in eqn (13) . Eqn (22) follows from eqn (21) by introducing S (Àx)
) such that the Hermitian part of g nm can be combined with % W nm ,
The contractions involving S (Àx) with the anti-Hermitian part of c nm can be neglected on physical grounds. 60 
State-to-state derivative coupling implementation
Eqn (22) was implemented into the program egrad, 63 building on the existing implementation of excited-state gradients and ground-to-excited-state derivative couplings. The rate-determining steps are the computation of a user-specified set of excitations, eqn (7) , the construction of the relaxed densities, eqn (16) , and the final contraction of the effective densities with operator partial derivatives, eqn (22) . First, a user-specified set of excited states are computed, then couplings are computed between all excitations in a user-specified subset of the original excitations. For each pair of excited states, one coupled-perturbed Kohn-Sham (CPKS) calculation is required (for derivative couplings within full quadratic response theory, this becomes a dynamic polarizability calculation). The right-hand-sides for all pairs of excited states in eqn (16) are computed simultaneously, together with the righthand-sides for excited-state gradients, 63 using identical methodology as excited-state absorption calculations. 36 Thus the state-tostate derivative coupling implementation achieves the same high resource-efficiency as shown for other quadratic response properties, 36 up to the final contraction with operator derivatives. The required CPKS calculations were performed iteratively and simultaneously as described in ref. 36 and 64 with an integral driven [65] [66] [67] [68] [69] nonorthonormal Krylov space block Davidson algorithm. 70 Finally, for each operator type (e.g., h), contractions between its partial derivatives (h (x) ) and all effective densities-including effective densities needed to compute ground-and excited-state gradients-were performed together such that the partial derivatives only need to be computed once. Our implementation permits the computation of derivative couplings between excited-states computed with spin-restricted Kohn-Sham (RKS) or spin-unrestricted KS (UKS) orbitals, with or without the resolution-of-the-identity approximation for the Coulomb integrals, 71 with and without applying the Tamm-Dancoff approximation, 72 and for non-hybrid and hybrid semilocal density functionals, or time-dependent Hartree-Fock. Transition densities and RHSs between excited states were verified by reconstructing the dynamic hyperpolarizability from the exact TDDFT sum-over-states expressions. The final derivative couplings were verified against finite difference results. 33 4 Excited-state deactivation of thymine
Prior results
Experimentally, three decay channels of UV-photoexcited thymine have been distinguished on the basis of gas phase femtosecond pump-probe transient ionization spectroscopy, 37, 38, [40] [41] [42] [43] femtosecond time-resolved photoelectron spectroscopy (TRPES), 39 and ultrafast X-ray Auger, 44 see Table 1 : (i) a prompt signal with a time constant near 100-200 fs (ii) a fast signal with time constant of 5.1-7 ps and (iii) a slow decay conventionally attributed to intersystem crossing that is longer than 100 ps. Although mechanistic details could be inferred for aqueous thymine photodynamics using UV resonance Raman spectroscopy, 73, 74 the decay mechanism of UV-photoexcited thymine in the gas phase is experimentally difficult to probe.
The photodynamics of nucleic acids and nucleobases have been studied extensively computationally 53 using a range of different approaches, including characterization of the minimum energy pathways through conical intersections 42, 46, 47, 75, 76 and direct dynamics simulations. 43, [48] [49] [50] [51] [52] Here, we focus on on-the-fly dynamical simulations of photoexcited thymine and refer the interested reader to a several extensive reviews for additional details. 45, 53 Previously reported on-the-fly simulations of thymine photodynamics can be broadly categorized according to the electronic structure methods used to power the dynamics, see Table 2 . To date, the most advanced on-the-fly NAMD simulations have used semiempirical models, 77 MCSCF, 43, [49] [50] [51] and ADC(2) theory, with partially conflicting conclusions.
In particular, there appears to be no general consensus on the deactivation mechanism for photoexcited thymine with an excitation wavelength of 266 nm, near absorption onset. Semiempirical models such as multireference configuration interaction with the OM2 Hamiltonian 77 (OM2/MRCI)-which are parametrized to reproduce energies near ground state geometries and can thus become unreliable far from the Franck-Condon region such as near conical intersections-predict an overall excited-state lifetime of 437 fs, about one order of magnitude faster than that observed experimentally. 48 Furthermore, the predicted S 2 lifetime of 17 fs and S 1 lifetime of 420 fs lead to the interpretation that the ultrashort signal corresponds to internal conversion S 2 -S 1 , the prompt signal corresponds to internal conversion to the ground state (S 1 -S 0 ) and the fast component corresponds to thermalization on the ground state. 48 MCSCF, especially the state-averaged complete active space self-consistent field (SA-CASSCF) variant, is commonly used for NAMD simulations because, as a multireference method, it correctly recovers the topology of potential energy surface crossings. 78 However, CASSCF lacks dynamical correlation and can therefore overestimate the absorption onset and the S 2 -S 1 energy gap by up to 1.5 eV in thymine relative to more accurate methods. 51 Thymine's photochemistry has been simulated using CASSCF by several different groups 43,49-51 with a qualitatively consistent picture emerging in which photoexcited thymine relaxes from the Franck-Condon (FC) geometry to a minimum on the S 2 potential energy surface with a time constant of 100-200 fs thus giving rise to the prompt signal. The S 2 state then decays to the S 1 state with an estimated time constant of 2.6-5 ps and S 1 also exhibits a lifetime of several ps although precise estimates have not been provided. From this, the fast signal is assigned to the compound S 2,min -S 1 -S 0 deactivation. The relatively long S 2 lifetime has been attributed to a small but significant energetic barrier of E0.25 eV (5.7 kcal mol À1 ) between the S 2 minimum and the S 2 /S 1 conical intersection. 75 However, this trapping on the S 2 state surface was called into question based on ultrafast X-ray Auger experiments that observe a distinct electronic relaxation within 200 fs. 44 Furthermore, the barrier all but disappears with the inclusion of dynamic correlation. For example, the barrier falls to 0.05 meV (1 kcal mol À1 ) using multistate complete active-space secondorder perturbation theory (MS-CASPT2). 75 To test the effect of dynamic correlation on the ensuing dynamics, Stojanović et al. 52 used the ADC(2) method. ADC (2) is complementary to CASSCF in that dynamic correlation is explicitly included to second-order, but being a single-reference method, ADC(2) is sensitive to strong static correlation due to near-degeneracy of the ground state. In particular, although stateto-state conical intersections are correctly reproduced, groundto-excited-state intersections have the wrong dimensionality. 79 However, this may not be a cause for concern; preliminary investigations have shown that mixed quantum-classical trajectories are relatively insensitive to the dimensionality of the surface crossing, producing qualitatively similar results for different excited-state surface topologies. 80 As opposed to the several picosecond S 2 lifetime found with CASSCF dynamics, ADC(2) based dynamics indicate that following relaxation to the S 2 minimum in 100 fs, the majority of trajectories (84%) decay to S 1 within 250 fs. Out of these trajectories, 83% (70% of total trajectories) decay to the ground state within 400 fs. This lead to the conclusion that the prompt signal corresponds to decay to S 2 with the fast signal corresponding to S 1 -S 0 deactivation, but the computed rate for the latter reaction is approximately one order of magnitude too fast.
Computational details
Initial conditions were drawn randomly from a 9.5 ps ground state ab initio molecular dynamics (AIMD) simulation at 500 K after a 0.5 ps equilibration period. The molecular dynamics were propagated with the leapfrog Verlet algorithm with an 80 a.u. (E1.935 fs) time step. The TPSS density functional 81 with D3 dispersion corrections 82 and Becke-Johnson (BJ) damping parameters 83 and the def2-SVP basis set 84 was used to compute the ground state energy at each time step. For these AIMD simulations, the resolution-of-the-identity (RI) was used to approximate the two-electron Coulomb integrals, 71 m3 grids with quadrature weight derivatives were used for functional integrations, and self-consistent field (SCF) convergence thresholds were set to 10 À7 E h (scfconv 7).
NAMD simulations were initiated on the bright S 2 surface with initial electronic density matrix s nm = d n,2 d m,2 and used the PBE0 density functional 85 with D3-BJ dispersion corrections 82, 83 and either split valence (def2-SVP) 84 or property-optimized (def2-SVPD) 86 basis sets. Excited states were computed within the Tamm-Dancoff approximation (TDA). 72 Molecular dynamics were propagated with the leapfrog Verlet algorithm and a time step of 40 a.u. (0.9676 fs). For the NAMD simulations, size 4 grids with quadrature weight derivatives were used for functional integrations, SCF convergence thresholds were set to 10 À9 E h (scfconv 9), and excited states were converged to a residual norm of less than 10 À7 (rpaconv 7). As for ADC(2), conical intersections between the ground state and an excited state have incorrect dimensionality with TDDFT. 78 To avoid potential associated instabilities, trajectories are forced to hop to the ground state if the first excitation energy, O 1 , falls below 0.5 eV.
In total, we simulated 200 independent trajectories for a combined 650 ps of simulation time. All uncertainties indicated here correspond to 95% confidence intervals (CI) estimated from bootstrap sampling with 10 000 samples. 87 Bootstrap sampling is a powerful resampling technique to estimate uncertainties in properties computed from a set of measurements of a stochastic process, i.e., without assuming an analytical distribution. Bootstrap sampling is therefore well-suited to estimating errors from NAMD trajectories where no information about the underlying statistical process is available. 88 To obtain the bootstrap confidence interval of, for example, the mean value of a given set of N measure measurements of a stochastic process, N bootstrap replica samples are generated, the mean is computed for each replica sample, and confidence intervals are chosen to compactly contain the specified proportion of all replica means. Replica samples are generated by randomly selecting N measure measurements with replacement (meaning duplicates are likely) out of the original N measure measurements.
Thymine excited states
The lowest-lying excited state (S 1 ) of thymine is a dark n-p* transition dominated by a single occupied-to-virtual transition, see Fig. 1 , in which the dominant natural transition orbitals (NTOs) (singular value 0.997 with PBE0/def2-SVP) correspond to a HOMOÀ1 (highest occupied molecular orbital) to LUMO (lowest unoccupied molecular orbital) transition. The second excited-state (S 2 ), on the other hand, is a bright p-p* transition mostly characterized by a single HOMO-to-LUMO orbital transition (singular value 0.91). Using PBE0, we found little to no dependence of the S 1 vertical excitation energy on the basis set-4.85 eV with def2-SVP compared to 4.83 eV with def2-SVPD-and a small but notable dependence of the S 2 vertical excitation energy on the basis set-5.44 eV with def2-SVP compared to 5.24 eV with def2-SVPD. No further significant change was observed when moving to even larger basis sets: with def2-TZVPPD, the vertical excitation energies are 4.82 eV and 5.21 eV, respectively. For all of the basis sets considered here, the excitation energies computed using PBE0 at the ground state geometry agree well with excitation energies measured experimentally and computed by other methods, see Table 3 .
Dynamics
All simulated trajectories exhibit similar qualitative behavior exemplified by the sample trajectory shown in Fig. 2 : after being initiated on the S 2 state, thymine rapidly undergoes internal conversion to the S 1 state (in all cases occurring in less than 250 fs) followed by a slower decay to S 0 on the order of several ps.
Since the detailed nonadiabatic dynamics are expected to be highly sensitive to the energy difference between different excited states-which is itself sensitive to the basis set-we first assessed the difference between observed dynamics using both def2-SVP and def2-SVPD basis sets. 100 trajectories were simulated for each basis set using FSSH and trajectories were propagated for 5 ps using def2-SVP and 1.5 ps using def2-SVPD. Fig. 3 compares the evolution of the excited state populations along these trajectories. Excited state populations in Fig. 3 were computed as p k (t) = N k (t)/N traj where N k (t) is the number of trajectories with state k as active state at time t.
The S 2 decay with def2-SVPD was found to be significantly faster than with def2-SVP: with def2-SVP, the half-life of the S 2 Fig. 1 Dominant natural transition orbitals (NTOs) for the S 1 (n-p*) and S 2 (p-p*) electronic states. The corresponding singular value is shown under the arrow. For each NTO, isovalues are shown below the corresponding orbital and chosen to contain approximately 25% (inner) and 50% (outer) of the total orbital density. All excitations at the Franck-Condon geometry. state is 106 fs (CI: 102-112 fs) whereas the half-life with def2-SVPD was 76 fs (CI: 57-89 fs). The observed increased rate can be attributed to the reduced energy gap at the Franck-Condon geometry between S 1 and S 2 , DE 21 = E S 2 À E S 1 , which is 0.59 eV at def2-SVP and 0.41 eV at def2-SVPD, i.e., the energy gap and the half-life both reduce by E70%. On the other hand, since DE 10 is only slighty affected by the basis set, no significant change in the S 1 lifetime is expected or observed. After 1.5 ps, the proportion of trajectories on the ground state have strongly overlapping confidence interval ranges (6-18% with def2-SVP vs. 3-12% with def2-SVPD). We therefore conclude that after the ultrafast decay to S 1 , def2-SVP and def2-SVPD recover essentially identical dynamics and we thus continue our analysis with only the def2-SVP results. The initial dynamics were quantified in terms of four structural parameters, the C-O bond distance of the carbonyl on which the S 1 hole is located, the C-Me (where Me is methyl), the C-C bond distance for the carbon atoms in the ring connecting the active carbonyl and the CMe, and the ring puckering amplitude, Q, computed using the Cremer-Pople coordinates. 92 Fig. 4 summarizes the dynamics simulated using FSSH and depicts the coordinates involved. Immediately upon photoexcitation, the C-O bond lengthens and the C-C bond shortens, both of which are consistent with observed shifts in the oxygen Auger spectrum 44 and with the interpretation that the particle (virtual) NTO of the S 2 excitation exhibits a bonding-like p overlap on the C-C bond in the ring and an antibonding-like structure on the carbonyl. In addition, the puckering amplitude more than doubles from the equilibrium value of about 0.08 Å to 0.23 Å within 120 fs. However, we find no significant difference in the degree of planarity between the ground state and S 1 , and thus attribute the increased degree of puckering to the increased vibrational energy resulting from the nonradiative decay.
The simulated rates for the two electronic decays (S 2 -S 1 and S 1 -S 0 ) are characterized as single exponential decays from which two lifetimes are defined according to
and p 0 (t 4 0) E 1 À e Àt/t0 ,
where t 2 corresponds to the S 2 -S 1 decay channel and t 0 corresponds to the rise of the ground state or conversely the total excited state lifetime. t 2 is estimated through the S 2 halflife, t S 2 ,1/2 , according to
while t 0 is similarly estimated from the final value in the simulation using
where t f and p 0,f = p 0 (t f ) are the time and population used to estimate the rate.
Using the set of def2-SVP simulations, we find the S 2 lifetime to be t 2 = 153 fs (CI: 147-162 fs) which agrees well with the 100-200 fs lifetimes measured for the prompt signal. Consequently, we assign the prompt signal to the S 2 -S 1 decay. The total excited state lifetime was found to be 13.9 ps (CI: 10.4-21 ps), which agrees well (within a factor of 2) with the 5-7 ps lifetimes measured for the fast component such that we assign the fast signal to correspond to the S 1 -S 0 decay.
Electronic populations and surface hopping
Electronic populations within FSSH and many of its variants are ambiguously defined 93 because the FSSH algorithm refers to two distinct effective electronic wavefunctions: (i) the auxiliary wavefunction, which is propagated using eqn (2) and (ii) the active wavefunction which is determined from the evolution of the auxiliary wavefunction and from which the potential energy and nuclear forces are computed. The preceding analysis follows the original prescription 8 in which only the active wavefunction (i.e. the active surface) is used to determine electronic populations although other prescriptions have been proposed. 94 However, it is important to examine the auxiliary electronic populations because they indirectly dictate the behavior of the active wavefunction and because they are central to the original motivation for hopping probabilities. Electronic populations using the auxiliary wavefunction indicate negligible nonradiative decay from S 1 ; instead, the populations slowly evolve towards a near equal mixture of S 1 and S 2 (see Fig. 5 ). This leads to a starkly different interpretation of the reactivity-that S 1 and S 2 are equally populated on the picosecond timescale-that is not supported by any experimental evidence. This is concerning given that the FSSH hopping probabilty was derived to satisfy the constraint that the swarm-based populations, i.e., populations computed through
where hN k i(t) is the number of trajectories with active surface k at time t and N traj is the total number of trajectories, statistically match the auxiliary populations. 8 It thus appears that physically valid results for thymine are obtained even though a central assumption underlying surface hopping is violated. These results imply that efforts to adjust the surface hopping criterion to better enforce the correspondence between swarm-based populations and the auxiliary electronic density matrix could adversely affect accuracy for the present system. 95 Our observation is consistent with previous work on multistate FSSH 96 and the fact that the total energy of a trajectory and all properties, including electronic populations, are best defined in terms of an energy derivative: 97 s effective nm ðtÞ ¼ @hEiðtÞ @H mn ðtÞ ;
where E(t) is the trajectory energy which is defined as the nuclear kinetic energy plus the electronic energy of the active state.
Conclusions
Building on resource-efficient methodology previously developed for ground states, excited states, and quadratic response properties, the implementation of state-to-state derivative couplings reported here enables multistate nonadiabatic molecular dynamics simulations using hybrid-TDDFT for molecules with up to B100 atoms and B10 ps simulation times on single workstation nodes. For the first three singlet states of thymine, each step of an on-the-fly NAMD simulation including all couplings requires only a factor of 4.3 more CPU time than the corresponding ground-state AIMD simulation. As opposed to finite-difference approaches, the entire nonadiabatic coupling vector is obtained, enabling correct rescaling of velocities. The single Slater-determinant model for excited states corresponds to a zeroth-order noniterative approximation using unit excitation vectors and neglecting the Hartree, exchange, and correlation contributions to the excitation energy. Whether the resulting modest gain in efficiency is worthwhile in view of the loss of accuracy caused by neglect of configuration interaction appears questionable. Our implementation will be publicly released through Turbomole. 98, 99 All NAMD trajectory data are available through a Creative Commons license. 100 Straightforward application of the present hybrid TDDFT-SH methodology to UV-photoexcited thymine semiquantitatively recovers experimental excited-state lifetimes. In particular, the TDDFT-SH lifetimes of 147-162 fs for S 2 and 10.4-20.1 ps for S 1 agree well with the experimentally observed ones of 100-200 fs and 5-7 ps. The rapid S 2 decay is barrierless and proceeds through a conical intersection between S 2 and S 1 close to the Franck-Condon region, whereas the S 1 decay is much slower. Thus, our results strongly support the S 1 trapping hypothesis. 43 For thymine deactivation, TDDFT using standard hybrid functionals yields significantly better agreement with experiment than MCSCF and ADC (2) . While this result could be coincidential, it is consistent with the good performance of hybrid TDDFT for vertical excitation energies of thymine, as well as a mounting body of evidence suggesting that hybrid TDDFT has favorable cost-to-performance characteristics for a wide range of systems. 13, 16, 20, 25, 26, [101] [102] [103] [104] [105] [106] [107] [108] Due to its resource efficiency, TDDFT-SH is particularly suitable for large-scale and exploratory applications. The striking discrepancy between electronic and trajectory-averaged populations for the slow decay of the S 1 state of thymine may warrant further investigation. The current approach circumvents but does not fundamentally eliminate the divergences of inexact response theory in state-tostate properties. 34, 62 
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We parametrize the state-to-state 1TDM in eqn (14) as
where T nm is defined in eqn (17) , and c QR is a constant that allows writing equations simultaneously for derivative couplings from quadratic response (c QR = 1) and pseudowavefunction (c QR = 0) approaches. For convenience, we define the linear transformations 
In addition, we use the following shorthand definitions:
The orbital relaxation (off-diagonal) contributions to g nm require solution of
with the right-hand-sides ðP þ QÞ nm ia ¼ À where (n 2 m) signifies repeating the terms within the same bracket with n and m interchanged. The Lagrange multiplier D nm can be parametrized as
where the diagonal blocks (O nm À1 T nm ) follow from eqn (19) 
while for derivative couplings based on the pseudowavefunction (c QR = 0), |Z nm,PW i = ÀL À1 |P nm ,Q nm i.
The Lagrange multiplier % W nm is next determined from eqn (38) 
where R AEn should be interpreted as an occupied-virtual-only matrix and D (0) pq = d pi d qi is the ground state density matrix.
