Abstract. We prove a unique continuation result for an ill-posed characteristic problem. A model problem of this type occurs in A.D. Ionescu & S. Klainerman article (Theorem 1.1 in [11]) and we extend their model-result using only geometric assumptions. The main tools are Carleman estimates and Hörmander's pseudoconvexity conditions.
1. Introduction 1.1. Background. Cauchy uniqueness for Partial Differential Equations has already a long history and although we do not intend to revisit the many known results on this topic, we would like to begin this paper with recalling a few basic facts; since we intend to investigate "initial" hypersurfaces which could be time-like in Lorentzian geometry, we shall refrain to using a set of coordinates suggesting that we study an evolution equation Let us consider an oriented hypersurface Σ defined as {x ∈ Ω, ψ(x) = 0} where ψ is a function in C 1 (Ω; R) such that dψ = 0 at ψ = 0. We shall say that the operator P has the Cauchy uniqueness across the oriented hypersurface Σ whenever (1.3) (1.2) holds in Ω and u |ψ<0 = 0 =⇒ u = 0 near Σ.
Of course some more precise assumptions should be made on the regularity of u and the a α above, at least for the expression of a α D α x u and (1.2) to make sense; we shall go back to these questions later on. The hypersurface Σ will be said non-characteristic with respect to P if (1.4) p(x, dψ(x)) = 0 for x ∈ Σ, with p(x, ξ) = |α|=m a α (x)ξ α .
The function p, which is a polynomial in the variable ξ, is called the principal symbol of the operator P .
Well-posed problems. The first case of interest (and certainly the first which was investigated) is the strictly hyperbolic case, for which we have x = (t, y) ∈ R × R d , t is the time-variable, y are the space-variables and the well-named initial hypersurface is given by {t = 0} and R τ → p(t, y; τ, η) has m distinct real roots for η ∈ S d−1 .
In that case, the quite standard energy method (see e.g. Chapter 23 in [10] ) will provide nonetheless uniqueness but also Hadamard well-posedness, that is continuous dependence of the solution at time t with respect to the initial data at time 0, expressed by some inequalities of type u(t) E ≤ u(0) F , in some appropriate functional spaces E, F . Lax-Mizohata theorems (see e.g. [13] , [14] ), are proving that well-posedness is implying that the above roots should be real, non necessarily distinct: Well-posedness implies weak hyperbolicity.
Elliptic problems. In 1939, the Swedish mathematician Torsten Carleman raised the following (2D) question in [4] : let us assume that u is a C 2 function such that (1.5) |(∆u)(x| ≤ C |u(x)| + |∇u(x)| , u |x 1 <0 = 0.
Does that imply that u vanishes near {x 1 = 0}? Considering the roots of the polynomial of ξ 1 for ξ = (ξ 2 , . . . , ξ n ) ∈ S n−2 ,
we see that the Cauchy problem for the Laplace operator is ill-posed (i.e. not wellposed), otherwise the Lax-Mizohata results would imply weak hyperbolicity (which does not hold). Carleman's question was moving into uncharted territory and his positive answer was indeed seminal by introducing a completely new method, strikingly different from the energy method and based upon some weighted inequalities of type
, with a well-chosen weight φ, close but different from the function ψ defining the hypersurface Σ. Applying Inequality (1.6) to a regularization v of χu, where χ is a cutoff function yields easily that (1.5) entails u = 0.
More generally, it is possible to prove using the same lines that a second-order elliptic operator P with real C 1 coefficients has the Cauchy uniqueness across a C 2 hypersurface in the sense of (1.3) (A. Calderón [3] , Chapter 8 in L. Hörmander's 1963 book [6] ). Much more refined results were obtained much later for the Laplace operator by D. Jerison & C. Kenig in [12] , simplified and extended by C. Sogge in [17] , dealing with L p − L q inequalities of type (1.6) with singular optimal weights, yielding stronger uniqueness properties for second-order elliptic operators with real coefficients.
The analytic dead-end. Going back to Carleman's question displayed in the previous section, we note that Holmgren's theorem (see e.g. Theorem 8.6.5 in [9] ) would give a positive answer for an analytic equation replacing the inequality in (1.5) such as
However, Holmgren's assumptions of analyticity are so strong that they are in fact quite instable: for instance there is no way to tackle the uniqueness problem (1.5), nor even to deal with the equation ∆u + V u = 0 with a C ∞ (and non-analytic) function V . The same remark could be done about Cauchy-Kovalevskaya Theorem. Let us quote L. Gårding in [5] : It was pointed out very emphatically by Hadamard that it is not natural to consider only analytic solutions and source functions even for an operator with analytic coefficients. This reduces the interest of the CauchyKovalevskaya theorem which . . . does not distinguish between classes of differential operators which have, in fact, very different properties such as the Laplace operator and the Wave operator.
Calderón's and Hörmander's theorems. We consider now for simplicity a secondorder differential operator P with real-valued C 1 coefficients in the principal part and bounded measurable coefficients for lower order terms. Also we consider a C 2 hypersurface Σ given by the equation {x ∈ Ω, ψ(x) = 0}, dψ = 0 at Σ which we shall assume to be non-characteristic with respect to P (cf. (1.4) ). Let x 0 be given on Σ and let p be the principal symbol of P .
• In the 1959 article [3] , A. Calderón proved that if the characteristics are simple, then uniqueness holds in the sense of (1.3) in a neighborhood of x 0 ; Calderón's assumptions can be written as
Note that with H p standing for the Hamiltonian vector field 1 of p, Calderón's assumption can be written as
which means that the bicharacteristic curves of p are transversal to the hypersurface Σ.
• The above result was extended in 1963 by L. Hörmander who proved in [6] that uniqueness holds if we assume only
This author gave the name pseudo-convexity to that property which indeed means that bicharacteristic curves tangent to Σ have a second-order contact with Σ and stay "below" Σ, i.e. in the region where ψ ≤ 0.
Of course (1.7) is a stronger assumption than (1.8) since the latter does not require anything at p = 0, H p (ψ) = 0, implying thus that Hörmander's result contains Calderón's. On the other hand it is important to note that although (1.7) is a two-sided result which does not take into account the orientation of Σ, Assumption (1.8) is dealing with an oriented hypersurface which requires that the characteristics 1 The Hamiltonian vector field H p of p is defined by
and we have also
tangent to Σ should have a second-order contact with Σ and stay "below" Σ (in the region where ψ ≤ 0). Hörmander's uniqueness result under the pseudo-convexity assumption (1.8) is using a geometric condition (i.e. independent of the choice of a coordinate system), does not require more than one derivative for the coefficients of the principal part and provides uniqueness for functions u satisfying a differential inequality (1.2): it can be used to answer to the original Carleman's question above and has some interesting stability properties which are not shared by Holmgren's theorem. Although the Cauchy problem for P could be ill-posed (it will be the case for elliptic operators with respect to any hypersurface), this result allows to obtain nevertheless uniqueness when the assumptions are satisfied, say for an elliptic operator with simple characteristics. The method of proof used by Hörmander follows Carleman's idea and he is proving an estimate of type (1.6). Counterexamples. Theorem 8.9.2 in [6] displays a construction due to P. Cohen: there exists a smooth non-vanishing complex vector field in two dimensions,
and a C ∞ function u in R 2 with support equal to {t ≥ 0} such that Cu = 0.
Although the construction of that counterexample is an outstanding achievement, it turns out that the vector field C does not satisfy the Nirenberg-Treves condition (P ) (see e.g. Chapter 26 in [7] ) and thus is not locally solvable. Note that this operator has simple characteristics as a first-order operator but has complex-valued coefficients (see also the study of complex vector fields by F. Treves & M. Strauss [18] and the X. Saint Raymond's article [16] ). There is a version of Hörmander's theorem for operators with complex coefficients, but it requires a specific additional condition, the so-called principal normality (see (28.2.8) in [7] ), which does not hold for C.
On the other hand, S. Alinhac and S. Baouendi constructed in [2] the following counterexample: Let us consider the wave operator in 2-space dimension,
There exists V, u ∈ C ∞ (R 3 ) with
Note that this operator is with constant coefficients, so that the characteristics are straight lines and the tangential ones are included in the boundary y = 0, violating the pseudo-convexity hypothesis. This problem is easily proven to be illposed since it is non hyperbolic with respect to the time-like hypersurface y = 0. The construction of this counterexample is a highly non-trivial task and this result appears as the most significant counterexample to Cauchy uniqueness. We note in particular that this constant coefficient operator (also of real principal type) is locally solvable, which is not the case of C. As a result, the non-uniqueness property (1.9) is somehow more interesting for an operator having plenty of local solutions. The article [1] contains much more information on non-uniqueness results.
A recurrent question about the counterexample (1.9) was for long time if such a phenomenon could hold if V does not depend on the time variable. A negative answer was given by D. Tataru's [19] , L. Hörmander's [8] , L. Robbiano & C. Zuily in [15] who proved uniqueness for + V (t, x, y) with respect to {y = 0} when V is a smooth function depending analytically of the variable t. Several geometric statements are given in that series of articles which go much beyond this example.
Another outstanding and still open question is linked to the Alinhac-Baouendi counterexample: is it possible to construct a counterexample (1.9) when V is smooth and real-valued? The construction of [2] is using a complex-valued potential V and one may conjecture that (1.9) with V real-valued is impossible, but a proof of this uniqueness conjecture would certainly require other tools than Carleman's standard estimates.
The Ionescu-Klainerman model problem.
Their statement. We consider the wave operator in
and let Ω be the open set defined by
Theorem 1.1 (Theorem 1.1 in [11] ). Let u ∈ C 2 (Ω) vanishing on ∂Ω such that the following pointwise inequality holds in Ω,
for some fixed constant C. Then u vanishes on Ω.
This result contains several interesting features: in the first place, the function u is defined only on Ω and the equation holds in Ω, whose boundary is characteristic for . Also u is only assumed to vanish on ∂Ω and no vanishing of any first derivative is required although the operator is second-order.
Comments. Since we intend to provide a more general statement with an invariant hypothesis, we start with a few comments on the above result. First of all, we note that the boundary ∂Ω is the union of two transversal characteristic hypersurfaces Σ + , Σ − with
and Ω = {(t, x), |x| > 1 + t and |x| > 1 − t}. Moreover, since the function u belongs to C 2 (Ω), there exists u ∈ C 2 (R 1+d ) such that u |Ω = u. We can now take advantage of the fact that the boundary of Ω is the union of two characteristic hypersurfaces on which u vanishes to prove that v = u1 Ω does satisfy the differential inequality (1.12) (and is supported in Ω). It is then enough to find a pseudo-convex hypersurface with equation {ψ = 0} whose epigraph {ψ ≥ 0} contains Ω to apply (a slight modification) of Hörmander's uniqueness theorem under a pseudo-convexity assumption to obtain the result. In particular, there is no need for a cutoff function supported inside Ω as in [11] . The details of our arguments are given below, but we hope that these short indications could convince the reader that a geometric statement is at hand.
The characteristic Cauchy problem. In Section 1.1, we gave results concerning the non-characteristic Cauchy problem for second-order operators with real coefficients. The main reason for these restrictions is that the pseudo-convexity hypothesis (1.8) has a very simple geometric formulation in that framework. However, uniqueness results and pseudo-convexity hypotheses can be expressed even for a characteristic hypersurface (and higher order operators). We may nevertheless say that, generically, characteristic problems do not have uniqueness (see e.g. Theorem 5.2.1 in [6] ) and that the pseudo-convexity assumption (see (5.3.11) in [6] ) does not hold in the model case above neither for Σ + nor for Σ − . An interesting phenomenon unraveled by Theorem 1.1 is that, although there is no uniqueness across any of the characteristic hypersurfaces Σ ± , the fact that the solution of the differential inequality is vanishing on the boundary of Ω and that Σ + , Σ − are intersecting transversally is indeed producing a uniqueness result.
1.3. Statement of our result. We consider a second-order differential operator P in an open set U of R n (n ≥ 3) with real principal symbol
where Q(x) is a real symmetric matrix, a C 1 function of x, with signature (n − 1, 1),
i.e. with (n − 1) positive eigenvalues, 1 negative eigenvalue. Note that it is in particular the case of the Wave operator in a Lorentzian manifold (the standard wave equation in
deed a quadratic form with signature (n−1, 1)). We assume also that the coefficients of the lower order terms in P are bounded measurable.
• Let φ + , φ − : U :→ R be two C 2 functions such that ∪ {x ∈ U, φ − (x) = 0 and φ + (x) ≥ 0}.
• We shall also assume that the hypersurfaces Σ + , Σ − defined by
are both characteristic, i.e.
• Moreover, we shall assume that
Note that these assumptions hold in the model case of Section 1.2: with
we have indeed for y = 0 (which holds at Σ + ∩ Σ − since there t = 0, |y| = 1),
and for this model-case we have
We are ready to state our unique continuation result. and thus there exists a function u ∈ C 2 (U) such that
We may thus define a function v as a function in
and we have of course that
We claim now that v, which is defined "globally" in U, does satisfy some differential inequality, at least in a neighborhood of Σ + ∩ Σ − . The sequel of this subsection is actually devoted to the proof of such a differential inequality.
as C 2 coordinates near a point x 0 of Σ + ∩ Σ − , we may consider there u as a C 2 functionũ κ (y 1 , y 2 , y 3 ) defined byũ κ (y) = u(κ(y)), where κ is a local C 2 diffeomorphism from (−1, 1) n onto a neighborhood U 0 of x 0 , u κ (0, y 2 , y 3 ) = 0 for y 2 ≥ 0,
We find that the principal symbol of the operator P may be then written as
so that defining the symmetric n × n matrix
the fact that Σ ± are characteristic may be expressed by
Note that since Q is assumed to be C 1 and κ is C 2 we still have the C 1 regularity for Q κ . As a result, the principal part p κ (y, D y ) can be written (near 0) as
Also we note that, with ν = κ −1 and w ∈ C 1 (U 0 ), we have with x = κ(y), y = ν(x),
Let us now define with H standing for indicator function of R + (Heaviside function),
v κ (y) = H(y 1 )H(y 2 )ũ κ (y 1 , y 2 , y 3 ).
Lemma 2.1. Let U be a C 2 real-valued function defined for
and such that U (0, y 2 , y 3 ) = 0 for y 2 ≥ 0, (2.5)
Then defining V (y) = H(y 1 )H(y 2 )U (y 1 , y 2 , y 3 ), we have
Proof. We start with (2.7): we note first that both sides of the equalities are making sense, left-hand sides as distribution derivatives of the L 
thanks to (2.5); similarly, we obtain the second formula in (2.7), using (2.6). Starting from the now proven (2.7), Formula (2.9) is trivial and (2.10) is an immediate consequence of the definition of V . We are left with (2.8): we have from (2.7), noting that ∂U/∂y 2 is a C 1 function,
and with the above notations, for ϕ ∈ C ∞ c (J), we have (2.12)
The identity (2.5) holds for (y 2 , y 3 ) ∈ (0, 1) × (−1, 1) n−2 , and thus the continuous function ∂U/∂y 2 satisfies ∂U ∂y 2 (0, y 2 , y 3 ) = 0 for (y 2 , y 3 ) ∈ (0, 1) × (−1, 1) n−2 , which implies from (2.12)
so that (2.11) yields the sought (2.8).
Lemma 2.2. Let U be a real-valued C 2 function defined on (−1, 1) n satisfying the assumptions of Lemma 2.1. Let B(y) = (β jk (y)) 1≤j≤k be a real symmetric matrix of class C 1 on (−1, 1) n such that β 11 = β 22 = 0. Then defining
we have β jk
loc for all j, k ∈ {1, . . . , n} and B(y)∂ y , ∂ y V (y) = H(y 1 )H(y 2 ) B(y)∂ y , ∂ y U (y), (2.14)
The proof of this lemma is an immediate consequence of Lemma 2.1. Then B(y)∂ y , ∂ y V, ∇ y V, V are locally bounded measurable and
Proof. Using (2.13), (2.14), (2.15) we obtain that B(y)∂ y , ∂ y V, ∇ y V, V are locally bounded measurable and
Remark 2.4. The reader may note that we have used (2.5),(2.6) (i.e. vanishing of U on the boundary of {y 1 > 0, y 2 > 0} and the fact that the boundary is characteristic, expressed in the y coordinates by the equalities β 11 = β 22 = 0. All these conditions are important to get Lemma 2.2. For instance, assuming only (2.5),(2.6), but β 11 = 0, we would have to calculate
and the term ∂U ∂y 1 (0, y 2 , y 3 ) can be non-zero (say for U = y 1 y 2 ). The consequence of that situation would be that, even with C = 0 in Assumption (2.16) and β 22 = 0, we would obtain the following equality for V
where the rhs is a simple layer that cannot be controlled pointwise by V or its first-order derivatives. The fact that V inherits a differential inequality from U , assuming a simple vanishing of U on the boundary ∂Ω, is thus linked with the geometric situation: both hypersurfaces Σ ± are characteristic for the operator P . Of course, we could have assumed a second-order vanishing (i.e. vanishing of the function and its first derivatives on ∂Ω, an assumption which would allow us to get rid of the rhs in (2.19) since then, we would have ∂U /∂y 1 (0, y 2 , y 3 ) = 0), but we would have lost most of the flavour of the model case given in Section 1.2.
Remark 2.5. Let u be a function satisfying the assumptions of Theorem 1.2, let v be defined by (2.1) and let x 0 be a given point in Σ + ∩ Σ − . The assumptions (1.20), (1.21) and Lemma 2.3 imply that there exists a neighborhood U 0 of x 0 and a constant C 0 ≥ 0 such that
As a result, to prove Theorem 1.2, we are reduced to proving that v vanishes on a neighborhood of x 0 in U 0 .
Remark 2.6. Building on Remark 2.4, we note that u satisfies the differential inequality (1.20) only on Ω, which is not a convenient situation to use Hörmander's pseudo-convexity result. This is the main reason for which we have introduced the new function v given by (2.1): we want to point out that the fact that v is still satisfying some differential inequality (here (2.20)) is a consequence of three geometrical facts: first of all, u is vanishing on ∂Ω, next, both hypersurfaces Σ ± are characteristic for P and finally Σ ± are transverse. The function v is defined in a neighborhood of Σ + ∩ Σ − , supported in Ω and a satisfies a differential inequality: we are in good position to use the classical Carleman estimates, provided we find a suitable pseudo-convex hypersurface.
The sign condition.
Lemma 2.7. Let U, Q, φ ± as given in (1.13)-(1.19). We define
Then we have ,
Proof. Properties (2.24)-(2.25) are obvious. Let us prove (2.23). From (1.18), we have
As a consequence, we have from (1.19), at Σ + ∩ Σ − ,
and (2.26) yields
which is the sought result.
Remark 2.8. Property (2.23) means that, near Σ + ∩ Σ − , the hypersurface defined by {ψ 0 = 0} is space-like whereas the hypersurface defined by {ψ 1 = 0} is time-like.
2.3.
Finding a pseudo-convex hypersurface. Let p be given by (1.13) and let ψ be a C 2 function defined on U such that dψ = 0 at ψ = 0. We recall that the oriented hypersurface with equation {ψ = 0} is pseudo-convex with respect to P whenever (1.8) holds.
Lemma 2.9. Let x 0 ∈ Σ + ∩ Σ − and let λ > 0 be given. Then there exists a neighborhood U 0,λ of x 0 in U such that
Proof. Assuming φ + (x) > 0, φ − (x) > 0, we find that
0 (x), if |ψ 0 (x)| < 1/λ; since the latter condition defines a neighborhood of x 0 , we obtain the result. Lemma 2.10. Let n ≥ 2 and let M be an n×n real symmetric matrix with signature (n − 1, 1). Let ξ 0 , ξ be two non-zero vectors of R n such that
Proof. There exists a n × n invertible matrix R such that
where I n−1 is the identity matrix with size n − 1. Defining
Note that since (ζ, τ ) = 0, the first equality implies that τ = 0. We have then M ξ, ξ 0 = ζ · ζ 0 − τ τ 0 and if we had ζ · ζ 0 = τ τ 0 , this would give
which is impossible. As a result, we get indeed M ξ, ξ 0 = 0. Proposition 2.11. Let x 0 ∈ Σ + ∩ Σ − , and let ψ 0 , ψ 1 be defined in Lemma 2.7. There exists λ > 0 such that
This means that the oriented hypersurface S with equation {ψ 1 −λψ 2 0 = 0} is pseudoconvex with respect to the operator P at x 0 (note that the first inequality in (2.23) ensures that S is non-characteristic for P ).
Proof. We have
We note that H 2 p (ψ) is a quadratic form in the variable ξ, with coefficients depending polynomially on Q(x),
We have also
and since ψ 0 (x 0 ) = 0, we get
Moreover, we have, using (2.29) and (2.23)
We can use now Lemma 2.10 (with ξ, ξ 0 = dψ(x 0 ), M = Q(x 0 )) to obtain
We may thus define the positive number (2.31) m 0 = min
Since we have
assuming with m 0 defined in (2.31), that
yielding the sought result.
3. Proof of Theorem 1.2
3.1.
A slightly different question. Going back to the unique continuation question that we have to solve here, we may start looking again at our Remarks 2.4, 2.5. We have indeed a differential inequality on some open set U 0
where P is a second-order differential operator with C 1 coefficients and also, defining
, we know from Proposition 2.11 that the hypersurface {ψ = 0} is pseudo-convex with respect to P . Moreover we know that the function v is vanishing on the open set {x ∈ U 0 , ψ(x) < 0} (cf. Lemma 2.9) (maybe with a smaller neighborhood of x 0 than U 0 ).
It seems straightforward to apply now Theorem 8.9.1 in [6] to obtain that v should vanish near {ψ = 0} and give a positive answer to the question raised in Remark 2.5. However, we have to pay attention to the regularity at our disposal for the function v: we know that v, ∇v are bounded measurable functions, so in particular v belongs to the Sobolev space H 1 loc (U 0 ). Nevertheless our Remark 2.4 and the calculation (2.18) show that the simple vanishing of u at ∂Ω leaves open the possibility of having for ∇ 2 v a simple layer so that we do not know if v belongs to
Although these assumptions should be sufficient for the classical theorem to hold, we have some checking to perform on this matter and we need to show that the classical assumption v ∈ H 2 loc (U 0 ) can be weakened down to (3.2).
3.2.
Invariance. Let us start with checking some easy facts. In the first place, let
be a differential operator with C 1 real coefficients in the principal part (Q is a C 1 symmetric matrix) and b, c are bounded measurable. Then the differential inequality is invariant by a C 2 change of coordinates. Let
With standard notations we have
and since κ (y) is C 1 , the new matrix κ (y)Q(κ(y)) t κ (y) −1 is still C 1 and the lower order terms are bounded measurable, whereas the differential inequality (3.1) becomes with κ
implying in the y-coordinates an inequality of the same type as (3.1). Assuming that the hypersurface with equation {ψ = 0} is non-characteristic is also invariant as well as the regularity of ψ • κ if ψ and κ are assumed to be C 2 .
Also the pseudo-convexity Assumption (1.8) is invariant by change of C 2 coordinates: let us assume that it holds in the x-coordinates with p(x, ξ) = Q(x)ξ, ξ , Q real symmetric C 1 matrix, ψ ∈ C 2 such that (1.8) holds.
We have now
Let us assume that
Assuming that Q, κ are smooth functions, we find immediately
We may regularize Q and κ to get the same result for Q of class C 1 , κ a C 2 diffeomorphism, using the expression (2.28) which shows that H 2 p (ψ) is a quadratic form in the variable ξ, with coefficients depending polynomially on Q(x), ∇ x Q(x), ∇ x ψ, ∇ 2 x ψ.
3.3.
Mollifiers. Thanks to Theorems 8.6.3 and 8.3.1 in [6] , the pseudo-convexity hypothesis on ψ expressed by Proposition 2.11 allows us to find a smooth real-valued function φ defined on a neighborhood U 0 of x 0 and constants C 0 , λ 1 such that
Let v be a H Carleman Inequality (3.5) implies
Since φ is continuous and χv belongs to H 1 c (U 0 ) as well as χv * ρ is supported in U 0 for small enough, we find by standard mollifying arguments that the rhs has the limit λ 1/2 e −λφ ∇χv L 2 + λ 3/2 e −λφ χv L 2 .
Checking the lhs, we see that for χ 0 ∈ C ∞ c (U 0 ), equal to 1 on a neighborhood of the support of χ (so that χv * ρ is supported in {χ 0 = 1} for small enough) we find P (ρ * χv) = χ 0 Pρ( D)χv = [χ 0 P,ρ( D)]χv +ρ( D)χ 0 P v.
The termρ( D)χ 0 P v goes to χ 0 P v in L 2 when goes to 0, since P v ∈ L 2 loc . We need to prove that the first term goes to 0 in L 2 . Proving this will mean that (3.5)
holds for w = χv and unique continuation will follow via standard arguments. For that purpose, let us state and prove the following lemma. The function z k ∂ρ/∂z j is smooth compactly supported with integral −δ j,k and thus
where ω is a modulus of continuity for ∇a; we have also used that forρ ∈ C 0 c (R n )
andρ defined by (3.6), we have for w ∈ L 2 (R n ) thatρ * w belongs to L 2 (R n ) and lim →0 + (ρ * w) = J(ρ)w in L 2 (R n ), with J(ρ) = R nρ (z)dz.
As a resultD (v) has limit ∇a∇v in L 2 (R n ), proving that D (v) has limit 0 in
