Abstract Motivated by problems in the spectral theory of linear operators, we previously introduced a new concept of variation for functions defined on a non-empty compact subset of the plane. In this paper, we examine the algebras of functions of bounded variation one obtains from these new definitions for the case where the underlying compact set is either a rectangle or the unit circle, and compare these algebras with those previously used by Berkson and Gillespie in their theories of AC-operators and trigonometrically well-bounded operators.
Introduction
For a function whose domain is a subset of the plane, there are a number of different ways of measuring its variation. For applications in operator theory, one is typically interested in looking at algebras of functions which are defined on the spectrum of some bounded operator. This leads one to seek a definition which is applicable when the domain is a compact subset of the plane.
In modelling operators that possess spectral expansions of a conditional nature, Smart [10] introduced well-bounded operators, which are those operators that admit a functional calculus for the absolutely continuous functions on some compact interval of the real line. Well-bounded operators can be thought of as a generalization to Banach spaces of self-adjoint operators on a Hilbert space. The analogue of unitary operators in this context, the trigonometrically well-bounded operators, were introduced by Berkson and Gillespie [5] using the natural definition for functions of bounded variation on the unit circle. The challenge in providing a suitable analogue of general normal operators was to find a suitable concept of variation for functions defined on an arbitrary compact plane set. In [4] , Berkson and Gillespie used a notion of variation due to Hardy [8] and Krause [9] to introduce an algebra BV HK (J × K) of function of bounded variation on rectangles in the plane, and the corresponding notion of an AC-operator. Motivated by a desire to extend the theory of well-bounded and trigonometrically well-bounded operators, Ashton and Doust [3] recently introduced a new definition of variation for complex-valued functions defined on arbitrary compact subsets σ ⊂ C. This definition leads to a Banach algebra BV(σ), and a corresponding new class of operators.
It is natural therefore to ask what the relationship is between these earlier concepts of variation and the one introduced in [3] . We shall show in this paper that We also show that, for the case where σ is the unit circle T, the new definition essentially reproduces the more classical one. We discuss the operator theoretic consequences of these results in § 6.
BV(σ) for σ ⊂ C compact
Here we shall recall briefly the definition of a function of bounded variation introduced in [1] and [3] . The reader is referred to [3] for the full details.
By a curve in the plane we shall mean an element of the set Γ = C( [0, 1] 1] , where h is a continuous non-decreasing or nonincreasing surjective function such that γ 1 (t) = γ 2 (h(t)) for all t ∈ [0, 1], then we write
Let γ ∈ Γ . Then t ∈ [0, 1] is said to be an entry point for γ on a line l if either
Suppose that γ ∈ Γ . We define vf(γ, l) to be the number of entry points of γ on l. We set vf(γ) to be the supremum of vf(γ, l) over all lines l. We write vf H (γ) for the supremum of vf(γ, l) over all horizontal lines l, and vf V for the supremum of vf(γ, l) over all vertical lines. Clearly, vf vf H and vf vf V . We write ρ for 1/ vf. If, for example, vf(γ) = ∞, then we take the convention that ρ(γ) = 0.
For a set of curves
The definitions for vf H , vf V and ρ extend analogously. Let σ ⊂ C be compact and let l be a line parametrized by R. Then t ∈ R is said to be an entry point of l on σ if l(t) ∈ σ and, for all ε > 0, there exists s ∈ (t − ε, t) such that l(s) ∈ σ. Again set vf(σ, l) to be the number of entry points of l on σ and vf(σ) to be the supremum of vf(σ, l) over all lines l. Clearly, vf(σ, l) does not depend on the choice of parametrization of the line l.
Let z 0 , . . . , z n ∈ C. Write Π(z 0 , z 1 , . . . , z n ) for the (uniform speed) parametrization of the curve consisting of line segments joining the points z 0 , z 1 , . . . z n . We write
for the set of all piecewise linear curves.
We shall denote by
The piecewise linear curve γ S is said to be the S approximation of γ.
Let γ ∈ Γ and let ∅ = σ ⊂ C be compact. We say that {z i } n i=1 is a partition of γ over σ if z i ∈ σ for all i and if there exists {s 0 < s 1 
Let f : σ → C and let γ ∈ Γ . We define the variation along the curve γ by
Here we take the convention that if γ ∈ Γ is such that ρ(γ) = 0 and if cvar(f, γ) = ∞, then ρ(γ) cvar(f, γ) = 0.
In practice, Γ is usually too large a set to work with. As the next lemma shows, one can replace Γ by Γ L .
Note that, for subintervals of R, this new definition agrees with the standard one.
The functions of bounded variation with domain σ are defined to be 
2 ∼ = C be a fixed rectangle. For functions on such sets, definitions of bounded variation and absolute continuity were given by Hardy and Krause, and these definitions were used by Berkson and Gillespie [4] to define AC operators. The functions of bounded variation in the Hardy-Krause sense form a Banach algebra which we denote BV HK (J × K). Both BV(J × K) and BV HK 
It is natural to ask about the relationship between BV(J × K) and BV HK (J × K), since this will determine how the operator theory based around these new function algebras compares with the established theory. In this section we shall show that BV HK (J × K) forms a subset of BV(J × K) and that the inclusion is proper if J and K are non-degenerate. The operator theoretic consequences of this are discussed in § 6.
We say that
Then T is said to be a refinement of S if
is a refinement of {t j } m j=1 . We then write S T . We shall write S ∨ T for the partition with the least number of elements which is a refinement of both S and T .
Let
The two-dimensional variation in the Hardy-Krause sense is defined as
The norm
is equivalent to that introduced by Berkson and Gillespie [4] . The functions of bounded variation in the Hardy-Krause sense are defined to be
For properties of this Banach algebra see [4, 7] . It is an important fact that if f ∈ BV(J) is real valued, then there exist
One of our aims in this section is to show an analogous result for f ∈ BV HK (J × K).
Functions of bounded variation on the intervals J and K extend in a natural way to functions of bounded variation on the rectangle
Let x ∈ R. We define x + = max{0, x} and
The following result is immediate.
The other claims have similar proofs.
Proof .
Without loss of generality we can assume that (a, c), (x, y) ∈ S. But, by cancellation of terms,
, and so the result follows.
. By refining if necessary we can assume that (s 1 , t 1 ) = (x 1 , y 1 ) and (s n , t m ) = (x 2 , y 2 ). By assumption, for each i and j, f
There is therefore cancellation of terms in ω(f, S), giving
Taking the supremum over all S ∈ Λ(J × K) on the left-hand side gives the result. y 2 ) and
Proof . To prove the first equality it suffices to show, by Lemma 3.5, that, for all (
). The result now follows by refining S 2,2 (and hence all S i,j ). The second equality has a similar proof.
Proof . This follows immediately from Lemmas 3.1, 3.3 and 3.6.
Let f ∈ BV HK (J × K) be real valued. Then f is said to have property (UR) (or 'up and to the right') if it satisfies the following conditions:
Similarly, we say that f has property (UL) if 'non-decreasing' is replaced by 'non-increasing' in (ii). Our aim is to show that if
where g and h are (UR), g BVHK f BVHK and h BVHK f BVHK . Let l = Π(z 1 , z 2 ). Then l is said to be (UR) if either Proof . This follows from Lemmas 3.2 and 3.6. Lemma 3.9. Let f ∈ BV HK (J × K) be real valued and let g ∈ BV(J). Suppose that f has property (UR) and g is non-decreasing. f + u(g) then has property (UR).
Proof . Clearly, f + u(g) has properties (i) and (ii). To see that it has property (iii) we note, for any (
and so
Remark 3.10. The previous lemma also holds if we take g ∈ BV(K), g nondecreasing, and use v instead of u.
(ii) g and h are (UR), and
Proof . There exist
. Then, by Lemmas 3.8 and 3.9, g and h are (UR). By Lemma 3.4,
Also, using Lemma 3.7,
Remark 3.12. Note that, similarly, we can write f = g − h, where g and h have the same norm inequalities but are (UL) instead of (UR).
Lemma 3.13. Let f ∈ BV HK (J × K) satisfy property (UR). Let {h
The idea of the proof is to replace each line segment h j by another horizontal line segment h j , where the image of each h j is a subset of J × {d}, and to then show the inequality for the h j . For 1 j m, let (x j , y j ) and (x j , y j ) be the left and right endpoints of ((a, d), (b, d)) ).
The penultimate step follows by the monotonicity of f (· , d).
Remark 3.14. A similar lemma holds when {l
are vertical line segments and/or f has property (UL).
Proof . For each j we shall replace γ j by horizontal and vertical lines. Using complex number notation, set
Since f is (UR) then cvar(f, γ j ) = cvar(f, h j ) + cvar(f, v j ). Also note that, for any vertical line l, vf(
The last step follows from Lemma 3.13.
Theorem 3.16. The inclusion BV
HK (J × K) → BV(J × K) is continuous.
Proof . It is sufficient to show that if
We can write γ as the composition of curves which alternate between being (UL) and (UR). Without loss of generality assume that , λ i )+cvar(f, µ i ) ). By Proposition 3.11 we can write f = f 1 − g 1 = f 2 − g 2 , where f 1 and g 1 satisfy property (UR) and f 2 and g 2 satisfy (UL). Then vf( 
The result now follows from Lemma 2.4. 
It is easy to see that if B is a half-plane, then var(χ B , J × K) 1 and so χ B ∈ BV(J × K). In particular B = {x + iy ⊂ C : x y} is a half-plane and so
AC(σ) for σ ⊂ C compact
From an operator theoretic point of view, one would like to be able to deduce structural information about an operator T from bounds on p(T ) for p in some small algebra of functions. Let P denote the set of all complex polynomials. In the case that X is reflexive and σ(T ) ⊂ R, then a bound of the form p(T ) C p C(σ(T )) for all p ∈ P is sufficient to show that T can be written as an integral with respect to a countably additive spectral measure, whereas a weaker bound of the form p(T ) C p BV [a,b] for p ∈ P implies that T has an integral representation with respect to a spectral family of projections. If the spectrum is not real, then one would not expect to be able to prove much unless the algebra contains at least P 2 , the polynomials in two variables (or equivalently the polynomials in z andz). This leads to our definition of the absolutely continuous functions defined on a non-empty compact subset σ of C. We shall now compare our definition of AC(J ×K) with the definition used by Berkson and Gillespie [4] , which corresponds to the Hardy-Krause definition of variation. Let µ be the Lebesgue measure on C and f : J ×K → C. We say that f is absolutely continuous in the Hardy-Krause sense if, for each ε > 0, there is a δ > 0 such that for any finite collection of rectangles {R i } n i=1 whose sides are parallel to the axes and whose interiors are disjoint and such that
We denote the set of such functions by AC HK (J × K). The set AC HK (J × K) forms a Banach subalgebra of BV HK (J × K), and is the closure of P 2 in the BV HK (J × K) norm (see [4] ). If K is degenerate, then BV HK (J × K) reduces to the standard algebra AC(J). (See [4, 7] for properties of AC HK (J × K) .) The following result is an immediate consequence of Theorem 3.16 and the density of the polynomials in both algebras.
Theorem 4.2. The inclusion AC
Then f is continuous and piecewise planar and so, by [3, Lemma 4.10] , f ∈ AC(J × K). For i, n ∈ N, where i n, set
Hence, f ∈ AC HK (J × K).
A comparison of BV new (T) and BV old (T)
In [5] Berkson and Gillespie introduced the class of trigonometrically well-bounded operators. These operators, which have formed an important tool in their study of operator-valued harmonic analysis, are defined as operators that admit a weakly compact functional calculus for the absolutely continuous functions on the unit circle in C (or, equivalently, are of the form e iA , where A is well bounded of type (B)). The concepts of variation and absolute continuity used in [5] are just the natural extensions obtained by transferring the usual definitions for an interval in R onto the unit circle. In this section we show that our new definitions are equivalent to these earlier ones used in this setting.
For f : T → C, let var T (f ) = var [0,2π] f (e i(·) ). That is
where the supremum is taken over all partitions P = {ω j = e iθj } n j=1 of the circle with 0 = θ 0 θ 1 · · · θ n = 2π. Berkson and Gillespie worked with the following norm and Banach algebra:
For comparison, we shall write BV new (T) for the algebra given by the definitions in § 2. The subalgebras obtained by taking the closures of the trigonometric polynomials in these algebras will be denoted by AC old (T) and AC new (T).
Lemma 5.1. For all f : T → C,
We note that the value of 2 is sharp in this inequality since, if f is the characteristic function of a single point in T, then var T (f ) = 2 and var(f, T) = 1.
Before proving a reverse inequality, we introduce some notation and terminology. Given f : T → C and any reparametrization τ of T, let
Lemma 5.4. Suppose that f and τ are as above and that γ ∈ Γ L,T . Then
Proof . Part (i) follows immediately from the observation that if the chords γ = Π(z 0 , z 1 ) and = Π(w 0 , w 1 ) intersect, then so do γ τ and τ . Clearly, cvar(f, γ) = cvar(f τ , γ τ ) so this proves (ii). The final statement is obvious. 
, and γ 3 = Re • γ 2 . Thus, the image of γ 3 is a subset of [−1, 1]. Clearly, then
and so ρ(γ 2 ) ρ(γ 3 ). Note also that cvar(f τ , γ 2 ) cvar(f 3 , γ 3 ). Thus,
Taking the supremum over all γ ∈ Γ L gives the result. 
Operator theory
In this section we shall note some of the operator theoretic consequences of the results in this paper. We shall say that an operator T ∈ B(X) is an AC(σ) operator if it admits an AC(σ) functional calculus; that is, if there exists a continuous Banach algebra homomorphism Ψ : AC(σ) → B(X) such that Ψ (1) = I and Ψ (λ) = T (where, as before, λ is the identity function λ(z) = z). The theory of AC(σ) operators is pursued more fully in [2] . It is shown there that much of the theory of well-bounded operators generalizes to cover AC(σ) operators. For example, compact AC(σ) operators have conditionally convergent spectral expansions similar to those of well-bounded operators. In another direction, AC(σ) operators on reflexive spaces (or more generally those for which the AC(σ) functional calculus is weakly compact) admit a family of projections that generalizes the spectral family of a well-bounded operator.
Berkson and Gillespie [4] defined an operator to be an AC operator if it admits an AC HK (J × K) functional calculus for some rectangle J × K. It is natural to ask what the relationship is between these two classes of operator. It follows that T has an AC HK (J × K) functional calculus.
The splitting into real and imaginary parts is necessarily unique if X is reflexive [4] . There are, however, examples on non-reflexive spaces of AC operators with more than one splitting of this type (see [6, Example 3.1] ). Each such splitting gives a different AC HK (J × K) functional calculus. The situation for AC(σ) operators is less clear, however. An AC(σ) operator may still have more than one representation in the form A +iB, but not all such representations give rise to an AC(σ) functional calculus. In particular, no example is known of an operator with more than one AC(σ) functional calculus.
It is not difficult to see that the class of AC(σ) operators is in fact strictly smaller than the class of AC operators. Lemma 4.1 of [3] shows that if T ∈ B(X) is an AC(σ) operator, then, for all α, β ∈ C, αT + βI is an AC(ασ + β) operator. It follows that the example from [6] of an AC operator T such that (1 + i)T is not an AC operator also gives an example of an AC operator that is not an AC(σ) operator (for any σ).
One of the most important subclasses of AC operators has been the family of trigonometrically well-bounded operators. The following is a consequence of Corollary 5.7 and the definition of being trigonometrically well bounded [5] .
Theorem 6.2. An operator T ∈ B(X) is a trigonometrically well-bounded operator if and only if it admits a weakly compact AC(T) functional calculus. In particular, if X is reflexive, then T is a trigonometrically well-bounded operator if and only if it is an AC(T) operator.

