Abstract We calculate the local Fourier transforms for formal connections. In particular, we verify an analogous conjecture of Laumon and Malgrange ([6] 2.6.3). (2000): Primary 14F40.
Introduction
Let k be an algebraic closed field of characteristic zero and let k((t)) be the field of formal Laurent series in the variable t. A formal connection on k((t)) is a pair (M, t∂ t ) consisting of a finite dimensional k((t))-vector space M and a k-linear map t∂ t : M → M satisfying t∂ t (f m) = t∂ t (f )m + f t∂ t (m) for any f ∈ k((t)) and m ∈ M . In [2] , S. Bloch and H. Esnault define local Fourier transforms F (0,∞) , F (∞,0) , F (∞,∞) for formal connections, by analogy with the ℓ-adic local Fourier transform considered in [6] . In [6] 
is a quasi-isomorphism.
Good lattices pairs V, W exist. The number dim k W/V is independent of the choice of good lattices pairs of M , and is called the irregularity of M .
For any f ∈ k((t)), denote by [f ] the formal connection on k((t)) consisting of a one dimensional k((t))-vector space with a basis e and a k-linear map t∂ t : k((t))e → k((t))e satisfying t∂ t (ge) = (t∂ t (g) + f g)e for any g ∈ k((t)). Two such objects be the natural inclusion of fields. Let T = r √ t and let α be a formal Laurent series in k((T )) of order −s with respect to T . Let R be a regular formal connection on k((T )). In this paper, we calculate the local Fourier transform
Similarly, let k((z)) be the field of formal Laurent series in the variable z. Let and let α be a formal Laurent series in k((Z)) of order −s with respect to Z. Let R be a regular formal connection on k((Z)). We also calculate the local Fourier transforms
We refer the reader to [2] for the definitions and properties of local Fourier transforms. The main results of this paper are the following three theorems. 
( 
where the right R means the formal connection on k((Z ′ )) after replacing the variable T with Z ′ .
Theorem 2. Suppose r > s. Given a formal Laurent series α in k(( , consider the following system of equations 
where the right R means the formal connection on k((T ′ )) after replacing the variable Z with T ′ .
Theorem 3. Suppose r < s. Given a formal Laurent series α in k((
, consider the following system of equations
where the right R means the formal connection on k((Z ′ )) after replacing the variable Z with Z ′ .
When R is trivial, the above three theorems are conjectured by Laumon and Malgrange ( [6] 2.6.3) except the term s 2 is missing in the conjecture. Any formal connection on k((t)) is a direct sum of indecomposable connections. As in [1] , section 5.9, any indecomposable connection M = N ⊗ R, where R is regular and 
It follows that β is a formal Laurent series in
Then a(T ) is a formal power series in T of order 0 and b(Z ′ ) is a formal power series in Z ′ of order 0. From the system of equations (1.1) and (2.1), we get
To prove Theorem 1, it suffices to prove the following theorem.
Theorem 1
′ . Given a formal power series a(T ) = i≥0 a i T i with a i ∈ k and a 0 = 0, solve the system of equations (2.2) 
r+s a s and
In fact, suppose Theorem 1 ′ holds. Let c be an element in k. By remark 2.2 we shall prove later,
Then
So Theorem 1 holds for R = [c]. As in [1] , section 5.9, every irreducible regular formal connection
where L is a one dimensional formal connection on a finite extension [d] : Remark 2.1. If a s = 0, then there exists α ∈ k(( r √ t)) such that a(T ) = −T s t∂ t (α). Using the first equation of (2.2), we find an expression of T in terms of Z ′ . We then substitute this expression into the second equation of (2.2) to get b(Z ′ ). This expression also satisfies the first equation of (1.1). We then substitute this expression into the second equation of (1.1) to get β(Z ′ ). By (2.1),
we have
This shows b s = 0.
Remark 2.2. Solving the first equation of (2.2), we get
The solution is not unique and different solutions differ by an r + s-th root of unity. As long as λ 0 is chosen to be an r + s-th root of a 0 , for each i, λ i depends only on a 0 , . . . , a i . We have .2), we get
, consider the system of equations (2.2) if the variable T is changed by T 1 . Using the first equation, we can express
Comparing coefficients of Z ′s on both sides of
We call f is irreducible with respect to the Galois extension k((T ))/k((t)) if #H = 1. Set p = #H. Then p|r. Let η be a primitive r-th root of unity in k.
and it is irreducible with respect to the Galois extension
′i is a solution of the following system of equation
′pi is a solution of the system of equations (2.2). For 
Applying Theorem 1 ′ to the system of equations (2.3) for a(τ ) = 0≤i≤
From now on, we assume f is irreducible.
Let's describe the connection
The formal connection [−rf ] on k((T )) consist of a one dimensional k((T ))-vector space with a basis e and a k-linear map T ∂ T : k((T ))e → k((T ))e satisfying connection. The action of the differential operator t∂ t on k((T ))e is given by
By [2] , Proposition 3.7, the map
is an isomorphism of k-vector spaces. By [2] , Lemma 2.4, (ιT −1 e, . . . , ιT −(r+s) e) is a basis of 
Then the matrix of the connection
with respect to the differential operator Z ′ ∂ Z ′ and the basis (Z
We can write this matrix as (r + s)B − (r + s) 0≤i≤s Z ′i−s A i for some matrices A i and B with entries in k, where
With respect to this basis, V can be identified with the k-vector space of column vectors in k of length r + s. The action of the differential operator Z ′ ∂ Z ′ on elements of V can be written as
Lemma 2.6. Suppose f is irreducible in the sense of Remark 2.4. Given α 0 , . . . , α s ∈ k, the following three conditions are equivalent: 
Proof. 
for some ̺ 0 , . . . , ̺ s ∈ k with ̺ 0 = 0. Let µ be a primitive (r + s)-th root of unity in k. Then (
for some 1 ≤ j ≤ r + s. Then
This means that there is a nonzero map of connections
). Suppose φ(ε) = 0≤i Z ′i+N v i for some integer N and some v i ∈ V with v 0 = 0. Then
Comparing coefficients of Z ′i , for N − s ≤ i ≤ N on each side, we get the system of equations 
Hensel's lemma. Let E be a finite dimensional k-vector space. Suppose D is a k[[t]]-linear
Write the action of D on elements of E:
Suppose the characteristic polynomial of D 0 has a simple root α 0 in k. Then 
has a solution α 1 , . . . , α k ∈ k; u 0 , . . . , u k ∈ E with u 0 = 0. In this case, α 1 , . . . , α k are uniquely determined by α 0 .
Proof. The proof is similar to that of [9] , Proposition 7, p. 34.
Lemma 2.7. Given α 0 , . . . , α s ∈ k, there exist v 0 , . . . , v s ∈ V such that v 0 = 0 and for some γ i ∈ k with γ j = 0. The system of equations (2.7) is equivalent to the following equation
There exist ρ 0 = µ j a 
Write 0≤k≤r−1 0≤i≤s This proves the last assertion. Now we are ready to prove Theorem 1 ′ . By Remark 2.2, we assume that a(T ) = 0≤i≤s a i T i .
Then the first equation of (2.2) means that
This polynomial is exactly the characteristic polynomial of Γ. The characteristic polynomial of Γ 0 is the polynomial λ r+s − a 0 which has no multiple roots, then by Hensel's lemma, Γ has an
Recall that 0≤i≤s a i T i−s is assumed to be irreducible. Then by Lemma 2.6 and 2.7, we have
Suppose r > s. Given a formal Laurent series α in the variable Similar to equation (2.1), we have ∂ t ′ (β) = t. It follows that β is a formal Laurent series in
Then a(Z) is a formal power series in Z of order 0 and b(T ′ ) is a formal power series in T ′ of order 0. From the system of equations (1.2), we get
Similar to Theorem 1 and 1 ′ , to prove Theorem 2, it suffices to show the following theorem.
Theorem 2
′ . Suppose r > s. Given a formal power series a(Z) = i≥0 a i Z i with a i ∈ k and 
Proof 
be the automorphism of k-algebra defined by z → −z. From the system of equations (2.9), we get
Since b 0 = 0, by Theorem 1 ′ , we have
The theorem holds by [2] , Proposition 3.10.
Proof of Theorem 3
Suppose r < s. Given a formal Laurent series α in the variable and
Then a(Z) is a formal power series in Z of order 0 and b(Z ′ ) is a formal power series in Z ′ of order 0. From the system of equations (1.3), we get
Similar to Theorem 1 and 1 ′ , to prove Theorem 3, it suffices to show the following theorem. 
We prove b 0 = 0 similarly as in Theorem 2
, we have
The lemma holds by [2] , Proposition 3.12 (iv).
From now on, we assume h is irreducible.
Let's describe the formal connection
The formal connection [−rh] on k((Z)) consist of a one dimensional k((Z))-vector space with a basis e ′ and a k-linear map 
for any g ∈ k((Z)). Then for any i ∈ Z, we have
By [2] , Proposition 3.12 (ii), the map
is an isomorphism of k-vector spaces. As in [2] , Proposition 3.14, (ιZ
, Proposition 3.12 (iii), we have
. . . . . . . . .
For any i ∈ Z, let B i be the s × s-matrix whose entries are all zero except the ( Consider the connection
. We have
We have 
for some matrices C i and C 
where P is the s × s-matrix whose entries are all zero except the (i, i + s − r)-th entry which is valued by − r+i ra0 (1 ≤ i ≤ r). Let W be the k-vector space of column vectors in k of length s. We have Lemma 3.2. Suppose s ≥ 2r and h is irreducible with respect to the Galois extension k((Z))/k((z)).
Given α 0 , . . . , α s ∈ k with α 0 = 0, the following three conditions are equivalent:
(3) There exist N ∈ Z and w 0 , . . . , w s ∈ W such that w 0 = 0 and 
which maps each u i to Z ′i ⊗ιZ −i e ′ is a surjective morphism of connections. We have
for some matrices D i with entries in k. 
