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SUMMARY
Optimal Mass Transport (OMT) is an important problem with numerous appli-
cations in a wide range of fields such as econometrics, fluid dynamics, automatic
control, transportation, statistical physics, shape optimization, expert systems and
meteorology. More recently, it has been shown to also have application in image pro-
cessing such as for non-rigid registration and morphing alongside other differential
and variational methods based on fluid dynamics.
In this thesis, we present a novel and efficient numerical method for the compu-
tation of the L2 optimal mass transport mapping in two and three dimensions. Our
method uses a direct variational approach. We have formulated a new projection to
the constraint technique that can yield a good starting point for the method as well
as a second order accurate discretization to the problem. The numerical experiments
demonstrate that our algorithm yields accurate results in a relatively small number
of iterations that are mesh independent.
In the first part of the thesis, we develop the theory and implementation details
of our proposed method. These include the reformulation of the Monge-Kantorovich
problem using a variational approach and then using a consistent discretization in
conjunction with the ”discretize-then-optimize” approach to solve the resulting dis-
crete system of differential equations. We also develop advanced numerical methods
such as multigrid and adaptive mesh refinement to solve the linear systems in prac-
tical time for even 3D applications. In the second part we show the methods efficacy
via application to various image processing tasks. These include image registration
and morphing. We present application of (OMT) to registration in the context of
xiii
medical imaging and in particular image guided therapy where registration is used
to align multiple data sets with each other and with the patient. We believe that an
elastic warping methodology based on the notion of mass transport is quite natural
for several medical imaging applications where density can be a key measure of sim-
ilarity betweend different data sets e.g. proton density based imagery provided by
MR. We also present an application of two dimensional optimal mass transport algo-
rithm to compute diffeomorphic correspondence maps between curves for geometric




Optimal mass transport is an important problem that has found applications in wide
range of fields. Originally formulated by a French mathematician Gasper Monge in
1781, the method was given a modern formulation in work of Kantorovich. There have
been a number of algorithms proposed for computing the optimal mass transport in
literature. More recently, a method proposed in [47, 48] computes the optimal warp
from a first order partial differential equation, which is a computational improvement
over earlier proposed higher order methods and computationally complex discrete
methods based on linear programming. However, at large grid sizes and especially for
3D registration the computational cost of even this method is significant. Rigorous
mathematical details for their algorithm can be found in [2]. The same authors also
proposed application of mass transport for image processing application in particualr
for warping and registration in the context of medical imaging.
Although computationally expensive, the OMT method has a number of distin-
guishing characteristics that make it an attactive choice for registration and warping
that include:
• No landmarks need to be specified,
• It is symmetrical (the mapping from image A to image B is the inverse of the
mapping from B to A),
• Its solution is unique i.e. there are no local minima,
• It can register images where brightness constancy is an invalid assumption, and
1
• OMT is specifically designed to take into account changes in densities that result
from changes in area or volume.
In this thesis we present a new computationally efficient numerical scheme for
the minimizing flow approach for the computation of the optimal L2 mass transport
mapping. In contrast to the integration of a time dependent PDE proposed in [2], we
employ in the present work a direct variational method.
1.1 Organization of this Thesis
This thesis is organized into the following chapters:
• Chapter 2. In this chapter, we provide the details of our novel and efficient
numerical method for the computation of the L2 optimal mass transport map-
ping in two and three dimensions. The problem is reformulated in a variational
framework and a ”discretize-then-optimize” methodology is used to numerically
solve the resulting system of differential equations. We also employ a projection
to mass preserving constraint that provides both a good starting point for the
method as well as corrects for any deviations from the constraint during the op-
timization process. The numerical experiments demonstrate that our algorithm
yields accurate results in a relatively small number of iterations that are mesh
independent.
• Chapter 3. In this chapter, we further extend our numerical method by incor-
porarting multigrid approach for computing the Poisson like problem at each
iteration of the AHT method which accounts for the major computational bur-
den of the algorithm. We develop the multigrid algorithm for 3D application
of OMT where computational efficiency becomes crucial for most practical ap-
plications. Moreover, we take special care to use parallelizable multigrid com-
ponents in order to implement the multigrid solver and AHT update equations
on Graphics Processing Unit (GPU) for near real time computations.
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• Chapter 4. In this chapter we present a computational framework to compute
the projection to mass preserving constraint using an adaptive mesh refinement
approach. We also further simplify the KKT solver described in Chapter 2 by
using a matrix-splitting technique. The resulting iterative scheme adds to the
overall efficiency of the algorithm.
• Chapter 5. In this chapter, we present results of application of our method
to image morphing and registration problems. We demonstrate the success
of using the OMT method for computing realisitic morphs for different types
of natural imagery that conventional methods struggle with. We also apply
the method for medical image registration of post and intra operative MRI
brain scans to detect and correct deformations resulting from sagging of the
brain tissue after craniotomy and openning of the dura. We also introduce a
novel method to register low resolution MRI atlases to recently acquired high
resolution scans. We employ OMT as fine alignment step and register only
white matter segmentations from the two data sets.
• Chapter 6. In this chapter, we present another application of the OMT method
to visual tracking using dynamic active contours. Here OMT is used for the
purpose of establishing diffeomorphic correspondence maps between estimated
and measured curves that replace earlier methods based on Laplace method
which involve complex domain decompositions. The OMT method, on the
other hand, is an elegant solution to the correspondence problem and is applied
globally on the implicit representations of the curve. We employ 2D multigrid




OPTIMAL MASS TRANSPORT: THEORY AND
NUMERICAL SOLUTIONS
2.1 Introduction to Optimal Mass Transport
Optimal mass transport is an important problem with applications in econometrics,
fluid dynamics, automatic control, transportation, statistical physics, shape optimiza-
tion, expert systems, and meteorology [79, 94]. The problem was first formulated by
the civil engineer Gaspar Monge in 1781, and concerned finding the optimal way, in
the sense of minimal transportation cost, of moving a pile of soil from one site to
another. Much later the problem was extensively analyzed by Kantorovich [58], and
so is now known as the Monge–Kantorovich problem.
There are several formulations of the problem [1, 79, 94] of varying degrees of
generality. We recall here the formulation of the Monge–Kantorovich problem for
smooth densities and domains in Euclidean space. For more general measures, see
[1]. Let Ω0 and Ω1 be two diffeomorphic connected subdomains of R
d, and let µ0,
µ1 be Borel measures on Ω0 and Ω1, each with a strictly positive density function









so that the same total mass is associated with Ω0 and Ω1.








µ0(x)ρ(u, x) dx (2.1.1a)
s.t. c(u) = det(∇u)µ1(u(x))− µ0(x) = 0, (2.1.1b)
where u is a C1,α diffeomorphism from Ω0 → Ω1 and ρ(u, x) is a distance function
between x and u. Here we only treat the case
ρ(u, x) = |u− x|2.
The constraint c(u) = 0 (the Jacobian equation) is often referred to as the mass-
preserving (MP) property.
Even with a simple, quadratic distance function, this is a highly nonlinear equality
constrained optimization problem. There is extensive analysis as for the existence,
uniqueness, and properties of the solution (see for example [1, 33, 94] and the ref-
erences therein). However, while there is a large body of literature that deals with
the analysis of the problem, there is a surprisingly small number of papers that deal
with the solution of the problem, and even a smaller number of papers that deal with
efficient numerical solutions of the problem [2, 11, 22, 28, 75].
Among the papers that deal with the numerical solutions are the paper of Be-
namou and Brenier [11]. Their paper reconstructs an optimal path from µ0 to µ1
by solving an optimization problem with a space-time transport partial differential
equation as a constraint. Their approach is particularly useful if the transportation
path is needed. An interesting geometric method has also been formulated by Cullen
and Purser [27].
A different approach that is the starting point of this work is presented by An-
genent, Haker, and Tannenbaum (AHT) [2]. This approach reconstructs the transfor-
mation directly. The idea of the AHT method is to obtain an initial mass preserving
5







µ0(x)|u0(s−1)− x|2 dx (2.1.2a)
s.t. c(s) = det(∇s)µ0(s(x))− µ0(x) = 0, (2.1.2b)
where s ∈ C1,α is a mass preserving mapping from µ0 to itself. It is well known that
the optimization problems (2.1.1) and (2.1.2) are equivalent [66]. The iteration starts
with s = x and since a composition of mass preserving maps is also mass preserv-
ing, the authors assume that the MP constraint is valid throughout the optimization
process. This allows them to obtain a time dependent partial differential equation,
equivalent to a steepest descent flow, that converge (in functional space) to the solu-
tion of the problem. To implement their method in a discrete setting the authors use
forward Euler for time stepping and a first order finite difference discretization of the
spatial derivatives. What is essentially done in this methodology is to construct the
so-called polar factorization [15, 35, 36, 66] of the initial mass-preserving mapping u0,
thus obtaining u = ∇φ where φ is some scalar function.
There are three main shortcomings to their numerical approach. First, a robust
method to obtain an initial MP mapping is needed. The authors have used 1D in-
tegration that leads to a MP mapping that is highly irregular. See also [71] for an
approach to constructing the initial MP mapping. Thus, the solution of the optimiza-
tion problem may be far from the initial point and as a result many iterations are
needed to convergence. Second and more importantly, although a composition of MP
maps is also MP, this is only correct in the continuous setting. In the discrete setting
this assumption is incorrect. Since the MP constraint is never specifically enforced
during the discrete AHT minimization process it ”drifts” that is, the final mapping
may not be mass preserving and therefore the discrete PDE may not converge to a
discrete approximation of the problem. Finally, since the steepest descent is slowly
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converging, thousands of iterations are needed to converge to an optimal solution.
This is particularly demanding in 3D.
In this report we discuss a combination of techniques that do not suffer from
the aforementioned difficulties. In particular, our approach obtains a ”reasonable”
initial point that favors the solution of the problem by using nonlinear projection
to a modified objective function. The same projection can be used as secondary
corrections to the iterates that the AHT methods produces. Finally, we show that it
is possible to modify the AHT approach and allow for directions other than steepest
descent.
2.2 The AHT Method
We now review the derivation of the AHT method [2, 48]. In both papers the authors
have used time embedding to derive their formulation. While time embedding can
help to analyze the flow, it does not in general lead to efficient descent procedure
[5]. In this work, we propose a variational approach that is more natural for the
minimization of the L2 Monge-Kantorovich functional rather than the gradient flow.
The key idea is as follows. Assuming that s is on the MP constraint manifold
(2.1.2b), we perturb s by a small function δs ∈ C1,α, and require that the resulting
function stay on the manifold. This leads to
0 = c(s + δs)− c(s) = det(∇(s + δs))µ0(s + δs)− det(∇s)µ0(s)
= det(∇s) (∇ · (δs(s−1))(s))µ0(s) + det(∇s)∇µ0(s) · δs.
This expression can be simplified as long as the constraint is valid. Since det(∇u) > 0,
we can divide, and rearranging we have
0 = (µ0∇ · (δs(s−1)))(s) + ∇µ0(s) · δs
= µ0∇ · (δs(s−1)) + ∇µ0 · δs(s−1) = ∇ · (µ0δs(s−1).
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Defining δζ := µ0δs(s
−1), we see that
∇ · δζ = 0.
Next, looking at u = u0(s
−1), we can write u(s) = u0 that implies
(∇u(s))δs + δu(s) = 0
or
δu = −(∇u)δs(s−1).
Using the definition of δζ, we obtain (as long as the constraint is valid) the following:
δu = −µ−10 (∇u)δζ (2.2.1a)
0 = ∇ · δζ. (2.2.1b)




u · δζ dx. (2.2.2)
In [2, 48], the authors propose the use of the Helmholtz decomposition in order
to obtain a descent direction. Here we use a different approach. First, we note that
the divergence constraint can be eliminated by selecting
δζ = ∇× δη,
and thus to reduce the objective function M, we need to obtain a direction that yields




u · (∇× δη) dx < 0.
Using the divergence theorem, we obtain that
∫
Ω
u · (∇× δη) dx =
∫
Ω
(∇× u) · (δη) dx +
∫
∂Ω
u · (δη × ~n) dx,
8







∇× u δη ∈ Ω
u× ~n δη ∈ ∂Ω
This leads to the update
δζ = −∇× ∇× u,




(∇u)∇× ∇× u. (2.2.3)
We can now further analyze the behavior of the system. The elliptic operator
∇× ∇× is a positive semidefinite operator, and so the iteration is stable as long as
Re (∇u) ≻ 0.
If at some point, one or more of the eigenvalues of ∇u become negative, then we
obtain an ill-posed process. This crucial point must be treated within the chosen
numerical method.
Using the above decomposition, a family of different directions may be obtained.
Note that in order to reduce the objective
∫
Ω
∇× u · η dx any vector field of the form
δη = −A∇× u
may be used. For example, a choice that leads to a similar method to the one derived
in the papers [2, 48] in 2D is A := −∆−1 that leads to the update
δu = − 1
µ0
(∇u)∇× ∆−1∇× u. (2.2.4)
Using the above calculation, it is easy to see that the flow (2.2.4) is valid also in 3D.
Clearly, the formulation (2.2.4) is better scaled than (2.2.3). This is because the
operator ∇× ∆−1∇× is compact while the ∇× ∇× operator is unbounded. Thus,
while the formulation (2.2.3) should have different convergence properties to different
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frequencies the formulation (2.2.4) will not in general prefer high or low frequencies.
The system (2.2.4) is nonlocal due to the term ∆−1. We introduce a new variable



























In [2], the authors have proved that the proposed method is globally convergent.
This is a major attraction of their technique. Nevertheless, convergence can be ob-
tained only if very small steps are taken. After a descent direction is obtained, one
can update the solution u← u + αδu where α > 0 guarantees reduction of the objec-
tive function. Assume that such an iteration is obtained, that is, set w = u + αδu.
The calculation above assumed that αδu was infinitesimal. However, unless α → 0,
this assumption will be violated. Therefore, although u is MP, there is no reason to
believe that w is also MP. Hence, a process of secondary correction is needed in order
to maintain a MP transformation. The same process can be used to initialize u and
obtain the initial MP transformation u0. Since the entire scheme depends upon find-
ing such a mapping, developing a method to obtain a good initial MP transformation
is very important. We now explore this process in detail.
2.3 Obtaining a mass-preserving transformation
A key step in the AHT method is the initialization of the MP transformation and the
projection to the MP constraint. In this section, we discuss this process.
Assume that we have a transformation w that is not mass preserving, and that
we would like to obtain a transformation u that is mass preserving. This can be done




s.t c(u) = 0, (2.3.2)
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where H is some appropriate norm that we discuss next. There are many techniques
to solve constrained optimization problems. In the following, we will consider a
version of sequential quadratic programming (SQP) approach that is commonly used
methodology for constrained optimization problems [73]. The advantage of SQP type
methods is that they are mesh-independent. That is, the number of iterations to
convergence is independent of the mesh size [95].
Note that for the MK problem one must consider a projection from the given point
w with respect to the µ0-weighted L2 norm ‖ · ‖µ0 (see (2.1.1) above). Thus it should
be clear that while we should be able to obtain a local minimizer for (2.3.1), it may
not be the global one. Nevertheless, while we cannot guarantee global convergence of
the projection process we can increase the chances that the local minimizer of (2.3.1)
is also a global minimizer of the MK problem. We recall that the global minimizer
has the property that u = ∇φ [1, 94] and therefore, ∇× u = 0. Thus we propose to








µ0(x)|u− w|2 + β|∇ × u|2
)
dx (2.3.3a)
s.t c(u) = 0, (2.3.3b)
where β > 0. The term β|∇ × u|2 does not change the global minimum. However,
when solving for the projection it gives a bias towards a curl-free solutions, and thus
can yield excellent starting points for the AHT method.
One can check that the conditions for a minimum lead to the following nonlinear
system of equations:
µ0(u− w) + β∇× ∇× u + . . .





det(∇u)µ0(u) = 0. (2.3.4b)
There is an important practical difference between the AHT method and the
projection step. Note that in the AHT method no interpolation, µ(u), is calculated.
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This has the advantage of simplicity. However, as discussed in the previous section,
since µ(u) is never calculated the MP constraint may not be enforced at the end of
the process.
The optimization problem PROJ is a continuous constrained optimization prob-
lem. There are many techniques to obtain the solution to such problems. In the
following, we will consider a version of sequential quadratic programming (SQP)
which is a commonly used methodology for such constrained optimization problems
[73]. The advantage of SQP type methods is that they are mesh-independent. That
is, the number of iterations to convergence is independent of the mesh size [95].
In order to solve for the projection step two different possible approaches can
be used. In the “discretize-then-optimize” approach, we discretize the projection
step (2.3.3), and then solve a discrete optimization problem. In the “optimize-then-
discretize” approach, we first write the Euler-Lagrange equations (2.3.4) in continuous
setting, and then discretize them in order to obtain a system of nonlinear equations.
The two approaches are summarized in [40]. The advantage of the discretize-then-
optimize approach is that common optimization algorithms can be used with little
modification. This is particularly important if we wish to obtain convergence to a
minimum from a far-away starting point. Recent work in the field [73, 20] suggest
several mechanisms to achieve this goal. We explore this issue in some detail below.
Particular care must be taken so that the appropriate inner products and norms are
discretized appropriately [50]. We therefore proceed with the discretization of the
optimization problem.
We should note that although we use the discretize-then-optimize approach, the
discrete nonlinear system and its linearization can be thought of as a discretization
of the Euler-Lagrange equations (2.3.4). As such we need efficient solvers to systems
that involve the curl operator and the linearization of the constraints.
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2.4 Discretization
In order to discretize the problem, we define the Lagrangian





µ0(x)|u− x|2 + β|∇ × u|2
)
dx + (p, c(u)) (2.4.1)
where p is a Lagrange multiplier.
Certain key applications (for example in medical image processing) have data
which are discretized on a regular grid. We therefore construct our discretization
based on a finite volume/difference approach. Rather than working with the defor-
mation field u, we work with the update or displacement v = u − x. This yields
numerically smaller perturbations. Note also that ∇ × u = ∇ × v, and thus the
projection (2.3.3) does not change.
We divide the domain, Ω, into n1× . . .× nd cells, each of size h1× . . .× hd where
d is the dimension of the problem. For simplicity we discretize all the components
of v at the nodes of each cell to obtain d grid functions v̂1, . . . v̂d. The Lagrange
multiplier p is discretized at the cell centers. In 2D, we denote by v̂ij,k the i
th grid





discretized at the cell center. The discretized quantities are plotted in Figure 1.
We note that a staggered discretization for the displacement can also be used
[45]. Similar to problems that are derived from computational fluid dynamics and
electromagnetics, such a discretization has very nice numerical properties. However,
it is less simple to implement and requires careful treatment of boundary conditions.
A discussion about the staggered versus the unstaggered discretization can be found
in [93].
We now consider the different numerical approximations needed in order to obtain
a discrete approximation to the continuous system. A consistent discretization for
∆,∇× and a consistent discretization of ∇u = I + ∇v are needed. There are a
number of possible discretizations that lead to a well-posed system. Here we derive
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Figure 1: Discretization of the displacement and Lagrange multipliers.
the explicit discretization in 2D. The extension to 3D is straightforward.
2.4.1 Discretization of ∆ and ∇×
In order to obtain a consistent discretization of the Laplacian, we use a standard
discretization (5 point stencil in 2D and 7 point stencil in 3D) with Dirichlet boundary
conditions.
To compute the discretization of the curl we use short differences in one direction






v̂1i,j+1 − v̂1i,j + v̂1i+1,j+1 − v̂1i+1,j
2h1
(2.4.2)
− v̂2i+1,j − v̂2i,j + v̂2i+1,j+1 − v̂2i,j+1
2h2
+O(h2),
where we denote by C the curl matrix. It is easy to verify the second order accuracy
of this discretization.
2.4.2 Discretization of the Mass Preserving Constraint
In order to be able to perform the projection step, we need to discretize and solve








det(I +∇v)µ0(x + v) dx
we see that two approximations are therefore needed. First, we need to approximate
det(I +∇v) and second, we need to approximate µ0(x + v).
There are a number of options for discretizing the constraint. In our application,
µ0 is typically discretized in cell centers and therefore we choose the domain Ωj as a
cell in our discretization.
To approximate µ0(x + v) in cell centers we use linear interpolation; see [69] for
details. We denote this approximation as µ0(xh + v̂) where xh is the discretization of
x = [x1, x2] on the cell centers, (i +
1
2
, j + 1
2
). In order to approximate det(I +∇v) at














v̂kij+1 − v̂kij + v̂ki+1j+1 − v̂ki+1j
2h
+O(h2) k = 1, 2. (2.4.3b)
























. i = 1, . . . , n1−1, j = 1, . . . , n2−1
This matrix is the discrete analog to the matrix ∇v at each cell center. For the MK
problem to be well-defined, the matrix I +∇v must be SPD everywhere.
Let Dsj be the discretization of the j
th derivative. The discrete mass preserving
constraint for v then reads
(1 + D1v̂1 + D2v̂2 + (D1v̂1)⊙ (D2v̂2)− (D2v̂1)⊙ (D2v̂1)) . . .
⊙ µ0(xh + v̂) = µ1(xh). (2.4.4)
where ⊙ is the Hadamard product.
It is important to further study this discretization and its properties. Typically
to any discretization we study the consistency and the stability of our discretization.
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2.4.2.1 Consistency of the discretization
To study the consistency of the discretization, the we employ following lemma:
Lemma 1 Let v̂ = (v̂1, . . . , v̂d) be grid functions of a sufficiently smooth field v, and
let GRADv be the approximated for the matrix ∇v. Then, if I + ∇v has positive
real eigenvalues with Re(λmin) ≥ ρ > 0, the matrix GRADv also has positive real
eigenvalues for a sufficiently small h.
Proof 1 To prove the lemma, we note that the matrix is a block 2× 2 matrix. This
implies that the eigenvalues of the matrix I + GRADv can be computed blockwise,
where each of the blocks corresponds to a different cell in the discrete grid. Since the
approximation of the derivatives is O(h2), the eigenvalues of the matrix I +GRADv
converge to the eigenvalues of I +∇v.
It is important to note that the above lemma does not predict the order of con-
vergence. Unfortunately, very small perturbations in the discrete grid function v can
lead to large perturbations in the eigenvalues of GRADv. Consider for example, the
case in which the approximation to GRADv at some cell is





















Then, it is easy to verify that
λ(A + ǫE) = 1±√ǫa.
Thus, for large enough a the eigenvalues of the perturbed system can be very different
from the eigenvalues of the continuous one.
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Nevertheless, the above lemma is important, because it implies that the overall
(discrete) problem is consistent for sufficiently small h. It is also important because
it gives certain hints about possible difficulties with the numerical solution. It is well-
known that the continuous problem can be ill-posed if the real parts of the eigenvalues
of ∇u are not positive, that is, Re(∇u) ≻ 0 (see [33]). The lemma requires h to be
sufficiently small in order to obtain this behavior. If the displacement field is not
sufficiently smooth or h is not sufficiently small, then we may encounter negative
eigenvalues in the discrete approximation of u. In this case the iteration can stall
or even diverge. We therefore propose to check the eigenvalues of I + GRADv
throughout the iteration. This can be done in O(n) work due to the block structure
of the system.
There are a number of ways to correct for negative eigenvalues. Denote the Schur
decomposition of the gradient matrix at the i + 1
2
, j + 1
2
cell by

















where all the matrices are 2 × 2 (in 2D). For the sake of concreteness, assume that





≤ 0. A simple modification of our method, is simply to
inflate Λ1ij in such a manner that it is slightly larger than 0, for example, to h. We
have taken precisely this approach to avoid vanishing or negative eigenvalues that
may lead to divergence of the method.
2.4.2.2 Stability of the discretization
Although the discretization of the MP constraint is consistent and second order ac-
curate, it is not a stable discretization. It is easy to verify that the derivatives have
a non-trivial null space known as a checkerboard null-space. This is not very surpris-
ing. Indeed, consider the simple case of a uniform mass in which one linearizes the
perturbation around it. The Taylor expansion yields
det(I +∇δv) ≈ 1 +∇ · δv.
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Thus, for the starting point u = x and v = 0 the first iterate gives a system similar to
the Stokes system. It is well-known that non-staggered discretizations of the Stokes
equation are not stable [93]. Nevertheless, simple stabilization techniques can be
used to obtain a well-posed discrete system. The most common approach is a penalty
method [93] where an artificial viscosity is added to the Lagrange multiplier. This
additional term stabilizes the system without affecting the overall accuracy of the
problem. We return to this issue in the next section.
2.4.3 Discretization of the Objective Function
In order to discretize the objective function on the regular grid, two quantities are
needed. First, we need to approximate
∫
µ0|v|2 dx on Ωj, and second the approxima-
tion of
∫
|∇ × v|2 dx is needed.






















Summing over the cells we obtain a second order accurate discretization that can be
written in matrix form as
∫
Ω
µ0|v|2dx = v̂⊤Mµ0 v̂ +O(h2), (2.4.6)
where Mµ0 is a µ0 weighted mass matrix.
Since the discretization of the curl is centered at the cell centers it is straightfor-
ward to use the curl matrix C to obtain
∫
Ω
|∇ × v|2dx = h2v̂⊤C⊤Cv̂ +O(h2). (2.4.7)
2.5 Computation of a Step
The computation of a step requires two parts. First, we need to verify that the
constraint is feasible. This is done by computing the projection step. After the
constraint is satisfied, we take a step using the AHT method. We now discuss each
of these steps and the algorithm that results from their combination.
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2.5.1 Computation of the AHT Step






























Here Mµ−1 is the mass matrix of µ
−1 obtained in a similar way to the mass matrix of
µ, Mµ. The solution of the system (2.5.1) is straightforward. Any fast Poisson solver
can be used for the task. In this work, we have used a standard multigrid method
with weighted Jacobi smoothing, bilinear prolongation and its adjoint as a restriction
[93]. The details of the computation of the AHT step using Multigrid methods are
provided in the next chapter alongwith the details of using a commodity Graphics
Processor Unit (GPU) to compute in near real-time speeds.
After the step is computed we need to decide if it is an acceptable step. This is a
rather delicate point. The AHT method is an unconstrained optimization technique,
that is, it assumes that the MP constraints have been eliminated. For unconstrained
optimization techniques, a sufficient reduction in the objective function is a criterion
to accept the step [73]. The problem is that a simple update of the form v̂ ← v̂ +αδv̂
is not mass preserving in general even if v̂ is. This is because the elimination of
the MP constraint is done for the linearized equations, and therefore unless α is in-
finitesimally small, the updated solution is not MP. This implies that the magnitude
of the objective function before and after the update is not a valid measure to step
acceptance. Consequently, care must be taken in order to guarantee that the MP
constraint is enforced after each step of the AHT method. This is similar to sec-
ondary correction methods and projection to the central path that is often done in
constrained optimization algorithms [73]. Assume that at iteration n, we have v̂n as
an approximation to v and that we computed δv̂. To update we use the following
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formula
v̂n+1 = P(v̂n + αδv̂), (2.5.2)
where P is the nonlinear projection discussed in Section 2.3. The nonlinear projection
operator P projects v̂n + αδv̂ into the MP manifold. The step size α is then chosen
such that the objective function of the projected step is decreased. We summarize
this scheme in Algorithm 1.
Algorithm 1 Solution of OMT:
v̂ ← OMTsol(µ0, µ1);
Use µ0 and µ1 to compute a mass preserving v̂0 = P(0)
while true do
Compute ∇hv̂ and correct such that I + Re(∇hv̂) ≻ 0
Solve (2.2.5) for δv̂
line search: set α = 1
while true do
v̂n+1 = P(v̂n + αδv̂)






2.5.2 Computation of the Projection Step
The main building block of our algorithm is the projection to the MP constraint
(2.3.3). The projection enables us to initialize the AHT method as well as the pro-
jection of any AHT step back to the MP constraint.
Using the discretization of the objective function and the constraint we obtain the









s.t (1 + D1v̂1 + D2v̂2 + (D1v̂1)⊙ (D2v̂2)− (D2v̂1)⊙ (D2v̂1))⊙ . . .
µ0(v̂) = µ1. (2.5.3b)
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Given the properties of our discretization we now discuss the a modification of
the Lagrangian and the computation of a step.
In order to overcome the problem of stability in the discrete constraint, we use
a well-known strategy utilized in computational fluid dynamics [93] and add a small






v̂⊤C⊤Cv̂ + p⊤c(v)− γ
2
‖∇hp̂‖2 (2.5.4)
where γ is an O(h2) parameter. The latter term is added to the problem to overcome
the stability problem. For a simple constraint c(v) = ∇ · v it is possible to obtain
an analytic expression for the optimal γ (see, for example, [93]). However, when the
constraint depends on v such optimal expression is not attainable. We therefore set
γ = h1h2 which now yields a consistent and stable approximation to the Lagrangian.
To solve the problem, we use a version of inexact Sequential Quadratic Program-



















where H is an approximation to the second derivatives of the Lagrangian and cu is the
Jacobian of the constraint. Here we used H = Mµ + βC
⊤C. This approximation to
the Hessian yields a SPD approximation to the (1,1) block and therefore guarantees
a descent direction. We have modified standard SQP algorithms and introduced the
regularization matrix S = h1h2∆h ≻ 0 in our numerical procedure.
To solve the KKT system, we have taken a number of steps. First, we have used













where Hag = H + c
⊤
u cu. The augmentation helps to deal with the null space of the
curl operator and is commonly used in computational electromagnetics [42, 39].
Next we use a block preconditioner similar to the one discussed in [86]. It is


















The matrix Hag is derived from an elliptic operator, and therefore it is possible to
approximate its inverse using standard multigrid methods. To approximate the Schur
complement matrix we drop the matrix S which is O(h2) and use the pseudo-inverse
of cu, to obtain
S−1c ≈ c†uHagc‡u.
The computation of c† times a vector z requires the solution of a system of the form
cuc
⊤
u q = z.
Since cuc
⊤
u is a discretization of an elliptic operator this can be done using a standard
multigrid technique. The numerical properties and performance of this approximation
will be studied elsewhere. In our numerical experiments we have noticed that the
number of iterations of the generalized minimal residual method (GMRES) [84] that
was needed to solve the KKT system was almost mesh independent.
2.6 Numerical Experiments
Since the solution of the problem is also the solution of the Monge-Ampere equation














1 · e− 12 (x2− 12 )2/σ22 ∈ [0, 1]2,
22
(a) MATLAB Phantom Image (µ1) (b) Deformed Image (µ0)
(c) Deformed Grid (d) Deformation Vector Field
Figure 2: 2D Analytical Example. Two image pairs (a) & (b) with a known defor-
mation, mapping one to the other. (c) shows the deformed grid and (d) shows the
deformation vector field with superimposed gradient contours of the determinant of
the Jacobian.
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where c, σ1 and σ2 are parameters chosen to create a unique deformation field. Dif-
ferentiating φ with respect to x = (x1, x2), we obtain u = (u1, u2),







1 · e− 12 (x2− 12 )2/σ22







1 · e− 12 (x2− 12 )2/σ22).
We employed a standard 2D phantom image from MATLAB to serve as µ1(x1, x2)
and define µ0(x1, x2) by
µ0 := det(∇u)µ1(u). (2.6.1)
We computed µ0(x1, x2) via linear interpolation. The deformed grid, deformation
vector field, µ0 and µ1 thus obtained are shown in Figure 1. We next inputed the µ1
and µ0 obtained in this manner into our solver to find the transformation u using our
algorithm.
We also performed the same experiment for a 3D brain MRI dataset. The defor-
mation field from the 2D example was symmetrically extended in the third dimension
and the deformed image was computed in the same way. For both experiments we
use β = 102. We terminated our algorithm after 100 iterations or when the curl of
the solution was 4 orders of magnitudes smaller than its initial size (in the infinity
norm).
Table 1 shows the ∞-norm of the error between the known and compute defor-
mation fields at different grid sizes.
The tables clearly demonstrate quadratic convergence of our method to the true
solution that is expected from the discretization error used in our numerical approx-
imations.
To demonstrate the efficiency of our algorithm we present in Table 2 the number of
projection steps and AHT steps used for each of the examples on each level. Note that
we have not used a multilevel procedure that could speed up calculations. This was
done in order to demonstrate mesh-independence of the method. The incorporation
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Table 1: Convergence for the 2D and 3D experiments
Grid size Error (infinity norm) in 2D Error (infinity norm) in 3D
2−3 1.1× 10−4 1.2× 10−2
2−4 2.5× 10−5 3.8× 10−3
2−5 6.0× 10−6 9.0× 10−4
2−6 2.4× 10−7 2.2× 10−5
2−7 5.9× 10−8 5.1× 10−6
2−8 1.2× 10−8
Table 2: Number of projection and AHT iterations for the 2 and 3D experiments
Grid size # proj iter (2D) AHT iter (2D) # proj iter (3D) AHT iter (3D)
2−3 56 3 67 3
2−4 32 2 46 2
2−5 28 1 34 1
2−6 27 1 35 1
2−7 28 1 36 1
2−8 26 1 35 1
of a multilevel method will be done in future work. Table 2 clearly demonstrates the
mesh independence property of the SQP algorithm. It also demonstrates that the
modified projection is indeed very effective in obtaining an excellent starting point to
the AHT method. Indeed, a single AHT iteration was performed by the code. This
implies, the initial projected solution was at the solution of the MK problem.
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CHAPTER III
MULTIGRID COMPUTATION OF AHT ON GRAPHICS
PROCESSING UNITS
3.1 Introduction
Computationally, one of the attractive features of the AHT method of computing the
optimal mass transport mapping is that the core of the algorithm is a Poisson solver.
As we deal with larger and larger data sizes in our applications of OMT in image
processing, computational efficiency becomes an important factor in determining the
feasibility of the algorithm. We have tried to solve this issue by employing advanced
numerical techniques such as Multigrid Methods, described in this chapter, and Adap-
tive Mesh Refinement using octrees described in Chapter 4. Moreover, the Multigrid
methods employed are highly data-parallel computations in nature and are ideally
suited for computations on newly emerging Graphics Processing Units (GPUs). We
developed a library of functions that offload these numerical computations to the
GPU resulting in remarkable overall speed-ups for our applications. In this chapter
we provide the detail of these techniques.
3.2 Multigrid Methods
Multigrid methods were developed to solve boundary value problems on spatial do-
mains [14]. These methods are particularly useful on sparse systems as a numerical
method of solving equations in the category of iterative or relaxation methods, versus
a direct method. Methods have been developed for both linear and nonlinear equation
systems [56, 67, 90]. Direct methods solve the equations directly using a finite number
of steps, such as through the cyclic reduction or fast Fourier transform. Relaxation
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methods, such as the Gauss-Seidel or Jacobi methods, begin with an initial guess at
a solution and proceed iteratively to the solution upon which it converges.
The multigrid idea is very fundamental. It takes advantage of the smoothing
properties of the classical iteration methods at high frequencies (Jacobi, Gauss Seidel,
SOR, etc.) and the error smoothing at low frequencies by restriction to coarse grids.
The essential multigrid principle is to approximate the smooth (low frequency) part
of the error on coarser grids. The non-smooth or rough part is reduced with a small
number of iterations with a basic iterative method on the fine grid. In the discussion
below, the methodology description of Briggs [16] is followed closely. We start with
an overview of the traditional relaxation methods. Let,
Au = f (3.2.1)
denote a system of linear equations, with u representing the exact solution of the
system. Classical relaxation methods require computing time of O (np), where n
is the total number of grid points and p is usually 2 [54], therefore, these methods
become computational unfeasible for large size problems. If v denotes the approximate
solution to the exact solution u, then the error e = u− v satisfies
Ae = r = f − Av (3.2.2)
which says that we can relax directly on the error by using the residual equation.
Moreover, relaxation on the original equation Au = f with an arbitrary initial guess
v is equivalent to relaxing on the residual equation Ae = r with the specific initial
guess e = 0. Then the approximation for the solution at next step is given is by
u = v + e. This methodology of using residual corrections as a relaxation method
is used in all classical relaxation methods such as Jacobi and Gauss-Seidel, just to
name a few. These methods damp fluctuations in the residual, usually quickly at
the beginning and then flatten out, a few iterations into the process and convergence
becomes very slow. A useful feature of multigrid methods is that the convergence
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rate is independent of the grid spacing. Therefore, when relaxation, or solution of
the linear system has stalled on the finer grid, moving to a coarse grid allows one
to now relax on the error by using the residual equation. By repeatedly relaxing on
further coarser grids, this initial guess in improved each time. A two grid setup of
this method would comprise of the following steps:
• Start on the fine grid and relax ν1 times on Au = f on the original fine grid to
gain initial guess v.
• Compute the residual r = f − Av.
• Transfer residual to the coarse grid (restriction) and relax on Ae = r to approx-
imate the error.
• Transfer error to the fine grid (interpolation) and correct the approximate so-
lution using v = v0 + e.
• Relax ν2 times on Au = f using the corrected initial guess.
The idea of using coarser grids to generate improved initial guesses is the basis
of a strategy called nested iteration. This two grid mechanism can be extended to
a cascade of coarser grids such that the exact solution at the coarsest level can be
obtained by a direct solution of the linear system and this mechanism is the basis
for the development of different multigrid methodologies. The basic components of
multigrid algorithm are discretization, inter-grid transfer operators (interpolation and
restriction), a relaxation scheme and the iterative cycling structure. In the following
section we describe our choice of these components for the 3D multigrid Poisson
solver.
3.3 3D Multigrid Poisson Solver
A simple profiling of the code clearly shows that the most time consuming computa-
tion in the AHT algorithm is the solution of the Poisson equation. To obtain a fast
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solver we employ a multigrid solver. We closely follow the approach proposed in [41].
For completeness we describe the key components of the algorithm here.
Figure 3: Stencil coefficients of the 19-point scheme for the 3D Poisson Equation
3.3.1 Discretization
The discrete Poisson equation is given as shown below
−∆u (x, y, z) = f (x, y, z) , (x, y, z) ∈ Ω, (3.3.1)
where Ω is a continuous convex domain in 3D space with suitable boundary conditions
prescribed on its boundary ∂Ω. We employ the fourth order compact approximation
scheme as proposed in [41]. The 3D stencil for this discretization is shown Figure 3
and the corresponding 19-point formula is as following:
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24ui,j,k − 2 (ui+1,j,k + ui−1,j,k + ui,j+1,k + uu,j−1,k + ui,j,k+1 + ui,j,k−1)
− (ui+1,j+1,k + ui−1,j+1,k + ui+1,j−1,k + ui−1,j−1,k + ui+1,j,k+1 + ui−1,j,k+1)




(6fi,j,k + fi+1,j,k + fi−1,j,k + fi,j+1,k + fi,j−1,k + fi,j,k+1 + fi,j,k−1)
(3.3.2)




and provides a computationally
efficient approximation and uses less memory compared to a standard second order
scheme.
3.3.2 Multigrid Cycling Structure
We use a standard V-cycle algorithm for iterative multigrid solver. One iteration of a
simple multigrid V-cycle algorithm consists of smoothing the error using a relaxation
technique (e.g., the Jacobi and GaussSeidel methods), solving an approximation to
the smooth error equation on a coarse grid, interpolating the error correction to the
fine grid, and finally adding the error correction into the current approximation. A
multigrid V-cycle is the process that goes from the finest grid down to the coarsest
grid and moves back from the coarsest up to the finest. A V(ν1;ν2)-cycle is a multi-
grid V-cycle algorithm that performs ν1 relaxations on each level before projecting the
residual to the coarse grid (pre-smoothing), and performs ν1 relaxations after inter-
polating the coarse grid correction back to the fine grid (post-smoothing). The whole
algorithm is shown in Algorithm 3.3.2 below. For other multigrid cycling algorithms,
we refer to the books of Briggs, Wesseling and Trottenberg [16, 96, 93].
3.3.3 Inter-grid Transfer Operators
The prolongation operator Ih2h for transferring coarse grid correction from coarse to
fine grids is the trilinear interpolation. Specifically, correction values of common
points of fine and coarse grids are directly transfered. Depending on the location,
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Algorithm 2 Multigrid V-cycle Scheme:
vh ←MGV h
(
vh, fh, ν1, ν2
)
Step1: Relax ν1 times on A
huh = fh with a given initial guess vh
if Ωh = coarsest grid - (Step 2) then
Goto Step 4
else







v2h, f 2h, ν1, ν2
)
end if
Step3: Correct vh ← vh + Ih2hv2h
Step4: Relax ν1 times on A
huh = fh with a given initial guess vh
correction values of other fine grid points are obtained by averaging correction values
of the nearest two, four or eight points on the coarse grid. For detailed formulas, see
page 67 in [96].
The residual restriction operator I2hh for projecting residual from fine to coarse
grids is the full-weighting scheme. The full-weighting operator evaluates residuals
at all fine grid points and projects a weighted average of residuals at the nearest 27
points in a cube centered at the reference point according to the following formula.




[8ri,j,k + 4 (ri+1,j,k + ri−1,j,k + ri,j+1,k + ru,j−1,k + ri,j,k+1 + ri,j,k−1)
+ 2 (ri+1,j+1,k + ri−1,j+1,k + ri+1,j−1,k + ri−1,j−1,k
+ ri+1,j,k+1 + ri−1,j,k+1 + ri,j+1,k+1 + ri,j−1,k+1 + ri+1,j,k−1
+ri−1,j,k−1 + ri,j+1,k−1 + ri,j−1,k−1)
+ ri+1,j+1,k+1 + ri−1,j+1,k+1 + ri+1,j−1,k+1 + ri−1,j−1,k+1
+ri+1,j+1,k−1 + ri−1,j+1,k−1 + ri+1,j−1,k−1 + ri−1,j−1,k−1]
(3.3.3)
Here ri,j,k is the residual on the fine grid at a red point (i, j, k) and r̄ī,j̄,k̄ is the quantity




= (i/2, j/2, k/2).
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Figure 4: Stencil for the 3D Full-weighting Restriction Operator
3.3.4 Parallel Relaxation Using Colored Grids
We used a four-color Gauss-Seidel relaxation scheme in our multigrid algorithm. Us-
ing four colors allow to decouple the 3D grid points completely. The four color scheme
ensures that for each grid point of a given color, the nearest grid points along the
three coordinate directions are marked with different colors. Figure 5 shows this ar-
rangement for a reference point colored with red and its 18 nearest neighboring grid
points are colored with black, green and white. This scheme allows for all grid points
with each color to be updated simultaneously on a parallel computer, a feature we
exploit in our GPU implementation. Four sub-sweeps can be carried out to perform
a Gauss-Seidel relaxation on the whole grid. This is known as the four-color Gauss-
Seidel relaxation and in addition to parallelization and vectorization also provides
better convergence and smoothing properties.
In this section we have outlined the multigrid algorithm employed for a parallel
implementation and is in no ways an exhaustive introduction of these methods. The
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Figure 5: Decoupling the 3D grid points with four colors
interested reader is referred to [41, 16, 93, 96] for complete theoretical details on
implementation of the multigrid method. In the following section we describe the
parallel implementation of the AHT update step on a GPU.
3.4 GPU implementation
An advantage of our solution to the OMT problem is that it is particularly well-
suited for implementation on parallel computing architectures. Over the past few
years, it has been shown that graphics processing units (GPUs; now standard in most
consumer-level computers), which are naturally massively parallel, are well suited for
these types of parallelizable problems [13, 74]. In the following we provide an in-
troduction to the model of performing general purpose computations on the GPU
commonly known as the GPGPU model. We also provide the details of our im-
plementation of the AHT update step on the GPU including the mulitgird Poisson
solver.
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3.4.1 Introduction to GPGPU
A GPU is a highly parallel computing device designed for the task of graphics ren-
dering. However, the GPU has evolved in recent years to become a more general
processor, allowing users to flexibly program certain aspects of the GPU to facilitate
sophisticated graphics effects and even scientific applications. In general, the GPU
has become a powerful device for the execution of data-parallel, arithmetic (versus
memory) intensive applications in which the same operations are carried out on many
elements of data in parallel. Example applications include the iterative solution of
PDEs, video processing, machine learning, and 3-D medical imaging.
With the recent release of NVIDIAs Compute Unified Device Architecture (CUDA),
the hardware architecture of modern GPUs can be viewed as a series of Single-
Instruction-Multiple-Data (SIMD) multiprocessors, each capable of processing one
set of instructions on different elements of memory in one clock cycle. As of this
writing, up to 128 processors are available on a single GPU. Each of these processors
has available to it four sources of local memory within its multiprocessor unit:
A set of 32-bit registers for each processor Shared memory available to all pro-
cessors Shared constant memory available to all processors Read-only texture cache
available to all processors
Beyond the scope of each multiprocessor, read write access is available to the local
video memory present on the GPU. Texture memory is considered a special case of
device memory and is accessed by each processor via a texture unit which applies any
special filtering or addressing requested depending on memory data format. Typically,
the GPU is accessed for computation or graphics rendering through its device driver
via either a graphics API (such as OpenGL or DirectX) or through specialized APIs
such as CUDA (which shares the same name with nVidias hardware architecture).
Since, we implemented the AHT update step using the OpenGL based computation
model using Cg shaders we only provide the details of this model here.
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Figure 6: GPGPU Programming Model: The three steps that are required to per-
form general purpose computations on a GPU using Cg shaders.
The General purpose GPU (GPGPU) computing based on Cg shaders can be
described in the following steps and the procedure is also outlined in Figure 6.
1. Set up the GPU to render a single polygon that fills the rendering screen such
that each pixel of the polygon occupies one pixel of screen.
2. Load data (i.e. 2D arrays) to be processed onto the video card as texture.
3. Associate a Cg fragment shader with the polygon. Render scene to memory.
35
The result is that a chosen operation is performed on each element of input data and
output as a result in parallel.
Figure 7: CPU versus GPU solution of PDEs: While the CPU computes updates
on data grids one element at a time, the GPU is capable of updating entire grids in
one pass due to their massively parallel architecture.
A library of 24 Cg fragment shaders was developed for simple matrix computa-
tions such as addition, subtraction, scalar multiplication etc. as well as kernel based
computation of derivatives, divergence and curl. The Multigrid constituent functions
of Restriction, Interpolation and Relaxation were also implemented as Cg shaders.
3.4.2 AHT Update on the GPU
Taking advantage of the benefits a parallel approach has to offer our problem, we
implemented our OMT multigrid algorithm on the GPU. The GPU’s advantage over
the CPU in this sense is that while the CPU can execute only one or two threads
of computation at a time, the GPU can execute over two orders of magnitude more.
Thus, instead of sequentially computing updates on data grids one element at a
time, the GPU computes updates on entire grids on each render pass, significantly
improving performance (Figure 7).
The AHT algorithm is implemented on the GPU as a series of kernel operations:
arithmetic computations performed component-wise over large grids of data. An
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example of such an operation is the restriction operator utilized in the multigrid
algorithm to down-sample data; each element of an input data grid is convolved
and re-sampled to a lower resolution grid. The data flow and sequence of kernel
applications involved in the OMT solver are given in Figure 8. All kernels are written
in Cg in conjunction with the OpenGL/fragment shader paradigm for GPU computing
as described in [77].
Figure 8: Outline of processing for the OMT solver conducted on the GPU. Process-
ing occurs in two major phases: evolution of the map from source to target volumes
and time step adjustment. Each gray rectangle represents one Cg kernel executed
on the GPU. Arrows indicate the flow of data volumes through the Cg kernels. The
entire process in the figure, above is repeated left to right until convergence.
We used the synthetic 3D test case introduced in the previous chapter to measure
the performance improvements. The results are shown in Figure 9 below. On a
modest Dual Xeon 1.6Ghz machine with an nVidia GeForce 8800 GX GPU (3DMark
score of 7200), improvements in speed over our CPU OMT implementation reached
4826 percent on a 1283 volume data where it converges in just 15 minutes. The GPUs
available at the time of writing of this report only allow single precision computations,
however, this did not affect the stability of the OMT algorithm.
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Figure 9: The GPU realizes an increasing advantage in solving the OMT problem





3D image registration is a computationally extensive problem which is commonly
solved in medical imaging. The complexity of the problem stems from its size and
non-linearity. In this chapter we present an approach that drastically reduces the
problem size by using adaptive mesh refinement. Our approach requires special and
careful discretization of the variational form on adaptive octree grids. It further re-
quires an appropriate refinement criteria. We show that this approach can reduce the
computational time by orders of magnitude compared to the non-adaptive approach.
One of the major challenges in image registration is overcoming the computational
complexity of the problem. Fast and efficient numerical schemes are crucial. This is
especially the case for 3D images where tens or hundred of millions of unknowns need
to be evaluated. In this chapter, we address this challenge.
Several approaches towards fast implementations have been discussed in the lit-
erature: iterative solvers [23, 70], specialized direct solvers [34], fast filter techniques
[17], multigrid [51, 52, 25, 57, 44]. All these techniques are combined with a multi-
level strategy. However, they all use the original image grid as a finest grid. Already
for moderate sized 3D images this results in large degrees of freedom. For an exam-
ple, for 1283 images, one already ends up with roughly 6 million unknowns. Thus,
even a super fast implementation of a multilevel/multigrid method might be too slow
in clinical application. In this chapter we propose a strategy to reduce the size of
the problem by using adaptive multilevel mesh refinement. The idea is hardly new
for numerical methods for partial differential equations (PDEs); see [83, 30, 7] and
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reference therein. Nevertheless, the use of adaptive meshing to inverse problems is
a relatively new field with very little references; see [6, 8, 9, 87]. Some relevant
work on octree based image registration is in [88, 59, 43]. In [85] non-uniform octree
meshes for finite-element computations were proposed with applications in solution
of elliptic partial differential equations and elastic image registration. In [89, 59] the
displacement field was discretized using quadtree splines and in [88] a 2D surface was
embedded in 3D and represented using an octree. Other relevant contributions using
octrees in image processing has been made in the field of computer graphics [63, 64].
In particular, the work of Losasso et al. on octree discretization demonstrates that
images of fine-detail, flows, and smoke can be represented efficiently and reliably with
this type of data structure.
In the following we present a multilevel adaptive mesh refinement method for
non-rigid image registration using Optimal Mass Transport. We use octrees as a
basic structure for the underlying displacement field and discretize the optimization
problem on an octree. The goal is to represent a less complex transformation by a
smaller number of unknowns. An extreme example is a translation or shift, where
the complete transformation can be represented by only three unknowns. Note that
the octree structure is used for the transformation, while we use the original high
resolution representation for the given images. Further acceleration of the method
proposed here can be obtained by using an image-pyramid structure however we
choose to concentrate on the discretization of the transformation assuming a fixed
image size.
4.2 Octree Data Structure and Discretization
In this section we discuss octree based discretization of the image registration problem.
Following [4], we envision a uniform underlying coarse grid ΩH with cell width H and
a uniform underlying fine grid Ωh with cell width h; see Figure 10. We assume that
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Figure 10: 2D example for grid refinement. (a) regular, refinement (b) adaptive.
H = 2Lh, where L denotes the total number of refinement levels. The fine grid is
basically the voxel grid of the images and the coarse grid is inexpensive to work on
while still producing a meaningful coarse grid solution that can serve as a starting
guess for a refined level.
4.2.1 Octree Data Structure
In contrast to the regular grids, the octree grid Sh is composed of square cells of
different size. Each of these cells can have a width 2hj where 0 ≤ j ≤ L. Thus, Sh is
nested in Ωh. To make the data structure easier to access, we limit the ratio of widths
of adjacent cells by two. This results in a tree structure, where each node (cell) has
up to eight children in 3D and four for the 2D case; see Figure 10 for an example.
The grid structure is then stored as a sparse array. The size of each cell is stored in
the upper left corner of the array. This allows us to quickly find neighbors, which
is a major operation in the computational process. This data structure is closely
related to the one suggested in [53]. For example, for the sparse grid S2h presented
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in Figure 10 the non-zero entries are stored as,
4.2.2 Discretization
Given a particular octree grid one has to decide on where to discretize the different
variables. In this work, we have chosen a nodal grid based discretization which implies
that all variables are discretized at the nodes. This discretization is substantially
simpler to work with and implement, and second order accuracy can be easily obtained
even on octrees. For ease of presentation, we derive our discretizations in 2D, the 3D
extension is straightforward. As we have seen in our discretization scheme on regular
grids previously, in order to discretize the objective function on an octree grid Sh, two
quantities need to be computed properly. First, we need to approximate
∫
µ0 |u|2 dx
and second the approximation of
∫
|∇ × u|2 dx is needed.
4.2.2.1 Transferring µ0 to the Octree
Based on our assumption that µ0 exists on the cell centers, we need to make sure it
is interpolated to the nodes of the octree grid Sh. If Anc is defined as the averaging
matrix from cell-centers to nodes and QΩS is the operator that maps a function from










where, v is the vector collecting all cell volumes and ⊙ is the element-wise product.
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4.2.2.2 Discretizing the ∇× Operator
We focus on an arbitrary component ul of the displacement. Consider the quadtree
(2D octree) cell depicted in Figure 11 with cell-center “•” at position (x1, x2) and cell-
width 2h. In the nodal discretization all the components of u are discretize on the
nodes. The partial derivatives are thus naturally discretized to second order accuracy
along the centers of the edges of each cell, i.e.,
Figure 11: Discretization of ∇ul
∂1ul (x1, x2) = ∂
h
1 ul (x1, x2) +O (h2) and ∂2ul (x1, x2) = ∂h2 ul (x1, x2) +O (h2),
with ∂hj the standard central finite differences approximation and l = 1, 2. Thus,
for the quadtree in Figure 11 we obtain the second order approximations
∂h1 ul (x1, x2 + h) =
ul (x1 + h, x2 + h)− ul (x1 − h, x2 + h)
2h
,
∂h2 ul (x1, x2 − h) =
ul (x1 + h, x2 − h)− ul (x1 − h, x2 − h)
2h
,
∂h2 ul (x1 − h, x2) =
ul (x1 − h, x2 + h)− ul (x1 − h, x2 − h)
2h
,
∂h2 ul (x1 + h, x2 − h/2) =
ul (x1 − h, x2)− ul (x1 − h, x2 − h)
h
,
∂h2 ul (x1 + h, x2 + h/2) =




Using this second order difference scheme, we can discretize the gradient of ul on
the quadtree edges. For ease of presentation, we derive a matrix representation for the








l the collection of ∂
h
j ul (x1, x2)
for all discretization points, and Ace be an average matrix from edges to cell-center of
























4.3 Computing the Projection to Mass Preserving (MP)
Constraint
In this section we present the modified algorithm to compute the projection to the MP
constraint as described in last chapter. It can easily be shown that the Lagrangian to
compute the minimization problem on the Octree grid can be written as following:






uT CT V Cu + pT c (u) (4.3.1)
where, c (u) = 0 is the mass preservation equality constraint and p is the vector of
Lagrange multipliers. Mµ0S is mass matrix given by I ⊗µS0 where ⊗ is the Kronecker
product and I is an identity matrix of size N ×N (where, N = 3 for 3D problems).
Similarly, V is the volume matrix given by I ⊗ v and C is the curl matrix as defined
above.





























H is approximated by αMµ0S + βC
T V C
S is a regularization matrix
cu is the Jacobian of the constraint equation.
also,
∂L/∂u = αMµ0Su + βC
T V Cu + cTu p
∂L/∂p = c (u)



























Here we propose to use the augmented Lagrangian algorithm as it breaks down
the problem into smaller unconstrained problems. Additionally, this method is less
sensitive to the nullity of A and can also work well if there is near singularity [37].
Multiplying the second block-row of the system above by γB (where γ is a positive


























































= M (γ)−N (γ)
For a fixed γ the convergence properties are given by the iteration matrix
G = M(γ)−1N(γ)





0 (A + γB⊤B)−1B⊤




The eigenvalues of G are determined by the eigenvalues of the Schur complement
S(γ) = B⊤(A + γB⊤B)−1B⊤
The properties of this Schur complement are studied in detail in [37]. It is clear
that for a sufficiently large γ the iteration converges linearly. Nevertheless, it should
be also clear that if γ is too large, the convergence can be painfully small.
Now using the splitting of KKT system defined above we can write an iterative










































































Which results in the following iterative scheme:
Aaugu
k+1 = −BT pk + r′1 (4.3.5)






This iterative scheme can now be employed in finding the projection. The projec-
tion algorithm is outlined below in Algorithm 3:
Algorithm 3 Projection to MP constraint:
Compute A = αMµ0S + βC
T V C + γcTu cu
Initialize pk = 0
for ii = 1 to maxiter do









Compute r1 where, r1 = αMµ0Su
k + βCT V Cu + cTu p
k + γcTu c
k
Compute r2 where, r2 = c
k
Set B = cu
Set dpk = 0
Solve KKT System [du, dp] = kktSol
(
A,B, dpk, r1, r2
)





→ dpk+1 = dpk − 1/µ ∗ (r2 −Bdu) – Eq. (4.3.6)
if ‖du‖∞ > 1 then
du = du/‖du‖∞
end if
line search: set η = 1
while true do
uk+1 = uk − ηdu
pk+1 = pk − ηdpk+1


























Update γ = 1.5γ
end for
4.4 Adaptive Mesh Refinement
The cost of the optimization process is directly impacted by the size of the problem
and the initial guess for the solution. Adaptive multilevel refinement methods are
targeted to achieve a low-cost good starting guess by using coarse grids, and to
reduce the size of the discrete fine grid problem by using adaptive nested grids that
refine only in areas where the error in the solution is large. Unfortunately, finding a
unique refinement criterion that works for different problems is rather difficult; see,
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Table 3: Speed-up results for the 3D synthetic example
Without OcTree (MINRES) With OcTree (Matrix Splitting) Speed-up
Grid size Time(min) Time(min)
2−4 1.8 0.28 6.4
2−5 32.4 3.2 10.1
2−6 712.3 14 50.8
2−7 13816 36 383.7







at any iteration k. Since, the solution of the projection algorithm is directly measured












∣ > τ .






∣ < τ for all cells. Figure 12 below
shows the value of the refinement criterion and the corresponding octree meshes at
different levels of the multi-level method.
4.5 Numerical Experiments
To demonstrate our method, we used the 3D synthetic data of the known deformation
field example given previously. The goal of the experiments was to compare matrix-
splitting based projection algorithm computed on an octree to the GMRES based
projection algorithm without and octree. The general setup for each test case is as
follows. We performed OMT computation with different grid sizes. The tolerance τ
was chosen to be 0.10 and all experiments were started on a coarse mesh consisting
of 73 cells resulting in 3 × 83 unknowns. The stopping criteria for the optimization
on a single level was when the maximum difference of consecutive iterates was below
0.1 voxel width. The linear systems were solved to a precision of 105 using a precon-
ditioned conjugate gradient method. Table 3 shows the results of these experiments.
All computations were performed on on Intel Dual Xeon 1.6GHz machine.
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(a) OcTree Level 1
(b) OcTree Level 2
(c) OcTree Level 3






∣) with Mesh Refinement
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CHAPTER V
IMAGE MORPHING AND REGISTRATION
Our interest in OMT is motivated by its applications in image processing, specifically
registration and morphing. Image registration and morphing are amongst the most
common image processing problems. Registration is necessary in order to compare or
integrate image data obtained from different measurements, on the other hand, image
morphing is a class of techniques that deals with the metamorphosis of one image into
another (also known as image interpolation). Given two related images, these two
techniques can be used together to generate a sequence of intermediate images in
which an image gradually changes into the other over time. Critical to the success
of this process is the quality of the warping function generated by the registration
procedure. Morphing is achieved by shifting all pixels in the image according to the
vector field defined by this warping function. Desired results cannot be achieved if
the underlying warping function is not correct.
OMT has a number of distinguishing characteristics that make it an attractive
candidate for the above mentioned applications: (1) it is a parameter free method
and no landmarks need be specified, (2) it is symmetrical (the mapping from image
A to image B is the inverse of the mapping from B to A), (3) its solution is unique
(no local minima), (4) it can register images where brightness constancy is an invalid
assumption, and (5) OMT is specifically designed to take into account changes in
densities that result from changes in area or volume.
5.1 Image Morphing
The OMT approach can also be applied to image morphing that is also a widely used
technique in image processing. It essentially deals with creating a sequence of images
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that smoothly and realistically interpolate between a pair of images. The term morph
is, therefore, a short for metamorphosis. The whole procedure can thus be viewed as
image interpolation in the time domain. All image morphing methods seek to find a
reasonable warping function between a source and target image pair that can then
be used generate the intermediate images in the sequence through a simple method
called cross-dissolving.
There have been many algorithms proposed for image morphing in literature. We
will just sample some of the key approaches most relevant to the present work. The
most prominent amongst these fall under the categories of mesh warping [97], field
morphing [10], radial basis functions [3] , thin plate splines [61], energy minimiza-
tion [60] and multilevel free-form deformations [62]. A common feature present in
almost all of these techniques is some sort of feature selection mechanism. This is
employed to set up correspondences between the two images from which a warping
function can be generated. Feature specification has been in general the most tedious
aspect of morphing, and there is usually a tradeoff between the complexity of feature
specification and warp generation.
The proposed approach in this work can be categorized as an intensity-based
technique closely related to such ideas in the medical registration literature. Here
one uses only information given by the images such as pixel intensities to perform
the warping. A successful intensity-based algorithm can achieve automatic morphing
without user inputs or prior assumptions on special shapes or features of the objects
in the image. See [92] for a review of the literature and an extensive list of references
on this subject.
5.1.1 Algorithm and Results
In this section we present some image morphing results using the proposed OMT
framework. The mass transport model seems to fit a wide range of dynamic imagery
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such as clouds, flames and deforming objects. Here again the warping map is obtained
between the source and target images using the OMT framework. Once we have
the optimal mass preserving map. The morphed intermediate images between the
source and target images can be created using the warp calculated from the following
relationship [15, 36]:
X(x, t) = (1− t) ∗ x + t ∗ u∗(x) (5.1.1)
where X(x, t) defines our continuous warping map between the source and target
image at time t, and u∗ denotes the optimal mass preserving map. Note that when
t = 0, X is the identity map and when t = 1, it is the optimal map u∗. Therefore,
parameter t acts as the transition rate. An interpolated image for any t ∈ [0, 1] can
then be obtained by::
I t(X(x, t)) = (1− t) ∗ I0(x) + t ∗ I1(u∗(x)) (5.1.2)
The mass preservation property can be ensured simply by shading the pixels in the
interpolated images according to |D(X t)−1|µ0 ◦ (X t)−1.
We applied the aforementioned procedure to two different cases. In the first
case we registered two images taken from a sequence of ink diffusion in liquid. In
Figure (13), we show the results for the ink diffusion image pair (512 × 512 pixels).
The top left and bottom right in the smaller images are the source (t = 0) and target
(t = 1) images, respectively and all the in-between images are interpolated using
Equation (5.1.2). The image at the bottom is a quiver plot of the warp superimposed
on target image.The second example shown in Figure (14) is of two images extracted
from a SOHO solar proton shower movie sequence. The layout of this figure is same
as in Figure (13).
In Figure (15) we show that classical non-rigid registration based on optical flow
fails to warp the flare images. The procedure cannot account for the new information
present in the second image versus the first image.
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Figure 13: 2D Morphing Example 1. Morphing results for ink diffusion image pair.
The images at the top show individual frames from the morph and the image at the
bottom shows the deformation vector field overlaid on the source image.
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Figure 14: 2D Morphing Example 2. Morphing results for solar flare image pair.
The images at the top show individual frames from the morph and the image at the
bottom shows the deformation vector field overlaid on the source image.
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Figure 15: Optical Flow Fails. Classical non-rigid registration based on calculation
of optical flow fails to morph the solar flare images.
5.2 Image Registration
In this section, we propose a method for image warping and elastic registration based
on the classical problem of optimal mass transport. Registration is the process of
establishing a common geometric reference frame between two or more image data
sets. In the context of medical imaging, registration allows for the incorporation of
preoperative image information in a surgical setting to improve image-guided surgery
and therapy. It also aids in diagnosis by allowing the concurrent use of information
from multiple data sets, possibly taken at different times using different modalities
and patient positions. Registration processes proceed in several steps. Typically, a
measure of similarity between the data sets is established, so that one can quantify
how close an image is from another after transformations are applied. Such a measure
may include the similarity between pixel intensity values, as well as the proximity of
predefined image features such as implanted fiducials, anatomical landmarks, surface
contours, and ridge lines. Next, the transformation that maximizes the similarity
between the transformed images is found. Often this transformation is given as the
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solution of an optimization problem where the transformations to be considered are
constrained to be of a predetermined class. Finally, once an optimal transformation is
obtained, it is used to fuse the image data sets. In the context of medical imaging, this
is an essential technique for improving preoperative and intraoperative information
for diagnosis and image-guided therapy.
A vast amount of literature exists on image registration techniques and we refer
the reader to [65, 19, 38, 46] for an overview of this field. The solution approaches
to the registration problem range from statistical to computational fluid dynamics
to various types of warping methodologies. Our method is in the class of warping
strategies based on continuum and fluid mechanics, in which one tries to use properties
of elastic materials to determine the deformation. One defines a (typically quadratic)
cost functional that penalizes the mismatch between the deforming template and
target (Christensen et al., 1993, 1996; Miller et al.; Bro- Nielsen and Gramkow, 1996;
Thirion, 1995). In this sense, our method is closest to the registration philosophy of
these works. In fact, the optimal warping map of the L2 Monge-Kantorovich may
be regarded as the velocity vector field which minimizes a standard energy integral
subject to the Euler continuity (mass preservation) equation (Benamou and Brenier,
2000).
Broadly speaking, image registration techniques can be classified as either “rigid”
or “non-rigid”. Rigid registration is usually performed when the images are assumed
to be of objects that simply need to be rotated and translated with respect to one
another to achieve correspondence. Non-rigid registration on the other hand is used
when either through biological differences or image acquisition or both, correspon-
dence between structures in two images cannot be achieved without some localized
stretching of the images [26]. In contrast to rigid registration techniques, non-rigid
registration techniques are still the subject of significant ongoing research. We ap-
proach the task of non-rigid registration by treating it as an optimal mass transport
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problem. As with other non-rigid registration techniques, the computational burden
associated with this problem is high, however, the use of multi-resolution approaches
presented in earlier chapters help to alleviate this problem.
5.2.1 3D Non-rigid Registration
In context of image registration applications the input data to our algorithm is the
source and target volumes that need to be registered. For the examples presented in
this section we model the mass density for a voxel as the image intensity. However, it
can also be alternatively defined as any scalar field that is related to the underlying
physical model. This property can be exploited for non-rigid registration of multi-
modality data as well, where sufficient anatomical correspondence exists between the
source and target datasets. In order for the notion of mass preservation to be valid it
is necessary that both volumes have same total mass. This is ensured by normalizing
the image intensities by the respective sum of all intensity values in each volume. The
normalized data is then scaled by a common factor to avoid numerical instability due
to very small values. Another step in the pre-processing of input data is the addition
of a small mass in the background regions where there the intensity values are zero in
order to avoid a divide-by-zero while solving Equation (2.2.5). Another step necessary
in context of Brain MRI registration is dealing with the inherent anisotropic nature
of the data. We pre-process all brain MRI data by interpolating and re-sampling to
isotropic voxels.
In the first example, we register a synthetically generated 3D sphere (128x128x128)
to a deformed (dented) counterpart; see Figure 16. It can be clearly seen that our
algorithm successfully captures the deformation in the sphere.
In the second case, we registered two 3D brain MRI datasets. The first data set
was pre-operative while the second data set was acquired during surgery (craniotomy
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Figure 16: Synthetic Imagery Results. A sphere is mapped to its deformed coun-
terpart. In the lower image we show the deformation vector field. It is clearly visible
that the magnitude of deformation is maximum at the top where the dent is and it
decays smoothly inside the sphere. Data size 1283)
and opening of the dura). Both were resampled to 1283 isotropic voxels and pre-
processed to remove the skull. The results are shown in Figure 17
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Figure 17: Brain Sag Registration. The top four figures show the registration results
on an axial slice and the bottom four show results for a saggital slice from the 3D
volume. The deformation due to the brain sag after carniotomy and opening of the
dura is clearly visible in both the deformation grid and the magnitude of deformation
plots. The gravity vector is parallel to the horizontal axis. A rigid shift can also be
noticed due to slight displacement of the head during surgery.
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Figure 18: Sphere Registration(3D View). The deformation is visible at the dented
region of the sphere. (Data size 1283).
Figure 19: Brain Sag Registration(3D View). The brain sag is visible in the anterior
portion of the brain. (Data size 2563).
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For each of the above examples the deformation map was computed in fewer than
20 iterations. The curl (optimality metric) was reduced to less than 10−3, indicating
convergence. This is a major improvement over the previous methods [48, 2] where
thousands of iterations were required for convergence. Another advantage to our
method is the explicit projection to the mass preserving constraint in each iteration
that ensures that the calculated mapping always takes us from the source image to
the target image.
5.2.2 Multimodal Registration of White Matter Brain Data
The elastic registration of medical scans from different acquisition sequences is be-
coming an important topic for many research labs that would like to continue the
post-processing of medical scans acquired via the new generation of high-field-strength
scanners. In this section, we introduce a parameter-free registration algorithm that is
well suited for this scenario as it requires no tuning to specific acquisition sequences.
The algorithm is based on the numerical scheme presented earlier in chapter 2 and
3, for computing elastic registration maps based on the minimizing flow approach to
optimal mass transport. We apply the algorithm to register the white matter folds
of two different scans and use the results to parcellate the cortex of the target image.
To the best of our knowledge, this is the first time that the optimal mass transport
function has been applied to register large 3D multimodal data sets.
5.2.2.1 Introduction
Registration is an important pre-processing step for many automatic approaches that
extract cortical structures from Magnetic Resonance Images (MRI) [31, 92, 49]. Com-
mon approaches for aligning the atlas of the segmenter to the patient MRI are
based on the B-spline representation [49, 82] and continuum and fluid mechanics,
[24, 68, 18, 91]. The accuracy of these approaches generally depends on how well
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they are tuned to the sequence of patient scan. Tuning these algorithms often re-
quires expertise about the underlying algorithm. Clinicians scanning with new ac-
quisition sequences are therefore often concerned on how to post-process these scans.
We propose a parameter-free algorithm for the registration of MRIs where we model
the registration of images as an optimal mass transport problem.
5.2.2.2 Algorithm and Results
Our goal is the identification of cortical structures by mapping a publicly available
atlas [32] to the scan of a patient. In our scenario, the scanning sequence of the
atlas is very different from the one of the patient. The MRI of the atlas is a spoiled
gradient recalled image acquired on a 1.5-Tesla General Electric Signa System (GE
Medical Systems, Milwaukee) with 256x256x124 voxels and voxel dimension of 0.92
× 0.92 × 1.5 mm. The patient scan is a MPRAGE acquired on a Siemens 3T long
bore machine using a 8 channel head coil. The resolution of the scan is 256 × 256 ×
144 with voxel dimension 0.54 × 0.54 × 1.0 mm (See Figure 1(b).
The parcellation of the cortex can be encoded by partitioning the boundary be-
tween cortex and white matter into anatomical regions [31]. The label map of cortical
structures can then be inferred from this partition by propagating the labeling along
the boundary to the entire cortex. The pipeline described below will apply this con-
cept for the parcellation of the cortex to the high resolution scan. The overall pipeline
is outlined in Figure 22.
The input of the pipeline consist of the atlas, the high resolution scan as well as a
segmentation of the scan into the major tissue classes. In the first step, we coarsely
align the atlas to the image data using the B-spline implementation by Rohlfinger[82]
with a final spacing of the grid nodes of 2.5 mm. This results in a coarse alignment of
the scans. The algorithm has difficulties in mapping the folds of the white matter due
to the inherent constraints of the B-spline representation. We then reduce the atlas to
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(a) B-Spline (b) Patient Scan (c) Mass Transport (d) Difference ((b)-(c))
Figure 20: White Matter Registration results.
the white matter including the parcellation of the cortex along the boundary between
gray and white matter (see Figure 20(a)). Afterwards, we refine the alignment of this
new atlas to the white matter of the high resolution scan using our Optimal Mass
Transport registration approach. Registration using Optimal Mass Transport is a
highly flexible approach that is, unlike B-Splines, not constrained to a set of control
points. The intensities in the two input datasets are first normalized and rescaled to
make sure that both have the same total mass. The white matter registration with
the proposed algorithm took just 12 iterations to converge with 2 iterations of the
projection to constraint per iteration. This is a huge improvement over algorithm
proposed in [48] where thousands of iterations were required for convergence with
roughly the same computational complexity per iteration. The ∇× u (convergence
metric) was reduced to an order of 10−3 indicating an optimal map. Figure 20(c)
shows the resampled images with 3D views of the corresponding deformation grid in
Figure 21. The difference (Figure 20(d)) between target (Figure 20(b)) and resampled
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Figure 21: Deformed Grid on white matter Slices (left) and 3D volume (right).
Figure 22: White Matter Registration Pipeline.
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image indicates that our approach accurately aligned the folds.
After this local alignment, the folds of the atlas should perfectly align with the
ones of the high resolution scan. The parcellation of the folds of the atlas, therefore,
also encodes the parcellation of the same region in the high resolution scan. We then
complete the cortex parcellation of the high resolution scan by confining the Voronoi
diagram of the aligned atlas to the gray matter mask of the high resolution scan.
The results in Figure 23 show the corresponding segmentation when applying the
deformation map of the B-Spline registration and our approach to the the label map
of [32], and propagating the labels to the cortex via the Voronoi diagram.
We are aware of the variety of other methods for registering and segmenting cor-
tical structures. We also note that our segmentation results are by no means perfect.
However, to the best of our knowledge, this is the first time in medical imaging that
a parameter-free registration tool has been used for registering the cortical folds of
3D MRIs. The difficulties of aligning cortical folds is reflected by the large body
of literature discussing this topic. Registration approaches based on continuum and
fluid mechanics are often applied to this problem. However, the accuracy of these
approaches generally depends on how well they are tuned to the sequence of patient
scan. We view Optimal Mass Transport (OMT) as part of these types of registration
approaches. Unlike the current state of the art, OMT is parameter free. It is, there-
fore, especially suited to align new acquisition sequences, which the other methods




Figure 23: Cortex Parecellation Results
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CHAPTER VI
DYNAMIC ACTIVE CONTOUR TRACKING
6.1 Introduction
In computational vision, visual tracking remains one of the most challenging problems
due to noise, clutter, occlusion, and dynamic scenes. No one technique has yet to
solve this problem completely, but those that employ control-theoretic filtering tech-
niques have proven to be quite successful. In this work, we extend one such technique
by Niethammer et al. in which implicitly represented dynamically evolving contours
are filtered using a geometric observer framework. The effectiveness of the observer
hangs upon the solution of two major problems: (1) the calculation of accurate curve
velocities and (2) the determination of diffeomorphic correspondence maps between
curves for geometric interpolation. We propose the use of novel image registration
techniques such as image warping and optimal mass transport for the solution of these
problems which increase the performance of the framework and reduce algorithmic
complexity. One major drawback to the original scheme, as it relies on PDE solu-
tions, is its computational burden restricting it from real time use. We show that
the framework can, in fact, run in real time by implementing our additions to the
framework on the graphics processing unit (GPU) and show better execution times
for these algorithms than reported in recent literature.
Visual tracking is the act of consistently locating a desired feature in each image of
an input sequence. It is a critical step in numerous machine vision applications such
as surveillance, driver assistance, human-computer interactions, etc. However, it is a
challenging problem due to noise, clutter, occlusion, and dynamic scenes. Numerous
approaches and techniques exist for the solution of the tracking problem and some of
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the most successful employ control-theoretic filtering techniques.
In this chapter we introduce on one such control-theoretic tracking framework by
Niethammer et al. [72] who proposed a deterministic observer framework for visual
tracking based on non-parametric implicit (level-set) curve descriptions. This work
is novel in that it provides a general framework for the filtering of implicit curves
along with any amount of additional state associated with those curves without the
need for parameterizations which are complex to implement in practice have their
own particular drawbacks.
The above referenced work involves a continuous-discrete observer with continuous-
time system dynamics and discrete-time measurements. The proposed framework is
general in nature and multiple simulation models can be incorporated. Measurements
can be performed through static segmentation techniques and optical flow computa-
tions.
Unfortunately, discrete-time measurements lead to the problem of geometric curve
interpolation and the filtering of quantities propagated along with implicitly repre-
sented estimated curves. Interpolation and filtering are intimately linked to the cor-
respondence problem between curves. In [72], this is done using a Laplace equation
approach, establishing a one-to-one correspondence between measured and estimated
curves to determine unique ”distances” between points and to exchange information
between them for dynamic filtering. The distance measurements allow for a geo-
metric interpolation between measured and estimated curves, facilitating geometric,
intuitively tunable gains for position filtering.
In our work, we use the Monge-Kantorovich formulation of the optimal mass
transport (OMT) problem for the purpose of establishing the diffeomorphic corre-
spondence maps between the estimated and measured curves instead of the Laplace
equation approach which requires complex domain decompositions in order compute
the correct map. The OMT method, on the other hand, is an elegant solution to
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Figure 24: Geometric Observer Structure
the correspondence problem and is applied globally on the implicit representations
of the curve. Although in the L2 case OMT is an NP-hard problem we benefit from
a fast and near-realtime, multi-resolution and multigrid implementation of the OMT
algorithm on the GPU [81, 80]. Another significant contribution is the use of a regis-
tration warp as a velocity measurement instead of the classical Horn & Schunck [55]
optical flow used by Niethammer et al. [72]. This warp is also a 2D velocity field over
every point in the image like its predecessor but has accurate magnitudes making
advection unnecessary in the framework and velocity measurements accurate.
The chapter is organized in the following sections. Section 6.2 briefly reviews
curve evolution equations and the general observer structure as proposed in [72].
Section 6.3 briefly describes the areas of contribution of this work. In Sections 6.4 to
6.7 we describe our proposed velocity measurement based upon image warping, our
proposed error correction scheme based upon optimal mass transport, and the GPU
implementation of the framework. Results are presented in Section 6.8. Conclusions




A planar curve evolution may be described as the time-dependent mapping: C(p, t) :
S1× [0, τ) 7→ R2, where p ∈ [0, 1] is the curve’s parameterization on the unit circle S1,
C(p, t) = [x(p, t), y(p, t)]T , and C(0, t) = C(1, t). Define the interior and the exterior
of a curve C on the domain Ω ⊂ R2 as
int(C) :=
{
x ∈ Ω : (x− xc)TN > 0, ∀xc ∈ C
}
,
ext(C) := Ω \ int(C),
where N is the unit inward normal to C. To avoid tracing individual curve particles
over time C can be represented implicitly by a level set function Ψ : R2 × [0, τ) →
R [76], where
Ψ(0, t)−1 = trace(C(·, t)).
There is no unique level set function Ψ for a given curve C. Frequently, Ψ is chosen
























‖∇Ψ‖ = 1, almost everywhere,
Ψ(x) = 0, ∀x ∈ C,
Ψ(x) < 0, ∀x ∈ int(C),
Ψ(x) > 0, ∀x ∈ ext(C).
Given a curve evolution equation
Ct = v,
where v is a velocity vector, the corresponding level set evolution equation is [76]
Ψt + v
T∇Ψ = 0.
The unit inward normal, N , and the signed curvature, κ, are given by




6.2.2 General Observer Structure
Assume that the system to be observed evolves in continuous time and that mea-














































where w and sk are the system and measurement noises respectively, C represents
the curve position, and q denotes additional states transported along with C (e.g.,





























where the hat denotes estimated quantities. Assuming hk = id (the identity map),
this corresponds to a completely measurable state x = [C, q]T . The proposed continuous-





























































where (−) denotes the time just before a discrete measurement, (+) the time just
after the measurement, and KCk (a scalar) and K
q
k (a diagonal matrix of scalars) are
the decoupled error correction gains for the curve position C and the additional state
quantities q respectively. The operators −∗, +∗, ∗∗ denote subtraction, addition, and
multiplication of curves and of the additional state quantities propagated with the
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curves respectively. They are a crucial part of the proposed observer framework and
are implemented implicitly in the error correction scheme described in Section 6.6.
Figure 24 shows the overall observer structure as given in Equation (6.2.1) and model
assumptions associated with each component of the observer.
6.3 Contributions
We extend the geometric observer framework of Niethammer et al. [72] (given above)
with image registration techniques such as optimal mass transport in place of the
previous methods utilized for curve correspondence and velocity computation. These
modifications lead to more accurate tracking performance and overall algorithmic
simplification as well as real time implementations on GPU hardware. Specifically,
the improvements can be divided into three areas and are described below:
6.3.1 Registration Warp Velocity Measurement
In the original model, classical optical flow (which in general gives incorrect velocity
magnitudes) is utilized both as a motion prior and to measure curve velocity. We
propose an image warp based on a brightness constancy assumption as a motion prior
and curve velocity measurement. This leads to accurate estimation of velocity field
magnitudes and orientations, thereby increasing performance and removing the need
for advection of state during prediction.
6.3.2 Optimal Mass Transport Error Correction Scheme
In the original model, a non-trivial procedure was needed to carry out filtering of both
curve and velocity information involving complex domain decomposition, the solution
of the Laplacian, and advections. We solve this problem globally using optimal mass
transport as a registration technique between curves. This results in a mapping
between curves, removing the need for advection to transport information for error
correction. It also alleviates any need for complex domain decomposition and leads
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to more accurate tracking performance.
6.3.3 Computational Efficiency.
We leverage the full multigrid PDE solution scheme on the graphics processing unit
(GPU; now available on most consumer computers) to solve the PDEs employed in
the geometric observer framework resulting in computation times that outperform
implementations documented in the recent literature. This shows that the framework
is capable of functioning as a real time vision system and that some PDE methods
that were previously impractical for real time use are now reasonable to consider in
such systems.
In what follows, we describe how the aforementioned contributions are integrated
into the observer framework.
6.4 Measurements
6.4.1 Velocity Measurements
Previously in [72], optical flow was used as the velocity measurement v corresponding
to the curve velocity state within the geometric observer. In this strategy, a classical
Horn & Schunck optical flow [55] is calculated, which estimates the 2D velocities
of all image points from frame to frame which are then used as the measurement of
curve velocity. However, optical flow is in general inaccurate with respect to flow
magnitude and Horn & Schunck optical flow can be inaccurate in terms of flow direc-
tion. While both of these facts can lead to poor performance, the former leads to the
necessity of advection to transport information for curve prediction; without correct
magnitudes information must be transported in a particular direction until it reaches
its destination.
As a solution to these problems, we propose the use of a registration warp as a
motion prior. Like optical flow, this warp is a velocity field over every point in the
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image domain, but has more accurate magnitudes which are suitable for directly map-
ping one image to another, making advection unnecessary and velocity measurements
accurate.
Given two frames of imagery I1 and I2, solving for the registration warp u : R
2 7→
R




I1(x + v(x))− I2(x)
)2
dx
In other words, we wish to find a u that transforms I1 so as to match I2 as closely as
possible in terms of squared error.
Such a quadratic minimization can be sufficiently dealt with via the Gauss-Newton
method. Leaving derivations aside, the resulting algorithm for computing v is sum-
marized in Algorithm 4 below.
Algorithm 4 Velocity Computation Algorithm
Set v = 0.
while Not converged do




I1(x + v) − I2(x) + 〈∆I1, v̂〉
)2
+ λ||∆v̂||2dx,
where λ is a constant determining the required smoothness of the resulting field.
- Set v = v + ρv̂, where ρ is the predefined time step for the Gauss-Newton
method.
end while
Previously, such minimization would be considered impractical for tracking due to
the computational cost involved with step (2). However, this is not the case when com-
puted using a full multigrid scheme on a small, parallel computing architecture such
as the graphical processing unit which is now available in most consumer computers
(see Section 6.7 for details on the GPU implementation of the warping algorithm).
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6.4.2 Curve Position Measurement
Static measurements of curve position provide information about the actual system
and allow the model state to converge to the true system states. Motion models used
in visual tracking cannot possibly be rich enough to capture the variability seen in
deformable objects in natural video sequences. Therefore, it is important that the
observer estimate be supplemented with measurements so the observer can adapt to
real-life changes in the system.
The estimate model is a function of the curve position and dynamics as it evolves
through time. The measurement of the actual system, however, is independent of the
model. Therefore, the static curve measurements can be obtained using any segmen-
tation technique with no modification to the observer. Most segmentation methods
are either based on local image information from an edge detector, or statistics of
regions of image data defined by the curve. Additionally, shape priors can be learned
and included in the segmentation algorithm to improve accuracy if detailed shape
information is available a priori.
We create our static measurements in a two step process. First, background sub-
traction is used as a pre-processing step to help separate the target from background
clutter. Second, the resulting image is segmented to isolate the target.
In order to obtain a smooth curve C that represents this segmentation, we employ
the active contour technique proposed by Chan and Vese [21]. This method attempts
minimize the variance over the region inside the curve C, Cinside and outside the
curve, Coutside. This is accomplished by minimizing the following energy with respect




(I − u)2dA +
∫
Coutside
(I − v)2dA + µ
∫
C(s)ds
This energy is at a minimum when the interior and exterior are modeled best by
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u and v. The Chan-Vese segmentation technique is advantageous in that it is robust
to noise since image data is integrated over large regions, it’s global use of image
information makes it robust to different initializations, and its simplicity allows for
real time implementation.
6.5 Motion Priors
In [72], three major motion priors were defined: A static motion prior,
Ĉt = 0,
a quasi-dynamic optical flow prior,
Ĉt = (vOF · N )N ,







κN − (∇ · N )N − 1
2
µ(‖Ĉt‖2)sT .
For our work, we utilize the latter, as it correctly models the dynamics of the estimated
curve Ĉ.
6.6 Error Correction
The observer framework proposed in this paper requires a methodology to associate
an estimated curve state to a measured curve state. This amounts to establishing
correspondences between points on the measured and the estimated curves. The
correspondence map between measured and estimated curves should be diffeomorphic.
As we have seen earliers such a one-to-one correspondences between curves can be
established using the Optimal Mass Transport technique.
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6.6.1 Curve Interpolation
Optimal mass transport can be employed to find correspondences between curves in







1, x ∈ Cinside
0, otherwise
(6.6.1)
Given two curves, C1 and C2, a correspondence map can be calculated between these
curves by finding a mass-preserving mapping (via the algorithm described above)
between their implicit representations C1binary and C
2
binary.
The resulting mapping ũ∗ provides a one-to-one correspondence from the implicit
represention C1binary to C
2
binary. However, for the purposes of filtering, an intermediate
mapping between curves is required. Such an intermediate mapping is easily recovered
through the following warping map u(x,w),
u∗(x,w) = x + w ∗ (ũ∗(x)− x), (6.6.2)
where w ∈ [0, 1] the interpolation parameter such that u∗(x,w = 0) is the identity




The error correction scheme builds on the results Chapter 2 and subsection 6.6.1. The
observer structure dictates that error correction (the combination of measurement and
estimate) for the state corresponding to curve position be computed as:





which amounts to curve interpolation via the method from subsection 6.6.1 where
w = KCk .
For the error correction of additional state quantities, state information needs
to be exchanged and compared between the measured and the predicted curves i.e.
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moved to appropriate positions in the image domain which correspond to the filtered
curve Ĉk(+) to facilitate a pointwise linear combination of values for filtering. This
information exchange is performed, again, via the method from subsection 6.6.1 with




p̂i(−) = q̂i(−)(u∗inv(x, 1−KCk )),
where u∗inv is the inverse map corresponding to u
∗ and pi & p̂i(−) are the velocities
on the measured and predicted curves, respectively, transported appropriately to the
corrected curve. We can now perform pointwise filtering on the velocity states via,
q̂i(+) = p̂i(−) +∗ Kqk ∗∗ (pi −∗ p̂i(−)) ,
where q̂i(+) is the new velocity state estimate.
6.7 GPU Implementation
In this work, the basic building blocks of all the given algorithms (optical flow for im-
age warping, optimal mass transport, and active contour evolution) are the solutions
of PDEs. Typically, such problems are computationally intensive and prohibitive
for real time tracking implementations. However, in the past few years, it has been
shown that graphical processing units (GPUs), which are now standard in most con-
sumer computers and are normally applied to graphics processing for gaming, are
particularly suited for several types of parallelizable problems including the solution
of PDEs [13, 74]. In our work, we implemented all PDE solvers on the GPU utilizing
the full multigrid method, making two algorithms practical for tracking which were
not practical before: optical flow for image warping and optimal mass transport. In
this section, we give details on the GPU, our implementation, and the computational
advantages achieved.
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Figure 25: The GPU realizes an increasing advantage in speed over the CPU as
grid size increases for the optimal mass transport solver with final performance ratios
reaching well beyond an order of magnitude.
GPUs were introduced in Chapter 3 where we provide the details of the method in
3D. In this case, however, both 2D optical flow and optimal mass transport algorithms
were implemented on the GPU using a full multigrid solver.
On a modest Dual Xeon 1.6Ghz machine with an nVidia GeForce 8800 GX GPU
(3DMark score of 7200) optical flow speeds of 153 FPS were achieved on imagery of
size 1282. This is in contrast to the optical flow framerate of 97 FPS achieved on
specialized FPGA hardware recently reported in [29] on comparably sized imagery.
Note that the former implementation will run on most modern consumer level PC’s
without modification.
On the same machine, similar gains in speed were observed for the optimal mass
transport algorithm. On a 5122 grid, 100 iterations of the latest OMT solver required
15.25 seconds (full multigrid in C) while the GPU version required 1.59 seconds
representing almost an order of magnitude speed improvement. This gap continues
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to increase with grid size (Figure 25).
These results show that certain algorithms involving PDEs which would be con-
sidered impractical for use in real time control are now reasonable to consider in the
design of vision systems. Additionally, these results show that the scheme presented
in this paper is capable of real time performance.
6.8 Results
Figures 26 and 27 show tracking results from both the tracker with proposed exten-
sions and the original tracker on a single blob and a walking person, respectively.
The error correction gains KCk for the curve position and K
q
k for the curve’s normal
velocity were both 0.8 for the blob tracking sequence and 0.3 and 0.5, respectively, for
the walking person sequence. Initial conditions (the bold solid curves) were chosen
far from the initial measurement curves (dash-dotted curves).
In the blob tracking case, both trackers converge to the correct solution and handle
the topological change correctly. This shows that the addition of the optimal mass
transport for curve interpolation is capable of handling the same changes in shape
the original interpolation scheme could without the need for domain decomposition.
In the walking person sequence, the proposed tracker is capable of handling complex
shape changes such as those brought on by the moving legs and arms while the original
tracker struggles with this difficulty and never recovers.
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(a) OMT Interpolation (b) Laplace Interpolation
Figure 26: Comparison of tracking results between the OMT based tracker and
the Laplace based tracker on a blob sequence with topological changes. The black
curve is the measurement, the red curve is the prediction, and the blue curve is
the estimate. Note that both trackers have comparable performance in this simplest
of cases showing that our improvements yield no decrease in algorithm capabilities
versus the original.
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(a) OMT Interpolation (b) Laplace Interpolation
Figure 27: Comparison of tracking results between the OMT based tracker and the
Laplace based tracker on a walking person. The black curve is the measurement, the
red curve is the prediction, and the blue curve is the estimate. Note that (top) the
proposed extensions are capable of handling the complex shape change due to the




CONCLUSION AND FUTURE WORK
In this thesis, we presented a novel and efficient numerical method for the computation
of the L2 optimal mass transport mapping in two and three dimensions. Our method
uses a direct variational approach. We have formulated a new projection to the
constraint technique that can yield a good starting point for the method as well as
a second order accurate discretization to the problem. In our future work, we plan
to focus on further improvements to our framework by improving the solver for the
Karush-Kuhn-Tucker (KKT) system even further. In particular, we plan to develop a
multigrid solver for inverting the augmented Lagrangian system on octrees. Moreover,
we would investigate migrating the octree data structures to the GPU as well using
more modern programming APIs such as CUDA.
In the following we provide our conclusions and planned future work for different
applications of our method discussed in this thesis.
7.1 Image Morphing and Registration
Motivated from our results with morphing of natural phenomenon such as flames,
clouds and smoke we will further investigate the applications of our algorithm for
flame detection and segmentation in image sequences. Moreover, we have also shown
that optimal mass transport is, in fact, a viable solution for elastic registration by
achieving low run times for typically sized 3D datasets on standard desktop computing
platforms. In future work, we will be applying this methodology to other interesting
cases as well as extending the results to 3D surfaces (for which the MongeKantorovich
theory holds).
We also presented a novel new approach to identify cortical structures by mapping
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publicly available 3D MRI atlases to the scan of a patient. OMT is an attractive choice
for this because it is a parameter-free algorithm and does not require tuning to specific
acquisition sequences. The difficulties of aligning cortical folds is reflected by the large
body of literature discussing this topic. Registration approaches based on continuum
and fluid mechanics are often applied to this problem. However, the accuracy of
these approaches generally depends on how well they are tuned to the sequence of
patient scan. We view Optimal Mass Transport (OMT) as part of these types of
registration approaches. Unlike the current state of the art, OMT is parameter free.
It is, therefore, especially suited to align new acquisition sequences, which the other
methods have not yet been tuned to. Based on deriving this numerical framework,
we are quite sure that in the near future we will be able to provide cases in which we
show superior performance to other well established tools in the community.
7.2 Dynamic Active Contour Tracking
We also presented an extension to the work of Niethammer et al. [72] by introduc-
ing novel image registration techniques as a velocity measurement and optimal mass
transport as a curve interpolation scheme. These additions lead to more accurate
tracking performance as well as algorithmic simplifications in the framework. Addi-
tionally, we show that the framework and related PDE techniques for image analysis
are practical for real time vision applications without the requirement of specialized
hardware on consumer level graphical processing units. In fact, we show that the
speeds achieved on the GPU exceed those reported in recent literature.
The measurement model applied in this work is a combination of simple back-
ground subtraction and Chan-Vese segmentation. Through the utilization of more
robust, layered measurement models such as those in our work [78] the applicability
of this framework can be expanded now that it is capable of real time performance.
Additionally, now that the computational load of the observer framework has been
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reduced, it is possible to incorporate a particle filter for non-deterministic estimation.
Additionally, in this work, the interpolation parameter ω was manually set and
kept static. An interesting avenue of research would be the investigation of statistical
methods for the adaptive tuning of this parameter.
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