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る作業になり，…方限定されたモデル間の比較ではしばしば常識に反する結果を与える．
 宮野は，リッジ回帰を適用した解決法を提案している．パラメータのO次階差（ノルム）を小さくす
るという点で漸進的変化の条件と類似しているが，リッジ係数を決定する基準については未解決であ
る．この基準にABICを用いたとしても3効果に対する重みが同一なことから，3効果が同程度に現れ
るようた解に限定される．
 石井は，不定解の中からパラメータの1次階差が最小にたる解を求めようとしている．このやり方も，
3効果に対する重みを決定する基準をもっていたい．
 丹後は，メッシュコウボートという概念を持ち出し，データのセルを分割することによって識別問題
が解決できるとしている．しかし，この方法は，暗黙裡に3効果のパラメータに1次階差の制約を導入
したものと同等である．また，その重みが固定されており，識別問題を解決しているとはいえたい．
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           分割表に対する混合モデルと潜在構造分析
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 一般に，2×2分割表は，3つのパラメータを用いて
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 例えば，大竜巻のような天災が起きるか否かの予想と，実際に起きたか否かにより結果を分類した表
に，完壁た予測に対応する対角モデルD＋（力）と，当てずっぽた予測に対応する独立モデル∫（力，σ）との
混合モデルを対時させると，αはその予想のパターンの“的中率”を示す．
 また，ある期間に結婚した夫婦の前歴で，夫が初婚か再婚が，妻が初婚か再婚がで分類した表には，
三角モデルσ・（力，1）と独立モデル1（力，1）又は三角モデル∫（午，卜（力升）との混合モデル
を対応させると，αは初婚の夫が再婚の妻との結婚を忌避する尺度を示すものと考えられる．
 この他，各種の混合モデルを対時させて，分割表に潜在している「構造」に探りを入れることができ
る．
            ベイズ型密度関数推定モデルについて
                               坂  元  慶  行
 温かな密度関数をもつ限り適用可能な密度関数の推定法を［1コで提案した．この方法は，赤池の
GALTHYの考え方に基礎を置き，具体的には次の手順によっている．
 ①データκを，適当な分布関数Q（κ）を用いて，ツ＝Q（κ）に変換
 ②区間［O，1コ上のヒストグラムのベイズ推定値ゐ（ツ）を求める
 ③ノ心）を2次スプラインで平滑化し，ん（y）を求める
 ④κの密度関数の推定値として∫（κ）二々（ρ（κ））σ（λ）をとる
この方法においては，②で，尤度工（尻）の尻に対して事前分布π（引m2，ん一1，ん。）を仮定し，ハイパー・
パラメータを，
・・1・一（一・）1・・∫舳π（尻1〆，ん一・，舳・・（一イパー・パラメータ数）
によって決定する．この方法は，従来順位統計量によって処理されることの多かった“（2標本）ノンパ
ラメトリック検定”に対する新たな情報量統計学的アプローチの可能性をひらくと考えられる．すなわ
ち，
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が確率分布をなす場合，分布型未知の2つの母集団分布gエ，£。からm，m個の標本／ツ！1）｝，
／y12｝／がとられたとき，2つのモデル，
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を想定し，ABICの最小値を与えるモデルを採択することによって実現できると考えられる．
 いくつかの実験結果から，正答率には遜色ないことがわかった．しかし，この方法の特長は分布型そ
のものの良好な推定が可能な点にある．
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