Ryhmittelyanalyysi uskonnontutkijan työkaluna by Pauha, Teemu












Ryhmittely- eli klusterianalyysi (cluster analysis) on verrattain vähän tunnettu tilastollinen 
analyysimenetelmä, jota ei esitellä edes kaikissa tilastotieteen perusteiden oppikirjoissa. Se on 
kuitenkin huomattavan monipuolinen työkalu, joka soveltuu monien uskontotieteilijöitäkin 
kiinnostavien kysymysten selvittelyyn.  
 
Kuten menetelmän nimestä voi päätellä, ryhmittelyanalyysin avulla pyritään tunnistamaan 
käytetystä aineistosta alaryhmiä, joiden jäsenet muistuttavat tiettyjen ominaisuuksien osalta 
toisiaan ja samalla eroavat muiden ryhmien jäsenistä (Toivonen 1999, 341). Ryhmiteltävät 
asiat voivat olla melkeinpä mitä tahansa: ihmisiä, seurakuntia, valtioita ja niin edelleen. Yleinen 
edellytys on kuitenkin se, että ryhmittelyn perusteena käytetyt ominaisuudet ovat määrällisiä 
eli niitä voidaan mitata numeroin. 
 
Käsittelen tässä katsauksessa kahta yleisintä ryhmittelyanalyysin muotoa: hierarkkista kluste-
rianalyysia (hierarchical cluster analysis) ja K-means-klusterianalyysia (K-means cluster ana-
lysis). Esittelen lyhyesti menetelmien yleiset periaatteet ja niiden käyttöön liittyvät rajoitukset. 
Lisäksi pohdin mahdollisuuksia yhdistää ryhmittelyanalyysia laadullisiin menetelmiin ja annan 
esimerkin omasta tutkimuksestani, jossa on tehty näin. 
Muuttujakeskeisyys vs. henkilökeskeisyys 
Tilastollinen tutkimus on perinteisesti keskittynyt kartoittamaan kahden tai useamman muut-
tujan välisiä yhteyksiä aineistossa. Esimerkiksi regressioanalyysin tarkoituksena on selvittää, 
riippuvatko yhden muuttujan arvot toisesta muuttujasta (eli ennustaako esimerkiksi uskonnol-
lisuus suvaitsemattomia asenteita seksuaalivähemmistöjä kohtaan). Tällaisen tutkimuksen on-
gelmana on kuitenkin niin sanottu homogeenisyysoletus (homogeneity assumption): lähtökoh-
tana on, että muuttujien välinen yhteys on samanlainen koko aineistossa (Bravo, Pearson & 
Stevens 2016, 167). Tyypillinen oletus on esimerkiksi, että uskonnollisuus vaikuttaa yhtenäi-
sellä tavalla ihmisten asenteisiin seksuaalivähemmistöjä kohtaan. Jos siis henkilö tiedetään us-
konnolliseksi, voidaan jo sen perusteella tehdä joitain päätelmiä siitä, kuinka hän todennäköi-
sesti suhtautuu seksuaalivähemmistöihin. 
 
                                                     
1 Kiitän psykometriikan yliopisto-opettaja Jari Lipsasta tekstin lukemisesta ja kommentoinnista. 
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Ei kuitenkaan ole vaikea keksiä esimerkkejä tilanteista, joissa homogeenisyysoletus ei välttä-
mättä toteudu; jotkut perustelevat uskonnolla kielteisiä asenteita seksuaalivähemmistöjä koh-
taan, kun taas toisille uskonto päinvastoin oikeuttaa heteronormista poikkeavat seksuaalisuu-
det. Muuttujakeskeisen (variable-centered) lähestymistavan rinnalle onkin ehdotettu henkilö-
keskeisiä2 (person-centered) menetelmiä, joiden tarkoituksena on tunnistaa aineistosta erilai-
sia sisäisesti homogeenisiä alaryhmiä (ks. esim. Bravo, Pearson & Stevens 2016; Laursen & Hoff 
2006; Meeusen ym. 2018). Ryhmittely tapahtuu aina joidenkin valikoitujen ominaisuuksien pe-
rusteella. Ihmisiä voisi ryhmitellä esimerkiksi iän, pituuden tai painon mukaan. Uskonnontut-
kija on kuitenkin yleensä kiinnostunut ennen muuta uskonnollisista ominaisuuksista: konser-
vatiivisuudesta, uskonnollisesta aktiivisuudesta, uskonnollisesta sitoutuneisuudesta ja niin 
edelleen.  
 
Ryhmittelyanalyysin eri muodot ovat yksinkertaistettuna algoritmeja, jotka vertailevat tilasto-
yksiköiden (esim. kyselyn vastaajien) välisiä etäisyyksiä ja etsivät lyhimmät etäisyydet. Tutki-
jan tehtävänä on määritellä, minkä ominaisuuksien suhteen vertailu tapahtuu. Kun algoritmia 
toistetaan tarpeeksi pitkään, aineisto jakautuu alaryhmiin, joiden jäsenet ovat tiettyjen ominai-
suuksien suhteen lähellä toisiaan ja kaukana muiden alaryhmien jäsenistä.  
 
Ryhmittelyanalyysin perusperiaatteiden ymmärtämisessä voi auttaa, jos ajattelee tilastoyksi-
köt (esimerkiksi kyselylomakkeen vastaajat) pisteinä P-ulotteisessa avaruudessa, missä P on 
ryhmittelyssä käytettävien muuttujien määrä. Jos siis halutaan etsiä tilastoyksiköitä, jotka 
muistuttavat toisiaan kahden eri ominaisuuden suhteen, tilastoyksiköt voi ajatella pisteiksi ta-
vallisessa kaksiulotteisessa koordinaatistossa (vrt. kuva 1 alla). Tällöin ryhmittelyanalyysi on 
periaatteessa matemaattinen tapa niputtaa yhteen toisiaan lähellä olevia pisteitä. Periaate py-
syy samana silloinkin, kun ryhmittelyssä käytetään yli kahta muuttujaa, mutta geometrisen 
mielikuvan tavoittaminen käy muuttujien lisääntyessä nopeasti vaikeaksi; ihmismielen on han-
kala hahmottaa, millaista on etsiä lähimpiä pisteitä esimerkiksi 14-ulotteisessa avaruudessa.    
Hierarkkisen klusterianalyysin perusperiaate 
Kuten menetelmän nimestä voi jo arvata, hierarkkinen klusterianalyysi etenee vaiheittain. En-
simmäisessä vaiheessa jokainen aineiston tilastoyksikkö muodostaa oman ryhmänsä. N:n tilas-
toyksikön aineistossa on siis yhteensä N ryhmää, joista jokaisessa on tasan yksi jäsen. Mene-
telmä etsii ne kaksi ryhmää, jotka ovat määrättyjen muuttujien suhteen lähimpänä toisiaan, ja 
liittää nämä kaksi yhteen. Nyt aineistossa on enää (N – 1) ryhmää, joista yhteen kuuluu kaksi 
tilastoyksikköä ja loppuihin yksi tilastoyksikkö. Tämän jälkeen etsitään taas ne kaksi ryhmää, 
jotka ovat lähimpänä toisiaan, ja liitetään ne yhteen. Näin jatketaan kunnes koko aineisto muo-
dostaa yhden suuren ryhmän. (Toivonen 1999, 341; Xu & Wunsch 2009, 32–33.) 
 
Alla olevissa kuvissa 1–4 on esitetty hyvin yksinkertainen esimerkki hierarkkisen klusteriana-
lyysin etenemisestä. Kuvat esittävät viiden tilastoyksikön (A, B, C, D ja E) suuruista aineistoa, 
jota ryhmitellään kahden muuttujan saamien arvojen perusteella. Olkoon tilastoyksiköt tässä 
tapauksessa vaikka ihmisiä ja muuttujat puolestaan vastauksia uskonnonharjoitusta koskeviin 
kysymyksiin ”Kuinka usein rukoilette?” ja ”Kuinka usein luette Raamattua”. Vastausvaihtoehto 
1 tarkoittaa tässä ”päivittäin” ja vastausvaihtoehto 7 puolestaan ”en lainkaan viime vuosina”.3 
                                                     
2 Henkilökeskeisyyden sijasta voitaisiin tosin puhua myös ”tilastoyksikkökeskeisyydestä”, koska esimerkiksi ryh-
mittelyanalyysilla voidaan analysoida myös muita kuin ihmisistä koostuvia aineistoja. 
3 Kysymykset ja vastausvaihtoehdot on lainattu Gallup Ecclesiastica -kyselyistä. 
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Ryhmittelyanalyysin ensimmäisessä vaiheessa jokainen vastaaja muodostaa oman ryhmänsä 
(Kuva 1).  Seuraavaksi algoritmi liittää samaan ryhmään ne kaksi vastaajaa, jotka ovat uskon-
nonharjoituksen suhteen lähimpänä toisiaan (Kuva 2). Tässä tapauksessa nämä kaksi ovat vas-
taajat A ja B, joista kumpikin sekä rukoilee että lukee Raamattua säännöllisesti. 
 
  Kuva 1. Kuinka usein luette Raam
attua? 
7       D 
6  E      
5      C  
4        
3   B     
2  A      
1        
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
  Kuva 2. Kuinka usein luette Raam
attua? 
7       D 
6  E      
5      C  
4        
3   B     
2  A      
1        
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Tämän jälkeen algoritmi etsii ne kaksi ryhmää, jotka ovat nyt lähimpänä toisiaan, ja liittää ne 
uudeksi ryhmäksi (Kuva 3). Esimerkkiaineistossa nämä kaksi ovat yhden vastaajan ryhmät {C} 
ja {D}. C:tä ja D:tä yhdistää epäsäännöllinen uskonnonharjoitus; molemmat rukoilevat ja luke-
vat Raamattua vain vähän, D ei tällä hetkellä ollenkaan.  
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  Kuva 3. Kuinka usein luette Raam
attua? 
7       D 
6  E      
5      C  
4        
3   B     
2  A      
1        
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Seuraavaksi pienin etäisyys on ryhmän {A, B} ja yhden vastaajan ryhmän {E} välillä. Näistä 
muodostetaan ryhmä {A, B, E} (kuva 4), jonka jäsenille on yhteistä säännöllinen rukoileminen. 
Toisin kuin A ja B, vastaaja E ei kuitenkaan juuri lue Raamattua. 
 
  Kuva 4. Kuinka usein luette Raam
attua? 
7       D 
6  E      
5      C  
4        
3   B     
2  A      
1        
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Analyysin viimeisessä vaiheessa algoritmi yhdistää ryhmät {A, B, E} ja {C, D} yhdeksi suureksi 
ryhmäksi (kuva 5). Kaikki aineiston tilastoyksiköt kuuluvat nyt yhteen suureen ryhmään ja hie-
rarkkinen klusterianalyysi päättyy. 
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  Kuva 5. Kuinka usein luette Raam
attua? 
7       D 
6  E      
5      C  
4        
3   B     
2  A      
1        
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Kuten esimerkkikuvista 1–5 voi nähdä, hierarkkinen klusterianalyysi ei tuota yhtä ryhmittelyä 
vaan suuren määrän erilaisia ryhmittelyvaihtoehtoja. Hierarkkinen klusterianalyysi ei kuiten-
kaan kerro, mikä vaihtoehdoista on ”oikea” tai ”paras”, vaan lopullisen ryhmittelyn valinta jää 
tutkijan tehtäväksi (King 2015, 34; Toivonen 1999, 342). Tutkijan tehtävänä on myös antaa va-
litulle ryhmittelylle järkevä sisällöllinen tulkinta. Esimerkkiaineistomme tapauksessa toimiva 
ryhmittely voisi olla esimerkiksi kuvassa 4 esitetty kahden ryhmän ratkaisu. Aineistosta erot-
tuvat tällöin omiksi ryhmikseen ne, jotka rukoilevat säännöllisesti (A, B ja E), ja ne, jotka eivät 
rukoile (C ja D). Kuvan 3 jako kolmeen ryhmään voisi niin ikään olla käyttökelpoinen ratkaisu. 
Kolme ryhmää voitaisiin nimetä esimerkiksi ”uskonnollisesti passiivisiksi” (C ja D), ”monipuo-
lisesti aktiivisiksi” (A ja B) ja ”pelkästään rukoileviksi” (E). 
 
Vastaajien A–E muodostaman esimerkkiaineiston jakaminen ryhmiin on niin yksinkertaista, 
ettei siihen tarvita tilasto-ohjelmia. Samaa periaatetta käyttäen voidaan kuitenkin ryhmitellä 
myös satojen tai tuhansien tilastoyksiköiden kokoisia aineistoja ja käyttäen ryhmittelyperus-
teena suurta joukkoa eri muuttujia. Tällöin ryhmittelyn vaatimat laskutoimitukset käyvät niin 
työläiksi, että ne on parasta antaa tietokoneen tehtäväksi.   
Mikä ryhmistä on lähin? 
Lähintä ryhmää etsittäessä kahden ryhmän välinen etäisyys voidaan määritellä eri tavoilla. 
Eräs yleinen ratkaisu on käyttää niin sanottua ”kaukaisimman naapurin menetelmää” (farthest 
neighbour clustering tai complete-linkage clustering). Tällöin kahden ryhmän välinen etäisyys 
ajatellaan samaksi kuin pisin etäisyys niiden jäsenten välillä. Kuvan 3 tilanteessa ryhmien {A, 
B} ja {C, D} välinen etäisyys olisi tällöin sama kuin henkilöiden A ja D vastausten välinen etäi-
syys. ”Kaukaisimman naapurin menetelmän” sijaan voidaan kuitenkin käyttää myös ”lähimmän 
naapurin menetelmää” (nearest neighbour clustering tai single-linkage clustering), jolloin ryh-
mien välinen etäisyys on sama kuin lyhin etäisyys niiden jäsenten välillä. Kuvan 3 ryhmien {A, 
B} ja {C, D} välinen etäisyys olisi siis tässä tapauksessa sama kuin henkilöiden B ja C vastausten 
välinen etäisyys. Kolmas vaihtoehto on laskea kahden ryhmän välinen etäisyys ryhmän jäsen-
ten keskimääräisenä etäisyytenä toisen ryhmän jäsenistä. Tällöin on kyseessä niin sanottu ave-
rage linkage -klusterointi. (Holopainen 2012, 17; Xu & Wunsch 2009, 34–35.) Näiden kolmen 
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lisäksi on muitakin menetelmiä, mutta niiden osalta suosittelen tutustumista taustakirjallisuu-
teen (ks. esim. Xu & Wunsch 2009, 33–37.). 
 
Eri menetelmillä on omat hyvät ja huonot puolensa. Lähimmän naapurin menetelmässä ryh-
mien yhdistämiseen riittää se, jos yksi ainoa ryhmän jäsen on lähellä yhtä ainoaa jäsentä toi-
sessa ryhmässä. Ryhmien loput jäsenet voivat olla hyvinkin kaukana toisistaan, ja lähimmän 
naapurin menetelmä tuottaakin helposti varsin hajanaisia ryhmiä, joissa ryhmän jäsenten kes-
kinäiset erot ovat suuret. Kaukaisimman naapurin menetelmä puolestaan varmistaa, ettei sa-
maan ryhmään päädy liian kaukana toisistaan olevia tilastoyksiköitä. Muodostetut ryhmät ovat 
tällöin suhteellisen selvärajaisia ja yhdenmukaisia. Menetelmän heikkous on kuitenkin se, että 
jotkin tilastoyksiköt voivat olla lähempänä joitain yksittäisiä toisen ryhmän jäseniä kuin osaa 
oman ryhmänsä jäsenistä (vrt. kuva 7 alla). (Holopainen 2012, 17–19.) 
 
Menetelmän valinta riippuu viime kädessä siitä, millaisia ryhmiä halutaan saada aikaan. Jos ha-
lutaan sisäisesti mahdollisimman yhdenmukaisia ryhmiä, jotka tosin voivat olla lähellä toisiaan, 
kaukaisimman naapurin menetelmä on hyvä valinta. Jos taas toivotaan selvästi toisistaan erot-
tuvia ryhmiä, joissa sisäinen vaihtelu voi kuitenkin olla suurta, kannattaa ehkä mieluummin 
valita lähimmän naapurin menetelmä. Average linkage -klusterointi puolestaan on eräänlainen 
kompromissiratkaisu kahden edellisen menetelmän väliltä. (Aldenderfer & Blashfield 1984, 
39–40.) 
 
Alla olevat kuvat 7 ja 8 havainnollistavat, kuinka vastaaja S saattaa päätyä aivan eri ryhmiin 
riippuen siitä, kuinka ryhmien väliset etäisyydet määritetään. S:n vastaukset ovat huomattavan 
lähellä henkilön O vastauksia, joten lähimmän naapurin menetelmää käytettäessä S päätyy ryh-
mään {O, P} (ks. kuva 6). Jos taas yhdistämisen kriteerinä käytetään kaukaisinta naapuria, ti-
lanne muuttuu: vaikka S:n vastaukset ovat lähellä O:n vastauksia, ne ovat samalla kaukana O:n 
kanssa samaan ryhmään kuuluvan henkilön P vastauksista ja itse asiassa lähempänä Q:n ja R:n 
vastauksia. Siksi S liitetäänkin ryhmään {Q, R} (ks. kuva 7).  
 
  Kuva 6. 
(lähimmän naapurin menetelmä) 
Kuinka usein luette Raam
attua? 
7  P       
Kuinka usein luette Raam
attua? 
7  P      
6         6        
5         5        
4         4        
3  O    Q   3  O    Q  
2   S    R  2   S    R 
1         1        
  1 2 3 4 5 6 7    1 2 3 4 5 6 7 
  Kuinka usein rukoilette?    Kuinka usein rukoilette? 
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  Kuva 7. 
(kaukaisimman naapurin menetelmä) 
Kuinka usein luette Raam
attua? 
7  P       
Kuinka usein luette Raam
attua? 
7  P      
6         6        
5         5        
4         4        
3  O    Q   3  O    Q  
2   S    R  2   S    R 
1         1        
  1 2 3 4 5 6 7    1 2 3 4 5 6 7 
  Kuinka usein rukoilette?    Kuinka usein rukoilette? 
K-means-klusterianalyysin perusperiaate 
Hierarkkinen klusterianalyysi on eräs yleisimmistä ryhmittelyanalyysin muodoista, mutta se ei 
suinkaan ole ainoa. Toinen verrattain paljon käytetty menetelmä on niin sanottu K-means-klus-
terianalyysi. Toisin kuin hierarkkinen klusterianalyysi, K-means-klusterointi edellyttää, että 
tutkija määrää etukäteen, kuinka monta ryhmää haluaa lopputulokseksi (Toivonen 1999, 341).  
Kuten edellä todettiin, ryhmittelyanalyysin voi ajatella tavaksi etsiä toisiaan lähellä olevia pis-
teitä P-ulotteisessa avaruudessa, kun P on ryhmittelyssä käytettävien muuttujien määrä. K-
means-klusterianalyysi perustuu siihen, että kullekin ryhmälle määritellään keskipiste siten, 
että jokainen tilastoyksikkö on mahdollisimman lähellä oman ryhmänsä keskipistettä. Analyy-
sin aluksi K-means-algoritmi sijoittaa ryhmäkeskipisteet P-ulotteiseen avaruuteen joko sattu-
manvaraisesti tai käyttäjän määräämällä tavalla. Tämän jälkeen algoritmi määrittää jokaista ti-
lastoyksikköä lähimpänä olevan ryhmäkeskipisteen ja liittää kaikki samaa keskipistettä lähellä 
olevat tilastoyksiköt samaan ryhmään. Sitten algoritmi laskee, mikä on kunkin ryhmittelyssä 
käytettävän muuttujan keskiarvo kussakin ryhmälle. Ryhmäkohtaiset keskiarvot määrittävät 
uudet ryhmäkeskipisteet. Alkuperäiset ryhmäkeskipisteet korvataan uusilla ja algoritmi tarkis-
taa, vaikuttaako tämä siihen, mihin ryhmään kukin tilastoyksikkö kuuluu. On nimittäin mah-
dollista, että ryhmäkeskipisteiden vaihduttua oman ryhmän keskipiste ei enää olekaan tilasto-
yksikköä lähimpänä oleva ryhmäkeskipiste. Ryhmät muodostetaan uudelleen niin, että kaikki 
samaa ryhmäkeskipistettä lähellä olevat tilastoyksiköt muodostavat yhden ryhmän. Jos ryh-
mien kokoonpano tämän seurauksena muuttuu, muuttujien keskiarvot lasketaan uudelleen 
kullekin ryhmälle. Näin saadaan taas uudet ryhmäkeskipisteet. Näin jatketaan, kunnes ryhmä-
keskipisteet eivät enää muutu. (Aldenderfer & Blashfield 1984, 45; King 2015, 59; Xu & Wunsch 
2009, 67–68.) 
 
Esimerkki havainnollistanee K-means-algoritmin toimintaa. Oletetaan seitsemän vastaajan (F, 
G, H, I, J, K ja L) aineisto, joka halutaan jakaa kahteen ryhmään K-means-klusterianalyysilla. 
Ryhmittely perustuu samoihin kahteen muuttujaan kuin hierarkkista klusterianalyysia koske-
vissa esimerkeissä, joten vastaajat voidaan ajatella pisteiksi kaksiulotteiseen koordinaatistoon. 
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Aivan ensimmäiseksi K-means-algoritmi sijoittaa koordinaatistoon kaksi satunnaista ryhmä-
keskipistettä (merkitty symbolilla ) (kuva 8).  
 
  Kuva 8. Kuinka usein luette Raam
attua? 
7     I  K 
6 F       
5 G    J  L 
4        
3        
2        
1 H       
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Tämän jälkeen algoritmi määrittää kutakin tilastoyksikköä lähimpänä olevan ryhmäkeskipis-
teen ja liittää kaikki samaa ryhmäkeskipistettä lähellä olevat tilastoyksiköt samaan ryhmään. 
Syntyy kaksi ryhmää: {G, H} ja {F, I, J, K, L} (kuva 9). Ryhmän {G, H} jäseniä yhdistää päivittäinen 
rukoilu. Ryhmän {F, I, J, K, L} kaikki jäsenet puolestaan lukevat Raamattua vain harvoin. 
 
  Kuva 9. Kuinka usein luette Raam
attua? 
7     I  K 
6 F       
5 G    J  L 
4        
3        
2        
1 H       
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Seuraavaksi algoritmi laskee analyysissa käytettyjen muuttujien keskiarvot erikseen kummal-
lekin ryhmälle. Kysymykseen ”Kuinka usein rukoilette?” annettujen vastausten keskiarvo on 
ryhmässä {G, H} ଵାଵ
ଶ
= 1. Ryhmässä {F, I , J, K, L} keskiarvo on ଵାହାହା଻ା଻
ହ
= 5. Kysymyk-
seen ”Kuinka usein luette Raamattua?” annettujen vastausten keskiarvo puolestaan on ryh-
mässä {G, H} ହାଵ
ଶ
= 3 ja ryhmässä {F, I, J, K, L} ଻ା଻ା଺ାହାହ
ହ
= 6. Keskiarvoista saadaan uudet ryh-
mäkeskipisteet: ryhmän {G, H} keskipisteeksi tulee piste (1, 3), ryhmän {F, I, J, K, L} keskipis-
teeksi puolestaan piste (5, 6) (kuva 10).  
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  Kuva 10. Kuinka usein luette Raam
attua? 
7     I  K 
6 F       
5 G    J  L 
4        
3        
2        
1 H       
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Ryhmien keskipisteet ovat vaihtuneet, joten algoritmi tarkistaa, vaikuttaako tämä ryhmien 
koostumukseen. Osoittautuu, että vastaaja F on lähempänä ryhmän {G, H} keskipistettä (1, 3) 
kuin oman ryhmänsä keskipistettä (5, 6), joten F vaihtaa ryhmää (kuva 11). 
 
  Kuva 11. Kuinka usein luette Raam
attua? 
7     I  K 
6 F       
5 G    J  L 
4        
3        
2        
1 H       
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Ryhmien kokoonpano on vaihtunut, joten klusterointialgoritmi laskee uudet ryhmäkeskiarvot 
ryhmittelyssä käytetyille muuttujille. ”Kuinka usein rukoilette?” -osion keskiarvo on ryhmässä 
{F, G, H} ଵାଵାଵ
ଷ
= 1 ja ryhmässä {I, J, K, L} ହାହା଻ା଻
ସ
= 6. ”Kuinka usein luette Raamattua?” -osion 
keskiarvo puolestaan on ryhmässä {F, G, H} ଺ାହାଵ
ଷ
= 4 ja ryhmässä { I, J, K, L } ଻ାହା଻ାହ
ସ
= 6. Ryh-
män {F, G, H} uudeksi keskipisteeksi tulee täten piste (1, 4) ja ryhmän { I, J, K, L } keskipisteeksi 
piste (6, 6) (kuva 12).  
 
Tämän jälkeen algoritmi tarkistaa uudelleen, onko kukin vastaaja lähempänä oman vai jonkin 
toisen ryhmän keskipistettä. Koska oman ryhmän keskipiste on kutakin vastaajaa lähin ryhmä-
keskipiste, ryhmien kokoonpano ei enää muutu ja K-means-klusterointialgoritmi päättyy. Klus-
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teroinnin lopputuloksena on muodostunut kaksi ryhmää: Ryhmän {F, G, H} kaikki jäsenet ru-
koilevat päivittäin, mutta lukevat Raamattua eri verran. Ryhmän { I, J, K, L } jäsenet puolestaan 
sekä rukoilevat että lukevat Raamattua vähänlaisesti. 
 
  Kuva 12. Kuinka usein luette Raam
attua? 
7     I  K 
6 F       
5 G    J  L 
4        
3        
2        
1 H       
  1 2 3 4 5 6 7 
  Kuinka usein rukoilette? 
 
Kuten ylläolevasta esimerkistä ilmenee, yksi tilastoyksikkö voi K-means-analyysin aikana siir-
tyä ryhmästä toiseen aina sen mukaan, minkä ryhmän keskipiste on kulloinkin sitä lähimpänä. 
Hierarkkisessa klusterianalyysissa on toisin: Hierarkkinen klusterointialgoritmi yhdistelee 
muodostettuja ryhmiä, mutta ei muuten puutu niiden koostumukseen. Kun siis hierarkkinen 
klusterointialgoritmi on liittänyt kaksi tilastoyksikköä samaan ryhmään, ne ovat ja pysyvät sa-
massa ryhmässä analyysin loppuun asti (Toivonen 1999, 342).  
Tutkimusesimerkki 
Olen itse soveltanut ryhmittelyanalyysia muun muassa iranilaisten ex-muslimien uskosta-
luopumiskertomusten analyysissa, jonka tein yhdessä Atefeh Aghaeen kanssa (ks. Pauha & 
Aghaee 2018). Uskostaluopumiskertomukset oli kerätty internetistä, eräästä persiankielisestä 
Google Plus -yhteisöstä. Kertomuksia ei alun perin oltu kirjoitettu tutkimuskäyttöön, mutta yh-
teisön jäsenet antoivat meille luvan käyttää niitä tutkimuksessamme. Ennen varsinaista ana-
lyysia kanssakirjoittajani käänsi kaikki 52 kertomusta englanniksi, minkä jälkeen aloimme koo-
data niitä laadullisesti, Grounded Theory -periaatteiden mukaisesti. 
 
Grounded Theory -analyysi alkaa niin sanotulla avoimella koodauksella (open coding). Avoi-
messa koodauksessa aineistoa luetaan ja jokaiseen tekstiriviin liitetään koodi, joka jollain ta-
valla kuvaa rivin sisältöä. Koodauksen edistyessä koodeja vertaillaan toisiinsa ja aineistoon. 
Tarkoituksena on näin löytää useita eri koodeja yhdistäviä ylemmän abstraktiotason sisältö-
luokkia. (Charmaz 2003, 96; Charmaz 2000, 515; Corbin & Strauss 2008, 159–160.) 
 
Käytimme alustavassa koodauksessamme yhteensä yli 70 koodia. Annoimme esimerkiksi lau-
seelle ”Kiitos tieteen, tätä nykyä on olemassa vastaus kaikkiin niihin kysymyksiin, jotka alku-
jaan synnyttivät uskonnot” koodin ”Tiede korvaa uskonnon”. Lause ”Uskoa voidaan seurata tie-
tämättömästi ja sokeasti, kun taas epäusko ja uskosta luopuminen edellyttävät perusteellista 
ajattelua” puolestaan sai koodin ”Usko on ajattelun puutetta”. Koodauksen edetessä muodos-
timme yleisemmän sisältöluokan ”Ateismin rationaalisuus / uskonnon irrationaalisuus”, johon 
yhdistimme muun muassa molemmat edellä mainituista koodeista.  
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Avoimen koodauksen lopputuloksena syntyi yhteensä 20 sisältökategorian luokitus. Esimerk-
kejä aineistosta ja muutamista sen sisältöluokista on esitetty taulukossa 1. 
 
Taulukko 1. Esimerkkejä aineiston jakamisesta sisältöluokkiin 
Sisältöluokka ja sen LYHENNE Kuvaus Aineistoesimerkki 




teen ja typeryyteen; viittauk-
set ateismin rationaalisuuteen, 
loogisuuteen ja tieteellisyy-
teen 
”Lupasin itselleni, että niin 
kauan kuin tiede ja logiikka ei-
vät todista Jumalan olemassa-
oloa, en ajattele häntä.” 
Asteittainen EPÄILY Viittaukset uskon ailahteluihin 
ja epävarmuuteen uskonnolli-
sista totuuksista 
”Rukoilin, mutta epäilin kaik-
kea sanomaani.” 
KAUNA yhteiskuntaa tai aukto-
riteetteja kohtaan  
Viittaukset kaunan ja katke-
ruuden tunteisiin yhteiskuntaa 
ja auktoriteetteja kohtaan 
”Vaalien jälkeen näin, että hal-
linto johon uskoin oli valetta, 
joten miksi uskoisin muuhun-
kaan, mitä minulle väitetään.” 
Uskonnon YHDENTEKEVYYS Viittaukset siihen, miten us-
konto (tai Jumala) ei pysty aut-
tamaan hädässä tai on muuten 
merkityksetöntä 
”Mitä väliä minulle on Juma-
lalla, joka ei voi muuttaa mi-
tään?”  
Uskonnottomat VAIKUTTEET Viittaukset ateistisiin tai us-
kontokriittisiin kirjoihin tai 
henkilöihin, jotka ovat vaikut-
taneet uskosta luopumiseen 
”Luin Dawkinsin Jumalharhan 
ja varmistuin siitä, että olen oi-
kealla tiellä, enkä uskonut Ju-
malaan enää.” 
Uskonnon tuottama haitta ja 
VAHINKO 
Viittaukset fyysisiin ja psyykki-
siin vaurioihin tai yhteiskun-
nallisiin haittoihin, joita us-
konto ja uskovat ovat aiheutta-
neet 
”Uskonnon pahin pitkäaikais-
vaikutus minuun oli masennus 
ja syyllisyys.” 
Vastausten ETSINTÄ Viittaukset totuuden, merki-
tyksen ja vastauksien tietoi-
seen etsintään 
”Opiskelin enemmän ja etsin 
enemmän.” 
 
Ateismin tutkijat ovat toisinaan tehneet eron filosofisen ja käytännöllisen ateismin välillä (ks. 
esim. Sillfors 2017). Keskeinen näitä kahta erottava tekijä on se, millä perusteella Jumala ja us-
konto viime kädessä hylätään: Filosofinen ateisti on järkeilyn kautta päätynyt siihen, että Juma-
laa ei ole olemassa. Käytännöllinen ateisti taas torjuu uskonnon, koska se on ristiriidassa hänen 
arvomaailmansa kanssa tai haitallista yhteiskunnalle. Kärjistäen voisi sanoa, että filosofiselle 
ateistille uskonto on tyhmää ja käytännölliselle ateistille puolestaan vaarallista. 
 
Nämä kaksi tapaa suhtautua uskontoon erottuivat selvästi myös omassa aineistossamme. Ja-
oimmekin tutkimamme kertomukset kahteen ryhmään sen mukaan, edustivatko ne filosofista 
vai käytännöllistä ateismia. Meitä kiinnosti tietää, voisimmeko todentaa tekemämme jaottelun 
myös tilastollisesti. Luokittelisiko tilastollinen ryhmittelyalgoritmi kertomukset samalla tavalla 
kuin me? 
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Sisältöluokat RATIONAALISUUS ja EPÄILY tuntuivat olevan erityisen tyypillisiä filosofisille 
ateisteille, KAUNA ja VAHINKO puolestaan käytännöllisille. Annoimmekin hierarkkisen kluste-
rointialgoritmin jakaa kertomukset ryhmiin sen perusteella, kuinka suuri osa niiden sisällöstä 
kuului kuhunkin näistä neljästä sisältöluokasta. Oletuksena oli, että aineisto jakautuisi kahteen 
ryhmään, joista toisessa käytetään runsaasti sisältöluokkia RATIONAALISUUS ja EPÄILY ja toi-
sessa puolestaan sisältöluokkia KAUNA ja VAHINKO. Näin kävikin. Hierarkkinen ryhmittely-
analyysi tuotti kahden klusterin ratkaisun, joka vastasi alustavasti tekemäämme jakoa filosofi-
siin ja käytännöllisiin ateisteihin. 
 
Jaottelussamme oli kuitenkin myös tiettyjä ongelmia. Ehkä keskeisin näistä oli se, että eräät 
tarinat aineistossamme eivät tuntuneet sopivan oikein kumpaankaan kahdesta luokastamme. 
Koska hierarkkinen klusterianalyysi tuottaa koko joukon erilaisia ryhmittelyvaihtoehtoja, pää-
timmekin kahden klusterin ratkaisun lisäksi tutustua lähemmin myös muihin tapoihin luoki-
tella aineistoa. Erityisesti kiinnostuimme neljän klusterin ratkaisusta, jossa yksi ryhmä käytti 
paljon KAUNA- ja VAHINKO-sisältöluokkia, toinen EPÄILY-sisältöluokkia ja kolmas RATIONAA-
LISUUS-sisältöluokkia. Neljäs ryhmä puolestaan ei suosinut mitään edellä mainituista sisältö-
luokista. Vaikutti siis siltä, että neljän klusterin ratkaisu säilytti käytännölliset ateistit omana 
ryhmänään, mutta jakoi filosofiset ateistit kahteen alaryhmään, joista toisen tarinoissa korostui 
ateismin rationaalisuus tai uskonnon irrationaalisuus ja toisen tarinoissa puolestaan asteittain 
kasvava epävarmuus. Neljänneksi ryhmäksi jäivät ne, jotka eivät tuntuneet edustavan sen 
enempää filosofista kuin käytännöllistäkään ateismia. 
 
Neljän klusterin ratkaisu vaikutti lupaavalta, joten aloimme lukea aineistoa uudelleen sen va-
lossa. Yksi toimivan luokittelun merkki on se, että muodostetuille ryhmille on helppo keksiä 
kuvaavat nimet. Tässä tapauksessa osuvat nimet tuntuivat syntyvän aineistoa lukiessa kuin it-
sestään: ”Etsijöiden” tarinoissa korostui EPÄILY. He olivat tyypillisesti olleet vakaumuksellisia 
uskovia, mutta ajautuneet uskonkriisiin avointen kysymysten ja ratkaisemattomien ristiriito-
jen vuoksi. ”Rationalistien” kertomuksille puolestaan oli tyypillistä sisältöluokka RATIONAALI-
SUUS, uskonnon ja tieteen välisen ristiriidan korostaminen sekä uskonnon pitäminen naii-
vina. ”Kapinallisille” uskonto oli yhteiskunnallisesti haitallinen ilmiö, josta vapautuminen tekisi 
maailmasta paremman paikan. Heidän kertomuksissaan painottuivat sisältöluokat KAUNA ja 
VAHINKO. ”Välinpitämättömät” sen sijaan eivät perustelleet uskosta luopumistaan sen enem-
pää älyllisin, moraalisin kuin yhteiskunnallisinkaan syin. Heille uskonto oli lähinnä hyödytöntä 
tai yhdentekevää, koska siitä ei ollut apua arjen haasteissa tai elämän kipukohdissa.  
 
Alla olevassa kuvassa 13 näkyy, kuinka suuri osuus kunkin kertomustyypin sisällöstä kuului 
muutamiin esimerkkikategorioihin. Kuten kuvasta käy ilmi, näkemys uskonnosta haitallisena 
tai vahingollisena ilmiönä oli hyvin tyypillinen Kapinallisten kertomuksille; jopa yksi neljäsosa 
niiden sisällöstä kuului sisältöluokkaan VAHINKO. Kyseinen sisältöluokka puuttui kuitenkin lä-
hes kokonaan Etsijöiden teksteistä. Heille uskonto oli ollut myönteinen asia, josta luopuminen 
oli tuntunut kivuliaalta.  
 
Vaikka eri kertomustyypit suosivat eri sisältökategorioita, niillä oli myös yhdistäviä piirteitä. 
Kaikissa kertomustyypeissä oli esimerkiksi melko paljon VAIKUTTEET-kategorian sisältöjä – 
siis viittauksia ateistisiin tai uskontokriittisiin henkilöihin, kirjoihin, Internet-sivuihin ja mui-
hin lähteisiin, jotka olivat vaikuttaneet uskosta luopumiseen. 
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Kuva 13. Eräiden sisältöluokkien osuus neljäntyyppisten uskostaluopumiskertomusten sisällöstä  
 
Avoimen koodauksen lisäksi Grounded Theory -analyysiin sisältyy myös kaksi muuta vaihetta: 
pitkittäiskoodaus (axial coding) ja valikoiva koodaus (selective coding). Näiden koodausvaihei-
den tarkoituksena on syventää tehtyä luokittelua esimerkiksi erittelemällä eri sisältöluokkien 
välisiä suhteita ja yhteyksiä. (Ks. esim. Luomanen 2010.) Teimme pitkittäiskoodauksen ja vali-
koivan koodauksen erikseen kullekin klusterianalyysissa muodostetulle ryhmälle ja tote-
simme, että ryhmät erosivat toisistaan myös tyypillisen kertomusrakenteen osalta. Uskon me-
nettäminen oli esimerkiksi ollut kova pala etsijöille ja he kuvasivatkin usein ateismia uskonnol-
lisuutta raskaampana tapana elää. Rationalisteille uskon menetys oli sitä vastoin ollut vapautus 
ikeen alta: yksiselitteisen positiivinen asia ja muutos kohti parempaa. Pitkittäiskoodauksen ja 
valikoivan koodauksen tulokset olivat mielenkiintoisia, mutta ne eivät juuri auta havainnollis-
tamaan klusterianalyysia tai sen käyttöä. Siksi en esittele koodausvaiheita tämän enempää, 
vaan suosittelen kiinnostuneita tutustumaan minun ja Aghaeen alkuperäiseen artikkeliin 
(Pauha & Aghaee 2018). 
Lopuksi 
Ryhmittelyanalyysin eräs etu on se, että se asettaa monia muita menetelmiä vähemmän vaati-
muksia aineistolle ja muuttujille. Moni tilastollinen menetelmä edellyttää esimerkiksi, että ana-
lyysissa käytetyt muuttujat noudattavat normaalijakaumaa eli niin sanottua Gaussin käyrää. 
Ryhmittelyanalyysin kannalta tämä ei ole oleellista. Sen sijaan on yleensä tärkeää, että ryhmit-
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telyanalyysissa käytetyt muuttujat on mitattu samalla mitta-asteikolla. Koska klusterointialgo-
ritmi tarkastelee ainoastaan lukujen suuruuseroja, se ei huomioi mittayksikön merkitystä. Al-
goritmi ei esimerkiksi ymmärrä, että 180 senttimetriä ja 1.8 metriä ovat sama asia; algoritmille 
on oleellista vain se, että 180 on sata kertaa suurempi luku kuin 1.8. Tästä syystä on pidettävä 
huolta, että ryhmittelyssä käytetyt luvut ovat keskenään vertailukelpoisia. Jos muuttujia ei alun 
alkaen ole mitattu samalla mitta-asteikolla, yleinen käytäntö on standardoida muuttujat eli 
skaalata ne uudelleen niin, että kukin muuttuja saa keskiarvon 0 ja keskihajonnan 1. (Toivonen 
1999, 343.) Tilasto-ohjelma tekee standardoinnin tutkijan puolesta muutamalla napinpainal-
luksella. 
 
Tilasto-ohjelmat tekevät myös varsinaisen klusteroinnin tutkijan puolesta, mutta sekä hierark-
kinen että K-means-klusterianalyysi edellyttävät tutkijalta etukäteisvalintoja, joilla on vaiku-
tusta lopputulokseen (Holopainen 2012, 23). Hierarkkisen klusterianalyysin tapauksessa tut-
kijan on päätettävä, millä perusteella algoritmi määrittää toisiaan lähimpänä olevat ja siten kes-
kenään yhdistettävät ryhmät. Kuten edellä todettiin, erilaiset tavat määrittää ryhmien etäisyyk-
siä voivat johtaa huomattavan erilaisiin klusteriratkaisuihin. Tällä on erityistä merkitystä sik-
sikin, että hierarkkisen klusterianalyysin yhdessä vaiheessa tehdyt ratkaisut vaikuttavat myös 
kaikissa myöhemmissä vaiheissa: Hierarkkinen klusterianalyysi etenee yhdistämällä ryhmiä, 
eikä se enää korjaa kertaalleen muodostettujen ryhmien kokoonpanoa. Kun tilastoyksiköt on 
kerran sijoitettu samaan ryhmään, niitä ei enää jaeta eri ryhmiin, vaikka analyysin myöhemmät 
vaiheet antaisivatkin aihetta siihen. K-means-algoritmi sitä vastoin tarkistaa analyysin joka vai-
heessa, onko kukin tilastoyksikkö parhaassa mahdollisessa ryhmässä, ja päivittää tehtyä ryh-
mäjakoa, kunnes optimaalinen ratkaisu on löytynyt. Toisin kuin hierarkkinen klusterianalyysi, 
K-means-klusterianalyysi kuitenkin edellyttää, että tutkija päättää etukäteen, montako ryhmää 
hän haluaa lopputulokseksi. 
 
On tärkeää huomata, että ryhmittelyanalyysi itsessään on eksploratiivinen menetelmä, joka so-
pii käytettäväksi ennen kaikkea silloin, kun tutkijalla ei ole vahvaa ennakkokäsitystä aineiston 
mahdollisesti sisältämistä ryhmistä (Xu & Wunsch 2009, 2). Jos tutkijalla on jo käytössään jokin 
valmis ryhmäjako, on muista menetelmistä usein enemmän hyötyä: Varianssianalyysilla (ana-
lysis of variance eli ANOVA) voi testata, ovatko ennalta määrätyt ryhmät samanlaisia vai erilai-
sia joidenkin tiettyjen ominaisuuksien suhteen. Erotteluanalyysi (discriminant analysis) puo-
lestaan paljastaa, mitkä ovat keskeisimmät joitain tiettyjä ryhmiä erottavat tekijät. Alla olevassa 
taulukossa 2 on annettu esimerkkejä kysymyksistä, joihin eri menetelmillä voi vastata. 
 
Taulukko 2. Menetelmiä ryhmien analysoimiseen 
Menetelmä Mahdollisia tutkimuskysymyksiä 
Ryhmittelyanalyysi ”Millaisia ryhmiä on?” (esim. ”Millaisiin ryhmiin seurakuntia voi jakaa?”) 
Varianssianalyysi ”Onko ryhmillä eroa?” (esim. ”Ovatko maalais- vai kaupunkiseurakunnat 
keskimäärin varakkaampia?”) 
Erotteluanalyysi ”Mikä ryhmiä erottaa?” (esim. ”Mitkä ovat suurimmat erot maalais- ja 
kaupunkiseurakuntien välillä?”) 
 
Ryhmittelyanalyysi ei eksploratiivisena menetelmänä kerro, onko jokin tietty ryhmittely ”oi-
kea”. Menetelmän tarkoituksena ei olekaan todentaa jotain annettua ryhmittelyä, vaan pikem-
minkin avata uusia tutkimussuuntia. (Xu & Wunsch 2009, 3.) Klusterointialgoritmit eivät myös-
kään itsessään tuota p-arvoja tai muita tunnuslukuja, jotka kertovat tulosten yleistettävyydestä 
johonkin tutkimusaineistoa laajempaan perusjoukkoon.  
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Klusteriratkaisun pätevyyden ja yleistettävyyden arvioimiseen on tarjolla erilaisia tilastollisia 
menetelmiä (ks. esim. Aldenderfer & Blashfield 1984, 62–75; Holopainen 2012, 23–30; King 
2015, 179–228; Xu & Wunsch 2009, 263–278). Yksi tapa arvioida klusteriratkaisun pätevyyttä 
(validity) on testata, tuottavatko erilaiset klusterointialgoritmit samankaltaisia tuloksia. Toinen 
tapa puolestaan on tutkia, eroavatko ryhmät toisistaan myös muiden kuin ryhmittelyssä käy-
tettyjen muuttujien osalta (Aldenderfer & Blashfield 1984, 66). Jos ryhmien välillä on tällaisia 
eroja, on aihetta olettaa, että ryhmittelyanalyysin tulokset heijastelevat jotain todellisen maail-
man ryhmäjakoa.  
 
Eräässä tutkimuksessa analysoimme kyselyvastauksia noin 760 ihmiseltä, joita yhdisti se, ett-
eivät he uskoneet Jumalaan. Käytimme klusterianalyysia jakamaan vastaajat neljään ryhmään 
sen mukaan, kuinka uskonnollisina ja henkisinä he pitivät itseään. Kuten oli odotettavaa, enem-
mistö (noin 60 %) vastaajista ei pitänyt itseään lainkaan uskonnollisina tai henkisinä. Noin joka 
kuudes vastaaja kuitenkin piti itseään ainakin vähän uskonnollisena mutta ei juuri lainkaan 
henkisenä ja vastaavasti noin joka kuudes pikkuisen henkisenä mutta ei yhtään uskonnollisena. 
Lisäksi aineistosta erottui pieni ryhmä vastaajia, jotka kokivat olevansa sekä varsin uskonnol-
lisia että varsin henkisiä. (Pauha ym. 2019.)  
 
Klusterianalyysin tuottama neljän ryhmän ratkaisu muistutti varsin paljon aiemmissa tutki-
muksissa tehtyä jakoa ”uskonnollisiin ja henkisiin”, ”uskonnollisiin mutta ei henkisiin”, ”henki-
siin mutta ei uskonnollisiin” sekä ”ei-uskonnollisiin ja ei-henkisiin” (ks. esim. Good & Wil-
loughby 2006; Jang & Franzen 2013; Keller ym. 2016; Nadal, Hardy & Barry 2018). Aiemmissa 
tutkimuksissa on myös todettu, että ateistien enemmistö on miehiä (Schnabel ym. 2016), kun 
taas organisoitumattoman henkisyyden piirissä toimii etupäässä naisia (ks. esim. Sointu & 
Woodhead 2008; Taylor 2010). Kuten alla olevasta taulukosta 3 käy ilmi, vastaavia sukupuo-
lieroja ilmeni myös omassa aineistossamme: Miehet olivat enemmistönä sekä klusterianalyysin 
avulla muodostetuissa ryhmissä että aineistossa yleensä. Ainoa poikkeus oli ”henkisten mutta 
ei uskonnollisten” ryhmä, jonka jäsenistä suurin osa (noin 60 %) oli naisia. Vaikka ryhmät oli 
muodostettu pelkästään uskonnollisten ja henkisten identiteettien perusteella, niiden välillä oli 
siis myös muita eroja. Tämä puolestaan tukee olettamusta siitä, että ryhmäjako ei ole pelkäs-
tään algoritmin tuottama harha, vaan se kuvastaa jotain todellista jakoa ateistien keskuudessa. 
  


































1.09 1.79 2.85 4.01 1.69 
Naisia 41.4 % 44.2 % 61.0 % 48.1 % 45.4 % 
 
Pauha: Ryhmittelyanalyysi uskonnontutkijan työkaluna 
16 
Uskonnontutkija – Religionsforskaren   2 (2019) 
Vaikka klusteriratkaisun toimivuutta voi arvioida tilastollisin perustein, tutkijan sisällöllisen 
asiantuntemuksen rooli on myös ensiarvoisen tärkeä. Klusteriratkaisun arvo ei viime kädessä 
riipu siitä, ”onko p alle 0.05”, vaan siitä, auttaako ratkaisu ymmärtämään tutkittavaa ilmiötä 
entistä syvällisemmin ja toimiiko ratkaisu hyödyllisenä lähtökohtana tuleville tutkimuksille. 
Tässäkin tapauksessa puu tunnetaan hedelmistään. 
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