Relation Between Pore Size and the Compressibility of a Confined Fluid by Gor, Gennady Y. et al.
ar
X
iv
:1
51
1.
00
91
8v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
3 N
ov
 20
15
Relation Between Pore Size and the Compressibility of a Confined Fluid
Gennady Y. Gor,1, ∗ Daniel W. Siderius,2 Christopher J. Rasmussen,3
William P. Krekelberg,2 Vincent K. Shen,2 and Noam Bernstein4
1NRC Research Associate, Resident at Center for Computational Materials Science,
Naval Research Laboratory, Washington, DC 20375, USA
2Chemical Sciences Division, National Institute of Standards and Technology, Gaithersburg, MD 20899, USA
3DuPont Central Research and Development Experimental Station, Wilmington, DE 19803, USA
4Center for Computational Materials Science, Naval Research Laboratory, Washington, DC 20375, USA
(Dated: November 4, 2015)
When a fluid is confined to a nanopore, its thermodynamic properties differ from the properties of
a bulk fluid, so measuring such properties of the confined fluid can provide information about the
pore sizes. Here we report a simple relation between the pore size and isothermal compressibility
of argon confined in these pores. Compressibility is calculated from the fluctuations of the number
of particles in the grand canonical ensemble using two different simulation techniques: conventional
grand-canonical Monte Carlo and grand-canonical ensemble transition-matrix Monte Carlo. Our
results provide a theoretical framework for extracting the information on the pore sizes of fluid-
saturated samples by measuring the compressibility from ultrasonic experiments.
I. INTRODUCTION
Confinement of fluid in a small pore significantly al-
ters the fluid’s thermodynamic properties. Here we fo-
cus on the fluid compressibility, which is one of the key
parameters governing the mechanical properties of fluid-
saturated porous materials. For example, the knowledge
of the compressibility of a fluid in the nanopores is nec-
essary for predicting the flow of hydrocarbons in tight
geological formations such as shale gas. Recent stud-
ies in characterization of shales show that they typically
have a substantial amount of pores that are only a few
nanometers wide (mesopores) [1–3]. Therefore, a funda-
mental understanding of the effect of nano-confinement
on fluid properties, such as the compressibility, is of ma-
jor importance in the development of modern petroleum
extraction techniques. In addition, as we show here, the
dependence of fluid compressibility on pore size may be
the basis for a new method for experimentally determin-
ing pore sizes.
The compressibility of a fluid confined in the nanopores
can be determined experimentally from measurements
of the speed of sound propagation through a saturated
porous sample. Such experiments for argon and hexane
in the pores of Vycor glass show that the fluid compress-
ibility is affected by the Laplace pressure in the pores [4–
7]. This effect has been recently confirmed by calcula-
tions based on macroscopic thermodynamics and classi-
cal density functional theory (DFT) [8]. Additionally,
the calculations from Ref. 8 predict that compressibility
of the fluid confined in the pore linearly decreases with
decreasing pore size. However, these results are based
on macroscopic theories and, therefore, applying them to
the pores below ca. 10 nm in size is questionable.
Here we calculate the compressibility of a confined
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fluid as a function of pore size without exploiting any
macroscopic assumptions. We use conventional grand-
canonical Monte Carlo (GCMC) simulations [9] to cal-
culate the compressibility of Lennard-Jones (LJ) liquid
argon in silica pores from the fluctuations of number of
particles. Since conventional GCMC is known to be inef-
ficient for dense fluids [10], we also perform simulations
using the grand-canonical transition-matrix Monte Carlo
method (GC-TMMC) [11]. Argon was chosen for two
reasons: it is simple to model, since a LJ pair potential
model accurately captures its relevant interactions and
geometry, and it is widely used in physisorption experi-
ments for characterization of porous materials [12]. Both
methods confirm the linear relation between the com-
pressibility and the pore size from Ref. 8 in the range of
the pore sizes from 2.5 nm to 6.0 nm.
Our results provide a simple linear relation between
the confined fluid compressibility and the pore size. The
compressibility can be calculated from the speed of sound
measured in ultrasonic experiments, and therefore, our
study provides a theoretical framework for determina-
tion of pore sizes from ultrasonic experiments on fluid
saturated samples. Such measurement can be used as a
way to get the pore size distribution of a sample, alterna-
tively to the conventional method based on the adsorp-
tion isotherm [12].
II. METHOD
We focus here on calculations of the isothermal com-
pressibility βT , defined as
βT ≡ −
1
V
(
∂V
∂P
)
T
, (1)
where V is the volume of the pore, P is the fluid pres-
sure, and T is the absolute temperature. When the fluid
is confined in a nanopore, the interaction with confining
2walls may introduce anisotropy and inhomogeneity in the
system, so that instead of a single scalar pressure value
one has to introduce a pressure tensor, and it may vary
as a function of position relative to the pore wall. This
pressure tensor for the simple fluids in the nanopores
can be calculated using asymptotic theories [13, 14] or
molecular simulations [15–17]. One could also introduce
a spatially-dependent compressibility tensor, defined sim-
ilarly to Eq. 1, but using components of the pressure
tensor. However, it is unlikely that the anisotropy and
heterogeneity of the fluid compressibility in the pore can
be measured by ultrasonic experiments. Instead, we cal-
culate the scalar compressibility for the fluid in the pore
as a whole, which is likely to represent the experimen-
tally observable, average macroscopic value. Note that
our calculation of the compressibility does not require
the calculation of pressure.
Classical statistical mechanics allows the calculation of
the compressibility of the fluid βT from the fluctuations of
number of particles in the pore N in the grand-canonical
ensemble [18, 19] through the relation
βT =
V 〈δN2〉
kBT 〈N〉2
, (2)
where 〈δN2〉 = 〈N2〉 − 〈N〉2 and kB is Boltzmann’s con-
stant. Note that Eq. 2 is valid when the fluctuations are
normally distributed [18]. In the grand-canonical ensem-
ble the fluid atoms or molecules in the pore are assumed
to be in equilibrium with a reservoir, and the pressure p
in the reservoir is directly related to the chemical poten-
tial µ. In a typical adsorption experiment the reservoir
contains gas phase and the pressure p in the gas phase,
is different from the pressure in the adsorbed phase P .
A. Conventional Grand Canonical Monte Carlo
Simulations
We modeled argon at its normal boiling point T =
87.3 K in spherical silica pores of different sizes. We be-
gan by performing conventional GCMC simulations [9],
based on the Metropolis algorithm [20]. This ap-
proach is widely used for modeling fluids adsorption in
nanopores [21]. Interactions between the argon atoms
are modeled by the LJ pair potential. To model the at-
tractive adsorption potential between the fluid and pore
walls we used a spherically integrated, site-averaged LJ
potential [22, 23]. The parameters for intermolecular po-
tentials are summarized in Table I.
The calculations were performed for a number of dif-
ferent pore sizes from 2.5 nm to 6.0 nm. By the pore
sizes we refer here to the external diameter of a spherical
pore dext, the distance of a line drawn through the cen-
ters of hypothetical silica solid atoms at opposite pore
wall surfaces. When the volume V of the pore accessible
by the fluid atoms is calculated (used e.g., in Eqs. 1, 2), a
different diameter is used: internal diameter determined
Interaction σ, nm ǫ/kB , K ρs, nm
−2 rcut, σff Ref
Ar-Ar 0.34 119.6 - 5 [24]
Silica-Ar 0.30 171.24 15.3 10 [25]
TABLE I. Lennard-Jones parameters and relevant physical
properties for the Ar-Ar fluid-fluid (ff) interaction and Silica-
Ar solid-fluid (sf) interaction. σ is the LJ diameter, ǫ is the
LJ energy scale, ρs is the surface number density of solid LJ
sites, and rcut is the distance at which the interactions were
truncated; no tail corrections are used.
from the root of the spherically-integrated solid-fluid po-
tential. For pores dext & 1.5 nm, the internal diameter is
given by dint ≃ dext − 1.7168σsf + σff [26, 27].
All the simulations were performed at the chemical po-
tential µ∗ = −9.6ǫff , which correspond to the saturation
pressure p0 of LJ fluid at the considered temperature,
calculated from the Johnson et al. equation of state [28].
Hereinafter the quantities marked with an asterisk are
presented in reduced (LJ) units.
When GCMC is performed in liquid-like states, the
number of successful insertions is low, thus in order to
achieve a well equilibrated initial state, at each pore
size a GCMC simulation was run for at least 109 trial
MC moves. Then three different configurations from this
trajectory were picked and used as initial conditions for
three independent MC trajectories with different random
seeds, 5×109 trial moves each. The results of these three
trajectories were used for calculations of compressibility.
The compressibility was calculated using Eq. 2. To es-
timate the errors for the calculated compressibility, the
method based on the autocorrelation function was used
[29].
B. Transition-Matrix Monte-Carlo
Since the conventional GCMC method is known to
be problematic for simulating dense fluids, we also
performed molecular simulations using the GC-TMMC
method. The GC-TMMC method has been described in
detail by Errington and coworkers [30–35] and has been
specifically discussed in the context of gas adsorption in
porous materials [11, 36]. Here we use an implementation
of GC-TMMC identical to that in Ref. 11, except that
the simulations were initialized using the Wang-Landau
algorithm to pre-fill the TMMC collection matrix [36–38].
The main advantage of GC-TMMC over conventional
GCMC is that it has much lower statistical noise by us-
ing the full transition matrix to estimate ensemble av-
erages. In addition, the implementation we use takes
advantage of the methods of expanded ensembles [39, 40]
and windowed N domain [41] to further improve per-
formance. As implemented, GC-TMMC utilized a bias
function to efficiently sample the entire relevant range of
particle numbers N at each µ, thus making it possible
to use histogram reweighting [30, 31] to accurately cal-
3culate results at values of µ that are different from the
one that was explicitly simulated. Using this approach
it is possible to efficiently calculate the entire adsorption
isotherm, i.e. the adsorbed fluid density n = N/V as a
function of µ.
In the present work, two separate GC-TMMC simula-
tions were run. First, we simulated bulk, unconfined, ar-
gon at T = 87.3 K to obtain the equation of state (i.e., the
relationship between µ and p), the saturation pressure,
the and compressibility βT of the bulk liquid. Second, we
simulated argon in spherical silica pores at various pore
sizes (2.5 nm, 3.0 nm, 4.0 nm, and 5.0 nm), with the same
ff and sf potential as described above (Table I). Each GC-
TMMC simulation was run for 2 × 1010 trial moves, of
which 40% were displacements and the remainder were
exchange moves, and used to calculated 〈N〉 and βT at
a range of desired values of µ (or equivalently reservoir
pressures p). Lastly, the adsorption isotherm n(µ) was
obtained using the procedure in Ref. 11. Uncertainty
in calculated properties was estimated using t-statistics
based on four independent simulations.
C. Macroscopic Approach
As an alternative to the statistical mechanics expres-
sion of Eq. 2, compressibility can be calculated from the
slope of the adsorption isotherm n(p/p0), following our
previous work [8]. Assuming that the fluid confined in
the pore is a uniform macroscopic system, we can relate
the pressure in the pore P to the chemical potential of
the fluid µ through the Gibbs-Duhem relation at constant
temperature
dP = n dµ. (3)
Using n = N/V and Eq. 3, Eq. 1 can be rewritten as
βT =
1
n2
(
∂n
∂µ
)
T,N
=
1
n2
(
∂n
∂µ
)
T,V
. (4)
Since n is an intensive variable, it depends on µ and T
and does not depend on the extensive variables N and
V . It allows us to change the derivative at V = const
to N = const in Eq. 4 [42] . The last expression in the
right hand side of Eq. 4 can be calculated by numerical
differentiation of the adsorption isotherm.
III. RESULTS
For bulk LJ argon, compressibility can be calculated
using Eq. 4 from the Johnson EOS [28], which for T =
87.3 K at the saturation point gives βT = 2.05 GPa
−1.
Note that the Johnson EOS is based on GCMC simu-
lations. This number is close to the experimental value
for Ar: the bulk data from Table 33 of Ref. [43], inter-
polated to T = 87.3 K, give βT = 2.13 GPa
−1. GC-
TMMC simulations give the following properties for the
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FIG. 1. Isothermal compressibility βT of liquid argon at
T = 87.3 K at saturation (p/p0 = 1) as a function of pore
diameter dext. Horizontal dash-dotted lines give the values
for bulk argon based on experimental data from [43], on the
equation of state of the LJ fluid [28], and obtained from GC-
TMMC simulations for bulk argon. Compressibility calcu-
lated using Eq. 2 is shown by symbols for GCMC (circles)
and GC-TMMC (diamonds). Error bars for GCMC are es-
timated based on [29]; for GC-TMMC error bars based on
t-statistics and independent simulations are smaller than the
symbol size for diameters less than 5 nm. Dashed lines show
linear fits for each method.
bulk argon: saturation pressure p0 = 0.9298±0.0002 bar,
chemical potential µ∗0 = −9.6024 ± 0.0002, and isother-
mal compressibility βT = 2.104 ± 0.046 GPa
−1. These
three different bulk compressibility values are shown in
Fig. 1.
Figure 1 presents results of calculation of the isother-
mal compressibility using both GCMC and GC-TMMC
methods; both methods show a clear linear trend for βT
as a function of the pore size, confirming the result of
Ref. 8. Even for relatively large mesopores (6 nm in diam-
eter), the calculated compressibility is noticeably lower
than the bulk compressibility. For the smallest pore size
considered here (2.5 nm in diameter), the compressibil-
ity is 1.06 GPa−1, which is about 2 times lower than the
bulk value.
Performing the histogram reweighting on the results of
GC-TMMC for a range of chemical potentials, we get a
high resolution adsorption isotherm n = n(µ) = n(p/p0),
which can be numerically differentiated to calculate the
compressibility for a given pore as a function of p/p0
(using Eq. 4). Figure 2 shows the isothermal bulk mod-
ulus of the confined fluid KT ≡ 1/βT calculated using
Eq. 2 (points) and using Eq. 4 based on GC-TMMC
simulations (lines) for 2.5 nm, 3 nm, 4 nm and 5 nm
pores [44]. Our calculations show that the dependence of
KT on log(p/p0) is nearly linear, which is in agreement
with the previous DFT calculations [8] and experimental
observations [5, 7].
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FIG. 2. Isothermal bulk modulus (KT = 1/βT ) of liquid
argon at T = 87.3 K confined in the pores of various sizes as
a function of gas pressure p (log scale). The solid lines give
the data based on the macroscopic approach, derived from
GC-TMMC isotherms (Eq. 4), the symbols present the data
obtained directly from the statistical mechanics expression
Eq. 2.
IV. DISCUSSION
The fact that the compressibility of a bulk fluid differs
from the compressibility of the same fluid in confinement
has been reported earlier by Coasne and coauthors [45]
based on GCMC simulations for LJ argon confined in
a slit micropore. However, to our knowledge, the pore-
size dependence of the compressibility has not been in-
vestigated systematically. The physical reason for this
dependence is straightforward: the attractive walls lead
to formation of fluid layers with high density near them.
These dense layers have been observed recently for water
adsorption in silica pores by combination of in situ X-ray
and neutron scattering [46]. For small pores these layers
contribute significantly to the average density of the con-
fined fluid, so that it becomes noticeably higher than the
bulk density at the same chemical potential. Since the
liquid compressibility has a strong inverse dependence on
density, the confined fluid has lower compressibility than
bulk.
Also, the calculation of pressure in confined fluids
shows that even at saturation (p = p0), the pressure P
in the fluid is P ≫ p0 [47], so that a confined fluid is ef-
fectively under compression due to the attraction of the
pore walls. Obviously, the confined fluid, which is already
“compressed” at a high pressure P , has lower compress-
ibility then the one which has not been compressed, i.e.
the bulk.
Our molecular simulations go beyond this qualitative
conclusion, and can provide quantitative values of com-
pressibility for a fluid confined in pores of different sizes.
The methods we use here were verified previously for pre-
dicting thermodynamic properties of confined fluids, and
as we have shown here, in the limit of large pores they
give fluid compressibility values that are in good agree-
ment with published bulk data.
In this work we present compressibility predictions
for LJ argon in mesopores with diameters ranging from
2.5 nm to 5.0 nm (GC-TMMC) or 6.0 nm (GCMC).
For pores larger than that, both methods become too
computationally expensive. However, extrapolating the
linear trend in Fig. 1 leads to an intersection with the
bulk horizontal line at 9.0 nm (GCMC) or 8.8 nm (GC-
TMMC). It is likely that for pore sizes larger than that,
the compressibility will be close to the bulk value. For
pores smaller than 2.5 nm both GCMC and GC-TMMC
methods give particle number distributions that are es-
sentially non-Gaussian. Therefore, Eq. 2 for calculation
of compressibility is not applicable. Moreover, the use of
a macroscopic concept of compressibility for such small
systems (〈N〉 . 100) is questionable.
Note that as Fig. 2 shows, for all the pore sizes con-
sidered calculations based on the macroscopic expression
in Eq. 4 are in excellent agreement with the result from
Eq. 2, which do not use any macroscopic assumptions.
This agreement shows that the Gibbs-Duhem equation
(Eq. 3) remains valid even for a pore as small as of 2.5 nm
diameter, which has 〈N〉 = 125.
We do not present a direct comparison to experimen-
tal data, because to our knowledge there has been no
systematic study of the compressibility of confined argon
in pores of different sizes. Such a study seems feasible,
since the method for calculation of the compressibility
of confined fluids from ultrasonic experiments is well-
developed [5, 7, 48]. Note that for direct comparison
between compressibility data obtained from simulation
and ultrasonic experiment, one has to take into account
that the former is an isothermal process while the latter
is adiabatic, described in terms of adiabatic compress-
ibility βS = βT /γ, where γ is the heat capacity ratio of
the fluid γ ≡ cP /cV . The parameter γ is not sensitive
to pressure [43], and consequently, γ for a confined fluid
should not be much different from the bulk. Therefore,
following [8] for comparison of the presented data to the
experimental data from ultrasonic experiments one can
use γ = 2.1 for bulk liquid argon from Ref. 43.
A relation between an experimentally-measurable ther-
modynamic property of a fluid in the pore and the pore
size can be used for determination the latter. A conven-
tional adsorption experiment in a mesopore is a typical
example: measuring the values of gas pressures at which
the capillary condensation and evaporation in a porous
material take place allows one to estimate the pore size
and even to calculate the pore-size distribution (PSD).
This is the basis of porosimetry via the classical Barrett-
Joyner-Halenda (BJH) method [49] and more advanced
methods based on classical DFT [50]. We propose that
the unambiguous relation between the fluid compress-
ibility and the pore size we have calculated can also be
used as a basis for a method to estimate of the pore
sizes of fluid-filled nanoporous samples from the ultra-
5sonic experiments. Such a method would be different
from the ultrasonic methods proposed before by Dukhin
et al. [51] and by Warner and Beamish [48]. The former
is based on the measurement of seismoelectric current
and provides the information on the PSD in the macro-
pore (d > 50 nm) regime; the latter measures the mass
of the adsorbed fluid. Therefore, our study provides the
first critical steps toward an application of technological
relevance, offering a basis for a totally new approach for
determination of pore sizes of nanoporous materials. One
particular advantage of our proposed method for ultra-
sonic porosimetry is that it can be done in situ, allowing
pore size determination in a wide range of working fluids
and experimental conditions.
The physical reason for the relation between compress-
ibility and pore size is not specific to LJ interactions. We
expect that a similar relation can be observed for more
complex systems, e.g., confined water, carbon dioxide or
hydrocarbons, which are attracting much practical in-
terest [52–54]. Consequently, our study sheds light be-
yond the proposed technological application, enhancing
our fundamental understanding of the properties of nano-
confined fluids.
V. CONCLUSION
To summarize, when a fluid is confined to a nanopore,
its thermodynamic properties differ from the properties
of a bulk fluid. Measurement of such properties of a con-
fined fluid can provide useful information about the pore
sizes. Here we report a simple relation between the pore
size and isothermal compressibility of argon confined in
these pores. Compressibility is calculated from the fluc-
tuations of the number of particles in the grand canonical
ensemble using two different simulation techniques, con-
ventional GCMC and GC-TMMC. Our results provide a
theoretical framework for extracting the information on
the pore sizes of fluid-saturated samples from measure-
ments of the compressibility from ultrasonic experiments.
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