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Abstract
The ‘concept of cutting vectors’, developed by the author, is used to investigate the weight of
the faces of arrangements of lines. Explicit formulas are given in the case of semi-rich acyclic
arrangements. Special mappings are dened which allow to ‘move’ in the set of cutting vectors.
Using this possibility we obtain lower and upper bounds for the total weights. c© 2000 Elsevier
Science B.V. All rights reserved.
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0. Introduction
Starting with Grunbaum [7], arrangements of hyperplanes became a basic subject in
combinatorial geometry. Edelsbrunner [5] has developed algorithms for computational
treatments.
Arrangements of oriented hyperplanes may be viewed as realizations of oriented
matroids [3,6,2,4].
Linhart [10] and Rote [11] have given upper bounds on the total weight of arrange-
ments of halfplanes.
In this paper we use the concept of ‘cutting vectors’ (developed in [8]) to nd lower
and upper bounds on the total weights of the faces of semi-rich acyclic arrangements
of oriented lines in the plane.
The notion of semi-rich arrangements is a generalization of the notion of rich ones
in [1]. The results of this paper may be generalized to pseudolines.
1. Basic notation
A nite collection of n>2 (straight) lines in the Euclidean plane E2 is called an
arrangement of lines. Let H = fh1; : : : ; hng be such an arrangement. We assume that
E-mail address: heinz@mathematik.tu-chemnitz.de (G. Heinz).
0012-365X/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(99)00371 -4
108 G. Heinz /Discrete Mathematics 219 (2000) 107{122
the lines are oriented and denote the corresponding open half-planes by h+1 ; : : : ; h
+
n and
h−1 ; : : : ; h
−
n , respectively.
We mention that it is equivalent to consider arrangements of halfplanes.
To each point p 2 E2 there exists an associated position vector
v(p) = (v1(p); : : : ; vn(p));
which is dened by
vi(p) :=
8><
>:
+ if p 2 h+i ;
0 if p 2 hi;
− if p 2 h−i :
If two points have the same position vector, we call them equivalent with respect to
H . The corresponding equivalence classes are called the faces of H . Thus, we may
speak of the position vector of a face. A face z of H is called a cell if its position
vector contains no zero, it is called an edge if its position vector contains one zero,
and it is called a vertex if its position vector contains more than one zero.
The weight of a face is given by the number of open half-planes containing it. This
is the number of signs ‘+’ in the corresponding position vector. The sums of the
weights of the cells, edges and vertices are called the total weights of the cells, edges
and vertices, respectively.
For the arrangement H itself we assume the following properties:
(A) H is acyclic, i.e.,
P:=int
n\
i=1
h−i 6= ;:
(SR) H is semi-rich, i.e.,
hi \ clP 6= ;; i = 1; : : : ; n
(cl denotes the closure).
Condition (A) may be realized for any arrangement by reorienting the lines of the
arrangement.
In the following l(hi; hj) denotes the angle between the corresponding direction
vectors measured from hi to hj in the range [0; 2) in mathematically positive sense.
From assumptions (A) and (SR) it follows that we may label the lines such that
(1) h1 is rich, i.e., dim(h1 \ cl P) = 1,
(2) for the angle between them the following condition holds:
0<l(h1; hj)<l(h1; hj0), 1<j<j0: (1.1)
Especially there are no parallel lines (in the same direction).
For each hi 2 H we determine the cardinality
ki:=cardfh 2 H : 0<l(hi; h)<g:
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2. Linear orderings of the faces
From assumption (A) it follows that some of the lines hi are rich, i.e.,
dim(hi \ clP) = 1 for these hi:
Let hi1 ; : : : ; him (26m6n) be rich, where i1 = 1.
We set
im+1:=n+ 1
and
~ki:=il+1 − i for i 2 fil; : : : ; il+1 − 1g; l= 1; : : : ; m:
In the following, we identify the faces with the corresponding position vectors.
The settings in Section 1 induce sequences of sign vectors from f+; 0;−gn that
contain the position vectors exactly once. We call them linear orderings of the vertices,
edges and cells, respectively.
All expressions of the index k are taken modulo n.
(1) Vertices. Let Si denote the sequence
Si =
8><
>:
; if ki = 0;
(Si ~ki ; : : : ; Siki) if ki 6= 0 ^ i = il; l 2 f1; : : : ; mg;
(Si ~ki+1 ; : : : ; Siki) else;
where
Sij = (s
(ij)
1 ; : : : ; s
(ij)
n )
with
s(ij)k :=
(
0 for k = il; : : : ; il+1;
− else;
)
if j = ~ki;
s(ij)k :=
8><
>:
+ for k = (i + 1); : : : ; (i + j − 1);
0 for k = i _ k = i + j;
− else;
9>=
>; if j 2 f ~ki + 1; : : : ; kig:
Lemma 2.1. The sign vectors Sij 2 f+; 0;−gn are the position vectors of the vertices
of the arrangement H. The sequence (S1; : : : ;Sn) is a linear ordering.
(2) Edges.
Let E0 denote the sequence E0 = (Ei1 ; : : : ; Eim);
where
Eil = (e
(il)
1 ; : : : ; e
(il)
n )
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with
e(il)k :=
(
0 for k = il;
− else;
Fi denote the sequence
Fi =
(
; if ki = 0;
(Fi ~ki ; : : : ; Fiki) else;
where
Fij = (f
(ij)
1 ; : : : ; f
(ij)
n )
with
f(ij)k :=
8><
>:
+ for k = i + 1; : : : ; i + j;
0 for k = i;
− else
and Gi denote the sequence
Gi =
8>>>><
>>>>:
; if ki = 0;
(Gi1; : : : ; Giki) if i = il; l 2 f1; : : : ; mg ^ ki 6= 0;
; if i 6= il; l 2 f1; : : : ; mg ^ ~ki = ki;
(Gi ~ki+1; : : : ; Giki) if i 6= il; l 2 f1; : : : ; mg ^ ~ki < ki;
where
Gij = (g
(ij)
1 ; : : : ; g
(ij)
n )
with
g(ij)k :=
8><
>:
+ for k = i; : : : ; (i + j − 1);
0 for k = i + j;
− else:
Lemma 2.2. The sign vectors Eil ; Fij; Gij 2f+; 0;−gn are the position vectors of the
edges of the arrangement H . The sequence (E0;F1;G1; : : : ;Fn;Gn) is a linear order-
ing.
(3) Cells. Let Ci denote the sequence
Ci =
(
(Ci0; : : : ; Ciki) if i = il; l 2 f1; : : : ; mg;
(Ci ~ki ; : : : ; Ciki) else;
where
Cij = (c
(ij)
1 ; : : : ; c
(ij)
n )
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with
c(ij)k =
(
+ for k = i; : : : ; i + j;
− else:
Lemma 2.3. The sign vectors Cij 2 f+;−gn together with C0 2 f−gn are the position
vectors of the cells of the arrangement H . The sequence (C0;C1; : : : ;Cn) is a linear
ordering.
Remark. It is easy to show that under certain conditions the given linear orderings are
shellings (in the sense of [12]).
3. The weight of the faces
Let w(F) denote the weight of the face F . We consider the weights of the vertices,
edges and cells, respectively.
(1) Vertices
It is easy to see that the vertices of P have the weight zero, i.e., we have
w(Sij) = 0 if j = ~ki:
For the other vertices of the arrangement we get
w(Sij) = j − 1 if j 2 f ~ki + 1; : : : ; kig:
Let W (S) denote the total weight of the vertices, i.e.,
W (S):=
nX
i=1
kiX
j= ~ki+1
w(Sij):
Theorem 3.1. The total weight W (S) of the vertices of the arrangement H is given
by
W (S) =
1
2
nX
i=1
(ki − 1)ki − 16
mX
l=1
[(il+1 − il)3 − (il+1 − il)]:
Proof. We have to consider the vertices whose weight is greater than zero. For xed
i 2 fil; : : : ; il+1 − 1g we get
kiX
j= ~ki+1
w(Sij) =
kiX
j= ~ki+1
(j − 1) = 12 [(ki − 1)ki − ( ~ki − 1) ~ki]
= 12 [(ki − 1)ki − (il+1 − i − 1)(il+1 − i)]
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and, consequently,
il+1−1X
i=il
kiX
j= ~ki+1
w(Sij) =
1
2
il+1−1X
i=il
(ki − 1)ki − 12
il+1−ilX
=1
(− 1)
=
1
2
il+1−1X
i=il
(ki − 1)ki − 16(il+1 − il − 1)(il+1 − il)(il+1 − il + 1)
=
1
2
il+1−1X
i=il
(ki − 1)ki − 16[(il+1 − il)
3 − (il+1 − il)]:
Summing up for l= 1; : : : ; m we get the assertion.
(2) Edges
The weights w(Eil); w(Fij) and w(Gij) of the edges Eil ; Fij and Gij of the arrangement
H are given by
w(Eil) = 0; w(Fij) = j; w(Gij) = j:
Let W (F) and W (G) denote the sum of the weights of the corresponding edges and
W (E):=W (F) +W (G). Then we get
Theorem 3.2. The total weight W (E) of the edges of the arrangement H is given by
W (E) =
nX
i=1
ki(ki + 1)− 13
mX
l=1
[(il+1 − il)3 − (il+1 − il)]:
Proof. (a) For xed i 2 fil; : : : ; il+1 − 1g we get
kiX
j= ~ki
w(Fij) =
kiX
j= ~ki
j =
1
2
[ki(ki + 1)− ( ~ki − 1) ~ki]
=
1
2
[ki(ki + 1)− (il+1 − i − 1)(il+1 − i)]:
Consequently,
il+1−1X
i=il
kiX
j= ~ki
w(Fij) =
1
2
il+1−1X
i=il
ki(ki + 1)− 12
il+1−il−1X
=1
(+ 1)
=
1
2
il+1−1X
i=il
ki(ki + 1)− 16[(il+1 − il)
3 − (il+1 − il)]:
(b) For i = il; l 2 fl; : : : ; mg, we get
kiX
j=0
w(Gij) =
kiX
j=0
j =
1
2
ki(ki + 1)
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and for xed i2fil + 1; : : : ; il+1 − 1g
kiX
j= ~ki+1
w(Gij) =
kiX
j= ~ki+1
j =
1
2
[ki(ki + 1)− ~ki( ~ki + 1)]
=
1
2
[ki(ki + 1)− (il+1 − i)(il+1 − i + 1)]:
(c) Summing up for l= 1; : : : ; m we get the assertion.
(3) Cells
The weights w(Cij) of the cells Cij of the arrangement H are given by
w(Cij) = j + 1:
Let W (C) denote the sum of the weights of the cells.
Theorem 3.3. The total weight W (C) of the cells of the arrangement H is given by
W (C) =
1
2
nX
i=1
(ki + 1)(ki + 2)− 16
mX
l=1
[(il+1 − il)3 − (il+1 − il)]:
Proof. For i = il; l 2 f1; : : : ; mg, we get
kiX
j=0
w(Cij) =
kiX
j=0
(j + 1) =
1
2
(ki + 1)(ki + 2)
and for xed i 2 fil + 1; : : : ; il+1 − 1g
kiX
j= ~ki
w(Cij) =
kiX
j= ~ki
(j + 1)
=
1
2
[(ki + 1)(ki + 2)− ~ki( ~ki + 1)]
=
1
2
[(ki + 1)(ki + 2)− (il+1 − i)(il+1 − i + 1)]:
Consequently,
il+1−1X
i=il+1
kiX
j= ~ki
w(Cij) =
1
2
il+1−1X
i=il+1
(ki + 1)(ki + 2)− 12
il+1−il−1X
=1
(+ 1)
=
1
2
il+1−1X
i=il+1
(ki + 1)(ki + 2)− 16[(il+1 − il)
3 − (il+1 − il)]:
Summing up for l= 1; : : : ; m we get the assertion.
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4. The concept of cutting vectors
In [8] we considered vector systems in the Euclidean plane. It is obvious that the
(unit) direction vectors of a semi-rich acyclic arrangement of lines constitute such a
vector system. Thus we may adapt the notion of cutting vectors.
Furthermore, we cite (without proofs) results obtained in [8], which we will use in
the next section to obtain lower and upper bounds on the total weight.
Let H = fh1; : : : ; hng be a semi-rich acyclic arrangement, then there exists a vector
k = (k1; : : : ; kn) 2 Nn uniquely determined by the cardinalities ki in Section 1.
This vector is called the cutting vector of the arrangement H .
Now we consider the question for the realizability of cutting vectors:
Given a vector a=(a1; : : : ; an)2Nn. Under which conditions do there exist semi-rich
acyclic arrangements with cutting vector a?
Theorem 4.1. The vector a=(a1; : : : ; an)2Nn is realizable as cutting vector of semi-rich
acyclic arrangements if and only if the following system of inequalities is valid for
i = 1; : : : ; n:
06ai6n− 1; (4.1)
ai6ai+1 + 1; (4.2)
ai+ai6n− ai − 1; (4.3)
ai+ai+1>n− ai − 2; (4.4)
ai+ai+2>n− ai − 2: (4.5)
Equality in (4:4) holds if and only if the lines hi and hi+ai+1 are anti-parallel.
Corollary 4.2. Let a = (a1; : : : ; an) 2 Nn be realizable as cutting vector of semi-rich
acyclic arrangements. Then there exists an index j 2 f1; : : : ; ng such that
aj6aj+1:
Furthermore; if the lines hj and hj+aj+1 are not anti-parallel; then
aj + aj+aj+1 = n− 1: (4.6)
Corollary 4.3. Let k = (k1; : : : ; kn) and k 0 = (k 01; : : : ; k
0
n) be the cutting vectors of
semi-rich acyclic arrangements H and H 0; respectively.
If k 0l− kl > 0 for some l 2 f1; : : : ; ng; then there exists an index j 2 f1; : : : ; ng such
that
kj6kj+1 ^ k 0j − kj > 0:
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Corollary 4.4. Let k = (k1; : : : ; kn) and k 0 = (k 01; : : : ; k
0
n) be the cutting vectors of
semi-rich acyclic arrangements H and H 0; respectively.
If k 0j − kj > 0 for some j 2 f1; : : : ; ng; then
k 0j+kj+1 − kj+kj+16
(
0 if kj + kj+kj+1 = n− 2;
−1 if kj + kj+kj+1>n− 1:
From now on we use a further distinction: The arrangement H is called non-
degenerate if and only if there are no two anti-parallel lines in H . Otherwise H is
said to be degenerate.
Corollary 4.5. Let k = (k1; : : : ; kn) and k 0 = (k 01; : : : ; k
0
n) be the cutting vectors of
semi-rich arrangements H and H 0; respectively. If H 0 is non-degenerate and
k 0l − kl60 8l 2 f1; : : : ; ng;
then k = k 0.
The question for the number of ‘combinatorically’ dierent cutting vectors is dicult
(it will be considered in [9]), but we have the possibility to ‘move’ in the system of
all cutting vectors [8]:
We consider the mapping j : Nn ! Nn, where a0 = j(a); j2f1; : : : ; ng is given
by
a0i =
8>>>><
>>>>:
(
ai + 1 for i = j
ai else
)
if aj + aj+aj+1 = n− 2;(
ai − 1 for i = j + aj + 1
ai else
)
if aj + aj+aj+1 6= n− 2:
(4.7)
Theorem 4.6. Let k = (k1; : : : ; kn) be the cutting vector of the semi-rich acyclic
arrangement H. Then k 0 = j(k) is realizable as a cutting vector of semi-rich
acyclic arrangements if the following condition holds:
kj6kj+1: (4.8)
In the case that condition (4.8) holds the mappings j correspond to special rotations
of the lines in the arrangement. In this way, we describe the change of the combinatorial
structure of the arrangement step by step.
Theorem 4.7. Let k; k 0 2Nn be realizable as cutting vectors of semi-rich acyclic
arrangements H and H 0; respectively. Then they may be transformed into each other
by a nite number of j-mappings.
In the following we make use of the notations:
j1j2 (k):=j1 (j2 (k)) and 	j(k):=jj(k):
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If k 0 =	j(k), then from the denition of j (see (4.7)) it follows that
k 0i =
8><
>:
ki + 1 for i = j;
ki − 1 for i = j + kj + 1;
ki else:
Example. We consider
k = (5; 6; 5; 5; 5; 4; 3; 3; 4; 4);
k 0 = (7; 6; 5; 5; 4; 3; 2; 1; 4; 7):
The vectors k and k 0 satisfy the conditions of Theorem 4.1. We obtain
k(1) :=1(k) = (6; 6; 5; 5; 5; 4; 3; 3; 4; 4);
k(2) :=	1(k(1)) = (7; 6; 5; 5; 5; 4; 3; 2; 4; 4);
k(3) :=	10(k(2)) = (7; 6; 5; 5; 4; 4; 3; 2; 4; 5);
k(4) :=	10(k(3)) = (7; 6; 5; 5; 4; 3; 3; 2; 4; 6);
k(5) :=	10(k(4)) = (7; 6; 5; 5; 4; 3; 2; 2; 4; 7);
k 0 = 10(k(5)) = (7; 6; 5; 5; 4; 3; 2; 1; 4; 7):
Thus k 0 = (k) holds, where :=10	10	10	10	11.
5. Lower and upper bounds on the total weight
In Section 3, formulas for the total weights of the faces of semi-rich acyclic arrange-
ment are given.
Now it is our aim to nd lower and upper bounds on the total weights of the faces
of arrangements with a xed number of lines.
First we consider rich acyclic arrangements which are non-degenerate.
From the formulas in Lemmas 3:1, 3:2 and 3:3 it is easy to see that in this case
(because the second sums are zero, respectively) the total weights of the vertices, edges
and cells are given by
W (S) =
1
2
nX
i=1
(ki − 1)ki = 12
nX
i=1
k2i −
1
4
(n− 1)n;
W (E) =
nX
i=1
ki(ki + 1) =
nX
i=1
k2i +
1
2
(n− 1)n;
W (C) =
1
2
nX
i=1
(ki + 1)(ki + 2) =
1
2
nX
i=1
k2i +
1
4
(3n+ 1)n:
(5.1)
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To proceed from a non-degenerate rich acyclic arrangement to another one, a nite
number of 	j-mappings is sucient. Thus, our way is to investigate the behaviour of
the total weight under the use of 	j-mappings.
From the formulas above it is seen that the sums
Pn
i=1 k
2
i are important.
Denition. A mapping 	 : Nn ! Nn, where
a0 =	(a); a= (a1; : : : ; an); a0 = (a01; : : : ; a
0
n);
is called an increaser with respect to a if
Pn
i=1(a
0
i)
2>
Pn
i=1(ai)
2. It is called a
decreaser with respect to a if
nX
i=1
(a0i)
2<
nX
i=1
(ai)2:
	 is called a balancer with respect to a if
Pn
i=1(a
0
i)
2 =
Pn
i=1(ai)
2.
If a; a0 2 Nn, then a0 is called balanced from a if there exists a mapping 	 with
a0 =	(a), where 	 is a balancer with respect to a.
Theorem 5.1. Let k=(k1; : : : ; kn) be the cutting vector of a non-degenerate; semi-rich
and acyclic arrangement; and let k satisfy condition (4:8). Then the mapping 	j is
an increaser with respect to k if and only if
kj>
n− 1
2
: (5.2)
It is a balancer with respect to k if and only if
kj =
n
2
− 1: (5.3)
Proof. We consider the cutting vector k 0 =	j(k):
(1) From (4.8) and Corollary 4.2 it follows that (5.2) is equivalent to
kj − kj+kj+1 = 2kj − (n− 1)>0
and, consequently, equivalent to
(k 0j)
2 + (k 0j+kj+1)
2>(kj)2 + (kj+kj+1)
2 + 2:
Since all other ki remain unchanged, we have the rst assertion.
(2) From (4.8) and Corollary 4.2 it follows that (5.3) is equivalent to
kj+kj+1 =
n
2
and, consequently,
(k 0j)
2 + (k 0j+kj+1)
2 = (kj)2 + (kj+kj+1)
2:
In the following the vectors
k = (k1; : : : ; kn);
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where
ki:=
n− 1
2
for i = 1; : : : ; n if n is odd;
ki:=
8><
>:
n
2
for i = 1; : : : ;
n
2
n
2
− 1 for i = n
2
+ 1; : : : ; n
9>=
>; if n is even
and
k = ( k1; : : : ; kn);
where
ki:=n− i; i = 1; : : : ; n;
are important.
These vectors and all their cyclic permutations are realizable as cutting vectors of
semi-rich acyclic arrangements, and the corresponding arrangements are non-
degenerate.
Theorem 5.2. The lower bounds on the total weights of the faces of non-degenerate;
rich and acyclic arrangements of n lines in the plane are given by
W (S)>
( 1
8n(n
2 − 4n+ 3) if n is odd ;
1
8n(n
2 − 4n+ 4) if n is even;
W (E)>
( 1
4n(n
2 − 1) if n is odd ;
1
4n
3 if n is even;
W (C)>
( 1
8n(n
2 + 4n+ 3) if n is odd ;
1
8n(n
2 + 4n+ 4) if n is even:
The bounds are attained by the arrangements corresponding to the cutting vectors k
if and only if k is balanced from k.
Proof. We give an inductive construction:
(1) If k is balanced from k, then from (5.1) it follows that the lower bounds are
attained by k.
(2) Let k 0=(k 01; : : : ; k
0
n) be the cutting vector of an arbitrary non-degenerate rich acyclic
arrangement. Setting L:=f1; : : : ; ng; l:=k 0l − kl; l= 1; : : : ; n, we consider
L+:=fl 2L: l > 0g:
If L+ = ;, then from Corollary 4.5 it follows that k 0 = k.
If L+ 6= ;, then we set k(0):=k; (0)l :=l; l= 1; : : : ; n, and L(0)+ :=L+.
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(3) If L(i)+ 6= ;, according to Corollary 4.3, it follows that there exists j 2L(i)+ such
that k(i)j 6k
(i)
j+1 and 
(i)
j :=k
0
j − k(i)j > 0.
Thus
k(i+1):=	j(k(i))
is the cutting vector of a non-degenerate rich acyclic arrangement.
From k(i)j >n=2− 1 for j 2L(i)+ , it follows that 	j is an increaser or a balancer
with respect to k(i), i.e., the corresponding weights do not decrease.
Setting (i+1)l :=k
0
l − k(i+1)l ; l= 1; : : : ; n, and
L
(i+1)
+ :=fl 2L: (i+1)l > 0g
from
(i+1)l =
8>>><
>>>:
(i)l − 1 if l= j;
(i)l + 1 if l= j + k
(i)
j + 1;
(i)l else
and
(i+1)
j+k(i)j +1
= (i)
j+k(i)j +1
+ 160
(according to Corollary 4.4) we obtain L(i+1)+ L(i)+ . Furthermore, from
k(i+1)l =
8>>><
>>>:
k(i)l + 1 if l= j;
k(i)l − 1 if l= j + k(i)j + 1;
k(i)l else
and j + k(i)j + 1 62L(i)+ (see Corollary 4.4) it follows that
k(i+1)l >
n− 1
2
for l 2L(i+1)+ :
(4) If L(i+1)+ = ;, then from Corollary 4.5 it follows that k 0 = k(i+1).
If L(i+1)+ 6= ;, then we enter again into part (3) of the proof.
(5) From
Pn
l=1 jlj<1 it follows that the procedure of part (3) stops after a nite
number of steps. Thus, we get a mapping 	 such that k 0 =	(k), where 	 is an
increaser or a balancer with respect to k.
	 is a balancer with respect of k if and only if each step of the procedure gives
a balancer, i.e., if k 0 is balanced from k.
Denition. Let k = (k1; : : : ; kn) 2 Nn be the cutting vector of a semi-rich acyclic ar-
rangement H . The sequence
[kp; kq]:=
(
(kp; : : : ; kq) if p6q;
(kp; : : : ; kn; k1; : : : ; kq) if q<p
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is called a maximal block in k if the following conditions hold:
kp−16kp;
kl+1 = kl − 1 for
(
l= p; : : : ; q− 1 if p<q;
l= p; : : : ; n+ q− 1 if q<p;
kq6kq+1:
Remark. In the following we assume 16p6q6n.
This is always realizable by cyclic permutations of the components of k (which is
equivalent to an appropriate renumbering of the lines of the arrangement).
Lemma 5.3. Let k = (k1; : : : ; kn) 2 Nn be the cutting vector of a non-degenerate;
semi-rich and acyclic arrangement H .
If B = (kp; : : : ; kq); 16p6q6n; is a maximal block in k and kq+1 = kq + ; >0;
then B0 = (kq+kq+1; : : : ; kq+kq++1) is a maximal block in k.
If k is dierent from the cyclic permutations of k; then B0 is dierent from B.
Proof. (1) From Theorem 4.1 it follows that
kq+kq6n− kq − 1:
On the other hand, from Corollary 4.2 (since H is non-degenerate) we obtain
kq+kq+1 = n− kq − 1:
(2) From Theorem 4.1 we obtain
kq+kq++1 = kq+1+kq+16n− kq+1 − 1
and (since H is non-degenerate)
kq+kq++2 = kq+1+kq+1+16n− kq+1 − 1:
(3) If = 0, then the assumption follows from (1) and (2).
In the case that >1 we still have to prove that
kl+1 = kl − 1 for l= q+ kq + 1; : : : ; q+ kq + :
If we assume that there exists some 0; 1606, such that
kq+kq+0 = n− kq − 0 ^ kq+kq+0+1>n− kq − 0;
then from Corollary 4.2 (since H is non-degenerate) it follows that
kq+kq+0+1 = n− kq+kq+0 − 1
and, consequently,
kq+1 = kq + 0 − 16kq + − 1
which is a contradiction.
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(4) It holds that kq = kp − (q − p). Thus, if kp6n − 2, then q + kq + 16
p+ (n− 1).
Example. k = (8; 7; 6; 6; 9; 8; 7; 6; 5; 7; 7; 6; 5; 4) is realizable as cutting vector of non-
degenerate, semi-rich, acyclic arrangements of 14 lines, and there are the following
maximal blocks in k:
(k1; k2; k3); (k4); (k5; k6; k7; k8; k9); (k10); (k11; k12; k13; k14):
Now, we consider all semi-rich acyclic arrangements which have the same cutting
vector k. It follows again from the formulas in Lemmas 3:1{3:3 that the rich ones have
maximal total weights (given by (5.1)).
Furthermore, if k is the cutting vector of a rich acyclic arrangement H containing
anti-parallel lines hj and hj+kj+1, then from the denition of j it follows that the total
weights of the vertices, edges and cells of the rich acyclic arrangements corresponding
to k 0 = j(k) are greater than those corresponding to k.
Thus, to nd the upper bounds on the total weights of the faces of all semi-
rich acyclic arrangements of a xed number of lines, we only have to consider non-
degenerate rich ones.
Theorem 5.4. The upper bounds on the total weight of the faces of semi-rich acyclic
arrangements of n lines in the plane are given by
W (S)6 16n(n
2 − 3n+ 2);
W (E)6 13n(n
2 − 1);
W (C)6 16n(n
2 + 3n+ 2):
These upper bounds are attained by the rich acyclic arrangements corresponding to
the cutting vector k if and only if k is a cyclic permutation of k.
Proof. Let k=(k1; : : : ; kn) 2 Nn be the cutting vector of a semi-rich acyclic arrangement
H dierent from the cyclic permutations of k. Then there is more than one maximal
block in k. Assume that B= (kp; : : : ; kq); 16p6q6n, is a maximal block in k, which
has maximal average 12 (kp + kq), and B
0 = (kq+1; : : : ; k ~q) is the neighbouring block. If
kq+1 = kq + ; >0;
we consider the cutting vector arising from
k 0 =	(k) where 	 =	+1p : : : 	
+1
q :
Then it holds that
k 0l =
8><
>:
kl + + 1 for l= p; : : : ; q;
kl − (q− p)− 1 for l= q+ kq + 1; : : : ; q+ kq + + 1;
kl else
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and, consequently,
nX
l=1
[(k 0l)
2 − (kl)2] =
qX
l=p
[(kl + + 1)2 − k2l ]
+
q+kq++1X
l=q+kq+1
[(kl − (q− p+ 1))2 − k2l ]
= 2
qX
l=p
(+ 1)kl + (+ 1)2(q− p+ 1)
− 2
q+kq++1X
l=q+kq+1
(q− p+ 1)kl + (+ 1)(q− p+ 1)2
= (+ 1)(kp + kq)(q− p+ 1)− (q− p+ 1)
(kq+kq+1 + kq+kq++1)(+ 1)
+ (+ 1)2(q− p+ 1) + (+ 1)(q− p+ 1)2;
which is greater than zero, since B has maximal average.
Thus 	 is an increaser, and (k 0p; : : : ; k
0
q; k
0
q+1; : : : ; k
0
~q) is a maximal block in k
0 with
maximal average. If we continue the procedure, then it stops after a nite number of
steps at a cutting vector, which is the cyclic permutation of k, where kp = n− 1.
The author thanks H. Martini, J. Linhart and G. Rote for helpful discussions and
hints. The idea of maximal blocks in the proof of Theorem 5.4 originates from
G. Rote.
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