In [4] , Jin and Xin developed a class of first-and second-order relaxing schemes for nonlinear conservation laws. They also obtained the relaxed schemes for conservation laws by using a Hilbert expansion for the relaxing schemes. The relaxed schemes were proved to be total variational diminishing (TVD) in the zero relaxation limit for scalar equations. In this paper, by properly choosing the numerical entropy flux, we show that the relaxed schemes also satisfy the entropy inequalities. As a consequence, the L1 convergence rate of 0(y/At) for the relaxed schemes can be established.
Abstract.
In [4] , Jin and Xin developed a class of first-and second-order relaxing schemes for nonlinear conservation laws. They also obtained the relaxed schemes for conservation laws by using a Hilbert expansion for the relaxing schemes. The relaxed schemes were proved to be total variational diminishing (TVD) in the zero relaxation limit for scalar equations. In this paper, by properly choosing the numerical entropy flux, we show that the relaxed schemes also satisfy the entropy inequalities. As a consequence, the L1 convergence rate of 0(y/At) for the relaxed schemes can be established.
Introduction.
Consider the following stiff relaxation system: du dv There have been many recent studies concerning the asymptotic convergence of the relaxation systems to the corresponding equilibrium conservation laws as the rate of the relaxation tends to zero. Katsoulakis and Tzavaras [5] established an 0{\fe) error bound in the case that the equilibrium equation is a scalar multi-dimensional one. Kurganov and Tadmor [6] studied convergence and error estimates for a class of relaxation systems, including (1.1) and the one arising in chromatography, and concluded an O(e) order of convergence for scalar convex conservation laws. For the relaxation system (1.1), Natalini [8] proved that the solutions to the relaxation system converge strongly to the unique entropy solution of (1.2) as e -> 0. Teng established the first-order rate of convergence for (1.1) in the case when its equilibrium solutions are piecewise smooth [13] , which is an improvement on the 0(y/e) error bounds [5, 6] . The convergence and the rate of convergence mentioned above are mostly in the Ll sense. In [12] , Tadmor and Tang obtained the first-order pointwise rate of convergence for (1.1) in the case when its equilibrium solutions are piecewise smooth.
The relaxation system (1.1) is also a prototype of a class of nonoscillatory numerical schemes for systems of conservation laws. The linear hyperbolic structure of system (1.1) enables one to avoid the time-consuming Riemann solvers, which are loaded by standard high resolution methods for nonlinear hyperbolic systems; proper implicit time discretizations can be taken to overcome the stability constraints brought in by possible stiffness. A finite speed of propagation is maintained.
Moreover, the lower-order source term that is introduced by relaxation is not fully ranked and linear in the artificially introduced variable.
Therefore, solving nonlinear systems of algebraic equations can be avoided. In [4] , Jin and Xin developed a class of first-and second-order nonoscillatory numerical schemes for the conservation law (1.2), based on the local relaxation approximation (1.1). The second-order relaxing scheme of the following form was proposed in [4] :
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Convergence theory for the second-order relaxing schemes (1.3)-(1.4) was provided by Aregba-Driollet and Natalini [1] and Wang and Warnecke [14] . Convergence rates for the corresponding first-order relaxing schemes, i.e., (1.3)-(1.4) with cf>(6) = 0, were studied by Liu and Warnecke [7] and Yong [15] . Tang and Wu [11] studied the cell entropy inequalities for the relaxing schemes. Consult [9] for a bird's eye view of recent development on hyperbolic relaxation problems.
Since the leading-order behavior of relaxing schemes is governed by relaxed schemes when e is sufficiently small, it is important to study the behavior of the relaxed schemes. Using a Hilbert expansion gives the leading-order equations (as e -> 0n), i.e., the relaxed schemes for scalar conservation laws (1.2):
It can be shown that the above relaxed schemes are consistent and stable discretizations of the original conservation laws (1.2). Jin and Xin [4] also proved that they are TVD for the scalar conservation laws, thus are non-oscillatory and converge to the weak solutions of (1.2). To obtain the TVD property, the following assumptions are used in [4] :
At y/a--= a < 1; CFL condition Ax sup |/'(it)| < \/a\ subcharacteristic condition U 0 < ~~x~ < 2, 0 < <f>(0) < 2, limiter function condition. 0
The main objective of this work is to provide a rigorous proof of the cell entropy inequality for the relaxed schemes (1.7). The cell entropy inequality will be obtained For any given entropy pair {U, F) of (1.2) with convex U, using integration by parts gives the following identity (see [2] ): Remarks on convergence rate. In this work, we have provided a rigorous proof of the cell entropy inequalities (1.12). We now point out two immediate applications of Theorem 1:
• (i) The 0(y/At) rate of L1 -convergence for the relaxed schemes (1.7) to entropy solution of scalar conservation law (1.2) can be established, based on the cell entropy inequalities (1.12) and the total variation boundedness given in [4] , • (ii) It follows from the results of Natalini [8] , Wang and Warnecke [14] , and Theorem 1 in this paper that numerical solutions of the second-order relaxing schemes (1.3)-(1.4) converge to entropy solutions of scalar conservation laws as £ -♦ 0+, and Ax, At -> 0+, independent of the order of limits.
