I. INTRODUCTION
Motivated by applications in keyless cryptography, Wei [26] defined the generalized Hamming weight (GHW) hierarchy of linear block codes. These weights characterize the performance of the code on the type II wire-tap channel. After Wei's study this subject received considerable interest, and the weight hierarchy of several classes of codes has been derived in numerous recent works (e.g., [6] , [9] , and [27] ). Many other works introduced bounds on the generalized weights (e.g., [13] and [24] ). Kasami et al. [15] showed that bounds on the state complexity profile of a trellis representation for a linear block code can be expressed in terms of the GHW. Forney [11] elaborated on this observation and called the GHW the length/dimension profile of the code C; m m m(C), whose component mj(C) is the minimum effective length of any subcode of C whose dimension is j; 0 j k. The inverse profile, the dimension/length profile (DLP), k k k(C), which contains the same information about C, has been found useful for the study of trellis complexity of linear block codes. The jth component of the latter profile, k j (C), is the maximum dimension of any subcode of C whose effective length is not larger than j. A coordinate ordering of a linear block code that meets the DLP bound is called efficient, and the code for which such an efficient ordering do exists is said to satisfy the two-way chain condition.
Two proposals for generalization of the GHW notion to nonlinear codes have been suggested by Bassalygo [3] and by Cohen et al. [7] . Both definitions view the GHW as a certain minimum property of subcodes of C of a predefined cardinality. However, for nonlinear codes these subcodes do not represent the amount of information contained in the corresponding coordinates of the code, though both definitions coincide with the well-known definition when applied to linear codes. In this study, we suggest a new definition of the GHW for nonlinear codes. This definition seems to be a natural generalization of Wei's definition to nonlinear codes. The new definition has two main advantages over the previous ones. First, Manuscript received January 28, 1998; revised September 2, 1998 . The authors are with the Department of Electrical Engineering-Systems, Tel-Aviv University, Ramat-Aviv 69978, Tel-Aviv, Israel (e-mail: ybeery@eng.tau.ac.il).
Communicated by T. Kløve, Associate Editor for Coding Theory. Publisher Item Identifier S 0018-9448(99) 01387-5. it fits in with Wei's framework. The new definition quantifies the minimum number of information bits (or q-ary symbols) contained in any, say t, symbols of a codeword. Second, the new definition generalizes the different dimension/length profiles to nonlinear codes by introducing the entropy/length profile (ELP). The relations between the different dimension/length profiles do exist also between the corresponding entropy/length profiles. Likewise, the new profiles can be used in a similar way as in [11] to investigate and to lower-bound various complexity measures of a trellis representation of nonlinear codes. The latter use of our new approach has been addressed in our previous work [20] . In the present work we hence concentrate on Wei's cryptographical viewpoint. This study comprises two closely related parts. First, we present our new definition of generalized Hamming weights of nonlinear codes. We study the properties of the new notion and its relations to the other definitions. Likewise, we develop some bounds on these weights and illustrate their use in some examples. In the second part, we discuss the representation of binary nonlinear codes as Z 4 -linear codes and the relations between this representation and its binary image. Hammons et al. [12] showed that some known classes of nonlinear codes such as Kerdock, Preparata, etc., can be constructed as binary images under the Gray map of linear codes over Z4. The generalized Hamming weights of these codes over Z 4 have been considered in several recent studies [1] , [2] , [28] - [30] . These weights characterize the performance of the Z4-linear codes over the wire-tap channel of type II. These studies have utilized the relation between the generalized weight hierarchy of dual codes. Recently, these codes have also been studied as binary nonlinear codes [21] , [22] . It is easily verified that the GHW hierarchy of the codes over Z 4 can be used to lower-bound the ELP of the respective binary codes. We use the results of the above-referenced works to determine and to bound the ELP of the binary [64; 2 12 ; 28] K(6) Kerdock, and [64; 2 52 ; 6] P (6) Preparata codes, and to determine the first five generalized Hamming weights of the G (m) Goethals codes. Additionally, we show that the binary image under the Gray map of a linear code over Z4 is a symmetric code (either when this image is linear or not). We show that when this binary image generates a linear code then it is equivalent to a twisted squaring construction code. Likewise, we give a counterexample to show that the binary image of a Z4-linear code need not be a rectangular code.
The correspondence is organized as follows. Preliminaries and basic notations are presented in Section II. In Section III, we give our new definition for GHW of nonlinear codes and discuss the properties of this notion and the differences between our definition and other definitions ( [3] , [7] ) of this notion. We also develop some bounds on the ELP which is the inverse of the GHW (according to our definition). In Section IV, we study the properties of the binary image of Z 4 -linear codes and the relation between the generalized weight hierarchy of the code in these two representations. As an example we investigate the GHW of the binary K(6) Kerdock code, the P (6) Preparata code, and the G (m) Goethals codes. For the first two codes, we give the ELP for some indices and lower and upper bounds on this measure for the remaining indices.
II. PRELIMINARIES AND NOTATIONS
Let C be an The set fd1; d2; 1 11; d k g is called the (generalized Hamming) weight hierarchy of C. In the appendix of [26] , the connection between generalized Hamming weights and the security of the code when transmitted over the wire-tap channel of type II was explained.
The suggested scheme used the [n; n0k] linear code C ? : the encoder selects a coset according to the k information bits and transmits a codeword randomly chosen from that coset. The adversary has full knowledge of the code, but not of the random selection of a codeword in the coset. The adversary is allowed to tap s symbols from the transmitter. for any (n 0 t)-tuple (c 1 ; c 2 ; 111 ; c n0t ) which comprises the first (n 0 t) components of a codeword c c c 2 C. Consequently, we conclude that an adversary who taps any n 0 t symbols of a codeword of C with dr(C) = t can gain at least k 0 r information symbols. For example, a maximum distance separable code C has the worst immunity. This code meets the generalized Singleton bound dr(C) = n 0 k + r. An adversary that listens to l components of the codewords gains the maximum possible information, namely, min(l; k) information symbols.
In the sequel we denote by C[n; M] a block code that consists of M codewords of length n over a finite alphabet set of size q. When the minimum distance of the code, d, is of interest, the code will be denoted by the triple [n; M; d]. When we refer to an [n; k] linear code, k will denote the dimension of the code. Likewise, we use parentheses to denote the pair (n; d), the length of the code, and its minimum distance and by A(n; d) the largest number M of codewords in any binary (n; d) code. For nonlinear codes, it is more convenient to use a different definition of the support of a subcode. We will denote this measure by supp (D). We define supp (D) as follows: Let I be the index set for C; I = f1; 2; 1 11; ng and let P J (c c c) denote the projection of a codeword c c c 2 C onto J I. The set of the projections of all codewords onto J is denoted by P J (C), and the complementary set of J in I will be denoted by I 0 J. For a fixed i 2 [1; n 0 1] we split a codeword c c c = (c1; c2; 11 1; cn) 2 C to its past portion or head (c 1 ; c 2 ; 11 1; c i ) and its future portion or tail (ci+1; ci+2; 111 ; cn). The entropy of a random variable X is denoted by H(X). All the logarithms here onwards are taken to base q, the cardinality of the alphabet set over which the code is defined.
III. GENERALIZED HAMMING WEIGHTS OF NONLINEAR CODES
We start with our generalization of the GHW concept to nonlinear block codes. Similarly to [20] , we make the [n; M] code C into a uniform probability space by assigning each codeword a probability of 1=M . We denote by X J a random jJj-tuple variable that takes on the values of the set PJ (C) with probabilities that are induced by the uniform distribution of the codewords. This definition extends the notion of DLP of [11] to nonlinear codes, and it coincides with it when applied to linear codes. Likewise, 
A. Relations Between the Different Definitions
A different definition of the GHW of binary nonlinear codes was given by Cohen et al. [7] . (c c c j j j + t t t) (2) such that the r vectors f(c c c 1 + t t t); (c c c 2 + t t t); 1 11; (c c c r r r + t t t)g are linearly independent. This definition has two prominent drawbacks. First, it is not a combinatorial definition for a combinatorial object (a nonlinear code). This definition depends on the field, ring, etc., over which the code is defined. The above definition applies only to binary codes, and different dependency relations should be checked in other cases. Likewise, this definition does not satisfy the property of strict monotonocity of the definition of GHW for linear codes. Another definition, which is not subject to these deficiencies was given by Bassalygo [3] . This definition is related to the cardinality/length profile (CLP) notion of [17] . The CLP of a nonlinear code is defined as the sequence flog q M(1;C); log q M (2; C ); 1 11; log q M (n; C )g where
The CLP also reduces to the DLP when applied to linear codes. From (1) and (3) we have the obvious relation between the CLP and the ELP log q M (l; C ) h l (C): (4) Let Lr be the largest index for which M (Lr; C ) = kr , then if we define d 3 r+1 (C) = L r + 1 we achieve the hierarchy of GHW of [3] . Thus the GHW hierarchy of the latter reference is the set of values fl:M(l; C ) 6 = M (l 01; C )g. It is noteworthy to comment that [3] . Also, the index of the generalized weight according to our definition and that of [3] does not reflect the cardinality of the underlying subcode, unlike the definition of [7] and the definition of the GHW of linear codes. Both the ELP and the Using (4) we also have log q M (n 0log q M + r; C ) r. All three definitions coincide with the well-known definition of GHW when applied to linear codes. Likewise, under all three definitions of the GHW, a code and its translate have the same hierarchy of generalized weights. However, the definitions of [3] and [7] are local definitions that do not average the total amount of information contained in a partial set of the coordinates of the code. The total number of generalized weights d 2 r (C) is equal to the dimension of the linear code generated by the linear span of the codewords of C . The total number of distinct generalized weights d 1 r (C) and d 3 r (C) is lowerbounded by log q M and upper-bounded by n 0d+1. In general, the total number of generalized weights according to the three different methods is different. We illustrate the difference between the definitions by calculating the GHW of the Nordstrom-Robinson code according to the three definitions.
Example 1: The Nordstrom-Robinson code N16 is a [16; 256; 6] nonlinear code. The profiles at the bottom of this page are the GHW hierarchy according to our definition and the corresponding ELP values (see the first list at the bottom of this page). The hierarchy of generalized weights of the code according to [7] is shown in the second listing at the bottom of this page. The next (final) lists on the bottom of this page give the sequence of GHW of the code according to the definition of [3] The first three codewords (left-hand side of the list) determine the second generalized weight according to [7] , and all six codewords determine the next three generalized weights. The support of the eight coset representatives is 11, and the rank of their linear span according to the definition of [7] is 11-the linear span of N16 is the [16; 11] second-order Reed-Muller code.
The maximum cardinality of any subcode of N 16 whose support is 6, 7, and 8 is 2. However, for l = 8, the codewords of N16 can be divided to 128 pairs such that each pair has eight common components at the same eight coordinates of the code, and for l = 6 and 7 one can find only 32 pairs with ten or nine common components, whereas the 192 remaining codewords have all distinct components at these coordinates. Thus the approach of [3] and [17] does not distinguish l = 8 as a generalized Hamming weight. Our approach, however, takes account of the fact that a further amount of information can be gained by intercepting nine components of the code instead of eight. Using Wei's terminology: the adversary's equivocation is different in these two cases. 
B. Bounds on the Entropy/Length Profile
Some bounds on measures of trellis complexity and on the generalized weights (according to the definition of [3] ) were derived by Muder [19] and Lafourcade and Vardy [17] . These bounds are usually expressed in terms of the maximum size of a code with a given minimum distance. These bounds do not consider the impact of asymmetrical structures in the examined code. Clearly, any upper bound on the CLP is also an upper bound on the ELP at the same level. However, the derivation of tighter bounds on trellis complexity of nonlinear codes entails the evaluation of the ELP or bounding this profile. We recall that this profile describes the inverse function to that determined by the GHW hierarchy. The derivation of bounds on the ELP rather than the GHW seems to be a reasonable approach due to the fact that the generalized weights were defined as the set of indices at which the ELP increases. The bounds of [3] were also derived not on the GHW hierarchy but on the inverse profile (CLP) according to the respective definition. The formulation of bounds on the ELP requires more delicate combinatorial considerations. In this section, we derive some bounds on the ELP using the basic parameters of the code [n; M; d]. We show that these bounds improve upon the CLP-based bounds. which completes the proof.
Example 2:
For the Nordstrom-Robinson code N16 we have log 2 M (6; N 16 ) = 1. However, using Theorem 3 with the bound A(10; 3) = 79 [4] , we have h 6 (N 16 ) 79=128. This value can be used to improve the bounds on trellis complexity of the code. In [20] it was found that the actual value of h 6 (N 16 ) is 0:25. Clearly, the bound of Theorem 3 is useful only when it is smaller than 1. The smallest length of a binary code with an even minimum distance d that comprises more than two codewords is 1:5d and A(1:5d; d) = 4. The next lemma bounds the ELP value at the index 1:5d.
Lemma 4: Let C be an [n; M; d] binary code where d is an even integer, and let F be the set of the length-(n01:5d) tails of codewords of C such that each tail in this set is comprised in four codewords of C . The minimum distance of the set F is lower-bounded by d Combining (6) and (7) 
This bound is based on the observation that the code consists of at most A(n 0 1:5d; dd=4e) sets of four codewords with common elements on (n01:5d) positions while the remaining codewords may be partitioned to sets with at most three codewords with common bits at these (n 0 1:5d) positions. if n is not divisible by 8: These results improve upon the trivial bound h 3n=4 (C n ) 2.
Furthermore, one can elaborate on the above ideas and use some more subtle combinatorial considerations in order to achieve tighter bounds. Likewise, the prescribed bounds are not useful for codes with a relatively small minimum distance.
IV. Z4-LINEAR CODES:
GHW AND THE RELATIONS TO THE BINARY IMAGE
Hammons et al. [12] have shown that some known families of nonlinear codes, such as Kerdock, Preparata, etc., can be constructed as binary images under the Gray map of linear codes over Z 4 .
The Kerdock and the Preparata codes are "formal duals" over the binary field in the sense that the weight distribution of one code is the MacWilliams transform of the weight distribution of the other.
Moreover, these codes are dual over Z4, and duality in the Z4 domain implies that the binary images have dual weight distributions.
The generalized Hamming weights of these codes over Z4 have recently been considered in several works [1] , [2] , [28] , [30] . These studies have utilized the relation between the generalized weight hierarchy of dual codes ([1], [2] ). Recently, these codes have also been studied as binary nonlinear codes [21] , [22] . In this section, we show that the binary image under the Gray map of a Z 4 -linear code is a symmetric code. We also show that the binary image need not be a rectangular code [16] . Finally, we address the relation between the generalized weights of a code over Z 4 and those of its binary representation; in particular, we use the results of the above-referenced works to determine the ELP of the binary 
where A and D are binary matrices, B is a Z4-matrix, and I k denotes the k 2 k identity matrix. This code comprises 4 k 2 k codewords. We define two maps and from Z 4 ! Z 2 as follows: Proof: Consider the quaternary linear code C generated by
We further decompose the rows of G and carry out the following row operations. We find the maximum number k 11 of Z 4 -linearly independent codewords with binary entries only. Thus the cardinality of the Z 4 -span of these codewords is 4 k . We note that these codewords have the form m m m T 1G, where m m m is a binary vector. We denote these codewords by [J1 J2 J3 ], where the total number of columns in the submatrices J 1 ; J 2 ; and J 3 corresponds to the above partition of G. We append additional k12 = k1 0k11 quaternary (Z4-linearly independent) rows to the new generator matrix. Obviously, J 1 is a full-rank matrix, and hence these additional k 12 rows can be taken as k12 rows of [I k A B] from the original generator matrix such that the chosen rows are Z 4 -linearly independent of the first k 11 rows. We denote these rows by [K 1 K 2 K 3 ] . Clearly, K1 and K2 may be taken to be binary matrices.
Thus the code generated by G is equivalent to the code generated by the following generator matrix:
If C = (C) is linear, and C is defined by (11) , then C has a generator
We denote
to rewrite (12) GC = G T 0 0 GT G S=TGS=T (14) where both G S=T andG S=T generate the same vector space [S=T ] which is a system of coset representatives of T in S, and GT generates T . Thus the code C may be constructed as a union Sidorenko et al. [23] have shown that the binary image of a Z 4 -linear code under the Gray map is rectangular (e.g., [16] ) at even indices when a symbol-by-symbol map is used. This map differs from the map of [12] which we adopt in our results. The following example shows that the map defined by (10) 
:
This code comprises the codewords f1112;1200;1103g. The binary image of these codewords under the map defined by (10) is f0001 1111; 0100 1100; 0001 1100g. If we assume that the binary code is rectangular at the center level then it includes the codeword 0100 1111. However, the corresponding quaternary codeword 1211
is not a codeword of C. 
Some binary codes can also be described as nonlinear codes over Z4 [8] . The GHW hierarchy of the codes over Z4 can be used to lower-bound the ELP of the codes over the binary field. That is, Let C = (C) be the binary image under the Gray map of (not necessarily
when h l+1 (C) = h l (C) + 2 (17) where the logarithms in this inequality, as well as all the logarithms here onwards, are all taken to the base 2. These inequalities are justified by the fact that the support of the binary image of the set of quaternary codewords that determine each generalized weight upperbounds the corresponding generalized weight of the binary code. Similar relations also exist between the CLP of both codes logM (2l; C) logM (l; C) logM (2l + 1; C) logM (l; C) + 1 when logM (l + 1; C) = logM (l; C) + 2:
In the following theorems, we utilize these relations in conjunction with the results of [1] , [2] , [21] , [22] , [29] , [30] , and values of the function A(n; d) or bounds on this function to calculate and bound the ELP of the binary Kerdock code K(6) and the Preparata code P(6). Using the same approach, we also determine the first five generalized weights of the G(m) Goethals codes.
Theorem 8:
The entropy/length profile of the [64; 2 12 ; 28] Kerdock code K(6) is determined/bounded as follows. When the value of the ELP is not known exactly we give two values, the first one is a lower bound and the second is an upper bound (see the bottom of this page).
Proof: All the lower bounds are deduced from the GHW hierarchy of the code over Z4 [1] (which provides better bounds than those deduced from [22] ; 6] nonlinear code. This code has the same weight distribution as the standard Preparata code but it differs from the standard Preparata code. Thus the GHW of the Z4 -linear Preparata code cannot be used to bound the ELP of the standard binary Preparata code. Yet, the GHW hierarchy of the quaternary Preparata code as given in [28] provides looser bounds on the ELP relative to the bounds deduced from the construction of [21] . The profile of Theorem 8 can be used to evaluate lower bounds on the trellis complexity of the Kerdock code in either one of the two representations of this code. Theorem 9 can be used to bound the trellis complexity of the standard binary Preparata code.
For m = 2t + 2 6, the G(m) Goethals code is a nonlinear Thus the first five generalized weights of these codes are f8; 12; 14; 15; 16g. Proof: The Plotkin bound implies that the ELP of the Goethals codes for the indices 1-16 cannot be larger than indicated in the above table. Conversely, The first five generalized weights of the Goethals codes over Z 4 are f4; 6; 7; 8; 8g [29] . Using (16) and (17) , it is clear that the binary image of these codes meet the above ELP profile. Likewise, in [25] it is proved that the first five generalized weights of triple-error-correcting primitive binary BCH codes of length 2 m 0 1 are f7; 11; 13; 14; 15g. Using these values along with the construction of [21] , it follows that the standard binary Goethals codes also meet the profile of the above table. The first five generalized weights of these codes are derived from this profile.
Finally, we mention that there exists another definition of generalized weights, generalized Lee weights, for (not necessarily linear) codes over Z 4 [14] . This definition follows a similar approach as the one by Bassalygo [3] and extends it to Z4 codes by checking Lee weights instead of Hamming weights. These generalized Lee weights of a Z 4 code coincide with the generalized Hamming weights of its binary image under the definition of [3] . 
I. INTRODUCTION
Modern practice requires from coding theory powerful codes and optimum soft-decision maximum-likelihood (ML) decoding. Usually, linear codes are used, since the theory of linear codes is well developed and linearity simplifies coding and decoding procedures. However, several famous families of nonlinear codes have more codewords than any comparable linear code presently known. This fact explains interest in nonlinear codes despite coding and decoding problems connected with the nonlinearity of the codes.
It is traditional to implement ML decoding using the Viterbi algorithm [24] applied to a code trellis. Let each edge in a trellis be labeled by a single code symbol. In this case, the Viterbi decoding algorithm requires jEj additions and jEj0jV j+1 comparisons [15] , where jEj is the number of edges and jV j is the number of vertices in a code trellis. For a given code many trellises can be constructed. To minimize the Viterbi decoding complexity we have to use a code trellis that has the minimum number of edges jEj and minimum cycle rank jEj0jV j+1. However, historically a minimal trellis of a code C (with fixed order of codeword coordinates) is defined as one having the minimum number of vertices jV j [4] .
For linear codes (and group codes) it was shown that the minimal trellis is unique [5] , [16] and it has the minimum number of edges jEj [15] and the minimum cycle rank [20] , [23] . Thus, for linear codes the minimal trellis minimizes the Viterbi decoding complexity. As for constructions of minimal trellises, it was proved [3] , [9] , [15] , [27] that the classical methods of trellis design suggested by Bahl-Cocke-Jelinek-Raviv [1] , Wolf [26] , and Massey [14] produce the minimal trellis of a linear code. Recently, new methods of structured minimal trellis design were proposed in [10] , [15] , [21] . For nonlinear codes a minimal trellis is, generally speaking, not unique. Moreover, determination of a minimal trellis for a nonlinear code in general appears to be computationally infeasible [10] . However, there exists a class of codes having unique minimal trellis. These codes are called rectangular [11] or separable [20] . A code C of length n is rectangular if for each position t, 0 < t < n, it can be separated into disjoint subcodes in such a way that concatenation of the t-length head of one codeword c1 with the (n 0t)-length tail of another codeword c 2 belongs to C if and only if c 1 and c 2 are in the same subcode. A rectangular code has a unique minimal trellis that has minimal number of vertices jV j and edges jEj and has minimum cycle rank jEj0jV j+1 [20] , [23] . As a result, the Viterbi decoding complexity of a rectangular code is minimum when using the minimal code trellis.
Using the partition of a rectangular code it is straightforward (at least theoretically) to obtain the minimal trellis of the code [11] , [20] . Thus, if a nonlinear code is rectangular, then complexity of ML decoding may be reduced with the aid of the minimal trellis. For nonlinear codes, encoding is also a problem. Using the minimal code trellis, the encoding problem for rectangular code can be solved as well [11] .
All group codes (including linear codes) are rectangular [5] , [11] , [20] . In this paper, we investigate rectangularity of some known nonlinear codes. We say that a code is permutation-rectangular if it is rectangular and all equivalent codes obtained by permutations of codeword coordinates are also rectangular.
In Section III we obtain some general results concerning rectangularity of codes. We show that codes with 2d > n are permutationrectangular, where d is the Hamming distance and n is code length. We prove that some transformations of a rectangular code (including an extension or translation) yields a rectangular code. We show that if 3d > n then a binary self-complementary code is permutationrectangular.
In Section IV, we show that the Hadamard and the Levenshtein codes are permutation rectangular. It is tempting to conjecture that all known codes (or at least codes described in [13] ) are rectangular. However, the example of a conference matrix code shows that this is not the case. A conference matrix code C 9 , in the standard coordinate ordering, is not rectangular but can be made rectangular by coordinate permutation.
In Section V, we investigate rectangularity of binary images under the Gray map of Z4 linear codes. We show that such a code can be nonrectangular. We prove that the Delsarte-Goethals codes, the Kerdock codes, and the Nordstrom-Robinson code are permutation rectangular.
II. DEFINITIONS
A block code C is a set of n words c = (c 1 ; 111; c n ) of length n over an alphabet Q = f0; 1; 11 1;q 0 1g. Denote by (n; M; d) a code with length n, which has M codewords and the minimum code 
