We consider a linear system with Markovian switching which is perturbed by Gaussian type noise. If the linear system is mean square stable then we show that under certain conditions the perturbed system is also stable. We also show that under certain conditions the linear system with Markovian switching can be stabilized by such noisy perturbation.
The system 1.1 is a typical example of a piecewise deterministic system which arises quite often in practice in systems with multiple modes, e.g., fault tolerant control w x systems, multiple target tracking, flexible manufacturing systems, etc. 7 .
Ž .
Due to the presence of the Markovian switching parameter t , the Ž . w x stability of the system 1.1 is quite involved 2, 6, 7 Ž . independent of x, i and is positive definite then the answer is always in Ž . Ž . the affirmative. But if и, и does depend on x, i then the answer would Ž . depend on certain properties of и, и . In this paper we investigate this problem for both the nondegenerate and degenerate cases. We also Ž . address the following problem. Suppose the system 1.1 is unstable; can Ž . we add a suitable ''noise'' to it to make it stable? In other words, can 1.2 Ž . Ž . be stable even if 1.1 is not so? Under certain conditions on и, и we answer this question in the affirmative.
PROBLEM DESCRIPTION AND PRELIMINARIES

Ž .
Let t be a continuous-time Markov chain taking values in a finite set Ä 4 w x ⌰s 1, 2, . . . , N with generator , ) 0, i / j. Consider the fol- 
Ž . i . It can be shown that for the system 2.1 , MSS is equivalent to the following: there exists a constant C such that Ž . We now consider a perturbed version of the system 2.1 . Let X и be a d-dimensional random diffusion given by
We make the following assumption on .
A1 There exists a constant k ) 0 such that
. time homogeneous Markov process. Let p t, x, i, dy = j denote the Ž . transition probability of the process Y t .
Ž . To design a linear quadratic regulator the system in 2.1 is used and the mean square stability is more relevant there. Therefore, throughout the Ž . paper MSS is studied for the system 2.1 . However, when the perturbed Ž . system 2.6 is considered it is more relevant to study stochastic stability as w x in Has'minskii 5 or, more generally, the notion of existence of a unique invariant measure. Notice that MSS implies that the unique invariant is the Dirac measure at zero. If one allows the added noise to be degenerate, existence of a unique invariant measure also is not enough to study the Ž . Ž . system. For the case d s 1, b x, i s x, and x, i s x, the unique Ž . invariant is the Dirac measure at zero but the system 2.6 blows off to infinity if it starts from any other point than zero. Therefore, to study the Ž . system in 2.6 where degeneracy of the noise is allowed, we introduce, w x following Basak and Bhattacharya 1 , the notion of stability in distribution Ž . for the process Y t .
Ž . DEFINITION 2.2. The process Y t is said to be stable in distribution if Ž Ä 4. there exists a probability measure и= и such that its transition proba-Ž Ä 4. Ž Ä 4. bility p t, x, i, dy = j converges weakly to dy = j as t ª ϱ for Ž .
Ž . It is clear that the stability of Y t in distribution implies the existence Ž . of a unique invariant probability measure for Y t . We conclude this Ž . section by recalling that a continuous time Markov chain и with generaw x tor ⌳ s can be represented as a stochastic integral with respect to a 
STABILITY RESULTS
In this section we will derive the stability results for the process Ž . Ž Ž . Ž .. Y t s X t , t . To this end we introduce the notion of asymptotic Ž .
x, i Ž . Ž . flatness of the flow X t . Let X t denote the solution of 2.6 with
To achieve the asymptotic flatness we make the following assumption. We write
Ž . A2 Assume that there exist symmetric positive definite matrices B , i s 1, . . . , N, and positive constants
The examples discussed at the end of this section will show that the Ž . Ž . assumptions A1 and A2 arise quite naturally.
We shall now establish the asymptotic flatness of the system defined in Ž . 3.1 .
Ž .
Ž . Ž . LEMMA 3.1. Under A1 and A2 the random diffusion 2.6 is asymptotically flat in the kth mean.
Proof. Consider the Liapunov function
Ž . where k ) 0, B are as in 3.2 . For 0 -k -2, the above function can be i suitably modified near the origin to make it a C 2 -function in x for each
Ž . where the и denote the Markov chain with 0 s i g ⌰. < < < < Let N be a positive integer such that x -N r4, y -N r4, and stopping times
Ž . where the function h is as in 2.8 and ds, dl s ds, dl y m dl ds is the centered Poisson measure, L is the differential generator of
Ž . Using A2 in 3.6 it follows that for some ␦ ) 0
Ž . Ž . From 3.7 it is easily seen that the limit as N ª ϱ in each term in 3.5 exists. We claim that for some ) 0
Ž . Ž .
Ž .
Since the B 's are all positive definite matrices, there exist positive con- Ž .
where is the largest of the eigenvalues of B 's. Choosing ) 0 
Therefore, letting N ª ϱ in 3.14 , using monotone 0 convergence theorem on the second term, we get
Ž . Ž . Ž . whence 3.8 follows. Now using 3.8 we let N ª ϱ in 3.5 to obtain 
Ž .
Proof. Since the system 2.1 is MSS, we recall from Proposition 2.1 that the P 's are symmetric positive definite and satisfy
Fd⌳ k x y y . Under the following condition we will derive a growth property of the x, i Ž . flow X t .
A2 Ј There exist symmetric positive definite matrices D , i s i 1, . . . , N, and constants
uniformly in t G 0. . Let L Ž Ž . Ž .. denote the differential generator of the process X t , t . Then
Proof. Consider the Liapunov function
Ž . 
Next, define another Liapunov function
for some constants ␤ ) 0, K ) 0. By Ito's formulâ
Letting N ª ϱ, we get 
. ity measures on ‫ޒ‬ = ⌰ as follows: For P , P g P P ‫ޒ‬ = ⌰
3.32
Proof. Let f g BL, x, y g ‫ޒ‬ d , and i, j g ⌰. Then for t, s G 0, we have ½ u , for u -T .
Ž . Ž . where k is as defined in A2 . We can choose a suitable r Ј ) 0 as in 3.13 and mimic the arguments used in the proof of the Lemma 3.1 to prove Ž . 3.43 . We omit the details.
Ž . Ž .
Ž . Ž Ž . Ž .. THEOREM 3.1. Under A1 ᎐ A2 , the process Y t s X t , t is stable in distribution.
Since the convergence in P P ‫ޒ‬ = ⌰ with w x respect to the d metric is equivalent to the weak convergence 3 , it BL Ä Ž Ä 4. 4 follows by the Cauchy property of p t, x, i, dy = j : t G 0 that
The first term on the right side of 3.44 can be shown to tend to zero as Ž . tªϱ using the same arguments employed to prove 3.42 . The second term goes to zero as t ª ϱ. Therefore the limiting distribution is independent of the initial position. It is now easily seen, using the Chapman᎐Kolmogorov equation for the transition probability and the Ž . weak convergence, that is the unique invariant measure of Y t .
Ž .
