Abstract This paper assesses one of many potential enhancements to conventional flood forecasting that can be achieved through the use of soft computing technologies. A methodology is outlined in which the forecasting data set is split into subsets before training with a series of neural networks. These networks are then recombined via a rule-based fuzzy logic model that has been optimized using a genetic algorithm. The methodology is demonstrated using historical time series data from the Ouse River catchment in northern England. The model forecasts are assessed on global performance statistics and on a more specific flood-related evaluation measure, and they are compared to benchmarks from a statistical model and naive predictions. The overall results indicate that this methodology may provide a well performing, low-cost solution, which may be readily integrated into existing operational flood forecasting and warning systems. L'utilisation de logiciels pour la prévision du niveau des rivières Résumé Cet article évalue une des nombreuses améliorations possibles aux méthodes classiques de prévision des inondations que peut apporter l'utilisation de logiciels informatiques. La méthode exposée consiste à diviser les données en sous-ensembles avant de les utiliser pour le calage d'un ensemble de réseaux de neurones. Ces réseaux sont ensuite recombinés suivant un modèle de règles s'appuyant sur la logique floue, optimisé selon un algorithme génétique. La méthode est validée sur les données historiques de la rivière Ouse située dans le nord de l'Angleterre. Les modèles de prévision ont été évalués grâce à des statistiques d'ensemble et à des comparaisons concernant des inondations particulières puis comparés aux résultats d'un modèle statistique et à des prévisions intuitives. Dans l'ensemble il apparaît que cette méthode est très performante, que son coût est modéré et qu'elle peut-être facilement intégrée à des systèmes réels et opérationnels de prévision du risque d'inondation.
INTRODUCTION
Soft computing is one of the latest approaches for the development of systems that possess computational intelligence (Zadeh, 1994) . Soft computing attempts to integrate several different computing paradigms including artificial neural networks, fuzzy logic and genetic algorithms. On their own, each of these techniques appears to be extremely effective at handling dynamic, nonlinear and noisy data, especially when the underlying physical relationships are not fully understood. However, when utilized together, the strengths of each technique can be exploited in a synergistic manner for the development of low cost, hybrid systems.
The use of soft computing in the field of hydrological forecasting is a relatively new area of research, although neural networks on their own have already been shown to be successful substitutes for rainfall-runoff models (Smith & Eli, 1995; Minns & Hall, 1996; Abrahart & Kneale, 1997; Dawson & Wilby, 1998) 
. Faster running fuzzy
Open for discussion until 1 April 2000 logic rule-based models can also be used in place of existing, physical models as demonstrated by Bârdossy & Disse (1993) in the modelling of infiltration processes, and genetic algorithms are being explored as an alternative method for calibrating hydrological models (Wang, 1991; Franchini, 1996; Franchini & Galeati, 1997; Franchini et al, 1998) . However, the integration of these different, soft computing technologies to produce a single, hybrid solution for the enhancement of operational river level and flood forecasting systems still remains to be investigated (See & Openshaw, 1998) . Existing hydrological forecasting models are often highly dataspecific, and their operational performance depends upon both the specification of the model, which is based on existing hydrological knowledge, and the ability of the model to respond to dynamic and rapidly changing events. Soft computing, on the other hand, offers a more flexible, less assumption-dependent and potentially selfadaptive approach to modelling flood processes, which by their nature are inherently complex, nonlinear and dynamic. Moreover, these techniques can be used for modelling systems on a real-time basis. Other advantages include: the potential for improved performance, faster model development and execution times and, therefore, reduced costs, the capability to plug soft computing components directly into conventional models, and the ability to provide a measure of prediction certainty via bootstrapping techniques. Moreover, it would even be possible to retrain the models on-line, and thereby enhance the ability of the soft computing components to adapt to rapidly changing future events-an important feature for handling the unknown effects of future climatic changes or of storm damage.
The purpose of this paper is to assess the potential improvements in performance that can be achieved by using soft computing technologies for real-time river level and flood forecasting. The methodology for combining each of the techniques into a single forecasting solution is outlined. Historical data from the Ouse River catchment in northern England are used to test the methodology. Performance, which is based on global goodness-of-fit statistics and on a more specific flood-related evaluation measure, is compared to benchmarks from statistical and naive predictions. Together these measures are used in the determination of the overall hybrid model performance.
SOFT COMPUTING

Artificial neural networks
An artificial neural network is a type of biologically inspired computational model, which is based loosely on the functioning of the human brain, but this analogy can be misleading, as pointed out by Fortin et al. (1997) . It is more useful to think of a neural network as performing an input-output mapping via a series of simple processing nodes or neurons (Lin & Lee, 1996) . The task of each individual neuron is twofold: it integrates information from an external source or from other neurons, often via a linear function, and it outputs this value via a transfer function, such as the sigmoid. The ability to map a function is derived via the configuration of these neurons into a set of weighted, interconnected layers as shown in Fig. 1 , where the neurons in the first and last layers have a one-to-one correspondence to the input and output values, respectively. The inputs can be any combination of variables that are thought to be important for predicting the output; thus, neural networks are capable of incorporating a large number of variables in a flexible manner. Between these two external layers are one or more interconnected, hidden layers, which is the key to learning the relationships in the data, as shown originally by Rumelhart et al. (1986) in the development of the back-propagation algorithm for training a feedforward neural network. Also referred to as the multilayer perceptron (MLP), their original formulation is still one of the most commonly used neural networks (Kasabov, 1996) . The back-propagation algorithm is a variation of a gradient descent optimization algorithm, which is used to minimize the error between the expected and predicted outputs. The neuron weights are adjusted after each training cycle until a stopping criterion is satisfied. It is essential that the training data set contains a representative sample of all possible situations that the MLP is likely to encounter so that the network can generalize well to unseen data and therefore be used in a predictive capacity.
A self-organizing map (SOM) is another type of artificial neural network developed by Kohonen (1984) , which is used more often for classification than for function approximation. It differs from the MLP in both the configuration of the neurons and in the training algorithm. The neurons in a SOM are usually arranged in a two-dimensional grid, where each neuron has an associated vector of weights that correspond to the input variables. The weights are first initialized randomly. Training then consists of selecting a data case, determining the neuron which is the closest in Euclidean distance (or another measure of similarity), and updating the winning neuron and those within a certain neighbourhood around the winner. This process is repeated over many iterations until a stopping condition is reached. Training generally proceeds in two broad stages: a shorter initial training phase, in which the map reflects the coarser and more general patterns in the data, followed by a much longer fine tuning stage in which the local details of the organization are refined. When training is completed, the weight vectors associated with each neuron define the partitioning of the multidimensional data.
There are many other types of neural networks and training algorithms in existence in addition to the MLP and SOM; see, for example, Kosko (1992) and Kasabov (1996) for more information. However, the hybrid methodology outlined in this paper utilizes only these two neural network types.
Fuzzy logic
Fuzzy logic is based on the mathematics of fuzzy set theory where the classical notion of binary set membership has been modified to include partial membership ranging between 0 and 1 (Zadeh, 1965) . Fuzzy sets, in contrast to their crisp counterparts, have ambiguous boundaries and therefore gradual transitions between defined sets, allowing for the uncertainty associated with these concepts to be modelled directly. After defining each model variable with a series of overlapping fuzzy sets, the mapping of inputs to outputs can be expressed as a set of IF-THEN rules, which can be entirely specified from expert knowledge. However, unlike neural networks, fuzzy models are prone to a rule explosion, i.e. as the number of variables or fuzzy sets per variable increases, there is an exponential increase in the number of rules, which makes it difficult to specify the entire model from expert knowledge alone (Kosko, 1997) . Different automated methods for optimizing fuzzy models are now available (Wang, 1994) , including neural networks and genetic algorithms.
The fuzzy sets and rules are referred to as the fuzzy model knowledge base. Crisp inputs to the model are first "fuzzified" via this knowledge base, and a fuzzy inference engine is then used to process the rules in parallel via a fuzzy inference procedure such as the max-min or max-product operations (Jang et al., 1997) . The fuzzy solution surface resulting from the execution of the rulebase is defuzzified to produce the system output(s). The procedure is outlined in Fig. 2 . Fuzzy IF-THEN rules can also comprise functional consequents, usually of a linear or polynomial form, in a formulation referred to as a TSK model (Takagi & Sugeno, 1985; Sugeno & Kang, 1988) . The crisp inputs are fuzzified according to the fuzzy set definitions, combined via the inference engine, and the functional consequents are weighted by the memberships that result from the execution of the rules. The overall result is a weighted average of the equations as more than one rale can "fire" positively during a single pass of the rulebase. It is possible to extend this type of model and substitute conventional models or neural networks in place of the functional consequents. In the context of the hybrid methodology, the result is a weighted average of the different MLP predictions when more than one rale fires positively. More details are provided in the methodology. 
Genetic algorithms
Genetic algorithms (GAs) are nonlinear search and optimization methods inspired by the biological processes of natural selection and survival of the fittest (Holland, 1975; Goldberg, 1989) . Unlike other methods such as hillclimbing and simulated annealing, a GA exhibits implicit parallelism, considering many points at once during the search process and thereby reducing the chance of converging to a local optimum. GAs also use probabilistic rules in the search process, and they can generally outperform conventional optimization techniques on difficult, discontinuous and multimodal functions. Despite their unique and adaptive search capabilities, there is no guarantee that GAs will find the global solution; however, they can often find an acceptable one quite quickly.
The basic unit of a GA is the gene, which in biological terms represents a given characteristic of an individual, such as eye colour. In a GA, a gene represents a parameter that is being optimized. An individual or chromosome is simply the combined set of all the genes, i.e. all the parameters needed to generate the solution. To start the search, a population of these individuals or strings is randomly generated. Each string is then evaluated by a fitness or objective function according to some measure of performance. This represents the success of the solution and is analogous to the survival ability of an individual within the population. In order to evolve better performing solutions, the fittest members of the population are selected and exposed to a series of genetic operators, which produce offspring for the next generation. The least fit solutions, on the other hand, will die out through natural selection as they are replaced by new, recombined individuals.
The main genetic operator is crossover in which a position along the bit string is randomly chosen at which two parent chromosomes are cut into two segments, which are then swapped. The new offspring comprise different segments from each parent and thereby inherit bits from both. The occurrence of crossover is determined probabilistically; when crossover is not applied, offspring are simply duplicates of the parents, thereby giving each individual a chance of passing on a pure copy of its genes into the gene pool. The second main genetic operator is mutation, which is applied to each of the offspring individually after crossover. Mutation can alter the bits in a string, but with an extremely low probability. Crossover allows the genetic algorithm to explore new areas in the search space and gives the GA the majority of its searching power, while mutation exploits existing areas to find a near optimal solution and essentially provides a small amount of random search to ensure that no point in the search space has a zero probability of being examined. The newly generated offspring are then placed back into the population and the exercise is repeated for many generations until a set of user-specified termination criteria are satisfied, such as exceeding a preset number of generations, or if no improved solution is found after a given period of time. Over many generations, a whole new population of possible solutions, which possess a higher proportion of the characteristics found in the fitter members of the previous generation, is produced.
GAs provide a very useful tool for handling difficult problems where conventional techniques cannot cope, or alternatively, they can be used to improve existing methods through hybridization. For example, fuzzy logic rule-based models can be entirely optimized by a GA in a completely inductive approach, or expert knowledge can be used to specify the rules or membership functions, leaving the GA to optimize only the unknown parts of the model. See Cordon & Herrara (1995 ) & Karr (1991 for more details of fuzzy logic model optimization using a GA.
STUDY AREA AND DATA
Data for this study were taken from the Ouse River catchment in northern England, which contains a mix of urban and rural land uses. The catchment, which is 3286 km 2 in size, is subject to regular flood events, primarily in the winter season. Gauging stations are distributed throughout the catchment on each of the three tributaries, the Nidd, the Swale and the Ure, which eventually flow into the River Ouse toward the city of York. The gauging station at Skelton, located just north of York and far from the headwaters, was selected as the prediction point. Skelton has a relatively stable regime receiving inputs from each of the tributaries as storms move down the catchment. All data were originally recorded at 15 min intervals, but have been converted to hourly averages to reduce the data load.
For prediction purposes, a forecasting horizon of 6 h was chosen, although longer time horizons are required for the practicalities of flood protection (e.g. alerting the police, issuing of warnings to industries and households in the vicinity, protection of property, etc.). However, in real-time operational flood forecasting, the catchment is monitored continually by the Environment Agency, the UK governmental body responsible for flood defence and the provision of flood forecasting and warning systems (Environment Agency, 1996a) . The River Ouse is monitored using the River Flow Forecasting System (RFFS), a large-scale physical model developed by the UK Institute of Hydrology and Logica UK Ltd (Moore et ai, 1994) . Thus, an accurate 6 h prediction is still a useful source of management information. When water levels at Skelton reach 3 m, standby alarms to duty officers monitoring the catchment are triggered. When the level reaches 3.5 m, an area alert is activated. Then, as the level continues to rise, a series of different site-specific operational instructions and warnings is issued (Environment Agency, 1996b) . The assessment of model performance will be based partially on the ability of the model to predict these levels.
METHODOLOGY
Two types of neural network were utilized in the hybrid methodology: a SOM and an MLP. The SOM was used to preclassify the input levels into five groups prior to training with a set of five individual MLPs. A fuzzy logic rule-based model was then bred using a genetic algorithm to combine the individual MLPs into a single forecasting system. A flow chart that outlines the hybrid methodology is provided in Fig. 3 .
reclassification of the input data using a SOM
The reason for preclassifying the data prior to training is based on a set of initial experiments in which a global MLP was used to forecast level data at Skelton ( See et al., 1997) . The results indicated that the global MLP concentrated the majority of its learning efforts on low level events because they comprised 95% of the database. The performance was considerably worse at high levels, the ones of most concern in an operational flood forecasting context. In this previous study, the data set was partitioned into low and high levels using the 3 m standby alarm at Skelton as a crisp boundary. An MLP was then trained on a data set containing only the high level data, resulting in improvements in the overall performance of the neural network relative to statistical benchmarks.
To obtain a more objective classification in an approach similar to van der Voort et al. (1996) , the current river level at time t along with previous level data from t-1 to t -x were input to a SOM, where x was varied between 5, 11 and 23 h. The result of the classification was a set of characteristic river level profiles referred to in this paper as hydrograph behaviours or event types. Historical hourly data from Skelton and five other stations in the catchment, individually covering most or all of the period between 1989 and 1995, were combined into a single data set for use in the classification exercise. Three data sets were created using the three different lengths of previous level measurements. Experiments with each data set were undertaken using different sizes of Kohonen map: 2x2, 3x3, 4x4 and 5x5 neurons. The best results appeared to be produced by the 4 x 4 SOM using the current plus last 11 h of level data in the event profiles, i.e. x = 11. The 16 clusters produced by the SOM gave a good spectrum of different event behaviours. However, to reduce the number of individual MLPs, the characteristic profiles produced by the SOM were manually reclassified into five main event types: falling, rising, peaks, low level flat and medium level, based on similarities in the profiles. Many plots of cluster members were produced to aid in the manual reclassification. Examples of actual river level profiles that fall into each of these five event types are provided in Fig. 4 . Smaller SOMs did not provide as wide a spectrum of events and the larger 5x5 SOM only produced a greater differentiation within the same spectrum as that of the 4x4 SOM. The use of a 12 h window also appeared to capture the majority of hydrograph variation over time.
Developing MLPs for each event type
Next, the database was split by event type into a series of training and validation files, and individual MLPs were trained with the Stuttgart Neural Network Simulator (SNNS) software package (University of Stuttgart, 1998). The 37 data inputs to each MLP were as follows: ~~ the current and the previous 11 h of level data at Skelton; -the previous 7 days of average daily rainfall from nearby stations; -6 h of historical level data at three upstream stations on each tributary (18 values in total), appropriately lagged to account for average travel times between stations. The single data output was the difference between the current level reading and the value expected in 6 h, thereby producing a consistent 6-h ahead forecast. The data were normalized between the range 0.1-0.9. The five data sets corresponding to the individual MLPs were then split into five 60% training and 40% validation data sets, with random shuffling during training. The final MLPs had one hidden layer with 12 neurons. Conjugate gradient descent with a learning coefficient of 0.5 and momentum of 0.2 was used to train the MLPs for approximately 10 000 iterations, which appeared to ensure good model performance whilst avoiding overfitting. Although some experimentation with MLP architecture was undertaken, a recent river level prediction benchmarking exercise, which investigated the effect of neural network architecture on performance, indicated that there was little significant difference between one and two hidden layers, or when using different numbers of neurons (Abrahart & See, in press),
Optimizing the fuzzy logic model with a genetic algorithm
To link the individual MLPs, a fuzzy logic model was developed to determine which MLP to use given the following two inputs: level at time t, and the change in level over the previous 5 h. To optimize the fuzzy logic model, the rules and membership functions were represented as a binary string, shown in Fig. 5 . With three membership functions for each fuzzy model input, there were a maximum of nine rules in the rulebase, where the values 0-4 represented the five choices of MLP. A 3-bit number was used to represent a single rule so the other possible values produced by the GA, i.e. 5-8, were used to denote rules that did not recommend any MLP. When these "no model" rules were produced by the GA, the fuzzy objective function was programmed to use the MLP corresponding to the original SOM classification. To represent the six fuzzy sets, two 7-bit parameters were used per set for the two extremes of an isosceles triangular fuzzy set, or the two parts of a truncated trapezoidal fuzzy set. These 7-bit numbers were then converted to real numbers. To ensure that the fuzzy sets bred by the GA were reasonable and not excessively overlapped, the parameters were first sorted after conversion to real numbers. The fuzzy set parameters were then assigned alternating values from the sorted array. In total, 21 parameters were optimized, each of which was concatenated to yield an individual chromosome for optimization. A population size of 32 strings was initialized. Each string was then decoded into the individual model parameters and provided to the fuzzy objective function for determination of fitness. The measure of fitness used was the root mean squared error over the entire training data set, which comprised the first 60% of the entire 4-year record. A two-point crossover, mutation and inversion operators were used, and fitness scaling was applied to reduce the probability of premature convergence. 
The fuzzy logic model knowledge base
The final optimized fuzzy sets for the two fuzzy model inputs are shown in Fig. 6 RISING then use the MLP originally recommended by the SOM. If the level is HIGH and (7) FALLING then use the peak MLP, (8) SLIGHTLY RISING then use the rising MLP. (9) RISING then use the peak MLP. Fuzzy set labels appear in upper case italics. At each time step, the crisp values for the level and the change in level are fuzzified via the knowledge base, and each of the rules is then fired in parallel using minimum inference. If only one rule fires positively from the entire rulebase, the result is the prediction from the individual MLP that was recommended by the rule. When more than one rule fires positively, the result becomes a weighted average of the recommended MLP model predictions, where the weights correspond to the memberships that result from each positive rule execution. The result is calculated in the same manner that a TSK model weights the functional consequents of the rules that fire positively. These fuzzy rules theoretically allow the imprecision associated with the classification of event types to be handled, i.e. situations in which the SOM may have classified the current level and historical profile incorrectly or where the profile belongs to more than one event type at the same time but to differing degrees. Another advantage of a fuzzy controlling model would be that a SOM classification of future independent data would not be necessary since the fuzzy model takes the current level and change in level into account.
An examination of the fuzzy rules which were bred by the GA indicated a reasonable behaviour; for example, when the level was HIGH, the peak MLP was recommended but when the level was also SLIGHTLY RISING, the model recommended a rising MLP. The GA also bred three of the "no model" rules, resulting in the use of the model originally recommended by the SOM. Thus, the use of a fuzzy model without a corresponding SOM event type would not be possible. This implies that the fuzzy model could not adequately capture the behaviour at these levels, and more than one original SOM recommendation must have been appropriate for these combinations of fuzzy inputs. Moreover, the low flat neural network is never recommended, which one might have expected at LOW and possibly some MEDIUM levels. This also corresponds to the situations in which the original SOM neural network type was recommended. Thus, a larger number of clusters (and hence neural networks) should have been used at lower and more moderate levels. This may have improved the ability of the fuzzy model to recommend a specific model type for a given level and change in level. Another interesting observation is the minimal overlapping of the fuzzy sets shown in Fig. 6 . This implies that the uncertainty associated with the SOM classification as the magnitude and direction of the current level change is smaller than originally anticipated, albeit present. It may be possible that a less stable river location within the Ouse might be characterized by more uncertainty between event types, and this method may prove more beneficial at combining individual MLPs. Further empirical investigation is still required to answer these questions.
BENCHMARK MODELS
Unfortunately there were no benchmark results available from the RFFS model. Therefore, AutoRegressive Moving Average (ARMA) models (Box & Jenkins, 1976) , which use a weighted linear combination of previous values and shocks to produce a forecast, were developed to predict the differences between the current value and the value expected in 6 h. The models were fitted to the first 60% of the data set and validated on the remaining 40%. The best fitting univariate model was an ARMA[1,1], i.e. one autoregressive and one moving average term, based on plots of the autocorrelation and partial autocorrelation functions. Attempts were then made to fit a multivariate ARMA model to the data using information from the three upstream stations and the daily rainfall. However, it was not possible to find a stable model when all the data were used, i.e. with weights between -1 and 1, and the use of individual upstream information yielded only marginal improvements in overall performance. For this reason, only the univariate ARMA results are provided for comparison. As a bottom line benchmark, naive predictions, which substitute the last observed value for the current prediction, were also included.
MODEL RESULTS AND DISCUSSION
The hybrid forecasting system was assessed using a standard global goodness-of-fit statistic: the root mean squared error. The performance of the model was then divided into the percentage of predictions within 5, 10 and 25% of the observed for both overpredictions and underpredictions. These performance measures were then compared to results from the statistical and naive benchmarks. The results of the global goodness-of-fit statistics are listed in Table 1 and the breakdown into overpredictions and underpredictions is provided in Table 2 .
The global statistics in Table 1 indicate that the hybrid model performed significantly better overall. Table 2 shows that the hybrid model has a fairly even distribution of underpredictions and overpredictions, while the ARMA and naive models consistently overpredict, but the percentage of predictions within 5% of the observed is similar for the hybrid and ARMA models. However, neither of these global evaluation measures provides any information about the performance at high levels, which are of most importance in a flood forecasting context. Thus, an additional measure of evaluation was used, in which the performance at predicting the time of the standby and alarm levels of 3 and 3.5 m, respectively, was determined. For the rising limb of each storm event in both the training and the validation data sets, the percentage of times when the model predicted the events early, at the right hour or late was calculated (listed in Table 3 ). For those storm events in which the standby and area alarms were predicted early or late, the average number of hours was also calculated (see Table 4 ). Table 3 Percentage correct, early and late predictions of the standby and area alarm levels for the training (T) and validation (V) data sets. The naive model always predicted the standby and the area alarm levels late and by exactly 6 h, as the prediction is simply a lagged version of the actual values. The ARMA models also predicted the alarm levels late and even missed one standby alarm entirely in the validation data set. However, the average hours late varied between 3.4 and 3.9, representing a 40% improvement over the naive models. The hybrid model showed much better performance in predicting these levels, with correct predictions for more than 50% of the time on the validation data set. There was also a more even distribution of late and early predictions, where an early prediction of 1-2 h is less serious than a late one. The use of data at the original resolution of 15 min may improve the timing of the predictions.
Figures 7 and 8 represent two storm events taken from the validation data set. A dotted line is drawn at a level of 3 m, which is the level of the standby alarm. The naive predictions in Figs 7(c) and 8(c) clearly show the 6-h lag at each prediction. The ARMA model shows a better performance, but predicts the standby and area alerts late in both events. The hybrid model shows the best performance, predicting both alarm levels well, albeit 1 h early in the first storm event. The actual hybrid prediction, however, does show more erratic behaviour, perhaps due in part to the original partitioning of the data into event types. The results also appear to indicate that more event types should have been chosen, or a neural network model should have been trained to deal specifically with high rising levels and then linked into the system. The MLP for the rising event may have been too general and included rising behaviour at all water levels.
Although model performance is an important consideration, the development and computation times are also important factors in comparing approaches. The hybrid model is more exhaustive computationally than the ARMA model, but not in comparison to the RFFS, which is the real model of interest for which improvements and enhancements are sought. Once trained, the hybrid model runs considerably faster than a single RFFS prediction, and development times can be measured in days rather than months or years. However, the hybrid methodology is not meant as a replacement for existing systems such as the RFFS. Rather, the hybrid model could be developed to plug directly into an existing operational system, providing an additional source of information for flood forecasting and early warning purposes. predicting key alarm triggering levels used in operational forecasting relative to statistical and naive benchmarks. The use of a SOM to preclassify the level data provided an objective way to partition the data into characteristic event types, thereby avoiding the global neural network problems normally associated with the bias towards low level events. The SOM classification also has the advantage of being more generally applicable to other stations in the catchment, since data from several stations were used to produce the profiles. Therefore, this methodology has potential benefits for the building of larger, spatially integrated forecasting systems. The development of individual MLPs for each event type resulted in neural networks that could concentrate on learning a specific behaviour, including good performance at higher river levels. This indicates that the development of individual MLPs has potential advantages for flood forecasting and warning systems. Although the fuzzy logic model provided a way of integrating the individual MLPs based on current river levels and the change in level, the optimized model was less beneficial than originally anticipated. The fuzzy approach was intended as a way to recommend more than one MLP and provide a weighted average of model predictions when the original SOM classification was incorrect or when the input data were characterized by more than one profile type at the same time, but to differing degrees. The stable regime at Skelton may explain why this uncertainty was minimal, and the use of a fuzzy model in a less stable location may prove more beneficial. Moreover, the fuzzy model was not able to make a recommendation at lower levels implying the resolution of the SOM classification was inadequate in places and requires further empirical experimentation. Overall, the results showed that this type of methodology has the potential to provide a useful tool for enhancing the performance of existing flood forecasting systems, but real-time comparison with the RFFS and other operational systems is still required.
