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In recent years, there has been a resurgence in the interest of using HF radio band
(3-30 MHz) for military, government, and emergency applications. In order to
allow for more reliable mobile HF radio networks, the use of distributed cooperative
communication schemes is appealing. In fact, the large HF wavelength prevents
one from obtaining diversity from antennae located on a single portable radio.
Hence cooperative schemes can potentially bring the benefits of MIMO systems to
portable HF radios, allowing for diversity gains as well as potential reductions in
transmit power.
Our work is focused on the receiver design for cooperative HF radios. The
motivation for our work is as follows. Using distributed cooperative communica-
tion schemes in OTH-HF propagation environments introduces several additional
complications in comparison with traditional MIMO systems. Different from a
traditional MIMO system, there is additional overhead required to organize and
synchronize the cooperative radios’ transmissions. Our work focuses on the dis-
tributed cooperative communication scheme introduced in [82] which reduces the
overhead by introducing randomization into the coding scheme, but does not solve
the synchronization problem. In terms of efficiency, it is best to allow coopera-
tive nodes to transmit concurrently, using space-time coding techniques, as done
in the randomized protocol proposed in [82]. But several authors argue against
such solutions, given the challenge of synchronizing the different cooperative radios
participating in the transmission.
Our work investigates the effects of imperfect synchronization among cooper-
ative nodes, resulting in dispersive effects that can be captured by an equivalent
MIMO channel. The key contribution is in proposing the use of compressed sensing
(or sparse signal recovery) techniques to deal with these channels at the receiver.
We first consider designs that are sufficiently informative for MIMO systems that
can be appropriately modeled as sparse. After introducing noise and modeling
error, we examine the performance of an ideal sparse channel estimation method,
leading to a metric we call localized coherence, and modified training designs. These
results are then applied to the asynchronous distributed cooperative communica-
tion scheme.
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CHAPTER 1
INTRODUCTION
Since the early 1920’s, radio communication services have been using high-
frequency (HF) skywave propagation in order to establish long-range communi-
cation links. HF propagation is usually distinguished between ground wave and
skywave propagation. Ground wave propagation occurs when the receiver is suffi-
ciently close to the transmitter such that it is able to receive a portion of the signal
traveling along the ground. The range for ground wave communication depends
on the terrain between transmitter and receiver, the antenna used at the trans-
mitter, as well as many other factors, but is typically on the order of a few tens
of miles. On the other hand skywave propagation occurs when the transmitting
signal radiates upwards and reflects off various layers of the ionosphere. Due to
the reflections generated in skywave propagation, long distance, including over-
the-horizon (OTH), communication is possible and can yield ranges of up to 1800
miles for a single hop to 3700 miles for two hops. It is thus no surprise that HF
propagation was the primary method of long-distance communication for military
forces during World War II, as a result of its ability to link air, land, and sea forces.
With the introduction of satellite communication in the 1960’s, there was a
decline in interest in HF radio. Satellites allowed for larger bandwidths and higher
transmission speeds, and HF radio was used primarily as a backup. However, over
time, it became clear that satellites had limitations. The military was concerned
with jamming and possible physical damage to the satellites, the expense of the
supporting infrastructure, and the maintenance of these satellite systems. This
led to a resurgence of interest for HF radio for military applications as well as
government and emergency applications.
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When using low-powered man-portable radios, ground wave propagation is typi-
cally limited to 10-20 miles and in order to allow for OTH-HF radio communication,
more powerful radios are needed. In these situations, cooperative communication
may be desirable, where multiple man-portable radios can cooperatively trans-
mit a common message to a single OTH destination, introducing diversity and
robustness into the system.
Cooperative communication schemes are based on the principles of multiple-
input multiple-output digital communications systems. The advantages of MIMO
systems are widely acknowledged, and include significant increases in data through-
put and link range without additional power or bandwidth, [35, 93]. One of the
commonly used schemes in MIMO systems is that of the diversity scheme. Diver-
sity schemes attempt to improve reliability of a message signal by using multiple
communication channels with different characteristics. The assumption is that dif-
ferent channels experience different levels of interference and fading. Redundant
information regarding the message is transmitted on each of the different channels
and combined at the receiver, combatting the fading and making the system more
robust.
A common diversity scheme is that of Space-Time Coding (STC) [55, 85, 86],
but its use for the HF channel is problematic since the separation between antennae
required to harvest diversity gains is on the order of several hundred meters and
cannot be achieved through a single man-portable radio. However, cooperative
schemes can be used as an effective means to obtain the gains of MIMO systems
for the OTH-HF channel, by employing multiple low-powered man-portable radios
in a collaborative fashion each functioning as one of the antenna elements of the
MIMO system. One of the main goals in employing a cooperative system is to
2
minimize the overhead necessary for the nodes to operate in a collaborative fashion.
In [82], a randomized cooperative communication scheme was introduced, requiring
the exchange of little or no overhead between the cooperating radios. The scheme
exploited multiple sufficiently spaced radios by introducing randomization into the
space-time coding operation. As such, this scheme was also adaptive with respect
to the number of radios cooperating.
In order to harvest the diversity gains from this cooperative communication
scheme, accurate knowledge of the equivalent channel at the receiver is necessary.
Typically, the channel is estimated at the receiver through the use of known train-
ing or pilot sequences inserted into the message sequence. The channel estimation
is complicated in OTH-HF communications as a result of the reflections of the
signal off the various layers of the ionosphere. These OTH-HF channels are typi-
cally characterized by significant Delay and Doppler spread [97], depending on the
time of day a latitude [1, 3]. In applying the randomized scheme discussed in [82]
to OTH-HF communication, the potential asynchrony among cooperative radios
further complicates the channel estimation process by introducing larger delay and
time-variations into the channel.
In the cooperative literature, authors often cite the synchronization issues as
being possibly so severe that cooperative radios should not be allowed to transmit
concurrently. Therefore, they advocate selecting a single relay at a time, for exam-
ple [14]. Unfortunately, these schemes lead to other problems, such as increased
overhead necessary to select a relay, and reduced diversity and coding gains. Moti-
vated by the interest in applying the randomized space-time codes proposed in [82]
for tactical OTH-HF communications, our research has been focused on solving
the problems introduced by these potential effects at the receiver end, through the
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study of more powerful channel estimation methods that exploit the structure of
the cooperative channel.
The problem of estimating the sampled channel impulse-response of a time-
varying channel involving HF radio links has been widely studied and motivated
many of the channel estimation schemes used in today’s wireless communica-
tions [25, 43, 47]. Channel estimation/equalization schemes can typically be char-
acterized as either batch or adaptive. Batch channel estimation schemes operate
on a block by block basis, and often assume block-fading, i.e. the impulse varies
only from block to block. On the other hand, adaptive channel estimation schemes
typically operate on a symbol-to-symbol basis, constantly refining their estimate
of the channel, and as such can track slow time-variations in the channel. The
problem arising in these distributed cooperative communication schemes on HF
channels, is that due to asynchrony among the cooperative radios and the narrow
bandwidth of the HF channel, multiple carrier offsets can cause time-variations
in the frequency-selective channel that violate the block-fading assumption of the
batch channel estimation methods, and vary too fast for accurate tracking and
prediction by simple adaptive methods. These channels call for more advanced
channel estimation techniques.
The channel between each cooperative radio and the receiver is a result of
the physical propagation paths as well as a delay and carrier offset due to the
asynchrony between the radio and the receiver. In HF skywave propagation, the
number of propagation paths is a function of the number of reflecting layers of the
ionosphere, and according to [3] is well approximated by two paths. Each of these
paths can be approximately characterized by a particular delay and Doppler shift
including the effects of asynchrony. Assuming the cooperative radios are sufficiently
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spaced such that there channels are independent, the total number of propagation
paths contributing to the equivalent randomized channel at the receiver, when
using [82], is on the order of 2T , where T is the number of cooperative radios while
the total number of parameters in the discrete-time channel impulse response is on
the order of KL where K is the number of samples the channel is observed over
and L is the memory of the discrete time channel. When 2T  KL, we say that
the channel can be modeled as sparse, and in this work we attempt to exploit this
sparsity to estimate the channel.
In the past several years there has been much research in the identification and
recovery of sparse signals from a limited number of observations [17, 19, 21, 28, 29,
37,41,90,91]. The main idea behind this research is that the additional knowledge
that the signal to be recovered is sparse over an appropriately defined basis, allows,
in certain situations, the identification of this signal in underdetermined linear
systems. The application of these methods to the problem of channel estimation
allows accurate estimation of the doubly-selective channels that can be sufficiently
modeled as sparse over a suitably defined overcomplete basis for the channel space.
The question remains as to the amount and type of training necessary to identify
these channels, and further, how to design training sequences that are robust to
noise and the inherent modeling error present in these applications.
The main contribution of this work is that of generalizing the basic theory of
sufficiently informative inputs [61], to determine a class of training signals that
ensures system identifiability. WThe insights gained from these sufficiently infor-
mative inputs were used to find robust training designs.
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1.1 Thesis Statement
In this thesis we study the design of sufficiently informative inputs, namely those
that allow identifiability [61], for systems that can be modeled as sparse over
appropriately designed bases. We propose several sufficiently informative input
designs for MIMO systems that can be modeled as sparse. These designs are
further modified to be more robust in the presence of noise and modeling error,
and a metric, called localized coherence, is derived to allow comparison of these
designs in terms of their performance.
We apply these sparse signal recovery techniques to the channel estimation
in the asynchronous randomized cooperative communication scheme, and propose
training designs based for such systems. We exploit the structure of the cooperative
communication system, proposed modified sparse signal recovery techniques to
further improve the performance of these schemes. We finally show that these
training designs and channel estimation techniques allow us to achieve performance
gains in comparison to traditional channel estimation techniques as well as non-
cooperative systems.
1.2 Contribution
The main results we obtained are summarized below.
• Sufficiently Informative Inputs: We demonstrate that for the identifi-
cation of SISO time-selective and/or frequency-selective systems, a certain
amount of temporal and/or spectral support in the input (or probing) sig-
nal allows for identification of the system response. For MISO systems, we
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demonstrate that a certain amount of spatial, temporal and spectral support
in the probing signal allows for identification of the system response, while
for MIMO systems, exploiting the multiple snapshots at the receiver array
allows for a great reduction in the amount of resources used in the probing
signal for identification of the system response.
• Localized Coherence: Based on an ideal sparse recovery algorithm in the
presence of noise, we derive a metric called localized coherence, that can be
used to compare probing signal designs in terms of their channel estimation
performance. Based on this metric, we obtain modified designs of sufficiently
informative inputs that allow for improved performance in the estimation of
the system parameters in the presence of noise and modeling error.
• Randomized Cooperative Communication: We derive the obtainable
diversity gain for randomized cooperative systems in frequency-selective
channels, demonstrating that diversity can also be harvested from the
frequency-selectivity of the channel. We then discuss and compare several
different coding schemes for this cooperative communication scheme, as well
as demonstrate that diversity gains can still be obtained when using this
cooperative communication scheme in OTH-HF propagation environments.
This is followed by applying the sufficiently informative input and localized
coherence results to the asynchronous OTH-HF cooperative communication
scheme, to design training designs for such systems. We demonstrate that
diversity gains are still achievable in these systems when using sparse channel
estimation techniques.
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1.3 Outline
The thesis is organized as follows: Chapter 2 discusses the conditions for sufficiently
informative inputs for MIMO systems that can be modeled as sparse, and proposed
several sufficiently informative probing signal designs for these systems. In Chapter
3 we consider the addition of noise and modeling error to the system, and examine
the performance of an ideal sparse channel estimation method in order to derive
the metric of localized coherence. Based on this metric, modifications are made to
the probing sequence designs in Chapter 2, resulting in more robust designs. In
Chapter 4 we discuss the randomized cooperative communication scheme, deriving
the obtainable diversity in frequency-selective channels, followed by the extension
of the channel model to OTH-HF channels as well as asynchronous radios. We
also compare the performance of several coding schemes through simulation. In
Chapter 5 we extend the model to include non-negligible carrier offsets and apply
the results of Chapter’s 2 and 3 to design training sequences for these channels.
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CHAPTER 2
SUFFICIENTLY INFORMATIVE EXCITATION FOR SPARSE
LINEAR ESTIMATION PROBLEMS
2.1 Motivation and Related Work
A well-established concept in classical input-output system identification literature
is that of sufficiently informative input data, allowing discrimination between all
models in a particular model set. Consider the model set of linear systems with
a rational transfer function G(q) = H(q)/A(q). Assuming H(q) and A(q) are
polynomials with degree at most Nh− 1 and Na, we restate the following theorem
from [61]:
Theorem 2.1.1 (Chapter 13, [61]). Consider a set of single-input single-output
(SISO) models given by:
G(q) =
∑Nh−1
l=0 h[l]q
−l
1 +
∑Na
m=1 a[l]q
−l
Then an open-loop experiment with an input that is persistently exciting of order
Nh +Na is sufficiently informative (SI) with respect to the model set.
The difference 4G(q) = G1(q) − G2(q) between any two models in the set
consists of a numerator polynomial1 with at most Nh + Na − 1 zeros on the unit
circle. In essence, the theorem states the following: an input signal whose spectrum
contains at least Nh + Na nonzero points on the unit circle cannot be filtered to
zero by 4G(q); hence, no two models G1(q) and G2(q) can ever produce the same
1A simple computation shows that the numerator of 4G(q) is expressed as H1(q)A2(q) −
H2(q)A1(q).
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output if the input signal’s power spectrum has at least Nh +Na nonzero values,
i.e. it is persistently exciting of order Nh +Na, [61].
We now restrict the model set and assume that the polynomials H(q) and A(q),
with degrees such that Nh+Na− 1 < P , are sparse in the sense that they have at
most Sh  Nh and Sa  Na nonzero coefficients, respectively. It follows that the
numerator polynomial of 4G(q) can have at most min(2ShSa, Nh + Na) nonzero
coefficients. Using Chebotarev’s theorem, [83, 84], it can be shown that a sparse
polynomial with at most S nonzero coefficients and degree less than P , with prime
P , can have at most S − 1 zeros in the set of the P -th roots of unity. This result
is the foundation for much of the current sparse signal recovery literature, [20,21],
and our objective is to revisit it in the context of system identification. In fact,
applying this to the concept of SI inputs, if ShSa < (Nh +Na)/2, this polynomial
can have at most 2ShSa − 1 zeros on the set of the P -th roots of unity. Thus an
input signal that has at least 2ShSa nonzero points on the P -th roots of unity is
SI for these sparse models. In summary, we have the following:
Lemma 2.1.2. For a model G(q) with at most Sh+ Sa non-zero unknown param-
eters out of Nh + Na, such that ShSa < (Nh + Na)/2, a sufficiently informative
input need only have a spectrum consisting of at least 2ShSa nonzero points on the
P -th roots of unity, where P ≥ Nh +Na and prime.
Thus, the additional knowledge that the signal is sparse, allows the number of
nonzero spectral components to be reduced from Nh+Na to 2ShSa; however these
spectral lines are now restricted to the set of frequencies {0, 1/P, ..., (P − 1)/P}.
If 2ShSa ≥ Nh + Na, the system is no longer sparse and again Nh + Na nonzero
spectral points will be SI.
Our aim is to extend this result to a wider class of linear systems that arise due
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to multi-path propagation. As done in most receivers, to reduce the complexity, we
assume that the estimation and detection of symbols is decoupled. Our objective is
to find a class of sufficiently informative pilot signals for sparse models that closely
approximate a real time-varying multi-input multi-output frequency-selective chan-
nel. The challenging cases we are interested in are those of doubly-selective chan-
nels where due to the effects of Doppler and carrier offsets, the system is no longer
accurately modeled as stationary impulse responses. The setup of Lemma 2.1.2
is insufficient to capture the models and a refinement of Lemma 2.1.2 will prove
necessary even in the case of multi-path.
Optimal pilot design and placement for frequency-selective channels is con-
sidered in [4, 27, 68, 95]. Doubly selective channels have been known to be more
challenging since the early studies by Bello [11]. A popular approach consists of
modeling each of the time-varying taps of the channel as an autoregressive (AR)
process, tracking the channels through the use of a Kalman filter [48, 92]. An
alternative deterministic approach uses instead a basis expansion model (BEM),
e.g. [16, 39], where each channel impulse response tap is represented as a linear
combination of a finite set of time-varying basis functions whose coefficients can be
retrieved with common linear parameter estimation techniques [10,49,62]. In [49],
the authors consider the design of pilots that minimize a lower bound on the MSE
of the linear MMSE channel estimate within the framework of affine-precoding.
A combination of BEM and the stochastic approach has been proposed in [44].
One drawback of BEM is that the length of observations needed to estimate the
channel is multiplicative in the number of channel taps and basis functions, [62].
In many situations [50, 57, 65, 76] (underwater acoustic channels, HDTV, and
residential UWB channels, Radar) the system impulse response can be described
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with less than half of the parameters through a linear combination of an appropri-
ate set of basis functions (i.e. it is sparse). The choice of basis differs from BEM
in that it is potentially a large overcomplete basis; in fact the emphasis is not
placed on reducing the dimension of the space spanned by the basis but rather the
number of coefficients required to represent the system. This has motivated a class
of approaches for frequency-selective block fading channels that have recently been
proposed in [7, 26, 36, 79], for doubly-selective SISO channels in [9, 45, 57, 60, 87],
and for the similar Angle of Arrival (AOA) estimation problem in [63]. In [36],
the problem was similar to the BEM approach, but one where the channel impulse
response is modeled as the linear combination of delayed signals, whereas in [7,26]
the impulse response was itself a sparse vector.
By reversing the roles of the system and signals one can also find great similarity
between our problem and that posed in [15,94] pertaining to the reconstruction of
signals with finite rate of innovation. In fact, an example of a signal with finite
rate of innovation is a weighted sum of Dirac pulses, which is analogous to our
multi-path model. Our results apply to the sampling kernel in [94].
The work in [8, 9, 45, 87] more closely relates to our results on doubly-selective
channels. In [45] the Alltop sequence is proposed as a radar pulse, and it is argued
that the identification of targets backscattering the pulse in time and frequency can
be mapped into a Compresses Sensing (CS) problem satisfying a certain restricted
isometry property (RIP). In [8,9], the identification of sparse doubly-selective (and
MIMO doubly-selective) channels is examined. In these works the authors are fo-
cused on satisfying sufficient conditions for identifiability that are based on mutual
coherence [28] and the so called RIP [22]. The linear expansion of the system is ob-
tained by uniformly quantizing the delay-Doppler domain (or delay-Doppler-angle
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domain) at a rate that is the reciprocal of the bandwidth and the signal duration
(the number of array elements), respectively. The RIP guarantees the robust re-
covery of channels that are sparse in this sampled domain. In [87], modeling errors
are handled by augmenting the support of the representation. In [88], the effects
of modeling errors are further combated by optimizing the basis expansion with
respect to the Doppler parameters, increasing the block length used for estimation,
and in [32] the block sparsity structure of the channel is used. A similar extension
to MIMO multi-carrier systems is proposed in [33].
2.1.1 Contribution and Motivation
The notion of sufficiently informative (SI) inputs [61], or persistently exciting sig-
nals, has been widely employed in the system identification literature to formally
classify signals that guarantee uniqueness of the output, for a class of systems
considered. The novel aspect of our work is in finding a class of SI inputs for an
important class of linear systems whose impulse response description can be shrunk
to less than half the number of parameters by resorting to a basis expansion. We
refer to this class of systems as sparse systems (c.f. Sec. 2.2).
As previously noted, deterministic designs or random inputs that ensure iden-
tifiability with high probability proposed by others, see e.g. [9, 45, 87], are focused
on satisfying a restricted isometry property (RIP) [20] for a fixed resolution on the
parameter space directly tied to the number of orthogonal dimensions of the signal.
The designs of SI inputs we discuss in Sec. 2.3 are deterministic and so are the
requirements we express in Sec. 2.4. SI designs generally do not satisfy the RIP
and allow us to very finely quantize the parameter space, with spacing between
delays smaller than the reciprocal of the bandwidth, spacing between Dopplers
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smaller than the inverse of the signal duration, etc. This oversampling allows us
to reduce the modeling errors in the linear expansion for the general class of multi-
path models considered, without any increase in signal bandwidth, duration, or
array elements in the system. As such, the SI requirements are rather loose when
compared to those resulting from the RIP.
2.2 Sparse Mapping of MIMO Channels
Consider a MIMO system for which the narrowband approximation holds, with
uniform linear arrays consisting of Ntx transmit elements and Nrx receive elements
each separated by a distance d. At most Q dominant propagation paths are as-
sumed to be present, from scatterers in the far field such that the signal from each
scatterer approximately arrives as a planar wave at the receive elements. Thanks to
the narrowband approximation [51], the signal arrivals at different array elements
differ only by a phase rotation:
yu(kTs) =
Ntx−1∑
v=0
Q∑
q=1
aqsv(kTs − τq)ej2pi(µqv+νqu+kfq) (2.1)
where sv(kTs) are samples of the signal transmitted from the v-th transmitter.
The parameters νq =
d
λ
sin θq and µq = − dλ cosφq are the angles of arrival and
departure respectively, while fq = ξqTs is the normalized Doppler shift with ξq ∈
[−ξmax/2, ξmax/2]. The parameter τq is the relative delay of the q-th propagation
path plus delay from possible synchronization errors at the receiver, i.e. τq ∈
[−dτ , τmax−dτ ] where dτ is the synchronization error; phase shifts are all included
in the constant path attenuation aq ∈ C. At the u-th receiver, K samples form
the vector:
yu =
Q∑
q=1
Ω(fq)S(τq)e(µq)e
j2piνquaq (2.2)
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where the K × K diagonal matrix {Ω(fq)}k,k = ej2pifqk. The v-th column of the
K×Ntx matrix {S(τq)}k,v = sv(kTs−τq) consists of the signal transmitted from the
v-th transmitter delayed by τq while the vector e(µq) = (1, e
j2piµq , ..., ej2piµq(Ntx−1))T
is the steering vector associated with its angle of departure. The K×Nrx array of
received vectors yu is:
Y = (y1, ...,yNrx) =
Q∑
q=1
Ω(fq)S(τq)e(µq)e
T (νq)aq
= M(µ, f, τ)AMT (ν) (2.3)
where e(νq) = (1, e
j2piνq , ..., ej2piνq(Nrx−1))T is the steering vector associated with the
angle of arrival of the q-th propagation path and the elements of the K×Q matrix
{M(µ, f, τ)}k,q = {Ω(fq)S(τq)e(µq)}k. The diagonal matrix {A}q,q = aq weights
each of these signals with the appropriate attenuation for this propagation path,
while the Q×Ntx matrix {MT (ν)}q,u = ej2piνqu is the classic Uniform Linear Array
(ULA) manifold. In the model above, the input signal and the system response
are blended in the term M(µ, f, τ)AMT (ν).
For the class of inputs such that sv(t) =
∑N−1
n=0 xv[n]p(t−nTs) where p(t) is the
pulse shaping filter, it is of interest to define a discrete time system response. For
such inputs, S(τq) = Φ(τq)X where theK×N matrix {Φ(τq)}k,n = p((k−n)Ts−τq)
contains delayed versions of the sampled pulse and the N ×Ntx matrix {X}n,v =
xv[n]. Assuming as usual that the channel is well approximated by a response with
memory L− 1:
y = vec(Y) = Xh (2.4)
where the KNrx × LKNtxNrx matrix X contains the data symbols and h is the
LKNtxNrx length vector of channel coefficients:
X k+uK,l+cL+vLK+dLKNtx = xv[k − l]δ[c− k]δ[d− u]
h =
∑Q
q=1 (e(νq)⊗ e(µq)⊗ e(fq)⊗ p(τq)) aq
(2.5)
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with {p(τq)}l = p(lTs − τq).
We define the vector a = (a1, ..., aQ)
T and the q-th path vector κq =
(νq, µq, fq, τq)
T . In the following proposition we develop a basis expansion
for the observation Y and for the channel impulse response h by quantizing
κq. The basis elements are the matrices M(µ, f, τ), M
T (ν), and the vectors
(e(ν)⊗ e(µ)⊗ e(f)⊗ p(τ)), evaluated at the specific quantization points.
Proposition 2.2.1. Assume that each path parameter vector κq lies in a region
of R4 where we place a finite grid of points (νrν , µrµ, frf , τrτ ). Each of these points
is identified by an index vector (rν , rµ, rf , rτ ) and for each grid point we define
Ωrf = Ω(frf ), Srτ = S(τrτ ), erµ = e(µrµ), erν = e(νrν ). Suppose that for every
path vector κq in the actual model there exists a nearby point in the grid indexed
by (r
(q)
ν , r
(q)
µ , r
(q)
f , r
(q)
τ ). The system output in (2.3) and the channel impulse response
can be expressed respectively as:
Y =MinA
?MTout + εY; h = Gα
? + εh (2.6)
where εy and εh represent the modeling error associated with approximating the
true path vector on the grid. The vector α? has elements
α?i(r)+RfRµRτ rν =
Q∑
q=1
δ[rτ − r(q)τ ]δ[rf − r(q)f ]δ[rν − r(q)ν ]δ[rµ − r(q)µ ]aq
and the K × RfRτRµ matrix Min, the RfRτRµ × Rν matrix A? , the Rν × Nrx
matrix MTout and the LKNtxNrx × RfRµRτRν matrix G are:
{Min}k,i(r) = {ΩrfSrτerµ}k, (2.7)
{MTout}rν ,u = {eT (rν)}u, (2.8)
{A?}i(r),rν = α?rµ,rf ,rτ ,rν (2.9)
{G}i(r)+RfRµRτ rν = erν ⊗ erµ ⊗ erf ⊗ prτ (2.10)
with r = (rµ, rf , rτ ) and the index i(r) = rτ + rfRτ + rµRτRf .
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Proof. The proof is obtained observing that the sum over Q terms in (2.3) and
(2.5), for κq, q = 1, . . . , Q on the grid point indexed by (r
(q)
ν , r
(q)
µ , r
(q)
f , r
(q)
τ ), can
be replaced with a sum of indicator functions
∑Q
q=1 δ[rτ − r(q)τ ]δ[rf − r(q)f ]δ[rν −
r
(q)
ν ]δ[rµ − r(q)µ ]aq that single out the existing elements in the summation, while
setting all other coefficients to zero.
Under the assumptions in Prop. 2.2.1, we have an equivalent vector model:
y = vec(Y) = (Mout ⊗Min)︸ ︷︷ ︸
M
α? + εy (2.11)
Definition 2.2.2. The system is said to be sparse if the number of non-zero coef-
ficients in α? ∈ CR (or cardinality of the support of α?), with R = RfRµRτRν , is
less than half its length. We denote by S the cardinality of the support of α?, i.e.
S = ‖α?‖0.
The expansion in Prop. 2.2.1 is exact if the κq fall on the chosen grid in R
4 and
thus εy = εh = 0. As the level of acceptable modeling error in (2.6) increases, the
class of approximations widens, including sparse vectors whose support S can come
close to Q, possibly even smaller. Since a possible approximation is given by the
Taylor expansion of the path vectors κq around closest grid point, we know there
exist approximating vectors with sparsity S ≈ Q that result in vanishing modeling
error as the quantization grid is made finer. One should notice that in the absence
of noise any model that gives zero modeling error on the impulse response, if it can
be retrieved from the observations, is best, no matter how sparse it is. However,
using a parsimonious model is effective in reducing the error in the presence of
noise. Reducing the ambiguity intrinsic in the problem is a necessary first step to
find designs that remove undesired spurious solutions fitting the observations while
not fitting the channel. This motivates us to look into the subclass of problems that
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are sparse with zero modeling error and examine the effects of modeling errors on
the continuous parameters numerically. As discussed in the next section, SI inputs
are those inputs sv(t) that allow us to identify α
? and are sufficient to construct
h.
2.3 Sufficiently Informative Inputs and Identification of
Sparse Channels
At the receiver, the observations y are projected onto the sub-space corresponding
to the known pilot signal:
y˜ = (INrx ⊗ P˜)︸ ︷︷ ︸
P
y = PM︸︷︷︸
Υ
α? + εy˜ (2.12)
where P is the projection matrix. For example, in a SISO OFDM system, the
matrix P is an M ×K DFT matrix where K is the number of subcarriers and M
the number of pilots. Our aim is to recover the channel impulse response via the
model (2.12).
In this section we assume that for a specified grid there exists a sparse vector α?
such that the resulting εy˜ = εh = 0. In general, assumingG is full row rank and fat
and thus has as a non-trivial null-space, there exist infinite solutions to Gα = h,
irrespective of the grid choice and true parameters. There are two types of errors
that may result from our model. The first is the observation reconstruction error
εy˜ , y˜−Υα, while the second is the channel reconstruction error εh , h−Gα.
If our goal is to estimate h, what matters is the residual εh associated with the
solution. We note that a solution α such that εy˜ = 0 does not imply εh = 0, since
the matrix PX may have a non-trivial null-space. Our goal is to find α? from
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the samples y˜ by exploiting the assumed sparsity. One may think that this effort
is futile since in the absence of noise all we desire is the smallest εh possible, i.e.
εh = 0. However, methods to retrieve sparse solutions are desirable because they
reduce the model order, leading to a better tradeoff between modeling error and
noise error. A first step in obtaining a working method is to ensure that if a sparse
model exists, it is observable through the vector y˜ associated with the training
signal. In the absence of noise, the criterion we use to find the sparse solution α?
is the following optimization:
αˆ = argmin ‖α‖0 s.t. y˜ = Υα. (2.13)
The following lemma provides conditions such that the solution αˆ to (2.13) is
the vector α? defined in Proposition 2.2.1.
Lemma 2.3.1. Assuming Prop. 2.2.1 holds with εh = 00 and α
? is sparse, i.e.
‖α?‖0 ≤ S ≤ R/2 and R is the number of columns in Υ, in order for the solution
to (2.13) be unique and equal to α?, every subset of 2S columns of Υ must be
linearly independent.
Proof. See Appendix A.1.
Note that the Kruskal rank [52] of a matrix is the largest valuem such that every
subset of m columns of the matrix is linearly independent. Thus the condition in
Lemma 2.3.1 is equivalent to saying that the Kruskal rank of the matrix Υ must
be greater than 2S.
The assumption that the parameters κq always fall on the constructed grid is
impossible to maintain in practice, however we have assumed there exists a sparse
solution α? with ‖α?‖0 ≤ S and εh = 0. This restricted set we analyze is a subset
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of the original set with continuous parameters, but it is not easy to conclude that
this set contains only channels whose path parameters fall on the grid as we cannot
exclude cases where ‖α‖0 ≤ S exist, with S ≤ Q and S ≤ R/2 and having zero
approximation error on the grid. Under the assumption a sparse solution exists,
we define a sufficiently informative input as follows:
Definition 2.3.2. Assuming for a predefined basis G, the parameters κq, q =
1, . . . , Q are such that there is a unique sparsest solution to h = Gα? with ‖α?‖0 ≤
S, Sufficiently informative inputs are those input signals sv(t) such that α
?
is also the unique solution to the optimization (2.13).
In the following we consider the design of SI inputs sv(t), in some cases also
placing constraints on the grid for the parameters κq, such that we can identify α
?
provided we have an upper bound on number of nonzero elements S. The intuition
behind our designs is that if different κq on the grid correspond to linearly inde-
pendent vectors having a Vandermonde structure, and the number of observation
is large enough, the input should be SI as will be made clear in Sec. 2.4. We
reiterate that this does not establish identifiability of all h as it is impossible to
avoid channel modeling error when choosing the discrete grid for the parameter
space. It does, however, eliminate structural ambiguities in the parameter search
that is implicitly performed when searching the support of α.
2.3.1 Restricted Isometry Property and Mutual Coherence
The optimization (2.13) is in general a combinatorial problem. There have been a
number of methods proposed to approximate this problem, including greedy algo-
rithms such as matching pursuit [64], iteratively re-weighted least squares methods
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such as FOCUSS [41], penalized least squares problems such as LASSO and Ba-
sis Pursuit [89], [24], and Bayesian methods [90], [75]. In [24], [21] a tractable
relaxation of (2.13) was examined, called Basis Pursuit :
αˆ = argmin ‖α‖1 s.t. y˜ = Υα (2.14)
This is a convex optimization problem and can be solved using standard convex
optimization algorithms. The uniqueness of the solution of (2.14) is tied to the
following: [20], [28]:
Restricted Isometry Property (RIP) ( [20]): Assume the columns of Υ
have unit Euclidean norm. If for every subset of T ≤ S columns of Υ, the matrix
ΥT containing them is such that
(1− δS)‖v‖22 ≤ ‖ΥT v‖22 ≤ (1 + δS)‖v‖22
with 0 < δS < 1, the matrix is said to satisfy the S-restricted isometry property
with restricted isometry constant δS.
Mutual Coherence ( [28]): Assume the columns of Υ have unit Euclidean
norm. The mutual coherence µc(Υ) , maxi 6=j |{ΥHΥ}i,j|.
Two different sufficient conditions for equivalence of the solutions to (2.13) and
(2.14) based on these metrics are given in the following lemma:
Lemma 2.3.3 ( [22], [28]). The solution to the problem (2.14) is unique and
equivalent to the solution of (2.13) for any α? such that ‖α?‖0 ≤ S if either of the
following two sufficient conditions are satisfied:
δS + δ2S + δ3S < 1 or µc(Υ) <
1
2S − 1
In general, the sufficient conditions in Lemma 2.3.3 (and other similar condi-
tions) are pessimistic. It well known that cases exist where neither of the sufficient
21
conditions in Lemma 2.3.3 are satisfied but the matrixΥ It is for this reason, when
considering pilot signal designs in Sec. 2.4, that we focus on designs guaranteeing
identifiability using (2.13), namely every subset of 2S columns of Υ is linearly in-
dependent, implying a unique sparsest solution and preventing spurious solutions
of the problem (2.13) from existing. This is precisely the meaning of a SI input
in [61]. The results presented here and in Sec. 2.4 apply only in the absence of
noise and assume that a sparse solution α? exists such that εh = 0. In chapter
3 we discuss how the basic guidelines provided by Def. 2.3.2 can be used, with
additional constraints, to provide robust designs when noise and modeling error
are present in the system.
Note the condition on the linear independence of subsets of columns of Υ is
equivalent to guaranteeing the minimum eigenvalue of ΥHT ΥT is greater than zero
over all subsets T of size |T | ≤ 2S. This is equivalent to the Unique Reconstruction
Property in [41].
2.4 Sufficiently Informative Training Designs
The Vandemonde matrix is frequently encountered in both engineering and mathe-
matics and has many useful properties [46,73]. In the following, assuming a sparse
solution ‖α?‖0 ≤ S exists with εh = 0, our strategy will be to construct inputs
such that the noise-free observations may be mapped via projections2 (2.12) to
sparse linear combinations of S columns from a Vandermonde matrix with the
following form:
{Υ}m,r = υmr , m = 0, ..M − 1 , r = 0, .., R− 1 (2.15)
2The projection matrices P corresponding to each mapping may be found in the proofs.
22
We will use the following lemma, a well known result [46], though we state it for
clarity:
Lemma 2.4.1. If the parameters (υ10, ...υ
1
R−1) of the M×R matrix Υ are distinct,
then any M ≤ R columns of Υ are linearly independent.
Thus if our observations are mapped to a sparse linear combination of S ≤
R/2 columns (see Def. 2.2.2) from a matrix Υ satisfying the conditions of this
lemma with M ≥ 2S, any 2S columns are linearly independent and as a result the
conditions in Lemma 2.3.1 are satisfied. In some cases our observations may be
mapped into a subset of rows and columns from a Vandermonde matrix and we
will make use of Chebotarev’s Theorem [83, 84]:
Lemma 2.4.2. For an M × R matrix Υ with entries:
{Υ}m,r = ej2picmr/P , cm ∈ {0, ..., K − 1}, r = 0, ..., R− 1,
if P is prime, P ≥ R ≥ K, and the M ≤ K elements cm are distinct, any M
columns of Υ are linearly independent.
This lemma was used to prove Lemma 2.1.2 in the introduction. It implies that
any square submatrix of the P × P DFT matrix, with prime P , is full rank, and
any tall submatrix has full column rank. Thus, for prime P ≥ R ≥M ≥ 2S, when
our observations are mapped to a sparse linear combination of S ≤ R/2 columns
of Υ having the form in this lemma, any 2S columns of this matrix are linearly
independent, i.e. no null vector can have support smaller or equal to 2S. Next, we
provide SI input designs for sparse models by mapping our observations to sparse
linear combinations of columns from Υ.
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2.4.1 SISO Channels
In all the SISO channels Ntx = Nrx = 1, so that erν = e
T
rµ = 1 and Srτ = srτ in
(2.11):
y =
∑
r=(rτ ,rf )
Ωrf srτ{α}i(r), y ∈ CK (2.16)
SISO Time-Selective Channel
We begin with a simple and intuitive example, the time-varying flat-fading channel.
As there are no delays, the vector srτ = s in (2.16) where {s}k = s(kTs). Over
a window of K observations, the vector s contains M pilot symbols at locations
cm ∈ {0, .., K − 1}. Collecting K observations:
y =
Rf−1∑
rf=0
Ωrf sαrf (2.17)
The following theorem provides a SI input design for this system.
Theorem 2.4.3. In time-selective SISO systems that are sparse over a grid frf =
rff − df with fRf < 1 and have a unique sparsest representation y =Mα? with
‖α?‖0 ≤ S, identifiability of the channel is guaranteed when the pilot signal s(t)
consists of M ≥ 2S non-zero samples and 1/f prime.
Proof. See Appendix A.2
If the received signal consists of S Doppler shifted versions of the transmitted
signal, an input with at least 2S nonzero pilot symbols s(cmTs) is sufficiently
informative. In the proof of Theorem 2.4.3, the observations are mapped to linear
combinations of columns from the M × Rf matrix {Υ}m,rf = ej2picmfrf . When
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the pilot symbols are uniformly spaced (cm = mNs), Υ has the form in Lemma
2.4.1, and the assumption of a uniform frequency grid (i.e frf = rff − df with
spacing εf and shift df) and prime 1/f is not necessary, only that the elements
ej2piNsfrf are unique and M ≥ 2S. We remark that due to the sampled nature of
the received signal, in order to satisfy the conditions of Lemma 2.3.1, it is necessary
for a sufficiently informative input to contain at least 2S non-zero samples.
SISO Frequency-Selective Channel
The time-invariant frequency-selective channel is the dual of the time-selective
case. Assuming no Doppler shifts, the matrix Ωrf = I in (2.16). Consider the
transmission of a pilot signal s(t) = 1√
K
∑M−1
m=0 s˜me
−j2pi cmt
KTs with cm ∈ {0, ..., K−1}
and M ≤ K. We assume s(t) contains a cyclic prefix of NcpTs ≥ τmax. Collecting
K samples after removing the cyclic prefix:
y =
Rτ−1∑
rτ=0
srταrτ (2.18)
The following theorem provides a SI input design for this system.
Theorem 2.4.4. In frequency selective SISO systems that are sparse over a
grid τrτ = rττ − dτ with τRτ ≤ KTs, and have a unique sparsest represen-
tation y = Mα? with ‖α?‖0 ≤ S, identifiability of the channel is guaranteed
when the pilot signal s(t) consists of a weighted sum of M ≥ 2S pilot tones
s(t) =
∑M−1
m=0 s˜me
−j2pi cm
KTs
t and KTs/τ prime.
Proof. See Appendix A.3
In the proof, the observations are mapped to linear combinations of columns
from the M × Rτ matrix {Υ}m,rτ = ej2picm
τrτ
KTs . As in the time-selective case,
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the assumption of a uniform delay grid τrτ = rττ − dτ is not needed when the
pilot tones are uniformly spaced, i.e. cm = mNs, only that elements e
j2piNs
τrτ
KTs are
distinct and M ≥ 2S.
Cyclic-prefixed pilot signals can always be expressed via a Fourier series. As in
the time-selective case, we remark that in order for the class of cyclic-prefixed pilot
signals to be sufficiently informative, it is necessary that at least M ≥ 2S spectral
components be non-zero in order to satisfy the conditions in Lemma 2.3.1.
SISO Doubly-Selective Channel
We observed for the time-selective channels, an input with a certain amount of
temporal support was SI and likewise one with a certain amount of spectral support
was SI for frequency-selective channels. For the doubly-selective channel, which
contains both Doppler shifts as well as delays, we propose the use of a chirped (or
linear frequency modulated) pilot signal for identification i.e. s(t) = e
−jpi β
KT2s
t2
for
−τmax ≤ t < KTs. Taking K samples after removing a portion τmax corresponding
to the prefix:
y =
∑
r=(rf ,rτ )
Ωrf srτ{α}i(r) (2.19)
The following theorem provides a SI input for this system.
Theorem 2.4.5. In doubly-selective SISO systems that have a unique sparsest
representation y =Mα? with ‖α?‖0 ≤ S and pilot signal s(t) = e−jpi
β
KT2s
t2
, identi-
fiability of the channel is guaranteed if the elements ej2pi(frf+
β
KTs
τrτ ) are unique and
K ≥ 2S.
Proof. See Appendix A.4
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In the proof, the observations y are mapped into linear combinations of columns
from a K × RfRτ matrix {Υ}k,rτ+Rτ rf = ej2pik(frf+
β
KTs
τrτ ) having the form in
Lemma 2.4.1 (with M = K) and thus the condition that each of the elements
ej2pi(frf+
β
KTs
τrτ ) is distinct. Note that the chirped pilot signal is SI for the time-
varying SISO channel (or frequency-selective SISO channel) where the elements
ej2pifrf (or ej2pi
β
KTs
τrτ for the frequency-selective SISO channel) must be unique.
2.4.2 MISO Channels
In MISO systems Nrx = 1, implying the vector erν = 1 in (2.11). In this case:
y =
∑
r=(rµ,rf ,rτ )
ΩrfSrτerµ{α}i(r), y ∈ CK (2.20)
Next, we examine the case of the MISO time-selective and frequency-selective
systems.
MISO Time-Selective Channel
As there are no delays, the matrix Srτ = S in (2.20). We observed in the SISO
time-selective system that an input with a certain amount of temporal support
was SI. Applying the same reasoning, we transmit a signal sv(t) = s˜vwv(t) from
each transmitter, where wv(t) is a rectangular windowing function that is non-zero
only for vTs ≤ t < (v + 1)Ts, implying that S is a diagonal matrix {S}v,v = s˜v.
Collecting K observations:
y =
∑
r=(rµ,rf )
ΩrfSerµ{α}i(r) (2.21)
The following theorem provides a SI input design for this system.
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Theorem 2.4.6. In time-varying MISO systems that have a unique sparsest repre-
sentation y = Mα? with ‖α?‖0 ≤ S, when the pilot signal from the v-th transmit
antenna sv(t) = s(t)wv(t), identifiability of the channel is guaranteed if the ele-
ments ej2pi(frf+µrµ ) are unique and the number of transmit antennas Ntx ≥ 2S.
Proof. See Appendix A.5.
The observations are mapped in the proof to linear combinations of columns
from theK×RfRµ matrix {Υ}k,rf+rµRf = ej2pik(frf+µrµ ) having the form in Lemma
2.4.1 , with M = K. The condition for identifiability results by guaranteeing the
RfRµ elements e
j2pi(frf+µrµ ) are unique. For this SI input design, each sample of y
corresponds to a different transmit antenna since we send one pilot signal from each
antenna sequentially in time (i.e. M = Ntx). In Theorem 2.4.3 we observed that
an input with at least 2S pilot symbols was SI for time-varying channels and thus
the condition Ntx ≥ 2S. If no Doppler shifts were present, we could identify the
angles of arrival in the same manner with Ntx ≥ 2S. The additional assumption of
sparsity allows us to identify the time-varying MISO channel with only Ntx ≥ 2S.
MISO Frequency-Selective Channel
In the frequency-selective system we assume no Doppler shifts, implying Ωrf = I
in (2.20). For the SISO frequency-selective system an input with a certain amount
amount of spectral support was SI, and thus we will transmit a single tone from
each transmit antenna. Let the pilot signal on the v-th antenna sv(t) = e
−j2pivt/(KTs)
for −τmax ≤ t ≤ KTs such that these frequencies are orthogonal over K observa-
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tions. Collecting K observations after removing the cyclic prefix:
y =
∑
r=(rµ,rτ )
Srτerµ{α}i(r) (2.22)
The following theorem provides a SI input design for this system.
Theorem 2.4.7. In frequency-selective MISO systems that have a unique sparsest
representation y = Mα? with ‖α?‖0 ≤ S, when the pilot signal from the v-th
transmit antenna sv(t) = e
−j2pivt/KTs, identifiability of the channel is guaranteed
if the elements ej2pi(µrµ+τrτ /(KTs)) are unique and the number of transmit antennas
Ntx ≥ 2S.
Proof. See Appendix A.6.
In the proof, the observations are mapped to linear combinations of columns
from the Ntx×RτRµ matrix {Υ}v,rτ+rµRτ = ej2piv(µrµ+τrτ /(KTs)) having the form in
Lemma 2.4.1 (withM = Ntx). As in the MISO time-selective system, the condition
Ntx ≥ 2S guarantees identifiability of the angles of departure, while the number of
pilot tones sufficient to identify the delays is spread over the transmit antennas.
2.4.3 Multiple Output Channels
Recall that in the multiple output systems, via Prop. 2.2.1, our noise-free observa-
tions can be expressed as Y =MinAM
T
out. In these systems, we will first identify
the angle of arrival associated with each scatterer. Note that the (rν , k)-th element
of the matrix A˜ , ATMTin corresponds to the k-th sample of a signal arriving at
the receiver array from a propagation path with the arrival angle associated with
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νrν . Assuming S angles, at most S rows of A˜ have nonzero elements. Exam-
ining the k-th snapshot at the receiver array, corresponding to the k-th column
[YT ]k = Mout[A˜]k, we arrive with the following theorem on the identifiability of
the arrival angles:
Theorem 2.4.8. For multiple output systems (SIMO and MIMO) that over a
single receiver snapshot have a unique sparsest representation [YT ]k = Mout[A˜
?
]k
with ‖[A˜?]k‖0 ≤ S, [A˜?]k is identifiable if Nrx ≥ 2S and the elements ej2piνrν are
unique.
Proof. See Appendix A.7.
In Theorem 2.4.8, we are only identifying the angles of arrival and thus have no
constraint on the input signal other than the signal arriving via each propagation
path is present in the k-th snapshot. In other words, the theorem only places
constraints on the number of receive elements sufficient to identify the angles of
arrival, while the input signal need not be known to identify the angles of arrival.
Further, with the addition of multiple snapshots, assuming the arrival angles do not
change over these snapshots, having twice as many receive antennas as propagation
paths is still a sufficient condition. This is because the multiple snapshots can
be expressed as YT = MoutA˜
?
where at most S rows in A˜
?
contain non-zero
elements, since the spatial sparsity pattern remains unchanged. Similar to [63] the
problem (2.13), applied to the identification of the arrival angles, can be modified
to accommodate multiple snapshots:
Aˆ = argmin ‖diag(A˜A˜H)‖0 s.t. YT =MoutA˜ (2.23)
After identifying each of the S angles of arrival and applying the projection
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(2.12), and given our definition ofMin and Y, we obtain the following theorem on
the identifiability of the SIMO/MIMO channels:
Theorem 2.4.9. For multiple output systems satisfying the conditions in Theorem
2.4.8 with S denoting the number of propagation paths, the channel is uniquely
identifiable if every pair of columns of Min is linearly independent and K ≥ 2.
Proof. See Appendix A.8
Note that this theorem applies to all the cases considered in Sec.’s 2.4.1 and
2.4.2 when multiple receive antennas are present, as they all contain special cases of
the matrix P˜Min. In summary, when the conditions in Theorem 2.4.8 are satisfied,
multiple outputs allow us to identify the arrival angle of each propagation path via
(2.23). Once the angles are identified, we steer the receive array in the direction of
each arrival, isolating the components of that particular propagation path, greatly
reducing the requirements on the pilot design needed to identify the channel, since
we are looking for only one set of parameters (µ, f, τ) associated with each arrival
angle. Finding this component is as easy as determining the unit normalized
column of P˜Min most correlated with the observations on this propagation path.
One may wonder if a similar approach can be used for multiple input channels,
however the difficulty in applying such a technique is that the angles of departure
are not known apriori at the transmitters, and thus we can not beamform in the
direction of each scatterer.
We remark that the angles of arrival could have alternatively been found using
common methods found in the array processing literature, such as MUSIC and
ESPRIT, however, as demonstrated in [12,13,63], methods using the sparsity of the
system and a fine grid tend to have better performance compared to the common
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subspace based methods, especially in the presence of noise.
2.5 Effects of Noise and Modeling Error
In this chapter we have examined the design of inputs that allowed, in the absence
of noise, the identification of a subset of channels corresponding to sparse α? and
having channel reconstruction error εh = h−Gα? = 0. As discussed in Sec. 2.3,
a solution α such that εy˜ = y˜ −Υα = 0 does not imply εh = 0. The ingredients
of the training designs provided in Sec. 2.4 consisted of a certain quantization
of the channel parameter space and an input signal together guaranteeing that α
solving3 (2.13) (with εy˜ = 0) implies εh = 0. We called these inputs SI, however,
we remark that they are SI with respect to specific families of grid points.
With respect to the models in Sec. 2.2, in the presence of noise and modeling
errors:
y˜ = Υα? +w + εy˜, h = Gα
? + εh (2.24)
and α? is the one resulting from Proposition 2.2.1, obtained by quantizing the true
parameters with the grid points and retaining all (or a subset) of the columns. As
discussed in Sec. 2.2, as the quantization grid is made very fine, there exist sparse
α? with vanishing modeling error εh. It is important to note that εy˜ is not a
function of noise, but simply due to the modeling of the system. We will consider
systems for which α? is not only sparse, but its corresponding εh is such that
for any ‖α‖0 ≤ ‖αstar‖0, the resulting error on the channel impulse response
‖h−Gα‖2 > ‖εh‖2. In fact, to cope with noise, sparse recovery algorithms often
3We remark that due to the complex exponential structure of the matrices Υ we obtained, if
‖α?‖0 ≤ S is sparse as well as nonnegative, it is also the unique solution to (2.14) via Corollary
1.2 in [30].
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replace the equality constraint in 2.13 with an inequality ‖y˜−Υα‖2 < η, where η
is a likely estimate of ‖w+εy˜‖2. Hence, it is no longer sufficient to just control the
null-space of Υ. Unfortunately, SI inputs only control the set of spurious solutions
that arise due to the null space ofΥ. Eventually, as η grows, it becomes impossible
to prevent all spurious solutions of ‖y˜−Υα‖22 < η from being as sparse (or sparser)
than α?. .
When using the RIP, one is typically trying to prevent error in identifying the
support of the best noiseless sparse solution of y˜ = Υα. When constraining ob-
servation time and bandwidth, it becomes necessary to use a predetermined grid
resolution to satisfy the conditions resulting from the RIP [9], [45]. To contain the
modeling error, the only available choice is to abandon the idea of retrieving the
ideal α? described above, but rather to look for a larger support that sufficiently
reduces ‖εh‖2. This is what is suggested in [87]. The problem with this approach
is that it places too much emphasis on satisfying the conditions resulting from
the RIP on the matrix Υ in obtaining the estimate αˆ solving (2.13), no matter
what the implications are in the estimate hˆ = Gαˆ. However, an alternative, one
can still control ε?h by choosing a finer grid; then, ‖εy˜‖2 = X‖ε?h‖2 will also be
small. The residual wiggle-room for spurious solutions satisfying ‖y˜ −Υα‖22 < η
should only allow the choice of vectors α such that the system reconstruction error
‖G(α−α∗)‖2 is small. Hence, making errors in the support can be allowed, and the
RIP can be dismissed, as long as the resulting error in the estimate of h is small.
A similar observation was made in [6], where the authors were concerned with
estimating frequencies of complex sinusoids in noise using a fine uniform quanti-
zation of the parameter space and a sparse recovery method. It was demonstrated
that by searching for a sparse solution over this grid, CRB level performance on
the frequency estimates was obtainable, even with high inter-column correlation,
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implying large mutual coherence and restricted isometry constants.
In the next chapter we will discuss in more detail the additional problems
encountered when modeling error and noise are present, and propose a metric
that can be used to compare input signal designs in terms of their estimation
performance.
2.6 Summary
In this chapter, we have proposed a sparse model for MIMO systems that employs
a finite grid for the parameter space of our channel (delays, Doppler shifts, angles
of arrival and departure), allowing us to use sparse signal recovery methods to
estimate the time-varying impulse responses. Using this model, we have examined
conditions for sufficiently informative inputs for these models that led to training
design guidelines. These guidelines focused on satisfying sufficient conditions such
that the channel has a unique sparsest solution over the channel model, implying
identifiability for these sparse channels. These conditions are much less restrictive
than those associated with the restricted isometry constants or mutual coherence,
and allowed for a much finer quantization of the channel parameter space. These
conditions, however, do not imply robust designs in the presence of modeling error
and noise. In the next chapter we analyze how modeling error and noise will
affect the estimate of the channel, and will derive a metric that can be used to
compare input signal designs in terms of their corresponding channel estimation
performance.
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CHAPTER 3
LOCALIZED COHERENCE FOR COMPRESSED CHANNEL
SENSING
3.1 Motivation and Related Work
As demonstrated in the previous chapter, at the receiver, the discrete time ob-
servations are mapped to a sparse linear combination of columns from an over-
complete matrix. This is similar to the work in [36] and later in [7], [26], [79]
for frequency-selective block fading channels, and [9], [57], [87], [60], [45] in the
context of doubly-selective SISO channels. In many of these works, the so called
sensing matrix resulting from the overcomplete basis expansion of the channel
combined with the training signal, namely what we denoted as Υ in (2.12) is de-
signed to satisfy certain Restricted Isometry Properties (RIP) or constraints on the
mutual coherence (MC) such that the sparse estimation methods (such as Basis
Pursuit [24] and Matching Pursuit type methods [64]) guarantee identifiability in
the absence of noise and stability in the presence of noise [19], [29]. These suffi-
cient conditions, however, are placing considerable weight in correctly identifying
the support of the observations over the sensing matrix and lead to designs that
keep the correlation between columns of the sensing matrix at a minimum. Most
known families of sensing matrices satisfying the RIP consist of random matrices,
such as i.i.d. Gaussian or Bernoulli Matrices, and partial Fourier matrices [72].
The structure of the sensing matrix in the system identification problem cannot
be separated from the way the original continuous parameter space of the channel
model is discretized. In particular, to ensure low correlation among columns, for
a given bandwidth and observation duration, one is implicitly requiring a coarse
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discretization of the parameter space. In many practical scenarios, the use of these
constraints often leads to systems that cannot be truly modeled as sparse due to
modeling error, and lead to a considerable degradation in the channel estimation
performance. Inherently, such schemes quantize the parameter space of the channel
(delays, Dopplers, angles) and application of the RIP and MC constraints leads to
possibly large modeling error in the delay and Doppler parameters. Different from
such schemes, the minimal conditions for SI inputs provided in [81], and discussed
in the previous chapter, guarantee identifiability of the system when searching for
the sparsest system representation, and allow for the use of bases that reduce the
overall modeling error by finely quantizing the channel parameter space.
The work in [18] relaxed the RIP and MC conditions when considering the
problem of recovering signals from undersampled data, in situations where the
signal is not sparse in an incoherent dictionary, but in a truly redundant dictio-
nary. The important aspect of [18] is that it acknowledges that redundancy in the
overcomplete channel basis expansion does not necessarily imply problems in esti-
mating it. Our work, like [6,18], indicates that it is not the high mutual coherence
of the channel basis that drives the channel estimation performance, but rather
the type of error associated with exchanging specific columns of this basis.
The SI inputs provide guarantees that are not different from the classical defi-
nition in [61] and, notably, do not necessarily provide good estimation performance
in the presence of noise and/or modeling error. However, it is a worthy effort to
search for solutions in this class that lead to robust designs. To rank the robustness
of SI signals to noise and modeling errors, we introduce in Sec. 3.4 a new metric,
which we refer to as localized coherence (LC). We argue that LC is an accurate pre-
dictor of estimation performance, and should be preferred over the too restrictive
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RIP.
In the following, we will examine how the estimate of the channel support in
the quantized parameter space affects the channel estimate. Based on this analysis
we derive the metric of localized coherence, that can be used to compare different
input designs, for a fixed quantization of the parameter space, in order to determine
those that lead to better channel estimation performance. To derive our metric,
we will use as an example the case of the doubly-selective SISO channel, but note
that the analysis is easily extended to the more general models considered in the
previous chapter.
In Sec. 3.5, we will apply the metric of localized coherence to the SI input
designs discussed in Sec. 2.4, suggesting slight modifications to these designs in
order to improve their performance in the presence of noise and modeling error.
3.2 System Model
In the following, we will consider the special case of the MISO system, encountered
in the previous chapter. Recall that the observations consisted of the linear combi-
nation of Q signals, each corresponding to a particular propagation path described
by the path vector κq = (µq, fq, τq)
T and attenuation aq:
y =
∑
q
m(κq)aq +w =M(κ)a+w (3.1)
where w ∼ CN (0, σ2wI), κ = [κT1 , ....,κTQ]T and a = [a1, ..., aQ]T . For the class of
linearly modulated inputs sv(t) =
∑N−1
n=0 p(t − nTs), and where we had assumed
the channel was well approximated by a response with memory L− 1, we had the
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following equivalent model:
y = Xh+w = XG(κ)a+w (3.2)
where the matrix X containing the data symbols, the vector of channel coefficients
h, and the basis G(κ) of the channel space:
{X}k,l+cL+vLK = xv[k − l]δ[c− k]
h =
Q∑
q=1
(e(µq)⊗ e(fq)⊗ p(τq))aq
{G(κ)}q = e(µq)⊗ e(fq)⊗ p(τq)
Special cases of this model included the SISO cases considered in Sec. 2.4.1
and the MISO cases considered in Sec. 2.4.2. We had assumed the channel esti-
mation was performed with the assistance of a training signals. At the receiver,
the K observations were projected onto anM-dimensional subspace containing the
training, via an M ×K matrix P:
y˜ = Py = PXG(κ)a+ w˜. (3.3)
In all cases, the matrix PPH = I, such that w˜ ∼ CN (0, σ2wI). As an example, in
the time-selective SISO system discussed in Sec. 2.4.1, the matrix P corresponds
to a selection matrix selecting only theM samples of y containing the pilot symbol.
Similarly, in an OFDM system, the matrix P is the M ×K DFT matrix where K
is the number of subcarriers and M the number of pilots used.
We will assume that each parameter vector κq lies in a bounded region of R
3
where we have placed a finite grid of R = RfRτRµ points (µrµ , frf , τrτ ), each point
being identified by an index r = (rµ, rf , rτ ). Assuming a fine quantization of this
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parameter space, and applying Prop. 2.2.1
y˜ = PMα? + w˜ + εy˜ = PXG︸ ︷︷ ︸
Υ
α? + w˜ + εy˜ (3.4)
h = Gα? + εh (3.5)
where εy˜ and εh represent the modeling errors resulting from approximating the
parameter vectors κq on the grid. If the parameters κq fall on the aforementioned
grid, εy˜ = εh = 0. Alternatively, a possible approximation is obtained considering
the Taylor expansion of the model with respect to κq around the closest grid point,
which we assume to exist with finite coefficients; hence, we know there exist vectors
α? with only Q nonzero elements that result in vanishing modeling error as the
grid is made finer. In deriving our analytical results, we assume that each of the
parameters κq has a corresponding point in the grid such that ‖α?‖0 = Q with
εy˜ = εh = 0, unless otherwise stated. We relax this assumption in our numerical
analysis. In the following we assume that the system is sparse i.e. that Q ≤ R/2
elements of α? are nonzero. The support of the vector α? over Υ (as well as G)
is denoted as Q = (q1, q2, ..., qQ). The Q length vector α?Q contains these nonzero
components while uQ and GQ are the matrices consisting only of those Q columns.
In the next section, assuming the use of a SI input for this system, we analyze
how the channel estimation is affected by the choice of the input signal, when using
a sparse recovery algorithm similar to (see [29]):
αˆ = argmin
α
‖α‖0 subj. to ‖y˜ −Υα‖2 ≤ η (3.6)
where η is, with high probability, an upperbound on the noise level ‖w˜‖2. Since
E{‖w˜‖22} = Mσ2w, an appropriate choice of η should scale with the noise variance,
such as1 η = C0Mσ
2
w.
1In most sparse algorithms, the choice of C0 is typically determined via trial and error. We
note that choosing C0 too large or small may significantly deteriorate the estimation performance
of the algorithm.
39
We note that (3.6) is combinatorial in nature and many authors have studied
less complex alternatives to this algorithm including greedy approaches such as
matching pursuit (MP) and orthogonal matching pursuit (OMP) [64,69], and the l1
relaxation of (3.6) (obtained by replacing ‖(·)‖0 with ‖(·)‖1) termed Basis Pursuit
or l1 synthesis [18, 24]. In [18], the authors introduce a criterion and bound on
the estimation error of h using the optimization hˆ = argminh˜ ‖GHh˜‖1 s.t. ‖y˜−
PX h˜‖22 ≤ η, called l1 analysis, mentioning in Sec. 4.1 that the l1 synthesis and
analysis problems generally provide very different results. In the parameterizations
we consider, the matrix GHh is not necessarily sparse. Since (3.6) is based on the
assumption of having few propagation paths, with no further indirect mathematical
constraints on the model, we will focus on its performance in the following.
3.3 Sparse Recovery Algorithm Error Analysis
In the following we denote R = {1, ..., R} as the set of all column indices of Υ
and 2R as its power set. The sparse recovery algorithm we analyze is based on
(3.6). We assume that every subset of M columns of the M × R matrix Υ is
linearly independent, which via Def. 2.3.2 is equivalent to saying that the input
is sufficiently informative for channels with ‖α?‖0 ≤ M/2. For a deterministic α
the assumption that the input is SI implies that, for each set S with |S| ≤ N ,
the estimate αˆS = (Υ
H
SΥS)
−1ΥHS y exists since ΥS is full rank and it minimizes
‖y˜ − ΥSαS‖22, which in turn means that if the constraint can be met with set
S, then αˆS must be a valid solution. We note that this would be the maximum
likelihood solution in AWGN if the support Q were known apriori, and αˆQ is
sometimes referred to as the Oracle estimate. Replacing αˆS in the constraint
defined in (3.6), and adding the constraint that the solution must satisfy |S| ≥ 1,
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we get:
S˜ = argmin
S′∈2R
|S ′| subj. to ‖Π⊥S′y˜‖22 ≤ η, |S ′| ≥ 1 (3.7)
where the matrix Π⊥S , I − ΥS(ΥHSΥS)−1ΥHS is the orthogonal complement to
the column-space of ΥS . Due to the assumption that every subset of M columns
of Υ is linearly independent, the cardinality of the solution S˜ will always be such
that |S˜| ≤M . In order to simplify the analysis, we define the sets:
C1 = {S : ‖Π⊥S y˜‖22 ≤ η, |S| ≥ 1}, C2 = {S : S = arg minS′∈C1 |S
′|} (3.8)
where C1 is the set of supports satisfying the reconstruction error constraint in
(3.7) and C2 is the set of all solutions to (3.7). There may be multiple solutions
S˜ to (3.7) and there are several ways of resolving these ambiguities; for example,
selecting an element from C2 at random or the one minimizing ‖Π⊥S y˜‖22. In the
following, we define ξ(·) : C2 → C2 as the function resolving this possible ambiguity,
and returning a single solution Sˆ = ξ(C2). The basic algorithm is summarized in
Alg. 1.
In summary, the algorithm starts exploring all S : |S| = 1, to determine if any
such S belongs to C1, including them in a temporary set Θ. If Θ is non empty,
then C2 = Θ, and the estimated set Sˆ = ξ(C2). Otherwise, the algorithm starts
exploring all S : |S| = 2, and continues the same process until Θ is non empty
and C2 is found. Though this algorithm is combinatorial in nature, its analysis can
provide insight into the performance of similar algorithms attempting to find the
sparsest solution, while constraining the reconstruction error ‖y˜ −Υαˆ‖22.
Our primary concern is not the error ‖αˆ − α?‖2, but the channel estimation
error:
‖hˆ− h‖2 ≤ ‖(I−GSˆΥ†SˆPX )GQαQ‖2 + ‖GSˆΥ
†
Sˆw˜‖2 (3.9)
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Algorithm 1: Sparse Algorithm
s = 1, cont = 0,Θ = {∅}
while cont = 1 do
for m = 1 to

 R
s

 do
if ‖Π⊥S(m)y‖22 ≤ η then
Θ⇐ {Θ,S(m)}
end if
end for
if Θ 6= {∅} then
C2 ⇐ Θ, cont = 0
else
s = s+ 1
end if
end while
Sˆ = ξ(C2), hˆ = GSˆαˆSˆ
where Υ†Sˆ is the pseudo-inverse of ΥSˆ . The first term is the error in modeling the
channel due to the particular estimate of the columns Sˆ, while the second term is
the noise entering the system. For any Sˆ ⊇ Q, the first term is zero, however, large
values of Sˆ generally result in larger values of the second term and for this reason
sparse estimation methods have the added benefit of denoising the estimate.
Though the channel MSE is difficult to analyze, due to the nonlinear de-
pendence of Sˆ on y˜, we will use the following bound on the normalized mean
Euclidean norm error (NMEE) to gauge how the performance is affected by
the choice of the input signal. Defining C = ‖αQ‖2
√
M , and noting that
42
‖Aα‖2 ≤
√
λmax(AHA)‖α‖2, we have:
E{‖hˆ− h‖2}
‖αQ‖2
√
M
≤ E{d(Q, Sˆ)}√
M
+
E{‖GSˆΥ†Sˆw˜‖2}
C
(3.10)
where d(Q, Sˆ) =
√
λmax(G
H
QU
H
SˆUSˆGQ) with USˆ = I − GSˆΥ
†
SˆPX , and the ex-
pectation is with respect to Sˆ and w˜ and conditioned on α. The first term in the
bound captures the error in modeling the channel due to errors in the support se-
lection, while the second term is tied to the effects of noise in the channel estimate.
Clearly, replacing Sˆ with any of its subsets would reduce the contribution of the
second term. Thus, a good estimator should strike a balance between increasing
the modeling error and decreasing the noise in the estimate by picking a small
model size |Sˆ|. It is important to remark that a good estimate does not necessar-
ily require resolving all of the Q paths and the corresponding columns of GQ, but
rather from selecting a GSˆ whose column space well approximates that of GQ. In
the following we will analyze the first term2 in (3.10) to find a criterion that could
be used as an alternative to the RIP and/or MC requirements. Specifically:
e(Q) = E{d(Q,S)} =
M∑
m=1
∑
S:|S|=m
d(Q,S)pSˆ(S) (3.11)
In defining the probability law pSˆ(S) , Pr(S = ξ(C2)), the random experiment
consists of performing Alg. 1 on noisy observations such as (3.4) and the sample
space Ω consists of the power set Ω = 2R. Determining the probability of the
random outcome Sˆ in closed form is difficult. We note that Pr(S = ξ(C2)) =
Pr((S = ξ(C2)) ∩ (S ∈ C2)) ≤ Pr(S ∈ C2). In a similar fashion, as C2 ⊆ C1,
Pr(S ∈ C2) = Pr((S ∈ C2) ∩ (S ∈ C1)) = Pr(S ∈ C2|S ∈ C1) Pr(S ∈ C1):
e(Q) ≤
M∑
m=1
∑
S:|S|=m
d(Q,S) Pr(S ∈ C2|S ∈ C1) Pr(S ∈ C1) (3.12)
2The analysis of the second term is complicated due to the fact that Sˆ and w˜ are dependent.
One could bound the second term by a constant times Mσ2w, but this would not provide any
additional insight on the error trend and we will not consider the second term for this reason.
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We observe that:
Pr(S ∈ C2|S ∈ C1) = 1− Pr(S /∈ C2|S ∈ C1) = 1− Pr(minS′∈C1 |S
′| < |S|) (3.13)
Thus Pr(S ∈ C2|S ∈ C1) is monotonically decreasing in |S| and is unity for all
|S| = 1, as we have restricted |Sˆ| ≥ 1. Intuitively, we expect that for larger values
of η in (3.7), this probability will decrease faster in |S|, while for very small values
of η it remains large for all |S| ≤M .
Assuming y˜ ∼ CN (µy˜,Σ), the term Pr(S ∈ C1) is easily upperbounded using
the Chernoff bound:
Pr(S ∈ C1) = Pr(‖Π⊥S y˜‖2 ≤ η) ≤
eη
det(Π⊥SΣ+ I)
e−µ
H
y˜
(Π⊥S (I+ΣΠ
⊥
S )
−1)µy˜ (3.14)
In contrast to (3.13), we note that (3.14) is increasing in η. We use (3.14) under
two assumptions: first that αQ and Q are deterministic, where µy˜ = ΥQαQ
and Σ = σ2wI, and second, that Q is deterministic but αQ ∼ CN (0, Iσ2a) and
independent of w˜ where µy˜ = 0 and Σ = ΥQΥ
H
Qσ
2
a + σ
2
wI. We will relate these
two probability measures later to extract our localized coherence metric. Denoting
pi(d) and pi(r) as (3.14) in these different cases, respectively, we have:
pi(d) ≤ eηe−αHQΥHQ(Π⊥S (I+σ2wΠ⊥S )−1)ΥQαQ(1 + σ2w)|S|−N (3.15)
pi(r) ≤ eηdet(Π⊥S (ΥQΥHQσ2a + Iσ2w) + I)−1 (3.16)
For small values of σ2w, the second exponential term in (3.15) can be approximated
as e−‖Π
⊥
SΥQαQ‖22 such that (3.15) is largest when the column space of ΥS spans
that of ΥQ. Likewise, in (3.16), where αQ is random, for small σ2w we observe that
the largest values of (3.16) similarly correspond to those cases where the column
space of ΥS spans that of ΥQ.
Combining the expressions (3.13) and (3.14), we have the following upper-
bounds on e(Q). For the case of deterministic αQ we have e(Q) ≤
∑M
m=1 φ
(d)(m),
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where
φ(d)(m) =


∑
S:|S|=m
eηd(Q,S)(1+σ2w)m−M
e
α
H
Q
ΥH
Q
(Π⊥
S
(I+σ2wΠ
⊥
S
)−1)ΥQαQ
, m = 1
∑
S:|S|=m
eηd(Q,S)(1+σ2w)m−M (1−Pr( min
S∈C1
|S′|<m))
e
α
H
Q
ΥH
Q
(Π⊥
S
(I+σ2wΠ
⊥
S
)−1)ΥQαQ
, m > 1
(3.17)
In the case of random αQ ∼ CN (0, Iσ2a) we have e(Q) ≤
∑M
m=1 φ
(r)(m), where
φ(r)(m) =


∑
S:|S|=m
eηd(Q,S)
det(Π⊥S (ΥQΥ
H
Qσ
2
a+Iσ
2
w)+I)
, m = 1
∑
S:|S|=m
eηd(Q,S)(1−Pr( min
S∈C1
|S′|<m))
det(Π⊥S (ΥQΥ
H
Qσ
2
a+Iσ
2
w)+I)
, m > 1
(3.18)
For appropriately chosen η, the highest probability sets S are those where the
columns ΥS closely span the column space of ΥQ while maintaining minimum
cardinality. We can infer that an appropriate design of the input signal should try
to ensure d(Q,S) is small for these high probability sets S. As it is intractable to
analyze these bounds for all m, we examine the case of m = 1 assuming |Q| = 1
and for negligible noise σ2w ≈ 0. For |S| = 1 and |Q| = 1, we have S = {s}
and Q = {q} and we define uq , Υ{q}, us , Υ{s} and αq = α{q}, and have the
following approximations
φ(d)(1) ≈
∑
{s}∈R
{s}6={q}
d({q}, {s})eη e−‖αq‖
2
2
(
‖uq‖22−
|uHq us|
2
‖us‖
2
2
)
︸ ︷︷ ︸
p
(d)
φ
(uq ,us)
(3.19)
φ(r)(1) ≈
∑
{s}∈R
{s}6={q}
d({q}, {s})eη
(
1 + σ2a(‖uq‖2 −
|uHq us|2
‖us‖22
)
)−1
︸ ︷︷ ︸
p
(r)
φ
(uq ,us)
(3.20)
When each column of Υ has approximately ‖us‖22 ≈ c, the us with largest
p
(d)
φ (uq,us) and p
(r)
φ (uq,us) are those that are highly correlated with uq. For ex-
ample if |uHq us|2 ≈ c2, the terms p(d)φ (uq,us) ≈ 1 and p(r)φ (uq,us) ≈ 1. On the
other hand when uq and us are approximately orthogonal, p
(d)
φ (uq,us) = e
−c‖αq‖22
and p
(r)
φ (uq,us) ≈ (1+ σ2ac)−1. For ‖αq‖22c 1, we note e−c‖αq‖
2 ≈ (1+ ‖αq‖22c)−1.
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It is worth noting that this analysis can be applied to other problems, such as
the parameter estimation problem, where instead of the channel impulse response,
we may be interested in estimating the parameters κq. Since each column of Υ
corresponds to a particular set of parameters κq, we can replace d(Q,S) with
‖U(κQ − κS)‖2, i.e. the weighted error between the parameters, where U is the
weighting matrix. Even in the channel estimation problem, it can be demonstrated
via a Taylor series expansion that small values of ‖κQ−κS‖2 imply small values of
d(Q,S), suggesting that accurate estimation of the parameters κq implies accurate
estimation of the channel impulse response, as expected.
3.4 Localized Coherence
In Sec. 3.2, we assumed that the quantization of the parameter space of κq lead
to a sparse system, which we later used as if it were the exact representation
of the observations. The dilemma encountered is whether or not to refine the
quantization when the parameters κq do not truly lie on the grid. Though a
fine grid generally results in larger mutual coherence, it is easy to numerically
verify that a fine grid is preferable to a coarse grid, even when using suboptimal
approximations to (3.7), such as OMP or Basis Pursuit, as demonstrated in Fig.
3.1. This has also been observed in [6], [80] and indicates that RIP and MC
constraints should be complemented with other tools. The issue still remains open
as to what constitutes a good input signal, once a fine grid has been chosen and
the RIP and MC constraints are no longer satisfied. We use the previous analysis
of the NMEE to supply a possible guideline.
From the preceding analysis we observed that, in high SNR situations and
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assuming an appropriate choice of η, the most likely errors made in trying to find
a sparse solution correspond to the selection of sets of columns S of U spanning a
space very similar to that spanned by the set of columns Q, and that have similar
or smaller support. To reduce the corresponding error, the input design should be
such that if ΥS closely spans that of ΥQ, then the corresponding values of d(Q,S)
are small.
We observe that in the cases where σ2w is small, the terms det(Π
⊥
S (ΥQΥ
H
Qσ
2
a +
I)−1 and e−‖Π
⊥
SΥQαQ‖22 are exponentially decreasing in |Q|. This combined with
the fact that Pr(S ∈ C2|S ∈ C1) is decreasing in |S| seems to suggest that analyz-
ing only p
(d)
φ (1) and p
(r)
φ (1) for |Q| = 1 is sufficient to compare the performance
for different input designs. In this simplest case with |Q| = 1, we observed in
(3.19) and (3.20) that the most likely candidates S (with |S| = 1) to be returned
by the algorithm are those with large correlation ‖uHq us‖2 and we desire for the
largest values of inter-column correlation, |uHq us|2, to correspond to small values
of d({q}, {s}). We propose a simple measure (called localized coherence) of this
property based on (3.20) and (3.19):
ψ =
R∑
q=1
∑
s 6=q
d({q}, {s})eη
RM
(
1 + a(‖uq‖22 − |u
H
q us|2
‖us‖2 )
) (3.21)
where a = ‖αq‖2 for deterministic αQ (a = σ2a if random) and uq is the qth column
of Υ = XG. We want the error to be small for all possible values of q, and is why
we sum over q. Localized coherence is a simple measure to aid in designing the
input signal (in X ) to attain good performance in the presence of noise. Though
this metric does not consider the case of more than a single column, it is obviously
a starting point for designing X .
Even if most sparse recovery algorithms try to approximate the solution of
(3.6), we have observed that this metric is applicable to predict the ranking of
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different input design in terms of the resulting channel estimation performance.
For example greedy algorithms such as MP and OMP select at each iteration of
the algorithm, the column of Υ that is most correlated with the residual signal.
Other methods that relax (3.6) by replacing the l0 norm with the l1 norm and
possibly modifying the reconstruction error constraint, such as Basis Pursuit and
the Dantzig Selector [24], [22], appear to similarly select a set of columns ΥS which
span a space very similar to the columns ΥQ.
3.4.1 Numerical Examples
In the following examples, we will use OMP [69] to estimate the coefficients α? and
support Q. We stop the OMP algorithm when the reconstruction error ‖y˜−Υα‖22
is less than η =Mσ2w. In all experiments we define the received signal-to-noise ratio
(SNR) as E{‖Xh‖2}/E{‖w‖}2. In these examples we will consider the doubly-
selective SISO system, assuming a linear modulated signal s(t) =
∑N−1
n=0 x[n]p(t−
nTs). We will use all available degrees of freedom in the training signal such that
M = N , and the projection matrix P = I.
In the first example we compare the channel estimation performance for two
different scenarios of the SISO doubly-selective channel. The first scenario assumes
that the parameters of the channel κq lie on the grid of the quantized parameter
space while the second scenario assumes the parameters κq do not lie on the grid
points but in a bounded region of R2. We assume that the baseband equivalent
discrete time channel impulse response has L = 6 taps. We observe the signal over
K = 17 observations where the M = N = 17 length input sequence consists of
two chirp sequences, x[n] = e−j2pinβ/(KT
2
s ) for n = 0, ..8 and x[n] = ej2pinβ/(KTs)
2
for
n = 9, ..., 16 and uses a cyclic prefix of length Ncp = L (see [81]). The parameter
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Figure 3.1: Channel MSE for various Grid choices
β = 1.9 and the pulse p(t) = sinc(pit/Ts).
The channel parameters κq = (τq, fq) ∈ (0, (L − 1)Ts) × (−.025, .025). We
construct a uniform grid for the parameter space such that for a given Rτ and Rω
the spacing between delays τ = (L − 1)Ts/(Rτ − 1) while the spacing between
frequencies ω = .05/(Rω − 1). In both scenarios, the path attenuations aQ ∼
CN (0, IQ−1) with Q = 2 paths. In the first scenario, since we assume that the
parameters κq are generated on the grid, we randomly choose Q points in the grid.
In the second scenario, the frequencies fq
iid∼ U(−0.025, 0.025) while the delays
τq
iid∼ U(0, (L− 1)Ts). The system is generated according to (3.2).
In Fig. 3.1 we plot the channel MSE, E{‖hˆ− h‖2/K}. As expected, when the
parameters κq are generated on the grid and the grid becomes coarser, the columns
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of Υ and G are less correlated and thus the estimation performance improves.
However, when the parameters are not assumed to lie on the grid, the opposite
occurs, and the performance improves as the quantization of the parameter space
is made finer. The grid with the best performance in the first scenario corresponds
to the worst performance in the second scenario and vice versa. In practice we fall
into the second scenario, and is precisely why we consider a fine quantization of
the parameter space and propose the use of localized coherence to compare designs
of the input sequence for a fixed quantization of the parameter space. Though not
shown, when simulating the NMEE, we make the same observations.
We also observe in Fig. 3.1 that as the grid size is increased, the gain in
performance appears to saturate while the computational complexity increases.
Indeed, we do expect diminishing returns in the second scenario when increasing
the grid size. Localized coherence is not quite able to capture this behavior due
to the union type bound used. Further, we expect this behavior to be even more
prevalent when using sub-optimal methods like OMP compared to (3.7), as done
in this experiment.
In the second example, for a fixed grid, we compare the localized coherence
ψ (shown in Fig. 3.2) for several different designs of the sequence x[n]. The
first sequence is the chirp sequence defined in the previous experiment, the second
sequence is the Alltop (see [45]) defined as x[n] = ejpin
3/N where M = N = 17, and
the last two sequences are two different binary sequences:
Binary(1), s = (1, 1, 1, 1,−1,−1,−1,−1, 1, 1, 1, 1,−1,−1,−1,−1,−1)T
Binary(2), s = (1,−1,−1, 1, 1,−1,−1,−1, 1, 1, 1, 1,−1,−1,−1, 1, 1)T (3.22)
We set the number of observations K = 17, and again assume each of the sequences
is cyclic prefixed. The same channel parameters are used as in the previous ex-
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Figure 3.2: Channel MSE for various training sequence designs.
periment, however with Q = 3 paths, generating the parameters uniformly at
random in the respective intervals. The grid parameters are fixed as Rτ = L + 7
and Rω = 24, and τ and ω are defined as in the previous experiment. In Fig.
3.2, we plot the channel MSE, while in Fig. 3.3 we plot the channel NMEE
(E{‖hˆ − h‖2‖a‖−12 }/
√
K) as well as the first term of (3.10) averaged over Q and
S, (denoted as E(d) where we have GQ with G(κ) since our parameters are not
necessarily on the grid) averaged over 10000 channel realizations.
In Fig.’s 3.2 and 3.3, as expected, the sequences having the best channel MSE,
NMEE, and E(d) performance also have the smallest values of localized coherence
ψ. The chirp sequence and the first binary sequences appear to have similar per-
formance, while the second binary sequence and cubic sequence are slightly worse.
We also observe that the trend of E(d) is similar to that of the channel MSE and
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Figure 3.3: Channel NMEE and E{d(Q,S)} for various training sequence
designs.
NMEE, lending further support to the argument that one should try to decrease
the contribution from the term E(d).
Though not shown, we observe similar trends for larger values of Q as well.
We have further observed that the MSE performance (as well as NMEE and E(d))
tend to saturate at high values of SNR when using the OMP algorithm. This is to
be expected as these input sequence designs generally do not satisfy the conditions
for identifiability of the channel (based on the MC) for the OMP algorithm, and
thus residual channel estimation error will be present even in the absence of noise.
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3.5 Improving Localized Coherence for SI Inputs
In this section, we apply the metric of localized coherence introduced in Sec. 3.4
to the sufficiently informative input designs discussed in Sec. 2.4 leading to modi-
fications in the design of these inputs.
Recall that in the SI designs considered in Sec.’s 2.4.1 and 2.4.2, the matrix
Υ always had a special structure, and the observations y˜ were mapped into linear
combinations of columns from Υ. Denoting ur as the column of Υ associated
with the grid point indexed by r and the path parameters κr, in these designs
each column ur is a complex exponential whose frequency is a linear function of
the grid point parameter vector κr. The designs proposed were oblivious to the
connection between the correlation of columns of Υ and the MSE performance.
In fact, the only constraint imposed was that the input and grid ensured every
set of 2S columns of Υ were linearly independent. Defining p(ur,ur′) , (1 +
a(‖ur‖22 − |u
H
r ur′ |2
‖ur′‖2 ))
−1, we observed that if the columns of Υ have approximately
constant norm, than the term p(ur,ur′) increases with |uHr ur′|2. Since ur and
ur′ are complex sinusoids in Sec.’s 2.4.1 and 2.4.2, p(ur,ur′) increases as the two
sinusoids get closer in frequency.
For these designs, we can interpret localized coherence in the following manner.
Each column ur has a neighborhood consisting of those ur′ such that |uHr ur′ |2 > C,
where C is a real number specifying the amount of correlation3 used in defining the
neighborhood. On the other hand, since it easily shown that d(r, r′) is decreasing
in ‖W(κr − κr′)‖22, where W is an appropriately defined weighting matrix, an
indirect way to keep the LC ψ small is to ensure that neighbors always correspond
3We use correlation to define the neighborhood, as opposed to Euclidean distance, as our
coefficients a are unknown.
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to small values of ‖W(κr − κr′)‖22. This is precisely the idea that we use next to
improve upon the SI designs presented in 2.4.
Some of the cases presented in 2.4 are more problematic than others. It is
relatively simple to improve the LC for the time and frequency-selective SI designs
considered in Sec. 2.4.1, as the proposed pilot signals resulted in matrices Υ
where each column was a complex sinusoid whose frequency was proportional to the
parameter (a model very similar to the model in [6]). The larger the spacing among
frequencies, the smaller p(ur,ur′) is and therefore the better the neighborhoods.
For the single parameter cases we considered, assuming uniformly spaced pilots
(i.e. cm = mNs), the value of ψ is lowered by appropriately choosing the spacing
Ns, as demonstrated in Exp. 4. This is related to the well known result that
spacing the pilots results in better estimation performance [23, 67]
In Fig. 3.4, we illustrate a more problematic case that can arise in a
doubly-selective SISO system, with a single scatterer and path parameter vec-
tor κ1 = (f1, τ1) corresponding to the green asterisk in Fig. 3.4.a. We would like
the sparsest approximation to correspond to the green triangle, which is the center
of the Voronoi cell containing κ1. With the addition of noise (constrained to the
grey ball), the vector corresponding to the green asterisk may end up closer to the
column that corresponds to the red square. The red square is in the vicinity of the
desired green triangle column, as shown in Fig. 3.4.b, in spite of the fact that these
points are far apart in the parameter space, as shown in Fig. 3.4.a. We say the
vector corresponding to the red square is a ’bad neighbor’, while ’good neighbors’
are those vectors having very similar parameters, as in Fig. 3.4.c.
The designs considered in Sec.’s 2.4.1 and 2.4.2 can result in large values of
ψ precisely as shown in Fig. 3.4. In the doubly-selective SISO channel recall the
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Figure 3.4: Example of quantization of the parameter space (a) where centers
of each cell represent a grid point for the parameter space. The
green asterisk denotes the true path vector κ1. Figures (b) and
(c) depict the vectors corresponding to two possible mappings of
the parameter space to the vector space spanned by Υ.
observations were mapped to a matrix Υ, where {ur}m = ej2pik(frf+
β
KTs
τrτ ). With a
finely quantized parameter space, large values of |uHr ur′|2 correspond to grid points
indexed by r = (rf , rτ ) and r
′ = (r′f , r
′
τ) such that |(frf − fr′f ) + βKTs (τrτ − τr′τ )|2 is
small, however this does not imply that ‖Wu(κr − κ′r)‖2 is small. For example, if
we can find a u′r in the neighborhood of ur such that (frf − fr′f ) ≈ − βKTs (τrτ − τr′τ )
where (frf − fr′f ) is large, the error ‖W(κr−κ′r)‖2 can be quite large as well (and
similarly d(r, r′)). Hence, not all neighbors result in small error (parameter and/or
channel estimation).
This problem is related to the ambiguity of the linear chirp in resolving
time and frequency shifts, a problem referred to as range-doppler coupling
in radar theory [71]. To overcome this, and attempt to decrease the local-
ized coherence for these cases, it is sufficient to ’move’ those problematic vec-
tors ur′ out of the neighborhood. To accomplish this, we divide the observa-
tion vector into two parts (y(1),y(2)), each part corresponding to K/2 obser-
vations and a different pilot design, such that the first part is mapped to a
matrix {Υ(1)}m,rτ+Rτ rf = ej2pim(frf+
β
KTs
τrτ ) while the second part is mapped to
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{Υ(2)}m,rτ+Rτ rf = ej2pim(frf+
β
KTs
τrτ ). Collecting both sets of observations, the over-
all mapping is 
 y˜(1)
y˜(2)

 =

 Υ(1)∆
Υ(2)∆˜

α+ w˜ (3.23)
where the matrices ∆ and ∆˜ are diagonal matrices corresponding to phase pa-
rameters (see Appendix A.4) dependent on (frf , τrτ ). If r and r
′ are such that
(frf −fr′f ) ≈ − βKTs (τrτ − τr′τ ) with large (frf −fr′f ), the columns Υ(2)r and Υ
(2)
r′ will
have small correlation, reducing the corresponding contribution to ψ. We remark
that although this design allows for a reduction in the localized coherence ψ, the
columns of the concatenation of the matrices Υ(1)∆ and Υ(2)∆˜ are still highly
correlated. The aim of these designs is not to decrease the mutual coherence, but
is instead to control which columns are allowed to be highly correlated, namely
those that lead to small error in the channel estimation. The specific signals that
lead to such Υ(1) and Υ(2) are given next. Furthermore, similar corrections for the
SI inputs for MISO channels follow.
Doubly-Selective Channel
For the doubly-selective SISO channel, we transmit a down-chirp followed by an
up-chirp:
s(t) =


e
−jpi β
KT2s
t2 −τmax ≤ t < KTs/2
e
jpi β
KT2s
(t−KTs/2−τmax)2
KTs/2 ≤ t < KTs + τmax
(3.24)
The vector y(1) is no different (other than K is now K/2) from the one introduced
in the proof of Theorem 4.5 in Appendix A.4. Following the same approach, the
observations corresponding to the up-chirp portion, after ignoring the samples
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corresponding to the transients, can be expressed as:
y(2) =∆Hs Υ
(2)∆˜α+w (3.25)
where the diagonal matrix {∆Hs }k,k = ejpiβ
k2
K , and the diagonal matrix {∆˜}i(r),i(r) =
ej2pifrf (K/2+τmax)ejpiβ
τ2rτ
KTs , after premultiplying ∆˜
−1
y(2) we have the desired form
with:
{Υ(1)}k,rτ+Rτrf = ej2pik(frf+
β
KTs
τrτ )
{Υ(2)}k,rτ+Rτrf = ej2pik(frf−
β
KTs
τrτ )
MISO Time-Selective Channel
The designs proposed in Theorem 2.4.6 resulted in a diagonal training matrix
S = ∆s˜ (for simplicity assume S = I). The first k = 0, .., Ntx − 1 observations
were mapped to a matrix {Υ(1)}k,i(r) = ej2pik(frf+µrµ ). We propose the reuse of the
antennas in the reverse order in the next K observations, such that S = J where
J is a matrix with ones on the anti-diagonal and zeros elsewhere. This next set of
observations:
y(2) =
∑
r
ej2pifrfKΩrfJerµ{α}i(r) +w (3.26)
where ej2pifrfK is the phase shift in the Doppler as we are examining the next set
of K = Ntx observations. Noting that Jerµ = e−rµe
j2piµrµ (Ntx−1), using the same
approach as in Appendix A.5, the observations y(2) = Υ(2)∆˜α where the diagonal
matrix {∆˜}i(r),i(r) = ej2pi(frfK+µrµ(Ntx−1)). We now have the desired form:
{Υ(1)}k,i(r) = ej2pik(frf+µrµ )
{Υ(2)}k,i(r) = ej2pik(frf−µrµ )
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MISO Frequency-Selective Channel
For the designs in Theorem 2.4.7, the v-th antenna, v = 0, ..., Ntx−1, transmitted a
frequency sv(t) = e
−j2pi vt
KTs . After projecting over these frequencies at the receiver
the observations were mapped to a matrix {Υ(1)}v,i(r) = ej2piv(
τrτ
KTs
+µrµ ). We propose
the reuse of the antennas by transmitting the conjugate frequencies in the second
block of training, i.e. sv(t) = e
j2pi vt
KTs . Following the same steps in Appendix A.6,
the observations:
y(2) = P
∑
r
Ωrτerµ{α}i(r) +w (3.27)
where {P}k,v = ej2pikv/K and the diagonal matrix {Ωrτ}v,v = e−j2pivτrτ /(KTs). Thus
after premultiplying y(2) by K−1PH the observations are mapped to a matrix
{Υ(2)}v,i(r) = ej2piv(
−τrτ
KTs
+µrµ ). We now have the desired form:
{Υ(1)}v,i(r) = ej2piv(
τrτ
KTs
+µrµ )
{Υ(2)}v,i(r) = ej2piv(
−τrτ
KTs
+µrµ )
3.6 Experiments
In this section we present several experiments using the modified designs presented
in Sec. 3.5. Recall, in Sec. 2.3.1, a tractable relaxation to (2.13), known as basis
pursuit, was presented. In the presence of noise and modeling error, the basis
pursuit method (2.14) can be modified by placing a constraint on the reconstruction
error such as [19]:
αˆ = argmin ‖α‖1 s.t. ‖y˜ −Υα‖2 ≤ η (3.28)
Similar approaches for estimating sparse α in the presence of noise, include [22]
which replaces the inequality constraint with ‖ΥH(y −Υα)‖∞ ≤ η and is known
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as the the Dantzig Selector, or allowing some remaining residual error in matching
pursuit methods.
In the following, we first present some similar estimation schemes that will be
used for comparison in the experiments. This is followed by several experiments
where we use (3.28) to estimate the channel. It is implemented using a log-barrier
interior point method where we set η = (Cη log(R)σ
2
w)
1/2 where Cη ≈ 2.
3.6.1 Estimation and MSE Performance of Competing
Schemes
We discuss similar methods of channel estimation and their corresponding mean-
squared error (MSE) performance, E‖hˆ − h?‖2, under the assumption that no
modeling error is present i.e. y˜ = PXh? +w. As discussed in the introduction,
BEM is often used for channels having memory and time-variations. For a set of
K observations, these methods model the time-variations of the channel over a
subspace of CK using time-varying basis functions (e.g. [16], [39]), hBEM = (Γ ⊗
IL)a
? where Γ consists of the time-varying basis functions (e.g. polynomial basis
functions [16], exponential basis functions [39], or Karhunen-Loeve basis functions
[96]). This is similar to the model (2.6), where in BEM, the matrix G = Γ ⊗ IL
typically has full column rank. The least squares estimate using a basis expansion
model and its associated MSE are given by:
hˆBEM−LS = G(PXG︸ ︷︷ ︸
Υ
)†y˜ (3.29)
MSEBEM−LS = σ2wtrace
(
(Υ†)HGHGΥ†
)
+ ‖G(Υ†Υ− I)a?‖2 (3.30)
Another approach to channel estimation uses a parametric model for the chan-
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nel, as in (2.5), and attempts to estimate the path parameters κ = (κ1, ...,κQ),
a, and Q in order reconstruct the channel estimate from these parameters:
hˆPM = G(κˆ)aˆ where the q-th column of G(κ) can be defined via (2.5) as
[G(κ)]q = e(νq)⊗ e(µq)⊗ e(fq)⊗p(τq). Under the assumption that Q is known a
priori, the estimation of the parameters (κ, a) may be determined via maximum
likelihood (ML) estimation resulting in:
(κˆ, aˆ) = arg min
(κ,a)
‖y˜ −Υ(κ)a‖22 (3.31)
where [Υ(κ)]q = [PXG(κ)]q. We refer to this approach as the parametric max-
imum likelihood estimate (PM-ML). The estimation of these parameters is com-
plicated due to the nonlinear dependence on the parameters κ, but the advantage
of the ML estimate is that is asymptotically efficient. The MSE, if Q is known a
priori, may be lower bounded via the Cramer Rao Lower Bound (CRLB). The ap-
proach of quantizing the parameter space and using sparse estimation algorithms,
in comparison with the PM-ML approach, does not require exact knowledge Q,
but instead requires an upperbound on Q in order to design the pilot signals. For
this reason we cannot use MSEPM−ML as a lower bound for the MSE of sparse
estimation algorithms, as the parameter space of the PM-ML is neither discrete
nor sparse, and the sparse estimation approach is biased. This being said, it still
provides a useful comparison for the sparse estimation methods.
3.6.2 Numerical Experiments
Experiment 1. As a motivating example, we implement the proposed scheme on
a single realization of the doubly selective SISO channel considered in Sec. 2.4.1,
with spreading factor τmaxξmax ≈ 1. We define L = 12 as the approximate num-
ber of taps in the discrete-time channel response, and fmax = 1/12, observing the
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Figure 3.5: Channel estimates on two taps for a realization of SISO doubly-
selective channel with fmax = 1/12 and τmax/Ts = 12, and Q = 5
paths with SNR = 25 dB.
system over K = 29 samples. The system consists of Q = 5 scatterers with con-
tinuous valued path parameters generated uniformly at random, fq ∼ U(0, 1/12),
τq/Ts = U(0, L− 1) and aq ∼ CN (0, 1/Q). The transmit signal is generated using
a digitally-modulated signal s(t) =
∑N−1
n=0 p(t− nTs)x[n] where p(t) = sinc(pit/Ts)
with finite duration of 8 symbol periods and a cyclic-prefix is assumed. The system
is generated using (2.2).
We compare the performance of our down-up chirp design with the design
in [45], and a LS-BEM method (3.29). The design proposed in [45] uses an Alltop
sequence x[n] = ej2pin
3/N and a uniform grid for the parameters τ = Ts with Rτ =
K for the delays and f = 1/K and Rf = K for the normalized Doppler shifts.
The down-up chirp proposed in Sec. 3.5 is approximated with x[n] = e−jpi
βn2
N
where we have set β = 2(1−fmax) for the first 14 symbols while using the up-chirp
on the remaining 15 samples. The uniformly spaced grid points for the down-up
chirp design are τ = Ts(L − 1)/(2L − 1) with Rτ = 2L and f = 1/(12K) with
Rf = 40. We use both (3.28) (denoted as QC in Fig. 1) and also Orthogonal
Matching Pursuit (denoted as OMP in Fig. 1) for estimating the channels in
these designs. For the LS-BEM estimate, as K = 29 and L = 12, we are limited
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to two time-varying basis functions, and we use complex exponential vectors with
normalized frequencies 0 and 1/12 while still using the down-up chirp signal.
In Fig. 3.5 we plot the real part of two taps for this channel realiza-
tion. As expected, the down-up chirp and its corresponding grid appear to
outperform the other methods for this realization. Further, the LS-BEM,
with only two basis functions modeling the time-variations of the channel, is
not able to accurately model the time variations. For this particular real-
ization, the corresponding normalized squared error SE = (1/K)‖hˆ − h‖22 is
SE(ChirpQC,ChirpOMP,ChirpLS−BEM,AlltopQC) = (0.095, 0.201, 4.93, 0.462).
Experiment 2. We again consider the doubly-selective SISO channel considered
in Sec. 2.4.1 with K = 17 observations and assuming L = 5. The Q channel
parameter sets are drawn from a uniform distribution over a continuous interval,
i.e. fq ∼ U(−.005, .005) and τq ∼ U(0, L− 1), while the path attenuation for each
of the Q paths is generated i.i.d. as aq ∼ CN (0, 1/Q). The received observations
are generated using the continuous parameter model in (2.2) where again s(t) =∑N−1
n=0 x[n]sinc(pi(t − nTs)) with N = 17 symbols. We compare the channel MSE
for our proposed design and grid, averaging over 1000 channel realizations, with
the Alltop sequence x[n] = ej2pin
3/N considered in [45] and the random binary
single-carrier design in [9].
The grid parameters for the Alltop sequence (as suggested in [45]) are τ = Ts
and Rτ = L for the delays and f = 1/K and Rf = K for the normalized Doppler
shifts. The same grid parameters are used for random binary training sequence
proposed in [9]. The down-up chirp design sets x[n] = e−jpi
βn2
N with β = 2(1−fmax)
for the first N = 8 symbols and uses the up-chirp for the remaining 8 symbols.
The grid parameters with this down-up chirp are τ = Ts(L − 1)/(2L − 1) with
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Rτ = 2L, and f = fmax/K with Rf = K. We remark that this choice of grid
parameters for the down-up chirp results in a finer grid compared to that proposed
in [45]. In Fig. 3.6, we compare the MSE of the channel estimate normalized by the
number of observations K using (3.28). We also plot the corresponding CRLB for
the corresponding PM-ML estimate (3.31) as a comparison, assuming Q is known
apriori.
We observe that the chirp sequence outperforms the Alltop sequence as well
as the random binary sequence. For the parameter grids specified above, the
Alltop and binary sequences have normalized frequency spacing of 1/K and delay
spacing of Ts seconds, while the parameter grid specified for the chirp sequence
has frequency spacing 1/(100K) and delay spacing Ts(L − 1)/(2L − 1) seconds.
We observe the grid with fine spacing outperforms the one with coarse spacing.
In Fig. 3.6, we also plot the MSE of the Alltop sequence using the same grid as
the down-up chirp. Interestingly, when the same grid is used for both sequences,
both the chirp and Alltop sequences have very similar performance, confirming
that a higher resolution grid does not hurt performance (though it does increase
the complexity of the recovery algorithm). We note that sensing matrix Υ has
mutual coherence close to unity for the fine grid. The similar performance of the
down-up chirp sequence and the Alltop sequence can be explained by noting that
their instantaneous frequencies φ˙(t) have a similar trend in the time-frequency
plane, since for the first φ˙(t) ≈ a′|t− a| and for the second φ˙(t) ≈ b′(t− b)2.
As observed in Fig. 3.6 and later experiments, the MSE appears to saturate at
high SNR. There are two reasons for this behavior; the first is a result of modeling
error, while the second is the choice of η in (3.28). Obviously, if η is too large or
small our performance may greatly suffer.
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chirp sequence and Alltop sequence [45]
Experiment 3. In this experiment, we consider a SISO frequency-selective chan-
nel and approximate the SI design in Sec. 2.4.1 using OFDM. In Fig. 3.7, we plot
the MSE of the channel frequency response for a system consisting of K = 2048
carriers, a cyclic prefix (CP) of length Ncp = L = 512, as done in [87], averaging
over 30 iterations. We assume Q = 3 scatterers with continuous delays generated
uniformly at random, τq/Ts ∈ (0, Ncp − 1), and path gains aq ∼ CN (0, 1/Q). We
compare the method used in [87] (denoted as [TH] in Fig. 3.7), with the approach
of modeling the channel with an overcomplete basis h = Gα as in Prop. 2.2.1 and
using (3.28) to estimate α (denoted as Sparse Est.). The least-squares estimate
(LS) is also included for comparison.
In the LS estimate the M = 512 pilots are uniformly spaced every K/Ncp = 4
carriers, while in Sparse Est. and [TH], the M = 256 pilots are uniformly selected
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Figure 3.7: Channel MSE of SISO frequency-selective channel for K = 2048,
M = 256, Ncp = 512 and Q = 3 scatterers.
at random among those used for the LS estimate. When modeling the channel as
h = Gα, the L×Rτ matrix {G}l,rτ = sinc(pi(l−rτL/Rτ ). The method considered
in [87] corresponds to Rτ = L (such that h = α), while for Sparse Est. we use
Rτ = 2L. In Fig. 3.7 we plot the MSE of the channel frequency response estimate
Hˆ , Phˆ where the K × L DFT matrix {P}k,l = e−j2pikl/K . As observed, a finer
quantization of the parameter space allows for a reduction in the MSE of the
channel.
In Fig. 3.8 we compare the channel MSE of the OFDM system for various values
of Rτ , using K = 128 carriers, a CP length Ncp = L = 32, and M = 16 pilots
generated in the same manner as in Fig. 3.7. We assume Q = 2 scatterers with
continuous delays generated uniformly at random τq/Ts ∈ (0, Ncp−1). We observe
the MSE performance improves as Rτ increases, corresponding to a decrease in the
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quantization error in the parameter space. We remark that the method considered
in [87] corresponds to Rτ = L, and observe that it is not capable of accurately
estimating the channel in this setting. We remark that the method proposed [88]
is equivalent to that in [87] in this setting, as we assume the Doppler shifting is
negligible. Similar to the previous experiments, we remark that the a finer grid
does increase the complexity of the recovery algorithm.
In Fig. 3.9 we examine the MSE for various M and Q fixing Rτ = 4L. We
observe that the number of pilots necessary for accurate estimation of the channel
in the presence of noise and modeling error is greater than the number derived for
sufficiently informative inputs, however, we also observe that a finer quantization
allows for a reduction in the number of pilots. This number of pilots used is still
much less than the number of pilots needed to obtain small restricted isometry
constants and mutual coherence.
Experiment 4. In this experiment, we consider the SISO time-selective channel
in Sec. 2.4.1, demonstrating the well known result that spacing the pilots results in
better localized coherence ψ and channel MSE. We consider a maximum normalized
Doppler shift fmax = 1/8 and a uniform grid for the parameter space consisting of
Rf = 60 points with spacing f = (8(Rf − 1))−1. We assume a total of M = 10
uniformly spaced pilots, i.e. cm = mNs.
To compute ψ, we set a = σ2a = 1/2 (as we assume Q = 2 paths) and define
d(r, r′) = ‖(I − Gr′Υ†r′PX )Gr‖2 where r = rf and the length K column vector
{Gr}k = ej2pikrf f . The matrix PX is simply an M × K selection matrix cor-
responding to the pilot locations, namely (PX )m,k = δ[k − mNs]. Each vector
Gr corresponds to a different basis function for the time-variations of the channel
over K = 80 observations of which M = 10 are pilots. We denote ψ(1) as the
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Figure 3.8: Channel MSE for OFDM system with K = 128 carriers, M = 16
pilots, CP length Ncp = 32 and Q = 2 scatterers.
localized coherence using d(r, r′) defined above, while ψ(2) is the localized coher-
ence computed using d(r, r′) = ‖(rf − r′f)f‖2. The values of localized coherence
ψ and mutual coherence µc are shown in Table 3.1 for different pilot spacings. As
expected, the localized coherence decreases for increasing Ns for both definitions
of the error d(r, r′), while the mutual coherence for all spacings is approximately
one. While the largest possible spacing for the pilots is Ns = K/M = 8, we cannot
choose this spacing exactly because it will potentially undersample the Doppler
frequencies. Indeed the mutual coherence for Ns = 8 is exactly 1. There is no
system cost in increasing Ns other than the latency of the receiver and the only
cost in decreasing f is in the complexity of the recovery algorithm.
In Fig. 3.10 we plot the normalized MSE of the time-varying channel E{‖h?−
hˆ‖2}/K consisting of Q = 2 Doppler shifts for various values of Ns using (3.28)
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Table 3.1: Localized Coherence and Mutual Coherence for Exp. 4.
Ns 1 2 3 4 5 6 7
ψ(1) 39.6 22.3 16.0 12.9 11.3 10.4 9.9
ψ(2) 0.708 .512 .467 .450 .441 .436 .434
µc 0.99 0.99 0.99 0.99 0.98 0.97 0.96
to estimate α. The MSE is averaged over 500 iterations and in each iteration the
normalized Doppler shifts fq are generated uniformly at random in (−1/16, 1/16)
and aq
i.i.d.∼ CN (0, 1/Q). As predicted by the localized coherence, spacing of the
pilots allows a much better estimate of the time-varying channel.
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Figure 3.10: Channel MSE for SISO time-selective channel with Q = 2 paths
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3.7 Summary
In this chapter, we analyzed the performance of an ideal sparse recovery algorithm
when applied to the problem of channel estimation. To estimate the channel
impulse response, we constructed an overcomplete basis for the channel impulse
response by quantizing the parameter space of delays, Doppler shifts, and angles.
For an appropriate choice of the allowable reconstruction error in the observations,
we observed the most probable sets of basis functions returned by the ideal sparse
recovery algorithm corresponded to those sets of minimal size that closely spanned
the channel space. Based on this observation, for a fixed quantization of the channel
parameter space, we introduced a metric called localized coherence, that can be used
to compare input signal designs in terms of their channel estimation performance.
Using the metric of localized coherence to the SI input designs discussed in Sec.
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2.4, we proposed modifications to obtain better channel estimation performance.
We observe through simulation that in practical situations where the parame-
ters of the channel (delays, Doppler shift, and angles of departure) do not lie on the
grid corresponding to the quantized parameter space, a fine grid is preferred over a
coarse grid. Further, we observed, through simulation, that the metric of localized
coherence provides a way to compare training signal designs in terms of channel es-
timation performance, even when using suboptimal sparse recovery methods such
as OMP and basis pursuit in place of the ideal sparse recovery algorithm analyzed.
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CHAPTER 4
DIVERSITY FOR RANDOMIZED COOPERATION IN
ASYNCHRONOUS DISPERSIVE LINKS
4.1 Motivation and Related Work
As we indicated in the introduction, our work on channel estimation is motivated
by the need for advanced methods to estimate the distortion resulting from coop-
erative schemes. Ideally, cooperative schemes bring advantages that are analogous
to those of MIMO systems [53, 77]. These systems combat the effects of fading
with spatial diversity.
In [82], the authors introduced the idea of randomized cooperation for fully
decentralized cooperative protocols and analyzed the diversity attainable over flat-
fading channels. In this cooperative scheme, each node is unaware of the effective
code being employed by other users, as well as the number of users T cooperat-
ing. The randomized coding rule targets a fixed diversity order of D, which is
independent of the number of nodes actually cooperating.
The motivation behind this work is that nodes cooperating without central
control will encounter the practical problem of synchronizing their access to the
channel. Their imperfect source-clock acquisition and relative displacement will
cause difference in delays easily on the order of microseconds, giving rise to linear
distortion. Assuming that the channel can be estimated, delay and carrier offset
impact the system performance in a different manner.
In fact, a random transmission delay can be the source of diversity at the
receiver [98]. The goal of this chapter is to investigate what class of randomized
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coding techniques can more easily harvest delay diversity. Hence, for the sake of
the theoretical analysis the effect of carrier offset is considered sufficiently mild so
that it leads to a simple block-fading model.
Through simulation, we compare and analyze several different coding schemes
for this randomized coding method. These include Alamouti space-time coding
(STC) [5], Time-Reversal STBC (TR-STBC) [59], and space-frequency OFDM
(SF-OFDM) [56]. In addition to comparing these different coding schemes, we also
simulate the performance of these schemes in the presence of an doubly-selective
HF channel, using the well known Watterson model [97].
Other cooperative transmission schemes that are applicable to a decentralized
scenario include [98] and [74]. In [98] asynchronous cooperative diversity was
considered, where random delays are introduced by cooperating nodes, and our
scheme includes this architecture as a special case. The scheme in [99] has a similar
formulation to our scheme, where each node transmits the product of a space-
time code matrix with a preassigned vector code but, as a result, a preliminary
code allocation phase is necessary. In [58], the authors considered the effects
of asynchrony among cooperative nodes in a distributed scenario. However, the
channels were assumed time-invariant over each packet transmission, but randomly
varying between packets. Further The proposed transmission scheme still required
coordination between nodes in order to handle the timing offsets resulting from
asynchrony.
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4.2 System Model
We consider a network with T cooperating nodes sharing a common message s =
(s0, ..., sM−1)T , which is the perfect estimate of a message previously transmitted
by a source and the nodes need to relay (the strategy is, thus, a decode and forward
method [54]). The cooperating nodes are recruited on the fly based on, for example,
the power received from the original source. We assume the nodes are unaware of
other cooperating nodes, have acquired the source clock and time of arrival of the
source preamble sequence, and make their best attempt to retransmit in unison in
the following time slot given their source timing estimate.
The cooperating nodes generate their codes by forming a predetermined K×D
code matrix G(s) (D is the maximum diversity order of the underlying space-time
code and K is its duration). In a centralized scheme, a generic column xd ∈ G(s)
is assigned to a specific node. In a randomized scheme [82], instead, the node’s
code is generated locally as G(s)ri where ri is an D×1 random vector. To capture
the lack of synchronization among the cooperating nodes, we assume the channel
between the i-th node and the destination is a multi-path channel with maximum
finite memory L and impulse response hi. The transmission is structured in blocks
which are interleaved with guard intervals, with at least L zeros (the use of a cyclic
prefix is also possible), to eliminate inter-block interference. The received signal is
the summation of the T transmissions from the cooperating nodes
y =
T∑
i=1
HiG(s)ri +w =
D∑
d=1
(
T∑
i=1
Hiri(d)
)
xd +w (4.1)
where w ∼ CN (0, NoI) and the (K + L) × K matrix1 Hi = T (hi) where T (hi)
denotes the Toeplitz convolution matrix formed from the vector hi. Letting h =
1Here, we assume a linear time-invariant channel with impulse response hi.
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(hT1 , ...,h
T
T )
T , we rearrange the terms in (4.1) to obtain:
y =
D∑
d=1
T (xd) [(r1(d), ..., rT (d))⊗ IL+1]h+w
= X (R⊗ IL+1)h+w (4.2)
where X = (T (x1), ..., T (xD)) and R = (r1, ...., rT ). From (4.2) we observe that
the delay dispersion can be mapped into a specific block Toeplitz structure, and
the randomization leads to an effective channel h˜ = (h˜T1 , ..., h˜
T
D)
T = (R⊗ IL+1)h.
Hence, decoders already designed for multiple-antenna space-time codes can be
directly used for randomized space-time coding. Further, the complexity of the
channel state estimation is reduced when D < T since the effective channel hˆ is
shorter than the actual channel h.
With an effective channel vector of dimension D(L+1) the average error proba-
bility may scale at most O(SNR−D(L+1)). As argued in [85], a necessary condition
for this trend is that the space time code designs meet the following criterion:
C1) Rank criterion for X : For any pair of code matrices {X i,X j}, the matrix
(X i −X j) has full column rank ∀i 6= j, i.e., of rank D(L+ 1).
Lemma 4.2.1. Under the assumptions leading to the model in (4.2) the rank
condition C1) is met i.f.f.
C2) The code sequence xd has length K such that K ≥ (D − 1)L+D
C3) For any two distinct source messages si, sj ∈ M the polynomials formed by
taking the Z-transforms of the columns of the matrix Aij = X i − X j =
(a
(1)
ij , . . . , a
(D)
ij ) are co-prime.
Condition C2) simply states that the matrixAij is tall or at least square in order
to have full column rank. Condition C3) implies that all the columns of Aij are
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linearly independent and is equivalent to conditions invoked in several second-order
blind channel identification methods [66]. The question of the spectral efficiency
one can obtain while satisfying the rank criterion is beyond the scope of this thesis,
but nothing appears to prevent the existence of such codes.
In the following, let M = {s1, ..., s|M|} denote the message set with each mes-
sage equally likely. We assume the effective channel hˆ is known at the destination.
Let Pe(SNR) denote the symbol error probability under the maximum likelihood
detection rule.
The next section examines the impact of the randomization matrix con-
structions on the performance, by quantifying the potential loss in coding gain
and diversity gain in comparison to the centralized scheme. Specifically, the
d iversity order d∗ of a scheme with probability of error Pe(SNR) is defined as
d∗ = limSNR→∞− lnPe(SNR)/ lnSNR and the randomized space-time code is
said to achieve a coding gain G if Pe(SNR) ≤ G−1SNR−d∗ .
4.3 Performance Analysis
A centralized scheme, with R = I, under C1) and for h ∼ CN (0, I) has an error
rate O(SNR−D(L+1)), as well as a coding gain G = minij
∏D(L+1)
k=1 α
ij
k , where α
ij
1 ≥
. . . ≥ αijD(L+1) are the eigenvalues of AHijAij. The simplification in code selection
attained through randomization comes at a loss in error rate performance but the
loss is modest if the distribution of rt is well chosen [82]. The following analysis
proves that this is true in a more realistic asynchronous scenario and that additional
degrees of diversity can come from the nodes’ dispersion. To carry out our analysis
we assume that: (a1) the symbols have energy Es, the additive noise is i.i.d.
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CN (0, No) and we denote SNR = Es/No; (a2) each channel impulse response is an
independent vector hi ∼ CN (0, φi∆h), where, for simplicity of analysis, we assume
each channel impulse response has the same covariance ∆h scaled by the path
loss φi between the i-th cooperative transmitter and the destination. The overall
channel is thus CN (0,Φh ⊗∆h), where Φh is a T × T diagonal matrix containing
the nodes’ path losses towards the receiver node; (a3) the channel vector has an
ergodic distribution and packets are sufficiently long such that the sample average
performance is close to the corresponding ensemble averages over the possible
channel states. One can consider two cases: 1) the nodes keep the randomization
coefficients fixed over the transmission of the packet (i.e. Pe = Pe(SNR|R) is a
function of a given realization R of R); 2) the nodes change ri at random during
the packet so many times that Pe = E{Pe(SNR|R)}. We study only the first case
and state the results for the second case as it is a direct extension of [82].
4.3.1 Diversity Analysis for Static Randomization
Let Z = RΦ
1/2
h ⊗∆1/2h where the eigenvalue decomposition of ZHZ is WΨWH ,
and Ψ = diag(ψ1, ..., ψd∗(R )) are the ordered nonzero eigenvalues and let η =
rank(Φ
H/2
h R
H
RΦ
1/2
h ) ≤ min(D, T ) and ηL = rank(∆h). Next, we will equiv-
alently consider ‖(RΦ1/2h ⊗ ∆1/2h )h˜‖2, h˜ ∼ CN (0, I) instead of ‖(R ⊗ I)h‖2,
h ∼ CN (0,Φh ⊗ ∆h). The following theorem provides bounds on the average
probability of error for a given realization R:
Theorem 4.3.1. Let d∗(R) = ηηL. For a specific R, if C1) is satisfied then:
O(SNR−d
∗(R)−1)+
SNR−d
∗(R)
GL
≤Pe(SNR|R)
≤ SNR
−d∗(R)
GU
(4.3)
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where
GL =

d∗(R )∏
k=1
ψk

 |M|d∗(R)!
Q(maxij(
√
αi,j1 /2))
GU =

d∗(R )∏
k=1
ψk



min
ij
d∗(R )∏
l=1
αi,jD(L+1)−l+1

 4−d∗(R )
|M| − 1
Proof. See Appendix C.1
The bounds in Theorem 4.3.1 are O(SNR−d
∗(R )) as SNR → ∞, thus the
diversity for a specific realization R is d∗(R). From the upper bound we can infer
the effect of randomization on the coding gain. For comparison we will assume
Φh = I, ∆h = I, in the centralized scheme R = I, and for the randomized scheme
we assume E{‖ri‖2} = D/T for all i. The upper bound shows that the coding gain
for the randomized scheme is the coding gain of the centralized scheme scaled by
a factor (λ1 . . . λη)
(L+1)(α1...α(D−η)(L+1))−1 where η = rank(R
H
R) and λk is the
k-th largest eigenvalue of RHR. Thus the coding gain loses the contribution of
the (D − η)(L+ 1) largest eigenvalues of AHijAij in the randomized scheme. The
lower bound, however, is only scaled by a factor (λ1 . . . λη)
(L+1).
4.3.2 Diversity with Time-Varying Random Coefficients
In the case where the channel and the randomization matrix R change over the
transmission such that the packet experiences multiple realizations, the diversity
can be readily obtained extending the results in [82], which considered Pe(SNR) =
E{Pe(SNR|R)} averaged over all possible outcomes R. The diversity order of the
randomized space-time code is always upper bounded by ηηL where η ≤ min(D, T ).
77
Table 4.1: Diversity order: η = min(T,D).
Distribution of R Condition Diversity Order
Complex Gaussian T = D ηLη − 1
Complex Gaussian T 6= D ηLη
Real Gaussian T = D ηLη − 2
Real Gaussian T = D + 1 or T = D − 1 ηLη − 1
Real Gaussian T = D + 2 or T = D − 2 ηLη − 0.5
Real Gaussian |T −D| > 2 ηLη
Uniform Phase T = D = 2, ηL = 2 2.5
Real Spherical Distribution T = D = 2, ηL = 2 3
Complex Spherical Distribution T = D = 2, ηL = 2 4
The following theorem provides sufficient conditions such that the randomized code
has full diversity.
Theorem 4.3.2. Suppose that {X} satisfies C1), let R be an D × T have p(R)
as its probability density function and Φh be full rank. For D 6= T , full diversity
min(D, T )ηL is achieved if:
C4) Rank criterion for R: The matrix R is full-rank with probability 1.
C5) E{|RHR|−ηLη+ } <∞.
Intuition: If C4) is satisfied, η = min(D, T ). Condition C5) is necessary to
ensure the product of the η largest singular values of R is not too small.
In general any randomization matrix R with independent columns drawn from
a continuum distribution satisfies condition C4). Since condition C5) is rather
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stringent, a sufficient condition identical to that proposed in [82] is:
Theorem 4.3.3. Let R be an D × T complex random matrix and denote p(R)
its probability density function. Assume that the function p(R) is bounded and
tr(RRH) ≤ C with probability 1, where C is some constant2. If |D−T | > ηL and
C1) is satisfied, then E{|RRH|−ηLη+ } <∞. Therefore:
d∗ =


T ηL if T < D − ηL
D ηL if T > D + ηL
(4.4)
Proof. See Appendix C.2.
The respective diversity for some specific (normalized) randomization schemes
are shown in Table 4.1. The distributions are defined as follows: for the com-
plex/real Gaussian distribution, {R}dt iid∼ CN (0, ρ); for the Uniform phase dis-
tribution {R}di = aiejθt[d], θi[d] ∼ U(0, 2pi), while for the real/complex spherical
distribution ri =
√
Dρgi/‖gi‖, gi iid∼ N (0, I) or iid∼ CN (0, I).
We note that if we assume R is fixed over the transmission due to Jensen’s
inequality one can prove that E{d∗(R)} ≥ d∗. Interestingly, for large random
matrices it can be proven that d∗(R)→ E{d∗(R)} → d∗.
4.3.3 Numerical Results
We simulate the average probability of error for the randomized Time-Reversal
Space Time Block Coding (TR-STBC) scheme [59,78] and compare the randomized
2In practice, this must be true as the total relay power available to the network is finite
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Figure 4.1: Average Probability of Error versus SNR (dB) using TR-STBC
scheme where D = 2, T = 2
and centralized schemes for D = 2. In the centralized TR-STBC scheme there are
two nodes acting as the first and second antenna respectively. The entries of R are
drawn from a Uniform distribution on a complex hypersphere (with radius 1/
√
T )
which was observed to perform best among all comparable schemes proposed in
[82]. We assume the channels’ impulse responses towards the destination are i.i.d.
and are due to block fading uncorrelated scattering, i.e. ht ∼ CN (0, 1L+1I), with
ηL = L + 1 where L is the maximum channel memory. We use a block decision
feedback equalizer, known to approach ML performance at high SNR.
In all figures we plot the average probability of bit error with respect to SNR =
Es
No
using 8PSK. In Fig. 4.1 we examine the case of T = 2 nodes for various channel
memories in comparison with the centralized scheme. The transmit power for each
of the T nodes in both the randomized and centralized schemes is normalized such
that E{‖ri‖2} = 1/T . In Fig. 4.2 we compare the centralized scheme to the
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Figure 4.2: Average Probability of Error versus SNR (dB) using TR-STBC
scheme where D = 2, T = 5
case of T = 5 nodes for various L. We see as the number of nodes is increased,
the performance of the distributed schemes approaches the centralized scheme
in both diversity and in coding gain. The theory developed helps describe the
trend towards achieving a centralized type performance without requiring much
overshoot in the number of needed transmitters; however, diversity and coding
gains calculated in theory are nearly impossible to verify at practical ranges of
SNRs.
4.4 Cooperative Communication in OTH-HF Channels
We would like to extend the model introduced in Sec. 4.2 to include doubly-
selective channels. To accommodate these channels, we modify the (K + L) ×K
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channel matrix Hi from the i-th user in (4.1) as:
{Hi}m,k = hi[m,m− k] (4.5)
where hi[m,m − k] is the discrete time time-varying channel impulse response at
time l to an input at time l − k. Substituting this definition in (4.1), the length
K + L× 1 vector of observations:
y =
T∑
i=1
HiG(s)ri +w (4.6)
=
D∑
d=1
(
T∑
i=1
Hiri(d)
)
︸ ︷︷ ︸
H˜d
xd +w
=
D∑
d=1
H˜dxd +w (4.7)
where ri(d) is still the (d, i)-th element of the D × T randomization matrix R.
In the following we provide a brief review of several different transmission/coding
schemes. We analyze two single-carrier schemes, that of Space Time Block Coding
(STBC) and Time-Reversal Space Time Block Coding (TR-STBC) [59], and a
multicarrier transmit diversity scheme known as Space-Frequency OFDM [56].
4.4.1 Space-Time Block Coding (STBC)
The randomized single-carrier modulation scheme for doubly-selective channels can
be easily modeled using (4.6), where the columns of the K ×D code matrix G(s)
can be expressed as:
xd = Ads+Bds
∗ (4.8)
and the matrices Ad and Bd uniquely specify the particular space time code.
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In order to perform linear or decision feedback equalization of a standard space
time code, it is necessary to process several blocks of the received data. If we
consider Nb blocks of data, S = vec(s0, s1, ...., sNb−1), where the channel order L
is such that DL ≤ NbK, and that guard intervals are placed at the edge of each
block, we can express the received signal as:
y =
D∑
d=1
H˜dx˜d + wˆ (4.9)
where the equivalent tall channel NbK + L × NbK matrix H˜d is the same as in
(4.7) and the vector x˜d = (I ⊗Ad)S + (I ⊗ Bd)S∗ is the concatenation of the D
columns of G(sn) for 0 ≤ n < Nb − 1. The Kronecker product is denoted by
⊗. For purely frequency selective channels, the channel matrices H˜d would have
a Toeplitz structure as opposed to the banded structure when the channels are
doubly-selective. To perform linear equalization we introduce the vector y˜
y˜ = vec(y,y∗) =Ms˜ + w˜
M =


∑D
d=1 H˜l(I⊗Al)
∑D
d=1 H˜d(I⊗Bd)∑D
d=1 H˜
∗
d(I⊗B∗d)
∑D
d=1 H˜
∗
d(I⊗A∗d)

 (4.10)
s˜ = vec(S,S∗)
w˜ = vec(wˆ, wˆ∗)
where vec(·) denotes the column vector formed by stacking the columns of (·),
and (·)∗ denotes the complex conjugate. Alternatively we can use the following
mapping
y˜ = vec(<[y],=[y]) =Ms˜+ w˜
s˜ = vec(<[S],=[S))
w˜ = vec(<[wˆ],=[wˆ])
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Using these models, linear and decision feedback equalizers can be designed.
4.4.2 Time-Reversal STBC
For the Time-Reversal STBC, first proposed in [59], the transmitter splits the data
symbols S into two blocks S1 and S2 each of length N = MNb/2 to be transmitted
from two antennas. We can then define the vectors x˜1 and x˜2 in (4.9) as
x˜1 =


S1
p
−S´∗2

 , x˜2 =


S2
p
S´∗1

 (4.11)
where the vector p consists of zero guard intervals or a training sequence in order
to avoid inter-block interference (IBI), and (´·) denotes the time-reversal operation.
At the receiver, the second received block, y´∗2, is time reversed and conjugated,
then combined with the first received block y1:
 y1
y2


︸ ︷︷ ︸
y
=

 H˜1 H˜2
H´∗2 −H´∗1


︸ ︷︷ ︸
H

 S1
S2


︸ ︷︷ ︸
S
+

 w1
w2


︸ ︷︷ ︸
w
(4.12)
After processing the received signal vector y with the spatio-temporal matched
filter HH we have
y˜ = HHy = HHHS+HHw (4.13)
In this case, with frequency-selective channels constant over the two blocks, the
spatio-temporal matched filter perfectly decouples the decoding of the data blocks
S1 and S2. However, in the case of doubly-selective channels, the structure of
the channel matrices is no longer Toeplitz but banded. As shown in [38], the
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performance of the TR-STBC scheme is much worse in the case of doubly-selective
channels and two extensions were proposed for the scheme: 1) shortening the data
block length and 2) extending the matched filtering to the time-varying channel.
4.4.3 Space-Frequency OFDM
In the SF-OFDM scheme the data symbols S are coded into a N × D matrix X˜
according to code matrix G(s):
[
x˜1 x˜2 . . . x˜D
]
︸ ︷︷ ︸
X˜
=


G(s0)
G(s1)
...
G(sQ−1)


(4.14)
Each of the columns of X˜ is then modulated by an N -point inverse discrete
Fourier transform (IDFT) and a cyclic prefix Ncp (L ≤ Ncp ≤ N) is added before
transmitting over a frequency-selective channel of order L. Assuming the channel
impulse responses remain constant over the entire block interval, the received signal
vector y can be expressed as:
y =
D∑
d=1
H˜dF
H x˜d +w (4.15)
where FH denotes the IDFT operation and addition of the Ncp length cyclic pre-
fix. For the frequency selective case, the convolutions are cyclic, therefore at the
receiver, the multi-path corrupted cyclic prefix is removed and receiver computes
the N -point DFT of y. Since the DFT of a cyclic convolution in the time-domain
results in multiplication in the frequency domain, the demodulated signal vector
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Y is given by:
Y =
D∑
d=1
Λdx˜d + w˜ (4.16)
where Λd is a diagonal subcarrier decoupling matrix whose elements are the DFT’s
of the respective frequency-selective channel impulse responses hd. For the case
where the code matrix corresponds to the Alamouti space time code [5], the space-
frequency decoder can construct the decision estimate vector Sˆ as:
Sˆe =
Λ∗1,oYe +Λ2,eY
∗
o
(Λ∗1,oΛ1,e +Λ
∗
2,oΛ2,e)
Sˆo =
−Λ1,eY∗o +Λ∗2,0Ye
(Λ∗1,oΛ1,e +Λ
∗
2,oΛ2,e)
(4.17)
where (·)e and (·)o correspond to the vectors created from the even and odd com-
ponents of (·) respectively. In the case of a matrix, (·)e and (·)o correspond to the
matrices whose diagonal consists of the even and odd elements of the diagonal of
(·).
For the case of doubly-selective channels, the matrices Λd are no longer diagonal
but now have entries on the sub and super diagonals. These banded matrices
introduce ICI, complicating the symbol estimation task.
4.4.4 Modeling the HF Channel
In order to establish long distance communication (over the horizon) we make use
of the HF channel. We model the doubly-selective channel using the Watterson
channel model [97]. The model consists of a tapped-delay line modeling the delays τ
(on the order of milliseconds) of the multi-path time-varying environment. Specifi-
cally, each path is modeled by a time-varying tap-gain function cq(t) characterized
by its doppler spread σ2dq and doppler shift fdq, i.e. h(t, τ) =
∑Q
q=1 cq(t)δ(τ − τq).
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As verified by Watterson, each tap-gain function can be modeled by an indepen-
dent zero-mean complex-Gaussian stationary random process for each of the two
resolvable magnetoionic components, whose power spectral density is the following
Gaussian function:
νq(f) =
Cqa(0)√
2piσ2dqa
exp
[
−(f − fdqa)
2
2σ2dqa
]
+
Cqb(0)√
2piσ2dqb
exp
[
−(f − fdqb)
2
2σ2dqb
]
(4.18)
where the subscripts a and b correspond to the two resolvable magnetoionic com-
ponents and the subscript q corresponds to the path number. In our analysis, we
use only one Gaussian component for cq(t) with negligible doppler shift (fdq = 0)
as recommended in [3]. The ratio of the output power to the input power is then
specified by Cv(0). The ith discrete time channel impulse response is then given
by:
hi[m, k] =
Q∑
q=1
cq,i[m]pq,i[k] (4.19)
where pqi[k] = p(kTs−τqi) is a Nyquist pulse shape with bandwidth B, and cq,i[m] =
cqi(mTs) is the qth discrete-time baseband tap-gain function corresponding to delay
τq,i at time mTs.
4.4.5 Performance Comparison of Coding Schemes
The system parameters are chosen according to current military standards [2].
Specifically, we consider alternating blocks of pilot and data symbols, with a bit-
rate of 4.8 kbits/sec, and uncoded 8PSK symbol transmission. The lengths of the
probe and data blocks are 16 and 32 symbols respectively. In all simulations the
number of virtual antenna D = 2.
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Figure 4.3: Randomized Cooperative Scheme for T cooperating nodes for a
frequency selective channel with order L = 2.
We first consider the randomized cooperative scheme in a purely frequency
selective channel with varying number of cooperative nodes. We observed in sim-
ulation that complex spherical random vectors had the best performance among
the distributions examined for R, hence we let the i-th column of the matrix R be
selected uniformly on the surface of a complex hypersphere of radius ‖ri‖ =
√
2/T .
We compare the obtainable diversity of the randomized cooperative scheme com-
pared to the centralized scheme with two transmit antenna and one receive antenna
for a channel of order L = 2, perfectly estimated at the receiver in Fig. 4.3
In Fig. 4.4 we show the randomized cooperative scheme for T nodes in the
’poor’ channel model as defined in [1], equivalent to ’moderate’ conditions in low-
latitudes in [3]. The differential time delay τ = 2 ms and doppler spread σ2d = 1.5
Hz for a two component multi-path fading environment with equal mean attenua-
tion. We assume the channels seen by each antenna are independent with equiva-
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Figure 4.4: Randomized Cooperative Scheme for T cooperating nodes for the
’poor’ channel model.
lent parameters. At the receiver, we assume the channel is constant over the block
and a perfect channel estimate has been obtained at the beginning of each block.
We also show the single antenna scheme for comparison.
In Fig. 4.5 we examine the BER of the randomized cooperative scheme again
with T nodes and a fixed SNR = Eb/No = 15 dB, differential time delay τ = 0.5
ms for varying doppler spreads and equal mean attenuation of a two component
multi-path channel. Fig. 4.6 shows the same setup but for differential time delay
τ = 2ms.
As can be seen in Fig. 4.3, as the number of cooperating nodes T increases,
the diversity approaches the diversity of the centralized scheme with L = 2. The
TR-STBC and space-time coded schemes with an MMSE equalizer (STC-MMSE)
obtain diversity through both space and time with uncoded transmission. As SNR
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Figure 4.5: Randomized Cooperative Scheme for T cooperating nodes for
varying doppler spread and differential time delay τ = 0.5 ms.
becomes large enough, both schemes will outperform the SF-OFDM scheme which
obtains only spatial diversity.
In Fig. 4.4, we see that the introduction of the HF channel decreases the
performance of the schemes, and the BER starts to exhibit an error floor at higher
SNR. The TR-STBC scheme significantly outperforms the other schemes for the
’poor’ HF channel model. At a bit error rate (BER) of 10−3 the TR-STBC scheme
provides about 5 dB of gain over the STC-MMSE scheme. By implementing the
extensions proposed in [38], the gain could be further increased.
The schemes all deteriorate rapidly as the doppler spread increases, as shown
in Fig. 4.5. Again the TR-STBC scheme has the best performance among the
schemes for smaller values of doppler spread. In Fig. 4.6, it is shown that the
TR-STBC and STC-MMSE schemes have increased BER for larger values of delay
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Figure 4.6: Randomized Cooperative Scheme for T cooperating nodes for
varying doppler spread and differential time delay τ = 2 ms.
spread, while the performance of the SF-OFDM scheme is inversely related to the
delay spread, as mentioned previously.
The potential power gain from multiple cooperative nodes is omitted from these
curves, though this is an obvious benefit of this architecture. Each additional node
can potentially produce additional power gains assuming the path attenuations
are of the same order. However, a shadowing model for the large scale fading
information is not available in a form that can be easily simulated.
4.5 Summary
In this chapter we analyzed the diversity obtainable for the randomized cooperative
communication scheme proposed in [82] for frequency-selective channels. It was
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shown that this scheme can reap diversity not only from the coding scheme used but
also through the frequency-selectivity of the channel. Through simulation it was
observed that as the number of cooperating radios is increased, even moderately,
the performance of the distributed cooperative communication scheme approaches
that of the centralized scheme, both in diversity and coding gain.
The application of this cooperative communication scheme to HF channels was
then discussed, and through simulation we compared the performance of several
different randomized coding schemes in the presence of an HF channel, assuming
that the radios clocks were synchronized so that no carrier offsets were present in
the system. It was observed that the TR-STBC had the best performance among
the coding schemes examined.
We conclude that effects of dispersion in time do not appear to be problematic
as long as the channel can be reliably estimated. In practice, the effects of Doppler
spreading and shifting reduce the effectiveness of code designs that are aimed only
at block-fading channels. In the next chapter we will utilize the ideas introduced in
Chapter’s 2 and 3 to address the channel estimation problem and study numerically
the system performance when the CSI is estimated using these techniques.
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CHAPTER 5
SPARSE CHANNEL ESTIMATION FOR ASYNCHRONOUS
COOPERATIVE COMMUNICATION IN OTH-HF CHANNELS
5.1 Motivation
In the preceding chapter, we made the assumption that the time-variations in
the cooperative channel were due to the physical propagation environment. We
simulated the performance of this scheme using the Watterson model [97] for HF
channels, but neglected the affects of the carrier offsets resulting from the asyn-
chrony among the nodes. The ’virtual’ time-varying channel impulse response
corresponding to the d-th column of the code was assumed to be:
h˜d(t, τ) =
T∑
i=1
ri(d)
Q∑
q=1
cq,i(t)δ(τ − τq,i)
where ri(d) was the randomization coefficient weighting the d-th column of the
code for the i-th cooperative radio, cq,i(t) was the time-varying tap-gain function
corresponding to the q-th propagation path of the i-th user, defined using the
Watterson model, and τq,i its delay. However, assuming non-negligible carrier
offset ξi between the i-th node and the receiver, the channel now is now modeled
as:
h˜d(t, τ) =
T∑
i=1
ri(d)e
j2piξit
Q∑
q=1
cq,i(t)δ(τ − τq,i)
The addition of these carrier offsets complicates the estimation of the discrete-
time baseband equivalent channel impulse response. We note that the time-
variations on each of the D ’virtual’ channels are caused by the carrier offsets,
which are common to all the virtual channels, as well as the time-variations result-
ing from the Watterson channel. Due to the presence of multiple carrier offsets,
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the independent time-varying tap-gain functions, and the presence of a cooper-
ative channel, common carrier/phase tracking methods such as the phase-locked
loop and Costas loop are unable to track and compensate for these offsets. These
offsets must then be accounted for in the channel estimation stage of the receiver.
In this chapter we apply the methods discussed in Chapters 2 and 3 to these
doubly-selective cooperative channels.
5.2 Randomized Cooperative Communication in the Pres-
ence of Carrier Offests
For the moment, let us assume that the Doppler spreading due to the ionospheric
propagation is negligible in comparison with the carrier offsets introduced due
to asynchrony. Denoting si(t) =
∑D
d=1
∑K−1
k=0 xd[k]ri(d)p(t − kTs) as the signal
transmitted from the i-th cooperative radio, the observations:
y(mTs) =
T∑
i=1
∑
q
si(mTs − τq,i)ej2piξimTscq,i (5.1)
Different from the MISO system considered in Sec. 2.2, we make no assumption
about the cooperative radios forming a uniform linear array, and further, do not
assume the set of propagation delays between each cooperative radio and the re-
ceiver. Note also that the time-variations in this model are due to carrier offsets,
and thus vary only between cooperative radios, not between the Q propagations
paths between each cooperative radio and the receiver.
After expanding the term si(mTs−τq,i) we have the following equivalent model:
y(mTs) =
D∑
d=1
K−1∑
k=0
h˜d[m,m− k]xd[k] + w[k] (5.2)
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where the d-th virtual channel:
h˜d[m,m− k] =
T∑
i=1
ej2piξimTsri(d)
∑
q
p((m− k)Ts − τq,i)cq,i
=
V=TQ∑
v=1
ej2piξvmTsp((m− k)Ts − τv)av,d (5.3)
where each pair (ξv, τv) corresponds to a pair (ξi, τq,i) and the likewise the coefficient
av,d corresponds to some cq,iri(d).
Similar to the vector channel model in (4.2), assuming the channel has finite
length L:
y =
D∑
d=1
X dhd +w =
[
X 1 . . . XD
]


h1
...
hD

+w
= Xh+w (5.4)
where X and h are defined similarly to (3.3). Using Prop. 2.2.1, and assuming
the same channel basis G for each of the channels h1, ...,hD:
y =
[
X 1 . . . XD
]
(ID ⊗G)


α1
...
αD

+w (5.5)
In Sec.’s 2.4.1 and 3.5 we provided a SI input for the SISO doubly-selective channel
that consisted of a linear chirp, modified it using the metric of localized coherence,
and approximated this design with a linear modulated signal in Sec. 3.5. One
possible way to use this design for the current model (5.5), is to split the training
such that any one time, only one of the virtual channels contains training, while
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the others are silent:
y =


X 1G 0 . . . 0
0 X 2G
. . .
...
...
. . .
. . .
...
0 . . .
. . . XDG




α1
α2
...
αD


+w (5.6)
Then, assuming the training corresponding to each of the X d was sufficiently in-
formative, the set of training inputs over the entire cooperative system would be
sufficiently informative. However, assuming the amount of resources devoted to
training was limited, this is not the best training design for this cooperative system.
As will be demonstrated via localized coherence and verified via simulation, trans-
mitting training concurrently on each of the virtual channels results in both better
channel MSE performance, as well as overall bit-error rate performance. This will
be demonstrated using the TR-STBC scheme discussed in Sec. 4.4.2 with D = 2
virtual channels, where on one channel we use the down-up chirp training design
on one channel, and an up-down chirp on the other channel.
5.3 Improving Channel Estimation Performance
We assume that each packet transmitted in our cooperative schemes contains sev-
eral blocks, each block corresponding to a training sub-block followed by a data
sub-block. We initially assumed that the time-variations on each of the channels
was a function solely of the carrier-offset, and not on the propagation environment.
When including the Watterson HF channel in the model, we may assume that the
Doppler spread is negligible in comparison to the carrier offsets. We note that
for sufficiently small block sizes, we may assume that the coefficients α change
slowly over the transmission of several blocks. Further the model (5.3) can poten-
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Figure 5.1: Example channel support structure for cooperative channel.
tially capture the contribution from the Doppler spreading of the HF propagation
environment.
It is easy to demonstrate that for appropriately designed training signals, the
localized coherence is decreased when increasing the number of observations, due
to the potential reduction in the inter-column correlation between columns of XG.
Taking advantage of the packet structure of our system, when estimating the chan-
nel, we can combine the training observations over several blocks, decreasing cor-
relation between columns of the resulting sensing matrix. However, including too
many blocks in the estimation of the channel can cause a decrease in performance
as a result of the time=variations in the coefficients α due to the Doppler spread-
ing.
Estimation of the channel can further be improved by noting that the support
of each of the vectors α1, ...,αD is the same. This is due to the fact that each
of the virtual channels is a random linear combination of the T channels between
the cooperative nodes and the receiver. In (5.3), we observe that each each av,d
corresponds to a particular pair of parameters (ξv, τv), and under the assumptions
of Prop. 2.2.1, each α1, ..,αD will have the same support as demonstrated in Fig.
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5.1. To capitalize on this structure, when searching for a sparse solution, we can
constrain the set of solutions to only those such that α1, ...,αD have the same
support. This is easily implemented using as a starting point, the OMP [69] or
MP algorithm’s [64]. In these algorithm, at each iteration, the component of the
sensing matrix most correlated with the residual signal is selected, building a rep-
resentation dictionary for the observations y. Modifying this algorithm, so that at
each iteration we select one component from each matrix X dG, while constrain-
ing the index of this component to be the same in each matrix. The component
selected in each basis is chosen as the one maximizing maxi
∑D
d=1 |(X dG)Hi r(n)|
where r(n) is the residual signal at the n-th iteration of the algorithm and (X dG)i
is the i-th column of the sensing matrix corresponding to the d-th virtual chan-
nel. A similar method known as Multivariate Matching Pursuit (MMP) algorithm
was described in [31] [42]. However, in MMP multiple we have available a mix-
ture of multiple observation vectors, each corresponding to a single signal with the
same support over a single dictionary. Different from MMP, though we observe a
mixture of multiple signals, each corresponding to a virtual channel, each of our
signals has a different dictionary (corresponding to X dG), but is assumed to have
the same support over each of these dictionaries. As will be shown in the following
numerical results section, when constraining the support in this manner, a slight
improvement can be obtained in the channel estimation performance.
5.4 Numerical Results
In the following, we will use the orthogonal matching pursuit algorithm (OMP)
described in [69], as well as the modified OMP algorithm described above, con-
straining the estimate of the support to be the same over each X dG, which we
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Figure 5.2: Channel MSE versus SNR (dB) for Asynchronous Cooperative
HF Channel with T = 3 users and D = 2 virtual channels.
refer to as the Support Constrained OMP algorithm (SCOMP).
In all simulations, we implement the randomized cooperative communication
scheme using TR-STBC as described in Sec. 4.4.2 with D = 2 virtual antennas.
The system parameters are chosen according to current military standards [2].
Specifically, we consider alternating blocks of pilot and data symbols, with a signal
bandwidth of 2.4 kHz, and using uncoded QPSK symbol transmission. The pilot
and data blocks are each 37 symbols long, unless otherwise specifed. Each column
of the randomization matrix R is selected uniformly on the surface of a complex
hypersphere of radius ‖ri‖ =
√
1/(DT ), such that the average received power is
unity regardless of the size of the code D or number of cooperative radios T .
In the simulations, the channel between each cooperative radio and the receiver
is generated using the ’poor’ channel as defined in [1], or equivalently the ’moderate’
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Figure 5.3: Channel MSE versus SNR (dB) for Asynchronous Cooperative
HF Channel with T = 3 users and D = 2 virtual channels, using
SCOMP.
channel in low-latitudes as specified in [3]. The differential time delay on each of
these channels (due to the propagation environment as well as possible asynchrony
among the cooperative radios) is generated uniformly at random τq,i ∈ (0, 2) ms
and the doppler spread σ2d = 2 Hz for a two component HF multi-path fading
environment with equal mean attenuation is generated according to the Watterson
HF model [97]. Additionally, due to the assumption of asynchrony among nodes,
we add a uniformly distributed carrier offset ξi ∈ (−ξmax/2, ξmax/2) the channel
between each cooperative radio and the receiver.
In Fig.’s 5.2, 5.3 we plot the simulated MSE of the channel estimate for T = 3
cooperative radios using both OMP and SCOMP for various training designs and
include their localized coherence values ψ, while in Fig. 5.4 we plot the simulated
MSE of the predicted channel estimate over the subsequent data block. All MSE’s
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Figure 5.4: Predicted channel MSE versus SNR (dB) for Asynchronous Co-
operative HF Channel with T = 3 users and D = 2 virtual
channels, using SCOMP.
are normalized by the number of equivalent taps in the channel L, the number of
observations of the channel K, and the number of virtual channels D. The training
sequences are each Nt = 30 symbols long.
The first several training designs are based on a linearly modulated ver-
sion of the down-up chirp described in Sec. 3.5. In the first design, on the
first virtual channel we transmit an up-down chirp where the training symbols
x1[n] = e
j2piβn2/Nt for n = 0, ..., 14 and e−j2piβn
2/Nt for n = 15, ..., 29, while the sec-
ond virtual channel transmits x2[n] = x
∗
1[n] corresponding to a down-up chirp. The
chirp rate is set as β = 2(1− ξmax) and we denote this design as Chirp UD in the
figures. The second design, denoted as CHIRP UD Split, separates the training
on each virtual channel in time, as in (5.6), where on the first virtual channel we
again transmit a up-down chirp, however only 15 symbols long, in the first 15 sym-
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bols, followed by zeros, while on the second channel the first 15 symbols are zero,
while the remaining 15 symbols correspond to a down-up chirp. The third design,
denoted as Linear Chirp simply transmits a linear chirp with increasing frequency
on the first virtual channel x1[n] = e
jpiβn2/Nt , while simultaneously transmitting a
linear chirp with decreasing frequency on the second virtual channel x2[n] = x
∗
1[n].
The final two training designs are based on binary sequences. The first design,
called PRBS− Split, transmits a length 15 pseudo-random binary sequence on
virtual channel one, while simultaneously transmitting zeros on the second virtual
channel. In the second half of the training block, the second virtual channel now
transmits the pseudo-random binary sequence, while no training is present on the
first virtual channel. The final training design, denoted as Hadamard, transmits
on each virtual channel two different length 32 Hadamard sequences, shortened to
a length of 30 symbols, on each of the virtual antenna.
We observe that as predicted by the localized coherence, the designs that sepa-
rate the training on the virtual channels in time, as in (5.6), do not perform as well
as the training designs that simultaneously transmit training on both virtual chan-
nels. Further, the training design that transmits an up-down chirp on one channel,
while simultaneously transmitting a down-up chirp on the other virtual channel
outperforms the design that simply transmits an up-chirp on the first virtual chan-
nel and a down-chirp on the second virtual channel. Further, a slight improvement
in the estimation performance is gained when using the SCOMP algorithm instead
of the OMP algorithm to estimate the channels.
In order to improve the estimation performance, the estimate of the predicted
channel is obtained using the the observations from the training blocks on either
side of a particular data block. Once an estimate of α is obtained, we predict the
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Figure 5.5: Predicted channel MSE versus SNR (dB) for Asynchronous Co-
operative HF Channel with T = 3 users and D = 2 virtual
channels, using SCOMP and multiple training blocks.
channel using the model (5.3) over the samples K corresponding to the data. In
Fig. 5.5, we plot the predicted channel MSE when using two training blocks, the
ones immediately preceding and succeeding the current data block. As expected,
increasing the number of observations for the training sequence results in a de-
crease of the localized coherence. The Chirp UD, Linear Chirp, and Hadamard
designs are the same as above, however for the Chirp UD and Linear Chirp de-
signs, we compare the case of repeating the training in each training block (de-
noted as Chirp UD Rep. and Linear Chirp Rep.) and flipping the training on
the virtual channels in each alternating block (denotes as Chirp UD Rev. and
Linear Chirp Rev.). For the Hadamard design, we choose two different Hadamard
sequences in each successive training block, again shortening the sequences to 30
symbols. We observe, as expected, that increasing the number of observations
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Figure 5.6: Average Probability of Error versus SNR (dB) using TR-STBC
T = 3 users and D = 2 virtual channels. Assumes asynchronous
cooperative HF Channel with maximum carrier offset ξmax = 10
Hz.
used for estimating the channel results in better localized coherence, as well as es-
timation performance. Further, it appears that the Chirp UD design offers slightly
improved performance compared to the Linear Chirp, while the design based on
Hadamard sequences is less desirable in terms of estimation performance, as pre-
dicted by the localized coherence. The alternating of the training sequences in
successive training blocks does not appear offer any improvement in the channel
estimation performance for these designs.
In Fig.’s 5.6, 5.7, 5.8 we simulate the bit error rate (BER) performance of the
cooperative system described above for ξmax = 10, 20, 30 respectively. Based on the
simulated predicted channel estimation MSE, we use the Chirp UD training design
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for each of these simulations repeating the training in each successive training
block. A block decision feedback equalizer is then used on these observations. For
the cooperative system, we also include the BER performance assuming perfect
channel state information (CSI), as well as the BER performance when using least
squares channel estimation, as well as a channel prediction method that linear
interpolates the channel estimates obtained via least squares on the two training
blocks surrounding a data block. As a comparison, we include a SISO link (denoted
as non-cooperative in the simulations) using both perfect CSI and a least squares
channel estimate, assuming the carrier offset has been accounted for in the front-
end of the receiver using a PLL.
We observe that the SCOMP channel estimation method outperforms the least
squares channel estimation methods in the cooperative channel. As the carrier
offset ξmax is increased, the least-squares channel estimation methods are not able
to cope with the increased time-variations in the cooperative channel. For smaller
values of carrier offset (ξmax = 10, 20 Hz), the cooperative transmission scheme
using the SCOMP channel estimator is able to harvest some diversity out of the
system. In fact, for the case of ξmax = 10 Hz, the system achieves the same diversity
as the perfect CSI case, as demonstrated in Fig. 5.6. As the carrier offsets increase,
the diversity gain starts to diminish, and in the case of ξmax = 30Hz in Fig. 5.8
we no longer have a diversity gain.
In comparison with the non-cooperative SISO system, which assumes the carrier
offsets has already been compensated for, the cooperative scheme outperforms the
non-cooperative SISO system at moderate values of SNR as demonstrated in Fig.’s
5.6 and 5.7. However, when the carrier offsets become too large, the SISO non-
cooperative system has better BER performance, as observed in Fig. 5.8.
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Figure 5.7: Average Probability of Error versus SNR (dB) using TR-STBC
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5.5 Summary
In this chapter, we introduced the effects of asynchrony into the cooperative sys-
tem, where each cooperative radio had a carrier offset relative to the receiver,
greatly increasing the time-variations in the equivalent channel observed at the
receiver. In order to estimate this doubly-selective channel, we used sparse chan-
nel estimation methods, and applied the techniques discussed in Chapters 2 and
3 to design training sequences for these systems. We further exploited some of
the structure of this cooperative system, leading to the Support Constrained OMP
algorithm to improve the channel estimation and BER performance. Applying the
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results of Chapters 2 and 3, as well as performing numerical tests, we developed a
training design for this cooperative system based on the up-down chirp introduced
in Chapter 3. This design offered the best channel estimation performance among
the several designs tested.
Through simulation, we demonstrated that the proposed training design, in
combination with sparse channel estimation methods, was able to harvest diver-
sity even in the presence of moderate carrier offsets. However as the carrier offsets
were increased, the performance gains decreased, and eventually the performance
of the scheme was worse than that of the SISO non-cooperative system. As the
SISO non-cooperative system had only a single carrier offset between the trans-
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mitter and receiver, it was assumed that this offset was correctly compensated for
by Carrier tracking methods in the receiver front-end. As such, the only time-
variations present in this channel were due to the HF propagation environment,
while the channel in the cooperative system consisted of both the HF propagation
environment as well as the multiple independent carrier offsets.
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CHAPTER 6
CONCLUSIONS
In this thesis we studied the design of training signals for channel estimation in
systems that can be modeled as sparse. These designs included the case of asyn-
chronous cooperative communication schemes in OTH-HF propagation environ-
ments.
In Chapter 2 based on the conditions for sufficiently informative inputs, we
derived training designs for MIMO systems that can be appropriately modeled
as sparse. These designs and conditions allowed for improved channel estimation
performance in comparison with competing channel estimation schemes that rely
on the more restrictive conditions derived from the restricted isometry property
and mutual coherence.
In Chapter 3, we further improved upon these training signal designs. This was
accomplished by analyzing the performance of an ideal sparse estimation algorithm
which led to the introduction of a metric called localized coherence. This metric
allowed the comparison of training designs in terms of their channel estimation
performance.
In Chapter 4, we considered the asynchronous distributed cooperative com-
munication scheme, first deriving the obtainable diversity and coding gain in
frequency-selective channels. This was followed by a comparison of several coding
schemes, as well as the effects of the OTH-HF propagation environment. Finally,
in Chapter 5 we introduced multiple carrier offsets in the equivalent channel re-
sponse at the receiver, and proposed a training design for the estimation of these
channels. Further exploitation of the structure of the cooperative communication
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system led to a modified algorithm for channel estimation. The system was then
simulated and it was demonstrated that diversity gains were still achievable for
moderate values of carrier offset.
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APPENDIX A
APPENDIX: CHAPTER 2
A.1 Proof of Lemma 2.3.1
Assume there are two solutions α? and θ such that ‖α?‖0 = Q and ‖θ‖0 ≤ Q. Due
to the constraint in (2.13), Υ(α? − θ) = 0. To prove the lemma, one must show
that (α?−θ) where ‖α?−θ‖0 ≤ 2S is not in the null-space of Υ. Since this must
hold for all possible ‖α? − θ‖ ≤ 2S, we require that every subset of 2S columns
of Υ is linearly independent, such that the that any vector in the null-space has
support greater than 2S. Note that if the system is not sparse (i.e. 2S ≥ R) we
require the matrix Υ to be full column rank.
A.2 Proof of Theorem 2.4.3
Let D be a M × K selection matrix, selecting only those samples of y(cmTs)
corresponding to pilot symbols, s˜ the vector of these M known pilot symbols,
and ∆s˜ be the diagonal matrix constructed from s˜. Defining the diagonal matrix
{Ω˜rf}m,m = ej2picmfrf :
y˜ =∆−1s˜ Dy =
∑Rf−1
rf=0
Ω˜rf∆
−1
s˜ s˜αrf = Υα (A.1)
where the projection matrix P =∆−1s˜ D and the M ×R matrix Υm,rf = ej2picmfrf
has the form of (2.15). For symbols that are not uniformly spaced, we apply Lemma
2.4.2 using a uniform grid frf = rf f − df and require fRf ≤ 1 and 1/f prime.
The shift df is the same for all columns of Υ and will not affect identifiability. For
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uniformly spaced symbols, cm = mNs, we use Lemma 2.4.1 and no longer require
these restrictions, only that ej2piNsfrf Ts unique for all rf and M ≥ 2S.
A.3 Proof of Theorem 2.4.4
The sampled signal s(kTs) = {F˜s˜}k where {F˜}k,m = 1√K e−j2pi
cmk
K . A delay in
the signal s(kTs − τrτ ) = {F˜∆s˜erτ}k where {erτ}m = ej2pi
cmτrτ
KTs , and the diagonal
matrix {∆s˜}m,m = s˜m. Taking K observations after removing the cyclic prefix:
y =
∑Rτ−1
rτ=0
srταrτ = F˜∆s˜
∑Rτ−1
rτ=0
erταrτ = F˜∆s˜Υα (A.2)
where {Υ}m,rτ = ej2pi
cmτrτ
KTs . Defining P = ∆−1s˜ F˜
H , y˜ = Py = Υα. The matrix Υ
is similar to (2.15) and thus we require that the elements ej2piτrτ /(KTs) are distinct.
If the M pilots are not uniformly spaced we use Lemma 2.4.2, and assume τrτ =
rττ−dτ , with τRτ ≤ KTs andKTs/τ prime. If theM pilots are uniformly spaced
(cm = mNs), we use Lemma 2.4.1 and require only the elements e
j2piNsτrτ /(KTs) to
be distinct and M ≥ 2S.
A.4 Proof of Theorem 2.4.5
The delayed chirp signal s(kTs−τrτ ) = e−jpi
β
KT2s
(kTs−τrτ )2 = {Derτ{∆τ}rτ ,rτ}k. The
diagonal matrices {D}k,k = e−jpi
β
KT2s
(kTs)2
and {∆τ}rτ ,rτ = e−jpi
β
KT2s
(τrτ )
2
, while the
vector {erτ}k = ej2pi
β
KTs
kτrτ . Taking K samples after removing the prefix:
y =
∑
r=(rf ,rτ )
Ωrf srτ{α}i(r) = D
∑
r
Ωrferτ{∆τ}rτ ,rτ{α}i(r)
= D
∑
r e(frf +
β
KTs
τrτ ){∆τ}rτ ,rτ{α}i(r) = DΥ(∆τ ⊗ I)α (A.3)
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where {Υ}k,rτ+Rτ rf = ej2pik(frf+
β
KTs
τrτ ). Note (I ⊗∆τ )α has the same sparsity as
α since (I⊗∆τ ) is a full-rank diagonal matrix. Defining the matrix P = DH , the
proof follows using Lemma 2.4.1.
A.5 Proof of Theorem 2.4.6
By design, the samples of the vth transmit waveform sv(kTs) = δ[v−k]s˜v, implying
S =∆s˜.
y =
∑
r=(rµ,rf )
Ωrf∆s˜erµ{α}i(r) =∆s˜Υα (A.4)
where {Υ}k,rf+rµRf = ej2pik(frf+µrµ ). Supposing the elements ej2pi(frf+µrµ ) are
unique, and defining the projection matrix P =∆−1s˜ , the proof follows via Lemma
2.4.1 with the condition Ntx = K ≥ 2S.
A.6 Proof of Theorem 2.4.7
By the design of sv(t) the K ×Ntx matrix Srτ = FΩrτ where the K ×Ntx matrix
{F}k,v = e−j2pi kvK and the Ntx ×Ntx diagonal matrix {Ωrτ}v,v = ej2pi
vτrτ
KTs .
y =
∑
r=(rµ,rτ )
Srτerµ{α}i(r) = F
∑
r
Ωrτerµ{α}i(r) = FΥα (A.5)
Defining the projection matrix P = K−1FH , Py = Υα with {Υ}v,rτ+rµRτ =
ej2piv(µrµ+
τrτ
KTs
). Supposing the elements ej2pi(µrµ+
τrτ
KTs
) are unique, the proof follows
via Lemma 2.4.1 with the condition Ntx ≥ 2S.
113
A.7 Proof of Theorem 2.4.8
The Nrx × Rν matrix {Mout}u,rν = ej2piuνrν has the structure in (2.15). As we
assume a uniform linear array, we make use of Lemma 2.4.1 and require that all
the elements ej2piνrν are unique and Nrx ≥ 2S. Note that if the array elements are
not uniformly spaced, assuming a uniform quantization νrν = rνν − dν one can
use Lemma 2.4.2, requiring a prime 1/ν .
A.8 Proof of Theorem 2.4.9
Assuming S arrival angles, the observations YT = Mout(S)A?SMTin where A?S
consists of the subset of rows from A? with nonzero elements andMout(S) are the
columns of Mout corresponding to the support S previously found using (2.23).
Define Y˜ = P˜(M†out(S)YT )T = P˜Min(A?S)T . Since by assumption each angle
of arrival corresponds to a particular propagation path, each of the columns of
(A?S)
T contains only one nonzero element corresponding to the particular angle of
departure, doppler and delay of this path (µ, f, τ). Thus the s-th column [Y˜]s =
P˜Minα
?
s whereα
?
s is the s-th column of (A
?
S)
T which has only one non-zero element
and via Lemma 2.3.1 (replacing Υ with P˜Min and α
? with α?s) the solution is
unique if every pair of columns of P˜Min is linearly independent.
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APPENDIX B
APPENDIX: CHAPTER 4
B.1 Derivation of CRLB
We begin with the derivation of the CRLB for a generic system model consisting
of the superposition of a fixed number of signals, followed by the application to
the specific signal model of interest.
B.1.1 CRLB for Superposition of Signals
The system model consists of a finite known number Q of superimposed signals,
each a function of a set of parameters κq:
y =
Q−1∑
q=0
(κq)aq +w =M(κ)a (B.1)
where w ∼ CN (0, Iσ2w), y = [y[0], ..., y[K−1]]T ,M(κ) ∈ CK×Q, and a ∈ CQ where
in general κq = (κ1,q, ..., κN,q)
T . Further, we define the vector ηn = (κn,1, ..., κn,Q)
T .
We are interested in computing the CRLB with respect to the parameters ξ =
{a, a∗,η1, ...,ηN}, where we assume the parameters κ (and thus β) are real pa-
rameters. The Fisher Information matrix I(κ) is given by:
I(ξ) = E
{
∂
∂ξ∗
ln p(y|ξ)
(
∂
∂ξ∗
ln p(y|ξ)
)H}
(B.2)
and for any unbiased estimate of the parameters ξ, Cov(ξ) ≥ I−1(ξ). Note that
the observations have a complex Gaussian PDF or:
p(y|ξ) = 1
piK(σ2w)
K
exp
(
−‖y −M(κ)a‖
2
σ2w
)
(B.3)
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In the following, to simplify notation we denoteM ,M(κ). Under these assump-
tions, the gradients:
∂
∂a∗
‖y −Ma‖2 = −MH(y −Ma) (B.4)
∂
∂a
‖y −Ma‖2 = −MT (y −Ma)∗ (B.5)
∂
∂ηn
‖y −Ma‖2 = −2<{A˜HDHη
n
(y −Ma)} (B.6)
where A˜ = diag(a) and {Dη
n
}k,q = ∂{(κq)}k∂κn,q , where (κq) corresponds to the q-th
column of M. Stacking the partial derivatives w.r.t. κ = (ηT1 , ...,η
T
N)
T :
∂
∂κ
‖y−Ma‖2 =


∂
∂η1
‖y−Ma‖2
...
∂
∂η
N
‖y −Ma‖2


=


−2<
(
A˜
H
DHη1(y −Ma)
)
...
−2<
(
A˜
H
DHη
N
(y −Ma)
)

 (B.7)
= −2<{AHDH(y −MA)} (B.8)
where D , [Dη1 , ...,DηN ] and A , IN⊗A˜. With a simple calculation, the Fisher
information matrix can be expressed as:
I(κ) =
1
σ2w


MHM 0 MHDA
0 MTM∗ MTD∗A∗
A
HDHM ATDTM∗ 2<{AHDHDA}

 (B.9)
To compute the inverse of I(κ), recall the inverse of a partitioned Hermitian
matrix:
 A B
BH C


−1
=

 (A−BC−1BH)−1 A−1B(BHA−1B−C)−1
(BHA−1B−C)−1BHA−1 (C−BHA−1B)−1


(B.10)
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where we assume the appropriate matrices are nonsingular. In the following, we
map the portions of I(κ) to to a block diagonal Hermitian matrix as follows:
A =

 MHM 0
0 MTM∗


B =

 MHDA
MTD∗A∗


C = 2<{AHDHDA} (B.11)
In the following we will analyze the individual blocks constituting the inverse of
the Fisher information matrix and corresponding to the appropriate components
of the CRB
CRLB for κ
We will use the notation CRB(κ) to denote the corresponding block of the inverse of
the Fisher information matrix, Cov(κ) ≥ CRB(κ). We are interested in the bottom
right hand corner of the inverse of I(κ), and using the inverse of a block Hermitian
defined above CRB(κ) = (C − BHA−1B)−1. Substitution of the appropriate
matrices gives:
CRB(κ) = σ2w
(
2<{AHDHDA} −
[
A
HDHM ATDTM∗
]
×

 (MHM)−1 0
0 (MTM∗)−1



 MHDA
MTD∗A∗


)−1
(B.12)
= σ2w
(
2<{AHDHDA}−2<{AHDHM(MHM)−1MHDA})−1(B.13)
= σ2w
(
2<{AHDH(I−M(MHM)−1MH)DA})−1 (B.14)
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CRLB for a
To compute CRB(a) we first take the top left hand portion of I−1(κ) such that
CRB(a, a∗) = (A−BC−1BH)−1. After the appropriate substitution:
CRB(a, a∗) = σ2w
( MHM 0
0 MTM∗

−

 MHDA
MTD∗A∗


×(2<{AHDHDA})−1
[
A
HDHM ATDTM∗
])−1
(B.15)
We now make use of the Woodbury matrix identity:
(W +VUZ)−1 = W−1 −W−1V(U−1 + ZW−1V)−1ZW−1 (B.16)
= W−1(I−V(U−1 + ZW−1V)−1ZW−1) (B.17)
where with respect to our system the matrices are defined as follows:
W =

 MHM 0
0 MTM∗


V = −

 MHDA
MTD∗A∗


U = (2<{AHDHDA})−1
Z =
[
A
HDHM ATDTM∗
]
(B.18)
We can now express CRB(a, a∗) as:
CRB(a, a∗) = σ2w



 (MHM)−1 0
0 (MTM∗)−1

+

 (MHM)−1MHDA
(MTM∗)−1MTD∗A∗


× CRB(κ)
σ2w
[
A
HDHM(MHM)−1 ATDTM∗(MTM∗)−1
])−1
(B.19)
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As we are only interested in the top left hand corner of the matrix CRB(a, a∗), we
have:
Cov(a) ≥ CRB(a) = σ2w(MHM)−1+(MHM)−1MHDACRB(κ)AHDHM(MHM)−1
(B.20)
B.1.2 CRLB for Transformations of Parameters
Suppose that we could decompose the matrixM(κ) = XG(κ) where X is a known
matrix, and we are interested in estimating h = G(κ)a. We can obtain the CRB
for the parameter h as:
Cov(hˆ) ≥ JI−1(ξ)J (B.21)
where {J}m,n = ∂{G(κ)a}m∂ξn is the Jacobian of the transformation G(κ)a with re-
spect to the parameters ξ = (a, a∗,κ).
Proof. Similar to the proof of the CRLB, define the transformation of the param-
eters g(ξ) and its estimate as gˆ(ξ), define s(y; ξ) = 5ξ∗ ln p(y; ξ) as the scoring
function and z = [s(y; ξ)T , (gˆ(ξ)− g(ξ))T ]T . Then:
E{zzH} =

 I(ξ) E(s(y; ξ)(gˆ(ξ)− g(ξ))H)
E((gˆ(ξ)− g(ξ))sH(y; ξ)) Cov(gˆ(ξ))

 (B.22)
Note that due to the regularity conditions:
E{s(y; ξ)(gˆ(ξ)− g(ξ))H}i,j =
∫
(gˆ∗j (ξ)− g∗j (ξ))p(y; ξ)
∂
∂ξ∗i
p(y; ξ)dy
=
∫
gˆ∗j (ξ)
∂
∂ξ∗i
p(y; ξ)dy
=
∂g∗j (ξ)
∂ξ∗i
(B.23)
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Likewise, it can be shown E{(gˆ(ξ) − g(ξ))sH(y; ξ)}i,j = ∂gi(ξ)∂ξj = {J}i,j, and we
define the Jacobian J as:
J =


∂
∂ξ1
g1(ξ) · · · ∂∂ξN g1(ξ)
... · · · ...
∂
∂ξ1
gM(ξ) · · · ∂∂ξN gM(ξ)

 (B.24)
Making use of the block diagonalization of a matrix and the Decorrelation property,
one can show:
Cov(gˆ(ξ))− JI−1(ξ)JH ≥ 0 (B.25)
B.1.3 CRLB for MIMO Model
The model of interest is simply a superposition of Q signals and can be expressed
in the form Note that this model is simply a superposition of Q signals and can
thus be expressed in the form (B.1).
y = Xh+w = XG(κ)a+w =M(κ)a+w (B.26)
where we recall
{G(κ)}l+kL+vLK+uLKNtx,q = ej2pi(ωqk+νqu+µqv)p(lTs − τq) (B.27)
{M(κ)}k+uK,q =
Ntx−1∑
v=0
L−1∑
l=0
xv[k − l]ej2pi(ωqk+νqu+µqv)p(lTs − τq)(B.28)
=
Ntx−1∑
v=0
ej2pi(ωqk+νqu+µqv)sv(kTs − τq) (B.29)
With respect to the parameter set1 ξ = {a, a∗,ν,µ,ω, τ}, we first must calculate
the matrix D = [Dν ,Dµ,Dω,Dτ ]. Recall {Dν}k,q = ∂{(κq)}k∂νq , where (κq) is the
1Note that we have made the following substitution (η
1
, ...,ηN ) = (ν,µ,ω, τ ). Further when
calculating the matrices Dη
n
, we replace ηn with the appropriate parameter vector.
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q-th column of the matrix M(κ), we thus have:
{Dν}k+uK,q = j2piu{M}k+uK,q
{Dµ}k+uK,q = ej2pi(ωqk+νqu)
Ntx−1∑
v=0
(j2piv)ej2piµqvsv(kTs − τq)
{Dω}k+uK,q = j2pik{M}k+uK,q (B.30)
{Dτ }k+uK,q = ∂{M}k+uK,p
∂τq
= ej2pi(ωqk+νqu)
Ntx−1∑
v=0
ej2piµqv
∂sv(kTs − τq)
∂τq
To get the CRB for the parameters a and κ, we now have defined all the
elements necessary to substitute into the expressions (B.12) and (B.20). How-
ever, our ultimate goal is to compute the CRB for the transformation of the
estimates κˆ into an estimate of the channel impulse response h. To achieve
this we need to compute the Jacobian J of transformation h = G(κ)a as dis-
cussed previously. It is easily shown that the matrix J = [G, 0,G′A], where
the matrix G′ = [G′ν ,G
′
µ,G
′
ω,G
′
τ ]. Similar to the matrix Dν , the matrices
{G′ν}z,q = ∂{g(κq)}k∂νq where g(κq) is the q-th column of G(κ). The particular
matrices are:
{G′ν}l+kL+vLK+uLKNtx,q = j2piu{G}l+kL+vLK+uLKNtx,q
{G′µ}l+kL+vLK+uLKNtx,q = j2piv{G}l+kL+vLK+uLKNtx,q
{G′ω}l+kL+vLK+uLKNtx,q = j2pik{G}l+kL+vLK+uLKNtx,q
{G′τ }l+kL+vLK+uLKNtx,q = ej2pi(ωqk+νqu+µqv)
∂p(lTs − τq)
∂τq
The final step is to compute (B.21). In order to calculate this, we need the
lower left and top right corner of the matrix I−1(κ). Using (B.10), and after some
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algebra:
Cov(h) ≥ JI−1(κ)JH (B.31)
=
[
G 0 G′A
]
I−1(κ)


G
0
G′A

 (B.32)
= GCRB(a)GH +G′ACRB(κ)(G′A)H
−(G′A)CRB(κ)AHDHM(MHM)−1GH
+G(MHM)−1MHDACRB(κ)(G′A)H (B.33)
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APPENDIX C
APPENDIX: CHAPTER 5
C.1 Proof of Theorem 4.3.1
In the following let UΛUH be the eigenvalue decomposition of Φ
H/2
h R
H
RΦ
1/2
h ,
where Λ = diag(λ1, . . . , λη) are the nonzero ordered eigenvalues. Further, VΓV
H
is the eigenvalue decomposition of ∆h with Γ = diag(γ1, . . . , γηL) are the ordered
nonzero eigenvalues. It can shown that Ψ = (Λ ⊗ Γ) corresponds to the nonzero
eigenvalues of ZHZ. The lower bound is obtained from the lower bound provided
in the proof of Lemma 1 in [82]:
Pe(SNR|R)≥ 1|M |Q(maxij (
√
αi,j1 /2))Pdeep(SNR|R) (C.1)
where the probability of the deep fade event:
Pdeep(SNR|R) = Pr(‖Zh˜‖2 ≤ 1/SNR|R) (C.2)
Recall the definition of Z and using the property (A⊗B)(C⊗D) = (AC⊗BD)
we have:
‖Zh˜‖2 = h˜H(UΛUH ⊗VΓVH)h˜
= ξH(Λ⊗ Γ)ξ
where ξ = (UH ⊗VH)h˜. Substituting this back into the probability for the deep
fade event, and keeping only those products of eigenvalues λiγd that are nonzero:
Pdeep(SNR|R) = Pr(
ηηL∑
k=1
SNRψk|ξk|2 ≤ 1|R) (C.3)
Each of the random variables |ξk|2 is exponentially distributed. As shown in [70]:
Pdeep(SNR|R) =
ηηL∑
k=1
Πk(1− e
1
SNRψk ) (C.4)
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whereΠk =
∏ηηL
l 6=k ψk/(ψk−ψl). Taking a Taylor series expansion of the exponential
term:
Pdeep(SNR|R) = −
∞∑
p=1
1
p!
(
− 1
SNR
)p ηηL∑
k=1
ψηηL−1−pk∏
l 6=k(ψk − ψl)
(a)
= −
∞∑
p=ηηL
1
p!
(
− 1
SNR
)p ηηL∑
k=1
ψηηL−1−pk∏
l 6=k(ψk − ψl)
(b)
= −
∞∑
p=ηηL
1
p!
(
− 1
SNR
)p(ηηL∏
r=1
1
ψp−ηηL+1r
)
ηηL∑
k=1
∏
l 6=k
ψp−ηηL+1l
ψk − ψl
(c)
= −
∑
p=ηηL
1
p!
(
− 1
SNR
)p(ηηL∏
r=1
1
ψp−ηηL+1r
)
ηηL∑
k=1
∏
l 6=k
1
ψk
ψ
p−ηηL+1
l
− 1
ψ
p−ηηL
l
(d)
=
1
p!
(
ηηL∏
r=1
1
SNRψr
)
ηηL∑
k=1
∏
l 6=k
ψl
ψk − ψl +O(SNR
−(N+1))
Step (a) follows by first noting:
N∑
k=1
ψmk∏
l 6=k(ψk − ψl)
=


0 0 ≤ m < N − 1
1 m = N − 1∑N
k=1 ψk m = L
(C.5)
thus the first ηηL − 1 elements of the summation (p = 1, ..., ηηL − 1) will be zero.
Step (b) is a result of the fact:
ηηL∑
k=1
ψkηηL−1−p∏
l 6=k(ψk − ψl)
=
ηηL∑
k=1
1
ψp−ηηL+1k
∏
l 6=k(ψk − ψl)
=
ηηL∏
r=1
1
ψp−ηηL+1r
∑
k=1
∏
k 6=l
αp−ηηL+1l
αk − αl (C.6)
Step (c) is a simple division by ψp−ηηL+1l in the last term, while step (d) just keeps
the p = ηηL-th element of the summation, noting that the remaining elements are
much smaller for high SNR. The final step can be done via Lagrange interpolating
polynomials: for a given set of points (yk, xk) the unique Lagrange interpolating
polynomial for these points is given by:
y(x) =
∑
k=1
yk
∏
l 6=k
x− xk
xk − xl (C.7)
124
This is precisely the last term in the expression, where yk = (−1)ηηL−1 and x = 0.
Since the Lagrange interpolating polynomial of two points is a line, and all the
points we have specified remain on that line, the lagrange interpolating polynomial
of these ηηL points is a line, and thus when evaluated at x = 0, y(0) = (−1)ηηL−1,
implying:
ηηL∑
k=1
∏
l 6=k
ψl
ψk − ψl = (−1)
ηηL−1 (C.8)
Finally, the probability of the deep fade event:
Pdeep(SNR|R) =
∏d∗(R )
k=1 ψ
−1
k
d∗(R)!
SNR−d
∗(R) +O(SNR−d
∗(R)−1) (C.9)
Substitution of (C.9) into (C.1) proves our lower bound.
The upper bound on the probability of error is determined using the union
bound on the worst pairwise error probability, obtained as in [86]:
Pe(SNR|R)≤(|M| − 1)max
i,j
Eh˜
{
exp(−‖AijZh˜‖2SNR
4
)
}
=(|M|−1)max
i,j
det
(
I+
SNR
4
AHijAijZZ
H
)−1
(C.10)
We will use the following bound found in [34]. For positive semi-definite
matrices AHA and ZZH with ordered eigenvalues α1 ≥ ... ≥ αD(L+1) and
ψ1 ≥ ... ≥ ψD(L+1) respectively,
det
(
(AHA)−1+ZZH
SNR
4
)
≥
D(L+1)∏
k=1
(
α−1D(L+1)−k+1 +
SNR
4
ψk
)
(C.11)
Assuming AHijAij is full rank, and SNR is sufficiently large
Pe(SNR|R)≤(|M|−1)max
i,j
d∗(R )∏
k=1
(
1+
SNR
4
ψkα
ij
D(L+1)−k+1
)−1
≤(|M|−1)
d∗(R )∏
k=1
ψ−1k
(
SNR
4
)−d∗(R )
·max
i,j
d∗(R )∏
l=1
(αijD(L+1)−l+1)
−1 (C.12)
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C.2 Proof of Theorem 4.3.3
Let us assume that D ≤ T . Then the probability density function of RRH is
fRRH(Z) =
1
cD,T
∫
Γ
p(
√
ZU˜) det(Z)T−Dµ(dU)
where the D × D matrix Z ∈ Λ, U = (uik) ∈ Γ, U˜ = (uik)i=1...D, k=1...T , cD,T =
piD(D−1)/2−DT
∏D
k=1(T − k)! [40]. Also, Γ denotes the set of unitary T ×T matrices
and µ is the normalized Haar measure on it, and Λ denotes the set of Hermitian
positive definite matrices. By using the formula for the pdf of RRH, we conclude
that E{det(RRH)−1} <∞ if and only if the integral
I ,
∫
Λ
∫
Γ
p(
√
ZU˜) det(Z)T−D−1µ(dU)dZ
is finite. The notation dZ refers to the Lebesgue measure on the set of D × D
dimensional matrices. The proof follows by bounding the integral I under the
given conditions of the Theorem. See [82, Theorem 3] for a similar proof for the
flat fading case, i.e., ηL = 1. For D ≥ T , the proof is extended by replacing RRH
by RHR.
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