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Abstract
We study the algebras corresponding to various extensions of  Lukasiewicz in9nite-valued
logics. In particular, we study the structures resulting from adding the characteristic function for
truth, adding an arithmetical product, and the corresponding residuation operator. We characterize
the free algebras in the relative equational classes, and we discuss their spectral spaces. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: 03B50; 06D35
1. Introduction
This paper deals with equational classes of algebras corresponding to extensions of
 Lukasiewicz in9nite-valued logic. The motivations for our work lie in the axiomatic
presentation of continuous t-norms [6,29] provided by residuated lattices and proposi-
tional fuzzy logic [4,7,11,12].
Let [0; 1] denote the real unit interval with the standard Euclidean topology. A
continuous t-norm is a continuous function ∗ : [0; 1]2 → [0; 1] that is associative, com-
mutative, monotone in each component, and satisfying a∗1=a and a∗0=0, for every
a ∈ [0; 1]. Every continuous t-norm ∗ induces a residuum (also called implication) →,
de9ned by a → b = sup{c: c ∗ a ≤ b}.
The structure ([0; 1];∨;∧; ∗;→; 0; 1) is a typical example of a residuated lattice.
Residuated lattices originate in the abstract study of the lattice of ideals in a Noetherian
ring [10,15], as well as in the algebraic formalization of logical systems [7,11,12].
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They appear in the literature in a variety of names and characterizations: integral
commutative residuated monoids [2], residuated abelian semigroups [4], pocrims [3].
It is well known [17;21;12, Chapter 2] that every continuous t-norm is locally iso-
morphic to one of the following:
•  Lukasiewicz t-norm 
, de9ned by a
 b = max{a + b− 1; 0};
• GHodel t-norm ∧, de9ned by a ∧ b = min{a; b};
• product t-norm ·, i.e., ordinary product of real numbers.
The residua induced by the above basic t-norms are as follows. If a ≤ b, then a → b
is always 1, while for a¿b  Lukasiewicz implication is given by a → L b=1− (a−b),
GHodel implication by a →G b = b, and product implication by a →P b = b=a.
Given a continuous t-norm ∗ and its residuum →, the structure ([0; 1];∧;∨; ∗;→ ;0; 1)
generates an equational class of residuated lattices, and the set of propositional formulas
in the language (∗;→; 0; 1) that take value 1 under every interpretation is called the
logic of ∗. Note that we do not need to have the lattice operations in the language,
since they are de9nable by a∧b=a∗(a → b) and a∨b=((a → b) → b)∧((b → a) → a)
[12, Chapter 2]. Specializing to the three basic cases above, we have  Lukasiewicz logic,
GHodel logic, and product logic.  Lukasiewicz logic is by far the most important of the
three: see [18,26,30] for surveys and bibliographies. However, the recent developments
in the theory of t-norms and in the proof theory of fuzzy logic increased considerably
the interest in the other two logics. Nowadays, there are two (quite respectable) trends.
According to the 9rst one, all of the three above logics are equally interesting, and
the most general fuzzy logic is the logic of all continuous t-norms, i.e., HJajek’s Basic
Logic [12]. According to the second one,  Lukasiewicz logic is the real basic fuzzy
logic, and the other two logics should be considered only in their relations to the
 Lukasiewicz one.
In this paper, we follow the second trend. We start from MV-algebras (the residuated
lattices related to  Lukasiewicz logic in the same way as boolean algebras are related to
classical logic), and we investigate the problem of adding new operations. The general
idea is as follows: take the standard MV-algebra ([0; 1];
;→ L; 0; 1), and add to the
language one or more of the operations in {→G; · ;→P; 12} ( 12 is a constant for the
number 12 ). Call B the resulting structure, and let E be the equational class generated
by B. The forgetful functor from E to the category MV of all MV-algebras has a
left adjoint F, and hence, for every MV-algebra A, there exists a freest algebra FA
in E which is generated by A under the added operations and equations. We study
certain properties of F, such as whether the components of the unit of the adjunction
are injective, when a total order is preserved, and which is the behaviour of spectral
spaces. To accomplish our analysis, we must describe as explicitly as possible the free
algebras in E. We succeed in such a description in all cases, except when considering
the class E = PMV generated by ([0; 1];
;→ L; · ; 0; 1). This is no coincidence, since
a positive result in this case would yield a proof of the long-standing Pierce–BirkhoL
conjecture in semialgebraic geometry [14, Section 5:2].
One might wonder whether adding new operations to MV-algebras responds to inner
needs of  Lukasiewicz logic, or is just generalization for generalization’s sake. Adding
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GHodel implication appears natural enough; indeed we will see in Section 2 that →G is
interde9nable with Baaz’ N operator [1]; if a is a proposition, then Na is a modal-
ity stating “a is a theorem”. From the point of view of the spectrum, adding GHodel
implication amounts to passing from the hull-kernel topology to the constructive one
(see Section 5), and this has also a clear logical meaning. Adding a constant for 12 is
exactly what one needs for passing from classical  Lukasiewicz logic to rational-valued
Pavelka logic, which is commonly accepted as the basic propositional fuzzy logic
[27;12, Section 3:3].
Concerning the addition of the arithmetical product · and its residuum →P, it has
been shown to us by Daniele Mundici (private communication) that this is a crucial step
for introducing the fuzzy counterparts of case de9nitions. In [25], the author introduces
a product by means of a suitable quotient of an iterated tensor product (a construction
which is of independent interest). It turns out that in the semisimple case Mundici’s
construction is equivalent to ours.
Our paper is organized as follows. In Section 2 we cast the structures outlined
so far into algebraic form, and prove a few preliminary results. In Section 3 we de-
scribe the free algebras in the equational classes MV (MV-algebras with →G), PMV
(MV-algebras with · ), PMV (MVN-algebras with · ),  L (PMV-algebras with
→P), and  L 12 ( LQ-algebras with 12 ). In Section 4 we discuss the left adjoint F for
each forgetful functor among the above classes, and we investigate the relationships
between an algebra A and its image FA. In the last section, we study the spectral and
the constructible topology on the sets of ideals of the algebras in our equational classes,
with emphasis on the relationships between the spectrum of A and the spectrum ofFA.
2. Preliminaries
We now turn the logical formalism sketched in Section 1 in algebraic form. First of
all, it will be convenient to substitute  Lukasiewicz t-norm 
 with the corresponding
t-conorm ⊕, de9ned by a ⊕ b = 1 − ((1 − a) 
 (1 − b)): nothing changes, since the
two are interde9nable. Similarly, we will forget GHodel implication, replacing it with
the unary operation Na = (1− a) →G 0; we then have a →G b = max{N(a → L b); b}.
We write a → b and b=a for a → L b and a →P b, respectively. Summing up, we de9ne
the following functions on the real unit interval [0; 1]:
a⊕ b = min{a + b; 1};
a · b = ordinary product of a and b;
a=b =
{
a
b if a¡b;
1 otherwise;
¬a = 1− a;
Na =
{
1 if a = 1;
0 otherwise;
368 F. Montagna, G. Panti / Journal of Pure and Applied Algebra 164 (2001) 365–387
0 = the constant 0;
1
2 = the constant
1
2 :
Note that we take N as a primitive operation, although it is de9nable as Na=0=@ a.
For notational convenience, we will also use the following operations, that we consider
as abbreviations:
a → b = @ a⊕ b; a b = @ (a → b); a
 b = @ (@ a⊕ @ b);
a ↔ b = (a → b)
 (b → a); |a− b|= @ (a ↔ b); a ∨ b = (a → b) → b;
a ∧ b = @ (@ a ∨ @ b); ∇a = @N@ a; 1 = @ 0:
We follow the usual rules for dropping parentheses, and we assume that the binary
operations are less binding that the unary ones. Also, → and ↔ are less binding than
any other function. Since a ≤ b iL a → b = 1, we will also use ≤ as an abbreviation,
without leaving the equational calculus.
We assume basic knowledge of  Lukasiewicz many-valued propositional logic and
MV-algebras, and we refer to [8,9,12,22] for all unproved claims. Note that the oper-
ations (
;→) form an adjoint pair, and the same holds for ( · ; =). To be speci9c, we
have in [0; 1]
a ≤ b → c iL a
 b ≤ c
and
a ≤ c=b iL a · b ≤ c:
We de9ne six equational classes, as follows:
• MV is the equational class generated by ([0; 1];⊕;@ ; 0);
• MV is the equational class generated by ([0; 1];⊕;@ ;N; 0);
• PMV is the equational class generated by ([0; 1];⊕; · ;@ ; 0);
• PMV is the equational class generated by ([0; 1];⊕; · ;@ ;N; 0);
•  L is the equational class generated by ([0; 1];⊕; · ; =;@ ;N; 0);
•  L 12 is the equational class generated by ([0; 1];⊕; · ; =;@ ;N; 0; 12 ).
In the following, we will refer to various identities, that we number here for conve-
nience. All of them are true in [0; 1]:
(1) ⊕ is associative and commutative; (2) a⊕ 0 = a;
(3) a⊕ 1 = 1; (4) @@ a = a;
(5) @ (@ a⊕ b)⊕ b = @ (@ b⊕ a)⊕ a; (6) Na ∨ @Na = 1;
(7) N(a ∨ b) ≤ Na ∨Nb; (8) Na ≤ a;
(9) Na ≤ NNa; (10) N(a → b) ≤ Na → Nb;
(11) N1 = 1; (12) · is associative and commutative;
(13) a · 1 = a; (14) a · (b c) = (a · b) (a · c);
(15) ∇(a · b) =∇a ·∇b; (16) a · (b=a) = a ∧ b;
(17) (a · b)=a = b⊕ (0=a); (18) (a ∨ b)=a = 1;
(19) 0=(a · b) = 0=a ∨ 0=b; (20) |a=b− c=d| ≤ ∇|a− c| ∨ ∇|b− d|;
(21) 12 = @
1
2 .
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If E is an equational class of algebras, then the elements of E will be called
E-algebras. By saying that E is axiomatized by the set  of identities, we mean that
an identity is true in all algebras of E if and only if it is derivable from  using the
rules of the equational calculus. The classical completeness theorem for  Lukasiewicz
in9nite-valued logic says that MV is axiomatized by (1)–(5). The class MV is ax-
iomatized by (1)–(11) [12, Theorem 3:2:13], while in [20, Theorem 5:7] it is proved
that  L is axiomatized by (1)–(20), and  L 12 by (1)–(21). An axiomatization for
PMV is still elusive, being equivalent to 9nding an equational basis for the equational
class of f-rings generated by the reals: see [14, Problem 8].
We list a few more identities, true in every MV-algebra:
(22) |a−b|= (a b)⊕ (b a) = (a b)∨ (b a); (23) a c≤ (a b)⊕ (b c);
(24) a∧ b= a (a b); (25) a∨ b= (a b)⊕ b.
Also, we de9ne two more equational classes:
• PMV− is the class axiomatized by (1)–(5), (12)–(14);
• PMV− is the class axiomatized by (1)–(15).
We shall prove that PMV = PMV−. As observed in [20], PMV− is strictly
larger than PMV; note that a PMV algebra, as de9ned in that paper, is in our notation
an element of PMV−.
Of course, a PMVN-algebra is also a PMV-algebra, a PMV−-algebra, an MVN-
algebra, and so on, under appropriate forgetful and inclusion functors; similarly for
the other classes. Therefore, when stating an identity in —say— PMV−, we tacitly
understand that the same identity is also valid in PMV; PMV;  L, and  L 12 . If
not otherwise speci9ed, the same holds for de9nitions or properties that make sense in
more than one class. Let us remark the following:
• a boolean element of an MV-algebra A is some b ∈ A such that b ∨ @ b = 1. We
have that b is boolean iL b⊕b=b iL b
b=b iL b⊕a=b∨a (for every a ∈ A) iL
b
 a= b∧ a (for every a ∈ A). The set B(A) of boolean elements of A is a boolean
algebra and a sub-MV-algebra of A [9, Corollary 1:5:4];
• axiom (6) says that, for every a, the element Na is boolean;
• axiom (15) expresses the absence of 0-divisors;
• in logical terms, axiom (20) says that if the formula A is provably equivalent to C,
and B is provably equivalent to D, then A=B is provably equivalent to C=D. Indeed,
the contrapositive of (20) reads N(a ↔ c) ∧N(b ↔ d) ≤ (a=b) ↔ (c=d).
Lemma 2.1. In MV; both N and ∇ distribute over ∨ and ∧. If b is boolean; then
b = Nb =∇b.
Proof. We could just verify our 9rst statement in [0; 1], but we give a proof from
the axioms. First, note that N is monotone by (10); hence both Na and Nb are ≤
N(a ∨ b). We have therefore Na ∨Nb ≤ N(a ∨ b) and, by (7), N distributes over ∨.
Similarly, we get Na ∧Nb ≥ N(a ∧ b). It is easy to see that b → a = b → a ∧ b, and
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therefore
a ≤ b → a ∧ b;
Na ≤ N(b → a ∧ b) ≤ Nb → N(a ∧ b);
Na
Nb ≤ N(a ∧ b)
from the adjunction condition. Now use that fact that for boolean elements 
 and ∧
collapse. By duality, ∇ distributes over ∨ and ∧, too. Let b be boolean. Then b∨@ b=1,
and therefore 1 = N(b ∨ @ b) ≤ Nb ∨ N@ b. Hence Nb ≥ @N@ b = ∇b ≥ b, and our
claims follow from (8) and duality.
Lemma 2.2. The following hold in every PMV−-algebra:
(i) (a · b)⊕ (a · @ b) = a;
(ii) · distributes over the lattice operations;
(iii) if b
 c = 0; then a · (b⊕ c) = (a · b)⊕ (a · c);
(iv) more generally; a · (b⊕ c) = a ∧ ((a · b)⊕ (a · c));
(v) |(a · b)− (c · d)| ≤ |a− c| ⊕ |b− d|;
(vi) a
 b ≤ a · b ≤ a ∧ b; if either of a; b is boolean; then equality holds.
Proof. (i) and (iii) are proved in [20, Lemma 2:9(v)], upon observing that b
 c = 0
is equivalent to b ≤ @ c. By (14) and (24), · distributes over ∧. We have:
a · (b⊕ c) = a · (b⊕ (@ b ∧ c))
= (a · b)⊕ ((a · @ b) ∧ (a · c)) since b
 (@ b ∧ c) = 0
= ((a · b)⊕ (a · @ b)) ∧ ((a · b)⊕ (a · c))
= a ∧ ((a · b)⊕ (a · c)) by (i):
Moreover,
a · (b ∨ c) = a · ((b c)⊕ c)
= ((a · b) (a · c))⊕ (a · c) since (b c)
 c = 0
= (a · b) ∨ (a · c)
and this completes the proof of (ii). We prove (v) by writing
|(a · b)− (c · d)|= ((a · b) (c · d)) ∨ ((c · d) (a · b))
≤ ((a ∨ c) · (b ∨ d)) ((a ∧ c) · (b ∧ d)) (∗)
≤ [((a ∨ c) · (b ∨ d)) ((a ∨ c) · (b ∧ d))]
⊕[((a ∨ c) · (b ∧ d)) ((a ∧ c) · (b ∧ d))] by (23)
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= ((a ∨ c) · |b− d|)⊕ ((b ∧ d) · |a− c|)
≤ |b− d| ⊕ |a− c|:
Step (∗) is justi9ed by observing that ((a∨ c) · (b∨d)) ((a∧ c) · (b∧d)) is ≥ than
both ((a · b) (c · d)) and ((c · d) (a · b)). Finally, a · b ≤ a ∧ b by [20, Lemma
2:9(iii)]. Applying (i), we get a = (a · @ b) ⊕ (a · b) ≤ @ b ⊕ (a · b) = b → (a · b),
and a 
 b ≤ a · b from the adjunction condition. If either of a; b is boolean, then
a
 b = a ∧ b, and we are through.
Let E be any of our equational classes. As usual, an ideal of A ∈ E is the counter-
image of 0 under a homomorphism A → B of E-algebras. Ideals correspond bijectively
to congruences, namely, a is congruent to b iL |a− b| is in the corresponding ideal.
Lemma 2.3. Let A be an E-algebra; and let a be a nonvoid subset of A. Then:
(i) if E is one of MV; PMV; PMV−; then a is an ideal of A i8 it is an ideal of
the MV-algebra underlying A i8 it is closed under ⊕; and downward closed in
the order of A;
(ii) if E is any other equational class; then a is an ideal of A i8 it is an ideal of
the MVN-algebra underlying A i8 it is closed under ⊕;∇; and downward closed
in the order of A.
Proof. If E = MV, then our statement in (i) is well known. Assume that E is either
PMV or PMV−, and let a be an ideal of the MV-algebra underlying A. We have to
show that the congruence associated to a respect the product · ; i.e., that |a− c|; |b−
d| ∈ a implies |(a · b)− (c · d)| ∈ a : This follows from Lemma 2.2(v).
Let A be an MVN-algebra. Every ideal of A must clearly be closed under ⊕;∇,
and downward closed in the order of A. Conversely, every a ⊆A satisfying the above
closure conditions is an ideal of the MV-algebra underlying A, and we just have to
show that |a − b| ∈ a implies |Na − Nb| ∈ a . This follows from the inequality
|Na−Nb| ≤ ∇|a−b|, which is true in [0; 1], and hence in every MVN-algebra. Using
the inequality (20) and analogous arguments, the reader will easily show that if A is
in any of the other classes, and a is an ideal of the MVN-algebra underlying A, then
a is also an ideal of A.
An ideal a of A is irreducible if, whenever a = b ∩ c for two ideals b ; c ; then
a = b or a = c . We have that a is irreducible iL A=a is totally ordered iL a∧ b ∈ a
implies that one of a; b is in a . In the literature the word “prime” is frequently used
for irreducible ideals, but we will use it in the ring-theoretic sense. Namely, we will
say that the ideal a of the PMV-algebra A is prime if a · b ∈ a implies that one of
a; b is in a . Since a · b ≤ a ∧ b, every prime ideal is irreducible.
Theorem 2.4. The equational classes PMV and PMV− coincide.
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Proof. Clearly PMV⊆PMV−. Let p(x1; : : : ; xn)=q(x1; : : : ; xn) be an identity in the
language (⊕; · ;@ ;N; 0) that fails in some PMVN−-algebra A. We can assume that A
is subdirectly irreducible. By the correspondence between congruences and ideals, this
means that the zero ideal of A is not a non-trivial intersection of a family of ideals
of A. We claim that A is then totally ordered. By contradiction, suppose not. Let us
consider the two forgetful functors
PMV− S→PMV− S→MV;
where the 9rst S strips N, and the second one strips the product. From our absur-
dum hypothesis, SSA contains two non-zero ideals a1; a2 whose intersection is 0. By
Lemma 2.3(ii), the ideal generated by ai in A is
〈ai〉= {a ∈ A: a ≤ ∇b; for some b ∈ ai}:
Since 〈a1 ∩ a2〉 = 〈a1〉 ∩ 〈a2〉 (use Lemma 2.1 for the non-trivial direction), we have
〈a1〉 ∩ 〈a2〉 = 0. This contradicts the subdirect irreducibility of A, and establishes our
claim.
By [20, Lemma 4.3(a)], there exists a linearly ordered commutative ring with mul-
tiplicative identity D such that SA = (D; 1) (we regard here Mundici’s  func-
tor as a functor from lattice-ordered commutative rings with multiplicative identity to
PMV−-algebras: the de9nitions in [22] get modi9ed in the straightforward fashion).
The above D must be a domain. Indeed, if 0 ≤ a; b ∈ D are such that ab= 0, then the
product of min{a; 1} and min{b; 1} must be 0 in D. Since min{a; 1} and min{b; 1} are
both in (D; 1), we have (a∧ 1) · (b∧ 1) = 0 in SA, and by (15) one of a∧ 1; b∧ 1
is 0; therefore one of a; b is 0. Embed now D in its totally ordered 9eld of fractions
K , and the latter in its real closure F . We perform an extension by de9nition of the
language L = (+;−; 0; 1;≤) of totally-ordered rings, adding to it a binary function ∨
and a unary one d, together with the de9ning axioms
x ∨ y = z ↔ (x ≤ y & z = y) or (y¡x & z = x);
dx = y ↔ (x = 1 &y = 1) or (x = 1 &y = 0):
Call L′ the resulting language. Then clearly the theory of real closed 9elds has still
quanti9er elimination and is complete in L′. To each term t(x1; : : : ; xn) in the lan-
guage (⊕; · ;@ ;N; 0) we associate a term t∗(x1; : : : ; xn) in L′ in the straightforward
fashion:
x∗i = xi; (p⊕ q)∗ = (p∗ + q∗) ∧ 1; (@p)∗ = 1− p∗;
(Np)∗ = dp∗; 0∗ = 0:
Then, for every totally ordered commutative ring with unit R, we have
(R; 1) |= ∀ Ux(p( Ux) = q( Ux)) iL R |= ∀ Ux(0 ≤ Ux ≤ 1 → p∗( Ux) = q∗( Ux)):
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Summing up, from the fact that ∀ Ux(p( Ux) = q( Ux)) fails in A, we obtain that ∀ Ux(0 ≤ Ux ≤
1 → p∗( Ux) = q∗( Ux)) fails in D, in F , and in the reals. Therefore ∀ Ux(p( Ux) = q( Ux)) fails
in the PMVN-algebra [0; 1], and PMV⊇PMV−.
3. Free algebras
Our aim in this section is to provide a geometric description of the free algebras in
the classes MV; PMV;  L, and  L 12 . The free MV-algebras over  generators
are well known while, as cited in Section 1, the class PMV eludes investigation.
A bit of notation: Z[x1; : : : ; xn] is the domain of polynomials in n indeterminates and
integer coeVcients, Q(x1; : : : ; xn) its 9eld of fractions, and Z1[x1; : : : ; xn] its submodule
of polynomials of degree ≤ 1. We denote by P;Q; : : : both the elements of Z[x1; : : : ; xn]
and their associated functions: Rn → R. When we write P=Q ∈ Q(x1; : : : ; xn) we
implicitly assume that P;Q are in Z[x1; : : : ; xn] and do not have common factors. It
will be convenient to write {P¿ 0} for {v ∈ [0; 1]n: P(v)¿ 0}; similarly for {P ≥
0} and analogous notations. Given an equational class E and a cardinal , the free
E-algebra over  generators will be denoted F(E). All of the classes we are interested
in are generated by a single algebra, namely [0; 1] with the appropriate functions.
Hence, from standard Universal Algebra, each F(E) is a subalgebra of the E-algebra
whose elements are all the functions from [0; 1] to [0; 1], under pointwise operations.
For i ∈ , the ith free generator of F(E) is the ith projection xi : [0; 1] → [0; 1].
Giving a good description of F(E) amounts therefore to 9nding out which functions:
[0; 1] → [0; 1] can be generated from the projections, under the operations of E. For
MV-algebras, the answer comes from the classical McNaughton theorem [19,24]: the
functions generated by the projections are exactly the aVne piecewise-linear continuous
functions with integer coeVcients.
Let us recall that an a9ne piecewise-linear continuous function with integer coe9-
cients from [0; 1]n to [0; 1] is a continuous function f : [0; 1]n → [0; 1] for which the
following condition holds:
there exist P1; : : : ; Pk ∈ Z1[x1; : : : ; xn] such that, for every v ∈ [0; 1]n, we have
f(v) = Pi(v), for some 1 ≤ i ≤ k.
Due to the above-mentioned theorem, it is usual to call such functions McNaughton
functions over [0; 1]n. A McNaughton function over [0; 1] is then a function f :
[0; 1] → [0; 1] for which there exist a 9nite family of indices I = {i1; : : : ; in}⊆  and
a McNaughton function g over [0; 1]I such that f = g ◦ #, where # is the projection :
[0; 1] → [0; 1]I .
Summing up, F(MV) is the MV-algebra of all McNaughton functions over the
-cube. It is clear from this example that, in our description of the free E-algebras, we
can limit ourselves to the case of  9nite. This is not restrictive, since every element of
F(E) is generated by 9nitely many projections, and is therefore essentially an element
of Fn(E), for an appropriate choice of indices. In equivalent algebraic terms, Fn(E) is
the limit of a direct system of its subalgebras, each one [isomorphic to] a free E-algebra
over 9nitely many generators.
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The case n = 0 is trivial: each of F0(MV); F0(PMV) and F0( L) is the two-
element boolean algebra, and the reader will easily prove that F0( L 12 ) is the  LQ
1
2 -
algebra whose elements are all the rational numbers in the real unit interval. We
therefore assume n ≥ 1 in the following.
De#nition 3.1. A subset S of [0; 1]n is Q-semialgebraic if it is a boolean combination
of sets of the form {P¿ 0}, for certain P ∈ Z[x1; : : : ; xn]. If every P is in Z1[x1; : : : ; xn],
then S is linear Q-semialgebraic.
De#nition 3.2. Let E be an equational class among MV, PMV, and  L 12 . An E-hat
over [0; 1]n is a function h : [0; 1]n → [0; 1] such that there exist a Q-semialgebraic set
S and a rational function P=Q ∈ Q(x1; : : : ; xn) such that:
1. Q has no zeros on S, h = P=Q on S, and h = 0 on [0; 1]n \ S;
2. if E = PMV, then Q = 1;
3. if E = MV, then Q = 1, P ∈ Z1[x1; : : : ; xn], and S is linear Q-semialgebraic.
If h is the hat determined by S and P=Q as above, then we write h = 〈S; P=Q〉. An
E-basic function over [0; 1]n is a 9nite sum f of E-hats
f = 〈S1; P1=Q1〉+ · · ·+ 〈Sr; Pr=Qr〉;
subject to the condition that Si ∩ Sj = ∅, for i = j.
So, for v ∈ [0; 1]n, f(v) = 0 if v ∈ S1 ∪ · · · ∪ Sr , and f(v) = Pi(v)=Qi(v) if v ∈ Si.
We denote by Bn(E) the set of all E-basic functions over [0; 1]n.
Lemma 3.3. Let E be any of MV; PMV;  L 12 . Then Bn(E) contains the projec-
tion functions x1; : : : ; xn and is an E-algebra under pointwise operations.
Proof. The 9rst statement is clear. Since the constant functions 0, 1 and (in case
E =  L 12 ) the constant function
1
2 are E-hats, Bn(E) contains the constants. Assume
E = MV; we have to show that Bn(MV) is closed under ⊕;@ ;N. Let
f = 〈S1; P1〉+ · · ·+ 〈Sr; Pr〉;
g = 〈T1; Q1〉+ · · ·+ 〈Ts; Qs〉;
be MVN-basic functions. Then, for every 1 ≤ i ≤ r and every 1 ≤ j ≤ s, each of the
following sets is linear Q-semialgebraic:
(a) Si ∩ Tj ∩ {Pi + Qj ≥ 1};
(b) Si ∩ Tj ∩ {Pi + Qj ¡ 1};
(c) Si \
⋃
j Tj;
(d) Tj \
⋃
i Si.
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Moreover, these sets are pairwise disjoint. Therefore, we obtain
f ⊕ g =
∑
i; j
〈Si ∩ Tj ∩ {Pi + Qj ≥ 1}; 1〉
+
∑
i; j
〈Si ∩ Tj ∩ {Pi + Qj ¡ 1}; Pi + Qj〉
+
∑
i
∖〈
Si
⋃
j
Tj; Pi
〉
+
∑
j
∖〈
Tj
⋃
i
Si; Qj
〉
which shows that f⊕ g is an MVN-basic function. Closure under @ and N is shown
similarly. One proves the closure of Bn(PMV) and of Bn( L 12 ) under ⊕; ·;@ ;N in
a completely analogous way. We show that Bn( L 12 ) is closed under =. Let
f = 〈S1; H1=P1〉+ · · ·+ 〈Sr; Hr=Pr〉;
g = 〈T1; K1=Q1〉+ · · ·+ 〈Ts; Ks=Qr〉;
be  LQ 12 -basic functions. Without loss of generality, Si⊆{Hi ≥ 0} ∩ {Pi ¿ 0} and
Tj ⊆{Kj ≥ 0} ∩ {Qj ¿ 0}. A tedious veri9cation shows that
f=g =
∑
i; j
〈Si ∩ Tj ∩ {HiQj ¡PiKj}; HiQj=PiKj〉
+
∑
i; j
〈Si ∩ Tj ∩ {HiQj ≥ PiKj}; 1〉
+
∑
i
〈(
Tj
∖⋃
i
Si
)
∩ {Kj = 0}; 1
〉
+
〈
[0; 1]n
∖⋃
j
Tj; 1
〉
Since the Q-semialgebraic sets appearing in the above expression are pairwise disjoint,
our claim is established.
The following is a generalization of [19, Theorem 1], but the proof is the one given
in [28, pp. 36,37]; see also [9, Lemma 3:1:9].
Lemma 3.4. Let P ∈ Z[x1; : : : ; xn]; and let P] : [0; 1]n → [0; 1] be de<ned by P](v) =
min{max{P(v); 0}; 1}. Then P] ∈ Fn(PMV). If P ∈ Z1[x1; : : : ; xn]; then P] ∈ Fn(MV).
Proof. The last statement is [19, Theorem 1]; we prove the 9rst one. Write
P = k0 +
∑
i∈I
ki Uxi
for a 9nite set I of multiexponents, every ki an integer, and k0 ∈ Z the term of degree
0. We work by induction on k=
∑
i∈I |ki|. If k=0, then P is a constant function having
an integer value, and P] is either 0 or 1. Assume that k ≥ 1 and that there exists i0 ∈ I
with ki0 ≥ 1. Let Q = P − Uxi0 . By inductive hypothesis, Q]; (Q + 1)] ∈ Fn(PMV) and
it is suVcient to prove that
P] = (Q] ⊕ Uxi0 )
 (Q + 1)]: (∗)
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Choose v ∈ [0; 1]n. If Q(v) ≥ 1 or Q(v) ≤ −1, then both sides of (∗) have value 1
or 0, respectively. If 0 ≤ Q(v)¡ 1, then the right-hand side has value Q(v)⊕ Uv i0 , and
the left-hand side has value (Q + Uv i0 )], which are equal. If −1¡Q(v)¡ 0, then the
right-hand side has value Uv i0
(Q(v)+1)=max{ Uv i0 +Q(v)+1−1; 0}, while the left-hand
side has value (Q(v) + Uv i0 )]; again, they are equal. Finally, if k ≥ 1 and every ki is
≤ −1 then, by applying the argument above to 1−P, we obtain (1−P)] ∈ Fn(PMV).
Since P] = @ (1− P)], our claim is settled.
Corollary 3.5. The characteristic function of every Q-semialgebraic set is in
Fn(PMV). If the set is linear Q-semialgebraic; then its characteristic function is
in Fn(MV).
Proof. Since we have the boolean operators at our disposal, it suVces to show that the
characteristic function of every {P¿ 0} is in Fn(PMV) (respectively, Fn(MV)).
But this characteristic function is just ∇P].
Theorem 3.6. Let E be any of MV; PMV;  L 12 . Then Fn(E) = Bn(E).
Proof. We just have to show that every E-basic function is in Fn(E). Since the semi-
algebraic sets appearing in the de9nition of an E-basic function f are pairwise disjoint,
we can substitute the arithmetic sum + de9ning f with the  Lukasiewicz sum ⊕. There-
fore, it suVces to show that every E-hat 〈S; P=Q〉 is in Fn(E). Let s ∈ Fn(E) be the
characteristic function of S. If E is either MV or PMV, then Q = 1 and
〈S; P〉= s ∧ P]:
If E =  L 12 , then we can assume that P ≥ 0 and Q¿ 0 on S. As a matter of fact,
if this was not the case, then we would decompose 〈S; P=Q〉 as
〈S; P=Q〉= 〈S ∩ {Q¿ 0}; P=Q〉+ 〈S ∩ {Q¡ 0};−P= − Q〉:
Write
P =
∑
i∈I
ai,i −
∑
j∈J
bj.j;
Q =
∑
r∈R
cr#r −
∑
t∈T
dt/t ;
where I; J; R; T are 9nite sets of indices, ai; bj; cr ; dt are positive integers, and ,i; .j; #r; /t
are monic monomials in x1; : : : ; xn. Let m ∈ Z be such that∑
i
ai +
∑
j
bj +
∑
r
cr +
∑
t
dt ≤ 2m
and let
p =
(⊕
i∈I
ai
2m
· ,i
)


⊕
j∈J
bj
2m
· .j

 ;
q =
(⊕
r∈R
cr
2m
· #r
)

(⊕
t∈T
dt
2m
· /t
)
;
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where k=2m is short for
k times︷ ︸︸ ︷
( 12 · : : : · 12 )︸ ︷︷ ︸
m times
⊕ · · · ⊕ ( 12 · : : : · 12︸ ︷︷ ︸
m times
)
Then p=q ∈ Fn( L 12 ), and clearly
〈S; P=Q〉= s ∧ (p=q):
The characterization of Fn( L) is slightly more intriguing, because the proof of
Theorem 3.6 makes an essential use of the constant 12 . The constant
1
2 is not de9nable
in  LQ-algebras, since clearly every element of Fn( L) maps the vertices {0; 1}n of
the n-cube into {0; 1}. Anyway, Fn( L) contains a sort of substitute for 12 .
Lemma 3.7. There exists an element p ∈ Fn( L) such that
p(v) =
{ 1
2 if v ∈ {0; 1}n;
0 otherwise:
Proof. For i = 1; : : : ; n, de9ne
pi = (xi ∧ @ xi)=((xi ∧ @ xi)⊕ (xi ∧ @ xi))
and take
p =
∨
1≤i≤n
@pi:
De#nition 3.8. Bn( L) is the set of elements b ∈ Bn( L 12 ) that map {0; 1}n into
{0; 1}.
Clearly Bn( L) is an  LQ-subalgebra (but not an  LQ 12 -subalgebra) of Bn( L
1
2 ) =
Fn( L 12 ), the latter viewed as an  LQ-algebra.
Theorem 3.9. Bn( L) is the free  LQ-algebra over n generators Fn( L).
Proof. Since the projections x1; : : : ; xn belong to Bn( L), we have Fn( L)⊆Bn( L).
Let b ∈ Bn( L). Then, by Theorem 3.6, there exists an n-variables term t in the lan-
guage of  LQ 12 -algebras that coincides with b, as a function over the n-cube. Substitute
in t every occurrence of the constant 12 with the element p given by Lemma 3.7, and
call t′ the resulting term. Then t′ ∈ Fn( L) coincides with b everywhere over the
n-cube, except possibly on the vertices {0; 1}n. Since the singleton of every vertex is
a Q-semialgebraic set, by Corollary 3.5 Fn( L) contains the characteristic functions
of the vertices. It is obvious that we can obtain a term realizing b by constructing an
appropriate boolean combination of t′ and these characteristic functions.
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4. Adjoint functors
Each of our equational classes forms a category, with morphisms the homomor-
phisms. The situation is summarized by the following diagram: each S is a forgetful
functor that strips the appropriate operation.
Proposition 4.1. None of the forgetful functors in the above diagram is essentially
surjective. All of them (except those from PMV to MV; and from PMV to MV)
create isomorphisms.
Proof. Recall that a functor S : E→ F is essentially surjective if, for every object B
in F, there exists an object A in E such that B is isomorphic to SA. Also, S creates
isomorphisms if, for every isomorphism g : SA → SA′ in F, there exists a unique
isomorphism f : A → A′ in E with g =Sf. In our case, if such an f exists then it
is necessarily unique, since our S’s are clearly faithful (compare with [5, Proposition
3:7:5]). We prove our claims in steps.
Step 1: S :  L 12 →  L creates isomorphisms and is not essentially surjective. As
a matter of fact, every MV-algebra contains at most one solution to the equation
y =@y. Indeed, let a; b be solutions; since A is a subdirect product of totally ordered
MV-algebras, we can assume without loss of generality that A is totally ordered and
a ≤ b. We have |a − b| = b  a = @ b  a ≤ @ a  a = 0; hence a = b and our
claim is settled. The two-elements boolean algebra is an  LQ-algebra without being an
 LQ 12 -algebra.
Step 2: S :  L → PMV creates isomorphisms and is not essentially surjective.
Indeed, the adjunction condition for the pair ( · ; =) guarantees that = cannot be intro-
duced in more that one way in a PMVN-algebra. This fact implies also that = cannot be
introduced in the PMVN-subalgebra of [0; 1] whose elements are all rational numbers
having a power of 2 at the denominator.
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Step 3: neither S : PMV→MV nor S : PMV→MV is essentially surjective.
This is witnessed by the three-elements algebra A = {0; 12 ; 1}, where · cannot be
de9ned. Indeed, it should be
1
2 · 12 = 12 · (1 12 ) = 12  ( 12 · 12 );
but y = 12  y has no solutions in A.
Step 4: neither S : MV→MV nor S : PMV→ PMV is essentially surjective.
Indeed, the only boolean elements of F1(MV) and of F1(PMV) are 0 and 1. Since
Na ≤ a, every element = 1 should be mapped by N to 0, and we shall see in Lemma
4.3 that this is impossible.
Step 5: S : MV→MV and S : PMV→ PMV create isomorphisms. Let A be
either an MVN-algebra or a PMVN-algebra. Then A and SA have the same boolean
algebra B(A) of boolean elements. Since, for a given a ∈ A; Na is the maximum
element of B(A) that is ≤ a, we have that N is uniquely de9nable in SA.
Step 6: S :PMV → MV does not create isomorphisms. We will exhibit two
non-isomorphic totally-ordered PMV-algebras A; B such that SA = SB. Let R∗ be
a nonstandard model of the real numbers, in the language (+;−; ·; 0; 1) of rings. We
denote elements in Z⊂R∗ by roman letters a; b; : : : ; and in9nitesimal elements of R∗
by greek letters 5; 6; : : : : Choose an in9nitesimal 7; and let Z[7] be the subring of R∗
generated by 7. Every element of Z[7] can be uniquely written as a + 5, with a ∈ Z
and 5 = 7 · f(7), for some polynomial f(x) ∈ Z[x]. Let now Z[7]′ be the structure
whose elements and group operations are those of Z[7], and whose product operation
is given by
(a + 5) ? (b + 6) = a · b + a · 6 + b · 5 + 2 · 5 · 6
(· and ? are the product operations in Z[7] and Z[7]′, respectively). A straightforward
computation shows that Z[7]′ is a totally ordered commutative ring without 0-divisors
and having 1 as the multiplicative neutral element. In Z[7], no element of the form 5 ·5
is divisible by 2, while in Z[7]′ we have 7?7=(7 · 7)+(7 · 7); hence Z[7] and Z[7]′ are
not isomorphic as commutative rings. It is clear that A=(Z[7]; 1) and B=(Z[7]′; 1)
have the required properties. In the light of the remark following Lemma 4.3, the same
example shows that neither the functor S : PMV→MV creates isomorphisms.
Every S in our diagram is an algebraic functor, and hence has a left adjoint [16;5,
Theorem 3:7:7].
Proposition 4.2. Let S : E→ F be any forgetful functor of the diagram; except the
one from PMV to PMV; and let F be its left adjoint. Then the component of the
unit /A :A →SFA is injective.
Proof. Represent A ∈ F as F(F)=a , for some  and some ideal a ⊆F(F). Then /A
is the natural map from F(F)=a to F(E)=〈a 〉, where 〈a 〉 is the ideal generated by a
in F(E) (by the results in Section 3, we look at F(F) as a subalgebra of SF(E)).
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We have:
(i) if both the languages of E and F contain N, or neither the languages of E and F
contain N, then
〈a 〉= {a ∈ F(E): a ≤ b; for some b ∈ a }; (∗)
(ii) if E = PMV and F = PMV, or E = MV and F = MV, we have
〈a 〉= {a ∈ F(E): ≤ ∇b; for some b ∈ a }: (∗∗)
Indeed, it is easy to show that the right-hand side of (∗) is closed under ⊕, and
downward closed in the order of F(E). Analogously, the right-hand side of (∗∗) is
closed under ⊕;∇, and downward closed. By Lemma 2.3, these right-hand sides are
ideals of F(E), clearly the smallest ideals extending a . This proves (i) and (ii).
The fact that 〈a 〉∩F(F)=a is now clear in case (i). Suppose E=MV and F=MV;
let a ∈ 〈a 〉∩F(MV), and let b ∈ a be such that a ≤ ∇b. Without loss of generality,
a; b ∈ Fn(MV), for some n. We have Za⊇Z∇b=Zb, where Zc={v ∈ [0; 1]n: c(v)=0}
is the zeroset of c. By [23, Proposition 2:4], a is in the ideal of Fn(MV) generated by
b, and therefore is in a .
Proposition 4.2 does not hold for E = PMV and F = PMV. A counterexample
can be constructed by taking A to be the Chang algebra [8, p. 474] endowed with a
product de9ned by
a · b =
{
a
 b if |a− b| is in the maximal ideal of A;
a ∧ b otherwise:
For the rest of this section we shall only be concerned with the free functor F :
MV→MV. Our goal is to characterize the cases in which the free addition of N to
an MV-algebra is the trivial one. Given an MVN-algebra B, we say that N is trivial
in B if (Nb = 1 iL b = 1), and Nb = 0 otherwise.
Lemma 4.3. N is trivial in B i8 B is totally ordered.
Proof. If B is not totally ordered, then it contains a; b with a = 1 = b and a ∨ b = 1;
by (7), N cannot be trivial. Conversely, in a totally ordered MVN-algebra the only
boolean elements are 0 and 1; by (8), it must be Na = 0 for a = 1.
Adding a trivial N to a totally ordered MV-algebra A yields an MVN-algebra that we
denote by AN. If A is a PMV-algebra without 0-divisors, then AN is a PMVN-algebra:
this was used in the proof of Proposition 4.1.
Theorem 4.4. Let A be a totally ordered MV-algebra. The following are equivalent:
(i) FA = AN;
(ii) FA is totally ordered;
(iii) A is a subalgebra of [0; 1].
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Proof. Trivially, (i) implies (ii).
(ii) ⇒ (iii) Assume that A is not a subalgebra of [0; 1]. Then A contains an in-
9nitesimal element a that generates a non-trivial ideal a . We claim that ∇a and @∇a
are incomparable in FA. Indeed, the identity map :A → S(AN) must factor through
SFA. Since in AN we have ∇a = 1¿ 0 =@∇a, we must have ∇a @∇a in FA.
Analogously, by considering the natural morphism :A → S((A=a )N), and observing
that ∇(a=a ) = 0¡@∇(a=a ) = 1 in (A=a )N, we get ∇a @∇a in FA.
(iii) ⇒ (i) Assume 9rst that A is a 9nitely generated subalgebra of [0; 1], and let G be
the subgroup of the reals generated by A. Then G is free, with basis a1; : : : ; an; without
loss of generality, the ai’s are in [0; 1]. Let a be the ideal of Fn(MV) whose elements
are all the McNaughton functions that assume value 0 in Ua = (a1; : : : ; an) ∈ [0; 1]n.
Since a1; : : : ; an are linearly independent over Q, every element of Fn(MV), as well as
every element of Fn(MV), is 0 in Ua iL it is 0 in some topological neighborhood of
Ua. From (ii) in the proof of Proposition 4.2, we have that the ideal 〈a 〉 generated by
a in Fn(MV) is the set of elements of Fn(MV) which are 0 in Ua. By applying [23,
Propositions 3:2 and 3:6], we conclude A ! Fn(MV)=a andFA=Fn(MV)=〈a 〉 ! AN.
Finally, if A is any subalgebra of [0; 1], then we can express A as the direct limit of
the family of its 9nitely generated subalgebras. Since F is a left adjoint, it distributes
over direct limits, and the conclusion easily follows.
5. Prime ideals spaces
The aim of this section is to study the changing of the spectrum of MV-algebras
under the free functors of Section 4. Let us 9rst recall the appropriate de9nitions. As
always, when referring to an unspeci9ed E, we understand that E is one of our six
equational classes, and that the homomorphisms, ideals, and so on, that we use are
those suitable for E. Let A be an E-algebra: two surjective homomorphisms ’ : A → T
and  : A → Q are equivalent if there exists an isomorphism = : T → Q such that
 = = ◦ ’.
De#nition 5.1. A mapping # : A → {0; 1} is a sign function over A if it satis9es the
following:
1. #(0) = 0;
2. #(1) = 1;
3. #(a⊕ b) = #(a)⊕ #(b);
4. #(a ∧ b) = #(a) ∧ #(b);
5. #(∇a) =∇#(a) (provided the language of A contains N).
If the language of A contains the product · and the condition
6. #(a · b) = #(a) · #(b);
holds as well, then # is a multiplicative sign function.
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From condition (4) we see that # is monotone, i.e., a ≤ b implies #(a) ≤ #(b).
Lemma 5.2. The following three sets are in bijective correspondence:
1. irreducible ideals of A;
2. equivalence classes of surjective homomorphisms of domain A and image a totally
ordered E-algebra;
3. sign functions over A.
If the language of A contains · ; then the above correspondence provides a bijection
among:
4. prime ideals of A;
5. equivalence classes of surjective homomorphisms of domain A and image a totally
ordered E-algebra without 0-divisors with respect to · ;
6. multiplicative sign functions over A.
If the language of A contains both · and N; then every sign function over A is
multiplicative (and hence every irreducible ideal is prime; and every totally ordered
E-algebra does not have 0-divisors).
Proof. The requested correspondence is of course the one that associates to every
irreducible ideal i the equivalence class of the quotient map A → A=i , and the sign
function given by #(a) = 0 iL a ∈ i . The veri9cation of bijectivity uses Lemma 2.3; it
is straightforward, and we omit it. Suppose that the language of A contains · . Then
condition (6) in De9nition 5.1 amounts to saying that #(a · b)=0 implies (#(a)=0 or
#(b) = 0), and the bijection among (4); (5), and (6) is clear. Finally, assume that E is
either PMV, or  L, or  L 12 , and let #(a · b)=0. Then 0=∇#(a · b)=#(∇(a · b))=
#(∇a · ∇b)=#(∇a∧∇b)=#(∇a)∧#(∇b) (∇a · ∇b=∇a∧∇b because ∇a and ∇b
are boolean). Since a ≤ ∇a; b ≤ ∇b, and # is monotone, either #(a) or #(b) equals
0; therefore # is multiplicative.
There are essentially two T0 topologies on {0; 1}: the discrete topology, and the
Sierpinski topology, whose open sets are ∅; {1}; {0; 1}. Let A be an E-algebra, and let
X be the set of irreducible ideals of A. Then X embeds in {0; 1}A by sending i to its
associated sign function. By giving {0; 1} the two above topologies and forming the
respective product topologies, we obtain by restriction two topologies on X :
• the constructible topology, corresponding to the discrete topology;
• the hull-kernel (or Zariski) topology, corresponding to the Sierpinski topology.
The spectrum of A, denoted SpecA, is the space X with the hull-kernel topology. We
denote the space X with the constructible topology by (SpecA)c. The sets
Oa = {i : a ∈ i } ! {# :#(a) = 1}
form an open subbasis for SpecA. Since Oa ∩ Ob = Oa∧b, we actually have a basis.
A constructible subset of SpecA is an element of the boolean algebra generated by
the family of all Oa’s, for a ∈ A. Clearly the constructible sets form a clopen basis
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for (SpecA)c. Arbitrary intersections of constructibles, i.e., sets closed in (SpecA)c,
are called proconstructible. Let us write Fa = (SpecA) \ Oa and, for T ⊆A, write
FT =
⋂{Fa: a ∈ T}; OT = (SpecA) \ FT . For every Y ⊆X , its closure in SpecA is
{i ∈ SpecA: i ⊇∩Y} = F∩Y . Every
⋂
Y is an ideal, and every ideal of A is of this
form: in short, the lattice of ideals of A is anti-isomorphic to the lattice of closed sets
in SpecA. In particular, j is in the closure of i iL j⊇ i : if this is the case, then j is a
specialization of i .
Recall that a spectral space is a compact, T0 topological space such that the com-
pact open sets form a basis closed for 9nite intersections, and such that every closed
irreducible set is the closure of a (necessarily unique) point. Write 2;S for the set
{0; 1} endowed with the discrete and the Sierpinski topology, respectively.
Theorem 5.3 ([13, Proposition 9]). The spectral spaces are exactly the sets closed in
2T ; for some set T; endowed with the topology and the specialization order inherited
from ST .
Corollary 5.4. Let A be an E-algebra. Then SpecA is a spectral space; and (SpecA)c
is its patch space; i.e.; the boolean space induced by taking all compact open sets in
SpecA; and their complements; as an open subbasis.
Proof. It suVces to show that the set of irreducible ideals of A is closed in 2A. One just
veri9es that all conditions in De9nition 5.1 are closed. The second statement follows
by observing that a set is compact open in SpecA iL it is of the form Oa, for some
a ∈ A.
Recall that, in PMV, we distinguished between irreducible and prime ideals. Since
the condition (6) in De9nition 5.1 de9ning a multiplicative sign function is closed, we
have that the set PrimSpec A of prime ideals of A ∈ PMV is a proconstructible subset
of SpecA, and therefore is a spectral space in the topology induced by SpecA. By [13,
p. 45], the patch topology (PrimSpec A)c on PrimSpec A is the same as the topology
that PrimSpec A inherits from (SpecA)c.
Theorem 5.5. Let E be such that the language of E-algebras contains N; let A be
an E-algebra; and let SA be the MV-algebra underlying A. Then SpecA is the space
MinSpecSA of minimal irreducible ideals of SA; and is homeomorphic to the Stone
space of the boolean algebra B = B(SA).
Proof. By Lemma 2.3(ii), we may assume E=MV. We 9rst prove that SpecA and
SpecB are homeomorphic. For every ideal a of A, the intersection a ∩ B is an ideal
of B. Conversely, for every ideal b of B, let 〈b 〉 denote the ideal generated by b in
A. Using Lemma 2.3(ii), one easily proves that a = 〈a ∩ B〉 and b = 〈b 〉 ∩ B. Since
the maps −∩ B and 〈−〉 are order preserving, they are isomorphisms, each inverse of
the other, of the lattice of ideals of A with the lattice of ideals of B. Now, on both
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sides, the lattice structure of ideals determines the set of irreducible ideals, and the
sets closed in the hull-kernel topology. Therefore the mappings −∩ B and 〈−〉 induce
homeomorphisms as claimed.
In the proof above we have seen that every ideal of A is generated by boolean
elements. It is easy to check that, conversely, every ideal of SA that is generated
by boolean elements is closed under ∇, i.e., is an ideal of A. We will show that
SpecA= MinSpecSA as sets: it is then immediate that they have the same hull-kernel
topology. The ⊆ inclusion follows from the following claim.
Claim. No element of SpecSA is properly contained in a proper ideal of SA generated
by boolean elements.
Proof of Claim. Let i ⊆ a , with i ∈ SpecSA and a an ideal of SA generated by
boolean elements. For every b ∈ B, either b or @ b is in i (boolean elements are
preserved by quotients, and the only boolean elements in A=i are 0=i and 1=i ). If b
were a boolean element in a \ i , then @ b ∈ i ⊆ a , and 1 = b ⊕ @ b ∈ a , which is
impossible. Hence every boolean element of a is in i , and i = a .
In order to prove the ⊇ inclusion, choose a ∈ i ∈ MinSpecSA. By [9, Theorem
6:1:5], there exists b ∈SA\i satisfying a∧b=0. Hence ∇a∧∇b=∇(a∧b)=∇0=0 ∈ i .
Since b ≤ ∇b, we have ∇b ∈ i , and therefore ∇a ∈ i .
Corollary 5.6. Let E; A;SA be as in Theorem 5:5. Then A is totally ordered i8 SpecA
is a singleton.
Proof. A is totally ordered iL so is SA iL the 0 ideal of SA is irreducible iL
MinSpecSA = {{0}} iL SpecA = {{0}}.
Lemma 5.7. Let A be an MV-algebra;FA its image under the free functorF :MV→
MV; and let T be a totally-ordered MVN-algebra. Let ’ :A → ST correspond to
 :FA → T under the natural bijection given by the adjunction. Then ’ is surjec-
tive i8  is surjective. An analogous statement holds for the functor F : PMV →
PMV.
Proof. We have ’=S ◦/A. Clearly,  is surjective if ’ is so. Assume  surjective,
and choose c =  (b) ∈ T . By construction, A is an MV-subalgebra of SFA, and
generates FA via the MVN operations. Hence we can write b = p(a1; : : : ; ar), for
certain a1; : : : ; ar ∈ A and some MVN polynomial p. By induction, we transform
p(’(a1); : : : ; ’(ar)) in p′(’(a1); : : : ; ’(ar)) as follows:
p = ’(ai) "→ p′ = ’(ai);
p = q⊕ r "→ p′ = q′ ⊕ r′;
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p = @ q "→ p′ = @ q′;
p = 0 "→ p′ = 0;
p = Nq "→
{
0 if q = 1;
1 if q = 1:
By Lemma 4.3, N is trivial in T : hence c =  (p(a1; : : : ; ar)) = p( (a1); : : : ;  (ar)) =
p(’(a1); : : : ; ’(ar))=p′(’(a1); : : : ; ’(ar))=’(p′(a1; : : : ; ar)), since p′ is an MV poly-
nomial. As p′(a1; : : : ; ar) ∈ A, we have shown that ’ is surjective. The same proof
works for the functor F : PMV→ PMV.
Theorem 5.8. Let A be an MV-algebra; and let FA be the MVN-algebra freely
generated by A. Then SpecFA is homeomorphic to (SpecA)c.
Proof. By Lemma 4.3, the totally ordered MV-algebras correspond bijectively to the
totally ordered MVN-algebras under the mapping T "→ TN. By Lemma 5.7, the
natural bijection given by the adjunction restricts to a bijection between surjective
MV-homomorphisms ’ :A → T=STN and surjective MVN-homomorphisms  :FA →
TN. Hence, as sets of points, SpecA = SpecFA. We claim that, as topological spaces,
(SpecA)c is coarser than SpecFA. Indeed, let ’;  be as above. For every a ∈ A, we
have clearly ker ’ ∈ Oa iL ker  ∈ O/A(a). Therefore, the clopen sets Oa and Fa of
(SpecA)c correspond respectively to O/A(a) and to F/A(a) = F∇/A(a) = ON@ /A(a), which
are open in SpecFA. Since the basis de9ning (SpecA)c is given by all boolean combi-
nations of the Oa’s, our claim is established. By Proposition 5:5, SpecFA is a boolean
space. Since two boolean spaces over the same set of points are never comparable,
unless they are equal, our proof is complete.
Theorem 5.9. Let A be a PMV-algebra; and let FA be the PMVN-algebra freely
generated by A. Then SpecFA is homeomorphic to (PrimSpec A)c.
Proof. The proof is analogous to the one given for Theorem 5.8, upon noting that T "→
TN provides a bijection between the totally-ordered PMV-algebras without 0-divisors,
and the totally ordered PMVN-algebras.
Theorem 5.10. Let A ∈ PMV. Then SpecA and SpecFA are homeomorphic; and
A is totally-ordered i8 so is FA i8 SpecA ! SpecFA is a singleton. The same
statements hold if A ∈  L and FA ∈  L 12 .
Proof. Let  be a cardinal number. The algebras F(PMV); F( L), and F( L 12 )
share the same subalgebra B of boolean elements. Indeed, the elements of B are the
characteristic functions of semialgebraic subsets of [0; 1], and these subsets do not
change in passing from PMV to  L and  L 12 . Write A=F(PMV)=a and FA=
F( L)=〈a 〉, as in the proof of Proposition 4.2. Since a ∩ B = 〈a 〉 ∩ B by (i) in the
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proof of Proposition 4.2, we have from Theorem 5.5 that both SpecA and SpecFA
are homeomorphic to
Spec
B
a ∩ B = {b ∈ SpecB: b ⊇ a ∩ B}:
By Corollary 5.6, the latter set is a singleton iL A is totally-ordered iL FA is totally-
ordered. The same proof works if A ∈  L.
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