In this paper, we consider the SEIR (Susceptible-Exposed-Infected-Recovered) epidemic model by taking into account both standard and bilinear incidence rates of fractional order. First, the nonnegative solution of the SEIR model of fractional order is presented. Then, the multi-step generalized differential transform method (MSGDTM) is employed to compute an approximation to the solution of the model of fractional order. Finally, the obtained results are compared with those obtained by the fourth-order Runge-Kutta method and non-standard finite difference (NSFD) method in the integer case.
Introduction
Mathematical modelling has proved its importance in understanding the dynamics of many infectious diseases. In compartmental models, the time t is an independent variable, and derivatives with respect to time of the sizes of the compartments are the rates of transfer between compartments. One of the early models in epidemiology was introduced in 1927 by Kermack and McKendrick [1] which is the starting point of epidemic models. In their proposed model, they divided the total population into three classes: the susceptible denoted by S, the infectious denoted by I, and the recovered denoted by R. This model, known as the susceptibleinfectious-recovered (SIR) model, could be used to describe an influenza epidemic and was developed early in the 20th century. In many infectious diseases there is an exposed period after the transmission of infection from susceptible to potentially infective members but before these potential invectives develop symptoms and can transmit infection. That means a disease may have a latent or incubation time, when the susceptible has become infected but it is not yet infectious. The incubation period for measles, for example, is 8 -13 days. For AIDS, on the other hand, it can be anything from a few months to many years. This can be included in the model as a delay, or by introducing a new class, say E, in which the susceptible remains for a given time before moving to I class. Many infectious diseases in nature have both horizontal and vertical transmission routes. These include such human diseases as Rubella, Herpes Simplex, Hepatitis B, and the HIV/AIDS. Horizontal transmission of diseases among humans and animals occurs through physical contact with hosts or through disease vectors like mosquitos, flies, etc. A vertical transmission is the transmission of an infection from parents to child during the perinatal period. In [2] , a detailed analysis for integer order SEIR models with vertical transmission within a constant population can be found. Also other researchers did a lot of work on epidemic models of integer order (see for example [3 -5] ).
Nowadays, researchers are working on fractionalorder differential equations because these give a better presentation of many phenomena. The fractional calculus represents a generalization of the ordinary differentiation and integration to non-integer and complex order and is used to establish new models in many fields not only in Mathematics. Mathematical models, using ordinary differential equations with integer order, have been proven valuable in understanding the dynamics of biological systems. However, the behaviour of most biological systems has memory or after-effects. The modelling of these systems by fractional-order differential equations has more advantages than classical integer-order mathematical modelling, in which such effects are neglected. Accordingly, the subject of fractional calculus (that is, calculus of integral and derivatives of arbitrary order) has gained popularity and importance, mainly due to its demonstrated applications in numerous diverse and widespread fields of science and engineering. In some situations, the fractional-order differential equations (FODEs) models look more suitable with the real phenomena than the integer-order models. This is due to the fact that fractional derivatives and integrals enable the description of memory and hereditary properties inherent in various materials and processes. Hence there is a growing need to study and use the fractional-order differential and integral equations (see for example [6 -10] ). In this paper, we consider a SEIR model taking into account both bilinear and standard incidence rates. First, we show that the SEIR model of fractional order has a positive solution. Then, we use the multi-step generalized differential transform method (MSGDTM) to approximate the numerical solution. Finally, we compare our numerical results with the results obtained by the nonstandard finite difference (NSFD) method and fourthorder Runge-Kutta method. This paper is organized as follows.
In Section 2, we present the formulation of the model with some basic definitions and notations related to this work, and in Section 3 we show the nonnegative solution and uniqueness of the model. In Section 4, the MSGDTM is applied to the model. Numerical simulations are presented graphically in Section 5. A conclusion is given in the last section.
Formulation of the Model with Preliminaries
For the formulation of the model, we consider the SEIR model by taking into account both bilinear and standard incidence rates. The model is as follows:
with
The total population size is N(t) = S(t) + E(t) + I(t) + R(t).
By adding all equations of system (1), we obtain
Here b is the birth rate, β 1 is the transmission rate from susceptible to exposed class due to infected class, β 2 is the transmission rate from susceptible to infected class. Now we introduce fractional order into the system (1) which consists of ordinary differential equations. The new system is described by the following set of fractional-order differential equations:
Here D α t is the fractional derivative in the Caputo sense, and α is a parameter describing the order of the fractional time derivative with 0 < α ≤ 1. For α = 1, the system reduces to ordinary differential equations. The system (3) is the generalization of system (1). Now we give some basic definitions and properties of the fractional calculus theory which are used further in this paper [5 -9] .
, and it is said to be in the space C m α if f (m) ∈ C α and m ∈ N.
Definition 2. The Riemann-Liouville integral operator of order α > 0 with a ≥ 0 is defined as
Properties of the operator can be found in [11] . We only need here the following:
For f ∈ C α , α, β > 0, a ≥ 0, c ∈ R and γ > −1, we have
where B τ (α, γ + 1) is the incomplete beta function which is defined as
The Riemann-Liouville derivative has certain disadvantages when trying to model real-world phenomena with fractional differential equations. The RiemannLiouville derivative of a constant is not zero. In addition, if an arbitrary function is a constant at the origin, its fractional derivation has a singularity at the origin for instant exponential and Mittag-Leffler functions. Theses disadvantages reduce the field of application of the Riemann-Liouville fractional derivative. One of the great advantages of the Caputo fractional derivative is that it allows traditional initial and boundary conditions to be included in the formulation of the problem [12, 13] . Therefore, we shall introduce a modified fractional differential operator c 0 D α a proposed by Caputo in his work on the theory of viscoelasticity.
For the case of Riemann-Liouville, we have the following definition:
For mathematical properties of fractional derivatives and integrals one can consult the mentioned references [11 -15] .
Non-Negative solutions
For the proof of the theorem about non-negative solutions, we shall need the following Lemma [15] .
, then the function f is non-decreasing, and if D α f (x) ≤ 0 for all x ∈ (0, b), then the function f is non-increasing.
Theorem 1. There is a unique solution for the initial value problem given by (3), and the solution remains in
Proof. The existence and uniqueness of the solution of system (3) 
On each hyperplane bounding the non-negative orthant, the vector field points into R 5 + .
Multi-Step Generalized Differential Transform Method (MSGDTM)
Now, we apply the MSGDTM to find the approximate solution of system (3), which gives an accurate solution over a longer time frame as compared to the standard generalized differential transform method (GDTM) [16 -18] . Taking the differential transform of system (3) with respect to time, we obtain
Here
S(k), E(k), I(k), R(k), and N(k) are the differential transformations of S(t), E(t), I(t), R(t), and N(t), respectively. Also, ISN(k) is the differential transformation of the function ISN(t) = I(t)S(t) N(t) and is defined as
The differential transforms of the initial conditions are
In view of the differential inverse transform, the differential transform series solution for system (3) can be obtained as
Now according to the MSGDTM, the series solutions for system (3) is suggested by and N i (k) for i =  1, 2, . . ., M satisfy the following recurrence relations: 
and Finally, we start with the initial conditions
and
With the use of the recurrence relation given in the above system, we can obtained the MSGDTM solution given in (14) - (18 
Numerical Methods and Simulations
We solved analytically the system (3) with transform initial conditions by using the MSGDTM. We also used NSFD method and the fourth-order RungeKutta method for numerical results. For numerical simulation, we used a set of parameters given in Table 1 . To demonstrate the effectiveness of the proposed algorithm as an approximate tool for solving the nonlinear system of fractional differential equations descrided in system (3) for large time t, we applied this algorithm We also assumed the initial conditions to be S 0 = 153, E 0 = 55, I 0 = 79, R 0 = 68, and N 0 = 355.
Figures 1 -5 show the approximate solutions for S(t), E(t), I(t), R(t), and N(t) obtained by using the MSGDTM and the classical Runge-Kutta method when α is one.
From the graphical results in Figures 1 -5 , it can be seen that the results obtained by using the MSGDTM match the results of the classical Runge-Kutta method very well, which implies that the presented method can predict the behaviour of these variables accurately for the region under consideration. From the numerical results in Figures 6 -10 , it is clear that the approximate solutions depend continuously on the time-fractional derivative α. It is evident that the efficiency of this approach can be dramatically enhanced by decreasing the step size and computing further terms or further components of
S(t), E(t), I(t), R(t), and N(t).
Figures 11 -15 show the approximate solutions for [12] , the classical Runge-Kutta method, and the algorithm ode45 when α is one. Fig. 12 (colour online) . Plot of the approximation for E(t) with respect to time t. Fig. 13 (colour online) . Plot of the approximation for I(t) with respect to time t. 
S(t), E(t), I(t), R(t), and N(t) via NSFD

Conclusion
In this paper, a fractional-order system for SEIR (susceptible-exposed-infected-recovered) epidemic model is studied and its approximate solutions are presented by using the MSGDTM. The approximate solutions obtained by this method are highly accurate and valid for a long time in the integer case. The MS-GDTM introduces a new idea for constructing the approximate solution. In this approximation, the interval is divided into subintervals of equal length, and initial conditions are chosen as mentioned in Section 4. That is, in every subinterval a new initial condition is determined by functions obtained in these subintervals. This gives a way of finding accurate approximate solutions at points far from the first initial point. This is the main advantage of the present method. But there is no such a situation in built function precedures provided by Mathematica or Maple softwares. That is, the first initial condition is never changed. For this reason, generally accurate approximate solutions can not be obtained at points far from the first initial point. This method is very applicable and is also a good approach for obtaining the solutions of differential equations of such order. This tool is the best one for modelling in science and engineering.
