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HYPERBOLIC QUADRATURE METHOD OF MOMENTS FOR THE1
ONE-DIMENSIONAL KINETIC EQUATION∗2
RODNEY O. FOX† AND FRÉDÉRIQUE LAURENT‡3
Abstract. A solution is proposed to a longstanding open problem in kinetic theory, namely,4
given any set of realizable velocity moments up to order 2n, a closure for the moment of order 2n+1 is5
constructed for which the moment system found from the free-transport term in the one-dimensional6
(1-D) kinetic equation is globally hyperbolic and in conservative form. In prior work, the hyperbolic7
quadrature method of moments (HyQMOM) was introduced to close this moment system up to fourth8
order (n ≤ 2). Here, HyQMOM is reformulated and extended to arbitrary even-order moments. The9
HyQMOM closure is defined based on the properties of the monic orthogonal polynomials Qn that10
are uniquely defined by the velocity moments up to order 2n − 1. Thus, HyQMOM is strictly a11
moment closure and does not rely on the reconstruction of a velocity distribution function with the12
same moments. On the boundary of moment space, n double roots of the characteristic polynomial13
P2n+1 are the roots of Qn, while in the interior, P2n+1 and Qn share n roots. The remaining14
n + 1 roots of P2n+1 bound and separate the roots of Qn. An efficient algorithm, based on the15
Chebyshev algorithm, for computing the moment of order 2n + 1 from the moments up to order 2n16
is developed. The analytical solution to a 1-D Riemann problem is used to demonstrate convergence17
of the HyQMOM closure with increasing n.18
Key words. kinetic equation, quadrature-based moment methods, hyperbolic quadrature19
method of moments20
AMS subject classifications. 82C40, 35L60, 35Q7021
1. Introduction. Moment closures in the context of kinetic theory have a long22
history. The 13-moment closure of Grad [17] and the moment-closure hierarchies of23
Levermore [26] are two well-known examples. In general, finite-dimensional moment24
systems derived from a kinetic equation will have unclosed terms, usually involving25
higher-order moments that are not included in the moment vector. For example, the26
free-transport term in the Boltzmann equation generates an unclosed spatial flux for27
the moment of order k that depends on the moment of order k + 1. Broadly speak-28
ing, the closure of the latter can be accomplished (as proposed by Grad [17]) using29
a perturbative solution for the velocity distribution function (VDF) valid near the30
equilibrium distribution, or (as proposed by Levermore [26]) using a non-perturbative31
reconstruction of the VDF such as entropy maximization [28].32
Regardless of the method used to derive it, a well-posed moment closure must33
ensure that the predicted moments are realizable (i.e., they must be in the interior34
or on the boundary of the convex moment space [18, 8, 25, 31]) and that the mo-35
ment system derived from the kinetic equation is globally hyperbolic [26, 20, 9, 10].36
Furthermore, the moment closure must be well defined for every set of realizable mo-37
ments, in particular for every moment vector in the interior of moment space [21, 9],38
and preferably result in a moment system in conservative form.39
One method to ensure realizability of the unknown moments is to reconstruct a40
non-negative VDF from the known (realizable) moments; however, this is insufficient41
to ensure that the resulting moment system will be globally hyperbolic. For example,42
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2 R. O. FOX AND F. LAURENT
a one-dimensional (1-D) kinetic equation can be modeled by a moment system up43
to an even-order (2n) moment, whose flux depends of the unknown moment of order44
2n+1. Since odd-order moments need only be finite to be realizable, any value can be45
chosen to close the flux (e.g., set the 2n+ 1 central moment equal to zero). Moreover,46
it is always possible to reconstruct a non-negative VDF based on this choice (e.g.,47
a weighted sum of Dirac delta functions [37, 14, 5]), but it is unlikely that such an48
arbitrary choice will result in a globally hyperbolic moment system [20].49
Indeed, there is no need to require that a moment closure corresponds to a par-50
ticular form of the VDF (except on the boundary of moment space where the VDF51
is unique [31]). In other words, the ability to reconstruct the VDF from its moments52
is not a necessary condition for global hyperbolicity. Conversely, poor choices for the53
moment closure can generate unrealizable moments during the time advancement of54
the moment system, even if the moment system is hyperbolic and in conservative55
form [36]. Thus, care must be taken to guarantee that moments on the boundary of56
moment space do not leave it due to the closure for the flux.57
For classical applications of the Boltzmann equation [34], it is often acceptable to58
employ a moment closure that is realizable and conditionally hyperbolic in a subset59
of moment space [32] (e.g., near the moments of the equilibrium VDF). A recent60
example of such a closure applied to rarefied gas dynamics can be found in [24].61
For the same application, other authors have ‘regularized’ or ‘modified’ the moment62
system by adding non-conservative terms (see, for example, [1, 2, 23, 9, 11]) to achieve63
global hyperbolicity. In doing so, the direct connection between the closure and the64
reconstructed VDF is lost.65
As an example, for moment vectors on the boundary of moment space where the66
VDF is unique [31], it remains to be shown whether or not the eigenvalues of the67
modified moment system found using the procedure in [23] correspond to the exact68
values found in [4, 20]. The latter are equal to the roots of the nth-order orthogonal69
polynomial Qn, which can be found from the moments using the Chebyshev algorithm70
[37, 14, 5]. In the context of dilute sprays and particulate flows without collisions71
[7, 12, 6, 22, 27, 3, 13, 11, 20], moment systems very close to or on the boundary of72
moment space are regularly encountered. Thus, a robust moment closure must be73
able to describe accurately the evolution of moment sets near the boundary.74
Hereinafter, we consider the velocity moments for a 1-D kinetic equation with75
only the free-transport term, which suffices for testing whether the proposed moment76
closure is globally hyperbolic. Further, the moment system consists of the 2n + 177
moments up to order 2n, so that the spatial flux requires a closure for the moment78
of order 2n + 1. In prior work [13], the hyperbolic quadrature method of moments79
(HyQMOM) was developed for n ≤ 2, and shown to yield a realizable and globally80
hyperbolic moment system in conservative form. In that work, the motivation for81
closing the spatial flux was to fix the middle root of the polynomial Q3 at the mean82
velocity ū, which leads to a unique choice for the fifth-order velocity moment and83
corresponds to a VDF as a weighted sum of Dirac delta functions with one abscissa84
at ū. With this choice, it is possible to compute the five eigenvalues of the moment85
system analytically and prove global hyperbolicity, as well as realizability.86
In the present work, we extend HyQMOM to 2 ≤ n by choosing a closure for the87
(2n + 1)-order moment in conservative form that results in global hyperbolicity. In88
the process, we again make use of the polynomials Qn (that are determined from the89
2n moments up to order 2n − 1) to define a monic polynomial Rn+1 of order n + 190
whose roots separate and bound those of Qn. The Chebyshev algorithm [37, 14, 5]91
is used to find Qn from a set of realizable moments. We then demonstrate that92
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Rn+1 is defined such that the characteristic polynomial of the 1-D moment system93
is P2n+1 = QnRn+1. For n = 2, this procedure results in the middle root of Q394
not being equal to ū, and leads to different locations for the eigenvalues for moment95
vectors in the interior of moment space than in [13]. Nonetheless, the basic idea for96
closing the (2n+1)-order moment using the properties of Qn remains unchanged, and97
thus we will continue to refer to the proposed extension as HyQMOM.98
In the context of moment closures for the kinetic equation, HyQMOM is a pure99
moment closure in the sense that it does not rely on the reconstruction of a VDF100
to define the closure. In theory, an explicit formulae can be written for the HyQ-101
MOM closure that depends on the recurrence formula for the orthogonal polynomials102
Qn. However, for large n, this expression is quite complex and must be computed103
numerically. For this purpose, in section 4, we develop an efficient algorithm for com-104
puting the HyQMOM closure based on the Chebyshev algorithm. Before describing105
the proposed closure, in section 2 we provide background information on the VDF106
and its moments. In section 3, we introduce the 1-D kinetic equation and prove a107
theorem that relates the characteristic polynomial of the moment system P2n+1 to108
the functional form of the moment closure for the standardized moment S2n+1. Then,109
in section 4, we define the HyQMOM closure for arbitrary n by making use of the110
polynomials Qn and their recurrence coefficients an and bn.111
The remainder of the paper is then devoted to exploring the properties of the112
proposed closure. In section 5, examples of the HyQMOM closure for n ≤ 5 are113
provided to illustrate the behavior of the roots of the characteristic polynomial for114
selected moment sets. Then, in section 6, a Riemann problem with free transport115
is solved numerically using the HyQMOM closure and compared to the analytical116
solution for the moments. For increasing n, we demonstrate numerically that the117
HyQMOM closure converges uniformly towards the analytical solution. Finally, in118
section 7, conclusions are drawn and possible future extensions of the HyQMOM119
closure to multidimensional and bounded domains are briefly discussed.120
2. Velocity distribution function and its moments. Consider the 1-D VDF121
f(t, x, u) defined for (t, x, u) ∈ R+×R×R. The VDF is non-negative and its moments122
with respect to the velocity u are finite. For a symmetric VDF about the mean velocity123
ū, f(t, x, u− ū) = f(t, x, ū− u).124
2.1. Moments. The moments of f are defined by125
(2.1) Mk(t, x) :=
∫
R
f(t, x, u)uk du for k ∈ {0, 1, . . . , 2n+ 1}126
and n ∈ N. Let us also denote the moment vector by M2n := (M0,M1, . . . ,M2n)t.127
The moment M2n+1 is not included in the moment vector, but we wish to specify128
it as depending on M2n subject to some constraints. This is the principal challenge129
faced in moment closures for the kinetic equation.130
2.2. Central moments. For M0 > 0, the central moments are defined by131





f(t, x, u)(u− ū)k du for k ∈ {0, 1, . . . , 2n+ 1}132
where ū(t, x) = M1/M0 is the mean velocity. By definition, C0 = 1 and C1 =133
0. The next central moment C2 ≥ 0 is the velocity variance. Let us remark that134
the vector Ck := (C0, . . . , Ck)
t = (1, 0, C2, . . . , Ck)
t is the kth-order moment vector135
corresponding to v 7→ 1
M0
f(ū+ v).136
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For any k ≥ 2, the central moment Ck depends uniquely on the moment set137














And inversely, for k ≥ 2, Mk depends uniquely on the central moment vector C̃k =140
(M0, ū, C2, . . . , Ck)
t through the relation141












In particular, the unclosed moment M2n+1 can be written in terms of the components143
of C̃2n as144












where C2n+1 must be specified as an algebraic function of C̃2n. Thus, in the context146
of moment closures, specifying C2n+1 is equivalent to specifying M2n+1.147







for k ∈ {0, 1, . . . , 2n+ 1}.150
By definition, (S0, S1, S2) = (1, 0, 1) and Sk := (S0, . . . , Sk)
t = (1, 0, 1, S3, . . . , Sk)
t151







C2 = 0, all higher-order central moments are null. Unless stated otherwise, here-153
inafter we assume that 0 < C2 and define the standardized moment vector S̃k =154
(M0, ū, C2, S3, . . . , Sk)
t, which has a one-to-one relation with Mk in the interior of155
moment space. In the context of moment closures, we must specify S2n+1 for 2 ≤ n156
as an algebraic function of S̃2n subject to constraints.157
2.4. Realizability. In this work, we will not attempt to reconstruct the VDF158
from its moments. Instead, we approximate the moment of order 2n+ 1 given lower-159
order moments, i.e., we seek a particular solution to the truncated Hamburger moment160
problem [18]. Nonetheless, given the data (M0, ū, C2, S3, . . . S2n, S2n+1) with M0 > 0,161
C2 > 0, a reconstructed VDF consisting of a sum of weighted Dirac delta functions162




1 0 1 S3 · · · Sk
0 1 S3 S4
1 S3 S4 S5





, k ∈ {2, . . . , n}.165
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If H2k > 0 for k ∈ {2, . . . , n}, then the moment set is realizable and lies in the166
interior of moment space. It is then said to be strictly realizable. If H2k < 0167
for any k ∈ {2, . . . , n} then the moment set is unrealizable. Otherwise, the mo-168
ment set is realizable if and only if there exists k ∈ {2, . . . , n} such that H4 >169
0, . . . ,H2k−2 > 0, H2k = · · · = H2n = 0 and the vector (Sn+1, . . . , S2n+1) is in170
the span of (Sj , Sj+1, . . . , Sj+n), j = 0, . . . , n. In this last case, the moment set then171
lies on the boundary of moment space and the VDF is exactly a weighted sum of k172
Dirac delta functions.173
Note that 0 = H2n defines the lower bound for S2n (i.e., the even-order moments).174
In contrast, for the Hamburger moment problem, if H2k > 0 for k ∈ {2, . . . , n}, the175
odd-order moment S2n+1 can take on any finite real value. In the context of moment176
closures, we require that the algebraic function defining S2n+1 be valid for any vector177
of realizable moments M2n.178
2.5. Linear functional associated with a moment vector. For a moment179
vector MN , one can define the linear functional 〈.〉MN on the space R[X]N of the real180
polynomial function of degree smaller than N by181
(2.8) 〈Xk〉MN = Mk, for k ∈ {0, 1, . . . , N}.182
Let us remark that if MN is associated with a VDF f , then183




Let us consider the linear functionals 〈.〉SN associated with the standardized moments185
defined in subsection 2.3. It is linked to the one associated with MN by186










In the following, the notation 〈.〉 is used for simplicity and corresponds to 〈.〉S2n .188
Indeed, it is easier to work with S̃2n than directly with M2n, and it is equivalent189
as soon as M0 > 0 and C2 > 0. Moreover, as soon as M2n (or equivalently S2n) is190
strictly realizable, the application (p, q) 7→ 〈pq〉 defines a scalar product on R[X]n.191
3. Kinetic equation and its moment system. The 1-D kinetic equation for192
the VDF including only free transport is193
(3.1) ∂tf + u∂xf = 0,194
with initial condition f(0, x, u) = f0(x, u). The exact solution is given by f(t, x, u) =195
f(0, x− ut, u) = f0(x− ut, u). In this work, we seek to approximate the moments of196
the VDF found from (3.1) by formulating a finite-dimensional moment system.197
3.1. Moment system. The unclosed governing equations for the moment vector198
are199
(3.2)
∂tM0 + ∂xM1 = 0,
∂tM1 + ∂xM2 = 0,
...
∂tMN + ∂xMN+1 = 0;
200
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or, in vector form,201
(3.3) ∂tMN + ∂xF(MN ) = 0202
where the unclosed flux vector is F(MN ) = (M1,M2, . . . ,MN ,MN+1)
t. A viable203
moment closure provides an algebraic function MN+1(MN ) that is well defined for204
any realizable moment vector MN . It then must be demonstrated that such a closure205
is globally hyperbolic. In this work, the characteristic polynomial derived from (3.3)206
will be used for this purpose. The system (3.3) with the closed flux vector will then207
have a conservative hyperbolic form.208







0 1 0 . . . 0












. . . ∂MN+1∂MN
 .211
Equivalently, as soon as M0 > 0, the variable set C̃N = (M0, ū, C2, . . . , CN )
t can212
be used, as well as S̃N = (M0, ū, C2, S3, . . . , SN )
t if in addition M2M0 > M
2
1 , where213
the central moments Ck and the standardized moments Sk are defined by (2.3) and214
(2.6), respectively. The closure is then given by the algebraic function CN+1(C̃N ) or215
SN+1(S̃N ), and (2.5).216
In terms of the central moments, as soon as the variables are regular enough, the217
system can be rewritten:218










Of course, the characteristic polynomial of DFDM is the same as the one of J and is222
denoted PN+1(X) := |J−XI|. The following proposition can then be shown.223
Proposition 3.1. Let MN = (M0,M1,M2, . . . ,MN )
t be a realizable moment224
vector such that M0 > 0 and M2M0 > M
2
1 , and let S̃N = (M0, ū, C2, S3, . . . , SN )
t225
be the corresponding standardized moment vector. Let us assume that the function226
SN+1 does not depend on (M0, ū, C2), i.e., SN+1(S3, . . . , SN ). Then, the following227
polynomial228
229










∣∣∣J− (ū+ C1/22 X) I∣∣∣C−(N+1)/22 ,231232
where J is defined by (3.6), only depends on (S3, . . . , SN ).233
Proof. The equations for M0 and ū are234
(3.8)




∂xM0 + ū∂xū+ ∂xC2 = 0.
235
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Since the moment vector MN+1(t, x) is realizable for each (t, x), it can be associated236
with a VDF f(t, x, u). Setting u = v + ū(t, x), the function f̃(t, x, v) := f(t, x, v +237
ū(t, x)) is then such that238
(3.9) ∂tf + u∂xf = ∂tf̃ + v∂xf̃ + ū∂xf̃ − (∂tū+ ū∂xū+ v∂xū)∂v f̃ .239
The central moments are such that M0Ck =
∫




k(∂tf + u∂xf)(t, x, u)du = 0, for k = 2, . . . , N , then, thanks to (3.9):241
242
(3.10) ∂t(M0Ck) + ∂x(M0Ck+1) + ū∂x(M0Ck) + (∂tū+ ū∂xū)kM0Ck−1243
+ (∂xū)(k + 1)M0Ck = 0.244245




∂xM0 +kCk∂xū−kCk−1∂xC2 + ū∂xCk+∂xCk+1 = 0.247
This result, along with (3.8), allows to write the matrix J. Then,
∣∣∣J− (ū+ C1/22 X) I∣∣∣248























(N − 2)CN−2 −(N − 2)CN−3
CN−(N−1)C2CN−2
M0
(N − 1)CN−1 −(N − 1)CN−2
CN+1−NC2CN−1
M0
NCN −NCN−1 + ∂CN+1∂C2
251
0 · · · 0 0
0 · · · 0 0






















Let us remark that, thanks to the assumption on SN+1, CN+1(C2, . . . , CN ). Factoring254
C
1/2
2 /M0 to the first row, C
i/2
2 to each row i > 1 and M0 to the first column and255
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1/C
(j−1)/2













SN−1 − (N−2)SN−3 (N−2)SN−2 −(N−2)SN−3
SN − (N−1)SN−2 (N−1)SN−1 −(N−1)SN−2
SN+1 −NSN−1 NSN −NSN−1 + N+12 SN+1
258
0 · · · 0 0
0 · · · 0 0
1 · · · 0 0
−X














This result shows that PN+1(X) only depends on (S3, . . . , SN ), thus concluding the261
proof.262
The eigenvalues of (3.3) are then written λk = ū+C
1/2
2 µk, where µk is a root of263
PN+1 that only depends on (S3, . . . , SN ). It is then easy to calculate the coefficients264
of the characteristic polynomial:265
Theorem 3.2. With the same assumptions as in Proposition 3.1, the scaled char-266







with coefficients defined by269
(3.13)
cN+1 = 1, cN = −
∂SN+1
∂SN
, cN−1 = −
∂SN+1
∂SN−1























Proof. We denoted SN := (1, 0, 1, S3, . . . , SN )
t. From Proposition 3.1, it is known271
that PN+1 does not depend on (M0, ū, C2), so that we can choose (M0, ū, C2) =272
(1, 0, 1) in such a way that S̃N = SN . This implies that the corresponding moment273
vector is MN = SN , as well as for the central moment vector: C̃N = SN . Then PN+1274
is equal to the characteristic polynomial of DFDM for MN = SN . Thus, from (3.4), the275
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coefficients of this polynomial can be written:276
277

























1 0 0 0 · · · 0
0 1 0 0 · · · 0
1 0 1 0 · · · 0
S3 3S2
3



















1 0 0 0 · · · 0
0 1 0 0 · · · 0
−1 0 1 0 · · · 0
( 32 − 1)S3 −3S2 −
3





(N2 − 1)SN −NSN−1 −
N
2 SN 0 · · · 1

.


















Multiplying this row by the previous matrix concludes the proof.281
3.3. Properties of the characteristic polynomial. From the definition in282
subsection 2.5 of the linear functional 〈.〉 associated with the moment vector SN , one283
has284
(3.14) 〈PN+1〉 = cN+1SN+1 + cNSN + · · ·+ c3S3 + c2 + c0.285
If we define the polynomial P ′N+1(X) by286





then the properties (3.13) of the coefficients of the scaled characteristic polynomial288
provide directly the following three constraints:289
Corollary 3.3. The scaled characteristic polynomial PN+1 defined by (3.7) is290
such that291
(3.16) 〈PN+1〉 = 0, 〈P ′N+1〉 = 0, 〈XP ′N+1〉 = 0.292
As shown in subsection 4.3, these constraints are used to define the HyQMOM closure.293
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4. Quadrature-based moment closure for S2n+1. In general, QBMM pro-294
vide a closure for higher-order moments in terms of the known lower-order moments.295
For example, M2n given M2n−1, or M2n+1 given M2n. Without loss of generality, we296
describe QBMM using the standardized moments. Before defining the moment clo-297
sure for S2n+1 used in HyQMOM, we first review the quadrature method of moments298
(QMOM), which provides a closure for S2n in such a way that S2n is on the boundary299
of moment space.300
4.1. QMOM closure for S2n and orthogonal polynomials. QMOM con-301
siders moments up to S2n−1 with the closure for S2n found from H2n = 0, i.e., on302
the boundary of moment space. In this case, the unique VDF has the form of a sum303
of weighted Dirac delta functions located at the roots of the polynomial Qn defined304
just below. Indeed, to compute the quadrature points, it is interesting to introduce305
the family of monic orthogonal polynomials Qn, deg(Qn) = n, for the scalar product306
defined in subsection 2.5, i.e., 〈QmQn〉 = 〈Q2n〉δmn. Moreover, 〈Q2n〉 = H2n/H2n−2.307
This family satisfies the following recurrence relation308
(4.1) Qn+1(X) = (X − an)Qn(X)− bnQn−1(X)309
with Q−1 = 0 and Q0 = 1. The recurrence coefficients an and bn can be found from310
the standardized moments using the Chebyshev algorithm [37, 14, 5], which is given311











The first few are a0 = 0, a1 = S3, a2 =
S5−S3(2+S23+2H4)
H4
, b0 = 1, b1 = 1, b2 = H4, and314
b3 = H6/H
2
4 . For QMOM with a given n, starting from the standardized moments315
up to S2n−1, the Chebyshev algorithm computes the recurrence coefficients up to316
an−1 and bn−1 to define Qn. Note that an depends on standardized moments up to317
S2n+1, with the highest-order moment having a linear dependence; and bn depends318
on standardized moments up to S2n. The bn are positive except at the boundary of319
moment space where they can be zero.320
Remark 4.1. For Gaussian moments, Qn is the monic Hermite polynomial Hen.321
Remark 4.2. The relation (2.10) between 〈.〉 and 〈.〉M2n induces that the orthog-322
onal monic polynomials Qk related to the scalar product (p, q) 7→ 〈pq〉M2n on R[X]2n323
are such that324






























In general, if the standardized moments correspond to a strictly realizable moment330
set, then there exists a one-to-one relationship between the moment vector S2n−1 and331
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the recurrence coefficients (a1, . . . , an−1, b2, . . . , bn−1). Thus, the quadrature-based332
moment closure can be expressed equivalently in terms of the standardized moments or333
the recurrence coefficients. We will use this fact when defining the HyQMOM closure334
in subsection 4.3. Moreover, for all n = 1, 2, . . . ; S2n and S2n+1 expressed in terms of335
Y = (a1, b2, a2, . . . , an−1, bn, an) are multivariate polynomials (see Appendix A), as336







Finally, the QMOM closure for S2n corresponds to setting bn = 0 to find S2n. The338
form of the characteristic polynomial P2n for the corresponding system were given in339
[4, 20].340
Theorem 4.3. The QMOM closure bn = 0 induces the following characteristic341
polynomial P2n = Q
2
n and the system is only weakly hyperbolic.342
4.2. Preliminary results. Before defining the HyQMOM closure, we will first343
need the following relations for the monic orthogonal polynomials Qn:344














Proof. First, let us remark that XQn = Qn+1 + anQn + bnQn−1, so that
〈XQ′n+1Qn〉 = (n+ 1)an〈Q2n〉+ bn〈Q′n+1Qn−1〉,
since each Qk is monic and orthogonal to any polynomial of degree at most k − 1.
Moreover, since Q′n+1 = Qn + (X − an)Q′n − bnQ′n−1, one can deduce:
〈Q′n+1Qn−1〉 = 〈XQ′nQn−1〉 − nan〈Q2n−1〉.













which allows to prove the first equality.347
For the second one, we still use XQn = Qn+1 + anQn + bnQn−1 to find







Thanks to the first equality, this concludes the proof.348
Finally, the following result is needed to relate a generalized recurrence relation349
involving Qn to the constraints in (3.16):350
Theorem 4.5. For all n = 1, 2, . . . ; let the monic polynomial P2n+1 be given by351
(4.7) P2n+1 = Qn [(X − αn)Qn − βnQn−1]352
where αn and βn are some real numbers. Then, the following statements are equiva-353
lent:354
(i) 〈P2n+1〉 = 0, 〈P ′2n+1〉 = 0 and 〈XP ′2n+1〉 = 0.355
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Proof. It is easy to see that357
(4.8) 〈P2n+1〉 = 〈XQ2n〉 − αn〈Q2n〉 = (an − αn)〈Q2n〉.358
Moreover, since P ′2n+1 = 2(X − αn)Q′nQn +Q2n − βn(Q′nQn−1 +QnQ′n−1),359
(4.9) 〈P ′2n+1〉 = 2n〈Q2n〉+ 〈Q2n〉 − nβn〈Q2n−1〉 = [(2n+ 1)bn − nβn] 〈Q2n−1〉.360
And finally
〈XP ′2n+1〉 = 2〈X2Q′nQn〉 − 2nαn〈Q2n〉+ 〈XQ2n〉 − βn〈XQ′nQn−1〉.
Using (4.2) and Lemma 4.4, this leads to361
(4.10) 〈XP ′2n+1〉 =
[
(2n+ 1)an + 2
n−1∑
k=0








Equations (4.8), (4.9) and (4.10) allow to conclude the proof.363
4.3. HyQMOM closure for S2n+1. With HyQMOM, the moments up to S2n364
are known, and a closure for S2n+1 is sought that makes the moment system globally365
hyperbolic. The choice is not unique (see Appendix B for a discussion of the case366
with n = 2), so we favor closures that are relatively simple to compute for arbitrary367
n, and for which global hyperbolicity can be demonstrated explicitly for n ≤ 9 and is368
postulated for larger values of n.369
Theorem 4.6 (HyQMOM closure for S2n+1). Let Qn be the monic orthogonal370
polynomial defined by (4.1), with Q−1 = 0, Q0 = 1, and Rn+1 be the monic polynomial371
defined by372
(4.11) Rn+1(X) = (X − αn)Qn(X)− βnQn−1(X).373
For all n = 1, 2, . . . , 9; the scaled characteristic polynomial in Theorem 3.2 can be374
written as375
(4.12) P2n+1(X) = Qn(X)Rn+1(X)376
if and only if the closure on S2n+1, defined through the coefficient an, and the co-377
efficients αn and βn in (4.11) are related to the recurrence coefficients ak and bk378
by379









Proof. First, if the scaled characteristic polynomial P2n+1 is given by (4.12), then381
equations (4.13) follow directly from Theorem 4.5 and the properties (3.16) of the382
characteristic polynomial.383
Conversely, using the closure an = αn, we just need to prove the relation (4.12).384
For that, it is easier to use the vector Y = (a1, b2, . . . , an−1, bn), which is uniquely385
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Algorithm 1: Verification of Theorem 4.6
Data: (ak)k=1,...,n−1,(bk)k=2,...,n
Result: P2n+1 −QnRn+1






ak // Set the closure;
(S0, S1, S2)← (1, 0, 1);
Initialize each scalar Zk,p to zero for k ∈ {−1, . . . , n}, p ∈ {0, . . . , 2n+ 1};
Z0,0 ← 1 // Reverse Chebyshev algorithm;
Z0,1 ← 0;









for p← 1 to 2n do





Zk,p+1 ← Zk+1,p−1 + akZk,p + bkZk−1,p+1;
Sp+1 ← Z0,p+1;
Y ← (a1, b2, a2, . . . , an−1, bn) // Computation of the ck;






























Q−1 ← 0 // Computation of the polynomials Qk;
Q0 ← 1;
for k ← 0 to n− 1 do
Qk+1 ← (X − ak)Qk − bkQk−1;




return P2n+1 −QnRn+1 // Final verification;
defined from (S3, . . . , S2n). We can then use the following relation to compute the386
coefficients of the characteristic polynomial P2n+1:387








Then, such computations are done using Matlab symbolic to check (4.12) for n =389
2, 3, . . . , 9. Algorithm 1 gives the details of these computations and the Matlab source390
code can be found in Appendix C. For n = 1 the result is obvious from the closure391
(see subsection 5.1).392
Remark 4.7. For realizable moments, βn ≥ 0 in (4.11).393
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The main result concerning global hyperbolicity is as follows.394
Theorem 4.8. When βn > 0, the n + 1 roots of Rn+1 in (4.11) are real-valued395
and bound and separate the n roots of Qn.396
















The n roots of Qn are real and distinct [14] and denoted by x1 < x2 < · · · < xn. For
any two consecutive roots xk and xk+1, (4.15) implies that
Rn+1(xk)Rn+1(xk+1) < 0.
Then the polynomial Rn+1 has at least one root between xk and xk+1, for each399
k = 1, . . . , n− 1. Moreover, Q′n(xn) > 0, because of the behavior of Qn at +∞. Then400
Rn+1(xn) < 0 and Rn+1 has a root larger than xn. In the same way, it has also a401
root smaller than x1. This concludes the proof.402
Remark 4.9. When βn = 0, n roots of Rn+1 are shared with Qn and the root αn403
has multiplicity of either 1 or 3. The latter occurs when Qn(αn) = 0, e.g., due to404
symmetry.405
In summary, the HyQMOM closure in Theorem 4.6 is globally hyperbolic for the406
moment system associated with the 1-D kinetic equation, and is well defined for any407
realizable moment vector M2n.408
4.4. Computation of M2n+1 and the eigenvalues. Formulas for the closure409
S2n+1(S3, . . . , S2n) could be given analytically. This is done in the next section for410
n = 1 and n = 2, but these formulas becomes increasing more complicated due to411
the number of moments involved. In the general case, the Chebyshev and reverse412
Chebyshev algorithms (see Appendix A) can be used to compute S2n+1. But the413
transformation into standardized moment is not necessary, thanks to Remark 4.2, as414
well as Proposition 3.1. Indeed, the characteristic polynomial P 2n+1 of the system415
of moments M2n is linked to P2n+1 by (3.7), the monic orthogonal polynomials Qk416












in such a way that418










(4.11) is equivalent to421
(4.17) Rn+1(X) = (X − αn)Qn(X)− βnQn−1(X),422
and (4.12) is equivalent to423
(4.18) P 2n+1(X) = Qn(X)Rn+1(X).424
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Then, M2n+1 can be found from M2n by Algorithm 2: the āk and b̄k are first computed425
from the moments by the Chebyshev algorithm, the value of ān is given by the closure426
ān = αn, and the reverse Chebyshev algorithm then allows to compute M2n+1.427
The eigenvalues of the corresponding system, i.e., the roots of Qn and Rn+1, are428



































5. Examples of the HyQMOM closure for n ≤ 5. In this section, we apply433
the HyQMOM closure for S2n+1 from Theorem 4.6 with Theorem 3.2 to find the434
characteristic polynomial P2n+1 for n ≤ 5. Example plots are shown to illustrate the435
behavior of the roots of these polynomials as a function of H2n (i.e., distance from the436
boundary of moment space). For completeness, we begin with the trivial case n = 1.437
5.1. n = 1. As first shown in [13], here S3 = 0 and the characteristic polynomial438
is439
(5.1) P3 = X(X
2 − 3) = Q1R2 =⇒ R2 = X2 − 3 = XQ1 − β1Q0.440
Thus, for n = 1, there are three real-valued roots (0,±
√
3), which correspond to the441
root of Q1 and the two roots of R2. As is well known in the literature, the moment442
system (i.e., the 1-D Euler equations) with (M0,M1,M2) is globally hyperbolic.443
5.2. n = 2. Here α2 =
1




3 − 1). The coefficients of444
the characteristic polynomial P5 are445
446






(−4 + 4S23 − 5H4), c2 =
1
2









When H4 = 0, the middle root is located at α2. Otherwise, there are two real-valued450
roots at 12 [S3± (4 +S
2
3)
1/2] (i.e., the roots of Q2), and three distinct real-valued roots451
from452











Figure 1 illustrates the behavior of the roots for S3 = −1 with varying H4. The roots454
of Q2 are independent of H4 and the two roots of R3 join those of Q2 when H4 tends455
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Algorithm 2: Computation of M2n+1
Data: M2n strictly realizable
Result: M2n+1
Initialize each scalar σk,p to zero for k ∈ {−1, . . . , n}, p ∈ {0, . . . , 2n+ 1};
for p← 0 to 2n do // Chebyshev algorithm
σ0,p ←Mp;
ā0 ← M1M0 ;
b̄0 ← 0;
for k ← 1 to n− 1 do
for p← k to 2n− k do




























// Reverse Chebyshev algorithm;
for k ← n− 1 to 0 do
σk,2n−k+1 ← σk+1,2n−k + ākσk,2n−k + b̄kσk−1,2n−k;
M2n+1 ← σ0,2n+1;
to zero. Moreover, we can also see how the absolute value of the extremal roots of456
R3 increase with H4. We can also remark that with Gaussian moments, Q2 is the457
Hermite polynomial He2 and R3 = X
3 − 6X.458
5.3. n > 3. For n = 3, 4, 5, the characteristic polynomial P2n+1 is found from
αn = an. In the same way as for n = 2, Figure 1 illustrates the behavior of its
roots with fixed values of (S3, . . . , S2n−1) and varying S2n, or equivalently H2n.
For n = 3, we took (S3, S4, S5) = (−1, 5,−8); for n = 4, (S3, S4, S5, S6, S7) =
(−1, 5,−8, 67.3,−100); and for n = 5,
(S3, S4, S5, S6, S7, S8, S9) = (−1, 5,−8, 67.3,−100, 3000, 0).
The same type of behavior as for the case n = 2 is observed. Notwithstanding, for459
large n, the roots of Qn depend on all the standardized moments up to S2n−1. Thus,460
the roots can be very different depending, for example, on how close the moment461
vector is to the boundary of moment space (which determines the lower bound on the462
even-order standardized moments).463
Let us also remark that for n = 3, with Gaussian moments, Q3 is the Hermite464
polynomial He3 and R4 = X
4 − 10X2 + 9. In the case n = 4, with nine roots465
depending on six parameters, the root locations can vary greatly for different values466
of the central moments, and will be very different from the roots of the Hermite467
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Fig. 1: Roots µ of Qn (blue lines) and Rn+1 (red lines) and thus of P2n+1 = QnRn+1 as
functions of H2n for n = 2 and S3 = −1 (top left), n = 3 and (S3, S4, S5) = (−1, 5,−8)
(top right), n = 4 and (S3, S4, S5, S6, S7) = (−1, 5,−8, 67.3,−100) (bottom left) and
n = 5 for (S3, S4, S5, S6, S7, S8, S9) = (−1, 5,−8, 67.3,−100, 3000, 0) (bottom right).
For clarity, the lower-order standardized moments are held constant, but would likely
also vary in real applications.
polynomial He9 used in Grad’s moment closure [17]. For n = 5, Q5 is the Hermite468
polynomial He5. For nearly Gaussian, asymmetric moment sets, the roots of Qn will469
be slightly displaced from those of the Hermite polynomial.470
For the example in section 6, calculations are done for n up to 20 with no partic-471
ular difficulties. In practice, the only foreseeable difficulty with using the HyQMOM472
closure for even larger n is that associated with the accuracy of using the Chebyshev473
algorithm to find the recurrence coefficients from a realizable moment vector [14].474
6. Numerical example for the 1-D kinetic equation. In order to illustrate
the predictions of the HyQMOM closure, we consider the 1-D Riemann problem from
[3, 13], for which the analytical solution for the VDF can be used to find reference
solutions for the moments [3]. The initial condition for the mean velocity has a step
at x = 0:
ū =
{
+1 if x < 0,
−1 if x ≥ 0.
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Fig. 2: Numerical solution at t = 0.1 of 1-D Riemann problem for the moments.
Black, analytical solution. Blue, n = 2. Green, n = 3. Red, n = 4.
Otherwise, for all x, the initial moments correspond to a Maxwellian distribution475
function (i.e., S2k+1 = 0 and S2k+2 = (2k + 1)S2k for k ≥ 1) with M0 = 1 and476
C2 =
1
3 . Due to the discontinuous mean velocity, for t > 0 and starting near x = 0,477
the VDF quickly becomes far from Maxwellian. The analytical solution is given in478
[3], and reported in Figures 2 and 3 at t = 0.1.479
The moment system (3.3) is solved numerically on the 1-D computational domain480
−0.5 < x < 0.5 discretized into 4000 finite volumes using a first-order HLL scheme481
[33]. The CFL number is set to 0.5. The maximum/minimum eigenvalues over the482
domain needed to define the HLL fluxes are computed at each time step. They are the483
maximum/minimum roots of Rn+1 and these roots are computed from the coefficients484
āk and b̄k by computing the eigenvalues of the corresponding Jacobi matrix given by485
(4.20). For comparison, the results found using the Gaussian, the Gaussian-EQMOM,486
and the entropy maximization closures are given in Fig. 2 of [3]. Results with n = 2487
for the previous definition of HyQMOM (i.e., with a2 = 0) and QMOM are given in488
Figs. 1 and 2 of [13].489
Qualitatively, the HyQMOM results for n = 2 with a2 =
1
2S3 are better than490
with a2 = 0. This is likely due to the fact that the three eigenvalues are different due491
to their dependence on a2. For example, when S3 < 0 (i.e., x < 0), the most negative492
eigenvalue with a2 =
1
2S3 has larger magnitude than with a2 = 0. Thus, information493
propagates faster towards the left, giving, for example, a better approximation of the494
moments when compared to the analytical solution. This is clearly seen for S3 where495
the location of the minimum (maximum) is better predicted with a2 =
1
2S3, as is the496
maximum of S4. With a2 = 0, the latter is significantly under-predicted (by a factor of497
two). In summary, for n = 2 using the HyQMOM closure from this work yields more498
accurate predictions for the eigenvalues and thus for the moments. Notwithstanding,499
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Fig. 3: Numerical solution at t = 0.1 of 1-D Riemann problem for the standardized
moments. Black, analytical solution. Blue, n = 2. Green, n = 3. Red, n = 4.
both definitions lead to globally hyperbolic moment systems, indicating that even500
within the family of hyperbolic closures improvements are possible by modifying the501
eigenvalues.502
As can be seen from Figures 2 and 3, the HyQMOM prediction improves with503
increasing n. As expected for a hyperbolic system with 2n + 1 degrees of freedom,504
the different speeds associated with the eigenvalues result in sub-shocks that are not505
present in the infinite-dimensional analytical solution. Remarkably, as n increases,506
the speeds adapt to better capture the shapes of the moment profiles. We should507
remind the reader that these speeds are not known in advance (i.e., unlike with Her-508
mite expansions), but adapt to the changing moments in a highly nonlinear manner.509
Although this non-linearity makes the analysis of the moment system challenging, it510
is a significant strength of QBMM because it allows the characteristic speeds to re-511
flect very accurately the underlying moments. For example, with Gaussian moments512
a subset of the speeds correspond to the roots of a Hermite polynomial, while on the513
boundary of moment space they reduce to QMOM as required by the known form of514
the VDF.515
To examine convergence, the simulations were done without any trouble up to516
n = 20, showing the robustness of the method. Moreover, for the final solution, the517
maximal eigenvalue in absolute value is about 3.34 for n = 2, 5.32 for n = 10, and518
6.5 for n = 20; so they do not increase drastically. The L2 norm of the error for519
each moment is then computed for each simulation and normalized by the L2 norm520
of the analytical solution. These results are plotted on Figure 4 as functions of n,521
varying from 2 to 20. Each line corresponds to a moment, from M0 to M20, with522
a gradation of the color from red to blue and then from blue to green. The group523
of curves at the bottom corresponds to even-order moments, whereas the top group524
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Fig. 4: Error on the moments for the numerical solution at t = 0.1 of the 1-D Riemann
problem depending on n. Color gradation from red (for M0) to blue (for M5) and
from blue (for M5) to green (M20).
corresponds to odd-order moments, with (for fixed n) an error that increases with the525
order. Example results for the moments with n = 10 are given in Appendix D. With526
n = 20 the curves nearly overlap and cannot be distinguished with the scaling used527
for the plots. Based on these results and Figure 4, the HyQMOM closure appears528
to converge with increasing n. As a measure of the computation cost, the case with529
n = 20 required 22 mins using Matlab on a laptop computer.530
7. Discussion and conclusions. Despite its apparently simple form, the path531
from the original HyQMOM closure for n = 2 to the general HyQMOM closure in532
Theorem 4.6 was not straightforward. In [13], the 1-D HyQMOM closure for n = 2533
was discovered by forcing an abscissa of a representing VDF to be located at the mean534
velocity (this induces a2 = 0). We therefore first sought to extend this condition to535
2 < n, but were unsuccessful at finding a globally hyperbolic closure. By relaxing536
this condition, we were able to find closures with αn 6= 0 that are hyperbolic in537
restricted regions of moment space. However, the first real breakthrough came from538
the realization that as H2n → 0, we must have P2n+1(X)→ (X − αn)Q2n(X). When539
combined with the condition 〈P2n+1〉 = 0, this implies that on the boundary of540
moment space we must have an = αn, which provides a closure for S2n+1. Thus,541
using the results from Proposition 3.1 and Theorem 3.2, we next sought functional542
forms for an depending only on the standardized moments.543
This approach turned out to be relatively fruitful, enabling us to find closures up544
to n = 5 that, at least numerically, appeared to be globally hyperbolic. Nevertheless,545
it was impossible to prove global hyperbolicity as the expressions were too complicated546
to advance analytically. However, we did observe that all such closures were nearly547
of the form P2n+1 = QnRn+1 + remainder, where the remainder term went to zero548
as H2n → 0. As discussed in Appendix B for n = 2, the family of closures with549
P2n+1 = QnRn+1 is not unique, nor is it usually possible to prove global hyperbolicity550
for larger n. But searching only for candidate polynomials Rn+1 greatly narrowed the551
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field of possible closures. The decisive final breakthrough was Theorem 4.5, which552
led us directly to Theorem 4.6. The classical proof of the relationship between the553
roots of Qn and Rn+1 in Theorem 4.8 followed immediately, and established global554
hyperbolicity at least for n ≤ 9.555
From a computational standpoint, Algorithm 2 for computing M2n+1 (and its556
extension in Appendix E) is extremely efficient, especially when compared to the other557
candidate closures discussed above for which the cost of computing M2n+1 becomes558
intractable for 5 ≤ n. Likewise, the Jacobi matrices in (4.19) and (4.20) provide the559
eigenvalues of the free-transport term at very little additional cost. As demonstrated560
in section 6, this efficiency allowed us to test the convergence of the HyQMOM closure561
for n = 20 (i.e., up to M41). Nonetheless, it should be possible to go to even larger n562
using Algorithm 2 if needed.563
Because it was developed to control the eigenvalues of the free-transport term in564
the 1-D kinetic equation, one can ask whether the HyQMOM closure will be useful565
for closing other terms such as collisions or drag exchange with a second phase [27].566
In any case, a VDF as a weighted sum of n + 1 Dirac delta functions found from567
Jn+1 defined in (4.19) can be uniquely associated with the HyQMOM closure. The568
pragmatic response is that HyQMOM will be at least as good as QMOM with n+ 1569
weights and abscissas for evaluating unclosed integrals with respect to the unknown570
velocity VDF.571
For population balance equations defined on semi-infinite or finite domains, it is572
not obvious that HyQMOM will provide any advantage relative to QMOM. Given573
that HyQMOM uses the even-order moment M2n while QMOM uses the odd-order574
moment M2n+1, it will be necessary to prove that the HyQMOM closure for M2n+1 is575
realizable for semi-infinite and finite domains. If this is the case, then the HyQMOM576
closure presented in this work can be used to investigate convergence with increasing577
n. Besides the kinetic equation and population balances, other potential applications578
of the HyQMOM closure include radiation transport [35, 9, 10] and multiphase-flow579
models derived from a kinetic equation [27].580
Our current research is focused on the extension of 1-D HyQMOM to multiple581
dimensions (e.g., 2-D and 3-D) and infinite domains. In prior work with n = 2 [13, 29],582
this was accomplished using the conditional QMOM [38] and a reconstructed VDF583
based on the weights and abscissas corresponding to Q3. For our extension of 1-D584
HyQMOM, we eschew that approach, and instead seek to close the multi-dimensional585
moments appearing in the free-transport flux vector using ideas developed in the586
present work. Our initial results in this direction are promising from both an analytical587
and computational perspective.588
Appendix A. Chebyshev and reverse Chebyshev algorithms.589
Let us consider a strictly realizable moment vector MN and the associated lin-590
ear functional 〈.〉MN on R[X]N defined by (2.8). Let us also define the sequence591
(Qk)k=0,...,n of monic orthogonal polynomials for the scalar product (p, q) 7→ 〈pq〉MN592





. The coefficients (ak)k=0,...,bN−12 c and (bk)k=0,...,bN2 c of the593
recurrence relation for the monic orthogonal polynomials (Qk+1 = (X − ak)Qk −594
bkQk−1 with Q0 = 1, Q−1 = 0) can be computed from the moments thanks to several595
algorithms: Rutishauser’s QD algorithm [30, 19], Gordon’s PD algorithm [15, 16],596
and a variation of an algorithm attributed to Chebyshev and given by Wheeler in597
[37]. However, except for the last one (referred to as the Chebyshev algorithm here),598
these algorithms first compute the variables (ζk)k=1,...,N such that bk = ζ2k−1ζ2k and599
ak = ζ2k+ζ2k+1. They can then fail as a result of symmetries in a VDF corresponding600
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Algorithm 3: Computation of the coefficients of the recurrence relation
from the moments
Data: MN strictly realizable







Initialize each scalar σk,p to zero for k ∈ {−1, . . . , n}, p ∈ {0, . . . , N};
for p← 0 to N do
σ0,p ←Mp;
b0 ←M0;
a0 ← M1M0 ;
for k ← 1 to n do
for p← k to N − k do












to MN : the values ζk are indeed well defined and positive when the support of the601
VDF is included on (0,+∞), whereas some of them cannot be defined in some cases,602
like when the VDF corresponding to the moments is symmetric. That is why we use603
only the Chebyshev algorithm.604
As explained for example in [37, 14, 5], the Chebyshev algorithm introduces the605










σk+1,p = σk,p+1 − akσk,p − bkσk−1,p p ≥ k + 1.(A.2)608609
This is given in Algorithm 3.610
Conversely, from the coefficients (ak)k=0,...,n and (bk)k=0,...,n, one can compute611
the moment vector M2n+1 through the reverse Chebyshev Algorithm 4, using Zk,p =612




bj , Zk,1 = Zk,0
k∑
j=0
aj , Zk,p+1 = Zk+1,p−1+akZk,p+bkZk−1,p+1,614
which imply that each Zk,p, and then also Mp, is a multivariate polynomial function615
of the aj and bj .616
Appendix B. Hyperbolic closures for n = 2.617
Let us consider the case with five moments. The closure S5(S3, S4) allows to618
compute the characteristic polynomial of the system:619
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Algorithm 4: Computation of the moments from the coefficients of the
recurrence relation
Data: (ak)k=0,...,n and (bk)k=0,...,n
Result: M2n+1
Initialize each scalar Zk,p to zero for k ∈ {−1, . . . , n}, p ∈ {0, . . . , 2n};
Z0,0 ← b0;
Z0,1 ← b0a0;









for p← 1 to 2n do





Zk,p+1 ← Zk+1,p−1 + akZk,p + bkZk−1,p+1;







, c3 = −
∂S5
∂S3
, c2 = −
1
2
(3S3c3 + 4S4c4 + S5) ,
c1 = − (3c3 + 4S3c4 + 5S5) , c0 =
1
2
(S3c3 + 2S4c4 + 3S5) .
622
Also recall that Q2(X) = X
2−S3X−1. The following theorem addresses the existence623
of hyperbolic closures for which P5 is divisible by Q2.624
Theorem B.1 (Hyperbolic closure for n = 2). The polynomial P5 is divisible by625
Q2, i.e., P5 = Q2R3 with R3 a real monic polynomial of degree 3, if and only if there626
exists a real number γ such that627
(B.3) S5(S3, S4) = S3
(







4 + S23 .628






Proof. Identifying the coefficients, P5 = Q2R3 with R3 = X
3 + aX2 + bX + c is
equivalent to 
1 0 0 0 −1
−S3 1 0 −1 0
−1 −S3 1 32S3 2S4
0 1 S3 −3 −4S4




































3 + 10H4 + 8
4 + S23
.
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Let us define Y (S3, S4) such that S5(S3, S4) = S3
(
2 + S23 +
5



















, so that we obtain (B.3).631














Since r+ > 0 and r− < 0, it is easy to see that R3(r+) < 0 and R3(r−) > 0 if and632






, thus concluding the proof.633




















So, for γ = 0, one have a2 = (a0 + a1)/2, which is the HyQMOM closure from Theo-634
rem 4.6. Furthermore, the globally hyperbolic closure introduced in [13] corresponds635
to Y = − 12 (and a2 = 0). However, since Y is constant, Theorem B.1 does not apply636
and P5 found with this closure is not divisible by Q2.637
Appendix C. Matlab program for the proof of Theorem 4.6. A Matlab638
symbolic code can be used to verify the result of Theorem 4.6. For example, with639














% reverse Chebyshev algorithm654
sig = sym(’sig’,[N+2,2*N+3],’real’);655
sig = sym(zeros(N+2,2*N+3));656





for k = 2:N+1662
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for p = 3:2*N+2666











DSc = sym(’DSc’,[1 2*N],’real’);678
DScDab = jacobian(Sc,Y(1:2*N-2));679
DSc(3:2*N) = (J’\ DScDab(1:2*N-2)’)’;680




















for k = 3:N+1701
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Appendix D. Results for 1-D Riemann problem with n = 10.712
Fig. 5: Numerical solution at t = 0.1 of 1-D Riemann problem for the moments (top)
and standardized moments (bottom). Black, analytical solution. Red, n = 10.
Appendix E. Algorithm for the computation of M2n+1 for any realizable713
moment vector.714
Algorithm 2 was restricted to a strictly realizable moment vector. It can be715
generalized to any realizable moment vector, i.e., possibly on the boundary of moment716
space. This includes the case M0 = 0, where the VDF is zero and the case C2 = 0717
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where the VDF is a Dirac delta function at u = M1/M0. This also includes the case718
where M2n is a sum of k Dirac delta functions, with k < n, i.e., in such a case that719
bk = 0. In this last case, the abscissas xp and weights wp for p = 1, . . . , k are computed720
from the Jacobi matrix Jk defined by (4.19). The abscissas are the eigenvalues of this721
matrix and the weights are computed from the eigenvectors [14].722
Algorithm 5: Computation of M2n+1
Data: M2n realizable
Result: M2n+1
if M0 = 0 then
M2n+1 ← 0







Initialize each scalar σk,p to zero for k ∈ {−1, . . . , n}, p ∈ {0, . . . , 2n+ 1};
for p← 0 to 2n do
σ0,p ←Mp;
ā0 ← M1M0 ;
b̄0 ←M0;
k ← 0;
while k ≤ n− 2 and b̄k > 0 do
k ← k + 1;
for p← k to 2n− k do











if k = n− 1 then


















for k ← n− 1 to 0 do
σk,2n−k+1 ← σk+1,2n−k + ākσk,2n−k + b̄kσk−1,2n−k;
M2n+1 ← σ0,2n+1;
else
compute the abscissas and weights (xp, wp)
k
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[5] P. L. Chebyshev, Sur l’interpolation par la méthode des moindres carrés, Mém. Acad. Impér.733
Sci. St. Petersbourg, 1 (1859), pp. 1–24. Also in œuvres I pp. 473–498.734
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