This paper presents a collocation method with an iterative linear system solver to compute periodic solutions of a system of autonomous delay differential equations (DDEs). We show that the linearized collocation system is equivalent to a discretization of the linearized periodic boundary value problem (BVP). This linear BVP is solved using the Newton-Picard single shooting method ([Int. J. Bifurcation Chaos, 7 (1997), pp. 2547-2560]). The Newton-Picard method combines a direct method in the subspace of the weakly stable and unstable modes with an iterative solver in the orthogonal complement. As a side effect, we also obtain good estimates for the dominant Floquet multipliers. We have implemented the method in the DDE-BIFTOOL environment to test our algorithm.
Introduction.
In this paper, we present a new method to compute periodic solutions of a system of autonomous delay differential equations (DDEs), Single shooting is probably the simplest technique. It can be implemented on top of an existing time integration code. This method is used in [18] , where it is combined with the Newton-Picard method. The latter method was first developed to compute periodic solutions of parabolic PDEs ( [19, 15, 16] ). The method is designed to be efficient when only a few Floquet multipliers are close to or outside the unit circle. It combines a direct linear solver in the generalized eigenspace of these dominant Floquet multipliers with an iterative method equivalent to time integration in the orthogonal complement. It also computes the dominant Floquet multipliers.
Collocation methods are a more robust alternative to shooting methods. The ODE bifurcation package AUTO ( [5, 6] ) and the package DDE-BIFTOOL for the bifurcation analysis of DDEs ( [11, 13, 12] ) are both based on Runge-Kutta collocation. A disadvantage of DDE-BIFTOOL's implementation is the high computational and memory cost for solving the linearized systems. Though these systems are usually sparse, it is often impossible to exploit the structure in a direct method. This is different from the ODE case. In AUTO, e.g., a special-purpose linear system solver is used to exploit the structure of the linearized collocation system. Moreover, the Floquet multipliers are easily computed from two submatrices appearing in one of the final steps of that solver. In DDE-BIFTOOL, the periodic orbit is computed first. To compute the Floquet multipliers afterwards, a slightly different collocation discretization is used, resulting in a much larger, but more structured, linear system. The monodromy matrix is captured by condensation of the Jacobian matrix. Our method will start from this collocation scheme. It is easily shown that the linearized collocation system is also the discretization of a BVP for the linearized DDE system, i.e., linearization and discretization "commute". This linear BVP can be solved using the Newton-Picard method. In doing so, we obtain an algorithm combining the main advantages of both methods (the robustness of a collocation method and the efficiency of the single shooting Newton-Picard method) without the disadvantages.
The plan of the paper is as follows. In section 2, the periodic BVP and the monodromy operator are introduced. In section 3 we describe our Runge-Kutta collocation scheme as well as the linearized BVP. Next, we discuss the solution of this BVP with single shooting in section 4. We also show how time integration of the linearized DDE and matrix-vector products with the monodromy matrix can be computed efficiently, relying on information from the linearized collocation system. This is the key to the application of the Newton-Picard method in section 5. Compared to earlier work ( [15, 16] ) several extensions were made to the Newton-Picard method to increase the robustness and the efficiency. We made sure that the resulting algorithm behaves as closely as possible like the collocation scheme in DDE-BIFTOOL rather than like a single shooting method. In section 6, the 
Since we are considering the computation of a single periodic orbit in most of this paper, the fixed parameter is dropped from our notations. Because we are dealing with autonomous systems, (1) together with (3) is a sufficient condition for a periodic orbit ( [11] ). However, one has to add another constraint to obtain isolated solutions. The resulting BVP, using the rescaled time . Hence, the initial function segment 6) and final function segment . The phase condition (5c) is used to remove translational invariance. We choose the phase condition
The monodromy operator.
Let us define the time integration operator that maps
, where
Hence, the function segment
is, up to first order terms, the image of the perturbed function segment , but the spectrum is independent of that choice ( [14, 4] ). The nonzero points in the spectrum are isolated eigenvalues with finite multiplicity, called For practical purposes, the definition of the monodromy operator is extended to the case where £ B 6 5 
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is an approximate solution to (5) . This is denoted by removing the " V ". The action of the monodromy operator is then obtained by integration of (8) about the orbit of (5a) with initial condition £
D )
. We also define the operator
gives the solution of the variational equations (8) . Hence, the discretization of (5) reads
where (11a) groups the 
where
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. Hence, (4) and (13) 
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, we use (13) with restricted to the mesh interval 4
, where index
Linearization.
The nonlinear collocation system ( rows are the linearization of (11a), namely, 
where in (14) is replaced with
The resulting linear system is of size Fig. 1 Fig. 2] ). DDE-BIFTOOL uses the Matlab solver for dense matrices. On a fine mesh, this approach is expensive in terms of computation time and memory requirements. The structure is hard to exploit in a direct method. As we shall see in the following sections, our collocation variant leads to the development of an efficient iterative linear system solver.
Discretization and linearization commute.
In this section, we show that the linearized collocation system (17) is also obtained by discretizing the linearization of the continuous BVP (5) A "
A " 
§ $
Note that the linearized DDE system (18a) extends the variational equations (8) .
We now observe can be defined, analogous to (10) . We now show that they correspond to the unknowns of the linear system (17) . First, replacing w in the collocation requirements (12) with w and replacing
with the right hand side of the linear DDE system (18a) gives (15) , or, after reordering, (17a). Finally, (17b) and (17c) are clearly discretizations of (18b) and (18c), respectively. This shows that the nonlinear BVP (5) can also be solved using Newton iterations for the continuous problem, linearizing about an approximate w « f for the orbit taken from a space of piecewise polynomials. When the linearized BVP (18) at each Newton iteration is solved using a collocation scheme with the same function space as for w « f
, one obtains exactly the same discrete problem as one obtains when the collocation scheme is used to discretize the nonlinear BVP and the resulting discrete system is linearized.
Hence, due to the commutation of time integration and linearization for Runge-Kutta collocation, (17) can be obtained in two ways. Remark that Proposition 3.1 can be extended to all classical collocation, linear multistep, Runge-Kutta and finite difference schemes. In fact, it holds for all discretization schemes that approximate 
The monodromy matrix.
From comparing the variational equations (8) 
, and
is the discretization of the monodromy operator
The dominant eigenvalues of In section 4.1 we motivate the use of single shooting for solving the linearized BVP (18) . The procedure is discussed in section 4.2. In section 4.3, we will show how matrix-vector products with the monodromy matrix can be computed efficiently.
Motivation.
Let us first briefly turn to the ODE case for an analogy. According to section 3.2, the linearized collocation system in AUTO is a special case of (17) and £ C also eliminated in the first two steps). Solving this linear system is equivalent to single shooting for the linearized BVP (18) (though in the resulting linear system, one usually first eliminates £ C also using the periodicity condition). Finally, the other unknowns are computed via back-substitution. Since the single shooting is only performed at the linearized level, one of the main problems of shooting methods is avoided, namely the small domain of attraction of the Newton iteration. This motivates the development of a similar single shooting-like procedure for our collocation variant for DDEs.
Condensation of the linearized system.
Analogously to AUTO, single shooting for the linearized BVP (18) corresponds to a condensation of the linearized system (17) . Our goal now is to obtain a linear system in £ ..0 and £ a . Reordering (17a), premultiplying with 
we obtain again (25).
Equation (25) 
Combining (26) with (28) (17) . Hence, the above procedure (solving the linearized BVP (18) repeatedly using the above single shooting procedure) is fully equivalent to using Newton iterations with a direct solver for the linearized collocation system. However, it is expensive to use a direct solver for the linear system (17) or the condensed system (29). Instead, in section 5, we will derive an iterative solver to compute an approximate solution to (29) and analyze the resulting algorithm.
Computing the Floquet multipliers.
The monodromy matrix ¡ is easily computed from its definition. However, this matrix requires a lot of storage, especially when the maximal delay ¹ is large compared to the (approximate) period µ , if a fine discretization is used or if the DDE system is the space discretization of a delay PDE. However, we do not need the to compute recomputed. This algorithm to compute the matrix-vector product with the monodromy matrix enables the use of orthogonal subspace iteration or Krylov methods ( [2] ) to obtain the dominant Floquet multipliers. Moreover, it is the key element in the construction of an iterative solver for (29).
The Newton-Picard method.
In each Newton iteration, we first solve a condensed linear system of the form (29). Afterwards, the other unknowns in (17) are computed using (24). System (29) has the same structure as the linearized single shooting system in [18] that is solved with the Newton-Picard method. The Newton-Picard method can be used to solve (29) because the monodromy matrix has typically only few dominant eigenvalues and because matrix-vector products with can be computed efficiently. This method combines a direct and an iterative solver, but a single step will only compute an approximate solution to (29). However, contrary to previous work, we will use more than one Newton-Picard step at each Newton iteration to solve (29) with a higher accuracy. Otherwise, the overall algorithm would behave more like a single shooting method for the nonlinear BVP with a Runge-Kutta time integrator rather than like a collocation method. Indeed, 0e 1 is computed exactly from (24) since we use Gauss elimination the solve system with the block lower triangular matrix r will converge quadratically to an orbit of the DDE system, while the convergence to a periodic (i.e., closed) orbit will only be linear (the convergence rate of the Newton-Picard method).
The basic Newton-Picard step.
Consider . In actual computations, % ¤ will only be an approximate basis for that subspace, but we will put the term to zero anyway. It is easy to show that the eigenvalues of . Therefore we can premultiply (39) with ¡ resulting in the iteration
which requires only matrix-vector products with and projections with £ , so ¡ is no longer needed. Contrary to the implementation in [16] , the number of Picard iterations is not fixed in advance in our present experiments. The number is adapted dynamically to obtain better performance of the NewtonPicard method (see below). Note that although asymptotic convergence for (40) is guaranteed, the iteration may initially diverge since is in general a nonnormal matrix. To compute the basis ¤ , we employ orthogonal subspace iteration with projection and locking ( [2] ). This is an iterative method which only requires matrix-vector products with . Provided the value of¨is right, it converges to the maximal invariant subspace of corresponding to the¨largest (in modulus) eigenvalues. Details of our implementation, and strategies to determine¨, are described in [15, 16] . We do not compute the basis ¤ with full accuracy since this would be very expensive. The required accuracy for the basis depends on two elements in the Newton-Picard method. First, for (asymptotic) convergence of (40), with enough accuracy to be sure that it is smaller than 8 in modulus. We do not do this, but we do use the same strategy as in [15, 16] . We keep more than¨vectors in the basis for the subspace iteration in order to estimate
. This estimate is not only used to determine the correct dimension of $ ¤
, but requiring that
also gives some confidence that (40) will converge. Second, in deriving (33), we also used
. This is no longer satisfied if a basis for an approximate invariant subspace is used, but we neglect the term anyway. During the subspace iteration, we monitor
and declare convergence when this quantity has become small enough. Computing (41) is cheap since both need to be computed only during the first pass through the loop. In the other passes, we must only compute
Improving the convergence.

I )
using the fixed point iteration (40) and solve a small linear system. Hence, it is relatively cheap to obtain more accuracy than a single Newton-Picard step can deliver. To guarantee quadratic convergence of the outer Newton iteration, we assure that Algorithm 5.1 sufficiently decreases the norm of 
The algorithm.
The resulting algorithm has three levels of nested loops. At the outer level there is a Newton iteration to solve the nonlinear system (11) . In each Newton iteration, the large linearized system (17) (see Fig. 1 ) is solved approximately by solving the condensed system (29) approximately for £
..0 and £ a and then computing £ 0e 1 using (24). The latter is equivalent to solving (17a) exactly for w 0t 1 . Therefore, after solving the linear system, the residual of (17a) is zero except for rounding errors while the residual of (17b) and (17c) is nonzero. The loop at the second level is outlined in Algorithm 5.1. This iteration is responsible for solving the linearized equations with enough accuracy to maintain quadratic convergence of the Newton process and to assure that the overall method behaves as a collocation method rather than as a single shooting method. In the Newton-Picard step, the basis ¥ is computed iteratively using orthogonal subspace iteration and the vectors £ ¢ ¥ ¤ are computed iteratively using the Picard iteration (40), the third and innermost loop level. do not change inside the second loop, i.e., the Newton-Picard steps. Therefore it is possible to move the basis computation and the iteration for I 0 one level up. However, as will become clear in the next section, we provide the option in our implementation to adapt the convergence criteria for both the subspace iteration and the Picard iteration based on the observed convergence behavior to guarantee convergence of the second loop. For the sake of clarity, this mechanism is not shown in Algorithm 5.2.
The convergence criteria.
To test for convergence of the Newton iteration, we can use any criterion used in a traditional Newton process, e.g., check the residual or use the Newton update of a given step as an estimate for the error at the beginning of that step. Our implementation tests for the relative size of the residuals 
respectively. After substitution of (32) and (37) in both relations and premultiplying the second relation with 
The right-hand side of (45) comprises the first¨equations of the small system (34). Since this system is solved with a direct method, we can safely assume
, hence . Making one of those terms much smaller than the other one costs matrix-vector products with while it does not improve the results. Therefore, it also makes no sense to make those terms much smaller than
. The basis ¤ should only be accurate enough to guarantee that the Picard iteration converge fast enough and that 2 ¥ ¤ ¢ decreases in every NewtonPicard step. Using a more accurate basis will reduce the number of Newton-Picard steps needed at every Newton step, but every step will require more Picard iterations if we try to balance all three terms in the right-hand side of (45) to obtain the maximal reduction of 2 £ ¢ possible in a single step. The overall number of Picard iterations at every Newton step will not decrease while one will need to do more work to compute the more accurate basis. Hence the total cost will increase.
Continuation.
In a continuation process, one of the bifurcation parameters, The additional equations give rise to an extra border column and border row in (29). Analogously to [15, 16] , Algorithm 5.2 can easily be extended to obtain a continuation variant of the Newton-Picard collocation method. The Newton-Picard method can take advantage of the continuation by using the final basis ¤ from the previous periodic solution on the branch as the starting value for the subspace iterations in the computation of the next periodic solution.
Examples.
We illustrate the convergence and efficiency of Algorithm 5.2 and its continuation variant by computing periodic solutions of two models. 
We computed two periodic solutions on a branch obtained by varying . Note that A.II is unstable because the branch of periodic solutions has passed through a limit point of cycles. The period of A.II is large because the branch approaches a heteroclinic orbit. The orbits of A.I and A.II are depicted in Fig. 2. Model B In [3] , the mammalian platelet production is modeled by the scalar DDE
1 0 , further denoted by B. The orbit is shown in Fig. 3 (left) .
The periodic solutions were computed with a tolerance of 
"
and the same mesh adaption strategy as DDE-BIFTOOL ( [11, 9] . However, this did not happen for these three periodic solutions. Remark the use of a large number of mesh intervals, , in case of periodic solution B. This fine discretization is necessary to capture characteristics of the orbit such as the steep gradients and the little peek at Fig. 3 (left) . Table 2 gives the dominant Floquet multipliers. For each example, we list both the eigenvalues obtained by the subspace iteration in the last Newton iteration -i.e., before the final Newton update -as well as refined eigenvalues obtained by performing a few extra subspace iterations after computing the periodic solution. The underlined digits are the ones that correspond to the Floquet multipliers computed by DDE-BIFTOOL. The latter builds the monodromy matrix explicitly and uses QR to compute all its eigenvalues. Clearly, for these examples, the approximations of the dominant Floquet multipliers obtained as a by-product of the Newton-Picard collocation method are accurate enough to assess the stability. However, for a more precise location of bifurcation points, it is better to use refined eigenvalues. At a limit point of cycles, e.g., the double eigenvalue at one is badly conditioned. Hence, refinement is absolutely necessary to obtain enough accuracy. Also note that the computed trivial multiplier has to be interpreted carefully. Its accuracy (i.e., the deviation from one) is not always comparable to the accuracy of the computed periodic solution nor to the accuracy of the other multipliers ( [17] ). indicates an eigenvalue that belongs to a complex conjugated pair. For each periodic solution, the results from the NewtonPicard collocation method are listed in a row above the results from the computation afterwards with a sharper tolerance. The correct digits of these refined Floquet multipliers are underlined. Right:¨, after the last subspace iteration.
We compared the convergence of the Newton iteration for the Newton-Picard collocation method and the method in DDE-BIFTOOL. The relative size of the residuals versus the Newton iteration for both methods is depicted in Fig. 4 and 3 Newton iteration was clearly useful in these cases. Otherwise, we would have needed a much better basis ¤ to guarantee quadratic convergence. The computational cost of our algorithm mainly depends on the number of matrix-vector products with the monodromy matrix . This number depends on the spectrum of and is almost independent of the mesh size ( [18, 16] reduces the number of Picard iterations to 11 while keeping the number of matrix-vector products for the basis computation the same. However, we should not conclude from this that taking a smaller value of 8 is always better. Using a larger basis size will always improve the convergence of the Picard iterations, but the cost of the computation of the basis will often increase.
Finally, we also compared the computation time of our Matlab implementation of the NewtonPicard collocation method with the DDE-BIFTOOL implementation. Our algorithm suffers a lot more from Matlab-related overhead than DDE-BIFTOOL, since the latter can make more use of Matlab built-in commands. Nevertheless, timing results can give a rough idea about the applicability of a method. Table 3 lists the average CPU time over a few runs on a 1.7 GHz Pentium 4 computer. The second and third column of this table contain the time needed to compute a periodic solution, while the two rightmost columns give the total time to obtain an accurate periodic solution and accurate Floquet multipliers. For DDE-BIFTOOL (column 4), this is the sum of the time needed to compute the periodic solution and the time to compute the Floquet multipliers by constructing the monodromy matrix explicitly and computing all its eigenvalues using QR. For the Newton-Picard collocation method (column 5), the second term in the sum is the time needed for the additional subspace iterations to improve the final basis. Those iterations were continued until
. In all these cases, our Newton-Picard collocation algorithm outperforms DDE-BIFTOOL. The difference is most A have a special structure, e.g., if the DDE system is the result of a space discretization of a delay PDE. This structure can sometimes be exploited to further reduce the cost in these cases.
This argument also holds for the computation of the (dominant) Floquet multipliers, when DDE-BIFTOOL currently uses an algorithm with 
Conclusions.
In this paper we have developed a Gauss-Legendre Runge-Kutta collocation method with an iterative linear system solver to compute periodic solutions of a system of autonomous DDEs efficiently. Two ideas lie at the core of this development.
First, we have shown that the nonlinear collocation system can be solved using a Newton iteration at the continuous level combined with single shooting for the resulting linear BVPs. In this single shooting procedure, we used the implicit Runge-Kutta time integrator corresponding to the RungeKutta collocation scheme on the same mesh. This approach combines the advantages of collocation and single shooting methods without most of the disadvantages of either method. In particular, since single shooting is only done for a linear BVP, it does not suffer from the typical lack of robustness in some cases, e.g., the computation of unstable periodic solutions. Single shooting requires the solution of a bordered system with a Jacobian matrix whose main block is just a shift of the monodromy matrix. Hence, contrary to the linearized collocation requirements, the spectral properties of this main block are well understood and can easily be exploited by iterative solvers. Moreover, matrix-vector products with the monodromy matrix can be computed efficiently, requiring only the solution of each. We have worked out the algorithm for a Gauss-Legendre RungeKutta collocation variant, but the procedure can be generalized to many other collocation and finite difference schemes.
Second, we have shown that the iterative Newton-Picard method is well suited to solve the linearized single shooting systems. The Newton-Picard method was originally conceived to approximately solve the linearized systems in a Newton process, resulting in overall linear convergence. We have reworked the method, in order to use multiple Newton-Picard steps per Newton iteration. In this manner, each linear system is solved with sufficient accuracy to maintain quadratic convergence of the Newton iteration. This is important since otherwise the resulting method would behave more like a single shooting method and the robustness of the collocation scheme might be lost. We have discussed the convergence of the method and exploited this analysis to tune the algorithm to reduce the number of matrix-vector products with the monodromy matrix. These improvements are not only useful for our Newton-Picard collocation algorithm but can also be used in other implementations of the NewtonPicard method. Also note that the Newton-Picard method produces good estimates of the dominant Floquet multipliers as a by-product, making the method particularly attractive for bifurcation analysis.
Two models were presented as test cases to demonstrate the robustness and efficiency of the algorithm and the effectivity of the modifications to the Newton-Picard method.
Our Newton-Picard collocation method is most useful when a fine discretization is used or for large systems of DDEs. In both cases, using a direct linear system solver for the linearized collocation system becomes prohibitively expensive -even when restricting the unknowns to B D
, as DDE-BIFTOOL does. Our method is also interesting if
& a
is large, since then the monodromy matrix, needed in DDE-BIFTOOL to compute the Floquet multipliers, becomes large. However, the NewtonPicard method will only be efficient if the number of Floquet multipliers close to or outside the unit circle is small. In practice, this assumption is satisfied by many problems. Note that the method also needs to compute an approximate basis for the subspace corresponding to the dominant Floquet multipliers. However, when used in a continuation process, a good starting value for this basis is available from the computation of the previous periodic solution. Therefore, the Newton-Picard collocation method is particularly suited to compute branches of periodic solutions of large-scale problems with time delays. Our method can also be used for certain systems without time delays, such as parabolic PDEs or certain large ODE systems. We also expect that the method can be extended, like the Newton-Picard single shooting method ( [10] ), to compute bifurcation points and continue branches of bifurcation points.
