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Abstract— Volterra series are especially useful for nonlinear
system identification, also thanks to their capability to approx-
imate a broad range of input-output maps. However, their
identification from a finite set of data is hard, due to the curse of
dimensionality. Recent approaches have shown how regularized
kernel-based methods can be useful for this task. In this paper,
we propose a new regularization network for Volterra models
identification. It relies on a new kernel given by the product
of basic building blocks. Each block contains some unknown
parameters that can be estimated from data using marginal
likelihood optimization. In comparison with other algorithms
proposed in the literature, numerical experiments show that
our approach allows to better select the monomials that really
influence the system output, much increasing the prediction
capability of the model.
I. INTRODUCTION
In many real world applications, linear models are not able
to adequately describe dynamic systems. This can be due to
the presence of saturations, quantizers or static nonlinearities
at the input and/or the output [1][Section 5]. Even if some
insight on the nonlinearities can be available, the formulation
of parametric models from finite data records is a difficult
task [2], [3], [4]. In particular, nonlinear system identification
is often seen as an extended parametric regression where
the choice of regressors and basis functions plays a crucial
role. In this context, Volterra series are especially useful
since they can represent a broad range of nonlinear systems
[5], [6], [7]. When working in discrete-time, such models
correspond to Taylor expansions of the input-output map.
Indeed, a truncated Volterra series describes the system as the
sum of all the possible monomials up to a certain order. The
problem is however the curse of dimensionality: the number
of monomials grows quickly w.r.t. the polynomial degree and
the system memory (given e.g. by the number of past input
values that determine the output). Thus, a careful selection
of the relevant components to be included in the model is
crucial to control the complexity of the estimator, a problem
known as regression selection. Suboptimal solutions are often
searched through greedy approaches like forward/backward
subset selection. One of the most known approaches is
forward orthogonal least squares [8], [9], and its many
variants described e.g. in [10][Section 3]. Another approach
uses variance analysis (ANOVA) [11]. These regressor se-
lection methods have however difficulties in handling high-
dimensional regression spaces, as e.g. described in [3] where
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the divide-and-conquer method TILIA is introduced to mit-
igate this problem. An interesting option is joint estimation
and variable selection whose aim is to automatically set to
zero groups of variables in the regression vector. This can
be performed using e.g. the `1-norm regularizer which leads
to the famous LASSO [12], also implementable using LARS
[13], a less greedy version of classical forward selection.
An alternative route to the approaches mentioned above
is the use of kernel-methods, that lead e.g. to the so called
regularization networks [14]. Here, an unknown function is
determined as the minimizer of an objective that is sum
of two terms: a quadratic loss and regularizer defined by a
positive definite kernel. The choice of the kernel has a major
effect on the quality of the estimate since it has to encode
the expected properties of the function to reconstruct. The
estimator contains also a scalar, the so called regularization
parameter, that has to balance the loss and the kernel penalty.
It is typically unknown but can be estimated from data
e.g. using the empirical Bayes method based on marginal
likelihood optimization [15], [16], [17].
Just looking at the function to reconstruct as the unknown
system (input-output map), in recent years kernel-based ap-
proaches have been widely exploited also for nonlinear sys-
tem identification and prediction. Many proposed algorithms
use the Gaussian kernel to include smoothness information
on the map, see e.g. [18], [19], [20] and also [21], [22],
[23] for state-space approaches. Another popular model is the
polynomial kernel that has a deep connection with Volterra
series. In fact, it implicitly encodes all the monomials up to
the desired degree m, a kernel parameter tunable by the user.
Regularization networks for efficient Volterra identification
that exploit this kernel, and also some variations relying
on sums of linear kernels, can be found in [24]. Other
very recent kernel-based Volterra models, inspired by ideas
developed for linear system identification in [25], can be
found in [26], [27].
The approach for nonlinear system identification described
in this paper uses a new regularization network for non-
linear system identification. It is equipped with a kernel
that incorporates a Volterra model having some important
different features w.r.t. that used in [24]. In particular, as
already said, the polynomial kernel depends only on the
polynomial degree m and includes a number of monomials
rapidly increasing with m. When plugged in a regularization
network, it then induces a penalty that cannot promote any
sparsity in the solution. The main idea here developed is the
use of a model induced by the product of r basic building
kernels. Such structure permits to perform joint estimation
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and variable selection. Indeed, each kernel contains some
parameters that can be estimated via marginal likelihood op-
timization. Such procedure allows to select those monomials
that really influence the system output. Remarkably, while
in the regularized Volterra models described in [26], [27]
the number of model parameters scales quadratically with
the polynomial order m, our approach involves only O(m)
kernel parameters.
The paper is organized as follows. In Section II we provide a
brief overview on Volterra series and the main identification
approaches adopted. In Section III we highlight some critic
aspects of the standard polynomial kernel, and we introduce
our kernel function, the Multiplicative Polynomial Kernel
function, highlighting its regularization capabilities. Finally
in Section IV we report numerical results, in which we com-
pare performance of the proposed kernel and the standard
polynomial kernel.
II. BACKGROUND
A. Volterra series
In System Identification Volterra series are used to model
non linear system responses. Let uk and zk be the one
dimensional input and output signals, respectively, at time k.
When modeling the system response with a truncated discrete
time Volterra series of order M , the noisy output yk is
assumed to be the sum of measurement noise and M Volterra
kernels acting on the lagged inputs uk, uk−1, uk−2 . . . ,
namely,
yk = zk + ek = h0 +
M∑
m=1
Hm[u]k + ek , (1)
where
Hm[u]k =
nm−1∑
τ1=0
· · ·
nm−1∑
τm=0
hm (τ1, . . . , τm)
τm∏
τ=τ1
uk−τ , (2)
being hm the m-th Volterra kernel with nm denoting the
order of its memory; ek ∼ N
(
0, σ2n
)
accounts for the noise
while h0 represents the zero order Volterra contribution,
which is constant and independent on the inputs. In this
paper, we consider symmetric Volterra kernels, i.e., given
a set of lags τ1, . . . , τm, the value of hm is independent
on the lags order; more precisely, let σ be a permutation
of the elements of {1, . . . ,m}, then hm (τ1, . . . , τm) =
hm
(
τσ(1), . . . , τσ(m)
)
, for instance h2 (τ1, τ2) = h2 (τ2, τ1).
Each Hm[u]k term in (1) can be rewritten as a linear
expression. Indeed, let
uk,nm := {uk, . . . , uk−nm+1}
and, accordingly, let φm (uk,nm) be the column vector
containing all the monomials of degree m defined over the
elements of uk,nm ; then (2) can be rewritten as
Hm[u]k = (φ
m (uk,nm))
T
wm,
where wm is the column vector containing the coefficients
of the monomials in φm (uk,nm) that can be derived from
(2). Note that the elements of wm depend on the kernel
values hm (τ1, . . . , τm).
Now let φ and w be the vectors obtained by stacking
the vectors φm (uk,nm), m = 1, . . . ,M , and the vectors
wm, m = 1, . . . ,M , respectively, on top of one another.
Note that, φ contains monomials defined over the elements
of uk,n¯ where n¯ = max (n1, . . . , nM ). Since there is no
risk of confusion, in order to keep lighter the notation, in
the following we denote uk,n¯ simply as uk. Moreover, we
make explicit the dependence of φ on uk, writing φ (uk).
Based on the above definitions, Eq. (1) can be rewritten
as
yk = (φ (uk))
T
w + ek,. (3)
The authors in [26] have proposed to learn the input-output
relations by directly estimating the elements of w. This
estimation is performed by solving a least square problem
defined on (3), given a data set of input output measurements
D = {(uk, yk) , k = 1, . . . N}.
It is worth stressing that, typically, the applicability of
algorithms based on a least-square approach is strongly
limited due to the high computational and memory require-
ments related to the dimension of the vector w. Indeed, the
number of Volterra coefficients grows rapidly with the system
memory nm and the Volterra order M . To be more precise,
when considering symmetric Volterra kernels, the number
Nm of elements of wm is given by Nm =
(
nm+m−1
m
)
,
leading to a total number N of parameters to be estimated
equal to N¯ =
∑M
m=1Nm. High values of N , that derive
from considering Volterra series of high orders, prevent the
possibility of applying the aforementioned approaches.
B. Polynomial kernel and Volterra series
An alternative solution to accomplish the Volterra series
identification has been proposed in [24]. Instead of formu-
lating the identification problem as a regression problem on
the elements of φ (·), the authors have addressed a regression
problem in a reproducing kernel Hilbert space (RKHS) [28]
that is defined by a kernel function k(ui,uj).
In particular, given an input-output dataset D like e.g. that
previously introduced, the estimate zˆ of the input-output map
z can be obtained minimizing
N∑
i=1
(yi − z(ui))2 + σ2n||z||2H , (4)
where the first term accounts for the adherence to experimen-
tal data while the second is the regularization term, given by
the squared RKHS norm of z. According to the representer
theorem, the minimizer of (4) is given by
zˆ(uk) = zˆk =
N∑
i=1
γik(uk,ui),
where γ = [γ1, . . . , γN ]
T is given in closed form as
γ = (K + σ2nIN )
−1y,
y = [y1, . . . , yN ]
T denotes the vector containing all the
output measurements, and K is the Kernel matrix, i.e. its
(i, j) entry is Ki,j = k(ui,uj).
For our future developments, it is also useful to recall the
following fundamental facts regarding RKHS theory. Under
mild assumptions, a kernel function admits an expansion
(possibly infinite) in terms of basis functions φr, r =
1, . . . , N˜ , namely,
k(ui,uj) =
N˜∑
r=1
λrφr(ui)φr(uj), (5)
where λr are positive scalars. It can then be proved that any
function in the RKHS induced by the above kernel has the
representation
z(uk) =
N˜∑
r=1
crφr(uk),
for suitable coefficients cr. In addition, if all the basis
functions φr are linearly independent, one also has
||z||2H =
N˜∑
r=1
c2r
λr
. (6)
This last relation shows how the λr coefficients are related
to each φr in determining the regularization term present in
(4).
As far as the kernel function is concerned, in [24] the au-
thors have considered the inhomogeneous polynomial kernel
of degree M , defined as
k(M)(ui,uj) =
(
1 + ui
Tuj
)M
. (7)
As showed in [28], the polynomial kernel expansion involves
the elements of φ. More precisely, referring to (5) and (6),
we have that N˜ = N¯ and that the basis functions φr are the
monomials in φ; accordingly, 1/λr then defines the penalty
assigned to the relative monomial.
We conclude this subsection with a computational note.
In general, computation of the estimate (4) requires the
inversion of an N × N matrix. The number of operations
so scales with the cube of the data set size, while there is
no direct dependence on the dimensions of φ, allowing the
use of high-order Volterra models.
III. PROPOSED KERNEL
The Volterra series learning strategy we propose relies on
a RKHS approach based on a novel polynomial kernel, called
Multiplicative Polynomial Kernel (MPK). Compared to the
standard polynomial kernel reported in (7), this novel kernel
is equipped with a set of Mn¯ parameters that allows to assign
suitable priors to the different basis functions of the RKHS,
thus leading to better performance in terms of estimation and
generalization.
Before describing the kernel function we introduce to
learn the input output relation modeled by a Volterra series
of order M , we highlight some critical issues of standard
inhomogeneous polynomial kernel function.
A. Limitation of the polynomial kernel in (7)
As stated in [16] (Chapter 4.2.2), polynomial kernels are
not widely used in regression problems, since they are prone
to overfitting, in particular in presence of high dimensional
inputs and when the degree is greater than two. Indeed, in
the kernel formulation given in (7), there are not parameters
that allow to weigh differently the monomials composing
the RKHS; in particular, referring to (6), the λr values are
assigned and computed by expanding the M -th power of
the binomial 1 + uiTuj . This fact entails the impossibility
of regularizing the basis functions, whose number, as shown
before, grows up rapidly with the dimension of the inputs and
the polynomial degree, thus resulting in the need of a very
high number of training samples in order to derive accurate
estimators.
To clarify this concept we consider a simple example,
given by a third order Volterra series with n1 = n2 = n3 =
2, i.e. uk = [uk, uk−1]
T ,
fz(uk) = u
3
k + u
2
kuk−1 + 0.5. (8)
Expanding the polynomial kernel in (7), we obtain
k(3)(ui,uj) = u
3
iu
3
j + u
3
i−1u
3
j−1
+ 3u2iui−1u
2
juj−1 + 3uiu
2
i−1uju
2
j−1
+ 3u2iu
2
j + 3u
2
i−1u
2
j−1 + 6uiui−1ujuj−1
+ 3uiuj + 3ui−1uj−1 + 1.
From the last equation we can obtain the penalty coefficient
assigned to each monomial (see (5) and (6)). For the sake
of notational clarity and later convenience, we introduce the
notation λd1,...,dn¯ to denote the penalty coefficient associated
to the monomial
∏n¯
τ=1 u
dτ
k−τ+1. By inspection we obtain
λ3,0 = λ0,3 = 1, λ2,1 = λ1,2 = 3,
λ2,0 = λ0,2 = 3, λ1,1 = 6,
λ1,0 = λ0,1 = 3,
λ0,0 = 1.
These values show how when considering the polynomial
kernel defined in (7), the monomials penalty are assigned
based on the monomial degree and penalizing less the
mixed terms. This trend might not be representative of the
Volterra kernel, leading to the need of more training data to
obtain accurate estimates. For instance consider the test case
function fz reported in (8). It is evident that the λ values
obtained with (7) do not describe properly the contributions
of the different monomials, since, for example, the smallest
penalties coefficients are assigned to monomials that are not
present.
B. Multiplicative Polynomial Kernel
The novel kernel function we propose to model the M
order Volterra series is given by the product of M linear
kernels and is formally defined as
k(M)(ui,uj) =
M∏
m=1
(
σ0m + (ui)
TΣmuj
)
, (9)
where the matrices Σm ∈ Rn¯×n¯ are diagonal, with the diag-
onal elements parametrized by the set of parameters {a`m ≥
0, ` = 1, . . . n¯, and m = 1, . . .M}. More specifically, the
matrices Σm = diag ([σ1m , . . . , σn¯m ]), m = 1, . . . ,M , are
defined by a backward iteration as follows,
ΣM = diag ([a1M , . . . , an¯M ]) , (10)
Σm = Σm+1 + diag ([a1m , . . . , an¯m ]) .
Exploiting the kernel properties it can be easily shown that
the function defined in (9) is a well-defined kernel function,
since it is the product of several valid kernel functions, see
[16].
The Σp matrices have been iteratively parametrized with
the aim of reducing the presence of local minima in the loss
function optimized during the training phase. Indeed, it is
possible to verify that defining the kernel parameters directly
as the diagonal elements of the matrices Σm then, several
local minimum are present, mainly due to the parameters
permutations that are associated to the same loss value. The
presence of these equivalent parameters configurations can
give rise to undesirable behaviors during the optimization
phase. For instance assume that the loss function is optimized
with a gradient descent algorithm, and that all the parameters
are initialized with the same value. In this scenario the
gradients of a` = {a`1 , . . . , a`M }, with ` = 1, . . . , n¯, are
all same, leading to situation where the parameters in al are
updated with the same values at each iteration.
C. Kernel parameters interpretation
In this subsection we analyze the advantages of the pro-
posed kernel function, focusing in the role played by the
kernel parameters. To this aim, we consider the example
analyzed in the previous subsection, that is, the identification
of the input output behavior of a Volterra series with M = 3
and n1 = n2 = n3 = 2. Starting from the kernel definition
given in (9), through standard algebraic computations, we
can derive the penalties coefficients as functions of the Σm
elements. In particular, the penalties assigned to monomials
of degree three are
λ3,0 =
3∏
m=1
σ1m , λ0,3 =
3∏
m=1
σ2m ,
λ2,1 =
3∑
m=1
σ2m
∏
` 6=m
σ1` , λ1,2 =
3∑
m=1
σ1m
∏
` 6=m
σ2` ,
the ones assigned to monomials of degree two are
λ2,0 =
m=3∑
m=1
σ0m
∏
` 6=m
σ1` , λ0,2 =
m=3∏
m=1
σ0m
∏
` 6=m
σ2` ,
λ1,1 =
3∑
m=1
σ1m
∑
` 6=q 6=m
σ0lσ2q ,
and, finally, the ones assigned to monomials of degree one
and zero are
λ1,0 =
m=3∑
m=1
σ1m
∏
l 6=m
σ0` , λ0,1 =
m=3∑
m=1
σ2m
∏
` 6=m
σ0` ,
λ0,0 =
3∏
m=1
σ0m ,
Some interesting insights can be obtained from the previous
penalties expressions. In particular, observe that introducing
the set of parameters {a`m ≥ 0, ` = 1, . . . n¯, m =
1, . . .M}, provides some degrees of freedom in regularizing
the basis functions φ, and, more specifically, in penalizing
the monomials that are not present in the target function.
The hyperparameters tuning can be accomplished optimizing
a given loss function; for instance, in deriving the numerical
results reported in next Section, we have considered the
Negative Marginal Log Likelihood (NMLL).
Now, as an example, consider fz defined in (8), and assign
the following values to the kernel parameters,
σ01 = σ02 = σ03 = 1
a13 = 1, a12 = a11 = 0
a23 = a22 = 0, a21 = 1.
Then it can be seen that
λ3,0 = 1, λ2,1 = 1, λ0,3 = λ1,2 = 0,
λ2,0 = 2, λ0,2 = 0, λ1,1 = 2,
λ1,0 = 2, λ0,1 = 1,
λ0,0 = 1.
Notice that by properly setting the kernel parameters we were
able to penalize some of the monomials that are not present
in (8).
We can conclude by emphasizing another peculiarity of
the iterative definition of the Σm matrices provided in (10).
Indeed, it can be seen that, by properly setting the kernel
parameters, we can control the maximum degree with which
each component of the input appears. For instance setting
a21 = 1, a22 = a23 = 0 we penalized the presence of
monomials in which uk−1 appears with degree greater than
one, while setting a11 = a12 = 0, a13 = 1 we allow the
presence of monomials in which uk−1 has maximum degree
three.
IV. EXPERIMENTAL RESULTS
We have tested the proposed kernel function in several ex-
periments performed in the benchmark system introduced in
[29], a third order Volterra series described by the following
equation
zk = uk + 0.6uk−1 + 0.35(uk−2 + uk−4)− 0.25u2k−3
+ 0.2(uk−5 + uk−6) + 0.9uk−3 + 0.25ukuk−1 + 0.75u3k−2
− uk−1uk−2 + 0.5(u2k + ukuk−2 + uk−1uk−3). (11)
The estimator based on our kernel function (MPK) is com-
pared with the one based on the polynomial kernel reported
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Fig. 1: Boxplots of the 100 test set Fit% obtained in the different scenarios considered.
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(c) Comparison for the monomials of degree three. The
plot show a section of the Volterra kernel obtained by
imposing τ3 = 0.
Fig. 2: Comparison of the monomial coefficients magnitude
(left side) with λ˜ a statistic of the λ estimated by NMLL op-
timization (right side). Monomial coefficients are represented
by the three Volterra kernels, while penalties magnitude
has been decomposed equally in different contributions, in
accordance with the Volterra kernel symmetry, for instance,
in Figure 2b λ˜(1, 2) = λ˜(2, 1) = λ0,1,1,0,0,0,0/2. In each
plot values have been normalized between 0 (white) and 1
(black).
in (7) (PK). As input signals we considered 1000 samples
obtained from a realization of Gaussian noise. Concerning
mtru , m
ts
u , σ
tr
u and σ
ts
u , which are, respectively the input mean
and standard deviation of the training and test samples, we
have considered four different scenarios :
• Experiment 1: mtru = m
ts
u = 0, σ
tr
u = σ
ts
u = 4;
• Experiment 2: mtru = m
ts
u = 0, σ
tr
u = σ
ts
u = 2;
• Experiment 3: mtru = −12, mtsu = 12, σtru = σtsu = 4;
• Experiment 4: mtru = −12, mtsu = 12, σtru = σtsu = 2.
In all the experiments the noise standard deviation is σn =
4. The MPK parameters have been trained optimizing the
NMLL of the training samples. As concerns the optimization,
we used standard gradient descent algorithm, with adaptive
learning rate. The algorithms have been implemented in
Pytorch [30] exploiting its automatic differentiations for
gradient computation.
Each scenario highlights different properties. In particular
the four experiments can be grouped in two sets. Gener-
alization properties are stressed more in Experiment 3 and
Experiment 4 than in Experiment 1 and Experiment 2. Indeed,
in Experiment 3 and Experiment 4 we have that mtru 6= mtsu
and hence the training and test input signals are significantly
different with each other; in particular the mean values are
such that with high probability the test inputs are outside
the 3σ of training inputs distribution. Different values of
the input variances have been considered to analyze the
estimators behaviors with different system excitations.
For each experiment we performed a Monte Carlo of 100
simulations. In each simulation the same training and test
data sets have been used to implement and test the MPK
and PK based estimators. Results are reported in Figure
1. Performance is measured by the percentage fit (Fit%),
defined as
100%
(
1− |zk − zˆk||zk − z¯k|
)
.
Results show how the estimator based on the novel pro-
posed multiplicative kernel outperforms the performance of
the standard polynomial kernel, since in all the tests MPK
estimation accuracy is grated than the one of PK.
Besides improving the estimation accuracy, the MPK
parametrization improves also the generalization perfor-
mance. Indeed, comparing results obtained in Experiment
1 and Experiment 3, we can appreciate how the penalties
learned by the MPK estimator with NMLL optimization
provides more robust solutions; more specifically, MPK
performance decreases less than PK performance when tested
in input locations that are far from the training inputs.
As far as variations of σu are concerned, comparing results
obtained in Experiment 3 and Experiment 4, we can observe
how not sufficiently exciting training samples can lead to
a bad identification of the MPK parameters. Notice how
from Experiment 3 to Experiment 4, the variance of MPK
based estimator grows up more that the one of the PK based,
highlighting the need of sufficiently exciting trajectories.
Finally, in Figure 2 we have compared the magnitude of
the Volterra kernels of (11) with the penalties learned by
NMLL optimization in one of the simulation of Experiment
1. Notice how the MPK parameters allows to penalize
significantly the monomials that are not in (11), leading to
the derivation of a more accurate and robust estimator, as
proved also by estimation performance in Figure 1.
V. CONCLUSIONS
In this paper we have introduced a novel polynomial
kernel for Volterra series identification. Compared to the
standard polynomial kernel, this novel kernel, denoted as
Multiplicative Polynomial Kernel, is equipped with a set of
parameters that allows to better select the monomials that
really influence the system output. As proven by numerical
results, this fact entails a performance improvement, both in
terms of accuracy and generalization properties.
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