Regular Kadomtsev-Petviashvili (KP) solitons have been investigated and classified successfully by the Grassmannian. We provide rigorous analysis for the direct scattering problem of perturbed Gr(1, 2) ≥0 KP solitons. Prinari.
Introduction
If the amplitude is small and the wave length is large of a quasi-two dimensional water wave, then the dynamics can be approximated by the Kadomtsev-Petviashvili II (KPII) equation (−4u x 3 + u x 1 x 1 x 1 + 6uu x 1 ) x 1 + 3u x 2 x 2 = 0, u = u(x 1 , x 2 , x 3 ) ∈ R, x 1 , x 2 ∈ R, x 3 ≥ 0.
(1.1)
Interesting features of the water wave can be reproduced by the KPII line solitons which have been discovered in 1970's [14] , [15] , [9] . Precisely, a regular KPII line soliton can be constructed by u(x) = u(x 1 , x 2 , x 3 ) = 2∂ 2 x 1 ln τ (x), (1.2) where the τ -function is given by the Wronskian determinant
the Grassmannian Gr(N, M ) denotes the set of N -dimensional subspaces in R M , and Gr(N, M ) ≥0 is the subset of elements whose maximal minors are all non-negative [5] , [7] . Since 2000's, there has been important progress in studying properties and classification theory of these KPII line solitons (see [7] , [8] and references therein). Throughout this report, (1.2) defined by (1.3) , are called Gr(N, M) ≥0 KP solitons for simplicity.
The well-posedness problem of the KPII equation (1.1) with initial data u c (x, y) where u c (x−ct, y) is a KP solution has been solved by Molinet-Saut-Tzvetkov [12] . Their result shows that the deviation of the KPII solution from the initial data could evolve exponentially. Taking N = 1, M = 2, κ 1 = −κ 2 , A = (1, 1) (1.4) which are the simplest KPII 1-line solitons produced by the KdV 1-soliton solutions, Mizumachi establishes excellent L 2 -orbital stability and L 2 -instability theories for Gr(1, 2) ≥0 KP solitons [10] .
An important alternative approach to study the stability problem of Gr(N, M ) ≥0 KP solitons is the inverse scattering theory (IST) based on the Lax pair
of the KPII equation. Indeed, the IST is to establish a bijective maps between the Lax equation (−∂ x 2 + ∂ 2 x 1 + u)Ψ(x, λ) = 0, (1.6) (defined by the KP solution) and a Cauchy integral equation (defined by the scattering data of the Lax equation). Substantial and important works on algebraic characterization and formal IST have been studied by Boiti-Pempenelli-Pogrebkov-Prinari [2] , [3] , [4] , [5] , Villarroel-Ablowitz [17] . In particular, the most remarkable characteristic, discontinuities for the Green function and eigenfunction of the Lax equation (1.6) were discovered by Boiti, Pempenelli, Pogrebkov, and Prinari (cf [2] , [3] , [5] ). But a rigorous IST for perturbed Gr(N, M ) ≥0 KP solitons is still open. Under the assumption (1.4), based on a KdV theory [13] , [1] , rigorous analysis for the direct scattering theory of perturbed Gr(1, 2) ≥0 KP solitons has been carried out in [19] . To generalize the theory to arbitrary perturbed Gr(N, M ) ≥0 KP solitons, the Sato (or τ -function) approach [5] is not avoidable. The goal of this report is to adopt the Sato approach to provide a rigorous theory of the direct problem for general perturbed Gr(1, 2) ≥0 solitons which consists of all KPII 1-line solitons with oblique directions and phase shifts. More precisely, using the convention 
We prove the existence of the eigenfunction of the Lax equation (1.6) by establishing uniform estimates of the Green function; ii. We justify a Cauchy integral equation for the eigenfunction by deriving uniform estimates of the spectral transform.
The contents of the paper are as follows. In Section 2, for a Lax equation (1.6) defined by a perturbed Gr(1, 2) ≥0 KP soliton, we introduce a proper boundary data and the Green function using the Sato theory. Then we provide algebraic and analytic characterization, including a uniform estimate, of the Green function.
In Section 3, we prove the existence and study the ∂-scattering data of the eigenfunction, define the forward scattering transform T , and derive uniform estimates for the spectral map CT m where C is the Cauchy integral operator. Finally, in Section 4, we justify the initial eigenfunction satisfies a singular Cauchy integral equation and show that the singular Cauchy equation reduces to a Gr(1, 2) ≥0 KP soliton if the continuous scattering data is 0.
The Green function
Setting x 3 = 0, N = 1, M = 2, κ 1 < κ 2 , A = (1, a), a > 0 in (1.2) and (1.3), we obtain τ (x) = det Wr(f 1 ) = e θ 1 + e θ 2 +ln a = 2e θ 1 +θ 2 +ln a 2 cosh θ 1 −θ 2 −ln a 2 and the Gr(1, 2) ≥0 KP soliton
(2.1)
For the Lax equation (1.6), defined by the perturbed Gr(1, 2) ≥0 KP soliton
we impose the boundary value data
is the Sato eigenfunction and χ(x, λ) is the Sato normalized eigenfunction [5, (2.12) 
If we renormalize the eigenfunction Ψ(x, λ) = e λx 1 +λ 2 x 2 m(x, λ), then the boundary value problem (2.3) turns into
Define the Green functions G(x, x ′ , λ) and G(x, x ′ , λ)
LG
In the following, we explain one approach of Boiti et al [5] to derive the explicit formula of the Green functions. To this aim, we introduce the Sato adjoint eigenfunction 
(2.9)
Note that for ∀x ∈ R 2 fixed, χ(x, ·) is a rational function normalized at ∞ and with a simple pole at 0; and ξ(x, ·) is a rational function normalized at ∞ with simple poles at κ 1 , κ 2 , and vanishes at 0. Let
(2.10)
. 
Proof. We follow the proof of [4] . Namely, the Green function G will be constructed via an orthogonality relation of ϕ(x, λ)ψ(x ′ , λ) superposed with an appropriate cut off function.
To establish an orthogonality relation, note
Hence applying the Fourier inversion theorem, introducing a new variable λ + iλ ′ = λ R + is, using the residue theorem, and Lemma 2.1, one has
(2.12)
So we derive an orthogonality relation
(2.13)
To construct G, we have to create δ(x 2 − x ′ 2 ) in (2.13) after applying L. Hence the formula G d in (2.11) is verified. Furthermore, as G(x, x ′ , λ) is expected to be almost bounded, one need to confine the integral of ϕ(
is bounded at ∞. This implies the superposed cut off function chosen is
Therefore the formula G c in (2.11) follows.
Proposition 2.1. The Green function G, defined by (2.7), satisfies the analytic constraint
Proof. From (2.7) and Lemma 2.2, one needs to show uniform estimates of
(2.18)
Step
Then one can either look for estimates for special functions erfc(z) and Dawson's integral or a direct estimate (see Step 1 in [19] ) to derive
Hence it remains to show the estimates for λ ∈ D × κ j and asymptotic proper-
Step 3 (Estimates for III j ) : Since
By logarithmic function,
As a result,
25)
and
Step 4 (Estimates for I j ) : We follow the same method as that in [19] to derive estimates for I j . Setting
In this step, we study I in j by considering cases
(2.29)
In Case (1b) or (1c), we deform the real interval −|λ I | ≤ s ≤ |λ I | to the semicircle Γ, defined by
and note that e (λ 2 I −s 2 )y 2 +is(y 1 +2λ R y 2 ) is uniformly bounded on the half disk Ω,
Besides, (1b) or (1c) implies
(2.30)
Hence estimates for I in j follows from (2.29) and (2.30).
Step 5 (Estimates for I j (continued)) : We consider the following cases,
In case of (2a), let ξ = s |λ I | ,
(2.33)
Applying the mean value theorem to A 1 ,
the logarithmic integration (2.23) to A 4 , and adapting the argument of (1a), (1b), (1c) in Step 4 to A 2 , one can derive uniform boundedness for A 1 , A 4 , and A 2 . Finally, from the assumption |λ I | √ y ≤ 1,
Therefore, we have justify |I out j | ≤ C in case (2b). Combining Step 1 to Step 5, we prove (2.14). Moreover, there exist G j , ω j , such that
36)
and the symmetry
2 )x 2 G(x, x ′ , κ 1 + 0 + e i(π+α) ). Step 2 (Proof for (2.35)) : For fixed x, x ′ , asymptotic (2.35) can be obtained via the dominated convergence theorem, (2.21), (2.18), (2.26), estimates of (2b) in Step 5 of Proposition 2.1, and definition (2.24). Moreover, the error estimate (2.36) follows from a similar argument (more elaborating) as that for deriving (2.14) . We omit the details for simplicity and refer [19, Lemma 3.1] for a similar detailed proof.
Step 3 (Proof of (2.37)) : From (2.24), it suffices to establish
We now exploit the approach in [17, Proposition 9 (i)] to prove (2.38). For fixed x = 0, 0 < α ≤ 2π, let 
(2.40)
On the other hand,
Deforming the contour, applying the residue theorem and Lemma 2.1,
On the other hand, the residue theorem, Lemma 2.1, (2.24), (2.23), (2.39), and the dominated convergence theorem imply
Consequently, (2.38) follows from (2.39)-(2.43).
Proof. A direct computation yields
(2.44)
(2.45) Therefore, Combining (2.44) and (2.45), we prove the lemma. 
The eigenfunction and spectral transformation
Theorem 3.1. If ∂ k x v 0 ∈ L 1 ∩ L ∞ , |k| ≤ 2, |v 0 | L 1 ∩L ∞ ≪ 1, v 0 (x) ∈ R,|(1 − E 0 )m(x, λ)| ≤ C|v 0 | L 1 ∩L ∞ ; (3.2) m(x, λ) = mres(x) λ + m 0,r (x, λ), λ ∈ D × 0 , m res (x) ∈ R, |m res | L ∞ ≤ C|v 0 | L 1 ∩L ∞ , |λm 0,r | L ∞ , |m 0,r | L ∞ ≤ C(1 + |x|)|v 0 | L 1 ∩L ∞ ; (3.3) m(x, λ) = m κ j ,0 (x, λ) + m κ j ,r (x, λ), λ ∈ D × κ j , m κ 1 ,0 (x, λ) = Θ 1 (x) 1−γcot −1 λ R −κ 1 |λ I | , m κ 2 ,0 (x, λ) = − κ 1 κ 2 e (κ 1 −κ 2 )x 1 +(κ 2 1 −κ 2 2 )x 2 −ln a Θ 1 (x) 1−γcot −1 κ 2 −λ R |λ I | , |m κ j ,0 | L ∞ ≤ C|v 0 | L 1 ∩L ∞ , m κ j ,r (x, κ j ) = 0, |m κ j ,r | L ∞ ≤ C|v 0 | L 1 ∩L ∞ , | ∂ ∂s m κ j ,r | L ∞ ≤ C(1 + |x|)|v 0 | L 1 ∩L ∞ ,(3.
4)
with
(3.5)
Proof.
Step 1 (Proof of (3.1)-(3.3) ) : Applying Proposition 2.1 and the as-
for λ = 0, one can prove the unique solvability of the integral equation
where the * operator is defined by
Besides, from (2.7) and Lemma 2.2, the unique solvability of (3.1) is equivalent to that of (3.6). Finally, (3.2) and (3.3) follow from (3.6), (2.14), (2.36), (2.4), and (2.10).
Step 2 (Proof of (3.4)-(3.5)) : For λ = λ R +iλ I ∈ D × κ j , j = 1, 2, applying (2.14), (3.6), and defining
(3.9) To investigate the symmetries between Θ j and γ j , we combining (2.37) with (2.7), (2.14), and
which, combining with (2.24), prove (3.4) .
(3.12)
and 
Step 1 (Proof of (3.11)) : Denote ρ(x, λ) = e (λ−λ)
(3.16)
Therefore, for λ I = 0, denoting e(x,
, and by Lemma 2.4, (3.6), (3.12) , and (3.16) ,
Step 2 (Proof of (3.14), (3.15) 
Estimates for (3.15) can be derived directly.
Step 3 (Proof of (3.13)) : Using a similar argument as in Step 2, one can prove |E 0 s c | L ∞ ≤ C as well. Moreover, from (3.12) , the Fourier theory, and Theorem 3.1,
Definition 3. Define {0; κ 1 , κ 2 , s d , s c (λ)} as the set of scattering data, where 0, location of the simple pole, κ j , location of discontinuities, and s d ≡ − κ 1 κ 2 e − ln a , the norming constant, are the discrete scattering data; and s c (λ), the continuous scattering data, is defined by (3.12) . Denote T as the forward scattering transform by
(3.17)
Definition 4. Let C be the Cauchy integral operator defined by
as |λ| → ∞, λ I = 0 .
Step 1 (Near z ∈ J = {κ 1 , κ 2 , 0}) : From (3.11), applying Stokes' theorem,
where a 0 = 1 2 min{|κ 1 |, |κ 2 |} is defined by Definition 1. Note, by λ = κ j and (3.4),
Dz,ǫ
(3.21)
Step 2 (Near ∞) : The proof can be applied to ∀φ ∈ W . Via a change of variables 2πiξ = ζ − ζ, 2πiη = ζ 2 − ζ 2 , 
(3.24) The Theorem follows from (3.21), (3.24), and Theorem 3.1. Equation (3.1) and a direct computation yield: = −1 + m κ 2 ,0 (x, κ 2 + 0 + e iα ) − C κ 2 +0 + e iα T m, m κ 2 ,0 (x, κ 2 + 0 + e iα ) = s d e (κ 1 −κ 2 )x 1 +(κ 2 1 −κ 2
The Cauchy integral equation
2 )x 2 m κ 1 ,0 (x, κ 1 + 0 + e i(π+α) ) (4.10) for ∀0 < α < 2π, with T , s d , and C defined by Definition 3. 
