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Let G1 and GS be graphs with n vertices. If there are edge-disjoint copies of G1 
and G, with the same n vertices, then we say there is a packing of G, and Ge . 
This paper is concerned with establishing conditions on G1 and Ga under which 
there. is a packing. Our main result (Theorem 1) shows that, with very few ex- 
ceptions, if G1 and Ga together have at most 2a - 3 edges and no vertex is joined 
to all other vertices, then there is a packing of G1 and Ga . Our packing results 
have some applications to computational complexity. In particular, we show 
that, for subgraphs of tournaments, the property of containing a sink is a 
monotone property with minimal computational complexity. 
The main result of this paper shows that, with very few exceptions, if 
G1 and Gz are graphs with n vertices which each have no vertices of degree 
n - 1 and which together have at most 2n - 3 edges, then there are edge- 
disjoint copies of G1 and G, with the same vertex set. (We say that there is a 
packing of G1 and G,). The proof of this result takes up most of the first 
section of this paper. As an immediate corollary we obtain a proof of a 
conjecture of Milner and Welsh [16]. This conjecture was motivated by a 
possible application tocomputational compexity of graph theoretic properties. 
The computational complexity c(P) of a property P of loop-free graphs 
with a fixed vertex set is the minimal number of entries of the adjacency 
matrix which must, in the worst case, be examined in order to discover 
whether a graph has property P. If it is sometimes necessary to examine all 
the off-diagonal matrix entries, then the property is called elusive. Milner 
and Welsh showed that several properties are elusive and conjectured that 
for undirected graphs the property of having a subgraph isomorphic to a 
given graph is elusive. Bollobas [I] showed that when the given graph is a 
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complete graph K, , this conjecture is true. However, this is just a special 
case of a more general conjecture that every monotone property of un- 
directed graphs is elusive. By a monotone property we mean a property 
which is preserved under addition of edges. The best result in this direction 
so far is that of Rivest and Vuillemin [7] who proved that for a monotone 
property P of undirected graphs with IZ vertices c(P) > n2/16. Our main result 
concerning computational complexity shows that the situation is very 
different when one considers a monotone property P of subgraphs of tourna- 
ments with it vertices. For if IZ > 8, c(P) > 2n - [log,n] - 2 and this bound 
is attained by the property of containing a sink. We prove these results 
together with some other results about computational complexity in Section 3. 
Nevertheless our main interest lies in packings and in Section 2, before 
turning to computational complexity, we prove two other, essentially best 
possible, results about packings. The main result of this section shows that if 
G, and G, have n vertices and G, has at most an edges, where a < 8, then, for 
large n, G, can have ((1 - 20()/5)n3i2 edges (instead of (2 - a)n) and there 
must still be a packing of G1 and G, . 
We consider finite graphs without loops or multiple edges. If G is a graph, 
V(G) is its vertex set and E(G) is its edge set, i.e., E(G) is a subset of V(G)(2), 
the set of unordered pairs of distinct vertices. Thus G = (V(G), E(G)). 
We also use the notations v(G) = I v(G)\, e(G) = 1 E(G)]. The degree of a 
vertex x of G is denoted by deg,x. A(G) is the maximal degree in G and 
6(G) is the minimal degree. The complement of a graph G is denoted by G, 
i.e., G = (P’(G), K’(G)t2) - E(G)). The density of G is defined as e(G)/v(G). 
If G and H are vertex disjoint graphs, their union is defined as G u H = 
(v(G) u V(H), E(G) u E(H)). mG denotes the union of m disjoint copies 
of G. If x E V(G), we put 
G - x = (V(G) - x, E(G) n (w3 - W)>. 
To simplify the notation we usually write G - x for G - {x} and G - H 
for G - V(H). 
As usual, G(n, m) denotes a graph with n vertices and m edges. Kp = 
G(p, (i)) is the complete graph with p vertices. A star is a tree all of whose 
edges are incident with one vertex, the center of the star. 
If G, and Gz are graphs, then the set of edges of G, incident with at least 
one vertex of G, is said to be covered by G1 . 
We say that we can pack G1 into G2 (or there is a packing of G1 and G,) 
if we can find an inclusion v(GJ C Y(G,) such that e E E(Gl) implies e $ E(G,). 
Since this effectively makes G, a subgraph of G, , it might be considered more 
natural to say that we can pack Gr into G, . However, our graphs have many 
fewer edges than their complements and we always work with the graphs 
themselves, so it is convenient to retain the above terminology. 
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1. THE MAIN PACKING THEOREM 
Consider graphs with n vertices. If G1 is a star and 6(G,) = 1, then there 
is no packing of G1 and Gz . We quickly come to the conclusion that the bad 
feature of this example is that one graph has a vertex of degree IZ - 1. 
So we consider graphs with no vertices of degree n - 1. If G, is the disjoint 
union of a star and an isolated vertex and G, is a disjoint union of cycles 
and n > 3, then neither G1 nor Gz has a vertex of degree n - 1 and there is 
no packing of G, and G, . Our main result shows that this situation is es- 
sentially worst possible, i.e., if we impose the extra condition e(G,) + 
e(G& < 2n - 3 then, with only finitely many exceptions, there is a packing 
of G, and G, . 
THEOREM 1. Suppose that {G, , G,} satisfies v(G,) = v(G,) = n, d(G,), 
d(G,) -=c n - 1, e(Gl) + e(G,) < 2n - 3 and {G, , G,) is not one of the 
following pairs: {2&, Kl U KS}, {& U K3, Kz U KS}, {3K,, K2 U K4}, 
{KS u KS ,2&l, WG u KS , Es u &I, {& u & , & u 2&l, 6s u K,l,f%l 
(see Fig. 1). Then there is a packing of G, and G2 . 
- 0 
- h% 
{ 1 2 K2, K, u K, 
- 00 
{R5uK4, 3K,) 
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Proof. We prove the results by induction on n. Clearly, it is true for 
n < 4, so we assume that II > 4 and that the result is true for smaller values. 
The bulk of the work in the proof of the induction step is contained in the 
following lemma. 
LEMMA. Let p be a natural number such that 2 < 2p < n (n > 5). Let T be 
a tree and let G be a graph such that v(T) = p, v(G) = n, A(G) < n - 1 and 
n - 1 < e(G) < n + n/p. Then there is a packing of T into G such that T 
covers at least p + 1 edges of G and A(G - T) < n - p - 1. 
ProoJ We first prove this result forp < 2. Ifp = 1, i.e., Tis a singlevertex 
then e(G) < 2n - 3. Put T on a vertex u of degree A(G). Then T covers 
A(G) 3 2 edges. If G - T = G - u has a vertex v of degree n - 2, then 
put T on a vertex w adjacent to both u and v and of maximum possible 
degree. Then deg MI > 2 so T again covers at least 2 edges and A(G - T) < 
n - 2. 
Now suppose p = 2 and T is the edge xy. Then e(G) < 2n - 3 - (n/2). 
Put x on a vertex u of degree A(G) and put y on a vertex v not adjacent to u 
and of maximum possible degree. Then T covers at least 3 edges. If G - T 
has a vertex w of degree n - 3, then u is adjacent to w for otherwise both u 
and v have degree at least n - 3 and so 3(n - 3) < #(n - 2), i.e., n < 1. 
Consequently u and w have degree n - 2 so 2(n - 2) - 1 < $(n - 2), i.e., 
n < 4. So A(G - T) -c n - 3. 
We may suppose now that p > 3 and so n > 6. We complete the proof 
of the lemma by induction on n. Suppose n 3 6 (p 3 3) and the result holds 
for smaller values of n. 
Before presenting the essential part of the proof let us eliminate a rather 
easy case. Suppose that G has an isolated vertex, say U. If n = 6 then T is a 
path xyt. Place y on U, place x on a vertex of degree A(G), and place z on 
a vertex of maximal degree in G - {x, y>. As e(G) = 5, T does cover at 
least four edges since if A(G) < 2 then A(G - (x, y}) > 2. Then G - T 
has at most edge, so A(G - T) < 3 - 1. Suppose now that n > 7. Let v be 
a vertex of maximal degree in G, say deg v = A = A(G) > 2. Place an end 
vertex x of T on v and the vertex y adjacent to x on u. Put T’ = T - {x, y}, 
G’ = G - {u, v}. Then 
A(G’) < n - 3 
since otherwise n - 3 < A(G’) < A, so 
2(n - 3) < e(G) ,< 2n - 3 - (0, - l)/p))n < 2n - 3 - @I < 2n - 7. 
Add s < A - 2 edges to G’ to obtain a graph G’ with at least n - 3 edges 
such that 
A@*) -C n - 3. 
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We also have 
n-3<e(G*)<e(Q--2 
< n - 2 + (n/p) - 3 < n - 2 + (n - 2)Kp - 2) - 3. 
Thus if T* is a tree of order p - 2 containing T’, then the pair (T*, G*) 
satisfies the conditions of the lemma since n - 2 > 5. Therefore, by the 
induction hypothesis, there is a packing of T* into G* such that d(G* --T*) < 
n - 2 - (p - 2) - 1 and T* covers at least p - 2 + 1 = p - 1 edges of 
G*. Note that at least p - 1 - s > p + 1 - A of these edges are also 
edges of G. The packing of T* into G together with x into v and y into u 
gives a packing of T into G such that 
d(G-T)=d(G*-T*)<n-p-l 
and T covers at least 
Ll+p+1-A=p$l 
edges of G. 
From now on we may suppose that 3 < p and G has no isolated vertex. 
We now concentrate on showing that we can pack T into G is such a way 
that T covers at least p + 1 edges of G. 
Omit a vertex u of degree d(G) and a vertex not adjacent to u of maximum 
possible degree. The resulting graph G’ has no vertex of degree n - 3, for 
otherwise G has at least 3(n - 3) edges, so 
so n < 3. Furthermore, e(G) + p - 1 < 2(n - 2) - 3, so we can apply 
the induction hypothesis of the theorem to show that there is a packing of T 
and G’. Thus there is a packing of T and G. Choose a packing for which T 
covers the maximum possible number of edges. Suppose that this are at 
most p edges. Denote by W the vertices covered by T and put Z = V(G) - W. 
T and G together form a new graph with n vertices and we distinguish the 
edges contributed by T by coloring them red and coloring the other edges 
green. Suppose x E W is not joined by a green edge to Z and y E Z is not 
joined by a green edge to W. We can get another packing by putting the 
vertex originally placed on x on y instead. Since G has no isolated vertex, 
in the new packing T covers at least one more edge. Thus in our packing 
either each vertex of W is joined by a green edge to Z or each vertex of Z 
is joined by a green edge to W. In each case T must cover at least p edges and 
there can be no green edge with both vertices in W. Since G has no isolated 
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vertices we can see that in fact each vertex of W is joined by exactly one 
green edge to Z. Suppose all the vertices of W are adjacent to the same 
vertex of Z. Then, since e(G) > n - 1 and d(G) < n - 1, Z has another 
vertex incident with at least two green edges. We put a vertex of T on this 
vertex instead. Then T covers at least p + 1 edges. Suppose each vertex of W 
is adjacent to a different vertex of Z. Since T covers the maximum possible 
number of edges it follows that d(G) < 1. But then G has fewer that n - 1 
edges. So we may suppose that there are vertices w, w’, W” E W such that 
w, w’ or both joined to the same vertex x E Z and W” is not joined to x. 
Now consider the alternative packing of T in which we place an end vertex 
on x and its neighbor on w” and the other vertices arbitrarily on W-(w’, w”>. 
Redefine W and Z to agree with this packing. T cannot cover fewer that p 
edges, so T does cover the maximum number of edges but there is a green 
edge xw with both vertices in W. This contradicts the assertion we proved 
earlier. Consequently, there is a packing of T and G such that T covers at 
least p + 1 edges of G. 
Suppose that no such packing satisfies L&G - T) < n -p - 1. Then G 
musthaveatleast(n-p-l)+(p+l)=nedgesandson<2n-3- 
(p - l/p)n, i.e., 3p < n. Again, consider a packing of T and G in which T 
covers the maximum possible number of edges of G. Define the sets Wand Z 
and red and green edges as before. By our assumption there is a vertex v E Z 
joined to all the other vertices of Z. We have already shown that either each 
vertex of W is joined by a green edge to a vertex of Z or each vertex of Z 
is joined by a green edge to a vertex of W. Consequently, not all the vertices 
of Z are joined only to V. Furthermore, v is the only vertex of Z which is 
joined to all the other vertices of Z, for otherwise G has at least p +2(n -p - 1) 
edges and so p + 2(n -p - 1) < 2n - 3 - ((p - l)/p)n. But this is false. 
The n - p - I vertices of Z - (u> span a subgraph with at most 2n - 3 - 
n - ((p - I)/p)n = (n/p) - 3 < 2(n -p - 1) - 3 - (p - 1) edges, so, by 
our induction hypothesis for the theorem, T can be packed into Z - {v>. 
Since not all these vertices have degree 1, we can choose such a packing in 
which T covers at least p + 1 edges of G. By assumption G - T has a 
vertex w of degree n -p - 1. Since d(G) <n - 1, w # v so G has at 
least 2(n - p - 1) edges and 
2(n-p-1)<2n-3-(+)n 
i.e., n(p - 1)/p < 2p - 1, so 3(p - 1) < 2p - 1, i.e., p < 2. Thus we can 
always pack T into G in such a way that T covers at least p + 1 edges of G 
andd(G-T)<n-p-l. 
Proof of Theorem 1 concluded. Without loss of generality, we may assume 
that e(G,) + e(Gz> = 2n - 3 and e(G3 < e(G& So e(G,) < n - 2 and a 
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least dense component T of G, is a tree with sayp vertices where n(p - 1)/p + 
e(Gz> < 2n - 3. Thus the pair {T, G,} satisfies the conditions of the lemma. 
Choose a packing of T into G, such that T covers at least p + 1 edges of G, 
and d(G, - T) < n - p - 1. Provided G, - T is not a star and G, - T is 
not one of the graphs of Fig. 1, we may complete a packing of G, and Gz by 
applying the induction hypothesis to {G, - T, Gz - T}. It is straightforward 
to check that in the latter case there is a packing of G1 and G, . As an example 
we check this for the case when {G, - T, G, - T} = (R, u K4, 3K,). 
Clearly G1 - T # 3K, since then G, would have n - 1 edges. If G, - T = 
&, U K4 then T must be an isolated vertex and G1 = K, u K4 . Then Gz is 
obtained from 3K, by adding an extra vertex adjacent to two edges. But 
then there is a packing of G, and G, . 
To complete the proof of the theorem it is sufficient to prove the assertion 
when G1 is the disjoint union of a tree T and a star S with u(S) > v(T) = p. 
Label the center of S by u1 and the end vertices by v2 ,..., v,,-~ . Since 
e(T) + e(S) = n - 2, we must have e(G,) = n - 1. Therefore, G, has a 
component U which is a tree. 
Suppose first that T is not also a star. Place v1 on an end vertex of U with 
neighbor u (if it has a neighbor). Place vz ,..., v,-~ such that vi goes on a 
vertex of maximal degree in Gz - {vl ,..., vi-r} subject to vi # U. If at any 
stage we cover a vertex of degree 0, then we cover all the edges of Gz . Since 
G, is not a star, v2 is placed on a vertex of degree at least 2. Consequently, 
if v1 is not isolated in G, , S covers at least n - p + 1 edges of G, . This is 
clearly still true if v1 is an isolated vertex. Then e(G, - S) < n - 1 - 
(n -p + 1) = p - 2 so the packing can be completed by induction. 
Now suppose T is also a star. To avoid tedious details we consider only the 
cases when v(T) > 2, and so v(S) > 3. 
Assume first that G, is connected. It must be a tree (i.e., G, = U). Since G, 
is not a star, there are end vertices a and b with different neighbors. Put the 
center of S on a and an end vertex of T on the neighbor of a. Put the center 
of Ton b and an end vertex of S on the neighbor of b. The remaining vertices 
of S and T can be placed arbitrarily. 
Now assume that G, is not connected. Since e(GJ = n - 1 there is a 
vertex x of G, - U which has degree at most 2. Put the center of S on an 
end vertex of U and an end vertex of T on its neighbor (if it has one). Put 
the center of T on x and end vertices of S on its neighbors (if it has any 
neighbors). The remaining vertices of S and T can be placed arbitrarily. 
This completes the proof of Theorem 1. 
COROLLARY 1. Suppose G1 and G, are graphs with n vertices each. Let us 
say that (*) holds if d(G,) = n - 1 and 6(G,) 2 1 or d(G,) = n - 1 and 
&G,) > 1. 
(i) If(*) holds then there is no packing of G1 and G2 . 
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(ii) Suppose (*) does not hold, {Gl , Gz} is not one of the pairs of Fig. I 
and e(Gl) + e(GJ < 2n - 3. Then there is a packing of Gl and Gz . 
(iii) If (*) does not hoZd and e(Gl) + e(G.J < 2n - 4, fhen there is a 
packing of Gl and G2 . 
(iv) v e(GJ + e(GJ < [3(n - 1)/2], then there is a packing of Gl 
andGz. 
ProojI It is sufficient to prove (ii). Suppose A(G1) < A(Gs). If A(G.J < 
n - 1, the result follows by Theorem 1. If A(G& = n - 1, then G1 has an 
isolated vertex X. We put this on a vertex y of degree A(G& Then e(G1 - X) + 
e(Gz - y) < n - 2 so (e.g., again by Theorem 1) one can easily find a 
packing of G1 - x into Gz - y completing the proof. 
Remark I. The last part of this corollary can be proved directly, and 
fairly simply without making use of Theorem 1, which seems to be a much 
more complicated result. The main idea of the proof is similar to that of 
Theorem 1. The result is obvious if n < 4 so we suppose that n > 5 and the 
result is true for smaller values. Without loss of generality we may assume that 
e(G1) + e(GJ = [3(n - 1)/2] and e(GJ < e(G& If one graph has an 
isolated vertex x and the other has a vertex y of degree at least 2 we can 
put x on y and complete the packing by induction. So we may assume that 
this does not happen. A(G.J > 2 since otherwise 
e(Gd + e(Ga) < ; + i = n -=c [ ‘@ F *I ]. 
Therefore, G1 has no isolated vertex. Let T be a least dense component of G1 . 
Then T has density less than 2 so T is a path with two or three vertices. 
If T = xy, we may put x on a vertex u of maximal degree in G% and y on 
any vertex not adjacent to U. We can do this since 
Then T covers at least two edges and the packing can be completed by 
induction. If T = xyz then A(G1) > 2 so Gz has no isolated vertex. On the 
other hand, 
1 3(n - 4Gl G I) 
2 
1 -T<n-l, 2n 
so Gs has at least two components. Put y on a vertex u of maximal degree in 
Gz and x and .z on any vertices in another component. Then T covers at 
least three edges and the packing can be completed by induction. 
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Note that the example given before Theorem 1, in which G, is a star and 
8(G.J = 1, shows that result is best possible. 
It is of some interest to determine conditions under which a packing of 
G1 and Gz may be partly specified in advance. Our next result is of this kind. 
We make no claim that it is best possible. Its rather unnatural form is 
dictated solely by our later requirements when proving results concerning 
computational complexity. 
THEOREM 2. Let G, and Ga be graphs such that v(G,) = v(Ga) = n and 
e(G,) + e(G,) < Q(n - 2). Furtherntore, let xi E V(GJ, degc+ < g(n - 2), 
i = 1,2. Then G, can be packed into G, in such a way that x1 is put on x, . 
Proof. This is certainly true if n < 4, so we assume that n > 4 and the 
result holds for graphs with fewer than n vertices. Denote deg,+ by di . By 
Theorem 1 we may assume that di 3 1. 
LEMMA. If G, has an isolated vertex, x, and d, < $(n - 2) then Theorem 2 
holds for {G, , G,}. 
Proof. In some circumstances the lemma follows from the induction 
hypothesis by starting a packing in the following way. We put any neighbor 
of x1 with degree greater than 1 on x or if there is no such vertex we put any 
neighbor of x, on a vertex of Gz which is not a neighbor of x8 and which has 
degree greater than 0. Thus, we may assume that all vertices of Ga which are 
not joined to x, are isolated and x1 is the center of a star in G, . So we can 
certainly assume dz >, 2. We now start to pack G, into G, . We put x1 on x, 
and the neighbors of x1 on isolated vertices of G, , as we must. Denote by 
G,’ the rest of G1 and by G,’ the rest of G, . Then, 
and 
v(G,‘) = v(G,‘) = n - d1 - 1, 
4%‘) + e(G’) < Q(n - 2) - 4 - 4 . 
#(n - 2) - d1 - d, < 2(n - d1 - 1) - 3, 
Corollary l(iii) shows that we may pack G,’ into Gz’ provided neither G,’ 
nor G,’ has a vertex of degree n - d1 - 2. But G,’ has an isolated vertex 
so only G1’ can have such a vertex. If it does, then we put it on an isolated 
vertex of Gel. We are now confronted with two graphs with n - d1 - 2 
vertices each and at most #(n - 2) - (n - 2) - dz edges. Hence the packing 
can be completed by Corollary l(iv). This completes the proof of the lemma. 
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Proof of Theorem 2 concluded. The lemma allows us to assume that if Gi 
has an isolated vertex then di = &(n - 2). 
Suppose that dl = 1 and dz = +(n - 2). From the lemma we know that 
G1 has no isolated vertex. So G, - x2 has at most (n/2) - 2 edges and hence 
has an isolated vertex V. This vertex is either isolated in G, or a neighbor 
of xz with degree 1. In the first case we put x1 on xz and the neighbor, x,‘, 
of x1 on v. We now wish to pack two graphs with n - 2 vertices each and 
together at most n - 3 edges and this may clearly be done. In the second 
case we put any vertex of G, - x1 - x1’ on v. The packing can clearly be 
completed by induction. So we may assume that dz - dl < (n/2) - 2. 
Denote by pi + 1 the number of vertices in the component of Xi in Gi 
and by Ti the subgraph obtained from this component by omitting Xi. 
First suppose that p1 < (n - 5)/2. We pack Tl into the graph U, spanned 
by those vertices of G, not adjacent to x2 . Then we pack G,’ = G,--T,-xl 
into G,’ = G, - Tl - x2 . 
To pack Tl into U, we want to apply Corollary l(iii). Since 2(n - d, - 1) - 
3 > Q(n - 2) - dl - dz we can only be stopped if U, has a vertex u of 
degree n - dz - 2. But in this case we can pack Tl into U, - v by Corollary 
l(iv) since #(n - dl - 1) - 3 3 Q(n - 2) - (n - 2) - d2 . So Tl can be 
packed into U, . 
G,’ and G,’ each have n -pl - 1 vertices and together have at most 
g(n - 2) - p1 - d2 edges. We require 2(n - p1 - 1) - 3 > #(n - 2) - 
p1 - dz to apply Corollary l(iii). This is true so we can only be stopped if 
G,’ or G,’ contains a vertex of degree n - p1 - 2. If G,’ does, then there are 
at least n - 2 edges in G, . Therefore, there is an isolated vertex in G, so 
d, = $(n - 2). So these are all the edges and G,’ is a star and Gz’ has an 
isolated vertex. In this case Gr’ can be packed into Gz’. So we may assume 
that Gz’ has a vertex of degree n - p1 - 2. If G, has an isolated vertex then 
d, = &(n - 2) so G, has at least +(n - 2) + n - p1 - 2 edges and G,’ 
cannot have any edges. So we may assume that G, has no isolated vertices 
and therefore has at least d, + (n - p1 - 2) + (p,/2) edges. Then G,’ has 
at most $(n - p1 - 2) - d, < $v(G,‘) edges so G1’, and hence G, , has an 
isolated vertex. But then dl = Q(n - 2) contrary to &(n - 5) > p1 > dl . 
Thus we may assume that pi > (n/2) - 2. Therefore, either there is an 
isolated vertex or each Gi is the disjoint union of a star, center xi , and some 
isolated edges. In the latter case G, can clearly be packed into G, so we may 
assume that G, has an isolated vertex and hence dz = &(n - 2). 
Suppose that xz is joined to a vertex x of degree 1. Then every vertex of G, 
not joined to x1 is isolated otherwise we may produce a packing of G, and Gz 
inductively as we did in the first part of the proof of the lemma. So dl = 
&(n - 2) and similarly every vertex of G, not joined to x, is isolated. But 
in this case G, can be packed suitable into Gz . 
So we may assume that no vertex joined to x, has degree 1. Therefore G, 
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has at least $(g(n - 2) * 1 + 2 * $(n - 2)) edges. So there are at most 
i(n - 2) - p1 edges in G1 - Tl - xl , so there is an isolated vertex unless 
Q(n - Pl - 1) G 8(n - 2) -PI 5 i.e., p1 = &I - 2. We now have all the 
edges. G1 is the disjoint union of Tl and a l-factor and G, consists of triangles 
with apex x, and isolated vertices. Since in this case G1 can be packed into Gz 
we may assume that G, has an isolated vertex. But then each Gi consists of 
triangles with apex xi and isolated vertices, and again there is a suitable 
packing. 
This concludes the proof of the theorem. 
Remark 2. One cannot replace the condition degGlx, , degGlx, < i(n-2) 
of Theorem 2 by degG1x, + deg,*x, < n - 2. For let r 2 2, n 2 2(r2 + l), 
G1 = K,.,, u KnpVT1 with x1 as a vertex of the K,.,, and G, = S u K,,, , 
where S is a star of order n - r - 1 having x2 as its center. Then u(G,) = 
v(G,) = n, degG1x, + deg,%x, = n - 2 and e(G,) + e(G.J < $(n - 2) but 
one cannot pack G1 into G2 in such a way that x1 is put on x2 . 
2. PACKING GRAPHS WITH A SMALL NUMBER OF EDGES 
Sauer and Spencer [8] proved that if 2d(G,) d(G, < n then there is a 
packing of G, and G, . They also showed by a probabilistic argument that 
this result is essentially best possible, namely, that there exist G, and G, with 
d(GJ N 2n1i2 and d(G,) N 2n1j2 log n so that there is no packing of G1 
and G, . In fact, it is very easy to exhibit examples showing that the result 
is even nearer to being best possible. Let a, < d2 < n be integers and suppose 
n < (4 + l)d, . Given natural numbers dl and d2 , put n, = (dl + 1) 
(d, + 1) - 2 and let G, = d2Kd1+1 u Kdlwl and G, = dlKda+l u Kdzel . 
Then u(G3 = u(G2) = n, , d(G3 = 4, d(G,) = d2 and there is no packing 
of G, and G, . We conjecture that this is, in fact, the worst possible case, 
i.e., if n + 1 < @l(GJ + l)@(G,) + l), then there is a packing of G, and 
G2 . Certain cases of this conjecture have been proved by Corrsidi and Hajnal 
[3] and Hajnal and Szemeredi [5]. This conjecture holds if d(G1) = 1. 
We refine a method of Sauer and Spencer to prove an essentially best 
possible result about packing a graph with less than half as many edges as 
vertices (Theorem 4). Our first aim is to pack a graph with constant number 
of edges into graphs with increasing number of vertices. 
As usual, denote by T,(n) the complete r-partite graph with as equal color 
classes as possible, i.e., with [n/r], [n + l/r],..., [n + r - l/r] vertices in the 
color classes. Put t,.(n) = e(T,.(n)). 
Clearly, TV(n) does not contain a K,,, and a result of Turan [9] states that 
every G(n, t,(n) + 1) contains a K,,, . This can be proved by a simple 
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induction on n, always omitting a vertex of minimal degree. The same 
argument shows that for 1 < r < n - 1 every G(n, t,(n) + l), contains a 
KT+2 from which one edge is missing. 
THEOREM 3. Let k be a jixed natural number and let s be given by 
(3 < k < (“i’). If e(G,) = k and e(GJ < (3 - tSpl(n) - 1, then for 
sujiciently large n there is a packing of G, and G,. The example G, = KS u &-, 
and G, = TSpl(n) shows that the result is best possible. 
Proof. Denote by t the chromatic number of G, . If t < s it follows from 
the Erdos-Stone theorem [4] (for a sharper result and simpler proof, see [2]) 
that G, r) G1 if n is sufficiently large. 
Suppose now that t = s. It is easy to prove that then G1 1 K, or s = 3 
and G, = C, u (n - 5)K, , where C, is the cycle of order 5. In the second 
case G, C G1 . Thus, one can assume that G1 is a KS and s - 1 more edges, 
and G, is not a K,,, minus an edge. 
Given any E > 0 we can suppose without loss of generality that every 
vertex of G, has degree at least (((s - 2)/(s - 1)) - e)n. As G, has at least 
tsel(n) + 1 edges, it does contain a KS . To complete the proof it suffices 
toshowthatifUCWCV(V(G,),/ U/ <s-2,andI WI <3s,thenthereisa 
vertex x E V(G& - W that is joined to every vertex in U in the graph G, . 
By the assumption on the degree in G, at least (1 - (1 U I/(s - 1)) - 1 U 1 e)n 
vertices are joined to all of U so there is a suitable x provided E < (l/(s(s-1))) 
and n is sufficiently large. 
Remark 3. The theorem almost certainly holds for every n, but the proof 
is likely to involve more discussions. 
Let us turn now to the main result of this section. 
THEOREM 4. Ife(G,) < CYFZ (0 < 01 < &), e(Gz> < ((1 - 2a)/5)n3/” and n is 
suficiently large then there is a packing of G1 and G2 . 
Proof. Let us suppose that & < OL < 3 and let us prove the result under 
the condition e(G,) < ~(1 - 2oL)n312, where 0 < c < 4, 
Let P be a set of [(l - 2a)n] = p isolated vertices of G, . Choose a set 
ofp vertices of G2 incident with the maximum possible number of edges and 
put them into P. Denote by G1*, G,* the remaining graphs. Then v(G1*) = 
v(G,*) = m = n -p > 2orrz, e(G,*) < m/2 and if d(G,*) = d, then 
(1 - 24 4, d e(G,), 
A, < crN2. 
If d, = 0, we have nothing to prove. Suppose d, > 1. Turin’s theorem [9] 
implies that G,* contains {m/(A2 + I)} independent vertices. Let Q be a set of 
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q = {~/(cPz~/~ + 1)) independent vertices. Choose q vertices of G,* having 
as large degree in G1 as possible and put then on Q. Let W = V(Gl) - P - Q. 
Then 
Complete the identification of the vertices of G, and G, in such a way that 
these graphs have minimal number of common edges. Let us show that this 
is a packing, i.e., G, and G, have no edge in common. 
Suppose otherwise. If v E V(G,), denote by V’ the vertex of G, identified 
with u and use a similar convention for sets of vertices. Then there are 
vertices x E W and y E V(GJ - P such that xy E E(G,) and X’JJ’ E E(G,). 
Let 
2, = {z E WI 3 v E V(Gl*), zu E E(G,), v’x’ E E(G&}, 
Z, = {z’ E W 3 v E V(Gl*), z’u’ E E(G,), ox E E(G,)}. 
If z E W - Z, u Z, then we can decrease the number of common edges by 
putting x on z’ and z on x. Thus Z, U Z, = W and Z,’ u Z; = W’. 
As degCpIxf < A, and e(G,*) < m/2, 
I & I < A2 + m/2. 
Also degclx < A, and deg,p d A, (U E V(G,‘)) imply 
Thus 
A2 + (m/2) + AlA z m - q, 
A2(Al + 1) 2 (m/2) - q. 
It is easily seen that this cannot hold for large values of n. This contradiction 
completes the proof. 
Remark 4. If G1 = K,,, u &-t-1 and G, = tK,,,, then clearly there is 
no packing of G1 and G, (cf. beginning of Section 2). This example shows that 
the theorem is near to being best possible. The most we can hope for is the 
existence of a packing under the conditions e(G1) < 0~1 (0 < LX < &), e(Gz) < 
(c/&3ns/2, where c > 0 is an absolute constant. This is very likely to be true 
but we have not managed to prove it. Even more, we conjecture that every 
c < 1/g1f2 will do for suficiently large n, but c = 1/fFf2 will no longer do. 
Remark 5. We seen that we can pack G1 into G2 provided that e(G1) + 
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e(G,) < [g(n - l)]. But if we ensure that G, and G, have no vertices of degree 
n - 1 then we can pack G, into G, if we only have e(G,) + e(G,) < 2n - 4. 
We conjecture that there exists an absolute constant c > 0 such that if 
d(G,), d(G,) < n - k and e(G,), e(G,) < ckn then there is a packing of G1 
and G, . 
Remark 6. It is of some interest to determine conditions under which 
there is a packing of more than two graphs. 
We conjecture that if e(GJ < n - k for each i = I,..., k then there is a 
packing of G, ,..., Gk . 
3. APPLICATIONS TO COMPUTATIONAL COMPLEXITY 
Before stating our main result we need some preliminary definitions. 
Let V be a finite set of n elements. As usual V2) denotes the set of unordered 
pairs of distinct elements of V, Y(zj = (ab: a, b E V, a # b). We always use E 
to denote a set of ordered pairs of distinct elements of V such that at most 
one of 3 and ba is in E. It defines in a natural way a set E = {ab: ab E E} 
of unordered pairs. If N C Yc2) is disjoint from E then we call e = (V, E, N) 
an oriented pregraph. V is called the set of vertices, E is called the set of 
edges, and N is called the set of nonedges. If N U E = Yc2) then we call G an 
oriented graph (or a subgraph of a tournament) and we write G = (V, E) 
instead of e = (V, E, 0). If c’ = (V, E’, N’), E’ 3 E and N’ 3 N, then we 
call e’ an extension of G and write e’ > e. If in addition [ E’ u N’ 1 = 
1 + ] E U N 1, we call G’ an immediate extension of e. For example the 
(oriented) graph G = (V, E) is an extension of G. 
The degree of a vertex v in e is defined by degcv = deg,v where G is the 
undirected graph (V, E). The total degree of a vertex v in (? is defined by 
tot degcv = deg,+v where G+ is the undirected graph (V, E u N). A vertex v 
is a sink in (? if there is no vertex u with vu E E or VU E N. A source is defined 
similarly. Note that an oriented graph has a sink if and only if it has a 
certain subgraph. With the usual definition of a sink this remark is not true 
for directed graphs. 
A property P of the set 9 of oriented graphs with vertex set V is a subset 
of $9 such that G E P whenever an isomorphic copy of G belongs to P. For 
example if G E Q is a fixed graph the set PG of graphs in $9 with a subgraph 
isomorphic to G is such a property. 
An algorithm is a function 4 assigning to each (oriented) pregraph 
c = (V, E, N) such that E U N # 9) an element $(e) = ab E V(2) - (E u N) 
This element ab is called a probe by Algy at G. We say that Algy probes the 
pair ab or makes a probe at the vertex a. 
A strategy is a function $ assigning to a pair ((V, E, N), ab), where ab E 
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Y@) - (E u N) an immediate extension (V, E, N’) of (V, E, N) where 
E’ u N’ = E u N u {ab}. If E’ = E u {ab} we say that # chooses ab to be 
an edge. If N’ = N u {ab} we say that $ chooses ab to be a nonedge. 
Given an algorithm 4 and a strategy # we define a sequence of pregraphs 
G, = (V, E< , Ni), i = 0, l,..., (3 by 
n(P, 4, #) = min{m: either every graph G > (?m has property P 
or no graph G > (?m has property P}. 
The computational complexity of the property P is defined by c(P) = 
min,max, n(P, $, $). This definition of c(P) is clearly the same as that given 
in the introduction. 
The name Algy (for algorithm) arises because we can regard n(P, 4, $) as 
the length of a game between two players: Algy, who operates the algorithm 
4, and the Constructor, who operates the strategy #. Algy aims to determine 
whether G has property P using as few probes as possible. We take the role 
of the Constructor whose aim is to force Algy to make as many probes as 
possible and who wins by forcing Algy to probe all the pairs. If Algy and the 
Constructor play well they will adopt an algorithm 9 and a strategy # for 
which n(P, $, $) = c(P). 
It is important to realize that the Constructor need not have a fixed graph 
in mind, but can construct one during the course of the game. 
PROPOSITION. Let P be the property of oriented graphs with n vertices of 
containing a sink. Then c(P) = 2n - [log,n] - 2. 
Proof. We first show that Algy can always find a sink in 2n - [log,n--21 
probes. For the first stage he successively probes [n/2] independent pairs. 
After this there are at most {n/2} sinks in Gt,,,l . Suppose at the ith stage he 
is left with mi(>l) sinks. He successively probes [mi/2] independent pairs of 
these vertices, making sure that if there is a vertex z at which he makes no 
probe then he does not probe a pair xy where tot deg x > tot deg z. After 
n - 1 probes there is clearly at most one sink left, of degree at least [log,n]. 
Hence c(P) < 2n - [log,n] - 2. 
Next we describe a strategy which shows that c(P) 3 2n - [log,n] - 2. 
In fact Algy’s most effective algorithm against this strategy will prove to be 
the one he used above. Let xy be the kth probe. If neither x nor y is a sink 
+b/q/z-z 
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in G,_, , we say xy is a nonedge. If x is a sink and y is not a sink we say yx 
is an edge. If both x and y are sinks and 
tot degc,-, x = tot degc,-, y 
we say xy or yx is an edge arbitrarily. If both x and y are sinks and 
tot degc,_, x > tot degckml y 
we say xy is an edge (i.e., we keep the sink with lower degree). 
Algy will waste a probe if he probes xy for x and y nonsinks. 
A probe for x a sink and y not a sink can be made later if necessary and 
in fact may not be needed if at some later stage x is not a sink. 
So we may assume that all the first probes have the form xy for x and y 
sinks, until there is only one sink left. 
Until this stage, if the (total) degree of a sink in ek is I then there are at 
least 2z vertices in its component in G, . We prove this by induction on k. 
It is certainly true if k = 0. Suppose k > 0 and the sink is x and xy was the 
last probe at x. When this last probe was made our strategy shows that x and y 
were sinks of degree at least I - 1 and hence had at least 2z-1 vertices in 
their components. Hence x does have at least 2z vertices in its component 
in GI, . 
When we have only one sink left, after n - 1 probes, and its degree is I then 
this shows that 2z < n, i.e., I < [logJ. Clearly, Algy needs at least n - I - 1 
more probes to show that the eventual graph does contain a sink. So 
c(P) 3 2n - [logsn] - 2. 
A property P of oriented graphs is said to be nontrivial if D # P # Y, 
i.e., at least one oriented graph has property P and at least one oriented graph 
does not have property P. We denote the complementary property of P, 
$3 - P, by H. We say that P is monotone if it is preserved under the addition 
of edges. 
THEOREM 5. If P is a nontrivial monotone property of oriented graphs with 
n(S) vertices then c(P) 3 2n - [log,n] - 2. 
Remark 7. With a little more work one may show that this bound is 
attained only by the properties of containing a sink (or a source) and their 
complements. Indeed, this is probably true for all nontrivial properties. 
Proof of Theorem 5. We prove that for most properties c(P) > 2n - 4. 
Let us assume that this is false. 
If P contains any graphs with maximal degree less than n - 1, choose G E P 
with d(G) < n - 1 and minimal number of edges. If every graph with 
property P has a vertex of degree n - 1 choose G E P with minimal number 
of edges. Since P is nontrivial e = e(G) > 0. We divide the proof into a 
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number of cases depending on the form of G. The strategies we adopt usually 
take the following form. We use a rule to produce pregraphs up to some G, 
and then use a packing theorem to pack G into Gk+ (or Gk+ - e where 
e E E,). We can then choose a copy of G which shares no edges with Ek u Nk 
(or at most one). The strategy then chooses ab to be an edge if and only if ab 
is an edge of this copy of G. We note that if e 3 2n - 4 we can immediately 
choose a fixed copy of G and thus force Algy to make at least 2n - 4 probes. 
In particular, if d(G) = n - 1 then G has only one vertex of degree n - I. 
Case 1. G has no vertex of degree n - 1 and e 3 n - 1. We answer 
nonedge to the first 2n - 4 - e probes. By Corollary l(iii) we can pack G 
into G$n-4-e . We can thus force Algy to make at least 2n - 4 probes. 
Case 2. G has no vertex of degree n - 1 and e < n - 1. If G has an 
isolated vertex ZI we can proceed as in Case 1. (If G2fn-4-e has a vertex of 
degree n - 1 we can put u on it.) So we may assume that G has no isolated 
vertex and hence that e(G) 2 n/2. As before, the least dense component of G 
is a tree with at most (n/2) - 1 vertices. So since G has no isolated vertex it 
has, in this component, a vertex u of degree 1 whose neighbor u has degree 
at most (n/2) - 2. If Algy never probes all the pairs at one vertex during the 
first 2n - 4 - e probes we can proceed as in Case 1. But if Algy does 
probe the last pair M’Z at w during the first 2n - 4 - e probes, then we 
answer edge, placing v on w and u on z. We then return to the strategy of 
answering nonedge until Algy has made 2n - 3 - e probes. Notice that he 
cannot have probed all the pairs at any other vertex. We now wish to pack 
G - v into G&-,_,-, - v with u on a preassigned vertex. The degree of u in 
z+- V is at most (n/2) - 3 < &((n - 1) - 2) and the degree of u in 
2n-3-e - v IS at most 
2n - 3 - e - (n - 1) < (n/2) - 2 < &((n - I) - 2). 
Since also 
e(G-v)+e(G~n-,-,-v)<e- 1 +2n-3-e-(n- 1) 
< n - 3 < $((n - 1) - 2). 
Theorem 2 shows that we can complete the packing. We can thus force Algy 
to make at least 2n - 4 probes. 
Case 3, G has a vertex v of degree n - 1 which is neither a sink nor a 
source and e’ = e - (n - 1) > (n/2) - 3. We reply nonedge to the first 
n - e’ - 3 (<n/2) probes. We put v on an isolated vertex of Gi-,._, . We 
now want to pack two graphs with n - 1 vertices and together n - 3 edges 
so this can be done. We can thus force Algy to make at least n - e’-3 + e = 
2n - 4 probes. 
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Case 4. G has a vertex v of degree n - 1 which is neither a sink nor a 
source and e’ = e - (n/2) - 3. For the first n - 2 probes we proceed as 
follows. If xy is probed we say nonedge unless max(tot deg x, tot deg y} < 
(n/2) - 2 when we say edge arbitrarily. By considering the least dense 
component of Gtz we see that Gz-2 has either a vertex y of degree 0 and a 
vertex z of degree at most ((n - 1)/2) - 1 or a vertex y of degree 1 joined 
by an edge (not a nonedge) to a vertex z of degree at most (n - 1)/2. We put v 
on y and a suitable neighbor of v on z and pack the rest of G into the rest 
of G:-, by Theorem 2. In the following probes Algy cannot find a vertex 
of degree n - 1 different from v because we can only answer edge e’ $- 1 
times to probes involving another vertex. But that vertex already has degree 
at most &(n - 3) and $(n - 3) + e’ + 1 < n - I. We can thus force Algy 
to make at least 2n - 4 probes. 
Note that this strategy might not produce a copy of G but only a graph 
containing G so we need the assumption that P is monotone under addition 
of edges. 
Case 5. G has a sink at u and e’ = e - (n - 1) > 0. We pick one vertex v 
to be the sink. If VW is probed we say WV is an edge. We say nonedge to the 
first n - 3 other probes. Corollary l(iii) shows that we can then pack the 
rest of G in. We thus force Algy to make at least 2n - 4 probes. 
We conclude that if G contains a sink then e = IZ - 1. By considering 
the minimal graph with property P which does not contain a sink we see 
that either it is a source or every graph with property P contains a sink. 
Similarly, we conclude that if a graph does not contain a sink or a source 
then it does not have property P. Since P is monotone, we conclude that 
either P is the property of containing a sink (or a source) or P is the property 
of containing either a sink or a source. Ih the former case the theorem is true. 
In the latter case we can show that c(P) > 2n - [log,n] - 2 using almost 
the same strategy as we used for the property of containing a sink. The only 
difference is that if wz is probed and w is a source of degree n - 2 then we 
answer nonedge. 
This completes the proof of Theorem 5. 
We now turn to properties of graphs (neither directed nor oriented). The 
definitions of pregraphs and computational complexity carry over from those 
for oriented graphs. We no longer have to consider sets E of directed edges 
but otherwise we use the same notation as before. 
THEOREM 6. Zf P is a nontrivial property of graphs with n vertices then 
c(P) > 2n - 4. 
Proof. Let us assume that this is false for P. We may clearly suppose 
that nK’ does not have exactly as in Case 1 and Case 2 of Theorem 5 we can 
conclude that if G E P, then d(G) = n - 1. As in Case 5 of Theorem 5 we 
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see that if G E P has minimal number of edges then G must be a star. Since 
the result is true if P = (G E 3: A(G) = n - l} we may assume that there is 
a graph H # P with A(H) = it - 1. Choose H with minimal number, e, of 
edges. We may assume that e < 2n - 4 for if not we choose a hxed copy of H 
with a vertex v such that deg,v = n - 1. We reply edge to the probe ab if 
one of a and b is v or if ab is one of the first n - 3 other pairs of H to be 
probed. It is easy to see that G2n--5 always has extensions in P and extensions 
in P so c(P) > 2n - 4. Consequently, n - 1 < e(H) < 2n - 4. We choose 
a vertex v and always answer edge to a probe vu’. We answer nonedge to the 
first n - 3 other probes. We can then use Corollary l(iii) to choose a fixed 
copy of H with v playing the role of the vertex of H with degree II - 1. We 
carry on answering edge to probes VW and answer edge to the first e(H) - n 
probes of other pairs which are edges of this copy of H. Consequently, 
e(H) = IZ - 1. This contradiction shows that c(P) > 2n - 4. 
A property P is of order k if there are k nonisomorphic graphs HI ,..., Hk 
such that G E P if and only if G g Hi for some i. Milner and Welsh showed 
that every property of order 1 is elusive and that when IZ = 7 there is a 
property of order 3 which is not elusive. They also conjectured that every 
property of order 2 is elusive. We now show that this conjecture is correct. 
THEOREM 7. I,f P is a property of order 2, then P is elusive. 
Proof. Suppose G E P if and only if G g HI or G E H, . If the graphs 
HI , H, do not differ by exactly one edge then we choose a fixed copy of HI 
and answer edge if and only if Algy probes an edge of this copy of HI . We 
thus force Algy to make (2”) probes. 
Suppose that for a fixed copy of HI there is a unique edge e with Hz = 
HI u e. We say nonedge to the first probe and choose a fixed copy of Hz with 
this edge playing the role of e. Then we say edge if and only if Agly probes 
an edge of this copy of Hz . We thus force Algy to make (2) probes. 
Finally, suppose that for a fixed copy of HI there are two distinct edges e 
and f such that HI u e s H, LZ HI u f. We say edge to the kth probe if and 
only if some copy of H, will be an extension of e, . Algy will be forced to 
make (3 probes unless GtPl LX HI and his last probe is an edge which can 
play the role of J But in that case we would have said edge to the edge 
playing the role of e. 
Hence P is elusive. 
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