Human learning is a complex process in which future behavior is altered via the reorganization of brain activity and connectivity. It remains unknown whether activity and connectivity differentially reorganize during learning, and, if so, how that differential reorganization tracks stages of learning across distinct brain areas. Here, we address this gap in knowledge by measuring brain activity and functional connectivity in a longitudinal fMRI experiment in which healthy adult human participants learn the values of novel objects over the course of four days. An increasing similarity in activity or functional connectivity across subjects during learning reflects reorganization toward a common functional architecture. We assessed the presence of reorganization in activity and connectivity both during value learning and during the resting-state, allowing us to differentiate common elicited processes from intrinsic processes. We found a complex and dynamic reorganization of brain connectivity and activity-as a function of time, space, and performance-that occurs while subjects learn. Spatially localized brain activity reorganizes across the brain to a common functional architecture early in learning, and this reorganization tracks early learning performance. In contrast, spatially distributed connectivity reorganizes across the brain to a common functional architecture as training progresses, and this reorganization tracks later learning performance. Particularly good performance is associated with a sticky connectivity, that persists into the resting state. Broadly, our work uncovers distinct principles of reorganization in activity and connectivity at different phases of value learning, which inform the ongoing study of learning processes more generally.
| Learning task and performance. a, Stimulus set and corresponding values. Twelve abstract shapes were computer generated, and an integer value between $1 and $12 was assigned to each. This value remained constant over the four days of training. b, Participants were presented with two shapes side-by-side on the screen and asked to choose the shape with the higher monetary value. Once a selection was made, either the value of the shape selected (absolute feedback) or the correctness of the selection (relative feedback) was provided as feedback. Each trial lasted 2,750 ms (250 ms interstimulus interval). c, On each trial, the empirical value of each shape was drawn from a Gaussian distribution with fixed mean (i.e., the true value), as described in panel (a), and standard deviation of $0.50. d, The experiment was conducted over four consecutive days, with three experimental scans (396 trials) on each day, for a total of 1,584 trials. e, The distribution of performance values for each subject on each day is shown. Median subject performance increased as a function of day, and there was a significant increase in learning performance from day one to day four (relative t-test=2. 24, p=0.03, df=38) . Figure adapted with permission from a previous study 19 .
Next, we constructed a functional connectivity matrix for each subject and each scan, where each ij th element in the 414x414 matrix indicated the wavelet coherence between the time series of region i and the time series of region j. We then measured inter-subject functional connectivity for a given subject and region i by computing the Pearson correlation between row i in that subject's functional connectivity matrix and the average of row i in all of the other subjects' functional connectivity matrices. We performed this calculation for every region, resulting in an inter-subject functional connectivity array of length 414 for each subject (see Materials and Methods). Thus, in sum, we have a measure of each region's activity and connectivity reorganization in each subject on each day of learning. Figure 2 | Measuring inter-subject correlation and inter-subject functional connectivity. a To measure inter-subject correlation (ISC) and inter-subject functional connectivity (ISFC), the mean time series of a single region (i.e., network node; here, node i) is extracted in each subject. Here we provide an illustrative depiction with four subjects for node i. b
The correlation between all pairs of subjects' time series is calculated. The mean of all entries (black box) is the region's inter-subject correlation. The mean of a subject's row (blue box) is the subject's inter-subject correlation. c, To measure inter-subject functional connectivity for a single subject (subject #4) and region i, the functional connectivity between region i and all other regions j is calculated for each subject. Next, the mean connectivity between region i and all other regions j is calculated without subject #4 (black box). The inter-subject functional connectivity for subject #4 and region i, then, is the Pearson correlation between the mean connectivity between region i and all other regions j (without subject #4; black box) and the connectivity between region i and all other regions j in subject #4 (blue box).
We began by determining which brain regions exhibited inter-subject correlation values that were significantly greater than expected across all task sessions (one-sample t-test, p < 0.05, FWER corrected for multiple comparisons with 10000 random permutations 20 , df=7866) . We observed significant inter-subject correlation broadly across the brain (Figure 3a shows significant regions). Next, we determined which brain regions exhibited inter-subject functional connectivity values that were significantly greater than expected across all task sessions (one-sample t-test, p < 0.05, FWER corrected for multiple comparisons with 10000 random permutations 20 , df=7866) . We also observed significant inter-subject functional connectivity broadly across the brain (Figure 3b shows significant regions). The spatial differences in inter-subject correlation and inter-subject functional connectivity across the brain were investigated further by z-scoring the values of each and subtracting them from one another (Figure 3c,d) . These results demonstrate that many brain regions exhibit a reorganization of connectivity and activity during the learning of value, but there are spatial differences in where reorganizations in activity versus connectivity appear.
Next, we asked whether regions of relatively high inter-subject correlation versus inter-subject functional connectivity were also previously associated with the encoding and representation of value during learning. To determine which regions were associated with value, we used the "value" term association map in Neurosynth 21 , which reflects how often each voxel is reported in studies that contain the word "value" in the abstract (n = 470) in comparison to all other studies. Because the Neurosynth map is produced at the voxel level but our inter-subject measurements are produced at the region level, we coarse-grained the Neurosynth map by calculating the across-voxel mean for each brain region. The regions (n=10) most associated with value learning have higher inter-subject functional connectivity than inter-subject correlation on average during learning (t=2.65, p=0.02, df=18; non-parametric permutation based one-sample t=76.9, -log10(p)>100 for n=1000 permutations; Figure 3c ,d). Thus, for each of the value-associated regions, even though it is reliably activated during the learning of value, that region's connectivity to the rest of the brain is more similar across subjects than its time series of activity across subjects.
While differences existed between the brain regions displaying high inter-subject correlation and the brain regions displaying high inter-subject functional connectivity, we did observe a positive correlation between regions' intersubject functional connectivity and inter-subject correlation (r=0.42, −log10(p)=19, df=412). Moreover, within each subject, we observed a positive correlation between regions' inter-subject functional connectivity and intersubject correlation (r(mean across subjects)=0.28, p(mean across subjects)=0.026, df=412). However, the extent to which an individual displayed high inter-subject functional connectivity was not correlated with the extent to which that individual displayed high inter-subject correlation (r=0.203, p>0.05, df=78). Thus, whereas the extent to which each subject's activity and connectivity reorganize globally are unrelated, the extent to which each region's activity and connectivity reorganize are similar, both within and across subjects. Figure 3 | Activity and connectivity reorganization during learning. a, We observed significant inter-subject correlation, reflecting activity reorganization, across most of the brain during the performance of the value learning task. Regions that did not pass multiple comparisons correction are shown in grey. Regions associated with value in a Neurosynth metaanalysis are outlined in black. b, We observed significant inter-subject functional connectivity, reflecting connectivity reorganization, across most of the brain. c,d, To visualize the spatial differences in activity and connectivity reorganizations, the values were z-scored separately and then subtracted from one another. The regions most associated with value learning have higher connectivity than activity reorganizations (n=9 regions; t=2. 65, p=0.02, df=18) .
Early learning reorganizes activity, whereas later learning reorganizes connectivity.
Next, we asked if similarities in activity and functional connectivity across subjects, reflecting reorganization toward a common architecture, could distinguish between different phases of value learning. We reasoned that activity reorganization, reflected by higher inter-subject correlation, is likely to be high early in learning when value is being encoded and stimulus processing is most prominent 15 . In contrast, we reasoned that reorganization in connectivity, reflected by higher inter-subject functional connectivity, is likely to occur later in learning as more widespread cortical networks engage more stereotypically in the computations that support learning and memory consolidation of the object values 4, [22] [23] [24] . To test these hypotheses, we first examined the temporal dynamics of inter-subject correlation during value learning ( Figure 4a ). We found that the average inter-subject correlation over all brain regions increased from the first day to the second day (t = 10.32, −log10(p) = 25, df = 8278), and then subsequently decreased through the fourth day (t = 13.99, −log10(p) = 44, df = 8278; Figure 4a ). In a complementary analysis, we examined the temporal dynamics of inter-subject functional connectivity, which we found increased from day one to day two (t = 3.01, p = 0.002, df = 8278), from day two to day three (t = 2.91, p = 0.003, df = 8278), and from day three to day four (although not by a significant amount; Figure 4b ).
Next, we explicitly tested for potential interactions between reorganization in activity and connectivity over time. We uncovered evidence for a divergence in reorganization of activity and connectivity during the later stages of learning; for these comparisons we z-scored the inter-subject functional connectivity and inter-subject correlation values, so that each region has a mean of zero across days. Specifically, on day two, we observed that inter-subject functional connectivity values were significantly lower than inter-subject correlation values (t = 2.2, p=0.039, df = 18; Figure 4c ), and, on day four, inter-subject functional connectivity values were significantly greater than inter-subject correlation values (t = 3.2, p=0.005, df = 18; Figure 4c ). These results demonstrate that reorganization in activity peaks early in learning, while reorganization in connectivity slowly increases throughout learning. Figure 4 | Global reorganization of activity and connectivity during learning. a, We observed that inter-subject correlation, reflecting activity reorganization, increased from day one to day two of task practice, and then decreased in day isfc isc f three and day four. b, We observed that the inter-subject functional connectivity, reflecting connectivity reorganization, increased from day one to day two of task practice, as well as from day two to day three, thereafter remaining relatively steady. c, Median values for z-scored activity and connectivity reorganization are shown. Whereas activity reorganization peaks on day two, connectivity reorganization peaks on days three and four. d-f, Same as in panels a-c, but in this case the activity and connectivity reorganizations were measured during the resting state rather than during task performance. Note that the temporal dynamics observed during learning were not observed during the resting state.
It is important to ask whether these same temporal trends in inter-subject correlation and inter-subject functional connectivity would have occurred outside of a learning context. To address this question, we constructed a null model by computing inter-subject correlation for the resting-state condition, during which fMRI data was also acquired in each of the four days of the experiment. In contrast to the inter-subject correlation during value learning, we did not observe a significant increase from day one to day two, but we did observe a decrease, albeit much smaller, from day three to day four (Figure 4d ,t=2.42, p=0.01,df=8278). Moreover, in contrast to intersubject functional connectivity during value learning, we observed that the inter-subject functional connectivity during rest actually decreased from days one to two and three (t=6.92,-log10(p)=12,df=8278) and then increased on day four (t=2.09, p=0.003,df=8278; Figure 4e ). Critically, in contrast to the value learning condition, z-scored inter-subject correlation and inter-subject functional connectivity values exhibited conserved temporal dynamics during rest, with no significant differences on any day ( Figure 4f ). Thus, our results regarding the temporal evolution of inter-subject correlation and inter-subject functional connectivity are driven by learning, not time, as they are only observed during the learning condition, and not during the resting-state condition.
In sum, from day one to day two of learning, both connectivity and activity reorganize to a common functional architecture that putatively supports learning, with activity reorganizing to a greater extent. Later in learning (days three and four), connectivity continues to reorganize, while activity does not. These dynamics of higher activity reorganization on days one and two, and higher connectivity reorganization on day four, suggest a potential driverfollower mechanism whereby reorganization in activity precedes reorganization in functional connectivity. The increase in connectivity reorganization later in learning may in part reflect the consolidation of memories for the values experienced during learning.
Figure 5 | Community level reorganization of activity and connectivity during learning. a,
To examine meso-scale structure in the whole-brain patterns of activity and connectivity reorganizations, we detected communities in the data acquired during the performance of the value learning task. b For each functional community, the median activity and connectivity reorganization across nodes in that community is shown for each day of learning. c, We compared activity reorganization values between each day of learning in each brain community. Significant t-values from a relative t-test, FDR Benjamini/Hochberg corrected, are shown for each comparison. d, As in panel c, but for connectivity reorganizations.
Learning reorganizes activity globally and reorganizes connectivity locally. If reorganization of activity and connectivity occurs at different brain regions and during different phases of value learning, it is natural to ask which individual brain systems exhibit this phenomenon. To address this question, we first partitioned the set of 414 regions into functional modules by applying the GenLouvain community detection algorithm 25 to the functional connectivity matrices (see Methods). The resultant data-driven partition was comprised of eight communities, which we interpret as putative functional communities, in line with prior work 16, 26 (Figure 5a ). We found that the inter-subject correlation was significantly higher in the visual and somatomotor communities than in other communities, and was significantly lower in the default mode and subcortical communities than in other communities (2.88 < t > 39.93, p < 0.05 after FDR correction across n=8 tests, df=33118). We also found that the inter-subject functional connectivity was significantly higher in the visual, somatomotor, and fronto-parietal communities than in other communities (7.02 > t < 38.63, p < 0.05 after FDR correction for n=8 tests, df=33118). This pattern of results demonstrates that functional connectivity and activity reorganize most in somatomotor communities, with functional connectivity additionally reorganizing in the fronto-parietal communities, perhaps because of the need for the fronto-parietal network to coordinate and integrate connectivity across somatomotor regions 2, 4, [27] [28] [29] . Generally, this finding is consistent with the notion that functional connectivity is distinct from activity, with the latter being more driven by stimulus encoding 15 .
Although the average values of inter-subject correlation and inter-subject functional connectivity on each day of learning are an important place to start, when studying a complex process such as learning, it is also important to evaluate the time evolution of reorganization at the community level. Accordingly, we next assessed the degree to which the time-dependent variation in reorganization might differ across the eight brain communities. For every community, the inter-subject correlation increased from day one to day two, except for the first default mode community ( Figure 5c ). In contrast, the global increase in inter-subject functional connectivity from day one to day two is primarily driven by the two somatomotor communities and the fronto-parietal community ( Figure 5d ). More widespread increases in inter-subject functional connectivity occurred between days two and three, across all communities except the default mode communities. On the final day of learning, the default mode community was the only community to display significantly increased inter-subject functional connectivity. Finally, the only community to increase in inter-subject functional connectivity throughout learning, which was the temporal evolution observed at the global scale, was the fronto-parietal community.
Taken together, this pattern of findings implies that the temporal evolution of reorganization in activity occurs across all communities in the brain. However, for connectivity, reorganization during learning appears to be mostly driven by fronto-parietal and somatomotor communities, with default mode regions contributing in late learning. The result is particularly interesting in light of the need for the fronto-parietal network to coordinate and integrate connectivity across unimodal regions 2, 4, [27] [28] [29] . In contrast to connectivity, highly similar activity early in learning may reflect stimulus encoding that is highly similar across the brains of all subjects 15 . The final increase in reorganization of connectivity in the default mode community might reflect memory consolidation of the objects' values; in fact, this default mode community was largely comprised of the temporal lobe and regions previously associated with value.
Reorganization of brain connectivity becomes spatially distributed during learning. We next sought to examine the temporal evolution of reorganization at the level of single brain regions. We began by visualizing each region's activity and connectivity reorganizations on each day of learning (Figure 6a ,b). The changes in regional activity reorganization largely replicate the pattern of findings at the community and whole-brain scales. Specifically, activity reorganization consistently peaks early in learning across brain regions. Notably, this feature is particularly evident in regions associated with the learning of value, such as orbital frontal cortex 15 on day two (Figure 6a ). In contrast, connectivity reorganization displays a pattern of regional variation that offers further insight not accessible at the community and whole-brain scales. Specifically, the regional connectivity reorganizations display a spatial distribution that evolves throughout learning: early in learning, patches of high connectivity reorganizations appear locally constrained, being evident predominately in the fronto-parietal and default mode communities, while later in learning, regions with high connectivity reorganization appear globally spread across the brain. We statistically quantified this change in the nature of the connectivity reorganizations from local to global by calculating the Moran's I statistic, a measure of the spatial autocorrelation in data based simultaneously on feature locations and feature values. We found that (-1)*Moran's I significantly increased during learning for connectivity reorganizations but not for activity reorganizations (t = 2.61, p = 0.012, df = 38; Figure 6a -e), and, critically, these effects were not evident during the resting-state (t=-0.6, p=0.523, df=1654). Moreover, we found a similar function to global temporal dynamics in activity and connectivity reorganizations during learning; here, activity reorganization was more spatially spread across the brain than connectivity reorganization on the first day of learning, and the inverse was true on the last day of learning (Figure 6a -e). Critically, these effects were not observed during the resting state (p>0.1, df=1654). Finally, both activity and connectivity reorganizations were significantly more spatially distributed during learning than during rest (intersubject correlation, 2.21 < t > 3.93, p<0.033; inter-subject functional connectivity, 4.9 < t > 6.76, -log10(p)<5, df=38). This pattern of findings demonstrates that value learning induces a more widespread reorganization in functional connectivity than in activity. Figure 6 | Regional reorganization of activity and connectivity during learning. a,b, For each day, we show every region's inter-subject correlation (a) and inter-subject functional connectivity (b), reflecting activity and connectivity reorganization, respectively, where each node's inter-subject correlation or inter-subject functional connectivity sums to zero across days (z-scored). The overall decrease in activity reorganization can be readily observed at the regional level, with the lowest levels occurring on the last day of learning. Moreover, for connectivity reorganization, throughout learning, the spatial clustering of regions with high connectivity reorganization decays, as high connectivity reorganization becomes more distributed across the brain. c,d,e, We quantified this change in the spatial statistics using Moran's I, which measures the extent of spatial autocorrelation from clustered to disperse. A high inverse Moran's I suggests high dispersion and low clustering. The -Moran's I significantly decreases during learning for connectivity reorganization (d) but not for activity reorganization (c). f,g To determine whether groups of regions display distinct temporal dynamics of reorganization during value learning, we used k-means clustering to partition brain regions into 3 groups that each displayed distinguishable activity and connectivity reorganization dynamics. The mean time courses of each cluster are shown in shades of green for activity reorganization and in shades of purple for connectivity reorganization, with shaded areas representing 95 percent confidence intervals. Additionally, the mean time courses for activity and connectivity reorganization in regions that have previously been associated with the learning of value in prior literature are shown in black. Activity reorganization, both in the largest cluster and in value regions, peaks early during learning. While the largest cluster for connectivity reorganizations peaks late in learning, the two other clusters peak earlier in learning, and value regions slowly decrease in connectivity reorganizations during learning.
Finally, we sought to determine whether reorganization of activity or connectivity manifested distinct modes of temporal dynamics. To address this question, we first generated a correlation matrix, where the ij-th entry represents the correlation between node i's reorganization values and node j's reorganization values throughout learning, using PCHIP 1-d monotonic cubic interpolation to generate 100 time points. We used k-means clustering (sklearn.cluster.KMeans) and identified k = 3 sets of brain regions, where each set was composed of regions that exhibited similar time courses of change in reorganization of activity (or, separately, connectivity) during learning. In a distinct analysis, we also examined the time courses of regions that had previously been associated with the learning of value in prior literature. For activity reorganization, the regions previously associated with the learning of value, and the regions located in the largest data-driven cluster (n = 238) identified by k-means, both exhibited a peak in reorganization on day two of learning and a subsequent decrease thereafter (Figure 6c ). The second data-driven cluster composed of n = 108 regions displayed an increase in reorganization on day one, a decrease in reorganization on day three, and then an increase in reorganization on day four. The third datadriven cluster composed of n = 68 regions displayed an increase in reorganization throughout learning. For connectivity reorganizations, the k = 3 data-driven clusters reflect distinct dynamics. Two clusters of regions (n=98, n=132) display an early peak in connectivity reorganizations followed by a decrease in connectivity reorganizations towards the end of the fourth day of training. In contrast, the largest cluster composed of n = 238 regions displayed a constant level of connectivity reorganization during early learning and a peak during late learning. Finally, the regions that had previously been associated with the learning of value in prior literature display a slow but steady decrease in connectivity reorganizations.
In sum, reorganizations in activity are spread across the brain early in learning, while reorganizations in connectivity are spread across the brain throughout learning. Moreover, in most regions, and certainly in value learning regions, reorganization of activity peaks early in learning whereas reorganization of connectivity cascades, with different sets of regions reorganizing on each day of learning.
Early learning performance is explained by activity reorganization, whereas later learning performance is explained by connectivity reorganization. Lastly, we asked whether reorganization in activity and functional connectivity could explain interindividual differences in learning. For each region, we calculated the Pearson correlation coefficient, r, across subjects, between each region's activity reorganization (or connectivity reorganization) and task performance on that day. We refer to each r value as the learning coefficient for that region. Learning coefficients for activity and connectivity follow a similar temporal pattern as activity and connectivity reorganizations in general (Figure 4, Figure 5 ). Connectivity learning coefficients are significantly higher than activity learning coefficients on day one. Then, activity learning coefficients are marginally higher on days two and three. Finally, connectivity learning coefficients are higher on the last day of learning ( Figure  7a-c) . The higher connectivity learning coefficients on day one might reflect the existence of a connectivity pattern similar to the group-level that prepares one for learning. As learning progresses (days two and three), connectivity patterns are more divergent across subjects than activity patterns. Because activity patterns reflect stimulus encoding, among other processes, activity reorganization to the common functional architecture may be more useful than connectivity reorganization early. In contrast, by the last day of learning, connectivity patterns similar to the group level are most related to learning, perhaps indicating a movement toward more global and connectivity driven computations required for later learning.
While there exist these relative and dynamic differences between activity and connectivity, the reorganization of activity and connectivity are both increasingly important to learning performance as learning progresses, as exhibited by higher learning coefficients for activity (t=6.81, -log10(p)=10, df=412) and connectivity (t=7.74 , -log10(p)=13, df=412) on day four compared to day one. Interestingly, connectivity learning coefficients (t=-3.16, p=0.003, df=48), but not activity learning coefficients (t=-1.75, p=0.087, df=48), at value-associated regions increase significantly during learning from day one to day four (Figure 7d,e ). Moreover, in general, connectivity reorganizations tracked value learning performance more than activity reorganizations, as indicated by higher connectivity than activity learning coefficients during learning (t=2.41, p=0.016, df=1654). Finally, we observed a very weak correlation between each region's learning coefficients for activity and connectivity (r = 0.07, p = 0.001, df = 1650), demonstrating their independence. These results further suggest that, subject's performance is enhanced when activity and connectivity reorganize to a group-common pattern, particularly for connectivity at regions associated with value and during later learning. Figure 7 | Activity and connectivity similarity explains subject learning performance on different days. a, For each day and for each brain region, we calculated the Pearson correlation coefficient, r, between that region's activity reorganization across subjects and task performance across subjects. The distribution for these values, which we call learning coefficients, is shown for each day. b, As in panel a, but for connectivity reorganizations. c, The curves of learning coefficients for activity and connectivity across subjects for each day. d, The values from panel a shown on the cortical surface. e, The values from panel b shown on the cortical surface. As learning progresses, the relationship between activity and connectivity reorganizations and task performance strengthens, particularly for connectivity reorganizations and performance at value regions.
Finally, we reasoned that activity learning coefficients should be randomly distributed around zero during the resting-state, while patterns of connectivity critical to learning and formed during learning could persist into a resting state that occurs after training. Indeed, activity learning coefficients during the resting-state were indistinguishable from zero (one sample t=-1.2, p=0.21, df=1655). Further, learning coefficients were higher for connectivity than for activity during each day of resting-state, and significantly so on days two and four (t=9.1,14.2, -log10(p)>10, df=412). Interestingly, the temporal aspect of connectivity learning coefficients was present in the resting-state; connectivity learning coefficients increased from days one to four (t=12.49, -log10(p)=30, df=412), while activity learning coefficients decreased (t=3.02, p=0.003, df=412). Moreover, connectivity learning coefficients during resting-state were higher than connectivity learning coefficients during learning, (t=3.72, -log10(p)=4, df=1654), while activity learning coefficients showed the opposite pattern (t=6.97, -log10(p)=11, df=1654). Finally, each region's mean connectivity learning coefficients were correlated between learning and resting-state state; this was not true for activity learning coefficients (connectivity, r=0.25, -log10(p)=7, df=412; activity, r=0.04, p=0.33, df=412). In sum, these results demonstrate that, as expected, connectivity, but not activity, during the resting-state, relates to learning performance. Moreover, learning induces a reorganization of resting-state connectivity, but not resting state activity. In fact, as the connectivity learning coefficients were higher during the resting-state, the specific patterns of connectivity reorganization that persist from learning into the resting-state are most relevant to learning performance.
Discussion
We sought to understand how activity and connectivity reorganize to a common functional architecture during learning by measuring the extent to which learning induces similarities in activity and connectivity across subjects, and by comparing our observations obtained during task to those obtained during the resting state. While connectivity reorganizes more than activity at brain regions previously associated with value learning, in general, the same set of brain regions exhibits reorganization in both activity and connectivity. However, activity reorganization peaks locally in the brain and early in learning, while connectivity reorganization slowly increases throughout learning and is more spatially distributed across the brain. Similarly, early activity reorganizations, and later connectivity reorganizations, are critical to learning performance. Finally, functional connectivity and activity reorganize the most in primary sensory communities, with functional connectivity additionally reorganizing in the fronto-parietal and default mode communities. These results are precisely in line with the modular theory of whole brain network computation, in which the function of somatomotor regions is largely explained by local activity patterns; in contrast, associative regions, primarily located in fronto-parietal cortex, execute integrative processing by modulating whole brain connectivity 2, [27] [28] [29] [30] [31] [32] [33] . More generally, the local aspect of activity reorganizations and the spatially distributed aspect of connectivity reorganizations are in line with the idea that brain activity reflects local processing, while brain connectivity reflects information transfer between distant regions 29, 30 .
Temporal Dynamics of Activity-Connectivity Reorganization. While individuals can display a global reorganization of activity but not connectivity, and vice versa, both are increasingly important for performance as learning progresses. The extent to which reorganization in activity or connectivity contributes to performance follows a specific temporal pattern, in which connectivity reorganization tracks performance on the first day, then activity reorganization tracks performance on days two and three, and, finally, connectivity reorganization tracks performance on the final day of learning. Interestingly, this is the same temporal pattern of reorganizations in general, where activity reorganizations peak early in learning, while connectivity reorganizations slowly increase throughout learning. In general, these temporal patterns of increased connectivity reorganization to a common functional architecture trace out a trajectory reminiscent of a traditional learning curve where performance increases steeply at first before plateauing later 34 . It is interesting to speculate that changes in activity provide support for the early steep increases in performance, and changes in connectivity provide support for the later fine-tuning of behavior when performance gains from trial to trial are relatively small [35] [36] [37] . The early role of activity in explaining performance could in part be due to the fact that early stimulus encoding produces activity patterns that represent the objects being learned, and the accuracy and differentiation between those representations is critical for accurate responses in the task 38, 39 .
Spatial Dynamics of Activity-Connectivity Reorganization. Value learning induces more spatially distributed reorganization in activity early in learning, and in connectivity later in learning. This spatial pattern is remarkably similar to the temporal patterns described in the previous section. Intuitively, as learning progresses, the regions that are reorganizing connectivity become less spatially clustered together and more spatially distributed across the brain. Critically, we did not observe this spatiotemporal dynamic during the resting state, demonstrating its task relevance. Our findings are consistent with the notion that connectivity, at the regional macro-scale studied here, is more relevant to global information processing between spatially distant regions, while activity is likely more involved in spatially circumspect information processing. Also in line with this result, we observed a cascade of connectivity reorganization that peaked on days two, three, and four, of learning across three distinct sets of regions. This cascade effect was not present for activity reorganization.
It has previously been demonstrated that the ventral temporal cortex is critical to visual categorization of objects 40 , functional connectivity between fronto-temporal regions to fronto-parietal is critical to value learning 19 , and functional connectivity in the temporal cortex in general is critical for memory consolidation 23, 24, 41 . Our results here support the notion that functional connectivity is critical to memory consolidation 23, 24, 41 , adding that consolidation, here, of the value of particular objects, might occur via the spread of reorganization to a common functional architecture that is induced by what the subjects are learning. More speculatively, it is possible that the temporal cortex regions of the default mode system, possibly coordinated by or driven by reorganization in the fronto-parietal community, reorganize late in learning specifically to support the consolidation of object values. While these regions are likely specific to value learning reorganization, there might be a more general phenomenon across the brain and tasks, in which tasks induce a more widespread reorganization in functional connectivity than activity.
Activity-Connectivity Reorganization in the Resting State.
It is important to note that the dynamics of activity and connectivity that we observed during the task were strikingly different from the dynamics that we observed during rest. Interestingly, only connectivity reorganization during rest tracked learning performance, suggesting that "sticky" connectivity -that persisting from a task into the following rest period -contains information about individual differences in learning. Others have observed that, while task-dependent functional connectivity modes cluster around the connectivity architecture observed during rest 42 , tasks can induce critical changes that persist in resting-state connectivity. For example, amygdala-hippocampal connectivity at rest after fear learning predicts later fear responses 43 , the persistence of hippocampal multivoxel patterns and functional connectivity into postencoding rest is related to memory performance 44, 45 , and perceptual training reconfigures post-task resting-state functional connectivity 46 . Interestingly, in some cases, the effects of cognitive effort on neural dynamics carry over into the resting state for up to 20 minutes 47 . Our findings add to this literature by demonstrating that individual differences in the degree to which the task has imprinted on the following resting state track individual differences in value learning.
Future Work. While our study addressed a single type of learning, the principles that we observed need not necessarily be constrained to value learning but may instead be generally relevant to related learning processes. It would be interesting in future work to test the hypothesis that other types of learning involve early activity reconfigurations as performance changes swiftly, with later connectivity reconfigurations as performance changes slowly. Such an investigation would require prolonged imaging throughout an extended training regimen. It would further be interesting to determine whether this phenomenon occurs at other spatial scales of investigation, such as in single lobes, cognitive systems, or regions. If so, it would join other features-such as brain modularitythat are scale free in nature 48 . By extending our investigation in this way, we would be able to better determine the generalizability of our observations, both across learning scenarios and across scales of brain physiology.
Materials and Methods
Experimental setup and procedure. Participants learned the monetary value of 12 novel visual stimuli in a reinforcement learning paradigm. Learning occurred over the course of four MRI scan sessions, each session occurring on one of four consecutive days. The novel stimuli were 3-dimensional shapes generated with a custom built MATLAB toolbox. Publicly available code is located here: http://github.com/saarela/ShapeToolbox. ShapeToolbox allows the generation of three-dimensional radial frequency patterns by modulating basis shapes, such as spheres, with an arbitrary combination of sinusoidal modulations in different frequencies, phases, amplitudes, and orientations. A large number of shapes were generated by selecting combinations of parameters at random. From this set, we selected twelve that were considered to be sufficiently distinct from one another. A different monetary value, varying from $1.00 to $12.00 in integer steps, was assigned to each shape. These values were not correlated with any parameter of the sinusoidal modulations, so that visual features were not informative of value.
Participants completed approximately 20 minutes of the main task protocol on each scan session, learning the values of the 12 shapes through feedback. The sessions were comprised of three scans of 6.6 minutes each, starting with 16.5 seconds of a blank gray screen, followed by 132 experimental trials (2.75 seconds each), and ending with another period of 16.5 seconds of a blank gray screen. Stimuli were back-projected onto a screen viewed by the participant through a mirror mounted on the head coil and subtended 4 degrees of visual angle, with 10 degrees separating the center of the two shapes. Each presentation lasted 2.5 seconds and, at any point within a trial, participants entered their responses on a 4-button response pad indicating their shape selection with a leftmost or rightmost button press. Stimuli were presented in a pseudorandom sequence with every pair of shapes presented once per scan.
Feedback was provided as soon as a response was entered and lasted until the end of the stimulus presentation period. Participants were randomly assigned to two groups depending on the type of feedback received. In the RELATIVE feedback case, the selected shape was highlighted with a green or red square, indicating whether the selected shape was the most valuable of the pair or not, respectively. In the ABSOLUTE feedback case, the actual value of the selected shape (with variation) was displayed in white font. After each run, both groups received feedback about the total amount of money accumulated in the experiment up to that point. The experimental protocol has been reported previously 5 .
MRI data collection and preprocessing. Magnetic resonance images were obtained at the Hospital of the University of Pennsylvania using a 3.0 T Siemens Trio MRI scanner equipped with a 32-channel head coil. T1weighted structural images of the whole brain were acquired on the first scan session using a three-dimensional magnetization prepared rapid acquisition gradient echo pulse sequence with the following parameters: repetition time (TR) 1620 ms, echo time (TE) 3.09 ms, inversion time 950 ms, voxel size 1 mm by 1 mm by 1 mm, and matrix size 190 by 263 by 165. To correct geometric distortion caused by magnetic field inhomogeneity, we also acquired a field map at each scan session with the following parameters: TR 1200 ms, TE1 4.06 ms, TE2 6.52 ms, flip angle 60•, voxel size 3.4 mm by 3.4 mm by 4.0 mm, field of view 220 mm, and matrix size 64 by 64 by 52. In all experimental runs with a behavioral task, T2*-weighted images sensitive to blood oxygenation leveldependent contrasts were acquired using a slice accelerated multi-band echo planar pulse sequence with the following parameters: TR 2000 ms, TE 25 ms, flip angle 60•, voxel size 1.5 mm by 1.5 mm by 1.5 mm, field of view 192 mm, and matrix size 128 by 128 by 80. In all resting state runs, T2*-weighted images sensitive to blood oxygenation level-dependent contrasts were acquired using a slice accelerated multi-band echo planar pulse sequence with the following parameters: TR 500 ms, TE 30 ms, flip angle 30•, voxel size 3.0 mm by 3.0 mm by 3.0 mm, field of view 192 mm, matrix size 64 by 64 by 48.
Cortical reconstruction and volumetric segmentation of the structural data was performed with the Freesurfer image analysis suite 49 . Boundary-Based Registration between structural and mean functional image was performed with Freesurfer bbregister 50 . Preprocessing of the fMRI data was carried out using FEAT (FMRI Expert Analysis Tool) Version 6.00, part of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk The following pre-statistics processing was applied: EPI distortion correction using FUGUE, motion correction using MCFLIRT 51 , slice-timing correction using Fourier-space time series phase-shifting, non-brain removal using BET 52 , grand-mean intensity normalization of the entire 4D dataset by a single multiplicative factor, and highpass temporal filtering via Gaussian-weighted least-squares straight line fitting with σ = 50.0s. Nuisance time series were voxelwise regressed from the preprocessed data. Nuisance regressors included (i) three translation (X, Y, Z) and three rotation (pitch, yaw, roll) time series derived by retrospective head motion correction (R = [X, Y, Z, pitch, yaw, roll]), together with the first derivative and square expansion terms, for a total of 24 motion regressors 53 ); (ii) the first five principal components of non-neural sources of noise, estimated by averaging signals within white matter and cerebrospinal fluid masks, obtained with Freesurfer segmentation tools, and removed using the anatomical CompCor method (aCompCor) 54 ; and (iii) a measure of a local source of noise, estimated by averaging signals derived from the white matter region located within a 15 mm radius from each voxel, using the ANATICOR method 55 . Global signal was not regressed out of voxel time series. 56, 57 We parcellated the brain into 400 cortical regions defined by a cortical parcellation 16 and 14 sub-cortical regions defined by the structural Harvard-Oxford atlas of the fMRIB 17, 18 . We warped the MNI152 regions into subjectspecific native space using FSL FNIRT and nearest-neighbor interpolation and calculated the average BOLD signal across all gray matter voxels within each region. The participant's gray matter voxels were defined using the anatomical segmentation provided by Freesurfer, projected into the subject's EPI space with bbregister. For each individual scan, we extracted regional mean BOLD time series by averaging voxel time series in each of the 414 regions of interest.
Brain network construction.
To perform network analyses one must define the two most fundamental elements of the network: nodes and edges. These two elements are the building blocks of networks and their accurate definitions are very important for any network models 58 . The standard method of defining nodes in the field of network neuroscience is to consider neuroimaging data such as fMRI and apply a structural atlas or parcellation that separates the whole brain volume into different regions defined by known anatomical differences 59 . A network node thus represents the collection of voxels within a single anatomically defined region. A network edge reflects the statistical dependency between the activity time series of two nodes. Each region's activity is given by the mean time series across all voxels within that region.
The edge weights that link network nodes were given by the wavelet transform coherence (WTC) 60 , smoothed over time and frequency to avoid bias toward unity coherence. Specifically, we use Morlet wavelets with coefficients given by:
,
(1) where f is the center frequency and σt is the temporal standard deviation. The time-frequency estimate, X(t,f) of time series x(t) was computed by a convolution with the wavelet coefficients:
X(t,f) = x(t) * w(t,f) .
(2) We selected the central frequency of 1/12 Hz corresponding to a spectral width of 0.05 to 0.11 Hz for full width at half maximum. Then the wavelet transform coherence between two time series x(t) and y(t) is defined as follows [47, 48, 49] :
(3) where Xxy is the cross-wavelet of Xx and Xy, s is the scale which depends on the frequency 61, 62 , and S is the smoothing operator. This definition closely resembles that of a traditional coherence, with the marked difference that the wavelet coherence provides a localized correlation coefficient in both time and frequency. Higher scales are required for lower frequency signals and in this study, we used s=32 for the smoothing operation. This procedure was repeated for all pair of regions yielding the 414 by 414 adjacency matrix, A, representing the functional connectivity between brain regions.
Network modularity. In network neuroscience, the term modularity can be used to refer to the concept that brain regions cluster into modules or communities 63 . These communities can be identified computationally using machine learning techniques in the form of community detection algorithms 64 . A community of nodes is a group of nodes that are tightly interconnected. In this study, we implemented a generalized Louvain-like community detection algorithm 25, 65 that considers multiple adjacency matrices as slices of a multilayer network, and which then produces a partition of brain regions into modules that reflects each subject's community structure across the multiple stages of learning instantiated in the four days of task practice. The multilayer network was constructed by connecting the adjacency matrices of all scans and subjects with interlayer links. We then maximized a multilayer modularity quality function, Q, thereby obtaining a partition of nodes into communities in a way that maximizes the strength of intra-community connections 65 :
(4) where Aijs is the ij th element of the adjacency matrix of slice s, and element Vijs is the component of the null model matrix tuned by the structural resolution parameter γ. In this study, we set γ=1, which is the standard practice in the field when no a priori hypotheses exist to otherwise inform the choice of γ. We employed the Newman-Girvan null model within each layer by using , where k is the total edge weight and ms is the total edge weight in slice s. The interslice coupling parameter, ωjsr, is the connection strength of the interlayer link between node j in slice s and node j in slice r, and the total edge weight in the network is . The node strength, κjr, is the sum of the intraslice strength and interslice strength: κjr = kjr + cjr, and cjr = ∑s ωjrs. In this study, we set ω = 1, which is the standard practice in the field when no a priori hypotheses exist to otherwise inform the choice of ω. Finally, the indicator δ(gi,gj) = 1 if nodes i and j are assigned to the same community, and is 0 otherwise.
We obtained a partition of the brain into communities for each scan and subject. To obtain a single representative partition of brain regions into distinct communities, we computed a module allegiance matrix 4, 22, 66 , whose ij th entry represents the probability that region i and region j belong to the same community across scans and participants. We then applied single-layer modularity maximization to this module allegiance matrix to obtain a single partition of brain regions into consensus modules.
Statistical Methods: Inter-subject correlation and inter-subject functional connectivity. We used the Pearson correlation coefficient to compute the inter-subject correlation (inter-subject correlation) of each brain region for each subject. First, we calculated the region-wise temporal correlation between every pair of subjects as:
, (6) where N is the number of points in the time series data, and where rij is the correlation coefficient of a region between the times series xi and xj of the ith and jth subjects, respectively.
To test the statistical significance of the correlation between the fMRI BOLD signals of a single region from two subjects, we performed a fully non-parametric permutation test with 10,000 randomizations. This test accounts for slow-scale autocorrelation structure in the BOLD time series by removing phase information from each BOLD signal through Fourier phase randomization. We repeated this procedure 10,000 times to obtain a null distribution of the maximum noise correlation values, and we defined the threshold for a pair correlation as the q×100 th percentile of the null distribution of maximum values.
To obtain the inter-subject correlation, we averaged only significant correlation values out of 414 correlation values, rij from all subject pairs, to obtain one inter-subject correlation for each region: , (7) where M is the number of subjects. This same procedure was followed for each scan, for each day, and for both rest and task conditions. Inter-subject functional connectivity (inter-subject functional connectivity) was obtained from the functional connectivity (FC) matrices of all of the subjects, and can be thought of as an estimate of the correlation in FC between one subject and all other subjects. Specifically, we computed the inter-subject functional connectivity of each subject as the correlation between the single subject FC matrix and the average of all other subject-specific FC matrices as , (8) where A is the functional connectivity matrix of a subject, and where n and N are the total number of subjects and total number of regions, respectively. where N is the number of spatial units indexed by i and j; x is the variable of interest; here, ISFC or ISC, ̅ is the mean of x; '( is a matrix of spatial weights with zeroes on the diagonal. These spatial weights are Euclidian distance from the center of parcel to every other parcel. W is the sum of all '( .
Statistical Methods: Assumptions of normality.
Here, we tested a variety of group differences using the student's t-test, which assumes a normal distribution. Both ISFC and ISC approximate a normal distribution by visual inspection (Supplemental Figure 1 ). 67 Methodological Considerations. The number of subjects analyzed here is smaller than large-scale data collections 67 . However, given the four day experimental design involving the same subjects, this dataset nevertheless represents a rich opportunity to analyze the temporal evolution of reorganization of brain connectivity and activity during learning. Recent research has shown the utility in analyzing "deeply phenotyped" subjects 6, 68, 69 . We hope that future large-scale data collections will include similar experiments. We chose a simple and intuitive method to measure the similarity of brain activity and connectivity across subjects, but certainly more sophisticated methods could be developed and will likely uncover results that are complimentary to the results reported here.
