Adding morphing wing technology to aircraft could drastically reduce the fuel burn required to complete a certain mission. This gain comes from the wing being able to adapt to become optimal for the desired flight condition. For maximal benefit, we must design the wing, morphing inputs, and mission trajectory simultaneously. In this work, we perform gradient-based aerostructural optimization for a morphing Common Research Model wing while optimizing its nominal design, morphing twist across its mission, and its altitude profile. Using a morphing optimization approach that simultaneously optimizes the mission and design, we find a 0.2 to 0.7% fuel burn decrease compared to a non-morphing design optimization, where the benefit increases with range. We also compare the fully coupled optimization approach with a surrogate-based approach to determine if we can simplify the optimization problem while still arriving at the optimal result. We find that the surrogate-based approach finds an optimum within 1.5% of the optimum obtained from the fully coupled approach and that the difference is smaller for smaller ranges.
I. Introduction
Wing morphing is not a new concept. The Wright Brothers utilized morphing wings to control their famous Wright Flyer in 1903. Early work on the subject back in the 1980s suggested applications in aerodynamics [1, 2] , radar observability [1] , and survivability [3] . Some modern work has focused on variable camber wings [2, 4, 5] and aerostructural optimization of morphing wing aircraft [6, 7, 8, 9, 10, 11] . Fundamentally wing morphing gives the wing designer more freedom by allowing the shape to change throughout the flight. However, the ability to alter the shape begs the question: what shape should it be?
Burdette et al. addressed this question using a traditional multipoint approach and showed that there was potential for 2.58% fuel burn savings over a typical mission when morphing was applied to the NASA Common Research Model (CRM) concept [9] . They formulated their multipoint optimization objective as the average fuel burn, computed using the Breguet range equation, over a 7-point stencil. The stencil was selected to be representative of the cruise conditions seen on a reference mission for the aircraft they considered. In their work, the aerostructural analysis was done using a coupled Reynolds-averaged Navier-Stokes (RANS) computational fluid dynamics (CFD) and finite elements analysis (FEA) model that was computationally expensive. Additionally, computing the objective and constraints required 9 calls to the high-fidelity models (7 point stencil for cruise performance, plus 2 load conditions). Burdette et al. later analyzed mission performance of a morphing wing aircraft by constructing a surrogate model based off high-fidelity
II. Overview
Before we present the problem formulation and resulting contributions, we outline the computational tools and background theory used.
A. Aerostructural design tool
We can efficiently analyze the coupled aerostructural system using inexpensive physics-based models. VLM and 1-D FEA models can accurately capture the coupling between the aerodynamic and structural disciplines. A coupled 1-D VLM-FEA model enables optimization of the spanwise distributions of the aerodynamic twist, chord, and structural thickness. We have implemented this model in the OpenAeroStruct software package [16] . It is an open-source aerostructural optimization tool coupling an extended VLM model with FEA using 6-DOF spatial beam elements that support axial, bending, and torsional loads.
OpenAeroStruct is written entirely in Python and uses the OpenMDAO framework [17] , a NASA-developed opensource software framework for multidisciplinary design optimization. OpenMDAO enables derivative computation for gradient-based optimization using the MAUD architecture [18] , which unifies all methods for computing discrete derivatives [19] . Therefore, OpenAeroStruct can compute derivatives using the adjoint method, which is especially computationally efficient for problems with high numbers of design variables. Fully analytic derivatives are provided for each component in the aerostructural optimization problem.
Although OpenAeroStruct does not model some of the physics actually present in aerostructural wing design, it generally captures the same general trends as high-fidelity methods. For example, compressibility effects, wave drag, and flow separation are not directly modeled, but we use empirical corrections to account for the absence of these effects. The structural system is modeled as an equivalent representative circular spar, which simplifies the moments of inertia about the elastic axis as radially symmetric. OpenAeroStruct's relatively low cost allows us to use it in this fully coupled optimization while providing adequate resolution of the physics of the system.
B. Selection of morphing type
Wing morphing allows a single aircraft to perform optimally in different scenarios. The term "morphing" is used to describe vehicle adaptability of many types, including conformal control surfaces and camber variations, but also large changes in span, wing area, chord, etc [20] . The benefits of many different types of wing morphing have been studied in detail through simulations, wind tunnel, prototypes, and full-scale aircraft [21, 22] . To justify adding morphing technology to an aircraft, a designer must consider if the performance benefits outweigh the increased weight, system complexity, and program costs. Specifically, some engineering challenges that must be addressed are distributed highpower density actuation concepts, structural mechanization concepts, and flexible skins [20] .
We examine twist morphing, where the aerodynamic twist at sections along the span can vary during flight while the airfoil profile remains unchanged. Twist morphing can be achieved by servos, shape memory actuators, piezoelectric actuators, or hydraulic actuators [22] . Depending on how the aircraft is configured, the twist morphing capability can have a minimal impact on the internal structural components of the wing. For example, if the main structural spar in the wing is at the quarter-chord and has a circular cross-section, the wing twist can more simply be actuated around this spar. Vos et al. achieved twist morphing in a prototype wing using threaded rods to independently rotate four ribs around a circular main spar [23] . Twist morphing is primarily examined for use in micro-air and small-scale vehicles, though it could be used in any scale of aircraft.
C. Context for mission optimization
Our mission optimization is motivated by work from Hendricks et al. [24] and Falck et al. [25] that coupled mission optimization with propulsion analysis and thermal constraints. Their work showed that by using a higher-order collocation method with gradient-based optimization and analytic derivatives, fully coupled mission problems are tractable. Falck et al. specifically examined how path-dependent thermal constraints affect the optimal mission profile of an electric aircraft, an application case that necessitates the use of fully coupled mission and design optimization [25] . Although individual disciplinary analyses could be performed to evaluate the aircraft performance, a fully coupled model more accurately resolves the interdisciplinary trade-offs between the thermal constraints and heat generation.
Other work has focused on using surrogate models to feed aerodynamic performance information to the mission optimization problem. Kao et al. used a surrogate model with training data points generated by a panel code [15] for a fixed design. Hwang and Martins used a surrogate model trained with data obtained by solving the Euler equations for each design in the optimization loop [13] . They also optimized the design of the wing while optimizing the mission profile. Burdette et al. considered morphing performance over a fixed mission using a pre-trained surrogate with optimized morphing inputs [10] . They created the surrogate using training points from the Mach-C L space based on where the aircraft would fly during the fixed mission. The resulting surrogate model was then used in the mission analysis to find the optimal aerodynamic performance of the morphing wing at each queried flight condition.
This naturally raises the question: do we need to explicitly evaluate the aerostructural performance within the mission analysis in a fully coupled manner, or can we use surrogate models and obtain reasonably accurate results? For applications and missions that are not path-dependent, we could expect that the surrogate models could reasonably resolve the design-mission trade-offs with reduced computational expense. However, these surrogate models are trained with data that does not consider the aircraft's previous state in the mission profile. Because of this, the surrogate-based approach cannot accurately resolve path-dependent effects like thermal constraints, actuator motion limits, or discontinuous aircraft weight resulting for ordinance delivery, for example. These applications require the fully coupled design-mission approach presented in this paper.
D. Common Research Model background
As an application case we use a wing model based on the undeformed Common Research Model (uCRM) [26] , a large-scale transport aircraft wing developed by the MDOlab at University of Michigan. Figure 1 shows the Boeing 777 wing-body next to the uCRM wing-body. The uCRM is based off the CRM developed by Vassberg et al [27] . Brooks et al. adapted the CRM into the uCRM for use in aerostructural analyses and optimizations [26] . They did this by back-calculating the jig shape of the CRM wing and producing an aerostructural model. For this paper, we take the baseline CRM geometry and remove the vertical displacements to create a low-fidelity geometry that is close to the uCRM definition.
The CRM was originally developed as a benchmark configuration for aerodynamic analysis to validate CFD. It has been used extensively to compare simulation methods against each other and against wind tunnel tests [28] . The CRM model is also used in the Drag Prediction Workshop, where multiple institutions and companies run the same analysis cases to compare results from different CFD solvers. Because of this, a large trove of information is available on the performance of the CRM, which makes it an excellent candidate for investigating new analysis and optimization methods. We are using this model because it is well-studied and we understand how the wing behaves at many flight conditions.
III. Methodology
In this section, we describe the methods and algorithms in the multidisciplinary model that incorporates mission analysis, aerostructural analysis, and a propulsion surrogate model. We discretize the mission profile, enforcing the horizontal and vertical equations of motion and integrating an ordinary differential equation (ODE) to solve for the fuel burn profile. At each mission point, the aerodynamic and structural responses are computed, and the propulsion characteristics are predicted using a surrogate model. In the subsections that follow, we describe the mission equations, the integration of the resulting ODE, and the solution algorithm for the coupled system.
A. Governing equations for mission analysis
The aircraft equations of motion are
where L, D, T , and W are the forces of lift, drag, thrust, and weight, m is the mass of the aircraft,v x andv y are the acceleration components, γ is the climb angle, and α is the angle of attack. These two equations are in the horizontal and vertical directions, respectively, with respect to the flow velocity. The equations of motion are discretized and enforced at each resulting point. The third governing equation is the ODE for fuel weight,
where W f is the fuel weight and SFC is thrust-specific fuel consumption. Both thrust and SFC are functions of W f . We describe the integration of this ODE in more detail in the next sub-section.
B. ODE Integration
Because of the fuel burn equation, the governing equations for the mission analysis can be viewed as an ODE with many constituent parts. We can either view and solve the mission equations with the two equations of motion and the fuel burn equation treated separately, or as a single ODE with the two equations of motion embedded in the right-hand side of the ODE function. We choose the former approach for modularity.
Regardless of the approach, we must integrate an ODE and compute the derivatives of the integration, i.e., the derivatives of the integrated ODE state variables with respect to the inputs to the ODE. For this, we use Ozone [29] , an ODE solver library for OpenMDAO with several unique characteristics. Ozone uses the general linear methods formulation, which unifies all linear multi-step and Runge-Kutta methods, allowing any specific method to be implemented by simply specifying 4 matrices of coefficients. Therefore, Ozone has roughly 50 integration methods implemented, and all are differentiated so that they can be used in an adjoint-based optimization approach.
Ozone also provides the choice of 3 approaches: time-marching, solver-based (where the ODE states are computed by solving a nonlinear system), and optimizer-based (where the ODE states are turned into design variables with associated constraints). A benchmarking study found that the solver-based approach is the most computationally efficient and that Gauss-Legendre collocation provides the best combination of accuracy and computation time among integration methods [29] . The solver-based approach is more efficient than time-marching because of the overhead due to OpenMDAO when sequentially evaluating at time steps. The solver-based approach allows for vectorization of the aerostructural analyses, i.e., the VLM and FEA models, across the nodes in the mission analysis. Therefore, we use the solver-based approach with 6th-order Gauss-Legendre.
C. Coupled solution
The mission equations have a coupling loop, as we can see in a model visualization in Fig. 2 . The figure shows the hierarchy tree for the model and the dependency graph for the constituent components and variables. The 'sys coupled analysis' group contains the coupling loop: the vertical equation of motion computes lift from weight, the OpenAeroStruct group computes drag from lift, the horizontal equation of motion computes thrust from drag, then we compute throttle from thrust, then thrust-specific fuel consumption from throttle, and finally we integrate the fuel burn ODE. The integration produces fuel weight, from which we obtain the total aircraft weight, and the loop closes.
As shown in Fig. 3 , the mission analysis contains a coupling loop (at the 'sys coupled analysis' level), but the ODE solver itself also contains a coupled system of equations (at the 'fuel rate ode' level). The latter coupling is present because we use the solver-based formulation in Ozone for fast vectorization. Instead of using nonlinear solvers at both levels, we find it more efficient in numerical experiments to apply a single nonlinear solver-the nonlinear block Gauss-Seidel algorithm-at the top level. Typically, the nonlinear system at the 'sys coupled analysis' level converges in 10-20 iterations.
The aerostructural analysis using the VLM and FEA methods is one of the blocks in the coupling loop in 'sys coupled analysis'. We can view this block as a mapping from lift to drag; however, the aerostructural model computes both lift and drag as outputs as a function of angle of attack. Since robustness and efficiency are both required, we use a bracketed root finding algorithm. A bracket is almost always successfully found by choosing a large negative and a large positive angle of attack since we do not model stall.
The propulsion surrogate model uses the regularized minimal-energy tensor-product spline interpolant [30] . The inputs are throttle setting, Mach number, and altitude, and the outputs are thrust and thrust-specific fuel consumption. The data is generated from the Numerical Propulsion System Simulation (NPSS) software [31] for a Boeing 777-sized engine. Thrust is linear in throttle setting, so the throttle is computed in 'throttle comp' by evaluating the maximum thrust for the Mach number and altitude of interest and normalizing the current thrust by the maximum thrust.
IV. Problem formulation
In this section, we describe the 4 types of optimization problems that we solve in this paper: fixed-design, staticdesign, direct morphing, and surrogate-based morphing. The objective function, design variables, and constraint functions for each problem are presented in Table 1 . Fixed-design optimization is the baseline problem where only the mission is optimized, and static-design optimization optimizes the mission and the wing design without considering morphing. The direct morphing optimization and surrogate-based morphing optimization simultaneously optimize the mission and the morphed design at each point, but they consider morphing in different ways. In all 4 cases, the objective function is fuel burn over the entire mission. In all design and morphing optimizations, the wing twist and thickness profiles are optimized using B-splines where the design variables are the B-spline control points. The aerostructural model used in OpenAeroStruct is shown in Figure 4 . The vortex-lattice and finite-element meshes for the wing have 19 span-wise nodes and 5 span-wise control points. The mission profiles are discretized with 25 nodes in all cases. The initial twist and thickness distributions for all optimizations were determined using a 5-point multipoint optimization with 5 different cruise conditions. This ensures that the fixed-design optimization has near-optimal twist and thickness distributions as opposed to the baseline design. We use a sequential quadratic programming algorithm called Sparse Nonlinear OPTimizer (SNOPT) [32] as the optimizer for these problems.
We now discuss each of the 4 types of optimization problems in more detail.
A. Fixed-design optimization
The first optimization problem is a mission-only optimization that provides a baseline for evaluating the impact of static-design optimization on fuel burn. The design variables are the altitude values at the 25 mission points, as we see in Table 1 . Minimum and maximum slope constraints are enforced at each mission point; these are linear constraints that improve robustness of the optimization by eliminating unreasonable altitude profiles. Minimum and maximum thrust constraints are also enforced since thrust profile is an output of the model given altitude profile is an input. Since these are nonlinear constraints, they are aggregated using Kreisselmeier-Steinhauser functionals [33] for more efficient derivative computation. These mission-related design variables and constraints are included in the other three optimization problems as well. 
B. Static-design optimization
The second optimization problem includes the mission-related design variables and constraints and adds the wing design without morphing to the problem. As we see in Table 1 , the twist and structural thickness parameters are now design variables, but these values are static throughout the mission. Therefore, this is a simultaneous mission-design optimization that designs the optimal wing with no morphing capability. Since the structural thickness parameters are optimized, we enforce von Mises stress constraints, aggregated using Kreisselmeier-Steinhauser functionals [33] as we did with the thrust constraints.
C. Direct morphing optimization
The third optimization problem now adds morphing to the previous problem. The only difference from the staticdesign optimization is that the twist distribution is not static over the mission, but allowed to take on different values at each mission point. As we see in Table 1 , this is the largest optimization problem because the twist is discretized both span-wise and over the mission profile. We call this the 'direct' morphing optimization problem because the final problem uses an indirect approach to capturing morphing that is cheaper, but introduces some error.
D. Surrogate-based morphing optimization
The final optimization problem also considers morphing, but using a different approach. It is significantly different from the other three formulations because OpenAeroStruct is not directly evaluated during the optimization. Instead, 400 aerostructural optimizations are performed offline using OpenAeroStruct to train a surrogate model that is evaluated during the actual optimization. The 2D surrogate model uses the regularized minimal-energy tensor-product spline (RMTS) interpolant [30] . The inputs of this surrogate model are lift coefficient and dynamic pressure, and the outputs are drag coefficient and angle of attack for the twist distribution-optimized wing for the given, desired lift coefficient and dynamic pressure. Building and using this surrogate model allows the higher-level mission-morphing optimization to cheaply get an estimate of the best possible drag coefficient for each given lift coefficient, assuming the wing is morphed to the optimal twist distribution at that lift coefficient.
We highlight two characteristics of this approach. First, it is an alternative to the direct morphing optimization that is much cheaper because a surrogate model is evaluated when converging the mission equations, rather than OpenAeroStruct itself, and the 125 twist design variables are not included in the optimization problem because they are pre-optimized in the training data. Second, it is an approximation with error due to the surrogate model, and due to assuming a conservative thickness distribution. While pre-computing the optimal twist distributions for given lift coefficients is efficient, it requires assuming a structural thickness distribution. We do not know this distribution a priori, so we must be conservative to ensure that the surrogate-based morphing optimization does not use a lift coefficient profile for which the failure limits are exceeded for a subset of the points.
V. Quantifying the benefits of morphing
Here, we solve the first three optimization problems described in Table 1 (leaving out the surrogate-based morphing optimization) with three mission ranges-1000 nm, 3000 nm, and 7000 nm. The resulting optimal fuel burn values are shown in Table 2 and plotted in Fig. 5 as normalized fuel burn values with the fixed-design mission optimization result as the reference. For each of the three mission ranges, the morphing wing outperforms the static-design as expected. Compared to the static-design, the morphing wing sees between 0.2 to 0.7% fuel burn improvement, with the long range mission seeing the biggest improvement. The fixed-design approach has a set thickness distribution which is overly conservative for the short and medium range missions, but is closer to the optimal thickness distribution for the long range mission. This is why we see the fixed-design for the long-range mission yield a fuel burn value closer to the static-design and direct morphing cases. For different aircraft with more varied mission profiles, we would expect to see a larger increase in performance from the addition of morphing technology. We now investigate the results from the 1000 nmi and 7000 nmi missions in more detail, in Fig. 6 and Fig. 7 respectively. Figure 6 shows more information from the short-range optimizations for the fixed-design, static-design, and morphing cases. Here we see that the morphing wing uses slightly less fuel for the entire mission, but all of the resulting curves are very close to the results from the static-design. The altitude profile is limited by the upper bound of 14 km during the cruise segment. For this short mission, the fuel weight and thus the aircraft weight are relatively low, which means that the optimal flight altitude is higher than that for a heavier aircraft. This altitude limit forces the aircraft to fly at a suboptimal L/D ratio, which we see during the cruise segment of the mission. We would expect to see a greater benefit from morphing technology if we included operational constraints, such as constant flight level cruise segments. This would force the aircraft to fly at more distinct flight conditions, which would cause the static-design to be less optimal over the entire mission.
Each optimization method yields roughly the same altitude, path angle, and velocity profile, but the largest differences are seen in the C L and L/D profiles. The fixed-design case is forced to optimize the mission with a fixed structural weight for a conservative structure, which forces it to fly at a slightly higher C L . For this optimization case and others, we see that the L/D ratio is higher than expected. We use C L and C D offsets to account for the lift at zero angle of attack and the drag components from the rest of the aircraft; however, we suspect that the drag is underpredicted, which is the cause of the relatively high L/D values we see. Figure 7 shows results from the long range mission using the same three optimization formulations. As expected, the altitude increases and the angle of attack decreases as fuel is burned, since the aircraft can sustain level flight with less total lift. Thrust slightly decreases throughout the cruise segment, and L/D improves throughout the mission as the aircraft can fly at a more optimal flight condition. Additionally, the fixed-design optimization requires a higher C L at the beginning of the mission due to its aerodynamic inefficiency. This also leads to the increased thrust for the fixed-design optimization. Near the end of the mission profiles, we see jagged jumps in the C L and L/D profiles, especially for the fixed-design case. We believe this result is due to numerical effects, such as the relatively coarse mission discretization or noise in the function evaluation, and they merit further investigation.
VI. Direct morphing approach compared to the surrogate-based morphing approach
We now compare the results from the direct morphing optimization to those from the surrogate-based optimization. One main difference between these two formulations is that the direct morphing optimization has the ability to tailor the structural thickness and the morphing inputs simultaneously, which produces a more efficient structural thickness distribution. This allows for a decrease in fuel burn compared to the relatively conservative approximation of the internal structure for the surrogate-based method. On the other hand, the surrogate-based optimization is much less computationally expensive because we do not have to repeatedly solve the coupled aerostructural system during the optimization.
To compare these two methods, we select an optimized surrogate based on a quasi-optimal structural thickness distribution that does not allow the spar to fail during the mission. We do this by creating multiple surrogates with different multiplicative factors on the baseline structural thickness to see what the minimum factor is that avoids structural failure. We use the baseline thickness distribution as determined previously by the 5-point multipoint optimization and multiply by a thickness factor to obtain the new structural thickness distribution. We then optimize the morphing inputs at 400 design points and construct a surrogate model for each thickness factor as described in Sec. IV D. With a set of surrogates, we can now perform relatively inexpensive mission optimizations and determine which factor produces the lowest fuel burn while not allowing the spar to fail. Figure 8 shows the structural failure values throughout the missions for mission optimizations with thickness factors ranging from 1.0 to 2.0 in increments of 0.1. The failure constraint is the calculated KS function for the entire spar, where if the value is above 0, the von Mises stress has exceeded the yield stress, causing structural failure. We see that the failure constraint value decreases over the mission in each case as the aircraft burns fuel and becomes lighter, which in turn lowers the aerodynamic loads acting on the wings. For the thickness factor values below 1.4, the structural spar fails near the beginning of the mission. Therefore, 1.4 is the minimum structural spar thickness factor to avoid failure during the limiting load case, which is climbing during the long range mission. A more conservative thickness factor could be used to account for load cases not explicitly considered here, like a 2.5g pull-up maneuver. A plot such as Figure 8 can help a designer understand how conservative of a structural model to use when constructing the morphing-optimized surrogate.
For the short and the medium range mission, a thickness factor of 1.0 can be used without the spar failing. This is because in both cases, the plane is lighter because it needs less fuel to complete the mission. This means that the aerodynamic loads are less than those from the long range mission. For each comparison going forward, we use a thickness factor of 1.0 for the short and medium range missions and 1.4 for the long range mission. Each of the short, medium, and long range optimizations are performed independently of each other and do not depend on results from other mission lengths, which allows us to use different thickness factors. This is consistent with the direct morphing approach, where each mission range was independent of each other as well, which means that each optimized design could have a different thickness distribution. With the minimum thickness factor needed in each case to avoid failure, we can now compare the results from the surrogate-based optimization with the direct morphing optimization. Figure 9 shows the normalized fuel burns for all three mission ranges for both methods. The short range missions sees a fuel burn improvement of 0.4% whereas the long range mission sees an improvement of 1.5% when using the direct morphing approach. We see a decrease in fuel burn using the direct morphing approach because the optimizer can exploit the ability to tailor the structural thickness for the limiting case based on the aerodynamic loads. Additionally, the reduced structural weight has a larger impact on the fuel burn over the long range mission due to the corresponding reduced fuel weight required to complete the mission. Normalized fuel burn Surrogate-based morphing Direct morphing Figure 9 . The direct morphing approach yields the biggest gains in the long range mission, where we see a 1.5% decrease in fuel burn. This effect is mostly due to the direct morphing optimization being able to tailor the structural thickness distribution and the morphing twist simultaneously to find the optimal balance between load alleviation, weight, and aerodynamic performance.
Next, we compare some of the aerodynamic and mission parameters for surrogate-based and direct morphing approaches over the long range mission. Figure 10 shows that the surrogate model approximates the aerodynamic properties of the direct morphing problem very accurately. Both optimizations converge to essentially the same altitude, path angle, velocity, and thrust profiles. We can see slight differences between the optimized results for the two methods in the C L and L/D plots where it appears that the surrogate model has some amount of oscillations or noise near the end of the mission. This might be due to the relatively coarse mission discretization of 25 collocation nodes or modeling error from the surrogate model, though further investigation is required. Because the aerodynamic and mission properties are close to the same in both cases, this suggests that the majority of the decrease in the fuel burn comes from the difference in thickness distributions.
VII. Conclusion
To design a morphing wing aircraft for optimal performance, we must optimize its nominal design, mission profile, and morphing inputs in a tightly coupled problem. Explicitly simulating the aircraft's aerostructural response at each flight condition in the mission allows us to directly quantify the benefits of the design obtained from performing this direct morphing optimization. We make this problem tractable by using low-fidelity physics-based models, a high-order collocation method for the mission analysis, analytic derivatives for every component in the problem, and gradient-based optimization to quickly reach the design optimum. With this framework set up, we can also optimize aircraft designs while considering path-dependent effects.
We used this direct morphing formulation to compare optimization results for a morphing wing to a static-design wing for a commercial airliner. The direct morphing result achieved a 0.2 to 0.7% fuel burn reduction compared to the static-design optimized result, where the reduction is larger for longer missions. As expected, the performance gains from adding morphing technology to a commercial airliner wing are very small. Using this direct morphing approach to evaluate the gains from morphing technology for other aircraft with more complex missions or more articulate morphing mechanisms would result in a larger increase in performance. Figure 10 . The aerodynamic properties of the direct morphing optimization compared to the surrogate-based optimization are extremely similar. This suggests that the main difference in fuel burn comes from the ability to decrease the aircraft weight through tailoring the structural thickness distribution.
We also compared the direct morphing method with a surrogate-based morphing method to evaluate the extent that the problem can be simplified using a surrogate model. We found that the surrogate-based morphing approach can find an optimum within 1.5% of the optimum obtained from the direct morphing method. This percentage difference is greater than the gain seen from using the direct morphing approach compared to the static-design. The direct morphing method was able to correctly resolve the aerostructural-morphing trade-offs in a way that the surrogate-based morphing approach could not. If there is not a strong coupling between aerodynamics, structures, and propulsion, the surrogatebased approach may be suitable. For highly coupled systems or path-dependent optimization problems, the fully coupled optimization approach is required.
