Inferencia estadística módulo de regresión lineal simple by Cardona, Diego et al.
DOCUMENTOS DE INVESTIGACIÓN
Inferencia estadística
Módulo de regresión lineal simple
Diego Fernando Cardona Madariaga









Módulo de regresión lineal simple
Documento de investigación No. 147
Diego Fernando Cardona Madariaga





Editorial Universidad del Rosario
Bogotá D.C.
2013
Diego Fernando Cardona Madariaga






Fredy Johan Espitia Ballesteros
Editorial Universidad del Rosario
http://editorial.urosario.edu.co
ISSN: 0124-8219
* Las opiniones de los artículos sólo comprometen a los autores y en 
ningún caso a la Universidad del Rosario. No se permite la reproducción 
total ni parcial sin la autorización de los autores.
Todos los derechos reservados.
Primera edición: Noviembre de 2013
Hecho en Colombia
Made in Colombia
Inferencia estadística módulo de regresión lineal simple / Diego Fernando Cardona 
Madariaga… [y otros autores]. —Bogotá: Editorial Universidad del Rosario, Escuela de 
Administración, 2013.
57 páginas.—(Borrador de investigación; 147)
 ISSN: 0124-8219
Estadística matemática / Análisis de regresión / Probabilidades / Matemáticas / I. 
González Rodríguez, Javier Leonardo / II. Rivera Lozano, Miller / III. Cárdenas Vallejo, 
Edwin/ IV. Título / V. Serie.
519.536 SCDD 20
Catalogación en la fuente – Universidad del Rosario. Biblioteca 
amv                                                                                                     Octubre 10 de 2013
Contenido
Resumen .......................................................................................... 5
1. Introducción ................................................................................. 7
2. El modelo de regresión lineal simple................................................ 9
La ecuación de la recta ............................................................... 10
El modelo de regresión lineal simple ............................................ 12
3. Análisis de regresión .................................................................... 19
Coeficiente de correlación ........................................................... 21
Hipótesis del modelo .................................................................. 23
Pruebas de significancia ............................................................. 25
4. Uso de la ecuación de regresión para estimar y predecir .................. 29
Estimación de intervalo ............................................................... 29
Estimación de los parámetros del modelo de regresión lineal   ........ 32
5. Solución de problemas de regresión con Excel ................................ 34
6. Análisis de residuales ................................................................... 39
Gráfica de residuales en función de x ........................................... 39
Gráfica de residuales estandarizados ............................................ 41
Gráfica de probabilidad normal .................................................... 44
Detección de valores atípicos ....................................................... 45
Detección de observaciones influyentes ........................................ 46




Figura 1. Tipos de relación entre dos variables ............................................ 9
Figura 2. Ejemplo de función lineal ......................................................... 11
Figura 3. Diagrama de dispersión ............................................................ 15
Figura 4. Gráfica de la ecuación de regresión lineal .................................. 18
Figura 5. Desviaciones con respecto a la línea de regresión ........................ 21
Figura 6. Errores en la interpretación de r ................................................ 23
Figura 7. Supuestos del modelo y sus implicaciones ................................. 24
Figura 8. Instrucciones para la gráfica de dispersión en EXCEL .................. 35
Figura 9. Gráfica de dispersión de los datos de la Tabla 4  ......................... 35
Figura 10. Instrucciones para el análisis de regresión en Excel .................. 36
Figura 11. Cuadro de diálogo para el análisis de regresión en EXCEL .......... 36
Figura 12. Gráfica de la ecuación de regresión con Excel .......................... 38
Figura 13. Gráfica de residuales de la relación edad y talla de los niños ...... 40
Figura 14. Posibles patrones de distribución de los residuales ................... 40
Figura 15. Gráfica de residuales estandarizados para el ejemplo de edad 
 y talla de los niños ........................................................................... 43
Figura 16. Gráfica de probabilidad normal del ejemplo de edad y talla 
 de los niños .................................................................................... 45
Figura 17. Gráfica de la ecuación de regresión para el ejemplo 
 de los niños en México ..................................................................... 47
Figura 18. Gráfica de regresión sin la observación influyente ..................... 47
Tablas 
Tabla 1. Porcentaje de pobreza en las principales ciudades de Colombia ..... 12
Tabla 2. Cálculos para la ecuación de regresión lineal ............................... 17
Tabla 3. Cálculos para el análisis de regresión .......................................... 20
Tabla 4. Edad y talla en niños de 6 a 60 meses ........................................ 34
Tabla 5. Estadísticos de la regresión lineal con Excel ................................ 37
Tabla 6. Regresores estimados de la ecuación lineal.................................. 37
Tabla 5. Residuales y residuales estandarizados para el ejemplo de edad 
 y talla de los niños ........................................................................... 42
Tabla 6. Porcentaje de niños en estado de desnutrición ............................. 46
Inferencia estadística Módulo de regresión lineal simple
5
Inferencia estadística
Módulo de regresión lineal simple
Diego Fernando Cardona Madariaga1
Javier Leonardo González Rodríguez2
Miller Rivera Lozano3
Edwin Cárdenas Vallejo4
 Profesor titular de carrera. Universidad del Rosario.
 Profesor principal de carrera. Universidad del Rosario.
 Director del Laboratorio de Modelamiento y Simulación. Universidad del Rosario.






La utilización del modelo de regresión lineal en los procesos relacionados 
con el análisis de datos demanda el conocimiento objetivo e instrumenta-
ción de la relación funcional de variables, el coeficiente de determinación 
y de correlación y la prueba de hipótesis como pilares fundamentales para 
verificar e interpretar su significancia estadística en el intervalo de confianza 
determinado.
La presentación específica de los temas relacionados con el modelo de 
regresión lineal, el análisis de regresión, el uso de la ecuación de regresión 
como instrumento para estimar y predecir y la consideración del análisis 
de residuales ha sido realizada tomando como referente el estudio de pro-
blemas reales definidos en los entornos de la economía, la administración 
y la salud, utilizando como plataforma de apoyo la hoja de cálculo Excel®.
Se consideran en este módulo didáctico, los elementos teóricos correspon-
dientes al análisis de regresión lineal, como técnica estadística empleada para 
estudiar la relación entre variables determinísticas o aleatorias que resultan de 
algún tipo de investigación, en la cual se analiza el comportamiento de dos 
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Se muestra mediante la gráfica de dispersión el posible comportamiento 
de las variables: lineal directa, inversa, no lineal directa o no lineal inver-
sa, con el fin de desarrollar en el lector las competencias interpretativas y 
propositivas requeridas para dimensionar integralmente la importancia de 
la estadística inferencial en la vida del profesional en ciencias económicas, 
administrativas y de la salud.
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1. Introducción
En muchas investigaciones estadísticas tendientes a la toma de decisiones 
de tipo profesional o personal uno de los objetivos principales es establecer 
relaciones que permitan pronosticar una o más variables en términos de 
otras. Por ejemplo, se han efectuado estudios de la reducción del peso de una 
persona en términos del número de semanas que ha seguido una dieta espe-
cífica; también, sobre el consumo per cápita de ciertos artículos alimenticios 
en términos de su valor nutricional. En otro caso, una empresa de energía 
eléctrica en una ciudad como Cartagena o Barranquilla podría determinar 
la relación entre la temperatura máxima diaria y la demanda de electricidad, 
para predecir el consumo de energía con base en las temperaturas máximas 
pronosticadas para el mes siguiente.
Algunos administradores confían en su intuición para juzgar cómo se 
relacionan dos variables. Sin embargo, si los responsables en la toma de deci-
siones pueden tomar datos y utilizar un procedimiento estadístico de análisis 
para determinar cómo lo conocido se relaciona con el evento futuro, pueden 
ayudar considerablemente en el mejoramiento de los procesos que administran.
El procedimiento estadístico que se utiliza para este fin se conoce como 
análisis de regresión, el que permite establecer la relación funcional o ecua-
ción matemática que relaciona las variables, así como la fuerza de esa relación.
El término regresión fue utilizado por primera vez como un concepto 
estadístico en 1877 por Sir Francis Galton, quien llevó a cabo un estudio que 
mostró que la estatura de los niños nacidos de padres altos tiende a retroce-
der o “regresar” hacia la estatura media de la población. Designó la palabra 
regresión como el nombre del proceso general de predecir una variable (la 
estatura de los niños) a partir de otra (la estatura del padre o de la madre). 
Más tarde, los estadísticos acuñaron el término regresión múltiple para des-
cribir el proceso mediante el cual se utilizan varias variables para predecir 
otra (Devore, 2005).
En la terminología de la regresión, la variable que se va a predecir se 
llama dependiente. La o las variables que se usan para predecir el valor de 
la variable dependiente se llaman variables independientes.
En general, existen cuatro posibles formas en que las variables se pueden 
relacionar, a saber: relación lineal directa, relación lineal inversa, relación no 
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lineal directa y relación no lineal inversa, cuya estructura formal y funcional 
permite dilucidar con objetividad las actividades orientadas a decidir qué 
ecuación se debe emplear, cuál ha de ser la ecuación que mejor se ajusta a 
los datos y cómo debe validarse la significancia de los pronósticos realizados.
En este trabajo se describirá el análisis de regresión donde intervienen 
una variable dependiente y una independiente y en la cual la relación entre 
ellas se aproxima por medio de una línea recta. A esto se le llama regresión 
lineal simple.
En próximos documentos se tratará el análisis de regresión donde intervie-
nen dos o más variables independientes, llamada regresión múltiple. De igual 
manera se trabajará el caso en que la relación de las variables no es lineal.
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2. El modelo de regresión lineal simple
El atender problemas relacionados con los sistemas de representación fun-
cional y el comportamiento de las variables demanda el estar familiarizado 
con cada uno de los casos que se señalan en la figura 1 y que apropiada-
mente se explican para orientar al lector en el proceso del cálculo de la 
línea de regresión, precisándose en primera instancia revisar el concepto 
de función lineal, para luego abordar con propiedad el modelo de regresión 
lineal simple, debiéndose considerar la ecuación estimada y el método de 
los mínimos cuadrados.
Figura 1. Tipos de relación entre dos variables
Fuente: Levin y Rubin, 2004.
En esta figura, el segmento (e) ilustra una relación lineal inversa con un 
patrón de puntos ampliamente disperso. Esta mayor dispersión indica que 
existe menor grado o fuerza de asociación entre las variables. El patrón de 
puntos señalado en el segmento (f) de la misma figura parece indicar que no 
existe relación entre las dos variables, por tanto, conocer el pasado referente 
a una variable no nos permitirá pronosticar ocurrencias futuras de la otra.
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En los diagramas de dispersión que se mostraron en la figura 1 se pusieron 
las líneas de regresión ajustando las líneas visualmente entre los puntos de 
datos. En esta sección aprenderemos a calcular la línea de regresión de manera 
más precisa, usando una ecuación que relaciona las dos variables matemáti-
camente. En primera instancia se debe revisar el concepto de función lineal. 
La ecuación de la recta
La ecuación para una línea recta donde la variable dependiente Y está de-
terminada por la variable independiente X es:
   Y = a + bX (1)
Donde a representa la “ordenada Y” porque su valor es el punto en el 
cual la línea de regresión cruza el eje Y, es decir, el eje vertical.
La b en la ecuación (1) es la “pendiente” de la recta. Representa qué tanto 
cambia la variable dependiente Y por cada unidad de incremento de la variable 





Tanto a como b son constantes numéricas porque para cualquier línea 
recta dada sus valores no cambian.
Ejemplo 1
Sean a = 4 y b = 2. Determinemos cuál sería Y para X igual a 5. Al sustituir 
los valores de a, b y X en la ecuación (1), encontramos que el valor corres-
pondiente de Y es:
Y = a + bX
Y = 4 + 2(5)
= 4 + 10
= 14
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Ahora bien, ¿cómo se pueden obtener los valores de a y de b a partir de 
los puntos? Para ilustrar este proceso, se usará la recta de la figura 2. Para 
ello, se visualiza la ordenada en el origen y localizando el punto donde la 
recta cruza a este eje. En la figura 2, se observa, que esto sucede cuando 
a =4. Para encontrar la pendiente de la recta, b se debe determinar cómo 
cambia la variable dependiente, Y, al cambiar la variable independiente, X. 
Para esto se empieza por elegir dos puntos sobre la línea de la figura 12-6. 
Ahora, debemos encontrar los valores de X y Y (las coordenadas) de ambos 
puntos. Podemos llamar a las coordenadas de nuestro primer punto (X1, 
Y1) y (X2, Y2) a las del segundo.
La lectura de la figura 2 permite observar que (X1, Y1) = (1, 6) y (X2, 
Y2) = (2, 8). 
Figura 2. Ejemplo de función lineal
Fuente: Elaboración propia.
Ahora, se puede calcular el valor de b, para ello se usa la ecuación (2), 
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Así, entonces se pueden conocer los valores de las constantes numéricas 
a y b, y escribir la ecuación de la recta. La línea de la figura 2 puede des-
cribirse por la ecuación (1), en la que a =4 y b = 2. Por tanto,
Y = a + bX
Y = 4 + 2X
Si se sustituyen más valores de X en la ecuación, se observará que Y se 
incrementa al aumentar X. Por tanto, la relación entre las variables es directa 
y la pendiente es positiva.
Como se puede observar en la figura 2, todos los puntos que satisfacen 
la ecuación de la recta están efectivamente sobre la línea. Lo que se hace es 
encontrar una recta que pase “en medio” de todos los puntos, es decir, que 
se ajuste de la mejor manera a los puntos. 
El modelo de regresión lineal simple
Con el fin de estudiar este modelo, se emplearán los datos tomados de una 
muestra real, extraídos de un comunicado de prensa que revela el porcentaje de 
pobreza, pobreza extrema y el coeficiente de Gini (indicador de la desigualdad 
económica en una población) en los años 2010 y 2011 de las trece principales 
ciudades de Colombia., los cuales se presentan en la tabla 1 (dane, 2012).
Tabla 1. Porcentaje de pobreza en las principales ciudades de Colombia
Pobreza, pobreza extrema y Gini por ciudades, 2010-2011
Dominio
Nueva metodología
Pobreza Pobreza extrema Gini
2010 2011 2010 2011 2010 2011
Pasto 43,2 40,6 11,7 8,8 52,3 52,2
Montería 39,7 37,5 6,7 6,5 52,5 53,0
Barranquilla 39,5 34,7 7,4 5,3 49,7 47,2
Cúcuta 39,3 33,9 8,4 5,7 47,9 47,1
Cartagena 34,2 33,4 6,2 4,7 48,9 48,8
Continúa
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Cali 26,1 25,1 6,4 5,2 52,9 50,4
Villavicencio 25,4 23,0 4,8 4,0 46,7 46,7
Ibagué 26,6 22,0 4,3 2,7 49,5 44,9
Pereira 26,8 21,6 3,8 2,2 45,6 45,1
Manizales 23,8 19,2 4,7 2,3 49,5 47,1
Medellín 22,0 19,2 5,6 4,0 53,8 50,7
Bogotá 15,5 13,1 2,6 2,0 52,6 52,2
Bucaramanga 10,9 10,7 1,2 1,1 45,0 44,9
Fuente: dane, 2012.
Para los efectos explicativos pertinentes a este documento se considera 
únicamente la variable pobreza, donde X será el porcentaje de pobreza en 
2010 y Y será el porcentaje de pobreza en 2011. Por tanto, lo que nos in-
teresa es mostrar si el porcentaje de pobreza en 2011 depende linealmente 
del porcentaje de pobreza en 2010 para estas ciudades.
El análisis de los datos de pobreza extrema y Gini se dejará como ejer-
cicio para el lector.
La ecuación general que describe la relación entre las dos variables es:
 y = α + βx + ϵ (4)
En este modelo, y es una función lineal de x (la parte α + βx) más ϵ (letra 
griega épsilon) que representa el error y es una variable aleatoria. El término 
de error explica la variabilidad en y que no se puede explicar con la relación 
lineal (Anderson, Sweeney y Williams, 2001).
La ecuación estimada de regresión
Infortunadamente, los valores de los parámetros α y β de la ecuación (4) 
no se conocen en la práctica y se deben estimar usando los datos de la 
muestra. Se calculan los estadísticos de la muestra (denotados a y b) como 
estimadores de los parámetros α y β, respectivamente. En la regresión lineal 
simple, la ecuación estimada de regresión se escribe:
 ŷ = a + bx (5)
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La gráfica de la ecuación de regresión se llama línea de regresión esti-
mada, donde a es la ordenada en el origen y b es la pendiente y ŷ es el valor 
estimado de y para determinado valor de x.
El método de lo mínimos cuadrados
Este método es un procedimiento para encontrar la ecuación de regresión 
y se remonta al inicio del siglo XIX por el trabajo del matemático francés 
Adrien Legendre. Para ilustrarlo con el ejemplo del porcentaje de pobre-
za en las ciudades colombianas (tabla 1), tenemos una muestra de trece 
ciudades. Para la i-ésima ciudad de la muestra, xi es el porcentaje de po-
breza de esa ciudad en 2010 y yi es el porcentaje de pobreza de esa ciudad 
en 2011. En la tabla se observa que x3=39,5 y y3=34,7 corresponden a 
los porcentajes de pobreza en la ciudad de Barranquilla en 2010 y 2011, 
respectivamente.
La figura 3 es un diagrama de dispersión de los datos de la tabla 1. Los 
valores del porcentaje de pobreza en 2010 se representan en el eje horizon-
tal y los valores del porcentaje de pobreza en 2011 se representan en el eje 
vertical. El diagrama de dispersión nos permite observar gráficamente los 
datos y sacar conclusiones preliminares acerca de la posible relación entre 
las variables. 
¿Qué conclusiones se pueden entonces formular al interpretar la 
figura 3? Parece que, conforme aumenta la pobreza en ciertas poblacio-
nes en 2010, también aumenta la pobreza en el año 2011, lo cual indica 
una relación directa entre las variables. Además se observa que los puntos 
parecen aproximarse a una línea recta. En consecuencia, elegimos el 
modelo de regresión lineal simple para representar la relación entre las 
variables.
Para que la línea estimada de regresión se ajuste bien a los datos se de-
sea que las diferencias entre los valores observados de y (yi) y los valores 
estimados de y (ŷ) sean mínimas.
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Figura 3. Diagrama de dispersión
Fuente: Elaboración propia.
Criterio de los mínimos cuadrados
Este método emplea los datos de la muestra para determinar las carac-
terísticas de la recta que hacen mínima la suma de los cuadrados de las 
desviaciones:
min ∑ (yi - ŷi)2 (6)
Siendo:
yi = valor observado de la variable dependiente para la i-ésima obser-
vación.
ŷi = valor estimado de la variable dependiente para la i-ésima observación.
∑ (yi - ŷi)2 = ∑ [yi - (a + bxi)]2 (7)
Minimizar el miembro derecho de la ecuación (7) implica calcular las 
derivadas parciales de la expresión con respecto a los coeficientes de regre-
sión a y b e igualar a cero las dos derivadas. Al finalizar este procedimiento 
se llega a las siguientes ecuaciones, conocidas como ecuaciones normales 
(Walpole y Myers, 1999).
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Ecuaciones normales
∑ yi = na + b∑xi (8)
∑ xiyi = a∑xi + b∑xi2 (9)
Donde n es el número de observaciones.
Al resolver algebraicamente el sistema de ecuaciones anterior se obtienen 
las soluciones para a y b.
Complementariamente, y para los fines pertinentes, se hace necesario 
tener presente las siguientes fórmulas.
x̅ = 
∑xi 















 = ∑xiyi - 
(∑xi)(∑yi) 
n







a = y̅ - bx̅  (11)
Algunos de los cálculos necesarios para determinar la ecuación estimada 
de regresión por mínimos cuadrados, en el caso de los porcentajes de pobre-
za en las ciudades colombianas, aparecen en la tabla 2. En este ejemplo hay 
trece observaciones, en consecuencia, n=13. Aplicando las ecuaciones (10) 
y (11) y con la información de la tabla 2 podemos determinar la pendiente y 
la ordenada al origen de la ecuación (5).
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Tabla 2. Cálculos para la ecuación de regresión lineal
Cálculos para la ecuación estimada de regresión
Año 2010 Año 2011
Observación xi yi xiyi xi
2
1 43,2 40,6 1753,92 1866,24
2 39,7 37,5 1488,75 1576,09
3 39,5 34,7 1370,65 1560,25
4 39,3 33,9 1332,27 1544,49
5 34,2 33,4 1142,28 1169,64
6 26,1 25,1 655,11 681,21
7 25,4 23 584,2 645,16
8 26,6 22 585,2 707,56
9 26,8 21,6 578,88 718,24
10 23,8 19,2 456,96 566,44
11 22 19,2 422,4 484
12 15,5 13,1 203,05 240,25
13 10,9 10,7 116,63 118,81









 = 11878,38 - 10702,23 = 1176,15
S
xy
 = 10690,3 - 











13  = 28,69    y̅ = 
334 
13  = 25,69
a = 25,69 - 0,94126 * 28,69 = -1,3148
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Por lo anterior, la ecuación estimada de regresión es:
ŷ = -1,3148 + 0,94126 x
La figura 4 muestra la gráfica de esta ecuación sobre el diagrama de 
dispersión.
Figura 4. Gráfica de la ecuación de regresión lineal
Fuente: Elaboración propia. 
La pendiente de la recta es positiva, lo que implica que en las ciudades 
donde se observó mayor pobreza en 2010 también se notó mayor pobreza 
en 2011. Pero como la pendiente es un número entre cero y uno, significa 
que el incremento en el porcentaje de pobreza en 2011 entre una ciudad y 
otra es menor que en 2010.
Ahora bien, si creemos que esta ecuación describe de la mejor forma 
posible la relación entre x e y, parece razonable usarla para predecir el por-
centaje de pobreza de una ciudad en 2011 si se conoce el valor de 2010. Por 
ejemplo, si se supiera que Armenia presentó en 2010 un nivel de pobreza 
del 25,3%; entonces, podríamos estimar el nivel de pobreza en 2011.
ŷ = -1,3148 + 0,94126(25,3) = 22,5%
Sin embargo es necesario verificar y evaluar con otros métodos lo ade-
cuado de esta ecuación para estimar y predecir.
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3. Análisis de regresión
En el capítulo anterior se empleó la ecuación estimada de regresión, tratando 
los pronósticos como promedios o valores esperados, por lo tanto se exige 
entonces ahora el responder estas preguntas: 
1. ¿Qué tan buenos son los valores obtenidos para a y b en la ecuación de 
regresión ŷ = 0,9413x - 1,3148?
2. ¿Cómo podemos estar seguros de que la estimación ŷ = 22,5% para el 
nivel esperado de pobreza en la ciudad de Armenia en el año 2011 será 
realmente buena?
Coeficiente de determinación
Con respecto a la primera pregunta, el coeficiente de determinación es una 
medida de la bondad de ajuste para una ecuación de regresión.
Para la i-ésima observación de la muestra, la desviación entre el valor 
observado de la variable dependiente yi y el valor estimado de la variable 
dependiente ŷi, se llama i-ésimo residual. Representa el error que se comete 
al usar ŷi para estimar yi. La suma de los cuadrados de esos residuales es lo 
que se minimiza en el método de mínimos cuadrados. También se le conoce 
como la suma de los cuadrados debidos al error (SSE):
SSE = ∑(yi - ŷi)2 (12)
El valor de SSE es una medida del error que se comete al usar la ecua-
ción de regresión para calcular los valores de la variable dependiente en la 
muestra.
Otro valor de importancia es la medida del error incurrido al usar y̅ para 
estimar yi, llamado suma total de cuadrados (SST):
SST = ∑(yi-y̅)2 (13)
La tabla 3 proporciona los cálculos necesarios para encontrar estas 
medidas.
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Para saber cuánto se desvían los valores de ŷi medidos en la línea de re-
gresión de los valores de y̅, se calcula otra suma de cuadrados. A esa suma se 
le llama suma de cuadrados debida a la regresión, y se representa por SSR.
SSR = ∑(ŷi - y̅)2  (14)
Existe una relación entre las tres sumas:
SST = SSR + SSE  (15)
Ahora bien, es posible entender cómo se pueden emplear las tres sumas 
de cuadrados para suministrar una medida de la bondad de ajuste para la 
ecuación de regresión. Esa ecuación tendría un ajuste perfecto si cada valor 
observado de la variable independiente estuviera sobre la línea de regresión. 
En este caso, cada diferencia yi - ŷi sería cero, por tanto, SSE=0. De la ecua-
ción (15) se tendría que SST=SSR y, por consiguiente, la relación SSR/SST 
sería igual a 1 como el máximo ajuste. De manera análoga, los ajustes menos 
perfectos darán como resultado mayores valores de SSE. En consecuencia, 
de (15) se deduce que el máximo valor de SSE se tiene cuando SSR es cero. 
Tabla 3. Cálculos para el análisis de regresión
Año 2010 Año 2011 Residuales
Observación xi yi ŷi yi - ŷi (yi - ŷi)
2 yi - y̅ (yi - y̅)
2
1 43,2 40,6 39,35 1,252 1,568 14,908 222,239
2 39,7 37,5 36,05 1,447 2,092 11,808 139,422
3 39,5 34,7 35,87 -1,17 1,358 9,0077 81,1385
4 39,3 33,9 35,68 -1,78 3,158 8,2077 67,3662
5 34,2 33,4 30,88 2,523 6,368 7,7077 59,4085
6 26,1 25,1 23,25 1,848 3,414 -0,592 0,35083
7 25,4 23 22,59 0,407 0,165 -2,692 7,24852
8 26,6 22 23,72 -1,72 2,968 -3,692 13,6331
9 26,8 21,6 23,91 -2,31 5,341 -4,092 16,747
10 23,8 19,2 21,09 -1,89 3,562 -6,492 42,1501
11 22 19,2 19,39 -0,19 0,037 -6,492 42,1501
12 15,5 13,1 13,27 -0,17 0,031 -12,59 158,566
13 10,9 10,7 8,945 1,755 3,08 -14,99 224,769
Totales 373 334  SSE=33,14 SST=1075,19
Promedio 28,69231 25,69231 SSR=1042
Fuente: Elaboración propia.
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La relación SSR/SST, que asume valores entre cero y uno, se usa para 
evaluar la bondad de ajuste de la ecuación de regresión. A esta relación se 
le llama coeficiente de determinación y se representa por r2.
r2 = 
SSR 
SST   (16)
Para este ejemplo, r=1042/1075=0,9693
Expresando este valor como un porcentaje, se puede interpretar a r2 como 
el porcentaje de la variación de los valores de la variable independiente que 
se puede explicar con la ecuación de regresión (Levin y Rubin, 2004) —fi-
gura 5—. Se puede decir entonces que el 96,93% de los valores de pobreza 
en 2011 para esas ciudades son explicados por medio de la ecuación de 
regresión encontrada.
El coeficiente de determinación es la principal forma en que se puede 
medir el grado, o fuerza, de la asociación que existe entre dos variables, X y Y.
Figura 5. Desviaciones con respecto a la línea de regresión
Fuente: Levin y Rubin, 2004.
Coeficiente de correlación
El coeficiente de correlación es la segunda medida que se usa para describir 
qué tan bien explica una variable a la otra. El coeficiente de correlación de la 
muestra se denota por r y es la raíz cuadrada del coeficiente de determinación:
Desviación no explicada 
de esta Y, de su media Y
(Y - Y)Desviación total de esta 
Y de su media Y
(Y - Y)
Desviación explicada de 
esta Y, de su media Y
(Y - Y)
Un valor observado de la variable 
dependiente (Y )
Y
Valor estimado de esta Y 
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r = (signo de b) √(r2)  (17)
El signo del coeficiente indica si la relación es directa o inversa.
Para el ejemplo, r=0,9844. Esto indica que existe una fuerte asociación 
lineal positiva entre las variables.
En el caso de una relación lineal entre dos variables, el coeficiente de de-
terminación y el de correlación permiten tener medidas de la intensidad de la 
relación. El coeficiente de determinación da una medida entre 0 y 1, mientras 
que el coeficiente de correlación da una medida entre -1 y 1.
Es importante resaltar que el coeficiente de correlación solo mide la 
fuerza de asociación en una relación lineal, el coeficiente de determina-
ción se puede usar en relaciones no lineales (obviamente, teniendo como 
ecuación de regresión una función no lineal) y en relaciones con dos o más 
variables independientes. En este sentido, el coeficiente de determinación 
tiene mayor aplicabilidad (Walpole y Myers, 1999); debe siempre tenerse 
en cuenta que: 
Para las condiciones normales que se encuentran en las ciencias sociales, con 
frecuencia se consideran útiles valores de r2 tan bajos como 0,25. En las ciencias 
naturales, se manejan valores de 0,60 o más. De hecho, en algunos casos se en-
cuentran valores mayores que 0,90. En aplicaciones de negocios, los valores de r2 
varían mucho, dependiendo de las características específicas de cada aplicación 
(Anderson, Sweeney y Williams, 2001).
La interpretación equívoca del parámetro r lleva a validar con deteni-
miento la figura 6, en la cual se pueden observar tres conjuntos de datos, 
para los cuales r=0,75 indicaría una asociación fuerte entre las variables 
X y Y. Sin embargo, ésta es una medida significativa de la fuerza de la 
relación solo en el primer caso. En el segundo hay una relación curvilínea 
muy evidente entre las dos variables y en el tercer caso, seis de los siete 
puntos en realidad caen en la línea recta, pero el séptimo punto está tan 
alejado que sugiere la posibilidad de un grave error de cálculo o un error 
en el registro de los datos. Así, antes de calcular r se deben graficar los 
datos para verificar si hay algún motivo para pensar que la relación es, de 
hecho, lineal.
Inferencia estadística Módulo de regresión lineal simple
23
Figura 6. Errores en la interpretación de r
Fuente: Freund y Simon, 1994.
En la deducción de la ecuación de regresión por mínimos cuadrados, y 
en el cálculo del coeficiente de determinación, no hicimos pruebas estadís-
ticas de significancia de la relación entre X y Y. Los valores mayores de r2 
simplemente implican que la línea de regresión da un mejor ajuste con los 
datos, esto es, que las observaciones están agrupadas más estrechamente 
cerca de la recta. Pero si solo usamos el coeficiente de determinación, no 
llegaremos a la conclusión acerca de si la relación es estadísticamente signi-
ficativa. Esa conclusión se debe basar en consideraciones donde intervengan 
el tamaño de la muestra y las propiedades de las distribuciones muestrales 
adecuadas de los estimadores de los mínimos cuadrados.
Hipótesis del modelo
Al efectuar un análisis de regresión se comienza proponiendo una hipótesis 
acerca del modelo adecuado de la relación entre las variables. Para el caso 
de la regresión lineal simple el modelo es:
 y = α + βx + ϵ
Luego se aplica el método de los mínimos cuadrados para determinar 
los valores de a y b, que son los estimados de α y β, respectivamente. La 
ecuación estimada de regresión resultante es:
Diego Fernando Cardona Madariaga, Javier Leonardo González Rodríguez, Miller Rivera Lozano, Edwin Cárdenas Vallejo
24
     ŷ = a + bx
Un paso importante en la determinación de si es adecuado el modelo 
supuesto implica determinar el significado (o importancia estadística) de la 
relación. Las pruebas de significancia en el análisis de regresión se basan 
en los siguientes supuestos acerca del término de error ϵ.
Supuestos acerca del término de error en el modelo de regresión 
1. El término de error es una variable aleatoria con media o valor esperado 
igual a cero; E(ϵ) = 0
2. La varianza de ϵ, representada por σ2, es igual para todos los valores 
de . Esto implica que la varianza de y es igual a σ2 y es la misma para 
todos los valores de x.
3. Los valores de ϵ son independientes. El valor de ϵ para un determinado 
valor de x no se relaciona con el valor de ϵ para cualquier otro valor de 
x, así, el valor de y para determinado valor de x no se relaciona con el 
valor de y para cualquier otro valor de x.
4. El término de error, ϵ, es una variable aleatoria con distribución normal 
(Anderson, Sweeney y Williams, 2001).
Figura 7. Supuestos del modelo y sus implicaciones
Distribución de 
y cuando x = 30Distribución de 
y cuando x = 20
Nota: las distribuciónes de y tienen la 
misma forma de cada valor de x.
Distribución de 
y cuando x = 10
E (y) cuando 
x = 10
E (y) cuando 
x = 30
E (y) cuando 
x = 20
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Fuente: Sweeney y Williams, 2001.
Pruebas de significancia
La ecuación de regresión lineal simple indica que el valor medio esperado 
de y es una función lineal de x:
E(y) = α + βx (18)
Si β=0, entonces E(y)=α. En este caso el valor medio de y no depende 
del valor de x y se concluye que no existe relación lineal entre las variables. 
En forma análoga, si el valor de β no es igual a cero, se concluye que las dos 
variables se relacionan. Así, para probar si hay alguna relación importante de 
regresión debemos efectuar una prueba de hipótesis para determinar si el valor 
de β es cero. Existen dos pruebas que se usan con más frecuencia y para ellas 
se necesita un estimado de la varianza del error en el modelo de regresión.
Estimado de σ2 
La varianza de ϵ también representa la varianza de los valores de y respecto 
a la línea de regresión. Así, la suma de los residuales al cuadrado, SSE, 
es una medida de la variabilidad de las observaciones reales respecto a la 
línea de regresión. Cada suma de cuadrados tiene asociado un número que 
llamamos grados de libertad. Se ha demostrado que SSE tiene n – 2 grados 
de libertad, porque se deben estimar dos parámetros α y β.






Desviación estándar de la estimación
El error típico o desviación estándar del estimado se calcula como la raíz 
cuadrada de la varianza del estimado.
s = √ SSE n - 2  (20)
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De la tabla 3 se tiene que el valor de SSE=33,14 
En consecuencia, 3,0129 y s=1,7358
Prueba t
En el modelo de regresión lineal, si las variables tienen una relación lineal, 
debe suceder que β≠0. El objetivo de la prueba t es ver si se puede concluir 
que β≠0. Se usan los datos de la muestra para probar las siguientes hipótesis:
H0 : β = 0
Ha : β ≠ 0
Si se rechaza H0 la conclusión será que β≠0 y que hay una relación 
estadísticamente significativa entre las dos variables. En este caso, las pro-
piedades de la distribución de b, el estimador de β por mínimos cuadrados, 
son la base de esta prueba de hipótesis.
Las propiedades de la distribución muestral de b son las siguientes:
Valor esperado
E (b) = β
Desviación estándar estimada
   sb = 
S 
√Sxx
      (21)
Forma de la distribución: Normal
Para el ejemplo de las ciudades colombianas, s = 1,7358 y Sxx=1176,15




La prueba t de la significancia de la relación se basa en el hecho de que 
el estadístico de prueba
t = 
b - β 
sb
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tiene una distribución t con n-2 grados de libertad.
Pasos para la prueba de hipótesis:
H0 : β = 0





Rechazar H0 si t < –tα/2 0 si t > tα/2
En donde t
α/2
 se basa en una distribución t con n-2 grados de libertad.






0,0506  = 18,6
De acuerdo con la tabla 2 del apéndice, se observa que el valor bilateral de 
t que corresponde a α=0,01 y n–2=13–2=11 grados de libertad es t0.005=3,106.
Como 18,6>3,106, se rechaza H0 y se concluye que, a un nivel de sig-
nificancia de 0,01, β no es cero. La evidencia estadística es suficiente para 
concluir que hay una relación importante entre las variables.
Prueba F
También se puede usar una prueba basada en la distribución F de probabilida-
des, para probar si la regresión es significativa. Como solo hay una variable 
independiente, la prueba F debe indicar la misma conclusión que la prueba 
t, pero cuando hay más de una variable independiente solo se puede usar la 
prueba F (Miller, 2000).
Pasos de la prueba:
H0 : β = 0
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Rechazar H0 si F > Fα
En donde F
α
 se basa en una distribución F con un grado de libertad en 
el numerador y n-2 grados de libertad en el denominador.
Haciendo la prueba F para el ejemplo del porcentaje de pobreza: el 
estadístico de prueba F es:
F = 
SSR 




En la tabla 3 del apéndice observamos que el valor de F que corresponde a 
α=0,01, con un grado de libertad en el numerador y n-2= 11 grados de libertad 
en el denominador, es F0.01= 9,65. Como 345,85>9,65, rechazamos H0 y se 
concluye que, a un nivel de significancia del 0,01, β no es cero.
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4. Uso de la ecuación de regresión 
para estimar y predecir
Si el análisis de la ecuación de regresión obtenida con los datos demuestra 
que existe una relación estadísticamente significativa entre las variables, y si 
el ajuste que proporciona la ecuación es bueno, esa ecuación podría usarse 
para estimaciones y predicciones.
Estimación de intervalo
Los estimados puntuales, como el que hicimos con respecto a la ciudad de 
Armenia, no dan idea alguna de la precisión asociada con el valor estimado.
Para ese fin se deben determinar estimaciones de intervalo. El primer tipo 
de estimado es el de intervalo de confianza, que es un estimado del valor 
medio de y para determinado valor de x. El segundo tipo es el estimado de 
intervalo de predicción, que se usa cuando deseamos un estimado de inter-
valo de valor individual de y que corresponda a determinado valor de x. Con 
la estimación puntual se obtiene el mismo valor, sea que se esté estimando 
el valor medio de y o prediciendo un valor individual de y, pero con los 
estimados de intervalo se obtienen valores distintos (Freund y Simon, 1994).
Estimado del intervalo de confianza del valor medio de y
Al estimar el porcentaje promedio de pobreza en 2011 de todas las ciudades 
que en 2010 mostraron un índice de pobreza del 25,3% el estimado de E(yp), 
el valor medio desconocido, es :
ŷp = -1,3148 + 0,94126 (25,3) = 22,5
Donde ŷp es el estimado del valor particular de y.
Dado que no se puede esperar que ŷp sea exactamente igual a E(yp). 
Entonces es necesario considerar la varianza de los estimados basados en 
la ecuación de regresión. La fórmula para estimar la desviación estándar de 
ŷp dado un valor particular de x, xp, es:




 = s √ 1 n  + 




Entonces para el ejemplo se tiene:
s
ŷp
 = 1,7358 √ 1 13  + 





 = 1,7358 √ 0,0867 = 0,5111
La ecuación general para un estimado del intervalo de confianza de E(yp) 
dado un valor particular de x es:
ŷp ± tα/2 ∙ sŷp  (25)
En donde el coeficiente de confianza es 1–α y t
α/2
 se basa en una distri-
bución t con n-2 grados de libertad.
Al usar la ecuación (25) para determinar un estimado de intervalo de 
confianza del 95% para el porcentaje promedio de pobreza en 2011 de todas 
las ciudades que en 2010 mostraron un índice de pobreza del 25,3%, necesi-
tamos el valor de t para α/2=0.025 y n–2= 11 grados de libertad. De acuerdo 
con la tabla 2 del apéndice, vemos que t0.025=2,201. Así, con ŷp = 22,5 y sŷp 
= 0,5111, tenemos:
22,5 ± 2,201 ∙ 0,5111
22,5 ± 1,125
Entonces, con una confianza del 95% se puede decir que el porcentaje 
promedio de pobreza en 2011 de todas las ciudades que en 2010 mostraron un 
índice de pobreza del 25,3% está entre el 21,375% y el 23,625%. Obsérvese 
que la desviación estándar estimada de xp expresada en la ecuación (24) es 
mínima cuando xp = x̅. Esto implica que podemos hacer el mejor estimado, 
o el más preciso, del valor medio de y siempre que estemos usando el valor 
medio de x. Como resultado de ello, los intervalos de confianza para el 
valor medio de y se ensanchan a medida que xp se aleja de x̅.
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Estimado del intervalo de predicción para un valor particular de y 
Para este análisis se supone que en vez de estimar el valor medio del por-
centaje de pobreza, deseamos estimar el porcentaje de pobreza en 2011 para 
la ciudad de Armenia con un índice de pobreza del 25,3% en 2010.
El estimado para ese valor particular por medio de la ecuación de 
regresión es:
ŷp = -1,3148 + 0,94126(25,3) = 22,5
Que es el mismo valor que el estimado puntual para el porcentaje pro-
medio.
Para determinar un estimado del intervalo de predicción debemos determi-
nar primero la varianza asociada al empleo de ŷp como estimado de un valor 
individual de y. Esta varianza está formada por la suma de dos componentes:
La varianza de los valores individuales de y respecto del promedio, cuyo 
estimado es s2
La varianza asociada al uso de ŷp para estimar E(yp), cuyo estimado es sŷp.
Así, el estimado de la varianza de un valor individual es:
s2ind = s2 + sŷp
Por consiguiente, un estimado de la desviación estándar de un valor un 
individual de ŷp es:
sind  = s √ 1 +  1 n  + 




Para el ejemplo que se ha tratado:
sind  = 1,7358 √ 1 +  1 13  + 
(25,3 - 28,6923)2 
1176,15
 (26)
sind  = 1,7358 √1,0867 = 1,8095
La ecuación general para un estimado del intervalo de predicción para 
un valor individual de y dado un valor particular de x es:
ŷp ± tα/2 ∙ sind (27)
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En donde el coeficiente de confianza es 1–α y t
α/2
 se basa en una distri-
bución t con n-2 grados de libertad.
Al usar la ecuación (27) para determinar un estimado de intervalo de predic-
ción del 95% para el porcentaje de pobreza en 2011 de la ciudad de Armenia, 
que en 2010 mostró un índice de pobreza del 25,3%, se necesita el valor de 
t para α/2=0.025 y n-2= 11 grados de libertad. De acuerdo con la tabla 2 del 
apéndice, se observa que t0.025=2,201. Así, con ŷp=22,5 y sind=1,8095, tenemos:
22,5 ± 2,201 ∙ 1,8095
22,5 ± 3,9827
Entonces, con una confianza del 95% se puede decir que el porcentaje de 
pobreza en 2011 de la ciudad de Armenia, que en 2010 tenía un porcentaje 
de pobreza del 25,3%, está entre el 18,52% y el 26,48%.
De acuerdo con lo anterior, el intervalo de predicción es mayor que el 
intervalo de confianza.
Estimación de los parámetros del modelo de regresión lineal 
Uno de los conceptos fundamentales sobre el cual se ha basado este análi-
sis consiste en que la ecuación de regresión lineal obtenida a partir de los 
datos de la muestra es un estimado de los parámetros del modelo para la 
población. Por lo tanto, es posible determinar intervalos de confianza para 
los coeficientes de la ecuación de regresión:
α = a ± t
α/2





β = b ± t
α/2
  S 
√Sxx
  (29)
Siguiendo con el ejemplo, al realizar los cálculos de los intervalos de 
confianza de los parámetros del modelo se tiene:
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α = -1,3148 ± 3,3675
β = 0,94126 ± 2,201 ∙ 
1,7358 
√1176,15
β = 0,94126 ± 0,1114
La estimación y la inferencia son herramientas estadísticas que, cuando 
se utilizan de forma correcta, pueden prestar una ayuda significativa a las 
personas que toman decisiones. Infortunadamente, con frecuencia se utilizan 
de manera incorrecta o sencillamente no se usan. Como resultado, los res-
ponsables de la toma de decisiones a menudo hacen predicciones inexactas 
y toman decisiones menos que deseables.
Un error común es suponer que la línea de regresión, así el ajuste sea 
muy bueno (valor de r2 muy alto), puede aplicarse en cualquier intervalo de 
valores. Aun cuando una relación se cumpla para el intervalo de puntos de la 
muestra, puede existir una relación completamente distinta para un intervalo 
diferente. Por ejemplo, la relación edad y talla puede ser lineal para cierto 
intervalo del crecimiento de los niños en su primera infancia —como se verá 
en el capítulo siguiente— pero en la adolescencia esa relación ya no es lineal. 
Recuérdese que una ecuación de estimación es válida solo para el mismo 
rango dentro del cual se tomó la muestra inicialmente (Levin y Rubin, 2004).
Otro error que se suele cometer al utilizar el análisis de regresión es 
suponer que un cambio en una variable es “ocasionado” por un cambio 
en la otra variable. Como se vio, los análisis de regresión y correlación no 
pueden, de ninguna manera, determinar la causa y el efecto. Al decir que 
existe una correlación entre los porcentajes de pobreza en los años 2010 y 
2011 para las trece ciudades capitales de nuestro país no se está diciendo 
que uno ocasiona al otro. “La validez de una conclusión de tipo causa y 
efecto requiere de una justificación teórica, o del buen juicio por parte del 
analista” (Anderson, Sweeney, y Williams, 2001).
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5. Solución de problemas de regresión con Excel
 
Hacer un análisis de regresión puede ser muy engorroso si no se cuenta con 
un computador. En esta sección describiremos cómo se pueden automatizar 
los cálculos por medio del programa Microsoft EXCEL® 2007 o 2010. Se 
escogió este programa porque le resulta familiar a todo profesional que no 
haya tenido experiencia alguna con programas netamente estadísticos. 
Para hacer uso de esta hoja de cálculo, se analizará la relación entre las 
variables edad y talla de niños entre 6 y 60 meses de edad de una muestra 
proveniente de 4.014 niños y niñas de Ciudad Bolívar (Bogotá) en un trabajo 
de investigación en el área de Salud (Ducuara Mora, 2012).
Tabla 4. Edad y talla en niños de 6 a 60 meses
Edad (meses) Talla (cms) Edad (meses) Talla (cms)
6 65 34 87,4590361
8 72,25 36 89,6215054
10 78 38 90,7149533
12 71,4166667 40 94,8675
14 72,08 42 93,7096154
16 74,6736842 44 95,310219
18 77,8125 46 96,3507246
20 77,9958333 48 97,1337838
22 81,9057143 50 99,1140741
24 81,5162162 52 99,7460317
26 82,7729167 54 100,651095
28 85,5116279 56 101,551799
30 85,5852941 58 103,880488
32 85,7066667 60 107,5592
Fuente: Elaboración propia.
Se ingresan estos datos en la hoja de cálculo y se procede a hacer la 
gráfica de dispersión en el menú insertar—gráficos—dispersión (figura 8).
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Figura 8. Instrucciones para la gráfica de dispersión en EXCEL
Fuente: Elaboración propia.    
La gráfica de dispersión nos sugiere que existe una relación lineal entre 
la variable independiente edad y la variable dependiente talla (figura 9).
Figura 9. Gráfica de dispersión de los datos de la Tabla 4 
Fuente: Elaboración propia.
Ahora se procede a encontrar la ecuación estimada de regresión y a ha-
cer el análisis de ésta con respecto a los datos por medio de la instrucción 
Regresión del menú de Análisis de datos (figura 10).
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Figura 10. Instrucciones para el análisis de regresión en Excel
Fuente: Elaboración propia.
Luego se ingresan los rangos de las variables y se fija el nivel de confianza 
para el intervalo estimado de los parámetros α y β (figura 11).
Figura 11. Cuadro de diálogo para el análisis de regresión en EXCEL
Fuente: Elaboración propia.  
Las opciones de residuales y gráfico de probabilidad se estudiarán en el 
siguiente capítulo.
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Los resultados que arroja el programa son los siguientes:
Tabla 5. Estadísticos de la regresión lineal con Excel
Estadísticas de la regresión
Coeficiente de correlación múltiple 0,986569761









Promedio de los cuadrados F Valor crítico de F
3348,470355 948,5088339 5,44709 E-22
3,530246884
Fuente: Elaboración propia.
Tabla 6. Regresores estimados de la ecuación lineal
 Coeficientes Error típico Estadístico t Probabilidad Inferior 95% Superior 95%
Intercepción 65,1586551 0,807551362 80,68670075 9,6913E-33 63,49870952 66,8186007
Variable X 1 0,676899136 0,021978764 30,79787061 5,44709E-22 0,63172114 0,72207713
Fuente: Elaboración propia.
De la información obtenida se deduce:
La ecuación estimada de regresión ŷ = 65,159 + 0,6769 x
R2= 0,973319893, es decir que la ecuación tiene un muy buen ajuste 
pues explica la variación de y en un 97,33%
El estadístico de prueba t= 30,798 para el estimado de la pendiente de la 
recta es mayor que el valor de t
α/2 
con α=0.005 con n-2= 26 grados de liber-
tad t =2,779. Por eso se rechaza H0 y se dice que la relación es significativa; 
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además, esto se observa en el valor de probabilidad que aparece en la celda 
del lado derecho del estadístico (en la hoja de Excel) que es un valor prácti-
camente igual a cero. Lo mismo sucede con el estadístico F.
Finalmente, aparecen los intervalos de confianza del 95% de los pará-
metros del modelo de regresión lineal α y β.
β = 0,6769 ± 0,045177995
α = 65,159±1,65994558 
Para hacer la gráfica de la ecuación de regresión se seleccionan los pun-
tos que corresponden a los datos en la gráfica de dispersión y se hace clic 
derecho sobre alguno de ellos. Luego aparece un cuadro de diálogo en el 
cual se selecciona la opción Línea de tendencia, una vez allí se escoge la 
opción lineal y se elige la posibilidad de que aparezca la ecuación y el valor 
de r2 en el gráfico (figura 12).
Figura 12. Gráfica de la ecuación de regresión con Excel
Fuente: Elaboración propia.
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6. Análisis de residuales
Como se explicó anteriormente, el residual en la observación i-ésima es 
la diferencia entre el valor observado de la variable independiente (yi) y el 
valor estimado de esa variable (ŷi). En otras palabras, el i-ésimo residual es 
el error debido al uso de la ecuación de regresión para predecir el valor de 
yi. Un análisis de esos residuales ayudará a determinar si son adecuados los 
supuestos que se hicieron sobre el modelo de regresión; de hecho, ofrecen la 
mejor información con respecto a ϵ (Anderson, Sweeney y Williams, 2001).
Recuérdese que los supuestos sobre el modelo de regresión forman la 
base teórica de las pruebas t y F que se usan para determinar si la relación 
entre las variables es significativa y para los estimados de los intervalos de 
confianza y predicción que se describieron en el capítulo 3. Si hay duda 
acerca de esos supuestos sobre el término de error, podrían no ser válidas 
las pruebas de hipótesis acerca de la significancia estadística de la relación 
de regresión y de la estimación de intervalos.
El análisis de residuales se basa en el examen de varias gráficas, a saber:
• Gráfica de los residuales en función de la variable independiente
• Gráfica de residuales estandarizados
• Gráfica de probabilidad normal
Gráfica de residuales en función de x
Ésta es una gráfica en la que los valores de la variable independiente se repre-
sentan en el eje horizontal y los valores de los residuales correspondientes, 
en el eje vertical. Se grafica un punto para cada residual.
También es usual presentar la gráfica de residuales con respecto a los 
valores de la variable dependiente (ŷi) estimados por la ecuación. Para la 
regresión lineal simple, la gráfica de residuales en función de x y la de resi-
duales en función de ŷ muestran la misma información; mientras que, para 
la regresión lineal múltiple, la gráfica de residuales en función de ŷ se usa 
con más frecuencia, porque se maneja más de una variable independiente. 
(Anderson, Sweeney y Williams, 2001).
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La figura 13 muestra los residuales de los datos del ejemplo de la talla y 
la edad de niños de la localidad Ciudad Bolívar (Bogotá).
Figura 13. Gráfica de residuales de la relación edad y talla de los niños
Antes de interpretar los resultados de esta gráfica analicemos algunos 
patrones que se pueden presentar en cualquier gráfica de este tipo.
Figura 14. Posibles patrones de distribución de los residuales
 
Fuente: Lopera, 2002.
En la figura 14 se observan cuatro posibles resultados para la gráfica de 
residuales. Si es cierta la hipótesis de que la varianza de ϵ es igual para todos 
los valores de x y si el modelo de regresión lineal es una representación 
adecuada de la relación entre las variables, entonces, la gráfica debe mostrar 
un patrón muy similar a una franja horizontal de puntos (figura 14a). Ahora 
bien, si la varianza de ϵ no es constante —por ejemplo, si la varianza aumenta 
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conforme aumenta el valor de la variable independiente— se puede observar 
un patrón como el de la figura 14b. Sin embargo, no es la única forma en 
que se puede dar que la varianza de ϵ no sea constante como en la figura 
14c. Otra posibilidad es la de la figura 14d, en este caso se concluiría que el 
modelo lineal no representa adecuadamente la relación entre las variables y 
entonces se pensaría en modelos curvilíneos o de regresión múltiple.
Volviendo nuevamente a la gráfica de residuales de la relación edad y talla 
de los niños, se observa una distribución parecida a una franja horizontal. 
Por lo tanto, se concluye que la gráfica no muestra evidencia que justifique 
una duda sobre el supuesto de que la varianza de ϵ es constante.
Gráfica de residuales estandarizados
La mayoría de las gráficas de residuales que se obtienen con el uso de pro-
gramas estadísticos u hojas de cálculo muestran una versión estandarizada 
de los residuales. Estandarizar una variable aleatoria significa restarle su 
media y dividir el resultado entre su desviación estándar. Como sabemos, 
el promedio de los residuales es cero debido al método de los mínimos cua-
drados. Por tanto, para obtener un residual estandarizado basta con dividir 
el residual entre su desviación estándar.
Estimado de la desviación estándar del i-ésimo residual
El estimado de la desviación estándar del residual i depende del error estándar 
del estimado s y el valor correspondiente de la variable independiente xi, así:




(xi - x̅)2 
∑ (xi - x̅)2
La cantidad hi es conocida como influencia de la observación i (Devore, 
2005).
Una vez calculada la desviación estándar de cada residual, se procede a 
calcular el residual estandarizado.





yi - ŷi 
sei
La tabla 5 muestra los residuales y los residuales estandarizados del estudio 
de edad y talla de los niños. Estos datos se obtuvieron mediante el análisis de 
regresión con la hoja de cálculo Excel®.
Posteriormente se grafican estos residuales estandarizados con respecto 
a los valores de x. 
La gráfica de residuales estandarizados nos brinda información acerca de 
la hipótesis de que el término de error tiene distribución normal. Si es cierta la 
hipótesis, cabe esperar que, aproximadamente, el 95% de los residuales estan-
darizados estén entre –2 y 2. Observando la gráfica de residuales (figura 15) 
notamos que solo dos de los residuales están fuera del intervalo mencionado.
Tabla 5. Residuales y residuales estandarizados para el ejemplo 
de edad y talla de los niños
Edad Talla Residuos Residuos estándares
xi yi yi - ŷi ezi
6 65,0 -4,22004992 -2,288812715
8 72,3 1,67615181 0,909088195
10 78,0 6,07235353 3,293439707
12 71,4 -1,86477807 -1,011392718
14 72,1 -2,55524301 -1,385877609
16 74,7 -1,31535707 -0,713405303
18 77,8 0,46966044 0,254727981
20 78,0 -0,70080449 -0,380092716
22 81,9 1,85527819 1,006240301
24 81,5 0,11198184 0,060735175
26 82,8 0,01488402 0,008072592
28 85,5 1,39979699 0,759202666
30 85,6 0,11966493 0,064902221
32 85,7 -1,11276079 -0,603523916
34 87,5 -0,71418959 -0,38735234
36 89,6 0,09448137 0,051243508
Continúa
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38 90,7 -0,16586901 -0,089961754
40 94,9 2,63287945 1,427984994
42 93,7 0,12119656 0,065732927
44 95,3 0,36800188 0,199591807
46 96,4 0,05470927 0,029672463
48 97,1 -0,51602986 -0,279877185
50 99,1 0,11046216 0,059910951
52 99,7 -0,61137844 -0,33159104
54 100,7 -1,06011357 -0,574969835
56 101,6 -1,51320817 -0,820713062
58 103,9 -0,5383172 -0,291965087
60 107,6 1,78659673 0,968989794
Fuente: Elaboración propia.
Puesto que se está trabajando con 28 observaciones, decir que dos de ellas 
están fuera del intervalo de dos desviaciones estándar implica que aproxi-
madamente el 95% de los datos está dentro del intervalo y no habría razón 
suficiente para dudar de que el término de error tenga distribución normal.
Figura 15. Gráfica de residuales estandarizados para el ejemplo 
de edad y talla de los niños
Fuente: Elaboración propia.
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Gráfica de probabilidad normal
Se necesita a nivel documentativo señalar la tendencia de la probabilidad 
normal tal como se visualiza en el figura 16, para lo cual es necesario 
utilizar el análisis de regresión realizado con Excel, parametrizando que 
la construcción de esta gráfica requiere considerar los siguientes pasos:
1. Ordenar los n residuos de menor a mayor.
2. Estimar el porcentaje empírico de residuos menor que el residuo espe-
cífico que se está considerando así:
Pe = 
i - 0.5 
n
Donde i: es el número de orden de cada dato.
n: es el total de datos.
3. Calcular el porcentaje teórico de residuos menor que el residuo específico 
usando la tabla de distribución normal (tabla 1 del Apéndice), es decir:
F(residuo) = P(Z<residuo estándar)
4. Grafique la pareja (F(residuo),Pe)
Si los puntos parecen ajustarse a una línea recta (de la forma y = x), indi-
caría que los datos provienen de una distribución normal, pero hay que tener 
en cuenta que, en algunos casos, aunque los puntos se ajusten a una línea 
recta puede que los datos no sean generados por una distribución normal, 
por ello, es recomendable siempre utilizar como métodos de referencia y 
validación las pruebas de Shapiro-Wilks y Kolmogorov Smirnov (Muñoz 
R., 2006).
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Figura 16. Gráfica de probabilidad normal del ejemplo de edad y talla de los niños
Fuente: Elaboración propia.
Detección de valores atípicos
Un dato atípico (outlier) es un registro mayor o menor de lo esperado que se 
detecta por tener un residuo que es un valor “inusual”, muy grande o muy 
pequeño en relación con la distribución asociada a los residuos. 
Dado que los residuos estandarizados e
zi
 son una muestra aleatoria de una 
distribución normal con media cero y desviación estándar uno, N(0,1), se 
verifica que aproximadamente un 68% de los e
zi
 deben estar entre -1 y1, y 
alrededor del 95% entre -2 y 2 y prácticamente todos entre -3 y 3. Por ello, 
un residuo estandarizado que diste más de 3 o 4 unidades del 0 corresponde, 
potencialmente, con una observación atípica (Vilar, 2006).
Los valores atípicos representan observaciones de alguna manera sos-
pechosas y que requieren de un examen cuidadoso. Pueden representar 
datos erróneos; en este caso se deben corregir los datos. Pueden evidenciar 
una violación de los supuestos del modelo; de ser así, se debe buscar otro 
modelo. También, pueden ser valores poco usuales que han sucedido por 
casualidad y se deben conservar (Anderson, Sweeney y Williams, 2001).
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Esta última situación que se menciona, se evidencia en la tabla 5 en 
ejemplo de la relación edad y talla de los niños que fueron objeto de estudio 
en la investigación de Ducuara. Allí podemos encontrar que para la tercera 
observación se tiene un residual estandarizado mayor a 3, pero, al no haber 
error en la medición, el dato debe conservarse.
Detección de observaciones influyentes
Existen situaciones en las cuales una o más observaciones tienen una gran 
influencia sobre los resultados obtenidos. Una observación es influyente 
si tiene un impacto notable sobre los coeficientes de regresión ajustados 
porque “jalan” al modelo en su dirección. Se caracterizan por tener un 
valor moderadamente inusual tanto en las predictoras como en la respuesta 
(Lopera, 2002).
La siguiente tabla muestra el porcentaje de niños entre 5 y 10 años que 
presentan desnutrición en un estudio realizado en México (Instituto Nacional 
de Salud Pública, 2006).
Tabla 6. Porcentaje de niños en estado de desnutrición
Masculino
Edad en años Muestra número Número (miles)
Expansión
% IC95%
5 988 1 117.9 15.3 (11.2, 20.53)
6 961 1 037.6 11.9 (9.02, 15.62)
7 1001 1 014.5 9.0 (6.65, 12.05)
8 1099 1 075.1 8.0 (5.91, 10.79)
9 1170 1 200.3 7.6 (5.53, 10.32)
10 1194 1 268.6 10.9 (8.38, 14.1)
Fuente: Instituto Nacional de Salud Pública.
La gráfica de dispersión y de la línea estimada de regresión para estos 
datos aparece en la figura 17.
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Figura 17. Gráfica de la ecuación de regresión para el ejemplo de los niños en México
Fuente: Elaboración propia.
Se observa que el coeficiente de determinación es bajo (43,78%) debido 
a la última observación. Si este valor se elimina, obtendríamos una ecuación 
de regresión más ajustada (figura 18).
Figura 18. Gráfica de regresión sin la observación influyente
Fuente: Elaboración propia.
Como se pudo notar, las observaciones influyentes tienen un efecto grande 
sobre la ecuación de regresión. Si la observación influyente es válida y no 
un error en el registro, como en este caso; entonces es necesario replantear 
el modelo y no usar la regresión lineal.
Diego Fernando Cardona Madariaga, Javier Leonardo González Rodríguez, Miller Rivera Lozano, Edwin Cárdenas Vallejo
48
7. Conclusiones
El análisis de regresión es una técnica estadística empleada para el estudio de 
la relación entre variables determinísticas o aleatorias que provienen de un 
proceso investigativo, el caso más sencillo de estudio se conoce como modelo 
de regresión lineal simple, caracterizado porque solo hay dos variables, una 
independiente y una dependiente, y la gráfica de dispersión muestra que se 
relacionan por medio de una recta, cuya ecuación es y = a + bx.
El modelo utilizado es y = α + βx + ϵ que corresponde a la recta que 
representa el comportamiento de la población. Por medio del método de 
mínimos cuadrados se llega al valor medio del modelo E(y) o ecuación 
estimada de regresión ŷ = a + bx a partir de la muestra.
Una vez obtenida la ecuación se debe determinar la medida de la bon-
dad de ajuste y la fuerza de esa relación por medio de los coeficientes de 
determinación y correlación. Verificado lo anterior, se comprueba si la 
relación es estadísticamente significativa por medio de las pruebas t y F 
y se validan los supuestos del modelo con respecto al término de error ϵ 
haciendo un análisis de residuales.
Cuando se tiene certeza de la pertinencia y validez de la ecuación, el 
investigador puede hacer uso de ella para hacer predicciones y estimaciones. 
Sin embargo, solo puede hacerlas utilizando valores dentro del rango de los 
datos observados.
Para hacer predicciones fuera del rango, el investigador o experto debe 
tener la seguridad de que, fuera del intervalo, la tendencia o relación entre 
los datos se mantiene. Esta técnica, en ningún caso, determina una relación 
causa-efecto entre las variables, por muy bueno que sea el ajuste de la recta 
con respecto a las observaciones.
Cuando los datos son muy grandes o se incurre en demasiada demora 
en su manejo, es preciso utilizar las hojas de cálculo o los programas es-
tadísticos, para asegurar así efectividad, oportunidad y trasparencia en la 
interpretación y el análisis de los resultados.
En la práctica, es poco común encontrar dos variables que se relacio-
nen efectivamente en forma lineal. De hecho, el investigador en ocasiones 
recurre a hacer transformaciones en los datos para que la relación resulte 
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lineal. Por tal motivo, si se encuentran observaciones atípicas o influyentes 
que no puedan obviarse y la recta de regresión no explica de manera ade-
cuada la variación en y de acuerdo con los incrementos en x será necesario 
abandonar este modelo y pensar en uno no lineal.
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Apéndice
Tabla 1. Distribución normal estandarizada
Z 0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09
-3,0 0,0013 0,0013 0,0013 0,0012 0,0012 0,0011 0,0011 0,0011 0,0010 0,0010
-2,9 0,0019 0,0018 0,0018 0,0017 0,0016 0,0016 0,0015 0,0015 0,0014 0,0014
-2,8 0,0026 0,0025 0,0024 0,0023 0,0023 0,0022 0,0021 0,0021 0,0020 0,0019
-2,7 0,0035 0,0034 0,0033 0,0032 0,0031 0,0030 0,0029 0,0028 0,0027 0,0026
-2,6 0,0047 0,0045 0,0044 0,0043 0,0041 0,0040 0,0039 0,0038 0,0037 0,0036
-2,5 0,0062 0,0060 0,0059 0,0057 0,0055 0,0054 0,0052 0,0051 0,0049 0,0048
-2,4 0,0082 0,0080 0,0078 0,0075 0,0073 0,0071 0,0069 0,0068 0,0066 0,0064
-2,3 0,0107 0,0104 0,0102 0,0099 0,0096 0,0094 0,0091 0,0089 0,0087 0,0084
-2,2 0,0139 0,0136 0,0132 0,0129 0,0125 0,0122 0,0119 0,0116 0,0113 0,0110
-2,1 0,0179 0,0174 0,0170 0,0166 0,0160 0,0158 0,0154 0,0150 0,0146 0,0143
-2,0 0,0228 0,0222 0,0217 0,0212 0,0207 0,0202 0,0197 0,0192 0,0188 0,0183
-1,9 0,0287 0,0281 0,0274 0,0268 0,0262 0,0256 0,0250 0,0244 0,0239 0,0233
-1,8 0,0359 0,0351 0,0344 0,0336 0,0329 0,0322 0,0314 0,0307 0,0301 0,0294
-1,7 0,0446 0,0436 0,0427 0,0418 0,0409 0,0401 0,0392 0,0384 0,0375 0,0367
-1,6 0,0548 0,0537 0,0526 0,5160 0,0505 0,0495 0,0485 0,0475 0,0465 0,0455
-1,5 0,0668 0,0655 0,0643 0,0630 0,0618 0,0606 0,0594 0,0582 0,0571 0,0559
-1,4 0,0808 0,0793 0,0778 0,0764 0,0749 0,0735 0,0721 0,0708 0,0694 0,0681
-1,3 0,0968 0,0951 0,0934 0,0918 0,0901 0,0855 0,0869 0,0853 0,0838 0,0823
-1,2 0,1151 0,1131 0,1112 0,1093 0,1075 0,1056 0,1038 0,1020 0,1003 0,0985
-1,1 0,1357 0,1335 0,1314 0,1292 0,1271 0,1251 0,1230 0,1210 0,1190 0,1170
-1,0 0,1587 0,1562 0,1539 0,1515 0,1492 0,1469 0,1446 0,1423 0,1401 0,1379
-0,9 0,1841 0,1814 0,1788 0,1762 0,1736 0,1711 0,1685 0,1660 0,1631 0,1611
-0,8 0,2119 0,2090 0,2061 0,2033 0,2005 0,1977 0,1949 0,1922 0,1894 0,1867
-0,7 0,2420 0,2389 0,2358 0,2327 0,2296 0,2266 0,2236 0,2206 0,2177 0,2148
-0,6 0,2743 0,2709 0,2676 0,2643 0,2611 0,2578 0,2546 0,2514 0,2483 0,2451
-0,5 0,3085 0,3050 0,3015 0,2981 0,2946 0,2912 0,2877 0,2843 0,2810 0,2776
Continúa
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-0,4 0,3446 0,3409 0,3372 0,3336 0,3300 0,3264 0,3228 0,3192 0,3156 0,3121
-0,3 0,3821 0,3783 0,3745 0,3707 0,3669 0,3632 0,3594 0,3557 0,3520 0,3483
-0,2 0,4207 0,4168 0,4129 0,4090 0,4052 0,4013 0,3974 0,3936 0,3897 0,3859
-0,1 0,4602 0,4562 0,4522 0,4483 0,4443 0,4404 0,4364 0,4325 0,4286 0,4247
0,0 0,5000 0,4960 0,4920 0,4880 0,4840 0,4801 0,4761 0,7210 0,4681 0,4641
Z 0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09
0,0 0,5000 0,5040 0,5080 0,5120 0,5160 0,5199 0,5239 0,5279 0,5319 0,5359
0,1 0,5398 0,5438 0,5478 0,5517 0,5557 0,5596 0,5636 0,5675 0,5714 0,5753
0,2 0,5793 0,5832 0,5871 0,5910 0,5948 0,5987 0,6026 0,6064 0,6103 0,6141
0,3 0,6179 0,6217 0,6255 0,6293 0,6331 0,6368 0,6406 0,6443 0,6480 0,6517
0,4 0,6554 0,6591 0,6628 0,6664 0,6700 0,6736 0,6772 0,6808 0,6844 0,6879
0,5 0,6915 0,6950 0,6985 0,7019 0,7054 0,7088 0,7123 0,7157 0,7190 0,7224
0,6 0,7257 0,7291 0,7324 0,7357 0,7389 0,7422 0,7454 0,7486 0,7517 0,7549
0,7 0,7580 0,7611 0,7642 0,7673 0,7704 0,7734 0,7764 0,7794 0,7823 0,7852
0,8 0,7881 0,7910 0,7939 0,7967 0,7995 0,8023 0,8051 0,8078 0,8106 0,8133
0,9 0,8159 0,8186 0,8212 0,8238 0,8264 0,8289 0,8315 0,8340 0,8365 0,8389
1,0 0,8413 0,8438 0,8461 0,8485 0,8508 0,8531 0,8554 0,8577 0,8599 0,8621
1,1 0,8643 0,8665 0,8686 0,8708 0,8729 0,8749 0,8770 0,8790 0,8810 0,8830
1,2 0,8849 0,8869 0,8888 0,8907 0,8925 0,8944 0,8962 0,8980 0,8997 0,9015
1,3 0,9032 0,9049 0,9066 0,9082 0,9099 0,9115 0,9131 0,9147 0,9162 0,9177
1,4 0,9192 0,9207 0,9222 0,9236 0,9251 0,9265 0,9279 0,9292 0,9306 0,9319
1,5 0,9332 0,9345 0,9357 0,9370 0,9382 0,9394 0,9406 0,9418 0,9429 0,9441
1,6 0,9452 0,9463 0,9474 0,9484 0,9495 0,9505 0,9515 0,9525 0,9535 0,9545
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1,7 0,9554 0,9564 0,9573 0,9582 0,9591 0,9599 0,9608 0,9616 0,9625 0,9633
1,8 0,9641 0,9649 0,9656 0,9664 0,9671 0,9678 0,9686 0,9693 0,9699 0,9706
1,9 0,9713 0,9719 0,9726 0,9732 0,9738 0,9744 0,9750 0,9756 0,9761 0,9767
2,0 0,9772 0,9778 0,9783 0,9788 0,9793 0,9798 0,9803 0,9808 0,9812 0,9817
2,1 0,9821 0,9826 0,9830 0,9834 0,9838 0,9842 0,9846 0,9850 0,9854 0,9857
2,2 0,9861 0,9864 0,9868 0,9871 0,9875 0,9878 0,9881 0,9884 0,9887 0,9890
2,3 0,9893 0,9896 0,9898 0,9901 0,9904 0,9906 0,9909 0,9911 0,9913 0,9916
2,4 0,9918 0,9920 0,9922 0,9925 0,9927 0,9929 0,9931 0,9932 0,9934 0,9936
2,5 0,9938 0,9940 0,9941 0,9943 0,9945 0,9946 0,9948 0,9949 0,9951 0,9952
2,6 0,9953 0,9955 0,9956 0,9957 0,9959 0,9960 0,9961 0,9962 0,9963 0,9964
2,7 0,9965 0,9966 0,9967 0,9968 0,9969 0,9970 0,9971 0,9972 0,9973 0,9974
2,8 0,9974 0,9975 0,9976 0,9977 0,9977 0,9978 0,9979 0,9979 0,9980 0,9981
2,9 0,9981 0,9982 0,9982 0,9983 0,9984 0,9984 0,9985 0,9985 0,9986 0,9986
3,0 0,9987 0,9987 0,9988 0,9988 0,9989 0,9989 0,9989 0,9989 0,9990 0,9990
 Fuente: ebookbrowse, 2012. 
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Tabla 2. Distribución t
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