Abstract-Differential phase-contrast computed tomography (DPC-CT) is a powerful analysis tool for soft-tissue and lowatomic-number samples. Limited by the implementation conditions, DPC-CT with incomplete projections happens quite often. Conventional reconstruction algorithms face difficulty when given incomplete data. They usually involve complicated parameter selection operations, which are also sensitive to noise and are time-consuming. In this paper, we report a new deep learning reconstruction framework for incomplete data DPC-CT. It involves the tight coupling of the deep learning neural network and DPC-CT reconstruction algorithm in the domain of DPC projection sinograms. The estimated result is not an artifact caused by the incomplete data, but a complete phasecontrast projection sinogram. After training, this framework is determined and can be used to reconstruct the final DPC-CT images for a given incomplete projection sinogram. Taking the sparse-view, limited-view and missing-view DPC-CT as examples, this framework is validated and demonstrated with synthetic and experimental data sets. Compared with other methods, our framework can achieve the best imaging quality at a faster speed and with fewer parameters. This work supports the application of the state-of-the-art deep learning theory in the field of DPC-CT.
A Deep Learning Reconstruction Framework for
Differential Phase-Contrast Computed Tomography With Incomplete Data such as medicine, materials science and biology as a powerful analysis tool. It generally works well when applied to strong absorption objects such as bones, castings and metal alloys. However, the imaging contrast becomes poor when it encounters weak absorption samples such as soft-tissue, carbon/carbon composites and insects. In contrast, the phase shift yields much better imaging contrast for this kind of sample [1] - [16] . Several phasecontrast CT (PC-CT) techniques have been implemented over the decades and the reported preliminary experimental results have demonstrated their potential to obtain soft-tissue contrast significantly higher than the absorption contrast CT [17] - [23] . Differential PC-CT (DPC-CT) with a Talbot grating interferometer has attracted much more interest since it does not rely on highly brilliant and coherent X-ray sources.
Image reconstruction plays an important role in the development of DPC-CT. The Filtered back-projection (FBP) algorithm with an imaginary Hilbert filter is generally preferred since it maintains a good balance between reconstruction speed and image quality when applied to complete data. However, limited by the implementation conditions or to reduce the dose, DPC-CT with incomplete projections occurs quite frequently. The corresponding FBP reconstruction will have very visible artifacts and noise.
DPC-CT reconstruction with incomplete data has attracted increasing interest. Deriving a maximum likelihood (ML) reconstruction algorithm with regularization for DPC imaging [24] , Thomas et al used spherically symmetric basis functions and differential footprints in the forward and backprojection steps to avoid the need for numerical differentiation. Their results showed that the sparsely sampled data could be handled efficiently. Based on a novel spline-based discretization of the forward model, Masih et al developed an iterative reconstruction method for DPC-CT with fewer angular views [25] , and the results suggested that their method reduced the number of required views by a factor of four. Fu et al developed an algebraic iteration reconstruction technique [26] , [27] for incomplete data DPC-CT. By minimizing the image total variation, their work permitted accurate tomographic imaging with less data. Hahn et al presented a statistical iterative reconstruction algorithm utilizing the maximum-a-posteriori principle and integrating the statistical properties of the raw data as well as information of dense objects gained from the absorption signal [28] . These reconstruction techniques could be better than FBP, but they still have some limitations such as the expensive time consumption for the successive iterative steps and the complicated parameter selection.
Deep learning (DL) has become increasingly popular. It has led to a series of breakthroughs for image classification [29] , [30] and segmentation [31] and has also demonstrated impressive results on signal denoising [32] and artifact reduction [33] , [34] . Recently, DL was applied to absorption contrast CT. These applications can be grouped into two categories. The first one is based on image post-processing. It works in the domain of CT images. A method presented by Cierniak combined the Hopfield-type neural network with the CT back-projection operation to solve the image deblurring problem [35] . This approach simplified parameters by fixing them in the back-projection and degenerated the reconstruction to an image-based filtering approach. Based on a persistent homology analysis, Han et al developed a deep learning residual architecture [36] for sparse-view CT reconstruction. The input of this architecture was the initial corrupted reconstruction image from FBP or other algorithms. It first estimated topologically the simpler streaking artifacts from the input image and then subtracted the estimated result from the input image to obtain an artifact-free image. Using multiscale wavelets, they extended their work to limited-angle CT reconstruction [37] . Jin et al also proposed a deep convolutional neural network (CNN) [38] for inverse problems in imaging. However, the estimated result was the final CT image rather than the artifacts. With dilated convolutions, Pelt et al introduced an architecture [39] to capture features at different scales and densely connect them. Their method was also independent of CT reconstruction, but was able to achieve accurate results with fewer parameters, which reduced the overfitting risk. Zhang et al adopted [40] DenseNet [41] and deconvolution [42] to remove streaking artifacts from sparseview CT images. This kind of approach is independent of CT reconstruction and works indirectly.
The second group works in the domain of CT projection sinograms and belongs to image pre-processing. Lee et al developed a CNN interpolation method [43] to estimate the missing data in the sinogram of sparse-view CT. Their result was better than that of the conventional linear interpolation methods. With U-Net [31] and the residual learning theory [44] , their extended work [45] outperformed the existing interpolation methods and the iterative image reconstruction approaches. A Fully convolutional network and wavelet transform were also employed to restore high quality images for sparsely sampled CT in two domains [46] . It worked well, but involved too many parameters and was time-consuming.
There is currently a scarcity of research on applying DL to DPC-CT reconstruction, and there remains an important need to develop the relative techniques. In this paper, we report a deep learning reconstruction framework for DPC-CT with incomplete projections. Different from the above mentioned post-processing attenuation CT methods, our framework involves the tight coupling of DL and FBP algorithm in the DPC projection sinogram domain. Within this framework, the estimated result is the complete DPC projection sinogram rather than the DPC-CT image or the artifact. The learning errors on sinograms will be compensated for by the following FBP reconstruction step in this framework. Therefore, this framework has the potential to provide better CT images. Different from the pre-processing methods, instead of using linear interpolation U-net to correct an incomplete sinogram, our framework adopts a forward projection step and a dense connection net to do so. Extracting the multi-scale features and reusing them, this framework runs faster with fewer parameters. When training, this framework first obtains the forward projections from the initial reconstruction by applying FBP to the original incomplete projection sinogram. Taking the complete projection sinogram as a target, they are then fed into the neural network to optimize the net parameters by deep learning. After training, this framework is determined and can reconstruct the final DPC-CT image for a given incomplete phase-contrast projection sinogram. Fig.1 shows the proposed deep learning reconstruction framework for DPC-CT with incomplete projections. It is based on FBP and a DL neural network and called DLFBP. This framework consists of five parts: i) the initial FBP reconstruction with the original incomplete DPC sinogram, ii) the forward projection operator which is applied to the initial reconstructed image to obtain the sinogram, iii) the differential operation to obtain the corrupted DPC sinogram, iv) a neural network used to execute deep learning and v) the final FBP reconstruction with the complete DPC sinogram outputted from iv).
II. METHODS

A. Framework Overview
Eqs.
(1) and (2) are the well-known fan beam FBP algorithm which is adopted to reconstruct the DPC-CT image in this article. In these equations, δ (x, y) represents the DPC-CT image, U the geometrical weight factor, α θ (s) the DPC sinogram, s the index of projection, h the Hilbert filter, v the frequency and θ the rotation angle.
Eq. (3) is the forward projection operator. In this equation, P (s, θ) represents the forward projection sinogram, δ (x, y) the initial reconstructed DPC-CT image and l the forward projection path.
Eq.(4) is the three-point differential operation. The DPC projection α θ (s) is obtained by applying this operation to the forward projection sinogram P.
Eq. (5) formulates the deep learning neural network. The corrupted DPC sinogram α is fed into the neural network N, and then a complete DPC sinogramα is obtained. Finally, the FBP in Eqs. (1) and (2) is applied again toα to reconstruct the final DPC-CT image.α
B. Neural Network
As shown in Fig.1 , the presented DL neural network is an encoder-decoder system. Initialization, indicated by the red dashed rectangle, is the first step. The subsequent four series convolutional multi-scale feature extractions, indicated by the four gray dashed rectangles, act as the encoders. The Four series of high resolution recoveries, indicated by the four green dashed rectangles, act as the decoders. The next dimension squeeze, indicated by the red solid rectangle, yields a 2D image by flattening the 3D matrix of the correction values vertically. The last step is the image synthesis by adding the 2D image to the original DPC-CT sinograms. In contrast tp the conventional neural network methods, this framework adopts a forward projection step, a new down sampling technique and a dense connection net (DCNet)in the encoders to extract the multi-scale features and reuse them during learning. They help to achieve the best image quality and accelerate learning with less parameters.
1) Initialization:
The initialization provides a group of feature images from the fed corrupted DPC sinogram for the following encoders. As shown in Fig.2 , this is implemented with two layers of spatial filtering. Spatial filtering is a convolution operation and is used to obtain the features in the corrupted DPC sinograms. The size of the convolution filters will affect the feature extraction. The larger they are, the wider the receptive field will be. However, this involves more learning parameters and may lead to overfitting. Actually the multiple layers of the convolution filters with a smaller size can provide the same wide receptive field with fewer parameters. Therefore, in this framework, convolution filters with a size of 3 × 3 are adopted to extract the features. The well-known rectified linear units (ReLU) [47] and batch normalization (BN) [48] techniques are embedded into the implementation to intensify the network and accelerate the learning. The stride is set to 1 to maintain the image size before and after the convolution.
2) Encoders: The encoders extract the multi-scale features. Encoding is implemented with down sampling and spatial filtering. The down sampling reduces the size of the images and provides multi-scale learning samples with different spatial resolutions. In the conventional DL methods, the down sampling is usually implemented with the maxpooling or mean-pooling operation which zooms out images by simply gridding an image and replacing each cell in the grid with the max or mean value within this cell. However, this max or mean value may not be what we want to obtain since the DPC-CT sinograms contain positive and negative values. This may decrease the learning accuracy and efficiency. Instead, a convolution spatial filter with a size of 3 × 3 and a stride of 2, indicated by the blue solid rectangles in Fig.1 , is used to execute this down sampling. The convolution result between the filter and the grid cell finally replaces this cell. After this convolution, the image size is reduced by half vertically and horizontally. Different from the max-pooling or mean-pooling, the filter coefficients are not constants but the net parameters. They are determined by training the net with the DPC sinograms. Consequently, this process yields better learning results.
To obtain good learning accuracy, conventional encoders usually contain as many layers as possible and each layer consists of as many spatial filters as possible. This situation makes achieving good learning accuracy quite timeconsuming. Recently, Huang et al [49] showed that a few layers make little contributions and can be randomly removed. They also proposed densely connected convolutional networks and demonstrated that they can reduce the numbers of layers and spatial filters and avoid the relearning of the same features at different layers. Inspired by their work, we construct a dense connection net (DCNet) for the multi-scale feature extractions to accelerate the presented framework. As indicated by the lables "DCNet-1", "DCNet-2", "DCNet-3" and "DCNet-4" in Fig.1 , there are four DCNets and each encoder contains one.
As shown in Fig.3 , each DCNet consists of four layers of spatial convolution filters with ReLU and BN. Different from the conventional implementation, each layer gets inputs from all the previous layers, and then passes the outputs to all the subsequent layers. This is actually an implicit deep supervision [50] and makes the network easier to train. Moreover, the number of outputs k from each layer is far less than that of the inputs V . Each layer provides only k new global features. This reduces the redundancy and exploits the potential of neural networks by reusing the features, rather than by building a particularly deep and wide structure. Obviously, doing so not only simplifies the network, but also enables it to run faster with fewer parameters. 3) Decoders: The decoders restore high resolution feature images from the low resolution images generated by the corresponding encoders. One decoder matches one encoder. The presented framework has four decoders in total since four encoders exist within it. This recovery contains three steps. First, indicated by the green solid rectangles in Fig.1 , the deconvolution technique [42] , known as transpose convolution (ConvTranspose), is adopted to recover the high resolution image. After this step, the size of the image doubles vertically and horizontally. Next, indicated by the green-yellow rectangles in Fig.1 , these high resolution feature images are stacked with the outputs of the immediate previous encoders. They have the same height and width. Finally, indicated by the yellow rectangles in Fig.1 , the 3 × 3 spatial filters with ReLU and BN are used to refine the feature details.
The output of the decoders is a three dimensional matrix of the correction values. After the dimensional squeeze is implemented with a 1D convolution vertically, it becomes a 2D matrix and is added back to the original corrupted sinograms. Obviously, this neural network can be reformulated as (6) and is known as residual learning network. The DL operator R obtains the correction values from the corrupted sinogram, rather than restoring the complete sinogram. This can simplify the learning process and accelerate learning.
C. Running Modes
This framework has two running modes. One is the training mode and the other is the working mode. The training mode has the following steps:
1) A set of incomplete DPC sinograms is first matched with the corresponding complete sinograms to generate a set of training data pairs. Each pair contains an incomplete sinogram and a complete sinogram. 2) These data are fed into the framework depicted in Fig.1 one pair at a time and the network parameters are updated iteratively. 3) When all pairs are used once, an outer learning iteration is completed. 4) Steps 2 and 3 are repeated until the learning converges. The procedure for the working mode is much simpler. When an incomplete DPC sinogram is fed into the framework determined by the training mode, the output of the framework is a high quality DPC-CT image.
The output of a neural network cannot be absolutely correct. Even the latest optimization algorithm [51] cannot achieve a learning accuracy of 100%. When DL is directly applied to CT images, the learning error is visualized in the images in the form of stripes, shadows or structural distortion. This is quite easy to observe. However, Eq. (1) indicates that CT image is the weighted sum of the projections in the sinograms. This indicates that the learning error on sinograms can be compensated for by the subsequent CT image reconstruction. The presented framework works only on sinograms and thus has the potential to provide better images. The results in the following Experiments section confirm this analysis.
III. EXPERIMENTS
Sparse-view DPC-CT is a typical case with incomplete data. Taking sparse-view DPC-CT as an application example, this section first validates the presented reconstruction framework with the synthetic and experimental data sets. Then this validity investigation is extended to limited-view and missingview cases to demonstrate this framework.
A. Data Preparation 1) Synthetic:
For the synthetic data set, 500 phantoms are used to obtain the fan beam DPC-CT sinograms with different sampling factors. Each phantom consists of tens of ellipses with random refraction coefficients, sizes, and locations. The sampling factors are set to 1, 4, 6, 8 and 12. They correspond to 720, 180, 120, 90 and 60 views, respectively. Each phantom has a size of 512 × 512 pixels. The fan beam sinograms are generated by using the embedded MATLAB function f anbeam (). The widths of all sinograms are 731 pixels. A sinogram with a sampling factor 1 has a size of 720 × 731 pixels and is treated as a complete one. Other sinograms are incomplete. The sinograms from 400 phantoms are used to train the framework and those from another 100 phantoms are used to test the framework.
Within the framework, for each incomplete sinogram, the initial FBP reconstruction is first executed with Eq. (1) and Eq.(2) to obtain the initial DPC-CT image. Then the forward projection operator in Eq.(3) and the differential operation in Eq.(4) are applied to the initial DPC-CT image to generate the corresponding corrupted DPC-CT sinograms with a size of 720 × 731 pixels. Next the neural network iteratively runs to update the network parameters by comparing between the corrupted and complete DPC-CT sinograms.
This framework involves complicated calculations such as image reconstruction, forward projection and convolution. They may lead to computation errors that cannot be ignored and degrade the training efficiency and accuracy. Therefore, we apply the normalization operation to the inputs and ground truth to avoid this problem. This normalization operation is expressed in Eq. (7) in which I n represents the normalized image, I the raw image, mean() an operator to obtain the mean value and std() an operator to obtain the standard deviation value.
2) Experimental: The experimental data set is generated by applying the forward projection and differential operations to the CT images in the Lymph Nodes CT image database of The Cancer Imaging Achive (TCIA) [52] - [55] since there is currently no open access DPC-CT database. TCIA is a project funded by the Cancer Imaging Program of the National Cancer Institute. This database is open access and convenient for readers to duplicate the work in this paper. It consists of CT images of the mediastina of 90 patients' and the abdomens of 86 patients' abdomen. To maintain the same size for both the synthetic and experimental data sets, 500 CT images from 50 patients who underwent abdominal imaging are randomly selected. Each patient provides 10 images. Four hundred images from 40 of 50 patients are used for training and 100 images from 10 other patients for testing. All the operations maintain the same as those for the synthetic data set. Fig. 4 shows how the training and testing data were prepared.
B. Implementation
This framework is implemented with Python 3.5.2 and Tensorflow 1.8. It runs in an Advantech AIMB-785 workstation with an i7 6700 CPU and an NVIDIA GTX 1080Ti graphics processing unit (GPU) .
The Adam algorithm [56] is used to train the neural network. The mini-batch size is 2. All the models are trained for 100 epochs. Table II lists the output size of each layer in the framework. All the parameters in this neural network are initialized using a Gaussian distribution with a mean value of zero and a standard deviation of 2 n in , in which n in indicates the number of input units in each layer.
Expressed in Eq.(8), the loss function is based on the mean square error (MSE) and the multi-scale structure similarity (MS-SSIM) [57] . The MSE can force the network to learn the difference between pixel values and the MS-SSIM can make it learn the difference between the structures. Here,α denotes the learning result, and α represents the corresponding ground truth. The initial learning rate is set to 1 × 10 −4 , and is gradually decreased to 1 × 10 −5 .
C. Comparison With other methods
One post-processing method, densenet-deconvolution network (DD-Net) [40] , which works in the domain of CT images and two pre-processing methods in the domain of sinograms, namely, deep-neural-network-enabled sinogram synthesis (DNN-SS) [45] and sinogram-normalization interpolation (SN-I) [58] , are implemented to make comparison with the presented framework.
D. Image Evaluation
The feature similarity (FSIM) [59] and the information weighted SSIM (IW-SSIM) [60] are selected to quantitatively evaluate the performance of the framework. Zhang et al compared several evaluation parameters such as FSIM, MS-SSIM, SSIM [61] and the peak signal-to-noise ratio (PSNR), and their results showed that FSIM and IW-SSIM are more accurate than the others [62] . Additionally, a qualitative evaluation is carried out by a visual observation and by using the profiles.
Defined in Eq. (9), the relative improvement ratios (rel I ) for FSIM and IW-SSIM are calculated. Here, M f bp represents the values of FSIM and IW-SSIM for the result from FBP. M represents the values from the other methods.
E. Results
1) Synthetic Data Set:
Figs.5-7 present the results of one of the 100 synthetic testing phantoms with 60 views by several methods. The region indicated with the dashed yellow square in Fig.5 is enlarged and presented in Fig.6 to enable better As expected, severe artifacts exist in the result of FBP and much less in the DLFBP framework, DNN-SS, SN-I and DD-Net. However, for SN-I, the image becomes blurred, indicated by the red arrow in Fig.6 . For DD-Net, the image has double shadows near the edges and some structure also disappears, as indicated by the yellow arrows in Fig.6 . The profiles in Fig.7 show that the pixel values in the image from DD-Net are noticeably lower than the reference. The visualization observation in Fig.5-7 shows that DLFBP and DNN-SS can suppress the artifacts and preserve fine structures. This result is confirmed by the values of FSIM and IW-SSIM listed in Table III . DLFBP and DNN-SS achieve larger values in terms of FSIM and IW-SSIM and perform better than the other methods.
The average FSIM and IW-SSIM values of all 100 synthetic testing phantoms are calculated and listed in Table IV. They again indicate that DLFBP and DNN-SS perform better in any case. The values of DLFBP are slightly larger than those of DNN-SS. The average rel I values of the FSIM and IW-SSIM are also calculated and drawn in Fig.8 (a) and (b) , respectively. Undoubtedly, the same conclusion can be obtained. Additionally, they show an interesting tendency: the average rel I values increase as the number of views decreases. This tendency is actually reasonable since the artifacts in the images of FBP increase drastically with the decrease in the number of views because the corresponding values of M f bp are much lower.
2) Experimental Data Set:
The analysis executed on the synthetic data set is repeated for the experimental data set and the corresponding images and values are presented in Fig.9-12 and Tables V and VI, respectively. The same conclusions as those for the synthetic data set can be obtained. In Fig.10 , the images from SN-I and DD-Net have visible residual artifacts, structure loss and blurring, indicated by the red and yellow arrows. In contrast, these problems do not exist in the images from DLFBP and DNN-SS. This outcome shows that DLFBP and DNN-SS perform better than SN-I and DD-Net. The curves and the values in Fig.11 and 12 and Tables V and VI confirm this conclusion. One can find that the values in Fig. 12 and Tables V and VI are lower than the corresponding values in Fig. 8 and Tables III and IV . This is due to the existence of noise in the experimental data set. 
F. Efficiency
The efficiency of DLFBP and DNN-SS is evaluated with the number of learning parameters in the neural networks and the running time since they perform better than the other methods. The number of learning parameters is obtained by adding one of each layer in the network, which is calculated using Eq.(10). Here, N lp represents the number of learning parameters in each layer, N I the number of input feature images, N O the number of output results, f h the height of the convolutional filter and f w the width of the convolutional filter. The running time is obtained by two time functions embedded in the codes. One records the starting time and the other records the ending time.
With Eq. (10), according to the network architecture shown in Fig. 1 , Table I and II, the presented DLFBP framework has 1.36 million learning parameters. Similarly, there are 37.5 million learning parameters in DNN-SS. This value is 27 times that of DLFBP. Table VII lists the numbers of the learning parameters and the running time. It shows that DLFBP runs faster with fewer parameters than does DNN-SS.
G. Limited-View and Missing-View Cases
Two preliminary experiments on limited-view and missingview cases are executed to demonstrate the presented framework. The used synthetic and experimental data sets keep the same as that of the sparse-view case.
In the limited-view case, the incomplete sinograms contain only the projections within [0 is enlarged and shown in the second row to enable better visual observation. It seems that DLFBP performs well and can suppress the artifacts and while preserving fine structures in the missing-view DPC-CT. The FSIM and IW-SSIM values listed in Table IX indicate that this DLFBP framework is valid for the missing-view DPC-CT. 
A. Influence of the Training Samples
To discuss the influence of the training samples, the above work in the Experiments section is repeated for three cases. In the first case, the framework is trained with different numbers of training samples such as 200, 300, 400 and 500 samples. The same synthetic and experimental data sets are used. The corresponding FSIM and IW-SSIM curves are drawn in Fig.19 . With the increase in the number of training samples from 200 to 500, the FSIM and IW-SSIM values increase gradually. When the number of samples is larger than 300, this growth declines and the values tend to remain unchanged. It seems that this framework converges quickly in this kind of application.
In the second case, cross validation of the experimental data set is executed. The 50 patients mentioned in the Experiments section are divided into 5 groups. Each time, 1 of 5 groups is selected as the testing data and the other 4 groups are selected as the training data. In total, the above work in the Experiments section is repeated 5 times. The corresponding FSIM and IW-SSIM values are presented in Fig.20 . When the number of views remains fixed, the FSIM and IW-SSIM values from different training samples are almost the same. This result shows that the selection of the training samples has no effect on the learning within this framework.
The last case is used to investigate the generalizability of the presented DLFBP framework. In this case, the original sinograms in the training data set have different numbers of sampling views from those in the testing data set. For example, the framework trained with the training data set consisting of sinograms with 180 views is checked with the testing data sets consisting of sinograms with 60, 90 and 120 views, respectively. The corresponding FSIM and IW-SSIM values are listed in Table X .
The values in Table X indicate that the results are the best when the number of sampling views in the testing data sets is the same as that in the training data sets. The values drop considerably when the numbers of sampling views are different, but are still better than those of FBP. This outcome is logical since the artifact features match well when the numbers of sampling views in the training and testing data sets are the same. Additionally, except for the cases with testing data sets consisting of sinograms with 180 views, one can also find that the results of any testing data set are always the second best when the sinograms in the training data set have 60 views. This may be because more artifact features exist in the sinograms with the smallest views. Thus, the framework trained with the sinograms with 60 views is much more powerful. The exception is from another fact that fewer artifacts exist in the CT images reconstructed with the sinograms with 180 views. This actually provides a strategy to determine the number of sampling views in applications.
B. Down Sampling
Considering that there exist values that are lower than zero in DPC-CT sinograms, we replace the conventional maxpooling or mean-pooling operation with a convolution spatial filter with a size of 3 × 3 and a stride of 2 to implement the down sampling in DL. Different from max-pooling or meanpooling, the filter coefficients are not constants but the net parameters. They are determined by training the net with the DPC sinograms. Two groups of experiments are executed to validate this replacement. The corresponding FSIM and IW-SSIM values listed in Table XI confirm that this convolution spatial filter performs slightly better than max-pooling or mean-pooling.
V. CONCLUSION
In this paper, we reported a DLFBP reconstruction framework for DPC-CT with incomplete data and validated it with synthetic and experimental data sets. Different from the postprocessing attenuation CT methods, the framework involves the tight coupling of DL and the FBP algorithm in the DPC projection sinogram domain. The estimated result is the complete DPC projection sinogram rather than the DPC-CT image or the artifacts. The learning errors on the sinograms are compensated for by the subsequent FBP reconstruction step in this framework. Therefore, this framework has the potential to provide better CT images. Different from the preprocessing methods, instead of using a linear interpolation U-net to correct an incomplete sinogram, it adopts a forward projection step and a dense connection net to do so. It can achieve the best imaging quality at a faster speed and with fewer parameters.
The preliminary discussion on the influence of training samples shows that the presented DLFBP framework is quite robust. It is easy to achieve convergence, and this framework is not affected by the selection of the training samples.
Additionally, embedded with DPC-CT reconstruction, this framework naturally encapsulates the physical imaging model of DPC-CT systems and can be extended to deal with other challenges in DPC-CT. It is being explored to process photon starvation and phase wrapping.
It should be also pointed out that FBP is not the only reconstruction technique and learning errors in the sinogram may be a problem with other techniques. In the future many efforts should be paid to update the learning framework and improve the learning accuracy and meanwhile enhance the robustness of reconstruction techniques.
