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Abstract
Demand for efficient representation learning on point clouds is increasing in many
3D computer vision applications. The recent success of convolutional neural net-
works (CNNs) for image analysis suggests the value of adapting insight from CNN
to point clouds. However, unlike images that are Euclidean structured, point clouds
are irregular since each point’s neighbors vary from one to another. Various point
neural networks have been developed using isotropic filters or applying weight-
ing matrices to overcome the structure inconsistency on point clouds. However,
isotropic filters or weighting matrices limit the representation power. In this pa-
per, we propose a permutable anisotropic convolutional operation (PAI-Conv) that
calculates soft-permutation matrices for each point according to a set of evenly dis-
tributed kernel points on a sphere’s surface and performs shared anisotropic filters
as CNN does. PAI-Conv is physically meaningful and can efficiently cooperate
with random point sampling method. Comprehensive experiments demonstrate that
PAI-Conv produces competitive results in classification and semantic segmentation
tasks compared to state-of-the-art methods.
1 Introduction
Point clouds are the simplest shape representation for 3D geometric data and are the raw output of
many 3D acquisition devices, e.g., LiDAR scanners. Feature learning from point clouds is crucial for
many applications, such as 3D object detection [8, 33, 58], 3D object classification and segmentation
[34, 26, 50, 43], 3D shape generation and correspondence [13, 10], and motion estimation of driving
scenes [49]. Inspired by the great success of convolutional neural networks (CNN) in the fields of
natural language processing (1-D), image classification (2-D), and radiographic image analysis (3-D)
where underlying data are Euclidean structured, deep neural networks on point clouds have recently
driven significant interests. Directly applying CNN on point clouds is a challenge since they are
non-Euclidean structured and the number and orientation of each point’s neighbors vary from one to
another. An effective definition of convolutional operation analogous to that on Euclidean structured
data is important for feature learning on point clouds.
Recently, many deep neural networks have been developed to handle point clouds and achieved
promising results. PointNet [34] designed a deep learning framework that operates on each point
individually and aggregates all individual point features to a global signature. However, the local
structure of point clouds is not exploited. DGCNN [50] proposed a neural network module that
explicitly constructs a local graph and learns embeddings for the edges to capture local geometric
structure. However, DGCNN [50] applies isotropic filters over each point’s neighbors, which limits
the representation power compared to CNN.
Several works have introduced anisotropic filters for point cloud processing. PointCNN [26] proposed
to learn an X -transformation from the input points to weight and permutate each point’s neighbors
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into a latent and potentially canonical order. KPConv [43] presented a convolutional operation
that weights each point’s neighbors depending on the Euclidean distances to a set of predefined or
deformable kernel points. Subsequently, these methods apply anisotropic filters on the resampled
neighbors to extract features for point clouds. However, these methods do not explicitly explain why
the transformation learned from the input points or the weighting matrix calculated from the kernel
points can rearrange the irregular point clouds into regular and structured data so that anisotropic
filters are able to take effect.
In this paper, we propose a permutable anisotropic convolutional operator (PAI-Conv) for point
clouds. We generate a set of kernel points that are evenly distributed on the surface of a sphere
using Fibonacci lattice [12] as a reference of the canonical order. For each point, we calculate
the dot product between each point’s neighbors and the kernel points and then apply Sparsemax
activation function [29] to obtain a sparse soft-permutation matrix. No weight is to learn for the
sparse-soft permutation matrix. Mathematically, applying dot product and Sparsemax activation
function resamples and reorders the local neighbors according to the orientations of the kernel points
so that the convolutional neighbors follow the canonical order determined by orientation order of
the kernel points. Then similar to CNN, we apply shared anisotropic filters on the convolutional
neighbors to extract local features on point clouds. PAI-Conv is designed to explicitly resample and
reorder the neighbors and is physically meaningful.
Thanks to its design, PAI-Conv works efficiently with random point sampling method instead of using
other complex sampling approaches, which is efficient and can be applied in large-scale point clouds.
We use PAI-Conv as a basic building module in existing frameworks and achieve state-of-the-art
performance in classification and segmentation on several datasets. The main contributions of this
paper are summarized below:
• We propose a novel convolution operation for representation learning from point clouds,
permutable anisotropic convolution (PAI-Conv), to better capture local geometric features
of 3D shapes.
• PAI-Conv works efficiently with random point sampling method and can be implemented
and integrated into existing pipelines for point cloud processing.
• Extensive experiments show that our model achieves state-of-the-art performance for classi-
fication and segmentation on point clouds.
2 Related work
Graph neural networks Closely related to point clouds, graph data are also irregular but with edge
connections. Graph neural networks are approaches to generalize CNN to irregular graph-structured
data. Spatial-based approaches define graph convolutions based on a node’s spatial relations. DCNN
[2] assumes information is transferred from one node to its neighbors with a certain transition
probability and regards graph convolutions as a diffusion process. GraphSage [15] adopts sampling
to obtain a fixed number of neighbors for each node. GAT [45] adopts attention mechanisms to learn
the relative weights between two connected nodes. MoNet [32] introduces node pseudo-coordinates
to determine the relative position between a node and its neighbors and assigns different weights to
the node’s neighbors. FeaStNet [46] proposed a graph-convolution operator that learns a weighting
matrix dynamically computed from features.
Transformer Transformer models [44] have demonstrated great success across a wide range of
applications, especially for natural language processing (NLP) [11]. In Transformer models for NLP,
a sentence (i.e., a sequence of words) is considered as a fully-connected graph and Transformer can be
considered as one kind of graph neural networks. As shown in Fig. 1, the dot product self-attention is
both used in PAI-Conv and Transformer. Compared to Transformer, PAI-Conv uses local neighboring
position as the query, a set of fixed kernel points as the key, point features as the value, and Sparsemax
as the activation function.
Point neural networks Deep learning on point clouds has drawn great attention recently. PointNet
[34] proposed an efficient architecture that directly applies multi-layer perceptrons (MLP) on each
point. However, PointNet does not capture local structures from point clouds. Many neighboring
feature pooling methods [25, 56, 55] have been presented. PointNet++ [36] proposed to sample
points in a hierarchical fashion. DGCNN [50] proposed a convolutional operation that generates edge
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Figure 1: Architecture comparison to some existing methods.
features to describe the relationships between a point and its neighbors. PointCNN [26] presented a
method to learn an X -transformation as a function of input points. RandLA-Net [16] uses an attention
mechanism to learn local features instead of applying filters for convolutional operation. Besides,
many kernel-based convolutional methods [39, 17, 24, 21, 22, 28] have been proposed. KPConv [43]
proposed a convolution that takes radius neighbors as input and processes them with weights spatially
located by a set of kernel points.
For KPConv [43], instead of calculating a soft-permutation matrix from the kernel points using the
dot product attention, KPConv calculates a weighting matrix using linear correlation with an extra
hyperparameter σ. The hyperparameter σ is difficult to control since the input density may not be
constant and a small variation of σ may significantly affect the weighting matrix. Furthermore, the dot
product in PAI-Conv is more computationally efficient than the linear correlation in KPConv. At last,
different from weighting matrices, PAI-Conv applies Sparsemax to obtain sparse soft-permutation
matrices to explicitly permute each point’s neighbors into canonical order. For PointCNN [26],
instead of using kernel points to determine the canonical order, PointCNN learns transformation
matrices from each point’s neighbors using MLP. The weights of MLP can be considered as learnable
kernel points, where the idea is similar to deformable KPConv [43]. However, it is difficult to stabilize
the learnable kernel points when they are trained along with the whole network. Furthermore, the
learnable matrix is not constrained by any forms to act as a transformation matrix to permute the
point’s neighbors into canonical order.
3 Our approach
Inspired by the conventional convolution on Euclidean structured data, we propose a permutable
anisotropic convolutional operation (PAI-Conv) on point clouds. Instead of directly applying
anisotropic filters on each point’s neighbors, we rearrange each point’s neighbors using a soft
permutation matrix that is calculated based on each point’s neighbors and a set of predefined kernel
points. Then similar to CNN, we apply anisotropic filters to extract features from point clouds.
3.1 Permutable anisotropic convolution
Consider a point cloud P = {p1, . . . ,pN} with per-point features f ∈ RD, where D and N repre-
sents the feature dimension and number of points, respectively. Each point contains 3D coordinates
pi = [xi, yi, zi]
T in the Euclidean space. Point features can include RGB color or intermediate
learned features in a deep neural network. For each point, its neighboring points are gathered by the
simple K-nearest neighbors (KNN) algorithm based on the point-wise Euclidean distances for effi-
ciency. We denote the ith point’s K-nearest neighbors asN i = {pi,pi,1, . . . ,pi,K−1}. PAI-Conv is
as defined follows.
Soft-permutaton matrix We generate a set of kernel points by mapping the Fibonacci lattice [12]
onto the surface of a sphere via equal-area projection so that the kernel points are evenly distributed
on a sphere, denoted as K = {k0,k1, . . . ,kL−1}, where k0 = [0, 0, 0]T is at the origin and L is
the number of kernel points. For the ith point, we obtain the local neighboring positions of the
neighbors as p˜i,j = pi − pi,j , where pi,j ∈ N i and p˜i,0 = [0, 0, 0]T is at the origin. As shown
3
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Figure 2: Permutable anisotropic convolutional operation (PAI-Conv). {k0,k1, . . . ,kL−1} are the
predefined kernel points. {p˜i,0, p˜i,1, . . . , p˜i,K−1} are the local neighboring positions of point pi.
The permutation matrix Mi is calculated by the dot product of the local neighboring positions and
the kernel points followed by Sparsemax activation function f(·). {xi,0,xi,1, . . . ,xi,5} are the
point features of point pi’s neighbors. PAI-Conv uses the soft-permutation matrix, Mi ∈ RK×L,
to resample the node’s neighbors. Then, a conventional convolution operation with anisotropic
filters followed by ELU activation function g(·) is performed. The anisotropic filters have weights
W ∈ R(Din·L)×Dout and bias b ∈ RDout .
in Figure 2a, the soft-permutation matrix is simply calculated by the dot product between the local
neighboring positions and the kernel points followed by Sparsemax activation function [29], which
can be expressed as
Mi = f(P˜iK
T), (1)
where P˜i ∈ RK×3,K ∈ RL×3,Mi ∈ RK×L, and f(·) is the Sparsemax activation function. For
each kernel point, the dot product ensures a local neighboring position with a smaller angle to the
kernel point has a larger weight. The Sparsemax activation function ensures the soft-permutation
matrix is sparse and only those points with small angles to a kernel point are selected otherwise the
weight is zero. For example, as shown in Figure 2a, p˜i,3 and p˜i,1 have small angles to k1 and are
assigned with weight of 0.9 and 0.1, respectively. Other points with larger relative angles are assigned
with weight of zero. Note that, since k0 = p˜i,0 = [0, 0, 0]T, the dot product of these two vectors is
zero. We need to set M [0, 0] = 1 to make the point itself be selected as the first point in the resample
convolutional neighbors.
Point feature Inspired by RandLA-Net [16], we first encode the relative point position as
ri,j =MLP (pi ⊕ (pi − pi,j)⊕ ‖pi − pi,j‖), (2)
where ⊕ is the concatenation operation and ‖ · ‖ calculates the Euclidean distance between the
neighbors and the center point. Then, the point feature is obtained by concatenating the relative point
position and the per-point features as follows,
xi,j = ri,j ⊕ fi,j , (3)
where fi,j is the RGB color or intermediate learned features as mentioned above, xi,j ∈ RDin ,
and Din is the feature dimension. For each point, we construct Xi = {xi,0,xi,1, . . . ,xi,K−1} ∈
RDin×K for the convolutoinal operation.
Since the order and orientation of each point’s neighbors vary from one to another, directly applying
an anisotropic filter on unordered neighbors diminishes the representation power. While training,
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the anisotropic filter might struggle to adapt to the large variability of the unordered coordinate
systems and the possibility of learning rotation invariant filter increases. In this paper, we resample
each point’s neighbors using the soft-permutation matrix in Eq. (1). The resampled convolutional
neighbors of each point can be obtained by
X˜i =XiMi, (4)
where X˜i ∈ RDin×L. Since the point’s neighbors are rearranged according to the canonical order of
predefined kernel points, we can apply a shared anisotropic filter on each point of a point cloud. This
operation is the same as the conventional convolution and can be expressed as
yi = g(vec(X˜i)
TW + b), (5)
where W ∈ R(Din·L)×Dout includes Dout anisotropic filters, b ∈ RDout is the bias, yi ∈ RDout is
the output feature point corresponding to the input feature point xi ∈ RDin , vec(·) is a vectorization
function which converts a matrix into a column vector, and g(·) is an activation function, e.g., ELU
[9], to introduce non-linearity.
3.2 Properties
Intuitively, anisotropic filter and permutation invariance are two mutually exclusive properties.
Using anisotropic filter requires each point’s neighbors are sorted in a certain way while permutation
invariance means we can randomly change the order of each point’s neighbors. The proposed PAI-
Conv resolves these two incompatible properties by introducing soft-permutation matrices so that the
initial order of each point’s neighbors is not important. PAI-Conv achieves permutation invariance
both for the order of points in a point cloud and the order of each point’s neighbors. KNN makes sure
each point has the same neighbors even we reshuffle the order of points in a point cloud. The dot
product attention and Sparsemax activation function make sure the calculated soft-permutation matrix
can rearrange the neighbors in the canonical order defined by the kernel points even we reshuffle the
order of each point’s neighbors. Since each point’s neighbors follow the same canonical order, we
can apply anisotropic filters to extract local features with high representation power for point clouds.
4 Experiments
In this paper, we evaluate the models constructed using PAI-Conv for two different tasks: classification
and semantic segmentation. Ablation tests are conducted to demonstrate the effectiveness of the
architecture design.
4.1 Classification
We evaluate our model on the ModelNet40 [53] for the classification task. The dataset contains 12,311
meshed CAD models from 40 clauses: 9,843 models for training and 2,468 models for testing. The
Mean Accuracy (MA) and Overall Accuracy (OA) of all classes are used as the standard metrics. We
test PAI-Conv in two different data sampling methods: uniformly sampling and randomly sampling.
4.1.1 Uniformly sampling data
Data. Following the experimental setting of [34, 50], we uniformly sample 2,048 points on mesh faces
according to the face area and normalize them into a unit sphere. The training data are augmented
on-the-fly by randomly scaling points in the range of [2/3, 3/2], translating points in the range of
[-0.2, 0.2], and jittering points by Gaussian noise with zero mean and 0.01 standard deviation.
Architecture. We adopt the network architecture from [50] and replace the EdgeConv with our
proposed PAI-Conv, where the size of kernel points is L = 32 and each point’s neighbors is K = 40.
First, soft-permeation matrices for each point are computed. We use four PAI-Conv layers with
channels of [64, 64, 128, 256] to extract geometric features. Since no down-sampling is applied in the
network, the four PAI-Conv layers share the same neighboring indexes and soft-permutation matrices.
Shortcut connections are included to extract multi-scale features and one shared MLP layer [2048] is
used to aggregate multi-scale features. Then, we use max/sum pooling along the dimension of point
cloud’s size to get the global feature. At last, two fully-connected layers with channels of [512, 40]
and two dropout layers with 0.5 probability are used to finally predict a 3D shape’s class.
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Table 1: Classification results on ModelNet40. The metrics we used are mean accuracy (MA) and
overall accuracy (OA).
MA OA MA OA
3DShapeNets [53] 77.3 84.7 PointNet [34] 86.0 89.2
VoxNet [30] 83.0 85.9 PointNet++ [36] - 90.7
Subvolume [35] 86.0 89.2 Kd-net [20] - 90.6
VRN [6] - 91.3 PointCNN [26] 88.1 92.2
ECC [38] 83.2 87.4 PCNN [3] - 92.3
SpecGCN [47] - 91.5 KPConv [43] - 92.9
Uniformly Sampling Randomly Sampling
DGCNN [50] 90.7 93.5 DGCNN [50] 89.0 92.4
RandLA-Net [16] 84.7 89.8 RandLA-Net [16] 86.1 90.7
PAI-Conv (Ours) 90.0 93.2 PAI-Conv (Ours) 90.5 93.2
Training. We use SGD optimizer with an initial learning rate 0.1 and schedule the learning rate to
be ended at 0.01 using cosine annealing method [27] for 250 epochs. The batch size is 16 and the
momentum is 0.9.
Results. Table 1 shows the classification results on ModelNet40. Our proposed PAI-Conv is com-
petitive against state-of-the-art methods. When the point clouds are uniformly sampled, PAI-Conv
achieves the results that are only slightly lower than DGCNN [50]. Since the point clouds are
uniformly sampled, the neighbors of each point are evenly distributed, making anisotropic filters in
PAI-Conv redundant. Thus, the advantage of PAI-Conv over DGCNN is not well exploited. However,
uniformly sampling data is computationally expensive, which is not practical for large scale point
clouds in many applications.
4.1.2 Randomly sampling data
Instead of relying on expensive sampling techniques or computationally heavy pre/post- processing
steps, we randomly sample 8192 points from each point cloud. The same network architecture and
training procedure as in Section 4.1.1 are used. Through the four PAI-Conv layers, the point cloud is
down-sampled randomly with the ratios of [4, 4, 2, 2]. Since the point cloud is down-sampled, the
neighboring indexes and soft-permutation matrices are calculated for each PAI-Conv layer.
Table 1 also shows the classification results on ModelNet40 when the point clouds are randomly
sampled. PAI-Conv achieves better results than DGCNN [50]. Randomly sampling data is efficient
and can easily be applied to large-scale point clouds. The total time and memory consumption
comparisons of different sampling methods are demonstrated in Figure 5 of [16]. We re-implement
RandLA-Net [16] in both uniformly and randomly sampling methods. PAI-Conv outperforms
RandLA-Net in a large margin in the classification task.
4.2 Semantic segmentation
In this section, we evaluate our model for the semantic segmentation task on three large-scale public
datasets as follows:
SemanticKITTI dataset [4] The SemanticKITTI consists of 22 sequences of densely annotated
LiDAR scans: sequence 00-07 and 09-10 with 19,130 scans for training, sequence 08 with 4,071 scans
for validation, and sequence 11-21 with 20,351 scans for testing. Each scan is a large-scale point cloud
with around 105 points and up to 160× 160× 20 meters in 3D space. The SemanticKITTI dataset
only includes 3D coordinates without other feature information. The Mean Intersection-over-Union
(mIoU) score over 19 categories is used as the standard metric.
Semantic3D dataset [14] The Semantic3D consists of 30 terrestrial laser scans: 15 for training and
15 for testing. Each point cloud has up to 108 points and takes up to 160× 240× 30 meters in 3D
space. The Semantic3D dataset includes 3D coordinates and RGB information that are used as the
input for training and testing. The mIoU and OA of all 8 classes are used as the standard metrics.
S3DIS dataset [1] The S3DIS consists of 6 large-scale indoor areas from three different buildings:
5 for training and 1 for testing using the standard 6-fold cross-validation. Each point cloud is a
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Table 2: Quantitative results on SemanticKITTI [4].
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SqueezeSeg [51] 29.5 1 85.4 54.3 26.9 4.5 57.4 68.8 3.3 16.0 4.1 3.6 60.0 24.3 53.7 12.9 13.1 0.9 29.0 17.5 24.5
SqueezeSegV2 [52] 39.7 1 88.6 67.6 45.8 17.7 73.7 81.8 13.4 18.5 17.9 14.0 71.8 35.8 60.2 20.1 25.1 3.9 41.1 20.2 36.3
DarkNet21Seg [4] 47.4 25 91.4 74.0 57.0 26.4 81.9 85.4 18.6 26.2 26.5 15.6 77.6 48.4 63.6 31.8 33.6 4.0 52.3 36.0 50.0
DarkNet53Seg [4] 49.9 50 91.8 74.6 64.8 27.9 84.1 86.4 25.5 24.5 32.7 22.6 78.3 50.1 64.0 36.2 33.6 4.7 55.0 38.9 52.2
RangeNet53++ [31] 52.2 50 91.8 75.2 65.0 27.8 87.4 91.4 25.7 25.7 34.4 23.0 80.5 55.1 64.6 38.3 38.8 4.8 58.6 47.9 55.9
50
K
pt
s
PointNet [34] 14.6 3 61.6 35.7 15.8 1.4 41.4 46.3 0.1 1.3 0.3 0.8 31.0 4.6 17.6 0.2 0.2 0.0 12.9 2.4 3.7
SPG [23] 17.4 0.25 45.0 28.5 0.6 0.6 64.3 49.3 0.1 0.2 0.2 0.8 48.9 27.2 24.6 0.3 2.7 0.1 20.8 15.9 0.8
SPLATNet [39] 18.4 0.8 64.6 39.1 0.4 0.0 58.3 58.2 0.0 0.0 0.0 0.0 71.1 9.9 19.3 0.0 0.0 0.0 23.1 5.6 0.0
PointNet++ [36] 20.1 6 72.0 41.8 18.7 5.6 62.3 53.7 0.9 1.9 0.2 0.2 46.5 13.8 30.0 0.9 1.0 0.0 16.9 6.0 8.9
TangentConv [40] 40.9 0.4 83.9 63.9 33.4 15.4 83.4 90.8 15.2 2.7 16.5 12.1 79.5 49.3 58.1 23.0 28.4 8.1 49.0 35.8 28.5
RandLA-NetV1 [16] 50.3 0.95 90.4 67.9 56.9 15.5 81.1 94.0 42.7 19.8 21.4 38.7 78.3 60.3 59.0 47.5 48.8 4.6 49.7 44.2 38.1
RandLA-NetV3 [16] 53.9 1.24 90.7 73.7 60.3 20.4 86.9 94.2 40.1 26.0 25.8 38.9 81.4 61.3 66.8 49.2 48.2 7.2 56.3 49.2 47.7
PAI-Conv (ours) 53.9 9.26 90.1 73.5 58.6 26.8 87.8 94.0 44.5 25.5 30.0 36.2 81.9 61.5 65.4 46.1 45.9 3.5 57.7 49.0 45.8
Table 3: Quantitative results on Semantic3D [14].
mIoU(%) OA(%) man-
made.
natural. high
veg.
low
veg.
buildings hard
scape
scanning
art.
car
SnapNet [5] 59.1 88.6 82.0 77.3 79.7 22.9 91.1 18.4 37.3 64.4
SEGCloud [41] 61.3 88.1 83.9 66.0 86.0 40.5 91.1 30.9 27.5 64.3
RF_MSSF [42] 62.7 90.3 87.6 80.3 81.8 36.4 92.2 24.1 42.6 56.6
MSDeepVoxNet [37] 65.3 88.4 83.0 67.2 83.8 36.7 92.4 31.3 50.0 78.2
ShellNet [55] 69.3 93.2 96.3 90.4 83.9 41.0 94.2 34.7 43.9 70.2
GACNet [48] 70.8 91.9 86.4 77.7 88.5 60.6 94.2 37.3 43.5 77.8
SPG [23] 73.2 94.0 97.4 92.6 87.9 44.0 83.2 31.0 63.5 76.2
KPConv [43] 74.6 92.9 90.9 82.2 84.2 47.9 94.9 40.0 77.3 79.7
RandLA-NetV1 [16] 76.0 94.4 96.5 92.0 85.1 50.3 95.0 41.1 68.2 79.4
RandLA-NetV3 [16] 77.4 94.8 95.6 91.4 86.6 51.5 95.7 51.5 69.8 76.8
PAI-Conv (Ours) 76.4 94.4 96.4 90.4 86.7 49.6 95.6 45.4 69.0 78.4
medium-sized single room around 20× 15× 5 meters in 3D space. The S3DIS dataset includes 3D
coordinates and RGB information that are used as the input for training and testing. The mIoU, mean
class Accuracy (mAcc), and OA of the total 13 classes are used as the standard metrics.
Architecture. We adopt the network architecture from [16] and replace the LocSE module with our
proposed PAI-Conv, where the size of kernel points is L = 16 and each point’s neighbors is K = 16.
The network is an encoder-decoder architecture with skip connections. First, the input point cloud
is fed to an MLP layer to extract per-point feature with output channel 8. Then, five encoder and
five decoder networks are connected by an MLP layer. Each encoder layer consists of a residual
block with a PAI-Conv layer and a random sampling operation. Through the five encoder layers,
the point cloud is down-sampled with ratios of [4, 4, 4, 4, 2] and the feature dimension is increased
with channels of [16, 64, 128, 256, 512]. In each decoder layer, the point feature is up-sampled by a
nearest-neighbor interpolation and concatenated with the intermediate feature from the corresponding
encoder layer through a skip connection. The concatenated feature is fed to an MLP layer. At last,
three fully-connected layers with channels of [64, 32, num_class] and a dropout with 0.5 probability
are used to finally predict the semantic label of each point.
Training. We use Adam optimizer with an initial learning rate of 0.01 and schedule the learning rate
with decay 0.95 for 100 epochs. The training batch size is 6.
Results. Table 2, Table 3, and Table 4 present the quantitative results of different approaches on
the SemanticKITTI, Semantic3D, and S3DIS dataset, respectively. PAI-Conv achieves on-par or
better performance than state-of-the-art methods. Compared with the most recent RandLA-Net [16],
PAI-Conv outperforms the version one (V1) of RandLA-Net in all the three datasets and is slightly
lower than the version three (V3) of RnadLA-Net in Semantic3D and S3DIS dataset. Note that,
the small difference between RandLA-Net and PAI-Conv may be eliminated by repeatedly testing
on the datasets. For SemanticKITTI dataset, two types of methods: point-based (50K pts) and
projection-based (64*2048 pixels) are presented. DarkNet53Seg [4] and RangeNet53++ [31] achieve
better results for some objects. However, they require costly steps for the pre/post projection.
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Table 4: Quantitative results on the S3DIS dataset [1] (6-fold cross validation).
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OA(%) 78.6 81.0 84.1 86.9 - 85.5 86.8 88.1 87.3 87.1 88.2 - 87.2 88.0 87.8
mAcc(%) 66.2 67.1 - - 66.5 73.0 - 75.6 76.2 - - 79.1 81.5 82.0 80.9
mIoU(%) 47.6 54.5 56.1 56.3 56.5 62.1 62.2 65.4 66.7 66.8 67.8 70.6 68.5 70.0 69.1
Table 5: The computation time, network parameters,
and maximum number of input points of different
approaches for semantic segmentation on Sequence
08 of the SemanticKITTI [4] dataset.
time
(s)
para #
(M)
point #
(M)
PointNet [34] 192 0.8 0.49
PointNet++ [36] 9831 0.97 0.98
PointCNN [26] 8142 11 0.05
SPG [23] 43584 0.25 -
KPConv [43] 717 14.9 0.54
RandLA-Net [16] 185 1.24 1.03
PAI-Conv (Ours) 176 9.26 1.51
Table 6: Ablation tests of classification
results on the ModelNet40 for PAI-Ccnv.
We uniformly sample 1,024 points for each
3D shape.
MA(%) OA(%)
w/o permutation 88.0 91.7
w/o Sparsemax 88.7 92.3
w/ Softmax 86.4 91.0
w/ isotropic filter 88.7 91.1
w/ random kernel 88.9 92.5
w/ learnable kernel 89.1 92.5
full model 90.0 92.9
4.3 Efficiency of PAI-Conv and ablation study
In this section, we conduct experiments to demonstrate the efficiency of PAI-Conv. Following the
same setting of [16], we obtain the computation time, number of network parameters, and maximum
number of input points of the proposed PAI-Conv for semantic segmentation on Sequence 08 of the
SemanticKITTI [4] dataset on the machine with an AMD 3700X @3.6GHz CPU and an NVIDIA
RTX2080Ti GPU. Maximum number of input points means the number of 3D points each network
can take as input in a single pass to infer per-point semantics. As shown in Table 5, PAI-Conv
achieves the shortest computation time and the largest number of input points. This is because,
the same as RandLA-Net [16], we use random point sampling method instead of other expensive
sampling methods. PAI-Conv is more efficient than RandLA-Net because we use fixed kernel points
for dot production and only use one PAI-Conv layer instead of two for each residual block.
We conduct ablation tests on the ModelNet40 [53] to evaluate the effectiveness of the architecture
design of PAI-Conv. We uniformly sample 1,024 points for each 3D shape. As shown in Table 6,
When without permutation matrices (w/o permutation), the anisotropic filters are redundant since
point clouds are irregular. When without Sparsemax (w/o Sparsemax) or replacing Sparsemax
with Softmax (w/ Softmax), the permutation matrices are not sparse enough and become weighting
matrices that tend to average each point’s neighbors. When replacing anisotropic filters with isotropic
filters (w/ isotropic filter), all the points are treated equally, which is the same as PointNet [34].
When using random kernel points (w/ random kernel) or learnable kernel points (w/ learnable
kernel), the local coordinates that define the canonical order cannot well cover each point’s local
neighbors compared to the fixed kernel points generated using the Fibonacci lattice. Thanks to the
design of PAI-Conv, the full model achieves the best results.
5 Conclusion
This paper proposes a permutable anisotropic convolutional operation (PAI-Conv) for point clouds.
PAI-Conv is a physically meaningful generalization of CNN from grid-structured data to irregular
data. Dot production attention and Sparsemax are used to obtain sparse soft-permeation matrices
so that each point’s neighbors are rearranged in the canonical order of a set of fixed kernel points.
Then anisotropic filters are applied to extract local features of point clouds. PAI-Conv can efficiently
cooperate with random point sampling method and can be applied in large-scale point clouds.
Quantitative experiments demonstrate that PAI-Conv produces competitive results with state-of-the-
art methods on classification and semantic segmentation for point clouds.
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