In this paper, we study one-player and two-player energy mean-payoff games. Energy mean-payoff games are games of infinite duration played on a finite graph with edges labeled by 2-dimensional weight vectors. The objective of the first player (the protagonist) is to satisfy an energy objective on the first dimension and a mean-payoff objective on the second dimension. We show that optimal strategies for the first player may require infinite memory while optimal strategies for the second player (the antagonist) do not require memory. In the one-player case (where only the first player has choices), the problem of deciding who is the winner can be solved in polynomial time while for the two-player case we show co-NP membership and we give effective constructions for the infinite-memory optimal strategies of the protagonist.
Introduction
Graph games with ω-regular objectives are a canonical mathematical model to formalize and solve the reactive synthesis problem [33] . Extensions of graph games with quantitative objectives have been considered more recently as a model where, not only the correctness, but also the quality of solutions for the reactive synthesis problem can be formalized and optimized. A large effort has been invested in studying games with various kinds of objectives, see e.g. [5, 12, 14, 18, 20, 21, 24, 35, 36] , see also Chapter 27 of [3] and the survey [13] .
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Games structures. A game structure is a weighted directed graph G = (V, V 1 , V 2 , E, w) such that V 1 , V 2 form a partition of the finite set V , V i is the set of vertices controlled by player P i , i ∈ {1, 2}, E ⊆ V × V is the set of edges such that for all v ∈ V , there exists v ∈ V such that (v, v ) ∈ E, and w = (w 1 , w 2 ) : E → Z 2 is a weight function that assigns a pair of weights w(e) = (w 1 (e), w 2 (e)) to each edge e ∈ E. In the whole paper, we denote by |V | the number of vertices of V , by |E| the number of edges of E, and by ||E|| ∈ N 0 the largest absolute value used by the weight function w. We say that a game structure is a player-i game structure when player P i controls all the vertices, that is, V i = V .
A play in G from an initial vertex v 0 is an infinite sequence ρ = ρ 0 ρ 1 . . . ρ k . . . of vertices such that ρ 0 = v 0 and (ρ k , ρ k+1 ) ∈ E for all k ≥ 0. A factor of ρ, denoted by ρ[k, ], is the finite sequence ρ k ρ k+1 . . . ρ . When k = 0, we say that ρ[0, ] is the prefix of length of ρ. The suffix ρ k ρ k+1 . . . of ρ is denoted by ρ [k, ∞] . The set of plays in G is denoted by Plays(G) or simply Plays. A path or a cycle is simple if there are no two occurrences of the same vertex (except for the first and last vertices in the cycle). A multicycle C is a multiset of simple cycles (that may or may not be connected to each other). We extend the weight function w to paths (resp. cycles, multicycles) as the sum w(π) = (w 1 (π), w 2 (π)) of the weights of their edges. In particular, for a multicycle C, we have w(C) = π∈C w(π).
Let us recall the following notion. Given a path π = π 0 π 1 · · · π n , we consider its cycle decomposition into a multiset of simple cycles as follows. We push successively vertices π 0 , π 1 , . . . onto a stack. Whenever we push a vertex π equal to a vertex π k already in the stack, i.e. a simple cycle C = π k · · · π is formed, we remove this cycle from the stack except π k (we remove all the vertices until reaching π k that we let in the stack) and add C to the cycle decomposition multiset of π. The cycle decomposition of a play ρ = ρ 0 ρ 1 . . . is defined similarly.
For each dimension j ∈ {1, 2}, the weight or energy level of the prefix ρ[0, k] of a play ρ is w j (ρ[0, k]), and the mean-payoff-inf (resp. mean-payoff-sup) of ρ is MP j (ρ) = lim inf k→∞ ω that is eventually periodic, its mean-payoff-inf and mean-payoff-sup values coincide and are both equal to the average weight of the cycle ρ k . . . ρ l ρ k , that is,
Strategies. Given a game structure G, a strategy σ i for player P i is a function V * · V i → V that assigns to each path πv ending in a vertex v ∈ V i a vertex v such that (v, v ) ∈ E. Such a strategy σ i is memoryless if it only depends on the last vertex of the path, i.e. σ i (πv) = σ i (π v) for all πv, π v ∈ V * · V i . It is a finite-memory strategy if it can be encoded by a deterministic Moore machine M = (M, m 0 , α U , α N ) where M is a finite set of states (the memory of the strategy), m 0 ∈ M is an initial memory state, α U : M × V → M is an update function, and α N : M × V i → V is a next-move function. Such a machine defines a strategy σ i such that σ i (πv) = α N ( α U (m 0 , π), v) for all paths πv ∈ V * · V i , where α U extends α U to paths as expected. The memory size of σ i is then the size |M | of M. In particular σ i is memoryless when it has memory size one.
Given a strategy σ i for P i , a play ρ is consistent with σ i if for all its prefixes ρ[0, k] ∈ V * ·V i , we have ρ k+1 = σ i (ρ[0, k]). A finite path π consistent with σ i is defined similarly. Given a finite-memory strategy σ i and its Moore machine M, we denote by G(σ i ) the game structure obtained as the product of G with M. Notice that the set of plays from an initial vertex v 0 that are consistent with σ i is then exactly the set of plays in G(σ i ) starting from (v 0 , m 0 ) where m 0 is the initial memory state of M.
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Objectives. Given a game structure G and an initial vertex v 0 , an objective for player P 1 is a set of plays Ω ⊆ Plays(G). Given a strategy σ 1 for P 1 , we say that σ 1 is winning for P 1 from v 0 if all plays ρ ∈ Plays(G) from v 0 that are consistent with σ 1 satisfy ρ ∈ Ω. Given a strategy σ 2 for P 2 , we say that σ 2 is winning for P 2 from v 0 if all plays ρ ∈ Plays(G) from v 0 that are consistent with σ 2 satisfy ρ ∈ Ω.
We here consider the following objectives for dimension j ∈ {1, 2}:
Energy objective. Given an initial credit c 0 ∈ N, the objective Energy j (c 0 ) = {ρ ∈ Plays(G) | ∀k ≥ 0, c 0 + w j (ρ[0, k]) ≥ 0} requires that the energy level remains always nonnegative in dimension j.
Mean-payoff-inf objective. The objective MP j (∼ 0) = {ρ ∈ Plays(G) | MP j (ρ) ∼ 0} with ∼ ∈ {>, ≥} requires that the mean-payoff-inf value is ∼ 0 in dimension j.
Mean-payoff-sup objective. The objective MP j (∼ 0) = {ρ ∈ Plays(G) | MP j (ρ) ∼ 0} with ∼ ∈ {>, ≥} requires that the mean-payoff-sup value is ∼ 0 in dimension j.
Remark 1.
Notice that it is not a restriction to work with threshold 0 in mean-payoff-inf/sup objectives. Indeed arbitrary thresholds a b ∈ Q can be reduced to threshold 0 by replacing the weight function w of G by the function b · w − a. Notice also that it is not a restriction to work with integer weights w 1 (e), w 2 (e) labeling each edge e ∈ E. Indeed, as we work with threshold 0, an arbitrary weight function w : E → Q 2 can be replaced by the function
Decision problems. In this paper we consider the following four variants of a decision problem implying an energy objective on the first dimension and a mean-payoff objective on the second dimension. Let ∼ ∈ {>, ≥}:
The energy mean-payoff decision problem E ∩ MP ∼0 asks, given a game structure G and an initial vertex v 0 , to decide whether there exist an initial credit c 0 ∈ N and a winning strategy σ 1 for player P 1 from v 0 for the objective Ω = Energy 1 (c 0 ) ∩ MP 2 (∼ 0).
In this context, we also use the terminology of energy mean-payoff objectives or energy mean-payoff games. Introductory examples. We provide two examples to illustrate the introduced concepts.
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Energy mean-payoff games Example 2. Consider the player-1 game structure G depicted in Figure 1 . Consider the cycle C = v 0 v 0 v 0 v 1 v 1 v 1 v 0 that loops twice on v 0 , goes to v 1 , loops twice on v 1 , and comes back to v 0 . Observe that w(C) = (w 1 (C), w 2 (C)) = (0, 2). Hence P 1 has a winning strategy, that consists in looping forever in this cycle C, for all four variants of the energy mean-payoff decision problem.
The second example will be useful later in this article. A similar example is given in [21] .
Example 3. Consider the player-1 game structure G depicted on Figure 2 . It differs from the game structure of Figure 1 only by the weight (−1, 1) (instead of (−1, 3) ) of the edge (v 1 , v 1 ). We are going to show that P 1 has a winning strategy for both problems E ∩ MP ≥0 and E ∩ MP ≥0 with initial credit c 0 = 0. Notice that when there is only one player, the existence of a winning strategy for P 1 in the energy mean-payoff decision problem is equivalent to the existence of a play belonging to the energy mean-payoff objective
First, we show that the answer to both problems E ∩ MP ≥0 and E ∩ MP ≥0 is No if P 1 only uses finite-memory strategies. Indeed, any finite-memory strategy induces an outcome ρ that eventually loops in some cycle C of G. Let C 0 (resp. C 1 , C 2 ) be the simple cycle
If ρ eventually loops forever on either cycle C 0 or cycle C 1 , then clearly the mean-payoff objective or the energy objective is not satisfied. Therefore, cycle C 2 has to be taken in C and we can assume that C 0 is visited α ∈ N times, C 1 is visited β ∈ N times and C 2 is visited γ ∈ N 0 times along C. From equation
, we need to have α − β ≥ 0 for the energy objective. Indeed, if α − β < 0, then for all initial credits c 0 , the energy of ρ will eventually drop below 0. We also need to have −α + β − 2 · γ ≥ 0 for the mean-payoff objective as MP 2 (ρ) = MP 2 (ρ) is equal to the average weight of the cycle C. However as α − β ≥ 0 and γ > 0, then −α + β − 2 · γ < 0. This shows that P 1 cannot win under finite-memory strategies.
Let us now show that with infinite-memory strategies, the answer to both problems E ∩ MP ≥0 and E ∩ MP ≥0 is Yes. Let us first indicate how P 1 can win for the objective Ω = Energy 1 (c 0 ) ∩ MP 2 (≥ 0) with c 0 = 0. Consider the following strategy σ 1 for P 1 :
3. Increment Z by 1 and goto 2.
Let us show that ρ ∈ Ω where ρ is the play from v 0 consistent with σ 1 . Clearly, the energy level on the first dimension never drops below zero by construction, thus we only focus on the second dimension. Intuitively, the mean-payoff-inf value of ρ will be nonnegative since the average weight at round Z is of the form −Z Z 2 which converges to 0. Let us explain why in more details. Consider any prefix π = ρ[0, k] of ρ during round Z. Then one can check that k ≤ Z l=1 (2 · l + 2) = (Z − 1)(Z + 2) (each complete round l uses 2 · l + 2 edges) and that w 2 (π) ≥ −3 · Z + 1 which is the energy level just after performing (b) (since afterwards the sum of weights grows when looping Z times in C 1 ). Thus during round Z,
(Z−1)(Z+2) which converges to 0 when Z → ∞. It follows that MP 2 (ρ) ≥ 0. This shows that ρ ∈ Ω.
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Finally, notice that the above argument also holds for Ω = Energy 1 (c 0 ) ∩ MP 2 (≥ 0) with c 0 = 0 since MP 2 (ρ) ≥ MP 2 (ρ) for any play ρ.
3
One-player setting
Within this section, we investigate player-1 game structures, that is, game structures where player P 1 is the only one to play. In this context, P 1 has a winning strategy for the energy mean-payoff objective for some initial credit c 0 if and only if there exists a play belonging to this objective. For player-1 game structures, we show that the energy mean-payoff decision problem can be solved in polynomial time for all of its four variants. However depending on the used relation ∼ ∈ {>, ≥} for the mean-payoff objective, memory requirements for winning strategies of P 1 differ. We already know that P 1 needs infinite memory in case of non-strict inequalities by Example 3. In case of strict inequalities, we show that finite-memory strategies are sufficient for P 1 . All these results will be useful in Section 4 when we will investigate the general case of two-player energy mean-payoff games. To prove Theorem 4, we will characterize the existence of a winning strategy for P 1 for some initial credit c 0 by the existence of a particular cycle or multicycle, that we call good. There exists a simple characterization of the existence of a winning strategy for P 1 for either the objective Energy 1 (c 0 ) ∩ MP 2 (> 0) or the objective Energy 1 (c 0 ) ∩ MP 2 (> 0) for some initial credit c 0 : both are equivalent to the existence of a reachable good cycle. Theorem 6. Let G be a player-1 game structure and v 0 be an initial vertex. The following assertions are equivalent.
1.
There exist an initial credit c 0 and a winning strategy for P 1 from v 0 for the objective
There exists a reachable good cycle.
In case of non-strict inequalities, there exists also a simple characterization: P 1 can win for either the objective Energy 1 (c 0 ) ∩ MP 2 (≥ 0) or the objective Energy 1 (c 0 ) ∩ MP 2 (≥ 0) for some initial credit c 0 if and only if there exists a reachable good multicycle. A similar characterization appears for multi-mean-payoff games and multi-energy games studied in [35] : when the objective is an intersection of several mean-payoff-inf objectives (resp. several energy objectives), and when he plays alone, P 1 has a winning strategy if and only if there exists a reachable non negative multicycle (resp. a reachable non negative cycle) in the game structure. Nevertheless, the proofs of those results differ substantially from the proofs of our results.
Let us illustrate the statements of Theorems 6 and 7 with the two previous Examples 1 and 2.
Example 8. We first come back to the game structure of Figure 1 . The cycle C mentioned in Example 2 is a reachable good cycle since w(C) = (0, 2). By Theorem 6, it follows that P 1 is winning for the energy mean-payoff decision problem with strict inequalities (and thus also with non-strict inequalities), as already observed in Example 2.
Let us now come back to the player-1 game structure of Figure 2 . Recall that there exists an infinite-memory winning strategy for P 1 for c 0 = 0 in case of non-strict inequalities but no finite-memory winning strategy for any c 0 . By Theorem 7, there should exist a reachable good multicycle. 
Characterization in case of strict inequalities
We begin by providing the proof for the characterization stated in Theorem 6. Let us first give a definition related to the energy objective. Definition 9. Let G be a game structure and ρ ∈ Plays(G) be a play. We say that position k in ρ is a local minimum for the energy if
Thus, a position k is a local minimum for the energy if from this position, the energy never drops below w 1 (ρ[0, k]). In other words, we have w 1 (ρ[k, ]) ≥ 0 for all > k. We show that if a play satisfies the energy objective, then necessarily there are infinitely many local minima for the energy in this play. 
We continue this construction to build a sequence of indexes (k n ) n≥0 such that each k n is a local minimum for the energy by construction.
The next lemma provides a partial proof of Theorem 6. It states that given a reachable good cycle, for a well-chosen initial credit, there exists a winning strategy for P 1 for problems V. Bruyère, Q. Hautem, M. Randour, and J.-F. Raskin XX:9 E ∩ MP >0 and E ∩ MP >0 (that consists in reaching the simple good cycle and looping in it).
This lemma also states that when the reachable cycle has a weight ≥ (0, 0), then P 1 has a winning strategy for problems E ∩ MP ≥0 and E ∩ MP ≥0 .
Lemma 11. Let G be a game structure and v 0 be an initial vertex.
If G has a reachable good cycle C, then there exist an initial credit c 0 and a winning strategy for P 1 from v 0 for the objective
If G has a reachable cycle C such that w(C) ≥ (0, 0), then there exist an initial credit c 0 and a winning strategy for P 1 from v 0 for the objective
Moreover, when this cycle is simple, the winning strategy is memoryless.
Proof. The first case is easy to prove with c 0 = (|V | − 1) · ||E||. Indeed, consider a reachable good cycle π = π 0 . . . π k and let v be the vertex of π where the energy level on the first dimension is the lowest, i.e., v = π j where
Let vπ be the good cycle π starting from v and λ be a simple path from v 0 to v. As w 1 (vπ ) = w 1 (π) ≥ 0 and |w 1 (λ)| ≤ c 0 , the play ρ = λπ ω belongs to Energy 1 (c 0 ). Moreover MP 2 (ρ) is the average weight (on the second dimension) of the cycle π and is thus equal to w 2 (π) > 0. Hence we have both ρ ∈ Energy 1 (c 0 ) ∩ MP 2 (> 0) and ρ ∈ Energy 1 (c 0 ) ∩ MP 2 (> 0). Notice that if the good cycle is simple, then ρ is the outcome of a memoryless strategy.
The second case is solved similarly.
We now have all the ingredients to prove Theorem 6.
Proof of Theorem 6. We first prove (3) ⇒ (1) ⇒ (2). Implication (3) ⇒ (1) follows from Lemma 11. Implication (1) ⇒ (2) is trivial since MP 2 (ρ) ≥ MP 2 (ρ) for all plays ρ. We thus focus on implication (2) ⇒ (3). Suppose the existence of a play ρ ∈ Plays(G) and an initial credit c 0 such that ∀k, c 0 + w 1 (ρ[0, k]) ≥ 0, and MP 2 (ρ) > 0. By Lemma 10, there exist infinitely many local minima for the energy. As V is finite, there exists v ∈ V and infinitely many local minima associated to v. We suppose that we only consider those local minima. If there exist two local minima k, such that
is a reachable good cycle by construction. Therefore, we suppose that for every pair of local minima k, , we have w 2 (ρ[k, ]) ≤ 0. Let us denote by k 0 the first local minimum and let ρ be the suffix of ρ starting at k 0 , i.e. ρ = ρ[k 0 , ∞]. Notice that MP 2 (ρ ) > 0 since the mean-payoff-sup value is prefix-independent. As MP 2 (ρ ) > 0, for every n ∈ N, there exists a prefix π n of ρ , say π n = ρ [0, i n ] for some i n ∈ N, such that w 2 (π n ) ≥ n. Again, since V is finite, there exists a vertex w ∈ V and infinitely many prefixes that end w. We suppose that we only consider those prefixes. See Figure 3 for the construction so far.
Figure 3
Vertices v represent local minima for the energy, and prefixes πn of ρ are such that w2(πn) ≥ n and end in vertex w.
where k is the first local minimum for the energy after im.
Since w 1 (π n ) ≥ −c 0 for all n (as k 0 is a local minimum for the energy in ρ), there exists some m ∈ N such that for all n ∈ N,
( 
(as k 0 is a local minimum for the energy).
To finish the proof, it would be sufficient to show that w 2 (ρ [0, k]) > 0, but we assumed that such a path (from a local minimum to another one) is such that 
Properties of good cycles and good multicycles
Proof of Theorem 6 does not provide any information regarding the shape of the reachable good cycle. In this section, we give such a precise description for both good cycles and good multicycles. Notice the differences between the second cases of Proposition 12: for good cycles, angle < 180 o , and for good multicycles, angle ≤ 180 o . For good cycles, the second case is depicted in Figure 5 . Let us illustrate the characterization given in Proposition 12 with our two running examples. 
If these vectors make an angle
< 180 o , then there exist a, b ∈ N 0 such that a = xx + yy , b = x 2 + y 2 , and a · (−x, y) + b · (x , −y ) > (0, 0).
Proof. We first treat the particular situation of two vectors (−x, y) and (x , −y ) that make an angle of 180 o . Clearly there exists a, b ∈ N 0 such that a · (−x, y) + b · (x , −y ) = (0, 0). In this way we get the second case of the proposition for this particular situation.
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Consider now two vectors (−x, y), (x , −y ) that make an angle < 180 o . Under this hypothesis, we treat together and in the same way the two cases of the proposition. As
One can show that
Therefore by multiplying (3) by x y − xy , we get
with a = xx + yy and b = x 2 + y 2 . Notice that a, b are both in N 0 since x, x ∈ N 0 and y, y ∈ N by hypothesis. Moreover, (x y − xy ) · (y, x) > (0, 0) since x y − xy ∈ N 0 due to the hypothesis that the vectors (−x, y) and (x , −y ) make an angle < 180 o .
Proof of Proposition 12 and Corollary 14.
We begin with the case of good cycles. The proof for good multicycles share similar arguments, we will explain the main differences later in the proof.
Case of good cycles. Let π be a reachable good cycle and let us show that cases (1) or (2) of Proposition 12 occur. Let us suppose that π is not simple (otherwise case (1) occurs), and let {C 1 , . . . , C n } be its cycle decomposition. As π is a cycle, we have w(π) = n k=1 w(C k ). Without lost of generality (with respect to w(π)), we suppose that {C 1 , . . . , C n } contains no cycle C k with weight w(C k ) = (0, 0). If there exists some cycle C k which is a good cycle, then again case (1) occurs (recall that each C k is simple). Hence we assume that for all k, cycle C k is not a good cycle. We provide a geometrical reasoning (see Figure 5 ) to get the cycles C, C of case (2) of Proposition 12.
Let C be a cycle among {C 1 , . . . , C n } such that w 2 (C) > 0. Such a cycle exists, otherwise we would obtain w 2 (π) = n k=1 w 2 (C k ) ≤ 0 in contradiction with π being a good cycle. Moreover w 1 (C) < 0, otherwise C would be a good cycle. Thus w(C) = (−x, y) with x, y ∈ N 0 . We take such a cycle C ∈ {C 1 , . . . , C n } with the minimum ratio y −x . Now consider the line generated by w(C) in Q 2 , with y −x being its slope (see Figure 5 ). If the weights w(C k ) of all cycles C k are under or on this line, then so is w(π) = n k=1 w(C k ), again in contradiction with π being a good cycle. Therefore, let C be a cycle among {C 1 , . . . , C n } which is strictly above the line generated by w(C). It follows that vectors w(C), w(C ) make an angle < 180 o . Moreover w(C ) is in the fourth quadrant and equal to (x , −y ) with x ∈ N 0 and y ∈ N (again, see Figure 5 ). Indeed w(C ) is neither in the first quadrant since it is not a good cycle, nor in the second quadrant by minimality of the ratio y −x . Let us now prove that if cases (1) or (2) of Proposition 12 occur, then there exists a reachable good cycle. This is trivially true if case (1) occurs. Suppose that case (2) occurs. Let C, C be two cycles satisfying the conditions of case (2), and let π C,C be a simple path from C to C and π C ,C be a simple path from C to C. We are going to show how to construct a good cycle π from the two cycles C, C and the two paths π C,C , π C ,C . This cycle π is not simple and has the following shape:
Let us explain how to choose constants α and β such that π is good and such that they are pseudo-polynomial in ||E||. By Lemma 15, there exist a, b ∈ N 0 such that a = xx + yy , b = x 2 + y 2 , and
Hence, (5) indicates that we can loop on C and C , i.e. combine w(C) and w(C ), to obtain a vector of positive weights, as large as we want, in particular to balance the possibly negative weights of π C,C and π C ,C . More precisely, as π C,C , π C ,C are simple paths and thus of weight (in dimension one and two) with absolute value bounded by (|V | − 1) · ||E||, it is enough to choose constants α and β as follows:
In this way, we get
by (5) and (6) > (0, 0).
Therefore, π is a reachable good cycle and constants α and β are pseudo-polynomial in ||E|| since x, x , y, y are bounded by |V | · ||E|| (the cycles C, C are simple).
We have proved that when cases (1) or (2) of Proposition 12 occur, there exists a reachable good cycle. We can go further and derive from this cycle, for both decision problems E ∩ MP
>0
and E ∩ MP >0 , a finite-memory winning strategy for P 1 with pseudo-polynomial size. In this way, Corollary 14 will be also proved. Recall from Lemma 11 that given a reachable good cycle, for a well-chosen initial credit, there exists a winning strategy for P 1 for problems E ∩ MP >0 and E ∩ MP >0 that consists in reaching the simple good cycle and looping in it.
In case (1) of Proposition 12, this strategy is memoryless, and in case (2) of Proposition 12, it is a finite-memory strategy of size pseudo-polynomial in ||E|| since constants α, β of (6) are pseudo-polynomial in ||E||.
Case of good multicycles. We now turn to the proof of Proposition 12 for multicycles. Let C = {C 1 , . . . , C n } be a reachable good multicycle (each C k is a simple cycle). Let us show that cases (1) or (2) of Proposition 12 occur in a way similar to what was done previously for good cycles (the proof is thus here sketched). Without lost of generality, we suppose that C contains no cycle C k with weight w(C k ) = (0, 0). If C contains a cycle C k with w(C k ) ≥ (0, 0), then case (1) occurs. Hence we assume that for all k, cycle C k has weight w(C k ) ≥ (0, 0). It follows that there exists C ∈ C such that w 2 (C) ≥ 0 and w 1 (C) < 0. Thus w(C) = (−x, y) with x ∈ N 0 and y ∈ N, and we take such a cycle C with the minimum ratio y −x . We consider the line generated by w(C) in Q 2 . The weights w(C k ) cannot be all strictly under this line. Hence there exists some cycle C ∈ C that is either strictly above the line or on it and in the direction opposite to C. In the first case, we conclude (as for good cycles) that w(C ) = (x , −y ) with x , y ∈ N 0 and vectors w(C), w(C ) make an angle < 180 o . Moreover, we get that y ∈ N 0 . In the second case, the vectors w(C), w(C ) in opposite directions make an angle of 180 o and thus w(C ) = (x , −y ) with x ∈ N 0 , y ∈ N. Moreover, as w(C ) ≥ (0, 0), we get y, y ∈ N 0 .
Let us now prove that if cases (1) or (2) of Proposition 12 occur, then there exists a reachable good multicycle. This is trivially true if case (1) occurs. Suppose that case (2) occurs. Let C, C be two cycles satisfying the conditions of case (2) and let show how to construct a good multicycle C from them. By Lemma 15, there exist a, b ∈ N 0 such that a · w(C) + b · w(C ) ≥ (0, 0). Hence the required multicycle C is composed of a occurrences of cycle C and b occurrences of cycle C .
Characterization in case of non-strict inequalities
We now prove the characterization given in Theorem 7 in case of a mean-payoff objectives with non-strict inequality.
Proof of Theorem 7. We prove that (1)
Let us prove implication (2) ⇒ (3)
We first assume that there exists ≤ 1 |V | such that this reachable good cycle C is simple, thus with length k ≤ |V |. Let us show that C = {C} is the required multicycle in G with w(C) ≥ (0, 0). As C is a good cycle in G , we have w 1 (C) ≥ 0 and w 2 (C) > 0. Hence
|V | = 0 which is impossible. It follows that w(C) ≥ (0, 0) as announced. We then assume that for all ≤ 1 |V | , there is no reachable good cycle C that is simple. Then we have two simple cycles C , C as described in Proposition 12. As there is a finite number of simple cycles in G, there exists a sequence n → 0 using the same pair of cycles C, C with respective length k, k ≤ |V | such that in game G n ,
such that x, x ∈ N 0 , y + k · n > 0, y − k · n ≥ 0, and vectors w n (C), w n (C ) make an angle < 180 o . The latter condition is equivalent to
When n → 0 in (7) and (8), we get in the game G that w(C) = (−x, y), w(C ) = (x , −y ) with x, x ∈ N 0 and y, y ∈ N, and x y − xy ≥ 0 showing that vectors w(C), w(C ) make an angle ≤ 180 o . If y = 0, it follows that y = 0 by the angle ≤ 180 o , and thus C = {C } is a reachable good multicycle. If y ∈ N 0 , it follows from case (2) of Proposition 12 that there exists a good reachable multicycle in G.
We now prove implication (3) ⇒ (1). Suppose that there exists a reachable good multicycle and let us construct a winning strategy for P 1 for the decision problem E ∩ MP ≥0 . We apply Proposition 12. If the reachable good multicycle is composed of a unique simple cycle C with weight w(C) ≥ (0, 0), then P 1 has a memoryless winning strategy (by Lemma 11) . So let us suppose by Proposition 12 that there exist two simple cycles C, C in the same reachable connected component such that their weight vectors w(C) = (−x, y) and w(C ) = (x , −y ) satisfy x, x , y ∈ N 0 and y ∈ N and make an angle ≤ 180 o . Moreover by Lemma 15, there exist α, β ∈ N 0 such that
As C, C are in the same reachable connected component, let π C,C be a simple path from C to C , π C ,C be a simple path from C to C, and π 0,C be a simple path from the initial vertex v 0 to C . All those paths have their weight bounded by |V | · ||E||. To balance the possibly negative energy of π C,C and π C ,C , we choose γ ∈ N such that
Notice that γ ≤ 2|V | · ||E||. Consider the following strategy σ 1 for P 1 : 
The weight w 2 (π) is lower bounded by
Indeed, the first term is a lower bound for w 2 (π 0,C ), in view of (9) the second term is a lower bound on the remaining negative weight after rounds 1, 2, . . . , Z − 1, and the last term is a lower bound on the worst weight during round Z (just after (b)). By (11) and (12), it follows that the mean-payoff-inf value MP 2 (ρ) of ρ is ≥ 0 since the average weight 
Proof of Theorem 4
We now have all the ingredients to prove Theorem 4 which is the main result of Section 3. By Theorems 6 and 7, solving the energy mean-payoff desicion problem for player-1 game structures reduces to decide whether there exists a reachable good cycle or multicycle. We will show that this can be tested in polynomial time thanks to a result in [31] . In case of mean-payoff objectives with strict inequality, when a reachable good cycle exists, we know that P 1 has a winning strategy with memory size pseudo-polynomial in ||E|| by Corollary 14, and we will provide an example of game where pseudo-polynomial memory is necessary for P 1 to win. In case of mean-payoff objectives with non-strict inequality, when a reachable good multicycle exists, we know that P 1 may need a strategy with infinite memory to win by Example 3.
Theorem 16.
[31] Let G be a game structure. We now turn to the memory requirements of winning strategies for P 1 . In case of nonstrict inequalities for the mean-payoff objective, Example 3 indicates that infinite memory is necessary for P 1 to win. In case of strict inequalities, finite-memory strategies with size pseudo-polynomial in ||E|| are sufficient for P 1 to win by Corollary 14. 
Deciding whether G contains a multicycle

Figure 6
Player-1 game structure where P1 needs pseudo-polynomial memory to win.
It remains to prove that pseudo-polynomial memory is necessary in case of strict inequalities. Consider the player-1 game structure on Figure 6 with ||E|| = W ∈ N 0 . In this game, P 1 has a finite-memory winning strategy for the objective Ω = Energy 1 (c 0 ) ∩ MP(> − ) for c 0 = W and for all ∈ Q, > 0 (using threshold = 0 is allowed by Remark 1). Indeed his winning strategy consists in repeating the following cycle π: go from v 0 to v 1 , loop 2W times in v 1 , and go back to v 0 . As this cycle π has weight w(π) = (0, 0), the energy objective is satisfied with the initial credit c 0 = W , and the mean-payoff-inf objective is satisfied with non-strict inequality ≥ 0, and thus with strict inequality > − for all . One can check that this strategy uses a Moore machine with 2||E|| + 1 memory states.
Let us prove that P 1 has no finite-memory strategy σ 1 with size ||E|| to positively solve the problem E ∩ MP >− . Assume the contrary and take = 1 2W . Suppose that the cycle π infinitely repeated by strategy σ 1 has a cycle decomposition using α occurrences of cycle v 0 v 1 v 0 and β occurrences of cycle v 1 v 1 , that is,
As this cycle is simple in the graph G(σ 1 ) (equal to the product of G with the Moore machine of σ 1 ), we have
As σ 1 is winning, we have by (13) 
Therefore 2W < 2α + β in contradiction with (14).
Two-player setting
In this section we consider two-player energy mean-payoff games. We show that the four variants of the energy mean-payoff decision problem are in co-NP. To establish this, we show that if the answer to this problem is No, then P 2 has a spoiling memoryless strategy σ 2 that he can use for all initial credits c 0 ∈ N. In the game structure G(σ 2 ), P 1 is then the only player and we can apply the results of the previous section, in particular Theorem 4. We also show that in case of mean-payoff objectives with strict inequality, the energy mean-payoff decision problem can be reduced to the unknown initial credit problem for 4-dimensional energy games. If follows by [29] that our decision problem can be solved in pseudo-polynomial time and that finite-memory winning strategies with pseudo-polynomial size for P 1 exist and can effectively be constructed. In case of mean-payoff objectives with non-strict inequality, we already know that infinite memory is necessary for P 1 in player-1 energy mean-payoff games by Theorem 4. We show how to construct such strategies. The results that we establish in this section are summarized in the following theorem. In all cases, winning strategies can be effectively constructed for both players.
Theorem 17. The energy mean-payoff decision problem for two-player game structures is in co-
The proof of this result is detailed in the following sections.
Memoryless winning strategies for P 2
For all four variants of mean-payoff energy objective, we here establish that P 2 does not need any memory for his winning strategies. Therefore, thanks to Theorem 4, the energy mean-payoff decision problem can be solved in co-NP.
Proposition 18. Let ∼ ∈ {>, ≥}. For all energy mean-payoff games G and all initial vertices v 0 , if the answer to the energy mean-payoff problem
is No, then there exists a memoryless strategy σ 2 for P 2 such that for all initial credits c 0 ∈ N, no play ρ consistent with σ 2 from v 0 belongs to
As a preambule to the proof of this proposition, we state the following lemma. The proof of this lemma is immediate: consider the game structure G(σ 2 ) induced by a memoryless strategy σ 2 for P 2 and apply Theorem 6 and Theorem 7 in G(σ 2 ).
Lemma 19. For all energy mean-payoff games G and initial vertices v
We now proceed to the proof of Proposition 18. Note that energy objectives are not prefix-independent objectives and this proposition does not directly follow from the results of [30] . However our proof is an adaptation of the proof technique of [9, 20, 26, 30] .
Proof of Proposition 18.
We only need to establish the result for the problem E ∩ MP ∼0 as we can then directly obtain the result for the problem E ∩ MP ∼0 using Lemma 19. Let us denote by Ω(c 0 ) the objective Energy 1 (c 0 ) ∩ MP 2 (∼ 0). We prove the proposition by induction on the number κ = |E| − |V |. Suppose that the answer to the decision problem is No.
If κ = 0, then every vertex belonging to P 2 has a unique outgoing edge, and P 2 has only one (memoryless) strategy σ 2 . Therefore for all initial credits c 0 ∈ N, no play ρ consistent with σ 2 from v 0 belongs to Ω(c 0 ).
Suppose now the statement of Proposition 18 holds for κ ≤ n for some n ∈ N and let us prove that it is true for κ = n + 1. For this purpose, let G be a game structure such that |E| − |V | = n + 1 and let v 0 be the initial vertex. If every vertex v ∈ V 2 has a unique outgoing edge, we are done as before. So suppose that there exists some vertex v * ∈ V 2 that has at least two outgoing edges. We partition this set of edges into two non-empty subsets E and E r and we define from G two smaller game structures, denoted G and G r , with the same vertices and edges except that the set of outgoing edges from v * is restricted to E and E r respectively. By construction of G and G r , we have |E j | − |V j | ≤ n for j ∈ { , r}, and so we can use the induction hypothesis on them.
Suppose first that the answer to the decision problem is also No in either G or G r . Then by induction hypothesis P 2 has a memoryless winning strategy σ 2 in G (resp. in G r ). As σ 2 is also winning for him in the whole game G, we are done.
Suppose now that the answer to the decision problem is Yes in both G and G r . Hence for each j ∈ { , r}, let σ j 1 be a winning strategy for P 1 from v 0 in G j for the objective Ω(c j 0 ) for some c j 0 ∈ N. We will show that P 1 is also winning in G for the objective Ω(d 0 ) for some well-chosen d 0 . This is in contradiction with the negative answer to the decision problem in G, hence only the previous situation holds and we are done.
If for some j ∈ { , r}, each play from v 0 in G j consistent with σ
is also winning for P 1 in the whole game G and we are done. So suppose that this is not the case: it follows that P 1 is also winning from v * in each G j , j ∈ { , r}. We denote by τ . . , C n of cycles from one visit of v * to the next one, and a suffix π v * ,v from the last visit of v * to the last vertex v of πv. We label each of the paths C 1 , . . . , C n , π v * ,v with (resp. r) if its first edge belongs to E (resp. E r ). We denote by π (resp. π r ) the path constructed from π by removing π v0,v * and all the paths C 1 , . . . , C n , π v * ,v that are labeled by r (resp. ). In this way π j is a path in G j from v * , for both j ∈ { , r}. A similar decomposition can be done for a play ρ that visits v * . Two cases occur: either there is an infinite number of cycles C 1 , C 2 , . . ., or there is a finite number of cycles C 1 , . . . , C n followed by a suffix ρ v * of ρ from the last visit of v * . As done with the path πv, we denote by ρ (resp. ρ r ) the play (or path) constructed from ρ by removing ρ v0,v * as well as all C i and ρ * v (if it exists) labeled by r (resp. l).
We can now construct a winning strategy λ 1 of P 1 from v 0 in G for the objective Ω(c 0 ) as follows. Let πv be a path in V * · V 1 .
If πv does not visit v * , we let λ 1 (πv) = σ 1 (π).
If πv visits v * , consider its decomposition into π v0,v * , C 1 , . . . , C n , and π v * ,v . If j ∈ {r, l} is the label of π v * ,v , we let λ 1 (πv) = τ j 1 (π j ).
Let ρ be a play from v 0 in G consistent with λ 1 . Let us show that ρ is winning for Ω(c 0 ). If ρ does not visit v * , then by definition of λ 1 , ρ is a play in G consistent σ 1 from v 0 and is thus winning for Ω(c 0 ). If π visits v * , we decompose ρ as explained previously as a prefix ρ v0,v * , followed by a finite or infinite sequence of cycles C i , and an eventual suffix ρ v * . We also consider ρ and ρ r .
First notice that the energy objective Energy 1 (c 0 ) is satisfied, that is, the energy level remains always nonnegative along ρ. Indeed by definition of λ 1 , (i) this is the case along ρ v0,v * since σ 1 is winning from v 0 in G for the objective Ω(c 0 ), furthermore the energy level at the end of ρ v0,v * is ≥ c * = c * r + ∆ by Lemma 23, (ii) the same conclusions hold for each C i and for ρ v * by Lemma 23 and since τ j 1 is winning from v * in G j for the objective Ω(c * j ) for both j ∈ { , r}.
Second the mean-payoff objective MP 2 (∼ 0) is also satisfied. Suppose that either ρ or ρ r is finite, that is, the decomposition of ρ ends with the suffix ρ v * . Then by definition of λ 1 , if ρ v * is labeled by j, then it is a suffix of ρ j that is consistent with the winning strategy τ j 1 from v * in G j . As the mean-payoff objective is prefix-independent and ρ j belongs to MP 2 (∼ 0), ρ also belongs to MP 2 (∼ 0). Suppose now that both ρ or ρ r are infinite. By definition of λ 1 , each ρ j , j ∈ { , r}, is consistent with the winning strategy τ j 1 in G j , and thus belongs to MP 2 (∼ 0). Moreover, as the mean-payoff-inf objective is prefix-independent and convex, we have that ρ also belongs to MP 2 (∼ 0) (see e.g. [35] for a proof). We recall that an objective Ω is convex if for all plays ρ odd = π 1 π 3 · · · ∈ Ω and ρ even = π 0 π 2 · · · ∈ Ω, then we have ρ = π 0 π 1 π 2 π 3 · · · ∈ Ω.
Notice that from Proposition 18 and Lemma 19 we directly get the following corollary. While Proposition 18 allows us to obtain the membership in co-NP of the decision problems and to effectively construct winning memoryless strategies for P 2 , unfortunately it does not tell us how P 1 must play from a winning vertex (when spoiling strategies do not exist for P 2 ). In the following two sections we provide results that show how P 1 needs to play in order to win energy mean-payoff games. We first show that P 1 can win with finite memory for the case of strict inequalities, and then we provide infinite-memory winning strategies for the case of non-strict inequalities. For the later case, we already know that infinite memory is necessary even player-1 game structures (see Theorem 4).
Strategies for P 1 : case of strict inequalities
In case of strict inequalities, our solution is based on a reduction to multi-dimensional energy games [17] for which we know how to construct strategies for P 1 . Energy j (c 0,j ). When d = 1 and the answer to this problem is Yes, we denote by c(v 0 ) ∈ N the minimum initial credit for which P 1 has a winning strategy from v 0 . The complexity of this problem has been first studied in [17, 20, 35] and then in [29] for a fixed number of dimensions. ([17, 20, 29, 35] Proof. We first explain the reduction. Given an energy mean-payoff game structure With this reduction, let us prove that the answer to the energy mean-payoff decision problem for G is Yes (for both problems E ∩ MP >0 and E ∩ MP >0 ) if and only if the answer to unknown initial credit problem for G is Yes. Recall that we already know by Corollary 20 that the answer is Yes simultaneously for problems E ∩ MP >0 and E ∩ MP >0 .
Multi-dimensional energy games
Theorem 21
Let us first suppose that the answer is No for G . Then by Theorem 21, P 2 has a spoiling memoryless strategy σ 2 that he can use for all initial credits c 0 ∈ N 4 in G . As V 2 = V 2 , we can interprete σ 2 in G. We consider the game structures G (σ 2 ) and G(σ 2 ) induced by σ 2 from G and G respectively, and where P 1 is the unique player. By Theorem 6, σ 2 is winning for 
We are going to construct from π a reachable cycle π in G (σ 2 ) such that w (π ) ≥ (0, 0, 0, 0). With Lemma 22, this will contradict σ 2 being winning for P 2 in G .
The cycle π is constructed as follows where for each edge (v , v +1 ) of π we denote by r and s the two new vertices of Figure Let us now suppose that the answer is Yes for G . Then by Theorem 21, P 1 has a winning strategy σ 1 for some initial credit c 0 , that is finite-memory with a memory size M . Let us show how to derive from this strategy a winning strategy σ 1 for P 1 in G for some initial credit c 0 , that is finite-memory and has size M ≤ M . In this way the last part of Proposition 24 will be also proved.
First notice that if a play ρ ∈ Plays(G ) is consistent with σ 1 , then it cannot loop forever on one or on both vertices r, s among the new vertices (see Figure 7) . Otherwise in the first case, ρ would loop on the simple cycle π = (s, s) with weight w (π ) = (0, 0, 1, −1), and in the second case, it would loop on some cycle π ∈ {r, s} + with at least one occurrence of edge (r, s), thus with a weight vector w (π ) such that w 2 (π ) < 0. Hence the energy level of ρ would not remain above (0, 0, 0, 0) for any initial credit c 0 ∈ N d , which is impossible. Let us now explain how to construct a strategy σ 1 in G from the finite-memory winning strategy σ 1 . Intuitively, the plays ρ consistent with σ 1 will be derived from plays ρ consistent with σ 1 where we delete factors ρ [k, ] ∈ {r, s} + such that r, s are the new vertices. We proceed as follows. Let π u ∈ V * · V be a path in G that is consistent with σ 1 and that ends in a vertex u ∈ V . We construct from π u a path πu ∈ V * · V in G such that each factor of π u of the form vλv such that v, v ∈ V and λ ∈ (V 1 \ V 1 ) + is replaced by the factor vv . Notice that each such path πu ∈ V * · V is derived from a unique path π u that is consistent with σ 1 . Then when u ∈ V 1 , we define σ 1 (πu) as
One can check that this strategy σ 1 is finite-memory with a memory size M less than or equal to the size M of σ 1 (intuitively, in the Moore machine of σ 1 , we remove the finite portions producing factors vλv as described above).
It remains to prove that σ 1 is winning for P 1 (for both Energy(c 0 ) ∩ MP(> 0) and Energy(c 0 ) ∩ MP(> 0), for some c 0 ). First notice that the energy objective is satisfied because dimension 1 is not affected by the reduction from G to G (on the first component, only weights 0 label the new edges, see Figure 7 ) and σ 1 is winning for the energy objective of dimension 1 in G . So we have to show that each play ρ consistent with σ 1 satisfies MP 2 (ρ) ≥ MP 2 (ρ) > 0. Consider ρ as a play in the game structure G(σ 1 ) and its cycle decomposition in this structure. As a first step, we show that each (simple) cycle in this decomposition is good.
Take such a cycle πu, let k ≥ 1 be its length, and let π u be the cycle of G (σ 1 ) from which πu is derived. We denote its weight vector by w(πu) = (α, β) with α, β ∈ Z. We have to prove that α ≥ 0 and β > 0. As σ 1 is winning, we have w (π u) ≥ (0, 0, 0, 0) (recall that it is a cycle in G (σ 1 )). Moreover
where n is the number of subpaths deleted from π u to derive πu and the total number of edges (s, s), s ∈ V \ V , used by π u. It follows from (18) that α ≥ 0. Moreover, k = ≥ 1 (since k is the length of πu) showing that n ≥ 1 (as ≥ 1, at least one subpath has been deleted). Therefore β ≥ n > 0. This shows that the cycle decomposition of ρ in G(σ 1 ) is composed of simple cycles that are all good.
We can now explain why ρ satisfies MP 2 (ρ) > 0. Let N = |V | · M be the number of vertices of G(σ 1 ). Thus each simple path π or cycle C of G(σ 1 ) has a length bounded by N , and
(as just explained). Take any prefix ρ[0, k] of ρ and its cycle decomposition into an acyclic part and t simple cycles. It follows that
and
by (20) . 
Strategies for P 1 : case of non-strict inequalities
By Theorem 7, we know that infinite memory may be necessary for P 1 to win in case of non-strict inequalities. The reduction to multi-dimensional energy games of previous section is thus not applicable for this case. Instead, we show how we can effectively construct a winning strategy for P 1 by combining an infinite number of finite-memory strategies. Here, we show how to construct a winning strategy for P 1 for the mean-payoff-inf case only. Indeed a winning strategy in this case is also winning for the mean-payoff-sup case.
We first note that if P 1 is winning from a vertex v for the objective
then he is also winning from v for the objective
Let Win be the set of vertices v from which P 1 is winning for Ω(c 0 ) for some c 0 . In particular v 0 ∈ Win by hypothesis. From now on, we assume that the vertices not in Win are removed from V leading to a game structure that we still denote by G. This can be done as a winning strategy for P 1 will never enter those vertices.
For all vertices v ∈ Win, we denote by c(v) ∈ N the minimum initial credit from which P 1 is winning for Ω(c(v)) from v. Similarly for all i ∈ N 0 , we denote by c i (v) ∈ N the minimum initial credit from which he is winning for Ω i (c i (v) 
These constants will be useful later for the energy objective.
An effective winning strategy for P 1 . Let us define a strategy τ 1 for P 1 from v 0 that will be proved to be winning for P 1 . A play ρ consistent with τ i is the limit of a sequence of prefixes ρ i of increasing length constructed in the following way: 
3. Increment i by 1 and goto 2.
Notice that in (24), we require for w 2 (ρ i ) more than w 2 (ρ i ) > −|ρ i | · i . Indeed the latter inequality would be enough to guarantee that the mean-payoff-sup value of ρ satisfies MP(ρ) ≥ 0 but we will explain later that we need (24) to guarantee MP(ρ) ≥ 0.
For the correctness of the given construction, we need to prove that for each i ∈ N 0 , there exists a path ρ i satisfying (24) . This is a consequence of point (ii) of the next lemma. Energy objective. It remains to explain why the energy objective is also satisfied by ρ with the initial credit d 0 defined in (27) . Recall from the definition of τ 1 that ρ is the limit of a sequence of prefixes ρ i such that each ρ i is the concatenation of ρ i−1 and π i . Recall also that c i (v) ∈ N is the minimum initial credit for which σ 
Proof of Theorem 17
We conclude this section with the proof of Theorem 17.
Proof of Theorem 17. We establish the three assertions of the theorem as follows.
We first prove that the energy mean-payoff decision problems for two-player games G are in co-NP for the four variants. This result is obtained as follows. By Proposition 18, memoryless strategies are sufficient for P 2 to win, for all four variants. Hence, the following is an algorithm in co-NP: guess a memoryless strategy σ 2 for P 2 , and in the resulting one-player game G(σ 2 ), verify in polynomial time whether P 1 is winning thanks to Theorem 4.
Second, we consider the two variants with strict inequalities. By Proposition 24, there exists a polynomial reduction of the energy mean-payoff decision problem to the unknown initial credit problem for 4-dimensional energy games. By Theorem 21, it follows that the energy mean-payoff decision problem can be solved in pseudo-polynomial time and that exponential-memory strategies are sufficient for P 1 to win.
Finally, we consider the last two variants with non-strict inequalities. In Proposition 25, we have shown how we can effectively construct a winning strategy for P 1 in this case.
