Neural network architectures are proposed to model and control the Spark-Ignition (SI) engine idle speed. Static and dynamic multi-layer neural networks are used to develop plant models and plant inverse function models. A neural network is trained to learn the system's input-output relationship. Another is trained to model the inverse relationship of the plant and is included in the controller. The dcveloped controller, in series with appropriate filters, is then used to control the throttle angle and the spark advance angle control signals to track a desired speed and pressure of the engine. The paper demonstrates how computationally in-expensive neural networks can effectively learn on-line both the modeling and control tasks for this nonlinear, dynamical and complex process.
Introduction
The control of a two-stage idle Spark-Ignition (SI) engine has been studied exhaustively in the literature because its performance represents a key feature in the stability, reliability and cost in automotive manufacturing. Conventional nonlinear control schemes [l] , recurrent neural networks [2, 3] and fuzzy logic [4] approaches have all been considered to address this control problem. In this work, we use neural networks in a feedback control structure which permits the use of static (i.e. non-recurrent) and/or recurrent neural networks as building blocks within the overall feedback structure. It is noted on the outset that since the overall structure includes feedback, and therefore recurrent, it is not critical 0-7803-2978-3/96/$5.00 0 1996 lEEE that recurrent neural networks are exclusively used within the neural controller building blocks. This view can be favorable when the computational effort in training and executing the controller in practice is required to be minimized in order to be implementable onto economical microprocessors. Such economic view is necessarily adopted in the automotive industry as a criterion in eventual deployment.
In this work, we use both static (i.e. feedforward, nonrecurrent} and dynamic/temporal (recurrent) neural network controllers. The temporal neural networks are contrived from feedforward networks by simple iterations, which is a trivial task for microcontrollers. The control structure also includes a filtering stage, in series, to provide (i.e., generate) the necessary state error signals to enable the task of idle engine speed control.
The paper is organized as follows. The problem is defined in section 2. Section 3 presents some review of the basics of feedforward neural networks which will be used to develop neural controllers. In section 4, control structures using static neural network contmllers as well as static modeling of the plant are used to accomplish the control task. Simulation results are then presented to show the performance of the proposed structure. A desired level of output signals is tracked robustly (and in a stable manner) using control signals within the permissible range. Also, temporal predictors and temporal plant models are developed as anticipatory approaches with a view towards enhancing the idle engine speed control performance. Concluding remarks are given in section 5.
Problem Definition
Uncertainties in such physical system are abound. Figure 1 below presents a schematic diagram of the system.
A two-stage idle engine belongs to a nonlinear class of system described by: where oj is the jrh neuron's output, b, is the jrh neuron's bias, wg is the weight connecting the jrh neuron's output to the irh neuron's input and3 is the i ' neuron's activation function.
A neural network is constructed by connecting a set of neurons to each other. Most commonly used architecture to design such neural networks is the multilayer feedforward architecture where the neurons are lined up in columns (or layers) and every neuron within a layer is connected only to the neurons from the previous layers.
The parameters (the weights and biases) are then updated using the gradient descent method [6] :
In the context of this paper, the idle engine speed control is to provide robustly the correct throttle and spark advance inputs angles to drive the engine to the desired engine speed and pressure outputs. The objective is then to train a neural network controller to produce the correct input to stabZy drive the plant to the desired output. A number of different approaches for training a controller have been described in the literature [7, 8] such as the reinforcement learning. In this work, we use the generic control structure shown in Figure 3 below. In [SI, the authors describe a control structure such plant P. They proposed a three step-procedure to carry out this task: (i) design a neural network model, M, that represents the plant, (ii) design a neural network model, C, that represents the inverse functionality of the plant, and (iii) use the structure in Fig. 3 with an appropriate choice of the filter, F, to control the plant. This control structure will be used to observe the plant performance for the cases )r P as the one shown in figure 3 to control a nonlinear -P where 6, = (of -c;")f'(hr)
and q is the learning rate. The above learning rule is commonly known in the literature as the standard of static and temporal modeling of the controller. It should be repeated that since the overall control structure includes feedback, and therefore recurrence, it is not critical that each neural building block be recurrent. Note that eliminating redundant recurrent loops translates to computational savings (and hence cost) which is more critical for the automotive industry. A filter F to achieve the control of the plant using the structure described in Figure 3 was designed. A second order filter to adjust the gain in series w i t h an integrator to " i z e the backpropagation error were used. The filter is of the form:
With an appropriate choice of parameters, the output of the plant will match a desired reference that is set by the user. By considering Kp = 1.1, w, = 1000, 6 = 0.7 and K = 500, the closed-loop system is able to track the set reference. Figures 5 and 6 represent the performance of the controller for a sample of the trained data. It can be observed that the plant reaches the desired target within 2msec in simulation with nominal step size of 0.5msec. In this experiment, it is desired to produce the necessary control signal vector U that will drive the plant to the following reference (0.0360, -0.5351). This normalized data corresponds to pressure of 76.2239kPa and an engine speed of 545.6933 rpm.
As it is observed in Figures 5 and 6 , the plant has tracked these reference signals w i t h i n 2msec. A (normalized) control signal of (-0.5574,0.5994) was necessary to accomplish this task. When these values are converted to their physical domain, they correspond to the following angles (10.2130, 40.6122). This pattem is not included in the training or testing data sets which were generated from the original mathematical model. This illustrates that the designed control has the capacity to generalize (i.e., interpolate) to other input/output pattems. 
Using Temporal Controller
Here, a temporal (i.e. recurrent) neural network architecture, as depicted in Figure 7@ ), was also used to develop a controller. Successful training of such controller was completed and is demonstrated in Figure 8 . Using the control structure shown in Figure 3 along with the temporal neural network controller, the idle engine speed tracking was achieved as shown in Figure 9 . The filter F was selected to have the following parameters Kp = 1.5, w, = 1000, 5 = 0.7 and K, = 5000. The architecture shown in Figure 7 (a) can be used to design a neural network predictor which would guide the neural network controller shown in Figure 7 (b) to produce an enhanced anticipatory control signals.
The training of such model is shown in Figure 10 . A suitable control structure can be developed to incorporate the prediction model. The control signal at lime k is applied to the plant and the predictive model simultaneously. Assume that the corresponding plant output is also at time k. The predictive model, however, produces its estimate of the "next" output, say, at time k+l. The controller then uses the "anticipated" output to augment (e.g., additatively) its control action. 
