We construct a Weyl group action on a certain class of varieties associated with quivers, which enables us to give a quiver theoretic partial explanation of the quasi-classical Gelfand-Graev action discovered in [GR , GK ].
2.3
For a quiver Q in this paper, it is a finite directed graph with the vertex set I and the edge set E. In the following, we will identify I with the set {1, · · · , n}, where n = #I. Each element h ∈ E has an orientation, i.e. h is an arrow. The head vertex and the tail vertex of h are denoted by h(h) and t(h) respectively. We will always assume that Q has no edge loops, i.e. no edges joining a vertex with itself. The opposite quiver Q op = (I,Ē) of Q is isomorphic to Q as a undirected graph, but the orientation of each edge is reversed. For h ∈ E, we denoteh ∈Ē to be the edge corresponding to h but with reversed orientation. The double quiver of Q is defined by DQ ≔ (I, E ⊔Ē). As a rule of thumb, if there is no ambiguity, for a quiver Q = (I, E), h ∈ E is often written as h ∈ Q.
Let A = (A kl ) k,l∈I be the adjacency matrix of DQ, where A kl is the number of edges of DQ going from l to k. Clearly, A is also the adjacency matrix for the underlying undirected graph of Q. The symmetric generalized Cartan matrix associated to Q is defined as C ≔ 2I − A, where I is the identity matrix. Using C, one can construct a Kac-Moody algebra, whose Weyl group W is a discrete group defined by generators {s k } k∈I satisfying the following relations, Note that the group W is finite if and only if the underlying undirected graph of Q is a Dynkin diagram of ADE type. On Z n , we can define a W action as follows. Taking ζ = (ζ 1 , · · · , ζ n ) ⊺ ∈ Z n , s k (ζ 1 , · · · , ζ l , · · · , ζ n ) ≔ (ζ 1 − C k1 ζ k , · · · , ζ l − C kl ζ k , · · · , ζ n − C kn ζ k ).
For the later usage, we also extend the above action to an action on R n or C n .
2.4
To each vertex k, we associate two C vector spaces V k , W k . Let V = (V k ) k∈I and W = (W k ) k∈W .
The following column vectors are called dimension vectors of V, W respectively, v ≔ (dim V 1 , dim V 2 , · · · , dim V n ) ⊺ ∈ Z n ≥0 , w ≔ (dim W 1 , dim W 2 , · · · , dim W n ) ⊺ ∈ Z n ≥0 .
In the whole paper, the symbol dim represents for the complex dimension of a complex vector space. And we often use v k (resp. w k ) as a abbreviation for dim V k (resp. dim W k ). Following Nakajima, [Nak ], we define the following vector space,
When only the isomorphism classes of V, W are concerned, we use the notation M(v, w), and even M for the same space. Besides, for the w = 0 case that we consider at times, we also use the notation M(v) for M(v, 0). An element of M(V, M) is usually denoted by (B, i, j) , where B = (B h ) h∈DQ , i = (i k ) k∈I and j = ( j k ) k∈I . We can naturally view M(V, W) as a cotangent bundle over a complex space, c.f. [Gin , ( . . ) ], [Nak , ( . ) ]. Therefore, there is a canonical (complex) symplectic form on M(V, M),
A -G -G
With respect to ω, the group GL v ≔ k∈I GL(V k ) acts on M symplectically, (B h , i k , j k ) → (g h(h) B h g −1 t(h) , g k i k , j k g −1 k ). Moreover, there exists a (complex) moment map for the above GL v action. Identify gl v with gl * v using traces of linear maps, the moment map is written as follows,
If we further equip V k , W k with Hermitian inner products, then it is possible to define a Hamiltonian hyper-Kähler structure on M whose complex symplectic form is ω and complex moment map is µ. Since we will not use this hyper-Kähler structure, we refer readers to [Nak , § ] for details. But as a helpful comparison with µ, we write down the real moment map of the Hamiltonian hyper-Kähler structure with respect to the group
where (•) † is the Hermitian adjoint.
Since the center of each summand in gl(V k ) (resp. u(V k )) is a -dimensional Lie algebra of scalar matrices, we can and will identify the center of gl v (resp. u v ) with C n (resp. R n ). Taking ζ = (λ, θ) ∈ C n ⊕ R n , the Nakajima quiver variety is defined as the following hyper-Kähler quotient,
As usual, we can also define M ζ as a GIT quotient. For simplicity, assuming θ = 0, the result is
A clarification of notations. Note that we have chosen the notation M ζ (v, w) for the Nakajima varieties. By our general rule for notations, it implies that M ζ only depends on the dimension vectors up to isomorphism, which is correct but hides some delicate details. It is clearly from the definition that for V, V ′ with the same dimension vector v, there exists a canonical isomorphism from M ζ (V, W) to M ζ (V ′ , W). But for W, W ′ with the same dimension vector w, the isomorphism from M ζ (V, W) to M ζ (V, W ′ ) in fact depends on the choice of isomorphism between W and W ′ . In this paper, we are only concerned with isomorphism classes of V actually. We will simply fix W = (W k ) k∈I once and for all to avoid such ambiguities.
In [Nak , Definition . ], fixing w, the author defines the following affine action of the Weyl group W on Z n , the lattice spanned by dimension vectors.
Note that if w = 0, the above action is conjugate to the action defined in ( . ). In fact, for these two actions, we have the relation w − C(s k * v) = s k (w − Cv). If we want to emphasize the dependence on w of the above action, the notation * w will be used. With this affine action, Nakajima [Nak , Proposition . ] constructs the following Weyl action on the quiver varieties. X W 2.5 Theorem. Let ζ be a generic point in C ⊕ R. If C is positive definite, i.e. Q is a finite quiver of Dynkin ADE type, for any σ ∈ W, there exists a hyper-Kähler isometry
For other constructions of the Weyl group action in the above theorem, as well as some generalizations, we refer readers to [CBH , Lus , Maf , Nak ] .
We should remind readers that the affine action of W on Z n in ( . ) generally does not preserve Z n ≥0 . In this paper, we are only interested in a special case, i.e. w = Cv. With this condition, one can check that v = σ * w v for any σ ∈ W.
2.6
By considering the vector spaces {W k } k∈I , we actually introduce a larger quiver Q ♥ ⊇ Q, which is sometimes called the framing of Q, [Gin , § ] . If w = 0, Nakajima quiver varieties degenerate to the usually defined quiver varieties. For the later usage, we recall a construction of Nakajima quiver varieties by using the quiver varieties without framings due to Crawley-Boevey [CB , p. ]. As before, let Q = (I, E) be a quiver and v, w be dimension vectors. Crawley-Boevey considers a quiver Q w with the vertex set I ⊔ {∞}, where ∞ is a newly added vertex. For each vertex k ∈ I, we draw w k edges from k to ∞. The edge set of the quiver Q w is the union of E and the newly drawn edges. We define a new dimension vectorv ∈ Z I⊔{∞} of Q w , that is,v k ≔ v k for k ∈ I andv ∞ ≔ 1. There is a natural group inclusion GL v ֒→ GLv that sends an element g = (g k ) k∈I toĝ = (ĝ k ) k∈I⊔{∞} , whereĝ k ≔ g k for k ∈ I and g ∞ ≔ Id. As in the M(v, w) case, C * as a subgroup of GLv can act on M(v). However, the C * action defined in this way is trivial actually. Therefore, via the isomorphism GL v ≃ GLv/C * , we can and will treat M(v) as a GL v -variety.
We introduce a vector spaceV ≔ ⊕ I⊔{∞} V k , where V ∞ is identified with C ( -dimensional vector space with a selected basis vector). To compare M(v) and M(v, w), we also need to pick a basis for each vector space W k of W. Now let {h α } w k α=1 be the set of edges satisfying h(h α ) = ∞, t(h α ) = k. By using the chosen basis of W k , we can find a bijection between two sets:
In the same fashion, there is a bijection between Hom(W k , V k ) and
Let (B, i, j) ∈ M(v, w) be the point corresponding toB under the isomorphism. As expected, µ k (B) = µ k (B, i, j) for k ∈ I. Moreover, since the trace vanishes on commutators, we also havê µ ∞ (B) = − k∈I v k · Tr(µ k (B, i, j)). Therefore, we often use the same notation for moment maps onB and (B, i, j) when there is no ambiguity. Denote the Weyl group of Q w by W w . By definition, W w contains W as a subgroup. On the subset of Z I⊔{∞} consisting of vectors of typev, one can check the following equality for k ∈ I,
That is, the map v →v is equivariant with respect to the affine action of W.
In summary, when considering the Weyl group action on quiver varieties, one can either use Q or Q w and the results of two choices are equivalent.
DKS type varieties and its Weyl group action
3.1 In this section, we will introduce another class of varieties associated to a quiver. Since such varieties have appeared in the work of Dancer et al., [DKS a, DKS b] , we call a variety of this class to be a DKS type variety. The method to construct such varieties mimics the construction of Nakajima quiver varieties. The main difference is that we need to use the special linear group to replace the general linear group. In the remaining part of this section, we try to find a Weyl group action on a special class of DKS type varieties whose dimension vectors satisfy a constraint. As it turns out, on such a variety, the Weyl group can act on the variety itself, rather than just sending a variety to another one as the Weyl group action on Nakajima varieties does.
DKS type varieties.
Choose a quiver Q as in Section . About the vector spaces V, W, we now assume that V k , W k are equipped with (complex) volume forms Σ k , Ω k respectively. In other words, we fix a basis vector Σ k (resp. Ω k ) for
and (W, Ω) respectively. Although we have introduced volume forms on vector spaces, we still define the space M(V, W) as in ( . ). The only difference is that from now on, an isomorphism between V and V ′ needs to preserve volume forms. And as before, we will fix a choice of (W, Ω) throughout the following construction.
The appearance of extra volume forms forces us to restrict the group GL v to a subgroup SL v ≔ k∈I SL(V k , Σ k ) of it. Clearly, SL v doesn't depend on the choice of volume forms. In fact, it is the subgroup of commutators of GL v . SL v also preserves symplectic form ω defined in ( . ) and the corresponding moment map m is just the projection of µ onto sl v .
X W
where (•) 0 means taking the trace-free part of a matrix. Therefore, m(B, i, j) = 0 if and only if there exists of λ = (λ 1 , · · · , λ n ) ∈ C n such that µ(B, i, j) = λ, i.e. each component of µ(B, i, j) is a scalar matrix.1 Let v, w be the dimension vectors of (V, Σ), (W, Ω). We call the following affine GIT quotient as a DKS type variety associated with the quiver Q.
Denote the corresponding quotient map from m −1 (0) to M by π. As before, we can also define M as a hyper-Kähler quotient. Let SU v be the unitary subgroup of SL v and m R be the real moment map for SU v .
From the viewpoint of reduction in stage, M(v, w) is just the intermediate result for the hyper-Kähler reduction of M(v, w) with respect to U v . More specifically, M inherits a hyper-Kähler Hamiltonian T n ≔ (S 1 ) n action from M. And we can calculate the Nakajima quiver varieties with the parameter ζ = (λ, θ) as follows.
As in § . , M can also be constructed from the quiver Q w . For this purpose, we should fix a volume form on the vector space V ∞ over the new vertex ∞. But since V ∞ ≃ C, we can equip V ∞ with the standard volume form. And recall that to compare the varieties constructed out of Q and Q w , we have picked out a basis for each W i . To make the comparison work in this new situation, we further require the chosen basis
The Weyl group action on M.
In [Nak ] , to define the Weyl group action on M ζ , Nakajima uses the gauge theoretic explanation of M ζ , c.f. [KN ] . Later, several authors work out a more algebraic construction to the same group action using the so-called reflection functor, [CBH , Lus , Maf , Nak ] . Here, we will try to modify the reflection functor to fit our settings, which enable us to construct a W action on M.
From now on, the dimension vectors are always assumed to satisfy w = Cv. Moreover, we will work with the formulation of M using Q w , which is a little more convenient. But for the notation simplicity, we use a different notation convention in the remaining part of this section compared to that in § . . Namely, we may omit the hat decorations for the quantities defined on Q w when their meanings in the context are clear.
To define the Weyl group action on M, we proceed in two steps. The st step is to define an automorphism S k on M for each simple reflection s k , k ∈ I. The nd step is to check that the defined {S k } k∈I satisfy the Coxeter relations ( . a-. c).
As a preparation, we discuss some properties about the variety m −1 (0). For this purpose, we need a result on the variety µ −1 (λ), which is a paraphrase of a theorem due to Crawley-Boevey in our situation. For α being a dimension vector of Q w , let p(α)
We will not give the definition of (positive) roots appeared in the following theorem, since we do not need it in this paper. Interested reader can find the definition in, e.g. , [CB , § ] .
The following statements are equivalent.
There is a closed orbit lying in µ −1 (λ) under the GL v action and the isotropic subgroup of this orbit is trivial.
v is a positive root of
|α is a positive root of Q w and Λ ⊺ α = 0}.
For any decompositionv = r t=1 β (t) with r ≥ 2 and β ∈ R λ , we have p(v) > r t=1 p(β (t) ).
If one of the above conditions is satisfied, µ −1 (λ) is a reduced and irreducible complete inter-
Moreover, if λ = 0 satisfies above conditions, the moment map µ : M(v) → gl v is a flat and surjective morphism.
As pointed by [CB , p. ] , by King's work on stability, [Kin ], the existence of such a closed orbit is equivalent to an algebraic result, that is, the existence of a simple representation of the (deformed) preprojective algebra Π 0 . In fact, Crawley-Boevey chose to state his theorem in this algebraic form. But as we don't use the preprojective algebra, we prefer the more geometric form of Theorem . as stated here. The following lemma is an application of the above theorem.
Lemma
Proof. Recall our assumption on dimension vectors, i.e. w = Cv. As a result, we can use [Nak , Corollary . ], which asserts the existence of an orbit in µ −1 (0) satisfying the condition ( ) of Theorem . for a finite type quiver. Hence, Theorem . implies that µ : M(v) → gl v is a flat morphism. By using the base change with respect to the natural inclusion from C n to gl v , the restriction of µ : m −1 (0) → C n is also flat. On the other hand, we notice that for the set R λ appeared in condition ( ) of Theorem . , the following relation is true: R λ ⊆ R 0 for any λ ∈ C n . Since we have shown that λ = 0 satisfies condition ( ) of Theorem . , this relation about R λ implies the same condition is valid for any λ ∈ C n . Therefore, µ −1 (λ) is reduced, irreducible and
Then, by the flatness of µ and [Liu , p. , Proposition . ], we conclude that m −1 (0) is reduced and irreducible. Meanwhile, the dimension property of flat morphisms also implies the dimension of
Remark. In fact, once fixing the choice of v, w, [Nak , Corollary . ] enables us to relax the finiteness condition of Q in the above lemma a little. Namely, let L w be an integrable highest weight module of the Kac-Moody algebra associated with Q. Suppose the highest weight of L w is n k=1 w k ̟ k , where {̟ k } are fundamental weights. To ensure that Lemma . holds in this case, we should assume that 0 occurs as a weight of L w .
In particular, let the undirected graph of Q be an affine Dynkin graph. For such a graph, there is a special vertex corresponding to the negative of the highest root of the underlying simple Lie algebra. Label this vertex with 0. Choose v to be the unique vector such that Cv = 0 and v 0 = 1. Then if we take w to be 0, Q, v, w will satisfy the condition in the last paragraph. This special non-finite example is particularly interesting because in this case M(v, w) has a close relation with the ALE spaces, c.f. [Nak , p.
].
X W 3.6 Now, we can begin the construction of the Weyl group action. It is helpful to introduce some notations. Fixing a vertex k ∈ I, we define the following space, c.f. [Lus , § . ] and [Maf , Definition ] ,
To define a volume form on T k , we only need to choose an order for elements in the set
Fix such a volume form for T k for each k ∈ I. Moreover, for any B ∈ m −1 (0), we can define two useful maps associated with T k .
is a scalar matrix. Recall that we want to define an automorphism S k on M corresponding a simple reflection s k .
The following two open subvarieties of m −1 (0) are quite relevant to this purpose,
The following variety lies in the heart of the whole construction, which is a variant of a variety introduced by Lusztig [Lus , § . ]. Let Z k be a subvariety of m −1 (0) × m −1 (0) consisting of pairs (B, B ′ ) satisfying the following conditions.
where and in the following we use the short notations a
. Moreover, since both V k and T k have volume forms, we also require that the torsion of the above sequence is 1. Readers can find a good introduction on the torsion of a chain complex in [Tur , Ch. I].
3.7 Remark. We make some short comments on the above conditions.
is thought of taking values in C n , we have the equality µ(B ′ ) = s k µ(B) , where s k acts on C n by ( . ).
B. Furthermore, the results of Lusztig and Maffei also show that one don't need to require both B, B ′ lying in m −1 (0) a priori. In fact, if we only assume that B ∈ m −1 (0) and
C. To ensure the existence of the short exact sequence ( . ), we have used the assumption on the dimension vectors, i.e. w = Cv.
By the definition of Z k , the following group acts naturally on it.
By dropping out the first or the second copy of SL(V k ) in the above decomposition of G k,v , one obtains two projection maps from G k,v to SL v . Therefore, via these two projection maps, G k,v can action on m −1 (0) in two different ways. Meanwhile, denote p (resp. p ′ ) to be the projections from Lemma ] , the following result holds.
3.8 Lemma. Any of the following two maps yields a principal SL(V k ) bundle structure on Z k i p :
We note the following fact: due to the torsion 1 condition in C ., for a fixed b k , the possible a ′ k satisfying condition C . is unique up to a SL(V k ) action at most. Now, we can reproduce the proof of [Maf , Lemma ] verbatim to show that for any a ′ k satisfying C ., there exists a unique b ′ k such that C . is holds.
Remark. We do not specify the topology used to define the principal bundle in the above lemma. This will not cause any ambiguities thanks to a result by Grothendieck, [Gro , Théorème ] , which asserts that when the structure group is a special linear group (as in our situation), the principal bundle is locally trivial with respect to any usual topology, e.g. Zariski topology, étale topology, etc. In fact, it is not difficult in our concrete case to find a local section on a Zariski open subset for p, p ′ . Anyway, in view of Lemma . , the principal bundle structure implies that Z k is also reduced and irreducible.
3.9 The definition of S k . The Lemma . enables us to compare the invariant regular functions on several varieties,
Hence, there is an isomorphism
On the other hand, since m −1 (0) is a complete intersection by Lemma . , m −1 (0) is Cohen-Macaulay, especially satisfying Serre's S 2 property. As we have noted,
As as result, we can use [Gro , Théorème ( . . )], which asserts that a regular function can be extended from Λ s
Now, for any simple reflection s k , we can define S k , an automorphism of M, in the following way, 
In the following, we denote the preimage of M kl in m −1 (0) by N kl .
(A) Firstly, it is a direct consequence of the definition of Z k that ( . b) holds for {S k } k∈I . In fact, if A kl = 0, for any (B, B ′ ) ∈ Z k , the definition of Z k tells us that B h = B ′ h , where h is any edge of DQ w satisfying h(h) = l or t(h) = l. Using this fact, by checking the definition of S k , one can see that S k S l = S l S k .
(B) To check ( . a), we are going to show that if (B, B ′ ) ∈ Z k , then the same is true for (B ′ , B) ∈ Z k . Among the three conditions of Z k , condition C . and C . are trivially true for (B ′ , B). And by the result of [Maf , Remark ], we know that the chain complex ( . ) in condition C . is also exact for (B ′ , B). All we need to verify is that ( . ) has torsion 1 when a ′ k , b k are substituted by a k , b ′ k respectively. For a vector space with a volume form (Y, ω), we call a set of basis
As the torsion of ( . ) for
Hence, the r.h.s. of above equality is also standard for T k , which implies the torsion of ( . ) is also equal to 1 for (B ′ , B).
(C) The remaining parts of this section is devoted to verifying the last item ( . c). We need the following linear algebra result, which is a minor extension of [Maf , Lemma ].
A -G -G 3.11 Lemma. Let V, W, X, Y, Z be finite-dimensional vector spaces with volume forms and α, β, γ, δ, ǫ, ϕ be linear maps between them as indicated in the diagram below. The complex,
is exact if and only if the complex,
is exact and γ = δα. And the torsions of two complexes coincide up to a sign
Proof. We only show how to calculate the torsion, which is the difference between the above lemma and Maffei's result. It is convenient to assume that the torsion of the nd complex in the above lemma is 1. This assumption causes no loss of generality since the general case can always be reduced to this case by rescaling the volume form on V.
Choose standard top degree multivectors ∧ i v i , ∧ j z j of V and Z respectively1. And let ∧ j (w j + x j ) be a preimage of ∧ j z j in W ⊕ X. Since we have assumed the torsion of the complex is 1,
Now we also choose a standard multivector ∧ k y k for Y. Then, the following equality holds since {z k } is a set of basis for Z,
The preimage of z j and −y k + ϕy k in W ⊕ X ⊕ Y are easy to be found,
Since {y k } spans Y , one also has
Hence, by ( . ), ( . ), ( . ), we know that the torsion of the st complex in the lemma is
The proof of the lemma completes.
We also need another linear algebra lemma of the same nature.
3.12 Lemma. Let U, V, W, X, Y, Z be finite-dimensional vector spaces with volume forms and α, β, γ, δ, φ, ρ, η be linear maps between them as indicated in the diagrams below. Suppose that the following two complexes are exact and of torsion τ 1 , τ 2 respectively,
1Unfortunately, the symbol v i has been used for the dimension vector of a quiver. So readers should be careful about the meaning of v i from the context.
Then, the diagram
is a exact short sequence, the torsion of which is equal to τ 1 τ 2 .
Proof. As before, we only need to show the lemma with the assumption that torsions of ( . a), ( . b) are equal to 1. To calculate the torsion of ( . ), we choose ∧ i v i , ∧ j y j , ∧ k z k to be standard top degree multivectors of V , Y and Z respectively. Firstly, we find the preimage of z k in W ⊕ X ⊕ Y.
To show this claim, by the exactness of ( . b), we know that there existx k ∈ X,ȳ k ∈ Y such that ρx k + ηȳ k = z k . And the exactness of ( . a) enables us to find
* * * Note that the above claim also implies the surjectivity of L. The exactness of another map in ( . ) can be proved in a similar way, which is left to readers.
By using ( . a) again, we can find w
Since (ρφu ′ j + ηδu ′ j ) ∈ Z, combining with the above claim, we know that
is standard in Y ⊕ Z. Moreover, recall that the torsion of ( . a) is 1, which means that
is standard for W ⊕ U.
On the other hand, the exactness and the torsion 1 property of ( . b) implies that the following chain complex
is exact and of torsion 1. Since ( . ) is standard for W ⊕ U and L( w k , x k , y k ) = z k , the torsion 1 property of the above chain complex implies that the multivector
is standard for W ⊕ X ⊕ Y. Now, due to the standardness of both ( . ) and ( . ), we can conclude that the torsion of ( . ) is equal to 1.
The following corollary is an immediate consequence of the above two lemmas.
3.13 Corollary. With the same assumptions and notations as in Lemma . , the following chain complex is exact, ) and the torsion of which is
Proof. Since ( . a) is a chain complex, we have γα = δβ. Then we can use Lemma ( . ) to calculate the torsion of ( . ) from the torsion of ( . ).
Remark.
It is easy to see that if ( . b) and ( . ) are exact, then ( . a) is a chain complex and exact. Moreover, if we already know that ( . a) is a chain complex, then the exactness of ( . b) and ( . ) also can yield the exactness of ( . a).
3.14 With the above preparation, we can verify {S k } satisfying the Coxeter relation ( . c). From now on, we assume that A kl = 1. Introduce two auxiliary subspaces of N kl × N kl ,
Note that S k S l S k (π(B)) = π(B (3) ) (resp. S l S k S l (π(B)) = π(B (3) )) if and only if (B, B (3) ) ∈ Z kl k (resp. (B, B (3) ) ∈ Z l kl ). Therefore, to show ( . c), it is necessary and sufficient to show that Z kl k = Z l kl . As before, although this equality of set has been established by [Maf , p. ] , we need to trace the argument to ensure that the torsion condition can be preserved.
We only need to show Z kl k ⊆ Z l kl , since by exchanging positions of k and l we can obtain the inclusion in another direction in the same way.
The following two subspaces of T k and T l are useful.
We have T k = R k ⊕ V l and T l = R l ⊕ V k . Let h 0 ∈ DQ w be the unique edge going from l to k. Set ε ≔ ǫ(h 0 ), α ≔ Bh 0 , β ≔ B h 0 . Define c k (resp. d k ) to be the projection (resp. restriction) of a k (resp. b k ) to R k . And c l , d l are defined in a similar way. Let µ k (B) = λ k , k ∈ I. The relation between these maps are illustrated by the following diagram,
where we use the notation V k [λ k ] (resp. V l [λ l ]) as a vector space is V k (resp. V l ) exactly. The additional bracket is only used to indicate the value of µ k (resp. µ l ) at this stage.
X W
After the S k action on ( . ),1 we have
where and in the following we use the (possibly multiple) prime decoration2 on symbols to denote the new maps constructed according to the conditions C .-C .. For the S k action from ( . ) to ( . ), the condition C . of this action gives the short exact sequence,
About the torsion of the above exact sequence, we should be a little careful. Recall that the volume form on T k is determined by a choice of order for the set {V t(h) |h ∈ DQ w , h(h) = k}. Such an order also induces a volume form on R k . Then with respect to the natural volume form on R k ⊕ V l , the torsion of ( . ) is 1. The S l action on ( . ) gives
And the condition C . for the above S l action gives the short exact sequence,
For the same reason that we've explained for the torsion of ( . ), the torsion of the above chain complex is also 1. Then, by Corollary . , ( . ) and ( . ) lead to (taking V k as U) the short exact sequence
Once again, the S k action on ( . ) gives
whose condition C . implies the short exact sequence
1It seems more proper to say that S k acts on B. But it is convenient to identify a point and the diagram associated to it.
2We may also use the overdot decorations to avoid ambiguities. G -G with the torsion 1. By Corollary . again, ( . ) and ( . ) lead to (taking V l as U) another short exact sequence
On the other hand, if we take the route that acting on ( . ) by S l , instead of by S k , as the first step, we have the following output
For the S l action from ( . ) to ( . ), the condition C . of it also gives a torsion 1 short exact sequence
Now, as a key step to establishing Z kl k ⊆ Z l kl , we need the following claim.
Claim. The output of S k action on ( . ), i.e. S k S l (B), corresponds to the following diagram,
To show this claim, we use the following result due to Maffei. ([Maf02, p.680] ). There exist unique linear maps x : V k → V l and y : V l → V k such that the following equations hold,
Lemma
The above lemma implies the following chain complex is exact,
For the S k action from ( . ) to ( . ), the condition C . of the action implies that α ′ d ′ k = αd k . Keeping this fact in mind and applying Corollary . to ( . ) and ( . ) (taking V l as U), the output short exact sequence is ( . ) exactly. But we have known the torsion of ( . ), as a result, the torsion of ( . ) can also be calculated, which is 1. Combining the exactness of ( . ) and the calculation of its torsion, we actually have shown that the maps in ( . ) and ( . ) satisfy the condition C . of the S k action.
X W
To check the maps in ( . ) and ( . ) also satisfy the condition C . of the S k action, in view of Lemma . , we only need to show the following two equalities,
Among the above two equalities, ( . a) results from the condition C . from ( . ) to ( . ), as well as condition C . from ( . ) to ( . ). Then, by ( . a), Lemma . and using condition C . several times (between different pairs of diagrams), we calculate as follows,
By ( . ), ( c l , β) ⊺ is injective, from which and the above equalities, we obtain ( . b).
Now, by Remark . B., we know that the point in M associated with ( . ) lies in m −1 (0). Therefore, we have shown that when S k acts on ( . ), the result diagram is just ( . ). The proof of the claim is finished.
* * * The last step for the proof of Z kl k ⊆ Z l kl is to check that the S l action on ( . ) resulting ( . ). However, this can be shown using essentially the same argument that we have used for the above claim. As before, the upshot is to show the following chain complex is exact and has torsion 1.
Recall that, in the proof of the above claim, we have shown that ( . ) has these two properties.
To show ( . ) also has these two properties, we can use a similar method. The only difference is that now ( . ) plays the role that are played by ( . ) before. The details are left to readers. Now we have verified {S k } k∈I satisfying all the Coxeter relations and the proof of Theorem . is finished.
3.16
Remark. If we check the whole proof for the existence of the Weyl group action on M(v, w), as readers may have found out, the dimension vectors condition w = Cv is not always relevant. It seems possible to relax this condition and prove a result more similar to Theorem . . SL(n + 1, C) 4.1 In this section, we concentrate on a special DKS type variety T * (G/U) aff , where G = SL(n + 1, C). We begin with a review on the G RK action mentioned in the Introduction. Then, on T * (G/U) aff , we will compare the Weyl group action constructed in the previous section with the G RK action. More specifically, we are going to establish Theorem . .
A comparison with the G RK action for

Geometry of G/U.
We review some geometric properties of the basic affine variety to be used later. Especially, we recall a canonical construction of G/U and T * (G/U) after Ginzburg and Kazhdan. To avoid too many details, we only formulate the construction assuming G to be a connected semi-simple group with a trivial center, i.e. G is of adjoint type. But we would like to point out that, by proceeding as in [GK , § . ] , it is also possible to give a similar construction for the "simply-connected" case. 
is a representation of the weight µ under the natural action of T = B/[B, B] . For example, taking µ = 0, one can check that g ≥0,b = b and gr 0,b g = t. Using this filtration, we define a special subspace of g, d(b) ≔ i∈I g ≥−λ i ,b . In a sense that we will clarify a moment later, d(b)/b can be seen as a dual to a(b). Note that T acts on a(b) (resp. d(b)/b) naturally. The unique open dense orbit of this action is denoted by O(b) (resp. O − (b)). We will abuse notations a little by writing the preimage of
Like B, we can construct two varieties consisting of a family of
G acts on B, B, B − by conjugation. And the T action on O(b) (resp. O − (b)) induces a T action on B (resp. B − ), which commutes with the G action on it. Therefore, B (resp. B − ) is a T-principal bundle over B and the canonical projection of this bundle is G-equivariant.
Example. For G = SL(n + 1, C)/Z n+1 , take b ∈ B to be the Borel subalgebra consisting of upper triangular matrices. We can choose matrices of following forms for representatives of elements in O(b) and O − (b) in sl(n + 1, C).
For O(b), 0 e 1 * · · · · · · * . . . . 
where e i and f i are non-zero numbers. Taking t = diag(z 0 , z 2 , · · · , z n ) ∈ b as an element in T, X W under the adjoint action of t on the above matrices, e i in the first matrix is mapped to z −1 i z i−1 e i and f i in the second matrix is mapped to z −1 i−1 z i f i . Using the Killing form of g, we will identify g with g * . Since the isotropic subgroup at (b, s) ∈ B is the maximal unipotent subgroup associated with the Lie algebra u(b), the cotangent bundle of B is1
Fixing a choice of base point (b, s) ∈ B, the following two G-equivariant isomorphisms hold,
where U = [B, B] and Ad g (s) ∈ O (Ad g (b) ). Using the Killing form, we know that T * (G/U) ≃ G × U b, which gives us an isomorphism Θ s between T * (G/U) and T * B by using the second isomorphism on the above. But we would like to remind readers that the isomorphism Θ s obtained in this way does depend on the choice of s. Considering this fact, it is reasonable to view B and T * B as canonical models of G/U and T * (G/U) respectively.
Remark. If G is a simply connected group, one can see that the above two morphisms are finite covering maps, whose fibers are homeomorphic to the center of G. By modifying the definition of B a little, it is possible to produce an isomorphism as above for a simply connected group. Roughly speaking, one should choose the fundamental weights {̟ i } of T and the corresponding representations {V ̟ i }. Then replace the role of s in B by (v 1 , · · · , v n ) where v i is the highest weight vector of representation V ̟ i . Readers can find more details in [GK , § . ]. We only would like to point out that the resulting isomorphism is actually the same as the isomorphism constructed in [GJS , § ] .
Recall that the Grothendieck-Springer resolution g ≔ {(b, x) ∈ B × g|x ∈ b} makes the following diagram commute,
where the GIT quotient g // G is isomorphic to t/W by the Chevalley isomorphism. The definition of T * B gives a natural projection p g : T * B → g. Since G × T acts on B, there exists a Hamiltonian G × T action on T * B with the moment map µ G × µ T . Using p g , this moment map has the following expression: µ G = π p g , µ T = ν p g .
1Here and in the following, we often only define a variety (or a map between two varieties) as a set. But all such definitions can be enhanced scheme-theoretically by using suitable base changes. For details, one can see [GK ] .
4.3
In this subsection, we review the definition of a special variety Z rs , which plays a central role in Ginzburg and Kazhdan's construction of the Weyl group action, i.e. the G RK action, on (T * B) aff . As in the previous subsection, we also assume that G is of adjoint type.
Let g rs ⊆ g be subset of the regular and semi-simple elements. Then T * B rs ≔ µ −1 G (g rs ) (resp. g rs ≔ π −1 (g rs )) is a Zariski open and dense subvariety of T * B (resp. g). Recall that for a pair of b,b ∈ B, they are called in opposite position if b ∩b is a Cartan subalgebra of g. After [GK , p. , Definition], we call the following incidence variety the Miura variety for regular and semi-simple elements.
Remark. By [GK , Proposition . . ], for a point (b, b, x) lying in Z rs , we have (b, b) in opposite position automatically. Moreover, in [GK ], the Miura variety is defined for regular elements, not necessarily semi-simple. But for our applications, the above smaller variety is sufficient.
For a pair of Borel subalgebras (b,b) in opposite position, we have a triangular decomposition
Using the above diagram, there is an isomorphism between the leftmost and the rightmost copy of t: t → w 0 (t), where w 0 is the longest element in the Weyl group. Similarly, the following diagram also holds,
Compositing the above two isomorphisms, we have a new isomorphism κb ,b .
For any (b, b, x) ∈ Z rs , the isotropic subgroup at x, H x , is a Cartan torus of G, which is contained in B. Therefore, H x is isomorphic to B/[B, B] and isomorphic to T consequently. As a result, T can act on Z rs in the following way. For any t ∈ T, let h ∈ H x be the element corresponding to t.
Using κb ,b , the following result identifies Z rs with T * B rs . ([GK18, Corollary 5.2.4] ). The following map is a T-equivariant isomorphism, κ :
Proposition
Z rs → T * B rs ,
By the definition of κ, p g κ is the same with the natural projection (b, b, x) → (b, x). Without any ambiguities, we also use the symbol p g for this composition map. X W 4.5 The Weyl group action on (T * B) aff . By Proposition . , to define a Weyl group action on T * B rs , we only need to construct a Weyl group action on Z rs . As before, for any (b, b, x) ∈ Z rs , let H x ⊆ B be the isotropic subgroup at x. For any n w ∈ N G (H x ) corresponding to an element w ∈ W via the pair (H x , B) , let b w ≔ Ad n w (b). Then as in [GK , § . ] , we define the image of (b, b, x) under the action of w to be
By definition, the G action and the W action on Z rs commute. Moreover, for any t ∈ T, we have
. In other word, there is a W ⋉ T action on Z rs . Recall that the Weyl group action on g rs is defined in a similar way, that is, (b, x) → (b w −1 , x) for any (b, x) ∈ g rs . Therefore, the natural projection p g is equivariant with respect to the Weyl group actions on Z rs and g rs . Especially, this implies the G moment map µ G : T * B rs → g rs is W invariant (the W action on g is trivial). In the same way, we can see that the T moment map µ T : T * B rs → t r is W-equivariant.
A more or less annoying fact is that the Weyl group action on T * B rs can not be extended to a group action on T * B. Nevertheless, by [GK , Theorem . . ] , it is possible to extend the above Weyl group action uniquely to a group action on a larger variety (T * B) aff ≔ Spec(C[T * B]), of which T * B rs is still an open dense subvariety. In [GK ] , the authors call the resulting group action on (T * B) aff as the quasi-classical Gelfand-Graev action. But we will simply call this action as the G RK action for short.
In view of the application for G = SL(n + 1, C), we mention the following simple fact about the G RK action on a simply-connected group. Let G be of the adjoint type and G be the universal covering of G. Then there exists a unique Weyl group action on T * ( G/ U) which lifts up the Weyl group action on T * (G/U). Due to this fact, when comparing two Weyl group actions on T * ( G/ U), we only need to compare the corresponding group actions on T * (G/U).
4.6
Let G = SL(n + 1, C) and b be the Borel subalgebra of upper triangular matrices. In this subsection, we recall the isomorphism between T * (G/U) aff and the DKS type variety of A n type following [DKS a, § ] .
For an A n quiver Q, let v = (n, n − 1, · · · , 1) ⊺ , w = (n + 1, 0, · · · , 0) ⊺ be dimension vectors.2 One can check that w = Cv. We collect all the data in the following diagram for DQ, Figure , in which we choose arrows associated with β k , 1 ≤ k ≤ n − 1, to have the positive orientation, i.e. β k ∈ Q. Moreover, we assume that the vector space C l associated with the vertex l, 1 ≤ l ≤ n +1, has the standard volume form.
The locus m −1 (0) ⊆ M satisfies the following equations in this special case.
where α n = β n = 0, τ k ∈ C and I n−k+1 is an identity matrix of size n − k + 1. Consider an open and dense subvariety of m −1 (0), m −1 surj (0) ≔ {(α 0 , β 0 , · · · , α n−1 , β n−1 ) ∈ m −1 (0)| β k is surjective for any 0 ≤ k ≤ n − 1}.
1The Weyl group action given here is a little different from [GK ], since we want to ensure the Weyl group action to be a left action.
2We choose to use a decreasing sequence of dimensions for v, which is in conformity with the convention used in [Nak ] but different from the convention in [DKS a]. G -G
. Figure : A quiver for T * (G/U).
Now we pick out a set of special matrices β 0 k = (0 n−k,1 | I n−k ), 0 ≤ k ≤ n − 1. For any point in m −1 surj (0), we can find g k ∈ SL(n + 1 − k, C), 0 ≤ k ≤ n, such that g k+1 β k g −1 k = β 0 k . Let g ≔ g 0 ∈ SL(n + 1, C) and X ≔ gα 0 β 0 g −1 . Using ( . ), by simple induction, we can show that X is of the following form, c.f. [DKS a, ( . ) ].
where ρ k = k p=1 τ p . Note that X, in general, is not an element of b. To correct this little pitfall, for any Y ∈ gl(n + 1, C), we use a homomorphism of Lie algebras from gl(n + 1, C) to sl(n + 1,
Actually, Γ is induced from the natural decomposition GL(n + 1, C) = SL(n + 1, C) × C * . Then, we can define x ≔ Γ(X) ∈ b.
For any point in m −1 surj (0), the set {g i } satisfies the above condition is not unique. However, for another choice of {g ′ i } and corresponding g ′ , x ′ , one can check that there exists u ∈ U such that g ′ = ug and x ′ = Ad u (x). Hence, given any point in m −1 surj (0)/SL v , we can define a point [g −1 , x] ∈ G × U b ≃ T * (G/U). By [DKS a, Theorem . ] , this map can be extended to the following isomorphism
i.e. we have a quiver theoretic construction of the latter variety. Moreover, since for any regular and semi-simple element y ∈ b, there exists u y ∈ U such that Ad u y (y) is a diagonal matrix, using ( . ) again, we can show that Ξ −1 T * (G/U) rs ⊆ m −1 surj (0)/SL v . Since G = SL(n + 1, C) can act on C n+1 in a standard way, there is a G action on M. By checking directly on m −1 surj (0), we know that Ξ is a G-equivariant isomorphism. Taking H to be the Cartan subgroup of G consisting of diagonal matrices, we will show that Ξ is also H-equivariant. To this aim, we need the following fractional homomorphism between H and (C * ) n , ϕ : H → (C * ) n h = (z 0 , · · · , z n−1 , z n ) → n k=1 z 1/n k , · · · , z 1/2 n−1 z 1/2 n , z n .
X W
Since there is a natural (C * ) n action on m −1 (0), H can act on M via the above homomorphism. One can verify the H action on M defined in this way is well-defined. In fact, denoting c k , 1 ≤ k ≤ n, to be components of ϕ(h) and supposing (α 0 , β 0 0 , · · · , α n−1 , β 0 n−1 ) to be a point in m −1 surj (0), the following equality holds as elements in m −1
Since by the definition of the H action, the l.h.s. of the above equality is just h · [α 0 , β 0 0 , · · · , α n−1 , β 0 n−1 ], we can see that the ambiguities in ϕ does not affect the result of the H action. Meanwhile, the above equality also implies that Ξ is H-equivariant.
Recall that the isomorphism Θ s between T * (G/U) and T * B depends on an auxiliary parameter s. The isomorphism Ξ also depends on the choice of base points, β 0 k , 0 ≤ k ≤ n − 1. For another choice of base points {β 0 k }, using the same construction as we have recalled for {β 0 k }, given any point lying in m −1 surj (0), we can produce another pair ofḡ,X. If we further require the resultX always to be an upper triangular matrix,β 0 k must be of the form (0 n−k,1 | F n−k ), where F n−k is an invertible upper triangular matrix of size n − k. Now we assume that {β 0 k } are matrices of such forms. Then we can find a k ∈ C * , 0 ≤ k ≤ n − 1 so that {(0 n−k,1 | a k I n−k )} and {β 0 k } yield the same Ξ. Therefore, all possible isomorphisms Ξ, constructed by using different base points, consist of a T-torsor. A parallel result is also known for Θ s previously.
Once fixing the choices of Ξ and Θ s , we can view the G RK action on (T * B) aff and the Weyl group action on M(v, w) as two actions on T * (G/U) aff and compare them. In the following, we always choose Ξ corresponding to the base points β 0 k . And for Θ s , we choose s to be the element such that e 1 = · · · = e n = 1, where e i is the symbol used in Example of § . . For such an s, we will write Θ s as Θ for short.
Remark. By a result of [VP ] and [Gro ]
, we know that T * (G/U) aff is a normal variety. Therefore, the above isomorphism Ξ implies that M(v, w) is normal in this special case. In view of the normality of quiver varieties, [CB ] , it seems reasonable to expect that the normality also holds for other DKS type varieties.
4.7
Treating T * (G/U) aff as a DKS type quiver, in this subsection, we calculate explicitly the Weyl group action (as defined in Section ) on (the regular and semi-simple locus of) it. Recall that in Section , we use symbols S k , 1 ≤ k ≤ n to represent a set of generators for this action. What we are going to do is to write down a specific expression for S k . To make the calculation simpler, for [g, x] ∈ T * (G/U) rs , we make two handy assumptions: (i) x is a diagonal matrix, which is always possible since we are dealing with regular and semi-simple elements; (ii) g = e is the unit element of G, which also causes no loss of generality as we will see.
As a preparation, we write down α l , β l , 0 ≤ l ≤ n − 1, corresponding to [e, x] under the isomorphism Ξ. Let x = diag(λ 0 , · · · , λ n ). Inspired by ( . ), we choose X = diag(0, ρ 1 , · · · , ρ n ) such that x = Γ(X) and let τ p , 1 ≤ p ≤ n be the complex numbers satisfying ρ l = l p=1 τ p . Moreover, by our construction of Ξ, we can choose β l = (0 n−l,1 | I n−l ). Then by ( . ), we have α l = 0 1,n−l C n−l , C n−l ≔ diag(τ l+1 , τ l+1 + τ l+2 , · · · , n p=l+1 τ p ).
( . )
A -
G -G
From now on, we fix a vertex k. With notations as in § . , in the current situation, T k is equal to C n+2−k ⊕ C n−k and the maps a k , b k are written as
By ( . ), one can verify that the if a ′ k takes the following value, the condition C . in § . holds at the vertex k,
With the above value of a ′ k , to satisfy the condition C . at the vertex k, b
Take g p , 0 ≤ p ≤ n as follows,
0 1,n−p 0 n−p,1 g p+1 , for 0 ≤ p ≤ k − 2, and g p = I n−p+1 for k ≤ p ≤ n.
Let W k ≔ g 0 . We are going to show that S k can be calculated by W k . For this purpose, we discuss two cases depending on whether k = 1 or not.
C
: 2 ≤ k ≤ n. In this case, α 0 and β 0 don't change after the action of S k . Therefore, we have S k ([e, x]) = [W −1 k , Γ(Ad W k (α 0 β 0 ))] = [W −1 k , Ad W k (Γ(α 0 β 0 ))] = [W −1 k , Ad W k (Γ(X))] = [W −1 k , Ad W k (x)].
C : k = 1. In this case, after the action of S 1 , we get α ′ 0 and β ′ 0 as in ( . ), ( . ). Hence, X = α 0 β 0 is changed to α ′ 0 β ′ 0 = −τ 1 0 0 1,n−1 0 0 0 1,n−1 0 n−1,1 0 n−1,1 C n−1 = X − τ 1 I n+1 .
Due to the above equality, we know that S k ([e, x]) = [W −1 1 , Γ(Ad W 1 (α ′ 0 β ′ 0 ))] = [W −1 1 , Γ(Ad W 1 (X) − τ 1 I n+1 )] = [W −1 1 , Ad W 1 (Γ(X))] = [W −1 1 , Ad W 1 (x)]. Noting that τ k = ρ k − ρ k−1 = λ k − λ k−1 , we summarize the above calculation in the following proposition, in which we replace e by any g ∈ SL(n + 1, C) since the argument remains the same for this general situation. X W 4.8 Proposition. For any [g, x] ∈ T * (G/U) such that x = diag(λ 0 , · · · , λ n ) is regular, we have S k ([g, x]) = [gW −1 k , Ad W k (x)], where W k = I k−1 0 k−1,1 0 k−1,1 0 k−1,n−k 0 1,k−1 0 (λ k − λ k−1 ) −1 0 1,n−k 0 1,k−1 λ k−1 − λ k 0 0 1,n−k 0 n−k,k−1 0 n−k,1 0 n−k,1 I n−k ∈ SL(n + 1, C).
From the above explicit form, one can also check directly that the S k (or the Weyl group action therefore) leads to a map (or an action) on (T * B) aff .
4.9
In this subsection, we show that the two Weyl group actions on T * (G/U) aff coincide. Let [g, x] ∈ T * (G/U) be a point with the same assumption as in Proposition . . For s k ∈ W being a simple reflection, we denote the Weyl group action of s k in the sense of § . on Θ([g, x]) = Ad g (b), Ad g (s), Ad g (x) to be Σ k Θ ([g, x] ). To identify two Weyl group actions, in view of Proposition . and the discussion in the last paragraph of § . , we only need to show the following equality,
As before, it suffices to show the above equality with the assumption g = e.
To begin with, we notice that since x is regular, we can find u ∈ U such that 
Letb be the Borel subalgebra of the lower triangular matrices. Recall that we have taken s of a special form. Since for such a special s, we have κb ,b (y modb) = s, the above equality implies that Θ([e, x]) = (b, s, x) = κ(Ad u −1 (b), b, x).
Therefore, by ( . ),
To compare ( . ) and ( . ), we need the following claim.
Claim. There exists n k ∈Ū = [B,B] such that W k u −1 n k u ∈ U. * * * Before proving the claim, we use it to show that ( . ) yields ( . ). By the definition in § . , b s −1 k = Ad W −1 k (b). Hence, the above claim tells us that b s −1 k = Ad u −1 n k u (b). By ( . ) and the definition of κ, we can find r ∈ d Ad u −1 (b) ∩ u(b) such that r mod Ad u −1 (b) = x mod Ad u −1 (b) and r mod b = s.
A -G -G
Since n k ∈Ū, one can check that the following equality holds, Ad u −1 n k u (r) mod Ad u −1 (b) = r mod Ad u −1 (b).
On the other hand, by the definition of the G action on s ∈ O(b),
Ad u −1 n k u (r) mod Ad u −1 n k u (b) = Ad u −1 n k u (r) mod b s −1 k = Ad u −1 n k u (s).
Combining the above three equalities, one concludes that
Now, the equality ( . ) is a result of ( . ), ( . ) and W k u −1 n k u ∈ U.
4.10
In this subsection, we provide the last piece needed for the proof of Theorem . , i.e. showing the claim left in the last subsection. Before running into details, we would like to remind readers that a weaker version of the claim is easy to verify. That is, if we only want to find n k ∈Ū such that W k u −1 n k u ∈ B, it results from the following fact: the set Ω formed by the pairs of Borel subalgebras in opposite position is a unique open dense G orbit in B × B, where G acts on B × B in the diagonal way. To show the little stronger form as stated in the claim, we need some calculation.
To show the claim, it is sufficient and necessary to show that one can find n k ∈Ū such that n −1 k uW −1 k u −1 ∈ U. Using ( . ), W −1 k can be written in the following block form,
Using ( . ), we can also write u as a block matrix with the same type of W −1 k .
u =
A 11 * * A 22 * A 33
, where A 22 ≔ 1 (λ k − λ k−1 ) −1 0 1 .
Similarly, let n −1 k be the following block matrix, again, with the same type of W −1 k ,
We assert that the above n k satisfies the requirement of the claim. By definition, n −1 k (or n k ) lies inŪ. And using the above block matrices, we have Therefore, n −1 k uW −1 k u −1 ∈ U.
