Abstract. Dirac cohomology is a new tool used to study unitary and admissible representations of semisimple Lie groups. It was introduced by Vogan and further studied by Kostant and ourselves. The aim of this paper is to study the Dirac cohomology of unitary modules for the Kostant cubic Dirac operator and its relation to nilpotent Lie algebra cohomology. We show that the Dirac cohomology coincides with the corresponding nilpotent Lie algebra cohomology in some cases. Along the way we prove some properties of Dirac cohomology that make it more accessible for calculation.
Introduction
In his lecture [V3] , D. Vogan presented an idea that one of the most important invariants of (g, K)-modules, u-homology related to a parabolic subalgebra q = l ⊕ u, could be related to the concept of Dirac cohomology introduced in [V2] and studied further in [HP1] and [K4] . The corresponding Dirac operator should be the Kostant's cubic Dirac operator corresponding to l.
Indeed, the two concepts agree up to an appropriate modular twist for finite dimensional modules. (They also agree with the u − -cohomology corresponding to the opposite parabolic subalgebra.) This follows easily from a basic paper of Kostant [K1] which gives a Hodge decomposition of u-homology (or u − -cohomology) using a certain Laplacean operator. Combined with a remark in [K3] that this Laplacean is essentially the square of the Dirac operator, and with the easily proved fact that the Dirac cohomology equals Ker D = Ker D 2 in the finite-dimensional case, this gives the result.
The question raised by Vogan is whether some analogue of this remains true for (infinite-dimensional) unitary (g, K)-modules. This question is the main topic of the present paper. What we manage to do is to obtain a Hodge decomposition for and gave us useful comments and suggestions, we would especially like to thank A. Alekseev, M. Duflo, T. Kobayashi, S. Kumar, E. Meinrenken, K. Nishiyama, E.-C. Tan, T. Uzawa, M. Vergne, D. Vogan, N. Wallach and H. Yamashita. For readers who need a longer introduction to the subject, one possible source is [HP2] . For those interested in further topics related to the subject of this paper (and of [HP1] ), we suggest [AM] and [Ku] .
Finally, let us mention that there is a longer version of this paper posted on arXiv:math.RT. The present, shorter version was (rightfully) suggested by the referee, who noted that there were too many side results in the original version which were not really necessary to obtain the main result. We would like to thank the referee for his (or her) useful suggestions.
Decomposing Kostant's cubic Dirac operator
In [K2] , B. Kostant introduces cubic Dirac operators, which are a generalization of Dirac operators first used by Parthasarathy [P] in representation theory. The setting is the following. Let g be a complex semisimple Lie algebra, and denote by B its Killing form. Suppose that r is a reductive subalgebra of g such that the restriction of B to r is nondegenerate. Let s be the orthogonal complement of r with respect to B. Then the restriction of B to s is nondegenerate and we have a decomposition g = r ⊕ s. Let C(s) be the Clifford algebra of s. Unlike in [HP1] , we will use the same defining relations as Kostant, namely vw + wv = 2B(v, w); in particular, if B(v, v) = 1, then v 2 = 1, and not −1 as in [HP1] . Of course, over C there is no substantial difference between the two conventions. Here, as in [K2] , the exterior algebra (s) is identified with the Clifford algebra C(s) as a vector space via Chevalley identification. We assume that dim s is even, because it will be the case in the applications we consider later in the paper. We denote by S s , or simply S if the context is clear, the spin module for C(s). As in [K4] or [K3] 
One can easily see that this is in fact independent of the choice of the basis W 1 , . . . , W l . Kostant's original definition uses exterior multiplication instead of Clifford multiplication in the second sum. For orthogonal vectors, there is, however, no difference between exterior and Clifford multiplication, so the above definition is the same as Kostant's.
There is a general construction we need to recall here for further references, which is the diagonal embedding of
where α : r → so(s) → C(s) is the action map followed by the standard inclusion of so(s) into C(s) using the identification so(s) ∼ = 2 s. This embedding is then extended naturally to a morphism of (super)algebras:
There is an explicit expression for α : r → C(s): If W r is a basis of s with dual basis W * r , then
In this paper, we will use two instances of these general definitions. The first one is the original Dirac operator of Parthasarathy [P] . Here, we assume that G is a connected semisimple Lie group with finite center, and with Lie algebra g 0 . Let θ be a Cartan involution of G, which gives Cartan decompositions
of g 0 and G. The group K = G θ is a maximal compact subgroup of G, with Lie algebra k 0 . The group K maps to SO(p 0 ) through the adjoint action. Let us denote byK its spin-cover. Thus, we get a canonical morphismK → Spin(p 0 ). Since Spin(p 0 ) can be realized in C(p) × , we see thatK acts canonically on S p . The Killing form B is negative definite on k 0 , and positive definite on p 0 . Taking the complexification of these vector spaces, we get a decomposition g = k ⊕ p. The construction above with r = k and s = p gives a Dirac operator D (g, k) .
Thus, the second sum in (1) (the cubic part) vanishes.
The second kind of cubic Dirac operator we consider arises in the following setting. Suppose that q = l ⊕ u is a parabolic subalgebra of g, that q − = l ⊕ u − is the opposite parabolic subalgebra, and set s = u ⊕ u − . Then 
where v is the cubic element
It is clear that the first sum in the expression for D breaks up into two pieces:
where A, respectively A − , denote the two summands. Moreover, since for any i, j, k,
, the cubic element v also splits into two parts, as
where a, respectively a − , denote the two summands. Using equation (1.6) from [K2] one can pass from exterior multiplication to Clifford multiplication and get
Similarly,
In performing the calculation, one has to deal with expressions such as
This expression is, however, zero, since it is an l-invariant element of u, and there are no nonzero l-invariants in u. For future reference, let us write the decomposition of D we obtained as
where C, C − are the following elements of U (g) ⊗ C(s):
We are interested in the action of these elements on the
where V is a g-module, and S is the spin module for the Clifford algebra C(s). As mentioned above, we use the identification of S with · u, given explicitly in [K4] and [K3] . Namely, one can construct S as the left ideal in C(s) generated by the element u
as a vector space, and the action of C(s) is given by left Clifford multiplication.
Namely, since u and u − are isotropic, the Clifford and wedge products coincide on each of them; in particular,
times the action of the well-known u-homology differential ∂, which is given by
will produce zero if i is different from all i j , and it will produce 2(−1)
will act as zero unless both i and j appear among i 1 , . . . , i k , and if i and j do appear, then u i and u j get contracted while the commutator gets inserted, exactly as in the formula for ∂.
To understand the action of C, we first make the following identifications:
The last space is the space of p-cochains for the u − -cohomology differential d, given by the usual formula
The following lemma will help us understand the action of C. The proof is a straightforward calculation, starting from the fact that the identification
Lemma 2.1. Through the above identifications, the differential
It is now clear that the action of A gives the first (single) sum in the expression for d. On the other hand, the element 1 So we see that D = C + C − , where C (resp. C − ) acts on V ⊗ S = V ⊗ u as the u − -cohomology differential d (resp. up to a factor −2, as the u-homology differential ∂). To compare the l-actions under this identification, note that the natural action of l on V ⊗ S is the tensor product of the restriction of the g-action on V and the spin action on S. On the other hand, the usual l action on u − -cohomology and uhomology is given by the adjoint action on · u − and · u. Thus, our identification of V ⊗ · u with V ⊗ S is not an l-isomorphism. However, as was proved in [K3] , Proposition 3.6, the two actions differ only by a twist with the one-dimensional
Remark 2.2. The fact that C and C − act on V ⊗ S as differentials is by no means an accident as they, in fact, square to zero in U (g) ⊗ C(s). A simple direct way of seeing this uses Kostant's formula [K2] , Theorem 2.16 for the square of D:
Here Ω g (resp. Ω l ) denotes the Casimir element of
and ∆ is the diagonal embedding 
Remark 2.3. One can prove a result for C and C − analogous to the one obtained for D in [HP1] and [K4] . Namely, let d C and d C − be operators on U (g)⊗C(s) defined by supercommuting with C, respectively C − . Then both d C and d C − are l-equivariant, and they define differentials on the algebra of l-invariants in U (g) ⊗ C(s). These differentials both have cohomology Z(l ∆ ). More precisely,
Using this and some additional computations, one can obtain the well-known Casselman-Osborne theorem as a corollary. This sheds some light on the formal similarity between the Casselman-Osborne theorem and Vogan's conjecture proved in [HP1] .
Relative Dirac operators
In this section we compare various Dirac operators arising from two compatible decompositions
as in the previous section. More precisely, we assume that G is a semi-simple Lie group, with Cartan involution θ. We use the notation of the previous section for this setting. Futhermore, we assume that q = l⊕u is a θ-stable parabolic subalgebra of g, with l ⊂ k. This implies, in particular, that G and K have the same rank. Since u is θ-stable, we have u = u k ⊕ u p where u k = u ∩ k and u p = u ∩ p. In the same way, we write u
and D(k, l) to these decompositions. Our goal is now to relate these operators, but they live respectively in
To be able to compare them, we first write
where⊗ denotes the Z 2 -graded tensor product. In view of this, we consider U (g) ⊗ C(p) as the subalgebra U (g) ⊗ (C(p)⊗1) of U (g) ⊗ C(s). We will now consider elements of U (g) ⊗ C(p) such as D(g, k) as elements of U (g) ⊗ C(s) without further notice. Similarly, we use the diagonal embedding
Let u 1 , . . . , u k be a basis for u k and let v 1 , . . . , v p be a basis for u p with dual bases, respectively, u
− denote the Dirac operator for the pair (g, l) and its parts. We can now further decompose these parts and write and analogously for A − and a − . Here In the following, we will consider the Clifford algebra C(s) as a subalgebra of U (g) ⊗ C(s), embedded as 1 ⊗ C(s). In particular, 1 ⊗ a k gets identified with a k , 1 ⊗ a kp with a kp and so on.
The expressions for
Clearly
, and we want now to identify the images of these elements under ∆. Denote these images by
To do this, we use the expression (3) for α : k → C(p) with respect to the basis
We need to calculate the middle term,
Applying the above expression for α, we get four sums over i, j and k.
We first notice that the first of these four sums is 0, since B is 0 on u − . To calculate the second sum, write B ([v j 
. Therefore, the second of the four sums is
The third sum is 0, since we can assume [v j , v Finally, the fourth sum is calculated by noting that since
It follows that the fourth sum is
A completely analogous calculation applies to C − (k, l), so we proved:
Note the unexpected feature of this result, the mixing of the positive and negative parts under the diagonal embedding. Namely, a p and a − p have opposite positions from the ones one would expect. So, we get: Theorem 3.2. With notation as above,
Proof. We have seen that
To prove (ii), we use the fact that D(g, k) commutes with k ∆ , which is one of the most basic properties of D(g, k) . It follows that for Z ∈ s k , the anticommutator
, we see that it remains to be checked that for an orthonormal basis (
(Here the computation takes place in U (g) ⊗ C(p)⊗C(s k ).) This follows from the definition of⊗, since all the C(p)-parts of the monomial terms of D(g, k), and also all Z i Z j Z k ∈ C(s k ), are odd.
Hermitian forms and adjoints
Let r be a subalgebra of g to which B restricts nondegenerately and let s be the orthogonal complement to r with respect to B. We choose a maximal isotropic subspace s + of s. Since
(with¯denoting conjugation with respect to g 0 ) defines a positive definite Hermitian form on g and hence also on s + , the subspace s − = θ(s + ) intersects s + trivially. Let S = · s + be a spin module for the Clifford algebra C(s) corresponding to this polarization. We extend the form , to all of S in the usual way, using the determinant.
Lemma 4.1. With respect to the form X, Y on S, the adjoint of the operator
Proof. We need to show that
for any X ∈ s and λ, µ ∈ S. Assume X ∈ s + . We can assume that λ = λ 1 ∧ · · · ∧ λ s and µ = µ 1 ∧ · · · ∧ µ t , with X, λ i and µ j all belonging to a fixed orthonormal basis of s + . Then both sides of the equality to be established are nonzero precisely when X is one of the µ j 's, while the other µ j 's are precisely (all) the λ i 's. In this case both sides are clearly the same. If X ∈ s − , the claim follows by considering θ(X) ∈ s + .
We now assume that q = l ⊕ u is a θ-stable parabolic subalgebra of g, and that l is the complexification of a real Levi subalgebra l 0 of g 0 . In this case, we have
so the opposite parabolic subalgebra of q is its complex conjugate. As in the previous section, we write u = u k ⊕ u p ,ū =ū k ⊕ū p . Let u 1 , . . . , u k be a basis of u k and v 1 , . . . , v p a basis of u p . We can normalize these vectors so that the dual bases are given by u
The rest of the notation is as in the previous section. Proof. This follows immediately from Lemma 4.1 and the formulas for a and a − .
In the following we assume that V is a unitary (g, K)-module. We denote by , V the corresponding positive definite Hermitian form on V . Thus, every element X of g 0 is skew self-adjoint with respect to , V , and for any X ∈ g, the adjoint of X with respect to , V is −X. We also consider the definite Hermitian form , on S introduced above, and we denote the tensor product form on 
Some algebraic lemmas
In this section, we state some easy facts from linear algebra that we will apply later. We define the cohomology of any linear operator T on a vector space V to be the vector space H(T ) = Ker T/(Im T ∩ Ker T ). Proof. Since A+B commutes with A 2 , its kernel, image and cohomology decompose accordingly to eigenspaces V λ . We thus have to prove that A+B has no cohomology on V λ for λ = 0. In other words, we are to prove that Ker(A + B) ⊂ Im(A + B) on V λ .
Let v ∈ V λ be such that (A + B)v = 0, i.e., Av = −Bv. Then 
into the (discrete) sum of eigenspaces for B. Here if both λ and −λ are eigenvalues, we choose one of them to represent the pair. Since A anticommutes with B, it preserves Ker B, and maps V λ to V −λ and vice versa. Therefore, H(A) decomposes into a Ker B-part and V λ ⊕ V −λ -parts. The Ker B-part is equal to H(A + B) and we will be done if we show that B has no kernel on H(A| V λ ⊕V −λ ). Let v = v 1 + v 2 ∈ V λ ⊕ V −λ be in Ker A, and assume that Bv ∈ Im A. This implies λv 1 − λv 2 is in Im A, so v 1 − v 2 ∈ Im A. This, however, can only happen if both v 1 and v 2 are in Im A, again because A exchanges V λ and V −λ . But then also v = v 1 + v 2 is in Im A, so v is zero in cohomology and we are done.
Dirac cohomology in stages
If g = r ⊕ s is an orthogonal decomposition of g with respect to the Killing form B, and if V is a g-module, let us denote by H D (g, r; V ) the Dirac cohomology of V with respect to D(g, r) . The reader should bear in mind that H D (g, r; V ) is in fact the cohomology of the operator D(g, r) on the space V ⊗ S.
Let us suppose we are now in the setting of Section 3, and we adopt the notation of that section. Let V be an admissible (g, K)-module. We can decompose V ⊗ S p intoK-isotypic components. This is a direct sum of finite-dimensional (unitary) K-modules, all of them stable under the action of (U (g)⊗C(p))K. Hence, there is a positive definiteK-invariant form , on V ⊗ S = V ⊗ S p ⊗ S s k , and from Corollary 4.3 applied to the case g = k, D ∆ (k, l) is self-adjoint with respect to , . It follows that B = D ∆ (k, l) is a semisimple operator, while for A = D(g, k) we have that A 2 is semisimple (this comes from the formula D(g, k) 2 = Ω g ⊗ 1 − ∆(Ω k ) + c, which
