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a b s t r a c t
In this paper the problem of minimizing maximum earliness on a single machine with
an unavailability period (1, h1 ‖ Emax) and also the same problem with simultaneous
minimization of the two criteria of maximum earliness and number of tardy jobs (1, h1 ‖
Emax,NT ) are studied. It is shown that the problem 1, h1 ‖ Emax is NP-hard. For this
problem a branch and bound approach is proposed which is based on a binary search tree.
Proposing a heuristic algorithm namedMMST, lower bound and efficient dominance rules,
results in some instances with up to 3000 jobs being solved. The purpose in the problem
1, h1 ‖ Emax,NT is to find the set of efficient solutions, i.e. the Pareto frontier. For this
reason, for each measure Emax and NT at first changes domain are calculated. A heuristic
algorithmnamed PH and a branch and bound approach are developed to solve the problem.
Proposing a lower bound and some dominance rules resulted in 96.4% of instances being
solved optimally which proves the efficiency of the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Nowadays, availability machines’ constraint in a scheduling problem has become interesting as a reasonable and
practical assumption for researchers. Limited machine availability may result from breakdowns, preventive maintenance,
pre-schedules or the overlap of planning horizons. Ying et al. [1], Schmidt [2] and Sanlaville and Schmidt [3] provided
comprehensive reviews for machine scheduling problems with availability constraints. According to these papers and
literature of scheduling problems with an availability constraint, three general states for jobs including resumable, non-
resumable and semi-resumable are considered. The processing operation of the job which cannot be finished before a
machine’s non-availability period, will be resumed in resumable state, will be repeated in a non-resumable one and part of
it will be repeated in a semi-resumable state, when the machine will become available again.
Deterministic problems of single machine scheduling with an availability constraint are divided into four main groups:
schedulingwith one fixedunavailability interval,multiple fixedunavailability periods, problemswith a flexiblemaintenance
period, and those with multiple flexible maintenance periods. It is assumed that the length of each non-availability period
in all of these problem groups is known in advance. In the problems with one or more fixed unavailability periods, it is
assumed that the beginning time of each non-availability interval is constant, but in the problems with one or more flexible
unavailability periods, the beginning time of each non-availability interval is a decision variable.
For problemswith a fixed non-availability period, Lee [4] showed that the Shortest Processing Time (SPT) rule, the Earliest
Due Date (EDD) rule, and the Moore algorithm [5] minimize the objective functions of total completion times, maximum
lateness, and the number of tardy jobs, respectively, in the resumable scenario. He also showed the complexity of the
problem with resumable jobs total weighted completion times as the objective function

1, h1 |pmtn|∑ni=1wiCi and one
with non-resumable jobs and the objective function of maximum lateness (1, h1 ‖ Lmax) is NP-hard.
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Adiri et al. [6] and Lee and Liman [7] proved that the problem with the objective of total completion time and non-
resumable jobs

1, h1 ‖∑ni=1 Ci is NP-hard. Lee and Liman [7] showed that the worst case boundary of the SPT rule for
this problem is 9/7. Sadfi et al. [8] provided a heuristic algorithm called Modified SPT (MSPT) to solve this problem and
proved that this heuristic has a tight worst case boundary of 20/17. Breit [9] presented a parametric heuristic algorithm
for this problem and showed the minimized calculated worst case boundary for this algorithm is 1.07. Kacem and Chu [10]
developed three heuristic algorithms named H1,H2 and H3 for the problem 1, h1 ‖∑ni=1wiCi and then presented a branch
and bound algorithm to solve the problem. Kacem [11] showed that heuristic H3 proposed in [10] has a tight worst case
boundary of 2. Kacem et al. [12] developed a Mixed Integer Programming (MIP) model, a branch and bound approach and a
dynamic programming procedure to solve the problem 1, h1 ‖∑ni=1wiCi optimally.
The Just-In-Time (JIT) philosophy requires goods to be produced only when they are needed; thus, in today’s
manufacturing environments, both earliness and tardiness of jobs are costly. Maximum earliness and number of tardy jobs
are of great importance in anumber ofways. For instance,maximumearliness is associatedwith the finished goods inventory
cost, while the number of tardy jobs can reflect the number of orders not satisfied. Hence, simultaneous consideration of
both measures is a reasonable and interesting target for production management.
Two-criterion problems can be generally divided into a secondary criterion and simultaneous problems. In secondary
criterion problems, one of the criteria, called the primary, is initially optimized while the other criterion is ignored. The
other measure, called the secondary criterion, is then optimized such that the performance of the primary criterion is not
worsened. In simultaneous problems, also named Pareto, the objective is to optimize both criteria simultaneously, resulting
in a set of efficient solutions, i.e. Pareto solutions of the problem. Lee and Vairaktarakis [13] showed that the single machine
problem with the primary criterion of number of tardy jobs and the secondary criterion of maximum earliness, that is
1
NT = N∗T  Emax, is strongly NP-hard. Guner et al. [14] proposed a branch-and-bound algorithm for this problem that was
capable of solving problems of up to 20 jobs. Azizoglu et al. [15] presented some dominance properties for this problem
and then developed two heuristic algorithms to solve it. Wan and Yen [16] developed a branch and bound approach for the
single machine problem with the aim of minimizing total weighted earliness subject to a minimum number of tardy jobs,
i.e. 1
NT = N∗T ∑wiEi, that could optimally solve problems with up to 30 jobs in at most 17410.3 s.
Azizoglu et al. [15] showed that the single machine bi-criteria problem with maximum earliness and number of tardy
jobs, i.e. 1 ‖ Emax,NT , is strongly NP-hard. They also developed a heuristic algorithm to achieve efficient solutions. Jolai
et al. [17] presented a genetic algorithm for the same problem, in which a heuristic approach is used to generate the initial
population. Reisi andMoslehi [18] developed ameta-heuristic algorithm based on an artificial immune system for the same
problem and compared theirmethodwith the heuristic of Azizoglu et al. [15] and the genetic algorithm of Jolai et al. [17] and
through the computational results showed that their algorithm ismore efficient to solve this problem.Molaee et al. [19] also
proposed a heuristic algorithm and a branch and bound approach to solve this problem. They showed that their branch and
bound is capable of solving problems with up to 25 jobs and their heuristic has more efficiency to solve instances compared
with the Azizoghlu et al. [15] heuristic.
In the literature, the single machine scheduling problem with the bi-criteria target of maximum earliness and number
of tardy jobs with an availability constraint has not been reported to the best of our knowledge. Therefore, in this paper
simultaneous minimizing of maximum earliness and number of tardy jobs in the single machine scheduling problem with
a fixed non-availability period, i.e. problem 1, h1 ‖ Emax,NT , is studied. It is assumed that there is one unavailability interval
with known beginning and finishing times, and all the jobs are non-resumable.
The rest of this paper is organized as follows: In Section 2, necessary notations and assumptions are defined. In Sections 3
and 4 the problems 1, h1 ‖ Emax and 1, h1 ‖ Emax,NT are studied, respectively. Computational results to evaluate the solving
procedures, which are proposed to solve these problems, are presented in Section 5. The conclusion will come in the final
section.
2. Problem definition
The studied problems in this paper consist of scheduling n jobs in the set I = {J1, J2, . . . , Jn} on a single machine. The
objective is defined as minimizing maximum earliness in the problem 1, h1 ‖ Emax and minimizing maximum earliness
and number of tardy jobs simultaneously, i.e. finding the Pareto frontier, in the problem 1, h1 ‖ Emax,NT . It is assumed that
each job has a known processing time and a due date and there is a non-availability period with the beginning and finishing
times of T1 and T2 respectively, which are known in advance and the sum of the processing times exceeds T1. All the jobs
are non-resumable and available at time zero. During the availability intervals, the machine can process only one job at a
time and idle insert is not allowable. It is also assumed that all the data are integers. The following notation is used for this
problem:
n: Number of jobs
I: The set of jobs to be scheduled, I = {J1, J2, . . . , Jn}
Pi: Processing time of job Ji, i = 1, 2, . . . , n
di: Due date of job Ji, i = 1, 2, . . . , n
Ci: Completion time of job Ji, i = 1, 2, . . . , n
T1: Beginning time of the non-availability interval
3624 E. Molaee et al. / Computers and Mathematics with Applications 62 (2011) 3622–3641
T2: Finishing time of the non-availability interval
si: Slack time of job Ji, i = 1, 2, . . . , n, that is defined as follows:
si = di − pi (1)
Ei: The earliness value of job Ji, i = 1, 2, . . . , n, calculated as follows:
Ei = max{0, di − Ci}, i = 1, 2, . . . , n (2)
Emax (S): The value of maximum earliness in the complete schedule S, which is defined as:
Emax (S) = max
1≤i≤n
{Ei} (3)
NT (S): The number of tardy jobs in the complete schedule S that is calculated as:
NT (S) =
n−
i=1
Ui (4)
in which, if Ci > di for Ji, i = 1, 2, . . . , n, then Ui = 1; otherwise, Ui = 0.
3. Problem 1, h1 ‖ Emax
In this section the problem 1, h1 ‖ Emax is considered. First, the complexity of the problem is studied. Then, some lemmas
are proved for the problem. After that, a heuristic algorithm and a branch and bound (BB) approach are developed to solve
this problem.
3.1. Complexity of the problem 1, h1 ‖ Emax
Since the objective function of maximum earliness is a non-regular measure, exerting an idle insert may improve the
objective function. But because of the high cost of holding themachine idle inmany production environments, it is assumed
in this paper that the idle insert is not allowable.
As the single machine problem with an availability constraint and the objective of maximum earliness has not been
reported in the literature to the best of our knowledge, it is therefore suitable to study its complexity before applying any
solution procedure to solve it. In this section, it is proved that the problem 1, h1 ‖ Emax is NP-hard. For this reason, it is
shown that the PARTITION problem which is a known NP-hard problem [20] is reducible to the problem 1, h1 ‖ Emax. The
PARTITION problem is defined as follows:
PARTITION Problem: Given n positive integer numbers s1, s2, . . . , sn, is there a subset J ⊆ I = {1, . . . , n} and a subset
J ′ = I − J such that∑i∈J si =∑i∈J ′ si?
According to the PARTITION problem, the scheduling Problem Q is defined as follows:
I = {1, . . . , n}, N = n+ 2
i = 1, . . . , n, di = si, pi = si
b = 1
2
n−
i=1
pi
pn+1 = b+ 1, dn+1 = 2b+ 1
pn+2 = 1, dn+2 = 4b+ 2
T1 = 2b+ 1, T2 = 3b+ 1.
(5)
It will be shown that Problem Q could have a sequence with the target value equal to zero if and only if the PARTITION
problem has a solution.
Proposition 1. If the PARTITION problem has a solution, then there exists a sequence of jobs for the ProblemQ inwhichmaximum
earliness is equal to zero.
Proof. If the PARTITION problem has a solution, then there is a subset J ⊆ I such that∑i∈J si =∑i∈J ′ si = b. For this case,
the schedule illustrated in Fig. 1 is a feasible solution for Problem Q . As shown here, the value Emax in this schedule is equal
to zero because, according to the Eq. (5), the due date of each job in sets J and J ′ is equal to its processing time and therefore,
these jobs with any arbitrary sequence have earliness values equal to zero. Moreover, according to the positions of jobs Jn+1
and Jn+2 in this schedule, the earliness values of these two jobs are equal to zero, too. Therefore, by having a solution for the
PARTITION problem, the schedule shown in Fig. 1 has the target Emax equal to zero. 
Proposition 2. If there is a schedule with the value Emax equal to zero for the Problem Q , then the PARTITION problem would
have a solution.
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Fig. 1. A feasible schedule with Emax = 0 for the PARTITION problem.
Proof. To have a sequence with Emax equal to zero, the jobs Jn+1 and Jn+2 should be exactly scheduled according to Fig. 1.
Because if the job Jn+1 is moved to after the non-availability interval, the jobs in set J ′ and the job Jn+2 should be moved to
positions before the non-availability interval in order to avoid the idle insert. In this case, the earliness of the job Jn+2 and,
thereby, the associated maximum earliness will not be equal to zero. Also, given the due date of the job Jn+2, this job should
be started at time 4b+1 in order to have a sequence withmaximum earliness equal to zero. Set J is defined as the set of jobs
processed before job Jn+1 such that J ⊆ I . If the PARTITION problemhas no solution, then itmeans that∑i∈J si ≠ b. So, either
of two cases will occur: If
∑
i∈J si < b, then the earliness value of job Jn+1 and therefore the associated maximum earliness
will be greater than zero. If
∑
i∈J si > b, since in this case the sum of processing times of the jobs before the non-availability
interval will be greater than T1 = 2b+ 1, which is impossible. Thus, if the PARTITION problem has no solution, there would
be no schedule with Emax equal to zero for the Problem Q . 
Theorem 1. The problem 1, h1 ‖ Emax with the assumption of no idle insert is NP-hard.
Proof. According to Propositions 1 and 2, the PARTITION problem is reducible to the problem 1, h1 ‖ Emax in a polynomial
time. So, the PARTITION problem has a solution if and only if the problem 1, h1 ‖ Emax has a solution with the Emax value
equal to or less than k. In addition, since the PARTITION problem is NP-hard, the problem 1, h1 ‖ Emax is NP-hard, too. 
3.2. Some lemmas for the problem 1, h1 ‖ Emax
In this subsection, a number of lemmas are proposed to solve the problem 1, h1 ‖ Emax. The following notation will be
used in the rest of the paper:
σ : A partial sequence consisting of the set of scheduled jobs
σ ′: The set of unscheduled jobs which is complementary of σ
σbefore: The set of jobs which were scheduled before the non-availability period
C(σbefore): Completion time of the last job scheduled in the set σbefore, if the schedule σbefore is empty, then its value would
be equal to zero.
σafter : The set of jobs scheduled after the non-availability period
C(σafter): Completion time of the last job scheduled in the set σafter , if the schedule σafter was empty, then its value would
be equal to T2
δ: Idle time immediately before T1
Ei(S): Value of the earliness of the job Ji in the schedule S.
Lemma 1. In the problem 1, h1 ‖ Emax, there is an optimal schedule inwhich the jobs before and after the non-availability interval
are arranged in MST (Minimum Slack Time) order (sorting the jobs based on their slack times increasingly).
Proof. We know that in the single machine scheduling problem without an availability constraint and with the objective
of maximum earliness (1 ‖ Emax), the MST order minimizes maximum earliness [21]. Now, each solution of the problem
1, h1 ‖ Emax can be divided into two sets of jobs before and after the unavailability period. Considering an optimal schedule,
it is clear that sequencing the jobs before and after the availability constraint in MST order will not increase the maximum
earliness value of these two sets of jobs and therefore the maximum earliness of sequence will not increase. 
Corollary 1. According to Lemma 1, for designing a procedure solution to solve the problem 1, h1 ‖ Emax, we can consider only
the procedures in which the jobs in both sets before and after the unavailability interval are arranged in MST order.
Corollary 2. According to Lemma 1, in order to solve the problem optimally, a binary branch and bound approach could be
designed such that the branching procedure is based on assigning the job before or after the unavailability period and the jobs in
both sets before and after the unavailability period should be arranged in MST order.
When the MST sequence for the problem 1 ‖ Emax is applied for the problem 1, h1 ‖ Emax, the job which cannot
finish before T1, must start after T2. In this case, an idle insert may occur. In other words, if the idle time which may occur
immediately before T1, is equal to or greater than the minimum processing time of the jobs after the unavailability period,
then the idle insert has occurred, and it makes this sequence infeasible; otherwise, the sequence is feasible.
Lemma 2. In the problem 1, h1 ‖ Emax, if in a sequence like S, for the last job in the set σbefore(Ji) and a job in the set σafter(Jk) the
following conditions are established, then maximum earliness would not increase by exchanging the two jobs Ji and Jk.
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dk − pk ≤ di − pi (6)
pk ≤ pi (7)
T1 − (C(σbefore)− pi + pk) < min
Jt∈σafter∪{Ji}
Jt ≠Jk
{pt}. (8)
Proof. The complete sequence S is denoted by S = (S1, Ji, h, S2, Jk, S3), in which S1, S2, and S3 are partial sequences with
total processing times p(S1), p(S2), and p(S3), respectively, and h is the unavailability period. For this case, we have:
Ei(S) = di − (p(S1)+ pi). (9)
Sequence S ′ = (S1, Jk, h, S2, Ji, S3) is achieved by exchanging the two jobs Ji and Jk in the sequence S. So, according to
Eq. (6), the following inequalities will hold:
Ei(S ′) = di − (T2 + p(S2)+ pi) ≤ Ei(S) (10)
Ek(S ′) = dk − (p(S1)+ pk) ≤ Ei(S). (11)
Also, according to Eq. (7) because of the greater processing time of job Ji compared to job Jk, in schedule S ′, the earliness
values of the jobs in the set S3 will not increase. In addition, according to Eq. (8) by exchanging Ji and Jk, no jobs from the set
of jobs that were scheduled after the unavailability period could process before this period. Therefore, Eq. (9) ensures that
in schedule S ′, there is no idle insert. So, we have:
Emax(S ′) ≤ Emax(S).  (12)
Corollary 3. According to Lemma 2, the best job among those in the set σafter for moving from after the non-availability period
to a position before this period, is the job which will have the least slack time and the least processing time simultaneously, while
feasibility is maintained by this move.
3.3. Heuristic algorithm MMST
Based on the above mentioned notes, a heuristic algorithm named MMST is proposed for the problem 1, h1 ‖ Emax.
According to this algorithm, jobs are initially sequenced in MST order to obtain sequence σMST. If there is no idle insert in
this sequence, the solving procedure is stopped; otherwise, sequence σMST is converted to a feasible sequence, whichmeans
that the jobs following the unavailability period will be inserted in the position of the idle time before T1 such that if the
conditions of Lemma 2 for any job in schedule σMST are established, transferring the jobs will be performed according to
Corollary 3. When the schedule becomes feasible, the value of the objective function is calculated and the schedule and its
objective value will be considered as the solution of the MMST algorithm.
The MMST algorithm involves the following steps, in which the symbols σMMST and Emax−MMST denote the sequence and
the value of the objective function, respectively, obtained from the MMST algorithm.
Step 0: Start.
Set I = {J1, J2, . . . , Jn}.
Step 1: Sequence the jobs of the set I in MST order. In MST order, if two jobs have the same value of slack time, put the job
with the lower processing time earlier in this order. Index the jobs in the same order. Denote the achieved sequence
and objective function value by σMST and Emax−MST, respectively.
Step 2: Set σ1 = σMST. Denote the sets of jobs before T1 and after T2 by σbefore and σafter , respectively. Calculate the value
C(σbefore) in the sequence σ1. Denote the kth job in the set σafter by J[k]. Set k = 1.
Step 3: Set δ = T1−C(σbefore). If δ < minJi∈σafter {pi}, calculate the value ofmaximum earliness in the sequence σ1 and denote
it by Emax(σ1); otherwise, go to Step 5.
Step 4: Set σMMST = σ1, and Emax−MMST = Emax(σ1), stop.
Step 5: If in the sequence σ1, the inequality δ ≥ p[k] holds, move the job J[k] in this sequence from after the unavailability
period to the position before it and append it to the end of the set σbefore. Set σbefore = σbefore + {j[k]} and σafter =
σafter − {j[k]}. Update the value C(σbefore) and go to Step 3. Otherwise, set k = k+ 1 and return to Step 5.
3.4. Branch and bound approach
According to Corollary 2, a binary branch-and-bound (BB) procedure could be developed for the problem 1, h1 ‖ Emax
such that branching is based on putting the job before or after the unavailability interval.
In this algorithm, the jobs are indexed by MST order and enter into the tree based on this order. Each time a job is added
to the set of assigned jobs, two branches will be made. One refers to assigning the job before the non-availability interval,
while the other refers to assigning it after the non-availability interval. The search strategy in this procedure is backtracking.
Given the assumption that the order of entering jobs into the tree is based on MST, both sets of jobs in each node assigned
before and after the non-availability period are arranged by the MST order.
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When a complete sequence is achieved for the problem, the condition of not allowing idle insert should be checked. This
means that the value of the term δ will be calculated from the following equation:
δ = T1 − C(σbefore). (13)
If the inequality δ < minJi∈σafter {pi} holds, the achieved solution will be accepted as a feasible sequence and then the
value of the objective function will be calculated and compared with the current upper bound; if the objective value is less
than the current upper bound, then the upper bound would be updated.
In the proposed BB approach, the heuristic algorithmMMST is first executed for the problem1, h1 ‖ Emax and the solution
obtained through this algorithm will be considered as the upper bound (UB) of the problem.
In each node such as σ , the objective value and the lower bound of the partial sequence σ are denoted by Emax(σ ) and
LBσ , respectively. The following lemma will be used as a basis for calculating LBσ .
Lemma 3. In the problem 1, h1 ‖ Emax, the value of the lower bound LBσ , in the partial sequence σ is calculated as follows:
LBσ = max{Emax(σ ), Emax(σ ′)}. (14)
In which, Emax(σ ′) denotes the maximum earliness of jobs in set σ ′, if they are sequenced in the MST order from the time
C(σbefore).
Proof. It is clear that arranging the jobs in the set σ ′ in an arbitrary order has no effect on the objective value of the partial
sequence σ , i.e. Emax(σ ). It is also clear that relaxing of the no-idle-insert assumption will not increase the optimal objective
value. On the other hand, since the jobs in the setσ have been scheduled, only two ranges [C(σbefore), T1] and [C(σafter),+∞)
are available to sequence the unscheduled jobs. So if the jobs in set σ ′ are scheduled in theMST order from the time C(σbefore)
and if the value of Emax(σ ′) is obtained in this case, then themaximum earliness value of the jobs in the set σ ′ in the optimal
schedule will not be less than the value Emax(σ ′). Therefore the value of the achieved complete sequence will not be less
than the maximum of either of the two values Emax(σ ) and Emax(σ ′). 
In the rest of this section, some dominance rules are presented that will be used to fathom the nodes in the BB algorithm.
Lemma 4 (Dominance Rule 1). If in one branch of the BB tree, it is decided to assign the job Ji to a position before the unavailability
period and the inequality T1 − C(σbefore) < pi holds, then this branch could be fathomed.
Proof. It is clear that when the inequality T1−C(σbefore) < pi holds, there is not enough time to process the job Ji before the
unavailability period and so, it is not possible to assign the job Ji to a position before T1. Therefore the related branch could
be fathomed. 
Lemma 5 (Dominance Rule 2). If in the partial sequence σ the inequality T1− C(σbefore)−∑i∈σ ′ pi ≥ mini∈σafter {pi} holds, this
sequence is not feasible.
Proof. The value T1− C(σbefore) shows the machine’s idle time before T1. If all the jobs in the set σ ′ could be inserted in this
gap, the following inequality is true:
T1 − C(σbefore)−
−
i∈σ ′
pi ≥ 0. (15)
Additionally, if it is possible to move the job with the minimum processing time among the jobs in the set σafter to a
position before T1, the following inequality is established:
T1 − C(σbefore)−
−
i∈σ ′
pi − min
i∈σafter
{pi} ≥ 0. (16)
This means that at least one job in the set σafter along with all the jobs in set σ ′ could bemoved to positions before T1. But
in the partial sequence σ , because the jobs in set σafter are scheduled after T2, by completing the partial sequence according
to any optional order, there will be an idle insert before T1 and an infeasible sequence will be achieved. 
The order of applying lower bound and dominance rules in the BB algorithm are as follows: in each node, dominance rule
1, the lower bound and dominance rule 2 are applied, respectively.
4. Problem 1, h1 ‖ Emax,NT
The purpose of solving the problem 1, h1 ‖ Emax,NT is to find all efficient solutions, i.e. the Pareto frontier of the
problem. Consider a feasible sequence S with values Emax(S) and NT (S), if there does not exist a feasible sequence S ′ such
that Emax(S ′) ≤ Emax(S) andNT (S ′) ≤ NT (S)where at least one strict inequality holds, then the sequence S would be defined
as efficient.
If in the problem 1, h1 ‖ Emax,NT the values T1 and T2 are equal, this problemwill reduce to the problem 1 ‖ Emax,NT ; in
the other words, the problem 1, h1 ‖ Emax,NT is reducible to the problem 1 ‖ Emax,NT . On the other hand, since it has been
proved that the problem 1 ‖ Emax,NT is strongly NP-hard [15], so the problem 1, h1 ‖ Emax,NT is strongly NP-hard, too.
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In this section the problem 1, h1 ‖ Emax,NT is studied. In the rest of this section, a heuristic algorithm is developed for the
problem 1, h1 ‖ NT and changes domain of each measures NT and Emax are investigated. Then a heuristic algorithm, named
PH, and a branch-and-bound approach are developed to solve the problem 1, h1 ‖ Emax,NT . These two solution approaches
are non-related but the performance of them is compared in the Section 5.
4.1. Problem 1, h1 ‖ NT
According to Lee [4], the problem 1, h1 ‖ NT is NP-hard. Additionally, for the resumable case of this problem, i.e.
1, h1 |pmtn|NT , we can apply the Moore algorithm [5] to solve the problem optimally. The following steps show the steps
of the Moore algorithm [5]:
– Step 1. Start with EDD (Earliest Due Date) sequence.
– Step 2. Find the first tardy job, i. None? Go to Step 4.
– Step 3. Reject the job with longest processing time from jobs 1 to i. Go to the Step 2.
– Step 4. Form a schedule by scheduling rejected jobs after scheduled jobs. (Rejects can be in any order, because they will
all be tardy.)
Also, if the Moore algorithm [5] is applied to the problem 1, h1 ‖ NT and if there is at least one tardy job before the
unavailability period in the obtained sequence, this sequence is optimal [22]. Lee [4] showed that the number of tardy
jobs of the sequence achieved from the Moore algorithm [5] has at most one unit difference from the optimal schedule.
Therefore, a heuristic algorithm named H , is proposed for the problem 1, h1 ‖ NT . If in one step of heuristic H , by changing
the sequence obtained from the Moore algorithm [5], the value of objective function is improved, we can conclude that the
achieved sequence is optimal.
According to the above notes, the steps of heuristic H are presented in the following. In this algorithm, δh and NT (h) are
defined as the sequence obtained by heuristic H and the objective value of this sequence, respectively.
Step 0: Start.
Set k = n, I = {J1, J2, . . . , Jn} and L = I .
Step 1: Calculate the value of the following term:
sum =
n−
i=1
pi + (T2 − T1)+ max
1≤i≤n
{pi} − 1. (17)
Step 2: If there exists a job like Ji such that di ≥ sum, then go to Step 3. Otherwise, go to Step 4.
Step 3: Put the job Ji in position k.
Set L = L− {Ji}, sum = sum− pi and k = k− 1; If k = 0 stop, Otherwise return to Step 2.
Step 4: Schedule the jobs of the set L using theMoore algorithm [5]. Define the obtained sequence as δmoore and its objective
value as NT (moore).
If NT (moore) = 0, the obtained sequence is optimal. Set δh = δmoore and NT (h) = NT (moore); stop.
Step 5: If there is a tardy job before T1 in the sequence δmoore, this schedule is optimal. Set δh = δmoore and NT (h) =
NT (moore), stop.
Step 6: Define the set of jobs before T1 as I ′ and the set of jobs after T2 as I ′′.
Set k′ = I ′ , k′′ = I ′′. Job I ′i , i = 1, 2, . . . , k′, is defined as the ith job in the set I ′ and job I ′′j , j = 1, 2, . . . , k′′, is
defined as the jth job in the set I ′′. Put i = 1 and j = 1.
Step 7: Job I ′i is a candidate to exchange with the job I
′′
j . If by eliminating job I
′
i from the set I
′, it is possible to assign the job
I ′′j to before the non-availability period, the sequence δ′ is obtained by exchanging these two jobs in the sequence
δmoore. Otherwise, go to Step 11.
Step 8: In the sequence δ′, put the jobs before the non-availability interval in EDD order and arrange the set of jobs after
the non-availability interval based on the Moore algorithm [5].
Step 9: If there is at least one tardy job before the non-availability interval, then this schedule is not in the set of dominant
solutions and is not accepted; therefore go to Step 11.
Step 10: Calculate the objective value of sequence δ′ and denote it as NT (δ′).
If NT (δ′) < NT (moore), then sequence δ′ is optimal. Set δh = δ′ and NT (h) = NT (δ′); stop.
Step 11: If j ≠ k′′, set j = j+ 1 and go to Step 7.
Step 12: If i = k′, set δh = δmoore and NT (h) = NT (moore); stop. Otherwise, set i = i+ 1 and go to Step 7.
4.2. Changes domain of measures
In this subsection, changes domain of measures NT and Emax are studied in order to use in the branch-and-bound
approach. For this reason, the following notation is defined:
Emax_after_MST: The value of maximum earliness in the schedule obtained through sequencing the jobs in MST order from
the time T2
NT_after_MST: The number of tardy jobs in the schedule obtained through sequencing the jobs in MST order from the time
T2
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Emax_H : The value of maximum earliness in the schedule obtained from the heuristic H for the problem 1, h1 ‖ NT
NT_H : The number of tardy jobs in the schedule obtained from the heuristic H for the problem 1, h1 ‖ NT
Emax: The lower bound of maximum earliness in the problem 1, h1 ‖ Emax,NT
Emax: The upper bound of maximum earliness in the problem 1, h1 ‖ Emax,NT
NT : The lower bound of number of tardy jobs in the problem 1, h1 ‖ Emax,NT
NT : The upper bound of number of tardy jobs in the problem 1, h1 ‖ Emax,NT .
Lemma 6. The lower bound of maximum earliness in the problem 1, h1 ‖ Emax,NT , is calculated as follows:
Emax = E_max_after_MST. (18)
Proof. According to the fact that the maximum earliness value in the problem 1, h1 ‖ Emax,NT would not be worse by
allowing idle insert, if the jobs are sequenced in MST order from the time T2 and the value of maximum earliness in this
schedule is calculated, this value will be a lower bound for the problem 1, h1 ‖ Emax. So the value Emax−after−MST could also
be applied as a lower bound for the measure of maximum earliness in the problem 1, h1 ‖ Emax,NT . 
Lemma 7. The upper bound of maximum earliness for the problem 1, h1 ‖ Emax,NT , is achieved by the following equation:
Emax =

Emax_H If the solution of algorithm H is optimal
max
1≤i≤n
{di − pi} Otherwise. (19)
Proof. If the final solution of the heuristic H is optimal for the problem 1, h1 ‖ NT and the value of maximum earliness of
this sequence is equal to Emax_H , then there isn’t any efficient feasible solution such that by having the number of tardy jobs
equal to NT_H , has a maximum earliness greater than the value Emax_H . If the solution of the heuristic H is not optimal for the
problem 1, h1 ‖ NT , by inserting the job with maximum slack time at the beginning of a sequence, the value of maximum
earliness in this sequence would be in the maximum possible value, i.e. max1≤i≤n{di − pi}, and in this case, there isn’t any
other sequence with the maximum earliness value greater than this value. 
Lemma 8. The lower bound of the number of tardy jobs in the problem 1, h1 ‖ Emax,NT , is obtained from following equation:
NT =

NT_H If the solution of algorithm H is optimal
NT_H − 1 Otherwise. (20)
Proof. Regarding that the above value is a lower bound for the problem 1, h1 ‖ NT , it could be also applied as a lower bound
of the number of tardy jobs in the problem 1, h1 ‖ Emax,NT . 
Lemma 9. The upper bound of the number of tardy jobs in the problem 1, h1 ‖ Emax,NT , is equal to:
NT = NT_after_MST. (21)
Proof. Since the number of tardy jobs is a regular measure, it will not decrease by increasing the completion times of the
jobs. Also, by allowing idle insert as an assumption, sequencing the jobs in MST order from the time T2 will not decrease
the completion times in the problem 1, h1 ‖ Emax,NT . Additionally, the value of maximum earliness achieved from the MST
sequence, i.e. Emax_after_MST, is a lower bound for the problem 1, h1 ‖ Emax,NT . Therefore, there does not exist any other
feasible sequence with the maximum earliness less than the value Emax_after_MST and the number of tardy jobs more than the
value NT_after_MST, simultaneously. 
4.3. Heuristic algorithm PH
In this subsection, a heuristic algorithm named PH is proposed for the problem 1 ‖ Emax,NT to find the Pareto frontier.
This algorithm is designed based on fixing the value of maximum earliness and trying to find solution (s) with a minimum
number of tardy jobs. The value of maximum earliness is changed from maximum slack time of all jobs to the maximum
earliness of MST order. Finally a pair-wise exchange is done. The steps of this algorithm are as follows:
Step 1: Define the active list of solutions as ALS.
Instead of EDD order, execute the Moore algorithm [5] on the MST order and put the achieved sequence and the
sequences of Moore, MST and EDD, after making them feasible, according to Corollary 3 in Section 3.2, in the ALS
and update it. If there is only one member in the ALS, go to Step 5.
Step 2: Set E = max1≤i≤n (Si).
Step 3: If the inequality E ≥ Emax (MST) doesn’t hold, go to Step 5; otherwise, implement the heuristic procedure HBS to
solve the problem of minimizing NT subject to E ≥ Emax (S). If the heuristic HBS could not find a feasible sequence
like S, such that the condition E ≥ Emax (S) holds, go to Step 5. Otherwise, go to Step 4.
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Step 4: Put E = E − 1 and go to Step 3.
Step 5: Pair-wise exchange.
For each of the current jobs in the ALS perform the following pair-wise exchange procedure: Exchange the jobs
before the unavailability period with the jobs after, by starting from the first job. Then make the achieved sequence
feasible according to Corollary 3 in Section 3.2, and if at least one of themeasuresNT and Emax in the current sequence
has improved, put this sequence in the ALS and update it. Now consider this sequence as a base and continue the
pair-wise exchanges procedure. Otherwise, put this sequence away and perform the next exchanges.
Step 6: Consider ALS as output: Stop.
4.3.1. Heuristic procedure HBS
In this section a heuristic procedure, which is used in Step 3 of the heuristic algorithm PH, is suggested to solve the
problem of minimizing NT subject to the maximum earliness value of final solution (s) will be lower than or equal to a
specified value like E. This procedure is developed based on a beam search strategy in which the size of the active list is
assumed to be fixed and equal to 6. A list of the notations and their definitions to be used in this heuristic procedure and in
the branch-and-bound approach is defined as follows:
σi: Partial sequence in which job Ji immediately follows the sequence σ at the end of this sequence.
σik: Partial sequence in which job Ji immediately follows the sequence σ and job Jk has been sequenced after it.
C(σ ): Completion time of the sequence σ , or completion time of the last job in the sequence σ .
Emax(σ ): The value of maximum earliness in the sequence σ .
NT (σ ): The number of tardy jobs in the sequence σ .|A|: Number of members in an arbitrary set such as A.
NT_Moore(σ ′): Number of tardy jobs in the set σ ′, if its jobs are sequenced according to the Moore algorithm [5] at the end
of the partial sequence σ .
lbNT (σ ): The lower bound of the number of tardy jobs in a node corresponding to the partial sequence σ .
Node_count: The number of searched nodes in the tree.
In each node of the tree, the lower bound of the number of tardy jobs is calculated as follows:
lbNT (σ ) = NT (σ )+ NT_Moore(σ ′). (22)
The steps of the heuristic procedure HBS are as follows:
Step 1: Initial setting.
Define the active list of nodes as ALN and set ALN = φ, σ = φ,Node_count = 0.
Put the partial schedule σ in the ALN. Since the partial sequence σ is empty at this stage, define this stage as start.
Step 2: If at least one of the inequalities |ALN| > 0 or Node_count ≤ 10n does not hold, go to Step 6; otherwise, remove the
node at the beginning of ALN from the list and define it as the current node.
For the current node, if the condition
σ ′ = 1 holds, add the only remaining job in the set σ ′ to the end of the partial
sequence σ and put the resulting complete sequence in the ALS and update it.
Step 3: In the current node, if by sequencing the jobs in the set σ ′ according to the Moore algorithm [5] and then making it
feasible according to the Corollary 3 in the Section 3.2, the value of maximum earliness in the resulting sequence is
less than or equal to E, add the resulting complete sequence to the ALS, update it and go to Step 2; otherwise, go to
Step 4.
Step 4: In the current node, remove job Ji in set σ ′ from σ ′ temporarily. If by putting this job immediately after σ , the
condition Ei ≤ E holds, calculate the value of NT_Moore(σ ′). Now put Ji in the set σ ′ again and repeat this procedure
for all the jobs in the set σ ′.
Step 5: Branching.
Among all the jobs in the set σ ′, consider the job(s) whose value(s) of NT_Moore(σ ′) calculated in Step 2 is/are the
least, as a candidate for sequencing at the position immediately after σ and generate a new node for each of these
jobs in every new node, and add the corresponding job to the end of sequence σ . Add these new nodes to the ALN,
update it and increase Node_count by one unit.
Go to Step 2.
Step 6: Stop.
In this heuristic procedure, the active list is always arranged based on the increasing order of the lower bound of the
number of tardy jobs, and its update method is so that by entering a new node into the list, the node is first inserted
in the relevant position according to the stated order. Then, if the members’ number of active list is greater than 6,
some nodes are removed from the end of the list until their number reduces to 6.
4.4. Branch and bound approach
In this section, a branch-and-bound (BB) approach is proposed to solve the problem 1, h1 ‖ Emax,NT optimally. In this
approach, it is assumed that jobs are indexed by MST order and they enter to the BB tree accordingly. The search strategy in
this approach is backtracking. The BB procedure components for the problem 1, h1 ‖ Emax,NT are as follows:
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Start: The values NT ,NT , Emax, Emax, and the upper bound of the BB algorithm are calculated. The first position of the
sequence is considered to assign the suitable job.
Branching: For the partial sequence σ , the branching process is performed as follows. Assume that the job Ji is an
eligible job to be assigned to the end of σ and its completion time by assigning to this position is Ci. First, the condition
di− Ci ≤ Emax is checked. If this inequality doesn’t hold, it will be concluded that the job Ji could not be added to the end
of σ ; in other words, node σi is fathomed. But if the inequality di − Ci ≤ Emax holds, given that the inequality Ci − di ≤ 0
holds, the job Ji is assigned to the end of σ ; in case the inequality Ci − di > 0 holds, the job Ji would be a tardy job by
being assigned to the end of σ . Therefore, the condition NT (σ )+ 1 ≤ NT should be checked; if it holds, then the job Ji is
assigned to the considered position; otherwise, the node corresponding to the sequence σi is fathomed.
Bounding: If the job Ji could be added to the end of the partial sequence σ , a new node is generated and the values of
maximum earliness and number of tardy jobs of this new node are updated. The lower bound for this partial sequence
is subsequently calculated; if both values for maximum earliness and number of tardy jobs of this node are greater than
or equal to the corresponding Emax and NT in at least one of the feasible solutions achieved in previous stages, then this
new node will be fathomed.
Active list: This list consists of efficient solutions achieved in each stage of the BB algorithm. Each time in the BB process
a feasible complete sequence such as S is achieved, it is compared to the active list members and the list is updated if
necessary.
4.4.1. Upper bound and lower bound
The heuristic algorithms H and MMST are executed first and the solutions obtained are placed into the active list as the
upper bound. In addition, the following lemma expresses the method of calculating the lower bound for each node of the
BB approach:
Lemma 10. In the problem 1, h1 ‖ Emax,NT , the lower bound of a node such as σ is equal to LBσ which is calculated as follows:
LBσ = {max{Emax(σ ), Emax_after_MST(σ ′)},NT (σ )+ NT_pmtn_Moore(σ ′)}. (23)
Proof. Given the fact that the Moore algorithm [5] and MST order are optimal for the problems 1 ‖ NT and 1 ‖ Emax,
respectively, the maximum earliness of jobs in the set σ ′ will in no way be smaller than Emax_after_MST(σ ′) and their number
of tardy jobs will not be smaller than NT_pmtn_Moore(σ ′), no matter how they are scheduled. So, by completing the partial
schedule σ according to any procedure, the target function value of the complete schedule achieved will not be smaller
than LBσ . 
4.4.2. Dominance rules
In this subsection, some dominance rules will be presented that will be used for fathoming the nodes in the BB algorithm.
Lemma 11 (Dominance Rule 1). If in the problem 1, h1 ‖ Emax,NT , for the partial sequence σki the job Ji is the first job after the
non-availability period and the following inequality holds:
T1 − C(σk) ≥ min
Jt∈σ ′
{pt}. (24)
Then, this schedule will not be feasible.
Proof. If the inequality (24) holds, at least one job in the set σ ′ such as Jq can be placed before T1. Given that the job Ji
is scheduled after the unavailability period and also in the BB process the jobs are scheduled from the first position, so by
completing partial sequence σki in an arbitrary order, the idle insert before the unavailability periodwill occur. So this partial
sequence could be fathomed. 
Lemma 12 (Dominance Rule 2). If in the problem 1, h1 ‖ Emax,NT , for two partial sequences σik and σki, both jobs Ji and Jk are
before or after the unavailability period and the following inequalities hold:
di ≥ C(σki) (25)
dk ≥ C(σik) (26)
di − pi ≤ dk − pk. (27)
Then, the sequence σik will dominate σki.
Proof. In case the inequalities (25) and (26) hold, both jobs Ji and Jk in both sequences σik and σki will be early. Therefore,
according to the equality of numbers of tardy jobs in both partial sequences, if the inequality (27) holds, maximum earliness
in σik will not be greater than one in σki. 
Lemma 13 (Dominance Rule 3). If in the problem 1, h1 ‖ Emax,NT , both jobs Ji and Jk are before or after the unavailability period
and the following conditions hold for the two partial sequences σik and σki:
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dI < C(σi) (28)
dk < C(σk). (29)
Then, one of these sequences could be ignored.
Proof. If the inequalities (28) and (29) hold, both jobs Ji and Jk will be tardy by being inserted immediately at the end of the
partial sequence σ . Thus, these jobs are tardy in both sequences σik and σki. Therefore, the values for maximum earliness
and number of tardy jobs will be equal in both partial sequences σik and σki, so that only one of these two partial sequences
could be considered and the other one could be ignored. 
Lemma 14 (Dominance Rule 4). If in the problem 1, h1 ‖ Emax,NT , for the partial sequence σ , the following condition holds:
max
Jj∈σ ′
{dj} < C(σ )+min
Jj∈σ ′
{pj}. (30)
Then, the complete sequence S is achieved by sequencing the jobs in the set σ ′ by an arbitrary ordering at the end of σ , such
that Emax(S) = Emax(σ ) and NT (S) = NT (σ )+
σ ′.
Proof. If the inequality (30) holds, all the jobs in the set σ ′ will be tardy by being assigned to the end of the partial sequence
σ . Thus, the jobs in the set σ ′ will be tardy regardless of the ordering. So, by sequencing these jobs at the end of σ in an
optional order, a complete sequence will be achieved in which the maximum earliness value is equal to Emax(σ ) and the
number of tardy jobs is equal to the number of tardy jobs in the partial sequence σ plus the number of members in the set
σ ′, i.e. NT (σ )+
σ ′. 
Lemma 15. If in the problem 1, h1 ‖ Emax,NT , the equations Emax(S) = Emax and NT (S) = NT hold for the complete sequence S,
this solution will be considered as the only efficient solution of the problem.
Proof. If the above conditions hold for the problem1, h1 ‖ Emax,NT , therewill be no other solutionwithmaximumearliness
value less than Emax(S), nor number of tardy jobs less than NT (S). So, we can consider the obtained solution as the only
efficient solution to the problem. 
It should be mentioned that these dominance rules are executed according to the order stated, in the BB tree.
5. Computational results
In this section, a set of instances is analyzed in order to evaluate the performance of the heuristic algorithms and branch-
and-bound procedures used in the problems 1, h1 ‖ Emax and 1, h1 ‖ Emax,NT . Processing times in these instances were
randomly generated using the discrete uniform distribution in the range [1,10]. To evaluate the impact of start times of
the non-availability period on the performance of algorithms, the values T1 and T2 are generated from three data sets
defined as data set 1: T1 = 14
∑
i pi, T2 = T1 + 1n
∑
i pi, data set 2: T1 = 12
∑
i pi, T2 = T1 + 1n
∑
i pi and data set 3:
T1 = 34
∑
i pi, T2 = T1 + 1n
∑
i pi.
All of the algorithms are coded in C++ programming language and used to solve the instances on a Pentium IV PC with
3.4 GB CPU and 1 GB Ram in the WINDOWS XP environment. For solving each problem through the branch-and-bound
approach, a time constraint of 4000 s is considered. In the following subsections computational results for each of problems
1, h1 ‖ Emax and 1, h1 ‖ Emax,NT are proposed.
5.1. Numerical results of 1, h1 ‖ Emax
According to Schaller [23], M’Hallah [24], Schaller and Gupta [25], and Wan and Yen [16], due dates were randomly
generated from the discrete uniform distribution in the range

(1− C − Q/2)∑nk=1 p[k], (1− C + Q/2)∑nk=1 p[k], in
which Q represents the range of the due date factor and C denotes the earliness factor. The parameter C has the two values
0.2 and 0.6, and the parameter Q has 0.6 and 1.6. For number of jobs, n, the values are taken from 10 to 3000. For each
possible combination of T1, C,Q and n, 20 instances are randomly generated (np = 20).
Table 1 illustrates the results of solving the instances. In this table, the column ‘‘BB’’ shows the number of instances
that were optimally solved by the BB approach, which was presented in Section 3.3, during the considered time and the
column ‘‘MMST’’ illustrates the number of instances in which the solution of heuristic MMST did not improve in the BB. The
column ‘‘Comp. time of BB’’ represents theminimum, average andmaximum times required to solve the instances by the BB
approach. It should bementioned that because the computation time of theMMST heuristic was very small for all instances,
the time required for applying the heuristic algorithm is not shown separately in this table, but it is included in the time for
the BB approach.
As shown in the Table 1, in the series S11, S13, S21, S23, S31, and S33, all the instances were solved optimally up to 3000
jobs and good results were obtained in the other series, such that 98.97% of all the instances have been solved optimally. In
the series S31 and S33, the efficiency of the heuristic MMST is very high in achieving optimal solutions; the reason for this
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Table 1
Results of solving problem 1, h1 ‖ Emax .
Series n Number of opt.
instancesa
Comp. time of BB (s) Ave. percent. of fathomed nodes
BB MMST Min Ave. Max Dominance rule 1 Lower bound Dominance rule 2
S11 10 20 15 0.00 0.00 0.00 1.37 39.93 0.00
T1 = 1/4∑ pi 20 20 9 0.00 0.00 0.02 1.82 25.68 0.00
T2 = T1+1/n∑ pi 30 20 12 0.00 0.00 0.02 0.91 56.35 0.00
C = 0.2 40 20 13 0.00 0.00 0.00 0.55 62.00 0.00
Q = 0.6 50 20 13 0.00 0.00 0.00 0.59 61.62 0.00
70 20 14 0.00 0.00 0.02 0.48 68.43 0.00
100 20 13 0.00 0.00 0.02 0.44 61.19 0.00
300 20 20 0.00 0.00 0.05 0.00 88.91 0.00
500 20 20 0.00 0.01 0.03 0.00 92.01 0.00
700 20 20 0.00 0.02 0.05 0.00 91.91 0.00
100 20 20 0.00 0.17 2.55 0.00 87.25 0.00
3000 20 20 0.06 1.23 1.45 0.00 100.00 0.00
S12 10 20 11 0.00 0.00 0.00 4.17 25.51 0.00
T1 = 1/4∑ pi 20 20 11 0.00 0.00 0.02 1.58 26.62 0.00
T2 = T1+1/n∑ pi 30 20 8 0.00 0.05 0.45 1.40 24.19 0.06
C = 0.2 40 20 10 0.00 8.90 117.20 0.46 26.37 0.06
Q = 1.6 50 19 13 0.00 186.73 1049.00 0.25 23.69 0.04
S13 10 20 9 0.00 0.00 0.00 4.17 41.90 0.00
T1 = 1/4∑ pi 20 20 12 0.00 0.00 0.00 1.31 63.22 0.00
T2 = T1+1/n∑ pi 30 20 11 0.00 0.00 0.00 1.44 57.58 0.00
C = 0.6 40 20 10 0.00 0.00 0.02 1.04 47.02 0.00
Q = 0.6 50 20 16 0.00 0.00 0.00 0.52 78.16 0.00
70 20 19 0.00 0.00 0.02 0.08 92.37 0.00
100 20 18 0.00 0.00 0.02 0.10 82.77 0.00
300 20 20 0.00 0.01 0.08 0.00 90.53 0.00
500 20 20 0.00 0.03 0.28 0.00 90.61 0.00
700 20 20 0.00 0.49 7.50 0.00 83.94 0.00
1000 20 20 0.00 1.63 26.11 0.00 89.17 0.00
3000 20 20 0.06 9.09 88.42 0.00 81.30 0.00
S14 10 20 12 0.00 0.00 0.00 3.17 56.12 0.00
T1 = 1/4∑ pi 20 20 13 0.00 0.00 0.00 1.48 29.37 0.48
T2 = T1+1/n∑ pi 30 20 10 0.00 0.05 0.80 1.40 24.68 0.00
C = 0.6 40 20 15 0.00 8.07 36.52 0.28 24.05 0.00
Q = 1.6 50 19 13 0.00 700.51 3637.72 0.52 21.35 0.00
S21 10 20 19 0.00 0.00 0.00 0.27 95.65 0.00
T1 = 1/2∑ pi 20 20 18 0.00 0.00 0.00 0.43 84.82 0.00
T2 = T1+1/n∑ pi 30 20 19 0.00 0.00 0.00 0.10 85.72 0.00
C = 0.2 40 20 13 0.00 0.00 0.00 0.64 53.14 0.00
Q = 0.6 50 20 18 0.00 0.00 0.00 0.12 80.97 0.00
70 20 20 0.00 0.00 0.02 0.00 95.39 0.00
100 20 19 0.00 0.00 0.02 0.03 92.59 0.00
300 20 20 0.00 0.00 0.06 0.00 95.67 0.00
500 20 20 0.00 0.05 0.39 0.00 88.95 0.00
700 20 20 0.00 0.26 4.72 0.00 92.06 0.00
1000 20 20 0.00 0.03 0.06 0.00 97.78 0.00
3000 20 20 0.06 3.00 18.63 0.00 88.35 0.00
S22 10 20 10 0.00 0.00 0.00 2.41 36.56 0.15
T1 = 1/2∑ pi 20 20 6 0.00 0.00 0.03 0.48 39.40 0.34
T2 = T1+1/n∑ pi 30 20 14 0.00 1.69 12.25 0.06 44.24 0.01
C = 0.2 40 20 12 0.00 25.23 141.02 0.00 47.83 0.00
Q = 1.6 50 13 8 0.00 212.54 1069.34 0.00 46.74 0.00
S23 10 20 17 0.00 0.00 0.00 0.74 79.20 0.00
T1 = 1/2∑ pi 20 20 15 0.00 0.00 0.00 0.80 74.68 0.00
T2 = T1+1/n∑ pi 30 20 17 0.00 0.00 0.00 0.26 83.66 0.00
C = 0.6 40 20 19 0.00 0.00 0.02 0.09 91.83 0.00
Q = 0.6 50 20 19 0.00 0.00 0.00 0.03 93.11 0.00
70 20 19 0.00 0.00 0.02 0.03 90.48 0.00
100 20 19 0.00 0.00 0.06 0.01 84.77 0.00
300 20 20 0.00 0.01 0.13 0.00 89.41 0.00
500 20 20 0.00 0.01 0.02 0.00 100.00 0.00
700 20 20 0.00 0.19 3.44 0.00 92.54 0.00
1000 20 20 0.00 0.05 0.19 0.00 86.38 0.00
3000 20 20 0.06 1.36 3.58 0.00 97.79 0.00
(continued on next page)
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Table 1 (continued)
Series n Number of opt.
instancesa
Comp. time of BB (s) Ave. percent. of fathomed nodes
BB MMST Min Ave. Max Dominance rule 1 Lower bound Dominance rule 2
S24 10 20 11 0.00 0.00 0.00 2.83 48.57 0.00
T1 = 1/2∑ pi 20 20 9 0.00 0.01 0.16 1.01 41.19 0.14
T2 = T1+1/n∑ pi 30 20 11 0.00 0.73 5.30 0.25 35.75 0.17
C = 0.6 40 20 11 0.00 79.97 444.05 0.41 36.87 0.06
Q = 1.6 50 15 5 0.00 171.79 1706.6 0.39 39.41 0.05
S31 10 20 19 0.00 0.00 0.00 0.48 94.29 0.00
T1 = 3/4∑ pi 20 20 20 0.00 0.00 0.00 0.00 91.91 0.00
T2 = T1+1/n∑ pi 30 20 20 0.00 0.00 0.00 0.00 97.92 0.00
C = 0.2 40 20 20 0.00 0.00 0.00 0.00 100.00 0.00
Q = 0.6 50 20 20 0.00 0.00 0.00 0.00 86.51 0.00
70 20 20 0.00 0.00 0.02 0.00 93.35 0.00
100 20 20 0.00 0.00 0.00 0.00 93.39 0.00
300 20 20 0.00 0.01 0.03 0.00 89.77 0.00
500 20 20 0.00 0.01 0.05 0.00 93.54 0.00
700 20 20 0.00 0.03 0.31 0.00 95.09 0.00
1000 20 20 0.00 0.47 6.75 0.00 83.65 0.00
3000 20 20 1.42 12.40 117.14 0.00 77.29 0.00
S32 10 20 14 0.00 0.00 0.00 1.15 49.46 0.47
T1 = 3/4∑ pi 20 20 11 0.00 0.00 0.02 0.36 48.64 0.26
T2 = T1+1/n∑ pi 30 20 7 0.00 0.39 2.58 0.05 47.64 0.14
C = 0.2 40 20 12 0.00 154.15 2222.53 0.00 48.72 0.94
Q = 1.6 50 16 9 0.00 338.15 2256.80 0.00 49.70 0.28
10 20 20 0.00 0.00 0.00 0.00 100.00 0.00
S33 20 20 20 0.00 0.00 0.00 0.00 95.19 0.00
T1 = 3/4∑ pi 30 20 20 0.00 0.00 0.00 0.00 93.99 0.00
T2 = T1+1/n∑ pi 40 20 20 0.00 0.00 0.00 0.00 98.21 0.00
C = 0.6 50 20 20 0.00 0.00 0.00 0.00 93.56 0.00
Q = 0.6 70 20 20 0.00 0.00 0.00 0.00 100.00 0.00
100 20 20 0.00 0.00 0.02 0.00 86.97 0.00
300 20 20 0.00 0.04 0.81 0.00 88.31 0.00
500 20 20 0.00 0.01 0.03 0.00 94.17 0.00
700 20 20 0.02 0.03 0.17 0.00 93.78 0.00
1000 20 20 0.00 0.04 0.13 0.00 93.75 0.00
3000 20 20 0.06 42.93 817.52 0.00 78.76 0.00
S34 10 20 14 0.00 0.00 0.00 2.46 47.97 0.89
T1 = 3/4∑ pi 20 20 11 0.00 0.00 0.02 0.40 45.42 1.50
T2 = T1+1/n∑ pi 30 20 9 0.00 0.26 1.92 0.55 46.27 0.38
C = 0.6 40 20 8 0.00 165.06 1346.75 0.08 47.68 1.64
Q = 1.6 50 17 10 0.00 403.80 3825.42 0.25 44.95 0.31
a Not reported instances could not be solved by BB approach in 4000 s.
may be that both the range of producing due dates in these series and the upper bound of the due date range are less. On the
other hand, for the instances in these series, T1 has the highest value. These cause the number of early jobs to be decreased
in the optimal schedule and the maximum earliness to be defined on the basis of fewer jobs. Also, it is very likely that in the
MST sequence, the job with the maximum earliness is inserted before the unavailability period. So, based on the magnitude
of T1, the number of cases in which the MST sequence is feasible and optimal, is increased. On the other hand, moving a job
from after the non-availability period to a position before it, does not affect on the maximum earliness.
Comparisons of the number of optimal instances and computation times of the BB procedure for all instances reveal that
the most difficult instances belong to the series in which the value of Q is equal to 1.6. The reason for this may be that
in these series, the scattering of due dates and the upper bound of the due dates’ ranges increase by increasing Q , so the
number of early jobs in these instances will be increased. Even in these series, maximum earliness may belong to the jobs
after the unavailability period, which results in a greater number of nodes in these problems being traversed in the BB tree.
Columns ‘‘Ave. Percent. of fathomed nodes’’ show the average number of nodes that were fathomed because of the lower
bound or the dominance rules in each problem with respect to the number of nodes traversed.
As shown, dominance rule 1 works better in the series S11, S12, S13, and S14. This is because the values for T1 in these
series are as low as possible and so, fewer jobs could be placed before T1; thus, in these series, dominance rule 1 performs
efficiently by fathoming infeasible nodes. By increasing the value of T1, the efficiency of this dominance rule will decrease.
The lower bound applied quite satisfactorily to fathom nodes in the series S21, S23, S31 and S33; this state of affairs may
be justified along the following lines: In these series, according to the values C and Q , the scattering of due dates and lower
bound of due dates’ ranges are low and so, the number of early jobs decrease. Also in these series, the values for T1 are
equal to 12
∑
i pi and
3
4
∑
i pi which are greater than the other values of T1; so in these series, the maximum earliness mostly
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corresponds to jobs located in the beginning of the sequence and before the non-availability period, and so, the efficiency
of the lower bound in fathoming the first nodes of the BB tree will increase.
Regarding that in the BB tree, dominance rule 2 is executed after dominance rule 1 and the lower bound, the rather high
efficiency of dominance rule 1 and the lower bound in some series leave fewer opportunities for dominance rule 2 to apply.
For this reason the average percentage of fathomed nodes by dominance rule 2 is the least.
By reviewing all of the solved instances in the above 12 series, it could be concluded that by increasing the value of due
dates’ range parameter (Q ), instances aremore difficult to solve, i.e. the number of optimally solved instanceswithin 4000 s,
decreases and the average of solving times of these instances increases.
5.2. Numerical results of 1, h1 ‖ Emax,NT
According to Azizoglu et al. [15], due dates were generated from the discrete uniform distribution in the range
0, ρ
∑n
i=1 pi

. The values 0.6, 0.8, 1, and 1.2 were adopted for parameter ρ in this paper. The values 5, 10, 15, 20, 25 and 30
were considered for number of jobs, n; and for each combination of T1, ρ and n, the number of 20 instances were generated
randomly (np = 20). So for all possible combinations of the beginning time of the non-availability period and due date
factor, the number of 12 (4× 3) and a total number of 1440 (4× 3× 6× 20) instances were generated and solved.
In order to compare the distance between two sets of efficient solutions obtained from heuristic PH and the BB approach,
which was presented in Section 4.4, a newmeasure is defined as ‘‘Average Circular Distance’’ (ACD). It is assumed that there
are two objective functions such asO1 andO2, also that two efficient solution sets exist such asA (the set of optimal solutions)
and B (the set of heuristic solutions) which are composed of n1 and n2 solutions, respectively. The set C is defined as the set
of efficient solutions achieved from the combination of A and B. If the number of solutions in this set is considered to be n3,
it is clear that n1 + n2 ≥ n3, because the sets A and Bmay have common solutions.
For calculating themeasureACD(O1,O2), the objective functionO1 is considered as a base and the solutions of the setC are
sorted increasingly according to this base. Now, for each solution of the set C , the objective function value O1 is considered
from the beginning of the sorted list and by searching in the sets A and B, two solutions with the objective function value
closest to O1 to the considered solution of the set C , are found. Then, the distance between the two found solutions, one
of them belongs to the set A and the other belongs to B, is calculated based on a pre-specified distance measure, which is
specified according to the problem conditions. Also, for the other solutions of the set C , this distance measure is calculated
and then their average is considered as ACD(O1,O2). It must be mentioned that the values of ACD(O1,O2) and ACD(O2,O1)
are not necessarily equal.
For calculating ACD(NT , Emax) and ACD(Emax,NT ) to compare the heuristic algorithm and BB approach solution sets, the
pre-specified distance measures, to calculate the distance between two solutions, are denoted by dNT and dEmax and are
obtained from the following equations:
dNT =

 N
PH
T − NBBT
max
C
{NT } −min
C
{NT }
 NPHT ≠ NBBT
0 NPHT = NBBT
(31)
dEmax =

 E
PH
max − EBBmax
max
C
{Emax} −min
C
{Emax}
 EPHmax ≠ EBBmax
0 EPHmax = EBBmax.
(32)
The notation used in the above equations are defined as follows:
NBBT : Number of tardy jobs of the solution obtained from set A
NPHT : Number of tardy jobs of the solution obtained from set B
minC {NT }: Minimum number of tardy jobs between the solutions of the set C
maxC {NT }: Maximum number of tardy jobs between the solutions of the set C
EBBmax: The value of maximum earliness for the solution obtained from the set A
EPHmax: The value of maximum earliness for the solution obtained from the set B
minC {Emax}: Minimum value of maximum earliness between the solutions of the set C
maxC {Emax}: Maximum value of maximum earliness between the solutions of the set C .
Table 2 illustrates the results of solving the instances for the problem 1, h1 ‖ Emax,NT . In this table, the column ‘‘Number
of Opt. in BB’’ shows the number of instances that were optimally solved by the BB approach within the 4000 s time
constraint. The columns ‘‘Comp. time of BB’’ represents the minimum, average and maximum times required by the BB
approach to solve the instances. It should be mentioned that because the computation times of the PH heuristic were very
small for all instances, they are not shown separately.
Columns ‘‘Ave. Percent of fathomed nodes in BB’’ show the average number of nodes fathomed because of the lower
bound or the dominance rules in each problem with respect to the number of nodes traversed. As shown in these columns,
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Fig. 2. Average times of solving instances respect to ρ.
the lower bound works efficiently in most series and by fathoming the high number of traversed nodes resulted in better
solving the instances. Dominance rule 1 has more efficiency in the series with T1 = 14
∑
pi. Because in these series T1 is
in the lowest of its value and the job which is immediately after the non-availability period is scheduled earlier than the
job with the same position in the other series. Therefore, the possibility of fathoming partial sequences according to the
assumption of no-idle insert will be increased. The efficiency of this dominance rule decreases by increasing the value of T1.
The dominance rule 2 works properly in the series with ρ = 1. The reason for this may be that in these series the scattering
of due dates is rather high and so the values of the earliness of jobs are greater, also, given the upper bound value of the
due dates range, early jobs have the due dates by values near together. The dominance rules 3 and 4 work properly in the
lower values of ρ. Because in these series according to the upper bound of due date range, the number of tardy jobs is
more. By increasing the value T1, the efficiency of dominance rules 2 and 3 will increase. Because given that these two rules
should be checked in both sets of jobs sequenced before and after non-availability periods, by placing more jobs before the
unavailability period, the possibility of checking these rules will increase and then these rules will have more efficiency to
fathom the nodes. But by increasing the value T1, the efficiency of dominance rule 4 will decrease. Because in this case more
jobs are placed before the unavailability interval and then the number of tardy jobs slightly decreases.
In Table 2, the column ‘‘Ave. No. of efficient solutions’’ show the average number of optimal efficient solutions obtained
through each of the algorithms BB and PH. Also, the column ‘‘Ave. No. of Opt. efficient solutions in PH’’ shows the average
number of optimal efficient solutions achieved by the heuristic PH within 20 solved instances. According to the values in
this column, we can conclude that by increasing the value ρ, the number of optimal efficient solutions achieved from the
heuristic PH will decrease.
In the last four columns, the values of distances between solutions achieved by the heuristic PH and optimal ones, based
on the measure ACD are illustrated. As shown, by increasing value ρ, the distance of PH solutions from the optimal value
increases. A similar process is shown in the column ‘‘Ave. No. of Opt. efficient solutions in PH’’. According to the values of
these columns, by taking NT as a base, the total average percentage distances from the optimal number of tardy jobs and the
optimal maximum earliness are equal to 10% and 23%, respectively, and by taking Emax as a base, corresponding values are
25% and 21%, respectively.
Regarding columns in Table 2, it is concluded that the BB approach has solved 96.4% of the instances optimally within
4000 s. Also, 46.6% of solutions achieved from the heuristic PH are optimal on average.
Fig. 2 shows the average time to solve instances using the BB approach with respect to different values of ρ. Given this
figure, the hardest instances belong to ρ = 1.2. The reason for this may be that in these series according to value ρ, the
scattering of jobs’ due dates increases, therefore on one hand the number of tardy jobs and on the other hand both the value
and the scattering of early jobs’ due dates will increase and this results in more nodes in the BB tree being traversed. The
reason for simply solving instances in ρ = 1 may be that with being high scattering of due dates’ ranges in these series,
upper bound values of jobs’ due dates show that the earliness values of early jobs are not very high and early jobs in these
series also have similar due dates’ values. So in these series instances are solved simply.
Fig. 3 illustrates solving times of the instances in the BB approach with respect to different values of T1. As shown in
this figure, by increasing the value of T1, instances become slightly harder. The reason for this may be that by increasing T1,
more jobs are placed before the unavailability period. So in this case by increasing the alternatives for choosing the job for
inserting before the unavailability period, as well as decreasing the impact of dominance rule 1, instances become harder.
Briefly, we can say that by increasing the beginning time of unavailability period in the above series, the problem
instances are more difficult to solve. On the one hand, the solving time of instances increases and on the other hand, the
number of optimally solved instances within 4000 s decreases. In addition, increasing the value of parameter ρ, from 0.6
to 1.2, creates a fluctuation in the difficulty of instances. Therefore, at first solving instances is simpler, then becomes more
difficult and in continuation this behavior repeats.
6. Conclusion
In this paper, two problems 1, h1 ‖ Emax and 1, h1 ‖ Emax,NT were investigated. In the problem 1, h1 ‖ Emax,NT , the aim
is tominimize simultaneously themaximum earliness and the number of tardy jobs on a singlemachinewith an availability
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constraint; in other words, the aim is to identify the Pareto frontier for this problem. The assumptions of the problem were
first studied. Next, each of the measures maximum earliness and number of tardy jobs was studied individually and their
changes domain in the problem 1, h1 ‖ Emax,NT was proposed. Then, a heuristic procedure named PH was proposed for
this problemwhich is based on the beam search strategy. A branch-and-bound algorithm along with dominance rules and a
lower boundwere subsequently developed for this problem. During the study of themeasuremaximumearliness, a detailed
investigationwas performed on the problem1, h1 ‖ Emax. First it was proved that this problem is NP-hard. Then, a number of
lemmas were proved for the problem and some optimality conditions for the problemwere studied based on these lemmas.
Next, a heuristic algorithm was proposed for the problem which was called MMST. Following this, an exact binary branch-
and-bound approach along with a lower bound and some efficient dominance rules were presented to solve the problem
optimally. In this approach, the heuristic MMST is applied as the upper bound.
In order to evaluate the proposed heuristics and branch-and-bound approaches, a number of instances in 12 series were
then produced and solved by these procedures. In the problem 1, h1 ‖ Emax, computational results showed that the BB and
MMST procedures, respectively, were capable of solving 98.97% and 80% of the instances optimally. The same computational
results also showed that the lower bound and dominance rules performed highly efficiently in fathoming nodes in this
problem. Also in the problem 1, h1 ‖ Emax,NT , it was shown that the branch-and-bound approach was capable of solving
96.4% of all the problemsoptimally and that the lower bound and the dominance rulesworked efficiently in fathomingnodes.
The results also showed that heuristic PH was capable of solving 46.6% of the instances optimally. This finding confirmed
the superior efficiency of the heuristic PH.
For future studies, it is suggested that more general conditions such as states with more than one machine should be
studied. Considering assumptions such as ready times for the problem may also be recommended. We can also study the
measures expressed in this paper in such cases as periodic and flexible maintenance.
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