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In  the present work, we modeled  a  laboratory  experiment where  a  sand  column  saturated 
with a MgSO4 solution is subject to evaporation. We used a compositional formulation capable 
of  representing  the effect of geochemistry on  flow and  transport  for concentrated  solutions 
under extreme dry conditions. The model accounts  for  the water sink/sources  terms due  to 
hydrated  mineral  dissolution/precipitation  and  the  occurrence  of  invariant  points,  which 
prescribe the water activity. Results show that the occurrence of the invariant points at the top 
of  the domain could affect the vapor  flux at the column top and salt precipitation along  the 
column. In fact, the invariant points occurrence could explain the spatial fluctuation on the salt 






















Evaporation  in soils  is an  important component of  the hydrological cycle because  it exerts a 
significant  influence on soil water budget. Evaporation triggers a series of complex processes, 
like  liquid and gaseous mass  flow, energy  flow,  solute  reactive  transport and eventually  salt 
precipitation. Numerical modeling of these processes, in combination with field and laboratory 
experiments, provides  the means  for  testing  conceptual models and  for evaluating  complex 
interactions of processes  in soils and other porous media  (Steefel et al. 2005). Models allow 
obtaining  quantitative  approximations  of  processes  and  variables  that  are  difficult  or 
impossible to measure directly in field or laboratory.  
Unsaturated  liquid  water  flow  was  the  first  process  modeled  in  soil  evaporation  codes 
(Remson  et  al.,  1971).    Since  then,  more  complex  processes  have  been  added  to  soil 
evaporation models  including  vapor  flux  (Fayer et al. 1986),  interaction between water and 
heat  flow  (Milly 1980), and  salinity effects on evaporation  (Nassar  and Horton 1989). More 
recently,  the  modeling  of  soil  salinization,  biological  nutrient  degradation  and  evolution  of 
mine tailings have led to the inclusion of reactive transport in soil evaporation modeling (Zee, 
1990).  Wissmeier  and  Barry  (2008)  compiled  several  examples  in  agricultural  and 
environmental  engineering,  including water irrigation  efficiency  (Wenninger  et  al.  2010),  




2010b.,  Lefebvre,  2001;  Mayer  et  al.,  2006).  Numerical  modeling  has  also  been  used  for 




One aspect that has not been considered, even  in  the most advanced codes,  is  the effect of 
geochemical  reactions on water  content and  thus on  flow  (Wissmeier and Barry 2008). This 
reflects  the  fact  that geochemical effects on water balance can be neglected  in most cases. 
  
However,  in  arid  or  semiarid  climates  soils  may  reach  extremely  dry  conditions,  so  that 
hydrated  mineral  dissolution/precipitation  may  generate  water  sinks/source  terms 
comparable to the remaining processes. Another potentially relevant often  ignored aspect  in 
saline  and  dry  conditions,  is  the  occurrence  of  invariant  points.  In  such  cases,  mineral 





Gran et al.  (2011a)  conducted an experiment  in which  the occurrence of  invariant points  is 
expected.  In  this experiment a  sand  column,  initially  saturated with  a MgSO4  solution, was 
subject to a constant source of heat at the top. During the experiment, extreme dry conditions 
were  reached  and magnesium  sulphate  started  to precipitate.  These precipitates  are highly 
hygroscopic and produce different mineral phases depending on their degree of hydration. The 
quantification of these minerals is not easy, since they may modify its hydration water content 
during  handling  or  X‐ray  irradiation  (García‐Guinea  et  al.,  2000).  In  this  case  numerical 
modeling,  combined  with  observations,  may  be  useful  for  evaluating  the  occurrence  of 
invariant points and their  influence on hydrodynamic processes. Gran et al. (2011b) modeled 
this  experiment  but  by  decoupling  flow  from  reactive  transport  calculations  and  not 
considering invariant points.  
 
The  aim  of  this  paper  is  to  study  the  interaction  of  hydrated  mineral  precipitation  and 
hydrodynamic  processes  on  Gran’s  experiment  using  PROOST  (Slooten  et  al.,  2010)  a  new 
multi‐phase  reactive  transport  code  capable  of  modeling  multiphase  reactive  transport  of 
concentrated solutions under dry conditions. PROOST considers a compositional  formulation 
that allows representing  invariant points and the  influence of geochemical source sink terms 











of  the  column  and  induces  an  upward  unsaturated  liquid  flow.  The  liquid  flow  transports 
solutes which results  in an  increase of concentrations  in the evaporation zone and eventually 
salt  precipitation.  Evaporation  is  then  affected  by  osmotic  effects  due  to  high  solute 
concentrations and by capillarity effects due to  low saturations degrees. The reduction of the 
evaporation  rate  and  hydraulic  conductivity  at  the  upper  part  of  the  column  produces  a 






conservation,  from  reactive  transport  equations  (TOUGHREACT,  Xu  and  Pruess,  1998; 
CODEBRIGHT‐RETRASO,  Saaltink et  al., 2004; MUFTE‐UG, Ebigbo et al., 2006; MIN3P Molins 
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where  aqθ and    gθ   are  the  volumetric  content  of  aqueous  and  gaseous  phase,  aqu ,  gu , 
immu are the aqueous, gaseous and immobile portions of the components vectors,  ( )aqL and 
( )gL are  the  aqueous  and  gaseous  transport operators,  and 
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were  aqc ,  gasc   ,  immc   are  vectors  with  the  aqueous,  gaseous  and  immobile  species 
concentrations, and  U is the component matrix. Details on the calculation of  U   are given in 
Saaltink et al. (1998) and Gamazo et al. (2012). 
 
The  transport operator of  the mobile phase α   (aq or gas)  includes advection and diffusion‐
dispersion  ( ) ( ) ( ), , ,i i D iL u u αα α α α= −∇⋅ −∇⋅q j . Mobile phase  fluxes  αq are calculated according 
to Darcy’s  law:  ( ),rk pαα α α
α
ρμ= − ∇ −
K
q g , were  K   is  the  intrinsic  permeability,  ,rk α   is  the 
relative phase permeability,  αμ ,  pα  and  αρ  are the viscosity, pressure, and density of the α  
phase, and  g  is the gravity vector.  Diffusive‐dispersive fluxes  ,D iαj  are calculated according to 
Fick’s  law:
 
( ) ( ), , diff dispD i iuα α α α αφθ τ=− + ⋅ ∇j D D , where diffαD is  the diffusive phase  tensor,  φ   is  the 
porosity, τ  is the tortuosity and  dispαD is the phase dispersion tensor (See Table 1). 
 
The external  source‐sink  term  is defined  as  ' = ⋅f U f , where  f   is  the  vector of  source‐sink 
terms for each species. 
By assuming  thermal equilibrium among phases, an unique energy  conservation equation  is 
considered:
 
( ) ( ) ( ),c E EE ft α α αα αθ
∂ = −∇ − ∇ +∂∑ ∑i i        (3) 
where  Eα is the volumetric  internal energy of phaseα ,  ci   is the conductive heat flux,  ,E αi   is 













,  where  ,ie α is  the 
molar  internal  energy  of  the  specie  i   in  phase  α .  The  conductive  heat  flux  is  calculated 
according to Fourier’s law  ( )Tc ck T= − ∇i , where  Tck  is the thermal conductivity of the medium 
and    T  is  temperature.  The  heat  flux  due  to  the  motion  of  phase  α   is  calculated  from 
  





Problem  parameters  and  constitutive  models  used  are  shown  in  Table  1.  As  extreme  dry 
conditions  are  reached,  we  consider  a  retention  curve  capable  of  representing  oven  dry 
conditions  (Fayer  and  Simmons,  1995,  Massana,  2005;  Silva  and  Grifoll,  2007,  Gran  et  al. 
2011b). The modified van Genuchten retention curve considers a variable minimum degree of 
saturation  
( )( )0min ln dryi c g aqS S P P Pβ= −           (4) 
where  0minS   is  the  residual  saturation  for  which  liquid  water  becomes  discontinuous  and, 
hence, liquid permeability becomes zero, drycP is the capillary pressure for the dry material and 
β is a parameter  that scales  the transition  from the standard to the oven dry branch of  the 
curve. For the liquid relative permeability function, we consider an effective saturation 
  ( ) ( )' 0 0min min1e aqS S S S= − −          (5) 
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where  0 ,rl aqK is the standard van Genuchten permeability and γ is a smoothing parameter. 
 
A  single  molecular  diffusion  coefficient  was  used  for  all  species  on  each  phase  and 
enhancement  in  vapor  diffusion  was  considered  by  assuming  gasθ τ equal  to  one  for  the 
gaseous phase.  
 
In  this  experiment  high  concentrations  are  produced  in  low  saturations  zones where  liquid 








and  thermal  conductivity.  The  model  Gran  et  al.  (2011b)  defines  two  zones  for  these 
parameters: the upper 1.5 cm of the column with a reduced diffusion coefficient and a higher 









Due  to  the  high  ionic  strength  the  values  of  the  thermodynamic  activity  coefficients  were 
computed  using  the  Pitzer  (1973)  ion–ion  interaction  model with  the  parameters  given  by 
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where gp and aqp are the gaseous and  liquid pressure,  2H OM   is molar weight of water, R is 
the  universal  gas  constant  and  aqρ is  liquid  density.  Thus,  the  water  activity  is 
2 2
osmotic




When  rich MgSO4 water evaporates a  sequence of hydrated MgSO4 minerals  is expected  to 
precipitate:  epsomite  ( 4 27MgSO H O⋅ ),  hexahydrite  ( 4 26MgSO H O⋅ )  and  kieserite 
  
( 4 2MgSO H O⋅ ). Within  the  ranges of  temperature and  relative humidity of  the experiment 
these  are  the  only  stable  magnesium  sulfates  minerals.  Starkeyite  ( 4 24MgSO H O⋅ )  is 
metastable for low relative humidity values, and pentahydrite ( 4 25MgSO H O⋅ ) and sanderite 
( 4 22MgSO H O⋅ ) are unstable (Grevel and Majzlan 2009, Wang et al. 2009).   
Magnesium sulfate minerals, like other hydrated minerals and efflorescent salts (e.g. gypsum, 
bischofite, bloedite, kainite) can act as a water source or sink as they dissolve or precipitate, 
and  certain  combinations  of  these  minerals  can  literally  control  water  activity  (Bea  et  al., 
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Water  activity  will  be  fixed  by  the  water  sink‐source  term  that  results  from  combining 
epsomite dehydration and hexahydrite precipitation: 
2epsomite hexahydrite H O⇔ +       (9)
 
This water sink‐source affects the liquid mass balance and it may be relevant for in case of very 
low  water  content  scenarios.  As  water  activities  is  calculated  considering  osmotic  effects 
(Pitzer  model)  and  capillary  effects  (Psychometric  law),  invariant  points  not  only  affect 
geochemical  variables but  also  vapor pressure.  Therefore,  a  fully  coupled  solution of phase 
fluxes and reactive transport is necessary. 
 
There  are  several  mineral  combinations  that  can  fix  water  activity,  like  hexahydrite  and 
kieserite  ( ( )
2
1 5
H O hexahydrite kieseritea K K= ), gypsum and anhydrite  ( 2H O gypsum anhydritea K K= ) 




H O gypsum mirabilite glauberitea K K K= ⋅ ) (Bea et al., 2010a; Gamazo et al., 2011; Risacher and 
Clement 2001). 
 
Precipitation  rate  data  do  not  exist  for  most  minerals  (Palandri  and  Kharaka  2004),  and 
literature about magnesium sulfate kinetics  is scarce (Al‐Jibbouri   et al. 2002. Sgualdino et al. 
  
1987).  Most  geochemical  codes  consider  evaporite  mineral  precipitation/dilution  in 
equilibrium  (PHREEQC, Parkhurst  and Appelo, 1999, EQL/EVP, Risacher  and Clement, 2001). 





The  code  PROOST  was  used  to  carry  out  the  numerical  simulation  (Slooten  et  al.,  2010). 
PROOST  is  a  general  purpose  hydrological  modeling  tool  that  can  solve  a  large  variety  of 
conservation equations expressed as partial differential equations. It was programed following 
the object oriented (OO) paradigm in FORTRAN 95. All geochemical processes where included 
in PROOST by adding CHEPROO  (Bea et al., 2009)  to  its  framework. CHEPROO  is an OO  tool 
specialized in complex geochemical processes. 
 
The  experiment  was  modeled  considering  a  1D  domain.  The  column  was  assumed  to  be 
initially saturated and at a temperature of 25°C. Boundary conditions at the top of the domain 
include vapor exchange with the laboratory atmosphere due to advective and diffusive fluxes, 




and Gamazo  et  al.,  2012  for details)  and  the  finite  element method was used  to  solve  the 









Saturation,  temperature, Mg  concentration and vapor partial pressure profiles are  shown  in 
Figure 1. The partial pressure profile  shows a descending evaporation  front  that divides  the 
column  in  two zones: a dry zone, above, where  the concentrations are high and a wet zone 
  





The  model  fits  well  saturation  and  temperature  data.  Mg  concentration  evolution  is  only 
qualitatively reproduced. Concentration beneath the evaporation front is reduced below initial 
values.  This  is  due  to  the  condensation  of  vapor  that  diffuses  from  the  evaporation  front 
(Figure  2).  The  evaporation  front  produces  an  upward  vapor  flux  above  its  peak  and  a 
downward  flux  below  it.  This  diffusive  vapor  flux  is  through  Fick’s  law  proportional  to  the 
gradient of  vapor  concentration  (equivalent  to  vapor pressure), which depends on  capillary 
pressure ( ( )g aqp p− , equation (7) ) and on temperature through the equilibrium constant of 
the  evaporation/condensation  reaction  ( vapourK ,  Table  2).  A  positive  capillary  pressure 
gradient gives a positive vapor flux (vapor diffuses from wet to dry), which in our experiment is 
upward. A positive temperature gradient gives a negative vapor flux (vapor diffuses from hot 
to  cold),  which  in  our  experiment  is  downward.  Above  the  evaporation  front  the  low 
saturation and therefore  low hydraulic permeability enables high capillary pressure gradients 
and hence an upward vapor  flux  (Figure 2). On the other hand, below the evaporation  front 
the temperature gradient dominates and hence the vapor flux is downwards. The flux of liquid 
water  is  always  upwards  (from  wet  to  dry)  although  above  the  evaporation  front  it  is 









conductivity values  for  the  first 1.5 cm of  the domain.  In our model we consider an  initially 





















necessary  to  keep  the water  activity  constant. As  the  external  vapor pressure  is  fixed,  and 
vapor  pressure  at  the  boundary  is  controlled  by water  activity,  the  vapor  out‐flux  remains 
constant according to the top boundary condition described in Table 3. Therefore, during these 
intervals  the mineral paragenesis  is controlling  the amount of vapor  that  leaves  the column. 
The only  relevant  change at  the  top  is  the  reduction of  the more hydrated mineral  fraction 







flux. As  this  reactive surface  is very  low, we can safely assume  that  these  reactions occur  in 
equilibrium. 
 
The  first mineral  to precipitate  is  epsomite  (Figure 4‐a),  and  its precipitation  front,  like  the 
evaporation  front,  descends  through  the  column.  The  reduction  in  the  liquid  saturation 
increases  capillary  suction  which  reduces  water  activity  further  and  produces  hexahydrite 
precipitation.    Thus,  there  is  a  second  precipitation  front  in which  epsomite  is  turned  into 
  












As  the precipitation  front moves downwards precipitation  first decreases because water has 











front. Meanwhile,  the upward  liquid  flux keeps bringing salt  to  the evaporation  front, which 
causes an  increase  in  the amount of salt precipitated at  the evaporation  front. This explains 
the peaks of mineral mass obtained in Figure 4.  This behavior was observed for different mesh 




The accumulation of water below  the evaporation  front produces a  sharp  saturation profile 
(Figure  5)  with  an  almost  uniform  liquid  saturation  below  the  front.  This  reduction  in  the 
saturation gradient decreases  the  liquid  flow and consequently  the advective and dispersive 
transport  of  solute.  These  processes,  along  with  vapor  condensation,  reduce  solutes 
  
concentration below the evaporation front and that  is why the mineral precipitation  is  lower 
than in the rest of the column.   
 
This behavior  is observed only when  invariant points are occurring at the top, because this  is 
the place where more mineral mass precipitates (note the  logarithmic scale  in Figure 4). The 





A  laboratory experiment,  in which a  sand column  saturated with a  rich MgSO4  solution was 
subjected to a source of heat, was modeled. The experiment involves oven dry conditions, high 
salinity  and  hydrated  mineral  precipitation.  A  reactive  transport  compositional  formulation 
was  adopted  for  the  model  and  several  coupling  effects  between  hydrodynamic  and 
geochemical  process  were  considered,  like  sink/source  of  water  due  to  evaporation‐
condensation, precipitation‐dissolution of hydrated minerals, and capillary and osmotic effects 

















the  system,  but  does  not  have  a  significant  impact  on  standard  measureable  variables.  
According  to  our  results,  the  presence  of  peaks  and  valleys  on  mineral  precipitation 
  
distribution might evidence  the  influence of  invariant points. This aspect  that can be  simply 
evaluated on future experiments by taking samples at different depths.  These results highlight 
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ia  Activity of species  i  
aq
 Sub index for the aqueous phase 
ic  
Moles of the species  i   
aqc  
Vector of the concentration of aqueous 
species 
gasc  
Vector of the concentration of gaseous 
species 
immc  
Vector of the concentration of immobile 
species  
ld  Longitudinal dispersion coefficient 
diff
D  Diffusion coefficient of phase   
disp
D  
Dispersion coefficient for phase  
disp
ld D q I  
,ie   Molar internal energy of the specie i  in 
phase  . 
E  Volumetric internal energy of phase 
capf  
Correction factor for water activity due 
to capillary effects  
Ef  Energy sink-source term.   
f
 




External component source-sink term 
'  f U f  
g
 






Sub index indicating a species  
ci  Conductive heat flux 
,E i  heat flux due to the motion of phase   
,D i
j  
Diffusive-dispersive flux of component i
in phase   calculated by Fick’s law: 
   , , diff dispD i iu        j D D  
T
ck  Thermal conductivity of the medium 
 
,rk   Relative permeability for phase    
jK
 
Equilibrium constant of reaction j  
K  Intrinsic permeability 
 ,iL u   Transport operator, null for immobile phases, for mobile phases: 
     , , ,i i D iL u u      q j  
 L
 
Vector of transport operators  
iM  Molecular weight of species i  
ip  Partial pressure of gaseous species i  
p  
Pressure of phase    










   
K
q g  
R
 
Universal gas constant 




,iu   
Concentration of component i  in   
phase 
aqu  
Vector of aqueous component 
gu  Vector of gaseous component 
 immu  




  Sub index indicating a phase  
  Volumetric fraction of phase   
  Viscosity of phase    

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  0min ln dryi c g aqS S P P P   
 40 25x10 MPaP
  
0.93   ;  0.1   
0
min 0.08S 
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c concentration of mineral specie i  
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 0 1002.6 MPaP   
4 13.4x10 ºC
       
4 14.5x10 MPa       
0.6923   
 0.018vapM Kg mol





μ 2.1x10 exp MPa s
273.15T





μ 1.48x10 exp MPa s
273.15T



















4 2245391.1 10 exp
273.15
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        
 
 
Phase dispersion  disp
ld D q I  
0.015ld m  
Vapor diffusion 
enhancement  
                    
1gas    
 
Thermal conductivity     1 Wm Kll SSsat dry  













          





      
2 ( )lH O H OH
                                                            
1410ohK

  2Mg OH Mg OH                                            2.19( ) 10mg ohK    24 4SO H H SO                                                  1.98( 4) 10h soK   
 
2 2
4 27 lMg SO H O epsomite




4 26 lMg SO H O hexahydrite




4 25 lMg SO H O pentahydrite
               1.28510pentahydriteK   
 
2 2
4 24 lMg SO H O leonhardite
                      0.88710leonharditeK   
 
2 2
4 2 lMg SO H O kieserite






Table 3- Boundary and initial conditions 
Initial conditions 1aqS  ; 25ºT C ;  
Hydrostatic liquid pressure:  101325 PatopaqP   
Top boundary 














 43 MPaj m s      
 21.5 MPaj mol s m     
 
2
3172 Paexth oP   
 98152 PaextairP   
Top boundary 
heat flow 
 , 750e inj J s   
Heat loss  ,e lose T extj T T    25T J K s      ;  26 ºextT C  
Initial 
concentrations    
1
2 5.551x10aqH O m  





 2 25.88x10Mg m 
 
 2 24 =5.68x10SO m
 
 
 3=4.00x10Cl m 
 
   
3
2 3.173x10 MPagH O

 





















































































































































































































































Time = 3.8 days
mineral front position
when first invariant




















Time = 5.3 days
mineral front position
when second invariant



































Time = 7.1 days
a) b)
c) d)
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Figure 4
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