Image recognition technology has been widely applied and played an important role in various fields nowadays. Because of multi-layer structure of deep network can use a more concise way to express complex functions, deep neural network (DNN) will be applied to the image recognition to improve the accuracy of image classification. Analysis the existing problems of deep neural network. Then put forward new approaches to solve the gradient vanishing and over-fitting problems. The experimental results which verified on the MNIST, show that our proposed approaches can improve the classification accuracy greatly and accelerate the convergence speed. Compared to support vector machine (SVM), the optimized model of the neural network is not only effective, but also converged quickly.
INTRODUCTION
Deep neural networks have been successfully applied in many fields, such as segmentation [1], object classification [2], feature extraction [3] [4] and machine translation [5] [6] and achieved excellent performance. András Horváth [7] propose that the complexity of deep neural networks have overcome a critical point, resulting algorithmic breakthroughs in various fields. These successes usually need large training sets of manually annotated data. In many cases however, such large collections of labels may not be readily available, which restricts the effectiveness of these models.
Compared with the traditional shallow network models, the multi-layer network structure of deep neural network model can express the complex function more effectively so that it can obtain more representative features. As a result, applying deep neural network into image classification can effectively improve the accuracy of classification. However DNN model has a large number of parameters, which are trained with tens of thousands of labeled image. And with the increase of the layer number of DNN model, the gradient will gradually diffuse when the parameters are adjusted, which causes the parameters of bottom layers update slowly and difficult to achieve optimal, thus affecting the classification accuracy.
In this paper, our contributions can be summarized as follows:
• We analyze the cause of gradient vanishing problem and over-fitting, and put forward feasible solutions. The problems have been solved effectively. The new method we proposed makes the network more stable.
• We propose a new approach to initialize weights and bias of the network, the convergence speed of the neural network is greatly improved and the final classification accuracy is also increased.
The rest of this paper is organized as follows. Section 2 reviews the main problems of deep neural networks. We will analyze its hidden and internal causes. We present the optimization methods to solve those problems in Section 3. Experimental results are compared with SVM in Section 4. Finally, we conclude the paper in Section 5.
UNDERLYING PROBLEMS
In this section, we first review the main problems of deep neural networks. Then we analyze the problems in theory. Finally, the experimental results which verified on MNIST dataset show that the performance of network is seriously influenced by these problems. ove pictures, w ayer is 100 tim e, the learning ase the initial le ishing or explo ork is instable.
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