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La consommation d'énergie actuelle et les perspectives futures font de la production
énergétique un enjeu majeur de notre société. En eﬀet, la consommation d'énergie pour-
rait atteindre en 2050, deux à trois fois la consommation actuelle. L'épuisement des com-
bustibles fossiles et l'adaptation diﬃcile des énergies renouvelables à une production d'én-
ergie centralisée capable de subvenir aux besoins des régions ou des pays à fortes densité
de population rendent indispensable le développement de nouvelles énergies. Ces nouvelles
formes d'énergie devront bien évidemment satisfaire des critères économiques mais aussi
prendre en compte des exigences en terme d'environnement, de sûreté de fonctionnement
et de disponibilité des ressources. L'énergie de fusion thermonucléaire répond à l'ensemble
de ces exigences.
Le contrôle de l'énergie issue de la fusion thermonucléaire est donc un des objectifs
scientiﬁques majeurs de ce début de siècle. Le jeu en vaut la chandelle car une réaction de
fusion thermonucléaire a une capacité énergétique telle qu'un seul gramme de combustible
serait capable de fournir en électricité une ville de la taille de New-York durant 24h.
La réaction de fusion thermonucléaire est obtenue en faisant fusionner des noyaux d'élé-
ments légers pour former des noyaux d'éléments plus lourds. Contrairement aux réactions
qui fournissent l'énergie dans les centrales nucléaires actuelles, la réaction de fusion n'est
pas spontanée, mais nécessite un apport d'énergie initial pour avoir lieu (comme l'énergie
apportée par une allumette pour allumer la ﬂamme d'une bougie). Cette énergie initiale
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est nécessaire pour maintenir les noyaux des réactifs suﬃsamment proches. Cela nécessite
donc de chauﬀer les réactifs à des températures telles que dans ces conditions, la matière
n'est plus sous la forme de molécules, mais sous une forme fortement ionisée, appelée le
plasma.
L'une des voies possibles pour atteindre cet objectif consiste à utiliser des champs
magnétiques pour conﬁner le plasma : c'est la fusion par conﬁnement magnétique. Le
plasma est alors conﬁné dans une enceinte en forme de tore, appelée tokamak. La prochaine
génération de machines de fusion comme ITER, tokamak international planiﬁé pour avoir
un rendement positif est prévu pour fonctionner en 2016. Tout en sachant que les tokamaks
 électrogènes  comme DEMO, c'est-à-dire les réacteurs producteurs d'électricité, sont
prévus pour fonctionner dans les années 2050.
Les parties suivantes sont une présentation de la fusion nucléaire contrôlée par conﬁne-
ment magnétique. Elles sont tout d'abord introduites par la fusion, les réactions de fusion
et les conditions physiques nécessaires à leurs établissements. Ensuite il sera présenté le
contrôle par conﬁnement magnétique et notamment les réacteurs nucléaires pour la fusion
appelés aussi : les tokamaks. La ﬁn de cette introduction portera sur les instabilités. Il existe
de nombreux ouvrages de références sur la physique des plasmas ainsi que de nombreux sites
internet, cette partie introductive a été réalisée avec notamment [Bel06, Cal06, Che84, fusa].
1.1 La fusion et les réactions de fusion
La fusion nucléaire constitue le mécanisme à l'origine du rayonnement des étoiles et en
particulier du soleil. Une étoile commence à briller quand la matière en son c÷ur atteint,
sous l'eﬀet des forces de gravitation, des densités et des températures suﬃsantes pour
déclencher des réactions thermonucléaires libérant de l'énergie. En eﬀet, au sein des étoiles,
les noyaux légers fusionnent et produisent des noyaux plus lourds (cf : Figure 1.1).
Figure 1.1  La fusion nucléaire [fusb]
Au cours de ces réactions de fusion, la masse du noyau produit est inférieure à la somme
des masses des noyaux légers des réactifs. Ces réactions produisent donc une diﬀérence de
masse, qui en vertu de la relation d'Einstein, produit de l'énergie telle que : E = mc2 avec
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m la diﬀérence de masse et c la vitesse de la lumière.
Deux noyaux chargés positivement ont une tendance naturelle à se repousser. Aﬁn qu'ils
fusionnent il faut qu'ils soient suﬃsamment proches. Une certaine énergie est donc indis-
pensable pour franchir cette barrière et arriver dans la zone, très proche du noyau où se
manifestent les forces nucléaires capables de l'emporter sur la répulsion électrostatique.
La probabilité de passage de cette barrière peut être quantiﬁée par la section eﬃcace. La
variation en fonction de l'énergie d'interaction exprimée en KeV des sections eﬃcaces de
plusieurs réactions de fusion est indiquée sur la courbe de la ﬁgure 1.2.
Figure 1.2  Les sections eﬃcaces des réactions de fusion entre isotopes de l'hydrogène.
(D : Deutérium et T : Tritium)
Les principales réactions de fusion nucléaire envisagées pour l'exploitation de celle ci sont
entre des isotopes de l'hydrogène : le Deutérium (D) et le Tritium (T). Ces réactions sont
représentées sur le graphique de la ﬁgure 1.3.
Figure 1.3  Les réactions de fusion nucléaire
Le schéma 1.3 montre brièvement que les diﬀérentes réactions de fusion n'ont pas
la même capacité énergétique. Les graphiques 1.2 et 1.3 expliquent la préférence et la
concentration des recherches sur la fusion contrôlée sur la réaction Deutérium-Tritium.
En eﬀet, pour une même température son taux de réaction est plus élevé que la réaction
Deutérium-Deutérium. Cependant, le Deutérium est présent en plus grande quantité sur
terre et le Tritium est un élément radioactif cher à produire. Ces deux éléments sont des
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isotopes de l'hydrogène. La réaction de Deutérium-Tritium peut s'exprimer sous la forme :
2
1D +
3
1T→ 42He(3, 5MeV ) + 10n(14, 1MeV ) (1.1.1)
L'énergie cinétique libérée par les particules alpha et le neutron, soit environ 17.6MeV,
est supérieure à l'énergie nécessaire pour passer la barrière de répulsion due aux forces
électrostatiques de Coulomb. Cette énergie issue de la fusion nucléaire permettra donc
de nouvelles réactions de fusion en chaînes. Bien que cette énergie soit suﬃsante à la
production d'autres réactions, il faut au préalable que les conditions soit réunies pour les
premières réactions. En eﬀet, les conditions de températures et de pressions auxquelles nous
sommes habitués sont insuﬃsantes à leur établissement. Ainsi, la probabilité d'observer une
réaction de fusion entre deux noyaux d'hydrogène à la surface de la terre est quasiment
nulle. Pour fusionner les noyaux qui sont chargés positivement, doivent d'abord vaincre
leurs tendances naturelles à se repousser. Ceci est possible lorsque la matière est dans des
conditions extrêmes comme au c÷ur du soleil où la pression est énorme et la température
de plusieurs millions de degrés. Ces conditions solaires sont améliorées par le conﬁnement
produit par les forces gravitationelles provenant de la densité élevée. Sur terre les conditions
de températures et de pression sont moins importantes et la température de fusion est
supérieure à celle du soleil.
A de telles températures la matière est entièrement ionisée et se trouve dans l'état
de plasma. Le plasma est le quatrième état de la matière après dans l'ordre croissant de
la température les états solide, liquide et gazeux. Aussi appelé gaz ionisé, les plasmas
constituent 99% de l'univers. Ils sont par exemple présents dans l'ionosphère et la magné-
tosphère terrestre, dans l'atmosphère des étoiles (dont le soleil), dans le vent solaire et les
vents provenant des autres étoiles, les comètes, les milieux interstellaires, etc. Sur terre on
ne le rencontre pas à l'état naturel si ce n'est dans les éclairs ou encore les aurores boréales
[fusa] mais on peut le produire artiﬁciellement en appliquant des champs électriques suﬀ-
isamment puissants. Ces milieux partiellement ou totalement ionisés sont souvent soumis à
des champs magnétiques tels que celui dominant l'atmosphère solaire. Il existe des plasmas
naturels ou artiﬁciels ; on s'intéresse ici plus particulièrement aux plasmas de fusion qui
sont donc obtenus à des températures très importantes. Atteindre de telles températures,
de l'ordre de 108 degrés Celsius, n'est pas aisé. Pour atteindre de telles températures on
utilisera par exemple la fusion par conﬁnement magnétique détaillée dans le paragraphe
suivant.
1.2 Le conﬁnement magnétique
L'objectif de la fusion contrôlée est de produire de l'énergie à partir de réactions de
fusion inspirées de celles réalisées au c÷ur du soleil ou plus généralement des étoiles. Les
conditions du c÷ur du soleil ne sont pas reproductibles sur terre. En eﬀet, pour les étoiles,
telles que le soleil, la tendance du plasma à se disperser et à se refroidir est contrebalancée
par la gravitation. Sur terre les forces de gravitation sont insuﬃsantes et il est impossible
d'obtenir une réaction de fusion entre deux atomes dans ces conditions. Pour obtenir ces
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réactions, il est nécessaire de chauﬀer les combustibles à une température supérieure à
un million de degrés. A ces températures, le combustible est complètement ionisé et les
électrons sont libres. Les réactifs se trouvent à l'état de plasma.
Ces températures, de l'ordre de 10KeV , soit 108K 1, excluent le conﬁnement du plasma
dans un récipient matériel. Il faut néanmoins maintenir le plasma dans un espace suﬃsam-
ment petit pour qu'un nombre important de collisions entre noyaux légers donnent lieu à
des réactions de fusion : c'est le conﬁnement. Un conﬁnement classique, par exemple dans
une enceinte matérielle, entraînerait des pertes de particules et de chaleur rédhibitoires. Les
conditions nécessaires à la fusion seraient perdues aussitôt. Il faut donc réussir à conﬁner
le plasma dans un espace restreint, en minimisant tout contact avec les parois du réacteur
pour limiter les pertes. Ces diﬃcultés à maintenir les conditions de fusion sont cependant
un avantage de taille pour la sécurité d'un réacteur. En eﬀet, la moindre perturbation du
système entraînerait la perte des conditions de fusion et l'arrêt de la réaction, il n'y a donc
pas de risques d'emballement.
Ce problème de conﬁnement dans un espace restreint peut être contourné en envis-
ageant un réacteur qui ne fonctionnerait pas en régime stationnaire, mais dans lequel
l'énergie proviendrait de réactions successives régulières. C'est la voie du conﬁnement iner-
tiel [DM82, Lav93, Lin98]. Nous nous concentrons sur la démarche opposée, le conﬁnement
magnétique, qui consiste à établir les conditions d'une réaction de fusion permanente,
idéalement auto-entretenue. L'énergie des particules issues de la fusion doit compenser
les pertes et maintenir la température du plasma. Une fois la réaction lancée, le plasma
n'a alors plus besoin d'apport d'énergie. Pour quantiﬁer cette condition, Lawson en 1957
[Law57] a introduit la notion de temps de conﬁnement de l'énergie τE . Ce paramètre em-
pirique mesure la vitesse de refroidissement du système :
τE =
W
Ploss
, (1.2.1)
où W est le contenu énergétique du système et Ploss est la puissance perdue. Le paramètre
τE quantiﬁe la qualité du conﬁnement. Le critère de Lawson énonce que la réaction est
rentable si le chauﬀage dû aux noyaux d'hélium issus de la fusion compense au moins les
pertes. Les neutrons quittent le milieu et c'est leur énergie qui est récupérée en sortie du
réacteur. Finalement, le critère de Lawson s'exprime souvent sous la forme :
f(Q) = neTτE , (1.2.2)
où ne est la densité électronique, T la température et Q le taux de rentabilité du réacteur
tel que :
Q =
puissance produite
puissance injectée
. (1.2.3)
Ainsi, si Q est égal à 1 alors les réactions de fusion produisent autant d'énergie que la
quantité d'énergie nécessaire pour commencer les réactions. Un taux de rentabilité Q d'au
moins 1 a été atteint dans le réacteur  Joint European Torus  (JET) durant une courte
1. Par la suite, les températures sont pour des raisons pratiques le plus souvent exprimées en unités
d'énergie. Du fait des ordres de grandeurs mis en jeu, l'électron-volt (eV ) s'avère particulièrement adapté.
On notera 1eV ≈ 1, 602.10−19J ≈ 104K.
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période (w 1s). On estime que pour être économiquement exploitable un réacteur doit avoir
un facteur Q de l'ordre de 50.
Dans un plasma à l'état libre, la trajectoire des particules est aléatoire et les particules
vont s'échapper. La solution retenue consiste à utiliser les propriétés de conductivité de
l'électricité du plasma pour maintenir le plasma dans une boîte immatérielle. Les particules
ayant la propriété de s'enrouler autour des lignes de champs magnétiques, il faut agencer
ces lignes aﬁn que les particules les suivent lorsqu'elles sont en mouvement. En refermant
les lignes de champs magnétiques cela revient alors à soumettre le plasma à un champ
magnétique intense de géométrie toroïdale. Les particules chargées composant le plasma
suivent alors approximativement le champ magnétique. Ceci favorise les collisions entre les
noyaux légers tout en limitant le contact entre le plasma et les parois du réacteur. Cette
technique est appelée la fusion par conﬁnement magnétique du plasma.
1.3 Les tokamaks et les diﬀérentes conﬁgurations
1.3.1 Historique des tokamaks
L'engouement pour la fusion thermonucléaire contrôlée apparaît après la seconde guerre
mondiale. Pour contrôler ces réactions nucléaires plusieurs conﬁgurations magnétiques sont
étudiées : décharges toroïdales, stellarators, machines à miroir, Z et theta-pinches mais
celle qui supplante les autres par ses résultats obtenus est le tokamak. Inventé en 1950 par
les physiciens russes Igor Tamm et Andrei Sakharov, le tokamak est un acronyme de la
traduction russe de  chambre toroïdale avec bobines magnétiques .
Figure 1.4  Représentation d'un tokamak
Après cette découverte russe, les constructions de tokamaks de plus en plus grands et
performants ont suivi. Il y eut notamment TFR en France qui a atteint la température de
2KeV et les grands tokamaks modernes JET (Angleterre), Asdex-Upgrade (Allemagne),
Tore Supra (France) et DIIID (Etats-Unis) capables d'obtenir un facteur de rentabilité
Q égal à 1. Ainsi, bien que les principaux besoins des tokamaks pour produire des réac-
tions de fusions nucléaires ont été connus rapidement, il a fallu une cinquantaine d'années
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pour atteindre un rapport Q de 1. Le futur tokamak ITER (International Thermonuclear
Experimental Reactor) a pour objectif d'atteindre un facteur Q de 10.
Le principe du tokamak est de minimiser les fuites des particules et donc d'améliorer
le conﬁnement, pour cela les lignes de champs doivent être hélicoïdales. Ce type de lignes
de champ est réalisé en ajoutant au champ toroïdal un autre champ magnétique qui lui
est perpendiculaire : le champ poloïdal (voir la ﬁgure 1.4).
1.3.2 Géométrie et notations
La géométrie d'un tokamak est un tore obtenu par rotation d'une section poloïdale
autour de l'axe Z. On utilisera les coordonnées toriques (R, θ, φ) avec r le rayon mineur,
θ l'angle poloïdal et φ l'angle toroïdal (cf. ﬁgure 1.5). Pour la composante toroïdale on
utilise la notation ∇φ déﬁnie par :
∇φ = 1
R
eφ. (1.3.1)
Cette composante admet pour propriété :
∇ · ∇φ = 0. (1.3.2)
R
r
Z
φ
θ
R0
Figure 1.5  Coordonnées toroïdales
Le petit rayon d'un tore est noté r, le grand rayon R0 et le rapport  ≡ rR0 est appelé le
rapport d'aspect. Choisir → 0 revient à considérer la limite cylindrique du tore. Dans la
pratique, les conﬁgurations cylindriques sont analytiquement beaucoup plus simples que
les toroïdales pour l'étude de la stabilité et du conﬁnement.
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Conﬁguration magnétique
Le champ magnétique est décomposé suivant une composante toroïdale Bφ et Bθ sa
composante poloïdale tel que :
B = Bφeφ +Bθeθ. (1.3.3)
Il est possible de simpliﬁer cette décomposition du champ magnétique en utilisant un ﬂux
magnétique noté ψ et considérant F0 le paramètre du champ magnétique dans la direction
toroïdale comme une constante :
B =
F0
R
eφ +
1
R
∇ψ × eφ. (1.3.4)
Cette décomposition sera réutilisée pour simpliﬁer le système des équations dans le chapitre
3. La notion de ﬂux magnétique poloïdal ψθ est souvent utilisé au sein des tokamaks. Ce
ﬂux est déﬁni à chaque point P (a, α, β) dans l'espace (r, θ, φ) par :
ψθ =
∫ 2pi
0
∫ a
0
(B · ∇θ)Rdrdφ. (1.3.5)
Dans le cas d'une axisymmétrie toroïdale le ﬂux poloïdal se simpliﬁe par :
ψθ = 2pi
∫ a
0
(B · ∇θ)Rdr. (1.3.6)
Le ﬂux poloïdal est constant sur chaque surface toroïdale formée par les lignes de champs
magnétiques fermées. Ces surfaces sont nommées surface de ﬂux (cf. ﬁgure 1.6).
Figure 1.6  Emboîtement des surfaces magnétiques (ou de ﬂux)[Bob11].
Paramètres physiques
Il est intéressant de déterminer si, sur une surface de ﬂux donnée, une ligne de champ
magnétique sera fermée ou non. Pour cela, nous introduisons le facteur de sécurité q, qui
mesure le pas de l'hélice dessinée par les lignes de champs. En d'autres termes, il représente
le nombre de tours toroïdaux qu'eﬀectue une ligne de champ sur la surface magnétique de
petit rayon r lorsqu'elle boucle un petit tour donné par
q(r) =
rBφ(R0)
R0Bθ(r)
. (1.3.7)
Ce facteur de sécurité tient son nom de son rôle dans l'établissement des instabilités de la
MHD, qui seront détaillées dans la partie 1.6.
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1.4 ITER et l'exploitation de l'énergie de fusion nucléaire
ITER, le prochain grand tokamak, est en construction à Cadarache en France. Les
premiers essais seront faits aux alentours de 2016. Ce réacteur et son implantation a fait
l'objet d'une entente internationale. Il est censé prouver la faisabilité de l'exploitation de
l'énergie obtenue par les réactions de fusion nucléaire et que la production énergétique avec
cette nouvelle énergie est envisageable avant la ﬁn du XXIème siècle.
Figure 1.7  Représentation du tokamak ITER [fusc]
En comparaison avec les tokamaks actuellement en service, comme JET, ITER présente
un volume plus grand (cf. le schéma 1.8) et pourra donc contenir une quantité de plasma
plus importante. ITER est un réacteur expérimental dont on connaît déjà le successeur :
DEMO. Ce tokamak, DEMO, sera également un prototype et il aura pour objectif d'être le
premier tokamak producteur d'énergie exploitable. DEMO contiendra un volume de plasma
beaucoup plus important que ITER (voir ﬁgure 1.8). On utilise le rayon principal R pour
mesurer les diﬀérences entre ces réacteurs. JET qui est le plus grand réacteur actuellement
a un rayon principal de 3m alors qu'ITER fait 6m et DEMO fera 9m. Ainsi, les réacteurs
sont de plus en plus grands. Cela provient d'observations expérimentales qui ont montré
que le temps de conﬁnement est proportionnel à R1.97.
Figure 1.8  Comparaison de diﬀérents tokamaks actuels et futurs [fusd]
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1.5 Le mode de conﬁnement H
Au début des années 1980, le tokamak allemand ASDEX a permis de découvrir l'ex-
istence de deux états diﬀérents pour le conﬁnement du plasma. En eﬀet, en augmentant
le pouvoir chauﬀant, au dessus d'un certain seuil une transition abrupte est observée et
après cela le conﬁnement est augmenté [Wag82]. En particulier une barrière se forme juste
au bord du plasma, à l'intérieur de la  séparatrice . La séparatrice est une frontière
magnétique, elle se caractérise par le fait qu'elle se croise en un point appelé point X. La
séparatrice est aussi la dernière surface magnétique fermée (DSMF). La conﬁguration avec
séparatrice et divertor (cf. ﬁgure 1.9) est apparue également dans les années 1980 dans le
but de résoudre la pollution du plasma central en éloignant le point de contact plasma-
paroi grâce à une modiﬁcation de la conﬁguration magnétique. Dans cette conﬁguration, la
DSMF délimite la  Scrape Oﬀ Layer , zone dans laquelle les lignes de champ magnétique
sont ouvertes contrairement au c÷ur du plasma. On qualiﬁe de bord du plasma la SOL
ainsi que les surfaces magnétiques fermées les plus externes du c÷ur. Le principe est de
créer dans le bord du plasma un point de champ magnétique poloïdal nul, appelé point X
du fait que les lignes de champ semblent s'y croiser (cf. ﬁgure 1.9).
Figure 1.9  Schéma de principe de la conﬁguration divertor axisymétrique (coupe poloï-
dale) [Tam07]
Sur la séparatrice, le gradient de pression est particulièrement important. Dans ce
nouveau régime obtenu, le temps de conﬁnement est multiplié par un facteur deux. Ce
régime a été renommé H-mode où le H correspond à  High-conﬁnement  qui est opposé
au mode L (L-mode) pour  Low-conﬁnement . On comprend donc que le mode H est le
mode de référence qui est recherché pour ITER. Cependant, il y a des inconvénients à ce
mode de conﬁnement, en eﬀet, les forts gradients à l'intérieur de la séparatrice provoquent
de violentes instabilités au bord du plasma.
1.6 Instabilités
Une des diﬃcultés du contrôle de la fusion nucléaire par conﬁnement magnétique au
sein des tokamaks est l'apparition d'instabilités. Depuis les premières expérimentations, il
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Figure 1.10  Proﬁls de pression typiques en mode L et mode H
est clair que les tokamaks sont sujets à une variété d'instabilités macroscopiques. Dans un
tokamak les contributions énergétiques du plasma peuvent avoir des eﬀets stabilisants : par
exemple l'énergie nécessaire pour tordre les lignes de champs magnétiques ou encore celle
pour compresser le plasma. Ces contributions énergétiques peuvent également déclencher
des instabilités.
Partant d'un équilibre donné, les forces responsables des perturbations peuvent con-
duire soit à une certaine stabilité soit au contraire à une instabilité. Dans le cas de stabilité
on peut observer une oscillation permanente autour de l'équilibre ou alors le système peut
aussi retourner à l'état d'équilibre, cela se produit si les oscillations sont atténuées. Si au
contraire ces perturbations sont la cause d'instabilités, les forces responsables de ces per-
turbations en causeront d'autres et ainsi l'amplitude de cette perturbation évoluera avec
une croissance exponentielle. Ces instabilités peuvent potentiellement causer des diﬃcultés
importantes.
Dans un modèle monoﬂuide, les instabilités sont très souvent causées par les gradients
de courant ∇J et/ou de pression ∇P . On parlera de modes de courant ou de modes de
pression, suivant la source d'énergie déstabilisant ces modes.
Les instabilités du plasma causées par le gradient de pression sont classées en deux
catégories qui sont les modes interchange et ballonnement (ballooning). Les instabilités
d'interchange sont rarement appropriées dans les tokamaks. Les modes de ballonnement
sont des modes de pression macroscopiques évoluant lentement le long des lignes de champs
magnétiques avec des perturbations concentrées dans les zones de courbures défavorables.
Dans le cas où le gradient de pression est fort près du bord du plasma, c'est-à-dire près
de la séparatrice, les modes de ballonnement peuvent développer des crashs répétitifs et
ainsi conduire à une perte de pression. Ces instabilités sont appelées Edge-Localised Mode
(ELM) [Pam10]. Ce sont des instabilités de bords qui ne seront pas plus détaillées ici.
Les instabilités du plasma causées par le gradient de courant sont des modes de kink,
appelés ainsi à cause du déplacement qu'ils entraînent. Il existe des modes de kink interne
ou externe. Les kinks externes sont les modes les plus dangereux pour le conﬁnement
magnétique. Ils imposent que le facteur de sécurité q soit élevé au bord (q ∼ 3 − 5 en
pratique) c'est-à-dire que le courant décroisse rapidement au bord. Les kinks internes,
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le plus souvent avec un nombre d'onde poloïdal m = 1, sont responsables d'instabilités
du c÷ur du plasma et en particulier des instabilités dites en dents de scie, qui sont en
réalité la version résistive du kink interne. Ces types d'instabilités ont été observés lors de
simulations dont les résultats numériques sont présentés au chapitre 5.
1.6.1 Les instabilités en dents de scie
Les dents de scie [Has97, Leb11, Wes04], aussi nommées  sawtooth instabilities ,
représentent une instabilité se produisant dans le c÷ur des tokamaks. Tout d'abord ap-
parues dans les petits tokamaks ohmiques, tel que le tokamak ST à Princetown [vGSS74]
en 1974, elles ont, ensuite, été observées sous des formes très diverses et dans des condi-
tions opératoires variées. Depuis elles sont présentes dans toutes les machines, et dépassent
largement le cadre théorique de la MHD résistive. Leurs comportements en présence de
chauﬀages auxiliaires et de particules rapides dans ces machines doivent être maîtrisés pour
garantir qu'elles ne menaceront pas les paramètres physiques du réacteur.
Expérimentalement, les dents de scie se traduisent par des réorganisations périodiques
de la température Te, de la densité électronique ne au c÷ur du plasma sous forme d'oscil-
lations asymétriques (c.f. ﬁgure 5.23). Chaque cycle est constitué d'une montée lente de la
température Te et de la densité ne au centre du plasma suivie par une chute brutale. Le
centre du plasma est ici l'intérieur de la surface q = 1, où q est le facteur de sécurité (1.3.7).
Les dents de scie sont liées à l'existence de cette surface et apparaissent quand q descend
en dessous de 1 au centre du plasma. Durant la phase lente, appelée aussi rampe, les proﬁls
de densité et de température électronique se piquent au centre du plasma sous l'eﬀet des
sources de chauﬀage. La chaleur et la densité accumulées sont brutalement évacuées vers
l'extérieur pendant la phase de chute ou crash. Le facteur de sécurité q oscille inverse-
ment : décroissance pendant la rampe et croissance pendant le crash. Cette instabilité se
visualise sur les graphiques représentant des variables telles que la densité de courant, par
un déplacement du c÷ur du plasma voir la ﬁgure 1.11.
Figure 1.11  Déplacement du c÷ur du plasma [Has97]
Il existe une grande variété de dents de scie : inversées, saturées, monstres, etc. Les dents
de scie n'entraînent généralement pas la perte du conﬁnement sauf dans des cas extrêmes :
dents de scie monstres ou couplage avec des autres instabilités comme les ELMs (Edge
Localized Modes) ou les NTMs (Neoclassical Tearing Modes). En cela, elles constituent
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un phénomène original car la majorité des instabilités macroscopiques sont fatales pour le
conﬁnement.
1.7 Plan de la thèse
Après cette partie introductive sur la fusion nucléaire et son exploitation au sein des
tokamaks conﬁné par un champ magnétique, le chapitre 2 présente les modèles fondamen-
taux des plasmas. Le plasma est composé de particules telles que les ions et les électrons.
Bien qu'étant la plus directe, la modélisation particulaire est inenvisageable sur des volumes
même modestes car le nombre de particules en présence est trop important. Le plasma est
donc traité de manière statistique. Ainsi dans le cadre de l'approche cinétique le plasma
est décrit à l'aide de fonctions de distribution. Ce modèle simpliﬁé est encore trop coûteux,
pour le réduire on recourt aux modèles ﬂuides. On détaille les principales étapes de dériva-
tion par les calculs des moments de la formulation cinétique dans l'espace des vitesses. Ces
modèles ﬂuides possèdent encore des termes de transport dépendants du modèle cinétique
dont on développe une approximation basée sur la stratégie de Braginskii.
Le chapitre 3 reprend le modèle ﬂuide par particule obtenu au chapitre précédent
aﬁn d'obtenir le modèle de la MagnéthoHydroDynamique (MHD). Dans ce chapitre, on
développe les diﬀérentes étapes et hypothèses nécessaires pour passer du modèle bi-ﬂuide
(électrons - ions) au système de la MHD complète, qui est donc un modèle ﬂuide encore
plus simpliﬁé. Ce modèle détaillé sous ces formes idéale ou résistive, suivant les hypothèses
faites sur la loi d'Ohm, fait l'objet d'une analyse spectrale. Ce chapitre se termine par la
présentation de modèles de la MHD encore simpliﬁés : les modèles de la MHD réduite.
Basés sur l'hypothèse d'un champ magnétique toroïdal dominant par rapport au champ
magnétique poloïdal, ce système est détaillé pour obtenir le système d'équilibre instable
du Current Hole puis l'équation d'équilibre de Grad-Shafranov.
Le chapitre 4 présente des méthodes numériques de résolution utilisées pour résoudre
des systèmes de la MHD complète et de la MHD réduite. La résolution de certains sys-
tèmes de MHD nécessite l'utilisation de méthodes suﬃsamment stables et régulières. Pour
résoudre ces systèmes, on utilise une méthode aux éléments ﬁnis avec des éléments ﬁnis
stabilisés ainsi que les éléments ﬁnis C1 de Bell. La première partie de ce chapitre développe
la méthode aux éléments ﬁnis avec pour introduction la justiﬁcation de ce choix de méth-
ode par rapport notamment à la méthode des volumes ﬁnis, et la nécessité de recourir
à des éléments plus réguliers que des éléments C0 tels que les éléments P1 de Lagrange.
Ensuite, après une présentation générale de diﬀérentes méthodes de stabilisation, on verra
qu'il est nécessaire de stabiliser des problèmes comme ceux de la MHD qui sont dominés
par l'advection. En eﬀet, ces systèmes résolus sans stabilisation supplémentaire sont insta-
bles. Notre intérêt s'est porté sur la méthode de stabilisation SUPG (Streamline Upwind
Petrov-Galerkin) qui consiste à rajouter un terme diﬀusionnel dans le sens de l'advection.
Aﬁn d'étudier la stabilité L2 de cette méthode de stabilisation on utilise la théorie de Von
Neumann. La méthode SUPG étant à l'origine créée pour des systèmes stationnaires, pour
l'analyse de stabilité L2, on a considéré les deux cas suivant la prise en compte ou non
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du terme temporel dans le résidu. Cette analyse introduit l'idée d'une résolution avec des
méthodes implicites ou semi-implicites telles que la méthode de Crank-Nicholson. Cette
partie stabilisation s'achève sur les résultats numériques d'un cas test d'advection en une
dimension. Ce chapitre 4 se poursuit par la déﬁnition des éléments ﬁnis C1 de Bell [Bel69]
dont la régularité a été au préalable motivée par notamment le fait d'assurer la condi-
tion d'absence de monopôles magnétiques. On donne les propriétés de ces éléments et on
développe leurs mises en ÷uvre. Enﬁn, ce chapitre 4 se termine par la résolution de trois
problèmes types : un basique de conduction thermique et deux issus de la MHD réduite :
l'équation de Grad-Shafranov et le système du Current Hole. Ce modèle du Current Hole
peut s'écrire avec deux ou quatre équations. On présente les deux versions de résolution
de ce modèle.
Pour ﬁnir, le chapitre 5 présente un ensemble de résultats de simulations sur des modèles
de conduction thermique et de MHD réduite tels que le modèle de l'équation d'équilibre
de Grad-Shafranov et celui du système du Current Hole. Après avoir déﬁni les éléments
C1 de Bell au chapitre précédent, le cas test de conduction thermique a pour objectif la
validation de leurs implémentations. En vue de cette validation, on a simulé un cas test
analytique avec l'obtention de l'ordre optimal de convergence sur l'erreur d'approximation.
Ensuite, on résout trois cas tests analytiques pour l'équation d'équilibre de Grad-Shafranov.
Pour la comparaison, ces cas tests sont d'abord résolus avec les éléments P1 de Lagrange
puis les C1 de Bell. Ces cas tests étant analytiques on s'intéresse à l'ordre de convergence
de l'erreur d'approximation. Le domaine de ces cas tests étant courbes on n'obtient pas
toujours l'ordre de convergence espéré. Pour ﬁnir, ce chapitre 5 expose les résultats obtenus
sur la résolution du modèle du Current Hole. Ce modèle est un équilibre instable dont les
erreurs d'approximation sur les solutions obtenues à chaque itération suﬃsent à déclencher
une instabilité. Ces instabilités s'observent sur la densité de courant J avec le désaxement
de la solution initiale puis un retour à un état proche de l'état initial. L'énergie cinétique
de ce système présente une évolution en dents de scie caractérisant cette instabilité. Ce
modèle est résolu avec les éléments P1 de Lagrange puis avec les C1 de Bell. Pour les P1
de Lagrange, d'abord résolu avec une méthode directe basée sur la factorisation LU , le
système est ensuite résolu avec la méthode itérative de GMRes. La méthode directe bien
qu'étant précise est très coûteuse en temps de calcul. La méthode itérative GMRes remédie
à ce problème de temps de calcul mais perd en précision. Cette perte de précision est visible
sur les solutions obtenues avec par exemple la perte de la symétrie, elle est due au critère
d'arrêt ici imposé à 10−10. Cette diﬀérence dans les critères d'approximation est visible
sur les solutions également dans le développement de l'instabilité avec une direction de
développement diﬀérente et un déclenchement plus tardif pour la méthode GMRes. Bien
que les résultats soient diﬀérents ces deux méthodes sont validées physiquement par le
coeﬃcient de la partie linéaire précédent le déclenchement de l'instabilité sur le graphique
de l'énergie cinétique. Enﬁn ce système du Current Hole a été résolu avec les éléments C1
de Bell. La régularité de ces éléments a permis d'observer les instabilités en dents de scie,
leurs développements et leurs périodicités. Ainsi, sur un temps adimensionné de 20000, on
a pu observer six déclenchements d'instabilités.
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Chapitre 2
Modèles fondamentaux des plasmas
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A l'échelle microscopique, le plasma est composé de particules comme des ions et des
électrons. En ce sens, la modélisation la plus directe d'un plasma est le modèle particulaire.
Il consiste à écrire le principe fondamental de la dynamique pour chacune des particules
en considérant qu'elles sont soumises à un champ électromagnétique. Cette description
particulaire même pour un volume de taille modeste est inenvisageable car le nombre de
particulaire présentes est trop important. Il est donc nécessaire de modéliser le plasma
de manière statistique. Dans le cadre de l'approche cinétique le plasma est décrit en ter-
mes de fonctions de distribution fσ, une par espèces σ de particules dans un espace des
phases à 7 dimensions suivant la position x, la vitesse u et le temps t. Cette présenta-
tion des modèles fondamentaux des plasmas magnétisés commence par le rappel de la
formulation du modèle cinétique des écoulements ionisés ainsi que par les propriétés du
noyau de collision de Landau. Ce modèle très détaillé, caractérise la dynamique des plas-
mas par le suivi de l'évolution temporelle des fonctions de distribution des vitesses des
particules. Il présente l'inconvénient d'être encore trop coûteux. Pour simpliﬁer ce modèle
on recourt aux modèles ﬂuides. La deuxième partie de ce chapitre donne les principales
étapes de la dérivation d'un modèle ﬂuide par les moments, dans l'espace des vitesses,
de la formulation cinétique. Le modèle ﬂuide présentant encore des termes de transport
dépendants du modèle cinétique il est nécessaire d'approcher ces coeﬃcients. La dernière
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partie de ce chapitre revisite la stratégie d'approximation des moments d'ordres supérieurs
proposée par Braginskii [Bra65]. L'objectif étant ici la compréhension de ce qui a été fait
et notamment les hypothèses émises aﬁn de redévelopper le système suivant les simpliﬁca-
tions utilisées, d'un point de vue mathématique. En ce sens, cette partie débute par une
présentation des diﬀérents choix de référentiels d'analyse. Puis sur le référentiel choisi, les
équations de Boltzmann sont adimensionnées. Pour ﬁnir, on s'appuie sur la méthode de
ChapmanEnskog dont le principe est d'utiliser le développement d'Enskog de la fonction
de distribution aﬁn d'approcher les coeﬃcients de transport.
2.1 Le modèle cinétique
Le modèle cinétique ou modèle de Vlasov s'utilise pour une approche microscopique
[Bel06, Bra65, Che84]. Ce modèle étudie le comportement des particules constituant le
plasma. A chaque instant, chaque particule a une position et une vitesse particulière.
Par conséquent, on peut caractériser la conﬁguration instantanée d'un grand nombre de
particules par la densité de particules spéciﬁque à chaque point dans l'espace des phases.
L'espace des phases est l'espace des positions, x, et des vitesses, u, noté x−u. On introduit
alors la fonction de distribution des particules σ notée fσ(x,u, t) qui donne la densité
instantanée de ces particules à la position x, ayant la vitesse u au temps t. Ainsi, le nombre
de particules de l'espèce σ au temps t situées dans l'espace entre x et x+dx dont la vitesse
est entre u et u+du est déﬁnie par fσ(x,u, t)dxdu, où dx et du sont les incréments d'espace
et de vitesse respectivement. L'évolution temporelle de la fonction de distribution fσ des
particules σ est décrite par l'équation de Boltzmann [Bel06] :
∂fσ
∂t
+ u · ∂fσ
∂x
+
qσ
mσ
(E + u ×B) · ∂fσ
∂u
= Cσ, (2.1.1)
où Cσ représente les changements subis par la fonction de distribution fσ et notamment
les collisions des particules. Le premier terme décrit la variation par rapport au temps de
la fonction de distribution fσ. Ensuite, x et u étant indépendants le second terme se réécrit
u · ∂fσ
∂x
=
∂
∂x
· (ufσ) . (2.1.2)
Il représente la convection des particules à la vitesse u. Le dernier terme traduit l'accéléra-
tion des particules sous l'eﬀet d'un champ électromagnétique :
aσ =
qσ
mσ
(E + u ×B) , (2.1.3)
où qσ déﬁnit la charge d'une particule σ, mσ sa masse, u sa vitesse, E et B représen-
tent respectivement le champ électrique et le champ magnétique. Cette équation permet
de modéliser des plasmas fortement collisionnels. A l'opposé, certains plasmas, comme le
c÷ur des tokamaks, sont peu collisionnels. Les collisions sont alors négligées et l'étude de
l'évolution des positions et des vitesses des particules est faite avec l'équation de Vlasov
[Bel06] :
∂fσ
∂t
+ u · ∂fσ
∂x
+
qσ
mσ
(E + u ×B) · ∂fσ
∂u
= 0. (2.1.4)
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2.1.1 Propriétés sur les opérateurs de collisions
L'opérateur de collisions Cσ se caractérise par :
Cσ =
∑
α
Cσα(fσ, fα), (2.1.5)
où Cσα(fσ, fα), qu'on écrit aussi plus simplement Cσα, représente les échanges entre les
fonctions de distributions fσ et fα dus aux collisions entre les particules α et σ. Cet
opérateur de collision est déﬁni par exemple sous la forme Landau [Lan81] par :
Cσ` = −∂u · Oσ`, (2.1.6)
où
Oσ` (f, g) = Γσ`
2
∫
R3
du′
(
B
(
u − u′) [−g (u′)∂uf (u) + mσ
m`
f (u)∂u′g
(
u′
)])
, (2.1.7)
et
Γσ` =
4piq2σq
2
` ln Λ
m2σ
, (2.1.8)
avec ln Λ le logarithme de Coulomb représentant le rapport du paramètre de l'impact
maximum sur celui de l'impact minimum détaillé page 238 de l'article de Braginskii [Bra65].
B est le tenseur des collisions déﬁni par :
B (u) =
u · uI− u ⊗ u
(u · u) 32
. (2.1.9)
Il présente les propriétés remarquables suivantes.
 B (u) est symétrique :
B (u)T = B (u) , (2.1.10)
et impair :
B (−u) = −B (u) . (2.1.11)
 Il dérive d'un potentiel :
B (u) = ∂u
(
u
(u · u)1/2
)
. (2.1.12)
 Tous les vecteurs u sont dans le noyau de ce tenseur :
∀u, B (u)u = 0. (2.1.13)
 Dans l'espace des vitesses ce tenseur présente les relations suivantes :
∂u ·B (u) = ∂u
(
2
(u · u)1/2
)
= − 2
(u · u)3/2
u, (2.1.14)
Tr [B (u) ] =
2
(u · u)1/2
. (2.1.15)
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 Dans l'espace des vitesses avec un système de coordonnées sphériques :
∂u · (B∂u) ≡ 2
(u · u)3/2
B (∂θ, ∂φ) , (2.1.16)
avec
B (∂θ, ∂φ) =1
2
(
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂θ2
)
,
=
1
2
(
∂
∂µ
(
(1− µ2) ∂
∂µ
)
+
1
1− µ2
∂2
∂θ2
)
,
la partie angulaire de
1
2
∂2
∂u2
qui s'écrit en fonction de la variable angulaire µ = cos θ.
Comme l'opérateur de collision est déﬁni par
Oσ`
(
f˜σ, f˜`
)
=
Γσ`
2
[
−∂u f˜σ (u)
∫
R3
du′B
(
u − u′) f˜` (u′)
+
mσ
m`
f˜σ (u)
∫
R3
du′B
(
u − u′)∂u′ f˜` (u′) ] , (2.1.17)
on peut aussi l'exprimer en fonction d'un tenseur de diﬀusion D
Oσ`
(
f˜σ, f˜`
)
=
Γσ`
2
[
−D` (u)∂u f˜σ
]
+
Γσ`
2
[
mσ
m`
f˜σ (u)
∫
R3
du′B
(
u − u′)∂u′ f˜` (u′) ] , (2.1.18)
avec
D` =
∫
R3
du′
(
B
(
u − u′) f˜` (u′) ) . (2.1.19)
L'opérateur de collisions Cσα(fσ, fα) doit également satisfaire les contraintes de con-
servation de la densité des particules, des mouvements et de l'énergie [Bel06, Bra65].
 Les collisions ne peuvent changer le nombre total de particules à un endroit précis,
la conservation de la densité des particules s'écrit :∫
Cσαdu = 0. (2.1.20)
 Les collisions entre particules d'une même espèce ne rajoutent pas de moments sur
les vitesses : ∫
mσuCσσdu = 0. (2.1.21)
De même, les collisions entre particules d'espèces diﬀérentes ne modiﬁent pas la
somme des moments des vitesses de ces espèces :∫
mσuCσαdu +
∫
mαuCασdu = 0. (2.1.22)
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 Pour l'énergie comme pour les vitesses les collisions entre particules d'une même
espèce ne peuvent changer l'énergie totale de cette espèce :∫
mσu
2Cσσdu = 0. (2.1.23)
Pour ﬁnir, les collisions entre particules d'espèces diﬀérentes doivent conserver la
somme des énergies de ces espèces :∫
mσu
2Cσαdu +
∫
mαu
2Cασdu = 0. (2.1.24)
Remarque 2.1 Il faut noter que si la fréquence des collisions est petite ou que le libre
parcours moyen des particules est grand alors les collisions peuvent être négligées et dans
ce cas le plasma est dit :  plasma idéal .
En mécanique statistique, dans un équilibre thermique les particules σ de gaz sont
caractérisées par une fonction de distribution de type maxwellienne sur la vitesse u
f0σ =
nσ(
2pi Tσmσ
) 3
2
e−
mσ
2Tσ
(u−vσ)2 , (2.1.25)
où nσ, Tσ et vσ sont des variables macroscopiques représentant respectivement la densité,
la température et la vitesse moyenne du gaz σ tout entier.
2.1.2 Opérateur de collisions de Landau
Nous avons fait le choix de la forme Landau pour l'opérateur de collisions, néanmoins
il existe d'autres formes d'opérateurs de collisions comme BGK [BGK54, Hub09] ou encore
l'opérateur de Lorentz, approximation de Landau pour laquelle on suppose l'immobilité
des ions. La forme, que nous étudierons plus particulièrement, est celle de Fokker-Planck-
Landau [DLD92]
Oσ`
(
f˜σ, f˜`
)
=
Γσ`
2
[(
1 +
mσ
m`
)
f˜σ (u)∂u · (D`)−D` (u)∂u f˜σ
]
. (2.1.26)
où le tenseur de diﬀusion D` est déﬁni précédemment. Néanmoins il existe d'autres formu-
lations pour cet opérateur de Fokker-Planck-Landaun comme celle qui s'écrit en terme du
potentiel de Rosenbluth [RMJ57, RR60] :
Oσ`
(
f˜σ, f˜`
)
=
Γσ`
2
[
2
(
1+
mσ
m`
)
f˜σ (u)
∂H` (u)
∂u
− ∂
∂u
·
(
f˜σ (u)
∂
∂u
· ∂
∂u
G` (u)
)]
, (2.1.27)
avec les potentiels de Rosenbluth H` (u) et G` (u) :
H` (u) =
∫
R3
du′
f˜` (u
′)
u − u′ et G` (u) =
∫
R3
du′f˜`
(
u′
) |u − u′|. (2.1.28)
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2.2 Le modèle ﬂuide
On se restreint ici au cas d'un plasma simple composé d'ion et d'électrons. Le modèle
cinétique représente la seule formulation valide dans un plasma mais elle pose le problème
du coût. En eﬀet, sur les tokamaks comme ITER les échelles caractéristiques propres aux
échelles plasmas sont très grandes ce qui rend la résolution du modèle cinétique impossible.
Il faut donc recourir à un modèle simpliﬁé comme le modèle ﬂuide. Cette simpliﬁcation
permet de diminuer l'espace des vitesses et rend les échelles spatio-temporelles moins pe-
tites. Ce modèle est obtenu à partir des diﬀérents moments de l'équation cinétique. Ainsi,
le plasma est décrit plus simplement par ses variables macroscopiques pour chacunes des
particules σ telles que la densité nσ, la vitesse moyenne vσ ou encore la température Tσ.
Les équations ﬂuides d'abord obtenues sous forme conservatives seront ensuite exposées
sous forme non-conservatives.
2.2.1 Calcul des moments
Avant de calculer les diﬀérents moments de l'équation cinétique qui permettront d'obtenir
les équations de conservation ﬂuides, on déﬁnit les variables macroscopiques obtenues à par-
tir des diﬀérents moments de la fontion de distribution. Ainsi, dans l'espace des phases, la
densité nσ(t,x) de particules σ au point x au temps t est déﬁnie par :
nσ(t,x) =
∫
R3
fσ(t,x,u)du. (2.2.1)
Il est également possible de déﬁnir une vitesse moyenne v à partir du moment d'ordre 1 de
la fonction de distribution tel que :
nσ(t,x)vσ(t,x) =
∫
R3
ufσ(t,x,u)du. (2.2.2)
De la même façon la température Tσ de l'espèce σ est déﬁnie par une fonction de t et
x comme une variable locale caractéristique déﬁnie par :
Tσ (t,x) =
1
nσ
∫
R3
mσ
3
(u − vσ)2 fσ (t,x,u) du. (2.2.3)
En général, ces paramètres macroscopiques n, v et T sont diﬀérents pour chaque espèce
lorsque l'on n'est pas dans un état d'équilibre. Avec ces paramètres il est possible de déﬁnir
la densité de courant J :
J =
∑
σ
qσnσvσ. (2.2.4)
Ce principe de multiplier f par diﬀérentes puissances de u pour ensuite les intégrer sur
la vitesse permet d'obtenir les diﬀérents moments de la fonction de distribution. Dans la
même idée, les équations de conservation sont obtenues en intégrant en vitesse l'équation
cinétique (2.1.1) telle que :∫
R3
[
∂fσ
∂t
+∇x · (ufσ) +∇u · (aσfσ)
]
g (u) du =
∫
R3
∑
α
Cσαg (u) du. (2.2.5)
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Par conséquent, l'équation de continuité sur chaque espèce est obtenue en prenant le mo-
ment d'ordre 0 c'est-à-dire en prenant g (u) = 1 :∫
R3
[
∂fσ
∂t
+∇x · (ufσ) +∇u · (aσfσ)
]
du =
∫
R3
∑
α
Cσαdu. (2.2.6)
Dans le cas du modèle ﬂuide les variables x, u et t étant indépendantes on commute
l'intégrale et les termes dérivatifs en temps et en espace. D'après le théorème de Gauss le
troisième terme du membre de gauche s'annule. Ainsi, l'équation (2.2.6) combinée avec les
équations (2.2.1), (2.2.2) et (2.1.20) donne l'équation de continuité sur les espèces :
∂nσ
∂t
+∇x · (nσvσ) = 0. (2.2.7)
Le moment d'ordre 0 sur les équations du modèle cinétique a donc permis d'obtenir les
équations de continuité des espèces. De même, le moment d'ordre 1, soit g (u) = u, permet
d'obtenir l'équation de conservation de la quantité de mouvements de chaque espèce :∫
R3
u
[
∂fσ
∂t
+∇x · (ufσ) +∇u · (aσfσ)
]
du =
∫
R3
u
∑
α
Cσαdu, (2.2.8)
Le deuxième terme du membre de gauche se réécrivant :
∇x · (fu)u = ∇x · ((u ⊗ u)f), (2.2.9)
en utilisant le moment d'ordre 1 de la fonction de distribution (2.2.2), l'équation (2.2.8)
devient :
∂t(nσvσ) +∇x ·
∫
R3
((u ⊗ u)fσ)du +
∫
R3
u∇u · (aσfσ) du =
∫
R3
u
∑
α
Cσαdu. (2.2.10)
Pour traiter le second terme du membre de gauche de cette équation on pose le changement
de variable : u = vσ(x, t) +κ(x, t) où κ représente la partie aléatoire d'une vitesse donnée.
Notons que du = dκ. Ainsi le produit tensoriel étant bilinéaire, le second terme se réécrit :∫
R3
((u ⊗ u)fσ)du =
∫
R3
((vσ ⊗ vσ)fσ)dκ +
∫
R3
((vσ ⊗ κ)fσ)dκ
+
∫
R3
((κ ⊗ vσ)fσ)dκ +
∫
R3
((κ ⊗ κ)fσ)dκ.
(2.2.11)
Ceci peut aussi se simpliﬁer en utilisant la déﬁnition de la vitesse moyenne vσ (2.2.2) et
en utilisant la relation qui en découle
∫
κfσdκ = 0 :∫
R3
((u ⊗ u)fσ)du = nσ(vσ ⊗ vσ) + 0 + 0 +
∫
R3
((κ ⊗ κ)fσ)dκ. (2.2.12)
Concernant le troisième terme, après l'avoir intégré par partie sur l'espace des vitesses, il
devient : ∫
R3
u∇u · (aσfσ) du = −nσqσ
mσ
(E + vσ ×B). (2.2.13)
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L'équation de conservation de la quantité de mouvements de l'espèce σ se réécrit donc :
mσ [∂t(nσvσ) +∇x · (nσvσ ⊗ vσ)]− nσqσ(E + vσ ×B) =
−mσ∇x ·
∫
R3
((κ ⊗ κ)fσ)dκ +
∫
R3
mσu
∑
α
Cσαdu.
(2.2.14)
Si fσ est une fonction isotrope de κ alors les termes de la diagonale du tenseur suivant :∫
R3
(mσ(κ ⊗ κ)fσ)dκ,
sont identiques et dans ce cas déﬁnissent la pression scalaire pσ :
pσ =
∫
R3
mσ
|κ|2
3
fσdκ, (2.2.15)
=nσTσ. (2.2.16)
Au ﬁnal, l'équation de conservation de la quantité de mouvements de l'espèce σ s'écrit :
mσ [∂t(nσvσ) +∇x · (nσvσ ⊗ vσ)]− nσqσ(E + vσ ×B) +∇xpσ
= −∇x · piσ +Rσ,
(2.2.17)
avec piσ le coeﬃcient des tensions ou tenseur de viscosité et Rσ le coeﬃcient de friction.
Ce sont deux coeﬃcients de transport (page 209 de l'article de Braginskii [Bra65]) déﬁnis
par :
piσ =
∫
R3
mσ(κ ⊗ κ − |κ|
2
3
I)fσdκ,
Rσ =
∫
R3
mσκ
∑
α
Cσαdκ.
(2.2.18)
Après l'équation de conservation du mouvement obtenue avec le moment d'ordre 1, le
moment d'ordre 2, soit g (u) = mσ
u · u
2
, permet d'obtenir l'équation de conservation de
l'énergie :∫
R3
mσu
2
2
[
∂fσ
∂t
+∇x · (ufσ) +∇u · (aσfσ)
]
du =
∫
R3
mσu
2
2
∑
α
Cσαdu. (2.2.19)
Le développement de cette équation, détaillé en annexe 2.A, permet d'obtenir l'équation
de conservation de l'énergie ρEσ :
∂
∂t
(ρEσ) +∇x · [ρEσvσ + piσ : vσ]− qσnσvσ ·E = −∇x ·Qσ + vσ ·Rσ +Qσ, (2.2.20)
avec ρEσ l'énergie déﬁnie par :
ρEσ =
mσnσ|vσ|2
2
+
pσ
γ − 1 , (2.2.21)
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et γ =
5
3
le taux de chaleur spéciﬁque. Qσ, le ﬂux de chaleur, et Qσ, la chaleur générée
par les collisions entre particules, sont déﬁnis par :
Qσ =
∫
R3
mσ|κ|2
2
κfσdκ,
Qσ =
∫
R3
mσ|κ|2
2
∑
α 6=σ
Cσαdκ.
(2.2.22)
Ces trois moments sur l'équation cinétique permettent d'obtenir le système constitué des
lois de conservation
∂tnσ +∇ · (nσvσ) =0,
mσ (∂t(nσvσ) +∇x · (nσvσ ⊗ vσ))− nσqσ(E + vσ ×B) +∇xpσ
=−∇x · piσ +Rσ,
∂t (ρEσ)+∇x · [ρEσvσ + piσ : vσ]− qσnσvσ ·E=−∇x ·Qσ + vσ ·Rσ +Qσ.
(2.2.23)
Les variables des champs magnétique B et électrique E sont régies par les équations de
Maxwell.
A partir de ce système conservatif, on déduit le système des équations de transport sur les
variables primitives : nσ, vσ et pσ. Le système obtenu, mis sous forme non conservative,
sera utilisé dans la suite des calculs des coeﬃcients de transport de type Braginskii (page
210 [Bra65]). Ainsi, l'équation de conservation de la densité se réécrit :
∂nσ
∂t
+ vσ · ∇xnσ + nσ∇x · vσ = 0,
dnσ
dt
+ nσ∇x · vσ = 0, (2.2.24)
où l'opérateur
d
dt
déﬁnit la dérivée convective ici associée à l'espèce σ :
d
dt
. =
∂
∂t
+ vσ · ∇x. = Dvσt .. (2.2.25)
L'équation de conservation du mouvement (2.2.17) peut se simpliﬁer avec l'équation de
conservation de la densité (2.2.7) pour donner une équation sur la vitesse vσ :
nσmσ
dvσ
dt
= nσqσ(E + vσ ×B)−∇xpσ −∇x · piσ +Rσ. (2.2.26)
L'équation ﬂuide sur l'énergie se simpliﬁe de la même manière que les équations précé-
dentes, et au ﬁnal elle se réécrit :
d
dt
pσ + γpσ∇x · vσ = (γ − 1) (−∇x ·Qσ +Qσ − piσ : ∇xvσ) . (2.2.27)
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Ainsi, de ce système (2.2.23), on déduit le système des équations de transport qui sera
utilisé dans la suite des calculs des coeﬃcients de transport de type Braginskii [Bra65] :
dnσ
dt
+ nσ∇x · vσ = 0,
nσmσ
dvσ
dt
− nσqσ(E + vσ ×B) = −∇xpσ −∇x · piσ +Rσ,
d
dt
pσ + γpσ∇x · vσ = (γ − 1) (−∇x ·Qσ +Qσ − piσ : ∇xvσ) .
(2.2.28)
A ce stade, le système ﬂuide ne présente pas l'intérêt escompté. En eﬀet, nous avons
encore besoin de résoudre l'équation cinétique pour obtenir une formulation des coeﬃcients
de transport. Pour avoir un modèle simple par rapport au modèle cinétique, il faut exprimer
les coeﬃcients de transport en fonction des données macroscopiques, ce qui est fait dans
la suite de ce chapitre.
2.3 Coeﬃcients de transport : type Braginskii
Ce calcul des coeﬃcients de transport basé sur l'évaluation de Braginskii [Bra65] ou
Robinson et Bernstein [RB62], a pour objectif de donner une approximation de ces coef-
ﬁcients en fonction des données macroscopiques aﬁn de fermer le modèle ﬂuide. Pour ces
approximations, on utilise un développement asymptotique de l'équation cinétique en pe-
tits paramètres avec une analyse dimensionnelle. Pour faire cette analyse il est nécessaire
de choisir au préalable un référentiel de calcul. Ensuite, les équations de Boltzmann seront
adimensionnées aﬁn de pouvoir émettre des hypothèses sur les fonctions de distributions
qui permettront de donner une approximation pour ces coeﬃcients.
2.3.1 Choix du référentiel d'analyse
Pour approcher les coeﬃcients de transport il est nécessaire de se placer dans un référen-
tiel approprié. Deux types de référentiels sont communément utilisés dans la littérature :
le référentiel inertiel [DLD96a, DLD96b, FK72] et le référentiel non inertiel [GMM07] que
nous avons choisi de présenter ici. Dans ce type de référentiel il est nécessaire de déﬁnir
une vitesse de référence v, nous utiliserons le changement de variable associé :
κ (t,x,u) = u − v (t,x) . (2.3.1)
Cette transformation permet de diﬀérencier les fonctions maxwelliennes sur la vitesse suiv-
ant que la particule de référence choisie, et notamment sa vitesse, soit l'électron ou l'ion :
 avec les ions :
f˜σ (t,x,κ) = fσ (t,x,u) |u=κ+vi , (2.3.2)
 avec les électrons :
g˜σ (t,x,κ) = fσ (t,x,u) |u=κ+ve . (2.3.3)
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Il faut noter que cette transformation modiﬁe également les dérivées :
∂t′ = ∂t + ∂tκ · ∂κ,
∂x′ = ∂x + ∂xκ · ∂κ,
∂κ = ∂u.
(2.3.4)
Dans le but de simpliﬁer l'écriture on notera dans la suite plus simplement : ∂t′ = ∂t et
∂x′ = ∂x. L'opérateur de collision est invariant par transformation galiléenne. Avec cette
transformation l'équation de Boltzmann sur les électrons dans le référentiel des électrons
devient :
∂tg˜e + ∂tκ · ∂κ g˜e + (v + κ) · ∂x g˜e + (v + κ) · ∂xκ · ∂κ g˜e
+
[
qe
me
(E + (v + κ)×B)
]
· ∂κ g˜e = Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ,
(2.3.5)
ce qui se réécrit :
Dvt g˜e + κ · ∂x g˜e +Dvtκ · ∂κ g˜e + κ∂xκ · ∂κ g˜e
+
[
qe
me
(E + (v + κ)×B)
]
· ∂κ g˜e = Cee (g˜e, g˜e) + Cei (g˜e, g˜i) .
(2.3.6)
Pour ﬁnir, les trois variables x, u et t étant indépendantes
Dvtκ = −Dvtv,
κ∂xκ = −κ∂xv,
alors cette équation cinétique électronique dans le référentiel électronique donne
Dvt g˜e + κ · ∂x g˜e +
[
qe
me
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ g˜e
= Cee (g˜e, g˜e) + Cei (g˜e, g˜i) .
(2.3.7)
Suivant que le référentiel de référence choisi soit sur la vitesse électronique ou ionique, il
est possible d'écrire quatre formulations diﬀérentes pour les équations de Boltzmann des
ions et des électrons. Ces formulations sont détaillées ici :
 Si les électrons et les ions sont étudiés dans le référentiel de la vitesse électronique,
les équations de Boltzmann se réécrivent :
[
qe
me
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ g˜e +Dvt g˜e + κ · ∂x g˜e
= Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ,[
qi
mi
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ g˜i +Dvt g˜i + κ · ∂x g˜i
= Cie (g˜i, g˜e) + Cii (g˜i, g˜i) .
(2.3.8)
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 Le référentiel le moins naturel où les électrons et les ions sont étudiés dans le référen-
tiel  opposé , i.e., les électrons sont dans le référentiel de la vitesse ionique et les
ions sont dans le référentiel de la vitesse électronique :
[
qe
me
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ f˜e +Dvt f˜e + κ · ∂x f˜e
= Cee
(
f˜e, f˜e
)
+ Cei
(
f˜e, f˜i
)
,
[
qi
mi
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ g˜i +Dvt g˜i + κ · ∂x g˜i
= Cie (g˜i, g˜e) + Cii (g˜i, g˜i) .
(2.3.9)
 Le référentiel le plus naturel, celui où les électrons et les ions sont étudiés dans le
référentiel de leurs vitesses respectives [Bra65] :
[
qe
me
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ g˜e +Dvt g˜e + κ · ∂x g˜e
= Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ,[
qi
mi
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ f˜i +Dvt f˜i + κ · ∂x f˜i
= Cie
(
f˜i, f˜e
)
+ Cii
(
f˜i, f˜i
)
.
(2.3.10)
 Les électrons et les ions sont étudiés dans le référentiel de la vitesse ionique [GMM07] :
[
qe
me
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ f˜e +Dvt f˜e + κ · ∂x f˜e
= Cee
(
f˜e, f˜e
)
+ Cei
(
f˜e, f˜i
)
,
[
qi
mi
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ f˜i +Dvt f˜i + κ · ∂x f˜i
= Cie
(
f˜i, f˜e
)
+ Cii
(
f˜i, f˜i
)
.
(2.3.11)
La dérivation des coeﬃcients de transport sera plus aisée grâce à un choix judicieux de
référentiel des vitesses.
2.3.2 Analyse dimensionnelle
L'analyse dimensionnelle, inspirée de [PD75], permettra de formuler des hypothèses
simples sur les grandeurs qui gouvernent l'état de ce système physique. Ainsi, dans cette
section les égalités doivent être comprises en termes d'ordres de grandeurs. Pour cela en
vue de faire une analyse asymptotique, il est nécessaire de quantiﬁer les paramètres de
référence en commençant par les variables de base communes à chaque espèce :
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temps macroscopique : t0
longueur macroscopique : L0
densité : n0
température : T0
champ électrique : E0
champ magnétique : B0
vitesse hydrodynamique : v0
parcours moyen : l0
section eﬃcace : σ0
On déﬁnit également les variables caractéristiques des masses, des vitesses thermiques, des
temps et des vitesses macroscopiques qui caractérisent chaque espèce :
électrons ions
masse : me0 m
i
0
vitesse thermique : κe0 κ
i
0
temps cinétique : τ e0 τ
i
0
vitesse macroscopique : ve0 v
i
0
Le nombre sans dimension  quantiﬁe le rapport entre la masse d'un électron et la masse
d'un ion :
 =
√
me0
mi0
, (2.3.12)
ce nombre est petit. Par conséquent, la vitesse thermique électronique κe0 est plus impor-
tante que celle des ions κi0 :
κe0 =
√
kBT0
me0
, κi0 =
√
kBT0
mi0
, (2.3.13)
ces vitesses se relient donc par :
κi0 = κ
e
0. (2.3.14)
Les sections eﬃcaces des diﬀérentes espèces sont du même ordre σ0. Par conséquent, le libre
parcours moyen : l0 = 1/(n0σ0) est le même pour toutes les espèces. Avec la déﬁnition du
temps cinétique, le temps ionique τ i0 est plus important que le temps électronique τ
e
0 :
l0 = κ
e
0τ
e
0 = κ
i
0τ
i
0, (2.3.15)
τ e0 = τ
i
0. (2.3.16)
Le temps macroscopique est quant à lui supposé comparable au temps cinétique ionique
τ i0 divisé par  :
t0 =
τ i0

. (2.3.17)
Il est supposé que les vitesses macroscopiques ve0 et v
i
0 sont égales à la vitesse hydrody-
namique :
ve0 = v
i
0 = v0. (2.3.18)
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Il faut noter que ces vitesses sont égales en termes d'ordres de grandeurs, elles ne sont en
réalité pas égales : ve 6= v i. De plus la longueur macroscopique L0 relie le temps macro-
scopique t0 à la vitesse v0 :
L0 = v0t0. (2.3.19)
Cette vitesse hydrodynamique v0 est déterminée par le nombre de Mach Mi :
Mi =
v0
κi0
. (2.3.20)
d'où,
Me =
v0
κe0
= Mi. (2.3.21)
Le nombre de Mach Mi déﬁnit le régime plasma étudié c'est-à-dire que pour Mi  1
c'est le régime subsonique [Bra65, Ram07], pour Mi ≈ 1 c'est le régime sonique [GMM07].
Nous présentons deux schémas récapitulant les distributions des vitesses suivant le régime
sonique choisi, i.e. suivant que le nombre de Mach soit supérieur ou proche de 1. Ces
schémas présentent les supports des vitesses électronique et ionique l'un par rapport à
l'autre. Suivant le cas sonique ou subsonique choisi, i.e. suivant le nombre de Mach choisi,
les ﬁgures 2.1a et 2.1b représentent le dimensionnement des vitesses ionique et électronique.
κe0
κi0
ve0
v i0
(a) Cas sonique
κe0
κi0
ve0
v i0
(b) Cas subsonique
Figure 2.1  Dimensionnement des vitesses ioniques et soniques
Ainsi, sur la ﬁgure 2.1a dans le cas sonique :
Mi =
v i0
κi0
≈ 1. (2.3.22)
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Les égalités (2.3.14) et (2.3.18) permettent d'exprimer le  Mach électronique  (2.3.21)
dans le cas sonique :
Me =
ve0
κe0
=
v i0
κi0
κi0
κe0
= Mi ≈ , (2.3.23)
Dans le cas subsonique (c.f. ﬁgure 2.1b) le nombre de Mach vaut :
Mi =
v i0
κi0
≈  1, (2.3.24)
ce qui entraîne un nombre de  Mach électronique  plus faible dans le cas subsonique :
Me =
ve0
κe0
=
v i0
κi0
κi0
κe0
≈ 2. (2.3.25)
Le nombre de Knudsen Kn qui est le rapport entre le libre parcours moyen l0 et la longueur
spatiale macroscopique L0 se réécrit également en fonction du nombre de Mach :
Kn =
l0
L0
=

Mi
. (2.3.26)
Dans le cas sonique ce nombre de Knudsen est donc petit, il est donc possible d'utiliser
une approche ﬂuide.
Les énergies thermiques et électriques sont du même ordre ce qui se traduit par :
qe0L0E0 = kBT0 = m
i
0κ
i
0
2
= me0κ
e
0
2, (2.3.27)
et le plasma est supposé fortement magnétisé ce qui permet l'adimensionnement suivant :
B0v0
E0
= 1. (2.3.28)
Pour ﬁnir l'adimensionnement des variables de référence, il reste les opérateurs de collision,
qui représentent la fréquence de collision divisée par le temps caractéristique, à adimen-
sionner :
Cee ≡Cei ≡ fe
τ e0
, (2.3.29)
Cie ≡m
e
0
mi0
fi
τ e0
≡  fi
τ i0
, (2.3.30)
Cii ≡fi
τ i0
. (2.3.31)
Les dimensions de toutes ces variables ont été données en vue de l'adimensionnement dans
le paragraphe suivant des équations de Boltzmann.
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2.3.3 Les équations de Boltzmann adimensionnées
Dans la suite les équations de Boltzmann ont été étudiées sans dimension dans le
référentiel de référence utilisé par Braginskii [Bra65], c'est-à-dire le cas naturel où les
électrons et les ions sont étudiés dans le référentiel de leurs vitesses respectives. Les adi-
mensionnements de ces équations de Boltzmann sur les électrons et les ions dans leurs
référentiels respectifs sont donnés par :

Dut g˜e +
[t0] [κ
e
0]
[L0]
κ · ∂x g˜e − [u
e
0]
[κe0]
(
Dutu +
[t0] [κ
e
0]
[L0]
κ · ∂xu
)
· ∂κ g˜e
+
[qe0] [t0] [E0]
[me0] [κ
e
0]
qe
me
(
E +
[B0] [u
e
0]
[E0]
(
u +
[κe0]
[ue0]
κ
)
×B
)
· ∂κ g˜e
=
[t0] [Cee]
[fe]
Cee (g˜e, g˜e) + [t0] [Cei]
[fe]
Cei (g˜e, g˜i) ,
Dut f˜i +
[t0]
[
κi0
]
[L0]
κ · ∂x f˜i −
[
ui0
][
κi0
] (Dutu + [t0] [κi0][L0] κ · ∂xu
)
· ∂κ f˜i
+
[
qi0
]
[t0] [E0][
mi0
] [
κi0
] qi
mi
(
E +
[B0]
[
ui0
]
[E0]
(
u +
[
κi0
][
ui0
]κ)×B) · ∂κ f˜i
=
[t0] [Cie]
[fi]
Cie
(
f˜i, f˜e
)
+
[t0] [Cii]
[fi]
Cii
(
f˜i, f˜i
)
,
(2.3.32)
Les simpliﬁcations de ces adimensionnements sont développés dans l'annexe 2.B. Ainsi, ces
équations de Boltzmann adimensionnées sur les électrons et les ions se réécrivent :

1

Dvt g˜e +
1
2Mi
κ · ∂x g˜e + 1
2Mi
qe
me
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ g˜e
−Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ g˜e = 1
3
(Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ) ,
Dvt f˜i +
1
Mi
κ · ∂x f˜i + Z
i
Mi
qi
mi
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ f˜i
−Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ f˜i = Cie
(
f˜i, f˜e
)
+
1

Cii
(
f˜i, f˜i
)
.
(2.3.33)
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Ces équations sont ordonnées suivant les puissances de  ou Mi aﬁn de faire une analyse
asymptotique :
−M2iDvtv · ∂κ g˜e +
1

Mi (Dvt g˜e − κ · ∂xv · ∂κ g˜e) +
1
2
qe
me
(E + v ×B) · ∂κ g˜e
+
1
2
κ · ∂x g˜e = − 1
3Mi
(κ ×B) · ∂κ g˜e + Mi
3
(Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ) ,
−M2iDvtv · ∂κ f˜i + Mi
(
Dvt f˜i − κ · ∂xv · ∂κ f˜i − Cie
(
f˜i, f˜e
))
+ κ · ∂x f˜i
+Zi
qi
mi
(E + v ×B) · ∂κ f˜i + Z
i
Mi
(κ ×B) · ∂κ f˜i = Mi

Cii
(
f˜i, f˜i
)
.
(2.3.34)
Il est possible d'étudier diﬀérents cas suivant les hypothèses faites sur le nombre de Mach
Mi. Ainsi, dans le cas sonique [GMM07], aussi nommé  fast dynamics , le nombre de Mach
sur les ions est égal à 1, alors les équations de Boltzmann adimensionnées deviennent :
−Dvtv · ∂κ g˜e +
1

(Dvt g˜e − κ · ∂xv · ∂κ g˜e) +
1
2
qe
me
(E + v ×B) · ∂κ g˜e
+
1
2
κ · ∂x g˜e = − 1
3
(κ ×B) · ∂κ g˜e + 1
3
(Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ) ,
−Dvtv · ∂κ f˜i +
(
Dvt f˜i − κ · ∂xv · ∂κ f˜i − Cie
(
f˜i, f˜e
))
+ κ · ∂x f˜i
+Zi
qi
mi
(E + v ×B) · ∂κ f˜i + Zi (κ ×B) · ∂κ f˜i = 1

Cii
(
f˜i, f˜i
)
.
(2.3.35)
Le deuxième cas étudié est celui nommé  slow dynamics , il est aussi nommé  Drift .
Dans ce cas le nombre de Mach sur les ions est pris bien inférieur à 1, par exemple : Mi = .
De même, les équations de Boltzmann se réécrivent :
−Dvtv · ∂κ g˜e +
1
2
(Dvt g˜e − κ · ∂xv · ∂κ g˜e) +
1
4
qe
me
(E + v ×B) · ∂κ g˜e
+
1
4
κ · ∂x g˜e = − 1
6
(κ ×B) · ∂κ g˜e + 1
4
(Cee (g˜e, g˜e) + Cei (g˜e, g˜i) ) ,
−Dvtv · ∂κ f˜i +
1

(
Dvt f˜i − κ · ∂xv · ∂κ f˜i − Cie
(
f˜i, f˜e
))
+
1
2
κ · ∂x f˜i
+
1
2
Zi
qi
mi
(E + v ×B) · ∂κ f˜i + Z
i
3
(κ ×B) · ∂κ f˜i = 1
2
Cii
(
f˜i, f˜i
)
.
(2.3.36)
Le dernier cas d'adimensionnement présenté ici s'inspire de celui de Braginskii [Bra65]. On
suppose que dans les équations cinétiques les termes importants sont ceux de collisions ainsi
que les termes du champ magnétique. Les autres termes dépendants du temps ou de l'espace
ainsi que celui du champ électrique seront donc  petits . Cependant, pour une fonction
dont la vitesse présente une symétrie sphérique le terme magnétique (v ×B) · ∂κ g˜e sera
également nul. Il faut également noter que le terme de collision Cie
(
f˜i, f˜e
)
qui représente
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l'impact des électrons sur les ions sera de faible importance dans l'équation sur les ions.
Au ﬁnal, les équations de Boltzmann avec ces hypothèses deviennent :
Dvt g˜e +
qe
me
(E + v ×B) · ∂κ g˜e −Dvtv · ∂κ g˜e − κ · ∂xv · ∂κ g˜e
+κ · ∂x g˜e = 1

(
− qe
me
(κ ×B) · ∂κ g˜e + Cee (g˜e, g˜e) + Cei (g˜e, g˜i)
)
,
Dvt f˜i +
qi
mi
(E + v ×B) · ∂κ f˜i −Dvtv · ∂κ f˜i − κ · ∂xv · ∂κ f˜i
+κ · ∂x f˜i − Cie
(
f˜i, f˜e
)
=
1

(
− qi
mi
(κ ×B) · ∂κ f˜i + Cii
(
f˜i, f˜i
))
.
(2.3.37)
Dans la suite de l'approximation des coeﬃcients de transport on utilise le dernier adimen-
sionnement présenté, soit celui de Braginskii.
2.3.4 Calcul des coeﬃcients de transport
Plusieurs méthodes de calcul ont été utilisées pour approcher ces coeﬃcients de trans-
port [Bra65, EH86, Gra49, Tho62]. Dans cette analyse on s'appuie sur la méthode de
Chapman-Enskog [CC91] dont le principe est d'utiliser un développement d'Enskog [Ens17]
des fonctions de distribution sur les espèces pour trouver une approximation des coeﬃcients
de transport. Pour cela, les fonctions de distributions sont développées suivant une partie
principale g˜0e ou f˜
0
i et une ﬂuctuation Φ˜
1
σ :
g˜e =g˜
0
e
(
1 + Φ˜1e
)
+O
(
2
)
, (2.3.38)
f˜i =f˜
0
i
(
1 + Φ˜1i
)
+O
(
2
)
. (2.3.39)
Pour évaluer les coeﬃcients de transport, il est nécessaire de trouver une formulation pour
ces termes g˜0e , f˜
0
i et Φ˜
1
σ des fonctions de distributions. En sachant que cette correction Φ˜
1
σ
ne doit pas modiﬁer la valeur des paramètres de densité, vitesse et énergie. Les conditions
de solubilité de Φ˜1 sont données par : ∫
R3
f˜0Φ˜1du = 0,∫
R3
uf˜0Φ˜1du = 0,∫
R3
u2f˜0Φ˜1du = 0.
(2.3.40)
Thermalisation : ordre −1
Il existe un équilibre pour chaque espèce, la thermalisation permet d'atteindre cet état
d'équilibre décrit par les fonctions de distribution g˜e et f˜i à l'ordre 
−1. Nous résolvons
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donc ici les équations de Boltzmann (2.3.37) à l'ordre −1 :
− qe
me
(κ ×B) · ∂κ g˜0e + Cee
(
g˜0e , g˜
0
e
)
+ Cei
(
g˜0e , g˜
0
i
)
= 0,
− qi
mi
(κ ×B) · ∂κ f˜0i + Cii
(
f˜0i , f˜
0
i
)
= 0.
(2.3.41)
Avec les approximations des termes de collisions, le terme de collisions entre les ions et les
électrons Cei
(
g˜0e , g˜
0
i
)
ne présente pas de terme à l'ordre −1 donc ce système se réécrit :
− qe
me
(κ ×B) · ∂κ g˜0e + Cee
(
g˜0e , g˜
0
e
)
= 0,
− qi
mi
(κ ×B) · ∂κ f˜0i + Cii
(
f˜0i , f˜
0
i
)
= 0.
(2.3.42)
Les solutions g˜0e et f˜
0
i qui satisfont ces équations sont des fonctions maxwelliennes sur la
vitesse qui peuvent se noter
g˜0e =Me (|κ|) et f˜0i =Mi (|κ|) , (2.3.43)
où
Me (|κ|) =Me,0 exp
(
−me|κ|
2
2Te
)
etMi (|κ|) =Mi,0 exp
(
−mi|κ|
2
2Ti
)
, (2.3.44)
oùMe,0 etMi,0 sont des coeﬃcients dépendants de variables sur, respectivement, les élec-
trons et les ions.
1er ordre de correction dans le cas  slow dynamic 
La thermalisation a permis d'obtenir une formulation pour g˜0e et f˜
0
i . A présent, le 1
er or-
dre de correction a pour objectif de déﬁnir une forme pour les ﬂuctuations Φ˜1σ. La méthode
consiste à subsituer g˜e par g˜
0
e
(
1 + Φ˜1e
)
et f˜i par f˜
0
i
(
1 + Φ˜1i
)
dans les équations (2.3.37)
en négligeant Φ˜1e et Φ˜
1
i dans les termes de faible importance, i.e. en ordre plus élevé de .
Avant tout il est nécessaire de rappeler certaines relations sur les fonctions maxwelliennes :
g˜e (κ) = fe (κ + ve) = fe (κ + v i + (ve − v i) ) = f˜e (κ + δu) ,
g˜i (κ) = fi (κ + ve) = fi (κ + v i + (ve − v i) ) = f˜i (κ + δu) ,
(2.3.45)
où δu = ve − v i. Il est possible, avec cette approximation et ces relations, d'obtenir des
approximations sur les diﬀérents opérateurs de collisions. Le développement des opérateurs
de collisions se trouvent en annexe 2.C. L'impact des ions sur les électrons est donné par
Cei ' Me (|κ|)
(
−niΓeime
Te |κ|3
κ · δu + C′ei
(
Φ˜1e, f˜
0
i
))
+O
(
2
)
, (2.3.46)
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où
C′ei
(
Φ˜1e, f˜
0
i
)
=
niΓei
2
∂κ ·
(
B (κ)∂κΦ˜1e (κ)
)
, (2.3.47)
et l'impact des électrons sur les ions s'exprime par :
Cie = −∂u · Oie, (2.3.48)
avec
Oie (g˜i, g˜e) = −2Γie
3
ne
√
me
2piTe
(
∂κi g˜i (κi) + 2κ
mi
Te
g˜i (κi)
)
+O
(
2
)
. (2.3.49)
Les opérateurs de collisions, Cii et Cee, peuvent être développés avec les approximations
des fonctions maxwelliennes (2.3.39) et (2.3.38) en négligeant les termes d'ordre élevé :
Cii =Cii
(
f˜0i , f˜
0
i
)
+ Cii
(
f˜0i Φ˜
1
i , f˜
0
i
)
+ Cii
(
f˜0i , f˜
0
i Φ˜
1
i
)
+O
(
2
)
, (2.3.50)
Cee =Cee
(
g˜0e , g˜
0
e
)
+ Cee
(
g˜0e Φ˜
1
e, g˜
0
e
)
+ Cee
(
g˜0e , g˜
0
e Φ˜
1
e
)
+O
(
2
)
. (2.3.51)
Le système des équations de Boltzmann, (2.3.37), ici repris au 1er ordre de correction,
c'est-à-dire pour les termes à l'ordre 0, revient donc à :
Dvt g˜0e −Dvtv · ∂κ g˜0e +
qe
me
(E + v ×B) · ∂κ g˜0e
− (κ · ∂xv) · ∂κ g˜0e + κ · ∂x g˜0e
= − qe
me
(κ ×B) · ∂κ
(
g˜0e Φ˜
1
e
)
+ Cee
(
g˜0e Φ˜
1
e, g˜
0
e
)
+ Cee
(
g˜0e , g˜
0
e Φ˜
1
e
)
+Me (|κ|)
(
C′ei
(
Φ˜1e, g˜
0
i
)
− niΓeime
Te |κ|3
κ · δu
)
,
Dvt f˜0i −Dvtv · ∂κ f˜0i +
qi
mi
(E + v ×B) · ∂κ f˜0i − κ · ∂xv · ∂κ f˜0i
+κ · ∂x f˜0i
−Cie
(
f˜0i , f˜
0
e
)
= − qi
mi
(κ ×B) · ∂κΦ˜1i + Cii
(
f˜0i Φ˜
1
i , f˜
0
i
)
+ Cii
(
f˜0i , f˜
0
i Φ˜
1
i
)
.
(2.3.52)
Le terme Cie étant à l'ordre 1, il ne sera pas pris en compte à cet ordre 0. Ce système
peut se réécrire sous la forme de la résolution d'un système linéaire :
L
(
∂, Φ˜1σ
)
= RHS, (2.3.53)
avec
RHS =
(
Dvt g˜0e −Dvtv · ∂κ g˜0e + qeme (E + v ×B) · ∂κ g˜0e − (κ · ∂xv) · ∂κ g˜0e + κ · ∂x g˜0e
Dvt f˜0i −Dvtv · ∂κ f˜0i + qimi (E + v ×B) · ∂κ f˜0i − κ · ∂xv · ∂κ f˜0i + κ · ∂x f˜0i
)
,
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et
L
(
∂, Φ˜1e
)
=− qe
me
(κ ×B) · ∂κ
(
g˜0e Φ˜
1
e
)
+Cee
(
g˜0e Φ˜
1
e, g˜
0
e
)
+Cee
(
g˜0e , g˜
0
e Φ˜
1
e
)
+Me (|κ|)
(
C′ei
(
Φ˜1e, g˜
0
i
)
−niΓeime
Te |κ|3
κ · δu
)
,
et
L
(
∂, Φ˜1i
)
= − qi
mi
(κ ×B) · ∂κΦ˜1i + Cii
(
f˜0i Φ˜
1
i , f˜
0
i
)
+ Cii
(
f˜0i , f˜
0
i Φ˜
1
i
)
.
Les coeﬃcients f˜0i , g˜
0
i et g˜
0
e sont ﬁxés, les opérateurs de collisions sont donc bien linéaires.
Aﬁn de déﬁnir Φ˜1σ il suﬃt de résoudre le système d'équations (2.3.53). Il faut au préalable
évaluer les coeﬃcients de transport à l'ordre 0 avec pour ﬁnalité l'obtention d'une forme
plus simple du second membre.
Approximation des coeﬃcients de transport
Le coeﬃcient de friction Rσ (2.2.18) représente le frottement sur l'espèce σ. Développé
asymptotiquement, ce terme se décompose sous la forme suivante :
Rσ = R
0
σ + R
1
σ + 
2R2σ +O(
3). (2.3.54)
Re et Ri sont déﬁnis respectivement par
Re =
∫
R3
dκmeκ (Cee + Cei) , (2.3.55)
Ri =
∫
R3
dκmiκ (Cii + Cie) . (2.3.56)
Les contraintes de conservation des particules sur l'opérateur de collision (2.1.21) permet-
tent de simpliﬁer ces coeﬃcients Re et Ri :
Re =
∫
R3
dκmeκCei, (2.3.57)
Ri =
∫
R3
dκmiκCie, (2.3.58)
la relation sur les collisions (2.1.22) permet d'obtenir une relation entre ces termes :∫
R3
dκmeκ (Cei) +
∫
R3
dκmiκ (Cie) = 0,
i.e., Re = −Ri.
(2.3.59)
Ce coeﬃcient de frottement Re s'exprime par les coeﬃcients R
0
e, R
1
e et R
2
e dont l'obtention
des formulations est détaillée dans l'annexe 2.D.1 tels que :
Re = R
0
e + R
1
e + 
2R2e +O(
3), (2.3.60)
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avec 
R0e =−
mene
τe
δu,
R1e =−
niΓei
2
me
∫
R3
dκB (κ)Me (|κ|)∂κΦ˜1e (κ) ,
R2e =0.
(2.3.61)
avec τe qui représente le temps caractéristique entre les collisions électrons-ions :
τe =
3
√
meT
3
2
e
4ni
√
2piq2eq
2
i ln Λ
. (2.3.62)
Le coeﬃcient Qσ, exprimant la chaleur générée par les collisions dans un gaz composé de
diﬀérentes espèces, est déﬁni par la relation
Qσ =
∫
R3
mσκ
2
2
∑
α 6=σ
Cσαdκ. (2.3.63)
De même que pour les coeﬃcients de frottements Rσ, les contraintes de conservation sur
l'opérateur de collisions (2.1.21) permettent de relier Qe et Qi tels que :
Qe +Qi =−Reve −Riv i,
=−Re (ve − v i) ,
Qe =−Qi +Re (v i − ve) . (2.3.64)
Ce coeﬃcient de transport, dont l'approximation est développée dans l'annexe 2.D.2, donne
un terme d'ordre 2 :
Qe = −3mene
τemi
δT − δu ·R1ei, (2.3.65)
avec δT = Te − Ti et le coeﬃcient de transport Qi est donc déﬁni par :
Qi = 3mene
τemi
δT. (2.3.66)
Le coeﬃcient des tensions piσ ainsi que le ﬂux de chaleur Qσ à l'ordre 
0 s'annulent. En
eﬀet, à cet ordre la fonction de distribution est une fonction maxwellienne, on peut donc
utiliser le théorème 1 p 38 de [Bak97] :
pi0σ =
∫
R3
dκmσ(κ ⊗ κ − |κ|
2
3
I)f0σ ,
= mσ
∫ +∞
0
r2f0σr
2



∫
S2
(
s⊗ s− |s|
2
3
I
)
dsdr,
= 0. (2.3.67)
Le ﬂux de chaleur
Q0σ =
∫
R3
mσκ
3
2
f0σdκ, (2.3.68)
étant l'intégration sur R3 d'un produit de termes de puissances impaires, il s'annule (cf.
p41 [Bak97]) :
Q0σ = 0. (2.3.69)
42
Evaluation du 2nd membre du système d'équations (2.3.53)
Aﬁn de résoudre les équations (2.3.52), il faut tout d'abord reformuler les 2nd mem-
bres. En ce sens, les termes principaux des équations ﬂuides sont résumés dans le système
suivant : 
Dvσt nσ = −nσ∇x · vσ,
nemeDvet ve = −∇xpe + qene(E + ve ×B) +R0e,
nimiDvit v i = −∇xpi + qini(E + v i ×B) +Ri,
Dvσt Tσ = −
2
3
Tσ∇x · vσ.
(2.3.70)
Dans ce système le terme représentant la chaleur générée par les collisions Qσ étant con-
sidéré d'ordre 2, il ne sera pas pris en compte. Le terme Ri est négligé car il représente
l'impact des électrons sur les ions, considéré comme négligeable [Bra65]. Si on considère
que la fonction de distribution électronique est une fonction maxwellienne alors la dérivée
en temps et en espace dépend des dérivées des variables ne et Te :
∂g˜0e =
[
∂ne
ne
−
(
3
2
− meκ · κ
2Te
)
∂Te
Te
]
g˜0e ,
∂tg˜
0
e = −
[∇x · (neve)
ne
+
(
3
2Te
− meκ · κ
2T 2e
)(
Te
3
∇x · ve −∇x · (Teve)
)]
g˜0e ,
∂xg˜
0
e =
[∇xne
ne
−
(
3
2Te
− meκ · κ
2T 2e
)
∇xTe
]
g˜0e .
La partie gauche de l'équation électronique de Boltzmann au 1er ordre de correction (2.3.52)
est développée en annexe 2.E et devient :[
−Dvet ve +
qe
me
(E + ve ×B)− (κ · ∂xve)
]
· ∂κ g˜0e +Dvet g˜0e + κ · ∂x g˜0e =[
L′e (|κ|) · κ +
R0e · κ
neTe
+Le (|κ|) :
(
κ ⊗ κ − |κ|
2
3
I
)]
g˜0e ,
(2.3.71)
avec
L′e (|κ|) =
(
meκ · κ
2Te
− 5
2
) ∇xTe
Te
, (2.3.72)
et Le (|κ|) = me
2Te
(
[∇xve] + [∇xve]T − 2
3
∇x · veI
)
. (2.3.73)
Avec ce développement, l'équation électronique au premier ordre de correction donne une
équation intégro-diﬀérentielle linéaire en Φ˜1e :[
Le (|κ|) · κ + R
0
e · κ
neTe
+Le (|κ|) :
(
κ ⊗ κ − |κ|
2
3
I
)]
g˜0e =
− qe
me
(κ ×B) · ∂κ
(
g˜0e Φ˜
1
e
)
+Cee
(
g˜0e Φ˜
1
e, g˜
0
e
)
+Cee
(
g˜0e , g˜
0
e Φ˜
1
e
)
+Me (|κ|) C′ei
(
Φ˜1e, g˜
0
i
)
,
(2.3.74)
où
Le (|κ|) = L′e (|κ|) +
niΓeime
Te |κ|3
δu. (2.3.75)
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Il est également possible de réécrire de la même manière les termes de gauche de l'équation
ionique au premier ordre de correction (2.3.52) comme une équation diﬀérentielle linéaire
en Φ˜1i : [
Li (|κ|) · κ +Li (|κ|) :
(
κ ⊗ κ − |κ|
2
3
I
)]
f˜0i =
− qi
mi
(κ ×B) · ∂κ
(
f˜0i Φ˜
1
i
)
+ Cii
(
f˜0i Φ˜
1
i , g˜
0
i
)
+ Cii
(
f˜0i , f˜
0
i Φ˜
1
i
)
.
(2.3.76)
Résolution du système d'équations (2.3.53)
Ces équations (2.3.74) et (2.3.76) composent le système (2.3.53) et résoudre ce système
revient à trouver une solution de Φ˜1σ. Ces équations (2.3.74) et (2.3.76) étant linéaires en
Φ˜1e et Φ˜
1
i sur les membres de gauche de ces équations alors elles le sont sur la partie droite
et par conséquent il existe un opérateur tel que cette correction Φ˜1σ peut s'écrire sous la
forme :
Φ˜1σ (κ) = Pσ (|κ|) · κ +Pσ (|κ|) :
(
κ ⊗ κ − |κ|
2
3
I
)
, (2.3.77)
avec Pσ et Pσ des opérateurs dépendants de Lσ et Lσ . L'opérateur Pσ correspond aux
perturbations dues aux vecteurs δT et δu et Pσ est le tenseur des contraintes. Le ﬂux
de chaleur Qσ et le coeﬃcient représentant les frottements dus aux collisions Rσ sont
déterminés par Pσ , tandis que le tenseur de viscosité piσ est déterminé par le tenseur
Pσ . Aﬁn de trouver une formule pour ces opérateurs, Lσ et Lσ sont développés avec les
polynômes de Laguerre-Sonine Lm` (x). Ce sont des polynômes orthogonaux déﬁnis par :
(1− ξ)−m−1 exp
(
− xξ
1− ξ
)
=
+∞∑
`=0
ξpLm` (x) . (2.3.78)
Ces polynômes sont orthogonaux sur l'intervalle allant de 0 à +∞ en respectant les facteurs
de poids xme−x associés :∫ +∞
0
xme−xLmp (x)Lmq (x) =
(p+m)!
p!
δpq, (2.3.79)
avec pour premiers polynômes : Lm0 (x) = 1 et Lm1 (x) = m + 1 − x. Appliqué à notre
problème nous posons x =
me|κ|2
2Te
pour obtenir :
Le (|κ|) =
(
me|κ|2
2Te
− 5
2
)
∂xTe
Te
+
2niΓeime
2Te|κ|3 δu,
= −∂xTe
Te
YδTe,1L
3
2
1 (x) + δu
[∑
`>0
Yδue,`L
3
2
` (x)
]
, (2.3.80)
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où L
3
2
1 (x) est le développement au rang 1 avec YδTe,1 = 1.
A présent, nous introduisons des notations supplémentaires pour exprimer la solution
des équations de Boltzmann, en nous plaçant tout d'abord dans un plasma fortement
magnétisé. Pour cela nous déﬁnissons un vecteur unitaire pour le champ magnétique :
b =
B
|B | et trois matrices directionnelles :
M‖ = b⊗ b, M⊥ = I− b⊗ b et M =
 0 −b3 b2b3 0 −b1
−b2 b1 0
 . (2.3.81)
Ainsi, pour chaque vecteur tridimensionnel nous avons :
x‖ =M‖x = x · bb, x⊥ =M⊥x = x− x · bb, x =Mx = b× x. (2.3.82)
Dans le plan
(
x, b
)
ces trois composantes sont : la composante parallèle de x au champ
magnétique pour x‖, la composante perpendiculaire à ce champ pour x⊥ et x est la
composante transverse à ce plan. Ces trois vecteurs sont mutuellement orthogonaux et ces
trois matrices M‖, M⊥ et M sont linéairement indépendantes. Dans le cas d'un plasma
faiblement magnétisé ou démagnétisé alors les coeﬃcients de transport sont identiques dans
les directions perpendiculaire et parallèle et s'annulent dans la direction transverse.
Il est également possible de développer de la même façon une matrice en fonction de
matrices directionnelles. Pour un tenseur symétrique on utilise le développement proposé
par Braginskii (page 249 [Bra65]) :
Lσ =
4∑
`=0
Π` (b) : Lσ , (2.3.83)
avec pour les premières matrices :
Π0 =−
(
M − 1
2
M⊥
)
⊗
(
2
3
M − 1
3
M⊥
)
,
Π1 =−M⊥ M⊥ − 1
2
M⊥ ⊗M,
Π2 =−M⊥ M −M M⊥,
Π3 =
1
2
M⊥ M + 1
2
[
M
]T M⊥,
Π4 =M M +
[
M
]T M,
(2.3.84)
où les opérateurs sont :
[(A ⊗B) : W ]ij =
∑
k
∑
l
AijBklWkl,
[(A B) : W ]ij =
∑
k
∑
l
AikBjlWkl.
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Avec ce développement en polynômes de Sonine-Laguerre l'opérateur Pσ (|κ|) s'écrit :
Pσ (|κ|) =
[∑
`>0
L
3
2
` (x)
(
X δT‖σ,` M‖ + X δT⊥σ,` M⊥ + X δTσ,` M
)] ∂xTσ
Tσ
+
[∑
`>0
L
3
2
` (x)
(
X δu‖σ,` M‖ + X δu⊥σ,` M⊥ + X δuσ,` M
)]
δu,
(2.3.85)
et de même le tenseur Pσ (|κ|) est développé :
Pσ (|κ|) =
∑
`>0
L
3
2
` (x)
 4∑
ζ=0
X δτζσ,` Π` (vσ, b)
 : Lσ . (2.3.86)
A présent, détaillons les termes de l'équation de Boltzmann électronique au 1er ordre
de correction (2.3.74) dans cette nouvelle base de polynômes, en commençant par le terme
(κ ×B) · ∂κ
(
Φ˜1e
)
. Pour cela, nous devons déﬁnir les dérivées dans cette nouvelle base :
∂‖x = bb · ∂x,
∂⊥x = ∂x − ∂‖x,
∂x = b× ∂x.
(2.3.87)
Avec le développement de ces dérivées le terme (κ ×B) · ∂κ
(
g˜1e
)
se décompose lui même
en trois composantes :
(κ ×B) · ∂‖x = 0,
(κ ×B) · ∂⊥x = |B |κ · ∂x ,
(κ ×B) · ∂x = (κ ×B) ·
(
b× ∂x
)
,
=
(
κ · b) (B · ∂x)− (B · b) (κ · ∂x) ,
= −|B |κ · ∂⊥x .
(2.3.88)
Dans la suite, nous allons procéder par étapes en commençant par les perturbations dues
à la température. Par conséquent, l'équation intégro-diﬀérentielle linéaire en Φ˜1 (2.3.74),
dont nous prenons juste la composante en
∇xTe
Te
, devient :
C − qe
me
g˜0e (κ ×B) · ∂κΦ˜1e =
[(
meκ · κ
2Te
− 5
2
)
· κ∇xTe
Te
+
R0e · κ
neTe
]
g˜0e , (2.3.89)
avec C représentant les collisions ici dues à la température. Le terme sur le champ mag-
nétique (κ ×B) ·∂κ
(
Φ˜1e
)
devient dans cette base avec le développement en polynômes de
Sonine-Laguerre :
− (κ ×B) · ∂κ
(
Φ˜1e
)
= |B |
∑
`>0
L
3
2
` (x)
(
X δTσ,` κ ·
∂⊥x Te
Te
−X δT⊥σ,` κ ·
∂x Te
Te
)
. (2.3.90)
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Avec ce développement de la dérivée, le terme Le (|κ|) · κ devient :
Le (|κ|) · κ = −
(
YδTe,1L
3
2
1 (x)κ
)
· ∂
⊥
x Te
Te
−
(
YδTe,1L
3
2
1 (x)κ
)
· ∂

x Te
Te
. (2.3.91)
La force de frottement ici due à la température Te, aussi appelée force thermique ReT , se
décompose dans la même base, exposée précédemment :
ReT = neTe
(
K ′
∂⊥x Te
Te
+K ′′
∂x Te
Te
)
. (2.3.92)
En supposant
∂⊥x Te
Te
et
∂x Te
Te
nuls, nous obtenons deux équations. Pour cela, nous intro-
duisons des notations complexes :
X θσ,` = X θ⊥σ,` + ıX θσ,` ,
Yθk,l = Yθk,l + ıYθk,l.
(2.3.93)
Ces développements polynômiaux permettent de réécrire l'équation électronique au premier
ordre de correction (2.3.89) :∑
`>0
x
3
2 e−xL
3
2
` (x)X δTe,`
(
ı|B |+C (x) : [s ⊗ s]
)
= YδTe,1x
3
2 e−xL
3
2
1 (x), (2.3.94)
oùC (x) est le tenseur de collisions linéarisé. Pour obtenir une relation entre ces coeﬃcients,
nous faisons une projection L2 telle que : ∀q > 0,∑
`>0
X δTe,`
∫ +∞
0
[
x
3
2 e−xL
3
2
q (x)L
3
2
` (x)
(
ı|B |+C (x) :
∫
S2
s ⊗ s ds
4pi
)]
dx
= YδTe,1
∫ +∞
0
[
x
3
2 e−xL
3
2
q (x)L
3
2
1 (x)
]
dx.
(2.3.95)
L'équation de déﬁnition de l'orthogonalité des polynômes de Sonine-Laguerre (2.3.79) per-
met de calculer le terme de droite de l'équation précédente :∫ +∞
0
[
x
3
2 e−xL
3
2
q (x)L
3
2
1 (x)
]
dx =
(
3
2
+ 1
)
! δq,1, (2.3.96)
=
15
√
pi
8
δq,1. (2.3.97)
Ainsi, l'équation (2.3.95) devient : ∀q > 0,∑
`>0
X δTe,`
∫ +∞
0
[
x
3
2 e−xL
3
2
q (x)L
3
2
` (x)
(
ı|B |+ 2
3
Tr
(
C (x)
))] 8dx
15
√
pi
= YδTe,1δq,1 (2.3.98)
Par conséquent, les X δTe,` et X δTi,` ainsi que X δue,` et X δui,` sont les coeﬃcients solutions de ces
systèmes linéaires qui peuvent se mettre sous la forme :
AθeX θe = CθeYθe et AθiX θi = CθiYθi . (2.3.99)
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La résolution de ces systèmes linéaires permet d'obtenir une formule analytique pour les
opérateurs Pe (|κ|) et Pe (|κ|) et par conséquent pour les fonctions de distributions élec-
tronique et ionique :
g˜e (κ) 'Me (|κ| )
(
1 +Pe (|κ|) · κ +Pe (|κ|) :
(
κ ⊗ κ − |κ|
2
3
))
, (2.3.100)
f˜i (κ) 'Me (|κ| )
(
1 +Pi (|κ|) · κ +Pi (|κ|) :
(
κ ⊗ κ − |κ|
2
3
))
. (2.3.101)
Cette résolution permet aussi de trouver une formule pour les coeﬃcients de transport.
Dans la suite, nous reprenons les formules des coeﬃcients de transport (2.2.18) et (2.2.22)
pour obtenir une approximation en commençant par reprendre l'approximation du coeﬃ-
cient de frottement (2.3.61) :
Re ' −mene
τe
δu − niΓei
2
me
∫
R3
dκB (κ)Me (|κ|)∂κΦ˜1e (κ) ,
' −mene
τe
δu −
∫
R3
niΓei
2
meMe (|κ| )B (κ)Pe (|κ|) dκ. (2.3.102)
Avec l'opérateur Pe (|κ|) développé selon (2.3.85) ce coeﬃcient devient :
Re '−mene
τe
δu
−
∫
R3
niΓei
2
Me (|κ|)B(κ)
[∑
`>0
L
3
2
`(x)
(
X δT‖e,` M‖+X δT⊥e,` M⊥+X δTe,` M
)]∂xTe
Te
dκ
−
∫
R3
niΓei
2
Me (|κ|)B(κ)
[∑
`>0
L
3
2
`(x)
(
X δu‖e,` M‖+X δu⊥e,` M⊥+X δue,` M
)]
δudκ.
(2.3.103)
Si Re est réécrit avec des coeﬃcients α et β
t représentant respectivement les facteurs de
perturbations dus à la diﬀérence des vitesses δu et à la température Te tel que
Re =− αδu − βt∂xTe, (2.3.104)
alors le facteur α‖, qui est la composante parallèle au champ magnétique de ce facteur,
vaut :
α‖ 'mene
τe
+
∫
R3
niΓei
2
Me (|κ| )B (κ)
N∑`
`=1
X δu‖e,` L
3
2
` (x) dκ,
'mene
τe
+
niΓei
2
8pi
3
N∑`
`=1
X δu‖e,`
∫ +∞
0
r
[
Me (r)L
3
2
`
(
mer
2
2Te
)]
dr,
'mene
τe
+
niΓei
2
8pi
3
TeMe (0)
me
N∑`
`=1
X δu‖e,`
∫ +∞
0
[
exp (−x)L
3
2
` (x)
]
dx,
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α‖ 'mene
τe
+
mene
τe
Te
m2e
N∑`
`=1
X δu‖e,`
∫ +∞
0
[
exp (−x)L
3
2
` (x)
]
dx. (2.3.105)
Le coeﬃcient X δue,` étant solution du système (2.3.99), pour un nombre N` donné la formule
est explicite. La précision de ce terme α‖ dépend du nombre N` choisi, mais à partir de N`
supérieur à 2 l'augmentation de la précision n'est plus signiﬁcative [Bra58]. Les résultats
des calculs de ces coeﬃcients ont été obtenus avec N` = 6 [Hub09, Bra65, JH53] :
α⊥ =
me
τenee2
, α‖ = 1.96α⊥, (2.3.106)
βt =
3ne
2ωcolle τe
, βt‖ = 0.71ne . (2.3.107)
Le coeﬃcient de transport réprésentant les ﬂux de chaleur Qσ sont développés de la même
manière dans l'annexe (2.D.3). Ils sont donnés par :
Qσ '− 5nσT
2
σ
2mσ
[
X δT‖σ,1
∂
‖
xTσ
Tσ
+ X δT⊥σ,1
∂⊥x Tσ
Tσ
+ X δTσ,1
∂x Tσ
Tσ
+X δu‖σ,1 δu‖ + X δu⊥σ,1 δu⊥ + X δuσ,1 δu
]
. (2.3.108)
Ces ﬂux de chaleur peuvent donc s'écrire :
Qe = −κe∂xTe − βj eδu, (2.3.109)
Qi = −κi∂xTi. (2.3.110)
dont les coeﬃcients κσ et β
j
e ont pour valeurs [Hub09, Bra65] :
βj ‖e = 0.71neTe, β
j
e =1.5
neTe
τeωcolle
, (2.3.111)
κ‖e = 3.2
neTeτe
me
, κ⊥e =4.7
neTe
meτeω2colle
, κe = 2.5
neTe
meωcolle
, (2.3.112)
κ
‖
i = 3.9
niTiτi
mi
, κ⊥i =2
niTi
miτiω2colli
, κi = 2.5
niTi
miωcolli
. (2.3.113)
Enﬁn le coeﬃcient représentant la viscosité piσ s'exprime en fonction des tenseurs des
contraintes Pσ (|κ|) selon son développement (2.3.86) :
pie ≡
4∑
`=0
ηe`Π` (ve, b) ,
pi i ≡
4∑
`=0
ηi`Π` (v i, b) .
(2.3.114)
Avant de conclure ce chapitre, nous récapitulons les approximations des coeﬃcients de
transport :
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 pour les électrons : 
Re = −αδu −βt∂xTe,
Qe = −3mene
miτe
δT − δu ·Re,
Qe = −κe∂xTe − βj eδu,
pie ≡
4∑
`=0
ηe`Π` (ve, b) ,
(2.3.115)
 puis pour les ions : 
Ri = −Re,
Qi = 3mene
τemi
δT,
Qi = −κi∂xTi,
pi i ≡
4∑
`=0
ηi`Π` (v i, b) .
(2.3.116)
2.4 Conclusions
Ce chapitre a permis de mettre en avant les modèles fondamentaux de la modélisation
numérique des plasmas en exposant d'abord le modèle cinétique puis le modèle ﬂuide sim-
pliﬁcation du modèle cinétique. Ce modèle ﬂuide (2.2.23) présente encore l'inconvénient
de contenir des termes de transport nécessitant la résolution du modèle cinétique. Pour
obtenir une approximation de ces coeﬃcients de transport, Braginskii, dont la stratégie
est ici revisitée, revient à résoudre des problèmes variationnels. Pour résumer la stratégie
de Braginskii revisitée ici, on a tout d'abord choisi le référentiel naturel pour l'analyse,
c'est-à-dire, celui où les ions et les électrons sont étudiés dans le référentiel de leurs vitesses
respectives. Ensuite, les équations de Boltzmann ont été adimensionnées. Pour cela on s'est
inspiré de l'adimensionnement de Braginskii, soit dans les équations cinétique les termes
importants sont ceux de collisions ainsi que les termes du champ magnétique. Pour ﬁnir,
aﬁn d'approcher les coeﬃcients de transport on a utilisé la méthode de Chapman-Enskog
dont le principe est d'utiliser un développement d'Enskog de la fonction de distribution
sur les espèces. Ainsi, les fonctions de distributions ont été développées suivant une partie
principale et une ﬂuctuation. La thermalisation permit de conclure que ces parties princi-
pales des fonctions de distribution sont des fonctions maxwelliennes sur la vitesse. Tandis
que le 1er ordre de correction a permis de déﬁnir une forme pour les ﬂuctuations. Ces ap-
proximations des termes principaux et des ﬂuctuations des fonctions de distributions ont
permis d'obtenir une approximation des coeﬃcients de transports.
Bien qu'acceptée et utilisée depuis près de 50 ans la stratégie de Braginskii semble mon-
trer des  failles . Catto [CS04], Mikhailovskii et Tsypin avant lui [Mik67, MT71, MT84]
notent notamment que le choix du libre parcours moyen (noté l0 dans l'adimensionnement)
n'est pas optimal car il est du même ordre que la vitesse thermique électronique (cf.
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(2.3.15)). En eﬀet, Mikhailovskii et Tsypin ont réalisé que cette hypothèse n'est pas très
réaliste dans les situations où la vitesse de l'écoulement ﬂuide est faible. Malgré les limites
que présentent les approximations des coeﬃcients de transports, la méthode de Braginskii
et ces approximations restent très utilisées.
Dans le chapitre suivant ce modèle ﬂuide sera simpliﬁé pour donner le modèle de la
MagnétoHydroDynamique qui nécessite de faire diﬀérentes hypothèses qui seront détaillées.
51
52
Chapitre 3
Le modèle MHD :
Magnétohydrodynamique
Sommaire
3.1 Système de la MHD complète . . . . . . . . . . . . . . . . . . . . 54
3.1.1 Le modèle monoﬂuide . . . . . . . . . . . . . . . . . . . . . . . . 54
3.1.2 Loi d'Ohm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1.3 Equations de Maxwell . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1.3.1 Monopôles magnétiques . . . . . . . . . . . . . . . . . . 59
3.1.4 Système de la MHD complète . . . . . . . . . . . . . . . . . . . . 60
3.1.5 Régime quasineutre . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.1.5.1 La loi d'Ohm dans le régime quasineutre . . . . . . . . 61
3.1.5.2 MHD complète dans le régime quasineutre . . . . . . . 62
3.1.6 MHD idéale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.1.7 MHD résistive . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.1.8 Système conservatif de la MHD idéale . . . . . . . . . . . . . . . 64
3.2 Analyse des propriétés spectrales . . . . . . . . . . . . . . . . . . 66
3.3 MHD réduite résistive . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3.1 MHD réduite résistive étendue . . . . . . . . . . . . . . . . . . . 71
3.3.2 Le Current Hole . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.3.3 Equilibre de Grad-Shafranov . . . . . . . . . . . . . . . . . . . . 77
3.3.3.1 Equilibre de Soloviev . . . . . . . . . . . . . . . . . . . 79
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
La MagnétoHydroDynamique (MHD) est une théorie monoﬂuide décrivant un ﬂuide
chargé. Elle a été développée à partir de la première moitié du XXème siècle. Ses fondements
et son nom sont dus à l'astrophysicien suédois Hannes Alfvén. Il a notamment étudié les
ondes électromagnétiques se propageant dans un plasma, et énoncé le théorème du gel en
MHD idéale. A partir de la ﬁn des années 1940, les recherches se multiplient dans le domaine
de la fusion contrôlée ; la MHD, initialement pensée pour l'étude d'objets astrophysiques
(comme les champs magnétiques terrestre et solaire), est rapidement appliquée aux plasmas
de fusion, qui lui fournissent un cadre expérimental. Elle prouve rapidement son eﬃcacité
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et sa richesse, ce qui explique qu'elle soit encore aujourd'hui une théorie incontournable
dans l'étude des plasmas de tokamaks. De nombreux codes utilisent à ce jour ces équations
de la MHD. Jardin a notamment listé ceux développés en trois dimensions [Jar12] tels
que les codes M3D [SPB10, SS10], M3D-C1 qui utilise une méthode aux éléments ﬁnis
C1 [BFJ09], JOREK code de calcul développé au CEA Cadarache [CH08, HPvdPR09] ou
encore BOUT++ [DUX+09].
Tout d'abord, ce chapitre présente les détails du modèle de la MHD complète, avec la
dérivation du système monoﬂuide sur les variables de mélange à partir du système biﬂuide
(2.2.23). Ce modèle est également composé des équations de Maxwell et de la loi d'Ohm.
Pour obtenir ce modèle de la MHD complète à partir du modèle monoﬂuide , on a besoin de
diﬀérentes hypothèses telles que la quasineutralité ou encore la considération de la masse
électronique faible. Ensuite, la partie suivante de ce chapitre consiste en une analyse des
propriétés spectrales de ce système de la MHD. La dernière partie de ce chapitre présente
diﬀérents modèles de MHD réduite. Bien que la MHD soit un modèle simpliﬁé par rapport
aux modèles cinétique et ﬂuides, les calculs de la MHD complète restent coûteux. Sachant
que ces problèmes sont à résoudre sur des échelles spatio-temporelles importantes, On a
recourt à des modèles de MHD encore plus simpliﬁés tels que le Current Hole ou encore
l'équation d'équilibre de Grad-Shafranov.
3.1 Système de la MHD complète
Le système d'équations de la MagnétoHydroDynamique (MHD) représente le modèle
consistant le plus simple pour décrire l'équilibre et les propriétés de stabilité. Ce modèle
est utilisé pour étudier le comportement macroscopique du plasma. Le plasma, considéré
comme un ﬂuide magnétisé, obéit alors aux lois de conservations ﬂuides et de Maxwell.
Cette partie présente le développement du système de la MHD complète ou full-MHD
en dérivant le système monoﬂuide à partir du système biﬂuide, les équations de Maxwell
et la loi d'Ohm détaillée suivant le cas de MHD choisie. On détaille alors deux modèles
successifs avec les hypothèses de la quasineutralité et celle d'une masse électronique me
faible (me → 0). Ensuite, le système obtenu de la MHD complète sera présenté suivant le
choix de MHD choisie qu'elle soit idéale ou résistive. pour ﬁnir, ce système sera mis sous
forme conservative.
3.1.1 Le modèle monoﬂuide
Dans le cadre de la MHD, le plasma est considéré comme un ﬂuide unique de mélange
composé d'un premier ﬂuide d'ions et d'un autre ﬂuide constitué d'électrons. Chacun des
ﬂuides est décrit par les équations suivantes où σ vaut e pour les électrons et i pour les
ions (voir les systèmes ﬂuides (2.2.23) et (2.2.28) présentés dans le chapitre 2) :
∂tnσ +∇ · (nσvσ) =0,
mσ (∂t(nσvσ) +∇ · (nσvσ ⊗ vσ))− nσqσ(E+vσ ×B)
+∇pσ =−∇ · piσ +Rσ,
1
γ − 1
(
d
dt
pσ + γpσ∇ · vσ
)
= (−∇ ·Qσ +Qσ − piσ : ∇vσ) .
(3.1.1)
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Dans le modèle monoﬂuide de l'approximation MHD, les variables électromagnétiques sont
le champ électrique E , le champ magnétique B et la densité de courant J . Les variables
ﬂuides sont : la densité de la masse ρ, la vitesse du ﬂuide v, la pression p et l'énergie
interne ρE . pour obtenir les équations de conservation de ce ﬂuide de mélange on introduit
les variables de mélange :
Densité : ρ ≡
∑
σ
mσnσ = mene +mini, (3.1.2)
= ρe + ρi, (3.1.3)
Charge : ρq ≡
∑
σ
qσnσ, (3.1.4)
Vitesse : v ≡
∑
σ
mσnσvσ∑
σ
mσnσ
,
v =
meneve +miniv i
ρ
, (3.1.5)
Densité de courant : J ≡
∑
σ
qσnσvσ, (3.1.6)
Pression : p = pe + pi, (3.1.7)
Tenseur des viscosités : pi = pie + pi i, (3.1.8)
Flux de chaleur : Q = Qe +Qi, (3.1.9)
Chaleur générée par les collisions : Q = Qe +Qi,
Q = Re · (v i − ve) . (3.1.10)
Pour obtenir le système monoﬂuide on reprend les équations ﬂuides une à une en com-
mençant par l'équation de continuité. On additionne les équations de continuité ionique
et électronique en les multipliant au préalable par leurs masses respectives pour obtenir
l'équation de continuité sur la densité de mélange :
∂t (ρe + ρi) +∇ · (ρeve + ρiv i) = 0,
i.e. ∂tρ+∇ · (ρv) = 0. (3.1.11)
En multipliant les équations de continuité par leurs charges respectives et en les addition-
nant on obtient une équation de continuité de la charge :
∂tρq +∇ · J = 0. (3.1.12)
L'équation de conservation de la quantité de mouvement monoﬂuide est obtenue en addi-
tionnant celles des ions et des électrons :
∂tρv +∇ · (ρeve ⊗ ve + ρiv i ⊗ v i) = ρqE + J ×B −∇p−∇ · pi +Re +Ri, (3.1.13)
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avec Rσ les termes de friction respectifs qui se compensent. En redéﬁnissant les vitesses
électroniques et ioniques en fonction de la vitesse de mélange
ve =v +
ρi
ρe
(v − v i) , (3.1.14)
v i =v +
ρe
ρi
(v − ve) , (3.1.15)
l'équation de conservation de la quantité de mouvement devient :
∂tρv +∇ · (ρv ⊗ v) +∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) = ρqE + J ×B
−∇p−∇ · pi. (3.1.16)
Enﬁn, on obtient l'équation de conservation de l'énergie hydrodynamique ρE , cette variable
de mélange est déﬁnie au préalable par :
ρE = ρ|v|
2
2
+
p
γ − 1 . (3.1.17)
Pour obtenir cette équation commençons tout d'abord par additionner les équations sur
les pressions électronique et ionique (2.2.27)
dp
dt
+ γp∇ · v + ρi
ρe
(v − v i) · ∇pe + ρe
ρi
(v − ve) · ∇pi + γpe∇ ·
(
ρi
ρe
(v − v i)
)
+γpi∇ ·
(
ρe
ρi
(v − ve)
)
= (γ − 1) (Qe +Qi − pie : ∇ve − pi i : ∇v i −∇ ·Q) ,
(3.1.18)
avec γ =
5
3
le taux de chaleur spéciﬁque et
d
dt
est la dérivée convective déﬁnie avec la
vitesse de mélange par :
d
dt
=
∂
∂t
+ v · ∇ (3.1.19)
Avec la déﬁnition de l'énergie hydrodynamique (3.1.17), sa dérivée convective se développe
de la façon suivante :
dρE
dt
=
1
γ − 1
dp
dt
+ ρv · dv
dt
+
|v|2
2
dρ
dt
. (3.1.20)
Avec les équations de continuité (3.1.11), de pression (3.1.18) et en remplaçant le deuxième
terme de l'équation (3.1.20) par l'équation de conservation de la quantité de mouvement
(3.1.16) cette équation sur l'énergie donne :
dρE
dt
+
1
γ − 1
(
ρi
ρe
(v − v i) · ∇pe + ρe
ρi
(v − ve) · ∇pi + γpe∇ ·
(
ρi
ρe
(v − v i)
))
+
1
γ − 1γpi∇ ·
(
ρe
ρi
(v − ve)
)
=− γ
γ − 1p∇ · v +Qe +Qi − v · ∇p+ v · (J ×B)
− (pie : ∇ve + pi i : ∇v i +∇ ·Q)− v · (∇ · pi)− |v|
2
2
ρ∇ · v
−v · (∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) ) + v · ρqE.
(3.1.21)
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Cette équation de conservation de l'énergie interne se réécrit :
∂tρE +∇ · (ρEv + pv) + 1
γ − 1
(
ρi
ρe
(v − v i) · ∇pe + ρe
ρi
(v − ve) · ∇pi
)
+
1
γ − 1
(
γpe∇ ·
(
ρi
ρe
(v − v i)
)
+ γpi∇ ·
(
ρe
ρi
(v − ve)
))
= (J ×B) · v
−v · (∇ · pi) +Qe +Qi − (pie : ∇ve + pi i : ∇v i +∇ ·Q)
−v · (∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) ) + v · ρqE.
(3.1.22)
Le système  monoﬂuide  contenant les équations de conservation de la masse (3.1.11), de
la quantité de mouvement (3.1.16) et de l'énergie interne du plasma (3.1.22) auxquelles on
ajoute l'équation d'évolution de la charge (3.1.12) et l'équation des gaz parfaits (3.1.17) se
résume à :
∂tρ+∇ · (ρv) = 0,
∂tρv +∇ · (ρv ⊗ v) +∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) = ρqE
+J ×B −∇p−∇ · pi,
∂tρE +∇ · (ρEv + pv) + 1
γ − 1
(
ρi
ρe
(v − v i) · ∇pe + ρe
ρi
(v − ve) · ∇pi
)
+
1
γ − 1
(
γpe∇ ·
(
ρi
ρe
(v − v i)
)
+ γpi∇ ·
(
ρe
ρi
(v − ve)
))
= (J ×B) · v
−v · (∇ · pi) +Qe +Qi − (pie : ∇ve + pi i : ∇v i +∇ ·Q)
−v · (∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) ) + v · ρqE,
∂tρq +∇ · J = 0,
p
γ − 1 = ρE −
1
2
ρ|v|2.
(3.1.23)
3.1.2 Loi d'Ohm
La loi d'Ohm est obtenue à partir d'une combinaison linéaire des équations de transport
sur les vitesses électronique et ionique :
neme
dve
dt
=neqe (E + ve ×B)−∇pe −∇ · pie +Re, (3.1.24)
nimi
dv i
dt
=niqi (E + v i ×B)−∇pi −∇ · pi i +Ri. (3.1.25)
On multiplie l'équation (3.1.25) par la masse électronique me et on soustrait l'équation
(3.1.24) multipliée au préalable par la masse ionique mi. Ainsi, on obtient l'équation suiv-
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ante dite loi d'Ohm :
menimi
dv i
dt
−minemedve
dt
= E (meniqi −mineqe)
+ (meniqiv i −mineqeve)×B −me∇pi +mi∇pe
−me∇ · pi i +mi∇ · pie +meRi −miRe.
(3.1.26)
En MHD, on utilise plutôt une forme simpliﬁée de l'équation (3.1.26) puisqu'on s'intéresse
aux phénomènes basse-fréquence avec des échelles spatiales importantes. Or si le temps
caractéristique des phénomènes observés est long comparé aux temps des mouvements
électroniques alors les termes d'inerties électronique me
dve
dt
et ionique mi
dv i
dt
peuvent être
négligés. Il est important de noter que cette hypothèse est valable pour les vitesses perpen-
diculaires mais aussi pour des vitesses parallèles aux lignes de champs magnétiques. Cette
approximation est considérée comme  pauvre  car ces vitesses parallèles ne donnent pas
de force magnétique. Avec cette hypothèse la loi d'Ohm se réécrit :
0 = E (meniqi −mineqe) + (meniqiv i −mineqeve)×B
−me∇pi +mi∇pe −me∇ · pi i +mi∇ · pie − (me +mi)Re.
(3.1.27)
3.1.3 Equations de Maxwell
Considéré comme un ﬂuide magnétisé, le plasma et plus particulièrement ses champs
électromagnétiques E et B sont décrits par les équations de Maxwell. Le système des
équations de Maxwell est constitué des équations de Poisson, de la loi de Faraday, de la loi
d'Ampère et de l'équation modélisant l'absence de monopôles magnétiques :
∇ ·E =ρq
0
,
∇×E =− ∂tB,
∇×B − 1
c2
∂tE =µ0J ,
∇ ·B =0,
(3.1.28)
avec c la vitesse de la lumière, µ0 la perméabilité et 0 la permittivité déﬁnis tels que :
c2µ00 = 1. (3.1.29)
Dans le cadre de la MHD, la vitesse est telle que : v << c et le courant de déplacement
1
c2
∂tE est négligé. En eﬀet, on se place dans un contexte non relativiste et on s'intéresse
aux phénomènes basse-fréquences de sorte que la loi d'Ampère s'applique :
J =
1
µ0
∇×B. (3.1.30)
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3.1.3.1 Monopôles magnétiques
L'équation modélisant l'absence de monopôles magnétiques sur le champ magnétique
B :
∇ ·B = 0, (3.1.31)
surdimensionne le système de la MHD complète. En ce sens, elle joue un rôle particulier
et est souvent considérée séparément. Cette équation vient de l'équation de Faraday qui se
réécrit :
∂tB +∇×E = 0. (3.1.32)
En appliquant l'opérateur de divergence sur cette équation, on obtient :
∂t (∇ ·B) = 0, (3.1.33)
puisque
∇ · (∇×E) = 0. (3.1.34)
Cette simpliﬁcation signiﬁe que l'équation (3.1.31) est constante par rapport au temps.
Cette équation sera dans la suite considérée à part notamment lors de la résolution numérique
sa prise en considération fait l'objet du paragraphe 4.1.1.2 du chapitre 4.
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3.1.4 Système de la MHD complète
Au ﬁnal avec le système monoﬂuide, la loi d'Ohm, la loi des gazs parfaits et les équations
de Maxwell, le système de la MHD complète se résume à :
∂tρ+∇ · (ρv) = 0
∂tρv +∇ · (ρv ⊗ v) +∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) = ρqE
+J ×B −∇p−∇ · pi
∂tρE +∇ · (ρEv + pv) + 1
γ − 1
(
ρi
ρe
(v − v i) · ∇pe + ρe
ρi
(v − ve) · ∇pi
)
+
1
γ − 1
(
γpe∇ ·
(
ρi
ρe
(v − v i)
)
+ γpi∇ ·
(
ρe
ρi
(v − ve)
))
= (J ×B) · v
−v · (∇ · pi) +Re · (v i − ve)− (pie : ∇ve + pi i : ∇v i +∇ ·Q)
−v · (∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) ) + v · ρqE,
∂tρq +∇ · J = 0,
p
γ − 1 = ρE −
1
2
ρ|v|2,
∇ ·E = ρq
0
,
∇×E = −∂tB
∇×B = µ0J ,
∇ ·B = 0,
E (meniqi −mineqe) + (meniqiv i −mineqeve)×B = me∇pi −mi∇pe
+me∇ · pi i −mi∇ · pie + (me +mi)Re.
(3.1.35)
3.1.5 Régime quasineutre
Pour passer des équations de Maxwell complètes au système d'équations de Maxwell
basses fréquences, il faut faire tendre 0 vers 0. Par conséquent, la charge nette 0∇ · E
peut être négligée ce qui implique
0∇ ·E ≈ 0⇒ ρq = 0. (3.1.36)
Cette simpliﬁcation dite de quasineutralité du plasma est souvent utilisée. Dans le cas d'un
plasma constitué uniquement d'électrons et d'ions, elle est déﬁnie par la relation suivante :
qini + qene = 0, (3.1.37)
où les charges qi et qe déﬁnies par :
qi =Zie, (3.1.38)
qe =− e, (3.1.39)
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sont respectivement les charges des ions et les charges des électrons.
Cette hypothèse revient à supposer que les électrons compensent instantanément les
séparations de charges macroscopiques pour maintenir la neutralité du plasma. Autrement
dit, les hypothèses spatio-temporelles sur le système d'étude, à savoir des échelles de temps
longues comparées à la période propre du plasma et des échelles de longueurs caractéris-
tiques du plasma, permettent en MHD de supposer le plasma quasineutre.
Dans la suite, on prend Zi = 1 car le plasma est supposé composé d'ions de Deutérium
et de Tritium isotopes de l'hydrogène. La quasineutralité s'écrit :
ne = ni = n, (3.1.40)
ce qui permet de simpliﬁer les déﬁnitions de certaines variables de mélange telles que la
densité ρ, la densité de courant J , le terme de frottement Re ou encore le coeﬃcient de
transport représentant la chaleur générée par les collisions Q :
ρ = (me +mi)n, (3.1.41)
J =en (v i − ve) , (3.1.42)
Re
en
=ηJ , (3.1.43)
Q =Re · J
en
,
=ηJ 2, (3.1.44)
avec η représentant la résistivité électrique
η =
νeime
ne2
. (3.1.45)
En utilisant ces déﬁnitions des variables de mélange on trouve :
ve =v + αeJ , (3.1.46)
v i =v + αiJ , (3.1.47)
avec
αe =− mi
en (mi +me)
, (3.1.48)
αi =
me
en (mi +me)
. (3.1.49)
3.1.5.1 La loi d'Ohm dans le régime quasineutre
Dans le cas général, la loi d'Ohm s'écrit :
E (meniqi −mineqe) + (meniqiv i −mineqeve)×B = me∇pi −mi∇pe
+me∇ · pi i −mi∇ · pie + (me +mi)Re.
Avec l'hypothèse de quasineutralité elle se simpliﬁe et devient :
ρeE + (ρve− (mi −me)J )×B = me∇pi−mi∇pe +me∇·pi i−mi∇·pie + ρ
n
Re, (3.1.50)
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ce qui se réécrit :
E+v×B=ηJ+mi −me
ρe
J×B+ 1
ρe
(me∇pi−mi∇pe+me∇ · pi i−mi∇ · pie) . (3.1.51)
Ensuite, suivant les diﬀérentes simpliﬁcations faites sur cette équation le système de la
MHD sera dit idéal, résistif ou encore de Hall :
MHD idéale : E + v ×B = 0, (3.1.52)
MHD résistive : E + v ×B = ηJ , (3.1.53)
MHD de Hall : E + v ×B = ηJ + mi −me
ρe
J ×B. (3.1.54)
3.1.5.2 MHD complète dans le régime quasineutre
Avec cette hypothèse de quasineutralité, le système de la MHD complète devient :
∂tρ+∇ · (ρv) =0,
∂tρv +∇ · (ρv ⊗ v) =∇ · (ve ⊗ ρiαiJ + v i ⊗ ρeαeJ )
+ J ×B −∇p−∇ · pi,
∂tρE +∇ · (ρEv + pv) = 1
γ − 1
(
mi
me
αiJ · ∇pe + me
mi
αeJ · ∇pi
)
+
1
γ − 1
(
γpe∇ ·
(
mi
me
αiJ
)
+ γpi∇ ·
(
me
mi
αeJ
))
+ (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q)
− v · (∇ · (ve ⊗ ρi (v − v i) + v i ⊗ ρe (v − ve) ) ) ,
∇ · J =0,
p
γ − 1 =ρE −
1
2
ρ|v|2,
∇×E =− ∂tB,
∇×B =µ0J ,
∇ ·B =0,
E + v ×B =ηJ + mi −me
ρe
J ×B
+
1
ρe
(me∇pi −mi∇pe +me∇ · pi i −mi∇ · pie) .
(3.1.55)
Une dernière hypothèse largement utilisée est de supposer la masse électronique me faible
[Fre87] telle que me → 0. Avec cette hypothèse et la déﬁnition de la vitesse ionique en
fonction de la vitesse de mélange (3.1.15) permet de supposer la vitesse de mélange égale
à la vitesse ionique :
v i = v. (3.1.56)
62
Avec cette dernière hypothèse le système de la MHD complète devient :
∂tρ+∇ · (ρv) =0,
∂tρv +∇ · (ρv ⊗ v) =J ×B −∇p−∇ · pi,
∂tρE +∇ · (ρEv + pv) = (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q) ,
∇ · J =0,
p
γ − 1 =ρE −
1
2
ρ|v|2,
∇×E =− ∂tB,
∇×B =µ0J ,
∇ ·B =0,
E + v ×B =ηJ + 1
en
(J ×B −∇pe −∇ · pie) .
(3.1.57)
3.1.6 MHD idéale
La MHD idéale [Fre87, Law57] est le modèle monoﬂuide de base qui permet de déter-
miner les propriétés macroscopiques d'équilibre et de stabilité du plasma. Il représente le
cas où le plasma est parfaitement conducteur. Le modèle décrit comment les forces mag-
nétique, inertielle et de pression interagissent dans un plasma idéal, dans une géométrie
magnétique arbitraire. La philosophie de la  MHD idéale  est d'obtenir la densité, les mo-
ments et les équations d'état qui gouvernent le comportement macroscopique d'un plasma
magnétisé sur des pas de temps rapides dans lesquels les processus dissipatifs sont nég-
ligeables. Le système de la MHD idéale s'obtient donc en négligeant les eﬀets résistifs du
courant dans le système de la MHD complète (3.1.57), en utilisant la relation de la loi
d'Ohm dans le cas idéal (3.1.52) et en négligeant les termes de second ordre :
∂tρ+∇ · (ρv) =0,
∂tρv +∇ · (ρv ⊗ v) =J ×B −∇p−∇ · pi,
∂tρE +∇ · (ρEv + pv) = (J ×B) · v,
∇ · J =0,
p
γ − 1 =ρE −
1
2
ρ|v|2,
∇×E =− ∂tB,
∇×B =µ0J ,
∇ ·B =0,
E + v ×B =0.
(3.1.58)
3.1.7 MHD résistive
A l'opposé de la MHD idéale, l'objectif de la MHD résistive est d'étendre l'échelle de
temps au delà de l'échelle de temps de collision électronique aﬁn de tenir compte des eﬀets
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dissipatifs dus à la résistivité électrique dans les plasmas. Plus précisément, dans le cas
de la MHD résistive, le terme η représentant la résistivité électrique n'est plus négligeable
(3.1.53). Le système complet de la MHD résistive s'écrit donc
∂tρ+∇ · (ρv) =0,
∂tρv +∇ · (ρv ⊗ v) =J ×B −∇p−∇ · pi,
∂tρE +∇ · (ρEv + pv) = (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q) ,
∇ · J =0,
p
γ − 1 =ρE −
1
2
ρ|v|2,
∇×E =− ∂tB,
∇×B =µ0J ,
∇ ·B =0,
E + v ×B =ηJ .
(3.1.59)
3.1.8 Système conservatif de la MHD idéale
Dans le cas de la MHD idéale, on reprend le système des équations temporelles aﬁn de
les mettre sous forme conservative. Commençons d'abord par déﬁnir les relations suivantes
qui serviront dans la suite :
(∇× a)× a =a · ∇a−∇|a|
2
2
,
=∇ ·
(
a⊗ a− |a|
2
2
Id
)
− (∇ · a)a, (3.1.60)
∇× (a× b) =∇ · (a⊗ b− b⊗ a). (3.1.61)
L'équation de continuité étant déjà sous forme conservative, nous cherchons à établir l'équa-
tion de conservation de la quantité de mouvement mise sous forme conservative. Pour cela,
il faut reprendre le terme représentant la force magnétique : J×B . Avec la relation (3.1.60),
la loi d'Ampère simpliﬁée (3.1.30) multipliée par le champ magnétique B se réécrit :
J ×B = 1
µ0
(∇×B)×B,
=∇ · (B ⊗B
µ0
− |B |
2
2µ0
Id)−(∇ ·B)B. (3.1.62)
Ensuite, nous déﬁnissons plusieurs variables et notamment la pression magnétique pm qui
s'exprime en fonction du champ magnétique B :
pm =
|B |2
2µ0
, (3.1.63)
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avec µ0 la perméabilité du vide. De même, nous déﬁnissons une nouvelle variable B
∗ pour
déﬁnir le champ magnétique :
B∗ =
B√
µ0
. (3.1.64)
Avec ces variables, la force magnétique s'exprime par :
J ×B = ∇ · (−pmI+B∗ ⊗B∗). (3.1.65)
Cette expression permet de réécrire l'équation de conservation de la quantité de mouvement
de manière conservative :
∂t(ρv) +∇ · (ρv ⊗ v + (p+ pm)I−B∗ ⊗B∗) = 0, (3.1.66)
ou
∂t(ρv) +∇ · (ρv ⊗ v + pT )I−B∗ ⊗B∗) = 0, (3.1.67)
avec pT la pression totale déﬁnie par :
pT =p+ pm,
=p+
|B |2
2µ0
. (3.1.68)
De même, l'équation de conservation de l'énergie est écrite de manière conservative. Pour
cela, commençons tout d'abord par multiplier l'équation de conservation du ﬂux magné-
tique (loi de Faraday) par
B
µ0
:
B
µ0
· ∂tB + B
µ0
· ∇ ×E =0,
∂t(
B2
2µ0
) +∇ ·
(
E × B
µ0
)
+E ·
(
∇× B
µ0
)
=0,
∂t(
B2
2µ0
) +∇ ·
(
E × B
µ0
)
=−E · J. (3.1.69)
L'énergie totale E est déﬁnie par :
E = ρE + B
2
2µ0
. (3.1.70)
L'addition de cette équation et de l'équation de conservation de l'énergie (3.1.22) donne
une équation de conservation sur cette énergie totale E :
∂tE+∇ · (ρEv + pv)+∇ ·
(
E × B
µ0
)
=(J ×B) · v −E · J , (3.1.71)
L'énergie totale représente la somme de l'énergie hydrodynamique et de l'énergie magné-
tique. En utilisant la loi d'Ohm idéale (3.1.52) cette équation de conservation se réécrit :
∂tE+∇ ·
(
ρEv + pv + vB
2
µ0
−
(
B
µ0
· v
)
B
)
= 0.
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En utilisant la déﬁnition de B∗ (3.1.64) et en négligeant le courant, l'équation ci-dessus se
met sous la forme :
∂tE+∇ ·
(
Ev + pTv − (B∗ · v)B∗ + ηJ × B
∗
√
µ0
+Q + pi · v
)
= 0. (3.1.72)
La modélisation avec comme variable l'énergie totale, plutôt que les deux énergies, permet
de garder l'équilibre entre ces deux énergies. Par conséquent, cette équation de conservation
de l'énergie totale remplace la conservation sur l'énergie du système précédent. Pour écrire
l'équation de Faraday (3.1.28) sous forme conservative, on remplace E par son expression,
donnée par la loi d'Ohm idéale (3.1.52) et le résultat est divisé par
√
µ0
1√
µ0
(∂tB +∇× (B × v)) =0,
i.e. ∂tB
∗ +∇ · (B∗ ⊗ v − v ⊗B∗) =0. (3.1.73)
Pour résumer, la forme conservative de la MHD idéale s'écrit :
∂tρ+∇ · (ρv) =0,
∂t(ρv) +∇ · (ρv ⊗ v + (pT )Id−B∗ ⊗B∗) =0,
∂tE+∇ · (Ev + (pT )v − (B∗ · v)B∗) =0,
∂tB
∗ +∇ · (B∗ ⊗ v − v ⊗B∗) =0.
(3.1.74)
3.2 Analyse des propriétés spectrales
Dans le passé, la résolution du système idéal a été basée sur des schémas de Rusanov ou
encore Lax-Wendroﬀ puis sur des schémas de type upwind [BW88, DW94]. Leurs travaux
sont basés sur la résolution de ce système conservatif (3.1.74) composé de quatre équations
dont deux scalaires et deux vectorielles. Les valeurs propres de ce système 8× 8 sont bien
connues [JT64]. Elles correspondent à l'entropie et le ﬂux magnétique avec la vitesse v, les
deux ondes d'Alfven avec les vitesses v±ca et les quatre ondes magnéto-acoustiques : deux
rapides et deux lentes avec les vitesses respectives v± cf et v± cs. Elles se représentent en
1D par le diagramme sur la ﬁgure 3.1.
Pour gérer le surdimensionnement de ce système, dû à l'équation : ∇ ·B = 0, Powell a
proposé de rajouter cette équation en terme source [Pow94] :
∂tρ+∇ · (ρv) =0,
∂t(ρv) +∇ · (ρv ⊗ v + pT Id−B∗ ⊗B∗) =−B∗∇ ·B∗,
∂tE+∇ · (Ev + pTv − (B∗ · v)B∗) =− v ·B∗∇ ·B∗,
∂tB
∗ +∇ · (B∗ ⊗ v − v ⊗B∗) =− v∇ ·B∗.
(3.2.1)
66
Figure 3.1  Ondes de Riemann dans le problème de MHD 1D
Cette approche a pour intérêt de rendre ce système strictement hyperbolique et donc
diagonalisable. Avec les variables conservatives du système MHD, il s'écrit :
∂W
∂t
+∇ · F (W ) + S(W ) = 0, (3.2.2)
avec W le vecteur composé des variables conservatives du système :
W = [ρ, ρv1, ρv2, ρv3,E,B1,B2,B3]T , (3.2.3)
et où S(W ) représente le second membre
S (W ) = ∇ ·B
[
0,
B
µ0
,
v ·B
µ0
, v
]T
. (3.2.4)
Ainsi, ce système peut se réécrire sous forme quasi-linéaire :
∂W
∂t
+
3∑
i=1
Ai
∂W
∂xi
= 0, (3.2.5)
où Ai sont les matrices jacobiennes telles que :
Ai =
∂Fi
∂W
+ Si, (3.2.6)
où Si est une matrice déﬁnie par :
Si =
[
0,
B
µ0
,
v ·B
µ0
, v
]T
aTi , (3.2.7)
avec
aT1 = [0, 0, 0, 0, 0, 1, 0, 0]
T ,
aT2 = [0, 0, 0, 0, 0, 0, 1, 0]
T ,
aT2 = [0, 0, 0, 0, 0, 0, 0, 1]
T .
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Ce terme source S(W ) étant proportionnel à ∇ ·B , il est nul pour le cas d'une solution
exacte. Il présente également l'intérêt de ne pas changer les sept valeurs propres ainsi que
les vecteurs propres associés. Pour obtenir les valeurs propres et les vecteurs propres de
ces matrices jacobiennes Ai, on a utilisé les 2 changements de variables successifs proposés
par Jameson [Jam06]. Tout d'abord, nous utilisons le système de variables primitives W˜ :
W˜ = [ρ,v1, v2, v3, p,B1,B2,B3]
T . (3.2.8)
Avec ce changement de variable, l'équation (3.2.5) se réécrit :
∂W
∂W˜
∂W˜
∂t
+
3∑
i=1
Ai
∂W
∂W˜
∂W˜
∂xi
= 0,
∂W˜
∂t
+
3∑
i=1
A˜i
∂W˜
∂xi
= 0, (3.2.9)
avec
A˜i = M˜
−1AiM˜, où M˜−1 =
∂W˜
∂W
et M˜ =
∂W
∂W˜
. (3.2.10)
Soit le vecteur normale n :
n = (n1, n2, n3)
T . (3.2.11)
La matrice jacobienne A˜
A˜ =
3∑
i=1
niA˜i, (3.2.12)
des variables primitives s'écrit :
A˜=

vn n1ρ n2ρ n3ρ 0 0 0 0
0 vn 0 0
n1
ρ
n1B1 −Bn
ρµ0
n1B2
ρµ0
n1B3
ρµ0
0 0 vn 0
n2
ρ
n2B1
ρµ0
n2B2 −Bn
ρµ0
n2B3
ρµ0
0 0 0 vn
n3
ρ
n3B1
ρµ0
n3B2
ρµ0
n3B3 −Bn
ρµ0
0 n1ρs
2 n2ρs
2 n3ρs
2 vn 0 0 0
0 n1B1 −Bn n2B1 n3B1 0 vn 0 0
0 n1B2 n2B2 −Bn n3B2 0 0 vn 0
0 n1B3 n2B3 n3B3 −Bn 0 0 0 vn

où s est la vitesse du son déﬁnie telle que :
s =
√
γp
ρ
. (3.2.13)
Ensuite, les matrices jacobiennes Ai subissent un second changement de variable aﬁn
d'obtenir une matrice A¯ symétrique. Ce vecteur formé des variables entropiques a pour
forme diﬀérentielle :
dW¯ =
[
dp
ρs
, dv1, dv2, dv3,
dp− s2dρ
ρs
,
dB1√
ρµ0
,
dB2√
ρµ0
,
dB3√
ρµ0
]T
, (3.2.14)
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où la cinquième variable correspond à l'entropie. Ainsi, la nouvelle matrice jacobienne
symétrique A¯ a pour expression :
vn n1s n2s n3s 0 0 0 0
n1s vn 0 0 0
n1B1 −Bn√
ρµ0
n1B2√
ρµ0
n1B3√
ρµ0
n2s 0 vn 0 0
n2B1√
ρµ0
n2B2 −Bn√
ρµ0
n2B3√
ρµ0
n3s 0 0 vn 0
n3B1√
ρµ0
n3B2√
ρµ0
n3B3 −Bn√
ρµ0
0 0 0 0 vn 0 0 0
0
n1B1 −Bn√
ρµ0
n2B1√
ρµ0
n3B1√
ρµ0
0 vn 0 0
0
n1B2√
ρµ0
n2B2 −Bn√
ρµ0
n3B2√
ρµ0
0 0 vn 0
0
n1B3√
ρµ0
n2B3√
ρµ0
n3B3 −Bn√
ρµ0
0 0 0 vn

Les matrices de transformation M¯ et M¯−1 permettant de passer de A à A¯ sont :
M¯ =
∂W
∂W˜
∂W˜
∂W¯
=

ρ
s 0 0 0 −ρs 0 0 0
ρ
sv1 ρ 0 0 −ρsv1 0 0 0
ρ
sv2 0 ρ 0 −ρsv2 0 0 0
ρ
sv3 0 0 ρ −ρsv3 0 0 0
ρ
sH ρv1 ρv2 ρv3 −
ρ
s
|v|2
2
√
ρ
s
B1
√
ρ
s
B2
√
ρ
s
B3
0 0 0 0 0
√
ρs 0 0
0 0 0 0 0 0
√
ρs 0
0 0 0 0 0 0 0
√
ρs

et
M¯−1 =
∂W¯
∂W˜
∂W˜
∂W
=

γ¯
|v|2
s
−γ¯v1 −γ¯v2 −γ¯v3 γ¯ −γ¯B1
µ0
−γ¯B2
µ0
−γ¯B3
µ0
−v1
ρ
1
ρ
0 0 0 0 0 0
−v2
ρ
0
1
ρ
0 0 0 0 0
−v3
ρ
0 0
1
ρ
0 0 0 0
γ¯
(|v|2−H) −γ¯v1 −γ¯v2 −γ¯v3 γ¯ −γ¯B1
µ0
−γ¯B2
µ0
−γ¯B3
µ0
0 0 0 0 0
1√
ρµ0
0 0
0 0 0 0 0 0
1√
ρµ0
0
0 0 0 0 0 0 0
1√
ρµ0

avec H qui représente l'enthalpie totale :
H =
s2
γ − 1 +
|v|2
2
, (3.2.15)
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et γ¯ =
γ − 1
ρs
. Il est possible, à l'aide du logiciel de calcul Maple, de déﬁnir les valeurs
propres Λ de ces matrices jacobiennes A¯ :
Λ = [vn, vn, vn + ca, vn − ca, vn + cf , vn − cf , vn + cs, vn − cs]. (3.2.16)
Comme précisé en début de paragraphe, elles représentent respectivement : pour les deux
premières l'advection, les deux suivantes les ondes d'Alfven puis les ondes magnéto-acous-
tiques rapides et pour ﬁnir les lentes, avec ca, cf et cs ayant pour expression :
ca =
Bn√
ρµ0
, (3.2.17)
c2f =
1
2
(s2 + |B |2
ρµ0
)
+
√(
s2 +
|B |2
ρµ0
)2
− 4s2 B
2
n
ρµ0
 , (3.2.18)
c2s =
1
2
(s2 − |B |2
ρµ0
)
+
√(
s2 +
|B |2
ρµ0
)2
− 4s2 B
2
n
ρµ0
 . (3.2.19)
De même, le logiciel de calcul Maple nous a donné les vecteurs propres associés à chacunes
de ces valeurs propres. Si pour la valeur propre vn les deux vecteurs propres sont assez
simples :
r1 = [0, 0, 0, 0, 1, 0, 0, 0]T , (3.2.20)
et r2 = [0, 0, 0, 0, 0, n1, n2, n3]
T , (3.2.21)
les autres vecteurs propres sont quant à eux plus compliqués (pour plus de détails voir
les articles [Jam06, RB96]). Les vecteurs propres associés sont mis dans la matrice R telle
que :
A¯ = RΛRT , (3.2.22)
où Λ est la matrice diagonale composée des valeurs propres. Au ﬁnal, la matrice jacobienne
A se diagonalise avec l'expression suivante :
A = M¯RΛRT M¯−1. (3.2.23)
Dans certains cas, deux valeurs propres peuvent être égales. Par conséquent, le système
de la MHD n'est pas strictement hyperbolique. Dans [BW88], Brio et Wu montrent que les
équations de la MHD ne sont pas convexes en prouvant que dans certains cas les champs
caractéristiques peuvent être ni vraiment non linéaire ni linéairement dégénéré.
3.3 MHD réduite résistive
Cette partie a pour objectif de présenter diﬀérents systèmes réduits de la MHD en
détaillant les diﬀérentes hypothèses nécessaires pour obtenir ces modèles. Le premier article
introduisant le système d'équations de la MHD réduite, dans une géométrie cylindrique en
supposant une pression faible dans le plasma, a été écrit par Strauss en 1976 [Str76].
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Ensuite, plusieurs articles ont introduit les eﬀets toroïdaux [BZV98, Izz83] ou une pression
dans le plasma plus importante [Str77].
Le système de la MHD réduite représente un modèle dans lequel le nombre de champs
scalaires évoluant en temps est réduit. Par conséquent un traitement analytique est plus
envisageable et, dans le cas d'une simulation numérique, les conditions de calcul sont
plus raisonnables. Ainsi, à partir du système de la MHD complète nous obtiendrons tout
d'abord le système de MHD réduite résistive étendue puis celui du Current Hole et pour
ﬁnir l'équation d'équilibre de Grad-Shafranov.
3.3.1 MHD réduite résistive étendue
Dans un tokamak un champ magnétique puissant est utilisé dans la direction toroïdale
pour conﬁner le plasma et ce aﬁn d'atteindre les conditions nécessaires à la fusion ther-
monucléaire. Cette hypothèse fondamentale permet de décomposer le champ magnétique
[HC07] suivant sa direction toroïdale Bφ et poloïdale Bθ (1.3.3) :
B = Bφ +Bθ,
= F∇φ+∇ψ ×∇φ,
= F∇φ+∇× (ψ∇φ) ,
(3.3.1)
avec F un scalaire ne dépendant pas du temps mais pouvant dépendre de l'espace et ψ le
ﬂux magnétique. On a supposé ici que F est une constante ayant une valeur importante
telle que : |F∇φ|>> |∇ψ × ∇φ|. Sous cette même hypothèse, la vitesse est décomposée
selon le champ magnétique B :
v = vnB + v⊥, (3.3.2)
où vn la vitesse parallèle aux lignes de champs magnétiques et v⊥ la vitesse perpendiculaire
sont déﬁnies par :
vn =v ·B, (3.3.3)
v⊥ =v − v ·B. (3.3.4)
Pour assurer la condition d'absence des monopôles magnétiques F doit satisfaire une
hypothèse supplémentaire :
∇ ·B = 0⇒ ∇F · ∇φ = 0. (3.3.5)
Pour obtenir, ce système de la MHD réduite résistive on doit encore déﬁnir la variable
de la vorticité W :
W =
B
F
· ω, (3.3.6)
où
ω = ∇× v⊥. (3.3.7)
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Le système de la MHD réduite résistive, dont les détails du développement sont dévelop-
pés en annexe 3.A, se résume à :
∂tρ+∇ (ρvn) ·B + ρ∇ · v⊥ + v⊥ · ∇ρ = 0,
B
F
· ∇ × (ρR2∂t (vnB) )+ B
F
· ∇ × (ρR2∂tv⊥)
+
B
F
·
(
1
2
∇ρR2 ×∇|v|2
)
− B
F
· (∇ρR2 × (v × (∇× vnB) ) )
+W∇ρR2 · (vnB + v⊥)− ρR2B
F
· ∇ × (v × (∇× vnB) )
−∇
(
vn|B |2
F
ρR2
)
· ω + ρR2∇ (vnW ) ·B + ρR2∇W · v⊥
+ρR2W∇ · v⊥ − ρR2 (v × ω) · ∇ × B
F
+
B
F
· (∇R2 ×∇p)
= B · ∇
(
R2J · B
F
)
−∇
(
R2|B |2
F
)
· J +R2(J ×B) · ∇ × B
F
−B
F
· ∇ × (R2∇ · pi) ,
ρ|B |2∂tvn + ρB · ∂tv⊥ + ρ|B |2∂vvn = ρ|B |2vn∇ · v⊥ − ∂Bp− ρv2n∂B
|B |2
2
+2ρvnv⊥ ·
(
µ0J ×B +∇|B |
2
2
)
− ρ∂B
v2⊥
2
+ ρB · (v⊥ × ω)
−2ρvn∂B (v⊥ ·B) + ρvnB · ∇ × (ηJ )−B · (∇ · pi) ,
∂tp+∇ (pvn) ·B +∇ · (pv⊥) + (γ − 1) p (∇vn ·B +∇ · v⊥)
= − (γ − 1) (pie : ∇ve + pi i : ∇v i +∇ ·Q − ηJ 2) ,
∂tψ = −R2B · ∇U − R
2
F
B · ηJ ,
µ0J = ∇F ×∇φ−∆∗ψ∇φ+ 1
R2
∇⊥ (∂φψ) ,
v⊥ =
F
|B |2
(
B ×∇U + ηB
F
× J − B
F
×
(
R2B · ∇U + R
2
F
B · ηJ
)
∇φ
)
,
(3.3.8)
où ∂B la dérivée suivant le champ magnétique est déﬁnie par :
∂B = B · ∇ , (3.3.9)
et ∆∗ est l'opérateur de Grad-Shafranov dont la déﬁnition est donnée par l'équation
(3.3.40) :
∆∗ψ = ∆ψ − ∂Rψ
R
. (3.3.10)
La variable U est le potentiel vitesse déﬁni avec le développement de l'équation de Faraday.
En eﬀet, avec l'hypothèse que F est une constante par rapport au temps alors l'équation
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de Faraday se réécrit :
∇× (∂tψ∇φ+E) = 0. (3.3.11)
De cette équation on en déduit qu'il existe un potentiel vitesse U tel que :
∂tψ∇φ+E = U0∇U, (3.3.12)
avec U0 la constante qui pour simpliﬁer les calculs, sera supposée égale à −F , sous la
condition sur F suivante :
∇F ×∇U = 0. (3.3.13)
Ce système (3.3.8) présente encore de nombreux termes, mais il est encore souvent
simpliﬁé. En eﬀet, les particules suivent les lignes de champs magnétique du plasma. Mais
ces lignes de champ magnétique étant principalement toroïdales, une hypothèse souvent
émise est de considérer ce mouvement uniquement toroïdal. Pour cela, cette simpliﬁcation
consiste à ne considérer que la composante toroïdale du champ magnétique :
B = F∇φ. (3.3.14)
Cette hypothèse simpliﬁe nombre de calculs et permet d'obtenir une approximation pour
le terme |B |2, la vitesse perpendiculaire v⊥ et la vorticité W :
|B |2=F
2
R2
, (3.3.15)
v⊥ =R2∇φ×∇U + ηR
2
F
∇φ× J , (3.3.16)
W =∇φ · ω,
=∇φ · ∇ × v⊥,
=∆⊥U +∇ ·
( η
F
J⊥
)
, (3.3.17)
où
J⊥ = R2((∇φ× J )×∇φ), (3.3.18)
et les opérateurs ∆⊥ et ∇⊥ sont déﬁni par :
∆⊥U =∇ · ∇⊥U, (3.3.19)
∇⊥U =R2∇φ× (∇U ×∇φ) . (3.3.20)
Une hypothèse qui est aussi souvent utilisée pour réduire le système de la MHD est de
considérer le courant comme principalement toroïdal :
J = − 1
µ0
∆∗ψ∇φ, (3.3.21)
avec cette hypothèse la vitesse perpendiculaire v⊥ se réécrit encore plus simplement :
v⊥ = R2∇φ×∇U. (3.3.22)
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Ces hypothèses supplémentaires permettent de recalculer les termes B · J et ∇ · v⊥
B · J =− F
µ0R2
∆∗ψ, (3.3.23)
∇ · v⊥ = 1
R
[U,R2 ], (3.3.24)
où [ .,.] sont les crochets de Poisson déﬁnis par :
[a,b] = (∇a×∇b) · eφ. (3.3.25)
On remarque que cette simpliﬁcation supposant la prépondérance des eﬀets toroïdaux
sur ceux poloïdaux n'est pas vraie dans le cas de la force de Lorentz. En eﬀet, sur ce
terme J ×B les eﬀets toroïdaux s'annulent, il faut donc conserver le champ magnétique
en intégralité. De même, la simpliﬁcation de la loi de Faraday (5ème équation du système
(3.3.8)) est une équation sur le ﬂux magnétique ψ, c'est-à-dire sur les variations des eﬀets
non dominants du champ magnétique B . C'est la raison pour laquelle on n'utilise pas
l'hypothèse d'un mouvement principalement toroïdal ni sur le champ magnétique B ni sur
la densité de courant J dans le cas de la loi de Faraday :
∂tψ = R[ψ,U ] − F∂φU + η (jφ − jc) , (3.3.26)
avec jφ la densité de courant toroïdale et jc considéré comme un courant d'entrée déﬁnis
par :
jφ =−R2∇φ · J ,
=
∆∗ψ
µ0
, (3.3.27)
jc =
R2
F
∇ψ ×∇φ · J . (3.3.28)
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Avec ces dernières hypothèses le système temporel de la MHD se réduit à :
∂tρ+
F
R2
∂φ (ρvn) +
1
R
[U,ρR2 ] = 0,
∇ · (ρR2 (∂t (vnB) )×∇φ)+∇ · (ρR2∇⊥∂tU)+ 1
2R
[ρR2,|v|2 ]
−∇φ · (∇ρR2 × (v × (∇× vnB) ) )+ F
R2
∂φ
(
vnWρR
2
)
+
1
R
[U,ρR4W ]
−ρR2∇φ · ∇ × (v × (∇× vnB) )−∇
(
vn|B |2
F
ρR2
)
· ω + 1
R
[R2,p]
= − F
µ0R2
∂φ∆
∗ψ +
1
µ0R
[ψ,∆∗ψ ] −∇φ · ∇ × (R2∇ · pi) ,
ρ
F 2
R2
∂tvn + ρ
F 2
R2
∂vvn = − F
R2
∂φp+ ρvn
F 2
R3
[U,R3 ] + ρF∇φ · (v⊥ × ω)
−2ρvnR2 (∇φ×∇U) ·
(
µ0J × F∇φ+∇
(
F 2
2R2
))
+ρvnF∇φ · ∇ × (ηJ )− F∇φ · (∇ · pi) ,
∂tp+
F
R2
∂pvn
∂φ
+
1
R
[U,pR2 ] + (γ − 1) p
(
F
R2
∂vn
∂φ
+
1
R
[U,R2 ]
)
=
− (γ − 1) (pie : ∇ve + pi i : ∇v i +∇ ·Q − ηJ 2) ,
∂tψ = R[ψ,U ] − F∂φU + η (jφ − jc) ,
jφ =
∆∗ψ
µ0
,
v⊥ = R2∇φ×∇U.
(3.3.29)
3.3.2 Le Current Hole
Le phénomène du Current Hole a été observé tout d'abord dans le tokamak JET
[HHHL01] et dans le tokamak JT-60U [Fuj10]. Ce scénario avancé établi dans JET qui
avec un courant  Lower Hybrid current drive  (LHCD) désaxé présente une région cen-
trale assez large avec un courant toroïdale faible. Son nom provient du fait qu'au centre
du plasma la densité de courant est négative. Lié aux instabilités en dent de scie (voir la
partie introductive 1.6.1), la partie centrale négative du courant se désaxe durant la phase
de croissance de l'instabilité,  rebondit  et revient à un état quasi-initial. Ces phénomènes
ont été observés numériquement et les résultats seront présentés au chapitre 5.
Le Current Hole est modélisé par un système de la MHD réduite résistive obtenu à partir
du système (3.3.29) qu'on a encore réduit en émettant des hypothèses supplémentaires.
Proposé par Czarny et Huysmans [CH08] pour étudier les instabilités du Current Hole,
ce modèle est un équilibre instable [Bis97, BZV98]. Tout d'abord, la première hypothèse
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supplémentaire émise est la non prise en compte des eﬀets de la vitesse parallèle : vn = 0.
On suppose également une homogénité de la densité du plasma : ∂tρ = 0 et ∇ρ = 0, et
pour ﬁnir les termes de pression sont négligés : p = 0 :
∇ · (ρR2∇⊥∂tU)+1
R
[U,ρR4W ] =
F
R2
∂φjφ +
1
R
[ψ,jφ ]−∇φ · ∇ ×
(
R2∇ · pi) ,
∂tψ +R[U,ψ ] =η (jφ − jc)− F∂φU,
jφ =
∆∗ψ
µ0
,
W =∆⊥U.
(3.3.30)
De plus on souhaite obtenir des solutions à symétrie cylindrique : ∂φ = 0. Le système se
réécrit alors :
∂tW = R[W,U ] +
1
ρR2
[ψ,jφ ] − 1
ρR2
∇φ · ∇ × (R2∇ · pi) ,
∂tψ = R[ψ,U ] + η (jφ − jc) ,
jφ =
∆∗ψ
µ0
,
W = ∆⊥U.
(3.3.31)
Pour prendre en compte les eﬀets visqueux dans l'équation de la vorticité, on les redéﬁnit
avec ν le coeﬃcient de viscosité par : ν∆⊥W . Le système du Current Hole est ainsi déﬁni
par : 
∂tψ = R[ψ,U ] + η (jφ − jc) ,
∂tW = R[W,U ] +
1
ρR2
[ψ,jφ ] + ν∆⊥W,
jφ =
1
µ0
∆∗ψ,
W = ∆⊥U.
(3.3.32)
Dans le cas d'une géométrie cylindrique les deux opérateurs ∆∗ et ∆⊥ sont égaux au
laplacien ∆. Si au contraire on souhaite prendre en considération les eﬀets toroïdaux on
utilise le coeﬃcient , rapport entre les rayons du tore, tel que :
∂tψ = (1 + x)[ψ,U ] + η(jφ − jc),
∂tW = (1 + x)[W,U ] +
1
ρ (1 + x)2
[ψ,jφ ] + ν∆⊥W,
jφ =
1
µ0
∆∗ψ,
W = ∆⊥U,
(3.3.33)
avec x déﬁni en fonction des coordonnées toroïdales (voir la partie introductive 1.5) :
x =
R−R0
r
. (3.3.34)
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Aﬁn de comparer avec [CH08, DDF+11], nous étudierons plus précisément la stabilité de
la solution du système du Current Hole dans le cas simpliﬁé du cylindre (i.e.  = 0). Dans
ce cas ∆∗ = ∆⊥ = ∆, le modèle ainsi obtenu est donc :
∂tψ = [ψ,U ] + η(jφ − jc),
∂tW = [W,U ] + [ψ,jφ ] + ν∆W,
jφ =
1
µ0
∆ψ,
W = ∆U.
(3.3.35)
Ce système d'équations diﬀérentielles est non linéaire et instationnaire. Il peut être réécrit
comme un système de deux équations sur les variables ψ et U :
∂tψ = [ψ,U ] + η(
∆ψ
µ0
− jc),
∂t (∆U) = [ ∆U,U ] + [ψ,
∆ψ
µ0
] + ν∆2U.
(3.3.36)
Le système (3.3.36), par rapport au système (3.3.32), demande une régularité supplémen-
taire sur les solutions obtenues. Elle implique un choix adapté pour la résolution numérique.
Ainsi, lorsque dans la suite nous avons fait le choix d'une méthode de résolution par élé-
ments ﬁnis, il a fallut choisir des éléments de régularité au minimum C1. Ce choix d'élé-
ments fera l'objet du paragraphe ultérieur 4.3.
3.3.3 Equilibre de Grad-Shafranov
Le plasma est ici toujours décrit comme un modèle monoﬂuide idéal de la MagnétoHy-
droDynamique sous la condition de l'axisymétrie, auquel on ajoute l'hypothèse de station-
narité. L'équation de Grad-Shafranov [GR58, Sha66] modélise un équilibre du plasma où le
gradient de pression s'équilibre avec la force de Lorentz [Bis97, CH08, Fre87, Fre07, Wes04].
Clairement, l'équilibre de Grad-Shafranov est un équilibre statique qui ne présente donc
pas d'évolution temporelle (∂t = 0) et la vitesse du plasma est supposée nulle. Le système
de la MHD complète idéale (3.1.58) avec ces hypothèses se résume à :
∇p = J ×B,
µ0J = ∇×B,
∇ ·B = 0.
(3.3.37)
L'équation de Grad-Shafranov est une équation diﬀérentielle non linéaire elliptique obtenue
en ajoutant la condition de symétrie toroïdale [GR58, Sha60]. Si on applique cette condition
alors le champ magnétique est réduit à sa composante poloïdale : Bθ = ∇ × (ψ∇φ), et
l'équation modélisant l'absence de monopôles magnétiques devient alors :
∇ ·B = 1
R
∂R (RBR) + ∂zBz = 0. (3.3.38)
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avec
BR =− 1
R
∂zψ,
Bz =
1
R
∂Rψ.
Ceci nous ramène à l'hypothèse de forte magnétisation dans la direction toroïdale utilisée
pour la réduction de la MHD (3.3.1). Avec cette hypothèse ainsi que la symétrie toroïdale
(i.e. ∂φ = 0), le courant devient :
µ0J = ∇F ×∇φ−∆∗ψ∇φ, (3.3.39)
où ∆∗ est l'opérateur elliptique de second ordre de Grad-Shafranov déﬁni par :
∆∗ψ = R2∇c ·
(
1
R2
∇cψ
)
, (3.3.40)
où ∇c· et ∇c sont respectivement les opérateurs de divergence et gradient de la section
poloïdale des coordonnées cylindriques tel que :
∇c ·A = 1
R
∂r (RAr) + ∂zAz, (3.3.41)
∇c = (∂rA, ∂zA)T . (3.3.42)
L'équation d'équilibre entre le gradient de pression et la force de Lorentz ∇p = J × B
implique que les projections sur le champ magnétique et sur le courant s'annulent :
B · ∇p = 0⇒ eφ · (∇ψ ×∇p) = 0. (3.3.43)
Cette implication permet d'aﬃrmer que la pression p est une fonction dépendant du ﬂux
magnétique ψ. De même on projette l'équation ∇p = J ×B sur le courant
J · ∇p = 0⇒ eφ · (∇ψ ×∇F ) = 0. (3.3.44)
Cette équation implique que F dépend du ﬂux magnétique ψ. L'équation de Grad-Shafra-
nov est obtenue en introduisant les deux fonctions de ﬂux F (ψ) et p (ψ) dans la projection
∇ψ de l'équation des moments
∇ψ · ∇p =∇ψ · (J ×B) ,
=J · ((F∇φ+∇ψ ×∇φ)×∇ψ) ,
=− (∇F · ∇ψ) F
µ0R2
− 1
µ0R2
∆∗ψ (∇ψ · ∇ψ) ,
i.e.
∆∗ψ = −R2µ0 dp
dψ
− F dF
dψ
. (3.3.45)
Les fonctions de pression p et F sont quelconques. Les choix faits sur ces fonctions et sur
les conditions, telles que celles du bord choisies sur ψ, détermineront l'équilibre du plasma
à obtenir.
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3.3.3.1 Equilibre de Soloviev
Il existe pour cette équation de Grad-Shafranov, résolue généralement numériquement,
un nombre limité de solutions analytiques. Ces solutions sont utilisées comme des exemples
idéaux qui permettent de démontrer les propriétés typiques de l'axisymétrie de l'équilibre.
On a étudié les solutions de Soloviev [Sol68] qui sont des solutions analytiques. Ces solutions
sont obtenues avec les hypothèses sur la pression qui doit être linéaire en ψ :
p = p0 + λψ. (3.3.46)
Le courant F est supposé constant dans le plasma d'où : F ′ = 0. L'opérateur de Grad-
Shafranov est non linéaire, on n'a pas connaissance d'une solution analytique générale.
Néanmoins, pour un second membre donné cette équation peut être résolue numériquement.
Déﬁnition 3.3.1 L'équation de Grad-Shafranov avec les conditions p′ (ψ) = α = cst et
F (ψ)F ′ (ψ) = β = cst s'appelle l'équilibre de Soloviev.
Le chapitre 5 présentera les résultats numériques de 2 cas tests analytiques de Soloviev.
3.4 Conclusions
Dans le cas de la MHD, on s'appuie sur la théorie ﬂuide. Pour cela, nous avons im-
plicitement fait l'hypothèse que les fonctions de distribution sont des maxwelliennes, que le
plasma est dominé par les collisions et que le tenseur des pressions se réduit à une pression
scalaire. Du point de vue de la modélisation des tokamaks, l'avantage de la MHD est qu'elle
est plus simple à implémenter et nécessite moins de ressources numériques. Néanmoins, les
hypothèses fondamentales telles que la forte collisionalité et la pression scalaire sont fausses
au sein du c÷ur des tokamaks. Bien que ces hypothèses ne soient pas vériﬁées, l'eﬃcacité
des critères de MHD pour la stabilité des plasmas de tokamaks a été testé pendant plus de
40 ans ; cette théorie est donc bien établie. Pour expliquer le fait de l'établissement de cette
théorie bien que certains critères ne soient valides, Freidberg [Fre87] a proposé que dans
les directions perpendiculaires au champ le mouvement de gyration des particules jouerait
le rôle des collisions et ceci dans le sens où leurs mouvements sont eﬀectivement isotropes.
Le cas de l'utilisation de la MHD dans les tokamaks étant justiﬁée, ce chapitre a permis
d'établir diﬀérents modèles de MHD. En partant du modèle de la MHD complète qui
est déjà un modèle simpliﬁé du modèle cinétique jusqu'à l'équation d'équilibre de Grad-
Shafranov, on a obtenu les systèmes de la MHD idéal, résistif, conservatif de la MHD
complète, ainsi que des modèles de la MHD réduite résistifs tels que celui du Current Hole.
Dans la suite on présente des méthodes de résolution utilisée pour résoudre les systèmes
de la MHD. En eﬀet, le modèle de la MHD complète est dominé par l'advection (cf. (3.2.5)).
Pour la résolution avec la méthode d'éléments ﬁnis on utilisera des méthodes stabilisées.
Ensuite, les modèles de MHD réduite tel que celui du Current Hole peuvent contenir des
opérateurs diﬀérentielles d'ordre 3 ou 4 ce qui nécessite l'utilisation d'éléments plus réguliers
que des éléments C0 tel que les P1 de Lagrange. Pour ﬁnir le dernier chapitre présentera
les résultats numériques obtenus sur ces modèles du Current Hole et de Grad-Shafranov.
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L'objectif de ce chapitre est de mettre en place les méthodes numériques qui nous
serviront à résoudre les systèmes de la MHD et de la MHD réduite. Pour cela, la première
partie de ce chapitre développe la méthode des éléments ﬁnis et justiﬁe ce choix de méthode
par rapport par exemple à la méthode des volumes ﬁnis. Cette partie détaille également
la nécessité de recourir à des éléments plus réguliers que les P1 de Lagrange C0 et la
résolution d'un problème général avec la méthode des éléments ﬁnis.
Ensuite, ce chapitre se poursuit par le développement des éléments ﬁnis stabilisés. On
commence par une introduction générale des méthodes de stabilisation. Puis, on verra qu'il
est nécessaire de stabiliser des problèmes comme ceux de la MHD qui sont dominés par
l'advection. Notre intérêt s'est porté sur la méthode de stabilisation Streamline Upwind
Petrov-Galerkin (SUPG) méthode basée sur l'ajout d'un terme stabilisant dans la direction
de l'écoulement. Aﬁn d'étudier la stabilité L2 de cette méthode de résolution SUPG, on
utilise la théorie de Von Neumann. Lors de cette analyse deux cas sont envisagés selon la
prise en compte ou non dans le résidu du terme temporel. Cette analyse introduit l'idée
d'une résolution avec des méthodes implicite ou semi-implicite telle que la méthode de
Crank-Nicholson pour être stable L2 ou s'aﬀranchir de la restriction sur la condition de
CFL. Pour ﬁnir, cette partie s'achève par des résultats numériques obtenus pour un cas
test d'advection 1D.
Ensuite, après avoir introduit dans la première partie de ce chapitre la nécessité d'une
certaine régularité sur les éléments, notre choix s'est porté sur les éléments C1 de Bell
[Bel69]. Cette régularité est due notamment à la volonté de préserver l'absence de monopôles
magnétiques par l'introduction d'un potentiel vecteur. Ces éléments de Bell sont ici déﬁnis
puis on en donne les propriétés et on développe leur mise en ÷uvre.
Pour ﬁnir, ce chapitre se termine par la présentation des modèles qui ont été résolus
sur des cas tests numériques et dont le chapitre 5 présente les résultats. Ces modèles sont
la conduction thermique qui permettra de valider l'implémentation des éléments de Bell,
et deux modèles de la MHD réduite dont l'obtention a été développée dans le chapitre
précédent : l'équation d'équilibre de Grad-Shafranov et le système du Current Hole. Par
cette approche hiérarchique on espérerait aboutir à la résolution du problème de la MHD
complète dans les tokamaks.
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4.1 Méthode des éléments ﬁnis
Cette première partie du développement des méthodes numériques de résolution des
systèmes de la MHD et la MHD réduite présente la méthode des éléments ﬁnis. En eﬀet,
la première partie de ce développement sur la méthode des éléments ﬁnis expose les mo-
tivations de ce choix de méthode et la nécessité d'utiliser des éléments réguliers. Ensuite,
on détaille la résolution d'un problème général par la méthode des éléments ﬁnis avec
l'utilisation de la technique standard d'approximation de Galerkin.
4.1.1 Motivations du choix de la méthode de résolution
Pour résoudre les systèmes de la MHD on aurait pu utiliser la méthode des volumes
ﬁnis. On l'a notamment utilisée pour la résolution sur des cas tests de tubes à choc suivant
les exemples proposés par Brio et Wu [BW88, MK05]. Un tube à choc est un tube contenant
un gaz dans lequel est produite une onde de choc plane, susceptible d'élever brutalement
la température ou la pression de ce gaz. Après rupture brutale de la membrane séparant
les deux compartiments du tube, le gaz moteur se détend rapidement, ce qui a pour eﬀet
de porter instantanément le gaz à étudier à de hautes température et pression. Il y a ainsi
formation d'une onde de compression qui se propage en s'accélérant dans le gaz à étudier.
Pour modéliser ce problème on utilise les équations de la MHD idéale en 1D (3.1.58).
Ainsi, pour ce cas test de tube à choc sur un domaine d'étude Ω = [0, 1] discrétisé avec
un pas de maillage de δh = 0.01, pour une durée totale de simulation Tf de 0.1, et avec une
condition de CFL de 0.8, on impose les conditions initiales de ce cas test sur les variables
primitives du systèmes présentées sur la ﬁgure 4.1.
x = 0 x = 0.5 x = 1
membrane séparant
les 2 parties du tube
qui sera rompue à t = 0
(ρ, p, u, v, w) = (1, 1, 0, 0, 0)
(Bx, By, Bz) = (0.75, 1, 0)
(ρ, p, u, v, w) = (0.125, 0.1, 0, 0, 0)
(Bx, By, Bz) = (0.75,−1, 0)
Figure 4.1  Cas test de Tube à chocs
Ce cas test représente un tube à choc dans lequel on a retiré la paroi au temps initial.
Ainsi, le graphique obtenu 4.2 permet de visualiser le proﬁl de la densité de particules en
fonction de x. Le graphique de la densité a la particularité de représenter toutes les ondes,
au contraire des autres variables sur lesquelles on n'en observe qu'une partie.
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Figure 4.2  Densité ρ du cas test de tube à choc à t = 0.1s
(a) Pression p (b) Vitesse u
Figure 4.3  Cas test de tube à choc à t = 0.1s
(a) Vitesse v (b) Champ magnétique By
Figure 4.4  Cas test de tube à choc à t = 0.1s
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Sur les quatre graphiques 4.3a, 4.3b, 4.4a, 4.4b on observe les proﬁls de la pression p,
des vitesses u et v et du champ magnétique By. Après avoir obtenu les résultats à l'ordre 1
en espace comme dans [BW88, MK05], on s'intéresse à l'ordre 2. Le graphique 4.5 présente
la densité ρ en rouge à l'ordre 2, en vert à l'ordre 1 et en bleu une solution obtenue avec plus
de mailles. La solution d'ordre 2 avec limiteur est légèrement meilleure que celle obtenue
avec l'ordre 1.
Figure 4.5  Densité ρ dans le tube a choc
La méthode des volumes ﬁnis permet la montée en ordre 2 avec l'utilisation de limiteurs
tels que minmod ou superbee mais l'étude des instabilités demande de recourir à des ordres
élevés. La méthode des diﬀérences ﬁnies utilise quant, à elle, un maillage structuré. Notre
choix s'est porté sur les éléments ﬁnis. Pour la résolution d'équations ou de systèmes
d'équations, cette méthode [Rao76] est un outil utilisé pour sa précision, son adaptabilité,
sa ﬂexibilité géométrique et notamment une montée en ordre plus aisée.
4.1.1.1 Géométrie toroïdale
La fusion nucléaire et l'évolution du plasma au sein des tokamaks se déroulent dans
des géométries 3D. Mais ces géométries présentant des symétries, il est usuel d'utiliser des
éléments seulement 2D dans le plan poloïdal et d'utiliser une représentation spectrale de
Fourier dans la direction toroïdale, ce qui se résume à :
ϕ3D ≡ ϕ2D (r, z)ϕ1D (φ) . (4.1.1)
Cette technique est par exemple utilisée dans le code de calcul JOREK développé au CEA.
Elle permet notamment d'isoler les modes résonnants et donc de ne simuler que certains
modes choisis.
Les deux parties suivantes présentent l'intérêt d'utiliser des éléments plus réguliers que
des P1 de Lagrange, continus, pour la résolution des systèmes de la MHD.
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4.1.1.2 Divergence cleaning
Le système de la MHD complète (3.1.57), rappelé ici
∂tρ+∇ · (ρv) =0,
∂tρv +∇ · (ρv ⊗ v) =J ×B −∇p−∇ · pi,
∂tρE +∇ · (ρEv + pv) = (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q) ,
∇ · J =0,
p
γ − 1 =ρE −
1
2
ρ|v|2,
∇×E =− ∂tB
∇×B =µ0J ,
∇ ·B =0,
E + v ×B =ηJ + 1
en
(J ×B −∇pe −∇ · pie) .
(4.1.2)
est surdéﬁni. Il présente 9 équations pour 7 inconnues (sans compter les coeﬃcients de
transport qui ont leurs propres déﬁnitions qui ne sont pas rappelées ici). En sachant que
l'équation de continuité de la charge
∇ · J = 0, (4.1.3)
est automatiquement vériﬁée avec la déﬁnition de la densité de courant en fonction du
champ magnétique :
∇×B = µ0J , (4.1.4)
il reste l'équation modélisant l'absence de monopôles magnétiques :
∇ ·B = 0. (4.1.5)
Cette équation surdéﬁnit le système. Elle est physiquement vériﬁée mais le problème est
de satisfaire cette contrainte au niveau discret. L'équation (4.1.5) vient de l'équation de
Faraday à laquelle on applique l'opérateur de divergence :
∇ · ∂tB +(((((∇ · ∇ ×E = 0. (4.1.6)
Numériquement, cette simpliﬁcation est fausse. En eﬀet, la divergence discrète ∇h· du
rotationnel discret ∇h× n'est pas exactement nulle :
∇h · (∇h ×−) 6= 0, (4.1.7)
ce qui provoque l'apparition de monopôles magnétiques ρm discrets
∇h · (∇h ×Eh) 6= 0⇒ ∂t (∇h ·Bh) ≈ ρm. (4.1.8)
Ces monopôles s'accroissant au cours du temps, leurs présences peuvent conduire à ce que le
système ne soit plus physiquement acceptable [DKK+02]. Par exemple, les eﬀets au niveau
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de la topologie du champ magnétique sont évoqués par Brackbill et Barnes [Bra85, BB80],
Balsara et Spicer [BS99]. La topologie du champ magnétique est une métrique importante
dans la description de l'évolution des plasmas magnétisés.
Pour résoudre ce problème, certains schémas ont été développés en imposant la di-
vergence du rotationnel nulle ce qui revient à construire des opérateurs numériques tel
que :
∇h · (∇h ×−) = 0. (4.1.9)
Ces schémas font souvent référence à des méthodes de transport avec contrainte. Ce type
de schéma a été proposé tout d'abord pour les équations de Maxwell par Yee [Yee66] puis
il a été généralisé par Holland [Hol83] et par Madsen et Ziolkowski [MZ90]. Cette approche
a été adaptée pour les équations de la MHD par Brecht et al [BLFH81], Evans et Hawley
[EH88] et De Vore [DeV91]. Pour ce type d'approche avec contrainte l'idée principale est
d'utiliser une discrétisation spéciale adaptée pour l'équation du champ magnétique (4.1.5).
Aﬁn de contrôler l'accroissement des monopôles magnétiques des techniques de correc-
tions ont été développées pour ces schémas. Une première méthode connue est la projection
du champ magnétique dans l'espace vectoriel à divergence est nulle, aussi connue sour le
nom de projection de  Hodge . Une seconde méthode est celle développée notamment
par Powell et al. [Asl93, BB80, PRM+95, Pow94] dans laquelle des termes proportionnels
à la divergence du champ magnétique sont ajoutés au terme source :
∂tρ+∇ · (ρv) =0,
∂t (ρv) +∇ · (ρv ⊗ v) +∇p =J ×B −∇ · pi−B∇ ·B,
∂t (ρE) +∇ · (ρEv + pv) = (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q)
−v ·B∇ ·B,
∂tB +∇×E =−v∇ ·B,
(4.1.10)
où µ0 est la perméabilité du vide. Il a notamment été prouvé que l'ajout de ce terme
améliorait la robustesse des schémas pour les volumes ﬁnis [TO96].
Pour assurer cette condition de manière forte, il est également possible de réécrire le
champ magnétique B sous la forme d'un potentiel vecteur A tel que :
B = ∇×A. (4.1.11)
Déﬁnir le champ magnétique par un potentiel vecteur permet d'assurer par déﬁnition la
condition d'absences de monopôles magnétiques (4.1.5), mais cette équation impose que le
potentiel vecteur A soit au minimum de régularité C1, pour que l'équation suivante soit
vériﬁée au sens fort :
∇h · (∇h ×Ah) = 0. (4.1.12)
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4.1.1.3 Opérateurs diﬀérentiels de la MHD réduite
Lors de la résolution de systèmes de la MHD réduite comme (3.3.36), obtenu à partir
de la MHD complète, et réécrit ici :
∂tψ = [ψ,U ] + η(
∆ψ
µ0
− jc),
∂t (∆U) = [ ∆U,U ] + [ψ,
∆ψ
µ0
] + ν∆2U,
(4.1.13)
des dérivées d'ordre 3 et 4 apparaîssent. Or les éléments C0 tel que les P1 de Lagrange ne
sont pas assez riches pour décrire ces opérateurs. En eﬀet, cela revient à intégrer un dirac
multiplié avec une fonction discontinue ou avec un autre dirac : ce qui n'a pas de sens. Ainsi,
la résolution de ces systèmes de MHD réduite nécessite l'utilisation d'éléments C1. Pour
pallier ces dérivées d'ordres élevés on peut aussi introduire des variables supplémentaires
ce qui conduit à augmenter artiﬁciellement la taille du problème discret. L'utilisation de
variables supplémentaires revient à résoudre le système du Current Hole à 4 équations
(3.3.35) qui peut lui être résolu avec des éléments C0 comme les P1 de Lagrange par
exemple.
4.1.2 Présentation sur un problème modèle
Aﬁn d'étudier et d'utiliser d'une façon simple le concept d'éléments ﬁnis (EF), nous
introduisons dans ce paragraphe la résolution d'un problème modèle général. Soit Ω un
domaine borné régulier de R2 dont le bord du domaine est noté Γ. On considère l'équation
suivante :
∂tω + L (∂, ω) = f, dans Ω, ∀t > 0, (4.1.14)
avec ω représentant généralement un vecteur contenant les variables du système, qui sont
elles mêmes fonction des variables spatiales x = (x1, x2, x3)
t, et L une application linéaire
telle que :
L (∂, ω) =
∑
|p|≤2
Ap (ω) ∂pω, (4.1.15)
où
∂pω = ∂p1x1∂
p2
x2∂
p3
x3ω. (4.1.16)
On suppose que sur la frontière Γ du domaine, la solution vériﬁe la condition de Dirichlet :
ω(x, t) = g(x) ∀x ∈ Γ, ∀t > 0 (4.1.17)
et que cette équation admet pour condition initiale, nécessaire pour fermer le problème :
∀x ∈ Ω, ω(x, 0) = ω0 (x) . (4.1.18)
Dans le cas des éléments C1, les variables ont des degrés de libertés qui induisent des
conditions sur les dérivées premières et secondes.
88
4.1.3 Formulation faible
La formulation faible de ce problème est obtenue en multipliant cette équation par une
fonction test B dans un espace de fonctions suﬃsamment régulières et nous intégrons sur
le domaine Ω ∫
Ω
(∂tω + L (∂, ω) )B =
∫
Ω
fB. (4.1.19)
On déduit la formulation variationnelle de ce problème :
Trouver ω telle que
∂t (ω,B) + a (ω,B) = l (B) , ∀B,
ω(0, x) = ω0 (x) , ∀x ∈ Ω,
ω(t, x) = g(x) , ∀x ∈ Γ,
(4.1.20)
où a et l sont les fonctions associées au problème, (., .) représente le produit scalaire L2
et f est une fonction de L2(]0, Tf [, L
2 (Ω)). Enﬁn, ω0 est une fonction de L2 (Ω) et g de
L2 (Ω).
4.1.4 Méthode de Galerkin
La méthode de Galerkin associée naturellement avec la méthode des éléments ﬁnis, peut
être décrite comme l'approximation de la formulation variationnelle d'une équation aux
dérivées partielles (EDP), ou d'un système d'EDP, sur des espaces fonctionnels approchés
de dimensions ﬁnies. Le domaine Ω est discrétisé par un partitionnement Ωh composé de
Nel éléments notés Ωe.
Ωh =
Nel⋃
1
Ωe (4.1.21)
Ces éléments recouvrent le domaine et ils sont soit disjoints soit reliés par une arête ou un
sommet. Ainsi, la méthode de Galerkin consiste à chercher les inconnues dans les mêmes
espaces approchés Vh. Le problème discrétisé en espace mais continu en temps s'écrit alors :
Trouver ωe ∈ Vh telle que ,
∂t (ωe,Be) + a (ωe,Be) = l (Be) ∀Be ∈ Vh ⊂ L2 (Ω) ,
ωe(0, x) = ω
0
e (x) , ∀x ∈ Ω,
ωe(t, x) = ge(x) , ∀x ∈ Γ,
(4.1.22)
Ce système peut s'écrire sous forme matricielle, il se met sous la forme d'un système
d'équations diﬀérentielles du premier ordre :
M∂tW +
∑
p
∑
q
Kp,qW = F, (4.1.23)
où W est le vecteur des inconnues nodales, M est la matrice de masse, F le terme source
et K représente les matrices associées aux termes diﬀérentiels.
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Après discrétisation du domaine Ω, la formulation faible du problème se réécrit :∫
Ω
(∂tωe + L (∂, ωe) )Be =
∫
Ω
fBe (4.1.24)
où
ωe = We · Be avec We ≡ ωe. (4.1.25)
Les matrices M , K et F sont remplies à partir de l'assemblage des matrices élémentaires
Me, Ke et Fe suivantes :
Me =
∫
Ω
Be (x)⊗ Be (x) , (4.1.26)
Kp,qe =
∫
Ω
Cp,qe (x, ωe) (∂
p
xBe (x)⊗ ∂qxBe (x) ) , (4.1.27)
Fe =
∫
Ω
feBe (x) . (4.1.28)
Ces matrices composées sont calculées avec l'intégration des points de Gauss [Dun85] telles
que :
Me =Ve
Ng∑
g
βgBe (ξg)⊗ Be (ξg) , (4.1.29)
Kp,qe =Ve
Ng∑
g
βgC
p,q
e (x, ωe) (∂
p
xBe (ξg)⊗ ∂qxBe (ξg) ) , (4.1.30)
Fe =Ve
Ng∑
g
βgBe (ξg) , (4.1.31)
où Ve est l'aire de l'élément, ici un triangle, et βg et ξg sont respectivement les poids et la
valeur de ces points d'intégration.
4.1.5 Discrétisation temporelle
Pour ﬁnir cette présentation de la résolution de ce problème, la discrétisation en temps
utilise une approximation de type diﬀérences ﬁnies. En eﬀet, on discrétise en temps sur
[0, Tf ] avec un pas de temps ∆t :
M
Wn+1 −Wn
∆t
+K
(
θWn+1 + (1− θ)Wn) = θFn+1 + (1− θ)Fn, (4.1.32)
avec θ le paramètre de la méthode compris dans l'intervalle [0, 1]. Le choix (θ = 0) corre-
spond au schéma d'Euler explicite, (θ = 1) à celui d'Euler implicite et (θ = 1/2) au schéma
de Crank-Nicholson. On notera que les deux premières méthodes sont d'ordre 1 alors que
le schéma de Crank-Nicholson est d'ordre 2.
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4.2 Eléments ﬁnis stabilisés
Cette partie présente les éléments ﬁnis stabilisés en commençant tout d'abord par un
récapitulatif des diﬀérentes méthodes de stabilisation existantes [Wer10, Bil09] dont la
méthode SUPG qui sera plus particulièrement étudiée. Après ces généralités, on détaille
l'intérêt de stabiliser les systèmes dominés par l'advection tels que les systèmes de la MHD.
Ensuite, on détaille le développement et la mise en ÷uvre de la méthode de stabilisation
SUPG. Cette méthode de stabilisation nécessite l'utilisation d'un paramètre τ dont le choix
fait l'objet du paragraphe 4.2.3.1. De même, le paragraphe 4.2.3.2 est consacré au terme de
capture de choc qui a pour objectif de diminuer les oscillations apparaîssant sur la solution
lorsque les gradients de celle ci sont forts. Cette section sur la stabilisation se poursuit par
une analyse de stabilité L2 de la méthode SUPG sur une équation d'advection 1D. Cette
étude permet de conclure quant à la stabilité L2 de cette méthode de résolution qu'elle
soit résolue de manière explicite, semi-implicite ou implicite. Enﬁn cette partie se termine
par une application numérique sur un cas test analytique s'apparentant à un problème de
transport 1D.
4.2.1 Généralités sur les éléments ﬁnis stabilisés
Initialement conçus pour traiter des problèmes symétriques et coercifs comme cela est le
cas en mécanique des milieux déformables, les éléments ﬁnis ont été rapidement employés
en dehors de ce contexte pour résoudre notamment des problèmes de la mécanique des
ﬂuides. Cette méthode est inadaptée car instable pour la simulation d'écoulements dominés
par l'advection comme les systèmes de la MHD (l'explication sera développée dans la
partie suivante  intérêt de stabiliser ). Pour remédier à cette instabilité, il est nécessaire
d'ajouter dans la formulation variationnelle discrète un terme supplémentaire qui permet
d'assurer la stabilité du schéma numérique obtenu en conservant la consistance et l'ordre
de la méthode. Ce type de méthodes dits d'éléments ﬁnis stabilisés (EFS), est apparu à la
ﬁn des années 1970 pour des équations de type advection-diﬀusion [BH82, Hug78].
Les méthodes éléments ﬁnis stabilisés dont l'origine est rappelée par Hughes [Hug95]
sont divisées en deux grandes familles qui sont les méthodes de type Petrov-Galerkin et les
méthodes multi-échelles. On classe dans la catégorie des méthodes multi-échelles les élé-
ments ﬁnis de type bulles [BBF+92, FF95], les méthodes  algebraic subgrid scale  (ASGS)
[Cod00, Hug95],  Variational MultiScale  (VMS) [Hug95] et la méthode de pénalisation
intérieure [BE07, BFH06, DD76] ou encore la méthode de projection [Cod08, CB00].
La méthode de stabilisation avec des fonctions bulles est une méthode multi-échelle
[Hug95]. Les fonctions bulles sont des polynômes d'ordres élevés qui s'annulent sur les élé-
ments de bords. Elles sont utilisées par les défenseurs de la méthode des éléments ﬁnis de
Galerkin lorsque celle-ci échoue. En pratique la qualité d'approximation est souvent  pau-
vre , due au fait que les polynômes bulles ne soient souvent pas une bonne représentation
de l'intérêt du phénomène  subgridscale .
Pour la méthode de stabilisation par pénalité intérieure continue l'idée est d'ajouter
une pénalisation par les moindres carrés sur le saut du gradient entre éléments voisins
comme si toutes les stabilités étaient traitées uniformément.
La deuxième famille de méthodes d'éléments ﬁnis stabilisés sont des éléments de type
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Petrov-Galerkin [HM86b]. Elle regroupe les méthodes  Streamline-Upwind Petrov Galerkin 
(SUPG) [BH82],  Pressure Stabilization Petrov Galerkin  (PSPG) [FF92, HFB86], Galerkin
Least Square  (GLS) [HFH89] et  Gradient Galerkin Least Square  (GGLS) [FFH92].
Après cette courte introduction sur les diﬀérentes méthodes de stabilisation existantes
pour les éléments ﬁnis, nous allons présenter, sur un problème modèle, les raisons qui
incitent à utiliser une stabilisation.
4.2.2 Nécessité de la stabilisation
Cette partie présente la nécessité de stabiliser lorsque l'on étudie numériquement des
problèmes dominés par l'advection, comme le système de la MHD. Il sera montré que
l'utilisation d'une méthode éléments ﬁnis avec des éléments P1 de Lagrange pour résoudre
ce système correspond à une résolution avec un schéma volumes ﬁnis ou diﬀérences ﬁnis
avec un ﬂux centré. Ce schéma aux volumes ﬁnis est connu pour être numériquement
instable.
Le système conservatif de la MHD idéale se réécrit sous la forme :
∂tω +∇ · F (ω) = 0, (4.2.1)
ou encore sous la forme quasi-linéaire
∂tω +
3∑
i=1
Ai∂xiω = 0, (4.2.2)
où Ai sont les matrices jacobiennes telles que :
Ai =
∂Fi
∂ω
. (4.2.3)
Ainsi, si on considère Ω un domaine borné régulier de Rd, le problème aux limites s'écrit :
∂tω(t, x) +∇ · F (ω(t, x)) =0, ∀x ∈ Ω, ∀t ∈ [0, Tf ]
ω(t, x) =ωΓ(t, x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ]
ω(0, x) =ω0(x), ∀x ∈ Ω, à t = 0,
(4.2.4)
où ∂Ω représente le bord du domaine Ω. Pour résoudre ce système avec la méthode des
éléments ﬁnis, on cherche à obtenir la formulation faible de ce système. En ce sens, com-
mençons tout d'abord par multiplier le système par une fonction test φ dans l'espace V de
fonctions suﬃsamment régulières et ensuite on intègre sur le domaine Ω, espace de calcul :∫
Ω
(∂tω +∇ · F (ω))φdΩ = 0. (4.2.5)
Le problème variationnel est donc :
Trouver ω ∈ S telle que ,∫
Ω
(∂tω +∇ · F (ω))φdΩ = 0, ∀φ ∈ V,
ω(t, x) =ωΓ(t, x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ]
ω(0, x) =ω0(x), ∀x ∈ Ω, à t = 0,
(4.2.6)
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où S est également un espace de fonctions suﬃsamment régulières. Le problème variationnel
sous l'approximation de Galerkin se réécrit alors :
Trouver ωh ∈ Sh telle que ,∫
Ω
(∂tωh +∇ · F (ωh))φhdΩ = 0 ∀φh ∈ Vh
ωh(t, x) =ω
Γ
h (t, x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ]
ωh(0, x) =ω
0
h(x), ∀x ∈ Ω, à t = 0.
(4.2.7)
On approche la variable ω par :
ω ≈
Nel∑
j=1
ωj(t)ψj(x), où ψj ∈ Sh, (4.2.8)
avec ψ les fonctions de bases de l'espace Sh. Pour F (ω) on utilise la linéarisation suivante :
F (ω) ≈
Nel∑
j=1
F (ωj(t))ψj(x), où ψj ∈ Sh. (4.2.9)
Dans le cas de la méthode de Galerkin, les fonctions de bases sont prises dans les mêmes
espaces : Sh = Vh. La formulation faible devient alors :
Nel∑
j=1
∂ωj
∂t
∫
ω
φjφidΩ +
Nel∑
j=1
F (ωj)
∫
ω
∇ · (φj)φidΩ = 0. (4.2.10)
Pour simpliﬁer, on se place pour la suite dans le cas 1D. On a donc :
Nel∑
j=1
∂ωj
∂t
∫
ω
φjφidx+
Nel∑
j=1
F (ωj)
∫
ω
∂x(φj)φidx = 0. (4.2.11)
En posant les matrices M et C suivantes :
M = (Mij)ij , Mij =
∫
Ω
φjφidx, (4.2.12)
C = (Cij)ij , Cij =
∫
Ω
∂φj
∂x
φidx. (4.2.13)
le schéma se réécrit :
Ns∑
j=1
Mij
dWj
dt
+ CijF (Wj) =0, (4.2.14)
i.e. M
dWh
dt
+ CF (Wh) =0. (4.2.15)
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M n'est pas une matrice diagonale. On cherche donc à condenser cette matrice pour ré-
soudre explicitement le problème. Cette technique usuelle [EGM09, EJ97, GLS78, Neu73]
consiste à approcher la matrice M par une matrice diagonale dont le coeﬃcient diagonal
de la ligne i est la somme des coeﬃcients de cette même ligne i. Ainsi, cette matrice M
devient :
M ' ∆xI. (4.2.16)
Avec la formulation d'Euler explicite pour la discrétisation temporelle et si on utilise les
éléments P1 de Lagrange, on retrouve ici un schéma volumes ﬁnis ou de diﬀérences ﬁnies
avec un ﬂux centré :
ωn+1h − ωnh
∆t
+
F (ωi+1)− F (ωi−1)
2∆x
= 0. (4.2.17)
Cette méthode des volumes ﬁnis avec un ﬂux centré est connue pour être instable numérique-
ment.
Ainsi, cette méthode de résolution est instable pour les systèmes de la MHD. On
présente donc dans la partie suivante la méthode de stabilisation SUPG.
4.2.3 Stabilisation SUPG
Le système de la MHD est dominé par l'advection. Pour illustrer, la méthode de stabili-
sation SUPG nous étudions au préalable la résolution de l'équation plus simple d'advection
1D :
∂tρ+ u · ∇ρ = 0, (4.2.18)
avec ρ la quantité transportée et u la vitesse d'advection. Ce problème est déﬁni sur un
domaine Ω borné régulier. Sur la frontière ∂Ω de ce domaine la solution vériﬁe la condition
de Dirichlet :
ρ(t, x) = ρΓ(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ], (4.2.19)
et admet comme condition initiale nécessaire pour fermer ce problème la fonction ρ0 :
à t = 0, ρ(0, x) = ρ0(x), ∀x ∈ Ω. (4.2.20)
La formulation variationnelle associée à cette équation (4.2.18) est obtenue en multipliant
cette équation par une fonction test φ pris dans un espace de fonctions adéquat et en
intégrant sur le domaine Ω : ∫
Ω
(∂tρ+ u · ∇ρ)φdΩ = 0 (4.2.21)
Dans le cas d'une approximation de Galerkin standard les quantités ρ et les fonctions de
bases φ appartiennent au même espace Vh, approximation de V . Le problème variationnel
discret s'écrit alors :
Trouver ρh ∈ Vh telle que∫
Ω
(∂tρh + u · ∇ρh)φhdΩ = 0, ∀φh ∈ Vh,
ρ(t, x) =ρΓ(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ],
ρ(0, x) =ρ0(x), ∀x ∈ Ω.
(4.2.22)
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La résolution de cette équation nécessite l'utilisation d'une méthode de stabilisation.
Notre choix s'est porté sur la méthode de stabilisation SUPG. Quelques méthodes ont
précédé le développement de cette méthode SUPG parmi lesquelles les méthodes upwind
[Hug78] et streamline upwind [HB79]. Ces méthodes ont permis de résoudre certains prob-
lèmes comme le problème de diﬀusion dans certaines directions (voir [Bil09]). Néanmoins,
elles présentent encore quelques inconvénients et notamment au niveau de la consistance.
Brook et Hughes [BH82] ont proposé, pour résoudre cette diﬃculté, d'appliquer un terme
complet de stabilisation à l'ensemble des équations. Ainsi, l'idée originelle de la méth-
ode SUPG est de rajouter un terme de diﬀusion qui agit uniquement dans la direction
de l'écoulement sur l'ensemble de l'équation. Cette méthode permet aussi de conserver la
consistance du schéma numérique considéré. Elle est de type Petrov-Galerkin car elle sug-
gère la modiﬁcation des fonctions test φh en ajoutant une perturbation de type streamline
upwind agissant dans la direction de l'écoulement sur les dérivées spatiales uniquement :
φ˜h = φh + τhu · ∇φh, (4.2.23)
où τh est un coeﬃcient de stabilisation déﬁni sur chacun des éléments du maillage. Ce
paramètre permet de contrôler la quantité de diﬀusion numérique apportée au schéma. Le
choix de celui-ci fait l'objet du paragraphe 4.2.3.1.
Avec ces fonctions de bases φ˜h, la formulation faible de ce problème d'advection devient :
Trouver ρh ∈ Vh telle que∫
Ω
(∂tρh + u · ∇ρh)φhdΩ +
Nel∑
e=1
∫
Ω
τeu · ∇φh (∂tρh + u · ∇ρh) dΩ = 0,∀φh ∈ Vh,
ρh(t, x) =ρ
Γ
h(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ],
ρh(0, x) =ρ
0
h(x), ∀x ∈ Ω.
(4.2.24)
A l'origine, cette stabilisation a été conçue pour des problèmes stationnaires. Pour utiliser
cette méthode sur des problèmes instationnaires, tels que ceux de la MHD, Codina [Cod98]
propose de considérer le terme temporel du résidu comme un terme source. Le problème
s'écrit alors :
Trouver ρh ∈ Vh telle que∫
Ω
(∂tρh + u · ∇ρh)φhdΩ +
Nel∑
e=1
∫
Ω
τeu · ∇φh
(
∆ρnh
∆t
+ u · ∇ρh
)
dΩ = 0,∀φh ∈ Vh,
ρh(t, x) =ρ
Γ
h(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ],
ρh(0, x) =ρ
0
h(x), ∀x ∈ Ω,
(4.2.25)
avec ∆t le pas de temps et ∆ρnh déﬁni par :
∆ρnh = ρ
n+1
h − ρnh. (4.2.26)
Ainsi, si le domaine Ω est divisé en Nel éléments et ces éléments en Ns sommets, l'équation
95
se réécrit : ∀i ∈ [1;Ns]
Nel∑
e=1
Ns∑
j=1
∂tρj
∫
Ωe
φiφjdΩ +
Nel∑
e=1
Ns∑
j=1
uρj
∫
Ωe
φi∂xφjdΩ
+
Nel∑
e=1
Ns∑
j=1
τeu
∆ρnj
∆t
∫
Ωe
φj∂xφidΩ +
Nel∑
e=1
Ns∑
j=1
τeu
2ρj
∫
Ωe
∂xφj∂xφidΩ = 0.
(4.2.27)
Sans condenser la matrice de masse et en utilisant des éléments P1 de Lagrange, la formu-
lation discrète de cette équation est :
∆x
6
∂tρj−1 +
2∆x
3
∂tρj +
∆x
6
∂tρj+1 +
1
2
uτj
(
∆ρnj−1
∆t
− ∆ρ
n
j+1
∆t
)
=
−u
2
(ρj+1 − ρj−1)− u
2τj
∆x
(−ρj+1 + 2ρj − ρj−1) ,
(4.2.28)
avec
ρj = ρh(xj). (4.2.29)
Le terme temporel du résidu étant déﬁni de manière implicite, on verra dans l'analyse
de stabilité L2, dans le paragraphe 4.2.4, que l'ensemble de l'équation doit être résolue
implicitement pour garantir cette stabilité. En eﬀet, les résultats montreront que résolue
de manière explicite ce problème est inconditionnellement instable.
Ainsi, pour gagner en stabilité, nous proposerons de faire une résolution semi-implicite
ou implicite complète. Pour cela, on pose m et p des coeﬃcients déﬁnis en fonction des
coeﬃcients β et γ pris dans [0; 1] tels que :
m =n+ β, (4.2.30)
p =n+ γ, (4.2.31)
c'est-à-dire que ρm et ρp sont déﬁnis par :
ρm =βρn+1 + (1− β) ρn, (4.2.32)
ρp =γρn+1 + (1− γ) ρn. (4.2.33)
Le problème d'advection 1D dans le cas d'une résolution implicite ou semi-implicite a pour
formulation faible
∫
Ω
(∂tρh + u · ∇ρmh )φhdΩ +
Nel∑
e=1
∫
Ωe
τeu∇φh(∆ρ
n
h
∆t
+ u∇ρph)dΩ = 0. (4.2.34)
Ainsi, le problème variationnel de cette équation d'advection 1D résolu de manière implicite
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ou semi-implicite s'écrit alors :
Trouver ρh ∈ Vh telle que∫
Ω
(∂tρh + u · ∇ρmh )φhdΩ +
Nel∑
e=1
∫
Ω
τeu · ∇φh
(
∆ρnh
∆t
+ u · ∇ρph
)
dΩ = 0, ∀φh ∈ Vh,
ρh(t, x) =ρ
Γ
h(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ],
ρh(0, x) =ρ
0
h(x), ∀x ∈ Ω.
(4.2.35)
Il est possible de faire diﬀérents choix sur β et γ, suivant que l'on souhaite une résolution
plus ou moins explicite ou implicite. La résolution est dite semi-implicite si les coeﬃcients
β et γ sont pris tels que :
0 < β < 1 et 0 < γ < 1. (4.2.36)
Parallèlement à un développement de la résolution implicite, on a repris le résidu de
l'équation stationnaire. On a donc cherché à ne stabiliser que la partie convective de l'équa-
tion. Dans ce cas, la formulation faible de ce problème d'advection se réécrit :

Trouver ρh ∈ Vh telle que∫
Ω
(∂tρh + u · ∇ρh)φhdΩ +
Nel∑
e=1
∫
Ω
τeu · ∇φh (u · ∇ρh) dΩ = 0,∀φh ∈ Vh,
ρh(t, x) =ρ
Γ
h(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ],
ρh(0, x) =ρ
0
h(x), ∀x ∈ Ω,
(4.2.37)
En utilisant les éléments P1 de Lagrange et en condensant la matrice, la formulation
discrète en espace associée à l'équation (4.2.37) s'écrit alors :
∂tρi + u
ρi+1 − ρi−1
2∆x
+
u2τi
(∆x)2
(−ρi+1 + 2ρi − ρi−1) = 0. (4.2.38)
Le dernier terme de cette équation (4.2.38) est de la forme d'un laplacien, il est donc
diﬀusif.
Plus généralement, sur les systèmes de conservatifs de la MHD (4.2.1) la méthode
de stabilisation SUPG s'applique également. Pour cela, on utilise la forme quasi-linéaire
(4.2.2). Avec les fonctions de base φ˜h munies de la stabilisation SUPG, la formulation faible
de ce système devient si on ne tient pas compte de la partie temporelle du résidu :
Trouver ωh ∈ Vh tel que , ∀φh ∈ Vh,∫
Ω
(∂tωh +∇ · F (ωh))φhdΩ +
Nel∑
e=1
∫
Ωe
τeA · ∇φh (∇ · F (ωh)) dΩ = 0,
ρh(t, x) =ρ
Γ
h(x), ∀x ∈ ∂Ω, ∀t ∈ [0, Tf ],
ρh(0, x) =ρ
0
h(x), ∀x ∈ Ω.
(4.2.39)
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La version discrète en espace de cette équation revient à un schéma volumes ﬁnis de type
Lax-Wendroﬀ
∂tω +
F (ωi+1)− F (ωi−1)
2∆x
+
τiAi
(∆x)2
(−F (ωi+1) + 2F (ωi)− F (ωi−1)) = 0. (4.2.40)
4.2.3.1 Diﬀérents choix de τ : paramètre de stabilisation
Le choix de ce paramètre de stabilisation τ est délicat. Tout d'abord, τ est une matrice
locale sur chacun des éléments du maillage. Il existe une liste exhaustive de déﬁnitions
existantes pour ce paramètre τ [Tez03]. On en cite ici 3 [Wer10] en commençant par le plus
simple :
τ1e =
h
|u|+cI, (4.2.41)
où h est une des longueurs caractéristique de l'élément [FV00, JK07], c la vitesse du son,
u la vitesse et I la matrice identité. Il faut noter que cette matrice τ est donc diagonale et
que le même coeﬃcient sera appliqué à toutes les équations.
Pour le problème de la MHD les jacobiennes Ai correspondent à la généralisation de la
vitesse d'advection, elles peuvent donc être utilisées pour construire le paramètre de sta-
bilisation τ2e déﬁni alors par :
τ2e =
( Ns∑
i=1
|A1∂xφi +A2∂yφi +A3∂zφi|
)−1
. (4.2.42)
Ce type de paramètre est moins répandu car il nécessite l'inversion d'une matrice ce qui
est coûteux. Il existe néanmoins des publications, ayant pour sujet le schéma SUPG, où
des termes de stabilisation analogues sont utilisés [AS10].
Le dernier paramètre de stabilisation déﬁni ici a été proposé par Tezduyar et Senga [TS06].
Il s'agit à nouveau d'une matrice diagonale :
τ3e =
( Ns∑
i=1
c|j · ∇φi|+ |u · ∇φi|
)−1
I, (4.2.43)
où j est un vecteur unitaire déﬁni par :
j =
∇ρ
‖ρ‖ . (4.2.44)
4.2.3.2 Capture de choc
En présence de forts gradients, la méthode SUPG n'empêche pas l'apparition locale
d'oscillations, aussi appelées phénomènes de Gibbs. Ces apparitions locales d'oscillations
s'expliquent par le fait que le schéma ne soit ni monotone ni TVD (Total Variation Di-
minishing). Il est cependant nécessaire de contrôler ces oscillations qui peuvent avoir des
conséquences nuisibles et notamment leurs ampliﬁcations peuvent causer la divergence de
la solution. Pour pallier ce problème un terme de diﬀusion supplémentaire est généralement
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introduit : il est appelé  Capture de choc . Ce sujet a fait l'objet de nombreuses études
[BRAT93, HM86a, HMA86, SHJ91]. Ce terme de capture de choc est rajouté directement
au modèle tel que :
∂tω +∇ · F (ω) = ∇ · (νchoc∇ω). (4.2.45)
Il suﬃt de rajouter le terme de capture de choc pour obtenir la formulation discrète à
partir de l'équation (4.2.40). Ainsi, cette équation en version discrète en espace s'écrit :
∂tωi +
F (ωi+1)− F (ωi−1)
2∆x
− τiAi
(∆x)2
(F (ωi+1)− 2F (ωi) + F (ωi−1))
− (νchoc)i
∆x
(ωi+1 − 2ωi + ωi−1) = 0.
(4.2.46)
Ce terme de capture de choc est pondéré par un coeﬃcient νchoc qui permet d'agir seulement
lors de forts gradients. Ce paramètre νchoc donne donc une indication sur l'amplitude des
gradients. Comme pour le paramètre τ il n'existe pas de déﬁnition unique et optimale pour
ce terme.
4.2.4 Analyse de stabilité L2
Dans cette partie, on étudie la stabilité L2 de la méthode de résolution. Dans un premier
temps, on étudie le cas où dans le résidu le terme temporel est conservé et considéré comme
un terme source. Dans un second temps, on a étudié la stabilité L2 dans le cas où on ne
stabilise que la partie convective de l'équation.
Aﬁn d'étudier la stabilité L2, on utilise une approche naturelle d'ampliﬁcation des
erreurs : la théorie de Von Neumann. Cette méthode est basée sur l'utilisation de la trans-
formée de Fourier. Cette technique consiste à distinguer un par un les modes d'oscillations
de la solution. Pour mettre en avant l'ampliﬁcation des erreurs, on pose :
ρnj = A
neijθ, ∀j, ∀n. (4.2.47)
La solution obtenue sera stable L2 si :
∀θ, |g(θ)|2 ≤ 1, (4.2.48)
avec
g(θ) =
An+1
An
. (4.2.49)
Résidu avec terme temporel
Dans un premier temps, cette analyse de stabilité est eﬀectuée sur le problème variation-
nel (4.2.25), soit avec le terme temporel dans le résidu pris comme un terme source. Ainsi,
dans le cas explicite, les équations (4.2.28) et (4.2.47) permettent d'obtenir la fonction g(θ)
sous la forme suivante :
g(θ) = 1− ∆t
∆x
ıu sin θ +
2u2τ
∆x
(1− cos θ)
(cos θ + 2)
3
− iu τ
∆x
sin θ
(4.2.50)
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En imposant les conditions suivantes :
u = 1,
∆t
∆x
= σ, τ =
∆t
2
, (4.2.51)
alors cette fonction g(θ) ne dépend plus que de σ, coeﬃcient lié à la condition de CFL, et
de θ :
g(θ) = 1− σ i sin θ + σ(1− cos θ)
(cos θ + 2)
3
− iσ
2
sin θ
. (4.2.52)
La stabilité L2 dépendant de σ, sur la ﬁgure 4.6 on a tracé plusieurs courbes de |g(θ)|2 en
fonction de θ suivant plusieurs coeﬃcients σ choisis.
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Figure 4.6  Stabilite L2 suivant σ avec résidu temporel.
Les courbes obtenues sur la ﬁgure 4.6 montrent que lors d'une résolution explicite
quelque soit le coeﬃcient σ choisi il n'est pas possible d'obtenir la stabilité L2. En eﬀet, σ
ne change pas le sens de variation de la courbe |g(θ)|2 et donc même si le coeﬃcient σ est
pris très petit la condition (4.2.48) ne sera pas assurée et donc la stabilité non plus.
Dans cette résolution explicite on a conservé dans le résidu la partie temporelle. Ce
terme temporel du résidu est pris comme un terme source et résolu implicitement. Ce double
schéma explicite-implicite rend la résolution inconsistante. Pour préserver la consistance,
on utilise une résolution implicite ou semi-implicite. Dans la suite, on a étudié la stabilité
L2 avec ce type de résolution.
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Toujours dans le cas où on considère le résidu temporel comme un terme source, on
étudie la stabilité du problème variationnel (4.2.35) où l'équation d'advection 1D est résolue
de manière implicite. Reprenons les déﬁnitions (4.2.47) pour calculer la fonction g(θ) dans
les cas implicite ou semi-implicite dans les mêmes conditions (4.2.51) :
g(θ) = 1− σ i sin θ − σ(cos θ − 1)
cos θ + 2
3
− γσ2(cos θ − 1)− i
(
σ sin θ
2
− βσ sin θ
) . (4.2.53)
Les graphiques des ﬁgures 4.7 et 4.8 montrent en polaire les résultats obtenus pour
|g(θ)|2. Pour vériﬁer la stabilité L2 il faut que la courbe obtenue soit à l'intérieur du cercle
unité (représenté en noir si le cercle représenté n'est pas le cercle unité).
Avec cette visualisation si le coeﬃcient σ est trop petit la courbe obtenue ne se distingue
plus du cercle unité sans pour autant qu'on sache si eﬀectivement la courbe est à l'intérieur
ou non. On a imposé une condition σ égale à 0.5.
Figure 4.7  Stabilite L2 pour β = 0 et β = 0.25
Ces deux graphiques de la ﬁgure 4.7 montrent que pour β = 0 et β = 0.25 la solu-
tion obtenue sera instable. Ces graphiques permettent donc de conclure l'existence d'une
condition de stabilité sur β.
Les graphiques de la ﬁgure 4.8 montrent que pour un β pris dans l'intervalle [0.5; 1]
les solutions obtenues seront L2-stable. Ces graphiques montrent également les résultats
attendus que s'il est fait le choix de l'implicite total alors la solution obtenue sera plus
stable. Mais même si l'implicite total semble la meilleure solution en terme de stabilité, le
semi-implicite avec
β = 0.5 et γ = 0.5, (4.2.54)
est un bon compromis. Ces conditions de résolution semi-implicite (4.2.54) correspondent
à un schéma de Crank-Nicholson.
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Figure 4.8  Stabilite L2 pour β = 0.5 et β = 1
Stabilisation de la partie convective uniquement
A present, on étudie la stabilité L2 dans le cas où on a cherché à stabiliser que la
partie convective de l'équation. Reprenons le cas explicite pour lequel la résolution avec
la considération du terme temporel dans le résidu est inconditionnellement instable. Dans
la suite, on étudie donc la stabilité du problème (4.2.37). Dans ces conditions, la fonction
g (θ) est :
g(θ) = 1− σ i sin θ + σ(1− cos θ)
(cos θ + 2)
3
. (4.2.55)
La ﬁgure 4.9 représente plusieurs courbes de |g(θ)|2 en fonction de θ suivant plusieurs
coeﬃcients σ choisis. Ce graphique 4.9 montre que sans la partie temporelle du résidu la
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Figure 4.9  Stabilite L2 suivant σ sans stabilisation temporelle
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stabilité est assurée sous une condition sur le coeﬃcient σ. En passant à une résolution
semi-implicite ou implicite, on espère que la résolution sera inconditionnellement stable.
Dans le cas d'une résolution implicite ou semi-implicite, la fonction g (θ) devient :
g(θ) = 1− σ i sin θ − σ(cos θ − 1)
cos θ + 2
3
− γσ2(cos θ − 1) + iβσ sin θ
. (4.2.56)
Dans le cas de la résolution explicite sans le terme temporel dans le résidu, la stabilité était
assurée sous une condition sur le coeﬃcient σ lié à la condition de CFL. En eﬀet, pour un
coeﬃcient σ supérieur à 0, 6, le problème n'était plus L2 stable.
Pour la résolution implicite on a étudié les cas semi-implicite de Crank-nicholson sur
la ﬁgure 4.10a et le cas implicite total sur la ﬁgure 4.10b.
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(a) Stabilite L2 pour résolution avec Crank-
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Figure 4.10  Stabilite L2 suivant σ sans stabilisation temporelle pour des cas implicites
La ﬁgure 4.10a illustre que pour un schéma de Crank-Nicholson qui est un schéma d'ordre
2 il n'y a plus de condition de stabilité sur le coeﬃcient σ. Au contraire, le graphique 4.10b
présente un schéma implicite complet et montre qu'avec ce schéma d'ordre 1 le problème
reste L2-stable sous une condition sur σ.
Pour conclure sur cette étude de la stabilité L2, pour résoudre les modèles de la MHD
dominés par l'advection, on peut utiliser la méthode SUPG sous condition. Cette analyse
montre que la méthode de Crank-Nicholson représente un bon compromis dans le cas
où le terme temporel est conservé dans le résidu et une méthode assurant la stabilité
sans condition sur σ dans le cas où la stabilisation n'est que sur la partie convective de
l'équation.
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4.2.5 Résultats numériques
Dans cette partie on présente deux cas tests analytiques. Un basique sur le système de
la MHD idéal en 1D et un sur l'équation d'advection 1D. Ces cas tests ont pour objectif
l'utilisation de la méthode SUPG et l'obtention de résultats numériques sur des premiers
cas 1D.
4.2.5.1 Cas test de MHD 1D résolu avec la méthode SUPG
On présente ici un cas test analytique du système conservatif ﬂuide de la MHD dans le
cas idéal (3.1.74) en dimension 1 qui s'apparente à un problème basique de transport 1D.
Ce cas test est résolu avec la méthode des éléments ﬁnis stabilisés avec des éléments P1
de Lagrange et une méthode de stabilisation SUPG. Ce cas test est déﬁni sur le domaine
Ω = [0; 2], discrétisé avec un pas de maillage δh = 0.02 et ce cas test a pour durée totale
de simulation Tf = 1. On pose pour conditions initiales :
ρ =1 + exp(
−(x− 0.25)2
0.0095
),
Bx =1,
p =1,
vx =1.
(4.2.57)
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Figure 4.11  Solution analytique de la densité
La ﬁgure 4.11 présente le graphique de la solution exacte. En réalité, la simulation
obtenue avec la méthode des éléments ﬁnis stabilisés (cf : ﬁgure 4.12) présente des oscil-
lations appelées phénomène de Gibbs. Ces oscillations doivent être atténuées avec l'ajout
du terme de capture de choc.
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Figure 4.12  Solution obtenue avec la méthode des éléments ﬁnis stabilisés
L'ajout du terme de capture de choc dans cette équation dégrade fortement la solution
obtenue sur le graphique 4.13. En eﬀet, les gradients des oscillations ne sont pas plus forts
que ceux de la solution.
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 0  0.5  1  1.5  2
de
ns
ite
x
Solution numerique avec capture de choc
Initial
Final : T=1
Figure 4.13  Solution fortement dégradée obtenue avec la méthode des éléments ﬁnis
stabilisés et le terme de capture de choc
Ce cas test étant analytique, il permet de vériﬁer sur la ﬁgure 4.14 que l'ordre de conver-
gence de la méthode des éléments ﬁnis stabilisés est bien d'ordre 2 .
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Figure 4.14  Vériﬁcation de l'ordre de convergence.
4.2.5.2 Cas test d'advection 1D résolu avec la méthode SUPG
Dans la suite de cette étude on prend un cas test de transport sur l'équation d'advection
1D et on pose plus simplement : ∀x ∈ [0; 2]
ρ =1 + exp
(
− (x− 0.25)2
0.0095
)
u =1.
(4.2.58)
Ce cas test analytique est résolu avec la méthode des éléments ﬁnis stabilisés et plus
particulièrement avec la méthode SUPG. Pour cette méthode de résolution on a choisi
pour paramètre de stabilisation : τ =
∆x
2
. Pour ce cas test la condition de CFL est
imposée à 0.15. Le graphique de la ﬁgure 4.15 représente la solution obtenue au temps Tf
de 1 dans le cas d'une résolution explicite.
En utilisant la méthode de résolution semi-implicite de Crank-Nicholson : β = γ = 0.5 la
ﬁgure 4.16 montre que la solution obtenue ne présente plus ni oscillations ni augmentations
de l'amplitude.
106
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 2.2
 0  0.5  1  1.5  2
de
ns
ite
x
Transport de densite
T=1
Initial
Figure 4.15  Solution d'une équation de transport avec la méthode des EFS
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Figure 4.16  Résolution d'une équation de transport avec les méthodes des EFS et semi-
implicite de Crank-Nicholson
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4.3 Eléments ﬁnis C1 de Bell
La résolution du système de la MHD complète (3.1.57) nécessite une certaine régularité
sur les éléments utilisés dans la méthode de résolution par éléments ﬁnis, notamment lors de
l'introduction du potentiel vecteur. Cette présentation des éléments ﬁnis de Bell commence
par la motivation de ce choix et l'exposition de leurs intérêts particuliers. La partie suivante
donne les déﬁnitions et les propriétés de ces éléments. Pour ﬁnir, on développe la mise en
application et l'utilisation des ces éléments en vue de leur utilisation sur des cas-tests
numériques présentés dans le chapitre suivant.
Les éléments ﬁnis de Bell, aussi nommés  Reduced quintic element  [Jar04, SF73] (ou
encore TUBA 3 element [AFS68]) ont pour intérêts d'être C1, triangulaires et connectés
uniquement aux n÷uds du maillage. Les éléments triangulaires sont préférés car ils sont
plus ﬂexibles pour représenter les géométries complexes et pour ensuite raﬃner le mail-
lage. L'intérêt d'une connection exclusivement nodale est que même sur un maillage non
structuré, les variables ne sont déﬁnies qu'aux noeuds du maillage et ne nécessite donc pas
d'interpolation sur d'autres points de l'élément.
4.3.1 Déﬁnition et propriétés des éléments ﬁnis de Bell
Les éléments de Bell [Bel68, Bel69, Bra02, Jar04] sont connus pour être bien adap-
tés pour des problèmes de type elliptique, la diﬀusion anisotropique, l'équation de Grad-
Shafranov et les systèmes temporels de la MHD. Plus particulièrement, ces éléments déﬁnis
en 2D sont bien adaptés pour des problèmes 3D dont la troisième dimension est représen-
tée par des séries de Fourier [Jar04]. Bien que ce type d'éléments ait été développé dans les
années 1960 [CKLO57], principalement pour des applications en mécanique des structures,
ils sont considérés avec intérêt pour les systèmes de la MHD dans les plasmas magnétisés.
Les éléments ﬁnis de Bell s'utilisent donc sur un domaine Ω 2D discrétisé par un
maillage triangulaire régulier Ωh. Chacun des éléments e ∈ Ωh est déﬁni par ses 3 sommets
(xi, xi−1, xi+1). Chaque noeud du maillage admet six degrés de libertés qui représentent
xi xi+1
xi−1
Figure 4.17  Triangle e ∈ Ωh
la valeur de la variable, ses deux dérivées premières et ses trois dérivés secondes en ce
point. Chacun des éléments du maillage contient donc 18 fonctions de bases constituées
de polynômes d'ordre 5. Ces fonctions de bases forment une base réduite. On peut donc
espérer un ordre de convergence de l'erreur d'approximation de 5, si cet ordre est optimal.
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Pour déﬁnir cette base nous utilisons les coordonnées barycentriques λi :
λi(x) =
(x − xi+1)× (xi−1 − xi+1) · zˆ
(xi − xi+1)× (xi−1 − xi+1) · zˆ . (4.3.1)
Chaque point x de l'élément e peut donc être déﬁni par
x (ξ) =
3∑
i=1
xiλi (ξ) =
3∑
i=1
xiλi (x) , (4.3.2)
avec xi les coordonnées barycentriques et ξ les coordonnées cartésiennes locales. Dans
chaque élément triangulaire les fonctions de base Bˇij,k(ξ) au point xj correspondant à la
dérivé i dans la direction du point xk sont donc déﬁnies par des polynômes d'ordre 5 avec
des coordonnées barycentriques
Bˇ0i (ξ) =λ5i + 5λ4iλi−1 + 5λ4iλi+1 + 10λ3iλ2i−1 + 10λ3iλ2i+1 + 20λ3iλi−1λi+1
+ 15 (1 + ηi+1)λ
2
iλ
2
i−1λi+1 + 15 (1− ηi−1)λ2iλ2i+1λi−1
Bˇ1i,i−1(ξ) =λ4iλi−1 + 4λ3iλ2i−1 + 4λ3iλi−1λi+1 + 3λ2iλi−1λ2i+1
+
9 + 15ηi+1
2
λ2i−1λ
2
iλi+1
Bˇ1i,i+1(ξ) =λ4iλi+1 + 4λ3iλ2i+1 + 4λ3iλi−1λi+1 + 3λ2iλ2i−1λi+1
+
9− 15ηi−1
2
λ2iλ
2
i+1λi−1
Bˇ2i,i−1(ξ) =
1
2
(
λ3iλ
2
i+1 + λ
3
iλi−1λi+1 + λ
2
iλ
2
i−1λi+1 +
3− 5ηi−1
2
λ2iλ
2
i+1λi−1
)
Bˇ2i,i+1(ξ) =
1
2
(
λ3iλ
2
i−1 + λ
3
iλi−1λi+1 + λ
2
iλi−1λ
2
i+1 +
3 + 5ηi+1
2
λ2iλ
2
i−1λi+1
)
Bˇ2i,i(ξ) =−
1
2
(
λ3iλi−1λi+1 + λ
2
iλ
2
i−1λi+1 + λ
2
iλ
2
i+1λi−1
)
(4.3.3)
où ηi est l'exenctricité au point xi déﬁnie par
ηi =
‖xi+1 − xi‖2 − ‖xi−1 − xi‖2
‖xi−1 − xi+1‖2 . (4.3.4)
4.3.2 Mise en ÷uvre des C1 de Bell
Dans cette partie nous allons détailler la mise en ÷uvre des éléments C1 de Bell.
Tout d'abord, sur chacun des éléments e du maillage Ωh, la discrétisation des variables ω
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nécessite l'utilisation d'une projection Pe telle que
Peω(ξ) =
3∑
i=1
ω iBˇ0i (ξ)
+
3∑
i=1
(
Di · (xi−1 − xi)
)
Bˇ1i,i−1(ξ) +
3∑
i=1
(
Di · (xi+1 − xi)
)
Bˇ1i,i+1(ξ)
+
3∑
j=1
3∑
i=1
(
Hi : (xj+1 − xj−1)⊗ (xj+1 − xj−1)
)
Bˇ2i,j(ξ) (4.3.5)
où les inconnues sont ω i la valeur de la variable, Di le vecteur des dérivées premières et Hi
celui des dérivées secondes au point i déﬁnis :
Di = ∇ω i '
(
∂rω i
∂zω i
)
, Hi '
(
∂2rrω i ∂
2
rzω i
∂2rzω i ∂
2
zzω
)
'
 ∂2rrω i∂2rzω i
∂2zzω i
 . (4.3.6)
A partir de l'équation (4.3.5), on déﬁnit Ee tel que :
Ee =C Te ωe , (4.3.7)
où sur un maillage régulier, C e sera une matrice non singulière, et ωe représente ici le
vecteur contenant toutes les composantes de la variable ω. Avec Ee, cette projection (4.3.5)
se réécrit donc :
Peω(ξ) = Ee · Bˇe(ξ). (4.3.8)
Pour une utilisation plus directe, les fonctions de bases sont redéﬁnies sous la forme suiv-
ante :
Be =C eBˇe. (4.3.9)
Ces matrices C Te et Bˇe sont détaillées dans l'annexe 4.A. Cette forme est utilisée pour
obtenir la projection de l'équation (4.3.5) directement en fonction du vecteur ωe contenant
les composantes de la variable ω :
Peω(ξ) = ωe · Be(x) (4.3.10)
La ﬁgure 4.18 illustre les six fonctions de bases associées à un point, ici le point en bas
à gauche, d'un élément triangle particulier.
Contrairement aux fonctions de bases de Lagrange, les fonctions de bases individuelles
ne changent pas le signe dans le triangle : ceci présente l'avantage de préserver la positivité
des quantités physiques telles que la densité ou la pression.
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(a) B01 (b) B11,2 (c) B11,3
(d) B21,2 (e) B21,1 (f) B21,3
Figure 4.18  Six fonctions de bases associées au point dans le coin en bas à gauche.
Rose=1, Noir=0,
4.4 Problèmes types
On présente ici trois modèles types qui font l'objet de résolution sur des cas tests
numériques dans le chapitre suivant. Tout d'abord on développe la résolution du modèle
de conduction thermique dont l'objectif sera la validation de l'implémentation des éléments
de Bell. Ensuite on détaille la résolution des problèmes de l'équation d'équilibre de Grad-
Shafranov et du système du Current Hole. Cette approche hiérarchique des modèles de
MHD, on espère conduirait à la résolution du problème de la MHD complète.
4.4.1 Conduction thermique
Le cas test de conduction thermique est un problème stationnaire du problème de dif-
fusion isotrope [Fis05, SH11]. Il a permis d'obtenir les premiers résultats avec des éléments
ﬁnis C1 de Bell. Il avait pour but de valider l'implémentation de ces éléments. Le problème
général de la conduction thermique s'écrit :{
−∇ · (κ∇ω) = f, sur Ω
ω = 0, sur ∂Ω
(4.4.1)
où ω représente en général la température et κ la conductivité telle que :
κ = κI. (4.4.2)
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Ω et ∂Ω sont respectivement le domaine et son bord déﬁnis avec des coordonnées poloïdales
(r, z).
Avec des éléments ﬁnis C1, ce problème stationnaire nécessite des conditions de bords sur
chacuns des degrés de libertés des variables. Nous avons utilisé deux types de conditions
aux bords. Les premières sont basées sur la solution exacte de ce problème :
ω(x) =ωex(x),
∂rω(x) =∂rωex(x),
∂zω(x) =∂zωex(x),
∂2rrω(x) =∂
2
rrωex(x),
∂2rzω(x) =∂
2
rzωex(x),
∂2zzω(x) =∂
2
zzωex(x),
∀x = (r, z) ∈ ∂Ω. (4.4.3)
Nous pouvons également utiliser des conditions aux bords basées sur les dérivées normales
telles que : 
ω(x) =0,
∂n⊥ω(x) =0,
∂2n⊥n⊥ω(x) =0,
∀x = (r, z) ∈ ∂Ω. (4.4.4)
4.4.1.1 Formulation faible
Résolu avec la méthode des éléments ﬁnis avec les éléments de Bell, on a besoin d'obtenir
la formulation faible de ce problème. Pour cela, on multiplie l'équation par une fonction
test Be pris dans un espace discret Ve contenant les fonctions de base de Bell, puis on
l'intègre sur le domaine Ω :
−
∫
Ω
∇ · (κ∇ωe)BedΩ =
∫
Ω
fBedΩ.
On utilise la formule de Green :
i.e
∫
Ω
(κ∇ωe) · ∇BedΩ−
∫
∂Ω
κ



>
0
∇ωe ·nBedσ =
∫
Ω
fBedΩ. (4.4.5)
La variable ωe est approchée par :
ωe = ωe · Be. (4.4.6)
Cette formulation faible s'écrit sur chaque élément e sous la forme suivante :∫
e
(κ∇ωe) · ∇Bedx = −Kκeωe , (4.4.7)
où
Kκe = −
∫
e
(
κrr
∂Be
∂r
⊗ ∂Be
∂r
+κzz
∂Be
∂z
⊗ ∂Be
∂z
)
dx (4.4.8)
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4.4.2 Equilibre de Grad-Shafranov
L'équilibre de Grad-Shafranov [CH08, Bis97, Fre07] est une équation stationnaire is-
sue de la MHD réduite dont les détails de l'obtention à partir de la MHD complète ont
été développés dans le paragraphe 3.3.3 du chapitre 3. Cette équation est déﬁnie sur un
domaine Ω sous la forme suivante :
−∆∗ψ = jc, (4.4.9)
avec ∆∗ l'opérateur de Grad-Shafranov (3.3.40). Les variables ψ et jc représentent respec-
tivement le ﬂux magnétique et la densité de courant du plasma. L'opérateur de Grad-
Shafranov est un opérateur elliptique du second ordre déﬁni par :
∆∗ψ := R2∇c ·
(
1
R2
∇cψ
)
, (4.4.10)
avec ∇c· et ∇c la divergence et le gradient dans la section poloïdale déﬁnis respectivement
par :
∇c ·A = 1
R
∂R (RAR) + ∂ZAZ , (4.4.11)
∇cA = (∂RA, ∂ZA)T . (4.4.12)
La densité de courant est déﬁnie par :
jc = R
2p′ (ψ) + F (ψ)F ′ (ψ) (4.4.13)
où p est la pression et F = RBφ avec Bφ la composante toroïdale du champ magnétique.
Par conséquent, l'équation (4.4.9) se réécrit :
−R∂R
(
1
R
∂Rψ
)
− ∂
2ψ
∂Z2
= R2
dp
dψ
+ F
dF
dψ
. (4.4.14)
L'opérateur de Grad-Shafranov est non linéaire, on ne connaît donc pas de solution an-
alytique générale pour ce problème. Néanmoins dans les cas particulier de Soloviev (voir
le paragraphe 3.3.3.1) des solutions analytiques sont connues. Malgré ce manque de solu-
tion analytique générale, pour un second membre donné cette équation peut être résolue
numériquement.
Les conditions sur le bord du domaine ∂Ω diﬀèrent selon le choix des éléments :
 avec des éléments P1 :
ψ(x) = 0, ∀x ∈ ∂Ω, (4.4.15)
 avec des éléments C1 nous avons le choix pour les conditions de bord. Dans le cas
où le problème a une solution analytique, telle que les solutions de Soloviev, on peut
utiliser cette solution :
ψ(x) =ψex(x),
∂rψ(x) =∂rψex(x),
∂zψ(x) =∂zψex(x),
∂2rrψ(x) =∂
2
rrψex(x),
∂2rzψ(x) =∂
2
rzψex(x),
∂2zzψ(x) =∂
2
zzψex(x),
∀x = (r, z) ∈ ∂Ω. (4.4.16)
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On peut aussi, de même que dans le problème précédent, imposer les conditions de
bord directement sur les dérivées normales tangentielles telles que :
ψ(x) =0,
∂n⊥ψ(x) =0,
∂2n⊥n⊥ψ(x) =0,
∀x ∈ ∂Ω, (4.4.17)
où n⊥ est la normale perpendiculaire à la normale sortante n.
Les résultats numériques qui suivent montrent que ce choix de conditions limites est impor-
tant. En eﬀet, avec les conditions de bord exactes on retrouvera un ordre de convergence
optimal alors qu'avec celles basées sur les dérivées normales on ne l'obtient pas.
Bien qu'en général, l'équation de Grad-Shafranov soit résolue numériquement, il existe un
nombre limité de solutions analytiques dont celle de Soloviev [Sol68] dont les déﬁnitions
sont rappelées dans le chapitre 3. Ces solutions de Soloviev sont obtenues avec l'hypothèse
de la linéarité sur la pression en ψ telle que :
p = p0 + λψ, (4.4.18)
et le courant F est supposé constante dans le plasma d'où : F ′ = 0.
Pour décrire le plan poloïdal d'un tore, nous avons déﬁni les coordonées cartésiennes
correspondantes sans dimensions avec les relations
R =R0 + rx = R0(1 + x) (4.4.19)
Z =ry (4.4.20)
où  représente le rapport d'aspect (pour plus de détails voir le paragraphe 1.5). Ainsi,
l'équation (4.4.14) dans le cadre de l'équilibre de Soloviev s'exprime avec les coordonnées
cartésiennes de la façon suivante :
−1 + x
a2
∇ ·
( ∇ψ
1 + x
)
= αR20 (1 + x)
2 + β, (4.4.21)
où ∇· et ∇ sont les opérateurs de divergence et gradient dans le système cartésien et où α
et β sont les coeﬃcients de Soloviev (voir la déﬁnition 3.3.3.1).
4.4.2.1 Formulation faible
Nous multiplions l'équation (4.4.21) par
a2φ
1 + x
avec φ la fonction test prise dans un
espace adéquat V et nous intégrons sur le domaine Ω :
−
∫
Ω
∇ ·
( ∇ψ
1 + x
)
φdΩ =
∫
Ω
(
αR20 (1 + x)
2 + β
)
φdΩ (4.4.22)
Après avoir intégré par parties en utilisant les conditions homogènes, nous obtenons la
formulation faible du problème :{
Trouver ψ ∈ V tel que,
a(ψ, φ) = l(φ), ∀φ ∈ V, (4.4.23)
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avec
a(ψ, φ) =
∫
Ω
(∇ψ · ∇φ
1 + x
)
dΩ, (4.4.24)
l(φ) =
∫
Ω
(
αR20 (1 + x)
2 + β
)
φdΩ, (4.4.25)
ici l'espace adéquat est V = H10 (Ω). Les propriétés de a (la bilinéarité, la symétrie, la
continuité et la coercivité) ainsi que celle sur l (la linéarité et la continuité) [DDF+11]
assurent les conditions du théorème de Lax-Milgram qui prouve l'existence et l'unicité de
la solution ψ .
Dans le cas des éléments ﬁnis C1 de Bell on écrit la formulation faible avec les fonctions
de bases B de Bell. Tout d'abord cette équation de Grad-Shafranov (4.4.14) se développe
aussi sous la forme suivante :
− ∂
2ψ
∂r∂r
− ∂
2ψ
∂z∂z
+
1
r
∂ψ
∂r
= jc (ψ, r, z) . (4.4.26)
La formulation faible avec ces éléments ﬁnis C1 est obtenue en multipliant cette équation
(4.4.26) par une fonction test B prie dans un espace adéquat V sur le domaine Ω :∫
Ω
(
∇ψ · ∇B + B
r
∂ψ
∂r
)
dΩ−
∫
∂Ω

>
0
∇ψ ·nBdσ =
∫
Ω
Bjc (ψ, r, z) dΩ. (4.4.27)
Après discrétisation du maillage, cette équation se réécrit :∑
e
∫
e
(
∂ψe
∂r
∂Be
∂r
+
∂ψe
∂z
∂Be
∂z
+
Be
r
∂ψe
∂r
)
dx =
∑
e
∫
e
Bejc (ψe, r, z) , (4.4.28)
où Be est un vecteur de 18 composantes. Considérant ψe dans le même espace d'approxi-
mation Vh, alors ces contributions sont mises dans une matrice en utilisant les déﬁnitions
suivantes : 
ψe =ψe · Be,
∂ψe
∂n
=ψe · ∂Be
∂n
,(
ψe · ∂Be
∂n
)
∂Be
∂m
=
(
∂Be
∂m
⊗ ∂Be
∂n
)
ψe,
(4.4.29)
où n et m sont ici des directions de dérivations.
Ainsi, la matrice contenant toutes les contributions se résume donc à :∫
e
(
∂ψe
∂r
∂Be
∂r
+
∂ψe
∂z
∂Be
∂z
+
Be
∂r
∂ψe
∂r
)
dx =Keψe, (4.4.30)
où Ke vaut :
Ke =
∫
e
(
∂Be
∂r
⊗ ∂Be
∂r
+
∂Be
∂z
⊗ ∂Be
∂z
+
Be
r
⊗ ∂Be
∂r
)
dx. (4.4.31)
Cette équation va être testée sur 3 cas tests analytiques dont les 2 premiers suivent
la déﬁnition de Soloviev. D'abord résolus avec des élément P1 de Lagrange ces cas tests
seront ensuite résolus avec des éléments C1 de Bell. Ces résultats seront présentés dans le
chapitre suivant.
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4.4.3 Current Hole
Le système du Current Hole donné par :
∂tψ = [ψ,ϕ] + η(jφ − jc),
∂tω = [ω,ϕ] + [ψ,jφ ] + ν∆ω,
jφ =
1
µ0
∆ψ,
ω = ∆ϕ,
(4.4.32)
est résolu avec la méthode des éléments ﬁnis avec tout d'abord des éléments P1 de Lagrange
puis des C1 de Bell. Dans ce système les variables sont : ψ le ﬂux magnétique, ω la vorticité,
ϕ le potentiel vitesse et jφ la densité de courant toroïdale qu'on notera plus simplement
dans la suite par J . [., .] caractérise les crochets de Poisson déﬁnis par :
[a, b] =
∂a
∂r
∂b
∂z
− ∂a
∂z
∂b
∂r
= −[b, a]. (4.4.33)
jc représente le courant d'entrée. Les conditions du problème dépendent du type d'éléments
choisis.
 Dans le cas des P1 de Lagrange on utilise les conditions initiales :{
ϕ(0, x) = ω(0, x) = 0,
∆∗ψ(0, x) = J(0, x) = jc(x),
∀x ∈ Ω. (4.4.34)
Comme condition initiale pour le ﬂux magnétique on utilise donc la solution de
l'équation d'équilibre de Grad-Shafranov. Pour fermer le système, nous imposons les
conditions de Dirichlet :
ϕ(t, x) =0,
ω(t, x) =0,
J(t, x) =0,
ψ(t, x) =0,
∀x ∈ ∂Ω,∀t ∈ [0, Tf ] (4.4.35)
où ∂Ω est le bord du domaine Ω et Tf est le temps ﬁnal de simulation.
 Dans le cas des C1 de Bell, il faut également imposer des conditions sur chacune des
dérivées premières et secondes. Ainsi, on utilise comme conditions initiales : ∀x ∈ Ω,
ϕ(0, x)=∂rϕ(0, x)=∂zϕ(0, x)=∂
2
rrϕ(0, x)=∂
2
rzϕ(0, x)=∂
2
zzϕ(0, x)=0,
ω(0, x)=∂rω(0, x)=∂zω(0, x)=∂
2
rrω(0, x)=∂
2
rzω(0, x)=∂
2
zzω(0, x)=0,
∆∗ψ(0, x) = J(0, x) = jc(x),
∂r∆
∗ψ(0, x) = ∂rJ(0, x) = ∂rjc(x),
∂z∆
∗ψ(0, x) = ∂zJ(0, x) = ∂zjc(x),
∂2rr∆
∗ψ(0, x) = ∂2rrJ(0, x) = ∂
2
rrjc(x),
∂2rz∆
∗ψ(0, x) = ∂2rzJ(0, x) = ∂
2
rzjc(x),
∂2zz∆
∗ψ(0, x) = ∂2zzJ(0, x) = ∂
2
zzjc(x),
(4.4.36)
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et comme conditions aux bord du domaine Ω sur chacunes des variables :
ψ(t, x) =∂n⊥ψ(t, x) = ∂
2
n⊥n⊥ψ(t, x) = 0,
ϕ(t, x) =∂n⊥ϕ(t, x) = ∂
2
n⊥n⊥ϕ(t, x) = 0,
ω(t, x) =∂n⊥ω(t, x) = ∂
2
n⊥n⊥ω(t, x) = 0,
J(t, x) =∂n⊥J(t, x) = ∂
2
n⊥n⊥J(t, x) = 0,
∀x ∈ ∂Ω, ∀t ∈ [0, Tf ], (4.4.37)
où n⊥ est la normale tangentielle au bord du domaine.
4.4.3.1 Propriétés du système du Current Hole
Avant de passer à la résolution numérique, nous rappelons ici les propriétés de conserva-
tion du problème du Current Hole dont les preuves sont à consulter dans [DDF+11, DS12].
Proposition 4.4.1 (Conservation) Si ν = η = 0, alors les solutions régulières du sys-
tème (4.4.32) vériﬁent :
 la conservation de l'énergie :
d
dt
∫
Ω
|∇ψ|2+|∇ϕ|2dΩ = 0, (4.4.38)
 la conservation de l'hélicité magnétique :
d
dt
∫
Ω
ψdΩ = 0, (4.4.39)
 la conservation de l'hélicité transversale :
d
dt
∫
Ω
∇ψ · ∇ϕdΩ = − d
dt
∫
Ω
ψϕdΩ = 0, (4.4.40)
Ce système du Current Hole, résolu avec la méthode des éléments ﬁnis et plus particulière-
ment les éléments P1, présente selon l'analyse de Von Neumann réalisée par Faccanoni et
al [DDF+11] des propriétés de stabilité suivant la méthode de résolution temporelle choisie.
Ce système possédant suﬃsamment de propriétés de stabilité, sa résolution ne nécessite
pas l'usage de stabilisation supplémentaire de type SUPG.
4.4.3.2 Formulation faible
Aﬁn d'obtenir la formulation variationnelle de ce système on multiplie chacune de ces
équations le composant par une fonction test B prise dans un espace adéquat V , choisi
suivant le type d'éléments utilisés pour la résolution, et on intègre ensuite sur le domaine
Ω. Ainsi, la formulation faible des équations de ce système s'écrit :
 pour la première équation :∫
Ω
∂tψBdΩ =
∫
Ω
[ψ,ϕ]B + η (J − jc)BdΩ, (4.4.41)
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 pour la deuxième équation :∫
Ω
∂tωBdΩ =
∫
Ω
[ω,ϕ]B + [ψ,J ]B + ν∆ωBdΩ. (4.4.42)
Cette deuxième équation se réécrit aussi avec la formule de Green dont on veut garder
les termes de bords :
∫
Ω
∂tωBdΩ =
∫
Ω
[ω,ϕ]B + [ψ,J ]B − ν∇ω · ∇BdΩ + ν
∫
∂Ω

>
0
∇ω ·nBdσ. (4.4.43)
 La troisième équation a pour formulation faible :∫
Ω
JBdΩ =
∫
Ω
∆ψBdΩ. (4.4.44)
Cette troisième équation se réécrit aussi avec la formule de Green :
∫
Ω
JBdΩ = −
∫
Ω
∇ψ∇BdΩ +
∫
∂Ω

>
0
∇ψ ·nBdσ. (4.4.45)
 La quatrième équation a pour formulation faible :∫
Ω
ωBdΩ =
∫
Ω
∆ϕBdΩ. (4.4.46)
Cette équation se réécrit aussi avec la formule de Green :
∫
Ω
ωBdΩ = −
∫
Ω
∇ϕ∇BdΩ +
∫
∂Ω

>
0
∇ϕ ·nBdσ. (4.4.47)
Ainsi, en plus des conditions de bords précédemment citées (4.4.15) ou (4.4.17), la formu-
lation faible et l'utilisation de la formule de Green fait apparaître trois termes de bords
que nous ne gardons pas. Ainsi, on impose comme conditions supplémentaires :
∇ψ ·n =0,
∇ϕ ·n =0,
∇ω ·n =0,
∀x ∈ ∂Ω (4.4.48)
4.4.3.3 Résolution du système du Current Hole
Pour la résolution du système du Current Hole pour éviter autant que possible les
restrictions dues à une condition CFL nous considérons un schéma implicite : le schéma
de Crank-Nicholson qui est directement inspiré de [CH08]. Le schéma de Crank-Nicholson
et l'intégration en temps nécessitent la résolution d'un système linéaire.
Pour cette résolution, nous posons Wn = (ψn, ϕn, Jn, ωn) le vecteur contenant les
variables physiques et par extensionWn+1−Wn = (δψ, δϕ, δJ, δω). Pour alléger la lercture
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on garde ici la forme forte du système du Current Hole :
δψ
δt
= [ψn + αδψ, ϕn + βδϕ] + η(Jn + γδJ − jc),
δω
δt
= [ωn + λδω, ϕn + βδϕ] + [ψn + αδψ, Jn + γδJ ] + ν∆(ωn + λδω),
δJ = ∆(δψ),
δω = ∆(δϕ),
(4.4.49)
avec δt le pas de temps. Nous avons supposé sur les deux dernières équations de ce système
qu'au pas de temps précédent les solutions étaient exactes soit :
Jn =∆ψn, (4.4.50)
ωn =∆ϕn. (4.4.51)
En négligeant les termes d'ordres élevés, la formulation matricielle du système s'écrit :
M

δψ
δϕ
δJ
δω
 =

[ψn, ϕn]+η(Jn − jc)
[ωn, ϕn] + [ψn,Jn] + ν∆ωn
0
0
 , (4.4.52)
où
M :=

I
δt
+ α[ϕn, ·] −β[ψn, ·] −γηI 0
α[Jn, ·] −β[ωn, ·] −γ[ψn, ·] I
δt
+ λ[ϕn, ·]− λν∆(·)
−∆(·) 0 I 0
0 −∆(·) 0 I
 . (4.4.53)
Pour le schéma de Crank-Nicholson il faut prendre : α = β = γ = λ =
1
2
.
4.4.4 Current Hole : système à 2 équations
D'abord résolu avec un système à quatre équations, ce modèle peut être réduit à deux
équations (3.3.36) {
∂tψ =[ψ,ϕ] + η(∆ψ − jc),
∂t (∆ϕ) =[ ∆ϕ,ϕ] + [ψ,∆ψ ] + ν∆
2ϕ.
(4.4.54)
Pour cela, il est nécessaire d'avoir une approximation régulière comme celle des éléments
C1 de Bell. En eﬀet, ce modèle contient des opérateurs diﬀérentiels d'ordre 3 et 4. Pour la
résolution numérique, les éléments de type P1 de Lagrange seulement C0 sont insuﬃsants
car ils introduiraient la résolution de produits de dirac notamment sur le dernier terme
∆2ϕ.
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4.4.4.1 Formulation faible
De même que pour le système du Current Hole à 4 équations on obtient la formulation
faible de ce système. La première équation de ce système se réécrit∫
Ω
∂tψBdΩ =
∫
Ω
[ψ,ϕ]B + η (∆ψ − jc)BdΩ. (4.4.55)
Cette équation se réécrit aussi avec la formule de Green :
∫
Ω
∂tψBdΩ =
∫
Ω
[ψ,ϕ]B − ηjcB − η∇ψ · ∇BdΩ + η
∫
∂Ω

>
0
∇ψ ·nBdσ. (4.4.56)
La deuxième équation est plus compliquée :∫
Ω
∂t∆ϕBdΩ =
∫
Ω
[ ∆ϕ,ϕ]B + [ψ,∆ψ ]B + ν∆2ϕBdΩ. (4.4.57)
Cette deuxième équation avec la formule de Green, utilisée une ou deux fois, se réécrit :
−
∫
Ω
∂t∇ϕ · ∇BdΩ +
∫
∂Ω

>
0
∇ϕ ·nBdσ =−
∫
Ω
∆ϕ[B,ϕ]dΩ +
∫
∂Ω

*
0
∆ϕ∇⊥ϕ ·nBdσ
+
∫
Ω
∆ψ[B,ψ ]dΩ−
∫
∂Ω

*
0
∆ψ∇⊥ψ ·nBdσ
+ ν
∫
Ω
∆ϕ∆BdΩ− ν
∫
∂Ω 


0
∆ϕ∇B ·ndσ
+ ν
∫
∂Ω

*
0
∇ (∆ϕ) ·nBdσ,
(4.4.58)
avec ∇⊥ déﬁni par :
∇⊥. =
(
∂y.
−∂x.
)
. (4.4.59)
Sur les deuxième et quatrième termes de la partie droite de l'équation (4.4.58), il
semblerait qu'il y ait un choix à faire sur les conditions mais on veut résoudre le même
problème que le Current Hole à quatre équations. Ainsi, pour obtenir les mêmes conditions
sur les bords pour les modèles du Current Hole à deux ou quatre équations il faut imposer :
∇ψ ·n =0,
∇ϕ ·n =0,
∆ψ =0,
∆ϕ =0,
∇ (∆ϕ) ·n =0,
∀x ∈ ∂Ω. (4.4.60)
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La résolution de ce modèle du Current Hole à deux équations pose problème. En ef-
fet, malgré la régularité suﬃsante des éléments de Bell, ce système semble montrer un
défaut de convergence empêchant l'obtention de résultats. Ce défaut vient d'un mauvais
conditionnement de la matrice due aux conditions limites. Mais ce problème de conditions
limites n'est pas que sur le problème discret. En eﬀet, le problème continu avec les deux
équations est bien posé uniquement pour certaines conditions aux limites. En particulier,
les conditions aux limites de Dirichlet sur le système à quatre équations revient à imposer
sur le système à deux équations des conditions aux limites de Dirichlet sur les variables et
sur le laplacien des variables. Cette dernière condition n'est pas simple à mettre en ÷uvre
et peut poser problème.
4.5 Conclusions
Ce chapitre a permis de mettre en place les méthodes de résolution suﬃsamment
régulières qui permettent de résoudre les systèmes de la MHD et de la MHD réduite. Tout
d'abord on a justiﬁé l'intérêt, par rapport aux autres méthodes de résolution numériques,
de l'utilisation de la méthode des éléments ﬁnis et la nécessité d'utiliser des éléments suﬀ-
isamment réguliers. Ce chapitre a également permis de détailler l'intérêt tout particulier
des éléments ﬁnis C1 de Bell. La mise en place de ces éléments a pour ﬁnalité leur utilisa-
tion, plus particulièrement lors de cas tests de la MHD réduite présentés dans le chapitre
suivant.
Quant à l'utilisation de stabilisation de type SUPG dans la résolution par la méthode
aux éléments ﬁnis, elle ne suﬃt pas. Il est nécessaire de recourir à une formulation implicite
ou semi-implicite comme celle de Crank-Nicholson. En eﬀet, l'analyse de stabilité L2 a mis
en avant l'existence d'une condition de stabilité de type CFL.
Pour ﬁnir, ces trois modèles types de conduction thermique, de Grad-Shafranov et du
système du Current Hole dont la résolution a été présent`ées ici seront étudiés sur des cas
tests numériques dans le chapitre suivant.
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Ce chapitre présente les diﬀérents résultats numériques obtenus sur des cas tests de
conduction thermique anisotrope, sur l'équation d'équilibre de Grad-Shafranov (GS) et
sur le problème du Current Hole (CH). Tout d'abord, la première partie de ce chapitre
présente un cas test sur le problème de conduction thermique anisotrope dont l'objectif est
de valider l'implémentation de la méthode de résolution avec des éléments ﬁnis C1 de Bell.
Ensuite, on présente des cas test sur deux modèles de la MHD réduite GS et CH dont le
développement à partir de la MHD complète a fait l'objet du paragraphe 3.3.
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Pour le problème de Grad-Shafranov on s'intéresse à 3 cas tests analytiques dont les 2
premiers suivent les déﬁnitions de Soloviev 3.3.3.1. Ces 3 cas tests analytiques sont résolus
successivement, pour la comparaison, avec des éléments usuels P1 de Lagrange puis avec
des éléments C1 de Bell. Ces cas tests étant analytiques, on s'intéressera aux ordres de
convergence.
La dernière partie de ce chapitre expose les résultats obtenus sur la résolution du
modèle du Current Hole. Ce modèle du Current Hole est un équilibre instable dont les
erreurs d'approximation sur les solutions obtenues suﬃsent à déclencher l'instabilité. Cette
instabilité s'observe sur la densité de courant avec le désaxement de la solution initiale
puis un retour à un état quasi-initial. Le graphique de l'énergie cinétique présente une
courbe en dents de scie. Ce problème est ici résolu avec des éléments P1 de Lagrange
et des éléments C1 de Bell. Pour les P1 de Lagrange, pour assurer la comparaison avec
Faccanoni [DDF+11] pour résoudre le système linéaire, on a utilisé la librairie UMFPack.
Cette librairie utilise une méthode directe de résolution basée sur la factorisation LU .
Cette méthode bien qu'étant précise a l'inconvénient d'être coûteuse en terme de temps de
calcul. Malgré l'utilisation d'un préconditionnement diagonal, les temps de calculs pour le
Current Hole sont relativement longs quelque soit la méthode de résolution choisie. Il est
donc diﬃcile d'observer ces instabilités sur un temps suﬃsamment long pour observer la
périodicité de l'instabilité. Ensuite pour résoudre ce système du Current Hole, on a utilisé
la méthode de résolution itérative GMRes. Ce changement de méthode permet de remédier
au problème de temps de calcul trop coûteux de la simulation notamment en choisissant
le critère d'arrêt moins précis ici pris à 10−10 mais donc la méthode est moins précise. Ces
deux méthodes n'ayant pas les mêmes critères d'approximation des solutions, les erreurs ne
seront pas les mêmes ce qui entraîne des diﬀérences dans l'obtention des instabilités. Ainsi,
le désaxement de la solution ne se produit pas dans la même direction au même instant.
Bien que les résultats obtenus pour ces méthodes soient diﬀérents, lorsque l'instabilité
se déclenche on observe sur les graphiques de l'énergie cinétique une partie linéaire dont
le coeﬃcient est η1/3, avec η le coeﬃcient de résistivité du courant. L'obtention de ce
coeﬃcient est liée à la physique et ne dépend pas de la méthode de résolution choisie et
cette obtention sur les graphiques de l'énergie cinétique valide la résolution de ce système.
Pour ﬁnir, ce modèle a été résolu avec des éléments C1 de Bell. Résolu avec la méthode de
GMRes sur un temps de simulation de 20000, ce cas test a permis d'observer les instabilités
en dents de scie leurs développements et leurs périodicité notamment sur le graphique de
l'énergie cinétique.
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5.1 Conduction thermique
Ce cas test de conduction thermique est un problème stationnaire du problème de
diﬀusion [Fis05, SH11]. Il a permis d'obtenir les premiers résultats avec des éléments ﬁnis
C1 de Bell. Il a pour but de valider l'implémentation de ces éléments. On présente ici les
résultats numériques obtenus sur un cas test de la conduction thermique. Ce modèle, dont
l'équation et la résolution a été présenté dans le paragraphe 4.4.1, est résolu sur le domaine
Ω = [0, 1]× [0, 1] avec une conductivité κ = I et une fonction f telle que :
f(ω, r, z) = −2(1− 6r + 6r2)z2(1− z)2 − 2(1− 6z + 6z2)r2(1− r)2, (5.1.1)
dont nous connaissons la solution exacte :
ωex(r, z) = r
2(1− r)2z2(1− z)2. (5.1.2)
5.1.1 Résultats numériques
Dans cette partie on présente les résultats numériques obtenus sur ce cas test de con-
duction thermique résolu avec la méthode des éléments ﬁnis et plus particulièrement les élé-
ments C1 de Bell. Le graphique 5.1a de la ﬁgure 5.1 montre la solution obtenue numérique-
ment avec comme condition de bord la solution exacte. Pour valider l'implémentation de
ces éléments, sur le graphique 5.1b on a superposé la solution numérique avec la solution
exacte.
(a) Solution numérique (b) Superposition des solutions numérique
et exacte
Figure 5.1  Conductivité thermique anisotrope
Ce cas test étant analytique on peut faire une étude pour vériﬁer l'ordre de convergence
de la solution obtenue. Pour cela, la solution approchée converge vers la solution exacte à
l'ordre k ≥ 1 en norme Lp si :
‖ψ − ψex‖Lp ≤ Chk, (5.1.3)
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avec C une constante. Il est nécessaire de déﬁnir h qui représente la taille du pas d'espace :
h =
√
V ol (Ω)
Ne , (5.1.4)
où V ol (Ω) représente l'aire du domaine et Ne le nombre d'éléments du maillage. le tableau
5.1 reprend les erreurs d'approximation sur la solution obtenue en norme L1, L2 et L∞ et
donne pour chacune un ordre de convergence de 5. Avec une base réduite de polynômes de
degrés 5 cet ordre est optimal.
Ne h ‖ω − ωex‖1 Ordre ‖ω − ωex‖2 Ordre ‖ω − ωex‖∞ Ordre
18 2.357.10−01 0.295.10−05 − 0.374.10−05 − 0.147.10−04 −
200 0.707.10−01 0.679.10−08 5.04 0.100.10−07 4.92 0.515.10−07 4.70
800 0.353.10−01 0.230.10−09 4.89 0.359.10−09 4.81 0.210.10−08 4.62
3200 0.176.10−01 0.752.10−11 4.93 0.121.10−10 4.88 0.788.10−10 4.73
12800 0.884.10−02 0.241.10−12 4.96 0.396.10−12 4.94 0.269.10−11 4.87
Tableau 5.1  Obtention de l'ordre de Convergence
A présent, nous reprenons dans le tableau 5.2 les résultats obtenus avec comme condi-
tions de bord celles basées sur les dérivées normales tangentielles (4.4.4).
Ne h ‖ω − ωex‖1 Ordre ‖ω − ωex‖2 Ordre ‖ω − ωex‖∞ Ordre
441 0.035 0.2299E − 09 - 0.3584E − 09 - 0.2102E − 08 -
961 0.024 0.3120E − 10 4.926 0.4976E − 10 4.869 0.3136E − 09 4.693
1681 0.018 0.7534E − 11 4.939 0.1214E − 10 4.903 0.7904E − 10 4.790
2601 0.014 0.2550E − 11 4.855 0.4066E − 11 4.903 0.2682E − 10 4.843
3136 0.013 0.1658E − 11 4.513 0.2568E − 11 4.822 0.1687E − 10 4.869
3721 0.012 0.1145E − 11 4.253 0.1704E − 11 4.717 0.1103E − 10 4.881
Tableau 5.2  Ordre de Convergence avec conditions de bords basées sur les normales
tangentielles
Avec de telles conditions, la solution converge moins rapidement par rapport aux con-
ditions de bords avec la solution exacte. Malgré cela, nous obtenons un un ordre de con-
vergence de 5.
Ces éléments ﬁnis de Bell permettent bien d'obtenir une solution avec comme précision
un ordre de convergence de 5 quelques soient les conditions de bords avec les normales ou
avec la solution exacte imposées. Ces résultats valident l'implémentation des éléments C1
de Bell. Dans la suite, on présente des cas tests analytiques d'équilibre de GradShafranov
qui seront étudiés pour comparaison successivement avec des éléments P1 de Lagrange
puis des C1 de Bell.
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5.2 Equilibre de Grad-Shafranov
L'équilibre de Grad-Shafranov [CH08, Bis97, Fre07] est une équation stationnaire dévelop-
pée dans le paragraphe 3.3.3 du chapitre 3. Ce modèle est déﬁni sur un domaine Ω par
l'équation suivante :
−∆∗ψ = jc, (5.2.1)
avec ∆∗ l'opérateur de Grad-Shafranov. Les variables ψ et jc représentent respectivement
le ﬂux magnétique et la densité de courant du plasma. La résolution de ce problème avec la
méthode aux éléments ﬁnis est détaillée dans la partie 4.4.2. On présente ici trois cas tests
résolus pour la comparaison avec des P1 de Lagrange et des C1 de Bell. Parmi ces trois
cas tests les deux premiers sont des solutions de Soloviev (proposition 3.3.3.1). Ces cas
tests de Soloviev étant des polynômes de degré inférieur à 5, avec les éléments C1 ils seront
résolus exactement à l'erreur machine près dès les maillages grossiers. Le troisième exemple
présente l'intérêt de ne pas être un polynôme. Il permet de vériﬁer l'ordre de convergence
de la solution avec les C1. Cet ordre dépend du choix des conditions de bord. Lorsque les
conditions de bords sont basées sur la solution exacte on obtient bien l'ordre optimal de 5.
Au contraire, lorsque les conditions de bords sont basées sur les normales tangentielles et
donc sur la forme du bord du domaine ∂Ω, cet ordre 5 ne sera pas atteint.
5.2.1 1er exemple de cas test analytique
La solution analytique pour ce premier exemple est donnée par :
ψex(r, z) =
F0R
2
0
2
(
a2 − z2 − (r
2 −R20)2
4R20
)
. (5.2.2)
Sur le domaine Ω déﬁni par sa frontière :
∂Ω = {(r, z)|r = R0
√
1 +
2a cosα
R0
, z = aR0 sinα, α ∈ [0 : 2pi]}, (5.2.3)
on considère donc une condition de Dirichlet nulle sur le bord du domaine :
∀(r, z) ∈ ∂Ω, ψ (r, z) = 0, (5.2.4)
Avec cette solution exacte on calcule la densité de courant jc pour obtenir l'équation de
Grad-Shafranov sous la forme suivante :
−r ∂
∂r
(
1
r
∂ψ
∂r
)
− ∂
2ψ
∂z2
= r2F0 + F0R
2
0. (5.2.5)
5.2.1.1 1er exemple avec des éléments ﬁnis P1 de Lagrange
Pour le choix de paramètres : a = 0.5, F0 = 1 et R0 = 1, la ﬁgure 5.2 présente la
solution exacte 5.2a et les résultats obtenus numériquement 5.2b avec des éléments ﬁnis de
P1 Lagrange.
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(a) ψex (b) ψnum
Figure 5.2  Cas test analytique 1
Pour ces graphiques, nous avons utilisé la même échelle de repésentation. Ils montrent la
proximité de la solution obtenue numériquement avec la solution exacte. Aﬁn de comparer
ces deux solutions visuellement proches, la ﬁgure 5.3 montre la superposition de ces deux
solutions pour conﬁrmer que la solution obtenue numériquement est proche de la solution
exacte.
Figure 5.3  lignes de niveaux de ψex et ψnum
Ensuite, aux vues des résultats et ayant la solution exacte, il est intéressant d'étudier et
d'estimer l'ordre de convergence de l'erreur numérique. Nous calculons les erreurs en norme
L1, L2 et L∞, ainsi que l'ordre de convergence associé calculé avec le pas d'espace déﬁni
précédemment (cf. (5.1.4)).
Le tableau 5.3 présente les résultats des calculs des erreurs et ceux des ordres de con-
vergence associés, avec N∂Ω le nombre d'éléments sur le bords du domaine Ω. Ce tableau
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N∂Ω h ‖ψ − ψex‖L1 ordre ‖ψ − ψex‖L2 ordre ‖ψ − ψex‖L∞ ordre
22 0.116 0.7278.10−03 - 0.5384.10−03 - 0.2620.10−02 -
40 0.064 0.1668.10−03 2.488 0.1335.10−03 2.355 0.6249.10−03 2.420
80 0.031 0.4386.10−04 2.155 0.3694.10−04 2.055 0.2614.10−03 1.768
160 0.016 0.1255.10−04 2.028 0.1077.10−04 1.954 0.6351.10−04 1.858
Tableau 5.3  Erreurs sur le 1er cas test analytique de Soloviev obtenues avec des éléments
P1 de Lagrange
montre que la méthode de résolution utilisée est suﬃsamment précise pour que les solutions
obtenues soit régulières et que la convergence vers la solution exacte soit d'ordre 2.
5.2.1.2 1er exemple avec des éléments ﬁnis C1 de Bell
Ce même cas test a été résolu avec des éléments ﬁnis C1 de Bell. Les résultats obtenus
avec les éléments de Lagrange étaient déjà très proches de la solution exacte, visuellement
les graphiques obtenus sont les mêmes. On s'est donc intéressé au calcul des erreurs en
norme L1, L2 et L∞. Le tableau 5.4 présente ces erreurs.
N∂Ω h ‖ψ − ψex‖L1 ‖ψ − ψex‖L2 ‖ψ − ψex‖L∞
39 0.129 0.4169.10−16 0.5556.10−16 0.2272.10−15
136 0.064 0.4427.10−16 0.6514.10−16 0.3886.10−15
519 0.031 0.3764.10−15 0.5235.10−15 0.1402.10−14
2015 0.016 0.1114.10−14 0.1455.10−14 0.3608.10−14
Tableau 5.4  Erreurs obtenues sur le 1er cas test de Soloviev avec des éléments de Bell
En terme d'erreurs, on est ici proche de l'erreur machine et ce même sur la solution obtenue
avec un maillage relativement grossier. La solution analytique étant un polynôme de degré
maximal 4 il est normal que l'approximation de cette solution par un polynôme de degré
5 soit exacte à l'erreur machine près. Il semblerait aux vues des résultats sur le tableau
que lorsqu'on raﬃne le maillage, la solution obtenue est moins précise. En réalité, cette
impression est due à la méthode de résolution et plus particulièrement au conditionnement
de la matrice inversé qui est lié au pas du maillage.
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5.2.2 2ème exemple de cas test analytique
De même nous étudions un second exemple qui vériﬁe les conditions de l'équilibre de
Soloviev avec ici un paramètre de triangularité. Cet exemple est étudié en coordonnées
cartésiennes, il admet pour solution analytique :
ψex(x, y)=1−
(
x− 
2
(1− x2)
)2−((1− 2
4
)
(1+x)2+λx
(
1+

2
x
))(a
b
y
)2
, (5.2.6)
avec  l'ellipticité et λ le paramètre de triangularité. Avec cette solution l'équation de
Grad-Shafranov se réécrit :
−∆∗ψ = α(R0(1 + x))2 + β, (5.2.7)
avec
α =
4(a2 + b2)+ a2(2λ− 3)
2R20a
2b2
et β = − λ
b2
. (5.2.8)
Pour la comparaison avec [DDF+11], nous utilisons pour le test : a = 0.5, b = 0.7,  = 0.3
et λ = 0. Le bord du domaine est déﬁni par sa frontière :
∂Ω = {(x, y)|ψ(x, y) = 0}, (5.2.9)
5.2.2.1 2ème exemple avec P1 de Lagrange
De même que pour le premier cas test, les résultats obtenus numériquement 5.4b sont
analogues à la solution exacte de ce problème 5.4a.
(a) ψex (b) ψnum
Figure 5.4  Cas test analytique 2
Une étude sur l'ordre de convergence est également menée sur ce cas test analytique de
Soloviev (cf. tableau 5.5), ainsi que sur l'ordre de convergence des gradients (cf. tableau
5.6) de la solution ψ. Le pas d'espace h est le même que dans les cas tests précédent (cf.
(5.1.4)).
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N∂Ω h ‖ψ − ψex‖L1 ordre ‖ψ − ψex‖L2 ordre ‖ψ − ψex‖L∞ ordre
20 0.135 0.6749.10−02 - 0.6726.10−02 - 0.2029.10−01 -
40 0.068 0.2092.10−02 1.716 0.1746.10−02 1.976 0.6470.10−02 1.675
80 0.035 0.5673.10−03 1.820 0.5249.10−03 1.875 0.2046.10−02 1.687
160 0.017 0.1476.10−03 1.863 0.1326.10−03 1.913 0.7005.10−03 1.640
320 0.009 0.3615.10−04 1.903 0.3390.10−04 1.925 0.2035.10−03 1.675
Tableau 5.5  Erreurs sur ψ obtenues avec les éléments P1 de Lagrange
N∂Ω h ‖∇ψ −∇ψex‖L2 ordre
20 0.135 0.6681.10−01 -
40 0.068 0.3048.10−01 1.150
80 0.035 0.1556.10−01 1.071
160 0.017 0.7957.10−02 1.037
320 0.009 0.3758.10−02 1.047
Tableau 5.6  Erreurs sur ∇ψ obtenues avec les éléments P1 de Lagrange
Les résultats numériques observés sur ce deuxième cas test de Soloviev correspondent aux
attentes théoriques dûes à ces éléments P1 à savoir un ordre de convergence de 2 pour le
ﬂux magnétique ψ alors qu'il est de 1 pour les gradients de ψ.
5.2.2.2 2ème exemple avec C1 de Bell
Ce deuxième exemple de cas test analytique de Soloviev a été résolu avec des éléments
ﬁnis C1 de Bell. Il n'est pas nécessaire de remettre les graphiques obtenus avec ces éléments
car ils ne diﬀèrent pas de ceux obtenus avec les éléments P1 sur la ﬁgure 5.4. De la même
manière que pour le cas test précédent la solution à approcher étant un polynôme de degré
4, il est normal que l'approximation de cette solution avec les éléments de Bell, constitués
de fonctions de bases polynômiales de degré 5, soit exacte à l'erreur machine près. Ces
résultats sont présentés dans le tableau 5.7 suivant.
N∂Ω h ‖ψ − ψex‖L1 ‖ψ − ψex‖L2 ‖ψ − ψex‖L∞
41 0.135 0.3950.10−15 0.4965.10−15 0.2151.10−14
140 0.068 0.1133.10−14 0.1432.10−14 0.4108.10−14
504 0.035 0.2010.10−14 0.2661.10−14 0.8327.10−14
1930 0.017 0.1296.10−13 0.1542.10−13 0.3197.10−13
7596 0.009 0.3247.10−13 0.3715.10−13 0.8349.10−13
Tableau 5.7  Erreurs obtenues sur le 2ème exemple de Soloviev avec C1 de Bell
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5.2.3 3ème exemple de cas test analytique
Ce 3ème exemple de cas test analytique ne fait pas partie des solutions suivant l'équili-
bre de Soloviev. En eﬀet, la densité de courant jc est ici un terme aﬃne en ψ :
−r ∂
∂r
(
1
r
∂ψ
∂r
)
− ∂
2ψ
∂z2
= (r2 + 1)
(
ψ +
1
2
)
. (5.2.10)
Cette équation admet comme solution analytique :
ψex(r, z) = cos
(
r2
2
)
cos(z)− 1
2
. (5.2.11)
sur le domaine Ω dont le bord ∂Ω s'écrit sous la forme suivante :
∂Ω =
{
(r, z)|r∈
[
2
3
√
3pi,
2
3
√
6pi
]
,z=arccos
(
1
2 cos( r
2
2 )
)
∪z=2pi−arccos
(
1
2 cos( r
2
2 )
)}
. (5.2.12)
Les conditions de bord sont toujours de types Dirichlet nulles sur le bord du domaine (cf :
(4.4.15) ou (4.4.17)). Le terme de courant dépendant de ψ, on choisit de le résoudre de
manière itérative avec une condition initiale nulle. Ainsi, on peut choisir de le résoudre
 explicitement :
−∆∗ψn+1 = (r2 + 1)
(
ψn +
1
2
)
, (5.2.13)
 ou implicitement :
−∆∗ψn+1 = (r2 + 1)
(
ψn+1 +
1
2
)
. (5.2.14)
5.2.3.1 3ème exemple avec P1 de Lagrange
La ﬁgure 5.5 montre que quelque soit la méthode de résolution choisie explicite 5.5b
ou implicite 5.5c la résolution avec les éléments P1 de Lagrange converge vers la solution
exacte 5.5a.
De même que précédemment, on s'intéresse à l'ordre de convergence de la méthode de
résolution. Ainsi quelque soit la méthode de résolution explicite ou implicite le tableau 5.8
présente les erreurs en norme L1, L2 et L∞ où h est le pas d'espace (cf. (5.1.4).
N∂Ω h ‖ψ − ψex‖L1 ordre ‖ψ − ψex‖L2 ordre ‖ψ − ψex‖L∞ ordre
20 0.206 0.2910.10−01 - 0.3414.10−01 - 0.8151.10−01 -
40 0.102 0.9982.10−02 1.524 0.1039.10−01 1.695 0.2271.10−01 1.821
80 0.049 0.3076.10−02 1.572 0.3102.10−02 1.678 0.8852.10−02 1.553
160 0.024 0.7517.10−03 1.709 0.7610.10−03 1.778 0.1884.10−02 1.761
320 0.012 0.1930.10−03 1.770 0.1980.10−03 1.818 0.6002.10−03 1.733
Tableau 5.8  Erreurs obtenues sur le 3ème exemple avec les P1 de Lagrange
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(a) ψex (b) ψnum explicite (c) ψnum implicite
Figure 5.5  Solutions exacte et numérique du 3ème exemple avec les méthodes explicite
et implicite
5.2.3.2 3ème exemple avec C1 de Bell
A présent ce cas test analytique est résolu avec des éléments de Bell. Ce cas test
par rapport aux deux précédents a l'intérêt d'avoir une solution exacte qui ne soit pas
polynômiale de degré inférieur à 5. Il permet donc de vériﬁer, à partir du calcul d'erreur
en norme l'ordre de convergence de la méthode de résolution. Ce cas test a été résolu avec
les deux choix de conditions de bords (4.4.15) et (4.4.17). En eﬀet, dans ces cas tests nous
avons la solution exacte du probleme il est donc aisé de la choisir comme condition de bord.
Le tableau 5.9 récapitule ces calculs d'erreurs avec comme conditions de bord la solution
exacte sur la variable ainsi que chacunes de ses dérivées premières et secondes.
N∂Ω h ‖ψ − ψex‖L1 ordre ‖ψ − ψex‖L2 ordre ‖ψ − ψex‖L∞ ordre
91 0.102 0.1069.10−05 - 0.1508.10−05 - 0.8485.10−05 -
342 0.049 0.2803.10−07 5.003 0.3984.10−07 4.993 0.2419.10−06 4.888
1327 0.024 0.8269.10−09 4.963 0.1260.10−08 4.865 0.7822.10−08 4.834
5151 0.012 0.2819.10−10 4.871 0.4209.10−10 4.900 0.3344.10−09 4.544
20701 0.006 0.8444.10−12 4.987 0.1275.10−11 4.970 0.1143.10−10 4.799
Tableau 5.9  Erreurs obtenues sur le 3ème exemple avec les C1 de Bell
Avec la solution exacte comme condition aux limites sur le bord du domaine l'ordre de
convergence est bien l'ordre 5, i. e. l'ordre de convergence optimal pour une base réduite
de polynômes de degrés 5.
Il est également intéressant d'observer les résultats obtenus avec les conditions de bords
basées sur les normales. La visualisation et les graphiques obtenus sont les mêmes mais
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l'ordre de convergence diﬀère. Le tableau 5.10 présente les résultats de l'étude sur les erreurs
et l'ordre de convergence.
N∂Ω h ‖ψ − ψex‖L1 ordre ‖ψ − ψex‖L2 ordre ‖ψ − ψex‖L∞ ordre
28 0.206 0.3178E − 02 - 0.2790E − 02 - 0.3969E − 02 -
91 0.102 0.80458E − 03 1.958 0.69204E − 03 1.987 0.89233E − 03 2.128
218 0.063 0.35912E − 03 1.646 0.30700E − 03 1.658 0.40405E − 03 1.616
342 0.049 0.20237E − 03 2.414 0.17265E − 03 2.422 0.23234E − 03 2.329
1327 0.024 0.50714E − 04 1.949 0.43134E − 04 1.954 0.58308E − 04 1.947
5151 0.012 0.12693E − 04 1.997 0.10778E − 04 1.999 0.14514E − 04 2.005
Tableau 5.10  Erreurs obtenues sur le 3ème exemple avec les C1 de Bell avec les conditions
de bord sur les normales
Sur ce dernier exemple de cas test analytique pour l'équation d'équilibre de Grad-
Shafranov, on a pu vériﬁer que l'ordre de convergence obtenu est bien l'ordre 5 dans le cas
où les conditions de bords sont prises exactes ce qui pour une base réduite de polynômes
de degré 5 est optimal. Dans le cas où nous prenons des conditions de bords basées sur les
normales cet ordre n'est pas obtenu. Cela vient du fait que le bord du domaine est courbe
et pour réobtenir cet ordre de convergence il faudrait utiliser des éléments C1 courbes
[Ber92] sur le bord du domaine.
5.3 Le Current Hole
Ce chapitre se poursuit avec l'étude d'un cas test du Current Hole. Le Current Hole est
un modèle de la MHD réduite dont l'obtention à partir de la MHD complète est détaillée
dans le paragraphe 3.3.2 du chapitre 3. Le cas test considéré tient son nom de la forme
particulière du courant d'entré jc qui est imposé (cf. ﬁgure 5.6). Dans ce modèle il est
intéressant d'observer les instabilités en dents de scie sur l'énergie cinétique. Le système
du Current Hole donné par :
∂ψ
∂t
= [ψ,ϕ] + η(jφ − jc),
∂ω
∂t
= [ω,ϕ] + [ψ,jφ ] + ν∆ω,
jφ = ∆ψ,
ω = ∆ϕ,
(5.3.1)
est résolu avec la méthode aux éléments ﬁnis avec tout d'abord des éléments P1 de Lagrange
puis des C1 de Bell. Dans ce système les variables sont : ψ le ﬂux magnétique, ω la vorticité,
ϕ le potentiel vitesse et jφ la densité de courant toroïdale qu'on notera plus simplement
dans la suite par J . [ .,.] caractérise les crochets de Poisson déﬁnis par :
[a,b] =
∂a
∂r
∂b
∂z
− ∂a
∂z
∂b
∂r
= −[ b,a]. (5.3.2)
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Avec les P1 de Lagrange, on a utilisé deux méthodes de résolution du système linéaire :
une directe, basée sur la décomposition LU et une itérative : GMRes. Les résultats pour
ces deux méthodes sont présentés car les résultats diﬀèrent tant au niveau précision qu'au
niveau du coût et ils se diﬀérencient notamment sur l'évolution de l'énergie cinétique sur
laquelle on est censé observer les instabilités en dents de scies. Malgré ces diﬀérences, ces
deux méthodes seront validées avec l'étude du taux de croissance de l'énergie cinétique
dans la phase linéaire suivant la résistivité du courant η dont nous connaissons la valeur
théorique.
5.3.1 Simulations numériques
A présent, cette partie présente les résultats numériques obtenus sur le cas test présentés
par Czarny et Huysmans [CH08, DDF+11]. Pour ces simulations on a pris la viscosité
ν = 10−6 et la résistivité η = 10−5. Le courant d'entrée jc est tel que :
jc = j1(1− r4)− j2(1− r2)8 avec j1 = 0.2 et j2 = 0.2666. (5.3.3)
Cette fonction se représente sur la ﬁgure 5.6 de laquelle on comprend la dénomination du
cas test  Current Hole .
Figure 5.6  Courant d'entrée : jc
Le domaine considéré Ω est un cercle de centre (0, 0) et de rayon 1 dont le courant est
négatif au centre du domaine. Dans la suite, on présente tout d'abord les résultats obtenus
avec les éléments P1 de Lagrange puis ensuite ceux obtenus avec les C1 de Bell.
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5.3.1.1 Simulations avec les éléments P1 de Lagrange
Nous présentons ici les résultats obtenus sur le cas test du Current Hole avec des
éléments P1 de Lagrange. Le pas de temps est de δt = 0.1 et le pas d'espace est relativement
ﬁn h = 0.01 (cf. ﬁgure 5.7).
Figure 5.7  Maillage de calcul pour les éléments P1
Ayant choisi une méthode implicite pour résoudre le système, il serait normal de ne
pas avoir de restriction sur le pas de temps. Cependant, la simulation a tendance à ne
pas converger correctement et à présenter de fortes perturbations dans le cas d'un pas de
temps plus grand. Il semble rester une contrainte de type CFL.
Les résultats ont d'abord été obtenus avec une méthode de résolution directe avec une
bibliothèque nommée UMFPack qui se base sur une factorisation de type LU . Ensuite, les
résultats présentés sont obtenus avec la méthode itérative GMRes. Cette méthode étant
plus rapide, la durée de simulation sera étendue aﬁn d'observer d'éventuelles instabilités
qui surviennent de manière cyclique.
Avant le déclenchement de l'instabilité sur une période relativement longue, la simu-
lation ne semble pas évoluer mais l'énergie cinétique s'accroît. Durant cette phase de crois-
sance linéaire on peut calculer le taux de croissance dont on connait une valeur théorique
de η1/3 [CH08, Rat11]. Pour valider l'implémentation, on fera varier la résistivité η et on
tracera la courbe de ce taux de croissance en fonction de cette variable η.
5.3.1.2 Méthode de résolution directe : UMFPack
Le système obtenu est tout d'abord résolu avec une méthode directe [DDF+11]. Pour
cela nous utilisons la librairie UMFPack qui est basée sur une factorisation de type LU .
Nous obtenons les graphiques de la ﬁgure 5.8 au temps T de 1000, ceux de la ﬁgure 5.9 au
temps T de 2000 et les derniers pour cette méthode à 3000.
Au temps T de 1000, le système est mis en place. Le courant ne présente pas de perturba-
tions par rapport à la condition initiale. Le ﬂux magnétique ψ n'a pas évolué.
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Figure 5.8  Cas test du Current Hole à t = 1000
Figure 5.9  Cas test du current hole à t = 2000
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Entre 1000 et 2000, la densité de courant qui présentait une parfaite symétrie, a vu pro-
gressivement la partie centrale négative se désaxer pour venir perturber la partie maximale
du courant. Au cours du temps cette onde observée sur la densité de courant continuera de
rebondir sur la  barrière  formée par la densité de courant maximale. Ces désaxements
et rebondissements successifs représentent les instabilités en dents de scie caractéristiques
du Current Hole. Avec ce type de méthode qui nécessite un nombre important de calculs,
Figure 5.10  Cas test du current hole à t = 3000
il faut compter environ 8, 8.106 secondes soit un peu plus de 10 jours pour résoudre le
système sur un temps de simulation Tmax de 6000.
Sur la ﬁgure 5.11 on s'intéresse à l'évolution de l'énergie cinétique [Rat11, CH08] au
cours du temps. Pour cela on trace l'énergie cinétique en fonction du temps. Cette énergie
a pour déﬁnition :
Ecin(t) =
∫
Ω
|ϕ(t)|2dΩ. (5.3.4)
Les graphiques 5.12 montrent l'énergie magnétique, ainsi que l'énergie totale comme des
fonctions temporelles avec pour l'énergie magnétique :
Emagn(t) =
∫
Ω
|ψ(t)|2dΩ, (5.3.5)
et l'énergie totale est la somme de ces deux énergies :
Etot(t) = Ecin(t) + Emagn(t). (5.3.6)
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Figure 5.11  Energie cinétique en fonction du temps
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Figure 5.12  Energie magnétique et totale en fonction du temps
Pour ﬁnir avec cette méthode de résolution, on représente le taux de croissance γ durant
la partie linéaire de l'énergie cinétique, c'est-à-dire entre les temps t ≈ 200 et 2000 sur
le graphique 5.11, en fonction du paramètre de résistivité η. L'observation de ce taux de
croissance, en comparaison de la courbe rouge de la ﬁgure 5.13 indiquant l'asymptote η1/3
comme justiﬁé dans [CH08, Bis97], permet de valider nos simulations.
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Figure 5.13  Taux de croissance
5.3.1.3 Méthode de résolution itérative : GMRes
Pour pallier le coût important en terme de temps de calcul que coûte une méthode di-
recte, nous utilisons une méthode itérative GMRes, pour résoudre ce système du  Current
hole  . L'utilisation de cette méthode de résolution est sujette à discussion et notamment
sur la convergence [DDF+11]. Le système à résoudre étant mal conditionné la méthode
itérative de GMRes, plus sensible au conditionnement, peut nécessiter un précondition-
nement pour une utilisation eﬃcace mais ce problème ne sera pas plus abordé dans cette
thèse. On montre dans la suite les résultats obtenus avec cette méthode sur les temps de
1000, 2000, 3000, 4000, 5000, 5600, 6000, 6400, 7000, 8000 et 8800. En montrant tout
d'abord les résultats de l'évolution sur la densité de courant J sur la ﬁgure 5.14, puis le
potentiel vitesse ϕ sur la ﬁgure 5.15 et enﬁn la vorticité ω sur la ﬁgure 5.16.
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Figure 5.14  Densité de courant J du cas test du Current Hole aux temps 1000, 2000,
3000, 4000, 5000, 5600, 6000, 6400, 7000, 8000 et 8800
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Figure 5.15  Potentiel vitesse ϕ du cas test du Current Hole aux temps 1000, 2000, 3000,
4000, 5000, 5600, 6000, 6400, 7000, 8000 et 8800
142
Figure 5.16  Vorticité ω du cas test du Current Hole aux temps 1000, 2000, 3000, 4000,
5000, 5600, 6000, 6400, 7000, 8000 et 8800
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Pour obtenir ces résultats avec un temps de simulation Tf de 9000, il faut un temps de
simulation de 1, 4.106 secondes (environ 1.5 jour). De même que pour la méthode directe
nous nous intéressons à l'énergie cinétique en fonction du temps, avec les mêmes paramètres
de viscosité et résistivité énoncés précédemment.
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Figure 5.17  Energie cinétique en fonction du temps
Pour ﬁnir avec cette méthode de résolution nous représentons le taux de croissance durant
la partie linéaire de l'énergie cinétique précédant l'instabilité, c'est-à-dire entre les temps T
de 5000 et 6000, en fonction du paramètre de résistivité η. Cette partie linéaire, comparée
à celle de la méthode de résolution directe, met plus de temps à arriver en terme de
temps de simulation avec la méthode itérative, c'est-à-dire que pour GMRes l'instabilité
s'est déclenchée plus tard. Ces instabilités étant dûes à des erreurs d'approximation sur
la solution, il est possible qu'avant le déclenchement de l'instabilité certaines erreurs se
compensent.
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Figure 5.18  Taux de croissance
La pente observée sur les graphiques de l'énergie cinétique de η1/3 vient de la physique et
se retrouve sur les deux méthodes utilisées. Ce critère permet de valider l'implémentation.
Les diﬀérences entre les résultats obtenus viennent de l'état d'excitation et de la méthode
de résolution. En eﬀet, avec la méthode de résolution GMRes les résultats sont  lissés , il
y a plus de diﬀusion par rapport à la perturbation créée, la saturation est mal décrite. La
diﬀérence de précision entre la résolution avec la librairie UMFPack et celle avec GMRes
s'explique par le choix du critère d'arrêt de GMRes : ﬁxé dans ce cas test à 1.10−10
atteint après une dizaine d'itérations. Ainsi, l'onde observée avec UMFPack est plus nette
que celle obtenue avec GMRes, la solution obtenue avec GMRes perd la symétrie et les
résultats obtenus sur la vorticité ω et le potentiel vitesse ϕ sont moins nettes. Les résultats
étant physiquement acceptables pour ces deux méthodes de résolution il faut remarquer
que la solution obtenue avec GMRes a une bonne dynamique dans un temps dix fois plus
faible que ceux obtenus avec la librairie UMFPack. En résumé, la méthode de GMRes est
suﬃsante pour obtenir l'allure générale d'un cas test dans un temps acceptable.
Ce cas test présente les premiers résultats obtenus sur le système du Current Hole.
Dans la suite on change d'éléments ﬁnis pour utiliser les éléments C1 de Bell.
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5.3.1.4 Simulations numériques du Current Hole avec les C1 de Bell
On présente ici les résultats du cas test présenté précédemment résolu avec les éléments
C1 de Bell. Pour les conditions spatio-temporelle on a pris pour le pas de temps : δt = 1
et pour le pas d'espace δh = 0.1 (cf ﬁgure 5.19a).
Avec les éléments P1 de Lagrange il semblait rester une contrainte de type CFL, pour
obtenir des résultats avec les éléments C1 de Bell on a pu prendre un maillage de calcul
(voir la ﬁgure 5.19a) moins ﬁn et un pas de temps plus grand. La régularité des éléments
C1 de Bell permet l'obtention de résultats sur de nouveaux  points de visualisation .
Ainsi, le maillage sur la ﬁgure 5.19b utilisé pour visualiser les résultats est plus ﬁn que le
maillage de calcul.
(a) Maillage de calcul (b) Maillage utilisé pour la visualisation
Figure 5.19  Maillages utilisés pour la résolution avec les éléments de Bell.
Nous présentons dans la suite les résultats obtenus avec la méthode de résolution de
GMRes dont le critère d'arret est ﬁxé à 1.10−15. Ainsi, les graphiques de la ﬁgure 5.14
montrent les variations de la densité de courant J aux temps T de 0, 1000, 2000, 3000,
4000, 5000, 6000, 7000, 8000, 9000 et 10000. Ensuite, on visualise sur ces mêmes temps les
évolutions du potentiel vitesse ϕ sur la ﬁgure 5.15 et enﬁn de la vorticité ω sur la ﬁgure
5.16.
Sur les graphiques 5.14 représentant la densité de courant on visualise le déclenchement
de l'instabilité en dents de scie avec le désaxement du centre c'est-à-dire du  trou de
courant  pour revenir ensuite quasiment à sa position initiale et à nouveau se désaxer.
Sur les graphiques de la ﬁgure 5.15, le potentiel vitesse ϕ permet également de visualiser
cette instabilité. Ce potentiel est nul au temps initial évolue lors du développement de
l'instabilité pour revenir nul soit à sont état initial.
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Figure 5.20  Densité de courant J du cas test du Current Hole aux temps : 0, 1000,
2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000 et 10000
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Figure 5.21  Potentiel vitesse ϕ du cas test du Current Hole aux temps : 0, 1000, 2000,
3000, 4000, 5000, 6000, 7000, 8000, 9000 et 10000
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Figure 5.22  Vorticité ω du cas test du Current Hole aux temps : 0, 1000, 2000, 3000,
4000, 5000, 6000, 7000, 8000, 9000 et 10000
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Avec ce type d'éléments il est intéressant de visualiser l'énergie cinétique (5.3.4). En
eﬀet, sur un temps de simulation total de 20000 on observe sur la ﬁgure 5.23 la périodicité de
l'instabilité en dents de scie. Les maxima correspondent au moment où la densité de courant
J est la plus désaxée c'est-à-dire au moment où la partie négative du courant  rebondit .
A ce moment le potentiel vitesse ϕ est maximal. Ce graphique montre que chacun des
déclenchements de l'instabilité est précédé par une phase linéaire dont le coeﬃcient est
η1/3.
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Figure 5.23  Energie cinétique en fonction du temps avec les éléments de Bell
En termes de temps de calcul, pour obtenir cette simulation sur 20000 il a fallut 2.2.106
secondes soit un peu plus de 25 jours.
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5.4 Conclusions
Ce chapitre a permis de présenter les résultats numériques obtenus sur des systèmes de
MHD réduite ainsi que sur un cas test de conduction thermique avec des éléments C1 de
Bell. Tout d'abord, le cas test de conduction thermique a permis de valider l'implémenta-
tion. L'obtention d'un ordre de convergence de 5 sur l'erreur d'approximation, soit l'ordre
optimal pour une base réduite de polynômes de degré 5 et ce avec des conditions de bord
exactes ou basées sur les normales tangentielles liées aux conditions du bord du domaine
et non à la solution analytique, valide l'utilisation de ces éléments.
Après avoir validé l'implémentation de ces éléments, on a modélisé plusieurs cas tests
d'équilibre de Grad-Shafranov. Ces cas tests étant analytiques, ils ont permis une étude en
ordre de convergence de l'erreur d'approximation. Tout d'abord résolu avec des éléments
P1 de Lagrange, ces cas test ont ensuite été résolus avec des éléments C1 de Bell. Les
résultats numériques observés sur les deux premiers cas tests correspondent aux attentes
théoriques dûes aux éléments choisis. Pour les P1 on a obtenu un ordre de convergence de
l'erreur d'approximation de 2 pour le ﬂux magnétique et de 1 pour le gradient de ce ﬂux
magnétique du deuxième cas test. La base des éléments de Bell est constituée de polynômes
de degré 5. Ces deux cas tests étant des polynômes de degré 4, on a donc obtenu avec des
maillages encore grossiers une approximation de la solution avec une erreur de l'ordre de
l'erreur machine. Le dernier cas test de Grad-Shafranov présenté dans ce chapitre a pour
intérêt de n'être pas polynômiale. Avec des éléments P1, l'ordre de convergence obtenu est
celui optimal de 2. Par contre pour les éléments C1 de Bell l'ordre 5 attendu est obtenu
lorsque les conditions de bords sont basées sur la solution exacte. Si les conditions de bords
sont prises par rapport aux normales tangentielles au bord du domaine ∂Ω, on n'atteint
plus cet ordre optimal de 5. Ce défaut d'ordre est dû au choix des conditions de bord et
à la forme courbe du domaine car pour un bord droit tel que le cas test de conduction
thermique l'ordre 5 est obtenu. Pour prendre en considération la courbure du bord du
domaine il faudrait utiliser des éléments C1 courbes [Ber92].
La dernière partie de ce chapitre a porté sur la résolution d'un cas test du système
du Current Hole. D'abord résolu avec les éléments P1 de Lagrange, ce système a ensuite
été résolu avec les C1 de Bell. Avec les éléments P1, pour résoudre le système on a utilisé
une méthode directe basée sur la factorisation LU et une méthode itérative : GMRes. Ces
deux méthodes ont été validées avec l'obtention de l'asymptote η1/3 pour le coeﬃcient de
la phase linéaire sur l'énergie cinétique précédant le déclenchement de l'instabilité. Avec
ces deux méthodes, on a pu visualiser l'évolution de la densité de courant J sur laquelle
on peut voir le désaxement du  trou de courant  ensuite le rebond et le retour à un état
quasi-initial. Ces deux méthodes de résolution n'ayant pas le même critère d'approximation
l'instabilité, son déclenchement et son évolution, ne se déroule pas de la même manière.
En eﬀet, le temps de déclenchement et la direction du désaxement diﬀèrent. En terme de
temps de simulation, la méthode itérative est bien plus rapide. Ainsi, on a noté que les
résultats de la méthode de GMRes sont physiquement acceptables et que la solution a une
bonne dynamique dans un temps de calcul dix fois plus court que pour la méthode directe.
Résolu avec des éléments C1 de Bell, le système du Current Hole a permis d'observer
sur un temps de simulation plus long de 20000 la nature cyclique de cette instabilité avec
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six déclenchements d'instabilités visibles notamment sur le graphique de l'énergie cinétique
5.23. Avec ce type d'éléments un maillage dix fois moins ﬁn que pour les P1 est suﬃsant
pour faire le calcul. Ensuite, la régularité des éléments permet de déﬁnir de nouveaux points
pour la visualisation. Ainsi, bien que résolu avec l'algorithme itératif GMRes, on obtient
une meilleure visualisation en conservant par exemple la symétrie. Sur les graphiques de
la densité de courant, on retrouve le développement de l'instabilité avec le désaxement du
 trou de courant  puis son rebond et le retour à un état proche de l'état initial. Avec une
périodicité d'environ 3000, on visualise sur le graphique de l'énergie cinétique cette phase
linéaire de préparation à l'instabilité dont le coeﬃcient est toujours η1/3.
Il faut remarquer que pour résoudre ce système sur un temps de 20000, il a fallut
environ 25 jours. Cette simulation étant passé en séquentiel, il faudrait utiliser le calcul
parallèle pour diminuer ce temps de calcul.
Enﬁn, la résolution hierarchique de ces systèmes de MHD réduite avec la méthode des
éléments ﬁnis et les éléments de Bell a comme perspective générale la résolution du système
de la MHD complète avec cette méthode de résolution.
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Conclusion générale et Perspectives
L'évolution du plasma au sein des tokamaks est complexe. Il présente de nombreux
paramètres physiques et est sujet à de nombreuses instabilités. Qu'elles soient déstabi-
lisantes ou non, la modélisation doit prendre en considération ces instabilités.
Dans les chapitres 2 et 3, on a exposé les modèles, du plus complet, le modèle par-
ticulaire, jusqu'au modèle plus réduit de l'équation d'équilibre de Grad-Shafranov. En ce
sens, on a explicité les détails de la dérivation des modèles cinétiques aux modèles ﬂuides,
et on a bien retrouvé les fermetures des coeﬃcients de transport tels qu'ils ont été établis
dans l'article original de Braginskii. Au sein des modèles ﬂuides, on a détaillé le modèle de
la MagnétoHydroDynamique sous diﬀérentes formes : complète, idéale, résistive ou encore
réduite en explicitant pour chaque étape de réduction les hypothèses utilisées. Le modèle
de la MHD réduite a été encore simpliﬁé pour donner les modèles du Current Hole et celui
d'équilibre de Grad-Shafranov. Ces deux modèles permettent d'étudier respectivement une
instabilité macroscopique du c÷ur du plasma (l'instabilité dite en  dents de scie ) et un
équilibre du plasma.
Après avoir développé ces systèmes de MHD, on a cherché à les résoudre avec une
méthode aux éléments ﬁnis. La résolution numérique de ces systèmes de la MHD avec les
hypothèses énoncées, notamment sur la déﬁnition du champ magnétique avec un potentiel
vecteur, nécessite des schémas stables et une certaine régularité de l'approximation. Ces
systèmes étant dominés par l'advection, leurs résolutions par la méthode des éléments ﬁnis
classique conduisent à un schéma instable. Pour pallier cette instabilité, on a utilisé une
méthode de stabilisation SUPG dont on a étudié la stabilité L2. Cette étude de la stabilité
L2, a montré que le choix de la méthode implicite de Crank-Nicholson permet que la
résolution, avec ou sans le terme temporel dans le résidu, soit inconditionnellement stable.
Ensuite, la résolution de la MHD complète nécessite l'utilisation de méthodes de sta-
bilisation mais également l'utilisation d'éléments suﬃsamment réguliers. En eﬀet, l'intro-
duction d'un potentiel vecteur pour le champ magnétique conduit à des systèmes d'ordre
supérieur à 2 pour lesquel les éléments P1 de Lagrange ne sont plus adaptés. On a donc
mis en place une méthode de résolution basée sur des éléments C1 qu'on a testée sur des
systèmes de MHD réduite. Les propriétés de stabilité de ces systèmes suﬃsent et leurs
résolutions ne nécessitent donc pas de stabilisation supplémentaires. Parmi les éléments
C1, on a choisi les éléments triangulaires de Bell dont les degrés de libertés ne sont portés
que par les noeuds du maillage. Chaque noeud possède 6 degrés de libertés et les 18 fonc-
tions de bases polynômiales forment une base réduite de l'espace des polynômes de degré
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5. Après avoir motivé et présenté ces éléments C1 de Bell, on a développé la résolution de
l'équation de conduction thermique et de systèmes de la MHD réduite du Current Hole et
de Grad-Shafranov.
Le dernier chapitre présente les diﬀérentes simulations qui ont été menées. Des cas
tests de conduction thermique et de MHD réduite tels que l'équation d'équilibre de Grad-
Shafranov et le Current Hole ont été résolus avec la méthode des éléments ﬁnis et plus
particulièrement les éléments C1 de Bell. Pour la comparaison les cas tests de MHD ré-
duite ont également été résolus avec des éléments P1 de Lagrange. Ces cas tests, dont
on connaît pour certains une solution analytique, ont permis de valider l'implémentation
de ces éléments de Bell avec l'obtention de l'ordre de convergence maximal de 5 pour ces
éléments. Pour obtenir cet ordre une attention particulière est apportée sur la déﬁnition
des conditions de bord. En eﬀet, si on impose comme condition de bords la solution ex-
acte, on obtient bien l'ordre maximal. Si au contraire, on impose des conditions de bords
sur la normale tangentielle, c'est-à-dire liées à la déﬁnition des bords du domaine, alors
cet ordre maximal n'est obtenu que dans le cas où les bords du domaine sont droits. En
eﬀet, le domaine courbe est approché par des triangles, on perd donc de la précision sur
l'erreur d'approximation et l'ordre de convergence maximal n'est pas atteint. Pour obtenir
cet ordre maximal de 5 pour des domaines courbes, il faudrait recourir a des éléments C1
courbes [Ber92] qui prennent en considération la courbure du domaine.
Enﬁn, la dernière partie du chapitre sur les résultats numériques montre l'étude menée
sur le système du Current Hole à quatre équations. Ce système de la MHD réduite résistive,
dont l'obtention et les hypothèses faites sont présentées dans le chapitre sur la MHD, est
résolu avec les deux types d'éléments déjà utilisés à savoir les P1 de Lagrange et les C1 de
Bell. Ces résolutions ont été validées par l'obtention de l'asymptote de η1/3 pour le coeﬃ-
cient linéaire sur la courbe précédant le déclenchement d'une instabilité, avec η le coeﬃcient
de résistivité du courant. Le déclenchement et l'orientation de l'instabilité dépendent de la
méthode de résolution choisie. Ainsi, la régularité des éléments de Bell permet d'obtenir
une meilleure précision du développement de l'instabilité sur des maillages moins ﬁns. En
séquentiel, le temps de simulation avec les éléments C1 de Bell est relativement long, soit
25 jours pour un temps de calcul de 20000. Il suﬃrait de paralléliser le programme pour
diminuer ce temps de simulation. Les degrés de libertés des éléments de Bell n'étant déﬁni
qu'aux noeuds du maillage, les éléments C1 de Bell ne changent pas la structure du graphe
numérique. Ainsi, la parallélisation ne devrait pas poser de problème particulier.
Ces résultats ont donc permis de valider la résolution de systèmes de la MHD réduite
avec des éléments ﬁnis C1 triangles. Comme perspective on pourrait continuer cette ap-
proche hiérarchique des modèles de MHD jusqu'au modèle de la MHD complète (3.1.57)
en passant par le modèles de la MHD réduite étendue (3.3.8) dont on a des équations sur
la densité, la pression, la vitesse parallèle et l'énergie.
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Annexes du chapitre 2 :
2.A Obtention du moment d'ordre 2 des équations ﬂuides
Ceci est le développement du moment d'ordre 2 de l'équation de Boltzmann aﬁn
d'obtenir l'équation de conservation de l'énergie :∫
R3
mσu
2
2
[
∂fσ
∂t
+∇x · (ufσ) +∇u · (aσfσ)
]
du =
∫
R3
mσu
2
2
∑
α
Cσαdu. (2.A.1)
Elle se simpliﬁe de la même manière que les moments précédents, c'est-à-dire si on considère
successivement chacun des termes
 le premier terme : il faut reprendre l'hypothèse sur la vitesse
uσ = vσ + κ : ∫
R3
mσu
2
2
∂fσ
∂t
du =
∫
R3
mσ(vσ + κ)
2
2
∂fσ
∂t
dκ,
=
∂
∂t
(
mσnσ|vσ|2
2
+
3Pσ
2
)
.
 Pour le second terme on utilise la même hypothèse sur uσ :∫
R3
mσu
2
2
∇x · (ufσ) du =∇x ·
∫
R3
mσ(vσ + κ)
2
2
ufσdκ,
=∇x ·
[∫
R3
mσ|vσ|2
2
ufσdκ +
∫
R3
mσ (vσ · κ)ufσdκ
]
+∇x ·
[∫
R3
mσ |κ|2
2
ufσdκ
]
,
=∇x ·
[∫
R3
mσv
3
σ
2
fσdκ +



∫
R3
mσ|vσ|2
2
κfσdκ
]
+∇x ·
[



∫
R3
mσ (vσ · κ)vσfσdκ +
∫
R3
mσ (vσ · κ)κfσdκ
]
+∇x ·
[∫
R3
mσ |κ|2
2
vσfσdκ +
∫
R3
mσ |κ|2
2
κfσdκ
]
,
=∇x ·
[
mσnσv
3
σ
2
+
∫
R3
mσ (κ ⊗ κ)vσfσdκ + 3vσPσ
2
]
+∇x ·Qσ,
=∇x ·
[
mσnσ|vσ|2
2
vσ + piσ : vσ +
5Pσ
2
vσ
]
+∇x ·Qσ,
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où Qσ est le ﬂux de chaleur.
 Le troisième terme sur l'accélération utilise une intégration par parties :∫
R3
mσu
2
2
∇u · (aσfσ) du = qσ
∫
R3
u2
2
∇u · (E + uσ ×B)fσdu,
= −qσ
∫
R3
u · (E + uσ ×B)fσdu,
= −qσnσvσ ·E.
 Pour le terme de collision, il se réécrit :∫
R3
mσu
2
2
∑
α
Cσαdu =
∫
R3
mσ|vσ|2
2
∑
α 6=σ
Cσαdu+
∫
R3
mσvσκ
∑
α 6=σ
Cσαdu,
+
∫
R3
mσκ
2
2
∑
α 6=σ
Cσαdu
=vσ ·Rσ +Qσ,
où Qσ est un coeﬃcient de transport représentant la chaleur générée par les collisions
entre particules.
L'équation sur le moment d'ordre 2 qui représente la conservation de l'énergie ρEσ se
réécrit :
∂
∂t
(ρEσ) +∇x · [ρEσvσ + piσ : vσ]− qσnσvσ ·E = −∇x ·Qσ + vσ ·Rσ +Qσ, (2.A.2)
avec ρEσ l'énergie déﬁnie par :
ρEσ =
mσnσ|vσ|2
2
+
3Pσ
2
. (2.A.3)
En utilisant l'équation de continuité (2.2.7) et l'équation de conservation des mouvements
(2.2.26) multipliée par vσ, la conservation de l'énergie devient :
((((
(qσnσvσ ·E −(((((vσ · ∇xPσ − vσ · (∇x · piσ) +vσ ·Rσ + d
dt
(
3Pσ
2
)
+
5
2
Pσ∇x · vσ +(((((vσ · ∇xPσ +∇x · (piσvσ)((((((−qσnσvσ ·E
= −∇x ·Qσ +vσ ·Rσ +Qσ,
i.e.,
−vσ · (∇x · piσ) + d
dt
(
3Pσ
2
)
+
5
2
Pσ∇x · vσ +∇x · (piσvσ) = −∇x ·Qσ +Qσ.
Au ﬁnal, l'équation de moment d'ordre 2 sur la pression se réécrit :
d
dt
(
3Pσ
2
)
+
5
2
Pσ∇x · vσ = −∇x ·Qσ +Qσ − piσ : ∇xvσ. (2.A.4)
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2.B Adimensionnement des équations de Boltzmann
Nous développons dans cette annexe l'adimensionnement des équations de Boltzmann
électronique puis ionique. Rappelons tout d'abord l'équation électronique :
Dvt g˜e + κ · ∂x g˜e +
[
qe
me
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ g˜e
= Cee (g˜e, g˜e) + Cei (g˜e, g˜i) .
(2.B.1)
Cette équation adimensionnée devient :
Dvt g˜e +
[t0] [κ
e
0]
[L0]
κ · ∂x g˜e − [v
e
0]
[κe0]
(
Dvtv +
[t0] [κ
e
0]
[L0]
κ · ∂xv
)
· ∂κ g˜e
+
[qe0] [t0] [E0]
[me0] [κ
e
0]
qe
me
(
E +
[B0] [v
e
0]
[E0]
(
v +
[κe0]
[ve0]
κ
)
×B
)
· ∂κ g˜e
=
[t0] [Cee]
[fe]
Cee (g˜e, g˜e) + [t0] [Cei]
[fe]
Cei (g˜e, g˜i) ,
(2.B.2)
où la dérivée convective sans dimension est : Dvt = ∂t +
[t0] [v
e
0]
[L0]
v · ∂x . Avec les relations
(2.3.21) et (2.3.19) cette équation se réécrit :
Dvt g˜e +
1
Mi
κ · ∂x g˜e − Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ g˜e
+
[qe0] [t0] [E0]
[me0] [κ
e
0]
qe
me
(
E +
[B0] [v
e
0]
[E0]
(
v +
1
Mi
κ
)
×B
)
· ∂κ g˜e
=
[t0] [Cee]
[fe]
Cee (g˜e, g˜e) + [t0] [Cei]
[fe]
Cei (g˜e, g˜i) .
(2.B.3)
Les hypothèses sur les énergies thermiques et électriques (2.3.27) ainsi que sur le fait que
le plasma soit fortement magnétisé (2.3.28) permettent d'écrire :
Dvt g˜e +
1
Mi
κ · ∂x g˜e − Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ g˜e
+
[t0] [κ
e
0]
[L0]
qe
me
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ g˜e
=
[t0] [Cee]
[fe]
Cee (g˜e, g˜e) + [t0] [Cei]
[fe]
Cei (g˜e, g˜i) .
(2.B.4)
Pour ﬁnir l'adimensionnement de cette équation de Boltzmann sur les électrons, il faut
utiliser les relations sur les opérateurs de collision (2.3.29) ainsi que les relations sur les
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temps (2.3.16) et (2.3.17). On utilise également les relations (2.3.19) et (2.3.21) :
Dvt g˜e +
1
Mi
κ · ∂x g˜e − Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ g˜e
+
1
Mi
qe
me
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ g˜e
=
1
2
Cee (g˜e, g˜e) + 1
2
Cei (g˜e, g˜i) .
(2.B.5)
De même, il faut obtenir l'équation de Boltzmann adimensionnée sur les ions. La manière
de procéder est similaire à l'équation sur les électrons. En eﬀet, pour rappel l'équation de
Boltzmann sur les ions dans le référentiel de référence des ions [Bra65] s'écrit :
Dvt f˜i + κ · ∂x f˜i +
[
qi
mi
(E + (v + κ)×B)−Dvtv − κ · ∂xv
]
· ∂κ f˜i
= Cie
(
f˜i, f˜e
)
+ Cii
(
f˜i, f˜i
)
.
(2.B.6)
L'adimensionnement de cette équation s'écrit :
Dvt f˜i +
[t0]
[
κi0
]
[L0]
κ · ∂x f˜i −
[
v i0
][
κi0
] (Dvtv + [t0] [κi0][L0] κ · ∂xv
)
· ∂κ f˜i
+
[
qi0
]
[t0] [E0][
mi0
] [
κi0
] qi
mi
(
E +
[B0]
[
v i0
]
[E0]
(
v +
[
κi0
][
v i0
]κ)×B) · ∂κ f˜i
=
[t0] [Cie]
[fi]
Cie
(
f˜i, f˜e
)
+
[t0] [Cii]
[fi]
Cii
(
f˜i, f˜i
)
,
(2.B.7)
où la dérivée convective sans dimension est : Dvt = ∂t +
[t0]
[
v i0
]
[L0]
v · ∂x. De même, il faut
reprendre les relations (2.3.21) et (2.3.19) :
Dvt f˜i +
1
Mi
κ · ∂x f˜i −Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ f˜i
+
[
qi0
]
[t0] [E0][
mi0
] [
κi0
] qi
mi
(
E +
[B0]
[
v i0
]
[E0]
(
v +
1
Mi
κ
)
×B
)
· ∂κ f˜i
=
[t0] [Cie]
[fi]
Cie
(
f˜i, f˜e
)
+
[t0] [Cii]
[fi]
Cii
(
f˜i, f˜i
)
.
(2.B.8)
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Les hypothèses sur les énergies thermiques et électriques (2.3.27) ainsi que sur le fait que
le plasma soit fortement magnétisé (2.3.28) permettent d'écrire :
Dvt f˜i +
1
Mi
κ · ∂x f˜i −Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ f˜i
+Zi
[t0]
[
κi0
]
[L0]
qi
mi
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ f˜i
=
[t0] [Cie]
[fi]
Cie
(
f˜i, f˜e
)
+
[t0] [Cii]
[fi]
Cii
(
f˜i, g˜i
)
,
(2.B.9)
où Zi est la charge des ions tel que :
[
qi0
]
= Zi [qe0]. L'utilisation des relations sur les
opérateurs de collision (2.3.29) ainsi que les relations sur les temps (2.3.16), (2.3.17) et
les relations (2.3.19) et (2.3.21) permettent ﬁnalement d'obtenir l'équation de Boltzmann
adimensionnée sur les ions :
Dvt f˜i +
1
Mi
κ · ∂x f˜i −Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ f˜i
+
Zi
Mi
qi
mi
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ f˜i
= Cie
(
f˜i, f˜e
)
+
1

Cii
(
f˜i, f˜i
)
.
(2.B.10)
Les équations de Boltzmann adimensionnées dans leurs référentiels de référence respectifs
sont donc données par :
Dvt g˜e +
1
Mi
κ · ∂x g˜e + 1
Mi
qe
me
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ g˜e
−Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ g˜e = 1
2
(Cee (g˜e, g˜e) Cei (g˜e, g˜i) ) ,
Dvt f˜i +
1
Mi
κ · ∂x f˜i + Z
i
Mi
qi
mi
(
E +
(
v +
1
Mi
κ
)
×B
)
· ∂κ f˜i
−Mi
(
Dvtv +
1
Mi
κ · ∂xv
)
· ∂κ f˜i = Cie
(
f˜i, f˜e
)
+
1

Cii
(
f˜i, f˜i
)
.
(2.B.11)
2.C Approximation des opérateurs de collisions
Tout d'abord pour rappel l'opérateur de collision de Coulomb entre les électrons et les
ions est déﬁni par :
Cei = −∂u · Oei, (2.C.1)
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avec
Oei
(
f˜e, f˜i
)
=
Γei
2
∫
R3
dui
(
B (ue − ui)
[
−f˜i (ui)∂ue f˜e (ue)
+
me
mi
f˜e (ue)∂ui f˜i (ui)
])
.
(2.C.2)
Nous changeons de référentiel de référence en passant à un référentiel ionique. Pour cela,
il faut eﬀectuer une translation de l'espace des phases :
ui = v i(x, t) + κ(x, t).
Par cette transformation galiléenne l'opérateur de collision de Coulomb ainsi que les fonc-
tions maxwelliennes sont invariants i.e.
B (ue − ui) = B (κ − κi) . (2.C.3)
Avec cette transformation il est possible d'eﬀectuer un développement de Taylor de cet
opérateur de collision car κi est supposé petit :
B (κ − κi) =B (κ)− κi · ∂κB (κ)
+
2
2
(κi ⊗ κi) : (∂κ ⊗ ∂κ)B (κ) +O
(
3
)
.
(2.C.4)
Cette approximation, ainsi que cette transformation, permettent de réécrire l'équation
(2.C.2) à l'ordre 2 :
Oei
(
f˜e, f˜i
)
=
Γei
2
∫
R3
dκi
((
B (κ)− κi · ∂κB (κ) + 
2
2
(κi ⊗ κi) : (∂κ ⊗ ∂κ)B (κ)
)
[
−f˜i (κi)∂κ f˜e (κ) + me
mi
f˜e (κ)∂κi f˜i (κi)
])
,
=− Γei
2
∂κ f˜e (κ)
[
niB (κ)− 



∫
R3
dκiκi · ∂κB (κ) f˜i (κi)
+
2
2
∫
R3
dκi (κi ⊗ κi) : (∂κ ⊗ ∂κ) f˜i (κi)
]
+
Γei
2
me
mi
f˜e (κ)
[∫
R3
dκi((((
(((B κ)∂κi f˜i (κi)− κi · ∂κB (κ)∂κi f˜i (κi)
+
∫
R3
dκi
2
2((((
((((
((((
((((
(
(κi ⊗ κi) : (∂κ ⊗ ∂κ)B (κ)∂κi f˜i (κi)
]
+O
(
3
)
,
=− Γei
2
∂κ f˜e (κ)
[
niB (κ) + 2ni
Ti
mi
(
3κ ⊗ κ − |κ|2I
|κ|5
)]
− Γei
2
me
mi
f˜e (κ)
2κ
|κ|3ni +O
(
3
)
,
=− Γei
2
ni
[
B (κ)∂κ f˜e (κ)
+
me
mi
(
2
Ti
me
(
3κ ⊗ κ − |κ|2I
|κ|5
)
∂κ f˜e (κ) + f˜e (κ)
2κ
|κ|3
)]
+O
(
3
)
.
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Ainsi, l'opérateur de collision de Coulomb devient :
Cei =niΓei
2
∂κ ·
[
B (κ)∂κ f˜e (κ) (2.C.5)
+
me
mi
(
2
Ti
me
(
3κ ⊗ κ − |κ|2I
|κ|5
)
∂κ f˜e (κ) + f˜e (κ)
2κ
|κ|3
)]
+O
(
3
)
.
Dans la suite le terme deme/mi sera négligé. Pour déﬁnir cet opérateur, il est nécessaire de
préciser ce que vaut la maxwellienne électronique dans le référentiel ionique f˜e en fonction
de l'approximation connue de la maxwellienne g˜e :
f˜e (κ) = fe (κ + v i) = fe (κ − δu + ve) = g˜e (κ − δu) ,
i.e.
f˜e (κ) =Me (|κ|)
(
1 +
me
Te
δu · κ + Φ˜1e (κ)
)
+O
(
2
)
.
L'approximation sur la fonction maxwellienne pour les électrons, f˜0e (2.3.38), permet de
reprendre cet opérateur de collision (2.C.5) :
Cei = niΓei
2
∂κ ·
(
B (κ)
(
∂κMe (|κ|)
(
1 +
me
Te
δu · κ + Φ˜1e (κ)
)
+Me (|κ|)
(
me
Te
δu + ∂κΦ˜
1
e (κ)
)))
+O
(
2
)
.
(2.C.6)
Sachant que la dérivée d'une fonction maxwellienne reste une fonction maxwellienne :
∂κMe (|κ|) = ∂κMe,0 exp
(
−me|κ|
2
2Te
)
,
= −me
Te
κMe (|κ|) .
et que le noyau du tenseur de collision est lui-même, i.e., B (κ)κ = 0 (cf. (2.1.13)), alors :
Cei = niΓei
2
∂κ ·
(
B (κ)Me (|κ|)
(
me
Te
δu + ∂κΦ˜
1
e (κ)
))
+O
(
2
)
.
De la même manière, le terme de maxwellienne peut être sorti de la dérivée :
Cei = niΓei
2
Me (|κ|)∂κ ·
(
B (κ)
(
me
Te
δu + ∂κΦ˜
1
e (κ)
))
+O
(
2
)
.
Cette équation se réécrit :
Cei =Me (|κ|)
(
niΓei
2
me
Te
∂κ · (B (κ) ) · δu + C′ei
(
Φ˜1e, f˜
0
i
))
+O
(
2
)
, (2.C.7)
=Me (|κ|)
(
−niΓeime
Te |κ|3
κ · δu + C′ei
(
Φ˜1e, f˜
0
i
))
+O
(
2
)
, (2.C.8)
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avec
C′ei
(
Φ˜1e, f˜
0
i
)
= 
niΓei
2
∂κ ·
(
B (κ)∂κΦ˜1e (κ)
)
. (2.C.9)
De même, on cherche une approximation de l'opérateur de collision de Coulomb entre les
ions et les électrons. On a Cie.
Cie = −∂u · Oie, (2.C.10)
avec
Oie (g˜i, g˜e) = Γie
2
∫
R3
dκe
(
B (κe − κ)
[
− g˜e (κe)∂κi g˜i (κi)
+
mi
me
g˜i (ui)∂κe g˜e (κe)
])
, (2.C.11)
=
Γie
2
[
−∂κi g˜i (κi)
∫
R3
dκe
(
g˜e (κe)B (κe − κ)
)
+
mi
me
g˜i (ui)
∫
R3
dκe
(
B (κe − κ)∂κe g˜e (κe)
)]
. (2.C.12)
Nous sommes ici dans un référentiel électronique et, de même que précédemment, il faut
un développement de Taylor à l'ordre 2 de B (κe − κ) avec κ supposé petit :
B (κe − κ) =B (κe)− κ · ∂κeB (κe)
+
2
2
(κ ⊗ κ) : (∂κe ⊗ ∂κe)B (κe) +O
(
3
)
,
(2.C.13)
avec
κ · ∂κeB (κe) = −
κ · κe
|κe|5
(|κe|2I− 3κe ⊗ κe)− κ ⊗ κe + κe ⊗ κ|κe|3 .
L'opérateur de collision dans le référentiel des électrons se reformule avec le tenseur de
diﬀusion De :
De (κ) =
∫
R3
dκe [g˜e (κe)B (κe − κ) ] ,
=
∫
R3
dκe [g˜e (κe)B (κe) ]− 
((((
((((
((((
((∫
R3
dκe [g˜e (κe)κ · ∂κeB (κe) ] +O
(
2
)
. (2.C.14)
Le deuxième terme étant l'intégration d'un produit de termes ayant des puissances im-
paires, il s'annule (c.f. p41 de [Bak97]).
De (κ) =
∫
R3
dκe [g˜e (κe)B (κe) ] +O
(
2
)
. (2.C.15)
Pour calculer une approximation de ce tenseur de diﬀusion il faut faire des hypothèses sur la
forme de g˜e (κe). Dans le cas où la fonction de distribution électronique soit principalement
une fonction maxwellienne, g˜e (κe) =Me (|κe|), alors il faut utiliser le théorème 1 p 38 dans
[Bak97] : ∫
R3
f(x)dx =
∫ +∞
0
r2
∫
S2
f(rs)dsdr.
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avec S2 qui représente la sphère unité. Pour notre cas, nous posons :
f(x) =g˜0e(x)B(x− x0),
=g˜0e(x)B(x) +O(),
i.e. f(rs) = g˜0e(rs)B(rs) +O(),
avec s sur la sphère unité donc |s| = 1. Ainsi, on a les relations suivantes :
g˜0e(rs) = g˜
0
e(r),
et B(rs) =
|rs|2I− r2s⊗ s
|rs|3 ,
=
1
r
(I− s⊗ s) ,
=
1
r
B(s),
i.e. f(rs) = g˜0e(r)
1
r
B(s) +O().
Avec cette approximation, le tenseur de diﬀusion De se réécrit dans le cas où g˜e est une
maxwellienne :
De (κ) =
∫
R3
dκe [g˜e (κe)B (κe) ] +O
(
2
)
,
=
∫ +∞
0
r2
1
r
g˜0e(r)
∫
S2
B(s)dsdr +O
(
2
)
.
Par suite nous intégrons le tenseur de collision B(s) sur la surface de la sphère unité S2,
pour cela nous utilisons le corollaire 1 p 39 dans [Bak97] :∫
S2
s2kds = (3 + 2)
∫ 1
−1
x2kdxk
∫ ∫
dxldxp,
= 10
∫ 1
0
x2kpi
(
1− x2k
)
dxk,
= 10pi
(
1
3
− 1
5
)
,
=
4pi
3
. (2.C.16)
Par conséquent, l'intégrale sur S2 de B(s) vaut :∫
S2
B(s)ds =
∫
S2
(I− s⊗ s) ds,
=
(
4pi − 4pi
3
)
I,
=
8pi
3
I. (2.C.17)
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Ainsi, pour le tenseur de diﬀusion De on obtient :
De =
8pi
3
∫ +∞
0
rg˜0e(r) +O
(
2
)
,
=
8pi
3
[
− Te
me
g˜0e(r)
]+∞
0
+O
(
2
)
,
=
8pi
3
Te
me
ne(
2pi Teme
) 3
2
+O
(
2
)
,
=
4
3
ne
√
me
2piTe
+O
(
2
)
. (2.C.18)
Avec ces calculs, l'équation (2.C.12) se réécrit :
Oie (g˜i, g˜e) =Γie
2
[
−4
3
ne
√
me
2piTe
∂κi g˜i (κi)
+
mi
me
g˜i (ui)
∫
R3
dκe
(
B (κe − κ)∂κe g˜e (κe)
)]
+O
(
2
)
. (2.C.19)
De même, nous faisons les calculs pour obtenir une approximation de l'intégrale du second
terme en étant toujours avec le cas où la fonction de distribution électronique est une
maxwellienne :∫
R3
dκe
(
B (κe − κ)∂κe g˜e (κe)
)
≈− me
Te
∫
R3
dκe
(
B (κe − κ)κeg˜0e (κe)
)
,
≈− me
Te
[∫
R3
dκe
B (κe)κeg˜0e (κe)
−
∫
R3
dκeκ · ∂κeB (κe)κeg˜0e (κe)
]
,
≈me
Te
[∫
R3
dκe
κ · κe
|κe|5
(|κe|2I− 3κe ⊗ κe)κeg˜0e (κe) ,
−
∫
R3
dκe
κ ⊗ κe + κe ⊗ κ
|κe|3 κeg˜
0
e (κe)
]
.
De même que précédemment, nous utilisons le théorème 1 [Bak97] :∫
R3
dκe
(
B (κe − κ)∂κe g˜e (κe)
)
≈me
Te
∫ +∞
0
r2
[∫
S2
ds
κ · rs
|rs|5
(|rs|2I− 3r2s⊗ s) rsg˜0e (r)
−
∫
S2
dsr
κ ⊗ s+ s⊗ κ
|rs|3 rsg˜
0
e (r)
]
,
≈me
Te
∫ +∞
0
rg˜0e (r)
[∫
S2
ds (κ · s) (|s|2I− 3s⊗ s) s
−
∫
S2
ds (κ ⊗ s+ s⊗ κ) s
]
.
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Or le premier terme de droite s'annule car :∫
S2
(
s⊗ s− s · s
3
I
)
= 0, (2.C.20)
et le second terme peut se réécrire :∫
S2
ds (κ ⊗ s+ s⊗ κ) s =κ
∫
S2
ds (s · sI+ s⊗ s) ,
=κ
16pi
3
.
Ainsi, le second terme de l'opérateur de collision se réécrit :∫
R3
dκe
(
B (κe − κ)∂κe g˜e (κe)
)
=− me
Te
κ
16pi
3
∫ +∞
0
rg˜0e (r) +O
(
2
)
,
=− me
Te
κ
16pi
3
Te
me
ne(
2pi Teme
) 3
2
+O
(
2
)
,
=− κ 4ne
3
√
me
2piTe
(
2
me
Te
)
+O
(
2
)
. (2.C.21)
Au ﬁnal, l'opérateur de collision Oie se réécrit :
Oie (g˜i, g˜e) = −2Γie
3
ne
√
me
2piTe
(
∂κi g˜i (κi) + 2κ
mi
Te
g˜i (κi)
)
+O
(
2
)
(2.C.22)
2.D Développement des coeﬃcients de transports
2.D.1 Coeﬃcient de frottement Rσ
Cette section présente les calculs pour obtenir les approximations des coeﬃcients de
transports en commençant tout d'abord par le coeﬃcient de frottement. Ce coeﬃcient se
développe asymptotiquement par les termes :
Rσ = R
0
σ + R
1
σ + 
2R2σ +O(
3) (2.D.1)
Pour obtenir ce coeﬃcient à l'ordre 0 nous avons besoin de l'opérateur de collision (2.C.5)
à cet ordre :
C0ei ' −∂κ · O0ei,
avec
O0ei ' −
niΓei
2
B (κ)∂κ f˜0e (κ),
' −niΓei
2
B (κ)Me (|κ|) me
Te
δu.
Ce calcul du coeﬃcient de frottement ne peut être eﬀectué que dans un système de coor-
données convenables dans lequel la vitesse électronique moyenne ve est nulle. Pour ensuite
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le convertir dans un système où la vitesse ionique moyenne v i est nulle également. Par
conséquent, κ est remplacé par κ − δu :
R0e = −
∫
R3
dκme (κ − δu)∂κ · O0ei
=
∫
R3
dκmeO0ei
= −niΓei
2
me
∫
R3
dκB (κ)Me (|κ|) me
Te
δu.
(2.D.2)
Les formules d'intégration de fonctions polynômiales sur les boules [Bak97] permettent
d'obtenir une approximation de cette intégrale :
R0e ' −
niΓei
2
me
me
Te
δu
∫
R3
dκB (κ)Me (|κ|)
' −niΓei
2
me
me
Te
δu
8pi
3
Te
me
ne(
2pi Teme
) 3
2
' −mene
τe
δu (2.D.3)
avec τe qui représente le temps caractéristique entre les collisions électrons-ions. Ce dernier
est déﬁni par :
τe =
3
√
meT
3
2
e
4ni
√
2piq2eq
2
i ln Λ
. (2.D.4)
De la même manière on obtient une formulation de ce coeﬃcient à l'ordre 1 qui s'écrit
avec la fonction Φ˜1e
C1ei ' −∂κ · O1ei,
avec
O1ei (κ) ' −
niΓei
2
B (κ)Me (|κ|)
(
∂κΦ˜
1
e (κ)
)
.
Ainsi ce coeﬃcient se réécrit à l'ordre 1 :
R1e = −
niΓei
2
me
∫
R3
dκB (κ)Me (|κ|)
(
∂κΦ˜
1
e (κ)
)
. (2.D.5)
Il est possible de calculer l'ordre 2 de ce coeﬃcient de frottement R2e en prenant l'ordre 2
de l'opérateur de collision O2ei :
R2e =
∫
R3
dκmeO2ei
=− Γei
2
ni
∫
R3
dκ
m2e
mi


f˜e (κ)
2κ
|κ|3 ,
168
i.e.
R2e = 0. (2.D.6)
En résumé le coeﬃcient de frottement électronique se développe sous la forme suivante :
Re = R
0
e + R
1
e + 
2R2e +O(
3) (2.D.7)
avec 
R0σ =−
mene
τe
δu,
R1e =−
niΓei
2
me
∫
R3
dκB (κ)Me (|κ|)∂κΦ˜1e (κ) ,
R2e =0.
(2.D.8)
2.D.2 Chaleur générée par les collisions : Qσ
Pour approcher ces coeﬃcients de transports, nous utilisons l'approximation de l'opéra-
teur de collisions. A l'ordre 0 la chaleur générée par les collisions des ions sur les électrons
se développe comme suit :
Q0ei = −
∫
R3
dκme
|κ − δu|2
2
∂κ · O0ei,
=
∫
R3
dκme (κ − δu) · O0ei,
=
∫
R3
dκme
κ · O1ei − δu ·R0e. (2.D.9)
Le premier terme de l'équation précédente s'annule car l'opérateur de collisionO1ei contient
le tenseur des collisions B et le noyau de ce tenseur est lui même (2.1.13). De la même
manière, ce coeﬃcient de transport Qei s'exprime à l'ordre 1 :
Q1ei = −δu ·R1e. (2.D.10)
R0e, R
1
e et δu étant d'ordre 1, ces coeﬃcients sont en réalité d'ordre 2. Si nous prenons
l'opérateur de collision Oei à l'ordre 2 contrairement au coeﬃcient de frottement Re il ne
s'annule pas. On obtient :
Q2ei =
∫
R3
dκme (κ − δu) · O2ei,
=
∫
R3
dκme
(
κ · O2ei −δu · O2ei
)
.
Pour le second terme en δu, les polynômes sont de puissances impaires donc ce terme est
nul [Bak97]. Ce coeﬃcient est donc réduit à :
Q2ei =
∫
R3
dκmeκ · O2ei,
=− Γei
2
ni
∫
R3
dκme
Ti
mi
κ ·
(
3κ ⊗ κ − |κ|2I
|κ|5
)
∂κ f˜e (κ),
− Γei
2
ni
∫
R3
dκ
m2e
mi
κ · 2κ|κ|3 f˜e (κ) .
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Dans la suite de ce calcul la fonction de distribution électronique f˜e (κ) est considérée
comme une maxwellienne :
Q2ei =Γeinime
Ti
mi
me
Te
∫
R3
dκ
f˜0e (κ)
|κ| − Γeini
m2e
mi
∫
R3
dκ
f˜0e (κ)
|κ| ,
=Γeini
m2e
mi
(
Ti
Te
− 1
)∫
R3
dκ
f˜0e (κ)
|κ| .
Cette intégrale est calculée à l'aide des formules d'intégration sur les boules [Bak97] :∫
R3
dκ
f˜0e (κ)
|κ| =
∫ +∞
0
r2
∫
S2
f˜0e (r)
|r| dsdr,
=4pi
[
− Te
me
f˜0e (r)
]+∞
0
,
=2ne
√
me
2piTe
. (2.D.11)
Ainsi, ce coeﬃcient de transport représentant la chaleur générée vaut à l'ordre 2 :
Qei ≈− 3mene
τemi
δT − δu ·R0ei − δu ·R1ei +O
(
3
)
,
Qei ≈− 3mene
τemi
δT − δu ·Re +O
(
3
)
, (2.D.12)
avec δT = Te − Ti.
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2.D.3 Flux de chaleur : Qσ
De même, on obtient une approximation pour le ﬂux de chaleur Qσ :
Qσ =
∫
R3
[
mσ
|u − vσ|2
2
u
]
fσ (u) du,
=
∫
R3
[
mσ
|κ|2
2
κ
]
f˜σ (κ) dκ,
≈ 0 +
∫
R3
[
mσ
|κ|2
2
Mσ (|κ|) [κ ⊗ κ]Pσ (|κ|)
]
dκ,
≈
∫ +∞
0
r2
[
mσ
r2
2
Mσ (r)
(∫
S2
[
r2s ⊗ s] ds)Pσ (r) ] dr,
≈
∫ +∞
0
mσ
r6
2
[
Mσ (r) 4pi
3
Pσ (r)
]
dr,
≈ 4pimσnσ
6
∫ +∞
0
[(
x
2Tσ
mσ
) 5
2
(
pi
2Tσ
mσ
)− 3
2
e−x Pσ (x)
]
Tσ
mσ
dx,
≈ 4nσ
3
√
pi
T 2σ
mσ
∫ +∞
0
[
x
3
2xe−x Pσ (x)
]
dx,
≈ − 4nσ
3
√
pi
T 2σ
mσ
∫ +∞
0
[
x
3
2
(
−5
2
L
3
2
0 + L
3
2
1 (x)
)
e−x Pσ (x)
]
dx,
≈ − 4nσ
3
√
pi
T 2σ
mσ
15
√
pi
8
(
X δT‖σ,1
∂
‖
xTσ
Tσ
+ X δT⊥σ,1
∂⊥x Tσ
Tσ
+ X δTσ,1
∂x Tσ
Tσ
)
− 4nσ
3
√
pi
T 2σ
mσ
15
√
pi
8
(
X δu‖σ,1 δu‖ + X δu⊥σ,1 δu⊥ + X δuσ,1 δu
)
,
≈− 5nσT
2
σ
2mσ
[
X δT‖σ,1
∂
‖
xTσ
Tσ
+ X δT⊥σ,1
∂⊥x Tσ
Tσ
+ X δTσ,1
∂x Tσ
Tσ
+X δu‖σ,1 δu‖ + X δu⊥σ,1 δu⊥ + X δuσ,1 δu
]
. (2.D.13)
2.E Développement de l'équation électronique au 1er ordre
L'équation de Boltzmann électronique au 1er ordre de correction est :
Dvt g˜0e −Dvtv · ∂κ g˜0e +
qe
me
(E + v ×B) · ∂κ g˜0e − (κ · ∂xv) · ∂κ g˜0e + κ · ∂x g˜0e
= − qe
me
(κ ×B) · ∂κ
(
g˜0e Φ˜
1
e
)
+ Cee
(
g˜0e Φ˜
1
e, g˜
0
e
)
+ Cee
(
g˜0e , g˜
0
e Φ˜
1
e
)
+Me (|κ|)
(
C′ei
(
Φ˜1e, g˜
0
i
)
− niΓeime
Te |κ|3
κ · δu
)
.
(2.E.1)
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Le système ﬂuide

Dvσt nσ = −nσ∇x · vσ,
nemeDvet ve = −∇xPe + qene(E + ve ×B) +R0e,
nimiDvit v i = −∇xPi + qini(E + v i ×B) +Ri,
Dvσt Tσ = −
2
3
Tσ∇x · vσ,
(2.E.2)
et les approximations sur les dérivées temporelles et spatiales
∂g˜0e =
[
∂ne
ne
−
(
3
2
− meκ · κ
2Te
)
∂Te
Te
]
g˜0e ,
∂tg˜
0
e = −
[∇x · (neve)
ne
+
(
3
2Te
− meκ · κ
2T 2e
)(
Te
3
∇x · ve −∇x · (Teve)
)]
g˜0e ,
∂xg˜
0
e =
[∇xne
ne
−
(
3
2Te
− meκ · κ
2T 2e
)
∇xTe
]
g˜0e ,
permettent de développer la partie gauche de cette équation électronique au 1er ordre pour
obtenir une approximation :
[
−Dvet ve +
qe
me
(E + ve ×B)− (κ · ∂xve)
]
· ∂κ g˜0e +Dvet g˜0e + κ · ∂x g˜0e
=
[∇x (neTe)
neme
−


qe
me
(E + ve ×B)− R
0
e
neme
]
·
(
−me
Te
κ
)
g˜0e
+
[


qe
me
(E + ve ×B)− (κ · ∂xve)
]
·
(
−me
Te
κ
)
g˜0e
−
[∇x · (neve)
ne
+
(
3
2Te
−



meκ · κ
2T 2e
)(
Te
3
∇x · ve −∇x · (Teve)
)]
g˜0e
+ ve ·
[∇xne
ne
−
(
3
2Te
−



meκ · κ
2T 2e
)
∇xTe
]
g˜0e
+ κ ·
[∇xne
ne
−
(
3
2Te
− meκ · κ
2T 2e
)
∇xTe
]
g˜0e ,
=−
[


∇xne · κ
ne
+
∇xTe
Te
· κ − R
0
e
neTe
· κ − κ · [∂xve]T
(
me
Te
κ
)]
g˜0e
−
[


ve · ∇x (ne)
ne
+




3
2
∇x · ve − 3
2
∇x · (ve)−
3
2Te
ve · ∇xTe − me|κ|
2
3Te
∇x · ve
]
g˜0e
+
[



ve · ∇xne
ne
−
3
2Te
ve · ∇xTe + κ ·
(
 
 
 ∇xne
ne
−
(
3
2Te
− meκ · κ
2T 2e
)
∇xTe
)]
g˜0e .
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Au ﬁnal, la partie gauche de cette équation électronique au 1er ordre se réécrit :[
−Dvet ve +
qe
me
(E + ve ×B)− (κ · ∂xve)
]
· ∂κ g˜0e +Dvet g˜0e + κ · ∂x g˜0e
=
[(
meκ · κ
2Te
− 5
2
)
κ · ∇xTe
Te
+
R0e · κ
neTe
]
g˜0e
+
[
me
2Te
(
[∇xve] + [∇xve]T − 2
3
∇x · veI
)
:
(
κ ⊗ κ − |κ|
2
3
I
)]
g˜0e
=
[
L′e (|κ|) · κ +
R0e · κ
neTe
+Le (|κ|) :
(
κ ⊗ κ − |κ|
2
3
I
)]
g˜0e , (2.E.3)
avec
L′e (|κ|) =
(
meκ · κ
2Te
− 5
2
) ∇xTe
Te
et Le (|κ|) = me
2Te
(
[∇xve] + [∇xve]T − 2
3
∇x · veI
)
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Annexes du chapitre 3 :
3.A Obtention du système de MHD réduite résistive
Cette annexe a pour objectif de détailler le développement du passage de la MHD com-
plète à la MHD réduite résistive. Commençons tout d'abord par rappeler le système de la
MHD complète auquel on rajoute l'équation modélisant l'absence de monopôles magné-
tiques : 
∂tρ+∇ · (ρv) =0,
∂t (ρv) +∇ · (ρv ⊗ v) +∇p =J ×B −∇ · pi,
∂t (ρE) +∇ · (ρEv + pv) = (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q) ,
∂tB +∇×E =0,
p
γ − 1 =ρE −
1
2
ρv2,
1
µ0
∇×B =J ,
E + v ×B =ηJ ,
∇ ·B =0.
(3.A.1)
Avant tout développement on rappelle quelques déﬁnitions et propriétés sur les coordonnées
nécessaires pour la suite :
∇φ = 1
R
eφ, (3.A.2)
∇ · ∇φ =0, (3.A.3)
∇φ · ∇φ = 1
R2
, (3.A.4)
∇⊥A =R2∇φ× (∇A×∇φ) , (3.A.5)
∇‖A =R2∇φ (∇A · ∇φ) (3.A.6)
∇A · ∇φ = 1
R2
∂φA. (3.A.7)
Pour passer à la MHD réduite résistive nous devons émettre des hypothèses, la première
vient du conﬁnement. En eﬀet, les particules constituant le plasma sont conﬁnées au sein du
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tokamak grâce à un champ magnétique puissant principalement toroïdal. Ainsi, l'hypothèse
de forte magnétisation dans la direction toroïdale permet de réécrire le champ magnétique
en fonction de sa composante toroïdale Bφ et celle poloïdale Bp :
B = Bφ +Bp,
= F∇φ+∇ψ ×∇φ, (3.A.8)
avec ψ représentant le ﬂux magnétique, F une constante donnée pouvant parfois dépendre
de l'espace ou du temps [DS12], mais qui sera prise ici constante par rapport au temps.
Cette déﬁnition doit assurer la condition sur l'absence de monopôles magnétique, on doit
donc émettre une hypothèse supplémentaire sur F :
∇ ·B = 0,
∇ · (F∇φ) +((((((
(((∇ · (∇× (ψ∇φ) ) = 0,
∇F · ∇φ = 0. (3.A.9)
Avec ces hypothèses l'équation modélisant l'absence de monopôles magnétiques est automa-
tiquement vériﬁée. Dans la suite, les équations de conservation, la loi d'induction ainsi que
la loi d'Ampère seront développées avec ces hypothèses aﬁn d'obtenir les équations com-
posant le système de la MHD réduite résistive.
Tout d'abord, la réduction de la loi d'Ampère permet d'obtenir une nouvelle déﬁnition
pour la densité de courant
µ0J =∇×B,
=∇× (F∇φ) +∇× (∇× (ψ∇φ) ) ,
=∇F ×∇φ−∆ (ψ∇φ) +∇
(
1
R2
∂φψ
)
,
qui se développe termes à termes par :
∆ (ψ∇φ) =∆
(
ψ
R
eφ
)
,
=− 2
R3
∂φψer +
(
R∆
(
ψ
R
)
− ψ
R2
)
∇φ,
=− 2
R3
∂φψer +
(
∆∗ψ +
1
R2
∂2φ2ψ
)
∇φ,
et
∇
(
1
R2
∂φψ
)
=− 2
R3
∂φψer +
1
R2
∇⊥ (∂φψ) + 1
R2
∇‖ (∂φψ) ,
=− 2
R3
∂φψer +
1
R2
∇⊥ (∂φψ) + 1
R2
∇φ∂2φ2ψ.
Ainsi, la densité de courant J se réécrit :
µ0J = ∇F ×∇φ−∆∗ψ∇φ+ 1
R2
∇⊥ (∂φψ) , (3.A.10)
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où ∆∗ est l'opérateur de Grad-Shafranov déﬁni par (3.3.40) tel que :
∆∗ψ = ∆ψ − ∂Rψ
R
. (3.A.11)
Sous cette même hypothèse de forte magnétisation il est supposé que la vitesse suit égale-
ment principalement les lignes de champ magnétique et ainsi la vitesse est décomposée
suivant le champ magnétique B :
v = vnB + v⊥, (3.A.12)
où v⊥ est la composante perpendiculaire au champ magnétique de la vitesse. Avec cette
déﬁnition on peut déﬁnir ∇ · v et v ·B dont nous aurons besoin dans la suite des calculs :
∇ · v =∇vn ·B +∇ · v⊥, (3.A.13)
v ·B =vnB ·B. (3.A.14)
La suite de ce développement se poursuit par la réduction des équations temporelles
en commençant par l'équation de conservation de la masse
∂tρ+ ρ∇ · v+v · ∇ρ = 0,
∂tρ+∇ (ρvn) ·B+ρ∇ · v⊥ + v⊥ · ∇ρ = 0. (3.A.15)
Ce développement se poursuit par la réduction de l'équation de conservation de la quantité
de mouvement
∂t (ρv) +∇ · (ρv ⊗ v) +∇p = J ×B −∇ · pi,
mise sous la forme d'une équation de transport de la vitesse :
ρ
dv
dt
= J ×B −∇p−∇ · pi.
Cette équation, après réduction, permettra d'obtenir deux équations sur la vitesse parallèle
vn ainsi que sur la vorticité W déﬁnie par :
ω =∇× v⊥,
W =
B
F
· ω. (3.A.16)
Par conséquent, pour obtenir ces équations, on applique successivement les opérateurs
B
F
· ∇× (R2...) et B · à l'équation de transport sur la vitesse. Lors du premier de ces deux
développements successifs, l'expression est détaillée terme après terme en commençant par
le terme temporel
B
F
· ∇ × (ρR2∂tv) =B
F
· ∇ × (ρR2∂t (vnB + v⊥) ) ,
=
B
F
· ∇ × (ρR2∂t (vnB) )+ B
F
· ∇ × (ρR2∂tv⊥) .
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Ensuite, on reprend le terme de convection qui est le terme le plus compliqué
B
F
· ∇ × (ρR2 (v · ∇)v) =B
F
· (∇ρR2 × (v · ∇)v + ρR2∇× (v · ∇)v) ,
=
B
F
·
(
1
2
∇ (ρR2)×∇v2 −∇ρR2 × (v × (∇× v) ))
+
B
F
·
(
1
2

∇×∇v2 − ρR2∇× (v × (∇× v) )
)
,
=
B
F
·
(
1
2
∇ (ρR2)×∇v2)
− B
F
· (∇ρR2 × (v × (∇× v) ) )
− ρR2B
F
· ∇ × (v × (∇× v) ).
Pour une meilleure lisibilité dans la suite des calculs on développe le 2ème et le 3ème termes
séparément : le 2ème se réécrit
B
F
· (∇ρR2 × (v × (∇× v) ) ) =B
F
· (∇ρR2 × (v × ω) )
+
B
F
· (∇ρR2 × (v × (∇× vnB) ) ) ,
dont on ne développe que le premier terme de ce développement
B
F
· (∇ρR2 × (v × ω) ) =∇ρR2 · ((v × ω)× B
F
)
,
=∇ (ρR2) · (ω(v · B
F
)
− vW
)
,
=
vn|B |2
F
∇ (ρR2) · ω −W∇ (ρR2) · (vnB + v⊥) ,
et le 3ème terme du développement du terme de convection
ρR2
B
F
· ∇ × (v × (∇× v) ) =ρR2B
F
· ∇ × (v × (∇× vnB) )
+ ρR2
B
F
· ∇ × (v × ω),
dont on ne développe que le dernier terme
ρR2
B
F
· ∇ × (v × ω) =ρR2∇ ·
(
(v × ω)× B
F
)
+ ρR2 (v × ω) · ∇ × B
F
,
=ρR2∇ ·
(
ω
(
vnB · B
F
)
− vW
)
+ ρR2 (v × ω) · ∇ × B
F
,
=ρR2∇vn|B |
2
F
· ω − ρR2∇ (vnW ) ·B − ρR2∇W · v⊥
− ρR2W∇ · v⊥ + ρR2 (v × ω) · ∇ × B
F
.
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Au ﬁnal, le terme convectif se réécrit :
B
F
· ∇ × (ρR2 (v · ∇)v) =B
F
·
(
1
2
∇ (ρR2)×∇v2)− B
F
· (∇ρR2 × (v × (∇× vnB) ) )
− vn|B |
2
F
∇ (ρR2) · ω +W∇ (ρR2) · (vnB + v⊥)
− ρR2B
F
· ∇ × (v × (∇× vnB) )
− ρR2∇vn|B |
2
F
· ω + ρR2∇ (vnW ) ·B + ρR2∇W · v⊥
+ ρR2W∇ · v⊥ − ρR2 (v × ω) · ∇ × B
F
.
On développe le terme de pression de l'équation de transport de la vitesse :
B
F
· ∇ × (R2∇p) = B
F
· (∇R2 ×∇p) ,
et le terme du courant :
B
F
· ∇ × (R2J ×B) =∇ · (R2 (J ×B)× B
F
)
+R2(J ×B) · ∇ × B
F
,
=∇ ·
(
R2
(
B
(
J · B
F
)
− J |B |
2
F
))
+R2(J ×B) · ∇ × B
F
,
=B · ∇
(
R2J · B
F
)
−∇
(
R2|B |2
F
)
· J
+R2(J ×B) · ∇ × B
F
.
L'équation de transport sur la vitesse obtenue avec l'opérateur
B
F
· ∇ × (R2...) donne
B
F
· ∇ × (ρR2∂t (vnB) )+ B
F
· ∇ × (ρR2∂tv⊥)
+
B
F
·
(
1
2
∇ (ρR2)×∇v2)− B
F
· (∇ρR2 × (v ×∇× vnB) )
−vn|B |
2
F
∇ (ρR2) · ω +W∇ (ρR2) · (vnB + v⊥)
−ρR2B
F
· ∇ × (v × (∇× vnB) )− ρR2∇vn|B |
2
F
· ω
+ρR2∇ (vnW ) ·B + ρR2∇W · v⊥ + ρR2W∇ · v⊥
−ρR2 (v × ω) · ∇ × B
F
+
B
F
· (∇R2 ×∇p) ,
= B · ∇
(
R2J · B
F
)
−∇
(
R2|B |2
F
)
· J +R2(J ×B) · ∇ × B
F
−B
F
· ∇ × (R2∇ · pi) .
(3.A.17)
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A présent, l'équation de transport de la vitesse est reprise avec l'opérateur B ·
B · (ρ∂tv + ρ (v · ∇)v) =B · (J ×B −∇p−∇ · pi)
ρ|B |2∂tvn + ρB · ∂tv⊥,=ρvnB · ∇ ×E − ρ|B |2∂vvn − ρvnB · ∂vB − ρB · ∂vv⊥
− ∂Bp−B · (∇ · pi) .
Au ﬁnal, l'équation de transport sur la vitesse avec cet opérateur B · permet d'obtenir
l'équation suivante :
ρ|B |2∂tvn + ρB · ∂tv⊥ + ρ|B |2∂vvn = ρ|B |2vn∇ · v⊥ − ∂Bp− ρv2n∂B
|B |2
2
+2ρvnv⊥ ·
(
µ0J ×B +∇|B |
2
2
)
− ρ∂B
v2⊥
2
+ ρB · (v⊥ × ω)
−2ρvn∂B (v⊥ ·B) + ρvnB · ∇ × (ηJ )−B · (∇ · pi) .
(3.A.18)
Ce développement des équations de conservation se poursuit avec celle sur l'énergie :
∂tρE +∇ · (ρEv + pv) = (J ×B) · v − v · (∇ · pi) + ηJ 2
− (pie : ∇ve + pi i : ∇v i +∇ ·Q) .
Elle est reprise avec la loi des gaz parfaits sous la forme d'une équation de pression :
∂tp+∇p · v + γp∇ · v = − (γ − 1)
(
pie : ∇ve + pi i : ∇v i +∇ ·Q − ηJ 2
)
,
où γ = 5/3. Après réduction, l'équation sur la pression se développe par :
∂tp+∇ (pvn) ·B +∇ · (pv⊥) + (γ − 1) p (∇vn ·B +∇ · v⊥)
= − (γ − 1) (pie : ∇ve + pi i : ∇v i +∇ ·Q − ηJ 2) . (3.A.19)
Pour ﬁnir ce développement on reprend l'équation de Faraday :
∂tB +∇×E = 0.
En supposant que la variable F du champ magnétique est constante par rapport au temps,
cette équation devient alors
∇× (∂tψ∇φ+E) = 0. (3.A.20)
Alors il existe un potentiel vitesse U tel que :
∂tψ∇φ+E = U0∇U, (3.A.21)
avec U0 une constante qui pour simpliﬁer les calculs, sera supposée égale à la constante
−F du champ magnétique, sous la condition sur F :
∇F ×∇U = 0. (3.A.22)
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On applique successivement les opérateurs
B
F
× et B
F
· à cette équation (3.A.21) :
B
F
× (∂tψ∇φ+E) =−B ×∇U,
B
F
× (∂tψ)∇φ+ B
F
×E =−B ×∇U, (3.A.23)
et
∂tψ +
R2
F
B ·E = −R2B · ∇U. (3.A.24)
Pour développer ces deux équations on utilise la loi d'Ohm résistive. Pour cela, on développe
au préalable les termes B × (v ×B) et B · (v ×B) :
B × (v ×B) =|B |2v − (B · v)B,
=|B |2v − (vnB ·B)B,
=|B |2v⊥, (3.A.25)
et
B · (v ×B) = 0. (3.A.26)
La loi d'Ohm résistive permet d'obtenir une équation sur le ﬂux magnétique à partir de
l'équation (3.A.24) :
∂tψ = −R2B · ∇U − R
2
F
B · ηJ . (3.A.27)
L'équation (3.A.23) avec la loi d'Ohm résistive ainsi que cette dernière équation (3.A.27)
permettent d'obtenir une déﬁnition de la vitesse perpendiculaire v⊥ :
v⊥ =
F
|B |2
(
B ×∇U + ηB
F
× J − B
F
×
(
R2B · ∇U + R
2
F
B · ηJ
)
∇φ
)
. (3.A.28)
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Au ﬁnal, le système de la MHD réduite résistive se résume à :
∂tρ+∇ (ρvn) ·B + ρ∇ · v⊥ + v⊥ · ∇ρ = 0,
B
F
· ∇ × (ρR2∂t (vnB) )+ B
F
· ∇ × (ρR2∂tv⊥)
+
B
F
·
(
1
2
∇ (ρR2)×∇v2)− B
F
· (∇ρR2 × (v × (∇× vnB) ) )
+W∇ (ρR2) · (vnB + v⊥)− ρR2B
F
· ∇ × (v × (∇× vnB) )
−∇
(
vn|B |2
F
ρR2
)
· ω + ρR2∇ (vnW ) ·B + ρR2∇W · v⊥
+ρR2W∇ · v⊥ − ρR2 (v × ω) · ∇ × B
F
+
B
F
· (∇R2 ×∇p)
= B · ∇
(
R2J · B
F
)
−∇
(
R2|B |2
F
)
· J +R2(J ×B) · ∇ × B
F
−B
F
· ∇ × (R2∇ · pi) ,
ρ|B |2∂tvn + ρB · ∂tv⊥ + ρ|B |2∂vvn = ρ|B |2vn∇ · v⊥ − ∂Bp− ρv2n∂B
|B |2
2
+2ρvnv⊥ ·
(
µ0J ×B +∇|B |
2
2
)
− ρ∂B
v2⊥
2
+ ρB · (v⊥ × ω)
−2ρvn∂B (v⊥ ·B) + ρvnB · ∇ × (ηJ )−B · (∇ · pi) ,
∂tp+∇ (pvn) ·B +∇ · (pv⊥) + (γ − 1) p (∇vn ·B +∇ · v⊥)
= − (γ − 1) (pie : ∇ve + pi i : ∇v i +∇ ·Q − ηJ 2) ,
∂tψ = −R2B · ∇U − R
2
F
B · ηJ .
(3.A.29)
Ce système est obtenu avec les déﬁnitions des variables du champ magnétique B , de la
densité de courant J , de la vorticité W et de la vitesse perpendiculaire v⊥ suivante :
B = F∇φ+∇ψ ×∇φ,
µ0J = ∇F ×∇φ−∆∗ψ∇φ+ 1
R2
∇⊥ (∂φψ) ,
W =
B
F
· ω = B
F
· ∇ × v⊥,
v⊥ =
F
|B |2
(
B ×∇U + ηB
F
× J − B
F
×
(
R2B · ∇U + R
2
F
B · ηJ
)
∇φ
)
.
(3.A.30)
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Annexes du chapitre 4 :
4.A Matrices nécessaires à la déﬁnition des éléments ﬁnis C1
de Bell
Dans cette annexe on déﬁnit les matrices C Te et Bˇe nécessaires pour l'utilisation des
éléments de Bell dont les fonctions de bases Be sont reliées à ces deux matrices :
Be =C eBˇe.
Tout d'abord, on déﬁnit la matrice C Te :
C Te =

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 x12 y12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 x13 y13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −x12 −y12 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 x23 y23 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −x13 −y13 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −x23 −y23 0 0 0
0 0 0 x212 2x12y12 y
2
12 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 x213 2x13y13 y
2
13 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 x212 2x12y12 y
2
12 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 x223 2x23y23 y
2
23 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x213 2x13y13 y
2
13
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x223 2x23y23 y
2
23
0 0 0 x223 2x23y23 y
2
23 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 x213 2x13y13 y
2
13 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x212 2x12y12 y
2
12

avec x12 = x1 − x2. Ensuite, la matrice Bˇe contenant les fonctions de bases est déﬁnies à
partir des coordonnées barycentriques (4.3.3) et se réécrit :
Bˇe(ξ) = AeΛ (4.A.1)
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avec Λ un vecteur tel que :
Λ =

λ51
λ52
λ53
λ41λ2
λ41λ3
λ42λ1
λ42λ3
λ43λ1
λ43λ2
λ31λ
2
2
λ31λ
2
3
λ32λ
2
1
λ32λ
2
3
λ33λ
2
1
λ33λ
2
2
λ31λ2λ3
λ32λ1λ3
λ33λ1λ2
λ1λ
2
2λ
2
3
λ2λ
2
1λ
2
3
λ3λ
2
1λ
2
2

.
La matrice Ae se décompose elle même suivant deux matrices telle que :
Ae = A +Se (4.A.2)
avec
A =
1
4

4 0 0 20 20 0 0 0 0 40 40 0 0 0 0 80 0 0 0 60 60
0 4 0 0 0 20 20 0 0 0 0 40 40 0 0 0 80 0 60 0 60
0 0 4 0 0 0 0 20 20 0 0 0 0 40 40 0 0 80 60 60 0
0 0 0 4 0 0 0 0 0 16 0 0 0 0 0 16 0 0 0 12 18
0 0 0 0 4 0 0 0 0 0 16 0 0 0 0 16 0 0 0 18 12
0 0 0 0 0 4 0 0 0 0 0 16 0 0 0 0 16 0 12 0 18
0 0 0 0 0 0 4 0 0 0 0 0 16 0 0 0 16 0 18 0 12
0 0 0 0 0 0 0 4 0 0 0 0 0 16 0 0 0 16 12 18 0
0 0 0 0 0 0 0 0 4 0 0 0 0 0 16 0 0 16 18 12 0
0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 2 0 0 0 2 3
0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 2 0 0 0 3 2
0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 2 0 2 0 3
0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 2 0 3 0 2
0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 2 2 3 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 2 3 2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2 0 0 0 −2 −2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2 0 −2 0 −2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2 −2 −2 0

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et Se dont les seuls coeﬃcients non nuls de cette matrice sont :
Se [1 : 15, 18 : 21] =
1
4

0 60η2 −60η3
−60η1 0 60η3
60η1 −60η2 0
0 0 −30η3
0 30η2 0
0 0 30η3
−30η1 0 0
0 −30η2 0
30η1 0 0
0 0 −5η3
0 5η2 0
0 0 5η3
−5η1 0 0
0 −5η2 0
5η1 0 0

=
1
4

0 60 −60
−60 0 60
60 −60 0
0 0 −30
0 30 0
0 0 30
−30 0 0
0 −30 0
30 0 0
0 0 −5
0 5 0
0 0 5
−5 0 0
0 −5 0
5 0 0

η1 0 00 η2 0
0 0 η3

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Modélisations ﬂuides pour les plasmas de fusion :
approximation par éléments ﬁnis C1 de Bell
Résumé
Les instabilités ﬂuides peuvent dégrader le conﬁnement du plasma au sein des tokamaks. Etant données
les échelles spatio-temporelles rencontrés dans ce contexte, on choisit les modèles ﬂuides obtenus à partir
de la dérivation des modèles cinétiques. On dérive plusieurs modèles hiérarchiques de la MagnétoHydro-
Dynamique (MHD) et en particulier les modèles de la MHD réduite du  Current Hole  et de l'équilibre
de Grad-Shafranov. Une des diﬃculté de l'ensemble de ces modèles est de respecter l'équation modélisant
l'absence de monopôles magnétiques ∇ ·B = 0. Pour assurer cette condition en tout point du domaine,
le champ magnétique est réécrit avec un potentiel vecteur : B = ∇ × A. L'utilisation de potentiels fait
apparaître des équations faisant intervenir des dérivées d'ordre supérieurs. La stratégie numérique dévelop-
pée est l'utilisation de la méthode des éléments ﬁnis avec des éléments C1 de Bell. Sur un maillage non
structuré, ces éléments ont l'intérêt de présenter une base réduite déﬁnie exclusivement avec des variables
aux noeuds du maillage. Les modèles de MHD réduite du Current Hole et de Grad-Shafranov ont été
résolus avec ces éléments. La résolution du cas test de Grad-Shafranov avec les conditions de bords exactes
a permis d'obtenir l'ordre optimal de 5. La résolution du système du Current Hole avec ces éléments,
validée par l'obtention du paramètre physique η1/3, a permis l'observation du développement d'instabilités
en dents de scies.
Mots Clés : Simulation de plasmas, Modèles ﬂuides, MagnétoHydroDynamique (MHD), Méthode des
éléments ﬁnis, Eléments C1 de Bell, MHD réduite.
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Fluids modeling of fusion plasmas :
approximation with C1 ﬁnite element of Bell
Abstract
Fluid instabilities can degrade plasma conﬁnement in tokamaks. Given the spatial and temporal scales,
we choose the ﬂuid models obtained from the derivation of kinetic models. We derived several hierarchical
models of MagnetoHydroDynamic (MHD) and in particular models of reduced MHD like the Current Hole
and the Grad-Shafranov equilibrium. One of the diﬃculty of all these models is to respect the absence
of magnetic monopoles equation ∇ · B = 0. To ensure this condition at any point, the magnetic ﬁeld
is rewritten with a vector potential B = ∇ × A. The use of vector potential implies that higher order
derivatives appear in the equation. The numerical strategy is developed using the ﬁnite elements method
with C1 Bell's elements. On a unstructured mesh, these have the advantage to present a reduced basis with
degrees of freedom deﬁned exclusively on the nodes of the mesh. The reduced MHD models of the Current
Hole and Grad-Shafranov have thus been resolved with these elements. The resolution of a Grad-Shafranov
test case with exact boundary conditions yields the optimal order of 5. The resolution of the Current Hole
system with these elements has been validated by obtaining the physical parameter η1/3 and allowed the
observation of the development of sawtooth instabilities.
Keywords : Plasma simulation, Fluid models, MagnetoHydroDynamic (MHD), Finite element method,
C1 Bell's element, Reduced MHD.
