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Los sensores RGB-D de bajo coste o “gaming sensors” capaces de capturar una 
imagen con profundidad han supuesto un punto de inflexión en el campo de la 
visión artificial, haciendo estos dispositivos más atractivos para la comunidad 
científica, ya que con tan bajo coste se abre la posibilidad de su uso en 
innumerables aplicaciones de visión artificial y robótica.  Desde la irrupción de la 
primera generación de este dispositivo el número de publicaciones científicas 
donde se ha utilizado ha crecido exponencialmente. Propiciado por el éxito de 
este primer dispositivo, se ha lanzado una segunda versión, que, aunque 
presenta similares características, la tecnología de adquisición de profundidad 
es diferente, creando el interés en realizar estudios para su comparación y 
propiciando la idea para la realización de esta tesis. 
En la presente tesis doctoral se realizará un análisis de las dos versiones de este 
dispositivo, primeramente, desde un punto de vista puramente teórico, y a 
continuación, desde un punto de vista de rendimiento en aplicaciones de visión 
artificial. La finalidad de estas pruebas es tener los suficientes datos o pruebas 
que ayuden a identificar que dispositivo o generación de dispositivos se adapta 
mejor a la aplicación deseada.  
El primer análisis es teórico, se evalúa desde un punto de vista metrológico el 
comportamiento de las dos generaciones de sensores. Conocido el 
comportamiento teórico se procede a realizar un análisis de rendimiento en 
diferentes aplicaciones de visión artificial. Se centra este rendimiento en unas 
aplicaciones específicas, siendo estas, la reconstrucción 3D, el registro de 
imágenes, el reconocimiento de objetos y finalmente se busca la combinación 
con múltiples sensores a través del registro de imágenes multimodales. Durante 
la realización de los experimentos se han logrado numerosos hitos de la mano 
de la redacción de esta tesis. Entre ellos se encuentra la creación de diferentes 





Con estos resultados se provee a la comunidad científica de información 
suficiente acerca del comportamiento de los sensores y de su posibilidad de uso 
























The low cost RGB-D sensors or "gaming sensors" capable of capturing an image 
with depth have supposed a turning point in the field of artificial vision, making 
these devices more attractive for the scientific community, since with such a low 
cost opens the possibility of its use in countless applications of artificial vision and 
robotics. Since the irruption of the first generation of this device the number of 
scientific publications where it has been used has grown exponentially. Propelled 
by the success of this first device, a second version has been launched, which, 
although it has similar characteristics, the depth acquisition technology is 
different, creating interest in carrying out studies for comparison and promoting 
the idea for the realization of this thesis. 
In the present doctoral thesis an analysis of the two versions of this device will be 
carried out, first, from a purely theoretical point of view, and then, from a 
performance point of view in artificial vision applications. The purpose of these 
tests is to have enough data or evidence to help identify which device or device 
generation is best suited to the desired application. 
The first analysis is theoretical, the behaviour of the two sensor generations is 
evaluated from a metrological point of view. Once the theoretical behaviour is 
known, a performance analysis is carried out in different artificial vision 
applications. This performance is focused on specific applications, such as 3D 
reconstruction, image registration, object recognition and finally the combination 
with multiple sensors is sought through multimodal image registration. During the 
realization of the experiments numerous milestones have been achieved by the 
writing of this thesis. Among them is the creation of different test banks or 
"datasets", software and patents. 
With these results, the scientific community is provided with enough information 
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La visión artificial es una disciplina científica cuya misión es intentar analizar y 
comprender las imágenes del mundo real y poder obtener información para que 
un ordenador sea capaz de transformar los píxeles presentes en cada imagen 
en información que pueda ser “comprendida” por un ordenador, tal y como los 
humanos usamos nuestros ojos y cerebros para comprender el mundo que nos 
rodea, y utilizar esa información para tareas cotidianas, como puede ser la 
detección de objetos. Esta comprensión se consigue gracias a distintos campos 
como la geometría, la física, las matemáticas y un innumerable número de 
campos que dependen de la aplicación de esa información adquirida. Citando a 
Marvin Minsky, padre de la inteligencia artificial: “Las máquinas podrán hacer 
cualquier cosa que hagan las personas, porque las personas no son más que 
máquinas”[1]. La visión artificial se encarga de hacer capaz a un ordenador de 
comprender las imágenes de la misma forma que lo hacemos los humanos. 
Existen numerosas aplicaciones de visión artificial. La emergencia de los 
sensores RGB-D (Red Green Blue – Depth) de bajo coste con una alta frecuencia 
de captura y con una gran resolución, ha revolucionado el mercado de los 
consumidores de cámaras de rango, incrementando exponencialmente el interés 
y capacidad de adquirir información en 3D para un gran número de aplicaciones 
a bajo coste. Es más, estos dispositivos han provocado un gran interés y rápida 
evolución de la visión artificial en 3D y en percepción de robótica, donde se han 
reemplazado los costosos sensores tradicionales por estos dispositivos de 
menor coste, que se emplazan en la familia de “gaming sensors” (este nombre 
lo deben de la aplicación para la que fueron desarrollados). Existen numerosas 
aplicaciones de visión artificial que usan esta tecnología y que están 
representadas en los siguientes ejemplos: reconocimiento 3D [2], reconstrucción 
3D [3, 4], robótica en SLAM (Simultaneous Localization and Mapping) [5], y 






1.1. Sensores RGB-D 
Los sensores de profundidad incorporan a las clásicas cámaras de imágenes 
RGB digitales la información de profundidad para cada pixel. Conociendo los 
parámetros intrínsecos de la cámara RGB y la profundidad de ese pixel, se 
puede generar un “pixel” o punto donde se conoce la posición respecto al sensor 
en sus tres ejes X, Y, Z. Estos sensores han sufrido una revolución con los 
conocidos “gaming sensors”.  
Actualmente existen dos generaciones de estos sensores, siendo la principal 
diferencia entre estas generaciones la tecnología utilizada para adquirir la 
profundidad. La primera generación está representada por la Kinect y Asus Xtion 
Pro basadas en la tecnología de luz estructurada desarrollada por PrimeSense. 
La segunda generación está representada por la Kinect II y está basada en la 
tecnología ToF (Time of Flight) y CMOS (Complementary Metal-Oxide-
Semiconductor). A continuación, se explica cada una de las tecnologías 
utilizadas en cada una de las generaciones con más detalle. 
1.1.1. Primera generación 
Esta primera generación combina el principio general de la luz estructurada junto 
con una técnica de fotogrametría y visión computacional: la estereoscopía (depth 
from stereo). Con la combinación de estas dos tecnologías somos capaces de 
generar imágenes de rango, de forma rápida, precisa y con propiedades métricas 
o escala, proporcionada por la línea base del dispositivo y que es calibrado por 
el fabricante. Los conceptos teóricos son presentados en [6], de los que haremos 
un resumen a continuación.  
 
Figura 1. Primera generación de los sensores de rango. 






En relación con el principio de luz estructurada, el proyector IR (Infra-Red) 
proyecta un patrón pseudoaleatorio de luz infrarroja que será focalizado por la 
cámara IR. A través del proceso de triangulación, descrito en la Figura 2, y 
tomando como base el conocimiento del paralaje estereoscópico existente en la 
cámara IR que focaliza el patrón, se conseguirá determinar la imagen de 
profundidad (depth map), el último vértice del triángulo se consigue con la 
detección del patrón pseudoaleatorio en la imagen, obteniendo el punto 
desconocido k. 
 
Figura 2. Principio geométrico de luz estructurada apoyado por el principio de triangulación 
estereoscópico. 
El plano de referencia es la distancia (Z0) en la que el patrón está en la posición 
perfecta (calibrada), si este patrón, se distorsiona, significa que existe algún 
objeto que cambia la posición de proyección de este plano. Esta distorsión en el 
patrón será focalizada por el plano imagen de la cámara de infrarrojos, 
quedando, la distorsión producida, desplazada hacia la derecha o la izquierda. A 
partir de ahí, y con los datos conocidos: 
• d: desviación producida en la cámara de infrarrojos (paralaje). 
• b: baselínea entre proyector IR y la cámara IR (conocida y calibrada). 





• z0: distancia al plano de referencia (conocida y calibrada). 
 
La ecuación 1 determina el valor de profundidad para el punto k, como sigue: 






                                        (1) 
 
despejando Zk obtenemos el valor de profundidad proporcionado por el sensor 
de rango. La obtención del resto de las coordenadas Xk e Yk , conocido como el  
registro entre profundidad y color, es igual para las dos generaciones de 
sensores de rango, con lo que se explica de forma conjunta tanto para la cámara 
IR (primera generación) como para la cámara RGB (segunda generación). 
Las coordenadas Xk e Yk (en las dos generaciones) están determinados por la 
condición de colinealidad inversa simplificada de la cámara IR o RGB (Ecuación 
2): 
(2) 
Donde x0, y0 son las coordenadas del punto en la imagen RGB o IR, cx,cy las 
coordenadas del punto principal o centro geométrico de la imagen RGB o IR  y 
fx, fy la focal de la imagen RGB o IR a lo largo de los ejes X e Y, respectivamente.. 
1.1.2. Segunda generación 
La segunda generación de estos dispositivos está representada por la 
Kinect 2 y utiliza la tecnología ToF (Time of Flight) o tiempo de vuelo que 
explicamos a continuación. 






Figura 3. Segunda generación de los dispositivos de rango. 
 
Un escáner 3D de tiempo de vuelo determina la distancia a la escena 
cronometrando el tiempo del viaje de ida y vuelta de un pulso de luz. Un diodo 
láser emite un pulso de luz y se cronometra el tiempo que pasa hasta que la luz 
reflejada es focalizada por un detector. Como la velocidad de la luz “c” es 
conocida, el tiempo del viaje de ida y vuelta determina la distancia recorrida por 
el haz, siendo dos veces la distancia entre el escáner y la superficie. Una vez 
que sabemos cómo funciona, explicaremos como consigue medir ese tiempo 
para estimar la distancia. La Figura 4 explica de forma esquemática cómo está 
fabricado internamente el dispositivo y cómo funciona, el flujo de trabajo es el 
siguiente: se emite una señal modulada, con un desfase entre los diferentes 
pulsos que se emiten y se capta con la cámara para ver el desfase entre la señal 
modulada emitida y la recibida. 
 
Figura 4. Diagrama interno funcionamiento de TOF CMOS extraída en web Canesta. 
La modulación y cálculo de la diferencia de fase se puede encontrar de forma 





En los dos casos el cálculo de la profundidad es generado por un sensor 
o cámara distinto del sensor encargado del color. Será necesario por lo tanto un 
registro entre profundidad y color.  
 
 
1.2. Aplicaciones de visión artificial de los sistemas RGB-D  
La visión artificial o visión por computador es una disciplina científica que incluye 
métodos para adquirir, procesar, analizar y comprender las imágenes del mundo 
real y convertirlas en información que un ordenador sea capaz de interpretar. 
Las principales aplicaciones son: 
• Reconocimiento:  Esta aplicación consiste en analizar la información de la 
imagen para detectar si existe o no, ciertos objetos, características o 
actividad desde el punto de vista semántico. 
• Reconstrucción en 3D: Busca conseguir la reconstrucción del entorno o 
realidad en tres dimensiones a partir de diferentes imágenes.  
• Análisis del movimiento: Consiste en analizar la información 
proporcionada por la cámara, y conseguir obtener el movimiento de la 
cámara o el movimiento de los objetos dentro de la imagen. 
• Restauración de imagen: Esta aplicación de forma clásica estaba 
orientada a la eliminación de las aberraciones y problemas producidos por 
la cámara en la obtención de la imagen. Hoy en día esta categoría se ha 
visto ampliada al gran número de filtros que se utilizan en las más 
novedosas aplicaciones para crear una imagen “corregida” o no real. 
La proliferación científica respecto a los sensores de profundidad de la primera 
generación ha sido muy notable, ha ayudado sobre todo al desarrollo de la visión 
artificial en 3D. Cabe destacar trabajos como el reconocimiento de objetos en 3D 
[2], el SLAM [5] o la Reconstrucción 3D [3]. Además de un gran número de 
trabajos que han publicado diferentes análisis[8, 9], comparaciones [10] para la 
primera generación de estos dispositivos, proporcionando en muchos casos 
“datasets” (conjuntos de datos abiertos al público para su uso) [5] para repetir los 
experimentos o utilizarlos en otros. El número de trabajos relacionados con la 





segunda generación de estos dispositivos actualmente es muy pobre y habrá 
que esperar unos años para encontrar más literatura.  
1.2.1 Reconocimiento de objetos  
El reconocimiento de objetos es la tarea para encontrar e identificar objetos en 
una imagen o secuencia de video. Los humanos reconocemos una multitud de 
objetos en imágenes con poco esfuerzo, a pesar del hecho que la imagen del 
objeto puede variar un poco en diferentes puntos de vista, en diferentes tamaños 
o escalas, cuando están trasladados, rotados o incluso parcialmente ocultos. 
Esta es una tarea muy compleja y útil, en la que los dispositivos de rango han 
aportado una característica más, la profundidad, que puede ser de utilidad a la 
hora de reconocer objetos. Actualmente, el reconocimiento de objetos puede 
clasificarse en dos tipos de acercamientos: 
• Reconocimiento con marcadores. En este tipo de reconocimiento se 
necesita proporcionar principalmente marcadores artificiales fácilmente 
detectables y que implican la colocación de los mismos en la escena u 
objeto. 
• Reconocimiento sin marcadores. En este tipo de reconocimiento busca 
encontrar objetos conocidos, pero sin necesidad de marcarlos 
previamente, aumentando la dificultad debido al entorno menos 
controlado en el que se produce. 
Para evitar crear un gran número de marcadores o limitarse a objetos con mucha 
textura, en los últimos años se han realizado grandes avances en el 
reconocimiento de objetos sin textura en 3D. Un gran trabajo recopilatorio de 
estas tecnologías ha sido realizado en [2]. A modo de resumen, existen dos 
grandes tipos de aproximaciones para resolver este reconocimiento. Desde una 
perspectiva global o local. 
Perspectiva Global 
En esta aproximación, se definen y reconocen objetos enteros. Lo que se busca 
es emparejar objetos similares entre una base de datos de objetos y un objeto 
en la escena de trabajo. El flujo de trabajo funciona de la siguiente forma. Se 





generadas a partir del modelo CAD en 3D. Dichas hipótesis se describen con un 
algoritmo en función de sus características geométricas, que convierte ese 
objeto en una descripción del mismo, siendo el tamaño de esta descripción 
mucho menor que el objeto en sí, reduciendo así el tamaño de la base de datos. 
Una vez que tenemos las hipótesis empezamos a comparar estas con los datos 
reales. Se necesita preparar la escena para poder comparar las hipótesis con los 
posibles objetos existentes en la escena real, esta preparación consiste en 
segmentar los objetos presentes en la escena, obteniendo posibles candidatos 
a comparar con el objeto de referencia que se busca. De esta comparación entre 
objetos en la escena y las referencias se obtiene un número posible de 
candidatos, que deben ser aceptados o descartados. Para hacer este descarte 
se utiliza un algoritmo de posprocesado, como por ejemplo en el siguiente 
algoritmo  [11]. 
Perspectiva Local 
Esta aproximación, como su nombre indica, consiste en plantear el problema 
desde el punto de vista local. Se analiza la nube de puntos punto por punto, en 
lugar de objetos enteros. Para aumentar la eficiencia de esta aproximación se 
suelen escoger puntos característicos que son más fáciles de identificar. Una vez 
seleccionados estos puntos se necesita hacer una descripción de los mismos, lo 
más detallada posible y con él menor número de recursos posibles. Esto se 
realiza con unos algoritmos llamados descriptores, que buscan describir de 
forma más fidedigna posible y sin que se vea afectado por condiciones externas 
como rotación o escala el punto característico utilizando el menor número de 
recursos posibles.  Una vez que se tienen los puntos definidos se comparan sus 
descriptores entre el modelo y la escena para encontrar puntos característicos 
del modelo en la escena. Esta aproximación nos evita el tramo de entrenamiento 
que existe en la perspectiva global. Sin embargo, al comparar un mayor número 
de puntos, este se vuelve más lento. Una vez realizados los emparejamientos, 
se buscan patrones entre el modelo y la escena que ayude a eliminar falsos 
positivos. Finalmente, como en el caso de los descriptores globales, se aplica un 
postprocesado para comprobar los emparejamientos surgidos entre las hipótesis 
y los candidatos.  





1.2.2. Registro de imágenes   
Determinar la similitud entre la información visual es necesaria en muchas tareas 
en la visión artificial. Más concretamente, dentro del registro de imágenes la 
opción más utilizada y con mejores resultados es la que basa ese registro en la 
búsqueda y emparejamiento de puntos que representan una característica 
singular en una imagen. Primero se seleccionan los puntos singulares a través 
de diferentes algoritmos, llamados comúnmente detectores. Una vez detectados, 
necesitan ser caracterizados o descritos (descriptores). El paso final de este 
proceso consiste en emparejar los puntos entre imágenes que presentan una 
mayor similitud, matching.  
Sin embargo, la mayoría de las publicaciones sobre el registro entre imágenes 
utilizando características se reduce a las de la misma modalidad (espectro 
electromagnético). Existen trabajos que presentan una única solución para 
resolver este problema [12-14]. En [15] se realiza una evaluación de diferentes 
algoritmos que presentan un buen rendimiento en la descripción de 
características en imágenes con información de distinta modalidad. Y existe un 
gran número de trabajos [16, 17] que abordan el registro visto desde otra 
perspectiva distinto al basado en características.  
1.2.3. Realidad aumentada 
La realidad aumentada (RA) es una tecnológica que permite añadir a la realidad 
una parte sintética (generada por ordenador). La realidad aumentada es el 
término que se usa para definir una visión a través de un dispositivo tecnológico, 
de un entorno físico del mundo real, cuyos elementos se combinan con 
elementos virtuales para la creación de una realidad mixta en tiempo real. Una 
de las definiciones más aceptadas es la proporcionada por [18], en ella presenta 
las tres características mínimas que dotarían a un sistema de realidad 
aumentada: 
• Combina real y virtual 
• Interactivo en tiempo real 





La visión de esta combinación de realidad e información aumentada puede ser 
de forma directa o indirecta, dependerá de la forma en la que el ser humano sea 
capaz de adquirirla.  
La realidad aumentada a través de visión directa se realiza con un dispositivo 
que añade directamente la información virtual a nuestra visión con los 
dispositivos HMD (Head Mounted Display). Existen en la actualidad un gran 
número de prototipos creados por las grandes compañías tecnológicas que 
están realizando una gran inversión para llevar la realidad aumentada con visión 
directa a todos los consumidores. Diferentes ejemplos son: Meta [19] , Hololens 
de Microsoft [20], Google Glasses [21]. 
La realidad aumentada a través de visión indirecta se puede visualizar en 
cualquier pantalla y consiste en añadir información a la información captada por 
una cámara. Este tipo de realidad aumentada necesita de unos dispositivos más 
simples, con una pantalla, una cámara y un ordenador es capaz de producirse.  
 
1.3. Estructura de la Tesis Doctoral 
Esta Tesis Doctoral es presentada de acuerdo a la regulación vigente para 
programas de doctorado de la Universidad de Salamanca, siendo objeto de 
transferencia científica, a través de tres artículos publicados en revistas 
científicas internacionales de alto impacto, y tecnológica, representada por 2 
registros de propiedad intelectual del software desarrollado y 3 patentes 
desarrollados durante la consecución de esta tesis. Su estructura consiste en un 
total de 5 capítulos acordes al desarrollo de las labores de investigación llevadas 
a cabo para la materialización de los objetivos fijados en la Tesis Doctoral. Se 
han incluido un total de tres apéndices al final del documento, con el fin de 



































































2. Hipótesis de trabajo y Objetivos 
 
En el apartado anterior se ha mostrado una visión general de los sensores de 
rango utilizados en esta Tesis Doctoral junto a una introducción de diferentes 
aplicaciones de estos dispositivos en el mundo de la visión artificial. El contexto 
de aplicación de las metodologías y herramientas desarrolladas en la presente 
Tesis Doctoral es el estudio de la utilización de estos dispositivos, así como la 
comprobación de la evolución del sensor en su segunda generación, tanto de 
forma metrológica como en aplicaciones de visión artificial. En la etapa inicial, 
donde se ha evaluado la viabilidad de la línea de investigación, se han recogido 
una serie de hipótesis de trabajo y objetivos, que marcarían la hoja de ruta a 
seguir de esta Tesis Doctoral. 
 
2.1. Hipótesis de trabajo 
La base de la línea de investigación es el estudio de los novedosos dispositivos 
de rango de bajo coste en aplicaciones de visión artificial. Estos dispositivos son 
capaces de capturar el entorno en 3D apoyados en diferentes tecnologías, luz 
estructurada y tiempo de vuelo. Estos dispositivos proporcionan una nube de 
puntos 3D o imagen de rango coloreada que aporta un punto extra a las cámaras 
tradicionales donde solo existía la radiometría de la imagen, sin tener en cuenta 
su profundidad. Teniendo en cuenta este nuevo punto y la existencia de dos 
generaciones de este dispositivo que utilizan diferentes tecnologías, se necesita 
conocer que tecnología y generación de dispositivos genera mejores resultados, 
primero desde un punto de vista metrológico, donde solo nos interesan las 
medidas puras, para finalmente realizar una comparación más a fondo donde se 
estudie su rendimiento en diferentes aplicaciones de visión artificial. 
 
2.2. Objetivos 
Enmarcados en el contexto presentado en los apartados anteriores, se plantean 
los objetivos de la línea de investigación materializada en esta Tesis Doctoral, 
clasificados en un objetivo principal y varios objetivos secundarios. 






• Analizar y evaluar el rendimiento de los sensores de profundidad para su 
utilización en aplicaciones de visión artificial.  
Objetivos secundarios: 
• Analizar y evaluar la primera y segunda generación de sensores de 
profundidad RGB-D desde un punto de vista metrológico. 
• Analizar y evaluar el rendimiento de la primera y segunda generación de 
sensores de profundidad RGB-D en situaciones reales. 
• Analizar y evaluar la capacidad de reconocimiento 3D con sensores de 
profundidad RGB-D en objetos con poca textura. 
• Analizar y evaluar la precisión del posicionamiento3D (orientación y 
translación de un objeto concreto respeto a un sistema de coordenadas) 
obtenida con los algoritmos de reconocimiento 3D utilizados. 
• Evaluar y analizar la capacidad de los sensores de profundidad para la 
reconstrucción de modelos 3D. 
• Evaluar y analizar los detectores y descriptores más utilizados en el 
registro de imágenes de diferentes modalidades (espectros 
electromagnéticos), incluyendo todas sus combinaciones. 
• Obtener un registro de las imágenes de diferentes modalidades haciendo 
un emparejamiento con los diferentes algoritmos evaluados. 
• Buscar la mejora de ese registro en dispositivos mediante la realización 
de nuevos algoritmos de registro. 
 
De esta forma, la línea de investigación se presenta completamente alineada con 
un objetivo de un proyecto de investigación desarrollado por el grupo de 
investigación reconocido Tidop [1, 22]  y por el autor de esta Tesis Doctoral: 
Proyecto SICEMAM [23]. 
El proyecto SICEMAM consiste en el desarrollo de un sistema cibernético que 
permita asistir de forma eficiente a los operarios en las tareas de mantenimiento 
de aeronaves militares. Estas operaciones incluirán tareas de inspección, 
montaje y desmontaje, así como procedimientos de reparación. El gran reto de  




este sistema es su vertiente más didáctica; la formación y el entrenamiento, 
puesto que su principal misión será la captura, gestión y transferencia del 
conocimiento del experto. Para ello se tendrán en cuenta las principales 
características de los usuarios. Asimismo, se pretende que el sistema cibernético 































































Capítulo 3: Evaluación metrológica 
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3. Evaluación metrológica de dispositivos RGB-D o gaming 
sensors. 
 
Este capítulo contiene el artículo “Metrological comparison between Kinect I and 
Kinect II sensors” publicado en la revista de alto impacto “Measurement” en 
Marzo de 2015. 
3.1. Resumen 
En este primer artículo se muestra una comparación metrológica entre la primera 
y segunda generación de los sensores Kinect I y Kinect II producidos por 
Microsoft. Microsoft creó estos dispositivos para integrar el entorno real dentro 
de los videojuegos. Para realizar esta comparación metrológica se utiliza un 
artefacto especial, con una forma concreta y con medidas conocidas y calibradas 
metrológicamente. Este consta de cinco esferas y siete cubos de diferentes 
tamaños. Se conoce con precisión metrológica el tamaño y posición de todos los 
componentes presentes en el artefacto. Estas medidas metrológicas se utilizan 
como verdad terreno para la comparación de los datos obtenidos por los 
sensores. La comparación de los dispositivos se basa en calcular la precisión y 
exactitud de cada uno de los dispositivos para diferentes puntos de vista respecto 
del artefacto metrológico. Siendo estos puntos de vista meticulosamente 
seleccionados con diferentes ángulos y distancias para proveer a la comparación 
de casos suficientemente representativos para que esta sea correcta. Los 
resultados de ambos dispositivos presentan una precisión similar para ambos 
dispositivos, siendo estos de entre 2 y 6 mm. Sin embargo, a 2 metros de 
distancia el sensor de primera generación presenta una desviación aproximada 
de 12 mm, mientras que el sensor de segunda generación permanece por debajo 
de los 8 mm. 
En el caso de la exactitud, se mantiene la misma tendencia para la segunda 
generación en distancias de 1 a 2 m, siendo esta siempre menor a 5 mm 
negativos. En el caso de la primera generación alcanza una desviación en la 
exactitud del entorno de 12 mm negativos a 1 m y de 25 mm negativos a 2 m.  
Con los datos del estudio de precisión realizado podemos apreciar que la 
precisión de los sensores de primera generación disminuye proporcionalmente 





a la distancia siguiendo una función que se aproxima a un polinomio de segundo 
grado. Sin embargo, los sensores de segunda generación presentan unos datos 
más estables, pudiéndose linealizar el error cometido. El estudio de errores se 
ha reducido a una distancia de 4 m, debido a que es el alcance máximo de la 
Kinect II, y el alcance máximo recomendado por el fabricante de la primera 
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Capítulo 4: Evaluación de 













4. Evaluación de rendimiento en aplicaciones de visión artificial 
 
Este capítulo contiene dos artículos que serán analizados en dos secciones. 
4.1.  Evaluación de rendimiento y aplicación de reconstrucción 
3D y reconocimiento de objetos 
La primera sección de este capítulo contiene el artículo “Analysis and Evaluation 
between the First and the Second Generation of RGB-D Sensors” publicado en 
la revista de alto impacto IEEE “Sensors Journal” en Julio de 2015. 
 
4.1.1. Resumen 
En este segundo artículo realizamos un análisis en mayor profundidad de los dos 
dispositivos, se realiza un análisis de rendimiento utilizando aplicaciones de 
visión artificial comunes. La idea de escribir este artículo ha sido propiciada por 
la introducción de estos dispositivos de videojuegos, y en concreto con la 
irrupción de la segunda generación, el bien conocido Kinect II, que ha producido 
que la interacción entre estos sensores y las aplicaciones de ingeniería inversa 
y visión artificial se haya visto reforzada. Este nuevo sensor basado en una 
nueva tecnología ToF (Time of Flight o tiempo de vuelo) diferente de la primera 
generación de los dispositivos RGB-D, que está basado en luz estructurada 
(Asus Xtion pro, Kinect I o Primesense Carmine).  A pesar de que la segunda 
versión de este dispositivo tiene mejores características técnicas no podemos 
predecir cómo se traducirán estas mejoras en diferentes aplicaciones de visión 
artificial o ingeniería inversa. Este trabajo busca comparar de forma cuantitativa 
el rendimiento de estas dos generaciones de dispositivos en función de dos 
escenarios aplicados: reconstrucción 3D y detección de objetos en 3D. En este 
artículo se han realizado varios trabajos. Primero se introduce un novedoso 
“dataset”, definiendo una verdad terreno de alta precisión  obtenida con un láser 
metrológico de alta precisión. Tener este “dataset” nos permite realizar dos 
análisis: (i) análisis de rendimiento en términos de precisión en la reconstrucción 
y (ii) una comparación en términos de reconocimiento de objetos 3D y en la 
estimación del posicionamiento de los mismos. Los resultados obtenidos 
confirman que la nueva versión del sensor Kinect ha obtenido mayor precisión y 
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menos ruido en la aplicación de reconstrucción 3D. Es más, se proporciona una 
estimación cuantitativa de cuanto mejoran los resultados en el reconocimiento 
3D tomando como hipótesis una mayor precisión y exactitud en la adquisición de 
la nube de puntos por parte de la segunda generación de estos dispositivos. 
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4.2. Aplicación de visión artificial en registro de imágenes de 
varias modalidades 
Esta segunda sección del capítulo contiene el artículo “Feature matching 
evaluation for multimodal correspondence” publicado en la revista de alto 




Este artículo propone un estudio y evaluación de diferentes metodologías 
creadas para realizar un registro de imágenes con diferentes modalidades. 
Definimos modalidades según el espectro electromagnético en el que se 
generan. Por ejemplo, (RGB) para el espectro visible, IRT para imágenes 
térmicas correspondientes al espectro infrarrojo lejano, de intensidad o de rango 
para imágenes láser o de profundidad en el espectro infrarrojo cercano o medio, 
dependiendo del sensor. El artículo realiza una revisión de las metodologías 
utilizadas para realizar la comparación en este contexto específico. Finalmente 
se presenta un nuevo algoritmo para la mejora en el registro de imágenes. Lo 
primero que se realiza en este artículo es la creación de un nuevo “dataset” 
constituido por imágenes multimodales. La creación de este “dataset” se ha 
debido a las limitaciones de los “datasets” públicos actuales.  El mismo incluye 
las siguientes modalidades: imágenes termográficas, imágenes de intensidad, 
imágenes visibles (RBG) e imágenes de rango. Como segundo paso se 
comparan diferentes algoritmos pertenecientes al estado del arte para la 
detección de puntos característicos (features detectors) y la correspondiente 
descripción de estos. El registro por plantillas o template matching es una técnica 
comúnmente utilizada para encontrar zonas de correspondencia entre imágenes 
de diferentes modalidades, y en nuestro caso las hemos adaptado para crear un 
método capaz de resolver el registro de imágenes por características (feature 
matching) y poder compararlos con los métodos clásicos de registro por puntos 
característicos. En total se comparan 28 diferentes combinaciones de detectores 
de características y descriptores, evaluando su repetibilidad y su calidad a la 
hora de completar el registro. Para ello, se han representado los resultados 
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utilizando la Característica Operativa del Receptor o (ROC- Receiving Operating 
Characteristic), que es una representación gráfica de la sensibilidad frente a la 
especificidad para un sistema clasificador binario según se varía el umbral de 
discriminación. Esta curva se presenta para las 28 combinaciones de detector-
descriptor presentadas, resaltando las que han obtenido un mejor resultado. 
Finalmente, un algoritmo llamado Adaptative Pairwise Matching (APM) es creado 
para mejorar la robustez del proceso de registro utilizando la eliminación de 
“outliers” (puntos con malas características) y se hace una comparación del 
algoritmo introducido con otros ampliamente utilizados. 
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5. Conclusiones y perspectivas futuras 
 
En esta Tesis Doctoral se ha demostrado que las metodologías y procedimientos 
desarrollados contribuyen a la comunidad científica aportando una comparación 
clara entre las dos generaciones de dispositivos. Primero se realiza un análisis 
puramente metrológico, aportando unos resultados claros y concisos utilizables 
para ayudar a la decisión en la elección del dispositivo. Además, se añade una 
comparación en diferentes aplicaciones de visión artificial, haciendo énfasis en 
la reconstrucción 3D, la detección de objetos y la fusión de diferentes sensores, 
tres aplicaciones de claro interés, derivadas de los requisitos definidos durante 
la ejecución del proyecto SICEMAM y que se ven representadas en los artículos 
presentes en esta tesis. Con los análisis del rendimiento de estos dispositivos en 
diferentes aplicaciones de visión artificial se proporciona a la comunidad 
científica un conjunto de premisas sobre las que trabajar en futuras 
investigaciones.  Durante el análisis de rendimiento se han ido creando 
diferentes herramientas, dispositivos y conjuntos de datos que aportaran 
facilidades e información a los futuros investigadores en la rama. En estas 
conclusiones se presentan las diferentes patentes y softwares que se han 
desarrollado y que se presentan en el APÉNDICE B: Patentes y el  
 
 
APÉNDICE C: Software. 
 A continuación, tras alcanzar de forma satisfactoria los objetivos propuestos en 
la línea de investigación, se desarrollan en detalle las conclusiones derivadas de 
cada una de las publicaciones científicas y se describen las herramientas y 
dispositivos que se han generado. Estas conclusiones son complementadas con 
un desglose de las líneas de trabajo futuras. 
5.1. Conclusiones 
En relación con la comparación metrológica se obtiene una métrica y análisis 
de los resultados obtenidos por cada uno de los dispositivos. Durante la 
realización de este estudio metrológico se ha desarrollado una herramienta (GS-





MOD®) de captura con sensores de rango, en la que se puede incluir datos de 
calibración para obtener mejores resultados. Se comprueba de forma clara que 
la segunda generación obtiene mejores resultados que la primera. Se introduce 
una caracterización del dispositivo en función de la distancia, forma y ángulo de 
incidencia con precisión metrológica. Se llega a obtener una modelización del 
error provocado pudiendo ser este utilizado para prever el posible error en 
diferentes medidas. 
En relación con la comparación de rendimiento en la tarea de visión artificial 
de reconstrucción 3D, se ha calculado una medida clara de la precisión en la 
reconstrucción de escenas u objetos, así como una medida real de la resolución. 
Se observa que a pesar de que la primera generación tiene una mayor resolución 
teórica en cuanto a número de pixeles, la segunda generación es capaz de 
obtener mejor resolución en capturas reales. Posiblemente esto se debe a la 
interpolación que hace en los cálculos la primera generación del dispositivo, 
siendo esto imposible de comprobar ya que este cálculo lo realiza un software 
privado no accesible. Todo el trabajo realizado aquí y el conocimiento obtenido 
se ha visto plasmado en la consecución de una patente con número 
P201531242: DISPOSITIVO AUTÓNOMO DE GENERACIÓN DE MODELOS 
FACIALES EN TRES DIMENSIONES.  
En relación con la comparación de rendimiento en reconocimiento 3D, se ha 
observado que el dispositivo de segunda generación obtiene mejores resultados 
que el de primera generación, tanto en tasa de reconocimiento como en 
estimación del posicionamiento del objeto, tanto en ambientes despejados, como 
con oclusiones y para diferentes distancias y ángulos. Estos datos nos han 
ayudado a la elección de un algoritmo y dispositivo óptimo para la creación de 
una herramienta (Retrack®) para el reconocimiento de objetos con poca textura 
y en ambientes con oclusiones, que posteriormente se ha utilizado en el proyecto 
SICEMAM. 
Respecto del registro multimodal de imágenes, se ha llegado a la conclusión 
de que el registro de imágenes provenientes de espectros electromagnéticos 
diferentes es un tema novedoso y poco estudiado para el que no existen 
demasiados datasets. Por lo tanto, se ha procedido a la generación de uno que 
cumpla los requerimientos para el análisis de las diferentes combinaciones 
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detector-descriptor para el registro de imágenes. Se ha podido avanzar en la 
combinación de detector y descriptor óptima según las modalidades que 
estemos registrando, permitiendo escoger esa combinación en la aplicación de 
cada caso. Debido a la dificultad que se ha encontrado durante este análisis, se 
concluye que el registro entre imágenes de distintas modalidades es 
extremadamente complejo debido a la no proporcionalidad de cambios de 
gradiente en las imágenes. Se ha observado que era necesaria la creación de 
un algoritmo capaz de descartar “outliers” e iterativamente seleccionar los puntos 
más adecuados hasta realizar el registro correcto entre las imágenes. Con la 
experiencia de registro entre imágenes obtenida durante este trabajo, se ha 
escrito otro artículo “Infrared Cephalic-Vein to Assist Blood Extraction Tasks: 
Automatic Projection and Recognition”[24], publicado en el congreso ISPRS 
INTERNATIONAL WORKSHOP “PHOTOGRAMMETRIC AND COMPUTER 
VISION TECHNIQUES FOR VIDEO SURVEILLANCE, BIOMETRICS AND 
BIOMEDICINE” – PSBB17, MAY 15-17, 2017, MOSCOW, RUSSIA. Además, ha 
proporcionado la idea para la creación de una patente P201331610, denominada 
“Plataforma fotogramétrica”, que se basa en el registro de múltiples cámaras, 
perfectamente situadas para tener una cobertura de imagen visible de 360º.  
 
5.2. Perspectivas futuras 
Tras el desarrollo de esta Tesis Doctoral se han abierto diferentes líneas de 
investigación enfocadas a mejorar o complementar las metodologías propuestas. 
Una línea de trabajo interesante que se abre a partir de la experiencia de la 
realización del primer trabajo, donde se identifica que una gran cantidad de 
tomas de datos nos permite hacer una mejor caracterización de los dispositivos, 
es el desarrollo de un prototipo que se ha patentado (BRazo Automatizado 
MUltisensor para la Reconstrucción 3D (BRAMUR3D)), pero que no ha sido 
posible su construcción por falta de medios. Este brazo nos puede permitir 
realizar adquisiciones de forma completamente  automática, desde diferentes 
puntos de vista, con diferentes ángulos y distancias,  ayudando a caracterizar de 
una forma más robusta los errores de las dos generaciones de sensores de 
rango.  





Otra línea de investigación interesante sería evaluar la repetibilidad de medidas 
del sistema en función de la influencia de factores externos, como pueden ser la 
temperatura o reflectividad del material que se captura.  
Con respeto al rendimiento en las diferentes aplicaciones, se podría estudiar la 
viabilidad en diferentes aplicaciones de visión artificial para seguir aumentando 
la caracterización de estos dispositivos, además de las ya introducidas en esta 
tesis, la reconstrucción 3D y el reconocimiento de objetos.  
Otra rama por la que podría seguir investigando sería probar diferentes 
algoritmos o metodologías diferentes a las expuestas en esta Tesis Doctoral, 
como por ejemplo probar algoritmos de reconocimiento basados en 
características locales, por ejemplo, SHOT [25] el algoritmo que ha adquirido 
más fama dentro de esta categoría. 
Finalmente, la idea que impulsó el desarrollo del tercer artículo, que se basa en 
el registro de imágenes multimodales, se podría extender para analizar la 
viabilidad de utilizar los métodos de registro multimodal estudiados para corregir 
los errores de radiometría en las nubes de puntos de los sensores de rango 
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Patente 1: Plataforma fotogramétrica 
 

















































































Patente 2: Plataforma fotogramétrica 
 



























































Patente 3: BRazo Automatizado MUltisensor para la Reconstrucción 3D 
(BRAMUR3D) 
 
































































































Título: GSMOD – Gaming Sensor Modeler 
Número de inscripción: SA-137-13 
Autores: Manuel Gesto Díaz, Diego Guerrero Sevilla, David Hernández López, Diego 
González Aguilera, Jesús Fernández Hernández, Pablo Rodríguez Gonzálvez 
Propietario: Universidad de Salamanca 
Fecha de inscripción: 30 de Julio de 2013 
Descripción 
La emergencia de los “gaming sensors” o sensores de videojuegos como 
dispositivos low-cost de modelado 3d representan una alternativa de interés 
general para múltiples aplicaciones de ingeniería y arquitectura en las que el 
grado de precisión no es excesivo y se requiere acometer procesos de ingeniería 
inversa que permitan el modelado 3d de objetos o escenarios de tamaño 
reducido. Uno de los mayores inconvenientes en el manejo de estos sistemas 
radica en la existencia de una herramienta software compacta y sencilla que 
permita bajo los sistemas operativos Windows y Linux acometer el proceso de 
captura y procesamiento de los datos para deparar un modelo 3d a escala.  
 
La mayor ventaja del software es que permite trabajar con sistemas gaming 
sensor para poder utilizarlos en los procesos de escaneo y modelado 3D con un 
coste muy reducido y con resultados muy aceptables para muchas aplicaciones 
de ingeniería y arquitectura. 
 
Sector al que va dirigido: cualquier empresa de ingeniería y arquitectura, en la 
que se requiera el trabajar con dispositivos de escaneo láser para modelizar 









Número de inscripción: SA-47-15 
Asiento registral: 00/2015/2739 
Autores: Manuel Gesto Díaz, Diego González Aguilera, Pablo Rodríguez Gonzálvez  
Propietario: Universidad de Salamanca 
Fecha de inscripción: 26 de Febrero de 2015 
Descripción 
ReTrack (Recognition and Tracking System), es un sistema que consiste en el 
reconocimiento y seguimiento de objetos utilizando un gaming sensor. El sistema 
es alimentado con modelos CAD, de forma que a través de un gaming sensor y 
las imágenes de profundidad que proporciona el mismo se pueda llevar a cabo 
el reconocimiento de determinados objetos (existentes en la librería CAD) y su 
seguimiento en tiempo real. 
Su originalidad reside en que garantiza automatismo y facilidad de uso 
proporcionando una utilidad no presente en otros softwares existentes.  
Es de interés para empresas relacionadas con las HMI (Human Machine 
Interface), para empresas que proveen servicios a personas con ciertas 
discapacidades (visual principalmente)  y empresas de automatización de 
procesos que necesitan el reconocimiento de objetos. 
