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Introduction générale
L’informatique en général et l’intelligence artiﬁcielle en particulier considère les programmescomme des entités individualisées capables de rivaliser avec l’être humain dans des domaines
précis. L’intelligence artiﬁcielle est une branche de l’informatique qui vise la recherche des moyens
susceptibles de doter les systèmes informatiques de capacités de raisonnement comparables à celles
des êtres humains. Ainsi, les systèmes informatiques sont maintenant consacrés à des tâches de
domaines de plus en plus complexes telles que l’aide à la prise de décision dans une entreprise, la
surveillance et le contrôle des processus industriels, l’aide au diagnostic médical, etc.
Les systèmes multi-agents se situent à l’intersection de l’intelligence artiﬁcielle et des systèmes
distribués qui sont des systèmes informatiques composés de nœuds dotés de capacités de calcul,
connectés à l’aide d’un réseau de communication.
Le paradigme multi-agents fournit un cadre approprié pour modéliser des problèmes et pour
les résoudre. Les systèmes multi-agents sont issus d’une volonté de distribuer l’intelligence d’un
système dans le but de faire résoudre plus efﬁcacement par plusieurs entités appelées les agents,
des problèmes qui, par leur nature, ne sont pas adaptés à une résolution centralisée, par exemple,
problèmes trop complexes, physiquement distribués, etc. Les agents évoluent dans un environne-
ment, guidés par des objectifs à atteindre et coopèrent au sein de communautés selon des modes
parfois complexes d’interactions, de conﬂits et de concurrences. De ces interactions émergent des
structures organisées qui, en retour, contraignent et modiﬁent les comportements des agents. D’une
manière générale, chaque agent a ses propres objectifs et ne s’intéresse pas a priori aux objectifs
des autres agents. Par exemple, sur une plateforme d’E-marché, des agents achètent et vendent des
actifs ﬁnanciers avec pour objectif de gagner de l’argent.
Un ensemble de déﬁnitions valables suivant le domaine peuvent se rapporter à la notion d’agent.
Cependant, nous considérons ici un agent comme une entité physique (par exemple, robot, voiture,
etc.) ou virtuelle (par exemple, logiciel) (cf. (Ferber 1997)(Chalkiadakis et al. 2011)(Elkind et al.
2013)) qui :
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- est autonome, capable de percevoir et d’agir dans un environnement,
- peut communiquer directement avec d’autres entités,
- est motivé par un ensemble de tendances sous la forme d’objectifs individuels ou d’une fonction
de satisfaction, qu’il cherche à optimiser,
- dispose d’une représentation entière ou partielle ou éventuellement aucune de cet environnement,
- a tendance à satisfaire ses objectifs, en ne tenant compte que des ressources et des compétences
dont elle dispose, et en fonction de sa perception et des informations qu’elle reçoit.
De là nous considérons un système multi-agents comme étant la combinaison des éléments
suivants (cf. (Ferber 1997)(Chalkiadakis et al. 2011)(Elkind et al. 2013)) :
- Un environnement E, c’est-à-dire, un espace disposant d’une métrique utilisable par les agents
pour afﬁner leur perception de cet environnement.
- Un ensemble d’objets O situés dans cet environnement où pour tout objet, il est possible, à un
instant t, de lui associer une position dans E. Il existe des objets qui sont passifs dans E, c’est-à-dire,
qui peuvent être perçus, créés, détruits ou modiﬁés par les agents.
- Un ensemble A d’agents, qui sont des objets particuliers (A ⊆ O), lesquels représentent les entités
actives du système.
- Un ensemble de relations R qui lient ces objets entre eux.
- Un ensemble d’opérations permettant aux agents de percevoir, consommer, transformer, manipu-
ler des objets et produire des effets qui affectent E.
Dans un système multi-agents, les agents peuvent avoir recours à différentes techniques pour
atteindre leurs objectifs. Cela peut les amener à se regrouper ou à se coordonner sans une organi-
sation particulière.
Contexte de la thèse
Dans le cadre de cette thèse, nous nous intéressons à la détermination d’un ensemble de modèles
de formation de coalitions multi-agents dans un contexte où des agents autonomes et égoïstes
sont déployés dans des composants ad-hoc comme des robots, PDA, etc. et où les tâches sont
stochastiques.
La formation de coalitions est un moyen incitatif pour la coopération. Elle permet à des indi-
vidus de se regrouper temporairement aﬁn d’atteindre conjointement des objectifs communs.
Adapter le comportement des nouveaux systèmes aux contextes humains pousse plusieurs re-
cherches actuelles à repenser le problème de la formation de coalitions. Ce problème apparaît sous
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différentes formulations qui ne se focalisent pas toujours sur les mêmes questionnements et ne
nécessitent pas toujours les mêmes analyses et méthodes de résolution. Lorsque les individus ont
les mêmes objectifs, les faire coopérer relève plus du rapprochement naturel que de l’exploit. Dans
le cas d’individus à caractère égoïste, ce comportement coopératif est motivé le plus souvent par
l’obtention d’une récompense individuelle.
Un réseau ad-hoc est formé d’un ensemble de nœuds autonomes et mobiles reliés par des liens sans
ﬁls. Les nœuds peuvent se déplacer aléatoirement et le nombre de connexions et déconnexions peut
être important. Par conséquent, la topologie du réseau change rapidement, ce qui rend l’environ-
nement fortement dynamique et rend incertaine l’exécution des tâches. Nous considérons dans le
cadre de ce travail que les tâches stochastiques requièrent un ensemble d’agents pour leur exécution
et que même si une tâche est prise en charge, l’environnement continuer à évoluer dynamiquement
et l’effet des actions des agents est non-déterministe.
Par ailleurs, les agents ne connaissent pas l’ensemble des participants dans le système et ne peuvent
communiquer directement qu’avec leurs voisins. Cependant, ce voisinage change en fonction de
la dynamique du réseau et le plus souvent de manière imprévisible. Une des difﬁcultés majeures
consiste alors à déﬁnir pour les systèmes multi-agents, des mécanismes de coordination efﬁcaces
qui tiennent compte des contraintes de déploiement des agents en se fondant sur la formation de
coalitions ainsi que de garantir leur exécution dans un contexte ad-hoc.
Problèmes et objectifs de la thèse
Une des hypothèses fortes des systèmes multi-agents est que l’infrastructure réseau sous-jacente
est stable et que les tâches n’évoluent plus une fois que les coalitions sont formées, c’est-à-dire que,
les nœuds du réseau sur lesquels les agents sont déployés sont connus, et qu’il n’y a pas de rupture
dans l’exécution des protocoles des agents.
Bien au contraire, les réseaux ad-hoc déﬁnissent un cadre d’étude caractérisé particulièrement par
le fait que les nœuds dédiés au déploiement des agents peuvent apparaître ou disparaître dynami-
quement dans le réseau ou même devenir inaccessibles, en raison, par exemple, de la mobilité de
l’utilisateur dans son environnement ou de sa déconnexion. Ces changements de la conﬁguration
du système créent des situations exceptionnelles qui rendent la plupart des mécanismes actuels de
raisonnement des agents inappropriés.
Par exemple, comment gérer les interruptions de protocoles, la disparition d’un ensemble d’agents
(et donc de compétences), la migration des données selon le contexte, ... sans avoir à renégocier les
accords des agents.
Faire l’hypothèse que les tâches n’évoluent plus une fois que le processus de coordination des
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agents est en marche peut s’avérer être en déphasage avec certains contextes d’utilisation des
applications multi-agents, par exemple, dans le cas de l’extinction d’un feu, de la gestion du traﬁc
routier, etc.
Plusieurs difﬁcultés existent, nous pouvons citer entre autres :
- la dynamique caractéristique de l’environnement, la négociation entre les agents devrait être
effectuée de proche en proche en matière de voisinage direct et non pas de façon globalisée, car, les
agents ne peuvent pas connaître l’ensemble des composants du système multi-agents,
- l’inaccessibilité de certains agents suite à la mobilité fortuite de certains nœuds peut empêcher les
processus de négociation ou de coordination de se poursuivre, ce qui peut créer des incohérences
dans les données des agents,
- la dynamique des tâches qui ont une évolution non-déterministe.
Notre objectif est en se fondant sur nos modèles de formation de coalitions, d’adapter les mé-
canismes de coordination et d’interaction tels qu’ils sont connus dans les systèmes multi-agents
pour le contexte spéciﬁque des réseaux ad-hoc où évoluent des tâches stochastiques. Cette problé-
matique est caractérisée à la fois par l’inexistence de vue globale au niveau réseau reﬂétant une
image complète du système multi-agent, par la dynamique des nœuds inhérents aux actions des
agents et par des incertitudes en ce qui concernent l’issue de l’exécution des tâches.
Plan de la thèse
Nos contributions portent sur la proposition de différents modèles de formation de coalitions
pour une coordination efﬁcace des agents qui doivent exécuter des tâches stochastiques.
Le premier chapitre introduit le domaine des systèmes multi-agents et un survol du problème
de la formation de coalitions. Nous y présentons d’abord les travaux afférents à la formation de
coalitions d’agents coopératifs puis aux travaux relatifs aux agents égoïstes. Nous y détaillons les
travaux fondamentaux, leurs problématiques et leurs solutions. Nous y déﬁnissons les concepts es-
sentiels et nous y exposons certains résultats que nous estimons indispensables à la compréhension
des différents travaux du domaine d’une manière générale et des travaux effectués dans cette thèse
en particulier.
Le deuxième chapitre présente un nouveau mécanisme de formation de coalitions stables dans
un contexte de tâches stochastiques et d’agents autonomes égoïstes avec des disponibilités impré-
visibles. Ces agents ne peuvent en aucun cas proﬁter de connaissances a priori ou des avantages
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d’une quelconque centralisation des calculs. Notre mécanisme de formation de coalitions détaillé
dans ce chapitre, est fondé sur - un principe d’alliances et de recommandations pour faciliter la
formation de coalitions stables, - les lois de probabilité et les MDPs (Chaîne de Markov) pour suivre
et prédire la stabilité des coalitions. Cette prédiction de la stabilité des coalitions nous permet
d’introduire la notion de coalitions persistantes (des coalitions qui restent stables dans le temps
malgré la dynamique et les incertitudes sur les agents, sur les composants et sur leurs tâches). Suite
à l’analyse de notre modèle, pour fournir les preuves expérimentales des propriétés intrinsèques
que nous avons mises en exergue, nous avons développé un simulateur du fait de l’absence de
simulateur adaptable à notre contexte d’étude.
Le troisième chapitre présente en détail la mise en œuvre d’un mécanisme décentralisé de formation
de coalitions stables dans un contexte de tâches stochastiques qui tient compte des incertitudes
liées d’une part aux dépendances, aux préférences, aux disponibilités imprévisibles et aux conﬂits
qui peuvent arriver entre les agents et, d’autre part, au caractère stochastique des tâches à exécuter.
Dans ce contexte incertain, nous ne considérons aussi aucune connaissance qui peut nous permettre
de déterminer a priori les coalitions stables à former pour l’exécution de ces tâches. Par ailleurs,
nous considérons qu’il n’est pas possible de calculer de façon centralisée ces coalitions avant le
début de l’exécution des tâches en raison des incertitudes des agents et la contrainte de temps des
tâches stochastiques. Les différences principales par rapport au chapitre précédent sont qu’ici, nous
recherchons des coalitions stables au sens du Core et nous tenons compte des dépendances et des
conﬂits entre les agents. Le mécanisme de formation de coalitions stables que nous proposons est
dit S-NRB (Sequential Non-Return Broadcast) et permet de former des coalitions dites A-core, c’est-à-
dire, Core-stable et Auto-stables. Notre mécanisme S-NRB combine les méthodes de la théorie des
jeux avec les lois de probabilités pour atteindre les coalitions stables requises. L’analyse théorique
et les expérimentations montrent que S-NRB surmonte dynamiquement les incertitudes des agents
et des tâches et favorise l’établissement des coalitions A-core. Pour faire cette analyse expérimentale,
nous avons eu à ajouter des fonctionnalités supplémentaire pour obtenir la version 2 du simulateur
qui nous a servi pour l’évaluation de performances du mécanisme détaillé dans le second chapitre.
Le quatrième chapitre se positionne dans un contexte multi-agents hétérogène et distribué qui
est caractérisé par la dynamique et les incertitudes de l’environnement de déploiement comme
pour le troisième chapitre. Spéciﬁquement, nous cherchons à étendre nos travaux qui ont conduit
à la proposition du mécanisme de formation de coalitions S-NRB. Notre nouveau mécanisme de
formation de coalitions est parallèle, asynchrone, décentralisé et anytime (trouvent des coalitions
stables en cas d’interruption prématurée du processus de formation de coalitions). Nous appelons
P-NRB (Parallel Non-Return Broadcast) ce nouveau mécanisme de formation de coalitions A-core. P-
NRB combine les principes de la théorie des jeux, avec le formalisme des chaînes de Markov (MDP)
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et les lois de probabilités. Le mécanisme converge graduellement vers les coalitions stables qui
maximisent le bien-être social des agents. Les analyses et les simulations que nous avons menées,
montrent l’efﬁcacité du mécanisme P-NRB. De plus, il améliore ou étend dans la plupart des cas,
notre mécanisme S-NRB. Par étend, nous comprenons que, P-NRB fournit des propriétés qu’on ne
peut pas obtenir avec S-NRB. Cela, a mené aussi à la troisième version de notre simulateur.
1 Formation de coalitions multi-agents
La formation de coalitions est un moyen incitatif pour la coopération. Elle permet à des individus de se
regrouper temporairement aﬁn d’atteindre conjointement des objectifs communs. Adapter le comportement
des nouveaux systèmes aux contextes humains pousse plusieurs recherches actuelles à repenser le problème de
la formation de coalitions. Ce problème apparaît sous différentes formulations qui ne se focalisent pas toujours
sur les mêmes questionnements et ne nécessitent pas toujours les mêmes analyses et méthodes de résolution.
Lorsque les individus ont les mêmes objectifs, les faire coopérer relève plus du rapprochement naturel que de
l’exploit. Dans le cas d’individus à caractère égoïstes, ce comportement coopératif est motivé le plus souvent
par l’obtention d’une récompense individuelle. Nous présentons, dans ce chapitre, les différentes approches du
problème de la formation de coalitions en nous intéressant d’abord aux travaux afférents à la formation de
coalitions d’agents coopératifs puis aux travaux relatifs aux agents égoïstes. Nous y présentons les travaux
fondamentaux et les notions clés nécessaires à la compréhension des modèles existants.
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1.1 La formation de coalitions
Les coalitions sont largement utilisées dans les systèmes multi-agents pour exécuter des tâches
collectives (Kahan et Rapoport 1984)(Sandholm et al. 1999). Les coalitions sont généralement for-
mées pour une courte période pour un ou plusieurs objectifs et elles sont dissoutes quand ces
objectifs n’existent plus, ou ne peuvent plus se réaliser.
Dans une coalition, les agents coordonnent leurs activités aﬁn d’atteindre cet ensemble d’objectifs,
sans imposer une coordination entre les agents appartenant à différentes coalitions sauf s’il y a un
ensemble d’objectifs interdépendants entre les coalitions coexistantes.
Les principaux problèmes inhérents à la formation de coalitions sont généralement :
Le calcul de la valeur de chaque coalition possible ; la recherche de la structure de coalitions (en-
semble des coalitions disjointes) optimale qui maximise la valeur de chaque coalition ; l’étude des
dépendances entre les coalitions qui inﬂuent sur la valeur de chaque coalition ; les mécanismes de
formation de coalitions dictées par le type et l’urgence des tâches à réaliser ; le schéma de partage
de la valeur de chaque coalition entre ses membres (récompense obtenue par chaque agent).
Pour former les coalitions, on a recours - soit à un ajustement dynamique ou non des compor-
tements des agents par planiﬁcation ou par négociation, - soit par calcul supervisé ou non des
coalitions à former.
Dans la suite de ce chapitre, nous présenterons les concepts de base nécessaires à la compréhension
de nos travaux. Ces concepts sont tirés de travaux de différents auteurs comme (Chalkiadakis et al.
2011), (Elkind et al. 2013).
1.1.1 Formation de coalitions avec des agents coopératifs
Nous nous intéressons ici aux jeux coalitionnels dans lesquels un ensemble d’agents coopératifs
se partagent la recherche d’une structure de coalitions optimale et aux problèmes de l’accomplisse-
ment collectif de tâches.
De nombreux travaux ont été réalisés dans ce sens. Il s’agit pour un ensemble d’agents coopératifs
de s’organiser en plusieurs groupes d’agents. À chaque groupe d’agents formé est associée une
utilité. L’objectif commun de tous les agents du système est de maximiser la somme des utilités des
différents groupes qu’ils forment.
Ci-dessous, nous allons décrire ce problème plus formellement et détailler quelques méthodes pro-
posées dans la littérature pour le résoudre.
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1.1.1.1 Formalisation des jeux coalitionnels
Soit A={a1, a2, ..., an} un ensemble de n agents coopératifs. Ces n agents peuvent former diffé-
rentes coalitions comme le montrent les déﬁnitions ci-dessous.
Déﬁnition 1.1 Une coalition C ⊆ A est formée d’un ensemble non vide d’agents. C est la grande coalition,
si C=A. Si C est la coalition singleton, alors C={ai} : ai ∈ A.
Déﬁnition 1.2 Une structure de coalitions est une partition de A, c’est-à-dire, un ensemble de coalitions
SC={c1, c2, ..., cm} : ∀ ci ∈ SC ci = ∅, ∀ i = j (ci, cj) ∈ SC ci ∩ cj = ∅ et ∪mi ci=A.
Propriété 1.1 L’ensemble de toutes les coalitions EC est égal à 2N où le nombre de partitions des agents
est un N-ième nombre de Bell (Bell 1934) (Levine et Dalton 1962).
Exemple 1.1 Soit A={a1, a2, a3}, il y a sept (23 − 1) manières de former une coalition plus la coalition
vide, d’où les 23 manières de former une coalition.
EC={{∅}, {a1}, {a2}, {a3}, {a1, a2}, {a1, a3}, {a2, a3}, {a1, a2, a3}}.
Cinq structures de coalitions sont possibles, c’est-à-dire :
SC=({{a1}, {a2}, {a3}},
{{a1, a2}, {a3}},
{{a1}, {a2, a3}},
{{a1, a3}, {a2}},
{{a1, a2, a3}}).
Une fonction caractéristique v, appelée également fonction de valuation, associe à chaque coali-
tion une valeur numérique réelle et positive, correspondant à la valeur ou l’utilité de la coalition.
v : EC 	→ R+
C 	→ v(C)
Déﬁnition 1.3 La valeur d’une structure de coalitions SC ∈ ESC est déﬁnie comme la somme des va-
leurs des coalitions qui la composent, c’est-à-dire, v(SC) = ∑
C∈SC
v(C). ESC est l’ensemble des structures de
coalitions.
Déﬁnition 1.4 Un jeu coalitionnel est un couple (A, v) où A est un ensemble d’agents et v est une fonction
caractéristique. Il est question de trouver la structure de coalitions SC parmi l’ensemble des structures de
coalitions ESC qui a la valeur la plus élevée possible, c’est-à-dire de trouver la structure de coalitions SC∗ telle
que :
SC∗ = argmax
SC∈ESC
v(SC) (1.1)
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Les valeurs des coalitions peuvent être connues a priori ou pas.
Généralement les algorithmes proposés se fondent sur le fait que les agents doivent se partager la
recherche de la structure de coalitions optimale SC∗ et dans le cas où l’algorithme dispose d’un
temps limité, les agents doivent garantir que la qualité de la solution trouvée est proche de celle de
la solution optimale.
Dans un contexte coopératif, il n’y a pas de contraintes en ce qui concerne les échanges des infor-
mations et des résultats de calculs.
1.1.1.2 Calcul des valeurs des coalitions
Dans (Shehory et Kraus 1998), les auteurs proposent un algorithme de négociation qui permet
aux agents coopératifs de se partager le calcul des valeurs de coalitions. Leur algorithme a des
limites en matière de critère de performances, notamment, à cause du nombre élevé de messages
envoyés, de la redondance des calculs des valeurs des coalitions et de l’occupation mémoire qui
augmentent de manière exponentielle avec le nombre d’agents. À cela s’ajoute, un temps de calcul
élevé et un problème d’inégalité de partage des calculs entre les agents, car cela dépend de l’ordre
dans lequel les agents se sont contactés, c’est-à-dire, plus un agent est contacté, plus il est déchargé
de calculs.
Un algorithme qui évite les calculs redondants et équilibre, la répartition des calculs entre les
agents est proposé dans (Rahwan et Jennings 2007). Les auteurs fondent leur algorithme sur l’hy-
pothèse que le calcul des valeurs des coalitions est d’autant plus élevé que le nombre d’agents qui
les composent est élevé. L’idée est de répartir les calculs entre les agents en fonction de la taille
des coalitions. Cet algorithme permet aux agents de connaître exactement les coalitions dont ils ont
la charge de calcul, en n’ayant pour information, que le nombre total d’agents A et leur numéro
d’identiﬁcation unique. Contrairement à l’algorithme de (Shehory et Kraus 1998), cet algorithme ne
requiert aucune communication entre les agents, puisque ceux-ci connaissent a priori les coalitions
dont ils ont la charge et nécessite très peu de mémoire. Cet algorithme a également l’avantage
de pouvoir s’adapter aux cas où les agents ont des capacités de calculs différents. Néanmoins,
cet algorithme se fonde sur une répartition automatique grâce à une fonction de répartition pour
permettre aux agents de connaître les coalitions pour lesquelles calculer les valeurs et non sur un
choix d’affectation que feraient les agents eux-mêmes.
Enﬁn, tous ces travaux supposent que les agents ont les mêmes fonctions d’utilité, qu’ils se font
conﬁance et se partagent les calculs.
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1.1.1.3 Recherche de la structure de coalitions optimale
Comme le prouve (Sandholm et al. 1999), cette recherche est coûteuse en calcul si elle est effectuée
de manière naïve. De ce fait, plusieurs algorithmes de recherche sont proposés pour raccourcir les
délais nécessaires pour la génération des structures de coalitions optimales.
(Yeh 1986) et (Rothkopf et al. 1998) proposent deux algorithmes fondés sur la programmation
dynamique pour deux problèmes proches de la recherche de la structure de coalitions optimale
(problème de partitionnement et problème d’enchères combinatoires) et donc aisément adaptables.
L’idée de base de ces travaux est de subdiviser le problème d’optimisation en sous-problèmes qui
peuvent être résolus de façon récursive et combiner ensuite les résultats de ces sous-problèmes
pour produire une solution au problème original.
Ces algorithmes ont une complexité en O(3n), où n est le nombre d’agents. Ils ne produisent de
résultat en sortie que si une structure de coalitions optimale est trouvée, ce qui peut s’avérer long et
délicat dans certains contextes dynamiques. Ils nécessitent un espace mémoire non négligeable pour
les calculs (Trois tables dont l’une contient les (2n − 1) entrées). De plus, ces algorithmes n’évaluent
pas les décompositions des coalitions de taille s jusqu’à ce qu’ils aient ﬁni les calculs pour les
coalitions de tailles 1, ..., S− 1. On note aussi une redondance des calculs avec ces algorithmes.
(Sandholm et al. 1999) proposent un algorithme de recherche de la structure de coalitions op-
timale fondée sur la représentation de l’espace de recherche sous la forme d’un graphe. Le graphe
représentant les structures de coalitions est divisé en niveaux hiérarchiques superposés et nu-
mérotés de 1 à n. Chaque nœud du graphe correspond à une structure de coalitions et chaque
nœud appartient à un niveau hiérarchique : les structures de coalitions composées de i coalitions
appartiennent au même niveau i. Deux structures de coalitions appartiennent à deux niveaux
successifs, s’il est possible d’obtenir l’une des structures à partir de l’union de deux coalitions de
l’autre structure.
Exemple 1.2 Pour un ensemble A={a1, a2, a3, a4} de 4 agents, nous avons la ﬁgure 1.1, qui propose une
représentation du graphe des structures de coalitions possibles avec ces 4 agents.
Pour identiﬁer SC∗, on commence par les deux premiers niveaux du graphe. On remarque que
la totalité des coalitions sont représentées dans les niveaux 1 et 2. Après cela, on commence par
le haut du graphe en faisant un parcours en largeur, tant qu’il reste du temps de calcul. Les deux
premiers niveaux nécessitent le calcul de la valeur de 2n−1 structures de coalitions.
Une première amélioration avant celle de (Rahwan et al. 2009b) est proposée par (Dang et Jennings
2004) qui utilise une autre méthode pour parcourir le graphe, ce qui permet ainsi d’améliorer
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Figure 1.1 – Le graphe représentant les structures de coalitions.
les résultats de manière signiﬁcative. L’algorithme de (Dang et Jennings 2004) ne fait plus des
parcours par niveau comme dans (Sandholm et al. 1999), mais en suivant des sous-ensembles de
structures de coalitions dépendant à la fois du nombre de coalitions ainsi que du nombre d’agents
par coalition. Cette méthode permet de diminuer rapidement la borne de la meilleure solution
trouvée. Cependant, il ne réduit pas la complexité de recherche de la solution optimale qui nécessite
toujours un parcours de la totalité des structures de coalitions possibles.
(Rahwan et al. 2007) proposent un algorithme utilisant une nouvelle représentation de l’espace de
recherche, regroupant les structures de coalitions en fonction de la taille de toutes les coalitions
qu’elles contiennent comme le montre la ﬁgure 1.2 pour un ensemble de 4 agents. Ils appellent
cette représentation un Integer-Partition. Les auteurs ont ensuite proposé de nouvelles améliorations
dans (Rahwan et Jennings 2008a), (Rahwan et Jennings 2008b), (Rahwan et al. 2009b), (Rahwan
et al. 2012a).
Par exemple, pour éviter la redondance des calculs, l’algorithme calcule, la borne supérieure et
inférieure d’une première structure de coalitions. Une borne est une valeur d’une structure de
coalitions dans une conﬁguration ΠAI . Par exemple, dans la ﬁgure 1.2, nous avons les conﬁgura-
tions ΠA{1,1,1,1}, Π
A
{1,1,2}, Π
A
{2,2}, Π
A
{1,3} et Π
A
{4}. L’algorithme améliore progressivement les bornes
en éliminant les conﬁgurations n’ayant pas de meilleure borne que la dernière meilleure borne
trouvée. L’algorithme s’arrête à la ﬁn de la liste des conﬁgurations. La notion de conﬁguration est
exempliﬁée ci-dessous.
Exemple 1.3 Soit trois agents a1, a2 et a3. Les structures de coalitions {{a1}, {a2, a3}} et {{a3}, {a1, a2}}
ont la même conﬁguration notée ΠA{1,2}, c’est-à-dire, leur première coalition est formée de 1 agent et leur
seconde coalition de 2 agents.
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L’algorithme a une complexité de O(nn), où n est le nombre d’agents. Il peut retourner un résultat
même si tout l’espace des coalitions possibles n’est pas totalement parcouru. En cas d’interruption
prématurée, il retourne la meilleure réponse dernièrement trouvée. Cela lui procure la propriété
anytime.
Figure 1.2 – Le graphe des Integer-partitions, c’est-à-dire, qui regroupe les structures de coalitions en fonction
de la taille de toutes les coalitions qu’elles contiennent.
Les auteurs dans (Modi 2003) introduisent la notion de génération de coalitions en utilisant les
méthodes d’optimisation de contraintes distribuées (Distributed Constraint Optimization Problem
(DCOP)). Dans cette approche, - chaque agent a un choix d’actions à réaliser ; - le gain d’un agent
est déterminé à partir de la combinaison des actions et - le but de chaque agent est de choisir
l’action qui maximise la somme de ses gains.
(Ueda et al. 2010) considèrent le problème de génération des structures de coalitions où le système
multi-agent est représenté comme un seul DCOP qu’ils appellent DCOP modiﬁé. Cela signiﬁe qu’ils
proposent de trouver la structure de coalitions optimale en résolvant un seul DCOP. Dans ce cas,
la valeur de chaque coalition est calculée comme si la solution optimale du DCOP est représentée
par les agents de cette coalition. Pour éviter de calculer les valeurs de 2n coalitions possibles pour
n agents, ils combinent les étapes de calcul des valeurs des coalitions avec la recherche de la
combinaison optimale des coalitions disjointes grâce à un paramètre σ. Le paramètre σ spéciﬁe,
suivant le domaine applicatif, le nombre maximum de coalitions qui peuvent avoir plus d’un agent
et l’ensemble des actions possibles pour un agent.
(Rahwan et al. 2011) proposent la modélisation du problème de recherche de structure de coa-
litions optimales comme un ensemble de contraintes distribuées (Constrained Coalition Formation
(CCF)). Ils considèrent qu’il y a des contraintes (de préférences des agents, compétences des agents,
etc.) inhérentes au contexte de déploiement des agents qui empêchent certains agents d’être ou
de ne pas être dans la même coalition. Ce qui leur permet d’imposer des structures de coalitions
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à former et de restreindre ainsi l’espace de recherche des coalitions optimales sans évaluer les
2n coalitions possibles pour n agents. Formellement, le modèle de CCF s’exprime sous la forme,
{A, ESC, v} où A est un ensemble d’agents, ESC un ensemble de structure de coalitions réalisables
et v une fonction caractéristique qui assigne une valeur à chaque coalition qui apparaît dans une
structure de coalitions réalisables. Ils proposent une représentation des contraintes qui permet de
transformer celles-ci en entrées valides pour leur algorithme aﬁn de générer les coalitions réali-
sables.
Dépendance aux coalitions externes.
Certains travaux étendent le cadre présenté, aux cas où la valeur d’une coalition ne dépend
pas seulement de la coalition elle-même, mais aussi des autres coalitions formées.
Dans ce cadre, nous avons les travaux de (Rahwan et al. 2009a) et (Rahwan et al. 2012b). D’autres
travaux proposent différentes méthodes de calcul à base d’heuristiques utilisant des techniques
telles que les algorithmes génétiques (Sen et al. 2000), (Keinänen et Keinänen 2008) et (Scully et al.
2004a).
1.1.2 Formation de coalitions avec des agents égoïstes
Chaque agent agit uniquement pour satisfaire ses propres objectifs pour maximiser son utilité,
sans considérer l’utilité des autres agents avec qui il partage le système multi-agent. Dans ce cas,
on distingue deux catégories de jeux différents, à savoir, les jeux à utilité transférable et les jeux à
utilité non transférable.
Dans une phase coalitionnelle, les agents forment des coalitions et chaque coalition choisit ses
actions en fonction des objectifs ayant conduit à sa formation.
Si une coalition est formée dans un contexte d’un jeu à utilité transférable, alors la récompense est
assignée à la coalition. Donc, les agents reçoivent une utilité commune qu’ils doivent ensuite se
partager.
Exemple 1.4 Soit 3 enfants (e1, e2, e3) où chacun a une certaine somme d’argent de poche, par exemple, e1
a 4 euros, e2 a 3 euros et e3 a 5 euros.
L’objectif de chaque enfant est de maximiser la quantité de crème glacée qu’il peut manger avec son argent de
poche.
Si le pot de 500g coûte 7 euro, celui de 750g coûte 9 euro et celui de 1kg coûte 11 euro, alors aucun des
enfants n’est capable d’acheter de la crème glacée sans coopérer avec au moins un autre enfant. De plus suivant
les coopérations qu’ils établissent, ils vont augmenter ou diminuer leur pouvoir d’achat.
Dans cette situation, la récompense de chaque groupe d’enfants est la quantité de crème glacée qu’il a achetée
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et le partage de la crème glacée d’un groupe peut être fait de manière aléatoire ou suivant la contribution de
chaque enfant du groupe.
Dans le contexte d’un jeu à utilité non transférable, chaque agent a sa propre fonction d’utilité ou
sa propre relation de préférence sur les coalitions auxquelles il peut appartenir. Donc, la récompense
d’un agent dépend de ses actions dans sa coalition.
Exemple 1.5 Soit n chercheurs travaillant dans m universités différentes qui peuvent former x associations
temporairement pour rédiger un article scientiﬁque.
Si chacun de ces n chercheurs peut travailler avec les autres, alors la qualité d’un papier dépend du groupe de
chercheurs qui l’a rédigé (les auteurs).
Dans le cas où un papier est accepté, chaque auteur reçoit une récompense de sa propre université (promotion,
bonus, etc.). Il est clair que ces récompenses sont non transférables entre les chercheurs.
1.1.2.1 Jeux à utilité transférable
Dans un jeu à utilité transférable, si la récompense d’une coalition dépend des actions des autres
coalitions, alors on l’appelle, jeu à fonction de partition. Sinon, si la récompense de chaque coalition
dépend uniquement des actions de ses membres, alors on l’appelle, jeu à fonction caractéristique.
Nous reprenons les mêmes déﬁnitions que celles qui sont exposées dans le cadre des jeux coalition-
nels pour des agents coopératifs en plus de celles qui sont inhérentes aux jeux à utilités transférables.
Nous considérons un ensemble A={a1, a2, ..., an} de n agents. Une coalition C est un sous-ensemble
non vide de A et une structure de coalitions SC est une partition de A. La coalition équivalente à A,
qui est formée par tous les agents, est appelée la grande coalition. À chaque coalition, on attribue
une utilité déﬁnie par une fonction v : 2A 	→ R+, appelée fonction caractéristique.
Déﬁnition 1.5 Un jeu à utilité transférable est déﬁni par un couple (A, v) où A est un ensemble de n
agents et v une fonction caractéristique. Les agents d’une coalition C doivent se partager une récompense
v(C). Chaque agent ai reçoit un paiement xi.
Déﬁnition 1.6 Pour une coalition C={a1, a2, ..., am} de m agents, la distribution de paiement de cette
coalition C ⊆ A est déﬁnie par le vecteur xC=(x1, x2, ..., xm) ∈ (R+)m, qui est la distribution d’utilité que
reçoivent les agents qui sont membres de C.
Déﬁnition 1.7 Soit un jeu coalitionnel (A, v). Soit une coalition C de m agents et un vecteur
xC=(x1, x2, ..., xm) ∈ (R+)m qui est la distribution de paiements que reçoivent les agents de C. xC est
faisable lorsque
m
∑
i=1
xi ≤ v(C). xC est efﬁcace si
m
∑
i=1
xi = v(C).
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Il peut y avoir plusieurs distributions de paiement pour une coalition ou une structure de coa-
litions. Certaines distributions peuvent être meilleures que d’autres. Ce qui amène la déﬁnition
suivante.
Déﬁnition 1.8 Soient (SC,x) et (SC′, x′), deux conﬁgurations de paiement de deux structures de coali-
tions identiques ou différentes. (SC,x) domine (SC, x′) au sens de Pareto, lorsque tous les agents reçoivent
dans (SC,x), un meilleur paiement ou un paiement équivalent à celui qu’ils reçoivent dans (SC,x), c’est-à-
dire, ∀ i : xi ∈ x, yi ∈ x′, xi ≥ yi.
Quelques classes importantes de jeux coalitionnels.
Déﬁnition 1.9 Un jeu coalitionnel (A, v) est monotone si ∀ (C,C′) ∈ E2C : C ⊆ C′ on a v(C) ≤ v(C′).
Ainsi, la grande coalition admet la plus grande valeur caractéristique, mais elle n’est pas forcément la plus
intéressante à former pour les agents.
Déﬁnition 1.10 Un jeu coalitionnel (A, v) est super-additif, si ∀ (C,C′) ∈ E2C : C ∩ C′ = ∅ on a
v(C ∪ C′) ≥ v(C) + v(C′).
Cette déﬁnition signiﬁe que, si deux coalitions d’un jeu super-additif fusionnent, l’utilité de la
coalition résultante est supérieure à la somme de ces deux coalitions prises séparément.
Sous l’hypothèse de super-additivité, la grande coalition C = A obtient la plus grande valeur de
paiement. Elle pourrait sembler être, par conséquent, la structure de coalitions la plus intéressante
pour tous les agents, puisqu’elle permet aux agents d’acquérir un paiement total supérieur à n’im-
porte quelle autre structure de coalitions SC. En effet, puisque V(A) ≥ ∑
C∈SC
v(C), toute distribution
de paiement réalisable pour une quelconque structure de coalitions, est réalisable pour C = A avec
un supplément d’utilité v(A)− ∑
C∈SC
v(C) à partager.
Déﬁnition 1.11 Un jeu coalitionnel (A, v) est convexe si ∀ (C,C′) ∈ E2C on a v(C ∪ C′) ≥ v(C) +
v(C′)− v(C ∩ C′).
Propriété 1.2 Un jeu convexe est super-additif. Cependant, un jeu super-additif n’est pas nécessairement
convexe.
Démonstration. Si (A, v) est un jeu convexe, alors ∀ (C,C′) ∈ E2C, on a v(C ∪ C′) ≥ v(C) + v(C′)−
v(C ∩ C′). Puisque v(C ∩ C′) ≥ 0 , alors que, v(C ∪ C′) ≥ v(C) + v(C′) est la déﬁnition de la super-
additivité, nous déduisons qu’un jeu convexe est aussi super-additif. Cependant, un jeu super-
additif ne peut être convexe que si v(C ∩ C′) = 0.
Déﬁnition 1.12 Un jeu coalitionnel (A, v) est simple s’il est monotone et que sa fonction caractéristique
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prend la valeur 0 ou 1, c’est-à-dire, v(C) ∈ {0, 1} pour chaque coalition C ⊆ A. La monotonie signiﬁe que,
si v(C) = 1 : C ⊆ D, alors v(D) = 1, ∀D ⊆ A.
Déﬁnition 1.13 Dans un jeu coalitionnel (A, v) simple, un agent ai est un agent véto, si v(C) = 0 ∀
C ⊆ A \ {i} et v(A \ {i}) = 0 à cause de la monotonie de tout jeu coalitionnel simple.
Dans la suite de cette section, nous nous limitons aux jeux coalitionnels super-additifs. Dans ce
cas, on se pose moins la question de la recherche de la meilleure structure de coalitions puisqu’il
s’agit de la grande coalition. Mais les agents ayant formé la grande coalition doivent déﬁnir, com-
ment se partager l’utilité v(A), qu’ils ont reçu de la manière la plus équitable possible pour tous les
agents.
La distribution des paiements.
Chaque distribution des paiements pour les agents d’une coalition a des propriétés qui le ca-
ractérisent comme nous le montrons dans ce qui suit.
Propriété 1.3 Un agent égoïste ai n’accepte la formation d’une coalition C que s’il y a une rationalité
individuelle, c’est-à-dire, ∀ ai ∈ C, xi ∈ xC, xi ≥ v({ai}), ce qui signiﬁe que, le paiement qu’il obtient est
supérieur au paiement qu’il peut obtenir en formant la coalition singleton.
La rationalité individuelle est une condition que doit vériﬁer une conﬁguration de paiement
raisonnable, mais elle ne garantit pas une distribution équitable du paiement.
Exemple 1.6 Soit un jeu coalitionnel (A, v) tel que A = {a1, a2, a3}, v({a1})=v({a2})=v({a3})=5,
v({a1, a2})=6, v({a1, a3})=v({a2, a3})=10 et v({a1, a2, a3})=30.
Par exemple, la conﬁguration de paiement ({A}, (4, 4, 22)) n’est pas rationnelle pour l’agent a1 qui préférera
former une coalition singleton ou une coalition avec a3 pour obtenir x1 = 5 au lieu de x1 = 4 dans une
grande coalition. Idem pour l’agent a2. L’agent a3 serait alors contraint de former la coalition singleton {a3}
et d’obtenir x3 = 5. Une conﬁguration de paiement qui est rationnelle pour chacun des agents serait, par
exemple, ({A}, (7, 16, 7)).
Cependant, la rationalité individuelle ne garantit pas une conﬁguration de paiement équitable. En
effet, la conﬁguration de paiement ({A}, (7, 16, 7)) est rationnelle pour chaque agent, mais semble
plus avantageuse pour a2 qui récupère presque entièrement le surplus gagné par la formation de la
grande coalition {a1, a2, a3}.
Nous pouvons remarquer dans l’exemple ci-dessus que la présence de a3 dans une coalition aug-
mente la valeur de celle-ci.
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De manière intuitive, nous pouvons rendre équitable la conﬁguration de paiement en favorisant,
par exemple, l’agent qui apporte plus de valeur ajoutée aux coalitions. Comme le jeu est super-
additif, donc si les trois agents forment la grande coalition, il paraîtrait plus juste d’attribuer à a3
un paiement x3 supérieur aux paiements de a1 et de a2.
Il existe différentes méthodes permettant une distribution équitable des paiements. Dans le cadre
des jeux super-additifs où les agents forment la grande coalition, une méthode très utilisée est la
valeur de Shapley (Shapley 1944) qui tient compte de la valeur ajoutée par la présence d’un agent
dans une coalition (contribution marginale).
Déﬁnition 1.14 La contribution marginale μai (C) d’un agent ai dans une coalition C : ai ∈ C, est égale
à l’utilité qu’apporte l’agent ai s’il rejoint la coalition C ∪ {ai}. Cette contribution s’écrit sous la forme :
μai (C)=v(C ∪ {ai})− v(C).
Déﬁnition 1.15 Deux agents ai et aj sont dits interchangeables s’ils contribuent toujours de la même
manière à toutes les coalitions formées avec les autres agents, c’est-à-dire, μai (C) = μaj(C), ∀ C ⊆ A.
Déﬁnition 1.16 Un agent est dit inutile s’il n’apporte aucune utilité supplémentaire aux coalitions des
autres agents, c’est-à-dire, v(C) = v(C ∪ {ai}), ∀ C ⊆ A.
Valeur de Shapley.
Le calcul de la valeur de Shapley se fonde sur les trois propriétés ci-dessous, pour garantir
une distribution de paiement équitable (Shapley 1944).
Propriété 1.4 Si deux agents ai et aj sont interchangeables, ils doivent recevoir le même paiement, c’est-à-
dire, xi = xj (axiome de symétrie des paiements).
Propriété 1.5 Un agent ai inutile dans une coalition C, doit avoir un paiement égal à 0 dans C, c’est-à-dire,
xi = 0 (axiome des agents inutiles).
Propriété 1.6 Pour deux jeux coalitionnels (A, v1) et (A, v2), supposons que xi est le paiement de ai dans
(A, v1) et x′i est le paiement de ai dans (A, v2). Si le jeu coalitionnel (A, v3) est déﬁni de telle manière que
∀ C ∈ EC, v3(C) = v1(C) + v2(C), alors le paiement xi” de ai dans (A, v3) doit être égal à la somme des
paiements reçus dans (A, v1) et (A, v2), c’est-à-dire, xi”=xi + x′i (axiome d’additivité des paiements).
D’après (Osborne et Rubinstein 1994), nous avons le théorème ci-dessous.
Théorème 1 Soit un jeu coalitionnel (A, v), il existe une unique distribution de paiement efﬁcace de la
grande coalition vériﬁant les trois axiomes concernant la symétrie, l’agent inutile et l’additivité des paiements.
Cette unique distribution de paiement est la valeur de Shapley.
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Calcul de la valeur de Shapley.
Soit la grande coalition A et un agent ai. Pour comprendre comment se calcule la valeur de
Shapley, il faut considérer le fait que, la grande coalition est formée suivant un schéma de construc-
tion séquentielle.
Déﬁnition 1.17 Un schéma de construction d’une coalition C est une suite de coalitions
[∅,C1,C2, ...,Cn−1,C], où |Ci| = i et Ci+1 telle qu’il existe un agent ak ∈ A : ak ∈ Ci et Ci+1=Ci ∪ {ak}.
Exemple 1.7 Pour 4 agents qui forment une coalition C={a1, a2, a3, a4}, un schéma de construction de C
peut être, [∅, {a4}, {a2, a4}, {a2, a3, a4}, {a1, a2, a3, a4}].
À chaque schéma de construction de C s’associe une permutation σ des agents de C qui représente
l’ordre d’apparition des agents dans les coalitions successives.
Exemple 1.8 La permutation correspondant au schéma de construction
[∅, {a4}, {a2, a4}, {a2, a3, a4}, {a1, a2, a3, a4}] est σ=(4, 2, 3, 1), c’est-à-dire, il y a d’abord la présence de
l’agent a4, puis de l’agent a2, puis de l’agent a3 et enﬁn celle de l’agent a1 dans les coalitions successives.
Ainsi, il existe autant de schémas de construction que de permutations du nombre d’agents de
C. L’ensemble des permutations des entiers de 1 à k est noté Γ(k). Pour une permutation σ ∈ Γ(k)
donnée, la dernière coalition ne contenant pas l’agent ai, dans le schéma de construction associé à
la permutation σ, est notée Ci(σ).
Exemple 1.9 Soit une coalition C={a1, a2, a3} formée de 3 agents. L’ensemble des permutations des en-
tiers de 1 à 3 est Γ(3)={(a1, a2, a3), (a1, a3, a2), (a2, a1, a3), (a2, a3, a1), (a3, a1, a2), (a3, a2, a1)}. En consi-
dérant le schéma de construction [∅, {a1}, {a1, a3}, {a1, a2, a3}], alors on a la permutation σ=(1, 3, 2). Ainsi,
C1(σ)=∅, C2(σ)={a1, a3} et C3(σ)={a1}.
Déﬁnition 1.18 La valeur de Shapley d’un agent ai, que nous notons sh(ai) est calculée en faisant la
moyenne de toutes les contributions marginales de l’agent ai lors du passage de Ci(σ) à C1(σ) ∪ {ai},
pour tous les schémas de construction possibles menant à la grande coalition, c’est-à-dire pour toutes les
permutations σ ∈ Γ(n).
sh(ai) =
1
n! ∑
σ∈Γ(n)
μai (Ci(σ)) (1.2)
Exemple 1.10 Soit un jeu coalitionnel (A, v) tel que, A = {a1, a2, a3}. Dans ce cas, l’ensemble des
permutations Γ(3)={(a1, a2, a3), (a1, a3, a2), (a2, a1, a3), (a2, a3, a1), (a3, a1, a2), (a3, a2, a1)}.
Supposons que, v({a1})=v({a2})=v({a3})=5, v({a1, a2})=6, v({a1, a3})=v({a2, a3})=9 et v({a1, a2, a3})=30.
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Permutations σ ∈ Γ(6) μa1(C1(σ)) μa2(C2(σ)) μa3(C3(σ))
(a1, a2, a3) 5 1 24
(a1, a3, a2) 5 21 4
(a2, a1, a3) 1 5 24
(a2, a3, a1) 21 5 4
(a3, a1, a2) 4 21 5
(a3, a2, a1) 21 4 5
∑
σ∈Γ(6)
μai (Ci(σ))i∈[1,3] 57 57 66
sh(ai) = 16 ∑
σ∈Γ(6)
μai (Ci(σ))i∈[1,3] 9.5 9.5 11
Avec ces résultats, nous voyons que les agents a1 et a2, qui sont interchangeables, reçoivent bien le
même paiement. L’agent a3 reçoit un paiement plus élevé, car il augmente la valeur des coalitions auxquelles
il appartient, c’est-à-dire, il a une contribution marginale plus élevée que celle de a1 et a2.
La méthode de Shapley distribue la valeur de la grande coalition sur l’ensemble des agents de la
coalition, pour cette raison, on dit que c’est une méthode efﬁcace.
Propriété 1.7 Avec la méthode de Shapley, nous avons
n
∑
i=1
sh(ai) = v(A) pour tout jeu coalitionnel (A, v).
La méthode de Shapley n’alloue aucun paiement à un agent inutile d’une coalition.
Propriété 1.8 ∀ ai ∈ A : v(C) = v(C ∪ ai),C ⊆ A, sh(ai) = 0 pour tout jeu coalitionnel (A, v).
Si deux agents contribuent de la même façon dans un jeu coalitionnel, alors ils ont la même valeur
de Shapley.
Propriété 1.9 ∀ ai, aj ∈ A : v(C ∪ ai) = v(C ∪ aj),C ⊆ A, sh(ai) = sh(aj) pour tout jeu coalitionnel
(A, v).
La méthode de Shapley a la propriété d’additivité.
Propriété 1.10 ∀ ai ∈ A si sa valeur de Shapley est sh(ai) pour un jeu coalitionnel (A, v1) et sh′(ai)
pour un jeu coalitionnel (A, v2), alors sh”(ai)=sh(ai) + sh′(ai) dans (A, v3). Sachant que le jeu coalitionnel
(A, v3) est déﬁni de telle manière que ∀ C ∈ EC, v3(C) = v1(C) + v2(C).
D’après (Kahan et Rapoport 1984), le calcul de la valeur de Shapley est d’une complexité en
Θ(2n), ce qui rend son utilisation difﬁcile en pratique lorsque le nombre d’agents est important.
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Un autre concept de partage est l’indexe de Banzhaf (Banzhaf 1965). Au lieu de faire une moyenne
des valeurs de toutes les permutations possibles avec l’ensemble des agents du jeu comme pour la
valeur de Shapley, (Banzhaf 1965) propose une moyenne des valeurs de l’ensemble des coalitions
possibles avec les agents du jeu.
Déﬁnition 1.19 Soit un jeu coalitionnel G = (A, v) tel que A = {a1, a2, ..., an}. L’indexe de Banzhaf
d’un agent ai ∈ A est,
βai (G) =
1
2n−1 ∑
C⊆A\{ai}
δai (C),
où δai (C)=v(C ∪ {ai})− v(C) : C ⊆ A
La méthode de Banzhaf n’alloue aucun paiement à un agent inutile de la coalition.
Propriété 1.11 ∀ ai ∈ A : v(C) = v(C ∪ ai),C ⊆ A, βai (G) = 0 pour tout jeu coalitionnel G = (A, v).
Si deux agents contribuent de la même façon dans un jeu coalitionnel, alors ils ont le même
indexe de Banzhaf.
Propriété 1.12 ∀ ai, aj ∈ A : v(C ∪ ai) = v(C ∪ aj),C ⊆ A, βai (G) = βaj(G) pour tout jeu coalitionnel
G = (A, v).
La méthode de Banzhaf a la propriété d’additivité.
Propriété 1.13 ∀ ai ∈ A, si son indexe de Banzhaf est βai (G1) pour un jeu coalitionnel G1 = (A, v1) et
βai (G2) pour un jeu coalitionnel G2 = (A, v2), alors βai (G3)=βai (G1) + βai (G2) dans G3(A, v3), sachant
que le jeu coalitionnel G3 = (A, v3) est déﬁni de telle manière que ∀ C ∈ EC, v3(C) = v1(C) + v2(C).
Cependant, la méthode de Banzhaf n’est pas toujours une méthode efﬁcace. Cela est d’ailleurs
une ascendance qu’a la méthode de Shapley sur celle de Banzhaf.
Propriété 1.14 Avec la méthode de Banzhaf nous pouvons avoir
n
∑
i=1
βai (G) = v(A) pour tout jeu coali-
tionnel G = (A, v).
Dans le reste, nous n’utiliserons que la valeur de Shapley, car comme nous venons de le voir, la
méthode de Banzhaf n’est pas toujours efﬁcace.
En tenant compte des contributions marginales de chaque agent, la valeur de Shapley et l’in-
dexe de Banzhaf garantissent la propriété de la symétrie, de l’additivité et des agents inutiles
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lorsque le jeu est super-additif. Cependant, il peut exister un sous-groupe d’agents pour lequel il
serait plus intéressant de se scinder de la grande coalition, pour former une coalition plus petite et
se partager ensuite les gains de cette plus petite coalition.
Exemple 1.11 Soit un jeu coalitionnel (A, v) : A={ai, aj, ak}, v(ai) = v(aj) = v(ak) = 10, v(ai, aj) =
v(ai, ak) = 100, v(aj, ak) = 20 et v(ai, aj, ak) = 110.
La valeur de Shapley de chaque agent dans (A, v) est sh(ai) = sh(aj) = 23.33 et sh(ak) = 63.34. Donc, il
est préférable pour ai de former une coalition de deux agents, car v(ai, aj) = v(ai, ak) = 100 et chaque couple
d’agents peut se partager le gain de la coalition formée par leur couple de telle sorte que chacun reçoive un
paiement supérieur à sa valeur de Shapley. Dans ce cas, la distribution de paiement est dite instable.
Cela a entraîné la déﬁnition du concept de la stabilité dans les jeux à utilité transférable.
Stabilité au sens du Core dans un jeu à utilité transférable.
Déﬁnition 1.20 Le vecteur de paiement x d’une conﬁguration de paiement (ESC,x) est dans le Core d’un
jeu coalitionnel à utilité transférable (A, v) s’il n’existe aucun agent ou groupe d’agents qui a la possibilité
d’obtenir plus que le paiement qui lui est déjà affecté en changeant de coalition. Donc, ∀C ∈ EC et xi ∈
x ∑
i∈C
xi ≥ v(C)
Néanmoins, une distribution de paiement stable peut ne pas exister dans un jeu à utilité trans-
férable, c’est-à-dire, le Core peut être vide. De plus, plusieurs distributions de paiement stables au
sens du Core peuvent exister dans un même jeu à utilité transférable.
(Conitzer et Sandholm 2004) ont prouvé que vériﬁer qu’une distribution de paiement appartient
au Core d’un jeu super-additif est de complexité NP-complet. Dans (Conitzer et Sandholm 2003),
les auteurs montrent qu’on a une complexité NP-complet, s’il faut vériﬁer que le Core d’un jeu
super-additif est non vide.
Il existe d’autres concepts de stabilité pour les jeux à utilité transférable. Ces concepts sont
soit des variantes du Core comme le -Core et le least-Core, soit d’autres approches de stabilité
comme le Kernel et le nucleolus.
Le -Core d’un jeu à utilité transférable.
Si le Core est vide, nous pouvons espérer trouver une approximation stable des résultats. Pour ce
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faire, l’idée du -Core est de faire une relaxation de certaines notions du Core.
Déﬁnition 1.21 Le vecteur de paiement x d’une conﬁguration de paiement (ESC,x) est dans le -Core
d’un jeu coalitionnel à utilité transférable (A, v) et super-additif, si ∀C ∈ EC et xi ∈ x ∑
i∈C
xi ≥ v(C)− ,
sachant que ∀C ∈ EC et xi ∈ x ∑
i∈C
xi ≥ v(C).
D’habitude, le -Core ne se déﬁnit que dans un contexte de jeux super-additifs.
Exemple 1.12 Soit un jeu coalitionnel (A, v) : A={a1, a2, a3} tel que v(C)=1 si |C| > 1, sinon v(C)=0.
Si nous choisissons  = 13 , alors
1
3 -Core est non vide, car, (
1
3 ,
1
3 ,
1
3 ) ∈ 13−Core. Cependant, -Core est vide
pour tout  < 13 , car ∀ ai ∈ A si xi ≥ 13 , alors ∀ aj ∈ A : j = i, xj ≤ 23 et v(C \ {ai}) = 1.
Si une conﬁguration de paiement (ESC,x) est dans le -Core d’un jeu coalitionnel à utilité trans-
férable (A, v) et super-additif, le déﬁcit pour toute coalition C est égal au plus à .
Si pour une coalition C, x(C) = ∑
ai∈C
xi et si on s’intéresse aux résultats qui minimisent les déﬁcits
v(C)− x(C) dans le pire des cas, cela correspond à la déﬁnition du least-Core.
Le least-Core d’un jeu à utilité transférable.
Déﬁnition 1.22 Soit un jeu coalitionnel G = (A, v), la valeur du least-Core est
∗(G) = in f {|-Core de G est non vide},
si ∗(G)-Core est non vide alors on l’appelle le least-Core de G.
Exemple 1.13 Soit un jeu coalitionnel (A, v) : A={a1, a2, a3} tel que v(C)=1 si |C| > 1, sinon v(C)=0.
Comme nous l’avons indiqué dans l’exemple précédent, 13 -Core est non vide car (
1
3 ,
1
3 ,
1
3 ) ∈ 13−Core. Cepen-
dant, -Core est vide pour tout  < 13 . Ainsi, le least-Core est égal au
1
3 -Core et la valeur du least-Core est
égale à 13 .
Le least-Core est donc toujours non vide. Cependant, il peut y avoir plusieurs valeurs de least-
Core. Il est alors nécessaire d’identiﬁer celle qui donne une plus grande stabilité.
Le nucleolus d’un jeu à utilité transférable.
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Déﬁnition 1.23 Une conﬁguration de paiement (ESC,x) d’un jeu (A, v) est une imputation s’il satisfait
la rationalité individuelle de chaque agent, c’est-à-dire, ∀ ai ∈ A, xi ≥ v({ai}).
Déﬁnition 1.24 Le vecteur des déﬁcits d’une distribution de paiement x pour un ensemble de coalitions EC
est une liste des déﬁcits de l’ensemble EC. Cette liste est ordonnée du plus grand déﬁcit au plus petit déﬁcit.
Déﬁnition 1.25 Le nucleolus d’un jeu G = (A, v) est une imputation qui minimise le déﬁcit le plus
grand, puis le second déﬁcit le plus grand, etc. Autrement dit, le nucleolus est une imputation qui minimise
le vecteur des déﬁcits d’une conﬁguration de paiement (ESC,x).
En comparaison, nous voyons que le least-Core minimise le déﬁcit maximal alors que le nucleolus
est une imputation qui minimise le vecteur des déﬁcits.
Stabilité au sens du Kernel.
Soit un jeu coalitionnel (A, v) tel que I(ai, aj) = {C ⊆ A : ai ∈ C, aj ∈ C}.
Déﬁnition 1.26 Si x est une imputation, le surplus S(ai, aj) d’un agent ai par rapport à un agent aj est
égal à : S(ai, aj)= max
C∈I(ai ,aj)
d(C) où d(C) = v(C)− x(C) et x(C) = ∑
ai∈C
xi.
Déﬁnition 1.27 Un agent ai dépasse un agent aj pour une imputation x, si S(ai, aj) > S(aj, ai).
Si un agent ai dépasse un agent aj pour une imputation x, alors ai peut réclamer une partie de
la récompense de aj. Cependant, le montant que ai peut réclamer est conditionné par la rationalité
individuelle de aj, c’est-à-dire, xj ≥ v({aj}) : xj ∈ x.
Déﬁnition 1.28 Deux agents ai et aj sont en équilibre par rapport à une imputation x si l’une des condi-
tions suivantes est remplie :
−S(ai, aj) = S(aj, ai).
−S(ai, aj) > S(aj, ai) et xj = v({aj}) : xj ∈ x.
−S(ai, aj) < S(aj, ai) et xi = v({ai}) : xi ∈ x.
Déﬁnition 1.29 Une imputation x est dans le Kernel, si pour tout couple d’agents ai et aj, ils sont en
équilibre par rapport à x.
En comparaison, nous voyons que le nucleolus est inclus ou égal au kernel.
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1.1.2.2 Les jeux à utilité non transférable
Dans les jeux à utilité transférable, on observe une échelle commune de mesure de satisfaction
des agents permettant de diviser la valeur de la coalition en une distribution de paiements pour ses
agents.
Dans les jeux à utilité non transférable, chaque agent dispose de sa propre fonction d’utilité sur les
coalitions dont il est membre. Les utilités ne sont pas comparables, elles induisent uniquement une
relation de préférence sur les coalitions comme dans le cas des jeux hédoniques.
Ainsi, la plupart des concepts précédemment étudiés ne sont plus applicables. Pour les différents
concepts de solutions étudiés, nous prenons comme exemple, les jeux hédoniques.
Déﬁnition 1.30 Un jeu coalitionnel à utilité non transférable est un couple (A, u) où
A={a1, a2, ..., an−1, an} est un ensemble ﬁni de n agents et u={u1, u2, ..., un−1, un} est un ensemble
ﬁni de n fonctions d’utilité appartenant aux n agents sur l’ensemble des coalitions EC. ui est la fonction
d’utilité de l’agent ai sur l’ensemble des coalitions ECi auxquelles il participe. Ainsi,
ui : ECi 	→ R+
C 	→ ui(C)
Déﬁnition 1.31 Un jeu hédonique est un couple (A,) où A={a1, a2, ..., an−1, an} est un ensemble ﬁni
de n agents et ={1,2, ...,n−1,n} est un ensemble ﬁni de n relations de préférence appartenant aux
n agents sur l’ensemble des coalitions EC.
i est la préférence de l’agent ai sur l’ensemble des coalitions ECi auxquelles il participe. La préférence stricte
d’un agent ai se note i.
Les agents sont égoïstes et ne cherchent à former une coalition que si leur utilité est satisfaisante.
L’utilité d’un agent ne dépend que de la coalition à laquelle il appartient, ce qui fait que le problème
du partage de gain ne se pose plus.
Dans les jeux coalitionnel à utilité non transférable, s’intéresser à la stabilité des coalitions formées,
revient à vériﬁer pour chaque coalition C si réellement les agents qui forment C sont satisfaits de
leur choix ou pas.
Concepts de stabilité les plus usités.
Déﬁnition 1.32 Soit un jeu hédonique (A,). Une structure de coalitions SC est rationnelle individuel-
lement lorsque chaque agent préfère sa coalition qui est dans SC plutôt que sa coalition singleton, c’est-à-dire,
∀ ai ∈ A, SC i {ai}.
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Déﬁnition 1.33 Soit un jeu hédonique (A,). Une structure de coalitions SC domine une autre structure
de coalitions SC′ au sens de Pareto, lorsque chaque agent préfère sa coalition qui est dans SC plutôt que, celle
qui est dans SC′, c’est-à-dire, ∀ ai ∈ A, SC i SC′.
Cette dominance de SC sur SC′ devient stricte s’il existe au moins un agent qui préfère strictement SC
c’est-à-dire, ∀ ai ∈ A, SC i SC′ et ∃ aj ∈ A : SC j SC′.
Déﬁnition 1.34 Une structure de coalitions SC d’un ensemble ESC de structure de coalitions est un
optimum au sens de Pareto, si et seulement si, aucune autre structure de coalitions SC′ ∈ ESC ne domine
strictement SC au sens de Pareto. On note :
¬(∃ SC′ ∈ ESC, SC′ = SC : ∀ ai ∈ A, SC′ i SC et ∃ aj ∈ A : SC′ j SC)
Déﬁnition 1.35 Une structure de coalitions SC est stable au sens de Nash (Nash stable), si aucun agent
de A est motivé à quitter unilatéralement sa coalition C ∈ SC pour rejoindre une autre coalition C′ ∈ SC,
c’est-à-dire,
¬(∃ ai ∈ A : ai ∈ C et C ∈ SC, ∃C′ ∈ SC : C′ ∪ {ai} i C).
Déﬁnition 1.36 Une structure de coalitions SC est stable individuellement, si aucun agent ai ∈ A ne
cherche à rejoindre une autre coalition C′ existante où les membres de C′ seraient intéressés par la venue de
ai dans leur coalition, c’est-à-dire,
¬(∃ ai ∈ A : ai ∈ C et C ∈ SC, ∃C′ ∈ SC : [C′ ∪ {ai} i C] et [∀ aj ∈ C′,C′ ∪ {ai} j C′]).
Déﬁnition 1.37 Une structure de coalitions SC est dans un état de stabilité contractuelle individuelle, s’il
n’existe pas un agent ai de C ∈ SC qui est intéressé par rejoindre une autre coalition C′ ∈ SC, dont les
membres seraient intéressés par l’arrivée de ai et que les agents de C \ {ai} préfèreraient également le départ
de ai. On note,
¬(∃ ai ∈ A : ai ∈ C et C ∈ SC, ∃C′ ∈ SC : [C′ ∪ {ai} i C] et [∀ aj ∈ C′,C′ ∪ {ai} j C′] et [∀
ak ∈ C,C \ {ai} k C].
De ces déﬁnitions de concepts de stabilité, nous pouvons identiﬁer un ensemble de relations entre
elles.
Remarque 1.1 La stabilité individuelle implique la rationalité individuelle du moment qu’aucun agent ne
voudrait quitter sa coalition pour rejoindre une autre coalition ou pour être dans une coalition singleton.
Remarque 1.2 Si une structure de coalitions est stable au sens de Nash alors elle est individuellement stable
et contractuellement individuellement stable. Mais le contraire n’est pas toujours vrai, car une structure de
coalitions individuellement stable n’est pas toujours stable au sens de Nash.
Exemple 1.14 Soit A={a1, a2, a3} un ensemble d’agents qui ont les préférences de coalitions ci-dessous :
a1 : {a1, a2} 1 {a1} 1 {a1, a2, a3} 1 {a1, a3}.
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a2 : {a1, a2} 2 {a2} 2 {a1, a2, a3} 2 {a2, a3}.
a3 : {a1, a2, a3} 3 {a2, a3} 3 {a1, a3} 3 {a3}.
La structure de coalitions {a1, a2}, {a3} est individuellement stable et contractuellement individuellement
stable, mais elle n’est pas stable au sens de Nash.
Remarque 1.3 Si une structure de coalitions est individuellement stable, cela implique qu’elle est contrac-
tuellement individuellement stable.
Remarque 1.4 D’après (Bogomolnaia et Jackson 2002), une structure de coalitions optimale au sens de
Pareto est contractuellement individuellement stable.
Exemple 1.15 Soit A={a1, a2, a3} un ensemble d’agents qui ont les préférences sur les coalitions ci-
dessous :
a1 : {a1, a2, a3} 1 {a1, a2} 1 {a1}.
a2 : {a1, a2, a3} 2 {a1, a2} 2 {a2}.
a3 : {a1, a3} 3 {a1, a2, a3} 3 {a2, a3} 3 {a3}.
La structure de coalitions {{a1, a3}, {a2}} n’est pas individuellement rationnelle car l’agent a1 préfère la
coalition singleton {a1} plutôt qu’une coalition avec a3.
La structure de coalitions {{a1, a2}, {a3}} est individuellement rationnelle, mais n’est pas un optimum de
Pareto, car elle est dominée par la structure de coalitions {{a1, a2, a3}}.
La structure de coalitions {{a1, a2, a3}} est un optimum de Pareto.
Déﬁnition 1.38 Une structure de coalitions SC est dite stable au sens du Core, si aucune coalition C′ de
l’ensemble des coalitions EC n’est préférée par tous ses membres par rapport à leur coalition C ∈ SC. On note,
 ∃C′ ∈ EC : ∀ ai ∈ C,C′ i C.
Ainsi, le Core d’un jeu à utilité non transférable représente, l’ensemble des structures de coalitions
stables au sens du Core.
Déﬁnition 1.39 Si une coalition C′ empêche la stabilité d’une structure de coalitions SC, alors on dit que
C′ est une coalition bloquante pour SC et on l’exprime par :
∃C′ ∈ EC : ∀ ai ∈ C,C′ i C.
1.2 Principes des méthodes de formation de coalitions stables
Comme nous pouvons le voir, la formation de coalitions a reçu beaucoup d’attention dans le
domaine des systèmes multi-agents aﬁn de proposer des solutions de coopération aux agents.
Plusieurs de ces méthodes de formation de coalitions peuvent aborder la question de la stabilité
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des coalitions ou non. Cependant, le déﬁ de la stabilité dans les contextes incertains et dynamiques
du type discuté dans notre thèse n’était pas clairement abordé jusqu’ici dans le domaine.
Généralement, les mécanismes de formation de coalitions considèrent la stabilité comme une
propriété qui indique que les agents n’ont aucune intention de quitter leurs coalitions avant l’achè-
vement des tâches. Cependant, ils ne prennent pas en compte le contexte dynamique et stochastique
dans lequel un agent peut devenir indisponible quelles que soient ses intentions au moment de la
formation de sa coalition.
La complexité associée à la stabilité des coalitions qui se trouve être une barrière pour des so-
lutions actuelles est que dans le cas de N agents, il est possible de former 2N coalitions et N-Bell
partitions d’agents (Bell 1934) (Levine et Dalton 1962). De plus, la validité des solutions (coalitions
ou partitionnement) peut dépendre de la dynamique des tâches à exécuter par les agents et de la
disponibilité ou des incertitudes des agents.
En se fondant sur le critère de la prise en charge de la dynamique de l’environnement et les
stratégies des agents, nous avons classé en deux catégories les méthodes de formation de coalitions
stables :
1- les méthodes ne supportant pas une inférence dynamique,
2- les méthodes faisant une inférence dynamique.
Nous comprenons par inférence dynamique la prise en charge dynamique des événements
aléatoires (disponibilités des agents, dynamique des tâches, etc.) qui peuvent interférer avec le
processus normal de formation des coalitions. Une classiﬁcation des deux catégories est donnée
par la ﬁgure 1.3 ci-dessous.
Nous détaillons dans la section suivante, les méthodes de formation de coalitions stables ne
supportant pas une inférence dynamique.
1.2.1 Formation de coalitions stables sans inférence dynamique
Dans cette section, nous présentons les méthodes qui ne tiennent pas compte des changements
dynamiques du contexte une fois que le processus de coalitions est entamé. Ces méthodes sont,
généralement, soit fondées sur l’utilité soit sur la complémentarité (Conte et Sichman 1995)
Les méthodes fondées sur l’utilité cherchent d’abord à générer les structures de coalitions, en faisant
un partitionnement de l’ensemble des agents en coalitions. Ce partitionnement vise à maximiser le
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Figure 1.3 – Méthodes de formation de coalitions stables.
gain des agents lors de l’accomplissement des tâches tout en minimisant les ressources utilisées,
le temps passé pour l’exécution des tâches et éventuellement distribuer le bénéﬁce parmi les par-
ticipants de chaque coalition. Cela est le cas pour certaines méthodes comme (Rahwan et Jennings
2008b) (Rahwan et al. 2009b) et leur amélioration (Rahwan et al. 2012a). L’adaptation de ces algo-
rithmes à un contexte incertain et stochastique de formation de coalitions stables est difﬁcile du
fait de la centralisation et de la complexité des calculs à effectuer du point de vue informatique.
Cette complexité est accentuée si les tâches sont stochastiques et en présence des incertitudes en
ce qui concerne la disponibilité, les préférences et les dépendances des agents. Même si une solu-
tion hybride de ces algorithmes qui fournit un résultat en temps réel est proposée, il est toujours
nécessaire d’avoir des connaissances a priori et de recalculer les meilleures coalitions en réponse à
chaque changement sur les tâches ou sur les agents.
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(Abdallah et Lesser 2004) se sont intéressés au paiement reçu après la réalisation des tâches. Ils
proposent un algorithme distribué d’approximation permettant aux agents de réaliser un sous-
ensemble de tâches. L’algorithme est fondé sur une approche organisationnelle où il y a un partage
de rôles des agents en managers et subordonnés (les subordonnés pouvant être à leur tour mana-
gers d’autres subordonnés, etc.) et dans lequel les agents managers connaissent les ressources de
leurs subordonnés. L’idée générale de l’algorithme est, lorsqu’un agent identiﬁe une tâche à réa-
liser, il prend soit la décision de la réaliser par son équipe, soit il conﬁe la tâche à son supérieur
hiérarchique, par exemple, en cas de manque de ressources. De plus, ces travaux se fondent sur un
apprentissage par renforcement en modélisant chaque manager comme un MDP pour optimiser les
décisions d’allocation locale des managers. L’algorithme d’apprentissage par renforcement utilisé
est le Q-learning (Sutton et Barto 1998) où plus les managers gagnent en expériences de répartitions
de tâches, plus leurs prises de décisions sont pertinentes. Cependant, pour éviter l’utilisation d’un
organisateur central, ils supposent que le temps est divisé par épisodes et dans chacun de ces épi-
sodes, chaque agent reçoit un ensemble de tâches. Une fois qu’une tâche est allouée à une coalition,
les agents de celle-ci ne peuvent plus intégrer de nouvelles tâches jusqu’à la ﬁn de l’épisode. De
plus, les auteurs font l’hypothèse qu’il n’y a pas de nouveaux agents ou de nouvelles tâches qui
arrivent dans le système durant un épisode et que les agents sont toujours disponibles. Par ailleurs,
leurs travaux ne se focalisent pas nécessairement sur une recherche de la stabilité des coalitions.
(Scully et al. 2004b) considèrent une place de marché dynamique d’agents égoïstes avec des capa-
cités différentes. Chaque agent tente de former une coalition pour effectuer une tâche. Avant de
proposer une coalition, un agent doit déterminer l’ensemble optimal des agents avec qui partager
sa coalition pour cette tâche. Leur méthode suppose que, pour déterminer la coalition optimale,
chaque agent peut calculer de manière centralisée l’ensemble des valeurs des coalitions possibles
avec les autres agents et que durant ce calcul aucune indisponibilité n’est envisagée pour l’agent
qui effectue ce calcul. Chaque agent se fonde sur plusieurs critères (par exemple, le coût, le temps,
etc.) pour déterminer la valeur d’une coalition. Toutefois, en raison de l’importance de certains cri-
tères et de la tendance qui peut faire varier un critère au ﬁl du temps, il est difﬁcile d’obtenir une
véritable évaluation d’une coalition donnée. C’est pourquoi, ils proposent une solution fondée sur
la dominance de Pareto couplée avec un algorithme de Pondération Inverse à la Distance (PID). La
PID est une méthode d’interpolation spatiale, c’est-à-dire, un processus permettant d’assigner une
valeur à un espace non connu à partir d’un semis de points connus.
(Génin et Aknine 2010b) proposent des stratégies d’acceptation et de proposition pour la formation
de coalitions où les agents sont égoïstes et ont un ensemble de tâches à réaliser. Ils ont développé
des stratégies adaptées à un domaine orienté tâches dans lequel les agents forment des coalitions
dans le but de réaliser conjointement des lots de tâches. À cet effet, ils ont proposé une stratégie de
construction des coalitions permettant de sélectionner un lot de tâches à réaliser ainsi qu’un groupe
d’agents à qui proposer la réalisation de ce lot et une stratégie d’acceptation leur permettant de
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décider s’ils acceptent ou non une proposition de formation d’une coalition envoyée par un agent
du système.
(Zlotkin et Rosenschein 1994) proposent la formation de coalitions pour la réalisation d’une liste
ordonnée de tâches sans prendre en compte les ressources des agents. Le but d’un agent étant de
réaliser un ensemble de tâches parmi une liste ordonnée de tâches. Ils ont déﬁni une fonction pour
calculer le coût pour la réalisation des tâches par les agents et le coût encouru par un agent s’il exé-
cute seul sa tâche. Ils considèrent qu’un sous-groupe d’agents peut passer des accords sans que cela
ne concerne le groupe en entier. Il mesure la rationalité individuelle et la dominance d’un groupe
au sens de Pareto pour évaluer la stabilité des coalitions.
(Génin et Aknine 2010a) ont abordé le problème de la formation de coalitions pour des agents
égoïstes dans un contexte de jeux hédoniques. Ils se sont focalisés sur le niveau de satisfaction de
chaque agent qui dépend des membres de sa coalition. Ils ont proposé deux types de stratégies,
à savoir, (1) les stratégies d’acceptation de propositions qui permettent aux agents d’accepter ou
de rejeter une demande de formation de coalitions et (2) les stratégies de sélection de propositions
dont l’efﬁcacité dépend de l’historique des négociations qui permet à un agent de sélectionner une
coalition pertinente.
(Génin et Aknine 2008) suggèrent un protocole qui permet aux agents d’atteindre des objectifs
communs et des stratégies individuelles pour construire des propositions efﬁcaces à partir des in-
formations collectées sur les autres agents. Les agents font face à deux niveaux de prise de décision
pendant la formation des coalitions, c’est-à-dire, face à l’utilité seuil d’acceptation et l’utilité seuil de
conﬁrmation. L’utilité seuil d’acceptation est l’utilité minimale pour qu’une proposition soit accep-
tée et l’utilité seuil de conﬁrmation est l’utilité minimale pour qu’une proposition soit conﬁrmée.
(Aknine et al. 2004b) considèrent les préférences individuelles des agents et ne cherchent pas à
améliorer une utilité globale du système. De ce fait, chaque agent crée sa matrice de préférences
sur les autres agents par critère. Ils proposent deux modèles qui se fondent sur - l’intégrale de Cho-
quet comme pour faire l’agrégation des préférences des agents et - la méthode ESD (Evolutionary
System Design) de (Melvin 1996) pour la formation de coalitions. Le premier modèle est fondé sur
l’ESD pour des agents compétitifs. Selon cette approche, s’il est impossible de former des coalitions
avec les modèles de préférences des agents à cause de la divergence des préférences sur la base
d’un seul critère, les agents annulent et reconstruisent leurs modèles de préférence en introduisant
progressivement de nouveaux critères de négociation. Ils considèrent des poids sur les critères aﬁn
de déﬁnir un ordre de priorité sur ces derniers. Malgré une renégociation, on peut néanmoins ne
pas obtenir de coalitions. Le second modèle est pour des agents coopératifs où les agents peuvent
échanger leurs informations sur leurs préférences. Dans ce cas, ils garantissent la formation d’une
coalition dans tous les cas. Ce modèle est fondé sur le principe de circulation de la procédure de
formation de la coalition entre les différents agents. Cette méthode se fonde sur un indice d’attrac-
tion unilatérale qui évalue la préférence de tous les autres agents pour chaque agent. Le processus
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de formation de coalitions passe de l’agent le plus préféré à ceux qui sont moins préférés tant qu’il
y a des agents qui ne sont pas encore au sein d’une coalition.
Les modèles fondés sur la complémentarité cherchent à diviser l’ensemble des agents en évitant
les préférences incompatibilités (Luce et Raiffa 1957)(Axelrod 1984) ou sur l’utilisation de manière
collaborative des capacités individuelles qui se complètent pour améliorer les capacités de chaque
agent à atteindre ses objectifs. Plusieurs de ces méthodes visent à satisfaire les propriétés du Core-
stable (Sandholm 1999)(Chalkiadakis et al. 2012).
Pour former des coalitions stables dans (Sandholm 1999), les auteurs recherchent le bien-être collec-
tif qui maximise le graphe des structures de coalitions (le Core). Seules les structures de coalitions
qui maximisent le bien-être social sont considérées comme stables. L’objectif de (Chalkiadakis et al.
2012) est d’étudier la stabilité des structures de coalitions (la stabilité du Core) pour les jeux coopé-
ratifs dans des environnements structurés. Les auteurs représentent les fonctions caractéristiques
des jeux modélisés par un graphe dans le but de déterminer les coalitions possibles. Dans cette
méthode, une coalition est un ensemble connexe dans le graphe représentant l’environnement des
agents. Pour déterminer les structures de coalitions possibles, ils supposent connaître les besoins,
ou au moins les positions des agents. Toutefois, il est prouvé dans (Sandholm et al. 1998) que la
recherche d’une structure de coalitions stables est un problème difﬁcile voire impossible pour des
composants ayant des ressources limitées. Une autre restriction de ces travaux est qu’ils ne pro-
posent pas de méthodes de formation de coalitions dynamiques car ils obligent la restructuration
des coalitions après l’indisponibilité d’un ou de plusieurs agents pour garantir la continuité de
l’exécution des tâches. Cependant, la restructuration des coalitions n’est pas toujours optimale ou
possible dans un contexte d’environnement dynamique.
(Aknine et al. 2004a) proposent une méthode de formation de coalitions en se basant sur des conces-
sions graduelles entre les agents, pour trouver une solution Pareto optimale. Cela, dans un contexte
de ﬁltrage des documents racistes (analyse de contenu). Ils assimilent la combinaison des critères
linguistiques à un processus de coopération entre des agents. Utilisation d’agents-critères, qu’ils
associent à chacun des critères linguistiques. Le rôle d’un agent-critère est de générer un ensemble
d’informations sur les caractéristiques de chaque document en utilisant un ensemble de traitements
propres et en se fondant sur les informations produites par les autres agents-critères. Ils suggèrent
un protocole qui permet une restructuration dynamique des coalitions en fonction des nouvelles
informations qu’ils génèrent, sans agrégations des préférences. Les auteurs proposent une amélio-
ration dans (Aknine et Caillou 2004) où il n’y a plus d’ordre imposé lors du processus de formation
de coalition et où il n’y a plus de priorité entre agents. De plus, les agents ne sont pas obligés de se
faire conﬁance.
(Shehory 2004) propose un système où les agents forment des coalitions pour acheter des biens,
avec un certain prix qui dépend de la taille de la coalition. Les agents évoluent de manière aléatoire
sur des sites qui proposent des marchandises. Chaque agent peut décider de se joindre aux agents
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présents si la formation du groupe lui apporte un bénéﬁce et, comme il peut également décider de
quitter la coalition formée. L’auteur modélise le problème sous la forme d’équations différentielles
du premier ordre et étudie la stabilité d’un tel système.
(Yamamoto et Sycara 2001) proposent des mécanismes d’enchères pour la formation de coalitions
d’acheteurs dans un contexte d’E-Market. Les acheteurs déclarent à un manager le prix maximal
qu’ils sont prêts à payer pour obtenir les biens en se fondant sur des critères (items) et les vendeurs
déclarent leur prix. L’agent chef de groupe divise le groupe en sous-groupes (coalitions). Il sélec-
tionne un vendeur gagnant pour chaque coalition et divise l’excédent du gain entre les acheteurs.
Cela, aﬁn d’augmenter l’utilité des acheteurs, de garantir une stabilité dans la division de l’excé-
dent au sein de chaque coalition et une stabilité au sens du Core. (Li et Sycara 2002) restent dans
le même contexte E-Market. Le modèle suppose que chaque acheteur peut émettre une offre sur
une combinaison d’items avec un coût de réservation et les vendeurs offrent des remises de prix
pour chaque item en fonction des volumes. En divisant artiﬁciellement le coût de réservation de
chaque acheteur sur les items, ils construisent des coalitions optimales à l’égard de chaque item.
Ces coalitions garantissent la complémentarité des items en matière de transfert de coûts de réser-
vation et donc induisent la solution optimale. Les auteurs ne considèrent que les systèmes dotés de
fonctions de prix linéaires, ce qui leur permet de présenter un algorithme polynomial pour trouver
une solution semi-optimale et un système de division de gain pour une stabilité des coalitions au
sens du Core.
Les algorithmes de formation de coalitions stables qui s’appuient sur le concept de la stabilité de la
valeur de Shapley et ses extensions comme la valeur de Shapley bilatérale (Ketchpel 1994) appliquée
aux jeux coopératifs de n-agents arbitraires, sont proposées dans (Klusch et Shehory 1996)(Contre-
ras et al. 1997).
Un algorithme de formation de coalitions qui étudie la stabilité en déterminant le Kernel du jeu est
proposé dans (Blankenburg et Klusch 2004). Une structure de coalitions S qui est le Kernel d’un
jeu coopératif est l’ensemble des K conﬁgurations stables (S, u) dans lesquelles toutes les coalitions
dans S sont en équilibre en présence de la fonction d’utilité u. Une coalition C est dans un tel équi-
libre si chaque paire d’agents dans C est en équilibre, c’est-à-dire, pour chaque paire (i, j) formée
par les agents i et j, l’agent i ne peut pas obtenir un gain supérieur à celui qu’il avait en étant avec
l’agent j dans (S, u) juste en menaçant de quitter sa coalition C actuelle pour obtenir une meilleure
récompense dans une ou des coalitions qui ne sont pas dans S et excluant j.
Pour tenir compte des incertitudes qui peuvent produire des connaissances vagues ou incomplètes
sur les proﬁts attendus par les agents ou sur le partage de la récompense de leurs coalitions, cer-
taines méthodes de formation de coalitions proposent l’utilisation du principe de coalitions ﬂoues
(fuzzy) (Aubin 1981) (Mares 2001) (Chalkiadakis et al. 2011). Un jeu coopératif ﬂou consiste en un
ensemble d’agents, une fonction caractéristique ﬂoue v et une fonction d’adhésion m des quantités
ﬂoues v(C). v(C) est interprété comme la vague espérance de proﬁts de la coalition C qui doit être
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distribuée parmi ses membres.
Une autre classe de jeux coopératifs résulte du problème de prise de décisions coopératives d’envi-
ronnements stochastiques. La notion de jeux coopératifs stochastiques ou de jeux coopératifs avec
des récompenses stochastiques, est présentée et étudiée dans (Suijs et al. 1999). Un jeu avec des
récompenses stochastiques est déﬁni par, un ensemble d’agents, un ensemble d’actions possibles et
une fonction stochastique. Cette fonction assigne à chaque action d’une coalition, une variable sto-
chastique a valeur réelle, qui représente la récompense attendue par la coalition quand une action
particulière est prise. Par contre avec un jeu coopératif déterministe, les récompenses peuvent être
des variables aléatoires mais les actions d’une coalition doivent être explicitement exprimées même
si la fonction de distribution des récompenses n’est pas unique.
Notez que, les méthodes de formation de coalitions ﬂoues ou stochastiques même si elles consi-
dèrent des aspects dynamiques des agents lors du calcul des récompenses, ces méthodes ne per-
mettent pas des inférences dynamiques et une stabilisation dynamique des coalitions.
Le concept de coalitions durables est proposé dans (Barberà et Gerber 2003) dans un contexte pu-
rement hédonique, c’est-à-dire, dans une coalition, il n’y a aucun problème distribué à résoudre.
Les coalitions sont choisies sur cette base de connaissances a priori de l’aversion au risque maximal
des agents et de l’ensemble des préférences des agents. Dans un contexte de planiﬁcation de tâches
par négociation où chaque agent est doté d’un système qui génère des plans pour chacun de ses
objectifs recherchés, (Arib et Aknine 2011) considèrent que les agents évoluent dans un système
totalement observable, c’est-à-dire que les agents ont une vue totale sur les plans des autres agents.
Ils proposent un mécanisme de formation de coalitions fondé sur l’importance que peut avoir la
position des actions dans les plans des agents. Leur mécanisme utilise les relations entre les actions
pour guider la recherche des coalitions par les agents et l’importance de chacune d’elles dans leurs
plans et facilite l’obtention d’accords dans le sens où, les agents trouvent un intérêt à inﬂéchir leurs
positions au regard des propositions formulées par les autres agents.
(Arib et al. 2014) considèrent que les agents évoluent dans un système où chacun a une connaissance
partielle (ou inexistante) des plans des autres agents. Ils proposent un mécanisme qui ne tient pas
compte de la disposition des actions dans les plans des agents. Dans ce cas, chaque agent calcule
un degré de croyance pour chaque action qu’il ne peut effectuer seul par rapport à son plan et à la
conﬁance qu’il a vis-à-vis d’autres agents avec lesquels il trouve nécessaire de coopérer. Cela, leur a
permis de déterminer les contraintes à imposer aux agents pour former des coalitions stables.
(Arib et Aknine 2013) se sont intéressés au problème de la formation de coalitions avec des
contraintes dynamiques et des préférences que les agents expriment explicitement et qu’ils ac-
ceptent de communiquer aux autres agents lors de leurs négociations. Ils ont proposé un langage
de représentation des propositions des agents fondé sur leurs contraintes respectives et qui facilite
leur négociation. Dans ce même contexte, ils ont proposé un mécanisme qui s’appuie sur la résolu-
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tion des systèmes de contraintes pour orienter la négociation entre les agents tout en gérant leurs
préférences.
1.2.2 Formation de coalitions stables avec inférence dynamique
Les agents doivent pouvoir dynamiquement construire des coalitions stables en tenant compte de
leur propre comportement et de la dynamique de l’environnement et des tâches. Une des approches
proposées est le principe de chevauchement des coalitions (overlapping coalitions) (Shehory et Kraus
1996) où les phases de négociation et de formation de coalitions peuvent être adaptées au contexte
des agents et où les agents peuvent distribuer leurs ressources entre plusieurs tâches. Chaque tâche
génère un proﬁt qui peut être librement divisé entre les agents qui participent à l’exécution de la
tâche (Chalkiadakis et al. 2010) (Zick et al. 2012). Leur algorithme distribué calcule le partitionne-
ment approprié de l’ensemble des agents.
Une autre solution est l’utilisation de mécanismes de raisonnements sociaux basés sur la notion de
réseau de dépendances sociales (Castelfranchi et al. 1992) (Sichman 1998), ou sur la gestion des ré-
putations et des croyances. Pour acquérir et utiliser la connaissance des dépendances sur l’ensemble
des agents considérés, chaque agent doit de manière dynamique représenter explicitement quelques
préférences des autres agents (par exemple, leurs buts et leurs plans), exploiter cette connaissance
aﬁn d’optimiser son comportement selon l’évolution de la société (l’ensemble des agents). Pour un
agent, le monitoring et la révision de la connaissance sur la société, lui permet d’éviter des incohé-
rences sans préétablir un contrôle global (Klusch et Gerber 2002).
Par exemple dans (Milchtaich et Winter 2002), les modèles de formation de coalitions sont fondés
sur la supposition que chaque agent préfère s’associer à des agents qui lui sont semblables. Ces mo-
dèles ont pour but de stabiliser la dynamique des comportements myopes individuels qui décrivent
l’évolution de la formation des coalitions et qui déterminent une stabilité probable et une partition
Pareto efﬁcace.
Dans les mécanismes de gestion de réputations, le but est d’éviter l’interaction avec des participants
indésirables. De tels mécanismes permettent aux agents de réagir efﬁcacement face aux change-
ments fréquents de réputation des partenaires potentiels en fonction des proﬁts attendus et de la
ﬁabilité de ces partenaires (Rubiera et al. 2001) (Yu et Singh 2000) (Manchala 2000). De même dans
(Ye et al. 2012), les coalitions peuvent permettre aux agents d’adapter dynamiquement leur implica-
tion dans leur coalition et de quitter leur coalition courante pour d’autres coalitions sous le contrôle
d’un superviseur centralisé. Cela entraîne la restructuration des coalitions.
Dans de nombreux cas, les contraintes de ressources et de temps nécessitent la conception d’un mé-
canisme de raisonnement sur le temps du mécanisme de formation de coalitions aﬁn d’améliorer la
stabilité des coalitions.
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Dans (Jiang et al. 2006), les auteurs proposent un mécanisme incitatif pour la formation de coalitions
dans les réseaux MANETs dans un contexte coopératif. Les auteurs modélisent le réseau comme un
graphe dont les nœuds sont les agents et les arcs les liens de communication entre les agents. Ils
déﬁnissent une coalition stable comme étant formée de tous les agents dont les liens peuvent être
activés. Contrairement à notre approche, leur mécanisme nécessite la connaissance de tous les liens
possibles et les positions des participants potentiels. En outre, il est indispensable de réévaluer le
graphe à chaque fois qu’un agent change de voisinage ou qu’il devient indisponible. (Šišlák et al.
2005) traitent l’inaccessibilité dans les réseaux MANETs. Ils proposent de maintenir et de construire
une distribution optimale d’agents spécialisés (Mobile Middle Agents (MMAs)) et dont le rôle est de
connecter les agents. Toutefois, cette solution ne peut être efﬁcace que si ces agents spécialisés sont
disponibles, car aucune solution n’est proposée pour gérer leur indisponibilité.
(Klusch et Gerber 2002) proposent une méthode de formation de coalitions dynamiques (DCF-A)
pour permettre aux agents cognitifs de réagir face aux évènements imprévus. Dans le système
DCF-A, chaque coalition construite est représentée par un agent appelé leader qui agit comme re-
présentant de la coalition. Le leader simule des évènements hypothétiques et ajuste la conﬁguration
de la coalition au fur et à mesure des simulations en fonction du risque encouru par la coalition
en ajoutant ou en supprimant un agent de la coalition. Lorsque le leader de la coalition parvient à
une amélioration signiﬁcative de la valeur de la coalition par ses simulations, il en informe tous les
membres de cette coalition sur les alternatives possibles. Cette approche est inadaptée au contexte
dynamique en raison de la centralisation des décisions autour du leader. De plus, aucun mécanisme
pour gérer l’indisponibilité des leaders n’est proposé.
Dans (Khan et al. 2011) les auteurs considèrent la dynamique des tâches mais avec des agents ho-
mogènes et coopératifs. Ils proposent une méthode de formation de coalitions basée sur les MDPs
(Markov le Processus de Décision) mais sans tenir compte de la disponibilité aléatoire des agents
lors de l’exécution des tâches et sans chercher à garantir la stabilité des coalitions formées. De plus,
ils utilisent des connaissances a priori sur les préférences des agents et sur la dynamique des tâches
pour guider le choix des coalitions à former.
(Caillou et al. 2002) proposent un protocole de formation de coalitions optimales au sens de Pareto
dans un contexte d’agents égoïstes quand il est indésirable ou impossible d’agréger les préférences
des agents. De plus, ils suggèrent une méthode de restructuration de la coalition si un changement
intervient dans le système. Ils proposent d’appliquer leur méthode à la génération d’emplois du
temps où une coalition est composée d’un professeur, d’un groupe d’élèves avec des paramètres
tels que les horaires du cours, la disponibilité des salles, etc. Les agents sont préalablement ordon-
nés et s’envoient des coalitions suivant leurs préférences. Ils peuvent alors supprimer les coalitions
qui ne sont pas satisfaisantes pour eux.
(Chalkiadakis et Boutilier 2004) proposent d’utiliser un processus décisionnel de Markov partiel-
lement observable (POMDP) aﬁn d’effectuer un apprentissage par renforcement permettant à un
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agent d’estimer la valeur des capacités des autres agents du système et donc d’estimer par la suite
la valeur des coalitions. La valeur d’une coalition est calculée à partir des actions qu’elle est ca-
pable de réaliser et des capacités individuelles de ses agents. Ces derniers ne sont pas capables
de connaître la valeur exacte d’une coalition puisqu’ils ne connaissent pas les capacités des autres
agents. Les auteurs s’intéressent aux situations où les agents sont dotés de capacités, mais où un
agent ne connaît pas les capacités des autres agents du système. Une coalition d’agents est capable
de réaliser des actions et les actions réalisées apportent un paiement dépendant des capacités des
agents de la coalition. Les agents changent de coalitions suivant leurs valeurs estimées et forment
une nouvelle structure de coalitions. Ils mettent alors leurs estimations à jour à partir des nouvelles
coalitions formées. Ils réitèrent ensuite le processus de formation de coalitions, suivant l’existence
de meilleures coalitions, en fonction de leurs nouvelles estimations. Le processus se réitère jusqu’à
la convergence vers un état stable, c’est-à-dire, le Core bayésien.
(Bonnet et Tessier 2008) proposent une application pour la formation de coalitions dans le cadre
d’une constellation de satellites ayant pour mission la prise de photographies de la Terre. Une tâche
est déﬁnie comme une requête d’observations. Les auteurs proposent un protocole de communica-
tion ad-hoc permettant de mettre à jour les connaissances des satellites sur le système (nouvelles
tâches à accomplir, coalitions formées, etc.). Aucun satellite n’étant capables de réaliser seul toutes
les tâches, ils forment ainsi des coalitions aﬁn de mettre en commun leurs compétences.
(Horling et al. 2001) proposent une application utilisant les réseaux de capteurs pour la surveillance
de cibles. Lorsque l’information est complète. Dans le même cadre, (Dang et al. 2006) proposent
deux algorithmes de formation de coalitions (un algorithme approché et polynomial et un algo-
rithme optimal) permettant de résoudre ce problème. Une tâche correspond à la surveillance d’une
cible et une coalition est un groupe d’agents dédié à la surveillance d’une cible. Les auteurs y dé-
ﬁnissent la valeur d’une coalition et la valeur d’une structure de coalitions, que les algorithmes
doivent maximiser.
En utilisant la théorie des graphes, (Sless et al. 2014) cherchent à trouver l’ensemble des structures de
coalitions Core-stable qui maximisent le bien-être social des agents dans le cas où la formation des
coalitions et la détermination des valeurs de ces dernières se fondent sur la force des relations qui
existent entre les agents déployés dans un réseau social. Ils proposent les concepts de k-coalitions-
core et de groupe stable. Ils considèrent qu’une structure de coalitions CS est k-coalitions-core, si
CS n’admet aucune coalition bloquante et si CS est individuellement rationnelle. Si CS est groupe
stable, alors CS n’admet aucune coalition bloquante B telle que B ⊂ Ci ∪ Cj où Ci,Cj ∈ CS et
i = j. Cette notion de groupe stable est une généralisation de la notion de stabilité interne proposée
par (Brânzei et Larson 2009). Cependant, ils supposent qu’un organisateur central a la capacité de
construire les structures de coalitions en utilisant une fonction de mappage qui permet d’affecter
chaque agent à une coalition aﬁn de réaliser un ensemble de tâches. En outre, il est possible pour
cet organisateur central de créer de nouvelles relations entre les agents pour adapter le jeu sans
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qu’il soit nécessaire que les agents d’une coalition forment un ensemble connexe dans le réseau
social. Ces suppositions sont des hypothèses fortes pour notre contexte dans la mesure où, nous
devons avoir un mécanisme décentralisé qui doit tenir compte des incertitudes sur les tâches et sur
les préférences des agents où chaque agent d’une coalition C doit avoir au moins un agent voisin
qui est aussi dans C.
(Kranich et al. 2005) cherchent à déﬁnir le concept de Core dans un contexte de jeu à utilité transfé-
rable (TU-game) lorsque les coopérations des joueurs se déroulent dans un cadre dynamique dans
lequel les joueurs sont confrontés à une séquence ﬁnie d’évènements exogènes. Une solution pour
leur modèle dynamique spéciﬁe un ensemble de paiements pour chaque joueur, car, l’évolution du
jeu dans le temps est divisée par étapes dans lesquelles chaque joueur reçoit une récompense pour
chaque étape. En se fondant sur les interprétations des écarts rentables pour les coalitions, ce travail
propose trois concepts de Core différents, c’est-à-dire, le Core classique, le fort Core séquentiel et
le faible Core séquentiel. Toutefois, dans une étape, ils supposent qu’il n’y a pas de changements
du nombre de joueurs. En outre, ce travail relâche les contraintes de ressources instantanées, il fait
abstraction des inﬂuences des événements endogènes, considère comme connue la séquence des
étapes du jeu et qu’une solution de chaque étape dépend de l’étape qui le précède comme dans
(Filar et Petrosjan 2000).
Contrairement aux jeux classiques dans lesquels le même jeu est répété plusieurs fois au ﬁl du
temps, (Avrachenkov et al. 2013), ont trouvé une procédure de distribution de récompenses pour
un MDP coopératif (MDP-CPDP) qui distribue au ﬁl du temps, le gain que les joueurs gagnent dans
le jeu à long terme (c’est-à-dire, lorsque l’interaction entre les joueurs est réitérée au ﬁl du temps)
dans l’hypothèse d’utilité transférable. Dans ce cas, plusieurs jeux statiques différents se succèdent.
Les jeux statiques suivent une chaîne de Markov à temps discret, dont les probabilités de transition
dépendent des actions des joueurs dans chaque état de la chaîne de Markov. Les joueurs peuvent
décider de rejoindre la grande coalition ou de former des coalitions plus petites. En afﬁnant le
concept du Core pour un MDP coopératif, ils ont prouvé sous quelle condition le MDP-CPDP véri-
ﬁe la propriété de cohérence temporelle et de renforcement de la cohésion de la coalition au ﬁl du
temps. Contrairement à notre travail, l’évolution du jeu dans le temps est divisée en étapes déter-
ministes dans lesquelles chaque joueur reçoit un paiement en fonction de ses actions antérieures,
les contraintes d’une coalition n’évoluent pas dans une étape et une fois qu’un groupe de joueurs
se retire de la grande coalition, il ne peut plus le rejoindre.
Conclusion du chapitre
Les coalitions sont largement utilisées dans les systèmes multi-agents pour effectuer des tâches
collectives. Les méthodes de formation de coalitions peuvent aborder la question de la stabilité
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des coalitions ou non, cependant, elles n’abordent pas la stabilité dans des contextes incertains dy-
namiques du type mentionné dans nos travaux. Généralement, les mécanismes de formation de
coalitions considèrent la stabilité comme une propriété des coalitions qui indique que les agents
n’ont aucune intention de quitter leurs coalitions avant l’achèvement leurs tâches. Ces travaux ne
prennent pas en compte le contexte dynamique et stochastique dans lequel les agents peuvent de-
venir indisponibles quelles que soient leurs intentions au moment de la formation de leur coalition.
En revanche, dans le cadre de notre travail, nous considérons un autre aspect de la stabilité, à sa-
voir, la nécessité d’assurer la stabilité des coalitions en évitant la renégociation fréquente malgré la
dynamique et les incertitudes des tâches et des agents.
2 Formation de coalitions Nash-stables et
persistantes
Dans ce chapitre, nous présentons un nouveau mécanisme de formation de coalitions stables dans un
contexte de tâches à évolution non déterministe et d’agents autonomes égoïstes avec des disponibilités
imprévisibles. Ces agents ne peuvent en aucun cas proﬁter de connaissances a priori ou des avantages
d’une quelconque centralisation des calculs. Notre mécanisme de formation de coalitions détaillé dans
ce chapitre, est fondé sur - un principe d’alliances et de recommandations pour faciliter la formation
de coalitions stables, - les lois de probabilité et les MDPs (Chaîne de Markov) pour suivre et prédire la
stabilité des coalitions. Cette prédiction de la stabilité des coalitions nous permet d’introduire la notion de
coalitions persistantes (des coalitions qui restent stables dans le temps malgré la dynamique et les incer-
titudes sur les agents, sur les composants et sur leurs tâches). Une évaluation de performances théorique
et expérimentale de notre mécanisme est également proposée pour dégager ses propriétés intrinsèques.
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2.1 Objectifs et approche générale
Les travaux détaillés dans ce chapitre ont fait l’objet des 4 publications suivantes (Faye et al.
2014a), (Faye et al. 2014b), (Faye et al. 2014c) et (Faye et al. 2014d).
Pour faire coopérer des agents hétérogènes et compétitifs dans un système multi-agent, on a le plus
souvent recours aux méthodes de formation de coalitions. Les méthodes actuelles considèrent que :
(1) l’ensemble des coalitions stables qui maximisent l’utilité des agents peut être calculé a priori
de manière déterministe, (2) les coalitions sont stables durant l’exécution des tâches, (3) les tâches
ne sont pas censées évoluer une fois les coalitions formées. Cependant, ces considérations sont des
hypothèses fortes pour un certain nombre de contextes réels, par exemple, dans le cas d’un sinistre
où des intervenants qui disposent de composants électroniques communicants (Smartphones, PDA,
etc.), doivent s’organiser en groupes de manière décentralisée aﬁn de réaliser des tâches complexes
(extinction d’incendies, évacuation de survivants, ...). Il est clair que dans ce contexte, si chaque
agent est déployé dans seulement un de ces composants électroniques, alors, un agent ne peut
pas connaître a priori les préférences et la disponibilité des autres agents et ne peut communiquer
qu’avec son voisinage direct. À ces contraintes s’ajoute la dynamique des tâches qui peut altérer l’ef-
ﬁcacité des actions relatives aux interventions urgentes et l’intérêt des intervenants (par exemple,
éviter les risques et maximiser leurs gains en temps ou monétaires). Certaines tâches exigent alors
la collaboration entre les humains et les robots que les agents doivent faciliter au moyen de la for-
mation de coalitions.
Cependant, les processus de formation de coalitions exigent des calculs et des communications
importants qui peuvent être prohibitifs dans des scénarios où les ressources en calculs et commu-
nication sont limitées et où les délais d’exécution des tâches sont un critère important. Ainsi, notre
mécanisme décentralisé se fonde sur les négociations multilatérales pour permettre la collaboration
entre les différents intervenants et gère les communications, les calculs et les ressources énergé-
tiques associées.
La contribution de ce chapitre est une nouvelle méthode de formation de coalitions stables qui
tient compte de ces contraintes de ressources et de l’absence d’informations sur les préférences des
agents, sur leur disponibilité et sur la dynamique des tâches. Plus en détails, nous proposons un mé-
canisme de construction progressive et dynamique de connaissances et d’afﬁnités entre des agents
autonomes et égoïstes aﬁn de surmonter les informations absentes et de faciliter la formation de
coalitions auto-stables (persistantes). Par coalitions auto-stables nous comprenons, une adaptation
dynamique en un temps ﬁni de la conﬁguration des coalitions qui leur permet de retrouver un état
stable sans interventions extérieures.
Dans un premier temps, nous déﬁnissons un mécanisme de formation de coalitions adaptatif et
dynamique qui tient compte du temps et des contraintes de ressources des tâches. Le mécanisme a
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pour but d’augmenter les performances collaboratives en matière d’exécution des tâches des agents
autonomes et compétitifs. Pour ce faire, le mécanisme fournit aux agents la capacité de construire
progressivement leurs connaissances, d’interagir de manière distribuée dans un contexte où les
tâches changent dynamiquement (par exemple, l’extinction de feu, la recherche de survivants, etc.)
et où il est difﬁcile de prévoir de façon déterministe la stabilité des interactions engagées en raison
des incertitudes sur les tâches et sur les agents. Ce mécanisme de formation de coalitions est fondé
sur : - notre mécanisme de recommandation pour la construction progressive de connaissances ﬁables,
- des lois de probabilité pour la prédiction dynamique des évolutions des agents et des tâches, et, -
le Processus de Décision Markov (MDP) pour la prédiction dynamique de la stabilité des coalitions.
Malgré l’absence de connaissances a priori sur les tâches et sur les autres agents, notre mécanisme
de recommandation aide à surmonter les contraintes et les incertitudes des agents et des tâches, de fa-
ciliter l’acquisition de ressources et le partage des connaissances pour une construction dynamique
des préférences d’un agent et des connaissances sur la ﬁabilité des agents. Les lois de probabilité et
le MDP permettent de prendre en compte les événements stochastiques (disponibilité imprévisible
des agents, tâches dynamiques) pour aider à la prise de décision des agents.
Dans un deuxième temps, nous proposons un mécanisme qui facilite l’auto-stabilisation dans le
temps des coalitions en fonction des contraintes de ressources, d’évolution des tâches, de la dyna-
mique des agents (disponibilité aléatoire) et de l’impossibilité de prédire les coalitions qui peuvent
se stabiliser au ﬁl du temps avant le début de l’exécution des tâches. Pour ce faire, nous proposons
un mécanisme de recherche des coalitions persistantes par exploration localisée et par exploration
étendue du voisinage des agents. Une coalition est persistante si elle est stable et si elle a la capa-
cité de continuellement se stabiliser au ﬁl du temps en dépit des incertitudes sur la disponibilité
des agents, sur les préférences des agents et sur la dynamique des tâches. Notre mécanisme de
formation de coalitions persistantes se fonde sur un mécanisme de recommandation pour permettre
l’auto-stabilisation dynamique des coalitions. En raison des événements stochastiques qui peuvent
dynamiquement modiﬁer la stabilité des coalitions, nous utilisons des lois de probabilité, le MDP
en évaluant le risque de renégocier les coalitions pour permettre la prise de décision et pour prévoir
dynamiquement les événements critiques (par exemple, l’indisponibilité des agents, l’ampliﬁcation
de la tâche ...), qui peuvent mener à des coalitions instables.
Dans ce travail, par coalition stable, nous entendons une stabilité au sens de Nash (Nash 1950).
Pour évaluer ce travail, nous prenons comme exemple applicatif une situation où des agents doivent
aider à la prise de décision et à l’établissement d’un réseau de communication ad-hoc pour un en-
semble d’intervenants et de robots qui doivent intervenir dans une zone sinistrée. Les agents sont
déployés dans les robots, les Smart-phones et les autres équipements communicants des interve-
nants, par exemple, les pompiers chargés de secourir la population (chaque robot ou équipement
communicant requiert un seul agent). L’objectif recherché est que les agents puissent aider à la
formation de groupes d’intervention stables (coalitions stables), à trouver les meilleures réparti-
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tions des secours en évitant les zones à risques pour les intervenants (par exemple, explosions,
éboulements). Ils doivent par ailleurs tenir compte des préférences, des ﬁabilités et contraintes des
intervenants sans oublier les contraintes associées à l’exécution des tâches. Nous considérons que
les agents utilisent les ressources des composants sur lesquels ils sont déployés aﬁn de faire un mo-
nitoring de leur environnement, d’effectuer les calculs nécessaires à leur raisonnement et de trouver
des agents voisins avec qui communiquer, en utilisant par exemple, la technologie Bluetooth. Nous
supposons que les agents peuvent obtenir des données (par exemple, positions, niveaux d’urgences)
sur les tâches en utilisant des capteurs. Nous considérons, par ailleurs, qu’un robot ou un interve-
nant n’a pas toutes les connaissances sur la distribution des ressources et sur la disponibilité des
autres robots ou intervenants.
2.2 Concepts du modèle
Nous considérons qu’une tâche est assignée automatiquement à un agent (l’agent d’initiateur) qui
doit gérer l’exécution collective de la tâche, puisque les tâches ne peuvent être exécutées isolément
par un seul agent. Cette exécution se fait de manière décentralisée. Par ailleurs, l’indisponibilité de
l’agent initiateur durant le processus d’exécution de la tâche ne doit pas interrompre le processus.
Nous déﬁnissons une tâche comme un ensemble d’actions à exécuter (par exemple, éteindre un feu),
tandis qu’un but est un objectif qu’un agent veut atteindre (par exemple, la récompense accordée
à l’intervenant suite à l’accomplissement de ses actions). Ainsi, les agents se servent de l’exécution
des tâches comme un moyen pour atteindre leurs buts. Soit A={a1, ..., an} un ensemble d’agents
autonomes et compétitifs où chaque agent ai ∈ A : i ∈ [1, |A|] a un ensemble de propriétés qui lui
sont propres.
2.2.1 Propriétés d’un agent
Les contraintes d’un agent ai appartenant à un ensemble d’agents A={a1, a2, ..., an}, sont données
par les paramètres {Rai , Autai , Hsai , ϑai , Bai} où Rai est l’ensemble de ses ressources et Autai son
autonomie énergétique. Hsai son historique des interactions qui contient l’ensemble des alliances
ainsi que l’ensemble des ﬁabilités et l’ensemble des probabilités de stabilité des agents avec qui il a
établie une alliance. ϑai est sa vue et Bai son but.
Nous faisons la distinction entre Autai et Rai car nous considérons que les agents ne partagent
pas leur énergie et qu’une coalition a besoin que de ressources (par exemple, eau, extincteur, etc.)
susceptibles d’exécuter une tâche (par exemple, éteindre un feu).
Pour atteindre ses buts, ai doit déterminer dynamiquement les coalitions à former avec les agents
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de son voisinage que nous appelons ici sa vue. Par exemple, le voisinage d’un agent va dépendre
de la force du signal du dispositif qui héberge l’agent. Ainsi, la vue d’un agent peut contenir 0, 1,
... n agents voisins.
Déﬁnition 2.1 La vue ϑai d’un agent ai référence l’ensemble des agents de son voisinage avec qui ai peut
directement communiquer.
Exemple 2.1 Si ϑai=({aj, xi,j}, {ak, xi,k}), alors les agents aj et ak sont des voisins directes de l’agent ai.
Les paramètres xi,j et xi,k sont des paramètres booléens qui spéciﬁent respectivement s’il existe ou non une
alliance entre ai et ses voisins aj et ak. Si xi,j=Vrai cela signiﬁe qu’il existe une alliance entre ai et aj sinon,
xi,j=Faux signiﬁe qu’il n’existe pas d’alliance entre ai et aj.
Le concept d’alliances se déﬁnit comme suit :
Déﬁnition 2.2 Une alliance Alai ,aj est un pacte pouvant persister entre deux agents ai, aj, dans lequel ces
deux agents établissent un accord de partage de ressources et d’informations en cas de besoin et suivant les
termes de cette alliance.
Par exemple, une alliance entre ai et aj se traduit par la relation Alai ,aj=(R(Alai ,aj), Thelp(Alai ,aj)).
Plus en détails, R(Alai ,aj)={Rai , Raj} est l’ensemble des ressources de l’alliance et
Thelp(Alai ,aj)={Taihelp, T
aj
help} est l’ensemble des temps de sollicitation de l’alliance. Ainsi, Cette
relation signiﬁe que l’agent ai met à la disposition de l’agent aj sa ou ses ressources Rai durant un
temps Taihelp s’il est sollicité par aj et que l’agent aj fait de même à l’égard de l’agent ai avec sa ou
ses ressources Raj durant un temps T
aj
help.
Notons que, aucune obligation de respect de cette alliance n’est imposée ni à l’un ni à l’autre.
Maintenir des alliances permet aux agents de construire dynamiquement leurs connaissances sur
les autres agents et de faciliter l’acquisition d’informations et de ressources.
Déﬁnition 2.3 L’ensemble des alliances valides, l’ensemble des ﬁabilités et l’ensemble des probabilités de
stabilité qu’un agent détient comme informations sur d’autres agents constituent son historique. Pour un
agent ai son historique est déﬁni sous la forme Hsai=(∪|A
′ |
j=1Alai ,aj)∪ (∪|A
′ |
k=1ρak )∪ (∪
|A′ |
m=1P
am
s ) : A′ ⊆ A. ρak
est la ﬁabilité de l’agent allié ak et P
am
s est la probabilité de stabilité de l’agent allié am.
La probabilité de stabilité P
aj
s d’un agent aj s’exprime de la manière suivante :
P
aj
s = 1− Qajs (2.1)
où Q
aj
s est la probabilité d’indisponibilité de l’agent aj. Pour déterminer Q
aj
s , aj utilise la loi géomé-
trique modiﬁée (Yates et Goodman 2005), (Baynat 2000) qui est la loi de probabilité a priori quand on
s’intéresse à l’arrivée d’une première indisponibilité.
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Q
aj
s = (q
aj
s )
k ∗ (1− qajs ) (2.2)
où q
aj
s =e
−τaj ∗ (τaj )
k
k! . τaj est le taux d’indisponibilité de l’agent aj, k est le nombre de fois où l’agent
a été indisponible. Ainsi pour ai, si P
ak
s > P
aj
s alors ai va préférer en matière de stabilité, ak au lieu
de l’agent aj.
Nous entendons par alliance valide une alliance maintenue dans le temps du fait que l’agent
allié est considéré comme ﬁable. La ﬁabilité d’un allié aj est calculée par un agent ai en utilisant la
loi de Poisson (Yates et Goodman 2005), (Baynat 2000) qui est la loi de probabilité, a priori, si nous
nous intéressons au nombre d’événements aléatoires (nombre de fois (k) que l’alliance n’a pas été
respectée) dans un intervalle de temps.
Ainsi, en présence de k événements aléatoires, la ﬁabilité de l’agent aj est exprimée par :
ρaj=e
(−λaj )*(
λkaj
k! ) : λaj le taux des événements aléatoires.
Comme les agents sont autonomes et égoïstes, alors l’agent aj n’informe pas nécessairement l’agent
ai sur ses propres intentions. De ce fait, ai suppose en calculant la première valeur de la ﬁabilité,
que l’agent aj respectera toujours cette alliance (probabilité d’avoir zéro non-respect de l’alliance).
Alors, dans l’expression de la ﬁabilité, ai met la valeur de k à 0. Il obtient ainsi : ρaj=e
(−λaj )*(
λ0aj
0! ),
c’est-à-dire :
ρaj = e
(−λaj ) (2.3)
où λaj est le taux de désengagement de l’agent aj en vers l’alliance Alai ,aj avec ai. Nous supposons
que si ai relève que le nombre de désengagements consécutifs NWaj de l’agent aj vis-à-vis de leur
alliance a atteint un certain seuil W_th, alors ai supprime toutes les alliances qu’il a avec aj ce qui
signiﬁe que pour ai, l’agent allié aj n’est plus ﬁable.
Ainsi : λaj=
NWaj
W_th .
Le seuil du nombre de désengagements autorisés W_th dépend du contexte et de l’application
multi-agent. De plus, comme nous le montrons ci-dessous, un agent ai n’a pas nécessairement
besoin de mémoriser chaque valeur λaj de son agent allié aj.
Par exemple, si pour ai, ρaj=0.74, alors, e
(−λaj )=0.74
⇒ NWajW_th =−ln(0.74) ⇒ NWaj=−ln(0.74) ∗W_th.
Si suite à cela, aj ne respecte pas cette alliance, alors ai met à jour ρaj / ρaj=e
−( (−ln(0.74)∗W_th)+1W_th ), sinon,
si aj accepte et coopère avec ai alors la mise à jour de ρaj donne : ρaj=e
−( (−ln(0.74)∗W_th)−1W_th ).
Autrement dit, le calcul directe de la mise à jour de ρaj en ρ
′
aj est donnée sous la forme suivante :
ρ′aj=
⎧⎪⎨
⎪⎩
e
−[(−ln(ρaj )∗W_th)+1]
W_th si NWaj = NWaj + 1
e
−[(−ln(ρaj )∗W_th)−1]
W_th si NWaj = NWaj − 1
Ainsi, un agent aj doit respecter ses alliances pour pouvoir améliorer ou conserver sa ﬁabilité vis-à-
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vis des autres agents. Il en est de même s’il veut être accepté dans une coalition pour atteindre ses
buts.
Notons qu’une alliance peut être équitable, préférée et non-dominée.
Déﬁnition 2.4 Une alliance Alai ,aj est dite équitable si elle est réalisable, si elle n’est pas contraignante
pour les deux alliés ai et aj, et si elle améliore la capacité de ces deux agents.
∀ ai et aj ∈ A, si l’alliance Alai ,aj est réalisable alors :
- Rai et Raj ∈ Rmin.
- Rai = ∅ et Raj = ∅.
Si l’alliance Alai ,aj n’est pas une contrainte alors :
- Taihelp ≤ Dc ≤ Autai T
aj
help ≤ Dc ≤ Autaj où Dc est le temps d’exécution stochastique de la tâche Tc (cf.
équation 2.4).
- Rai ∩ Raj=∅ et Taihelp ≈ T
aj
help.
∀ai, aj et ak ∈ A, si l’alliance Alai ,aj améliore la capacité des agents alors :
- ∀Raj ∈ R(Alai ,aj) ⊆ ∪|A
′ |
k=1R(Alai ,ak ) : A
′ ⊆ A alors Rai = Raj . Si R(Alai ,aj) est l’ensemble des ressources
concernées par l’alliance Alai ,aj
- R(Alai ,aj) ∩ R(Alai ,ak )=∅.
Ainsi, comme une alliance de l’agent ai dépend de Raj , de T
aj
help et de ρaj de l’allié aj, alors ai peut
obtenir une préférence entre ses alliés.
Déﬁnition 2.5 Pour un agent ai, une alliance Alai ,aj est préférée à Alai ,ak si, ai a plus conﬁance en la
ﬁabilité de l’agent aj qu’en celle de l’agent ak, ρaj > ρak , ou si aj a une meilleure probabilité de stabilité
P
aj
s > P
ak
s (cf. équation 2.1). Cette relation de préférence est notée : aj Al ak.
Notons qu’il n’y a aucune connaissance a priori qui permet de savoir les futures alliances préférées
d’un agent, car elles dépendent de leur ﬁabilité, des ressources et du temps de coopération en tant
qu’allié des agents. Une alliance peut être équitable et préférée ou équitable mais non préférée. Pour faire
la distinction entre ces deux cas, nous déﬁnissons le concept d’alliance non-dominée.
Déﬁnition 2.6 Une alliance est non-dominée si elle est équitable et préférée.
Il est clair qu’un agent va progressivement identiﬁer les agents ﬁables avec lesquels coopérer. Il
va donc chercher à établir des alliances non-dominées aﬁn de maximiser sa capacité à former des
coalitions stables pour atteindre ses buts malgré le contexte stochastique du problème.
Nous donnons plus loin les détails sur la manière dont les alliances sont formées.
Dans la section suivante, nous formalisons nos concepts de formation de coalitions qui permettent
2.2. Concepts du modèle 49
aux agents de construire des coalitions stables du point de vue de l’équilibre de Nash (Nash 1950)
et qui prennent en compte leur disponibilité imprévisible ainsi que la dynamique des tâches.
2.2.2 Concepts de formation de coalitions
Une coalition C est déﬁnie par C={Ac, Gc, Rmin, Tc, Dc} ; où Ac={a1, a2, ..., ak} est un ensemble
d’agents avec comme buts Gc ⊆ {Bai : i ∈ N, ai ∈ Ac}. Rmin={R1, R2, ..., Rm} est un ensemble de
ressources nécessaires à C, Tc est la tâche qui a induit la formation de C. Dc est le temps d’exécution
stochastique de Tc (cf. équation 2.4).
Notre approche considère que toute tâche est dynamique. Une tâche dynamique est une tâche à
évolution non prévisible qui peut s’ampliﬁer, régresser ou être stationnaire.
Exemple 2.2 Soit une coalition C1 formée par les agents a1, a2 et a3 qui ont comme buts d’éviter les
dangers, d’établir de nouveaux partenariats et d’obtenir une rémunération sur la tâche Tc1 à effectuer.
Si l’ensemble des ressources nécessaires pour la réalisation de la tâche sont, par exemple, de l’eau et des
extincteurs durant un temps approximatif de 2 heures alors cette coalition s’exprime formellement comme
suit :
C1={{a1, a2, a3}, {éviter dangers, partenariats, argent}, {eau, extincteurs}, Tc1 , 2heures}.
La tâche d’une coalition C se formalise comme un tuple Tc={ΘTc , STc , ϕTc}, où ΘTc={t1, t2, ..., tn}
comprend une ou plusieurs sous-tâches ti et où STc={St1, St2, ...Stn} identiﬁe l’ensemble des états
des sous-tâches. ϕTc=(α, β) est la localisation de Tc dans l’environnement, par exemple, la latitude
α et la longitude β.
Exemple 2.3 Soit une tâche Tc1 qui a comme sous-tâche éteindre un feux à l’état stationnaire, localisée à la
latitude et longitude {45.75, 4.82} et une autre sous-tâche urgente pour sauver des vies localisée à la latitude
et longitude {45.77, 4.87}. Cette tâche s’écrit formellement comme suit : Tc1={{éteindre un feux, sauver des
vies}, {stationnaire, urgente}, {45.75, 4.82}, {45.77, 4.87}}.
L’agent initiateur est seulement responsable du début du processus de coordination, car une fois
que le processus de coordination est entamé, tous les agents qui y participent doivent, pour atteindre
leurs buts, synchroniser leurs actions de manière décentralisée pour exécuter la tâche.
Le temps d’exécution stochastique Dc de Tc est une durée non prévisible a priori pour la réalisation
de Tc. Il dépend de l’évolution aléatoire des tâches. Pour estimer ce temps Dc, un agent qui identiﬁe
une tâche à exécuter commence par estimer le nombre moyen N¯ d’agents requis pour la tâche en
supposant que chaque agent qui accepte de participer à la coalition y contribue avec au moins une
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ressource. Dc est donné par :
Dc =
N¯
∑N¯i=1 X¯ai
(2.4)
où X¯ai est la contribution marginale de l’agent ai qui mesure son niveau de contribution dans la
réalisation de la tâche. Ainsi, ∑N¯i=1 X¯ai est une estimation de la somme des contributions marginales
de tous les agents de la coalition. On considère que tout agent qui initie une demande de formation
d’une coalition pour une tâche ne possède aucune connaissance sur la contribution marginale des
agents avec lesquels il doit coopérer sauf s’ils ont précédemment eu à coopérer. Dans l’ignorance, il
fait comme hypothèse que les agents ont au moins le même niveau de contribution que lui.
Les contraintes associées à l’exécution de Tc sont exprimées par ΔTc=(Tc, Dc,Consc, valc) où Dc est le
temps d’exécution stochastique de la tâche Tc de C, Consc les contraintes concernant les ressources
acceptables et requises pour Tc (par exemple, autonomie énergétique minimale, ﬁabilité minimale,
etc.) et valc la récompense associée à la réalisation de Tc.
La récompense de l’agent ai qui participe à la coalition C est calculée comme suit :
rewardai = valc ∗
δtai
Dc
(2.5)
où valc est la récompense associée à la réalisation de Tc, δtai la période durant laquelle ai est resté
dans C. Ainsi, rewardai est maximale si δtai=Dc. Cette formulation de la récompense a pour objectif
de motiver les agents à rester dans leur coalition et à minimiser les désengagements volontaires car
un agent peut quitter sa coalition à tout instant, même s’il est initiateur de celle-ci.
Exemple 2.4 Les contraintes d’une sous-tâche, par exemple, éteindre un feux, peuvent être : ΔTc1 =(éteindre
un feux, 2 heures, {disponible, 1 expérience}, 15 $), dans ce cas 2 heures est le temps d’exécution stochas-
tique, {disponible, 1 expérience} sont imposés par l’environnement de déploiement et 15 $ est la récompense
associée à l’exécution de la tâche.
Pour tenir compte de la disponibilité aléatoire des agents, nous déﬁnissons deux classes d’agents
pour une coalition : les agents dits primaires qui sont les membres de la coalition et les agents dits
subordonnés qui sont les suppléants des agents primaires.
Déﬁnition 2.7 Un agent ai ∈ Ack est dit primaire, s’il est engagé dans une coalition Ck et a choisi un
agent suppléant asck ∈ A \ Ack appelé subordonné qui s’engage à l’assister au cas où il serait en manque de
ressources pour se maintenir dans Ck ou s’il doit rechercher de nouvelles ressources pour stabiliser Ck.
Déﬁnition 2.8 L’ensemble des agents primaires d’une coalition C est appelé backbone.
Notons qu’un agent ne peut appartenir qu’au backbone d’une seule coalition. Cette contrainte
permet d’éviter que l’indisponibilité d’un agent n’entraîne l’instabilité successive de plusieurs coa-
litions. Ainsi, un agent bien qu’il ait été à l’origine de la coalition, une fois que celle-ci est établie,
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il a la même responsabilité dans la coalition que les autres agents du backbone car le contrôle de
la coalition devient décentralisé. Donc, même l’agent initiateur doit choisir un agent subordonné
qui peut le remplacer en fonction des contraintes de la coalition. Si un agent du backbone n’a pas
de subordonné, les autres agents primaires (backbone) de sa coalition vont prendre en charge son
indisponibilité. Nous reviendrons plus en détails sur la relation entre primaire et subordonné.
La ﬁgure 2.1 met en exergue notre approche. Un agent peut être dans le backbone de la coalition C2
Figure 2.1 – Dispositions schématique des agents primaires et des agents subordonnés dans une structure de
coalition.
et être un agent subordonné dans la coalition C3 et vice versa. De plus, un agent peut être un agent
subordonné dans deux coalitions C1 et C2. Si un agent primaire de C2 est aussi un agent subordonné
dans C3, cela signiﬁe que la ressource qu’il consent à fournir à son agent primaire, qui est dans
C3, ne va pas exiger de même qu’il quitte sa coalition C2 quand la coalition C3 aura besoin de sa
ressource. Cependant, suivant les stratégies dont un agent dispose pour maximiser ses alliances et
son gain, il peut décider de prendre le risque que sa ﬁabilité soit réduite par les agents de C2 ou par
son agent primaire qui est dans C3 respectivement s’il quitte sa coalition C2 ou en cas de non-respect
des engagements pris avec son agent primaire de C3.
Une restriction importante est qu’un agent doit être au plus dans un backbone. Cette contrainte évite
le cas où des agents doivent renégocier leurs coalitions à cause de l’indisponibilité d’un seul agent
primaire.
2.2.3 Règles générales de notre mécanisme de formation de coalitions
Cette section énumère des règles communes à toutes les étapes de la formation des coalitions des
agents. Par souci de clarté, les règles spéciﬁques à chaque étape sont expliquées dans les sections
concernées.
Règle 1. Schéma de communication. Chaque agent peut communiquer, à tout moment, avec
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son voisinage pour transmettre un message (par exemple, pour initier une négociation). Cepen-
dant, pour assurer la convergence des négociations, pour gérer les coûts de communication et
éviter les messages envoyés en boucles, nous déﬁnissons les concepts d’envoi de messages en mode
non-return broadcast et de durée de validité TTL (Time To Live) des messages. Le mode non-return
broadcast signiﬁe que si un message, qui concerne une demande de coalition, une information sur
une tâche, etc., est émis par un agent ai, un agent voisin aj ∈ ϑai ne doit pas lui retourner la même
information. Tandis que, la durée TTL signiﬁe qu’un message sera relayé par les agents jusqu’à ce
que TTL=0 car à chaque fois qu’un agent doit transmettre un message, il décrémente de 1 la valeur
du TTL du message reçu.
TTL = | Sz
2 ∗ Υ | (2.6)
où Sz est la taille de la zone que couvre la tâche à exécuter, Υ est la portée du signal de l’équipement
où est déployé l’agent qui a envoyé le message de départ (par exemple, Bluetooth 100 mWatt, Υ
≤100 mètres). TTL=1 pour tout message de partage d’informations entre les agents primaires d’une
même coalition C. De ce fait, un message qui ne concerne que C ne sera reçu que par les agents de C.
Règle 2 : Consistance d’une demande de formation d’une coalition. Un agent ai ne peut faire une
demande de formation d’une coalition C que si et seulement si ϑai = ∅, ai ∈ Ac, Rai ∈ Rmin ⊂ C
et Gc ⊂ C est requis pour former ou stabiliser la coalition C. Un agent aj ne peut accepter une
demande de formation d’une coalition que si Baj ∈ Gc et si Raj ∈ Rmin.
Règle 3 : Validation d’une participation. Une fois qu’un agent aj ∈ A \ Ac accepte la demande
de formation d’une coalition C d’un agent ai, l’agent ak ∈ Ac qui a reçu l’acceptation de l’agent aj
doit s’assurer que Raj ⊆ Rmin ⊂ C et qu’au moins une alliance Alak ,aj est valide. Les deux agents ak
et aj doivent partager leurs connaissances sur la ou les tâches Tc de C, sur la stabilité de C et se
synchroniser avec les autres agents du backbone de C.
Règle 4 : Fin d’une négociation. La validation de la participation de l’agent aj dans une coa-
lition C par ak ∈ Ac et l’établissement de Alak ,aj mettent ﬁn à la négociation entre ak et aj. ∀ aj ∈ A
dont la participation est validée dans le backbone d’une coalition C, aj doit suspendre grâce à un
message de rejet tout autre négociation de formation d’une coalition C′ si sa participation est
requise dans le backbone de C′. Cela évite de laisser des négociations en suspend.
Pour assurer la ﬁn des négociations, toute négociation avec un agent est suspendue automatique-
ment si la durée prévue de la négociation est atteinte sans trouver un accord. Cette durée n’est pas
connue à l’avance, mais elle est bornée et déterminée par - les récompenses associées à l’exécution
des tâches, - par les alliances proposées par les agents, et, - par le fait que la tâche Tc qui a induit la
demande de formation de la coalition C est toujours contrôlable.
Dans notre modèle, cette durée de négociation est établie dynamiquement par chaque agent, car les
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tâches et le contexte sont dynamiques. De ce fait, comme les agents sont autonomes et égoïstes, c’est
à chaque agent d’allouer une durée à ses négociations en fonction de son autonomie énergétique et
de ses stratégies pour maximiser ses récompenses et ses alliances.
Pour faciliter la stabilisation dynamique des coalitions qui favorise les accords et le partage
d’informations entre les agents égoïstes et qui tient compte de l’instabilité imprévisible des agents,
nous proposons un nouveau modèle de recommandation. Ce modèle a aussi pour objectif d’améliorer
la capacité des agents à atteindre de manière décentralisée leurs buts.
2.3 Modèle de recommandation
Notre modèle de recommandation repose sur les alliances et les ﬁabilités des agents. Pour faciliter
la recherche de l’agent le plus ﬁable pour une tâche, chaque agent utilise une représentation
hiérarchique de ses alliés où chaque identiﬁcation aj d’un allié est couplée à sa ﬁabilité ρaj avant
de le lier : - à la ou les ressources Raj que l’allié aj est prêt à fournir dans le cadre de son alliance,
et, - à un intervalle de probabilité de stabilité qui inclut P
aj
s de l’allié aj. Nous appelons ce modèle
hiérarchique l’historique (cf. Figure 2.2), puisqu’il enregistre des données d’interactions de chaque
agent qui peuvent être maintenues et mises à jour dynamiquement dans le temps. Les alliances et
les ﬁabilités des agents utilisées par notre modèle de recommandation sont obtenues à partir de cet
historique. La représentation hiérarchique de l’historique est pratique pour une mise à jour dyna-
Figure 2.2 – Représentation hiérarchique de l’historique
mique sans nécessiter des restructurations ou des calculs supplémentaires. En effet, pour ajouter
un nouvel allié, un agent lie son allié avec une plage de probabilité de stabilité qui inclut celui
de son allié et une ﬁabilité d’initialisation ρ qui est égale à 1 en fonction de la ou des ressources
fournies par l’agent allié. La suppression d’un allié devenu non ﬁable par un agent ai n’affecte pas
la cohérence de l’historique de l’agent ai qui doit supprimer que l’identiﬁant de cet allié. La mise
à jour de la ﬁabilité ou de la probabilité de stabilité d’un allié est aussi simpliﬁée, car la structure
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hiérarchique de l’historique permet un accès direct à ces informations.
Mécanisme de recommandation.
Les agents utilisent le mécanisme de recommandation lorsqu’un agent demande la recherche d’un
ensemble de ressources pour la formation ou la stabilisation d’une coalition.
Lorsqu’un agent ai souhaite trouver une ou des ressources suite à la demande de recommandation,
il utilise son historique Hsai . Pour cela, l’agent ai commence par rechercher l’ensemble des agents
alliés aj ∈ Hsai qui ont au moins une ou des ressources requises et telle que leur ﬁabilité ρaj est
maximale. Pour chaque ressource requise, s’il y a plus d’un choix d’allié, ai trie ces alliés suivant
leur probabilité de stabilité P
aj
s : aj ∈ Hsai avant de les contacter un à un suivant un ordre décrois-
sant de valeur de probabilité de stabilité.
Pour envoyer une demande de recommandation, un agent ai utilise le mécanisme de communication
en mode non-return broadcast et une contrainte de TTL (cf. équation 2.6). L’agent ai choisit un agent
qui a une ressource requise si la ﬁabilité et la probabilité de stabilité de cet agent sont plus élevées
pour cette ressource. Cependant, la ﬁabilité est regardée en premier lieu puisqu’un agent ne peut
pas être jugé stable s’il n’est pas ﬁable.
Lorsqu’un agent ai reçoit une demande de recommandation d’un agent aj, pour une tâche donnée,
deux cas se posent :
Cas 1 : ai a une alliance avec aj.
Dans ce cas, ai examine l’alliance qu’il partage avec aj. Si ai peut honorer l’alliance, il propose sa
ou ses ressources et attend la conﬁrmation de sa participation dans la coalition de l’agent aj. Si
ai ne peut pas honorer l’alliance, il recherche parmi les alliés de son historique, un ou des agents
qui peuvent honorer l’alliance. Si ai identiﬁe un ensemble d’alliés, il répond à la demande de
recommandation en proposant cet ensemble. Si ai ne peut toujours pas répondre à la demande de
recommandation, il l’ignore mais en sachant que sa ﬁabilité sera réduite au niveau de l’agent aj.
Cas 2 : ai n’a pas d’alliance avec aj.
Dans ce cas, ai envoie à aj une demande d’établissement d’alliance avant d’attendre la réponse de ce
dernier. Si aj accepte une alliance, ai enregistre aj dans son historique et procède aux étapes du cas 1
ci-dessus. Si aj n’accepte pas l’alliance, ai ignore la demande de recommandation.
Exemple 2.5 Soit a1 un agent qui a l’historique de la Figure 2.3 ci-dessous et qui souhaite trouver plus de
ressources en utilisant ses alliances.
Supposons que l’agent a1 souhaite trouver un ensemble d’agents parmi ses alliés pouvant fournir la ressource
nommée extincteur. La Figure 2.3 montre la ﬁabilité ρ et la probabilité de stabilité Ps de l’ensemble des agents
de l’environnement avec qui a1 a une alliance. Ses alliés sont {a2, a3, a4, a5, a6, a7}. Ainsi, le résultat peut être
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Figure 2.3 – Historique de l’agent a1.
a2, a3 et a5. En classant ses alliés suivant leur ﬁabilité et leur probabilité de stabilité, si les alliances préférées
de l’agent a1 sont telles que l’agent a2 Al a3 Al a5 alors a2 est préféré à a3 qui est, à son tour, préféré à a5.
Dans la section suivante, nous décrivons notre méthode de formation de coalitions stables du
point de vue de Nash (Nash 1950) et qui tient compte de la disponibilité aléatoire des agents et de
la dynamique des tâches.
2.4 Mécanisme de formation de coalitions
Pour assurer la persistance de leurs coalitions, les agents primaires analysent la stabilité de ces
coalitions après des événements d’ajout de ressource(s), de retrait d’un ou des agents primaires, etc.
Cette analyse est effectuée en déterminant le vecteur invariant qui fournit la probabilité que la ou
les tâches de leur coalition deviennent incontrôlables et évalue la probabilité que ces événements
les amènent à renégocier leur coalition. Les détails sur cette analyse sont donnés ci-dessous.
2.4.1 Le vecteur invariant d’une tâche
Un agent crée le MDP qui permet de prendre les décisions concernant l’exécution d’une tâche
en utilisant les données issues de son environnement qu’il a obtenues grâce à un ensemble de
dispositifs tels que des capteurs et des satellites (dont le fonctionnement ne rentre pas dans le cadre
de ce travail). Formellement, un MDP se déﬁnit comme {S, Act, πT
si ,sj
, Rew}, où S = {s0, s1, ..., sn},
n ∈ N est un ensemble ﬁni d’états, Act un ensemble ﬁni d’actions qu’un agent peut entreprendre
(par exemple, envoyer une demande de formation d’une coalition, négocier,...), πT
si ,sj
une probabilité
de transition d’un état si vers un état sj après une action actk ∈ Act sur la tâche T. Rew déﬁnit la
récompense obtenue après chaque action.
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Pour calculer la probabilité de transition d’un état si vers un autre état sj on ignore l’histo-
rique de la chaîne de Markov et on ne se fonde que sur l’état courant si car une chaîne de
Markov possède la propriété sans mémoire : P(Xn|X0, ..., Xn−1, actk) = P(Xn|Xn−1, actk), ainsi
πT
si ,sj
= P(Xn = sj|Xn−1 = si, actk).
Comme les agents évoluent dans un contexte dynamique, ils doivent calculer dynamiquement
les différentes probabilités de transition des états de la chaîne de Markov.
(a) Chaque agent estime la probabilité (πT
si ,sj
) de transition entre les différents états du MDP.
Soit Anδt la probabilité d’avoir card(ϑak )=n agents dans une vue ϑak d’un agent ak durant un in-
tervalle de temps δt. Alors, la variable n suit une distribution de Poisson car dans un intervalle
de temps δt nous nous intéressons au taux d’arrivée des agents dans la vue de l’agent ak. Ainsi,
Anδt = e
−( nδt ) ∗ ( nδt )nn! .
Soit Pxδt la probabilité d’avoir x agents dans ϑak qui acceptent de rejoindre la coalition après
une action actk (par exemple, une demande de formation d’une coalition, une demande de recom-
mandation). Pour déterminer Pxδt, nous utilisons la loi Binomiale qui est la loi de probabilité a priori
si nous recherchons le nombre de succès dans une succession d’expériences identiques et où chaque
expérience a deux issues possibles (succès ou échec) (Yates et Goodman 2005), (Baynat 2000). Alors
Pxδt = C
x
nPxqn−x où p est la probabilité du succès et q=1− p est la probabilité de l’échec.
Si nous considérons qu’un événement peut induire l’instabilité d’une coalition C si un agent ak de
C fait face à un événement, au moment où il n’a aucun agent voisin qui peut l’aider à surmonter les
conséquences des événements, alors, la probabilité de transition d’un état à un autre de la chaîne
de Markov peut s’exprimer par : Pi→j
si ,sj
=1-Anδt.
Ainsi, la probabilité de transition d’un état si vers un état sj, si = sj sachant que Pxδt est donnée par :
πTsi ,sj = P(X/Y) =
P(X
⋂
Y)
P(Y)
: X = Pi→j
si ,sj
,Y = Pxδt. (2.7)
Pour chaque tâche T, ∑nj=0 π
T
si ,sj
= 1, i, j, n ∈ N car la matrice P de chaque chaîne de Markov est
stochastique. P est telle que, ∀ i, j ∈ [0, 2] où s0 est l’état stationnaire, s1 l’état régression et s2 l’état
ampliﬁcation : ⎡
⎢⎢⎣
πTs0,s0 π
T
s0,s1 π
T
s0,s2
πTs1,s0 π
T
s1,s1 π
T
s1,s2
πTs2,s0 π
T
s2,s1 π
T
s2,s2
⎤
⎥⎥⎦
Cette formulation des probabilités de transition de la chaîne de Markov vise à adapter dynamique-
ment le calcul du vecteur invariant des tâches.
(b) Chaque agent détermine le vecteur invariant de la chaîne de Markov en calculant l’équa-
2.4. Mécanisme de formation de coalitions 57
tion :
Π ∗ Q = 0 (2.8)
où Q = I − P, ∑2j=0Πj = 1, I est une matrice identité et P la matrice stochastique du MDP.
La résolution de l’équation 2.8 pour l’obtention du vecteur invariant du MDP est donnée par
l’algorithme 1 suivant :
Algorithme 1 : Calcul du vecteur invariant.
Require: nb_iteration est le nombre d’itérations requises pour que la chaîne de Markov converge,
P la matrice stochastique de la chaîne de Markov de la tâche.
1: [li, col] = size(P) pour obtenir la taille de P.
2: Π0 = rand(1, li) pour générer un vecteur de même dimension que P ayant des valeurs
aléatoires.
3: sum_li = Σlii=0Π0[i]
4: for j = 1 : li : j ++ do
5: Π0[j] = Π0[j]/sum_li pour assurer que Π0 est stochastique.
6: end for
7: X = Π0
8: for i = 1 : nb_iteration : i ++ do
9: X = X ∗ P
10: end for
11: Π = X
12: return Π
Exemple 2.6 Considérons une tâche T et un ensemble d’état S = {s0, s1, s2} possible pour la tâche, où s0
est l’état "stationnaire", s1 l’état "régression" et s2 l’état "ampliﬁcation". Si par exemple, la matrice P égale :
⎡
⎢⎢⎣
1
4 0
3
4
1
4
1
4
1
2
1
4
1
2
1
4
⎤
⎥⎥⎦
Le calcul de Π ∗ Q = 0 pour obtenir Π=(Π0,Π1,Π2) donne Π=( 14 , 310 , 920 ). Cela signiﬁe que la probabilité
que la tâche soit dans s0 égale Π0= 14 , Π1=
3
10 dans s
1 et Π2= 920 dans s
2.
2.4.2 Négociation multilatérale et formation de coalitions
Le mécanisme permettant à un agent ai de gère sa demande de formation d’une coalition C pour
une tâche Tc est décrit par l’algorithme 2. Dans cet algorithme, ai commence par calculer le temps
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de réponse approximatif εt nécessaire pour que l’agent voisin qu’il considère comme le plus éloigné,
ait le temps de répondre à sa demande. εt=(2*dt1)+dt2 où dt1 regroupe le temps de modulation du
message à transmettre et de démodulation du message reçu tandis que dt2 est le temps nécessaire
pour envoyer et recevoir un message sur le réseau de communication.
À l’étape suivante, ai diffuse un message Declare({Π0,Π1,Π2},ΔTc , Rmin, AlPai ) qui contient : (1) le
vecteur invariant Π={Π0,Π1,Π2} de la tâche Tc, (2) les contraintes ΔTc associées à Tc, (3) l’informa-
tion sur le minimum de ressources Rmin requis pour Tc et (4) la proposition d’une alliance AlPai . La
proposition AlPai contient la ou les ressources Rai et le temps T
ai
help durant lequel Rai vont être mises
à la disposition d’un agent qui accepte l’alliance et qui rejoint la coalition C de l’agent ai. À noter
que Taihelp=Dc − ωt où ωt est la durée de la négociation d’alliance. Cette expression de Taihelp permet
d’éviter les périodes de négociation d’alliances qui peuvent ralentir au lieu d’accélérer la négociation
proprement dite des coalitions.
Si un agent aj est disposé à rejoindre C et qu’il consent avec AlPai , il envoie à ai un message
Help(P
aj
s , ti, Raj) qui contient la sous-tâche ti ∈ Tc qu’il souhaite gérer, sa probabilité de stabilité
P
aj
s (cf. équation 2.1) et sa ou ses ressources Raj . Si l’agent ai valide la participation de l’agent aj avec
un message De f_Ack(aj) parce que Raj ∈ Rmin, alors l’alliance Alai ,aj est établie et chaque agent met
à jour son historique et l’information Raj est supprimée de Rmin.
À la prochaine étape, si nécessaire, ai et aj synchronisent leurs connaissances à propos des autres
agents qui participent au processus de formation de la coalition pour l’exécution de la tâche Tc.
Notons que, chaque agent aj notiﬁé par un De f_Ack(aj) à cette étape devient lui aussi un agent
primaire, responsable de sa sous-tâche ti ∈ Tc et doit identiﬁer un agent subordonné ou plus de res-
sources si c’est nécessaire pour la coalition. Cependant, si un agent primaire devient indisponible,
sa sous-tâche et son subordonné sont gérés par les autres agents primaires avec lesquels il partage le
même backbone pour ainsi pallier son départ.
Si un agent aj veut demander à un autre agent ai de modiﬁer la ou les ressources Rai et ou le temps
Taihelp proposé(s) dans Al
P
ai , alors aj envoie un message SendNewAl(Alaj ,ai ). L’agent ai vériﬁe si cette
modiﬁcation engendrerait une alliance Alaj ,ai équitable. Si tel est le cas et que l’agent ai accepte Alaj ,ai ,
alors ai valide la participation de l’agent aj par un message AckSendNewAl(Alaj ,ai ) et les deux
agents mettent à jour leur historique. Dans le cas contraire, ai ignore la proposition de modiﬁcation
de l’agent aj.
Dans le cas où ai valide la participation de l’agent aj, il supprime de la liste Rmin préétablie pour la
coalition, la ou les ressources Raj . A l’issue de cette étape, ai et aj synchronisent leurs connaissances
à propos de la tâche et se coordonnent avec les autres membres de la coalition s’il en existe. Tout
agent aj accepté pour satisfaire Rmin devient agent primaire, responsable de sa sous-tâche tj et doit
chercher un subordonné (Find_substitute(Δti )).
Cette distribution de la gestion des sous-tâches ti de Tc permet d’éviter une centralisation du
contrôle de la coalition.
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Algorithme 2 : Négociation et formation de la coalition.
Require: Une tâche Tc.
1: Calculer la matrice stochastique P de la tâche Tc et l’équation Π ∗ Q=0 pour trouver le vecteur
invariant {Π0,Π1,Π2} cf. algorithme 1.
2: Calculer L qui est la distance maximale avec le voisin le plus éloigné.
3: Calculer dt1=(2 ∗ TmsgDebNet ), dt2=(2 ∗ L∗TmsgDebNet ) et εt=(2 ∗ dt1) + dt2 // Tmsg est la taille du message et
DebNet est le débit du support de communication.
4: Collecter les données sur la taille Sz que couvre la zone sinistrée et les informations sur le
minimum de ressources requises Rmin.
5: Calculer le TTL (Time To Live) du message de déclaration de la tâche Tc à négocier. TTL=| SzL |.
6: Dc= N¯
∑N¯i=1 X¯ai
et Taihelp=Dc et Al
P
ai=(Rai , T
ai
help).
7: Déterminer les contraintes ΔTc=(Tc, Dc,Consc, valc) et envoyer le message de déclaration
Declare({Π0,Π1,Π2},ΔTc , Rmin, AlPai ) de la tâche Tc à négocier.
8: repeat
9: if (Help(P
aj
s , ti, Raj)) et ti ∈ Tc et Raj ∈ Rmin : aj ∈ A \ ai then
10: Supprimer Raj de Rmin.
11: De f_Ack(aj) et enregistrer aj dans l’historique.
12: else
13: Dc= N¯
∑N¯i=1 X¯ai
et Taihelp=(T
ai
help − εt) et AlPai=(Rai , T
ai
help).
14: Declare({Π0,Π1,Π2},ΔTc , Rmin, AlPai )
15: end if
16: Attendre une réponse durant εt et incrémenter le nombre de tentatives (k ++) qui ne doit
pas dépasser 3. //Cela, pour rester cohérent par rapport au fonctionnement de la plupart des réseaux
ad-hoc et pour ne pas rester dans une impasse en l’absence de ressources disponibles.
17: until (k == 3)||(Rmin == ∅)
18: if (Rmin == ∅) then
19: Find_substitute(ΔTc).
20: else
21: Recom(Rmin,Π0,Π1,Π2, AlPai ).
22: if (SendRecom(aj, Alai ,aj)) then
23: AckSendRecom(aj, Alai ,aj).
24: if AckRecom(aj) et Raj ∈ Rmin then
25: Supprimer Raj de Rmin.
26: De f_Ack(aj) et enregistrer aj dans l’historique.
27: end if
28: end if
29: if SendNewAl(Alaj ,ai ) et Alaj ,ai est équitable then
30: AckSendNewAl(Alaj ,ai ).
31: De f_Ack(aj) et enregistrer aj dans l’historique.
32: end if
33: end if
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Si les ressources minimales Rmin pour la coalition ne sont pas trouvées, alors chaque agent ai du
backbone de C utilise son historique Hsai pour trouver des alliés aj de ﬁabilité ρaj maximale qui ont
les ressources recherchées. Pour chaque ressource, s’il y a plusieurs alliés qui peuvent la fournir, ai
les trient suivant leur probabilité de stabilité avant de les contacter (Recom(Rmin,Π0,Π1,Π2, AlPai ))
un à un, par ordre décroissant de probabilité de stabilité. Ce message Recom(Rmin,Π0,Π1,Π2, AlPai )
est une demande de recommandation qui signiﬁe qu’un allié aj de l’agent ai doit fournir Raj ∈ Rmin
conformément à l’alliance sous peine de voir ai réduire sa ﬁabilité ρaj (cf. équation 2.3).
Si un agent ai reçoit une réponse SendRecom(aj, Alai ,aj) de la part d’un agent aj recommandé, l’agent
ai lui envoie un message AckSendRecom(aj, Alai ,aj). Après cela, si ai reçoit le message d’acquittement
AckRecom(aj) de l’agent aj, alors ai et aj mettent à jour leur historique et en informent le reste des
agents de la coalition.
La recherche de subordonné (Find_substitute(Δti )) par ai ∈ C commence par l’envoi des contraintes
Δti de la sous-tâche ti ∈ Tc qu’il gère et de l’envoi de l’alliance AlPai qu’il propose à son voisinage
pour établir un accord de subordination. Chaque agent aj ∈ A \ Ac intéressé, envoie sa probabilité
de stabilité P
aj
s à ai. Après une attente de durée égale à εt, ai sélectionne la meilleure P
aj
s : aj ∈ A \ Ac
reçue avant de le notiﬁer à l’intéressé. Cette notiﬁcation permet aux agents non retenus d’être dis-
ponibles pour d’autres agents qui recherchent un agent subordonné. Si l’agent aj choisi d’accepter,
alors ai l’enregistre comme son subordonné, sinon ai notiﬁe l’agent qui a la meilleure probabilité de
stabilité qui suit. Lorsque l’agent ai trouve un subordonné aj, il partage cette information avec les
autres agents primaires de sa coalition C qui pourront contacter aj si ai quitte C sans avoir eu le
temps d’en notiﬁer aj. Si ai n’a pas trouvé de subordonné, il fait une demande de recommandation aux
agents de son historique Hsai avant d’attendre les réponses.
L’utilisation du mécanisme de recommandation, à cet instant, dans le processus de recherche de su-
bordonné se justiﬁe par le fait que dans notre mécanisme où les agents sont égoïstes, nous cherchons
à promouvoir une stratégie qui favorise l’établissement de nouvelles alliances dans le voisinage des
agents.
Comme précisé dans les règles générales de notre mécanisme de formation de coalitions, durant les
différentes négociations, tant que le TTL d’un message est toujours valide, les agents qui reçoivent
ce message doivent y répondre en respectant le principe d’interaction en mode non-return broadcast
pour la gestion de la bande passante et de la complexité des négociations.
2.5 Déroulement de notre mécanisme sur un exemple
Soit A={a1, a2, a3, a4, a5} un ensemble d’agents qui doivent être divisés en paires stables pour
l’exécution des tâches d’une zone sinistrée. Chaque agent est implémenté dans un unique compo-
sant ad-hoc mobile (Smart-phone, robot, capteur, ...). Ainsi, les propriétés (ressources, autonomie
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énergétique, etc.) d’un agent dépendent du composant qui l’héberge et des propriétés du robot ou
de l’humain qui utilise le composant.
Soit a1 et a4 deux agents initiateurs d’un processus de formation de coalitions pour un ensemble
de tâches. Les agents utilisent la technologie Bluetooth (portée de signal de 100 mètres, taille de
trame de communication de 2871 bits et un débit réseau de 3Mbps, c’est-à-dire, 3*106 bps) des
composants pour leurs communications.
Soit la conﬁguration multi-agent initiale de la Figure 2.4 suivante. Ainsi, a3 et a5 sont les agents
voisins de l’agent a1 (ϑa1=({a3, x1,3}, {a5, x1,5})) et les agents voisins de l’agent a4 sont a2, a3 et a5
(ϑa4=({a2, x4,2}, {a3, x4,3}, {a5, x4,5})).
Figure 2.4 – Topologie de cinq composants ad-hoc mobiles (Smartphones, robots, capteurs, ...) où chacun de
ces composants utilise la technologie Bluetooth et implémente un agent ai.
À l’initialisation, le voisinage et la vue d’un agent sont identiques et l’historique de chaque agent
est vide puisque les alliances ne sont pas encore établies (x1,3=x1,5=x4,2=x4,3=x4,5=Faux). Du fait de
l’absence de connaissances a priori sur les agents et les tâches à exécuter, aucun agent ne connaît les
ressources, les intentions, la ﬁabilité et la probabilité de stabilité des autres agents ou les évolutions
possibles des tâches de l’environnement de déploiement.
Étape 1 : Initialisation de la déclaration des tâches.
(a) a1 et a4 calculent le vecteur invariant (cf. algorithm 1) de la ou des tâches pour lesquelles ils
cherchent à former une coalition.
(b) a1 et a4 calculent une estimation du temps de réponse εt=(2 ∗ dt1) + dt2 durant lequel ils vont
attendre des réponses à leur demande de coalitions.
dt1=(2 ∗ 28713∗106 ).
dt2=2 ∗ L3∗106
2871
.
où L est la distance la plus grande avec un voisin directe. Par conséquent, si L égale 2 ∗ 100 alors εt
égal 0.386628 sec.
(c) a1 et a4 calculent leur TTL initial pour leur message de demande de formation de coalitions
qui va induire une phase de négociation. TTL=| SzL | où Sz est la taille de la zone de déploiement
des agents (par exemple, zone sinistrée). Si nous considérons que Sz=300 mètres pour a1 et Sz=150
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mètres pour a4, alors le TTL initial du premier message de demande de formation d’une coalition
de l’agent a1 est égale à 2 et pour a4, TTL=1.
(d) a1 et a4 calculent encore, chacun de son côté, l’alliance qu’il va proposer à son voisinage.
• a1 calcule Alpa1 qui contient sa ressource Ra1 et le temps Ta1help qui est initialement égal au temps
d’exécution stochastique Dc1 de sa tâche Tc1 . Initialement, a1 n’a aucune connaissance sur les autres
agents ai ∈ A, alors Dc1= 2Xa1+Xai =
1
Xa1
.
Xa1 est la contribution marginale de l’agent a1 si la coalition pour sa tâche est établie. Si Xa1 est
égale à 2, alors Dc1=
1
2 heure.
• a4 calcule aussi son Alpa4 qui contient sa ressource Ra4 et le temps Ta4help qui est initialement
égal au temps d’exécution stochastique Dc4 de sa tâche Tc4 . De même, initialement a4 n’a aucune
connaissance a priori sur les autres agents aj ∈ A, alors Dc4= 2Xa4+Xai =
1
Xa4
.
Xa4 est la contribution marginale de l’agent a4 si la coalition pour sa tâche est validée. Si nous
supposons que Xa4=1, alors Dc4=1 heure.
(e) a1 et a4 déterminent les contraintes associées à leurs tâches.
• La tâche Tc1 de l’agent a1 est une extinction d’un feux de temps d’exécution stochastique Dc1=12
heure. a1 détermine, par exemple, les contraintes ΔTc1 =(Feux,
1
2 heure, {disponibilité, 1 expérience}, 15
$).
• La tâche Tc4 de l’agent a4, concerne aussi l’extinction d’un feux mais de temps d’exécution sto-
chastique Dc4=1 heure. a4 détermine, par exemple, les contraintes ΔTc4 =(Feux, 1 heure, {disponibilité,
Ps  0.5}, 20 $).
Étape 2 : Déclaration des demandes de formation des coalitions pour les tâches.
Chacun des deux agents a1 et a4 envoie un message de déclaration pour annoncer son souhait
de former une coalition pour sa tâche (cf. Figure 2.5). Leurs agents voisins respectifs propagent
cette déclaration en respectant le mode de communication non-return broadcast tant que le TTL du
message de déclaration n’est pas épuisé.
Figure 2.5 – a1 et a4 déclarent leur intention de former une coalition pour leurs tâches.
Étape 3 : Le choix des agents voisins.
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Si les préférences de l’agent a5 en fonction des alliances proposées par a1 et a4 sont telles que :
a4 Al a1 ou a1 Al a4 si a1 change les contraintes ΔTc1 en, par exemple, ΔTc1 =(Feux, 12 heure,
{disponibilité}, 15 $). Ce qui signiﬁe que l’agent a5 préfère a4 sauf si la tâche Tc1 de l’agent a1 ne
requiert pas une expérience. Si la préférence de l’agent a3 est telle que l’agent a4 Al a1 et celle
de l’agent a2 est telle que l’agent a4 Al a1, alors, a2, a3 et a5 vont répondre à a4 en envoyant leur
probabilité de stabilité Pais et leurs ressources Rai où ai ∈ {a2, a3, a5} (cf. Figure 2.6). De plus, a5
envoie une requête à l’intention de l’agent a1 pour une demande d’établissement d’une nouvelle
alliance Alpa1 et pour tenir compte de sa demande de modiﬁcation des contraintes ΔTc1 .
Figure 2.6 – Les agents a2 et a3 choisissent de rejoindre la coalition de l’agent a4. Cependant, a5 répond
favorablement à a4, mais à a1, il répond pour demander l’établissement d’une nouvelle alliance Al
p
a1 qui tient
compte de sa demande de modiﬁcation des contraintes ΔTc1 .
Étape 4 : Validation des réponses favorables par les agents initiateurs a1 et a4.
Après le délai d’attente εt des réponses, si la préférence de l’agent a4 est a5 Al a2 Al a3, alors a4
envoie un message d’acquittement à a5 pour lui spéciﬁer qu’il est retenu en tant qu’agent primaire
de la coalition et que l’alliance Ala4,a5 est validée. Après quoi, a4 met à jour son historique. a5 propose
à a1 de devenir son agent subordonné.
À partir de cet instant, quelle que soit la raison (panne, indisponibilité, ...), si un des deux agents a4
et a5 interrompt l’exécution de la tâche, l’agent qui est resté dans la coalition, réduit la ﬁabilité de
celui qui a quitté celle-ci. Par exemple, si a5 ne rejoint pas le backbone de la coalition de l’agent a4,
alors a4 calcule la nouvelle ﬁabilité de l’agent a5 comme suit :
ρa5=e
(−λa5 ) où λa5 est le taux de défections de l’agent a5 par rapport à une alliance avec a4. Ainsi,
ρa5=e
(−(0.1))=0.9.
Si à ce stade, a1 trouve que la demande de modiﬁcation de l’alliance par a5 entraîne une alliance qui
n’est pas équitable, alors a1 ignore la demande de l’agent a5. Après expiration du délai d’attente εt,
a1 envoie de nouveau un message de demande de formation de la coalition pour sa tâche.
Le calcul de la ﬁabilité et sa mise à jour dynamique sont discutés dans la section 2 (cf. équation
2.3). Les tableaux 2.1 et 2.2 montrent les évolutions de la ﬁabilité d’un agent ai en fonction de ses
défections et de ses participations au cours du temps.
64 Chapitre 2. Formation de coalitions Nash-stables et persistantes
Taux de défections de l’agent ai 0 1 2 3 4 5 6 7
λai 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
ρai 1 0.9 0.8 0.7 0.67 0.6 0.5 Suppression alliances
Table 2.1 – Évolutions de la ﬁabilité de l’agent ai s’il n’a jamais respecté ses engagements dans le temps.
Pour améliorer ou conserver sa ﬁabilité, l’agent ai doit respecter ses engagements et participer à
une coalition. Par exemple, si λai=0.5 pour un agent aj, alors, si ai forme au cours du temps un en-
semble de coalitions avec aj, l’évolution de la ﬁabilité de l’agent ai est sous la forme présentée dans
le tableau 2.2. Comme nous l’avons montré dans le tableau 2.1, si la ﬁabilité est de 0.5, alors λai=0.6.
Nombre d’engagements respectés par ai 0 1 2 3 4 5 6 7
λai 0.6 0.5 0.4 0.3 0.2 0.1 0 0
ρai 0.5 0.6 0.67 0.7 0.8 0.9 1 1
Table 2.2 – Évolutions de la ﬁabilité de l’agent ai sachant que la ﬁabilité initiale est de 0.5
Étape 5 : Formation du backbone de la coalition.
Si a5 est encore en accord avec a4, il met à jour son historique et rejoint le backbone avec a4 (cf. Figure
2.7). Après cela, a5 propose à l’un des agents a1 et a3 de devenir un agent subordonné sachant que
c’est le premier des deux agents qui accepte qui devient subordonné.
Si a5 décide de mettre ﬁn à sa collaboration avec a4 à cause d’une indisponibilité ou autres de
ce dernier, a5 envoie un message non-ack et propose à a2 de devenir un agent primaire et à a3 de
devenir son agent subordonné.
Figure 2.7 – Formation de la coalition C4 pour la tâche de l’agent a4 où a4 préfère a5 et où a5 est d’accord
avec a4 pour rejoindre le backbone de la coalition.
Lorsque le délai d’attente est égal à εt ∗ 3 et que l’agent a1 n’a toujours pas formé le backbone de sa
coalition, a1 calcule de nouveau le vecteur invariant Π de sa tâche pour vériﬁer et mettre à jour ses
informations sur sa tâche. Si la probabilité que sa tâche devienne incontrôlable (Π2) est supérieure
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au Π2 précédemment calculé, lors de la première demande de formation de la coalition, alors a1
incrémente la valeur du TTL de son message de demande de formation de sa coalition telle que
TTL=TTL+1=3 et εt=εt ∗ 3 avant d’envoyer sa nouvelle demande (cf. Figure 2.8).
Figure 2.8 – Envoi d’un nouveau message de demande formation d’une coalition par a1 en changeant TTL=2
en TTL=3 après le calcul du nouveau vecteur invariant de sa tâche.
Comme la préférence de l’agent a2, par rapport aux alliances proposées, est telle que l’agent
a4 Al a1 et qu’à cette étape a2 n’est pas un agent primaire d’une coalition, mais seulement un
subordonné de l’agent a4, alors a2 peut envoyer un message d’acceptation de la nouvelle alliance Al
p
a1
de l’agent a1 (cf. Figure 2.9). Si a1 accepte l’accord avec a2, il met à jour son historique et notiﬁe à a2
qu’il est maintenant agent primaire de la coalition.
Figure 2.9 – Grâce à l’augmentation du TTL, a2 reçoit et soumet une réponse à la demande de coalition
de l’agent a1. De plus, a3 reçoit le message de demande et envoie une réponse à a1 car il n’est pas dans le
backbone de la coalition C4 formée de l’agent a4 et a5.
Après quoi, a1 évalue une proposition pour que l’agent a3 devienne son subordonné. Comme dans
les propriétés d’une tâche il y a la localisation géographique (cf. exemple 2), alors a2 cherche à
être dans le même voisinage de l’agent a1 et de la tâche Tc1 (cf. Figure 2.10). Cependant, a2 doit
rester aussi dans le voisinage de l’agent a4 car il est son agent subordonné sinon a4 réduit sa ﬁabilité.
La nouvelle conﬁguration des agents représentant une structure de coalition est sous la forme
exempliﬁée par la Figure 2.11.
Les coalitions C1 et C4 sont dans un équilibre de Nash, car les agents primaires de chaque coalition
ont la même responsabilité de gestion et d’exécution de la tâche de leur coalition. La récompense
d’un agent ne peut être maximale que s’il reste dans sa coalition durant au moins le temps d’exé-
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Figure 2.10 – a1 accepte de partager la coalition avec a2 comme agent primaire. Les deux agents synchro-
nisent leurs connaissances sur la tâche, ce qui amène a2 et a1 à être dans le même voisinage. De plus, ils se
synchronisent à propos de la stabilité du backbone et de la validation de leur alliance Ala1,a2 .
Figure 2.11 – Schéma montrant les agents primaires et les agents subordonnés de chaque coalition Ci : i=1
ou 4.
cution stochastique de la tâche Dci : i=1 ou 4 de sa coalition (cf. équation 2.5). À cela s’ajoute le
fait que, si un agent primaire quitte sa coalition, sa ﬁabilité est réduite par les autres agents de sa
coalition et de manière transparente (sans négociation) son agent subordonné va le remplacer et
recevoir à sa place la récompense associée à l’exécution de la tâche.
Si la stabilité d’une coalition n’est pas atteinte à cause d’une ampliﬁcation de sa ou ses tâches
ou d’une indisponibilité temporaire des agents impliqués, les agents primaires se fondent sur les
protocoles de formation de coalitions persistantes décrit ci-dessous dont l’utilisation permet d’éviter
une restructuration après une renégociation des engagements, d’éviter la perte de la récompense et
des alliances ou une dissolution de leur coalition.
2.6 Recherche de la persistance des coalitions
La dynamique qui peut amener les agents à quitter ou rejoindre l’environnement de déploiement,
peut être volontaire ou résulter des effets sous-jacents aux dispositifs qui hébergent les agents (par
exemple, épuisement des ressources, pannes, etc.). Cette section décrit la méthode utilisée par les
agents pour assurer l’exécution des tâches en maintenant la persistance (la stabilité au ﬁl du temps)
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des coalitions malgré la dynamique des tâches et leurs disponibilités imprévisibles.
Pour ce faire, lorsqu’un agent primaire ai identiﬁe une mise à jour (par exemple, des ressources
insufﬁsantes, une disparition d’agents, ...) dans sa coalition C, une ampliﬁcation de la tâche ou un
dépassement du temps d’exécution stochastique Dc (cf. équation 2.4), ai doit se coordonner avec les
autres agents primaires de sa coalition C pour effectuer les actions requises à la maîtrise de la ou
des tâches ou à la stabilité de leur coalition C. Dès qu’un agent primaire quitte son backbone sans
le notiﬁer aux autres agents primaires de sa coalition ou bien coordonner son désengagement (par
exemple, intégrer son agent subordonné de manière transparente pour les autres primaires), sa ﬁabi-
lité sera réduite par tous les agents de sa coalition. La ﬁabilité d’un agent primaire peut être aussi
abaissée lorsque cet agent refuse de participer à la stabilisation dynamique de sa coalition.
Ces contraintes de participation permettent d’éviter les désengagements et les abstentions volon-
taires des agents. Ainsi, pour éviter que des buts ne soient pas atteints et les pertes de gain,
d’alliances ou de ﬁabilité, chaque agent primaire doit participer à la stabilisation de sa coalition
surtout s’il est à l’origine de l’instabilité de celle-ci.
Nous détaillons dans la section suivante, notre mécanisme pour la recherche de la persistance des
coalitions.
2.6.1 Exploration localisée : DEP (Depth Exploration Protocol)
Ce protocole est utilisé lorsque l’ajout de ressources et la gestion de la tâche peuvent être effec-
tués par les agents du backbone ou par intégration d’un ou de plusieurs agents subordonnés sans
renégocier les accords ou éclater la coalition. Le mécanisme repose sur les alliances des agents, leur
ﬁabilité et les subordonnés aﬁn de retrouver un état de stabilité des coalitions suite à l’occurrence
d’un ou de plusieurs événements empêchant une ou des coalitions de retrouver un état d’équilibre
de Nash. L’algorithme 3 décrit les étapes successives de notre protocole d’exploration localisée
DEP. Ce protocole est dit localisé, car il ne fait intervenir que les agents d’une même coalition en
évitant de faire une propagation des informations ne concernant pas les agents extérieurs à cette
coalition. Ce modèle est efﬁcace pour privilégier les agents locaux aux coalitions et surtout béné-
ﬁque dans le cas où les agents sont déployés dans des réseaux ah-hoc à ressources énergétiques
limitées où le contrôle des informations, des communications et de la bande passante sont des
critères signiﬁcatifs.
Les données d’entrée de l’algorithme 3 sont la matrice stochastique P des états courants de la
tâche (cf. équation 2.7) et le temps d’exécution stochastique Dc (cf. équation 2.4) calculé lors de la
demande de formation de la coalition.
Soit C une coalition où un ensemble d’agents primaires détectent que la ou les tâches de leur coali-
tion se sont ampliﬁées, ou identiﬁent une instabilité de leur backbone dû à un désengagement d’un
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ensemble d’agents primaires. Dans ces cas, les ﬁabilités des agents primaires qui se sont désengagés
et qui sont mises en cause, sont réduites au niveau des agents primaires qui sont restés dans la
coalition C avant de prendre les mesures suivantes :
(1) Calculer la matrice stochastique de leur tâche aﬁn de déduire son vecteur invariant après
le calcul de Π ∗ P=Π où ∑2j=0Πj=1. Les étapes de calculs sont détaillées par l’algorithme 1.
Algorithme 3 : DEP (Depth Exploration Protocol).
Require: P et Dc
1: Calcul du nouveau vecteur invariant Π de la tâche (cf. algorithme 1)
2: if Compteur temporel cpt > Dc, ou bien, la nouvelle probabilité Π2 est supérieure à la
précédente Π2 then
3: ∀ai ∈ Ac chercher à ajouter une ressource si Rai est requise dans la coalition ou envoyer un
message de synchronisation Syn_backbone(Rai , Tc) avec un TTL=1.
4: end if
5: while asi ∈ Ac do
6: join_substitute(ΔTc , ϕTc , Rai , STc )
7: repeat
8: if asi accepte then
9: Syn_backbone(Rai , Tc) et faire la comparaison entre la nouvelle valeur de Π2 et la
précédente valeur de Π2
10: if (Π2 est inférieure à sa précédente valeur then
11: arrêter le processus d’exploration par le DEP.
12: end if
13: end if
14: until délai d’attente inférieur à εt
15: ressources = Rmin \ {Ri, ..., Rk} et exécuter W_Exploration(ressources)
16: return Rmin \ {Ri, ..., Rk}
17: end while
(2) Si la nouvelle valeur de la probabilité que la tâche devienne incontrôlable (Π2) est supé-
rieure au résultat précédemment obtenu pour cette probabilité Π2, ou bien, si le temps d’exécution
stochastique Dc est épuisé, alors en premier lieu, les agents primaires de C vont chercher à corriger
eux-mêmes ces insufﬁsances :
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(2-a) Les agents primaires propagent l’information en respectant le principe du mode non-return
broadcast avec un TTL=1 (cf. Figure 2.12). Cette valeur de TTL permet d’éviter d’inonder l’environ-
nement multi-agent avec des messages ne concernant que les agents d’une coalition.
Figure 2.12 – l’agent a1 détecte la disparition d’un agent primaire de sa coalition C et la notiﬁe aux autres
agents primaires de sa coalition. Après le calcul du vecteur invariant de la ou des tâches de la coalition, a4
détecte une insufﬁsance des actions entreprises par la coalition C face à la ou aux tâches et propage ainsi cette
information dans le backbone de sa coalition C.
(2-b) Chaque agent primaire de C cherche d’abord à augmenter son implication dans C en ma-
tière de ressources proposées, s’il a une ou des ressources supplémentaires requises (cf. Figure
2.13).
(3) Au cas où les agents primaires de la coalition C ne peuvent toujours pas stabiliser C, chacun prend
contact avec son agent subordonné asi en lui envoyant un message join_substitute(ΔTc , ϕTc , Rai , STc ).
Ce message est une invitation à intégrer l’agent subordonné asi dans la coalition si ce dernier peut
fournir la ressource Rai en garantissant un minimum de contribution marginale Xai pour aider à
la stabilisation de C (cf. Figure 2.14). Le message join_substitute(ΔTc , ϕTc , Rai , STc) spéciﬁe la ou les
ressources Rai à ajouter, la localisation géographique ϕTc de la tâche Tc, les contraintes ΔTc et l’état
courant STc de la tâche Tc.
Donc, si l’instabilité est due à la disparition d’un ensemble d’agents primaires, ce message
join_substitute(ΔTc , ϕTc , Rai , STc) informe les agents subordonnés sur les ressources et la contri-
bution marginale des agents primaires qui ont quitté le backbone. Dans ce cas aussi, les messages sont
propagés en mode non-return broadcast avec un TTL égal à 1 pour éviter la profusion des messages
en dehors de la coalition concernée. À cela s’ajoute, la nécessité de privilégier la participation des
agents subordonnés, car leur intégration n’implique pas une nouvelle négociation du fait qu’elle a
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Figure 2.13 – Chaque agent primaire ai/ i ∈ [1, 5] de la coalition essaie d’identiﬁer et d’ajouter les éléments
requis pour la coalition en matière de ressources ou de contribution marginale pour assurer la stabilisation de
la coalition et pour obtenir une récompense supplémentaire au regard des ressources ajoutées.
été effectuée au moment de la formation de la coalition et qu’une alliance avec son agent primaire
est déjà établie.
Figure 2.14 – Chaque agent primaire ai i ∈ [1, 5] prévient son agent subordonné asi i ∈ [1, 4] aﬁn de
rechercher un autre état de stabilité de leur coalition. Si un agent n’a pas de subordonné (par exemple, a5) ou
des ressources à ajouter, il n’attend que les messages de synchronisation pour prendre connaissance de l’état
de stabilité de la coalition et des décisions prises par le backbone.
Un agent primaire qui a un agent subordonné qui peut participer à la coalition en intégrant le backbone
avec la ou les ressources manquantes, il en informe les autres agents de son backbone en envoyant
un message Syn_backbone(Rai , Tc). Ce message permet une synchronisation des connaissances
du backbone avant toute intégration de la ou des ressources Rai d’un agent dans la coalition. Ce
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partage d’information maintient la cohérence des actions de la coalition et évite les cas où des
ressources sont dupliquées ou bien des agents sont monopolisés inutilement par une coalition. À
cela s’ajoute le fait que chaque agent peut déterminer dynamiquement les ressources disponibles
et les ressources à rechercher (cf. Figure 2.15).
Grâce à la transitivité des alliances, même si un agent subordonné n’est pas jugé ﬁable par certains
agents primaires, son intégration dans le backbone ne va pas entraîner de refus de la part des agents
du backbone.
Figure 2.15 – À cette étape, les agents subordonnés as1 et as2 des agents a1 et a2 ont les ressources requises.
Suite à la réponse favorable à l’intégration de ces subordonnés dans le backbone, a1 et a2 se synchronisent
avec les autres agents primaires de leur coalition. Cette synchronisation informe des ressources et des agents
ajoutés pour éviter qu’un des agents ne recherche les mêmes ressources.
Cependant, supposons que l’agent ai est un agent primaire dans Ci et un agent subordonné dans Cj.
Si avant la ﬁn de l’exécution de la tâche dans sa coalition Ci, sa ou ses ressources sont requises
dans la coalition Cj et que son agent primaire aj dans Cj a sollicité sa participation, alors ai doit
satisfaire la demande de l’agent aj sinon aj diminuera sa ﬁabilité. Lorsque l’agent ai veut maintenir
sa ﬁabilité au prêt de l’agent aj, l’agent ai doit trouver un subordonné capable de le remplacer au
prêt de l’agent aj ou bien demander à son subordonné dans Ci de rejoindre la coalition Cj. L’agent ai
peut aussi quitter sa coalition Ci s’il juge qu’il est préférable de rejoindre la coalition Cj plutôt que
de rester dans Ci quand son subordonné peut le remplacer dans Ci sans mettre en péril la stabilité
de Ci.
Toutefois, l’agent ai peut aussi quitter Ci sans aucune mesure préalable s’il juge que Cj est plus
bénéﬁque que Ci malgré le fait que sa ﬁabilité sera réduite par tous les agents de sa coalition Ci et
qu’il n’obtiendra pas de récompense suite à sa participation dans Ci.
(4) Chaque agent primaire de C calcule la stabilité de sa coalition en faisant une comparaison
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entre la nouvelle valeur de la probabilité Π2 avec son ancienne valeur.
Figure 2.16 – Les agents primaires a1 et a2 conﬁrment respectivement l’intégration des agents subordonnés
as1 et as2 dans la coalition et calculent de nouveau le vecteur invariant de la ou des tâches pour évaluer la
stabilité de leur coalition. Les agents a1 et a2 synchronisent leurs connaissances sur la ou les tâches et sur la
stabilité de leur coalition avec les nouveaux agents intégrés et ceux du backbone.
Si la coalition n’est toujours pas stable à cause de l’absence de ressource(s) ou de subordonné(s)
capable(s) d’intégrer la coalition, les agents primaires de C synchronisent leurs connaissances sur la
ou les tâches et la stabilité de leur coalition aﬁn de déduire de là, les ressources requises (cf. Figure
2.16). Après cela, les agents primaires initient l’exécution du protocole d’exploration qui va étendre
les recherches en dehors de leur coalition. Nous appelons ce protocole d’exploration étendue : WEP
(Width Exploration Protocol (cf. algorithm 4).
La valeur de sortie Rmin \ {Ri, ..., Rk} de l’algorithme 3 est la valeur d’entrée de l’algorithme 4. Rmin
est l’ensemble minimum des ressources dont la coalition a besoin et {Ri, ..., Rk} est l’ensemble des
ressources disponibles dans le backbone de la coalition. La fonction W_Exploration(resources) fait
appel à l’algorithme 4 du protocole WEP où resources à pour valeur Rmin \ {Ri, ..., Rk}.
2.6.2 Exploration étendue : WEP (Width Exploration Protocol)
Ce protocole, représenté par l’algorithme 4, est utilisé par les agents primaires lorsque la stabilité
de leur coalition ne peut plus être garantie en se fondant sur une exploration localisée entre les
membres de la coalition. Ils prennent alors contact avec les agents externes à leur coalition. L’exé-
cution de ce protocole mène à des négociations entre les agents primaires et leur voisinage. Ces
négociations ne concernent pas les engagements qui ont mené à la formation de la coalition initiale.
Ce protocole WEP est principalement fondé sur le mécanisme de recommandation. En cas d’échec
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du WEP, la coalition est interrompue si le risque d’échec de la coalition atteint un certain seuil (cf.
section 2.7 et proposition 9).
Algorithme 4 : WEP (Width exploration protocol).
Require: Rmin \ {Ri, ..., Rk}
1: noti f y_Backbone(Rf ind, Tc)
2: Rf ind ⊆ {Rmin \ {Ri, ..., Rk}
3: Calcul de ΔTc ∈ Tc, Π0,Π1,Π2, AlPai
4: Declare(Π2, Tc, Rf ind, AlPai )
5: negotiate() pour négocier avec le voisinage suivant le principe de l’algorithme 2.
6: if (Rf ind == ∅) then
7: f ind_substitute(ΔTc) pour trouver un agent subordonné
8: else
9: Recom(Rf ind,Π0,Π1,Π2, AlPai )
10: if (SendRecom(aj, Alai ,aj)) then
11: AckSendRecom(aj, Alai ,aj)
12: if AckRecom(aj) et Raj ∈ Rf ind then
13: supprimer Raj de Rf ind et enregistrer aj dans l’historique
14: end if
15: end if
16: if SendNewAl(Alaj ,ai ) et Alaj ,ai est équitable then
17: AckSendNewAl(Alaj ,ai ) supprimer Raj de Rf ind et enregistrer aj dans l’historique
18: end if
19: end if
(1) Les agents primaires se synchronisent grâce au message noti f y_Backbone(Rf ind, Tc) qui leur
donne par la même occasion, les informations sur les ressources Rf ind=Rmin \ {Ri, ..., Rk} à recher-
cher pour la ou les tâches Tc de leur coalition (cf. Figure 2.17).
(2) Chaque agent primaire ai calcule le nouveau vecteur invariant Π=(Π0,Π1,Π2) de Tc (cf. al-
gorithme 1). Ce calcul décentralisé du vecteur invariant permet d’éviter une centralisation de la
prise de décision et les erreurs de calcul d’un agent qui peuvent parfois entraîner la poursuite
de l’exécution du protocole WEP au moment où la coalition est déjà stable après l’exécution du
protocole DEP.
(3) Si un agent ai relève une grande probabilité que Tc devienne incontrôlable, c’est-à-dire, Π2
supérieur à Π0 et Π1 et de plus que la nouvelle valeur de Π2 est supérieure à sa précédente valeur,
alors ai poursuit le protocole WEP. Il est clair que, si un agent primaire poursuit ce protocole, les
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Figure 2.17 – Les agents du backbone échangent leurs connaissances sur la ou les tâches.
autres agents du backbone feront le même choix sans que ce soit nécessaire de faire une synchroni-
sation, car comme nous le montrons dans la proposition 4, le vecteur invariant obtenu par tous les
agents sera unique quelle que soit la distribution de probabilité initiale qu’ils ont utilisée pour la
tâche (propriété d’ergodicité du MDP (Ortner 2007), (Baynat 2000)).
(3-a) Chaque agent primaire ai calcule les nouvelles contraintes ΔTc de Tc.
(3-b) Chaque agent primaire ai détermine Rf ind ⊆ {Rmin \ {Ri, ..., Rk} et l’alliance AlPai qu’il va
proposer à son voisinage ϑai , {Ri, ..., Rk} étant les ressources présentes dans la coalition de l’agent
ai.
(4) À cette étape, chaque agent primaire utilise le mécanisme de recommandation en envoyant
dans son voisinage un message Declare(Π2, Tc, Rf ind, , AlPai ) (cf. Figure 2.18). Dans ce cas, un agent
qui n’a aucun lien avec la coalition peut être contacté si c’est un allié d’un agent primaire de la
coalition.
En privilégiant les alliés dans cette première demande de recommandation, nous cherchons à ce que
les agents puissent grâce à leurs alliances trouver d’autres ressources sans nécessairement entrer
dans de longues phases de négociation ou de recherche de ressources.
(5) Si la restructuration de la coalition est évitée, alors chaque agent primaire doit, s’il n’a plus
d’agent subordonné, rechercher un ( f ind_substitute(ΔTc)).
(6) Sinon s’il est encore nécessaire de rechercher un état de stabilité de la coalition, chaque
agent primaire étend ses recherches en allant négocier avec des agents qui ne seraient pas des
alliés. Cette phase de négociation est fondée sur la transitivité des alliances et du mécanisme de
recommandation (Recom(Rf ind,Π0,Π1,Π2, AlPai )) avec un TTL=1 d’abord. Dans ce cas, le TTL=1 évite
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Figure 2.18 – Utilisation du mécanisme de recommandation par les agents primaires pour prendre contact
avec leurs agents subordonnés et avec les autres agents alliés de leurs voisinages. Seul a1 envoie une demande
de recommandation à un agent allié qui ne participe pas à sa coalition.
de faire une négociation proprement dite où même des agents non voisins peuvent répondre (cf.
Figure 2.19) tout en maximisant les chances de trouver un ou des agents susceptibles de rejoindre la
coalition ou bien de repérer un ou des alliés qui peuvent utiliser leurs alliances pour recommander
un ensemble d’agents ayant les ressources requises pour garantir la stabilité de la coalition.
Figure 2.19 – Initiation des négociations par chaque agent primaire avec leurs agents voisins qu’ils soient
subordonnés, alliés ou non. Ainsi, les agents primaires a1, a2, a3, a4 et a5 envoient des messages à tout agent
de leur voisinage.
À la suite de cette étape, si un agent primaire identiﬁe un ensemble d’agents capables de fournir ces
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ressources, l’agent primaire se synchronise avec les agents primaires de son backbone avant de vériﬁer
de nouveau la stabilité de leur coalition.
Si un agent primaire ai n’a reçu qu’un acquittement SendRecom(aj, Alai ,aj) pour sa demande de recom-
mandation de la part d’un agent aj, alors l’agent ai envoie une conﬁrmation AckSendRecom(aj, Alai ,aj)
à l’agent recommandé aj si l’alliance Alai ,aj est équitable. Après quoi, si ai reçoit une acceptation
AckRecom(aj) de la part de l’agent aj, alors ai et aj mettent à jour leurs historiques avant de le notiﬁer
aux agents primaires de leur backbone et de calculer le nouveau vecteur invariant de la ou des tâches
de leur coalition.
Si un agent aj demande de modiﬁer la ou les ressources Rai ou le temps T
ai
help que l’agent ai propose
dans l’alliance AlPai , alors aj doit envoyer un message SendNewAl(Alaj ,ai ) pour que l’agent ai puisse
décider d’accepter ou de refuser la nouvelle demande d’alliance Alaj ,ai de l’agent aj. Si et seulement
si l’alliance est équitable, ai envoie une conﬁrmation AckSendNewAl(Alaj ,ai ) à aj et les deux agents ai,
aj mettent à jour leur historique et en notiﬁent les agents primaires de leur backbone avant de calculer
le nouveau vecteur invariant.
Si après toutes ces tentatives, la coalition n’est toujours pas stable et que Π0=0, Π1 ≈ 0 et Π2 ≈ 1,
et si le niveau seuil du risque d’échec de la coalition est atteint, alors les agents restructurent leur
coalition après une nouvelle phase de négociation. Les détails sur le concept du niveau seuil du
risque d’échec d’une coalition sont exposés dans la section suivante.
2.6.3 Seuil du risque d’échec d’une coalition
Pour évaluer la persistance d’une coalition après le désengagement d’un ensemble d’agents du
backbone ou bien suite à une ampliﬁcation de la(des) tâches de la coalition, les agents primaires
présents dans cette coalition calculent et synchronisent leurs connaissances à propos du risque de
devoir renégocier la coalition (risque d’échec de la coalition). Ce calcul du risque permet aux agents
de déterminer s’il est utile de continuer à maintenir leur coalition et s’ils peuvent revenir à un état
d’équilibre de Nash dans leur coalition en se fondant sur les protocoles d’exploration DEP ou WEP
pour ainsi éviter la restructuration de leur coalition (cf. section 2.7 proposition 9).
Pour calculer ce risque, les agents utilisent une notion bien connue en théorie des jeux, à savoir la
probabilité de ruine. Adopter cette notion de la probabilité de ruine pour la formation de coalitions
donne la probabilité d’échec d’une coalition suite à un ensemble d’événements impactant la coali-
tion.
Nous notons par ξCt , cette probabilité d’échec d’une coalition C à l’instant t. Cet échec inter-
vient lorsque les ressources Rt de la coalition à l’instant t sont insufﬁsantes pour accomplir la ou
les tâches de la coalition et si la probabilité que la ou les tâches deviennent incontrôlables (Π2)
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est presque égale à 1 (cf. équation 2.8). Les agents continuent de maintenir leur coalition jusqu’à
Π2 ≈ 1, car même si les ressources sont insufﬁsantes à l’instant t, cela peut ne plus être le cas à
l’instant t + dt, i.e, des agents désengagés à cause d’une indisponibilité temporaire sont redevenus
disponibles ou si la ou les tâches ont diminuées en intensité. D’où l’intérêt d’évaluer le niveau seuil
du risque d’échec des coalitions.
Pour y arriver, nous modélisons le processus stochastique des coûts des participations dans une
tâche d’un agent comme étant Xk / k ≥ 1 et l’instant des participations comme τk / k ≥ 1 (τ1 est
l’instant de la première participation). Nous considérons que, τk suit une distribution Exponentielle
E(μ) car si le processus qui modélise le nombre de participations dans un intervalle de temps, suit
une distribution de Poisson, alors le processus qui modélise le temps entre deux participations, suit
une distribution Exponentielle.
Soit Nt le nombre de participations accomplies par un agent durant un intervalle de temps [0, t].
Le processus qui modélise Nt/ t ≥ 0 est un processus de Poisson de paramètre λ. L’évolution des
ressources d’une coalition peut être exprimée à l’instant t par la fonction suivante :
Rt = R0 + gt−
Nt
∑
k=1
Xk (2.9)
où R0 est le nombre initial de ressources, gt le nombre de ressources ajoutées depuis le début de
l’exécution de la ou des tâches. La probabilité d’échec de la coalition s’exprime alors comme suit :
ξCt = P(in ft≥0Rt ≤ 0/R0) (2.10)
Quand la persistance d’une coalition ne peut pas être assurée à cause du manque de ressources ou
d’accords entre les agents ou à cause d’une ampliﬁcation de la ou des tâches, les agents primaires
qui doivent restructurer la coalition peuvent déterminer la priorité de leurs tâches aﬁn de savoir
s’ils peuvent former de manière séquentielle de nouvelles coalitions pour leurs différentes tâches.
L’objectif est d’éviter l’absence de la prise en charge de certaines tâches que nous supposons ici
critiques et dynamiques (ampliﬁcation, régression ou stationnaire).
La priorité d’une tâche d’un agent ai est : πai=1− ξCt . Ce qui signiﬁe que plus πai est petit, plus la
tâche est prioritaire.
2.7 Analyse du mécanisme de formation de coalitions
La proposition 1 justiﬁe l’utilisation de la loi de Poisson pour le calcul de la ﬁabilité des agents.
Proposition 2.1 Le calcul de la ﬁabilité est cohérent même si de nouveaux événements aléatoires (pannes,
hors de portée, ...) impactent la ﬁabilité des agents puisque la somme de tous ces événements aléatoires engendre
un processus de Poisson de paramètre λ=Σ∞i=1λi où λi : i ∈ [1,∞[ est le paramètre d’un événement aléatoire.
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Démonstration. Soit Proc1 un processus de Poisson dont la probabilité que sa variable X prenne la
valeur k est : P[X=k]=e−λ1*λ
k
1
k! . Soit Proc2 un processus de Poisson dont la probabilité que sa variable
Y prenne la valeur k s’écrit : P[Y=k]=e−λ2*λ
k
2
k! .
Si le processus Proc résulte de la somme des deux processus Proc1 et Proc2, alors la probabilité que
sa variable Z prenne la valeur k peut être exprimée par P[Z=k]=P[X+Y=k].
P[Z=k]=Σki=0P[X=i]*P[Y=k− i].
P[Z=k]=Σki=0(e
−λ1*λ
i
1
i! )*(e
−λ2* λ
(k−i)
2
(k−i)! ).
P[Z=k]=e−(λ1+λ2)Σki=0
λi1
i! *
λ
(k−i)
2
(k−i)! .
P[Z=k]=e−(λ1+λ2)Σki=0
λi1
i! *
λ
(k−i)
2
(k−i)! *
k!
k! .
P[Z=k]= e
−(λ1+λ2)
k! Σ
k
i=0(λ
i
1 ∗ λ(k−i)2 ) k!(i!)∗(k−i)! .
Nous savons que k!
(i!)∗(k−i)! =C
i
k, alors :
P[Z=k]= e
−(λ1+λ2)
k! Σ
k
i=0C
i
kλ
i
1*λ
(k−i)
2 . D’après le théorème du Binôme de Newton : (a+b)
n=Σnj=0C
j
n*aj*b(n−j).
Alors, P[Z=k]=e−(λ1+λ2)* (λ1+λ2)
k
k! . Ainsi, Proc est aussi un processus de Poisson de paramètre λ1+λ2.
Ce qui prouve notre proposition.
L’analyse de la représentation de l’historique des agents nous amène à la proposition suivante.
Proposition 2.2 L’historique est borné pour chaque agent ai qui a établi un ensemble d’alliances.
Démonstration. Soit X un ensemble d’agents alliés et A un ensemble d’agents. Un agent peut établir
au plus une alliance avec chaque agent de l’ensemble A. Ainsi, 1≤ X ≤ Card(A) où Card(A) est
la cardinalité de l’ensemble A. Soit r un ensemble de ressources qu’un allié peut suggérer et R
l’ensemble des ressources disponibles dans l’environnement multi-agent. Ainsi, 1≤ r ≤ Card(R) où
Card(R) est la cardinalité des ressources R. Si Card(A) et Card(R) sont bornés, alors X et r sont aussi
bornés. La profondeur du modèle hiérarchique de l’historique est aussi bornée et est toujours égale à
3. Ainsi, l’historique est toujours borné pour tout agent ai ∈ A. Ce qui prouve notre proposition.
De par la multiplicité des alliances qui peuvent exister entre les agents, cela peut ne pas sufﬁre
si ces alliances ne sont pas réutilisables dans certain cas. Ce questionnement sur notre mécanisme
nous a conduit à identiﬁer une propriété importante sur les alliances. La proposition et le corollaire
ci-dessous en font la présentation.
Proposition 2.3 La transitivité des alliances est vériﬁée grâce au mécanisme de recommandation et améliore
la formation et la stabilisation des coalitions.
Démonstration. Si ai Al aj et aj Al ak existent alors si ai a besoin des ressources de l’agent ak alors
aj va recommander ak avec une ﬁabilité ρak ≥ 0.5 à cause de Alai ,aj et du fait que l’agent aj, étant
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égoïste, il cherchera à éviter que sa ﬁabilité soit décrémentée par ai. Ainsi, la préférence ai Al ak
sera vériﬁée. Ce qui prouve notre proposition.
Corollaire 2.1 Soit A={a1, a2, ..., ak} un ensemble d’agents et Ω={C1,C2, ...,Ck} un ensemble de coali-
tions jugées utiles Ci : i ∈ [1, |Ω|] formées au cours du temps. Tout agent ai qui a eu à participer dans au
moins une de ces coalitions s’est doté d’un ensemble d’alliés avec qui il peut coopérer pour l’exécution d’une
tâche sans faire de négociations supplémentaires.
La proposition suivante, justiﬁe pourquoi nous avons adapté les chaînes de Markov à notre mé-
canisme de formation de coalitions.
Proposition 2.4 La chaîne de Markov liée à une tâche T est toujours ergodique et sans nécessité de syn-
chronisation, tous les agents impliqués dans le même processus de formation de coalitions pour T ont la même
connaissance à propos de la stabilité de la coalition qu’ils peuvent espérer former.
Démonstration. D’après notre modélisation d’une tâche T,
(1) ∀ si et sj : i, j ∈ [0, 2], i = j, πT
si ,sj
≥ 0 et ∑2j=0 πTsi ,sj = 1. Donc la matrice P de la chaîne de Markov
sous-jacente est stochastique car les éléments de la matrice sont non négatifs et la somme de tous
les éléments d’une ligne égale à 1.
(2) Une propriété importante des MDP dit que, si la matrice P est stochastique, alors toute puissance
P(m), m ≥ 0 de P est aussi stochastique.
(3) ∀ si et sj : i, j ∈ [0, 2], i = j, ∃ n ≥ 0 m ≥ 0 : (πT
si ,sj
)n > 0 et (πT
sj ,si
)m > 0, donc si et sj com-
muniquent. De plus, d’après (1) et (2) ci-dessus, quel que soit le nombre n ou m, la matrice reste
stochastique, alors ∀ si, πTsi ,si = 1 (pas d’état absorbant). De là, nous déduisons que, le graphe re-
présentatif de la chaîne de Markov est fortement connexe et est formé d’une seule classe.
(4) Comme ∀ si, πTsi ,si > 0, alors les états si sont apériodiques. Nous déduisons que la chaîne est
alors apériodique car si un état est apériodique alors tous les états de la même classe de la chaîne
de Markov sont apériodiques.
Des propriétés (3) et (4) ci-dessus, nous pouvons dire que la chaîne de Markov représentative de la
tâche T est ergodique.
Une chaîne de Markov possède toujours un vecteur invariant Π. Si la chaîne de Markov est er-
godique elle admet une distribution asymptotique (vecteur invariant), unique et indépendante
de la distribution initiale, c’est-à-dire pour toute distribution initiale Π(0) des états , alors,
limn→∞Π(0)P(n)=Π.
Ainsi, quelle que soit la distribution de probabilité initiale des états de la tâche T qui est donnée
par sa matrice P, le vecteur invariant est toujours le même. Donc le calcul effectué par deux agents
distincts pour la même tâche T donne toujours le même vecteur invariant comme résultat. De là,
nous déduisons que les agents vont avoir la même connaissance à propos de cette tâche T et sur
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la coalition à former pour T sans avoir besoin de s’échanger des messages. Ce qui prouve notre
théorème.
Du fait que la ﬁabilité est déterminée par des agents autonomes, égoïstes, de disponibilité aléa-
toire et sont déployés dans des environnements à ressources énergétiques limitées, des erreurs de
calcul ou des stratégies pour réduire la ﬁabilité des agents peuvent néanmoins exister si notre
mécanisme ne tient pas compte de cela. La proposition ci-dessous donne une réponse à ces interro-
gations.
Proposition 2.5 Le mécanisme de recommandation permet à un agent de corriger un jugement erroné sur
sa ﬁabilité.
Démonstration. Considérons trois agents ai, aj, ak et deux alliances Alai ,aj et Alaj ,ak où ai et aj parti-
cipent à la coalition C. Supposons que, ak considère que l’agent ai n’est pas ﬁable. Si aj utilise son
alliance avec ak pour former ou stabiliser C alors il existera une alliance Alai ,ak . Si ai et ak restent dans
C jusqu’à la ﬁn de l’exécution de la tâche, l’alliance, Alai ,ak sera validée par ai et ak. Ainsi, ak recal-
culera la ﬁabilité de l’agent ai et enregistrera ai dans son Hsak . Cela prouve notre proposition.
Les propositions 6 et 7 ainsi que le corollaire 2, prouvent l’existence de la propriété de stabilité
recherchée dans ce mécanisme.
Proposition 2.6 Une coalition C est dans un équilibre de Nash, si chaque agent primaire de C a une
alliance non-dominée avec au moins un agent de la coalition C.
Démonstration. Si ai de C a une alliance non-dominée avec au moins un aj de C alors ai Al aj
existe pour ai. Dans ce cas, ai n’aura pas l’intention de quitter C tant que l’agent aj est dans C par
soucis que ce dernier ne réduise sa ﬁabilité. De plus, ai ne voudrait pas perdre la possibilité d’avoir
davantage d’alliances avec les autres agents de la coalition C en utilisant la transitivité des alliances
(cf. proposition 3) et la récompense associée à sa participation à la coalition.
Nous déduisons que si un agent primaire ai a une alliance non-dominée avec au moins un agent de sa
coalition, il n’aura pas l’intention de la quitter. Au contraire, il cherchera à préserver et à améliorer
ses relations avec les autres agents de sa coalition. Ainsi, la coalition sera dans un équilibre de Nash.
Ce qui prouve notre proposition.
Corollaire 2.2 La recommandation permet au processus de formation de coalitions de converger et de
former des coalitions qui sont dans un équilibre de Nash.
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Proposition 2.7 Une coalition stable qui est dans un équilibre de Nash, reste toujours dans cet état de
stabilité si à chaque fois qu’une ou des ressources sont requises pour la coalition, il y a un agent primaire de
cette coalition qui a une alliance non-dominée avec au moins un agent capable de fournir le ou les ressources
requises.
Démonstration. Soit ai un agent primaire d’une coalition C1 qui est dans un équilibre de Nash. Alors,
ai a au moins une alliance non-dominée avec un agent aj de C1. Si ai a un allié ak dans sa vue qui
est disponible et avec qui il a une alliance non-dominée et qui peut stabiliser la coalition, grâce à la
transitivité des alliances (proposition 3), alors l’allié ak va intégrer la coalition pour garder le niveau
de préférence de cette alliance avec ai. Ce qui montre que la coalition sera encore dans un équilibre
de Nash. Ce qui prouve notre proposition.
La proposition qui suit, analyse nos deux protocoles d’exploration aﬁn de dégager l’apport qu’ils
délivrent à notre mécanisme de formation de coalitions.
Proposition 2.8 La persistance des coalitions est rendue possible grâce aux protocoles DEP et WEP qui
permettent à une coalition de revenir à chaque instabilité vers un état d’équilibre de Nash en utilisant les
alliances, la transitivité des alliances et le mécanisme de recommandation des agents.
Démonstration. Soit A={a1, a2, a3, a4, a5} un ensemble d’agents où a1 est l’agent initiateur d’une de-
mande de coalition. Au début de la négociation pour la formation de la coalition demandée par
a1, il n’y a aucune alliance entre les agents, c’est-à-dire,  Alai ,aj i = j ∀ i, j ∈ [1, 5]. Si l’ensemble
des agents aj ∈ A, j ∈ [2, 5] négocient avec a1 pour atteindre leur but, établir des alliances Ala1,aj
et obtenir la récompense reward associée à l’exécution de la tâche de la coalition, alors, si un agent
aj accepte de participer à la coalition, il doit accepter d’établir aussi l’alliance Ala1,aj et chacun des
agents a1 et aj va mettre à jour son historique en mettant la valeur de la ﬁabilité de l’autre agent
comment étant maximale vu que les agents sont encore à leur première interaction. Ainsi, chaque
alliance Ala1,aj sera non-dominée et si une coalition C1={a1, a2, a3, a4, a5} est formée, cette coalition
sera stable c’est-à-dire dans un équilibre de Nash comme nous l’avons prouvé par la proposition 6.
Considérons cette même coalition C1={a1, a2, a3, a4, a5} où seul a1 possède une alliance non-dominée
avec tous les autres agents aj/ j ∈ [2, 5] de C1, alors, grâce à a1, la coalition est dans un équilibre
de Nash. Si a1 quitte la coalition C1, alors C1 sera instable pour un instant mais grâce à l’utilisation
des protocoles DEP et WEP par le reste des agents aj/ j ∈ [2, 5] en réaction à cette instabilité de C1,
ces derniers vont essayer de remplacer a1 en cherchant dans leur voisinage, l’agent qui est le plus
ﬁable et le plus stable (probabilité de stabilité plus grande). Cette recherche est effectuée sur la base
des informations contenues dans leur historique. Lorsque l’historique ne le permet pas, la recherche
s’étend par recommandation.
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L’ensemble des agents qui ont tendance à vouloir quitter une coalition sont ceux qui n’ont pas
conﬁance en un ensemble d’agents membres de leur coalition et qui n’ont pas d’alliances à pré-
server. Cependant, l’utilisation des protocoles DEP et WEP permet de remplacer des agents qui
ont quitté leur coalition par d’autres agents de ﬁabilité et probabilité de stabilité maximale ayant
accepté l’établissement d’une alliance, ce qui mène encore la coalition vers un autre état d’équilibre
de Nash.
Considérons une nouvelle coalition C
′
1=C1 \ a1 ∪ a
′
1={a
′
1, a2, a3, a4, a5} où a
′
1 est l’agent qui a rejoint
la coalition C1 après le départ de l’agent a1 et où il existe une alliance Ala′1,a2
entre a
′
1 et a2 mais pas
d’alliance avec a3, a4 et a5.
Si a3, a4 et a5 quittent la coalition C
′
1, les agents a
′
1 et a2 utiliseraient les protocoles DEP et WEP pour
trouver des agents ﬁables de probabilité de stabilité maximale qui se trouvent dans leur historique
ou bien établiraient de nouvelles alliances avec des agents de leur voisinage qui peuvent rejoindre
C
′
1 sans forcément la restructurer.
De plus, en cas de difﬁcultés pour la coalition C
′
1 à réaliser ses actions en raison d’une ampliﬁcation
de la tâche de la coalition ou bien à cause de la disparition de certains agents de la coalition, cela
aurait mené à l’exécution des protocoles de recherche de persistance DEP et WEP pour trouver un
autre état de stabilité de cette coalition.
Ainsi, à chaque événement qui mène à l’instabilité de leur coalition, les agents qui restent dans la
coalition chercheraient toujours à intégrer des agents ﬁables et stables avec qui une alliance non-
dominée pourrait être établie. Ce qui mènerait donc, dans tous les cas, la coalition à converger vers
un équilibre de Nash.
Corollaire 2.3 Chaque fois qu’un ensemble d’agents primaires qui ont des subordonnés disponibles quittent
leur coalition, cette coalition converge toujours vers un état d’équilibre de Nash.
La proposition ci-dessous, revient sur la nécessité et l’intérêt de connaître le niveau seuil du
risque d’échec des coalitions.
Proposition 2.9 Pour assurer la persistance d’une coalition et éviter l’échec de celle-ci, les agents doivent
maintenir le coût de la ou des tâches en termes de ressources utilisées par unité de temps en dessous d’un seuil
critique p connu par tous les agents de la coalition.
Démonstration. Considérons la variable (γ)k≥0=(h¯k − h¯k−1)k≥0 qui modélise l’intervalle de temps
entre deux participations dans une tâche. Cette variable est celle d’une distribution Exponentielle
E(μ). Soit α le coût moyen des tâches en termes de ressources utilisées par unité de temps. Si l’échec
dans l’exécution d’une tâche qui peut entraîner l’échec de la coalition ne peut pas arriver avant
l’instant h¯n, alors nous avons seulement besoin de considérer la séquence des variables aléatoires
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notées Sn qui est le cumul des coûts des participations où S0=0 et ∀n ≥ 1, Sn=∑nk=1[Xk − (p ∗ h¯n)]
(a) Si p < α, alors limn→+∞ Sn=+∞ ∀ R0 ≥ 0, ξCt=1.
(b) Si p=α, alors limn→+∞ in f Sn=−∞ et limn→+∞ supSn=+∞ ∀ R0 ≥ 0, ξCt=1.
(c) Si p > α, alors limn→+∞ Sn=−∞ ∀ R0 ≥ 0, ξCt ≤ 1.
En effet, si p < α, ce résultat découle de la loi des grands nombres. Si p=α, nous remarquons que Sn
est la somme de n variables aléatoires [Xk − (p ∗ h¯n)] identiques et centrées où 1 ≤ k ≤ n. Si p > α,
nous avons limn→+∞ Sn=−∞.
Du fait des contraintes de participation dans une coalition en tant qu’agent primaire ou subordonné,
s’il existe une coalition C instable dans une structure de coalition, cette instabilité n’affecte pas
nécessairement les autres coalitions. Cette remarque s’explique par le fait que :
Si C et C′ existent, alors ∀ ai ∈ Ac et ∀ aj ∈ Ac′ , ai et aj ne sont pas motivés à quitter leur coalition
qui est dans un équilibre de Nash.
Si C devient instable du fait que l’agent ai à quitter le backbone de C, ou bien, à cause d’une
ampliﬁcation de la tâche Tc, alors cette instabilité de C est gérée par les agents du backbone de C
grâce aux protocoles DEP et WEP, sans nécessiter le désengagement des agents n’appartenant pas
à C.
De plus, ∀ aj ∈ Ac′ , la seule chose que l’instabilité de C peut entraîner au pire des cas, c’est la
recherche d’un autre agent subordonné. Cette recherche de subordonné est locale à l’agent qui
l’effectue. D’où le corollaire ci-dessous.
Corollaire 2.4 Dans une structure de coalitions, l’instabilité d’une des coalitions n’affecte pas la stabilité
des autres coalitions même si celles-ci partagent des agents subordonnés avec la coalition instable.
Si deux coalitions C et C′ deviennent instables, alors d’après le protocole WEP :
- les agents de C savent ce qui est requis pour stabiliser C′ - les agents de C′ savent aussi comment
stabiliser C. De là, ∀ ai ∈ Ac et ∀ aj ∈ Ac′ , il a la possibilité de migrer vers l’une des coalitions si cela
lui permet de stabiliser la coalition de destination et de retrouver une récompense que sa coalition
d’origine ne peut plus lui fournir.
Si C et C′ partagent des agents (par exemple, un agent primaire de C est un agent subordonné
de C′, etc.), alors s’ils sont tous les deux instables, ils peuvent s’échanger des agents de manière
transparente si cela permet de stabiliser l’une des coalitions.
Ainsi, s’il y a des coalitions instables, les agents de ces coalitions savent les coalitions capables d’être
stabilisées et ils peuvent faire le choix de les stabiliser même si c’est au détriment de leur coalition
d’origine qui ne peut plus leur fournir les alliances et les récompenses nécessaires au maintien d’un
état d’équilibre de Nash. D’où le corollaire ci-dessous.
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Corollaire 2.5 Si une ou plusieurs coalitions ont atteint leur seuil du risque d’échec, certains échecs de
coalitions peuvent être évités.
2.8 Évaluations de performances
Nous avons effectué un ensemble d’évaluations analytiques et expérimentales de notre méca-
nisme de formation de coalitions. Ceux-ci, aﬁn d’approfondir l’étude de notre mécanisme en plus
de l’analyse théorique proposée dans la section précédente et pour introduire une comparaison
avec d’autres mécanismes de formation de coalitions. Dans l’évaluation analytique, nous montrons
que notre mécanisme permet la formation de coalitions stables et qui continuent à l’être malgré les
changements d’état des tâches (ampliﬁcation ou régression en intensité) ou la dynamique des agents
(aléatoirement disponible ou indisponible). Pour mener cette étude expérimentale, nous avons dé-
veloppé un nouveau simulateur conçu pour tenir compte du contexte dynamique des agents et
des tâches. Les simulations nous permettent de mettre en exergue les propriétés de nos coalitions
persistantes dans un contexte plus réaliste que l’évaluation analytique.
2.8.1 Évaluation analytique de notre mécanisme
Les agents sont déployés dans des composants électroniques. D’après la loi de Weibull (Guerin
et al. 2001)(Hribar et Duka 2010), une méthode qui reconﬁgure une structure électronique après
chaque indisponibilité d’un de ses composants électroniques qui sont dépendants ou non, est dans
un contexte de composants non-remplaçables (contexte série), de ﬁabilité R1(t)=exp−[( λ1tβ ) ∗ (t −
γ)]. Donc, nous pouvons déduire que les méthodes de formation de coalitions qui ne gèrent pas
l’indisponibilité des agents et qui prévoient une restructuration des coalitions à chaque indisponibi-
lité d’un agent comme dans (Shehory et Kraus 1996)(Zick et al. 2012)(Chalkiadakis et al. 2010) sont
aussi dans un contexte série.
Cependant, d’après la loi de Weibull, une méthode comme la nôtre qui tolère et qui propose des
stratégies de substitution des composants indisponibles sans nécessité de reconﬁgurer leur struc-
ture électronique est dans un contexte de composants remplaçables (contexte parallèle), de ﬁabilité
R2(t)=exp−[( λ2tβ ) ∗ (t− γ)].
Ici, λ1= C(ωt)Ns∗ωt et λ2=
C(ωt)
N0∗ωt où C(ωt) est le nombre de composants indisponibles durant l’intervalle
de temps ωt, N0 est le nombre initial de composants électroniques (agents) et Ns est le nombre de
composants électroniques (agents) en état de marche après l’intervalle de temps ωt. Pour faire la
comparaison entre la ﬁabilité R1 et R2, nous avons mené un ensemble de simulations analytiques
pour R1 et R2. Ainsi, les paramètres β, γ et η sont les mêmes pour les simulations avec R1 et R2.
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Ici, 0 ≤ β ≤ 4 caractérise les causes d’indisponibilité des composants (par exemple, manque de
ressources), -∞ ≤ γ ≤ +∞ est le paramètre de position qui indique si les composants utilisés sont
neufs ou pas, et η est le paramètre d’échelle, c’est-à-dire la période durant laquelle on étudie la
structure électronique (par exemple, 2 heures).
Les résultats des simulations sont discutés dans les ﬁgures ci-dessous. Pour ce faire, nous considé-
rons à l’état initial que N0=100. De plus, que les causes d’indisponibilité des composants (agents)
sont aléatoires et inconnues (β=1), que les composants sont neufs (γ=0) et que cette étude est menée
sur une période d’une heure (η=1). Les résultats de la Figure 2.20 montrent que dans un contexte
ou les composants électroniques hébergeant les agents peuvent aléatoirement devenir indisponibles,
notre méthode fournit une ﬁabilité plus grande que les méthodes actuelles (R2 > R1).
Figure 2.20 – Fiabilité d’exécution des tâches en fonction du taux de défaillance des composants hébergeant
les agents.
Dans un autre ensemble de simulations analytiques où nous maintenons N0=100, γ=0, η=1, nous
cherchons à étudier la ﬁabilité des agents avec notre mécanisme lorsque la cause de l’indisponibi-
lité des agents (β) est aléatoire et suit une des distributions de probabilité très souvent utilisées à
savoir : la distribution de probabilité Normale (panne ∼ N(μ, σ2) où μ=0.5 et σ=0.1), la distribution
de probabilité Uniforme (panne ∼ U(a, b) où a=0 et b=10), la distribution de probabilité de Poisson
(panne ∼ P(λ) où λ=0.5) ou la distribution de probabilité Brownienne ((Bt)t>0 où t est le paramètre
temps).
En évaluant les pourcentages des différents paramètres (R1, R2 et Pannes) en fonction des états de
simulations, les Figures 2.21, 2.23, 2.22 et 2.24, montrent que même si l’indisponibilité des agents
suit des distributions de probabilité bien connues, notre mécanisme de formation de coalitions reste
toujours plus ﬁable à produire des coalitions stables.
Ainsi, ces résultats issus des simulations analytiques prouvent que dans le cas où des composants
électroniques hébergeant des agents ont des indisponibilités aléatoires, notre mécanisme de forma-
tion de coalitions stables (R2) donne une meilleure ﬁabilité que tous les mécanismes qui ne tiennent
pas compte de ces indisponibilités et qui restructurent les coalitions à chacune de leur occurrence.
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Figure 2.21 – Comparaison entre R1 et R2 lorsque au ﬁl du temps l’indisponibilité des agents (panne) suit
une distribution de probabilité Normale.
Figure 2.22 – Comparaison entre R1 et R2 lorsque au ﬁl du temps l’indisponibilité des agents (panne) suit
une distribution de probabilité de Poisson.
Figure 2.23 – Comparaison entre R1 et R2 lorsque au ﬁl du temps l’indisponibilité des agents (panne) suit
une distribution de probabilité Uniforme.
Dans la section suivante, nous effectuons un ensemble de simulations expérimentales pour mettre
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Figure 2.24 – Comparaison entre R1 et R2 lorsque au ﬁl du temps l’indisponibilité des agents (panne) suit
une distribution de probabilité Brownienne.
en exergue la capacité de notre mécanisme à produire des coalitions persistantes dans un état
d’équilibre de Nash.
2.8.2 Évaluation expérimentation de notre mécanisme
Nous supposons que les agents sont intégrés dans des composants électroniques (Smartphones,
robots, capteur, ...) autonomes qui sont déployés dans des zones sinistrées. Nous considérons une
ville où une coordination est nécessaire pour les évacuations de personnes et une extinction des
incendies. Un agent est déployé dans chacun des composants électroniques mis à la disposition des
intervenants. L’état de chaque tâche (ampliﬁcation, régression, stationnaire) a une évolution non-
déterministe même si celle-ci est prise en charge par les secours. Chaque tâche est assignée à un
agent qui doit utiliser ses stratégies aﬁn d’arriver à former une coalition pour permettre son exé-
cution. À titre d’exemple, une tâche de prise en charge d’un immeuble en feux peut avoir comme
sous-tâches : - la recherche de survivants, - l’évacuation des survivants, - l’extinction des différents
foyers du feu, - la mise en place d’un cordon de sécurité, etc.
Une stratégie d’un agent peut être : (1) l’utilisation d’alliances précédemment établies, (2) le calcul et
l’utilisation de l’information sur le risque que la tâche devienne incontrôlable, (3) la négociation du
délai de participation avant l’établissement d’une alliance sachant le temps d’exécution stochastique
de la tâche (cf. équation 2.4), (4) l’utilisation d’une demande de recommandation.
Durant les négociations pour la formation d’une coalition, chaque agent qui devient agent primaire
de la coalition doit avoir au moins une ressource dont la coalition à besoin, être responsable de la
tâche ou sous-tâche dans laquelle il participe, trouver un agent subordonné et des ressources en cas
de nécessité de stabilisation de leur coalition. Cela est identique à ce qui se passe dans un contexte
réel d’assistance en situation de crise, , où il y a un ensemble d’intervenants (pompiers, médecins,
etc.) qui doivent se déployer dans une zone sinistrée, coordonner leurs actions et leurs informa-
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tions, gérer les tâches qui leur sont assignées, etc. tout cela de manière décentralisée sans contrôle
centralisé entre les intervenants. De plus, suivant le contexte dans lequel se trouve l’intervenant à
un instant donné, il doit décider dans quel groupe (coalition) participer aﬁn d’être le plus efﬁcace,
avec qui se synchroniser et échanger des informations, etc. en considérant bien sûr ses contraintes
de ressources et les contraintes de temps des tâches.
2.8.2.1 Méthodologies
Nous avons développé notre propre simulateur sous Java vu que les travaux actuels du domaine
ne tiennent pas compte du contexte dynamique des agents et des tâches que nous considérons.
Dans nos simulations, les agents sont autonomes et égoïstes. Aléatoirement, un agent peut initier
une demande de coalitions, il peut aussi participer ou non à une tâche. La localisation et les res-
sources requises pour une tâche sont aussi générées de la même manière. Le nombre d’agents dans
l’environnement est choisi entre 10 et 100 et le nombre de tâches simultanées dans l’environnement
est compris entre 3 et 8 tâches. Les propriétés de chaque tâche sont générées aléatoirement. Les
simulations sont effectuées sur une machine Intel i7 (4 GHZ) avec 4GB de RAM.
Un agent qui a une tâche pour laquelle il est nécessaire de former une coalition va initier une né-
gociation décentralisée en utilisant ses stratégies, en tenant compte de ses contraintes et de celles
de la tâche, tout en cherchant à maximiser sa récompense. Il en est de même pour les agents qui
participent dans les négociations et la coalition.
Les négociations et les coalitions sont gérées de manière décentralisée pour que la stabilité des coa-
litions soit moins difﬁcile à atteindre et à maintenir. Ainsi, un agent primaire, pour des besoins de
stabilité, peut négocier séparément avec sa vue. Cependant, les agents primaires qui sont dans la
même coalition doivent synchroniser leurs connaissances à propos de la stabilité de leur coalition
et de l’exécution de la ou des tâches de cette coalition.
Par ailleurs, les négociations sont soumises à des contraintes temporelles. Les récompenses et les
alliances sont modélisées par des fonctions qui dépendent du temps. Au cours du processus de for-
mation des coalitions ou bien une fois que les coalitions sont formées, les ressources disponibles
évoluent dynamiquement en fonction de la disponibilité des agents et de l’exécution des tâches.
Aléatoirement, nous désactivons un ensemble d’agents de ces coalitions (agents du backbone ou des
agents subordonnés) pour simuler l’indisponibilité des agents, des ressources et de la topologie ré-
seau des composants électroniques.
Les messages sont librement échangés entre les agents en respectant le mode non-return broadcast et
le TTL (Time To Live) des messages. Notons que, même s’il y a sufﬁsamment de ressources dans
l’environnement de déploiement des agents, leurs localisations et leurs disponibilités ne sont pas
connues à l’avance. À cela s’ajoute, l’impossibilité de savoir à l’avance si les agents seront favorables
à une coalition ou pas, car les agents sont autonomes et égoïstes avec des disponibilités aléatoires.
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Les scénarios expérimentaux sont répétés avant chaque simulation ou ensembles de simulations en
fonction des propriétés du mécanisme de formation de coalitions que nous voulons examiner.
2.8.2.2 Résultats
La ﬁgure 2.25 montre le pourcentage de coalitions formées et de coalitions stables malgré la dyna-
mique des tâches et la disponibilité aléatoire des agents (pannes) qui suit la distribution de Poisson
(panne ∼ P(0.5)). Nous observons que tant qu’il y a sufﬁsamment de ressources (40 agents), le taux
de stabilisation des coalitions est toujours supérieur à 70 %. Cependant, s’il n’y a pas sufﬁsamment
de ressources pour l’ensemble des coalitions (< 20 agents), 50 % des coalitions seront néanmoins
stabilisées.
Figure 2.25 – Pourcentage de stabilisation des coalitions sachant que l’indisponibilité aléatoire des agents
suit une distribution de Poisson P(0.5).
Dans la suite, nous présentons le taux de stabilisation d’un ensemble de coalitions (Figure 2.26),
c’est-à-dire la probabilité d’avoir, Φi/i ∈ [1, 3], coalitions stables en fonction des Ratios lorsque l’in-
disponibilité aléatoire (panne) des agents suit une distribution Normale, panne ∼ N(0.5, (0.1)2). Le
Ratio est égal au nombre de ressources disponibles sur le nombre total de ressources nécessaires
pour former la coalition.
Par exemple, s’il y a trois coalitions à former dans un environnement comportant 25 agents qui
peuvent rejoindre chacune des trois coalitions, si la première coalition nécessite 10 agents, la se-
conde coalition 8 agents et la troisième coalition 12 agents, alors le ratio dans un tel environnement
est de : 2510+8+12=
25
30=0, 833.
Le temps moyen nécessaire pour former ces coalitions stables est présenté dans la Figure 2.27. Ces
résultats sont une moyenne de 10 simulations pour chaque Ratio de l’environnement.
Dans la simulation suivante (Figure 2.28), nous considérons initialement 20 agents de disponibilité
aléatoire panne ∼ N(0.5, (0.1)2). Nous lançons 6 tâches de manière séquentielle suivant les conﬁgu-
ration décrites dans le tableau 2.3. Nous comparons le temps nécessaire pour former une coalition
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Figure 2.26 – Niveau de stabilité garanti suivant les ratios lorsque les indisponibilités des agents suivent
une distribution Normale panne ∼ N(0.5, (0.1)2).
Figure 2.27 – Le temps moyen nécessaire pour former Φi/i ∈ [1, 3] coalitions stables suivant les ratios et
quand les indisponibilités des agents suivent une distribution Normale panne ∼ N(0.5, (0.1)2).
avec notre mécanisme avec le temps nécessaire pour les autres mécanismes qui procèdent en cal-
culant l’ensemble des coalitions stables avant de commencer leurs négociations et leurs formations
(noté CS dans la ﬁgure 2.28). Le mécanisme de (Chalkiadakis et al. 2012) en est un exemple. Les
conﬁgurations avant chaque simulation :
Nombre de simulations 1 2 3 4 5 6
Nombre d’agents 10 20 40 60 80 100
Distribution de probabilité Normale N(0.5, (0.1)2)
Table 2.3 – Les différentes conﬁgurations des six simulations séquentielles lorsque les indisponibilités des
agents suivent une distribution de Poisson P(0.5).
La ﬁgure 2.28 montre qu’après la deuxième tâche, notre méthode donne des temps de formation
de coalitions plus petits. Au début, les deux mécanismes ont presque les même temps, cependant,
notre mécanisme de formation de coalitions n’utilise aucune connaissance a priori ce qui n’est pas
le cas des autres mécanismes de formation de coalitions.
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Figure 2.28 – Comparaisons des temps nécessaire pour former les coalitions.
Dans un tel contexte d’environnement dynamique avec plusieurs facteurs imprévisibles sur les
tâches et sur les agents, ces résultats expérimentaux s’expliquent sans nul doute par le fait que :
- Notre mécanisme est complètement décentralisé lors des négociations. Pour rappel, chaque agent
qui accepte d’être dans le backbone de la coalition fait des négociations en parallèle pour que la
coalition soit validée et quelle reste stable durant toute l’exécution des tâches de la coalition.
- La construction dynamique des historiques permet à chaque agent de connaître dynamiquement la
ﬁabilité, la probabilité de stabilité et la ou les alliances qu’il a avec chaque agent voisin ou non, de
connaître les agents avec qui il est préférable de coopérer aﬁn d’obtenir une coalition persistante.
À cela s’ajoute le fait que le mécanisme de recommandation permet aussi à un agent d’utiliser son
historique pour faciliter ses recherches pour la formation d’une coalition persistante.
Nous étudions dans les simulations ci-dessous, l’inﬂuence du calcul du vecteur invariant des tâches
pour l’obtention de la stabilité des coalitions fournies par notre mécanisme lorsque les indisponibili-
tés (pannes) des agents suivent une distribution Normale (panne ∼ N(0.5, (0.1)2)). Dans la légende
des ﬁgures ci-dessous, P1 signiﬁe que, seule une tâche sur les trois a une probabilité de devenir
incontrôlable, Π2 supérieure ou égale à 0.5. P2 signiﬁe que, les deux tâches sur les trois ont une
probabilité de devenir incontrôlables, Π2 supérieure ou égale à 0.5. P3 signiﬁe que, toutes les trois
tâches ont la même probabilité de devenir incontrôlables, c’est-à-dire, Π2 identique pour les trois
tâches.
Ces ﬁgures montrent que, l’utilisation des chaînes de Markov (MDP) pour la détermination des
différents vecteurs invariants des tâches dynamiques est adaptée à notre contexte d’étude, car :
- elle permet aux agents d’avoir les mêmes connaissances sur les risques et urgence des tâches et la
nécessité de trouver plus de ressources pour assurer la stabilité des coalitions sans que les agents
aient à communiquer.
-Les agents cherchent toujours à former des coalitions stables pour toutes les tâches urgentes au
regard de leur risque de devenir incontrôlable. La valeur du risque est obtenue après calcul du
vecteur invariant et des ratios.
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Figure 2.29 – Probabilité d’obtenir une coalition stable sachant les probabilités P1, P2 et P3.
Figure 2.30 – Probabilité d’avoir deux coalitions stables sachant les probabilités P1, P2 et P3
Figure 2.31 – Probabilité d’avoir trois coalitions stables sachant les probabilités P1, P2 et P3.
La Figure 2.29 montre que, lorsque c’est uniquement l’une des tâches qui a un risque de devenir
incontrôlable supérieur à 0.5, alors les agents décident avec une très grande probabilité de former
une coalition stable pour cette tâche plus prioritaire avant de former les coalitions des autres tâches
dont les risques de devenir incontrôlable sont plus faibles.
Si deux des tâches ont des risques de devenir incontrôlables supérieurs à 0.5, la Figure 2.30 montre
que, ces deux tâches vont recevoir la même attention. Par conséquent, les agents vont former les
deux coalitions pour ces deux tâches avant de gérer la troisième tâche qui est moins prioritaire.
Ce qui fait que sur cette ﬁgure, on observe la diminution des probabilités de former des coalitions
stables qui dépendent aussi des ratios de l’environnement de déploiement. Cette diminution des
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probabilités de former des coalitions stables et plus visible dans la Figure 2.31 car en fonction des
ratios, les agents cherchent à former toutes les coalitions nécessaires aux trois tâches qui ont des
probabilités de devenir incontrôlables supérieures à 0.5. Cependant, le fait que dans cette ﬁgure,
P2 est au-dessus de P1 qui est à son tour au-dessus de P3, cela signiﬁe que quand les ratios ne
permettent pas de former toutes les coalitions stables nécessaires aux trois tâches, les agents vont
chercher le maximum de coalitions stables possibles en fonction de la difﬁculté à former ces coali-
tions stables et en fonction des ratios de l’environnement de déploiement.
Une coalition est considérée comme simple à former et à stabiliser si les agents qui cherchent à
former la coalition sont ﬁables, avec une grande probabilité de stabilité et avec des alliances qui
peuvent leur permettre de trouver plus de ressources en utilisant leurs alliances ou des demandes
de recommandations.
Dans la suite, nous montrons l’intérêt d’utiliser notre protocole d’exploration localisée (DEP) et
notre protocole d’exploration étendue (WEP) dans un contexte dynamique comme le nôtre où il
n’y a aucune connaissance a priori sur l’évolution des tâches et sur les indisponibilités des agents
égoïstes. Pour ce faire, nous étudions d’abord les performances de notre mécanisme de formation
de coalitions lorsqu’il n’est pas nécessaire d’assurer la persistance des coalitions stables, avant de
le comparer au cas où il est nécessaire d’assurer la persistance des coalitions en utilisant notre mé-
canisme de formation de coalitions. Cette étude est menée dans un contexte où les indisponibilités
(pannes) des agents suivent une distribution de probabilités Normale (panne ∼ N(0.5, (0.1)2)). Un
exemple avec cinq tâches dans l’environnement de déploiement des agents est présenté dans la
Figure 2.32, où nous étudions les temps nécessaires pour former et stabiliser les cinq coalitions cor-
respondant aux cinq tâches. Φi mesure la probabilité d’avoir i ∈ [1, 5] coalition(s) stable(s).
Figure 2.32 – Temps nécessaires pour former cinq coalitions stables lorsque les protocoles d’exploration DEP
(Depth Exploration Protocol) et WEP(Width Exploration Protocol) sont utilisés.
Une étude similaire est menée avec huit tâches comme le montre la Figure 2.33. Φi mesure la pro-
babilité d’avoir i ∈ [1, 8] coalition(s) stable(s). Ces résultats illustrent l’importance de nos protocoles
d’exploration pour raccourcir les temps nécessaires à la formation où à la stabilisation dynamique
des coalitions dans un contexte dynamique et incertain comme le nôtre.
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Figure 2.33 – Temps nécessaires pour former huit coalitions stables lorsque les protocoles d’exploration DEP
(Depth Exploration Protocol) et WEP(Width Exploration Protocol) sont utilisés.
La comparaison entre la Figure 2.34 et la Figure 2.35 ou entre la Figure 2.36 et la Figure 2.37 montre
que nos protocoles d’exploration localisée et d’exploration étendue rendent possible la stabilisation
dynamique des coalitions et une convergence rapide vers des coalitions Nash-stables (dans un équi-
libre de Nash) dès que les ratios sont égaux à 1.6. Par ailleurs, nous avons un temps raisonnable t :
t ∈ [2s, 6s] (cf. Figure 2.32) pour cinq coalitions et t ∈ [6s, 8s] (cf. Figure 2.33) pour huit coalitions
(avec une coalition formée pour chaque tâche).
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2.8.3 Évaluation du coût des messages
Dans cette étude, nous ne considérons que les messages envoyés par chaque agent, car les coûts
sont plus élevés du point de vue des ressources réseaux utilisées et des ressources énergétiques des
composants électroniques ad-hoc où les agents sont déployés (Smartphone, capteur, robot, etc.).
Pendant les négociations, pour un agent voisin d’un agent qui a initié la négociation, le nombre de
messages envoyés est égal au minimum à 1 (acceptation d’une offre ou une recommandation) et au
maximum 3 (établissement d’une alliance, acceptation d’une offre et une recommandation). Pour un
agent initiateur d’une demande de formation d’une coalition, le nombre de messages envoyés est
égal au minimum à 1+n (déclaration de la demande coalition et acquittement des réponses ayant
permis l’obtention des n ressources requises pour sa coalition) et au maximum à 3+n (envoie des
trois déclarations possibles pour une demande de coalition (cf. algorithme 2 ligne 16 et 17) avant de
pouvoir acquitter les n ressources requises pour sa coalition).
Soit, Msgemitinit le nombre de messages envoyés par un agent initiateur lors d’une demande de coali-
tion et Msgemit le nombre de messages envoyés par un agent autre que l’initiateur de la demande de
formation d’une coalition. Soit, card(ϑai )=n où ai est l’agent initiateur de la demande de formation
d’une coalition. Ainsi, ai doit envoyer au maximum 3 + n messages pour recevoir n messages de
réponses à acquitter. D’où, Msgemitinit =3 + n + n. Chaque agent aj ∈ ϑai qui veut participer dans la
coalition de l’agent ai doit envoyer au maximum 3 messages avant de chercher un agent subordonné
et de recevoir au plus m messages à acquitter, en supposant qu’il a card(ϑaj)=m agents voisins. Ce
qui fait que, Msgemit=3m.
Soit, M¯sg le coût maximum en termes de messages envoyés durant tout un processus de formation
de coalitions. Alors, M¯sg=3 + n + n + 3m si m ≈ n, Max(M¯sg)=5n + 3 c’est-à-dire M¯sg est aussi
borné.
Le coût d’une synchronisation du backbone est aussi borné et dépend de deux conﬁgurations réseaux
extrêmes.
1- Topologie maillée : Chaque agent ai ∈ A′ qui est dans le backbone qui initie une demande de
synchronisation de connaissances (par exemple, stabilité du backbone, disparition d’agents, ...),
n’envoie qu’un message pour joindre tous les agents du backbone. Ainsi, M¯sg=1.
2-Topologie linéaire (topologie en bus) : Chaque agent ai ∈ A′ du backbone qui initie une demande
de synchronisation de connaissances va générer des messages en cascades entre les autres agents
du backbone. Ce qui va engendrer un coût total de synchronisation égal à M¯sg=n− 1 si card(A′)=n
(c’est-à-dire, n agents dans le backbone).
Ainsi, pour toutes les topologies réseaux intermédiaires entre les deux topologies ci-dessus, le coût
des messages M¯sg est borné tel que 1 ≤ M¯sg ≤ n− 1.
Cette étude des interactions entre agents montre que, notre mécanisme de formation de coalitions
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prend aussi en compte les contraintes de ressources des équipements ad-hoc qui hébergent les
agents, les contraintes de ressources réseaux et les coûts de communication des agents.
Conclusion du chapitre
La formation de coalitions est une importante approche qui vise à faciliter la collaboration et la
coordination des agents d’un système multi-agent où chaque agent a un but à atteindre.
Toutefois, dans la plupart des scénarios réalistes, comme celui de cette étude (déploiement des
agents dans un environnement sinistré), seul un certain nombre d’agents sont capables de coopé-
rer et d’initier des actions collectives. Pour entreprendre ces actions collectives, les agents doivent
trouver un état de consensus qui est bénéﬁque pour chacun d’eux, d’établir des accords sur ces
consensus et coordonner les actions de chaque membre de manière collective. Cela implique que
la formation de coalitions d’agents ne peut pas se faire de manière arbitraire par des agents qui ne
sont pas connectés ou liés les uns aux autres. La plupart des mécanismes de formation de coalitions
actuelles prennent en considération ces contraintes, ouvrant ainsi d’autres axes de recherche pour
l’aide à la prise de décision des humains dans des contextes où des humains ayant des équipements
communicants doivent établir des équipes efﬁcaces et aptes à réaliser leurs tâches et à atteindre
leurs buts.
Cependant, plusieurs contextes d’évolution des applications concrètes sont caractérisés par une dy-
namique des tâches à réaliser et par des changements parfois imprévisibles de leurs actions pour
s’adapter à leur environnement dû au fait que les humains sont le plus souvent autonomes et libres
de participer à l’exécution des tâches ou non. Ainsi, utiliser des techniques de coordination multi-
agent fondées sur la formation de coalitions pour les contextes réalistes, requière un mécanisme de
formation de coalitions dynamique susceptible d’engendrer des coalitions capables de se stabiliser
dynamiquement.
Pour cette raison, ce travail a abordé un problème original et difﬁcile pour la formation de coalitions
stables où la robustesse face aux événements dynamiques (indisponibilité des agents, ampliﬁcation
des tâches, etc.) et la stabilité des coalitions sont difﬁciles à prévoir avant le début de l’exécution
des tâches du fait des incertitudes sur les indisponibilités des agents et sur les tâches stochastiques.
Ce qui nous a amené à proposer un mécanisme de formation de coalitions dynamique fondé sur : 1-
notre mécanisme de recommandation, 2- un ensemble de lois de probabilité, 3- les chaînes de Markov
pour le calcul du risque de dissolution des coalitions aﬁn de simpliﬁer la recherche des consen-
sus entre les agents et la formation dynamique de coalitions qui sont dans un état d’équilibre de
Nash. Nous avons aussi proposé deux protocoles d’exploration pour permettre une stabilisation
dynamique des coalitions au ﬁl des événements impliquant les agents ou les tâches, c’est-à-dire
la formation de coalitions persistantes. Le premier est un protocole d’exploration localisée nommé
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DEP (Depth Exploration Protocol) et le second est un protocole d’exploration étendue nommé WEP
(Width Exploration Protocol). Nos résultats analytiques et expérimentaux montrent l’efﬁcacité de notre
mécanisme décentralisé lorsqu’il est nécessaire de former des coalitions stables du point de vue de
Nash et lorsqu’il est nécessaire de maintenir leur persistance dans un contexte dynamique et incer-
tain.
Ce travail soulève aussi quelques directions de recherche non moins importantes. L’une des plus
importantes est, la recherche de coalitions capables de s’auto-stabiliser dynamiquement où le bien-
être social des agents est maximisé et où il y a des incertitudes sur les dépendances des agents,
sur les tâches et sur les externalités des coalitions qui dépendent à la fois des agents et des tâches
stochastiques.

3 Formation de coalitions A-core : S-NRB
Dans ce chapitre, nous nous concentrons sur la mise en œuvre d’un mécanisme décentralisé de forma-
tion de coalitions stables dans un contexte de tâches stochastiques qui tient compte des incertitudes - sur
les dépendances des agents, - sur les conﬂits dus aux préférences des agents et - sur la disponibilité im-
prévisible des agents. Nous ne supposons aucune connaissance a priori sur les coalitions stables à former.
Par ailleurs, nous considérons qu’il n’est pas possible de calculer de façon centralisée ces coalitions avant
le début de l’exécution des tâches en raison des incertitudes des agents et la contrainte de temps des tâches
stochastiques. Les différences principales par rapport au chapitre précédent sont qu’ici, nous recherchons
des coalitions stables au sens du Core et nous tenons compte des dépendances entre les agents. Le mé-
canisme de formation de coalitions stables que nous proposons est dit S-NRB (Sequential Non-Return
Broadcast) et permet de former des coalitions dites A-core, c’est-à-dire, Core-stable et Auto-stables. Notre
mécanisme S-NRB combine les méthodes de la théorie des jeux avec les lois de probabilités pour atteindre
les coalitions stables requises. L’analyse théorique et les expérimentations montrent que S-NRB surmonte
dynamiquement les incertitudes des agents et des tâches et favorise l’établissement des coalitions A-core.
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3.1 Objectifs et approche générale
Les réseaux de Smart-phones, de robots et de capteurs qui améliorent la sécurité et les prises de
décision des humains, soulèvent certains questionnements dans plusieurs domaines de recherche
dont les systèmes multi-agents. Pour cette raison, plusieurs applications multi-agents actuelles axent
leurs solutions dans un contexte où les agents sont déployés dans des robots autonomes et dans des
dispositifs personnels connectés.
Les objectifs des agents peuvent être divers, par exemple, dans les situations de sinistres, il s’agira
de fournir une meilleure coordination des secours par l’établissement de réseaux ad-hoc et de fa-
voriser l’émergence de décisions pertinentes qui tiennent compte des préférences et des capacités
des intervenants et des robots. Dans ces contextes, lorsque chaque agent est déployé dans un seul
composant ad-hoc (e.g. PDA, capteur, Smartphone, robot), son but est de maximiser l’utilité et l’ef-
ﬁcacité de son intervenant (e.g. robot, secouriste humain) favorisant les travaux en équipe d’agents
(coalitions) en cas de nécessité.
Plusieurs mécanismes de formation de coalitions ont été étudiés dans le domaine des agents (e.g.,
(Sandholm et al. 1999)(Shehory et Kraus 1998)), cependant, un ensemble d’aspects intéressants qui
sont sous-jacents à l’utilisation de tels réseaux ad-hoc pour le déploiement des agents, restent fai-
blement explorés.
La principale contribution de ce chapitre est la proposition d’un mécanisme de formation de coa-
litions core stables qui est adaptatif, décentralisé et asynchrone. La propriété adaptative de notre
mécanisme signiﬁe que les coalitions core stables doivent pouvoir se stabiliser dynamiquement en
fonction du contexte des agents. Par mécanisme décentralisé, nous sous-entendons qu’en aucun cas
les interactions entre les agents ou les calculs ne doivent être centralisés.
Plus en détail, nous proposons un mécanisme de formation de coalitions décentralisé et asynchrone
appelé S-NRB (Sequential Non-Return Broadcast) qui se fonde sur des négociations multilatérales et
tient compte - des incertitudes sur les dépendances qui existent entre les agents, - des préférences
des agents et de leur disponibilité aﬁn que les coalitions requises soient stables pour l’exécution
des tâches stochastiques. En distribuant le contrôle et les prises de décisions des agents, notre mé-
canisme S-NRB garantit une convergence vers des coalitions core stables malgré les changements
dynamiques du contexte des agents (tâches et voisinages). S-NRB associe : - les lois de probabilités
pour prédire les changements qui vont s’opérer sur les tâches et sur la disponibilité des agents, et
- les méthodes de la théorie des jeux pour trouver l’ensemble des agents qui peuvent former des
coalitions core stables en proﬁtant des dépendances et de la structure en réseau des agents.
Le contexte applicatif qui nous sert d’exemple illustratif est un environnement de sinistre où les
agents sont déployés dans des nœuds ad-hoc (e.g. PDAs, capteurs, Smart-phones) qui ont des dis-
ponibilités aléatoires, où il est impossible de prédire a priori les interdépendances des agents et les
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stratégies de collaboration à établir avant le début de l’exécution des tâches stochastiques. Nous
considérons aussi que, le contexte est ouvert (un nœud ad-hoc peut aléatoirement quitter ou re-
joindre l’environnement de déploiement).
Les interdépendances peuvent provenir du fait que des intervenants de spécialités différentes (e.g.
pompiers, organismes de secours, volontaires, etc.) qui ont des composants électroniques qui hé-
bergent des agents dans leur kit de secours, doivent prendre des décisions en fonction : - de leur
groupe d’appartenance avant le déploiement sur le terrain et - des informations contextuelles aux-
quelles se référent les agents. Il est clair que dans un tel contexte, ces composants ad-hoc intégrés
dans les kits d’assistances ne peuvent pas avoir des ressources énergétiques et une puissance de
calcul illimitée. De plus, ils doivent tenir compte de la portée limitée de leur signal et de leur in-
disponibilité temporaire ou déﬁnitive (e.g. pannes, dysfonctionnement électronique, etc.). En toute
rigueur, il n’est pas abusif de considérer que ces composants électroniques et ces intervenants n’ont
pas de connaissances a priori sur les tâches à exécuter ou sur les coalitions (équipes) à former.
3.2 Concepts de notre modèle
Nous déﬁnissons une tâche stochastique comme un ensemble d’actions non-déterministes à
exécuter pour résoudre un problème qui peut changer d’états d’un instant à l’autre, par exemple,
les actions à effectuer pour éteindre un feu qui peut s’ampliﬁer, rester stationnaire ou régresser.
Le but d’un agent est d’exécuter un ensemble d’actions non-déterministes pour maximiser son
utilité.
Formellement, soit A={a1, ..., an} un ensemble des agents de l’environnement multi-agents où
chaque ai ∈ A : i ∈ [1, |A|] est un agent égoïste déployé dans un unique composant ad-hoc. Par
C, nous déﬁnissons une coalition telle que C={Ac, Gc, Tc,Vc}, où Ac ⊂ A={a1, a2, ..., ak} est un
ensemble d’agents qui partagent la coalition C et qui ont comme ensemble de buts Gc ⊆ {Gai :
i ∈ N, ai ∈ Ac}. Tc déﬁnit un ensemble de tâches stochastiques à exécuter par la coalition C et Vc
est la récompense associée à la coalition C après l’exécution de Tc. La déﬁnition d’une tâche est
telle que donnée dans le chapitre précédent.
En raison du contexte incertain et dynamique considéré, les paramètres essentiels que nous prenons
en compte pour un agent ai s’expriment à un instant t sous la forme : {Rai , Auttai , Hsai , ϑtai ,Uai , LNetai }.
Pour l’agent ai, l’information Rai décrit sa ressource et Aut
t
ai son autonomie énergétique à l’instant
t. Hsai représente son historique. Ces paramètres sont déjà déﬁnis dans le précédent chapitre. La
déﬁnition de la notion de vue ϑtai d’un agent ai à l’instant t reste aussi la même, cependant dans la
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formalisation, un agent n’a plus besoin de vériﬁer les alliances qu’il partage avec un agent dès que
ce dernier est dans son voisinage (cf. ﬁgure 3.1).
Uai est la fonction d’utilité de ai et L
Net
ai déﬁnit, à un instant t, le niveau de dépendance de l’agent
ai par rapport aux autres agents de son voisinage ϑtai dans une structure réseau notée Net.
Déﬁnition 3.1 La fonction d’utilité Uai d’un agent ai s’exprime sous la forme Uai=∑
∞
c=1 u
ai
c où u
ai
c est son
utilité suite à sa participation à la coalition C. Utai est la valeur de la fonction d’utilité de l’agent ai à l’instant
t.
Les agents utilisent les processus de négociation pour former des coalitions stables qui maxi-
misent leur récompense dans chacune de leurs coalitions malgré les incertitudes et la dynamique
du contexte de déploiement. La récompense d’un agent ai dans une coalition C est notée vai , celle
de la coalition C s’exprime par Vc=∑ai∈c vai .
Déﬁnition 3.2 La fonction d’utilité qu’un agent ai cherche à maximiser en participant dans la coalition C
s’écrit :
uaic = vai − Costaic (3.1)
Cette fonction d’utilité est une information privée vue que la fonction de coût Costaic est aussi privée. La seule
connaissance partagée par les agents est la récompense attendue par la coalition Vc une fois que la tâche Tc
est réalisée.
Déﬁnition 3.3 Soit LNetai les dépendances de ai avec les agents de sa vue ϑ
t
ai qui forment une quelconque
structure réseau Net telle que ϑtai ⊆ Net.
∀ai ∈ Net, ∃ LNetai telle que LNetai = {γNetai , HNetai , SNetai }.
γNetai est l’ensemble des agents dont dépend ai. S
Net
ai est l’ensemble des agents qui dépendent de ai.
HNetai =(ϑ
t
ai \ γNetai ) \ SNetai est l’ensemble des agents qui ont la même importance que ai dans l’environne-
ment de déploiement.
Cette formulation des dépendances possibles pour un agent s’explique par le fait que, dans un
environnement sinistré, des intervenants peuvent être sous les ordres d’un ensemble de leaders ou
peuvent simplement avoir des accords antérieurs auxquels ils doivent tenir compte au moment du
déploiement. De plus, certains intervenants peuvent n’être que des volontaires indépendants.
Exemple 3.1 Considérons le déploiement des agents ci-dessous :
Si nous considérons que, a2 et a3 dépendent seulement de a6 et que le reste des agents sont uniquement des
voisins, alors :
LNeta1 ={{∅}, {a5, a6}, {∅}} LNeta2 ={{a6}, {a3}, {∅}}
LNeta3 ={{a6}, {a2}, {∅}} LNeta4 ={{∅}, {a5}, {∅}}
LNeta5 ={{∅}, {a1, a4}, {∅}} LNeta6 ={{∅}, {a1}, {a2, a3}}
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Figure 3.1 – Répartition (Net) des agents dans l’environnement de déploiement. La ﬁgure suggère que,
ϑta1={a5, a6}, ϑta2={a6, a3}, ϑta3={a2, a6}, ϑta4={a5}, ϑta5={a1, a4} et ϑta6={a1, a2, a3}. Le trait entre les
agents a6 et a2 et celui entre les agents a6 et a3 matérialisent le fait que c’est a6 qui gère la participation
des agents a2 et a3 dans l’environnement de déploiement.
Ainsi, les agents doivent aussi tenir compte de ces dépendances pour déterminer leurs préfé-
rences et leurs interactions prioritaires ou interdites lorsqu’ils cherchent à maximiser leur utilité.
Nous réutilisons aussi les notions de probabilité de stabilité, de ﬁabilité et d’alliances déjà in-
troduites dans le chapitre précédent.
Avec ces exigences et ces incertitudes, nous présentons dans la section suivante, notre nou-
veau mécanisme de formation de coalitions stables appelé S-NRB qui se fonde sur des négociations
multilatérales. Mécanisme qui cherche une convergence rapide vers des coalitions core stables, lors
des phases d’exécution des tâches stochastiques.
3.3 Mécanisme de formation de coalitions
Nous présentons un ensemble de stratégies de négociation que les agents utilisent aﬁn de sur-
monter leurs incertitudes relatives à leurs disponibilités, leurs préférences et aux tâches à réaliser.
L’objectif est de trouver le ou les meilleures coalitions stables qui maximisent le bien-être social des
agents (coalitions core stables) et qui peuvent se stabiliser dynamiquement (coalitions A-cores).
Déﬁnition 3.4 Soit une coalition C et EC un ensemble de coalitions.
Si C ∈ EC est une coalition A-core, alors :
- Il n’existe aucun agent ou groupe d’agents qui a la possibilité d’augmenter son utilité en changeant de
coalition, c’est-à-dire, ∀ ai ∈ C et ∀ C,C′ ∈ EC, uaic ≥ uaic′ .
- Tout agent de C a une alliance non-dominée avec au moins un agent de C, c’est-à-dire,
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∀ ai ∈ C, ∃Alai ,aj : aj ∈ C.
- Les agents de C forment un ensemble connexe, c’est-à-dire, ∀ ai ∈ C, ∃aj ∈ ϑtai : aj ∈ C.
Notre mécanisme de formation de coalitions S-NRB est fondé sur : - un principe de sondage
parallèle et asynchrone et - un ensemble de règles aﬁn d’éviter des offres erronées ou en boucles
dues aux incertitudes et aux dynamiques du contexte considéré.
Pour ce faire, les agents utilisent des offres composées.
Déﬁnition 3.5 L’offre composée pour la formation d’une coalition C d’un agent ai est notée O
ai
c . Formel-
lement, Oaic ={{Bi, Bj, Bk, ...}, {plai}} : Bi=(Ri,Δi,Ui). Bi est un but à atteindre par l’offre qui spéciﬁe, la
ressource Ri requise pour Tc, les contraintes Δi de Bi et la récompense Ui associée à Bi. plai={ai, aj, ak, ...} :
ai ∈ A désigne une liste de sondage qui permet de savoir dynamiquement à un instant donné, les agents qui
acceptent de s’associer pour un but de l’offre de ai.
Déﬁnition 3.6 Deux agents aj et ak sont en conﬂit pour une offre composée O
ai
c , lorsque aj et ak ont la
même contribution marginale (Xaj=Xak ), le même but Bx ∈ Oaic et veulent tous les deux participer à la même
coalition C.
Notations
≡ L’équivalence entre deux paramètres.
≡ La non équivalence entre deux paramètres.
P Dominance au sens de Pareto.
L Dominance au sens de Lorenz.
3.3.1 Notre mécanisme S-NRB
Le mécanisme de formation de coalitions S-NRB (cf. algorithme 5), peut être décrit en ces quatre
étapes ci-dessous :
Étape 1 : Stratégies de diffusion des offres de formation de coalition.
Tout agent aj qui reçoit une offre O
ai
c pour la formation d’une coalition C doit envoyer au maximum
un message avec un TTL=1 (cf. équation 3.7) dans son voisinage représenté par sa vue ϑtaj . Ce
message doit indiquer sa réponse à l’agent par qui il a reçu cette offre. Nous imposons TTL = 1
pour permettre aux agents de privilégier les agents de leur vue, pour simpliﬁer les négociations et
ainsi raccourcir les délais d’attentes des réponses des agents.
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- Un agent aj ne diffuse le message de sondage contenant l’offre O
ai
c dans son voisinage direct
ϑtaj que s’il accepte de participer à la coalition C (cf. ligne 1 - 4 algorithme 5). Cet envoi du message
est effectué après avoir vériﬁé que son but Gaj ≡ Bi : Bi ∈ Oaic , que son utilité Utaj courante
(c’est-à-dire, à l’instant t) est supérieure à son utilité Ut−1aj à l’instant t− 1 et après avoir inscrit son
identiﬁant dans la liste de sondage plai ⊂ Oaic .
La ﬁgure 3.2 montre que, si l’agent a5 diffuse l’offre il n’y a que les agents de sa vue (a4 et
a1) qui la reçoivent.
Figure 3.2 – Diffusions séquentielles du message de sondage pour l’offre Oa5c ={{B1, B2, B4, B5}, {∅}}, c’est-
à-dire, une offre de formation d’une coalition C assignée à a5. Seuls les agents de la vue de a5 reçoivent l’offre
de a5, car TTL = 1 dans le message de sondage. De plus, a4 et a1 doivent prendre une décision locale avant
de contacter à leur tour, les agents de leur vue.
À noter que, si un agent accepte une offre, il supprime de cette offre l’information sur son
but Gaj ≡ Bi : Bi ∈ Oaic aﬁn de n’envoyer dans son voisinage que les buts qui restent à atteindre
et pour réduire le nombre de conﬂits de buts à satisfaire, par la coalition à former, qui peuvent
apparaître entre les agents. De plus, cette suppression des informations sur les buts déjà acquis
permet dans une certaine mesure, d’accélérer la convergence du mécanisme et de favoriser les
agents proches de l’agent qui a initié l’offre de formation de coalition.
- Un agent peut répondre à l’offre par un rejet grâce à un message de type ResetProbe(Oaic )
(cf. ligne 26 - 28 algorithme 5) ou par une demande de modiﬁcation de l’offre (contre-proposition)
en utilisant un message de type counter(Oaic ) (cf. ligne 23 - 25 algorithme 5). C’est seulement dans
le cas d’une contre-proposition, qu’un agent peut entrer en négociation, si par exemple, il n’y
a pas sufﬁsamment d’agents qui ont accepté l’offre ou si la contre-proposition n’engendre pas
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d’incohérence sur l’offre Oaic proposée.
Étape 2 : Stratégies d’optimisation des messages envoyés.
∀ aj tel que, ∀ ak ∈ ϑtaj , ak ∈ plai (c’est-à-dire, un agent avec des voisins déjà dans la liste de
sondage) ou ϑtaj = ∅ (c’est-à-dire, un agent sans voisin), ak doit rendre sa décision (acceptation
ou contre-proposition ou rejet) pour mettre ﬁn au sondage sur le chemin de recherche auquel il
appartient.
À cause des contraintes des équipements (e.g. portée du signal, débit des liens de communi-
cations) où les agents sont hébergés, parfois, un agent ne peut pas contacter au même moment
tous les autres agents de l’environnement de déploiement, ce qui peut entraîner l’apparition de
plusieurs chemins de messages entre deux agents.
Par exemple, sur la ﬁgure 3.2, s’il y a des problèmes de transmission entre a6 et a3, un mes-
sage de a1 peut passer par a6, a2 et puis a3 au lieu de passer par a6 et a3. De plus, dans cette
conﬁguration, aucun agent ne peut contacter en même temps tous les autres agents.
En résultat, plusieurs listes de sondage plai , pl
′
ai , pl”ai , ..., peuvent coexister pour une même offre si
des mesures ne sont pas prises pour l’éviter.
Pour cette raison, S-NRB cherche aussi à détecter dynamiquement les listes de sondage redon-
dantes et à privilégier les agents avec qui la stabilité et le bien-être social des agents sont préservés.
Cela, aﬁn de favoriser la formation de coalitions (core stables).
La ﬁgure 3.3 montre que, l’agent a1 accepte et propage l’offre dans son voisinage sans donner
sa réponse à a5, car chaque agent ne doit envoyer qu’un message comme réponse. Nous remar-
quons que l’agent a4 accepte et donne sa réponse à a5, car sa vue est vide.
Dans la ﬁgure 3.4, a6 refuse l’offre, car il donne sa réponse sans poursuivre le sondage pour
l’offre.
Étape 3 : Assurer qu’une offre n’a qu’une liste de sondage.
Tout agent qui a reçu plus d’une liste de sondage et qui veut participer à la coalition C doit
effectuer une fusion des différentes listes de sondage aﬁn de limiter les conﬂits entre les agents
et de produire une seule liste de sondage (cf. ligne 11 - 14 algorithme 5). Suite à cela, la liste est
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Figure 3.3 – Prises de décision individuelles avant de propager le message de sondage pour l’offre. Le
voisinage de a4 est vide donc il donne sa réponse, mais a1 poursuit le sondage pour l’offre proposée par
a5. Nous voyons une différence des listes de sondage, car pla5={{a5, a4}} dans la réponse de a4 alors que
pla5={{a5, a1}} dans le message de a1. Cela est dû au fait que, a4 et a1 ne sont pas dans le même voisinage
et chacun d’eux ignore la réponse de l’autre.
Figure 3.4 – Prises de décisions individuelles avant de répondre au message de sondage pour l’offre. Dans le
cas du refus de a6, nous voyons qu’il n’y a pas de changement dans la liste de sondage par rapport à la ﬁgure
3.3 et puis a6 ne contacte pas les autres agents de sa vue (a2 et a3).
diffusée de proche en proche avec un TTL=1. L’algorithme 6 décrit le mécanisme de fusion des
listes de sondages.
Déﬁnition 3.7 Soit pl1ai , pl
2
ai , pl
3
ai un ensemble de 3 listes de sondage pour une même offre O
ai
c de formation
de coalition. La fusion de ces listes de sondage est le fait de les associer de telle sorte qu’on ait une seule liste
de sondage plai résultante qui ne contient pas de conﬂits entre les agents. Formellement,
plai=(pl
1
ai ∪ pl2ai ∪ pl3ai ) : (pl1ai ∩ pl2ai ∩ pl3ai ) = ∅ et ∀ax, ay ∈ plai , ax = ay, alors Gax ≡ Gay .
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Étape 4 : Prise d’une décision collective sur l’état du sondage.
Si (∪Bi ⊂ Oaic ) = ( ∪
aj∈plai
Gaj), alors les agents qui sont dans la liste cherchent à prédire s’ils
sont capables de former une coalition stable et dans quelle mesure y parvenir (cf. ligne 20 - 22
algorithme 5).
Figure 3.5 – Réponse d’un agent après la ﬁn du sondage de son voisinage. Suite au refus de a6, a1 donne sa
réponse à a5 pour indiquer sa décision et celle de son voisinage.
Figure 3.6 – Prise de décision collective entre les agents a1, a4 et a5 qui ont accepté l’offre pour décider s’il
est nécessaire de poursuivre le sondage pour l’offre. Cette décision dépend de l’état d’acceptation des buts de
l’offre et de la disponibilité des agents de la liste de sondage.
Pour ce faire, ils utilisent la loi de probabilité hypergéométrique (Yates et Goodman 2005), (Baynat
2000) . Cette loi de probabilité est la loi a priori pour la prédiction de l’issue probable d’un sondage.
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Ainsi,
∀ aj ∈ plai , échantillon=n=Card(plai ), population=N=Card(∪Bi) : Bi ∈ Oaic .
Soit Pcounter la probabilité d’avoir un agent qui accepte de rejoindre la liste de sondage après avoir
renégocié l’offre. Soit Preject la probabilité d’avoir un agent qui rejette l’offre.
∀ aj ∈ plai : ax ∈ ϑtaj , ax ∈ plai , il calcule Qcounter=1− (Pcounter + Preject) c’est-à-dire la probabilité de
contacter un agent qui accepte sans renégocier l’offre.
Soit k le nombre de fois qu’il est encore nécessaire de contacter des agents aﬁn de former la coalition
C pour l’offre Oaic . La probabilité de X=k est donnée par l’équation :
P[X = k] =
CkNQcounterC
n−k
NPcounter
CnN
(3.2)
L’espérance de cette probabilité est :
E(X) = nQcounter (3.3)
La décision de poursuivre leurs recherches dépend des valeurs de ces indicateurs. En effet, si
P[X = k] = 0, l’agent responsable de la poursuite du sondage est celui de la liste de sondage qui
domine au sens de Lorenz les autres agents de cette liste si on considère les paramètres P[X = k] et
E(X). La dominance de Lorenz à été proposée par Marshall et Olkin (1979).
Déﬁnition 3.8 Pour tout x ∈ Rq+, le vecteur de Lorenz généralisé associé à x est le vecteur :
L(x)=(x1, x1 + x2, x1 + x2 + x3, ..., x1 + x2 + ...+ xq)
où, x1 ≥ x2 ≥ x3 ≥ ... ≥ xq représentent les composant de x rangées par ordre décroissant. L’expression
d’une nieme composante de L(x) peut s’écrire sous la forme :
Ln(x)=
n
∑
i=1
xi.
Déﬁnition 3.9 On dit que x domine y au sens de Lorenz et on le note par x L y, si
∀ x, y ∈ Rq+, L(x) P L(y), c’est-à-dire, L(x) domine L(y) au sens de Pareto.
Considérons deux agents aj et ak, tel que :
pour aj, notons la probabilité P[X = k] par Pj[X = k] et l’espérance E(X) par Ej(X).
pour ak, notons la probabilité P[X = k] par Pk[X = k] et l’espérance E(X) par Ek(X).
La dominance de Lorenz pour faire un choix entre ces deux agents aj et ak, en utilisant P[X = k] et
E(X), revient à poser comme vecteur de Lorenz généralisé associé :
pour aj, L(x)=(x1, x1 + x2)=(Pj[X = k], Pj[X = k] + Ej(X)) et
pour ak, L(y)=(y1, y1 + y2)=(Pk[X = k], Pj[X = k] + Ek(X)).
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Si ∑2i=1 Li(x) ≥ ∑2i=1 Li(y), alors x L y ⇔ L(x) P L(y). Cela, signiﬁe que x domine y au
sens de Lorenz et donc aj est responsable de la poursuite du sondage, sinon c’est ak qui est le
responsable.
Nous préférons utiliser la dominance de Lorenz pour éviter les cas où une prise de décision
est impossible avec la dominance de Pareto.
Exemple 3.2 Soit deux vecteurs X = (12, 6) et Y = (10, 7). Dans ce cas, utiliser la dominance au sens
de Pareto ne nous permet pas de conclure, car pour le premier paramètre, X est meilleur, mais pour le second
paramètre, Y est meilleur. Cependant, avec la dominance au sens de Lorenz, nous voyons que X domine Y,
car ∑2i=1 Li(x) = 18 et ∑
2
i=1 Li(y) = 17.
Pour chaque agent, sa décision pour participer à C dépend de sa fonction d’utilité, de ses dépen-
dances, de ses alliances et de sa ﬁabilité.
Notons que le premier identiﬁant d’une liste de sondage (e.g. plai ) est celui de l’agent ai qui a
initié l’offre Oaic pour la formation d’une coalition C. Cela, permet de différencier les offres, car de
manière simultanée, nous pouvons avoir plusieurs tâches à exécuter et plusieurs offres provenant
d’agents distincts.
Figure 3.7 – Message de conﬁrmation de la continuité du sondage pour indiquer la nécessité d’avoir plus
de réponses favorables à la formation de la coalition pour l’offre. Ici, seulement a1 envoie ce message de
conﬁrmation, car tous les voisins de a5 sont déjà dans la liste de sondage pla5 et a4 n’a que a5 comme voisin.
Nous n’avons pas séparé les étapes de réception du message par a6 et l’étape où a6 envoie le message, car a6
ne fait que relayer le message. Cela, du fait que a6 a déjà rejeté l’offre de formation de C.
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Figure 3.8 – Réponses supplémentaires d’agents après la conﬁrmation de la continuité du sondage pour
l’offre. Les agents peuvent avoir à se déplacer en cas de nécessité, pour former un ensemble connexe. Dans
cette ﬁgure, nous supposons que c’est a2 qui se déplace. Ici aussi, la réponse de a2 est simplement relayée par
les agents qui la reçoivent, car c’est un message de mise à jour d’informations.
Figure 3.9 – Validation de la liste de sondage pour l’offre. La coalition pour l’offre par les agents de la liste de
sondage pla5={a1, a2, a4, a5} comme l’ensemble des buts de l’offre sont acceptés. Ainsi, Ac={a1, a2, a4, a5}.
Dans la section suivante, nous détaillons les stratégies que les agents utilisent pour résoudre leurs
conﬂits sans compromettre la convergence vers des coalitions core stables.
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Algorithme 5 : : S-NRB
Require: Probe(Oaic ) : ϑtai = ∅,O
ai
c ={{Bi : i ∈ [1, |Tc|]}, {plai : i ∈ [1, |A|]}}
RESULT : Coalition C
1: if Gaj ≡ Bi ∈ Oaic et Auttaj = 0 et Ut−1aj ≤ Utaj then
2: if ϑtaj = ∅ et aj ∈ plai then
3: Envoyer Probe(Oaic ) : plai={ai, aj} ∀ ak ∈ ϑtaj
4: end if
5: if ϑtaj==∅ et aj ∈ plai then
6: Envoyer CommitProbe(Oaic ) : plai={ai, aj} ∀ ak ∈ ϑtaj
7: end if
8: if ϑtaj = ∅ et aj ∈ plai et ∃ CommitProbe(O
ai
c ) then
9: Envoyer Commit(plai )
10: end if
11: if (∃ aj ∈ plai ) ou (∃ ak ∈ pl′ai ) et (ak ∈ plai ) then
12: UpdateProbe(Oaic ) //pour mettre à jour plai après fusion de plai et pl
′
ai
13: end if
14: if ∃ conﬂit entre aj et ak then
15: Matching(plai , pl
′
ai ) //pour initier l’exécution de S-NRB-CRP() (algorithme 6)
16: Envoyer UpdateProbe(Oaic ) //pour mettre à jour plai
17: end if
18: if ∪Bi ⊂ Oaic ==∪aj∈plai Gaj then
19: Valider C={∀ aj ∈ plai} et Gc=∪aj∈plai Gaj
20: else
21: ∀ aj ∈ plai trouver plus de ressources en utilisant Alaj ,ak : ak ∈ A, LNetaj et Counsel(ai) //Le
Counsel(ai) est pour guider les recherches de ai (cf. règle 2 section règles générales).
22: end if
23: else
24: if Gaj ≡ Bi ∈ Oaic et Auttaj = 0 et Ut−1aj > Utaj then
25: Envoyer Counter(Oaic )
26: else
27: Envoyer ResetProbe(Oaic )
28: end if
29: end if
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3.3.1.1 Protocole de résolution des conﬂits du mécanisme S-NRB
Comme nous l’avons présenté à la déﬁnition 3.6, ces conﬂits peuvent bloquer la procédure de
validation de la coalition C, si une méthode efﬁcace de résolution des conﬂits n’est pas déﬁnie.
Le protocole de résolution des conﬂits S-NRB-CRP (Sequential Non-Return Broadcast Conﬂit
Resolution Protocol) est fondé sur :
- une phase de comparaison (matching) des listes de sondage et l’utilisation de l’index de Jac-
card (Jahanbakhsh et al. 2012) développé de la ligne 3 à la ligne 11 de l’algorithme 6), pour mesurer
les dissemblances,
- la domination au sens de Lorenz pour les prises de décision en fonction de certains critères de
performance. Nous l’utilisons de la ligne 12 à la ligne 19 de l’algorithme 6),
- un mécanisme de demande de garants (Grant) comme indiqué de la ligne 20 à la ligne 22 de
l’algorithme 6). Ce mécanisme permet d’assurer une décision distribuée et cohérente s’il n’y a pas
de dominance entre les agents en conﬂits.
Étape 1 : Matching et mesure de dissemblances.
L’indice et la distance de Jaccard sont deux métriques utilisées pour évaluer la similarité et la
diversité entre des ensembles. L’indice de Jaccard (ou coefﬁcient de Jaccard) est le rapport entre le
cardinal (la taille) de l’intersection des ensembles considérés et le cardinal de l’union des ensembles.
Déﬁnition 3.10 Soit deux ensembles A et B, l’indice de Jaccard est :
J(A, B) =
Card(A ∩ B)
Card(A ∪ B) (3.4)
Cet indice devient pour n ensembles S1, S2, ..., Sn :
J(S1, S2, ..., Sn) =
Card(S1∩S2∩...∩Sn)
Card(S1∪S2∪...∪Sn) .
La distance de Jaccard mesure la dissemblance entre les ensembles. Elle consiste à soustraire l’indice de
Jaccard à 1.
Jδ(A, B) = 1− J(A, B) = Card(A ∪ B)− Card(A ∩ B)Card(A ∪ B) (3.5)
De la même manière que pour l’indice de Jaccard, la généralisation pour les n ensembles S1, S2, ..., Sn est :
Jδ(S1, S2, ..., Sn) = 1− J(S1, S2, ..., Sn) = Card(S1∪S2∪...∪Sn)−Card(S1∩S2∩...∩Sn)Card(S1∪S2∪...∪Sn) .
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À la ligne 4 de l’algorithme 6, Jacc(aj) et Jacc(ak) signiﬁe que aj et ak doivent donner respective-
ment leur liste LJaccaj et L
Jacc
ak .
LJaccaj et L
Jacc
ak contiennent respectivement l’ensemble des agents des listes de sondage plai de aj et
pl′ai de ak avec qui, ils ont des accords (alliances, dépendances) pour participer à la même coalition C.
Si nous notons par AllianceSetax l’ensemble des agents alliés d’un agent ax, alors :
LJaccaj =(γ
Net
aj ∪ SNetaj ∪ AllianceSetaj) ∩ plai .
LJaccak =(γ
Net
ak ∪ SNetak ∪ AllianceSetak ) ∩ plai .
Jaccard(aj, ak) correspond à l’indice de Jaccard entre les deux ensembles L
Jacc
aj et L
Jacc
ak obtenue
respectivement par les agents aj et ak.
Étape 2 : Prise de décision en se fondant sur la dominance au sens de Lorenz.
À cette étape, la dominance de Lorenz permet de faire un choix entre deux agents aj et ak. Il
est fondé sur l’utilisation des ensembles LJaccaj et L
Jacc
ak , sur les ﬁabilités ρaj et ρak et sur les probabili-
tés de stabilité P
aj
s et P
aj
s .
En posant :
L(x)=(x1, x1 + x2, x1 + x2 + x3)=(Card(L
Jacc
aj ),Card(L
Jacc
aj ) + ρaj ,Card(L
Jacc
aj ) + ρaj + P
aj
s ) et
L(y)=(y1, y1 + y2, y1 + y2 + y3)=(Card(L
Jacc
ak ),Card(L
Jacc
ak ) + ρak ,Card(L
Jacc
ak ) + ρak + P
ak
s ).
Si ∑3i=1 Li(x) ≥ ∑3i=1 Li(y), alors x L y ⇔ L(x) P L(y) signiﬁe que x domine y au sens de
Lorenz. Dans ce cas, la participation de l’agent aj est préférée à celle de l’agent ak.
Dans la mesure où le calcul de la dominance de Lorenz ne permet pas de sélectionner un
agent parmi ceux qui sont en conﬂits, un mécanisme de demande de garants est alors initié.
La ligne 21 de l’algorithme 6 (Grant(aj, ak)) est une requête de demande de garants des agents aj et
ak qui sont en conﬂits. Cette demande est envoyée aux agents ax ∈ plai \ {aj, ak} et ay ∈ pl′ai \ {aj, ak}.
Si aucune des étapes précédentes ne permet de départager les agents en conﬂits, c’est-à-dire, aj et
ak, alors l’agent qui est choisi est tel que : Max(ρaj , ρak ), Max(Aut
t
aj , Aut
t
ak ) et Max(P
aj
s , P
ak
s ).
Cependant, pour éviter des impasses dans le mécanisme de demande de garants, les agents doivent
observer certaines contraintes. Nous détaillons ces contraintes dans la section suivante.
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Algorithme 6 : : S-NRB-CRP()
Require: ∃ (aj ∈ plai ) et (ak ∈ pl′ai ) et Gaj==Gak et Xaj==Xak .
RESULT : plai ∪ pl′ai : plai ∩ pl′ai = ∅
1: if aj ∈ SNetak then
2: Notiﬁer à aj que sa demande de participation est annulée
3: else
4: LJaccaj =Jacc(aj) et L
Jacc
ak =Jacc(ak)
5: Jaccard(aj, ak)=|
Ljacaj ∩L
jac
ak
Ljacaj ∪L
jac
ak
|
6: if 1− Jaccard(aj, ak) = 0 then
7: if Card(LJaccaj ) < Card(L
Jacc
ak ) then
8: Notiﬁer à aj que sa demande de participation est annulée
9: else
10: Notiﬁer à ak que sa demande de participation est annulée
11: end if
12: else
13: L(x)=(x1, x1 + x2, x1 + x2 + x3)=(Card(L
Jacc
aj ),Card(L
Jacc
aj ) + ρaj ,Card(L
Jacc
aj ) + ρaj + P
aj
s )
14: L(y)=(y1, y1 + y2, y1 + y2 + y3)=(Card(L
Jacc
ak ),Card(L
Jacc
ak ) + ρak ,Card(L
Jacc
ak ) + ρak + P
ak
s )
15: if x L y then
16: Notiﬁer à ak que sa demande de participation est annulée
17: end if
18: if y L x then
19: Notiﬁer à aj que sa demande de participation est annulée
20: else
21: Grant(aj, ak)
22: end if
23: end if
24: if ∃ (aj ∈ plai ) et (ak ∈ pl′ai ) et Gaj==Gak et Xaj==Xak then
25: Sélectionner un agent tel que, Max(ρaj , ρak ), Max(Aut
t
aj , Aut
t
ak ) et Max(P
aj
s , P
ak
s ).
26: end if
27: end if
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3.3.1.2 Mécanisme de demande de garants (Grant)
Nous donnons de manière succincte l’ensemble des étapes de ce mécanisme :
Étape 1 : Demande de garants pour des agents en conﬂits.
Déﬁnition 3.11 Un agent ai est garant pour un agent aj, si ai se fonde sur ses alliances, sur ses dépen-
dances avec aj ou sur la ﬁabilité de aj pour indiquer sa préférence pour aj par rapport aux agents qui sont en
conﬂit avec aj.
Un agent ne peut être garant d’un autre agent que s’il est dans au moins l’une des listes de
sondage pour l’offre de formation d’une coalition C où les agents sont en conﬂits. Cette contrainte
permet d’éviter les cas où, un agent qui n’a pas accepté la demande de formation de C ne déstabilise
volontairement le processus de résolution de conﬂits et par là, entraîner l’échec de la formation de
C.
Figure 3.10 – Détection de conﬂits entre deux agents par l’agent a1 suite à la réception de la réponse de a3.
En supposons que a3 et a4 sont en conﬂits.
Étape 2 : Risque pour un agent qui est garant ou qui a un garant.
Si un agent qui a un garant quitte la coalition ou l’environnement avant la ﬁn de l’exécution
de la tâche, sa ﬁabilité ainsi que celle de ses garants sont réduites par les agents qui sont restés dans
la coalition. De plus, chaque agent garant doit supporter le coût supplémentaire dû à la disparition
d’un agent dont il est le garant, si la coalition est devenue instable. Cette condition peut mener
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Figure 3.11 – a1 envoie une demande pour la recherche de garants des agents a3 et a4 qui sont des agents en
conﬂits. À noter que les agents en conﬂits ne sont pas contactés.
à une réduction de l’utilité d’un agent garant, car l’utilité d’un agent dépend des coûts qu’il doit
supporter (cf. équation 3.1).
Étape 3 : Calcul du poids des garants.
Ce calcul se fonde sur le nombre d’alliés qu’un agent a parmi ses agents garants et sur la
moyenne des ﬁabilités des agents garants.
Soit AllianceSetai l’ensemble des agents alliés d’un agent ai. Soit AG l’ensemble des agents garants
de l’agent ai. Le poids des garants de l’agent ai est égal à :
(AllianceSetai ∩ AG) + ∑
ax∈AG
ρax
Card(AG)
(3.6)
Plus cette valeur est grande, plus l’agent est préféré.
Étape 4 : Proposition d’une nouvelle liste de sondage sans conﬂits.
Soit plai , pl
′
ai , pl”ai , ... un ensemble de listes de sondage pour une même offre O
ai
c de formation
de coalition. Proposer une liste de sondage unique dans ce cas signiﬁe, formellement :
plai ∪ pl′ai ∪ pl”ai ∪ ... : plai ∩ pl′ai ∩ pl”ai ∩ ... = ∅ (fusion de toutes les listes de sondage telle qu’il
n’y ait pas de répétition des agents dans la liste ﬁnale) et
∀ax ∈ plai , ay ∈ pl′ai , az ∈ pl”ai ... ∀Bi ∈ O
ai
c , Gax = Gay = Gaz (avoir une liste ﬁnale sans agents en
conﬂits).
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Étape 5 : Attente d’amendements justiﬁés.
Il peut arriver qu’un agent aj demande à ce qu’un autre agent soit retenu dans la liste de
sondage plai à cause de ses dépendances, de ses alliances, ... avec ce dernier. Pour ce faire, l’agent aj
qui a émis l’amendement sur la plai , doit indiquer sa probabilité de stabilité P
aj
s et accepter d’être
garant pour l’ensemble des agents qu’il demande d’ajouter dans plai . Si aucun amendement n’est
fait, plai est validée comme une coalition. Dans le cas où, des amendements ont été apportés sur
plai , les agents choisissent une nouvelle liste de sondage pl
′
ai qui est la plus connexe et qui a le plus
d’agents qui ont des alliances non-dominées dans pl′ai .
Figure 3.12 – Dans cette ﬁgure, nous supposons que a5 se porte garant de l’agent a4, mais que a3 n’a pas de
garant.
Figure 3.13 – a1 propose une nouvelle liste suite à la réponse de a5. C’est ﬁnalement a4 qui est inclus dans
la liste de sondage pla5 en attendant des amendements sur cette nouvelle liste pla5 .
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Dans la section ci-dessous, nous faisons une analyse de notre mécanisme de formation de coalitions
S-NRB aﬁn de prouver son efﬁcacité, sa convergence et sa complexité.
3.3.2 Analyse de S-NRB
Nous donnons un ensemble de propriétés de S-NRB qui mène à l’existence de coalitions A-
core. Nous montrons que les négociations multilatérales de S-NRB convergent toujours malgré les
incertitudes et la dynamique du contexte.
Lemme 1 S-NRB est un mécanisme décentralisé et asynchrone qui permet des prises de décisions décen-
tralisées.
Démonstration. Soit A un ensemble d’agents ai : i ∈ [1, |A|]. ∀ai ∈ A : ∃Oaic , ai peut utiliser S-NRB
sans aucun ordonnanceur si ϑtai = ∅, c’est-à-dire, ai peut envoyer un message Probe(O
ai
c ) à tout
aj ∈ ϑtai dès qu’il a une offre O
ai
c . ∀ai ∈ A, ai ∈ plai : ϑtai = ∅, alors ∃aj ∈ A qui peut mettre à jour la
liste de sondage plai grâce a un message UpdateProbe(O
ai
c ) ou qui peut négocier sa participation à
la liste plai à valider comme une coalition sans l’existence d’un ordonnanceur ou l’attente d’un tour
de rôle. Ce qui prouve notre lemme.
Lemme 2 Qu’une possibilité de former une coalition core stable existe ou non, S-NRB termine toujours
sans blocage.
Démonstration. Soit Utaj l’utilité de aj à l’instant t. ∀Probe(O
ai
c ) d’un agent ai, un agent aj = ai ne
diffuse ce message de sondage que si Ut−1aj ≤ Utaj et ϑtaj = ∅, ce qui est une manière de gérer les
coûts des communications et d’éviter les négociations en boucles. Tout conﬂit entre ai et aj est géré
par les autres agents appartenant à leur liste de sondage grâce au calcul de la dominance de Lorenz
entre ai et aj. De plus, le choix entre ai et aj se fait en cherchant celui qui est le plus ﬁable des deux
pour la coalition, suite à une demande de garants. Cette méthode évite le cas où les agents ai et aj
sont dans une impasse au moment où les agents de leur liste attendent la validation de la liste de
sondage en une coalition. Ainsi, les blocages sont évités grâce à cette gestion des communications
et la résolution décentralisée des conﬂits. Ce qui prouve notre lemme.
Lemme 3 S’il est possible de former une coalition core stable, S-NRB permet aux agents de converger vers
celle-ci.
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Démonstration. Soit Utai l’utilité de ai à l’instant t et U
t
aj l’utilité de aj à l’instant t.
∀Bi ∈ Gc et Bi ∈ Oaic ,
si ∃ai, aj ∈ A : Rai ∈ Bi, Auttai = 0,Ut−1ai ≤ Utai et Raj ∈ Bi, Auttaj = 0,Ut−1aj ≤ Utaj ,
alors, ai (respectivement aj) va atteindre un accord en utilisant ses dépendances LNetai (respectivement
LNetaj ). Cela se vériﬁe à la ligne 1 de l’algorithme 6.
L’utilisation de l’index de Jaccard aﬁn d’évaluer les différences entre les agents ai et aj, par rapport
à leurs alliances et à leurs ﬁabilités, ainsi que la dominance de Lorenz permettent de faire un choix
entre les deux agents.
Tout accord entre ai et aj peut être contrôlé par chaque agent de leur liste de sondage grâce au
mécanisme de demande de garants comme à la ligne 21 de l’algorithme 6.
Si la liste de sondage plai est validée comme une coalition C, cela signiﬁe que :
(1) ∀ai ∈ plai , ∃aj ∈ plai : aj ∈ γNetai ou aj ∈ HNetai ou aj ∈ SNetai ;
(2) ∀ai ∈ plai ,Ut−1ai ≤ Utai ;
(3) ∀ai ∈ plai , ∃aj ∈ plai : ∃Alai ,aj .
De là, C sera core stable car aucun agent ai ∈ plai ne sera motivé à quitter C pour une autre coalition
C′ et risquer ainsi de perdre ses alliance(s), réduire son utilité et être considéré comme non ﬁable
par les agents avec lesquels il a des dépendances ou qui sont ses garants. Ce qui prouve notre
lemme.
Théorème 2 S-NRB permet toujours la converge vers une coalition core stable si celle-ci existe.
Démonstration. Le lemme 1, prouve que S-NRB fonctionne même si des agents deviennent aléatoi-
rement indisponibles et que S-NRB a un contrôle distribué. Le lemme 2 montre que S-NRB termine
son exécution et le lemme 3 prouve que S-NRB mène à la formation de coalitions core stables si ces
dernières peuvent exister entre les agents. Ainsi, nous pouvons afﬁrmer que S-NRB cherche tou-
jours à déterminer une coalition stable qui maximise le bien-être social des agents quels que soient
les états initiaux des agents. Ce qui prouve notre théorème.
Lemme 4 Le processus de sondage de notre mécanisme S-NRB fait émerger une structure connexe d’agents
plai où chaque agent aj de cette structure a au moins un agent voisin ak dans plai avec lequel il est accepte de
partager la coalition C.
Démonstration. ∀aj ∈ A, s’il reçoit une offre Oaic , cela signiﬁe que, aj ∈ ϑtaj ou ∃ {ax, ay, ...} ∈ A : aj ∈
LNetai et ai ∈ LNetaj .
Ainsi, si ai et aj ∈ plai alors, aj ∈ ϑtai ou ∃ {ax, ay, ...} ∈ plai car dans notre approche ax ne diffuse
plai que s’il appartient à plai (cf. lignes 3 - 5 algorithme 5) ou s’il existe un message de mise à jour
de plai (UpdateProbe(O
ai
c )). Dans ce dernier cas, si un agent aj souhaite atteindre un but Bi ∈ Oaic il
doit appartenir à ϑtai ou à ϑ
t
ax : ax ∈ plai . Ce qui prouve notre lemme.
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En supposant que les agents sont déployés dans des composants électroniques (e.g. capteurs,
Smart-phones, ..) qui ont des ressources énergétiques limitées, alors, le coût des communications
est plus important lors des transmissions de messages. C’est pourquoi, S-NRB tient compte de ces
contraintes aﬁn de borner dynamiquement les messages transmis durant les négociations.
Lemme 5 Le coût des messages est borné et polynomial pour tout agent jusqu’à la convergence de S-NRB.
Démonstration. Soit M¯sg le coût des messages de S-NRB. ∀ aj ∈ A, si aj rejette l’offre Oaic , il ne ré-
pond qu’avec 1 message à l’agent par qui il a reçu Oaic ou au plus il répond avec Card(ϑtaj) : ϑ
t
aj = 0
messages pour informer tous les agents voisins qui lui ont envoyé l’offre Oaic . Ainsi, 1 ≤ M¯sg ≤
Card(ϑtaj).
∀ aj ∈ A, si aj accepte l’offre Oaic , il n’envoie qu’un message de broadcast dans son voisinage ϑtaj = ∅
sauf à l’agent par qui il a reçu l’offre Oaic . Ce message de broadcast a aussi pour objectif de diffu-
ser l’offre Oaic au reste des agents. De plus l’agent aj doit envoyer une réponse après réception des
réponses de ses agents voisins de ϑtaj . Notons que, aj doit fusionner sa réponse avec celles de ses
voisins avant d’envoyer ce message de broadcast, cela, aﬁn de résoudre en local les conﬂits entre les
agents (cf. algorithme 6) et de construire une liste de sondage plai unique. Ainsi, M¯sg = 2. Cepen-
dant, en cas de nécessité de résolution de conﬂits, le coût des messages devient M¯sg = 2+ 3 = 5.
Cela est dû au fait que, durant la résolution des conﬂits, il y a un premier message de notiﬁcation
des conﬂits à résoudre et si nécessaire un message de demande de garants des agents en conﬂits
(cf. Grant ligne 13 algorithme 6) et un autre message pour diffuser le résultat de la résolution des
conﬂits. Donc, pour N agents en conﬂits, nous avons 2 ≤ M¯sg ≤ 1+ 3N.
Cependant, ∀ aj ∈ A, si aj décide de faire une contre-proposition (counter) pour une offre Oaic ,
il doit envoyer un message qui spéciﬁe l’ensemble des buts de l’offre Bi ∈ Oaic concernés par la
contre-proposition. Une contre-proposition d’un agent aj peut être acceptée ou rejetée. Pour ces
deux cas, le coût des messages reste identique à ce qui est décrit précédemment. Ainsi, si aj fait une
contre-proposition avant de rejeter l’offre, alors on a : 1 ≤ M¯sg ≤ Card(ϑtaj) + 2 sinon si c’est une
contre-proposition avant d’accepter l’offre, alors on a : 1 ≤ M¯sg ≤ 2+ 3N.
Sachant que le nombre d’agents de l’environnement de déploiement n’est pas inﬁni, ∀aj ∈
A,Card(ϑtaj) et N sont bornés. De là nous déduisons que, pour tous les cas énoncés précédemment,
le coût des messages est borné et M¯sg est polynomial. Ce qui prouve notre lemme.
Lemme 6 Les agents les plus proches et les plus ﬁables du voisinage de l’agent qui a initié le mécanisme de
formation de coalitions S-NRB ont toujours une plus grande probabilité d’être choisi pour former la coalition.
Démonstration. Considérons les agents ai, aj et ak tels que aj ∈ ϑtai et ak ∈ ϑtaj .
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Si Gaj ≡ Gak ≡ Bi ∈ Oaic et Ut−1aj ≤ Utaj et Ut−1ak ≤ Utak alors, aj et ak ne seront pas en conﬂits car si
aj reçoit l’offre O
ai
c , il ajoute son identiﬁant dans la liste de sondage plai et supprime l’information
concernant Gaj ≡ Bi ∈ Oaic avant d’envoyer l’offre Oaic à ak ∈ ϑtaj.
Ainsi, si ak reçoit O
ai
c alors l’information Gak ≡ Bi ∈ Oaic et donc aucun conﬂit n’arrive entre aj et ak.
Ce qui prouve qu’un agent plus proche est toujours privilégié s’il faut former une coalition.
Maintenant supposons que, aj, ak ∈ ϑtai alors, les deux agents vont recevoir l’offre O
ai
c en même
temps.
Si Gaj ≡ Gak ≡ Bi ∈ Oaic et Ut−1aj ≤ Utaj et Ut−1ak ≤ Utak alors, ai, aj et ak vont procéder à la résolution
du conﬂit en utilisant l’algorithme 6. Cela mène à la détermination de l’agent le plus ﬁable entre aj
et ak. Ce qui donne la preuve de notre lemme.
Théorème 3 S-NRB permet une auto-stabilisation des coalitions core stables.
Démonstration. Le lemme 3 prouve la convergence de S-NRB vers des coalitions core stables où aucun
agent n’est motivé à quitter sa coalition. Le lemme 4 montre que, chaque évènement qui impacte
dynamiquement l’état d’une (des) tâche(s) ou la disponibilité d’un ensemble d’agents sera détecté
par au moins un agent de la liste de sondage ou de la coalition. Les lemmes 2 et 5 montrent qu’après
une instabilité d’une coalition, cette dernière redevient stable après un nombre ﬁni d’étapes. De
plus, pour tout agent ajouté dans une coalition core stable, les conﬂits éventuels sont gérés de manière
décentralisée (cf. lemme 1) et la décision d’ajouter un ensemble d’agents dans une coalition se fait
en respectant les préférences des agents qui sont déjà dans la coalition. Par ailleurs, les agents
doivent posséder un ensemble de garants (cf. lemme 6). Avec ces contraintes de participation dans
une coalition, notre mécanisme S-NRB évite le cas où un ensemble d’agents est motivé à quitter sa
coalition après une instabilité causée par un ensemble de conﬂits ou à cause d’une décroissance de
leur utilité. Ce qui prouve notre théorème.
Nous donnons de manière succincte, dans la section suivante, les règles supplémentaires de fonc-
tionnement que les agents observent durant les phases de coordination dans leur environnement
.
3.3.3 Règles générales
Nous avons déjà eu à déﬁnir dans les sections précédentes, les règles propres à chaque étape de
notre mécanisme de formation de coalitions. C’est pourquoi, dans ce qui suit, nous ne donnons que
les règles communes à toutes les étapes.
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Règle 1 : offre et participation valide. Un agent ai peut proposer une offre O
ai
c si et seule-
ment si ai ∈ C et chaque but Bi ∈ Oaic est requis pour la formation et la stabilité de C. ai peut
conseiller (cf. règle 2) un autre agent sur les modiﬁcations à apporter sur son offre pour avoir des
participants potentiels à la coalition C. Un agent aj peut accepter Bi ≡ Gaj ∈ Oaic si et seulement si
Ri ∈ Bi : Ri ∈ Raj . De plus, aj ne peut participer à C que si ∀ai ∈ C, uaic′ ≥ uaic : C′=C ∪ aj.
Règle 2 : Conseiller un agent. Les conseils de modiﬁcation des offres ont pour objectif de
permettre aux agents d’améliorer leurs connaissances sur les autres agents et sur les offres pouvant
les intéresser. aj peut conseiller ai (Counsel(ai)) sur des modiﬁcations à apporter sur O
ai
c , si Alai ,aj
existe, si Gai ∈ Oaic et si cela peut éventuellement intéresser un agent appartenant à LNetaj = ∅.
Ainsi :
(1) Un conseil doit assurer que la modiﬁcation de l’offre pour intéresser un agent aj à C ne va pas
diminuer l’utilité d’un agent qui a déjà donné son accord pour participer à C, c’est-à-dire, ∀ai ∈ C
uaic′ ≥ uaic : C′=C ∪ aj,
(2) aj peut conseiller ai s’il existe une alliance Alai ,aj ou s’il existe une alliance Alai ,ak telle que, ak ∈ C
puisse se porter garant (grant) de aj, sinon ai ignore le conseil de aj.
(3) L’expression formelle d’un conseil est sous la forme : Counsel(ai)=(O
ai
c , Bi), qui signiﬁe que le
conseil de modiﬁcation de l’offre Oaic de ai concerne le but Bi ∈ Oaic .
Règle 3 : Acceptation d’une offre. aj peut accepter une offre si Bi ≡ Gaj ∈ Oaic et Ri ∈ Bi : Ri ∈ Raj .
aj peut participer dans C si ∀ai ∈ C, uaic′ ≥ uaic : C′=C ∪ aj.
Une fois que aj accepte l’offre de ai, Bi ≡ Gaj ∈ Oaic : ai ∈ C et aj ∈ A \ C, alors les deux agents
mettent à jour leurs connaissances sur la(les) tâche(s) (état, localisation, etc.) et la stabilité de leur
coalition C si elle est validé.
Si aj formule une contre-proposition de l’offre O
ai
c telle que Bi ≡ Gaj ∈ Oaic : ai ∈ C, alors aj est
automatiquement désengagé de tout accord précédent et doit refaire une négociation avec les autres
agents ou avec ai. Cependant, si la coalition a été validée, la ﬁabilité de aj est d’abord réduite par
tous les autres agents avant de vériﬁer si une autre négociation peut être entreprise avec aj. Un agent
peut se désengager d’un accord s’il doit pénaliser un autre agent de C ou s’il devient indisponible.
Règle 4 : Schéma de communication. Chaque agent peut formuler une offre, faire une contre-
proposition ou conseiller la modiﬁcation d’une offre à tout moment car il n’y a pas d’ordonnanceur.
Cependant, pour : - assurer une convergence des négociations, - gérer la consommation de res-
sources, et - les offres en boucle, (1) toutes les communications se font en mode non-return broadcast
et (2) chaque message à un Time To Live (TTL).
Le mode non-return broadcast signiﬁe que lorsqu’une information de mise à jour (disparition
d’agents de C, évolution sur une tâche, nouvelle offre, ...) qui arrive d’un agent ak, ses agents
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voisins ϑtaj ne peuvent pas lui retourner la même information de mise à jour.
Le TTL permet de déﬁnir le nombre de sauts autorisés pour un message.
1 ≤ TTL ≤ | Sz
2 ∗ Υ | (3.7)
où Sz est la taille de l’environnement couvert par la tâche, Υ la portée du signal du composant
qui héberge l’agent qui a initié le message (e.g. Bluetooth 100 mWatt, Υ ≤100 mètres). Ainsi, le
TTL permet de conﬁner les messages car un message n’est envoyé que si son TTL n’est pas épuisé.
Cependant, même si un agent reçoit un message, il ne répond ou ne le diffuse en mode non-return
broadcast que selon ses propres stratégies qui visent à augmenter son efﬁcacité et à ménager ses
ressources.
Règle 5 : Terminaison d’une négociation. Une fois qu’un agent accepte ou reçoit une accep-
tation d’une offre, il doit interrompre la négociation en envoyant un message d’information à son
voisinage pour faire part de sa décision ou du résultat de la négociation. Tout agent qui voit son
offre refusée par un autre doit interrompre sa négociation avec cet agent et se tourner vers ceux
susceptibles de l’accepter. Si un ensemble d’agents rivalisent pour la même offre, les agents retenus
pour la coalition sont conﬁrmés par un message de validation de participation tandis que les autres
reçoivent un message de rejet. Ces messages mettent ﬁn aux négociations. Ainsi, pour un agent dont
la participation est rejetée, il doit interrompre la négociation aﬁn d’avoir la possibilité de négocier
une autre offre. Toute négociation a une durée au-delà de laquelle tout agent qui n’a pas un accord
de participation pour son offre doit la modiﬁer ou utiliser ses dépendances pour améliorer son
offre. Cette offre est supprimée dans l’impossibilité de trouver des accords de participation à une
coalition pour l’offre.
Dans la section suivante, nous donnons des propriétés supplémentaires de notre mécanisme
de formation de coalitions S-NRB.
3.4 Évaluations de performances de notre mécanisme S-NRB
La section évaluations analytiques a pour objectif d’étudier la complexité de notre mécanisme
en matière de coût de messages pour un ensemble de distributions de probabilités fréquemment
utilisées pour estimer l’efﬁcacité des mécanismes de formation de coalitions. La partie expériences
cherche à prouver - la convergence des processus de négociation vers des coalitions core stables, et -
l’existence des propriétés d’auto-stabilisations des coalitions formées (coalitions A-core). De même,
les expériences ont été effectuées lorsque les conﬂits des agents et les tâches suivent un ensemble
de distributions de probabilités.
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3.4.1 Évaluations analytiques
Nous donnons par simulations analytiques le coût des messages M¯sg jusqu’à la convergence de
notre mécanisme de formation de coalitions S-NRB. Nous effectuons cette étude en considérant
les conﬂits des agents dus à leurs préférences et à leurs dépendances suivent une distribution de
probabilités - Uniforme (con f lits ∼ U(a, b) où a=0 et b=10), - Normale (con f lits ∼ N(μ, σ2) où
μ=0.5 et σ=0.1) ou - de Poisson (con f lits ∼ P(λ) où λ=0.5). Ici, M¯sg est le coût des messages.
Figure 3.14 – Coût des messages jusqu’à la convergence de S-NRB si con f lits ∼ U(a, b) où a=0 et b=10.
Les conﬂits suivent une distribution uniforme U(a, b) de paramètres a=0 et b=10. La Figure 3.14
montre qu’à un instant donné, Max(M¯sg) ≈ M¯sg ∗ 2.5 si le pourcentage de conﬂits est de 100% et
Max(M¯sg) < M¯sg ∗ 1.5 si le pourcentage de conﬂits est de 50%. Si le pourcentage de conﬂits est
nul, M¯sg est très faible.
Figure 3.15 – Coût des messages jusqu’à la convergence de S-NRB si con f lits ∼ N(μ, σ2) où μ=0.5 et
σ=0.1.
La Figure 3.15 montre que, le pourcentage des conﬂits pour un instant donné ne dépasse jamais
10% et Max(M¯sg) ≈ M¯sg ∗ 0.32 si les conﬂits suivent une distribution de probabilités Normale
N(μ, σ2) de paramètres μ=0.5 et σ=0.1).
La Figure 3.16 montre que, le pourcentage des conﬂits ne dépasse jamais 6% et Max(M¯sg) ≈
M¯sg ∗ 0.16 si les conﬂits suivent une distribution de probabilités de Poisson P(λ) de paramètre
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Figure 3.16 – Coût des messages jusqu’à la convergence de S-NRB si con f lits ∼ P(λ) où λ=0.5.
λ=0.5.
Ces résultats de simulations analytiques montrent que, S-NRB converge toujours sans un coût ex-
ponentiel et le coût des messages ne dépend pas du nombre d’agents mais seulement du nombre
de conﬂits avant la convergence de S-NRB. De plus, le pourcentage de conﬂits pour chaque instant
t donné est borné pour les différentes distributions de probabilités ci-dessus.
3.4.2 Expériences
3.4.2.1 Conﬁgurations et méthodologie
Pour l’ensemble des expériences que nous avons menées, une tâche est assignée à un agent unique
qui doit utiliser ses stratégies de négociation aﬁn d’établir une coalition stable pour l’exécution de
cette tâche. La stratégie d’un agent durant une phase de négociation peut porter sur la manière
d’utiliser ou d’établir ses alliances, la manière d’utiliser ses dépendances, et la manière de raisonner
sur les contraintes et les récompenses associées à une tâche.
De même que précédemment, nous effectuons ces simulations quand les indisponibilités des agents,
les conﬂits dus aux préférences et dépendances des agents et les états des tâches suivent des distri-
butions de probabilités de loi Uniforme, Normale ou de Poisson.
Dans notre simulateur développé sous Java, chaque agent est autonome et égoïste avec des dépen-
dances natives (un agent à des obligations envers un ensemble d’agents dès son déploiement) ou
non. Aléatoirement, un agent peut initier un processus de formation de coalitions, être libre de tout
engagement envers les autres agents ou devenir indisponible. La dynamique de la localisation et
des états des tâches est générée aléatoirement de même que pour les ressources nécessaires pour
l’exécution d’une tâche à un instant t donné. Le nombre d’agents dans l’environnement est choisi
entre 10 et 100 et le nombre de tâches simultanées dans l’environnement est compris entre 3 et 8
tâches où les propriétés de chaque tâche sont générées aléatoirement. Les simulations sont effec-
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tuées dans une machine Intel i7 (4 GHZ) avec 4GB de RAM.
Pour maximiser son utilité et atteindre son but, chaque agent ai tient compte de ses caractéristiques
(ressources, autonomie d’énergie, historique, voisinage, utilité, dépendances) et des contraintes liées
aux tâches à exécuter.
Chaque négociation est décentralisée et a une durée au-delà de laquelle elle est abandonnée s’il n’y
a pas d’accord déﬁnitif entre les agents. Cette durée n’est pas ﬁxée à l’avance, car elle dépend de
la dynamique des agents et des tâches sans oublier que les alliances proposées et les récompenses
associées aux tâches ont une durée de validité limitée dans le temps.
Les ressources disponibles dans l’environnement de déploiement des agents évoluent dynamique-
ment car elles dépendent de la disponibilité des agents et des tâches en cours d’exécution. À cause
de la dynamique des ressources disponibles ou requises pour une tâche, comme pour le chapitre
précédent, nous faisons nos simulations en considérant les ratios. Pour rappel, un ratio est égal au
nombre total de ressources disponibles dans l’environnement de déploiement sur le nombre total
de ressources nécessaires pour former les coalitions requises pour exécuter les tâches.
Par exemple, dans un environnement Net, supposons qu’il y a 12 agents de même caractéristiques.
Si dans Net, l’objectif est de former deux coalitions où la première coalition requiert 9 agents et où
la seconde coalition requiert 6 agents, alors nous avons, ratio= 129+6=
12
15=0.8.
Pour simuler l’indisponibilité des agents, nous désactivons aléatoirement un ensemble d’agents.
De plus, cette action a pour objectif de simuler les changements de topologies réseaux des agents
et de tester les propriétés d’auto-stabilisation des coalitions formées. Les messages sont librement
échangés entre les agents sans les notions de tour de rôle et sans l’intervention d’un agent organi-
sateur. Ces communications respectent le principe du non-return broadcast et du TTL. Pour obtenir
des valeurs moyennes, nous répétons 10 fois chaque simulation.
3.4.2.2 Résultats
Nous étudions ici, la capacité des coalitions core stables formées à se stabiliser dynamiquement
(coalitions A-core).
Les résultats des simulations illustrés par ces ﬁgures montrent que, si une coalition est core stable,
elle reste core stable même s’il y a des changements dynamiques des ratios dans le temps qui impacte
la quantité de ressources requises pour continuer l’exécution d’une tâche.
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Figure 3.17 – Auto-stabilisation des coalitions core stables formées avec notre mécanisme S-NRB si les
changements d’états des tâches et la disponibilité des agents suivent une distribution de probabilités Uniforme
U(a, b) où a=0 et b=10. Pour ces six changements visibles sur la ﬁgure, les ratios sont de : 1.42, 1.66, 2,
3.33, 1.66 et 2.
Figure 3.18 – Auto-stabilisation des coalitions core stables formées avec notre mécanisme S-NRB si les
changements d’états des tâches et la disponibilité des agents suivent une distribution de probabilités Normale
N(μ, σ2) où μ=0.5 et σ=0.1. Pour ces quatre changements visibles sur la ﬁgure, les ratios sont de : 0.90,
3.33, 3.33, 2.50.
Figure 3.19 – Auto-stabilisation des coalitions core stables formées avec notre mécanisme S-NRB si les
changements d’états des tâches et la disponibilité des agents suivent une distribution de probabilités de Poisson
P(λ) où λ=0.5. Pour ces cinq changements visibles sur la ﬁgure, les ratios sont de : 3.33, 1, 2.5, 2, 1.66.
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Conclusion du chapitre
Ce travail aborde la mise en œuvre d’un mécanisme de formation de coalitions core stables adap-
tatif, asynchrone et décentralisé qui permet une auto-stabilisation des coalitions formées d’agents
égoïstes. Ce mécanisme s’applique même en présence d’incertitudes sur : - les dépendances et les
conﬂits qui peuvent apparaître entre les agents pour une formation de coalition, - les préférences
et les disponibilités des agents, et - les coalitions à former pour les tâches stochastiques à exécuter
dans un contexte ouvert (les agents peuvent être indisponibles à tout moment). À cause de ces in-
certitudes et des contraintes sur les tâches et les agents, nous ne supposons aucune connaissance a
priori sur les coalitions stables à former. Nous considérons qu’il n’est pas possible de calculer de
manière centralisée les coalitions à former et qu’il est impossible de prédire la stabilité des coalitions
avant le début de l’exécution des tâches.
Nous avons proposé un mécanisme de formation de coalitions core stables que nous avons appelé
S-NRB. Nous avons, principalement, prouvé sa convergence vers des coalitions core stables qui se sta-
bilisent dynamiquement dans le temps (auto-stabilité) en cas de disparition d’un ensemble d’agents
ou de changements sur les contraintes des tâches. Notre mécanisme S-NRB utilise : 1- un ensemble
de lois de probabilité pour prédire les événements qui peuvent changer les états des tâches ou pour
prédire les indisponibilités des agents, 2- les principes de la théorie des jeux pour identiﬁer les
coalitions core stables. L’analyse théorique et les simulations analytiques et expérimentales montrent
le fonctionnement de notre mécanisme S-NRB. En effet, en distribuant le contrôle et les prises de
décisions lors des processus de formation de coalitions, ce mécanisme permet de surmonter les
incertitudes et les contraintes du contexte considéré aﬁn de trouver les coalitions A-cores.
4 Extension de la formation de coalitions A-core :
P-NRB
Ce chapitre se positionne dans un contexte multi-agents hétérogène et distribué qui est caractérisé par
la dynamique et les incertitudes de l’environnement de déploiement. Des incertitudes liées d’une part aux
dépendances, aux préférences, aux disponibilités et aux conﬂits qui peuvent arriver entre les agents et,
d’autre part, au caractère stochastique des tâches à exécuter. Dans ce contexte incertain, nous ne considé-
rons aucune connaissance qui peut nous permettre de déterminer a priori les coalitions stables à former
pour l’exécution de ces tâches. Spéciﬁquement, nous cherchons à étendre nos travaux présentés dans
le chapitre précédent qui ont conduit à la proposition du mécanisme de formation de coalitions S-NRB
(Sequential Non-Return Broadcast). Notre nouveau mécanisme de formation de coalitions est parallèle,
asynchrone, décentralisé et anytime (trouvent des coalitions stables en cas d’interruption prématurée du
processus de formation de coalitions). Nous appelons P-NRB (Parallel Non-Return Broadcast) ce nou-
veau mécanisme de formation de coalitions A-core. P-NRB combine les principes de la théorie des jeux,
avec le formalisme des chaînes de Markov (MDP) et les lois de probabilités. Le mécanisme converge gra-
duellement vers les coalitions stables qui maximisent le bien-être social des agents. Les analyses et les
simulations que nous avons menées, montrent l’efﬁcacité du mécanisme P-NRB. De plus, il améliore ou
étend dans la plupart des cas, notre mécanisme S-NRB. Par étend, nous comprenons que, P-NRB fournit
des propriétés qu’on ne peut pas obtenir avec S-NRB.
131

4.1. Objectifs et approche générale 133
4.1 Objectifs et approche générale
Nous gardons les mêmes déﬁs de formation de coalitions du chapitre précédent. Cela signiﬁe
que, l’environnement considéré dans ce chapitre, est une situation de gestion de sinistres à l’aide
d’agents intelligents. Les agents sont déployés sur des plateformes diverses comme des robots au-
tonomes, des dispositifs personnels et des capteurs. Les agents ont pour but de faciliter l’échange
d’informations cohérentes, d’aider à une répartition efﬁcace des intervenants et d’éviter une ampli-
ﬁcation des risques en pertes humaines et matérielles. Les tâches à exécuter sont considérées comme
nécessitant une collaboration entre plusieurs agents (intervenants), par la formation de coalitions.
Plus en détail, nous proposons un mécanisme de formation de coalitions A-core qui est adaptatif,
décentralisé et asynchrone et qui améliore ou étend dans la plupart des cas notre mécanisme S-NRB
présenté dans le chapitre précédent. Par P-NRB étend S-NRB, nous voulons dire que, P-NRB fournit
des propriétés qu’on ne peut pas obtenir avec S-NRB. Nous appelons notre nouveau mécanisme,
P-NRB (Parallel Non-Return Broadcast). P-NRB est fondé sur la négociation multilatérale dans la-
quelle le contrôle et les prises de décisions des agents sont décentralisées et se font en parallèle. Les
différences fondamentales par rapport à S-NRB est que, P-NRB est capable de fournir comme résul-
tat, des coalitions stables en cas d’interruption prématurée du processus de formation des coalitions
(propriété anytime) et qu’en cas de convergence, P-NRB retourne toujours les meilleures coalitions
A-core comme résultat.
Pour trouver les coalitions A-core, le mécanisme P-NRB présente une nouvelle combinaison de tech-
niques diverses. Particulièrement, il exploite certaines propriétés des lois de probabilité pour modé-
liser la dynamique des événements des tâches et la disponibilité des agents ; il utilise des méthodes
de la théorie des jeux pour trouver dynamiquement les coalitions requises en proﬁtant des dépen-
dances des agents et de la structure du réseau où les agents sont déployés ; il se fonde aussi sur le
formalisme des Processus de Décision Markov (MDP) pour examiner et adapter dynamiquement les
coalitions A-core à former. Cette combinaison livre une nouvelle solution de formation de coalitions
et aborde le problème de la dynamique. Il permet d’apporter des réponses aux problèmes qui n’ont
pas été résolus par notre mécanisme S-NRB proposé dans le chapitre précédent.
4.2 Concepts de notre modèle
Nous reprenons les mêmes déﬁnitions du chapitre précédent en ce qui concerne les notions
de tâches, de coalitions, de coalitions A-core, de but pour un agent ou pour une coalition et
d’offre composée. Nous notons encore par A={a1, ..., an}, l’ensemble des agents de l’environne-
ment multi-agents où chaque ai ∈ A : i ∈ [1, |A|] est un agent égoïste déployé dans un unique
134 Chapitre 4. Extension de la formation de coalitions A-core : P-NRB
composant ad-hoc. De plus, par C nous déﬁnissons une coalition telle que C={Ac, Gc, Tc,Vc}, où
Ac ⊂ A={a1, a2, ..., ak} est un ensemble d’agents qui partage la coalition C et qui a comme ensemble
de buts Gc ⊆ {Gai : i ∈ N, ai ∈ Ac}. Tc déﬁnit un ensemble de tâches stochastiques à exécuter
par la coalition C et Vc est la récompense associée à la coalition C après l’exécution de l’ensemble Tc.
Pour un agent, nous maintenons les mêmes propriétés que celles du chapitre précédent. Nous
rappelons que les paramètres essentiels pour un agent ai s’exprime à un instant t sous la forme :
{Rai , Auttai , Hsai , ϑtai ,Uai , LNetai }.
Pour un agent ai, l’information Rai décrit sa ressource et Aut
t
ai son autonomie énergétique à
l’instant t. Hsai représente l’historique de l’agent ai et s’exprime toujours comme décrit dans le cha-
pitre précédent, c’est-à-dire, en fonction des alliances, des ﬁabilités et des probabilités de stabilité
des agents. La fonction d’utilité Uai d’un agent ai à l’instant t se note toujours sous la forme U
t
ai .
LNetai déﬁnit le niveau de dépendance de l’agent ai par rapport aux autres agents de son voisinage
ϑtai dans une structure réseau notée Net.
Avec ces exigences, nous présentons dans la section suivante, notre nouveau mécanisme de
formation de coalitions stables appelé P-NRB (Parallel Non-Return Broadcast). Ce mécanisme cherche
une convergence rapide vers des coalitions core stables pour permettre l’exécution des tâches sto-
chastiques. Ce mécanisme vise aussi à trouver des coalitions core stables capables de se stabiliser
dynamiquement dans le temps (propriété d’auto-stabilité) et à fournir des coalitions stables en
cas d’interruption prématurée des négociations du processus de formation de coalitions (propriété
anytime).
4.3 Mécanisme de formation de coalitions
De la même manière que dans le chapitre précédent, nous considérons que nous avons des offres
composées. Formellement, une offre composée d’un agent ai qui veut former une coalition C est :
Oaic ={{Bi, Bj, Bk, ...}, {plai}} : Bi=(Ri,Δi,Ui).
Bi est un but à atteindre par une offre qui spéciﬁe, une ressource Ri requise pour une tâche ou un
ensemble de tâches Tc qui a induit la demande de formation de coalitions. Un but Bi contient aussi
des contraintes Δi est une récompense Ui pour la formation de la coalition. Notre mécanisme utilise
aussi une liste de sondage plai={ai, aj, ak, ...} : ∀ ax ∈ plai ∈ A qui permet de savoir à un instant t,
l’ensemble des agents qui sont d’accord avec une offre donnée.
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4.3.1 Notre mécanisme P-NRB
Notre mécanisme P-NRB est décrit par l’algorithme 7 ci-dessous. Pour plus de clartés, sa descrip-
tion est donnée sous la forme d’étapes comme suit :
Étape 1 : Génération d’offres et prises de décisions.
- Une offre d’un agent est diffusée avec un TTL en mode non-return broadcast où chaque agent
incrémente de 1, la valeur du nombre de sauts (Hop) effectués par le message avant de le diffuser
dans son voisinage (vue). Le Hop est différent du TTL, car le Hop permet de savoir le nombre de
nœuds (agents) par où le message est passé alors que le TTL permet de limiter le nombre maximal
de sauts qu’un message peut effectuer. Nous rappelons que dans nos considérations, un nœud est
un composant qui héberge un agent (Personal Digital Assistant (PDA), Smart-phones, capteurs, ...).
Figure 4.1 – Diffusion de l’offre. Dans ce cas, tout agent ai qui reçoit d’un agent aj un message de sondage
pour une offre composée, il le diffuse dans son voisinage ϑtai \ {aj}, c’est-à-dire, en mode non-return broadcast.
Dans cette ﬁgure, l’agent a1 est l’initiateur de l’offre composée et nous avons supposé des problèmes de
transmission de messages entre les agents a5 et a8 au moment de la diffusion de cette offre.
- Chaque agent détermine son rang en évaluant l’expression :
rang = Hop− Hop
2
 ∗ 2 (4.1)
donc, rang=0 ou 1. La valeur initiale du Hop égale à 1 et est donnée par l’agent qui a initié l’offre.
Étape 2 : Sondage du voisinage du saut suivant.
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Figure 4.2 – Déﬁnition des rangs des agents, c’est-à-dire, chaque agent calcul son rang en utilisant l’équation
4.1.
Si rang=1 pour un agent, alors, il considère qu’il est responsable du sondage (probe(Oaic )) de
ses voisins du saut suivant, sauf si ce voisinage est vide.
Déﬁnition 4.1 Nous appelons niveau-discussions, les niveaux de sondages qui vont impliquer pour une
offre Oaic , des négociations par voisinage direct entre les agents, une résolution de conﬂits locaux et des prises
de décisions partielles.
La ﬁgure 4.3 présente un exemple de la formation des niveau-discussions. L’agent initiateur de
l’offre crée un niveau-discussion avec les agents du Hop=2, que chaque agent du Hop=3 crée un
niveau-discussion avec ses voisins de Hop=4, et ainsi de suite.
Figure 4.3 – Formation des niveau-discussions en se fondant sur les rangs des agents.
Pour éviter les chevauchements ou la duplication des niveau-discussions, un agent initiateur d’un
niveau-discussion ne peut pas accepter d’être sondé par un autre agent pour la même offre. De plus,
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un agent ne peut participer que dans un seul niveau-discussion et si un agent est déjà sondé, il ne
peut pas initier un niveau-discussion pour la même offre. Il faut noter que, dans le cas où un agent
doit choisir dans quel niveau-discussion participer, il se base sur ses préférences et ses dépendances.
Étape 3 : Gestion des conﬂits locaux à chaque niveau-discussion.
À cette étape, chaque niveau-discussion doit résoudre en local les conﬂits en matière de buts et
de dépendances de ses agents, identiﬁer le poids (nombre d’alliances, stabilité et connectivité) de
chaque agent avant de diffuser une réponse résultant de la négociation et de la résolution de(des)
conﬂit(s). La réponse du niveau-discussion peut être un rejet ou un weak-accept. Nous faisons la
distinction entre le poids d’un agent dans un niveau-discussion et le poids du niveau-discussion.
Le poids d’un agent se fonde sur sa vue, sur ses alliances et sur ses dépendances (cf. équa-
tion 4.2), tandis que le poids du niveau-discussion se fonde sur des préférences multidimensionnelles
des agents du niveau-discussion. Cette dernière utilise l’intégrale de Choquet qui est un opérateur
d’agrégation de préférences (Grabisch 1995) (cf. équation 4.9).
- Une réponse rejet d’un niveau-discussion signiﬁe qu’aucun de ses agents n’a accepté l’offre.
- Une réponse weak-accept d’un niveau-discussion signiﬁe qu’il y a un ensemble d’agents noté W-Set
qui sont d’accord avec l’offre et qui se proposent de participer à la coalition C de l’offre si leur
utilité n’est pas réduite et si leurs préférences ne sont pas en conﬂits avec celles d’autres agents qui
veulent rejoindre la coalition.
De manière formelle, un weak-accept d’un ensemble d’agents W-Set={aj, ak, ...} d’un niveau-discussion
signiﬁe ∃ {(Gai , ai), (Gaj , aj), (Gak , ak), ...} : ∀ ax ∈ W-Set, Gax ∈ Oaic . Pour différencier les réponses
weak-accept simultanés qui peuvent émaner d’un niveau-discussion à cause de la possibilité d’offres
simultanées, le premier champ ((Gai , ai)) du weak-accept est celui de l’agent ai qui a initié l’offre O
ai
c .
Le poids Wai d’un agent ai est donné par :
Wai =
⎧⎪⎨
⎪⎩
Card(Hsai∩ϑtai )
Card(ϑtai )
if γNetai = ∅ : γ
Net
ai ⊂ LNetai
WNetγai if γ
Net
ai = ∅ : γNetai ⊂ LNetai
(4.2)
En présence de conﬂits dans un niveau-discussion, les agents utilisent leur poids et leur ﬁabilité (cf.
équation 2.3) aﬁn de trouver un accord. Dans ce cas, les agents qui ont les poids les plus élevés
et qui sont plus ﬁables sont sélectionnés. Si ces deux paramètres ne permettent pas de décider, la
décision est fondée sur les probabilités de stabilité les plus élevées. Notons qu’un agent ne peut pas
mentir sur sa ﬁabilité, car elle peut être vériﬁée par les agents de son niveau-discussion. De même,
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un agent ne peut pas mentir sur son poids, car cela dépend de ses alliances et de ses dépendances
avec les agents de son niveau-discussion.
Le poids du niveau-discussion n’est important que si une réponse weak-accept de l’offre existe.
Ce poids tient compte seulement des préférences des agents de W-Set c’est-à-dire les agents qui ont
répondu avec un weak-accept à l’offre. Pour évaluer le poids du niveau-discussion, les étapes sont les
suivantes :
- Chaque agent évalue son modèle de préférences multidimensionnelles pour les agents W-Set
du niveau-discussion en fonction de son utilité et des critères (ﬁabilité, stabilité, poids) de ces agents.
Ce modèle de préférences multidimensionnelles pour un agent ai sur un ensemble d’agents W-Set
en fonction d’un ensemble de critères p, est une matrice ∏
p
ai qui s’exprime comme suit :
p
∏
ai
=
⎛
⎜⎜⎜⎜⎜⎜⎝
Y1ai ,aj Y
1
ai ,ak · · · Y1ai ,an
Y2ai ,aj Y
2
ai ,ak · · · Y2ai ,an
...
...
. . .
...
Ypai ,aj Y
p
ai ,ak · · · Y
p
ai ,an
⎞
⎟⎟⎟⎟⎟⎟⎠
(4.3)
Chaque ligne x concerne les préférences suivant un critère x ∈ p. Y1ai ,aj est la préférence de l’agent
ai à l’égard de l’agent aj en fonction du critère 1. Notons que, Yxai ,ai=0 ∀ x ∈ p.
Dans notre contexte, du fait que les agents sont égoïstes et ont des disponibilités aléatoires,
les préférences de ai pour aj sont des informations privées et dépendent de la ﬁabilité ρaj , de la
probabilité de stabilité P
aj
s et de la différence entre le poids Waj de aj et du poids Wai de ai.
À cause des incertitudes et de la dynamique du contexte que nous considérons dans ce tra-
vail, nous ne supposons aucune connaissance a priori sur ces préférences des agents. Raison pour
laquelle notre mécanisme P-NRB fournit les moyens à chaque agent de pouvoir calculer dynami-
quement ses préférences.
Le premier critère est la ﬁabilité, le second est la probabilité de stabilité et le troisième est le
poids de l’agent. Ainsi,
Y1ai ,aj =
⎧⎪⎨
⎪⎩
ρaj −
∑ak∈A′ (ρak )
Card(A′) if Y
1
ai ,aj > 0
0 if Y1ai ,aj ≤ 0
(4.4)
Y2ai ,aj =
⎧⎪⎨
⎪⎩
P
aj
s −
∑ak∈A′ (P
ak
s )
Card(A′) if Y
2
ai ,aj > 0
0 if Y2ai ,aj ≤ 0
(4.5)
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Y3ai ,aj =
⎧⎪⎨
⎪⎩
Waj −Wai if Y3ai ,aj > 0
0 if Y3ai ,aj ≤ 0
(4.6)
- Chaque agent ai applique l’intégrale de Choquet pour obtenir son vecteur de préférences ∏ai pour
une coalition avec chaque agent de son niveau-discussion appartenant à l’ensemble W-Set. Pour ce
faire, ai trie dans un ordre décroissant les valeurs de chaque colonne de la matrice de préférences
(cf. équation 4.3). Après cela, ai calcule sa préférence pour chaque agent aj ∈ W-Set comme suit :
Xai ,aj = ∑
k∈[1,3]
(Ykai ,aj −Yk+1ai ,aj ) ∗ μ(p) (4.7)
μ(p) est le poids d’un ensemble de critères. Ainsi,
∏ai=(Xai ,aj , Xai ,ak , ...) : {ai, aj, ak, ...} ⊆ W-Set.
μ(p) est calculé sachant que p = 1 représente la ﬁabilité, p = 2 représente la probabilité de
stabilité et p = 3 représente le poids. Donc, μ(1)=ρai , μ(2)=P
ai
s , μ(3)=Wai .
Du fait des incertitudes sur les agents et sur les tâches stochastiques, nous considérons que la
ﬁabilité est plus importante que la probabilité de stabilité et le poids des agents lors des prises de
décision. Ainsi, μ(1, 2)=μ(1, 3)=
1−ρai
2 , μ(2, 3)=1− ρai and μ(1, 2, 3)=1.
Exemple 4.1 Soit le modèle de préférences multidimensionnelles
p
∏
a4
d’un agent a4 déﬁni comme suit pour
les critères p1, p2 et p3 (ﬁabilité, stabilité et poids). Donc, p=(p1, p2, p3).
p
∏
a4
=
Agentai a1 a2 a3
p1 0.19 0.10 0.14
p2 0.15 0.12 0.17
p3 0.11 0.17 0.17
(4.8)
Considérons les poids individuels et collectifs des trois critères (p1, p2 et p3) comme suit : μ(p1) = 0.45,
μ(p2)= 0.45, μ(p3)= 0.3, μ(p1, p2) = 0.5, μ(p1, p3) = 0.9, μ(p2, p3)= 0.9, μ(p1, p2, p3)= 1. De là, a4
construit une séquence décroissante des valeurs de ses préférences pour chaque critère p1, p2 et p3. a4 obtient
les valeurs de séquence suivantes (0.19, 0.15, 0.11) pour a1, (0.17, 0.12, 0.10) pour a2 et (0.17, 0.17, 0.14)
pour a3. Ainsi, en utilisant l’intégrale de Choquet, ∏a4=(0.148, 0.133, 0.149), car :
Xa4,a1 = [(0.19 - 0.15)* 0.45] + [(0.15 - 0.11)* 0.5] + [(0.11 - 0)* 1] = 0.148.
Xa4,a2 = [(0.17 - 0.12)* 0.3] + [(0.12 - 0.10)* 0.9] + [(0.10 - 0)* 1] = 0.133.
Xa4,a3 = [(0.17 - 0.17)* 0.45] + [(0.15 - 0.14)* 0.9] + [(0.14 - 0)* 1] = 0.149.
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- Le poids du niveau-discussion devient :
∏ =
∑
ai∈A′⊂A
∏ai
Card(A′) (4.9)
où A′=W-Set est l’ensemble des agents qui ont répondu avec un weak-accept. Les agents qui maxi-
misent ∏ sont toujours préférés (cf. lignes 5 et 6 algorithme 8).
Donc, s’il y a un conﬂit dans un niveau-discussion, les agents vont préférer ceux qui maximisent le
poids ∏ de leur niveau-discussion pour permettre aux agents d’un même niveau-discussion d’avoir
une probabilité plus grande de partager la même coalition. En effet, plus le niveau-discussion a un
poids élevé, plus il est considéré comme étant formé d’agents qui se trouvent dans un certain état
d’équilibre. En cas de conﬂits avec d’autres agents externes à leur niveau-discussion, ces agents sont
préférés.
Étape 4 : Fusion des décisions des niveau-discussions.
Nous rappelons que nous avons déjà déﬁnis dans le chapitre précédent, la notion de fusion
de deux listes de sondage.
Si rang=0 pour un agent qui est dans W-set, alors celui-ci considère qu’il doit participer à la gestion
des négociations entre les niveau-discussions s’il existe un niveau-discussion dans son voisinage de
saut suivant (cf. ﬁgure 4.4).
Cette manière de faire a pour objectif de fusionner les décisions provenant de plusieurs niveau-
Figure 4.4 – Prise de décision entre les niveau-discussions.
discussions. Les agents de Hop=2 gèrent les décisions des niveau-discussions de Hop=3, les agents de
Hop=4 gèrent les décisions des niveau-discussions de Hop=5, ainsi de suite.
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Algorithme 7 : : P-NRB
Require: Oaic ={{Bi : i ∈ [1, |Tc|]}, {plai : i ∈ [1, |A|]}}
RESULT : Coalition C
1: if Oaic ∀ aj ∈ A : plai={ai} then
2: rang=Hop− Hop2  ∗ 2 et Hop=Hop+1
3: send(Oaic , Hop) : TTL=1
4: end if
5: if aj : rang == 1 ϑtaj = ∅ then
6: probe(Oaic ) : TTL=1 //pour faire le sondage du voisinage de saut suivant.
7: end if
8: ∀ak : rang = 1 et ∈ ϑtaj ∪ aj
9: if ∃Gaj ∈ Oaic et Ut−1aj  Utaj et Auttaj = 0 then
10: Waj =
Card(Hsaj∩ϑtaj )
Card(ϑtaj )
ou WNetγaj si ∃L
Net
ai : γ
Net
ai = ∅
11: W-Set=aj
12: while ∃(Gak , ak)∀ak ∈ ϑtaj do
13: W-Set=W-Set ∪ak
14: if ∃aj, ak : Gaj ≡ Gak et (aj, ak) ⊆ W-Set then
15: Max(Waj ,Wak ), Max(ρaj , ρak ) et Max(P
aj
s , P
ak
s ) //Nous rappelons que l’opérateur ≡ permet de
vériﬁer l’équivalence entre deux paramètres.
16: end if
17: end while
18: end if
19: if aj : rang==1, ϑtaj = ∅, ∃Gaj ∈ O
ai
c , Ut−1aj  U
t
aj et Aut
t
aj = 0 then
20: W-Set=aj
21: end if
22: if W-Set = ∅ then
23: ∀aj ∈ W-Set calcule
p
∏
aj
24: if ∃ ∏ai then
25: Calculer ∏ et envoyer un message commit(W-Set) : TTL = 1
26: end if
27: if aj : rang == 0 ϑtaj = ∅ et aj ∈ W-Set then
28: Diffuser commit(W-Set) : TTL = 1
29: end if
30: if aj : rang == 0 et Waj est maximal et réception du commit(W-Set) then
31: MCL() //pour faire appel à l’algorithme 8
32: end if
33: end if
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Ce choix est fondé sur les principes suivants : (1) un message ne peut pas quitter le niveau
Hop=1 à destination de Hop=3 sans passer par le niveau Hop=2, (2) l’objectif de décentralisation
du mécanisme P-NRB et de partage des coûts en matière de ressources utilisées par chaque agent
dans les processus de négociations, (3) la possibilité de permettre à chaque agent de participer
à toutes les prises des décisions s’il a un but à atteindre avec la formation d’une coalition pour l’offre.
Remarquons que, c’est par souci de clarté que ces étapes illustrées par la ﬁgure 4.1, la ﬁgure
4.2, la ﬁgure 4.3 et la ﬁgure 4.4 sont présentées séparément mais elles se font de manière parallèle
et asynchrone.
Étape 5 : Négociations et prises de décisions entre les niveau-discussions.
Dans cette étape, les négociations se font entre les niveau-discussions qui ont émis un weak-accept (cf.
algorithme 8). Ces négociations sont gérées par les agents de rang=0 ayant le plus grand poids dans
leur niveau-discussions. Cependant, si un agent est seul dans son niveau-discussion il gère lui-même
ses négociations. En cas de poids identiques, l’agent qui a la ﬁabilité la plus grande est choisi pour
la gestion de la négociation avec les autres niveau-discussions.
- Pour la fusion des décisions provenant de chaque niveau-discussion, en cas de conﬂit entre
deux niveau-discussions (des agents ayant le même but, ayant des préférences incompatibles, ....), les
agents utilisent les poids des agents en conﬂit et les poids des niveau-discussions concernés pour
résoudre les conﬂits. Ainsi, les agents de poids supérieur et appartenant à des niveau-discussions de
poids plus élevés sont privilégiés, car ils ont une plus grande probabilité de fournir une coalition
stable si tous les agents sont dans une même coalition.
- Après fusion, un nouveau weak-accept pour une coalition est généré s’il existe encore des buts de
l’offre à couvrir. Cela signiﬁe que la coalition n’est validée que si elle est core stable et si les agents
forment un réseau connexe (chaque agent de la coalition a au moins un agent voisin qui appartient
aussi à la coalition). Cette décision de valider une coalition se fonde aussi sur une prédiction de
stabilité utilisant les MDP.
Étape 6 : Validation ou rejet d’une coalition.
Cette étape ne requiert pas de synchronisation supplémentaire entre les niveau-discussions concer-
nés, car les agents vont utiliser une chaîne de Markov ergodique pour déterminer si la coalition
sera core stable avec les agents impliqués et pour évaluer l’état de la tâche stochastique Tc que la
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Algorithme 8 : : MCL() (Merging Chatting-Levels)
Require: W-Set=X1 and W-Set=X2 : X1, X2 ⊂ A
RESULT : commit(X1∪ X2) : X1∩ X2=∅
1: if aj ∈ X1 : rang==0 et (X1 \ aj)={ak, al , ...} : Waj=Max(Wak ,Wal , ...) then
2: if  ∃ aj ∈ X1 et ax ∈ X2 : Gaj ≡ Gax ∈ Oaic then
3: commit(X1∪ X2) : X1∩ X2=∅
4: end if
5: if ∃ aj ∈ X1 et ax ∈ X2 : Gaj ≡ Gax ∈ Oaic then
6: if Waj > Wax et ∏ de aj est maximal then
7: Sélectionner aj et envoyer un commit(X1∪ X2) : X1∩ X2=∅
8: else
9: if Wax > Waj et ∏ de ax est maximal then
10: Sélectionner ax et envoyer un commit(X1∪ X2) : X1∩ X2=∅
11: else
12: Calcul du vecteur invariant du MDP de leurs tâches //pour prédire la stabilité de leur
coalition si X1∪ X2 : X1∩ X2=∅ est validé en coalition avec la participation de aj ou de ax.
13: end if
14: end if
15: end if
16: end if
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future coalition doit prendre en charge. Le théorème 8 montre que si le MDP est ergodique, les
agents ont, après calcul du vecteur invariant du MDP, la même connaissance sur la stabilité de la
coalition à valider.
La manière dont nous utilisons le MDP et la méthode itérative d’obtention de son vecteur invariant
sont largement discutées dans le chapitre 2. D’autres informations utiles pour la compréhension
des propriétés des MDP sont expliquées en annexe.
Dans la section suivante, mettons en exergue les propriétés les plus importantes de notre mé-
canisme de formation de coalitions qui prouvent que nous avons atteint les objectifs afﬁchés au
début de ce travail dans ce contexte dynamique et incertain.
4.3.2 Analyse de notre mécanisme P-NRB
Cette analyse de notre mécanisme de formation de coalitions, montre qu’il est anytime et il permet
de trouver les coalitions A-core. Le lemme 7 ci-dessous, prouve que notre mécanisme de formation
de coalitions est décentralisé, asynchrone et que le contrôle des prises de décisions multi-agents est
distribué.
Lemme 7 P-NRB est un mécanisme distribué et asynchrone avec des prises de décisions multi-agents
décentralisées.
Démonstration. Considérons un ensemble d’agents A. ∀ai ∈ A : Oaic = ∅ peut utiliser le mécanisme
P-NRB si ϑtai = ∅ (Probe(O
ai
c ) ∀ aj ∈ ϑtai : plai={ai}) sans attendre un quelconque tour de rôle et sans
l’intervention d’un ordonnanceur. ∀ai ∈ A doit fournir sa décision (rejet, weak-accept ou validation)
durant un processus de formation d’une coalition en gérant un niveau-discussion si son rang=1 (cf.
lignes 6 à 22 de l’algorithme 7), ou bien, en gérant la négociation entre des niveau-discussions si
son rang=0 (cf. lignes 28 à 33 de l’algorithme 7). La manière dont un agent devient responsable du
maintien de la cohérence des décisions de son niveau-discussion ou devient gestionnaire de la négo-
ciation et de la fusion des décisions provenant de plusieurs niveau-discussions se fonde seulement
sur un calcul local de chaque agent sans l’intervention d’un ordonnanceur. C’est-à-dire de manière
distribuée et asynchrone (cf. lignes 1 à 5 de l’algorithme 7). Ce qui prouve notre lemme.
Le lemme ci-dessous prouve qu’il n’y a pas d’états bloquants durant un processus de formation
de coalitions et que le mécanisme P-NRB ﬁnit toujours par se terminer sur un état ﬁnal qui peut
produire des coalitions stables ou non.
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Lemme 8 Le mécanisme P-NRB se termine toujours sans blocage même si des coalitions core stables ne
sont pas trouvées.
Démonstration. ∀Probe(Oaic ), un agent doit propager ce message de sondage dans son voisinage si
ϑtai = ∅ en respectant le principe du non-return broadcast et le TTL du message aﬁn d’éviter les
messages envoyés en boucles. Chaque conﬂit entre deux agents ai et aj est géré par les agents de leur
niveau-discussion en sélectionnant l’agent qui maximise le poids de son niveau-discussion. De plus, le
choix porte sur l’agent dont : le poids est le plus grand (Max(Wai ,Waj)), la ﬁabilité la plus grande
(Max(ρai , ρaj)) et la probabilité de stabilité la plus grande (Max(P
ai
s , P
aj
s )). Cette manière de gérer
les conﬂits permet d’éviter les cas où deux agents ai et aj sont dans une impasse pour un accord
sans possibilités de prises de décisions décentralisées des agents qui attendent une validation de la
coalition. À noter que, la résolution des conﬂits s’effectue de manière décentralisée et localisée dans
le ou les niveau-discussions concernés par les conﬂits des deux agents (cf. lignes 13 à 18, algorithme
7). Ainsi, tous les blocages (deadlocks) sont évités, dans les communications et les négociations
durant les processus de formation de coalitions avec le mécanisme P-NRB. Ce qui donne la preuve
de notre lemme.
Théorème 4 Une réponse weak-accept signiﬁe qu’il existe un ensemble d’agents noté W-Set appartenant
à un niveau-discussion qui sont d’accord pour la formation d’une coalition C en garantissant au moins une
partition Nash-stable dans C.
Démonstration. Soit W-Set représentant un ensemble d’agents d’un niveau-discussion qui ont répondu
à une offre Oaic par un weak-accept. Notons par Utax l’utilité de l’agent ax à l’instant t.
(1) ∀aj, W-Set=W-Set ∪aj si et seulement si Gaj ∈ Oaic et Ut−1aj  Utaj et Auttaj = 0. Cela signiﬁe que,
∀aj ∈ W-Set, il veut participer à la coalition C de l’offre Oaic .
(2) ∀ai, aj ∈ W-Set, Gai ≡ Gaj et Ut−1ai  Utai , Ut−1aj  Utaj . Cela signiﬁe qu’il n’existe aucun conﬂit
entre les agents appartenant à l’ensemble W-Set et que l’utilité de chacun de ces agents est maximale.
(3) ∀ Wai de ai ∈ W-Set, Wai dépend de ses alliances avec les agents de sa vue ϑtai . De plus, à
chaque coopération avec d’autres agents, ai cherche à maximiser son poids et sa ﬁabilité, car s’il se
désengage de l’ensemble W-Set, son poids et sa ﬁabilité vont être réduits.
Les points (1), (2) et (3) décrits ci-dessus signiﬁent que, ∀ai ∈ W-Set il n’est pas motivé à quitter
l’ensemble W-Set pour améliorer son utilité en s’engageant dans une autre négociation pour une
autre offre et il accepte la formation de la coalition C avec les agents de W-Set. Ainsi, W-Set ⊆ C est
une partie Nash-stable de C. Ce qui prouve notre théorème.
Théorème 5 La fusion de deux ensembles d’agents qui ont répondu par un weak-accept à une offre Oaic
fournit toujours un ensemble d’agents qui sont en accord pour la formation de la coalition C dont au moins
une partition de C est Nash-stable.
146 Chapitre 4. Extension de la formation de coalitions A-core : P-NRB
Démonstration. Considérons deux ensembles d’agents X1 et X2 comme représentant deux en-
sembles d’agents de deux niveau-discussions différents qui ont répondu par un weak-accept à une
offre de formation d’une coalition C. Le théorème 4, prouve que les deux ensembles X1 et X2 sont
dans un équilibre de Nash. La ligne 3 de l’algorithme 8 montre que X1∪X2 est telle que X1∩X2=∅.
De la ligne 5 à la ligne 7 de l’algorithme 8 nous remarquons que l’expression X1 ∪ X2 est telle que
∀ai ∈ X1 ∪ X2, Wai et ∏ (cf. équation 4.9) sont maximisés. Ainsi, si l’on effectue la fusion des deux
ensembles X1 et X2, chaque agent reste d’accord pour la formation de la coalition C avec chaque
agent de X1∪ X2. Ce qui prouve notre théorème.
Théorème 6 P-NRB converge toujours vers la formation de coalitions core stables si la formation de
coalitions core stables est possible.
Démonstration. Le lemme 7 et le lemme 8 prouvent que, si une réponse weak-accept d’un niveau-
discussion existe, alors le mécanisme P-NRB va toujours en ternir compte et sans blocage. De plus,
ces lemmes montrent que - le mécanisme P-NRB fonctionne correctement même si des agents sont
indisponibles, - la terminaison du mécanisme P-NRB est toujours garantie, - en fonction de ses
propriétés, chaque agent a un contrôle sur le résultat qui est retourné par le mécanisme P-NRB.
Le théorème 4 prouve que, le résultat issu de la convergence du mécanisme P-NRB est toujours
une coalition stable. Le théorème 5 montre que, si une réponse weak-accept est émise par un niveau-
discussion ou après fusion d’un ensemble de niveau-discussions, l’utilité, la ﬁabilité, la probabilité de
stabilité et le bien-être social de l’ensemble des agents concernés par cette réponse weak-accept sont
maximisés (cf. ligne 16 de l’algorithme 7 et ligne 1 à la ligne 7 de l’algorithme 8), car le niveau-
discussion de poids plus grand est toujours préféré. Ainsi, le résultat retourné par P-NRB mène à la
formation de coalitions où aucun agent n’est motivé à quitter sa coalition et où le bien-être social des
agents est maximisé. Ce qui prouve que la convergence de P-NRB mène à la formation de coalitions
core stables et c’est ce qui prouve notre théorème.
Lemme 9 Une coalition C issue de la convergence du mécanisme P-NRB est core stable et ∀ai ∈ C ∃
aj ∈ C : aj ∈ ϑtai .
Démonstration. Le théorème 4 montre que, si une réponse weak-accept pour une offre de formation
d’une coalition C est émise, alors il existe un ensemble W-Set d’agents qui forment une partition
Nash-stable de la coalition C. De même, si nous considérons X1 et X2 comme deux ensembles
d’agents W-Set provenant de deux niveau-discussions différents, le théorème 5, montre que la fusion
de ces deux ensembles d’agents qui sont dans un équilibre de Nash, donne encore un ensemble
qui est dans un équilibre de Nash. De plus, chaque agent de l’ensemble X1 ∪ X2 : X1 ∩ X2 = ∅ a
au moins un agent voisin appartenant à cet ensemble X1 ∪ X2 : X1 ∩ X2 = ∅ avec lequel il veut
partager la coalition C à former. Ainsi, si C est validée, alors chaque agent dans C va avoir au
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moins un agent voisin qui est aussi dans C. D’où la connectivité des membres de la coalition. Ce
qui complète notre preuve.
Vu que nous considérons que les agents sont déployés dans des composants communicants
comme, par exemple, des capteurs, des Smart-phones, etc. alors un critère important à vériﬁer,
est l’optimisation des ressources et de la bande passante de ces composants lors du processus de
formation de coalitions. D’une manière générale, pour ce genre de composants considérés, le coût
des messages est plus important lors de l’envoi de messages. Ainsi, nous cherchons à prouver par le
lemme ci-dessous que notre mécanisme P-NRB tient compte de ces contraintes de ressources pour
borner les messages envoyés par chaque composant jusqu’à la convergence du mécanisme.
Lemme 10 Le coût des messages est borné et polynomial pour chaque agent jusqu’à la convergence du
mécanisme P-NRB.
Démonstration. Soit M¯sg le coût des messages de P-NRB. Jusqu’à la formation des niveau-discussions,
∀aj ∈ A, ∀rang : Gaj ∈ Oaic ou Ut−1aj > Utaj ou Auttaj = 0, si ϑtaj = ∅, alors M¯sg = 0, si ϑtaj = ∅ et
Auttaj = 0, alors M¯sg = 1, car il doit diffuser l’offre O
ai
c de formation de la coalition C.
∀aj ∈ A : rang = 1, Gaj ∈ Oaic ,Ut−1aj ≤ Utaj , et Auttaj = 0, alors 1 ≤ M¯sg ≤ 2 jusqu’à la diffusion de la
réponse weak-accept de son niveau-discussion, car aj doit envoyer au moins un message de broadcast
pour effectuer le sondage de son niveau-discussion (cf. ligne 7 de l’algorithme 7) et au plus, un mes-
sage supplémentaire pour informer les membres de son niveau-discussion à propos de la décision
ﬁnale (cf. ligne 9 à la ligne 14 de l’algorithme 7). Néanmoins, lorsque N agents ont des buts ou des
préférences en conﬂits (∃ax et ay : Gax ≡ Gay ), alors 3 ≤ M¯sg ≤ [N∗(N−1)2 + 2], car pour N agents,
nous avons à résoudre au pire des cas, N∗(N−1)2 conﬂits. De plus, pour gérer les conﬂits, un agent aj
doit envoyer un message aux agents en conﬂits pour prendre connaissance de leurs différends puis
un autre message aﬁn d’en informer les membres du niveau-discussion. Ce dernier message permet
d’obtenir les poids et les probabilités de stabilité des agents en conﬂits sachant qu’il peut calculer
en local les ﬁabilités de ces agents (cf. lignes 15 à 17 de l’algorithme 7).
∀aj ∈ A : rang = 0, aj ∈ W-Set et ϑtaj = ∅, alors aj est responsable de la diffusion de la réponse
weak-accept de son niveau-discussion dans sa vue ϑtaj (cf. ligne 28 à la ligne 30 de l’algorithme 7). Jus-
qu’à la réponse avec un weak-accept, aj doit envoyer 1 message pour diffuser l’offre de formation de
la coalition et 1 message pour spéciﬁer son but Gaj ∈ Oaic à l’agent voisin qui gère le sondage de son
niveau-discussion. Un message supplémentaire qui contient son poids Waj et sa probabilité de stabi-
lité P
aj
s peut être requis, si son but est en conﬂit avec un but d’un autre agent de son niveau-discussion.
Ainsi, 2 ≤ M¯sg ≤ 3. Cependant, si aj : rang = 0 et qu’il a le poids Waj le plus élevé dans son niveau-
discussion, alors aj est responsable de la négociation et de la fusion entre son niveau-discussion et les
autres niveau-discussions de son voisinage qui ont aussi émis une réponse weak-accept, c’est-à-dire,
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qui ont un ensemble W-Set = ∅ (cf. ligne 31 et ligne 32 de l’algorithme 7). Pour effectuer la fusion
de deux ensembles W-Set de deux niveau-discussions, aj doit envoyer au moins 2 messages (M¯sg=2),
si aucun conﬂit n’est détecté, c’est-à-dire, 1 message pour diffuser la réponse weak-accept de son
niveau-discussion et 1 message après la fusion des deux ensembles d’agents W-Set concernés par les
deux réponses weak-accept. Néanmoins, si N agents ont des buts en conﬂits, alors M¯sg=1+N+1. Si aj
doit gérer la fusion de tous les niveau-discussions de sa vue, alors M¯sg=(2+ N) ∗ card(ϑtaj). Ainsi, le
coût des messages ∀aj ∈ A : rang = 0, aj ∈ W-Set est de 2 ≤ M¯sg ≤ (2+ N) ∗ card(ϑtaj).
Comme le nombre d’agents n’est pas inﬁni, alors ∀aj ∈ A,Card(ϑtaj) et N sont bornés et par consé-
quent le coût des messages M¯sg est aussi borné et est polynomial. Ce qui prouve notre lemme.
Lemme 11 P-NRB permet aux agents de prendre des décisions collectives de manière parallèle et décentra-
lisée sans inconsistance et sans privilégier un agent durant les processus de formation des coalitions.
Démonstration. ∀aj ∈ A, il peut participer dans un niveau-discussion et prendre une décision sur
une offre sans attendre un ordonnanceur ou un tour de rôle. ∀aj ∈ A, sa prise de décision dépend
de ses paramètres Gaj , Uaj , Aut
t
aj , L
Net
aj , Waj , ρaj , P
aj
s mais pas sur sa proximité avec l’agent qui a
initié l’offre de formation de la coalition. De plus, la gestion des décisions d’un niveau-discussion est
distribuée (cf. lemme 7). Aucune inconsistance dans les prises des décisions ne peut arriver durant
un processus de formation d’une coalition, car les conﬂits sont résolus au fur et à mesure qu’ils sont
détectés. Un ensemble W-Set d’agents responsables de la réponse weak-accept d’un niveau-discussion
est Nash-stable et le résultat de la fusion de deux ensembles W-set reste Nash-stable (théorème 4 et
théorème 5). Ce qui prouve notre lemme.
Théorème 7 Si la convergence de P-NRB forme une coalition core stable, celle-ci est nécessairement A-core.
Démonstration. Le théorème 6 prouve une convergence vers des coalitions core stables. Le lemme
9 signiﬁe que, dans une coalition, chaque changement dynamique sur l’état d’une ou de plusieurs
tâches et sur la disponibilité d’un ou de plusieurs agents, est détecté automatiquement par au moins
un agent de la coalition. Le lemme 8 et le 10 montrent que, après une instabilité dans une coalition,
cette dernière redevient stable après un nombre ﬁni d’étapes sans qu’il y ait blocage du processus
de stabilisation. De plus, la décision d’ajouter un ensemble d’agents dans une coalition respecte les
préférences de chaque agent de la coalition (cf. lemma 11) et les conﬂits sont résolus de manière
décentralisée au fur et à mesure de leurs apparitions (cf. Lemma 7). Sachant que, l’ajout d’un
ensemble d’agents dans une coalition peut être considéré comme une fusion de deux ensembles
W-Set de deux niveau-discussion, alors le théorème 5 montre que P-NRB permet une stabilisation
des coalitions formées. Par conséquent, nous pouvons déduire que P-NRB, permet la formation de
coalitions A-core. Ce qui donne la preuve de notre théorème.
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Théorème 8 Comme la chaîne de Markov liée à l’état des agents et à la tâche est ergodique, alors sans
nécessité de synchronisation, tous les agents impliqués dans le même processus de formation de coalitions
auront la même connaissance à propos de la stabilité de la coalition qu’ils peuvent espérer en ajoutant l’un des
agents en conﬂit.
Démonstration. Une chaîne de Markov possède toujours au moins un vecteur invariant Π. Comme
nous l’avons déjà montré dans le chapitre 3, si en plus la chaîne de Markov est ergodique alors la
chaîne possède un vecteur invariant Π unique quelle que soit la distribution de probabilité initiale
des états de la chaîne de Markov donnée par sa matrice P et quelles que soient les préférences et
les dépendances des agents. Ce qui prouve notre théorème.
Théorème 9 Le mécanisme P-NRB pour la recherche de coalitions A-core dans un contexte dynamique,
possède la propriété anytime.
Démonstration. Soit l’offre Oaic de formation d’une coalition C d’un agent ai. Si l’ensemble des coa-
litions core n’est pas vide, cela signiﬁe qu’il a au moins un niveau-discussion qui va émettre une
réponse weak-accept pour l’offre Oaic . Un tel ensemble d’agents sera Nash stable (voir, theorem 4).
De plus, ces agents ayant produit le weak-accept se sont assurés que leur utilité est maximale, qu’il
n’y a pas de conﬂits entre eux et que chacun a le meilleur poids du niveau-discussion pour le but
le concernant. Ces points assurent l’existence d’un bien être social. Ainsi, même si la négociation
est interrompue avant la fusion de toutes les décisions des agents des différents niveau-discussion de
l’environnement de déploiement, une partition stable de la coalition sera déjà disponible. Ce qui
prouve notre théorème.
Nous donnons de manière succincte dans la section suivante, les règles de fonctionnement sup-
plémentaires que les agents observent durant leur phase de découverte et de coordination dans leur
environnement.
4.3.3 Règles générales
Cette section détaille d’autres contraintes et règles de notre mécanisme de formation de coalitions
qui assure une cohérence de notre mécanisme P-NRB en matière de processus de négociation, de
communication, de calcul, etc. Cependant, les règles et les contraintes spéciﬁques sont fournies
dans les étapes concernées. C’est pourquoi, dans ce qui suit, nous ne donnons que les règles
communes à toutes les étapes.
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Règle 1 : Offre valide. Un agent ai ne peut proposer une offre O
ai
c pour la formation d’une
coalition C que si ϑtai = ∅, ∃ Gai ≡ Bx ∈ O
ai
c et ∀Bx ∈ Oaic , le but Bx est requis pour la forma-
tion et/ou la stabilisation de la coalition C. Un agent aj ne peut accepter Bx ≡ Gaj ∈ Oaic que
si est seulement si Rx ∈ Bx : Rx ∈ Raj . De plus, aj ne peut participer à la coalition C que si
∀ak ∈ C, uakc′ ≥ u
ak
c : C′=C ∪ aj.
Règle 2 : Validation d’un accord sur une offre. Une fois qu’un agent aj ∈ A \ C accepte l’offre
d’un agent ai tel qu’un but Bx ≡ Gaj ∈ Oaic : ai ∈ C, alors les deux agents mettent à jour, leurs
connaissances à propos des contraintes de la coalition C (état(s) et localisation(s) des tâches à exé-
cuter) et de la stabilité de la coalition C. Si un agent aj effectue une contre-proposition sur un but
Bx ≡ Gaj ∈ Oaic : ai ∈ C, alors aj est libéré de ses précédents accords, mais si cette contre-proposition
remet en cause une réponse weak-accept ou une coalition déjà validée, alors sa ﬁabilité sera réduite
par les agents informés de cette contre-proposition. À noter que, cette contre-proposition entraîne
de nouvelles négociations si la ﬁabilité de aj lui permet de renégocier avec les agents. Un agent aj
est libéré d’un accord sans réduction de sa ﬁabilité si cet accord réduit l’utilité d’un agent ak qui a
déjà un accord pour une participation dans la coalition C avec une ﬁabilité et un poids plus élevés
que ceux de aj.
Règle 3 : Communication. Chaque agent peut à tout moment, formuler une offre, accepter
une offre ou effectuer une contre-proposition, car dans ce travail, il n’y a pas d’ordonnanceur.
Cependant, pour assurer une convergence des négociations, pour gérer leur bande passante, leur
consommation de ressources et les offres en boucle (1) toutes les communications se font en mode
non-return broadcast et (2) chaque message à un Time To Live (TTL).
Le mode non-return broadcast signiﬁe qu’une information de mise à jour (disparition d’agents de C,
évolution sur une tâche, nouvelle offre, ...) qui arrive d’un agent ak, ne peut pas lui être retournée
par ses agents voisins ϑtaj .
Le TTL permet de déﬁnir le nombre de saut autorisé pour un message. Nous le déﬁnissons comme
dans le précédent chapitre, à savoir : 1 ≤ TTL ≤ | Sz2∗Υ |
où Sz est la taille de l’environnement couverte par la tâche, Υ la portée du signal du composant qui
héberge l’agent qui a initié le message.
Cependant, même si un agent reçoit un message, il ne répond ou ne le diffuse en mode non-return
broadcast que suivant ses propres stratégies. Stratégies qui visent à augmenter son efﬁcacité et à
ménager ses ressources.
Règle 4 : Terminaison. Une fois qu’un agent aj accepte ou reçoit une acceptation sur une offre en
négociation, alors aj doit envoyer un message à tous les agents concernés par cette négociation aﬁn
de les informer de sa décision ﬁnale et pour mettre ﬁn à la négociation.
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Lorsqu’une réponse weak-accept est émise par un niveau-discussion, les agents de ce niveau-discussion
doivent mettre ﬁn aux négociations internes. Durant les négociations pour la formation de la coa-
lition C, dans un niveau-discussion, si un des agents de ce niveau-discussion trouve une plus grande
utilité en participant aux négociations d’une nouvelle offre, il peut mettre ﬁn à ses négociations sur
C.
Tout agent ai qui reçoit un refus de son offre par un agent aj doit interrompre sa négociation avec aj
et chercher d’autres agents susceptibles d’accepter son offre. Si des agents rivalisent pour la même
offre, ceux retenus pour la coalition reçoivent une conﬁrmation par un message de validation de
participation, alors que ceux rejetés reçoivent un message de rejet, ce qui met ﬁn aux négociations.
Ainsi, tout agent dont la participation est rejetée, doit interrompre la négociation aﬁn d’avoir la
possibilité de négocier une autre offre. De plus, toute négociation a une durée au-delà de laquelle
tout agent qui n’a pas un accord de participation doit modiﬁer ou utiliser ses dépendances pour
améliorer l’offre ou bien la supprimer.
La section suivante présente les résultats des simulations analytiques et expérimentales de notre
mécanisme de formation de coalitions P-NRB. Ces résultats cherchent à montrer comment notre
mécanisme surmonte dynamiquement les incertitudes sur les tâches et sur les agents pour trouver
les coalitions A-core.
4.4 Évaluations de notre mécanisme P-NRB
La section des évaluations analytiques a pour objectif d’étudier la complexité de notre mécanisme
en matière de coût de messages. Ces évaluations sont effectuées pour un ensemble de distributions
de probabilités. La partie expériences cherche à prouver - la convergence des processus de négocia-
tions vers des coalitions core stables, - l’existence des propriétés d’auto-stabilisations des coalitions
formées (coalitions A-core), et - la propriété anytime de notre mécanisme de formation de coalitions.
Les expériences sont aussi réalisées, lorsque les conﬂits des agents et les tâches suivent un ensemble
de distributions de probabilités.
4.4.1 Évaluations analytiques
Nous donnons par simulations analytiques le coût des messages M¯sg jusqu’à la convergence de
notre mécanisme de formation de coalitions P-NRB. Nous effectuons cette étude lorsque les conﬂits
des agents dus à leurs préférences et à leurs dépendances suivent une distribution de probabilité
- Uniforme (con f lits ∼ U(a, b) où a=0 et b=10), - Normale (con f lits ∼ N(μ, σ2) où μ=0.5 et σ=0.1)
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ou - de Poisson (con f lits ∼ P(λ) où λ=0.5). L’expression M¯sg est donnée par le lemme 10. Lorsque
Figure 4.5 – Coûts des messages de P-NRB lorsque con f lits ∼ U(a, b) où a=0 et b=10.
les conﬂits des agents suivent une distribution de probabilité Uniforme, la Figure 4.5 montre que,
Max(M¯sg) ≈ M¯sg ∗ 2 si chaque agent est en conﬂit avec au moins un agent qui participe au
processus de formation de coalitions (con f lits ∼ 100%). Cependant, Max(M¯sg) ≈ M¯sg si ces conﬂits
sont de l’ordre de 50%. La Figure 4.6 montre que, le taux de conﬂits des agents ne dépasse pas en
Figure 4.6 – Coûts des messages de P-NRB lorsque con f lict ∼ N(μ, σ2) où μ=0.5 et σ=0.1.
moyenne 10% et M¯sg ∗ 045 < Max(M¯sg) < M¯sg ∗ 0.5 lorsque les conﬂits des agents suivent une
distribution de probabilité Normale. La Figure 4.7 montre que, le taux de conﬂits des agents ne
dépasse pas en moyenne 6% et Max(M¯sg) ≈ M¯sg ∗ 0.12 si les conﬂits des agents suivent une
distribution de probabilité de Poisson.
Ces résultats prouvent que, notre mécanisme P-NRB converge avec un coût polynomial en matière
de messages et que ce coût des messages ne dépend pas du nombre d’agents mais seulement du
nombre de conﬂits potentiels avant la convergence de P-NRB. De plus, les taux des conﬂits sont
bornés si la distribution de probabilité des conﬂits suit une loi uniforme, normale ou de Poisson.
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Figure 4.7 – Coûts des messages de P-NRB lorsque con f lict ∼ P(λ) où λ=0.5.
4.4.2 Expériences
4.4.2.1 Paramétrages et méthodologies
Une tâche est assignée à un agent unique qui doit utiliser ses stratégies de négociations aﬁn d’éta-
blir une coalition stable pour l’exécution de sa tâche. La stratégie d’un agent durant une phase de
négociation peut concerner la manière d’utiliser ou d’établir ses alliances, la manière d’utiliser ses
dépendances, et/ou la manière de raisonner sur les contraintes et les récompenses associées à une
tâche.
Du fait des propriétés que nous voulons mettre en exergue dans nos simulations, nous effectuons
ces simulations lorsque les indisponibilités des agents, les conﬂits dus aux préférences et aux dépen-
dances des agents et les états des tâches suivent des distributions de probabilité Uniforme, Normale
ou de Poisson. Dans notre simulateur développé sous Java, chaque agent est autonome et égoïste
avec des dépendances natives (un agent à des obligations envers un ensemble d’agents dès son
déploiement) ou non. Aléatoirement, un agent peut initier un processus de formation de coalitions,
être libre de tout engagement envers les autres agents ou devenir indisponible. La dynamique de la
localisation et des états des tâches est générée aléatoirement de même que les ressources nécessaires
pour l’exécution d’une tâche à un instant donné t. Le nombre d’agents dans l’environnement est
choisi entre 10 et 100 et le nombre de tâches simultanées dans l’environnement est compris entre
3 et 8 tâches où les propriétés de chaque tâche sont générées aléatoirement. Les simulations sont
effectuées dans une machine Intel i7 (4 GHZ) avec 4GB de RAM.
Pour maximiser son utilité et pour atteindre son but, chaque agent ai tient compte de ses ca-
ractéristiques (ressources, autonomie d’énergie, historique, voisinage, utilité, dépendances) et des
contraintes liées aux tâches à exécuter. Chaque négociation est décentralisée et a une durée au-delà
de laquelle elle est abandonnée s’il n’y a pas d’accord déﬁnitif. Cette durée des négociations n’est
pas ﬁxée à l’avance, car elle dépend de la dynamique des agents et des tâches et du fait que les
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alliances proposées et les récompenses associées aux tâches ont une durée de validité limitée dans le
temps. Les ressources disponibles dans l’environnement de déploiement des agents évoluent dyna-
miquement, car elles dépendent de la disponibilité des agents et des tâches en cours d’exécution.
À cause de la dynamique des ressources disponibles ou requises pour une tâche, comme pour le
chapitre précédent, nous effectuons nos simulations en considérant les ratios.
Pour rappel, un ratio est égal au nombre total de ressources disponibles dans l’environnement de
déploiement sur le nombre total de ressources nécessaires pour former les coalitions requises pour
exécuter les tâches.
Pour simuler l’indisponibilité des agents, nous désactivons aléatoirement un ensemble d’agents. De
plus, cette action a pour objectif de simuler les changements de topologies réseaux des agents et de
pouvoir tester les propriétés auto-stabilisations des coalitions formées. Les messages sont librement
échangés entre les agents sans notions de tour de rôle ou l’intervention d’organisateur. Cependant,
ces échanges respectent le principe du non-return broadcast et du TTL. Pour obtenir des valeurs
moyennes, nous répétons 10 fois chaque contexte de simulation.
4.4.2.2 Résultats
Suivant les paramétrages et les méthodologies énoncés précédemment, nous étudions les résultats
expérimentaux de notre mécanisme de formation de coalitions P-NRB aﬁn de montrer sa capacité
à former des coalitions core stables capables de se stabiliser dynamiquement (coalitions A-core). La
Figure 4.8 – Stabilité des coalitions dans le temps lorsque les Ratios suivent une distribution de probabilité
Uniforme U(a, b) : a=0 et b=10.
Figure 4.8 montre que si une coalition core stable est formée, elle reste stable même en cas de dé-
croissance ou d’accroissement des Ratios suivant une distribution de probabilité Uniforme (après
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2.7s). Cependant, nous pouvons noter une instabilité temporaire entre 1.7s et 2.7s avant sa nouvelle
conﬁguration stable. La Figure 4.9 montre aussi que, si une coalition est core stable, elle reste stable
Figure 4.9 – Stabilité des coalitions dans le temps lorsque les Ratios suivent une distribution de probabilité
Normale N(μ, σ2) : μ=0.5 et σ=0.1.
même en cas de décroissance ou d’accroissement des Ratios suivant une distribution de probabilité
Normale (après 5.7s). De manière générale, la durée d’instabilité d’une coalition dans ce cas est
négligeable, c’est pourquoi elle n’est pas visible sur la ﬁgure. La Figure 4.10 montre aussi que, si
Figure 4.10 – Stabilité des coalitions dans le temps lorsque les Ratios suivent une distribution de probabilité
de Poisson P(λ) : λ=0.5.
une coalition est core stable, elle reste stable même en cas de décroissance ou d’accroissement des
Ratios suivant une distribution de probabilité de Poisson (après 4.4s). Une durée d’instabilité est
moins négligeable que pour une distribution de probabilité Normale (entre 5s et 5.5s).
Ces résultats issus de ces simulations prouvent que, si une coalition est core stable, son instabilité
due à une augmentation ou une diminution des exigences des tâches ou des agents n’implique
pas sa dissolution. De plus, après une instabilité, une coalition core stable converge toujours vers
une nouvelle conﬁguration core stable sans renégocier les engagements des agents. Ces remarques
prouvent la formation de coalitions A-core.
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4.5 Étude comparative entre S-NRB et P-NRB
4.5.1 Comparaisons analytiques entre S-NRB et P-NRB
Nous cherchons à mettre en évidence les paramètres multi-agents qui inﬂuencent les perfor-
mances de chacun de ces mécanismes de formation de coalitions core stables.
Nous utilisons les mêmes paramètres que précédemment, c’est-à-dire, lorsque les conﬂits dus aux
préférences et aux dépendances des agents ont une distribution :
Uniforme (con f lits ∼ U(a, b) où a=0 et b=10), Normale (con f lits ∼ N(μ, σ2) où μ=0.5 et σ=0.1) ou
de Poisson (con f lits ∼ P(λ) où λ=0.5).
Dans un premier temps, nous étudions le coût de S-NRB et de P-NRB en matière de messages émis
par chaque agent jusqu’à la formation des premières coalitions stables.
Figure 4.11 – Coûts en matière de messages jusqu’à la convergence de S-NRB et P-NRB, lorsque con f lits
∼ U(a, b) où a=0 et b=10.
Figure 4.12 – Coûts en matière de messages jusqu’à la convergence de S-NRB et P-NRB, lorsque con f lits
∼ N(μ, σ2) où μ=0.5 et σ=0.1.
Les résultats des ﬁgures 4.11, 4.12 et 4.13 montrent que, si nous avons un faible pourcentage de
conﬂits entre les agents (Taux ≤ 10), le mécanisme P-NRB est meilleur que le mécanisme S-NRB
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Figure 4.13 – Coûts en matière de messages jusqu’à la convergence de S-NRB et P-NRB, lorsque con f lits
∼ P(λ) où λ=0.5.
en matière de coûts de messages. Cela, lorsque les conﬂits ont des distributions de probabilité Uni-
forme, Normale ou de Poisson. Cependant, si ce taux de conﬂits est supérieur à 10, le mécanisme
S-NRB fournit de meilleurs coûts de messages que le mécanisme P-NRB.
Ainsi, nous déduisons que, l’augmentation du taux de conﬂits des agents affecte moins le mé-
canisme S-NRB. Cela peut s’expliquer par le fait que, S-NRB effectue une résolution séquentielle
des conﬂits entre les agents et il privilégie les agents voisins de l’agent initiateur de l’offre composée.
Dans un deuxième temps, nous étudions le temps moyen nécessaire jusqu’à la formation des
premières coalitions stables. Nous soumettons S-NRB et P-NRB aux mêmes contextes de simula-
tions et lorsque les conﬂits dus aux préférences et dépendances des agents ont des distributions de
probabilité Uniforme, Normale ou de Poisson.
Figure 4.14 – Temps moyen requis pour la convergence de S-NRB et de P-NRB, si con f lits ∼ U(a, b) où
a=0 et b=10).
Sans conﬂits, les ﬁgures 4.14, 4.15 et 4.16 montrent que, le mécanisme S-NRB converge avant
le mécanisme P-NRB. Cela s’explique par le fait que, la résolution des conﬂits et les prises de
décisions se font de manière séquentielle dans le cas de S-NRB. La convergence de S-NRB dépend
du pourcentage de conﬂits, du nombre d’agents requis pour former les coalitions nécessaires à
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Figure 4.15 – Temps moyen requis pour la convergence de S-NRB et de P-NRB, si con f lits ∼ N(μ, σ2) où
μ=0.5 et σ=0.1).
Figure 4.16 – Temps moyen requis pour la convergence de S-NRB et de P-NRB, si con f lits ∼ P(λ) où
λ=0.5).
l’exécution des tâches et de la position des agents dans l’environnement multi-agents. Cependant,
P-NRB ne dépend que du pourcentage des conﬂits des agents.
La ﬁgure 4.14 montre que, jusqu’à 90 agents, si con f licts ∼ U(a, b) où a=0 et b=10, alors le temps
moyen nécessaire à la convergence de S-NRB est plus faible que le temps nécessaire à la convergence
de P-NRB. Cependant, avec plus de 90 agents, les deux mécanismes ont des temps de convergence
presque similaires.
Les ﬁgures 4.15 et 4.16 montrent que, le temps moyen requis pour la convergence de P-NRB reste
toujours plus faible que celui de S-NRB pour tout nombre d’agents supérieur à 20 si con f lits ∼
N(μ, σ2) où μ=0.5 et σ=0.1 ou si con f lits ∼ P(λ) où λ=0.5.
En conclusion, nous pouvons dire que, même si le coût en matière de messages est plus élevé avec
P-NRB s’il y a un taux de conﬂits supérieur à 10, le mécanisme P-NRB converge toujours avant le
mécanisme S-NRB.
Notons que, même si le mécanisme S-NRB a parfois des performances meilleures que le mé-
canisme P-NRB, S-NRB n’est pas anytime et de plus, il ne garantit pas que c’est les meilleures
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coalitions A-cores qui sont formées. Nous expliquons ce dernier point par le fait qu’avec S-NRB,
les agents qui ont une plus grande probabilité d’être retenus pour former une coalition, sont les
agents proches de celui qui a initié l’offre de formation de coalitions. Cela, sans garantie que cette
coalition est la meilleure solution.
4.5.2 Comparaison fonctionnelle entre S-NRB et P-NRB
Les résultats expérimentaux nous ont permis de conclure du point de vue fonctionnelle sur les
mécanismes S-NRB et P-NRB.
Lorsque les agents qui sont proches de l’agent qui a initié l’offre composée ne permettent pas
de former une coalition A-core, P-NRB converge plus rapidement que S-NRB. Cela est dû à la
façon dont les sondages, les résolutions des conﬂits et les prises de décisions sont effectués par le
mécanisme P-NRB.
Avec S-NRB, la résolution des conﬂits entre les agents ne peut s’effectuer que de manière séquen-
tielle, car les décisions sont décentralisées mais séquentielles. Cela peut réduire les performances
en matière de rapidité de convergence du processus de formation de coalitions.
Comme le montre les ﬁgures 4.14, 4.15 et 4.16, S-NRB dépend du nombre d’agents et de la position
des ressources requises dans l’environnement de déploiement. Ainsi, nous pouvons noter une
difﬁculté de passage à l’échelle de S-NRB. De plus, il peut y avoir une impossibilité de trouver une
liste de sondage déﬁnitive. Cela est dû au fait que, l’association des décisions locales s’effectue de
manière séquentielle et du point de vue de l’agent qui doit effectuer cette fusion des décisions,
c’est-à-dire, suivant son voisinage.
Avec S-NRB, comme les agents plus proches de l’agent qui a émis l’offre de formation de coalitions
initiale sont toujours privilégiés, cela peut limiter la formation des meilleures coalitions A-core.
Cependant, cela peut aussi accélérer considérablement la convergence du processus de formation
de coalitions. Raison pour laquelle, comme le montrent nos résultats de simulations, si le nombre
d’agents n’est pas très élevé et si le taux de conﬂit est faible ou nul, S-NRB converge toujours avant
P-NRB.
Une illustration de cette différence majeure entre S-NRB et P-NRB est exempliﬁée par la ﬁ-
gure 4.17 ci-dessous où nous effectuons une comparaison entre deux étapes des deux mécanismes.
Dans cette ﬁgure 4.17, nous considérons la même offre dans le cas de S-NRB et de P-NRB. De
plus, nous supposons les mêmes délais de communication, les mêmes taux de conﬂits et la même
répartition des ressources. Ainsi :
- Lorsque S-NRB est à l’étape (a) (c’est-à-dire, diffusion de l’offre de a1 avec un TTL = 1, sondage et
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Figure 4.17 – Comparaisons fonctionnelles entre S-NRB et P-NRB.
résolution des conﬂits des agents de ϑta1 ), avec P-NRB les agents sont dans une étape de diffusion de
l’offre de a1 dans tout l’environnement de déploiement en mode non-return broadcast où chacun
calcule aussi son rang.
- À l’étape (b) de S-NRB, on observe le début de la formation de la liste de sondage par les agents
a1 ∪ ϑta1 , une diffusion de l’offre de a1 et une résolution des conﬂits avec les agents de ϑta5 et ϑta6 .
Par contre avec P-NRB, à l’étape (b), il y a la formation des niveau-discussions, la prise de décisions
de chaque niveau-discussion et la détermination des agents responsables de la fusion des décisions
entre les niveau-discussions.
On remarque qu’à ce stade du déroulement des deux mécanismes, tous les agents de l’envi-
ronnement de déploiement ont déjà reçu l’information concernant l’offre de a1 dans le cas du
P-NRB ce qui n’est pas le cas pour S-NRB. Cela montre pourquoi P-NRB trouve toujours les
meilleures coalitions A-cores contrairement à S-NRB. En effet, dans le cas du P-NRB tous les agents
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sont informés en même temps et les agents qui sont retenus sont ceux qui fournissent une meilleure
stabilité aux coalitions.
Dans le tableau 5.1 ci-dessous, nous effectuons un récapitulatif des propriétés importantes aﬁn
de mettre en évidence les forces et les faiblesses de chacun des deux mécanismes.
Décentralisé A-Core Coût messages Décision en parallèle Anytime
S-NRB Oui Oui 1 ≤ M¯sg ≤ 2+ 3N Non Non
P-NRB Oui Oui 0 ≤ M¯sg ≤ [N∗(N−1)2 + 2] Oui Oui
Table 4.1 – Autres comparaisons entre S-NRB et P-NRB pour N agents. Ici, nous voyons qu’il y a un
compromis entre coûts de messages et meilleures performances. S-NRB est meilleur ∀ N > 7.
Nous considérons que S-NRB n’est pas anytime, car s’il y a une interruption prématurée du proces-
sus de formation de coalitions, S-NRB ne fournit que dans certains cas des solutions. Par exemple,
lorsque les agents du voisinage direct de l’agent qui a initié l’offre composée sufﬁsent pour former
la coalition.
Conclusion du chapitre
Les nouvelles applications multi-agents soulèvent de nouveaux déﬁs. Il est nécessaire de permette
aux agents de collaborer et de former des coalitions stables tout en tenant compte du contexte sto-
chastique des tâches et des incertitudes sur les préférences, les dépendances et les disponibilités
des agents. Pour aborder ces difﬁcultés, nous avons proposé un mécanisme de formation de coali-
tions, nommé P-NRB qui est adaptatif, décentralisé et asynchrone. P-NRB permet, la formation de
coalitions core stables capables de se stabiliser dynamiquement. Nous appelons ici ces dernières, des
coalitions A-core. De plus, P-NRB a la propriété anytime.
Notre mécanisme P-NRB ne suppose aucune connaissance a priori sur les coalitions stables à for-
mer et considère qu’il n’est pas possible de calculer de manière centralisée les coalitions à former à
cause des incertitudes sur les agents et sur les tâches.
P-NRB combine des méthodes de la théorie des jeux avec le formalisme des MDP (Markov Decision
Process) et les lois de probabilité. Les analyses théoriques et expérimentales montrent, que P-NRB
surmonte de manière signiﬁcative les difﬁcultés posées par les incertitudes du contexte, pour for-
mer les coalitions A-core. De plus, nos résultats montrent que, pour différentes distributions de
probabilité et de conﬁgurations multi-agents, notre mécanisme P-NRB est judicieusement utilisable
pour la collaboration et la formation de coalitions dans des environnements incertains.

Conclusion générale
Synthèses de nos travaux de thèse
L’une des plus importantes approches qui vise à faciliter la collaboration et la coordination multi-
agents où chaque agent a un but à atteindre est la formation de coalitions. Nous avons abordé,
dans cette thèse, le problème de la coordination dans les systèmes multi-agents. Plus précisément,
la proposition de modèles de coordination par formation de coalitions stables dans des contextes
incertains et ad-hoc. Nous nous sommes intéressés, en particulier, aux systèmes composés d’agents
égoïstes qui doivent exécuter des tâches stochastiques.
Pour y parvenir nous avons, tout d’abord, étudié l’état de l’art des différents travaux qui se
font sur la formation de coalitions d’agents, tout en passant en revue les notions fondamentales
à la compréhension des problématiques relatives aux systèmes multi-agents en général et aux
systèmes dotés d’agents égoïstes en particulier. Cette description nous a permis de déﬁnir les
notions fondamentales à considérer, les problématiques existantes et de positionner le contexte de
nos travaux de thèse.
Parmi les mécanismes de formation de coalitions, certains ne cherchent qu’à former les coali-
tions requises pour que les agents puissent atteindre leurs buts ou exécuter leurs tâches tandis que
d’autres mécanismes ajoutent à cela le fait que les coalitions doivent être stables en respectant cer-
taines propriétés de stabilité. Nous avons détaillé les types de stabilité recherchée dans le chapitre 1.
De ce constat, nous avons classé ces mécanismes en deux catégories. Dans la première, nous
présentons les mécanismes de formation de coalitions ne faisant pas d’inférence dynamique pour
pouvoir adapter les contraintes et les stabilités des coalitions. Dans la seconde, nous mettons
les contributions qui recherchent la stabilité des coalitions en tenant compte des phénomènes
dynamiques qui peuvent interférer avec le processus normal de la formation de coalitions. Cette
dernière catégorie nous a permis de tracer les frontières de nos contributions et de les différencier
des travaux qui sont proposés jusque-là sur la formation de coalitions.
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En effet, dans la plupart des scénarios réalistes (par exemple, déploiement des agents dans un
environnement sinistré), seuls certains agents sont capables de coopérer et d’initier des actions
collectives. Cependant, pour entreprendre des actions collectives, les agents doivent trouver un
état de consensus qui est bénéﬁque pour chacun d’eux, d’établir des accords sur ces consensus et
coordonner les actions de chaque membre de manière collective. Cela implique que la formation
de coalitions d’agents ne peut pas se faire de manière arbitraire par des agents qui ne sont pas
connectés ou liés d’une certaine manière les uns aux autres. La plupart des mécanismes de forma-
tion de coalitions actuelles prennent en considération ces contraintes, ouvrant ainsi d’autres axes
de recherche pour l’aide à la prise de décision des humains dans des contextes où des humains
ayant des équipements communicants doivent établir des équipes efﬁcaces et aptes à exécuter leurs
tâches et à atteindre leurs buts.
Cependant, plusieurs contextes d’évolution des applications concrètes sont caractérisés par une
dynamique des tâches à exécuter et par des changements parfois imprévisibles de leurs actions
pour s’adapter à leur environnement dû au fait que les humains sont le plus souvent autonomes et
libres de participer à l’exécution des tâches ou non. Ainsi, utiliser des techniques de coordination
multi-agent s’appuyant sur la formation de coalitions pour les contextes réalistes, requiert un
mécanisme de formation de coalitions dynamique susceptible d’engendrer des coalitions capables
de se stabiliser dynamiquement.
Pour cette raison, ce travail de thèse a abordé un problème original et difﬁcile pour la forma-
tion de coalitions stables où la robustesse face aux événements dynamiques (indisponibilité des
agents, ampliﬁcation des tâches, etc.) et la stabilité des coalitions sont difﬁciles à prévoir avant le
début de l’exécution des tâches du fait des incertitudes des agents et sur les tâches stochastiques à
exécuter.
Dans un premier temps, nous avons proposé un mécanisme de formation de coalitions dyna-
mique fondé sur : 1- notre mécanisme de recommandation, 2- un ensemble de lois de probabilité, 3-
les chaînes de Markov pour le calcul du risque de dissolution des coalitions aﬁn de simpliﬁer la
recherche des consensus entre les agents et la formation dynamique de coalitions qui sont dans un
état d’équilibre de Nash. Nous avons aussi proposé deux protocoles d’exploration pour permettre
une stabilisation dynamique des coalitions au ﬁl des événements impliquant les agents ou les
tâches, c’est-à-dire la formation de coalitions persistantes. Le premier est un protocole d’explora-
tion localisée nommé DEP (Depth Exploration Protocol) et le second est un protocole d’exploration
étendue nommé WEP (Width Exploration Protocol). Nos résultats analytiques et expérimentaux
montrent l’efﬁcacité de notre mécanisme décentralisé lorsqu’il est nécessaire de former des coali-
tions stables du point de vue de Nash et lorsqu’il est nécessaire de maintenir leur persistance dans
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un contexte dynamique et incertain.
Cette proposition soulève aussi, le problème de l’optimalité des coalitions formées, c’est-à-dire,
la recherche de coalitions capables de s’auto-stabiliser dynamiquement où le bien-être social des
agents est maximisé et où il y a des incertitudes sur les dépendances des agents et sur les tâches.
Suite à cela, nous avons proposé dans un deuxième temps, la mise en œuvre d’un mécanisme
de formation de coalitions core stables adaptatif, asynchrone et décentralisé qui permet une auto-
stabilisation des coalitions formées d’agents égoïstes. Ce mécanisme s’applique même en présence
d’incertitudes sur : - les dépendances et les conﬂits qui peuvent apparaître entre les agents pour
une formation de coalitions, - les préférences et les disponibilités des agents, et - les coalitions à
former pour les tâches stochastiques à exécuter dans un contexte ouvert (les agents peuvent être
indisponibles à tout moment). À cause de ces incertitudes et des contraintes sur les tâches et les
agents, nous ne supposons aucune connaissance a priori sur les coalitions stables à former. Nous
considérons qu’il n’est pas possible de calculer de manière centralisée les coalitions à former et
qu’il est impossible de prédire la stabilité des coalitions avant le début de l’exécution des tâches.
Nous avons proposé un mécanisme de formation de coalitions core stables que nous avons appelé
S-NRB. Nous avons, principalement, prouvé sa convergence vers des coalitions core stables qui
se stabilisent dynamiquement dans le temps (auto-stabilité) en cas de disparition d’un ensemble
d’agents ou de changements sur les contraintes des tâches. Notre mécanisme S-NRB utilise : 1-
un ensemble de lois de probabilité pour prédire les événements qui peuvent changer les états des
tâches ou pour prédire les indisponibilités des agents, 2- les principes de la théorie des jeux pour
identiﬁer les coalitions core stables. L’analyse théorique et les simulations analytiques et expérimen-
tales montrent le fonctionnement de notre mécanisme S-NRB. En effet, en distribuant le contrôle
et les prises de décision lors des processus de formation de coalitions, ce mécanisme permet de
surmonter les incertitudes et les contraintes du contexte considéré aﬁn de trouver les coalitions
A-cores.
Pour aborder les difﬁcultés non résolues par S-NRB, nous avons proposé dans un troisième
temps, un mécanisme de formation de coalitions, nommé P-NRB qui est adaptatif, décentralisé et
asynchrone. P-NRB permet la formation de coalitions core stables capables de se stabiliser dyna-
miquement. Nous appelons ici ces dernières, des coalitions A-core. De plus, P-NRB a la propriété
anytime.
Notre mécanisme P-NRB ne suppose aucune connaissance a priori sur les coalitions stables à
former et considère qu’il n’est pas possible de calculer de manière centralisée les coalitions à former
à cause des incertitudes sur les agents et sur les tâches.
P-NRB combine des méthodes de la théorie des jeux avec le formalisme des MDP (Markov Decision
Process) et les lois de probabilité. Les analyses théoriques et expérimentales montrent que P-NRB
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surmonte de manière signiﬁcative les difﬁcultés posées par les incertitudes du contexte, pour
former les coalitions A-core. De plus, nos résultats montrent que, pour différentes distributions de
probabilité et de conﬁgurations multi-agents, notre mécanisme P-NRB est judicieusement utilisable
pour la collaboration et la formation de coalitions dans des environnements incertains.
Perspectives issues de la thèse
Toutes ces propositions soulèvent aussi quelques directions de recherche qui méritent d’être
explorées dans le futur.
La première est comment adapter dynamiquement le comportement des agents lorsque leurs
ressources sont insufﬁsantes pour exécuter l’ensemble des tâches et comment tenir compte des
interdépendances prioritaires des agents et de la priorité des tâches stochastiques en présence
d’incertitudes sur ces agents et sur ces tâches.
La seconde est comment permettre une coopération dynamique des coalitions pour mieux as-
surer leurs persistances et leurs stabilités, pour augmenter leur efﬁcacité et leurs aptitudes à
exécuter les tâches. Cette coopération entre les coalitions ne doit pas être limitée à une décision
propre aux agents qui souhaitent partager leurs ressources entre plusieurs coalitions sans que ce
soit une prise de décision globale de leur coalition.
La troisième et peut-être la principale est la recherche de coalitions capables de s’auto-stabiliser
dynamiquement où le bien-être social des agents est maximisé et où il y a des incertitudes sur les
externalités des coalitions qui dépendent à la fois des agents et des tâches stochastiques.
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Les notions sur les lois de probabilité et les chaînes de Markov ci-dessous sont tirées de (Baynat
2000), (Yates et Goodman 2005) et (Ortner 2007).
A.1 Rappels sur lois de probabilité usuelles
Dans cette section, nous donnons les détails des différentes lois de probabilités sur lesquelles
nous nous fondons le plus souvent pour nos prédictions d’événements stochastiques qui peuvent
affecter le processus de formation de coalitions.
A.1.1 Reconnaissance d’une loi de Bernoulli
Pour traiter ce type de question il convient de commencer par considérer que l’événement dont
on connaît la probabilité (notée en général p) est un succès. En conséquence de quoi l’événement
contraire constitue un échec. Le succès sera noté [Xi=1] et l’échec sera noté [Xi=0].
On a ainsi déﬁni une variable aléatoire Xi de Bernoulli qui peut prendre 2 valeurs : 0 et 1. On note
alors Xi(Ω) ={0 ;1} ; P[Xi=1] = p et P[Xi=0]=1-p=q.
A.1.2 Reconnaissance d’une loi Binômiale
On considère la succession de n essais identiques et indépendants les uns des autres d’une même
épreuve ayant deux issues possibles : le succès avec la probabilité p et l’échec avec la probabilité
q=1− p. On déﬁnit une variable X égale au nombre de succès obtenus à l’issue de ces n épreuves.
X correspond à la succession (ou à la somme) de n épreuves de Bernoulli (puisque chaque essai a
deux issues possibles : le succès et l’échec) identiques et indépendantes. On dit alors que X suit une
loi Binômiale déﬁnie par 2 paramètres n et p.
n est le nombre d’épreuves de Bernoulli identiques et indépendantes. p est la probabilité du succès
pour chaque épreuve.
Cette situation se rencontre lorsque l’on considère une urne comportant des boules de deux couleurs
différentes et que l’on cherche la loi du nombre de boules d’une des deux couleurs à l’issue de n
tirages (d’une boule à chaque tirage) avec remise. En effet, les tirages sont identiques si l’on suppose
que l’on prélève toujours une boule à chaque tirage. En outre, si la boule tirée est systématiquement
remise dans l’urne, la composition de l’urne est constante. Dès lors, la probabilité d’obtenir une
boule d’une couleur donnée est la même à chaque tirage. Les tirages sont donc indépendants les
uns des autres.
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Exemple A.1 On considère une entreprise de service après-vente (SAV) qui intervient avec retard avec
une probabilité égale à 0,25. Un client a appelé à 8 dates différentes.
1) Préciser la loi de X, son espérance et sa variance.
2) Calculer la probabilité que ce client soit victime d’au moins un retard.
3) Calculer la probabilité que ce client soit victime d’au moins 4 retards sachant qu’il en a subi au moins un.
1) Nous appelons succès l’événement dont on connaît la probabilité (à savoir une intervention avec un
retard) que nous notons [Xi=1] et échec l’événement contraire (à savoir une intervention ponctuellement) que
nous notons [Xi=0]. Ainsi,
P[Xi=1]=0.25 et P[Xi=0]=1-0.25=0.75, avec Xi(Ω) ={0 ;1}.
A l’issue de chaque appel, la probabilité d’intervention avec retard est la même. Les appels peuvent donc être
supposés indépendants les uns des autres. Par conséquent, X est la succession de 8 épreuves de Bernoulli
identiques et indépendantes. X suit donc une loi Binômiale, que nous pouvons noter, X → B(8, 0.25). Ainsi,
P[X = k]=Ck80.25
k0.75n−k.
E(X)=8 ∗ 0.25=2.
V(X)=8 ∗ 0.25 ∗ 0.75=1.5.
2)P[X ≥ 1]=P[(X = 1) ou (X = 2) ou ... ou (X = 8)]=P[(X = 1) ∪ (X = 2) ∪ ...∪ (X = 8)].
Il est évident que [X ≥ 1] est l’événement contraire de [X < 1]. De ce fait nous pouvons écrire aussi
P[X ≥ 1]=1− P[X ≤ 1]. Dès lors,
P[X ≥ 1]=1− P[X = 0]=1− C080.2500.758−0=0.899.
3)P[X ≥ 4/X ≥ 1]=P[X≥4∩≥1]P[X≥1] =
P[1≤X≤4]
P[X≥1] .
P[1 ≤ X ≤ 4]=P[X = 1] + P[X = 2] + P[X = 3] + P[X = 4].
P[1 ≤ X ≤ 4]=C180.2510.758−1 + C280.2520.758−2 + C380.2530.758−3 + C480.2540.758−4.
A.1.3 Reconnaissance d’une loi Hypergéométrique
On effectue n tirages sans remise dans un ensemble (exemple, populations, boules, ...) de taille
N. On recherche alors la loi du nombre de réalisations d’un événement dont la probabilité de réali-
sation, avant que ne commencent les tirages, est égale à p.
Ici, la composition de l’ensemble considéré change à l’issue de chaque tirage puisque l’élément de
l’ensemble (personne, boule, ...) qui vient d’être tiré(e) n’est pas remis(e) dans son ensemble d’ori-
gine. Si X est le nombre de succès, ou de réalisation de l’événement dont on connaît la probabilité
avant que ne commencent les tirages, alors X déﬁnit une loi hypergéométrique de paramètres N, n
et p.
Cette loi de tirages sans remise est également la loi des sondages. En effet, si l’on interroge n per-
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sonnes issues d’une population globale de taille N, chaque individu est interrogé une seule fois. En
d’autres termes, il n’est pas remis dans la population initiale après avoir été sondé.
Exemple A.2 Pour le même exemple que précédemment, on considère 8 clients différents. On en contacte
4. On admet qu’un client est mécontent s’il a fait l’objet d’une intervention avec retard. On note M le nombre
de mécontents. Donner la loi de M, son espérance et sa variance.
M correspond, dans le cadre d’un sondage, au tirage de 4 clients dans une population de 8 clients sans
remise. Nous pouvons en effet penser que la personne chargée de l’étude de satisfaction n’interroge chaque
client qu’une seule fois. En outre, avant de commencer les tirages des individus, on connaît la probabilité
d’intervention avec retard, donc de mécontentement est de 0.25. Donc nous pouvons estimer que X suit une
loi Hypergéométrique qu’on note X → H(8, 4, 0.25). P[X = k]=C8∗0.25kC8∗0.754−kC84
E(X)=4 ∗ 0.25=1.
V(X)=4 ∗ 0.25 ∗ 0.75 ∗ 8−48−1=0.75 ∗ 47
A.1.4 Reconnaissance d’une loi géométrique
On effectue n épreuves de Bernoulli identiques et indépendantes dont la probabilité de succès
est p pour chacune d’elles. La probabilité de l’échec pour chacune d’elles est notée q=1-p.
Si nous considérons que X est le rang du 1er succès, alors P[X=k] correspond à la probabilité que le
1er succès soit obtenu à l’issue de la k-ième épreuve. En d’autres termes, les k-1 premières épreuves
se sont soldées par des échecs et la k-ième par un succès.
Cette loi s’observe assez fréquemment en étude de performances systèmes aﬁn d’évaluer de ma-
nière probabiliste, l’instant d’une première panne de transmission réseau, de saturation réseau,
d’une panne d’un composant informatique, etc.
Exemple A.3 En utilisant l’exemple précédent, nous étudions les lois des appels reçu par le service SAV.
Soit Y la loi du rang du 1er retard. Préciser la loi de Y , son espérance et sa variance.
Les appels qui déﬁnissent une loi de Bernoulli étant identiques et indépendants, le temps d’attente du
1er retard déﬁnit une loi géométrique de même paramètre que la loi de Bernoulli précédemment évoquée.
Ainsi, Y → G(0.25).
P[X = k]=0.25 ∗ 0.75k−1.
E(X)= 10.25=4.
V(x)= 0.750.252 .
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A.1.5 Reconnaissance d’une loi de Poisson
On observe un ensemble d’événement durant un intervalle de temps. Si nous cherchons la répé-
tition d’un événement (succès, échec, ...) durant cet intervalle de temps, alors nous nous retrouvons
dans une position ou nous pouvons appliquer la loi de Poisson.
De même c’est une loi usuelle en étude de performance systèmes pour la prédiction de performance
durant un temps déterminé, grâce à l’utilisation d’un prototype du système informatique à évaluer.
C’est une loi qui est applicable, par exemple, pour estimer le nombre de fois qu’un composant
informatique peut être en panne durant un intervalle de temps où il est utilisé, le nombre de fois
qu’un serveur aura à exécuter des requêtes spéciﬁques durant un intervalle de temps, etc.
La loi de Poisson résulte de la convergence de la loi Binômiale. En d’autres termes, lorsque n est
très grand (n ≥ 30) et sous réserve que p ≤ 0, 1 et np < 15. Dans ce cas, on peut remplacer la loi
Binômiale B(n ;p) par une loi de poisson de paramètre λ=np. On a alors, X → P(λ).
Exemple A.4 Reprenons le même exemple, et considérons que X suit une loi de Poisson de paramètre 4.
Calculons P[X=5], E(X) et V(X).
P[X = 5]=e−4 ∗ 455! .
E(X)=V(X)=4, car la moyenne et la variance sont égales au paramètre de la loi de Poisson.
A.2 Rappels sur les processus de Markov
Les processus stochastiques sont des modèles mathématiques des phénomènes aléatoires se dé-
roulant et évoluant dans le temps. Un processus stochastique est une famille de variables aléatoires
X(t) déﬁnies sur une même espace de probabilité. Le comportement de tels processus ne peut être
décrit à l’avance d’une manière déterministe.
Si on se donne un ensemble des états E d’un processus stochastique et un ensemble T des instants
où l’on considère le processus, alors T est soit continu ou discret. Cela implique que nous pouvons
avoir soit des processus stochastiques à temps continu ou a temps discret.
Les chaîne de Markov sont des processus stochastiques ayant la propriété sans mémoire. La pro-
priété sans mémoire signiﬁe que, si (Xt)t∈T est un processus de Markov à valeurs dans E et T est
soit R+ soit N, alors
P(Xt = Et|Xtn = Etn , Xtn−1 = Etn−1 , ..., Xt0 = Et0)=P(Xt = Et|Xtn = Etn),
où t ≥ tn ≥ tn−1 ≥ ... ≥ t0 : T=(t0, ..., tn−1, tn) est l’ensemble des instants d’observation des
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valeurs de X(t) et où E=(Et0 , ..., Etn−1 , Etn) est l’ensemble des états de X(t). Donc, l’état courant
résume, à lui seul, tout l’historique susceptible d’inﬂuencer son évolution future.
Déﬁnition A.1 Une chaine de Markov à temps discret est homogène (dans le temps) si, pour tout paire
d’états (Eti , Etj ) et pour tout instant t, P(Xtn = Etj |Xtn−1 = Eti )=P(Xtn+k = Etj |Xtn+k−1 = Eti ), quelque
soit k ≥ 0.
A.2.1 Probabilité de transition et matrice de transition
Pour une chaîne de Markov homogène{Xtn , n = 0, 1, ...}, on a aussi P(Xtn = Etj |Xtn−1 =
Eti )=P(Xt1 = Etj |Xt0 = Eti ), ∀ n ≥ 1. On peut donc déﬁnir la probabilité de transition en une
étape, de l’état Eti à Etj comme pij=P(Xt1 = Etj |Xt0 = Eti ) ∀ (Eti , Etj ) ∈ E2.
Cela signiﬁe que, la probabilité pij est égale à la probabilité conditionnelle que la chaîne de Markov
se trouve dans l’état Etj à l’étape suivante sachant qu’il se trouve actuellement à l’état Eti .
Si la chaine possède s = |E| états, les probabilités précédentes peuvent être rangées dans une ma-
trice de transition P = (pij) de taille sxs dont les lignes et les colonnes sont indexées par les éléments
de E. Cette matrice P est donc carrée.
Déﬁnition A.2 Une matrice de transition P = (pij) est stochastique si, ses éléments sont non négatifs (∀
Eti et Etj , pij ≥ 0) et la somme des éléments de chacune de ses lignes est égale à 1 (∀ Eti , ∑j pij = 1)
Propriété A.1 Si P est une matrice stochastique de taille s ﬁnie, alors toute puissance Pm, m ≥ 0, de P est
aussi une matrice stochastique.
Démonstration. Le résultat est vrai pour m=0, car P0=I pour toute matrice P carrée. Si m ≥ 1, alors
(Pm)ij ≥ 0, ∀ i, j et, ∀ i, ∑j(Pm)ij=∑j ∑k(Pm−1)ikPkj=∑k[(Pm−1)ik ∑j Pkj]=1.
Propriété A.2 Une matrice de transition d’une chaine de Markov est toujours une matrice stochastique.
A.2.2 Probabilités de transition en m étapes
La probabilité conditionnelle d’aller de i à j en m étapes exactement est donnée par :
p(m)ij =P[Xm = j|X0 = i]=P[Xn+m = j|Xn = i] ∀ n ≥ 1.
Cette probabilité est indépendante de n, car le processus est homogène et est appelée la pro-
babilité de transition en m étapes de i à j.
174 A. Annexes
La matrice P(m) dont l’élément (i, j) est égal à p(m)ij est appelée la matrice de transition en m étapes.
Il est évident que p(1)ij =pij et P
(1)=P.
Théorème 10 Pour tour m ≥ 0, la probabilité p(m)ij de transition de i à j en m étapes est donnée par
l’élément (i, j) de la matrice Pm.
Démonstration. Le résultat est vrai pour m=0 et m=1. Supposons-le vrai pour m − 1. En utilisant la
loi des probabilités totales, nous obtenons, pour tout i, j ∈ E,
p(m)ij =P[Xm = j|X0 = i]
p(m)ij =∑k∈E P[Xm = j|Xm−1 = k]P[Xm−1 = k|X0 = i]
p(m)ij =∑k∈E p
(1)
kj p
(m−1)
ik =∑k∈E pkj p
(m−1)
ik
p(m)ij =∑k∈E(P)kj(P
(m−1))ik
p(m)ij =(P
(m))ij.
Corollaire A.1 Si Pn, n ≥ 0 est la matrice de transition en n étapes d’une chaîne de Markov, alors pour
tout entier non négatif l et m, P(l+m)=P(l)P(m) ⇔ p(l+m)ij =∑k∈E p(l)ik p
(m)
kj ∀ i, j ∈ E.
Cette équation est l’équation de Chapmann-Kolmogorov.
A.2.3 Graphes représentatifs et classiﬁcation des états
La matrice de transition P d’une chaîne de Markov peut être représentée par un graphe orienté
G. Les sommets sont les états E de la chaîne. Les arcs représentent les probabilités de transition
positive, c’est-à-dire, si un arc relie les sommets associés aux états i et j, alors pij > 0.
Ainsi déﬁni, G est appelé le graphe représentatif, ou graphe de transition, de la chaîne de Markov.
Exemple A.5 La matrice de transition d’une chaîne de Markov est :
⎡
⎢⎢⎢⎢⎢⎣
1
4
3
4 0 0
0 14
1
4
1
2
1
2 0
1
4
1
4
1
2 0
1
2 0
⎤
⎥⎥⎥⎥⎥⎦
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alors les états de la chaîne de Markov E=(Et0 , Et1 , Et2 , Et3). Le graphe représentatif est sous la forme :
Figure A.1 – Graphe de transition de la chaîne de Markov.
Soit P la matrice de transition d’une chaine de Markov et G le graphe représentatif de P. L’état j
est accessible depuis l’état i s’il existe, dans G, au moins un chemin de i à j. À noter que tout état j
est accessible depuis lui-même.
Propriété A.3 L’état j est accessible depuis l’état i si et seulement s’il existe n ≥ 0 tel que p(n)ij > 0.
Propriété A.4 Les états i et j communiquent s’ils sont accessibles l’un à partir de l’autre, c’est-à-dire, il
existe n ≥ 0 et m ≥ 0 tels que p(n)ij > 0 et p(m)ji > 0
La relation i et j communiquent est une relation d’équivalence dont les classes correspondent aux
composantes fortement connexes de G. Ainsi, les états i et j communiquent si et seulement s’ils
appartiennent à la même classe.
Les classes de la chaine de Markov correspondent aux composantes fortement connexes de G.
Une classe est persistante si elle correspond à un sommet sans successeur dans G. Si tel n’est pas
le cas, la classe est transitoire. Les états d’une classe persistante sont persistants ou récurrents et
ceux d’une classe transitoire sont transitoires. Une classe persistante composée d’un seul état est
absorbante et un état est absorbant s’il forme, à lui seul, une classe persistante.
Propriété A.5 L’état i est absorbant si et seulement si pii=1 et pij=0 ∀ i = j.
Une chaine de Markov est irréductible si elle ne compte qu’une seule classe. Dans le cas contraire,
elle est réductible.
Propriété A.6 Une chaine de Markov est irréductible si et seulement si son graphe représentatif est forte-
ment connexe.
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Propriété A.7 Une chaine de Markov est irréductible si et seulement si toutes ses paires d’états commu-
niquent.
Propriété A.8 Une chaine de Markov est absorbante si tous ses états persistants sont absorbants.
A.2.4 Périodicité des chaîne de Markov
La période d de l’état i d’une chaine de Markov est égale au plus grand diviseur commun de tous
les n pour lesquels p(n)ii > 0. L’état i est périodique lorsque d > 1 et apériodique lorsque d = 1.
Propriété A.9 L’état i a une période d si et seulement si d est le plus grand diviseur commun des longueurs
des circuits du graphe représentatif G passant par i.
Propriété A.10 Si pii > 0, l’état i est apériodique.
Propriété A.11 Les états d’une classe ont tous la même période.
La période étant une propriété de classe, on parlera de classes périodiques ou apériodiques et de
chaines de Markov irréductibles périodiques ou apériodiques selon les propriétés de leurs états.
A.2.5 Distribution initiale et comportement transitoire
La distribution des états d’une chaine de Markov après n transitions est notée π(n). Cette distri-
bution est un vecteur de probabilités contenant la loi de la variable aléatoire Xn.
π
(n)
i =P[Xn = i], ∀ i ∈ E.
La distribution initiale est π(0). Dans le cas où l’état initial est connu avec certitude et est égal
à i, on a π(0)i =1 et ∀ j = i, π(0)j =0.
Théorème 11 Soit P la matrice de transition d’une chaine de Markov et π(0) la distribution de son état
initial. ∀ n ≥ 1, π(n)=π(n−1)P et π(n)=π(0)Pn.
Démonstration. ∀ j ∈ E, π(1)j =P[X1 = j]=∑i∈E P[X1 = j|X0 = i]P[X0 = i]
π
(1)
j =∑i∈E pijπ
(0)
i =∑i∈E π
(0)
i pij.
Ainsi, π(1)=π0P. Si la chaîne de Markov est homogène, nous avons immédiatement π(n)=π(n−1)P
∀ n ≥ 1.
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Pour démontrer le second il sufﬁt de résoudre l’équation de récurrence précédente par substitution.
A.2.6 comportement asymptotique des chaînes irréductibles
L’étude du comportement à long terme d’une chaine de Markov cherche à vériﬁer est-ce que la
distribution π(n) converge lorsque n → ∞. Si tel est le cas, alors cette étude donne la limite π∗ et la
dépendante de π∗ par rapport à la distribution initiale π0. De là, si l’état i est persistant, elle évalue
la proportion du temps passée dans cet état et le nombre moyen de transitions entre deux visites
successives de cet état. Si l’état i est transitoire, elle calcule le nombre moyen de visites de cet état.
Une distribution π est invariante ou stationnaire si π=πP.
Propriété A.12 Si limn→∞πn existe, alors la limite est une distribution invariante (asymptotique ou
stationnaire).
Propriété A.13 Une chaine de Markov possède toujours au moins une distribution invariante.
Théorème 12 La distribution πn des états d’une chaine de Markov converge vers une distribution inva-
riante π∗ indépendante de la distribution initiale π0 si et seulement si la suite des puissances de la matrice
de transition P de la chaine converge vers une matrice stochastique P∗ dont toutes les lignes sont égales entre
elles. De plus, si tel est le cas, chaque ligne de P∗ est égale à P∗.
Démonstration. La condition est nécessaire car si, indépendamment de π(0), limn→∞πn=π∗, il sufﬁt
de considérer successivement les distributions initiales
π01=(1 0 0 ... 0), π
0
2=(0 1 0 ... 0) . . . π
0
s=(1 0 0 ... 0)
pour obtenir
π∗=limn→∞πn=limn→∞πiPn=limn→∞(Pn)i=(P∗)i.
Ainsi, P∗ existe et toutes les lignes sont égales à π∗.
La condition est sufﬁsante. Si, P∗ existe et si p∗ij=p
∗
j ∀ i ∈ E, on a :
limn→∞πn=limn→∞π(0)Pn=π(0)limn→∞Pn=π(0)P∗ et la limite π∗ existe. De plus,
π∗j =∑i∈E π
(0)
i p
∗
ij=∑i∈E π
(0)
i p
∗
j =p
∗
j ∑i∈E π
(0)
i =p
∗
j
et π∗ est indépendante de π(0) et identique à n’importe quelle ligne de P∗.
Ce qui suit résume le comportement asymptotique des chaines irréductibles et apériodiques.
Propriété A.14 Soit P la matrice de transition d’une chaine irréductible et apériodique, alors :
- La matrice Pn tend vers une matrice stochastique P∗ lorsque n tend vers l’inﬁni.
- Les lignes de P∗ sont toutes égales entre elles.
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- p∗ij pour tout i, j ∈ E. - Pour toute distribution initiale π(0), limn→∞πn=limn→∞π(0)Pn=π∗, qui est la
solution unique de l’équation πP=π : π 1=1.
- π∗ est égal à n’importe quelle ligne de la matrice P∗.
- ∀ i ∈ E, π∗i = 1μi , où μi est l’espérance du nombre de transitions entre deux visites successives de l’état i.
Donc, pour n sufﬁsamment grand, π(n)  π∗. π∗i est la probabilité que la chaine se trouve dans
l’état i à un instant quelconque. Cette valeur représente aussi la proportion du temps passé dans
l’état i.
Dans le cas où une chaine de Markov admet une distribution asymptotique unique et indépendante
de la distribution initiale, on dit que la chaîne de Markov est ergodique.
Propriété A.15 Les chaines irréductibles et apériodiques sont ergodiques.
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Titre Modèles de formation de coalitions stables dans un contexte ad-hoc et stochastique.
Résumé Les approches multi-agents abordent la problématique de la coordination distribuée,
généralement, par des mécanismes de négociation fondés sur les modèles de préférences et la re-
cherche du bien-être social des agents. Cependant, ces approches ne tiennent pas réellement compte
de la dynamique des tâches ou de la disponibilité aléatoire des agents. En décentralisant le proces-
sus de coordination, on se confronte naturellement à la difﬁculté de la corrélation des comporte-
ments locaux par rapport aux propriétés globales souhaitées du système. De plus, pour le contexte
stochastique considéré dans cette thèse, le problème de la coordination exige une stabilisation dy-
namique des interactions et une convergence rapide vers les meilleures solutions. Nous proposons,
dans ce travail, des méthodes de coordination permettant une adaptation dynamique des agents
aux activités de leurs utilisateurs et à leur environnement. Nos méthodes intègrent les spéciﬁcités
intrinsèques des actions entreprises par les agents et celles de leurs tâches qui évoluent de manière
non déterministe. Travailler dans un contexte ad-hoc et dynamique, pour les agents, empêche : 1-
l’existence d’une vue globale du système qui reﬂète une image complète de l’environnement de
déploiement ; 2- l’existence de connaissances a priori sur la manière de se coordonner en raison de
l’absence d’une structure centralisée et de la disponibilité aléatoire des entités considérées. Nous
avons proposé différentes stratégies comportementales pour faciliter la stabilisation dynamique des
interactions entre les agents et la convergence vers les meilleurs états de coordination. Pour ce faire,
nous avons intégré dans les modèles de raisonnement des agents, des mécanismes permettant l’éta-
blissement d’alliances entre les agents et un support pour les recommandations dynamiques. Notre
conception des alliances et des recommandations permet à un agent d’évoluer de manière auto-
nome, d’identiﬁer dynamiquement les agents voisins ﬁables avec qui coopérer et de former avec
son voisinage des partitions Nash-stables selon les exigences de l’environnement de déploiement
(disponibilité, urgence des tâches stochastiques,...). Nous avons développé des stratégies de propo-
sition de coalitions fondées sur les négociations et les alliances pour guider la recherche et la généra-
tion de nouvelles propositions. Pour répondre à la difﬁculté de corrélation entre les comportements
locaux des agents et les propriétés de l’environnement de déploiement des agents, nous utilisons
de manière originale les modèles markoviens. Nous avons développé des stratégies d’acceptation
de propositions fondées sur le compromis, la ﬁabilité et la recherche d’agents suppléants dans le
cas d’une indisponibilité ou pour la stabilisation dynamique des interactions ou pour une conver-
gence rapide vers les meilleures solutions. Dans la continuité de ces travaux, nous nous sommes
focalisés sur : (1) la prise en compte des interdépendances entre les agents, (2) le développement
de modèles de coordination inter groupe d’agents pour augmenter l’efﬁcacité des agents dans un
souci d’optimisation des coûts (énergies et ressources consommées) imputés aux composants ad-
hoc communicants (des PDA, Capteurs, Robots, ...) où les agents sont déployés. Pour répondre au
premier point, nous avons proposé le modèle S-NRB (Sequentiel Non-return Broadcast) et le modèle
P-NRB (Parallel Non-return Boadcast) pour la coordination distribuée qui cherchent à maximiser
le bien-être social des agents. Le second point, nous a amené à proposer le modèle DMS (Dynamic
Merging and Splitting) de formation de coalitions intégrant de manière dynamique ces interdépen-
dances. Toutes ces propositions ont été étudiées de manière théorique et expérimentale pour mettre
en exergue les propriétés intrinsèques de nos méthodes. Nous avons ainsi développé un simulateur
spécialement pour le type de contexte considéré.
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Title Stable coalition formation mechanisms in ad-hoc and stochastic context.
Abstract An ad-hoc and stochastic context prevents : 1- the existence of a global view of the
system that reﬂects a complete image of the deployment environment ; 2- the existence of a priori
knowledge because of the lack of a centralized structure, the dynamic of the tasks and the random
availability of the entities. We proposed different strategies to facilitate the dynamic stabilization
of the interactions between the agents and the convergence towards better coordination states. Our
conception of alliances and recommendations allows an agent to evolve independently, to dynami-
cally identify reliable neighboring agents with whom to cooperate and to form Nash-stable or Core
stable coalitions according to the requirements of the deployment environment. To face with the
challenges of the correlation between local behavior of the agents and the properties of their envi-
ronment, we use in an original way the Markovian models. We also focused on taking into account
the interdependencies between the agents to increase their efﬁciency in order to optimize the im-
puted costs of the ad-hoc components where the agents are deployed. This led us to propose both
mechanisms, the S-NRB (Sequential Non-return Broadcast) and the P-NRB (Parallel Non-return
Broadcast) for distributed coordination seeking to maximize the social welfare of the agents. To
highlight the intrinsic properties of our methods, our whole proposals have been studied theoreti-
cally and experimentally through our simulator.
Keywords Ad-hoc, Stability, Coalition, Coordination, Stochastic.
