We present an algorithm to approximate edit distance between two ordered and rooted trees of bounded degree. In this algorithm, each input tree is transformed into a string by computing the Euler string, where labels of some edges in the input trees are modified so that structures of small subtrees are reflected to the labels. We show that the edit distance between trees is at least 1/6 and at most O(n 3/4 ) of the edit distance between the transformed strings, where n is the maximum size of two input trees and we assume unit cost edit operations for both trees and strings. The algorithm works in O(n 2 ) time since computation of edit distance and reconstruction of tree mapping from string alignment takes O(n 2 ) time though transformation itself can be done in O(n) time.
Introduction
Recently, comparison of tree-structured data is becoming important in several diverse areas such as computational biology, XML databases and image analysis [4, 12, 20] . Though various measures have been proposed for comparison of trees [4] , the edit distance between rooted and ordered trees is well-studied and widely-used [14, 18, 19, 21] . This tree edit distance is a generalization of the edit distance for two strings [2, 17] , which is also well-studied and widely-used for measuring the similarity between two strings. In this paper, we use tree edit distance and string edit distance to denote the distance between rooted and ordered trees and the distance between strings, respectively.
It is well-known that the string edit distance can be computed in O(n 2 ) time by a simple dynamic programming algorithm, where n is the maximum length of input strings. Recently, extensive studies have been done on efficient (quasi linear time) approximation and low distortion embedding of string edit distances [2, 3, 13, 15, 17] .
For the tree edit distance problem, Tai [18] first developed a polynomial time algorithm, from which several improvements followed [5, 9, 14, 21] . Among these, a recent algorithm by Demaine et al. [9] is the fastest in the worst case and works in O(n 3 ) time where n is the maximum size of input trees. They also proved an (n 3 ) lower bound for the class of decomposition strategy algorithms. Therefore, it is quite difficult to develop an o(n 3 ) time exact algorithm for the tree edit distance problem.
Garofalakis and Kumar developed an algorithm for efficient embedding of rooted and ordered trees [10] . Their algorithm provides an approximate tree edit distance with a guaranteed O(log 2 log * n) factor in O(n log * n) time, where log * n denotes the number of log applications required to reduce n to 1 or less. However, the distance considered there is not the same as the tree edit distance: move operations are allowed in their distance. Several practical algorithms have been developed for efficient computation of lower bounds of tree edit distances [12, 20] , but these algorithms do not guarantee upper bounds of tree edit distances. Therefore, it is required to develop algorithms for efficient approximation and/or low distortion embedding for trees in terms of the original definition of the tree edit distance. It should be noted that for the case of strings, an efficient approximation/embedding algorithm was first proposed for edit distance with block copies, block uncopies and block moves [7, 16] , which was soon modified to take care of string edit distance with block moves only [6] , and then extensive studies followed for edit distance without moves [2, 3, 13, 15, 17] .
In order to approximate the tree edit distance, we studied a relation between the tree edit distance and the sting edit distance for the Euler strings [1] . It was shown that the tree edit distance is at least half and at most 2h + 1 of the edit distance for the Euler strings, where h is the minimum height of two trees. This result gives good approximation if the heights of input trees are low. However, it does not guarantee any upper bounds of tree edit distances if the heights of input trees are O(n). In this paper, we improve this result by modifying the Euler string. Modification is done by changing labels of some edges in the trees so that structures of small subtrees are reflected to the labels. Though the modification is slight, a novel idea is introduced and much more involved analysis is performed. We show that the unit cost edit distance between trees is at least 1/6 and at most O(n 3/4 ) of the unit cost edit distance between the modified Euler strings, where we assume that the maximum degree of trees is bounded by a constant. This result leads to the first O(n 3− ) time algorithm for computing the unit cost tree edit distance with a guaranteed approximation ratio (for bounded degree trees). Though this result is not practical, it would stimulate further developments. It should be noted that the current best approximation ratio within near linear time algorithms for string edit distance is around O(n 1/3 ) [3] even though extensive studies have been done in recent years. Though we consider the unit cost edit distances in this paper, the result can be extended as in [1] for more general distances for which the ratio of the maximum cost of an edit operation to the minimum cost of an edit operation is bounded by a constant for both strings and trees.
String Edit Distance and Tree Edit Distance
Here we briefly review the string edit distance and the tree edit distance. We consider strings over a finite or infinite alphabet S . For string s and integer i, s [i] 
where f (x, y) = 0 if x = y = '-', otherwise f (x, y) = 1. Then, an optimal alignment is an alignment with the minimum cost. It is straight-forward to see that the cost of an optimal alignment is equal to the edit distance. For example, consider strings s 1 ="TCGTGCAT" and s 2 ="CGATCCT". Then, the following is an optimal alignment.
In this case, (a) and (d) correspond to deletions, (b) corresponds to an insertion, and (c) corresponds to a substitution. Thus, we have ED S (s 1 , s 2 ) = 4.
Next, we define edit distance between trees (for the details, see [4] ), where we only consider the unit cost case. Let T be a rooted ordered tree, where "ordered" means that a left-to-right order among siblings is given in T . Moreover, we assume that each node v has a label label(v) from a finite alphabet T . |T | denotes the size (the number of nodes) of T . An edit operation on a tree T is either a deletion, an insertion, or a substitution (see also Fig. 1 ): The edit distance between two trees T 1 and T 2 is defined as the minimum number of operations to transform T 1 into T 2 . We use ED T (T 1 , T 2 ) to denote the edit distance between T 1 and T 2 .
It is known that there exists a close relationship between the edit distance and the ordered edit distance mapping (or just a mapping) [4] . M ⊆ V (T 1 )×V (T 2 ) is called a mapping if the following conditions are satisfied for any pair 
Euler String
Our transformation from a tree to a string is based on the Euler string [14] , which is obtained by traversing a tree using the Euler tour. In this section, we review the Euler string and our previous result on the Euler string [1] .
For simplicity, we treat each tree T as an edge labeled tree: the label of each nonroot node v in the original tree is assigned to the edge {u, v} where u is the parent of v. It should be noted that information on the label on the root is lost in this case. But, it is not a problem because the roots are not deleted or inserted. In what follows, we assume that the roots of two input trees have identical labels (otherwise, we just need to add 1 to the distance).
The depth-first search traversal of T (i.e., visiting children of each node according to their left-to-right order) defines an Euler tour of a tree T . That is, the depth-fist search gives an Euler path beginning from the root and ending at the root where each edge {w, v} is traversed twice in the opposite directions. We use EE(T ) to denote the set of directed edges in the Euler tour of T . Let S = {a, a|a ∈ T }, where a / ∈ T . Let (e 1 , e 2 , . . . , e 2n−2 ) be the sequence of directed edges in the Euler path of a tree T with n nodes. From this, we create the Euler string s(T ) of length 2n − 2. Let e = {u, v} be an edge in T , where u is the parent of v. Suppose that e i = (u, v) and e j = (v, u) (clearly, i < j). We define i 1 (e) and i 2 (e) by i 1 (e) = i and i 2 (e) = j , respectively. That is, i 1 (e) and i 2 (e) denote the first and second positions of e in the Euler tour, respectively. Then, we define s(T ) by letting
, where L(e) is the label of e (see also Fig. 2 ).
Proof We associate each edit operation on T 1 with two edit operations on s(T 1 ). For a deletion of e (i.e., deletion of the deeper node of the endpoints of e), we associate deletions of L(e) and L(e). For an insertion of e, we associate insertions of L(e) and L(e). For a substitution of e to e , we associate substitutions of L(e) and L(e) to L(e ) and L(e ), respectively. Clearly, the resulting sequence transforms s(T 1 ) to s(T 2 ) and the cost is 2 · ED T (T 1 , T 2 ).
, where h is the minimum height of two input trees.
It was shown in [1] that this bound is tight up to a constant factor. Figure 3 gives an example such that ED S (s(T 1 ), s(T 2 )) = 4 and ED T (T 1 , T 2 ) = (h).
Modified Euler String
As shown in the above, the approximation ratio of the tree edit distance through the edit distance between the Euler strings is not good if the minimum height of input trees is high. In order to improve the worst case approximation ratio, we modify labels of some edges in the input trees so that structures of small subtrees are reflected to the labels. For example, we consider trees shown in Fig. 3 . Suppose that label "AC" is assigned to each edge just above each node having children with labels 'A' and 'C'. Similarly, suppose that labels "BD", "AD" and "BC" are assigned to appropriate edges. Then, ED S (s(T 1 ), s(T 2 )) = (h) should hold. But, changes of labels should be performed carefully in order to keep distance distortion not too large. 
If v is a leaf and depth(v) ≥ α, there must exist v i satisfying size
For a node v in T 1 or T 2 , id(v) is an integer such that id(v) = id(v ) if and only if the subtree induced by v and its descendants is isomorphic (including labels) to the subtree induced by v and its descendants. Since we only consider subtrees induced by some node v in T 1 or T 2 and its descendants and we assume that T is a finite alphabet (i.e., | T | is a constant), all id(v)'s can be computed in O(n) time [11] , where n = max{|T 1 |, |T 2 |}. Furthermore, each id(v) can be an integer between 1 and 2n and thus can be stored in a word (i.e., O(log n) bits). In the following, we briefly review the algorithm for computing id(v). For details, refer to [11] .
We construct a suffix tree T for a string s(T 1 )·"$"·s(T 2 )· "#", where '$' and '#' are letters not appearing in S , and x · y denotes the concatenation of x and y. Then, each suffix staring from a letter in T corresponds to a subtree in T 1 or T 2 . For each leaf l in T corresponding to such a suffix, let sz(l) be the size of the corresponding subtree in T 1 or T 2 . Let a(l) be the first node v, encountered along the path from the root of T to the leaf l, such that the length of the substring corresponding to the path from the root to a(l) is no less than 2 · sz(l). Then, it is shown in [11] that the subtrees corresponding to l 1 , l 2 , . . . , l k are isomorphic to each other if and only
Thus, by identifying all a(l)'s, we can partition all subtrees into the equivalent classes. Identification of all a(l)'s can be done by using the depth first search traversal of T . When the first leaf l corresponding to a subtree is found, we find the node a(l) by coming back from l to the root of T . Next, we visit all descendants of a(l) and put leaves corresponding to subtrees in T 1 and T 2 into the same class. Then, we delete a(l) and all of its descendants and resume the depth first search traversal. It is shown in [11] that this algorithm works in O(n) time for a finite alphabet, including the construction of a suffix tree. After the set of equivalent classes is obtained, we can assign different integers to different classes in O(n) time. Therefore, we can assign id(v) to all nodes in O(n) time.
Using id(v), we define edge labels, with which the modified Euler strings are constructed. Let v be a node in T 1 . Let u be the parent of v and w 1 , . . . , w k be the children of v (Similarly, we define v , u , and w 1 , . . . for T 2 ). If at least one of w i 's is special, {u, v} is called a special edge. Otherwise, {u, v} is not special and the original label (i.e., label in T ) of v is assigned to {u, v}. For a special edge {u, v}, let w i 1 , . . . , w i h be the special children of v.
. , w i h )
to {u, v} where we assume w.l.o.g. (without loss of generality) that id (. . .) / ∈ T . It should be noted that if v has at least one special children, information of the subtrees of the special children is reflected to the label of {u, v}.
These indices can be computed in O(n) time as follows. We simply sort all tuples
Since we assume that the maximum degree is bounded, each tuple is a sequence of at most constant number of integers between 1 and 2n + | T |. Furthermore, each label of a special edge does not depend on labels of other special edges. Therefore, we can obtain the sorted list of tuples in O(n) time by performing radix sort only once.
Using the above labeling of edges, we create a modified Euler string ss(T ) as in s(T ). It should be noted that ss(T ) and s(T ) differ only on labels of special edges. It is also worthy to note that ss(T 1 ) and ss(T 2 ) can be constructed in O(n) time from T 1 and T 2 . In what follows, we consider editing operations on T 1 and T 2 , by which the number of nodes in trees may change. However, α is fixed to α = n 1/2 = (max{|T 1 |, |T 2 |}) 1/2 throughout editing operations.
Proposition 3 Substitution, insertion or deletion of a node in T 1 or T 2 affects the label of at most two special edges.
Proof Since there exists at most one special node in the path from the root to each node v (though there may exist many special edges), each edit operation can change the label of at most one existing special edge, including the case where a special edge becomes non-special. In addition, at most one non-special edge in the path may become special. Therefore, each edit operation affects the label of at most two special edges.
Analysis
In this section, we show the following main theorem using several propositions and lemmas, where we assume that the maximum degree of input trees are bounded by a constant. In what follows, we may identify a directed edge (u, v), a node v and the corresponding letter in ss(T ) if there is no confusion.
Theorem 1
1 O(n 3/4 ) · ED T (T 1 , T 2 ) ≤ ED S (ss(T 1 ), ss(T 2 )) ≤ 6 · ED T (T 1 , T 2 ).
Upper Bound of String Edit Distance
First, we prove the latter half of Theorem 1, which is easily done as in Lemma 1.
Lemma 3 ED S (ss(T
Proof As in the proof of Lemma 1, we associate each edit operation on T 1 with two edit operations on ss(T 1 ). But, in this case, additional substitutions are required because labels of some edges may change. From Proposition 3, it is seen that labels of at most two edges change per edit operation, which correspond to substitutions of 4 letters in ss(T 1 ).
It is to be noted that both Lemma 3 and Proposition 3 hold for any α ≥ 1. Therefore, the above lemma holds even when ED T (T 1 , T 2 ) is O(n). In order to prove the former half of Theorem 1, it is enough to consider the case where |T 1 | and |T 2 | are (n). Otherwise ||T 1 | − |T 2 || > cn would hold for some constant c and thus the former half obviously holds since ED S (ss(T 1 ), ss(T 2 )) > cn holds. Therefore, we can assume w.l.o.g. that α is (
Construction of Tree Mapping from String Alignment
In order to prove the rest half inequality, we show a procedure for obtaining a mapping between T 1 and T 2 from an (not necessarily optimal) alignment AL S between ss(T 1 ) and ss(T 2 ) with cost d. Before showing details of the procedure, we describe an outline. We first create a mapping M 1 that is induced by corresponding downward paths, where downward (and upward) paths are to be defined later. Next, we modify M 1 to M 2 so that labeling information on special edges is reflected (i.e., mapping pairs for right subtrees rooted at special children are added to M 1 ). However, such mappings (both M 1 and M 2 ) may contain pairs violating ancestor-descendant relations. Thus, we delete inconsistent pairs from M 2 (the resulting mapping is denoted as M 3 ). Finally, we add large subtrees included in upward paths, then delete some inconsistent pairs from M 3 , and get the desired mapping M 4 .
Construction of M 1
In this first phase, we create a mapping M 1 from AL S . M 1 acts as a backbone for the whole mapping. In order to explain the construction of M 1 , we define downward paths and related terms.
An 
are the upward segment pair and the downward segment pair, respectively. Two paths P in T 1 and P in T 2 corresponding to an upward segment pair are called upward paths, and 2 (resp. p 2 2 ) is divided into P 2 and P 3 (resp. P 2 and P 3 ), where P 2 and P 2 , and P 3 and P 3 are twins respectively. The path corresponding to p 1 1 (resp. p 2 1 ) is divided into P 1 (resp. P 1 ) and an empty path. P 1 , P 1 , P 3 and P 3 are downward paths, whereas P 2 and P 2 are upward paths. P 1 contains central edges of 6 ), and P 2 contains central edges of 10 ), (v 10 , u 11 )} P (resp. P ) is called a twin of P (resp. P ). Two paths corresponding to a downward segment pair are called downward paths, and twins are defined in the same way as above. A subtree that is fully included in a downward (resp. upward) path is called a left subtree (resp. right subtree). An edge (u, v) in a downward (resp. upward) path is called a central edge if (v, u) does not appear in the same path. Thus, central edges are the edges (in downward paths and upward paths) not appearing in any left or right subtrees. For a downward path (resp. an upward path) P , a downward central path (resp. upward central path) denotes the path consisting of central edges in P and height(P ) denotes the number of edges in this central path. It is possible that there is no central edge in an upward path (i.e., height(P ) = 0), where a downward path must contain at least one central edge from the definition. In such a case, the path consists of a large or small subtree. In the following, such a subtree is regarded as a left subtree and the path corresponding to the subtree is regarded as a downward path. It is to be noted that the roots of such subtrees are not included M 1 since these roots are not destinations of downward edges (see also P 2 and P 2 in Fig. 9 ).
Suppose that ss( It should be noted that in our previous work [1] , we construct a mapping between T 1 and T 2 from all corresponding pairs of left and right subtrees, which is shown to be a valid mapping. From that result, it is seen that mapping pairs in M 1 corresponding to left subtrees are consistent with each other. Thus, the inconsistency will be caused by central edges and (small and large) right subtrees that are to be added in constructions of M 2 and M 4 . The following proposition implies that we only need to take care of nodes in downward edges, left subtrees and right subtrees since the order of approximation ratio does not change if we ignore the other O(d) nodes.
Proposition 4 The number of nodes not appearing in destinations (i.e., dst(e)) of downward central edges, left or right subtrees is O(d).
Proof Since there are O(d) insertions, deletions and substitutions, the number of edges not appearing in downward paths or upward paths is O(d). The nodes not on these edges must be on downward central edges or in left or right subtrees.
Construction of M 2
M 1 gives a mapping for left subtrees and central edges, but does not give a mapping for right subtrees. In the construction of M 2 , mapping pairs for small right subtrees are added, whereas mapping pairs for large right subtrees are added in the construction of M 4 . Then, there must exist a node w in T 2 satisfying analogous conditions because (u, v) and (u , v ) are special edges having the same label. It is to be noted that from condition (i), there must exist insertion(s), deletion(s) or substitution(s) in the large subtree rooted at w. We add mapping pairs to M 1 that are induced by the small right subtrees rooted at the special children of v and v , where the correspondence between right subtrees in T 1 and T 2 are given by id's of the special children. Since we assume that the maximum degree is bounded, detection of corresponding special children can be done in a constant time per special edge. We let the resulting mapping be M 2 .
Some examples explaining the above conditions are given in Fig. 7 . In case (a) and case (b), mapping pairs are added. In case (c), mapping pairs are not added because w is a root of a small subtree. In case (d), mapping pairs are not added because (w 1 , v) and (v, u) belong to different upward paths and (u, v) and (v, w 2 ) belong to different downward paths. As shown below, the number of central edges such as in (c) and (d) is not so large.
Proposition 5 The number of central edges which do not satisfy the condition in the construction of M 2 is O(d).
Proof We prove the proposition for central edges in T 1 . The proposition can be proven for central edges in T 2 in an analogous way and thus the total number should still be O(d). First, we consider the case that condition (i) is violated for a central edge (u, v) (see also Fig. 7(d) ). Then, v must have at least two subtrees in each of which there exist insertion(s), deletion(s) or substitution(s). Since the total number of insertions, deletions and substitutions is O(d), we can have O(d) central edges that do not satisfy condition (i) (recall that a tree such that every internal node has at least two children can have at most 2l − 1 nodes where l is the number of leaves).
Next, we consider condition (ii). For a central edge (u, v) that violates condition (ii), we associate the small (left or right) subtree rooted at a special child of v in which there exist insertion(s), deletion(s) or substitution(s) (see also Fig. 7(c) ). This small subtree can be associated with at most one central edge.
Since the total number of insertions, deletions and substitutions is O(d), we can have O(d) central edges that do not satisfy condition (ii).

Construction of M 3
In the construction of M 3 , we delete inconsistent pairs. Since M 1 is constructed from downward paths obtained from string alignment, which preserve left-right relationships, and M 2 is constructed from central special edges, left-right relationships between mapping pairs are preserved. Thus, we focus on violation of ancestordescendant relationships.
Let (v, v ) ∈ M 1 be a pair of the highest nodes in a pair of twin downward paths, where the highest node in any downward path is determined uniquely. LetP v (resp. P v ) be the set of nodes in the path from the root to v (resp. v ). We delete any (u, u ) ∈ M 1 from M 2 if either (u ∈P v and u / ∈P v ) or (u / ∈P v and u ∈P v ) holds. We also delete small right subtrees rooted at children of u and u (see Fig. 8 ). In this paper, deletion of a subtree (resp. a region or a node) means that all mapping pairs containing nodes in the subtree are deleted from the current mapping set, but does not mean that the subtree is deleted from the tree. Addition of a subtree is defined analogously. We execute this deletion procedure for all downward segment pairs in an arbitrary order, where we allow that the same mapping pairs are deleted multiple times. Then, the resulting mapping M 3 is determined uniquely. M 3 is a valid mapping as shown below.
Proposition 6 M 3 is a valid mapping between T 1 and T 2 .
Proof Since mapping pairs between small right subtrees are obtained from central special edges, these are consistent with other mapping pairs if the corresponding central special edges are consistent. Therefore, in the following, we focus on inconsistency caused by M 1 .
Mapping pairs created by a single pair of twin downward paths are consistent with each other since twin downward paths are isomorphic. Therefore, inconsistency is caused by (u, u ) ∈ M 1 and (w, w ) ∈ M 1 belonging to different pairs of twin downward paths.
Suppose that u is an ancestor of w but u is not an ancestor of w . Then, u must be an ancestor of the node v which corresponds to the highest node of the downward path containing w, but u cannot be an ancestor of the node v which corresponds to the highest node of the downward path containing w (see also Fig. 8 ). Therefore, it is enough to examine consistency between all pairs (u, u ) in M 1 and all pairs (v, v ) of highest nodes in twin downward paths. Since the other cases can be proven in an analogous way, the proposition holds.
It should be noted that left subtrees are never deleted since any node in a left subtree cannot be an ancestor of nodes not in the subtree. Mapping pairs between left subtrees will be consistent with other pairs in M 3 (and in M 4 ). Figure 9 gives an example of construction of M 3 . In this case,
The readers may think that too many mapping pairs are deleted if the paths corresponding to AA are much longer than the paths corresponding to BB. However, in such a case, AL S should have many unaligned A's and thus d should have been so large that 
is satisfied (recall that the tree edit distance is always O(n)). This intuition is to be proven concretely in Lemma 10.
Construction of M 4
Finally, we add all large subtrees (i.e., subtrees with more than n 1/2 nodes) that are fully included in upward paths, and then delete inconsistent mapping pairs.
In the following, we assume that the number of large subtrees attached to a node is at most one. If multiple large subtrees are attached to a node, we can regard these large subtrees as one large subtree. In this final phase, we consider the following two cases (see Fig. 10 ):
(A) The number of edges in an upward path is at most 2d, (B) The number of edges in an upward path is greater than 2d, where we assume w.l.o.g. that all the central edges of an upward path are shared by the central edges in a downward path (otherwise, we can cut the upward path into multiple upward paths without affecting the order of the approximation ratio since the total number of upward paths remains O(d)).
As to be shown later, there is some periodicity in case (B), which plays an important role in both construction and analysis of M 4 . In all cases, mapping pairs between large right subtrees, which are induced by twin upward paths, are added to M 4 . None of these added pairs is deleted. Instead, mapping pairs between some nodes in central paths and small right subtrees are deleted. Therefore, we only describe deletion procedures in the following. For case (A), we only show the procedure for the case where only one large subtree is included in an upward path (see Fig. 11 ). This procedure is referred as the cleanup procedure. Extension to the other cases is straight-forward since it is enough to repeat the same procedure. Let z . . . z (resp. z . . . z ) be the sequence of directed edges corresponding to the large subtree of T 1 (resp. T 2 ). Let x = (u, v) ∈ EE(T 1 ) be a parent of z, and let y = (u , v ) ∈ EE(T 2 ) be a parent of z (recall that EE(T ) denotes the set of directed edges in the Euler tour of T ). Let x and y correspond to x and y in downward paths, respectively. We assume w.l.o.g. that y is a descendant of x . Then, we delete v and ith ancestors of v for i = 1, 2, . . . , d along with attached small right subtrees (see Fig. 11 ). Though the cleanup procedure is very simple, analysis is a bit involved. In the following, we show the correctness of the procedure. 
Lemma 5 Suppose that only a pair of identical large subtrees is added in the construction of M 4 and the cleanup operation is performed. Then, the resulting mapping is valid.
Proof It is to be noted that mapping pairs corresponding to left subtrees and large right subtree are consistent with each other [1] . Thus, inconsistency is caused only when ancestors of v (resp. v ) (along with attached small right subtrees) are mapped to non-ancestors of v (resp. v). In this proof, we consider mapping pairs only for ancestors of v. Mapping pairs for ancestors of v can be treated in an analogous way. We need to consider two cases (see also Fig. 12 ): (A-1) ancestors of v are mapped to descendants of v , (A-2) ancestors of v are mapped to non-descendants of v . First we consider the case of (A-1). Let p and q be the (d + 1)th and dth ancestors of v, respectively. Suppose that p is mapped to v in M 3 . Suppose also that q is mapped to a child q of v in M 3 . Modification of the proof for the other cases (e.g., p is mapped to a descendant of v ) is straight-forward.
Let s 1 be a substring of ss(T 1 ) starting from (p, q) and ending just before z. Let s 2 be a substring of ss(T 2 ) starting from (v , q ) and ending just before z . Then, (s 1 ) = −(d + 1) and (s 2 ) = 0 hold. Since (p, q) and z correspond to (v , q ) and z respectively in AL S , we have from Proposition 7: This is a contradiction. Thus, p cannot be mapped to v (or its descendant). Since at most d ancestors of v can be mapped to v or its descendants, the cleanup operation removes the inconsistency in the case of (A-1).
Next we consider the case of (A-2). In this case, we assume w.l.o.g. that v is mapped to w which is not an ancestor or descendant of v , or v . Let x be the incoming edge to w . Let p be the (d + 1)th ancestor of v. Suppose that p is mapped to a node p which is an ancestor w but is not an ancestor of v . Modification of the proof for the other cases is straight-forward.
Let q be the parent of p . Let s 1 be a substring of ss(T 1 ) starting just after x and ending just before z. Let s 2 be a substring of ss(T 2 ) starting just after x and ending just before z . Let s 1 2 be the prefix of s 2 ending at (p , q ). Then, (s 1
This is a contradiction. Thus, p cannot be mapped to a non-ancestor of v . Therefore, the cleanup operation removes the inconsistency also in the case of (A-2).
Before considering case (B), we need the following proposition (see also Fig. 10(B-1) ), which can be shown by counting the numbers of downward edges and upward edges in AL S , where depth(e) denotes the depth of v for a downward edge e = (u, v) (resp. an upward edge e = (v, u)).
Proposition 8 Suppose that a downward edge x ∈ EE(T 1 ) corresponds to a downward edge
For case (B), central paths should have periodicity because upward central paths match with identical downward central paths at different positions. From Proposition 8, we can see that the length of a period is at most d. That is, central paths are repetitions of a chain of length at most d. Suppose that x and x correspond to x and y in AL S , respectively (see also Fig. 10) . We assume w.l.o.g. that the downward paths begin with x and x in T 1 and T 2 respectively, and y is a descendant of x . Then, the subtree consisting of the nodes in the central path between dst(x ) and dst(y ) and the nodes in their small right subtrees is called a block. A subtree isomorphic to the block is also called a block. It can be seen that blocks appear repeatedly in the vertical direction in both T 1 and T 2 . We consider the following two cases:
(B-1) The size of a block is greater than β, where β = dn 1/4 .
In this case, the number of the central edges in an upward path is O(n 3/4 ) because the height of each block is at most d, the height of an upward path is holds from the definition of the block. We delete the top block from T 2 , the bottom block from T 1 , the central edges in the current downward paths from T 1 and T 2 , small right subtrees attached to the top node in the top block of T 1 and small right subtrees attached to the bottom node in the bottom block of T 2 (see Fig. 13 ). Furthermore, we modify the mapping between the remaining small right subtrees so that mapping pairs between small right subtrees are consistent with those between large right subtrees. In other wards, mapping pairs between left subtrees are induced by the twin downward paths, whereas mapping pairs between right subtrees are induced by the twin upward paths. It is to be noted that in Fig. 13 , the left subtree attached to the top 'A' in T 1 is mapped to the left subtree attached to the top 'A' in T 2 , whereas the small right subtree attached to the top 'A' in T 1 is mapped to the small right subtree attached to the second top 'A' in T 2 . However, there is no inconsistency because central edges are deleted. (B-2) The size of a block is at most β. In this case, for each pair of corresponding large right subtrees, we perform the cleanup procedure as in case (A). However, different from case (A), O(β) = O(dn 1/4 ) nodes are deleted per pair since the nodes in at most two consecutive blocks are deleted per large right subtree.
As in the case of (A), we can see that the resulting mapping is valid. Therefore, we have: Proposition 9 M 4 is a valid mapping between T 1 and T 2 .
Analysis of Lower Bound of String Edit Distance
Now we analyze the lower bound of ED S (ss(T 1 ), ss(T 2 )). We estimate the cost (i.e., the number of corresponding edit operations) of M 4 , assuming that the cost of AL S is d = ED S (ss(T 1 ), ss(T 2 )). For that purpose, we estimate the number of mapping pairs deleted or ignored in the construction. For two edges x = (u, u ) and y = (v, v ), dist(x, y) denotes the length of the shortest path between u and v. For two nodes u and v, dist (u, v) denotes the length of the shortest path between u and v.
It is straight-forward to see the following propositions (see also Proposition 4).
Proposition 10 The number of nodes not appearing in any downward or upward path is O(d).
Proposition 11 The number of downward (resp. upward) paths is O(d).
Proposition 12 The total number of nodes in downward paths that do not appear in M 1 is O(d).
Due to the above propositions, we only need to consider hereafter upward paths and deleted mapping pairs.
Lemma 6
The number of nodes in the small subtrees in the upward paths that are
Proof It is seen from Proposition 5 that the number of central special edges that are not taken into account for M 2 
is O(d).
Since we assume that the maximum degree is bounded by a constant, the number of nodes in the small right subtrees rooted at special children of a special edge is O(n 1/2 ). There may exist small subtrees that are fully included in the upward paths but are not attached to special edges. But, the total size of such small subtrees per upward path is O(n 1/2 ).
Next, we estimate the number of deleted mapping pairs in constructing M 3 . For that purpose, we show using some lemmas that not so many nodes are deleted from central edges of each downward path.
Lemma 7
Suppose that a downward edge x ∈ EE(T 1 ) corresponds to a downward edge x ∈ EE(T 2 ) in AL S . Suppose also that an upward edge x ∈ EE(T 1 ) corresponds to an upward edge y ∈ EE(T 2 ). Then, dist(x , y ) ≤ 3d + 3. Proof From Lemma 7, we see that the central upward path from z to w must have an overlap with the central downward path from x to y with the amount of at least dist(x, y) − 20d nodes (see Fig. 15 ).
Let v be the lowest common ancestor of y and z . Let v be the node in T 1 such that (v, v ) ∈ M 2 , which also means (v, v ) ∈ M 1 since these nodes belong to central edges. Let (u, u ) ∈ M 1 be a pair of beginning nodes of twin downward paths such that u is a descendant of dst(y). Then, u must be a descendant of v because u is in the part of Euler path beginning from y and ending at z . Therefore, (u, u ) cannot delete any node in the consecutive part of a downward central path beginning from dst(x) and ending at v.
Since w and z belong to the same upward central path, both src(w ) and dst(w ) are ancestors of dst(z ). Thus, we consider two cases: (i) dst(w ) is a descendant of dst(x ), (ii) dst(w ) is a ancestor of dst(x ) or w coincides with x . We let t = src(w ) in case of (i), otherwise we let t = dst(x ). Let t be the node in T 1 such that (t, t ) ∈ M 1 . Then, any downward path in T 1 (resp. T 2 ) begins either from a descendant of dst(y) (resp. v ) or from a non-descendant of dst(x) (resp. t ). In the former case, any central edge between t and v (resp. between t and v ) cannot be deleted as explained before. In the latter case, neither t or t is an ancestor of the beginning node of a downward path. Therefore, any node in the central edges between t and v (resp. between t and v ) cannot be deleted.
Since the number of nodes between t and v (resp. t and v ) is at least dist(x, y) − 20d, the lemma holds.
It should be noted that 100d and −20d are determined with large margin since we discuss in this paper the order of the approximation ratio.
Next, we bound the number of nodes appearing in M 1 which may be deleted in the construction of M 3 . Let P = (v i 1 , v i Fig. 16 for an example. By summing up all of the above, we have the lemma.
Lemma 9 The number of nodes that appear in central downward paths but do not belong to maximal conserved central subpaths of length greater than 100d is O(d 2 ).
Proof
Lemma 10 The number of deleted mapping pairs in the construction of M 3 is O(d 2 n 1/2 ).
Proof From Lemma 9, it is seen that O(d 2 ) nodes in downward paths are deleted. For each deleted node, O(n 1/2 ) nodes in the attached small subtrees may also be deleted (recall that the maximum degree is bounded by a constant). Therefore, O(d 2 n 1/2 ) mapping pairs are deleted in total.
Then, we estimate the number of deleted mapping pairs in constructing M 4 . 
Lemma 11
which completes the proof of Theorem 1. Finally, we consider the time complexity. Transformation of trees to the modified Euler strings can be done in O(n) time since all id's can be computed in O(n) time and we assume that the maximum degree is bounded by a constant. The string edit distance can be computed in O(n 2 ) time using a simple dynamic programming algorithm. Construction of M 1 can be clearly done in O(n) time. Construction of M 2 can be done in O(n) time since the total number of nodes in small right subtrees is O(n) and we assume that the maximum degree is bounded by a constant. Construction of M 3 can be done in O(dn) time because we only need to examine O(d) pairs of the highest nodes for each of which O(n) time is enough. Construction of M 4 can also be done in O(dn) time since the period of a string can be computed in linear time even for a general alphabet [8] and thus O(dn) time is enough for classifying all upward paths and for identifying periods, and O(dn 3/4 ) time is enough for deleting nodes. Therefore, we have:
Corollary 1
The unit cost edit distance for trees of bounded degree can be approximated within a factor of O(n 3/4 ) in O(n 2 ) time.
Concluding Remarks
In this paper, we have presented an algorithm for approximating the tree edit distance efficiently using the string edit distance. Though we have modified the Euler strings in order to guarantee the worst case distortion bound, simple use of the Euler strings may work well in practice. Furthermore, string embedding techniques [3, 17] would be directly applied if we simply use the Euler strings. However, the modified Euler strings cannot be directly combined with string embedding techniques because id's depend on two input trees. Thus, development of algorithms for low-distortion embedding for tree edit distance is left as an open problem.
We have assumed that the labels of nodes in trees come from a finite alphabet (i.e., | T | is assumed to be a constant). However, this property was only used to guarantee that id(v)'s can be computed in O(n) time. If a general alphabet is used, id(v)'s can be computed in O(n log n) time [11] . Thus, even for the case of a general alphabet, we can obtain the same results except that the time complexity of transformation of trees into strings increases from O(n) to O(n log n).
We have also assumed that the maximum degree is bounded by a constant. However, it seems difficult to remove this assumption. Thus, removal of this assumption is left as an open problem as well as improvement of the approximation ratio for bounded degree trees.
