In this paper, we consider a Schrödinger equation
Introduction
Here, we consider the existence of multiple sign-changing solutions for the nonlinear time-independent Schrödinger equations of the form (1.1) where V λ (x) = λa(x) + 1.
This type of equations arises from the study of standing waves of time-dependent nonlinear Schrödinger equations, see [9, 11] and the references therein.
In [12] , the authors considered problem (1.1) with asymptotically linear term f (u). They obtained a positive solution for problem (1.1) as λ > 0 large enough. In additional, if f (u) is odd with respect to u, they also obtained multiple solutions as λ > 0 large enough. In [8] , under suitable assumptions on f (x, u), combining the invariant set method with the minimax method, the existence of multiple sign-changing solutions has been obtained for non-autonomous problem (1.1) as λ > 0 large enough.
For the general type
many existence results have also been obtained. In [1] , the authors used the invariant set method to obtain infinitely many sign-changing solutions of (1.2) with super-linear and subcritical nonlinearity f . In additional, the existence of infinitely many radial (resp., non-radial) solutions has also been achieved, see [3] (resp., [4] ).
Here, we are interested in the existence of infinitely many radial and non-radial sign-changing solutions of (1.1). Our approach is largely inspired by [2] , in which infinitely many sign-changing solutions have been obtained for a p-Laplacian problem in bounded domains. In R N , one difficulty is the loss of compactness, that is, the embedding H
E-mail address: hml001@sohu.com. (2 < p < 2 * ) is not compact. In order to overcome this difficulty, we consider the corresponding functional in Unlike that as in [1, 8] , we admit that t f (t) < 0 as |t| < R, for some R > 0. And this difference makes the invariant sets constructed here rather different from those in [1, 8] . Compared with [8] , our paper has the additional advantage that we do not need f to satisfy that f (t) + Lt is increasing in t for some L > 0.
In order to state our results, we require the following conditions:
where
Our main results are stated as follows: This paper is organized as follows: In Section 2, we give some preliminaries. Section 3 is devoted to constructing the invariant set. In Section 4, applying Principle of Symmetric Criticality and the invariant set method, we prove Theorem 1.1. At the same time, using Fountain Theorem and the Principle of Symmetric Criticality, we give the proof of Theorem 1.2.
Preliminary
First, we introduce some definitions. See [13, Definition 1.27].
Definition 2.1. The action of a topological group G on a normed space X is a continuous map
The action is isometric if, for all g ∈ G,
The space of invariant points is defined by
We need the following lemma to find the descending flow of the corresponding functional of (1.1 
Then there exists a locally Lipschitz continuous operator B : X 0 → X with the following properties: Bartsch, 1992) . (See [13, Theorem 3.6] . Notations. It is well known that the weak solutions of (1.1) correspond to the critical points of
In the following sections, space X will be the one above.
For λ > 0, standard argument shows that I λ is of class C 1 on X under the assumptions of (a 1 ), (a 2 ), ( f 1 ), and ( f 5 ), and for all u, v ∈ X ,
The proof is similar to [13, Lemma 3.10] . By Theorem 2.1, the critical points of I λ on X are weak solutions of (1.1).
Denote by dist the distance in X with respect to · . Let B R = {u ∈ X | u < R}, and B c R = X \ B R , u + = max{u, 0}, u − = min{u, 0}. Weak (resp., strong) convergence is denoted by (resp., →). In what follows, we will use c i to denote various positive constants.
Invariant set of gradient flow
Defined as [8, p. 373 ], a subset W ⊂ X is an invariant set if, for all u ∈ W , η λ (t, u) ∈ W for all t > 0, where η λ (t, u) is the descending flow of I λ .
Define
and
For λ > 0, we consider the operator A λ : X → X defined by
In this section, we will show N ε (P ± ) (ε > 0 small enough) are invariant sets.
Therefore, we have v as a weak solution of
Then we have
, and the Hölder inequality, we obtain, for λ > Λ 1 ,
for all w ∈ P + , we have, for λ > Λ 1 , 
Proof. For λ > 0, we obtain from (3.1) that
for all u ∈ X . For λ > 0, by the Schwarz inequality and the Hölder inequality, we have from (3.1) that
The above lemma implies that the critical points of I λ are the same as the fixed points of A λ . We need the following lemma to construct the invariant set of the descending flow of the corresponding functional. The proof can be found in [7 (3.2) . For 
The proof of main theorems
First, we will prove I λ satisfies the (PS) condition. 
Proof. By ( f 2 ), we have, for λ > 0,
Thus, {u n } is bounded in X . Passing to a subsequence, we may assume u n u, as n → ∞.
as n → ∞, we have, by (a 1 ), ( f 1 ), and ( f 5 ) ,
where c 7 is independent of ε and n.
Since the embedding X → L p (R N ) is compact, we obtain u n λ → u λ , as n → ∞. For the norm · λ is equivalent to the usual norm · in X , we have u n → u , as n → ∞. Thus I λ satisfies the (PS) condition, for all λ > 0. 2
Then we have the following deformation lemma. 
Proof.
Thus, we have for u ∈ [t − , t + ],
Let {e i } be a normal orthonormal basis of X , X n = {e 1 , e 2 , . . . , e n }. Then we have the following lemma.
Proof. For λ > Λ, let η λ (t, u) be the descending flow associated to (3.2) . By Lemmas 3.3 and 4.3, we obtain inf
After integrating, we obtain from ( f 1 ), ( f 2 ), ( f 3 ) and ( f 5 ) the existence of c 8 such that F (t) c 8 (|t| μ − |t| 2 ), for all t ∈ R. Then we can obtain, for λ > Λ,
Since on the finite dimensional space X n all norms are equivalent, for λ > Λ, there exist β < β 0 and R 1 > 0 such that
and C λ (ϑ) = u ∈ X u ∈ ϑ or there exists t 0 such that η λ (t, u) ∈ ϑ as in [1, p. 31] . Denote by ∂C λ (ϑ) the boundary of C λ (ϑ).
We recall the notion of genus (see [5] ) for a set A, which is symmetric with respect to 0.
The properties of genus like monotonicity, subadditivity, continuity, can be referred to [10] .
For n ∈ N, we defined as in [8, p. 384 ]
Finally, we need the following lemma to proof Theorem 1.1.
Proof. For λ > Λ, Lemmas 
For all u ∈ X m ∩ ∂ B R 1 , by Lemma 4.4, we have
Since σ λ and h are odd, we have σ λ • h is odd. Therefore 
2).
Thus 
