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Abstract
We show that the set of N -linear mappings on a product of N Banach spaces such that all their
Arens extensions attain their norms (at the same element) is norm dense in the space of all bounded
N -linear mappings.
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1. Introduction and notation
The Bishop–Phelps theorem states the denseness of the set of norm attaining functionals
in the set of all bounded and linear functionals on a Banach space. From its appearance in
1961 a lot of attention has been devoted to the topic of norm attaining functions. We will
just mention a few of these results.
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way which has been followed by several authors whose work had produced a theory with
many deep and elegant results. He gave an example of spaces showing that the Bishop–
Phelps result does not hold for operators. Lindenstrauss also proved the denseness of the
subset of operators between Banach spaces whose second adjoints attain their norms.
In the following, we will denote by L(N(X1 × · · · × XN);Y) the set of (bounded)
N -linear mappings from X1 × · · · × XN into Y , where Xk and Y are real or complex
Banach spaces (1 k N ). This space is a Banach space under the usual norm, given by
‖A‖ = sup{∥∥A(x1, . . . , xN)∥∥: xk ∈ Xk, ‖xk‖ = 1, 1 k N}.
NAL(N(X1 × · · · × XN);Y) will be the subset of norm attaining N -linear mappings,
i.e., mappings for which the supremum defining the norm is in fact a maximum. If Y is
the scalar field K then we will just write L(N(X1 × · · · × XN)) or NAL(N(X1 × · · · ×
XN)). When all the Banach spaces Xk coincide with X we will just write L(NX;Y) or
NAL(NX;Y) and L(NX) or NAL(NX) for Y =K.
In 1995, Aron et al. [9] gave positive results about the denseness of the subset of norm
attaining N -linear forms on the Banach spaces with the Radon–Nikodým property, gen-
eralizing the one obtained by Bourgain for operators in 1977 [12]. There are more partial
positive results on the denseness of norm attaining N -linear mappings in [1–4,9,10,14].
Nevertheless, without any assumption on the space X this result does not hold in general.
Acosta et al. [2] have shown that a predual X of a Lorentz sequence space satisfies that
the subset NAL(2X) is not dense in L(2X). Later, that counterexample was refined by
Jiménez Sevilla and Payá [18]. One reason to look into bilinear forms related to Bishop–
Phelps theorem is the isometry between the space of all bounded linear mappings from X
into X∗, L(X,X∗) and L(2X) given by AT (x, y) := T (x)(y), for all T ∈ L(X,X∗) and all
x, y ∈ X. Obviously, if a Bishop–Phelps-type theorem holds for bilinear forms on X, then
it also holds for the space of operators L(X,X∗). But the converse is not true in general.
Indeed, Choi [13] shows that L1[0,1] satisfies that the subset of the norm attaining bilinear
forms is not dense in the set of all bilinear forms but, on the other hand, Finet and Payá
[17] prove that the set NAL(L1[0,1],L∞[0,1]) is dense in L(L1[0,1],L∞[0,1]).
The situation about Lindenstrauss-type results is different. First, a necessary tool was
to extend bilinear mappings to the product of the biduals. In 1951, Arens in [6,7] intro-
duced in a natural way two products on the bidual X∗∗ of a Banach algebra X, each
one of them being an extension of the product of X. These two products are known
as Arens products. More precisely, Arens in [6], [7, Theorem 3.2] proved that given
X,Y and Z Banach spaces, any continuous bilinear map A :X × Y → Z can be ex-
tended to a continuous bilinear map Attt :X∗∗ × Y ∗∗ → Z∗∗ with the same norm, by
applying the adjoint operation three times (At :Z∗ × X → Y ∗ is defined for z∗ ∈ Z∗,
x ∈ X and y ∈ Y , by At(z∗, x)(y) = z∗(A(x, y))). Moreover, for a fixed y∗∗ ∈ Y ∗∗
the map Attt (−, y∗∗) :X∗∗ → Z∗∗ is w(X∗∗,X∗)–w(Z∗∗,Z∗)-continuous. Hence, given
x∗∗ ∈ X∗∗, a bounded net {xa} ⊂ X w∗-convergent to x∗∗, y∗∗ ∈ Y ∗∗ and a bounded net
{yb} ⊂ Y w∗-convergent to y∗∗ we have
Attt (x∗∗, y∗∗) = w∗- limw∗- limA(xa, yb). (1)
a b
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for all x ∈ X, y ∈ Y . So,
AT tttT (x∗∗, y∗∗) = w∗- lim
b
w∗- lim
a
A(xa, yb). (2)
These two extensions have the same norm as A, but they are different in general. Deal-
ing with N -linear (N  2) mappings, Aron and Berner in [8, Proposition 2.1] produced a
method, later simplified by Davie and Gamelin [15], to extend N -linear mappings to the
product of the biduals that can be described as follows. Given a continuous N -linear map-
ping A :X1 × · · · × XN → Y and a permutation θ of {1, . . . ,N} the Arens extension of A
following the order of the permutation θ is a mapping Aθ : X∗∗1 × · · · × X∗∗N → Y ∗∗ given
by
Aθ
(
x∗∗1 , . . . , x∗∗N
)= w∗- lim
dθ(N)
. . .w∗- lim
dθ(1)
A(xd1 , . . . , xdN )
(
x∗∗k ∈ X∗∗k , 1 k N
)
,
where {xdk } is any bounded net in Xk w∗-convergent to x∗∗k for every 1 k N . Clearly
Aθ
(
x∗∗1 , . . . , x∗∗N
)
(y∗) = (y∗ ◦ A)θ
(
x∗∗1 , . . . , x∗∗N
)
,
for every y∗ ∈ Y ∗, (x∗∗1 , . . . , x∗∗N ) ∈ X∗∗1 ×· · ·×X∗∗N . Each Aθ satisfies that fixed 1 j < n
and x∗∗θ(1), . . . , x
∗∗
θ(j−1), xθ(j+1), . . . , xn, the map Aθ is weak-star continuous with respect to
the θ(j) coordinate. Also it is well known (and easily checked) that Aθ is also a bounded
N -linear mapping satisfying ‖Aθ‖ = ‖A‖.
Due in part to Choi counterexample, it was not clear at all whether a version for bilinear
mappings of the result due to Lindenstrauss was true or not. Only in 1998, Acosta [1] gave
an answer in the positive by proving that the subset of bilinear forms on a product on two
Banach spaces X and Y such that their third Arens adjoints are norm attaining is dense
in L(2(X × Y)). In 2003 Aron et al. [10] obtained an improvement of Acosta theorem: the
subset of elements in L(2(X × Y)) such that the two possible Arens extensions attain the
norm at the same element of X∗∗ × Y ∗∗ is dense in L(2(X × Y)). It is really a stronger
result since they provided an example of a bilinear mapping such that only one of their
Arens extensions attains its norm. The following problem remained open:
Is Lindenstrauss theorem true for N -linear mappings, whenever N  3?
In this paper, in Theorems 2.1 and 2.3, we solve this problem in its strongest version.
We also give several positive results of this kind for some subspaces of N -linear mappings,
for instance integral, nuclear or multiple p-summing with 1 p < ∞, with stronger norms
than the supremum norm.
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For a subset H ⊂ {1, . . . ,N} we denote by PH the projection on X1 × · · · × XN given
by
PH (x1, . . . , xN) := (y1, . . . , yN), where yk =
{
xk if k ∈ H,
0, otherwise.
In the following, for an element z ∈ X := X1 × · · · × XN , we will write ‖z‖ :=
max{‖zk‖: 1 k N}.
If A ∈ L(N(X1 × · · · × XN)), and θ is a permutation of {1, . . . ,N}, then we can define
θA :Xθ(1) × · · · × Xθ(N) →K by
(θA)(xθ(1), . . . , xθ(N)) = A(x1, . . . , xN) (xk ∈ Xk,1 k N).
The mapping θA is also bounded and N -linear and it clearly satisfies ‖θA‖ = ‖A‖.
Also from the definition of the Arens extensions, if follows that
(θA)I
(
x∗∗θ(1), . . . , x
∗∗
θ(N)
)= Aθ (x∗∗1 , . . . , x∗∗N ) (x∗∗k ∈ X∗∗k , 1 k N), (3)
where I denotes the identity permutation of {1, . . . ,N}.
The next theorem provides a positive answer to the open problem of whether the set
of all N -linear forms all of whose Arens extensions to the product of the biduals attain
their norm is dense in the space of all N -linear forms. As we mentioned before that result
was proved for bilinear forms and for one of the two possible Arens extensions by Acosta
in [1, Theorem 1] based upon Zizler’s work. Our proof is obtained by a refinement of
Lindenstrauss original ideas in [19]. Actually, this result was obtained in [10, Theorem 2]
for bilinear forms.
Theorem 2.1. Let Xk be Banach spaces (1  k  N). Then the set of N -linear forms on
X1 × · · · × XN such that all their Arens extensions to X∗∗1 × · · · × X∗∗N attain their norms
at the same N -tuple is dense in the space of all N -linear forms on X1 × · · · × XN .
Proof. Assume that N  2 and A is an N -linear form on X1 × · · · × XN . We can clearly
assume that ‖A‖ = 1. For every 0 < ε < 1, we will choose two decreasing sequences of
positive numbers {an} and {ηn}, such that
ηn < an for every n ∈N, 2N+2
∞∑
i=1
ai < ε < 1, (4)
and
lim
n
∑∞
i=n+1 ai
N
= 0, lim
n
ηn
N
= 0. (5)
an an
126 M.D. Acosta et al. / Journal of Functional Analysis 235 (2006) 122–136Also we may assume that
{
ηn
akn
}
n
and
{∑∞
i=n+1 ai
akn
}
n
are decreasing (6)
for every 1 k N .
We take A1 = A. Inductively, for a fixed natural number n, assume that we have defined
the N -linear form An and An 	= 0. We choose an element xn := (xn1 , . . . , xnN) ∈ X1 ×· · ·×
XN such that ‖xnk ‖ = 1 (1 k N ), and also satisfying that
An
(
xn
)= ReAn(xn)> ‖An‖ − ηn, (7)
and define An+1 by
An+1(x) = An(x) + an
∑
H⊂{1,...,N}
An
(
PH (x) + (I − PH )
(
xn
))
× An‖An‖
(
PH
(
xn
)+ (I − PH )(x)). (8)
Clearly An+1 is a (bounded) N -linear form on X1 × · · ·×XN . We will check later that the
sequence {‖An‖} is increasing and so An+1 	= 0.
Since the number of subsets of {1, . . . ,N} is 2N
‖An+1‖ ‖An‖ + 2Nan‖An‖ and ‖An+1 − An‖ 2Nan‖An‖. (9)
Since we assumed that ‖A1‖ = 1, from the first inequality we obtain by induction, and
using (4), that
‖An+1‖ 1 + 2N+1
n∑
i=1
ai  2. (10)
Then from the second inequality in (9) we deduce that
‖An+1 − An‖ 2N+1an.
By the triangle inequality we have that
‖Am − An‖ 2N+1
∞∑
i=n
ai := Cn (nm). (11)
Hence, in view of (4), the sequence (An) is norm convergent to an N -linear form, say B ,
and
‖B − An‖ Cn < ε for every n ∈N. (12)
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any of the Arens extensions of B attains its norm at the same element.
Now we are going to check by induction that {‖An‖} is increasing. Assume that ‖An‖
‖A1‖ = 1. By the choice of the sequence xn we know that for each n ∈N
‖An+1‖
∣∣An+1(xn)∣∣
 ‖An‖ − ηn + 2Nan
(‖An‖ − ηn)
(
1 − ηn‖An‖
)
 ‖An‖ − ηn + 2Nan
(‖An‖ − ηn)(1 − ηn)
= ‖An‖ − ηn + 2Nan‖An‖ + 2Nan
(
η2n − ηn‖An‖ − ηn
) (by (10))
 ‖An‖ − ηn + 2Nan‖An‖ − 3 · 2Nanηn (by (4))
 ‖An‖ + 2Nan‖An‖ − 2ηn.
We have just checked that
‖An+1‖ ‖An‖ + 2Nan‖An‖ − 2ηn.
As a consequence, since ‖An‖ 1, by using the conditions on the sequences {ηn} and {an}
(see (4)) we deduce that ‖An+1‖ ‖An‖ 1. We have shown that
‖An+1‖ ‖An‖ 1, ‖An+1‖ ‖An‖ + 2Nan‖An‖ − 2ηn for every n ∈N. (13)
It remains to prove that every Arens extension of B attains its norm at the same element.
Consider n ∈N, z in X with ‖z‖ = 1 and α > 0 such that
ReAn(z) ‖An‖ − α. (14)
We are going to check that inequality (15) below holds. For j < n we obtain that
ReAj+1(z) ‖Aj‖ + aj ReAj
(
PH (z) + (I − PH )
(
xj
))+ (2N − 1)aj‖Aj‖,
for every H ⊂ {1, . . . ,N}.
On the other hand, in view of (11) we know that
ReAj+1(z) ReAn(z) − Cj+1  ‖An‖ − α − Cj+1 (by (13))
 ‖Aj+1‖ − α − Cj+1 (by (13))
 ‖Aj‖ + 2Naj‖Aj‖ − 2ηj − α − Cj+1.
Linking the upper and lower estimates of ReAj+1(z) and dividing by aj we finally get
‖Aj‖ ReAj
(
PH (z) + (I − PH )
(
xj
))+ 2ηj + Cj+1 + α (j < n). (15)aj aj
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so if we apply the inequality (15) for H = {1}, taking into account that {ηn} is decreasing
we have that
‖Aj‖ ReAj
(
xn1 , x
j
2 , . . . , x
j
N
)+ 3ηj + Cj+1
aj
(j < n). (16)
Now we are under the assumptions of (14) for the elements z = (xn1 , xj2 , . . . , xjN ), α =
3ηj+Cj+1
aj
. If we apply inequality (15) for H = {1,2} and m < j < n, we obtain
‖Am‖ ReAm
(
xn1 , x
j
2 , x
m
3 , . . . , x
m
N
)+ 2ηm + Cm+1
am
+ 3ηj + Cj+1
ajam
(by (4) and (6))
< ReAm
(
xn1 , x
j
2 , x
m
3 , . . . , x
m
N
)+ 2ηm
a2m
+ Cm+1
a2m
+ 3ηm
a2m
+ Cm+1
a2m
= ReAm
(
xn1 , x
j
2 , x
m
3 , . . . , x
m
N
)+ 5ηm
a2m
+ 2Cm+1
a2m
.
Assume that for some 1 < k < N and for positive integers σ(1) < σ(2) < · · · < σ(k) <
σ(k + 1) we have that
‖Aσ(2)‖ ReAσ(2)
(
x
σ(k+1)
1 , x
σ(k)
2 , . . . , x
σ(3)
k−1 , x
σ(2)
k , . . . , x
σ(2)
N
)+ (2k − 1)ησ(2)
ak−1σ(2)
+ (k − 1)Cσ(2)+1
ak−1σ(2)
.
Then we are again under the previous assumptions (see (14)) and apply inequality (15)
for H = {1,2, . . . , k} and obtain
‖Aσ(1)‖ ReAσ(1)
(
x
σ(k+1)
1 , x
σ(k)
2 , . . . , x
σ(2)
k , x
σ(1)
k+1 , . . . , x
σ(1)
N
)
+ 2ησ(1) + Cσ(1)+1
aσ(1)
+ 1
aσ(1)
(
(2k − 1)ησ(2) + (k − 1)Cσ(2)+1
ak−1
σ(2)
)
.
By using that {Cn+1
ak−1n
} and { ηn
ak−1n
} are decreasing sequences and an < 1 (see (4)) for
every n, we deduce that
‖Aσ(1)‖ ReAσ(1)
(
x
σ(k+1)
1 , x
σ(k)
2 , . . . , x
σ(2)
k , x
σ(1)
k+1 , . . . , x
σ(1)
N
)
+ (2k + 1)ησ(1) + kCσ(1)+1
ak
.σ(1)
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satisfied that
‖Aσ(1)‖ ReAσ(1)
(
x
σ(N)
1 , x
σ(N−1)
2 , . . . , x
σ(1)
N
)+ (2N − 1)ησ(1) + (N − 1)Cσ(1)+1
aN−1σ(1)
.
(17)
Now we will obtain a similar property for the N -linear form B , where B = limAn. In
view of (12), from (17) we deduce for σ(1) < σ(2) < · · · < σ(N) the following inequality
ReB
(
x
σ(N)
1 , x
σ(N−1)
2 , . . . , x
σ(1)
N
)
 ReAσ(1)
(
x
σ(N)
1 , x
σ(N−1)
2 , . . . , x
σ(1)
N
)− Cσ(1)
 ‖Aσ(1)‖ − (2N − 1)ησ(1) + (N − 1)Cσ(1)+1
aN−1σ(1)
− Cσ(1)
 ‖B‖ − (2N − 1)ησ(1) + (N − 1)Cσ(1)+1
aN−1σ(1)
− 2Cσ(1). (18)
For every 1  k  N , if x∗∗k ∈ X∗∗k is a w∗-cluster point of {xnk }n (clearly ‖x∗∗k ‖  1),
then by taking iterated limits in the above expression and by using (5), we obtain
‖B‖ ReBI
(
x∗∗1 , . . . , x∗∗N
)
.
Hence BI (x∗∗1 , . . . , x∗∗N ) = ‖B‖. An obvious consequence is that ‖x∗∗k ‖ = 1 for every 1
k N . Up to now we just know that one of the Arens extensions of B attains its norm.
In order to obtain the same result for every Arens extension Bθ (θ is a permutation of
{1, . . . ,N}), we will use the fact that in the definition of the sequence {An} the role of the
variables is essentially the same. To be more precise, we can define the sequence {(θA)n}
in such a way that (θA)n = θAn, for every n ∈ N. Because of the definition it is satisfied
that (θA)1 = θA1. Assume that (θA)n = θAn, then the element (xnθ(1), . . . , xnθ(N)) satisfies
(θA)n
(
xnθ(1), . . . , x
n
θ(N)
)= An(xn1 , . . . , xnN )> ‖An‖ − ηn = ∥∥(θA)n∥∥− ηn.
Hence (θA)n+1 = θAn+1. Since {An} converges to B , then {(θA)n} = {θAn} converges
to θB . Hence, (18) applied to θB gives
Re(θB)
(
x
σ(N)
θ(1) , . . . , x
σ(1)
θ(N)
)
 ‖θB‖ − (2N − 1)ησ(1) + (N − 1)Cσ(1)+1
aN−1σ(1)
− 2Cσ(1).
Thus (θB)I (x∗∗θ(1), . . . , x
∗∗
θ(N)
) = ‖(θB)I‖, i.e., (θB)I attains its norm at (x∗∗θ(1), . . . , x∗∗θ(N)).
Since ‖(θB)I‖ = ‖B‖ = ‖Bθ‖ and applying (3) we have
Bθ
(
x∗∗, . . . , x∗∗
)= (θB)I (x∗∗ , . . . , x∗∗ )= ‖Bθ‖ (19)1 N θ(1) θ(N)
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the Arens extensions of B attain their norms at the same element. 
Because of the definition of the sequence {An} that we used in the proof of Theo-
rem 2.1, if the N -linear form A satisfies a certain property that is preserved under algebraic
manipulations, then An will also satisfy the same condition. For instance, if XN = Y ∗
(isometric) and A is w∗-continuous in the last variable then for every (x1, . . . , xN−1) ∈
X1 × · · · × XN−1 the function
Y ∗ →K,
y∗ 
→ An
(
x1, . . . , xN−1, y∗
)
is also w∗-continuous for every n. Since the subset of w∗-continuous functionals is norm-
closed, then B also satisfies the w∗-continuity in the last variable. Hence we also obtain
the following result.
Corollary 2.2. If X1, . . . ,XN and Y are Banach spaces, then the set{
B ∈ L(N+1(X1 × · · · × XN × Y ∗)): B is w∗-continuous on Y ∗and there exists(
x∗∗1 , . . . , x∗∗N ,y∗∗∗
) ∈ X∗∗1 × · · · × X∗∗N × Y ∗∗∗ with ∥∥x∗∗i ∥∥= ‖y∗∗∗‖ = 1, i = 1, . . . ,N,
such that Bθ
(
x∗∗1 , . . . , x∗∗N ,y∗∗∗
)= ‖Bθ‖ for every permutation θ}
is dense in the space of all bounded (N + 1)-linear forms which are w∗-continuous in the
last variable.
Now we can give the vector valued version of Theorem 2.1.
Theorem 2.3. Let Y and Xk be Banach spaces (1  k  N). Then the set of N -linear
mappings B :X1 × · · ·×XN → Y whose Arens extensions to the bidual attain their norms
simultaneously at the same N -tuple is dense in L(N(X1 × · · · × XN);Y).
Proof. Let A be a continuous N -linear mapping A :X1 × · · · × XN → Y . We define the
continuous (N + 1)-linear form Aˆ :X1 × · · · × XN × Y ∗ →K, by
Aˆ
(
x1, . . . , xN , y
∗)= y∗(A(x1, . . . , xN)),
which is clearly w∗-continuous in the last variable. By Corollary 2.2, for every ε > 0 there
exists a (bounded) (N + 1)-linear form B :X1 × · · · × XN × Y ∗ → K, which is also w∗-
continuous in the last variable, and a point (x∗∗1 , . . . , x∗∗N ,y∗∗∗) ∈ X∗∗1 × · · ·×X∗∗N ×Y ∗∗∗,
such that
‖Aˆ − B‖ < ε, ∥∥x∗∗∥∥= 1 = ‖y∗∗∗‖, ‖Bτ‖ = Bτ (x∗∗, . . . , x∗∗, y∗∗∗) (20)i 1 N
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then for every (x1, . . . , xN) ∈ X1 × · · · × XN , the form on Y ∗ given by
y∗ 
→ B(x1, . . . , xN , y∗)
is an element of Y , and so we can define Bˇ :X1 ×· · ·×XN → Y as the (bounded) N -linear
mapping such that
Bˇ(x1, . . . , xN)(y
∗) = B(x1, . . . , xN , y∗) for every y∗ ∈ Y ∗, xi ∈ Xi (1 i N).
From the definition of Bˇ and (20), it follows that
‖A − Bˇ‖ = ‖Aˆ − B‖ < ε.
We just need to check that every Arens extension of Bˇ attains its norm (at (x∗∗1 , . . . , x∗∗N )).
If θ is a permutation of {1, . . . ,N}, the mapping τ given by
τ(k) = θ(k) (1 k N), τ(N + 1) = N + 1,
is a permutation of {1, . . . ,N + 1} and it is satisfied that
‖Bˇθ‖ = ‖B‖ = ‖Bτ‖ = Bτ
(
x∗∗1 , . . . , x∗∗N ,y∗∗∗
)
= y∗∗∗(Bˇθ (x∗∗1 , . . . , x∗∗N )) ∥∥Bˇθ (x∗∗1 , . . . , x∗∗N )∥∥ ‖Bˇθ‖.
Thus, we have obtained that for every permutation θ of {1, . . . ,N} the norm of Bˇθ is
attained at (x∗∗1 , . . . , x∗∗N ), as we wanted to show. 
Let X1, . . . ,XN be Banach spaces. We denote by Lwsc(N(X1 × · · · ×XN)) the Banach
space of all continuous N -linear forms which are weakly sequentially continuous when
restricted to the bounded sets endowed with the supremum norm. It is clear that a similar
argument to the one used in Corollary 2.2 will prove our next corollary.
Corollary 2.4. The set of all elements in Lwsc(N(X1 ×· · ·×XN)) such that any of its Arens
extensions attains its norm (at the same element) is dense in Lwsc(N(X1 × · · · × XN)).
It is also possible to give positive results of this kind for other subspaces of N -linear
forms with even stronger norms than the supremum norm. We begin with one for integral
N -linear forms. Recall that A ∈ L(N(X1 × · · · × XN)) is integral if there exists a Borel
measure μ of bounded variation on the product of the closed unit balls BX∗1 × · · · × BX∗N
such that
A(x1, . . . , xN) =
∫
BX∗×···×BX∗
x∗1 (x1) . . . x∗N(xN)dμ
(
x∗1 , . . . , x∗N
)
1 N
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of the total variation of μ for all possible representations. LI (N (X1 × · · · × XN)) will
denote the Banach space of the integral N -linear forms on X1 × · · · × XN (endowed with
the integral norm). We also recall that for each natural number N a reasonable tensor norm
α assigns to every N -tuple of Banach spaces (X1, . . . ,XN) a norm α(·;⊗(X1, . . . ,XN))
on the N th full tensor product
⊗
(X1, . . . ,XN) such that
(a) ε  α  π on ⊗(X1, . . . ,XN);
(b) ‖⊗(T1, . . . , TN) : (⊗(X1, . . . ,XN),α) → (⊗(Y1, . . . , YN),α)‖ ‖T1‖ . . .‖TN‖ for
each set of operators Tj ∈ L(Xj ,Yj ), j = 1, . . . ,N .
Corollary 2.5. Let Xk be Banach spaces (1 k N). The set of integral N -linear forms
on X1 × · · · × XN such that all their Arens extensions to X∗∗1 × · · · × X∗∗N attain their
supremum-norms at the same N -tuple is integral-norm dense in LI (N (X1 × · · · × XN)).
Proof. The space LI (N (X1 × · · · × XN)) is isometrically isomorphic to (X1 ⊗	 · · · ⊗	
XN)
∗
. This result is due to Grothendieck for bilinear forms [16, p. 53, Theorem 4.5] (for the
general case see [5,22]). Let R ∈ LI (N (X1 × · · · × XN)). Let x0 := (x01 , . . . , x0N) ∈ X1 ×
· · ·×XN , such that ‖x0k‖ = 1 for every 1 k N and let H = {j1 < · · · < jp} be a proper
subset of {1, . . . ,N}. We claim that if we denote by iH the inclusion of Xj1 × · · · ×Xjp in
X1 × · · · × XN given by
iH (xj1, . . . , xjp ) := (y1, . . . , yN), where yk =
{
xk, if k ∈ H,
0, otherwise.
then the mapping
UH(xj1, . . . , xjp ) = R
(
iH (xj1 , . . . , xjp ) + (I − PH )
(
x0
))
defines an integral p-linear form on Xj1 × · · · × Xjp such that
‖UH‖I  ‖R‖I . (21)
Indeed, to check (21) it is enough to consider the case when H coincides with {1, . . . , p}.
Thus we have
UH(x1, . . . , xp) = R
(
x1, . . . , xp, x
0
p+1, . . . , x
0
N
)
for all (x1, . . . , xp) ∈ X1 × · · · × Xp . Since the 	-product is associative, if z is in X1 ⊗
· · · ⊗ Xp , then i(z) := z ⊗ x0p+1 ⊗ · · · ⊗ x0N belongs to X1 ⊗ · · · ⊗ XN and
	
(
z ⊗ x0p+1 ⊗ · · · ⊗ x0N
)= 	(z)	(x0p+1 ⊗ · · · ⊗ x0N )= 	(z)∥∥x0p+1∥∥ . . .∥∥x0N∥∥= 	(z). (22)
Thus the mapping i :X1 ⊗	 · · · ⊗	 Xp → X1 ⊗	 · · · ⊗	 XN is a linear isometry. Moreover,
if we denote by U˜H and R˜ the linearizations of UH and R, respectively, we have U˜H =
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‖U˜H‖	  ‖R˜‖	 = ‖R‖I . We have obtained that UH belongs to LI (p(X1 × · · · ×Xp)) and
‖UH‖I = ‖U˜H‖	  ‖R‖I .
Our next step is to prove that VH (x) = R(PH (x) + (I − PH )(x0))R(PH (x0) +
(I − PH )(x)) is in LI (N (X1 × · · · × XN)) and that
‖VH‖I 
(‖R‖I )2, (23)
for all proper subset H = {j1 < · · · < jp} of {1, . . . ,N}.
If we denote H1 := {1, . . . ,N} \ H = {k1, . . . , kN−p}, then
VH (x) = UH(xj1 , . . . , xjp )UH1(xk1 , . . . , xkN−p )
for all x ∈ X1 × · · · ×XN . Hence its linearization satisfies V˜H = U˜H ⊗ U˜H1 . As 	 is a rea-
sonable tensor norm we get that V˜H is in (X1 ⊗	 · · ·⊗	 XN)∗ and ‖V˜H‖	  ‖U˜H‖	‖U˜H1‖	 .
By applying (21), we get that the inequality (23) holds.
Given 0 < ε < 1 and T ∈ LI (N (X1 × · · · × XN)), T 	= 0, if we denote A = T/‖T ‖,
then ‖A‖I  ‖A‖ = 1. We take the two decreasing sequences {an} and {ηn} satisfying (5)
and (4) for ε/((‖A‖I + 1)2(‖T ‖ + 1)). In particular,
2N+2
∞∑
i=1
ai <
ε
(‖A‖I + 1)2(‖T ‖ + 1) < 1. (24)
To finish the proof it is enough to check that all the elements of the sequence {An} and
its ‖ · ‖-limit B obtained in the proof of Theorem 2.1 are integral N -linear forms and,
moreover, that ∥∥T − ‖T ‖B∥∥
I
< ε.
To do so we go again through the beginning of the proof of Theorem 2.1 but now using the
integral instead of the supremum norm. Let assume that An is an integral N -linear form.
Define An+1 by
An+1 = An +
∑
H⊂{1,...,N}
1
‖An‖Vn,H ,
where Vn,H is defined as VH changing R and x0 to An and xn, respectively. By (23) An+1
is again an integral N -linear form and since ‖An‖ 1 for all n we get
‖An+1‖I  ‖An‖I + 2Nan‖An‖2I and ‖An+1 − An‖I  2Nan‖An‖2I . (25)
From here we get
‖An+1‖I  ‖A1‖I + 2N
n∑
aj‖Aj‖2I .
j=1
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‖An+1‖I  ‖A1‖I + 2N
n∑
j=1
aj
(‖A1‖I + 1)2  ‖A1‖I + ε < ‖A1‖I + 1.
An immediate consequence is that ‖An+1 − An‖I  2Nan(‖A1‖I + 1)2 for all n. Hence
the series
∑∞
n=1(An+1 − An) is absolutely convergent in the Banach space (LI (N (X1 ×· · · × XN)),‖ · ‖I ) and so {An} is convergent to an integral N -linear form B1, i.e., B1 =
‖ · ‖I - limn An. But ‖B1 − An‖ ‖B1 − An‖I for all n, thus {An} is also ‖ · ‖-convergent
to B1. We conclude that B = B1 is an integral N -linear form. Finally,
∥∥∥∥B − T‖T ‖
∥∥∥∥
I
= ‖B − A1‖I 
∞∑
j=1
‖Aj+1 − Aj‖I  2N
∞∑
j=1
aj
(‖A1‖I + 1)2
<
ε
‖T ‖ + 1 . 
We recall that an N -linear mapping A :X1 ×· · ·×XN → Y is said to be nuclear if there
are sequences (φji )
∞
i=1 ⊂ X∗j , j = 1, . . . ,N , (yi)∞i=1 ⊂ Y with
∞∑
i=1
∥∥φ1i ∥∥ . . .∥∥φNi ∥∥‖yi‖ < ∞
such that
A(x1, . . . , xN) =
∞∑
i=1
φ1i (x1) . . . φ
N
i (xN)yi
for all (x1, . . . , xN) ∈ X1 × · · · × XN . The space of all nuclear N -linear mappings is a
Banach space when endowed with the nuclear norm ν given by
ν(A) := inf
∞∑
i=1
∥∥φ1i ∥∥ . . .∥∥φNi ∥∥‖yi‖,
the infimum being extended over all representations as above.
It is clear that if in the proof of Theorem 2.1 we consider A to be nuclear then An will
be nuclear for all n. By choosing the sequences {an} and {ηn} in a similar way that in the
proof of Corollary 2.5 we get that the sequence {An} will converge to B both with the
supremum and with the nuclear norm. We have obtained the next corollary.
Corollary 2.6. Let Xk be Banach spaces (1 k N). The set of nuclear N -linear forms
on X1 × · · · × XN such that all their Arens extensions to X∗∗1 × · · · × X∗∗N attain their
supremum-norms at the same N -tuple is nuclear-norm dense in the space of all nuclear
N -linear forms on X1 × · · · × XN .
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· · · × XN)) is isometrically isomorphic to (X1 ⊗	 · · · ⊗	 XN)∗ and that 	 is an associative
reasonable tensor norm. Hence Corollary 2.5 can be stated for the Banach space of N -linear
forms (X1 ⊗α · · ·⊗α XN)∗ for any associative reasonable tensor norm α. A particularly in-
teresting example of that situation is the case of multiple p-summing mappings introduced
independently in [11,20]. Let 1 p < ∞. A multilinear mapping T :X1 × · · · × XN → Y
is called multiple p-summing if there exists K > 0 such that for every choice of sequences
(x
j
ij
)
mj
ij=1 ⊂ Xj , j = 1, . . . ,N , we have(
m1,...,mN∑
i1,...,iN=1
∥∥T (x1i1, . . . , xNiN )∥∥p
)1/p
K
∏∥∥(xjij )mjij=1∥∥wp ,
where
∥∥(xjij )mjij=1∥∥wp = sup
{( mj∑
ij=1
∣∣x∗j (xjij )∣∣p
)1/p
: x∗j ∈ BX∗j
}
.
In that case the multiple p-summing norm πp is defined as the infimum of K satisfying
the above inequality and
∏N
p (X1, . . . ,XN ;Y) denotes the Banach space of all multiple
p-summing N -linear mappings endowed with the πp norm. When Y is the scalar field
the space of multiple p-summing N -linear forms is denoted by
∏N
p (X1, . . . ,XN). In [21,
Proposition 3.1], the existence of an associative tensor norm αp is proved, having the prop-
erty that
∏N
p (X1, . . . ,XN) is isometrically isomorphic to (X1 ⊗αp · · · ⊗αp XN)∗. Hence
we have a final corollary.
Corollary 2.7. Let Xk be Banach spaces (1 k N) and 1 p < ∞. The set of multiple
p-summing N -linear forms on X1 ×· · ·×XN such that all their Arens extensions to X∗∗1 ×· · · × X∗∗N attain their supremum-norms at the same N -tuple is multiple p-summing-norm
dense in
∏N
p (X1 × · · · × XN).
Remark 2.8. The vector-valued case results for the above classes of multilinear mappings
also hold, and they are consequences of the corresponding scalar-valued case. For instance,
by [22, Proposition 2.6] and [16, p. 119, 10.1] the space LGI (N(X1 × · · · ×XN);Y) of all
Grothendieck integral N -linear mappings is isometrically isomorphic to (X1 ⊗	 · · · ⊗	
XN ⊗	 Y ∗)∗ ∩L(X1 ⊗	 · · · ⊗	 XN,Y ). Now the result for Grothendieck integral N -linear
mappings can be obtained from Corollary 2.5 for the case of integral (N + 1)-linear forms
by proceeding as in the proof of Theorem 2.3 because we have w∗-continuity in the last
variable. The same happens changing 	 to an associative reasonable tensor norm, so the
multiple p-summing case also follows.
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