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Abstract
The time-fractional diusion-wave equation is obtained from the classical diusion or wave equation by replacing the
rst- or second-order time derivative by a fractional derivative of order  (0<62). Using the similarity method and
the method of the Laplace transform, it is shown that the scale-invariant solutions of the mixed problem of signalling
type for the time-fractional diusion-wave equation are given in terms of the Wright function in the case 0<< 1 and
in terms of the generalized Wright function in the case 1<< 2. The reduced equation for the scale-invariant solutions
is given in terms of the Caputo-type modication of the Erdelyi{Kober fractional dierential operator. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
We consider the one-dimensional time-fractional diusion-wave equation
@u(x; t)
@t
=D
@2u(x; t)
@x2
; D> 0; 0<62; (1)
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where u = u(x; t) is assumed to be a causal function of time, i.e., vanishing for t < 0, and the
fractional derivative is taken in the Caputo sense ([2{5,12,18]):
@u(x; t)
@t
=
8>>><
>>>:
@nu(x; t)
@tn
; = n 2 N;
1
 (n− )
Z t
0
(t − )n−−1 @
nu(x; )
@n
d; n− 1<<n:
(2)
Following the terminology, introduced by Mainardi [22], we refer to Eq. (1) as to the fractional
diusion and to the fractional wave equation in the cases 0<61 and 1<62, respectively. The
dierence between these two cases can be seen in the formula for the Laplace transform of the
Caputo fractional derivative of order  (n− 1<6n; n 2 N):
@u(x; t)
@t
 s ~u(x; s)−
n−1X
k=0
s−1−k
@ku(x; t)
@tk
jt=0+ (3)
with  denoting the juxtaposition of a function ’(t) with its Laplace transform ~’(s). As a conse-
quence, the initial and boundary conditions for the mixed boundary-value problem of signaling type
for Eq. (1) have the form
u(x; 0+) = u0(x); x> 0; (4)
u(0+; t) = v0(t); u(+1; t) = v1(t); t > 0 (5)
in the case 0<61 and
u(x; 0+) = u0(x); _u(x; 0+) = u1(x); x> 0; (6)
u(0+; t) = v0(t); u(+1; t) = v1(t); t > 0 (7)
in the case 1<62 (with abbreviation _u=@u=@t). As usual for the mixed boundary-value problems,
a compatibility condition should be also added:
u0(+1) = v1(0): (8)
Mathematical aspects of the boundary-value problems for Eq. (1) (with the fractional derivative in
Caputo, Riemann{Liouville, inverse Riesz potential, etc., sense) and for other equations of this type
have been treated in papers by several authors including Engler [7], Fujita [8], Goreno et al. [11],
Goreno and Mainardi [13], Mainardi [19{22], Pruss [34], Saichev and Zaslavsky [35], Samko et al.
[36], Schneider and Wyss [37], Wyss [44].
From the other side, some partial dierential equations of fractional order of type (1) were success-
fully used for modelling relevant physical processes (see, for example [4,10,15,20,25,27{29,32,33]
and references there). In applications, special types of solutions, which are invariant under some sub-
group of the full symmetry group of the given equation (or for a system of equations) are especially
important.
Recently, the scale-invariant solutions for Eq. (1) (with the fractional derivative in the Riemann{
Liouville sense) and for the more general time- and space-fractional partial dierential equation
(with the Riemann{Liouville space-fractional derivative of order 62 instead of the second-order
space derivative in Eq. (1)) have been presented by Buckwar and Luchko [1] and Luchko and
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Goreno [17], respectively. To obtain these solutions, the groups of scaling transformations were
rst evaluated and then used for deriving the corresponding equations for the scale-invariant solutions
of the initial problems. These equations are ordinary dierential equations of fractional order with
the new independent variables (y= xt−=2 and xt−=, respectively). The derivatives are the Erdelyi{
Kober derivatives (left- and right-hand sided) depending on the parameters ;  of the equations
and on a parameter  of the group of scaling transformations. To get an exact form of solutions of
these equations, the corresponding operational calculi for the compositions of the left- and right-hand
sided Erdelyi{Kober dierential and integral operators have been used.
In this article we shall use another method to determine the scale-invariant solutions of the sig-
nalling problems f(1), (4), (5), (8)g and f(1), (6), (7), (8)g. Using the similarity method we rst
nd the group of scaling transformations for Eq. (1) and then determine the form of the boundary
and initial conditions which are invariant under this group. Thus obtained signalling problems for
Eq. (1) are solved by using the Laplace transform method in terms of the Wright and the generalized
Wright functions. Specializing the equation of fractional order with the Caputo-type modication of
the Erdelyi{Kober derivative, obtained for determining the scale-invariant solutions of (1), we get an
integro-dierential equation for the auxiliary function F(y; =2); y = xt−=2 introduced by Mainardi
in connection with his construction of the Green function for the signalling problem for (1). It turns
out that the Green function F(y; =2) as well as the Green function M (y; =2); y = xt−=2 for the
Cauchy problem for Eq. (1) (see [22,24]) are particular cases of the Wright function. Because of the
important role of Wright functions in the theory of partial dierential equations of fractional order
of type (1) we give some elements of their theory.
2. The Wright and the generalized Wright functions
The entire function
W;(z) =
1X
k=0
zk
k! (k + )
; z 2 C (9)
was introduced for the rst time in the case > 0 by Wright in his paper [40] in connection
with his investigations in the asymptotic theory of partitions. In this paper and in the paper [41]
some elementary properties and the asymptotics of function (9) were given. To get the asymptotic
expansion of the function W;(z) Wright used the saddle points method and the integral representation
W;(z) =
1
2i
Z
Ha
expfu+ zu−gu− du; >− 1; (10)
where Ha denotes the Hankel path in the u-plane with the cut along the line arg u=  starting from
−1 on the real axis, passing round the origin in a counterclockwise direction and returning to −1,
thus enclosing the cut. We give here this important result of Wright.
Proposition 1. If arg(−z) = ; jj6; and
Z1 = (jzj)1=(+1)ei(+)=(+1); Z2 = (jzj)1=(+1)ei(−)=(+1);
then we have
W;(z) = H (Z1) + H (Z2); (11)
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where
H (Z) = Z1=2−ef1+(1=)gZ
(
MX
m=0
(−1)mam
Zm
+O

1
jZ jM+1
)
; Z !1:
The numbers am can be exactly calculated for a given values of m, for example, a0=(2(+1))−1=2.
Due to the relation
J(z) =

z
2

W1; +1

−1
4
z2

; (12)
Wright considered the function W;(z) as a generalization of the Bessel function J(z). Pathak [31]
has found that the Wright function in the case of rational  = p=q can be represented in terms of
the Meijer G-function:
W;(−z) = (2)(p−q)=2q1=2p−+1=2
Gq;00;p+q
"
zq
qqpp
 −0; 1q ; 2q ; : : : ; q−1q ; 1− p ; 1− 1+p ; : : : ; 1− p−1+p
#
: (13)
Combining this formula with the lists of particular cases of the G-function (see, i.e., [16,26]) one
can obtain many representations of the function W;(z) in the case of rational = p=q in terms of
elementary and special functions of hypergeometric type. In the general case of arbitrary positive
real  the Wright function is a particular case of the Fox H -function ([14,16, App. E; [39]]; [Chapter
1]):
W;(−z) = H 1;00;2

z
 −(0; 1); (1− ; )

: (14)
W;(z) is still an entire function if −1<< 0, but its asymptotic behaviour presents certain new
features in comparison with the case > 0. It was shown by Wright [43] that for z ! 1 the
function W;(z) is exponentially small in a suitable sector containing the negative real semi-axis,
exponentially large in two neighbouring sectors and, if −1<<− 13 , it has an algebraic expansion
in a sector containing the positive real semi-axis.
The important particular cases of the Wright function, namely, the functions M (z; )=W−;1−(−z)
and F(z; )=W;0(−z) in the case 0<< 1 have been considered in details in [22,24]. For =1=q
with an integer q>2, these functions can be expressed as a sum of (q− 1) simpler entire functions.
In the simplest cases q= 2 and 3 it was shown that
M (z; 12 ) =
1p
exp(−z
2=4); M

z;
1
3

= 32=3Ai

z
31=3

(15)
with the Airy function Ai(z). We recall also the Laplace transform pairs presented in [22] (see also
[6, Chapter 1.3, 9,38]):
M (t; ) E(−s); 0<< 1; (16)
F(t−; )=t  exp(−s); 0<< 1; (17)
W−;(−t) E;+(−s); 0<< 1: (18)
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Here
E(z):=
1X
n=0
zn
 (n+ 1)
; > 0; z 2 C (19)
is the Mittag{Leer function and
E;(z):=
1X
n=0
zn
 (n+ )
; > 0; z 2 C (20)
is the generalized Mittag{Leer function, respectively. For the theory of the Mittag{Leer-type
functions with special emphasis in theirs applications in fractional calculus we refer to the paper by
Mainardi and Goreno [23].
We shall use also some properties of the generalized Wright function
W(;a); (; b)(z):=
1X
k=0
zk
 (a+ k) (b+ k)
; ;  2 R; a; b 2 C: (21)
Wright himself has investigated this function in the case > 0; > 0 in [42]. If a==1 or b==1,
respectively, then it is reduced to the Wright function (9). In our further discussions we use the
generalized Wright function with 0<− <62, a case considered by Luchko and Goreno [17].
We give here some properties of this function proved in [17].
Proposition 2. The generalized Wright function W(;a); (; b)(z) is an entire function for 0< +
; a; b 2 C.
Proposition 3. Let (j;’) (0<; 0<’6) be a contour in the complex -plane with nonde-
creasing arg  consisting of the following parts:
(i) the ray arg =−’; j6jj;
(ii) the arc −’6arg 6’ of the circumference jj= j;
(iii) the ray arg = ’; j6jj.
Then; the generalized Wright function W(;a); (; b)(z) has the representation
W(;a); (; b)(z) =
1
2i
Z
(j;’)
e−aE;b(z−) d; 0<; =2<’6; 0<+ ; 0< (22)
with the generalized Mittag{Leer function (20) in the kernel.
In the case 0< + ; 0< one can get a similar representation but with −bE;a(z−) instead
of −aE;b(z−) by using (22) and the symmetry of the indices in (21).
Like the Wright function in the case −1<<−13 , the generalized Wright function has an algebraic
asymptotic expansion on the positive real semi-axis, if the parameters are suitably restricted.
Proposition 4. Let 0<=3<− <62; L; P 2 N0 = f0; 1; 2; : : :g. Then;
W(;a); (; b)(x) =
L−1X
l=0
x(a−1−l)=(−)
(−) (l+ 1) (b+ (a− l− 1)=(−))
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−
PX
k=1
x−k
 (b− k) (a− k) + O(x
(a−1−L)=(−)) + O(x−1−P); x ! +1: (23)
3. Invariants of scaling transformations for Eq. (1)
Since the scale-invariant solutions for the diusion equation (=1 in (1)) and the wave equation
(=2 in (1)) are well known (see, for example, [30]) we restrict ourselves in the further discussions
to the case 0<< 2;  6= 1.
Let G be a one parameter group of scaling transformations for Eq. (1) of the form G  (x; t; u) =
(x; bt; cu). It implies that if u = f(x; t) is a solution of Eq. (1), so is the function u =
cf(−1x; −bt), where  is any positive real number. We then have ( x = −1x; t = −bt):
@2u
@x2
= c−2
@2f( x; t)
@ x2
and for n− 1<<n; n 2 N
@u
@t
=
1
 (n− )
Z t
0
(t − )n−−1 @
nu
@n
d
=
c−b
 (n− )
Z t
0
(t − )n−−1 @
nf( x; )
@ n
d = c−b
@f( x; t)
@t 
:
Using the obtained relations, we get
@u
@t 
−D@
2u
@x2
 c−b @
f( x; t )
@t
−Dc−2 @
2f( x; t )
@ x2
;
which implies that if the function u = f(x; t) is a solution of (1) then u is also a solution of (1)
for any > 0 if and only if
b= 2: (24)
According to the general theory (see [30]) the invariants of the group G of scaling transformations
G  (x; t; u) = (x; bt; cu) are given by the expressions
(x; t) = xt−1=b; (x; t; u) = t−c=bu: (25)
Specializing formulae (25) to the case of Eq. (1) we get the following result:
Theorem 5. The invariants of the group G of scaling transformations G  (x; t; u)= (x; 2=t; cu)
for Eq. (1) are given by the expressions
y = xt−=2; v= t−u (26)
with a real parameter = c=2.
Since we are looking for the scale-invariant solutions of the signalling problems f(1), (4), (5),
(8)g and f(1), (6), (7), (8)g, let us nd the form of the initial and boundary conditions (4){(5)
and (6){(7) which are invariant under the obtained group of scaling transformations for Eq. (1).
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I. The case 0<< 1: Let u = f(x; t) be a solution of the problem f(1), (4), (5), (8)g. The
functions u = 2=f(−1x; −2=t); > 0, should also be solutions of this problem. We then have
u(x; t)jt!0+ = u0(x); x> 0;
but also
u(x; t)jt!0+ = 2=f(−1x; −2=t)jt!0+ = 2=u0(−1x):
These relations imply
2=u0(−1x) = u0(x):
Substituting here = x we arrive at
u0(x) = u0(1)x2= = C1x2= (27)
with an arbitrary constant C1. Analogously, we have for the boundary conditions (5), with arbitrary
constants C3 and C4,
v0(t) = v0(1)t = C3t; v1(t) = v1(1)t = C4t: (28)
Comparing the compatibility condition (8) with relations (27), (28), we get the two possibilities
 6= 0; C1 = C4 = 0; (29)
= 0; u0(x) = C1 = C4 = v1(t); x> 0; t > 0; (30)
which together with relations (27) and (28) give us the form of the initial and boundary conditions
of the signalling problem f(1), (4), (5), (8)g which are invariant under the group of the scaling
transformations of Eq. (1).
II. The case 1<< 2: In addition to relations (27), (28) and restrictions (29), (30), we deduce
the other scale-invariant initial condition. We have
lim
t!0+
@u
@t
= u1(x)
and (t = −2=t)
lim
t!0+
@u
@t
= lim
t!0+
@
@t
2=f(−1x; −2=t)
= 2=−2= lim
t!0+
@f(−1x; t)
@t
= 2=−2=u1(−1x):
It follows from the last two relations that
u1(x) = 2=−2=u1(−1x):
Substituting here the value = x we have
u1(x) = u1(1)x(2=)(−1) = C2x(2=)(−1) (31)
with an arbitrary constant C2. Combining the last formula with relations (27), (28), restrictions (29),
(30) we get the form of the initial and boundary conditions of the signalling problem f(1), (6), (7),
(8)g which are invariant under the group of the scaling transformations of Eq. (1).
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4. Scale-invariant solutions
Using the Laplace transform method we nd in this section the exact form of the scale-invariant
solutions of the signalling problems f(1), (4), (5), (8)g and f(1), (6), (7), (8)g: As we have seen,
such solutions exist only for the initial and boundary conditions of the form (27), (28), (31) with
restrictions (29), (30). We consider now all these cases, combining relations (29) and (30) with
cases I and II.
I1. 0<< 1 and the initial and boundary conditions (4), (5) are given by the equations
u(x; 0+) = u0(x) = 0; x> 0;
u(0+; t) = v0(t) = C3t; u(+1; t) = v1(t) = 0; t > 0:
In this case we can use the solution formula of the signalling problem f(1), (4), (5), (8)g from
Mainardi [22], namely
u(x; t) =
Z t
0
Gs(x; t − ; =2)v0() d; (32)
where the Green function Gs(x; t; =2) is given by
Gs(x; t; =2) = F(y=
p
D; =2)=t: (33)
Here y = xt−=2 is the rst scale-invariant (26) of Eq. (1) and the auxiliary function F(z; ) is a
particular case of the Wright function
F(z; ) =W−;0(−z): (34)
Integral (32) with v0()=C3 is convergent if >−1. To get its value, we note that it is a Laplace
convolution of the functions
f(t) = F

xp
D
t−=2;−=2

t and g(t) = C3t:
Combining the Laplace transform pair (17) with
g(t) C3 (1 + )s−1−;
we arrive at the Laplace transform of the solution u(x; t):
u(x; t) C3 (1 + )s−1−e(−x=
p
D)s=2 :
Since =2< 1, we transform the integration contour in the complex Laplace inversion formula into
the Hankel path Ha and get
u(x; t) = C3 (1 + )
1
2i
Z
Ha
ests−1−e(−x=
p
D)s=2 ds:
Comparing this formula with (10) we obtain the scale invariant solution of the signalling problem
f(1), (4), (5), (8)g in the form
u(x; t) = C3 (1 + )tW−=2;1+
 
−xt−=2p
D
!
; >− 1:
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I2. 0<< 1, the initial and boundary conditions (4), (5) are given as
u(x; 0+) = u0(x) = C1; x> 0;
u(0+; t) = v0(t) = C3; u(+1; t) = v1(t) = C1; t > 0:
In this case, applying the Laplace transform to Eq. (1) and using formula (3), we get for the Laplace
transform ~u(x; s) of the solution of the problem under consideration the ordinary dierential equation
s ~u(x; s) =D
d2
dx2
~u(x; s) + C1s−1 (35)
with the boundary conditions
~u(0+; s) = C3=s; ~u(+1; s) = C1=s: (36)
The solution of problem f(35), (36)g has the form
~u(x; s) =
C3 − C1
s
e(−x=
p
D)s=2 +
C1
s
:
Applying the complex Laplace inversion formula, transforming the integration contour into the Han-
kel path and using (10), we nd
u(x; t) = (C3 − C1)W−=2;1
 
−xt−=2p
D
!
+ C1:
We thus have proved the following result:
Theorem 6. The scale-invariant solutions of signalling problem f(1); (4); (5); (8)g for the frac-
tional diusion equation with respect to the group G of scaling transformations G  (x; t; u) =
(x; 2=t; 2=u) have the form
u(x; t) = C3 (1 + )tW−=2;1+
 −yp
D

(37)
in the case −1<;  6= 0 and
u(x; t) = (C3 − C1)W−=2;1
 −yp
D

+ C1 (38)
in the case = 0; where y = xt−=2 is the rst scale invariant (26); W;(z) is the Wright function
given by (9) and C1; C3 are arbitrary constants.
The scale-invariant solutions of problem f(1), (6), (7), (8)g in the case 1<< 2, that is, for
the fractional wave equation, exist if and only if the initial and boundary conditions (6), (7) have
the form II1 or II2:
II1.  6= 0:
u(x; 0+) = u0(x) = 0; _u(x; 0+) = u1(x) = C2x(2=)(−1); x> 0;
u(0+; t) = v0(t) = C3t; u(+1; t) = v1(t) = 0; t > 0;
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II2. = 0:
u(x; 0+) = u0(x) = C1; _u(x; 0+) = u1(x) = C2x−2=; x> 0;
u(0+; t) = v0(t) = C3; u(+1; t) = v1(t) = C1; t > 0:
We solve problem f(1), (6), (7), (8)g in the more general case, containing both cases II1 and II2:
u(x; 0+) = u0(x) = C; _u(x; 0+) = u1(x) = Bx; (39)
−2<< 0;  6= −1; x> 0;
u(0+; t) = v0(t); u(+1; t) = v1(t) = C; t > 0: (40)
Here C and B are arbitrary constants, and we suppose also for the sake of simplicity that there
exists the Laplace transform ~v0(s) of the function v0(t).
We apply the Laplace transform to Eq. (1) and to the boundary conditions (40). Using formula
(3) we get for the Laplace transform ~u(x; s) of the solution the ordinary dierential equation
s ~u(x; s) =D
d2
dx2
~u(x; s) + Cs−1 + Bxs−2 (41)
with the boundary conditions
~u(0+; s) = v0(s); ~u(+1; s) = C=s: (42)
It can be directly checked that in the case −2<< 0;  6= −1 the function
~up(x; s) =
C
s
− B
D
 (1 + )x2+s−2E2;3+(sx2=D) (43)
is a particular solution of Eq. (41). Here E;(z) is the generalized Mittag{Leer function (20).
The general solution of Eq. (41) thus has the form
~u(x; s) = C1(s)e−xs
=2=
p
D + C2(s)exs
=2=
p
D + ~up(x; s) (44)
with arbitrary functions C1(s); C2(s). Applying the asymptotic formula for the Mittag{Leer function
from [6, Chapter 1:3] we get
~up(x; s) =
C
s
− B
2
 (1 + )D=2s−2−=2exs
=2=
p
D + O(x); x ! +1:
From the boundary conditions (42) and using the last formula we can nd the form of the functions
C1(s); C2(s) in (44):
C1(s) = ~v0(s)− Cs −
B
2
 (1 + )D=2s−2−=2;
C2(s) =
B
2
 (1 + )D=2s−2−=2:
We therefore arrive at the Laplace transform ~u(x; s) of the solution in the form
~u(x; s) = ~u 1(x; s) + ~u 2(x; s); (45)
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where
~u 1(x; s) =

~v0(s)− Cs −
B
2
 (1 + )D=2s−2−=2

e−xs
=2
p
D +
C
s
;
~u 2(x; s) =
B
2
 (1 + )D=2s−2−=2exs
=2=
p
D
− B
D
 (1 + )x2+s−2E2;3+(sx2=D):
To obtain u1(x; t) from ~u 1(x; s), we apply the Laplace convolution theorem and the same considera-
tions as in cases I1 and I2 to get
u1(x; t) =
Z t
0
Gs(x; t − ; =2)v0() d − CW−=2;1
 
−xt
−=2
p
D
!
−B
2
 (1 + )D=2t1+=2W−=2;2+=2
 
−xt
−=2
p
D
!
+ C; (46)
the Green function Gs(x; t; =2) being given by (33). Let us evaluate the inverse Laplace transform of
the function ~u 2(x; s). Using the asymptotic formula for the Mittag{Leer function from [6, Chapter
1:3], we obtain
~u 2(x; s) = O(s−2); jsj ! 1; jarg(s)j< 2

2
:
This formula and the fact that the function ~u 2(x; s) is analytic in the complex s-plane with the cut
along the negative real semi-axis allow us to transform the contour in the complex Laplace inversion
formula to the contour (j;’) (0<; =2<’< (2=)=2). Here (j;’) (0<; 0<’62) is the
same contour as in the integral representation (22). We thus have
u2(x; t) =
1
2i
Z
(j;’)
ets ~u 2(x; s) ds:
Using now (10) with the contour (j;’); =2<’< (2=)=2 instead of the Hankel path Ha and
representation (22) we get
u2(x; t) =
B
2
 (1 + )D=2t1+=2W−=2;2+=2
 
xt−=2p
D
!
− B
D
 (1 + )x2+t1−W(−;2−); (2;3+)
 
x2t−
D
!
: (47)
As a consequence of (45) we obtain the solution of problem f(1), (6), (7), (8)g with the initial and
boundary conditions (39), (40) in the form
u(x; t) = u1(x; t) + u2(x; t); (48)
where the functions u1(x; t) and u2(x; t) are given by (46) and (47).
Specializing formulae (47){(48) to our cases II1 and II2 we get the following result:
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Theorem 7. The scale-invariant solutions of the signalling problem f(1), (6), (7), (8)g for the
fractional wave equation with respect to the group G of scaling transformations G  (x; t; u) =
(x; 2=t; 2=u) have the form
u(x; t) =
 
C3 − C2D
(−1)=
2
 (1 + 2(− 1)=)
!
tW−=2;1+
 −yp
D

+C2 (1 + 2(− 1)=)t
 
D(−1)=
2
W−=2;1+

yp
D

− y
2+2(−1)=
D
W(−;2−); (2;3+2(−1)=)
 
y2
D
!!
; (49)
in the case 1− << 1;  6= 1− =2;  6= 0 and
u(x; t) = (C3 − C1 − C2 (1− 2=)D−1==2)W−=2;1
 −yp
D

+ C1
+C2 (1− 2=)
 
D−1=
2
W−=2;1

yp
D

− y
2−2=
D
W(−;2−); (2;3−2=)
 
y2
D
!!
(50)
in the case  = 0. In both cases y = xt−=2 is the rst scale invariant (26); W;(z) is the Wright
function (9); W(;a); (; b)(z) is the generalized Wright function (21) and C1; C2; C3 are arbitrary
constants.
Remark 8. It is known (see for example [22]) that the Caputo fractional derivative (2) of order 
coincides with the Riemann{Liouville fractional derivative
@u(x; t)
@t 
=
8>>><
>>>:
@nu(x; t)
@tn
; = n 2 N;
@n
@tn
1
 (n− )
Z t
0
(t − )n−−1u(x; ) d; n− 1<<n
(51)
if and only if  2 N or  62 N and @ku(x; t)=@tk jt=0+=0; k=0; : : : ; n−1=[]; both types of fractional
derivative being assumed to exist. It means, that the scale-invariant solutions (37), (38), (49), and
(50) of Eq. (1) with the Caputo fractional derivative will also be the scale-invariant solutions of the
same equation with the Riemann{Liouville fractional derivative if and only if C1 = 0 (0<< 1)
or C1 = C2 = 0 (1<< 2). In fact, these solutions are the part of the scale-invariant solutions of
Eq. (1) with the Riemann{Liouville fractional derivative obtained in Buckwar and Luchko [1] in
the case = 0 and in Luchko and Goreno [17] in the general case.
5. Equation for the scale-invariant solutions
It follows from the general theory of Lie groups and Theorem 5 that the scale-invariant solutions
of Eq. (1) should have the form
u(x; t) = tv(y); y = xt−=2: (52)
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Furthermore, the general theory says that substituting (52) reduces the partial integro-dierential
equation (1) into an ordinary integro-dierential equation with the unknown function v(y). We shall
now nd this reduced equation.
As we have seen, the already found scale-invariant solutions (37), (38), (49), and (50) have
the form (52). The corresponding parts of these solutions should also be solutions of the reduced
equation. In particular, in this way we nd an equation for the auxiliary function F(y; =2) used for
construction of the Green function (33) for the signalling problems f(1), (4), (5), (8)g and f(1),
(6), (7), (8)g.
Let us calculate the partial derivative uxx and the partial fractional derivative @u=@t , > 0 in
terms of derivatives of v. We nd
ux = t−=2v0(y); uxx = t−v00(y): (53)
Using the relation (z = x−=2)

@
@
(z) = x

−
2

−=2−10(z) =−
2
z
d
dz
(z); (54)
we arrive for n 2 N at
@nu(x; )
@n
=
@n
@n
v(z) =
@n−1
@n−1
−1

− 
2
z
d
dz

v(z)
=   = −n
n−1Y
j=0

− n+ 1 + j − 
2
z
d
dz

v(z):
Applying this we get (z = x−=2; n− 1<<n, n 2 N)
@u
@t 
=
1
 (n− )
Z t
0
(t − )n−−1 @
n
@n
v(z) d
=
1
 (n− )
Z t
0
(t − )n−−1−n
n−1Y
j=0

− n+ 1 + j − 
2
z
d
dz

v(z) d:
Now the substitution = t(y=u)2= (y = xt−=2 is the rst scale invariant (26)) gives us
@u
@t 
=
2

t−
 (n− )y
2(−n+1)=
Z 1
y
(u2= − y2=)n−−1u1−2=

n−1Y
j=0

− n+ 1 + j − 
2
u
d
du

v(u) du: (55)
Comparing this operator with the classical Erdelyi{Kober fractional dierential operator of order 
(n− 1<6n 2 N) [16, Chapter 1]
(P; g)(y):=
n−1Y
j=0

+ j − 1

y
d
dy

(K+;n− g)(y); > 0; y> 0; (56)
where
(K; g)(y):=
8<
:

 ()
y
Z 1
y
(u − y)−1u−(+−1)−1g(u) du; > 0;
g(y); = 0
(57)
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is the Erdelyi{Kober fractional integral operator, we can consider the right-hand side of relation
(55) as a particular case of the Caputo-type modication of the Erdelyi{Kober fractional dierential
operator of order  (n− 1<6n 2 N). It can be dened in the general case (> 0; > 0) by
(P
;
 g)(y):=
0
@K;n−
n−1Y
j=0

+ j − 1

u
d
du

g
1
A (y); y> 0; (58)
where the Erdelyi{Kober fractional integral operator (K; g)(y) is given by (57). We then have
(n− 1<6n 2 N)
@u
@t 
= t−(P
−n+1; 
2= v)(y): (59)
Relations (53) and (59) allow us to establish the following result:
Theorem 9. The reduced equation for the scale-invariant solutions of Eq. (1) of the form (52) is
given by
(P
−n+1; 
2= v)(y) =Dv
00(y); (60)
where the operator in the left-hand side is the Caputo-type modication of the Erdelyi{Kober
fractional dierential operator dened by (58).
Remark 10. As it follows from the denitions of the Caputo-type modication of the Erdelyi{Kober
fractional dierential operator (58) and the Erdelyi{Kober fractional integral operator (57) in the
case  = n 2 N, Eq. (60) for the scale-invariant solutions is a linear ordinary dierential equation
of order maxfn; 2g. In the case = 1 (the diusion equation) we have
(P
;1
2 v)(y) =

− 1
2
y
d
dy

v(y)
and (60) takes the form
Dv00(z) + 12yv
0(y)− v(y) = 0: (61)
In the case = 2 (the wave equation) we get
(P
−1;2
1 v)(y) =

− 1− y d
dy

− y d
dy

v(y)
= y2v00(y)− 2(− 1)yv0(y) + (− 1)v(y)
and (60) is reduced to the ordinary dierential equation of the second order:
(y2 −D)v00(y)− 2(− 1)yv0(y) + (− 1)v(y) = 0: (62)
The complete discussion of these cases one can nd, for example, in [30]. The case  = n 2 N,
n> 2 was considered in [1].
R. Goreno et al. / Journal of Computational and Applied Mathematics 118 (2000) 175{191 189
Theorems 6 and 7 supply us with the solutions of the integro-dierential equation (60) in the
general case 0<< 2. In particular, in the cases  = 0, C1 = 0, C3 = 1 (0<< 1) and  = 0,
C1 = C2 = 0, C3 = 1 (1<< 2) the scale invariant solution of Eq. (1) has the form
v(y) =W−=2;1(−y=
p
D) =
Z t
0
Gs(x; t − ; =2) d; (63)
where the Green function is given by (33) in terms of the auxiliary function F(y; =2); y = xt−=2.
Dierentiation of (63) with respect to t gives
− 
2
yv0(y) = F(y; =2): (64)
Since v(y) is a solution of Eq. (60), we arrive in the case 0<< 1, after inserting v0(y) from
(64) into (60), at the following equation for the auxiliary function F(y; =2):
(K0;1−2= F)(y) =−
2

d
dy
(y−1F(y; =2)):
In the case 1<< 2 we get the more complicated equation
K−1;2−2=

1− 
2
u
d
du

F

(y) =−2

d
dy
(y−1F(y; =2)):
Acknowledgements
This work was supported in part by the the Research Commission of Free University of Berlin
(Project \Convolutions") and by the Italian CNR and INFN.
References
[1] E. Buckwar, Yu, Luchko, Invariance of a partial dierential equation of fractional order under the Lie group of
scaling transformations, J. Math. Anal. Appl. 227 (1998) 81{97.
[2] M. Caputo, Linear models of dissipation whose Q is almost frequency independent, Part II, Geophys. J. Roy. Astron.
Soc. 13 (1967) 529{539.
[3] M. Caputo, Elasticita e Dissipazione, Zanichelli, Bologna, 1969 (in Italian).
[4] M. Caputo, The Green function of the diusion of uids in porous media with memory, Rend. Fis. Acc. Lincei (Ser.
9) 7 (1996) 243{250.
[5] M. Caputo, F. Mainardi, Linear models of dissipation in anelastic solids, Riv. Nuovo Cimento (Ser. II) 1 (1971)
161{198.
[6] M.M. Djrbashian, Harmonic Analysis and Boundary Value Problems in the Complex Domain, Birkhauser, Basel,
1993.
[7] H. Engler, Similarity solutions for a class of hyperbolic integrodierential equations, Dierential Integral Equations
10 (1997) 815{840.
[8] Y. Fujita, Integrodierential equation which interpolates the heat and the wave equations, Osaka J. Math. 27 (1990)
309{321, 797{804.
[9] Lj. Gajic, B. Stankovic, Some properties of Wright’s function, Publ. del’Institut Mathematique, Beograd, Nouvelle
Ser 20 (1976) 91{98.
[10] M. Giona, H.E. Roman, A theory of transport phenomena in disordered systems, Chem. Eng. J. 49 (1992) 1{10.
[11] R. Goreno, Yu. Luchko, F. Mainardi, Analytical properties and applications of the Wright function, Fractional
Calculus Appl. Anal. 2 (1999) 383{414.
190 R. Goreno et al. / Journal of Computational and Applied Mathematics 118 (2000) 175{191
[12] R. Goreno, F. Mainardi, Fractional calculus: integral and dierential equations of fractional order, in: A. Carpinteri,
F. Mainardi (Eds.), Fractals and Fractional Calculus in Continuum Mechanics, Springer, Wien, 1997, pp. 223{276.
[13] R. Goreno, F. Mainardi, Fractional calculus and stable probability distributions, Arch. Mech. 50 (1998) 377{388.
[14] R. Goreno, F. Mainardi, H.M. Srivastava, Special functions in fractional relaxation-oscillation and fractional
diusion-wave phenomena, in: D. Bainov (Ed.), Proceedings VIII International Colloquium on Dierential Equations,
Plovdiv 1997, VSP, Utrecht, 1998, pp. 195{202.
[15] R. Hilfer, Exact solutions for a class of fractal time random walks, Fractals 3 (1995) 211{216.
[16] V. Kiryakova, Generalized Fractional Calculus and Applications, Longman, Harlow, 1994.
[17] Yu. Luchko, R. Goreno, Scale-invariant solutions of a partial dierential equation of fractional order, Fractional
Calculus Appl. Anal. 1 (1998) 63{78.
[18] Yu. Luchko, R. Goreno, The initial value problem for some fractional dierential equations with the
Caputo derivatives, preprint A-08-98, Fachbereich Mathematik und Informatik, Freie Universitat Berlin, 1998.
[http:==www.math.fu-berlin.de=publ=index.html]
[19] F. Mainardi, On the initial value problem for the fractional diusion-wave equation, in: S. Rionero, T. Ruggeri
(Eds.), Waves and Stability in Continuous Media, World Scientic, Singapore, 1994, pp. 246{251.
[20] F. Mainardi, Fractional diusive waves in viscoelastic solids, in: J.L. Wagner, F.R. Norwood (Eds.), IUTAM
Symposium { Nonlinear Waves in Solids, ASME=AMR, Faireld NJ, 1995, pp. 93{97.
[21] F. Mainardi, The fundamental solutions for the fractional diusion-wave equation, Appl. Math. Lett. 9 (6) (1996)
23{28.
[22] F. Mainardi, Fractional calculus: some basic problems in continuum and statistical mechanics, in: A. Carpinteri,
F. Mainardi (Eds.), Fractals and Fractional Calculus in Continuum Mechanics, Springer, Wien, 1997, pp. 291{348.
[23] F. Mainardi, R. Goreno, On Mittag{Leer type functions in fractional evolution processes, this issue, J. Comput.
Appl. Math. 118 (2000) 283{299.
[24] F. Mainardi, M. Tomirotti, On a special function arising in the time fractional diusion-wave equation, in:
P. Rusev, I. Dimovski, V. Kiryakova (Eds.), Transform Methods and Special Functions, Science Culture Technology,
Singapore, 1995, pp. 171{183.
[25] F. Mainardi, M. Tomirotti, Seismic pulse propagation with constant Q and stable probability distributions, Ann.
Geos. 40 (1997) 1311{1328.
[26] O.I. Marichev, Handbook of Integral Transforms of Higher Transcendental Functions, Theory and Algorithmic Tables,
Ellis Horwood, Chichester, 1983.
[27] D. Matignon, G. Montseny (Eds.), Fractional Dierential Systems: Models, Methods and Applications,
Proceedings of the Colloquium FDS ’98, ESAIM (European Ser. Appl. Ind. Math.) Proceedings, Vol. 5, 1996.
[http:==www.emath.fr=Maths=Proc=Vol.5=index.htm]
[28] R. Metzler, W.G. Glockle, T.F. Nonnenmacher, Fractional model equation for anomalous diusion, Physica A 211
(1994) 13{24.
[29] R.R. Nigmatullin, The realization of the generalized transfer equation in a medium with fractal geometry, Phys. Stat.
Sol. B 133 (1986) 425{430.
[30] P.J. Olver, Applications of Lie Groups to Dierential Equations, Springer, New York, 1986.
[31] R.S. Pathak, A general dierential equation satised by a special function, Progr. Math. 6 (1972) 46{50.
[32] A.C. Pipkin, Lectures on Viscoelastic Theory, Springer, New York, 1986.
[33] I. Podlubny, Fractional Dierential Equations, Academic Press, San Diego, 1999.
[34] J. Pruss, Evolutionary Integral Equations and Applications, Birkhauser, Basel, 1993.
[35] A. Saichev, G. Zaslavsky, Fractional kinetic equations: solutions and applications, Chaos 7 (1997) 753{764.
[36] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and
Breach, New York, 1993.
[37] W.R. Schneider, W. Wyss, Fractional diusion and wave equations, J. Math. Phys. 30 (1989) 134{144.
[38] B. Stankovic, On the function of E.M. Wright, Publ. l’Inst. Math. Beograd, Nouvelle Ser. 10 (1970) 113{124.
[39] H.M. Srivastava, K.C. Gupta, S.P. Goyal, The H -Functions of One and Two Variables with Applications, South
Asian Publishers, New Delhi, 1982.
[40] E.M. Wright, On the coecients of power series having exponential singularities, J. London Math. Soc. 8 (1933)
71{79.
R. Goreno et al. / Journal of Computational and Applied Mathematics 118 (2000) 175{191 191
[41] E.M. Wright, The asymptotic expansion of the generalized Bessel function, Proc. London Math. Soc. Ser. II 38
(1935) 257{270.
[42] E.M. Wright, The asymptotic expansion of the generalized hypergeometric function, J. London Math. Soc. 10 (1935)
287{293.
[43] E.M. Wright, The generalized Bessel function of order greater than one, Quart. J. Math. Oxford Ser. 11 (1940)
36{48.
[44] W. Wyss, Fractional diusion equation, J. Math. Phys. 27 (1986) 2782{2785.
