This paper aims to solve large continuous p−centre problems optimally by re-examining a recent relaxation-based algorithm. The algorithm is strengthened by adding four mathematically supported enhancements to improve its efficiency. This revised relaxation algorithm yields a massive reduction in computational time enabling for the first time larger data sets to be solved optimally (e.g. up to 1323 nodes). The enhanced algorithm is also shown to be flexible as it can be easily adapted to optimally solve related practical location problems that are frequently faced by senior management when making strategic decisions. These include the α−neighbour p−centre problem and the conditional p−centre problem. A scenario analysis using variable α is also performed to provide further managerial insights.
Introduction
Finding the best location for a facility can be a challenge, especially for public service facilities such as hospitals, fire stations and ambulance stations. For example, if an ambulance is summoned for someone having a heart attack, both the time and distance from the ambu-lance station to the patient could mean the difference between life and death. This dilemma of locating emergency facilities efficiently has led to a large number of studies where various mathematical models and algorithms have been suggested. The location problem that this paper will focus on is the continuous p−centre problem, alongside two related problems known as the α−neighbour and the conditional p−centre problem.
The p−centre problem wishes to locate p facilities on a plane or network to serve n demand points such that the maximum distance, time or cost is minimised. In other words, it aims to respond to the worst case scenario. The problem can be categorised as discrete or continuous, but this paper will be focusing on the latter. In other words, the facilities can be located anywhere in the plane, rather than at prespecified locations as in the discrete case.
Note that the continuous p−centre problem can provide useful greenfield solutions for the discrete p−centre problem or promising regions of a network where potential sites should be chosen. For more information on the discrete case, see Chen & Chen (2009) , Irawan et al (2016) , and references therein.
Traditionally, the continuous p−centre problem is formulated as the Euclidean unweighted p−centre problem, though a non-linear mathematical programming formulation does also exist. However, there is a binary linear programming formulation, as defined by CP 1 , with the centres of all critical circles making up the set of potential facility sites. This finite dominating set is found by constructing circles from one, two or three demand points, see Chen & Handler (1987) . This limits the total number of potential facility sites to be at most m = n 3 + n 2 + n, made up of n null circles based on one point, n 2 circles defined from two points and n 3 circles defined from three points. Note that m could be relatively smaller due to the geometry of the three critical points.
subject to
Z ≥ x j r j ∀j ∈ J,
x j ∈ {0, 1}, ∀j ∈ J.
where Z: the maximum distance between a facility and a covered demand point, I: set of demand points indexed by i = 1 . . . n, J: set of identified candidate circles indexed by j = 1 . . . m (i.e. their known centres act as potential sites for facilities), r j : the radius of circle C j , j ∈ J, d i,j : Euclidean distance from demand point i to the centre of circle C j , i ∈ I, j ∈ J; p: number of facilities to locate,
1 if d i,j ≤ r j (i.e. demand point i will be covered by a facility located at the centre of circle C j ) , 0 else, i ∈ I, j ∈ J.
The objective function (1) refers to minimising the maximum distance between a demand point and its closest facility. Constraint (2) guarantees that every demand point will be covered by at least one facility, while constraint (3) ensures that exactly p facilities are chosen. Constraint (4) guarantees that the solution value is the radius of the largest covering circle and constraint (5) refers to the binary decision variables.
The mathematical formulation above may be used to solve the problem. However, due to a massive computational explosion in the number of binary variables as represented by the number of potential circles, the implementation is not practical for larger n. For convenience, the formulation is reproduced here as it serves as an important basis in the proposed research that actually uses a set covering-based formulation.
The contributions of this study are as follows:
i) several enhancements supported by mathematical proofs are derived to strengthen and speed up a recently proposed relaxation-based algorithm for solving the continuous p−centre problem;
ii) large problem instances with up to 1332 nodes and 90 facilities are now capable of being solved for the first time;
iii) adaptations of the proposed algorithm to optimally solve two related location problems, namely, the α−neighbour p−centre and the conditional p−centre problems, are also presented. These two variants play an important role for locating public service facilities.
The paper is organised as follows. A brief literature review is given in the next section.
Section 3 describes the reverse relaxation algorithm given by Chen & Chen (2009) , and proposes four new enhancements designed to significantly reduce the computational time.
Section 4 shows the computational results found for large data sets taken from the TSPlibrary, namely rat575, rat783, pr1002 and rl1323. Section 5 describes the adaptations introduced to our algorithm to optimally solve both the α−neighbour and the conditional p−centre problems. We also introduce a practical extension to the α−neighbour problem where the required coverage for each demand point is not necessarily the same. Finally, we summarize our findings alongside further research suggestions.
A Brief Literature Review
Research into the p−centre problem first began by studying the simpler 1−centre problem, that is, finding the location of one facility in a plane or network in order to minimise the maximum distance from a given set of demand points to the facility. Sylvester (1860) was the first to propose and to solve this problem. Since then, efficient algorithms have been developed to solve this problem quickly and efficiently, such as Elzinga & Hearn's (1972) geometrical-based algorithm. Several enhancements have been made to this algorithm to reduce its overall computational time further, see Elshaikh et al (2015) and references therein. Cooper (1961) was the first to formulate the general location problem with p > 1. He later proposed four heuristics that could be used to solve the p−centre problem (Cooper(1964) ).
This included the multi-start heuristic that is now commonly employed to obtain an upper bound that can be embedded into optimal methods (or sophisticated metaheuristics). Minieka (1970) solved the p−centre problem on a network as a minimal set covering, which was then developed further by Daskin (1995) to create an efficient set-covering based algorithm. Elshaikh et al (2015) It is important to note that in the above real case studies, heuristic solutions to the p−centre problem are used exclusively. However, due to many advances in technology and computer power, alongside the latest developments in exact algorithms, it is now possible to find the optimal solutions to such problems. Drezner (1984) proposed an exact method to solve the p−centre problem that used a subset of potential facility locations generated by an upper bound using the concept of maximal circles. Recent enhancements to this method have created a faster, more efficient algorithm that is used to optimally solve large problems for the first time, see Callaghan et al (2017) .
A classic relaxation algorithm was originally suggested by Handler & Mirchandani (1979) to solve the discrete p− centre problem. Chen & Handler (1987) proposed a relaxation-based algorithm for the continuous p−centre problem after observing that a) the solution to the (p − 1)−centre problem is an upper bound for the p−centre problem and b) if the optimal solution for the sub-problem is feasible for the original problem, then it is optimal for the original problem. Chen & Chen (2009) proposed three interesting alternative algorithms to the classic relaxation algorithm which they referred to as the improved relaxation algorithm, the binary relaxation algorithm and the reverse relaxation algorithm. The improved relaxation algorithm updates the upper bound more frequently and adds k points to the subset at a time rather than just one at a time. The latter two algorithms form two new relaxation-based methods. Note that the reverse relaxation algorithm will be re-examined and dramatically strengthened in this study.
An interesting related problem that we also investigate here is the α−neighbour p−centre problem. This was first presented by Krumke (1995) with the aim to minimise the maximum distance between each demand point and its closest α facilities. This is a useful strategic problem that is used in the case of disruption so that coverage is still valid. Krumke (1995) provided an approximation algorithm to solve the problem on a network with an approximation factor of 4 when α ≥ 2. Khuller et al (2000) improved this by producing an algorithm that had an approximation factor of 3 for α ≥ 3, and 2 for α = 2. Chen & Chen (2013) devised an optimal algorithm for the continuous α−neighbour p−centre problem by adapting two well-known optimal algorithms, namely Minieka's (1970) algorithm used to solve the discrete and continuous p−centre problem, and the classic relaxation algorithm by Chen & Chen (2009) . The authors found optimal solutions for one TSP-Library data set (n = 439)
for the first time with α = 2 and 3. Our method will be shown to be flexible and powerful enough to optimally solve for the first time much larger instances (e.g. up to n = 1323).
Another related problem which we also explore here is the conditional p−centre problem. This is sometimes referred to as the (p, q)−centre problem with the aim to locate p facilities on a plane or network given that q facilities already exist. This is a closely related problem faced by management when services need to be expanded. Minieka (1970) introduced conditional location problems on a network and Handler & Mirchandani (1979) formally presented the first conditional location problem. Chen & Handler (1993) solved the conditional p−centre problem by modifying the relaxation-based method for the continuous p−centre problem of Chen & Handler (1987) using two ways. The first modification disallowed demand points within a certain distance to an existing facility to be added to the subset, while the second one included the existing facilities when checking for feasibility for the full problem. Drezner (1989) proposed a binary algorithm for the conditional p−centre problem, and Chen & Chen (2010) developed this algorithm further by incorporating their earlier reverse relaxation algorithm (see Chen & Chen (2009) ). This method will be revisited in Section 5.
3. An Enhancement-Based Algorithm Chen & Chen (2009) proposed two new relaxation algorithms to solve the p−centre problem called the reverse relaxation algorithm and the binary relaxation algorithm. Although these algorithms are proven to be efficient at solving the discrete p−centre problem, they have not been tested on several data sets in the continuous case. We conducted a detailed experiment using all values of k (k = 1, . . . , 10) and found that the reverse relaxation algorithm performs relatively better on average. For brevity, the detailed results are not given here but can be found in Callaghan (2016) . We therefore focus on this algorithm which is given in Figure   1 . Note that in Step 3 of Figure 1 , the sub-problem is said to be feasible if the number of facilities found to cover the subset of demand points for a given coverage distance when solving the set covering problem, is ≤ p. For simplicity the general set covering formulation which we refer to as SCF is reproduced here based on the entire set of demand points I and the set of facilities (circles) J. All other notation is given earlier in CP 1 .
x j ∈ {0, 1} ∀j ∈ J.
The objective function (6) wishes to minimise the number of facilities to open and constraint (7) ensures that all demand points are covered by at least one facility.
The rest of this section will describe the four enhancements that we developed to create a deterministic, fast and efficient algorithm that is powerful enough to solve large continuous p−centre problems optimally. One potential way to enhance Chen & Chen's algorithm would be to reexamine the selection of the initial subset. One scheme is to guarantee that the demand points chosen are evenly spread out over the data's distribution besides being generated in a deterministic way. This would lead to computational times that are less sensitive to the initial subset of the demand points. This idea is translated into our first enhancement, SubE1, which aims to find the minimum number of dispersed initial demand points. SubE1: An Overview i) Firstly, the convex hull of the demand points is found, and let CS be the set of points defining the vertices of the convex hull. In this study, we used the quickhull algorithm as proposed by Barber, Dobkin & Huhdanpaa (1996) .
ii) The demand point,î ∈ I that yields the greatest sum distance from all i ′ ∈ CS is identified byî
and let Sub = {î}.
iii) The algorithm then enters the third stage where a) All i ∈ I are allocated to their closest facility j ∈ Sub. This is represented by the following allocation matrix Al
,j though j is both a facility and a demand point. This is used to retain consistency of the distance between a faciltiy and a demand point.
b) The temporary facility with the most allocated demand points, j M ax , is then identified as
c) The demand point that is both allocated to j M ax and sits the furthest away from it, say i * , is then identified as follows:
d) The demand point i * is then added to the initial subset (e.g., Sub = Sub∪{i * }).
We will now discuss the method used to determine the cardinality of this initial subset.
Determining the minimum |Sub|
The minimum number of demand points, r, needed for the initial subset Sub to yield an initial solution (i.e. p circles) is found by Chen & Handler (1987) as follows:
where r ′ is the number of demand points in Sub, and
represent the number of circles formed from three and two critical demand points in Sub respectively. For example, if p = 4 we need r ′ = 3 which leads to 7 identified candidate circles (one interescting the 3 demand points, three intersecting a different pair each and three degenerate circles (radius=0) intersecting a single point each.
To save computational time, the algorithm finds (r − 1) demand points using SubE1.
The number of circles created from this initial subset may not be large enough to guarantee an initial solution (i.e., the number of circles < p), as some circles can be discarded due to the geometry of the critical demand points. If this is the case, the algorithm returns back to step 4 and adds another demand point to the initial subset one by one until an initial solution is obtained. The algorithm for SubE1 can be found in Figure 2 .
This method allows the distribution of the data set to be embedded into the search. This 1. Set Sub = ∅. Find the demand points i ′ ∈ I that form the vertices of the convex hull, defined as the set CS. 2. Find the demand pointî ∈ I \ CS that has the largest sum distance from all i ′ ∈ CS using Equation (9). Set Sub = Sub ∪ {î}. 3. Determine the value of r using Equation (12). 4. While |Sub| < r do:
Allocate all i ∈ I to their closest j ∈ Sub. Determine j M ax using Equation (10) and then find the furthest demand point i * ∈ I that is allocated to j M ax using Equation (11). Set Sub = Sub ∪ {i * }. 5. Find all circles made by one, two or three demand points from Sub. If the number of circles is ≥ p, return Sub as the initial subset and stop. Else, set r = r + 1 and go back to Step 4. means the initial subset is proportionally dispersed over clustered areas as well as evenly spread areas, yielding a more efficient initial subset. Furthermore, by checking to see if the subset can produce an initial solution each time another demand point is added, the size of the subset is minimised.
As an example, Figure 3 shows the initial subset found using SubE1 for the data set pr439 where p = 50. There are 25 demand points in this initial subset. Why all i ′ ∈ CS are not necessarily added to the initial subset Observation 1. Take two points i 1 , i 3 / ∈ CS and point i 2 ∈ CS. If the angle ∠i 1 i 2 i 3 > 90 • , then the point i 2 can be encompassed by the covering circle formed from i 1 and i 3 . Figure 4 where the point i 2 is encompassed by a covering circle formed from the two other points i 1 , i 3 / ∈ CS. As the third part of SubE1 is designed to find a subset of dispersed points in the plane, it might seem reasonable to add all i ∈ CS to Sub automatically. However, observation 1
This observation is illustrated in
demonstrates that the extreme points that form the convex hull are not necessarily critical points for their covering circles. Although SubE1 could select some points that form the vertices of the convex hull to be in Sub, it is also designed to find a good initial subset based on the data distribution and thus be more selective about the points that are chosen. with SubE1 for the reverse relaxation algorithm applied to the TSP-Library data set pr439.
These results may suggest that initially the first enhancement does not improve the computational time when compared with our original results. However, as stated before, SubE1 has the advantage of being deterministic. When compared with Chen & Chen's results, it can be seen that SubE1 was considerably faster on average. It is worth noting that such comparison may not be valid as the other authors used a relatively older computer, older version of cplex and above all different coding style. In brief, they used a 3.2 GHz Intel Pentium 4 computer while we ran our tests on a much faster machine, namely, HP Elitebook 8570w with 12 GB memory. For the optimisation part, we used the IBM cplex 12.6 console while they solved their models with cplex 7.5. An attempt to assess the performance of the two machines can be explored in Dongarra (1992) if necessary. To avoid any unnecessary confusion, we also reported the results of our implementation of Chen &Chen algorithm for the same case when k = 2 using our code, our CPLEX optimiser and our machine. These results show that the original implementation is relatively much slower as the overall average of around 98 seconds is reported compared to about 38 seconds only for SubE1. Given that the original algorithm is non-deterministic, some runs may obviously be much faster than others. As an example, our first run (when k = 3) happens to be the fastest on average as a better initial subset may have been randomly selected. Therefore, it is promising to see the computational time taken by SubE1 to be much closer to the best initial solution generated by the random selection, besides that the CPU time with SubE1 is less sensitive to the value of p. Above all, a deterministic method such as SubE1 is more reliable as it can be replicated by other researchers.
An Efficient Scheme for Adding Demand Points (Step 4b in Figure 1)
Chen & Chen's reverse relaxation algorithm states that the demand points added to the subset are the k furthest ones from their allocated facilities. This scheme, though interesting and simple to use, could be improved further by identifying its weakness through the following 'worst-case scenario' example.
In order to explain the second enhancement, we define R(K) as the radius of the smallest circle encompassing all points in K (where K ⊂ I). The closure of circle C j is defined as follows.
Definition 1. The closure of circle C j is the set of demand points covered by circle C j : As an example consider k = 4. According to the original algorithm, all uncovered demand points must now be allocated to their nearest facility and the k furthest points will be added to the subset. In this example, the first demand point that will be allocated to the subset is the one encompassed by its own dotted circle and labelled P 1 in Figure 5b . Adding P 1 to the subset could contribute to a good result as it would guide the algorithm towards the optimal solution.
An Illustrative Example
However, the remaining three demand points that will be added to the subset are the three demand points circled with a dashed line and labelled P 2 , P 3 and P 4 in Figure 5b .
The addition of these three demand points to the subset does not contribute to improving the solution as the new information is now redundant. This is because
, 4, as P 1 lies further from the common closest circle C j . Adding P 2 , P 3 or P 4 to Sub would mean there were extra calculations that are both redundant and time consuming. This claim is stated in Lemma 2.
Lemma 1. Take two demand points, i 1 and i 2 , that are not encompassed by
Proof.
, ǫ a small positive value and
Enhancement two, which will be referred to as AddE2, aims to overcome the possible shortcoming of adding redundant points by slightly altering Chen and Chen's selection rule.
In order to explain AddE2, the following definition is given.
Definition 2. An artificial circle is a candidate circle whose radius, r j , has been enlarged to Z t , where Z t is the subset's solution value at iteration t.
At any iteration t, all circles' radii are artificially increased to size Z t and the solution is analysed again to see what demand points remain uncovered. This allows more demand points to be covered whilst not compromising the solution quality. Figure 6 demonstrates the usefulness of artificial circles. The demand point P 5 appears to be uncovered by circle C j . However, once the smaller circle is transformed into an artificial circle (the dashed circle) by increasing its radius r j to size Z, it then becomes clear that point P 5 is now covered based on the solution value Z.
The enhancement AddE2, which is described in Figure 7 , uses artificial circles to enhance and improve the selection technique when choosing the k demand points to be added to the subset.
1. Input: set of solution circles (facilities) F and value k. 2. Allocate all the demand points i ∈ I to their closest facility j ∈ F and define the allocation matrix A i,j where A i,j = 1 if demand point i is allocated to facility j, else A i,j = 0. Record Z = M ax(r j : j ∈ F ). 3. Create the artificial circles by artificially increasing all r j so that r j = Z ∀ j ∈ F . 4. Update the allocation matrix such that A i,j = 1 if demand point i is both allocated to facility j and d i,j > Z. 5. Find the k furthest demand points from their allocated facility such that no more than one demand point is selected from each facility. AddE2 was first added on its own to the reverse relaxation algorithm and tested on the data pr439 where p = 10, . . . , 100 and k = 1, . . . , 10. This yielded an improvement with an average reduction in computational time of 10.60%. Although this is an encouraging result, fast results such as these cannot be replicated with AddE2 alone as the algorithm is not deterministic. To achieve the desired outcome, both SubE1 and AddE2 are incorporated into the reverse relaxation algorithm. The results, given in the last column of Table A.1 in the Appendix, show that the deterministic algorithm with these two enhancements yields the optimal solution in a faster time with an average decrease of computational time of 11.30%.
Jump-Based Lower Bound Update (
Step 3a in Figure 1 )
The reverse relaxation algorithm usually requires a large number of iterations due to the algorithm constantly updating the lower bound. However, many of these adjacent 'jumps'
to the next lower bound could be redundant. The third enhancement, which will be referred to as DyJumpE3, takes this drawback into account by providing a more efficient updating
scheme by redefining what the next lower bound will be set to. Instead of setting the next lower bound as the smallest radius larger than the current lower bound, it will be set to the jump th smallest radius where the value of jump is determined dynamically.
A similar approach was first proposed for the discrete p−centre problem by Al-Khedhairi & Salhi (2005) , where the authors suggested the use of the second lower bound rather than the first. As the algorithm may require several iterations until the optimal solution is reached by the lower bound, we set the jump th lowest bound to LB 0 = LB jump where
Defining the backward jump
Note that if an upper bound is found when jump = 2, the next lower bound to consider is the single value before that was missed as demonstrated by Al-Khedhairi & Salhi. However, if jump > 2, this scheme is no longer valid as there is more than one value missed.
One option is to find the next value using the binary (bisector) method. In other words, the missed value that is halfway between the current lower bound and upper bound is taken as the new bound to be evaluated (as it can be determined as either a lower bound or an upper bound). The option which we adopt is to use a strategic increase leading to the very first missed lower bound (i.e., upper bound) and then continue from this point to decrease the value systematically until a lower bound is identified meaning that the upper bound previously used is then the optimal solution guaranteeing no further checking.
One may think that setting jump to a large number will avoid many redundant iterations as the lower bound is updated fewer times. However, this is not always true as when demand points are added to the relaxed subset, more circles are generated that have radius r j such that LB q(t−1) < r j < LB qt at iteration t and jump = q. A scheme that balances the use of large jumps whilst minimising the number of circles to check through once an upper bound is established is given next.
A dynamic jumping scheme
A dynamic scheme where jump is initially set to be large, and then slowly decreased during the search is presented. This is a non-increasing but discontinuous function of iterations jump(t) with t denoting the t th iteration and jump(t) ∈ N. As the value of jump will change throughout the search, the computational time savings for 0 ≤ q < jump, (N o (jump) q ), can be defined for any value of jump as follows:
where α = q mod jump.
Let jump M ax be the maximum number of jumps, such that 2 ≤ jump(t) ≤ jump M ax ∀t.
Let N t u be the number of uncovered demand points at iteration t. Initially we set jump = jump M ax . The scheme uses the proportion of uncovered demand points as defined in Equation (15).
This scheme was tested on the data set pr439 with jump M ax = 10 and k = 1, . . . , 10 with the best result found when k = 4 with an average of 6.40 seconds whereas the worst computational time recorded was for k = 1 which required nearly two and a half times more computational time (i.e., 16.95 seconds).
A Dynamic Scheme for the Determination of k (
Step 4b in Figure 1) When the enhanced algorithm did not include DyJumpE3, the best results were often obtained when k = 2 or 3. However when DyJumpE3 was included, the best computational times were found when k = 4. This suggests that the value of k is critical to the success of the algorithm.
One way to identify the most appropriate estimator for k would be to perform a thorough statistical analysis. However, this requires performing experiments with the expectation that a similar performance will remain valid when tested on new data sets. Another, more robust, approach is to develop a self-adaptive method that will learn as the search progresses while incorporating the characteristics of the p−centre problem. Our final enhancement, PointE4, aims to implement such an idea where we aim to determine the number of demand points k during the algorithm based on the number of uncovered points. This scheme shares some similarities with the dynamic jumping scheme described previously. In other words, PointE4
seeks to find a balance between adding more demand points at the beginning, and decreasing k as the algorithm starts to slow. This is achieved by setting k to be a certain percentage of uncovered demand points so a proportionally small amount of demand points can be added to the subset at each iteration.
Previous results show that the reverse relaxation algorithm generally works best when k > 1. Therefore, at iteration t we set k to be
In other words, the minimum value of k can be at least 2 while being bounded by a maximum of p. 
The Enhanced Reverse Relaxation Algorithm

Computational Results of ERRA
ERRA was tested on larger instances, namely the TSP-library data sets rat575, rat783, pr1002 and rl1323. Each data set was given a time limit of 24 hours for each value of p, and the result found is either the optimal solution or the best lower bound established within the time limit. The latter can be used, if necessary, as bounds when evaluating heuristic solutions in general.
Tables 2-6 are structured in the following way. The first column, titled p, shows the number of required facilities. The second column, titled Z H , gives the upper bound found from the best heuristic solution obtained in Elshaikh et al (2015) . This value was used as an upper bound on the radius whenever updating the set of candidate circles was required.
The third column gives the optimal solution, Z * , or the best lower bound shown by ⊥ if no 1. Set the lower bound LB = 0, c = 1, t = 0 and jump M ax = 10. 2. Select the initial subset of demand points using Initial Subset Algorithm given in Figure 2 . 3. Set t = t + 1. Determine if Sub has a feasible solution, f easible, with a solution value, Z t ≤ LB.
a) If f easible cannot be found, determine the value of jump using Equation (15) and find the jump th smallest lower bound, LB jump , that is larger than LB. Set LB = LB jump and go back to Step 3. b) Otherwise if f easible is found, determine N b) Determine the value of k using Equation (16). Add k demand points to Sub using the Point Selection Algorithm in Figure 7 and go to Step 3. optimal solution is obtained. The final three columns state the total number of iterations of ERRA, the total number of times the lower bound was updated and the total computational time in seconds (if less than 24 hours), respectively.
Results show that optimal solutions were found in a reasonable computational time for the larger data sets with some results being discovered for the first time, such as those for the data set rl1323 when p < 30. This suggests that ERRA is particularly effective for smaller values of p.
Furthermore, if we compare the best upper bound solution found (Z H ) to the best lower bound found within the time limit of 86400 seconds, we can observe that the lower bound is very close to the value of the best upper bound, with the worst-case being a 4.4% difference (n = 783, p = 80). This confirms that the solutions found by the VNS-based metaheuristic are either optimal or near optimal for those instances with unconfirmed optimal solutions.
On the other hand, referring to Table 2 , we see that the VNS solutions can be quite far from the optimal ones. 
Adapting ERRA to two related location problems
In this section, we show the effectiveness and flexibility of ERRA to easily adapt to related p-centre problems that have a considerable significance in practice. These include the α -neighbour p -centre and the conditional p− centre problems.
The α−Neighbour p−Centre Problem
This problem aims to minimise the maximum distance between each demand point and its α− closest facility (where α < p). For example, if α = 3, we wish to minimise the maximum distance to the third closest facilitiy. This is equivalent to ensuring that each demand point is covered by at least α = 3 covering circles. In other words, Z * is the minmax closest distance to the nearest facility that ensures all demand points are covered by at least α facilities within this maximum distance.
A strength of this classification type is that it allows for either failure or closure of α − 1 facilities whilst ensuring that each demand point is still covered. This provides extra safety and security, which is particularly important when locating emergency facilities.
As previously stated, Chen & Chen [7] were the first to propose an optimal algorithm for the α−neighbour p−centre problem by adjusting the classic relaxation algorithm. 
(ii) Adjusting the enhancement AddE2
In both the classic relaxation algorithm and ERRA, if the solution to the subset is not feasible for the full problem, then k demand points are added to the subset of demand points. In the case of the α− neighbour p−centre problem, Chen & Chen adjusted the classic relaxation algorithm so that the k demand points that lie the furthest from their α th nearest facility were added to the subset of demand points instead. We can therefore amend our selection of the k demand points in the following way:
1. Allocate all i ∈ I to their α th closest facility. This forms at most p clusters.
2. Find the k demand points that lie the furthest from their α th closest facility such that only one demand point is selected from each cluster.
(iii) Finding the Solution Value
For the α− neighbour p−centre, the worst case scenario would be the failure of the closest (α − 1) facilities serving a demand point. Therefore, the solution value for this problem is also the radius of the largest covering circle.
(iv) Co-Location of Facilities
For the classic p−centre problem, the co-location of facilities (i.e., more than one facility situated at the same location) may not be worth it, as the extra facility could be better located within the maximum circle. However, for the α−neighbour p−centre problem, this observation is no longer valid and hence co-location may be beneficial as demonstrated by the following lemma.
Letd α i be the distance from demand point i ∈ I to its α th closest facility, and i ′ the demand point that yields the largestd
. Also let J ′ be the set of α closest circles to demand point i ′ , and Z I ′ the corresponding optimal solution value for the α−neighbour p−centre problem for a subset of demand points Proof. The optimal solution, with value Z I\{i ′ } , for the α−neighbour p−centre problem covers demand points I \ {i ′ }. Therefore, Z I must cover demand point i ′ with α circles. As there is at least one j ′′ ∈ J ′ with a distance
Therefore, to reduce Z I (i.e. Z I = Z I\{i ′ } ), p ⊥ facilities must be co-located at a facility site
In order to allow co-location of facilities, constraint (19) in F or α sc is altered to constraint (20) where x j changes from a binary variable to an integer variable.
x j ∈ {0, . . . , α} ∀j ∈ J.
(20)
A Simple Illustrative Example Figure 9a shows the solution to the 2−neighbour 4−centre problem for this data set where co-location is not permitted, yielding a solution value of 6.72 (i.e., maximum distance to the 2 nd closest facility). Figure 9b displays the solution for the 2−neighbour 4−centre problem for the same data set where co-location is allowed. In this case, two facilities are located at each site yielding a massive improvement with the new solution value of 2.83. In this particular example, the demand point i ′ is the one covered by the null circle and the largest circle in Figure 9a but served by two null circles in Figure 9b .
(a) Co-location is not allowed (b) Co-location is allowed 
Computational Results
The four adaptations were incorporated into ERRA to form the adapted ERRA (AERRA).
This modified exact algorithm was used to optimally solve the α−neighbour p−centre for the TSP-Library data set pr439 where p = 10, 20, . . . , 100 and α = 2. For comparison purposes, the results in Table 7 are also given alongside Chen & Chen's [7] results where the adapted classic relaxation algorithm was used.
Classic Relaxation (Chen & Chen) Table 7 's first column states the number of facilities, p, that need to be located. The second column, titled Z * , shows the optimal solution found for the corresponding p value (i.e., the maximum distance to the 2 nd closest facility). The next three columns give Chen & Chen's results, with the third one referring to the total amount of computational time spent (in seconds), the fourth to the maximal size of the relaxation sub-problem (Sub M ax ) and the fifth to the number of sub-problems (iterations) solved. The remaining three columns are ordered identically, with the results corresponding to those obtained by AERRA.
These results show that for the data set pr439, AERRA was considerably better than the adapted classic relaxation algorithm used by Chen & Chen, as it required 98.25% less computational time, 38.30% fewer demand points in the subset and 79.47% fewer iterations to solve the problem optimally. These encouraging results suggest that ERRA is both reliable and efficient when adapted to optimally solve the α−neighbour p−centre problem.
Full results for the TSP-Library data sets pr439, rat575, rat783, pr1002 and rl1323 where α = 2 & 3 can be found for the first time in Tables A.2 -A.6 in the Appendix.
An Observation & Sensitivity Analysis
Let Z α denote the solution value to the α−neighbour p−centre problem. We observe that Z α ≥ Z α−1 , as the coverage need for each demand point has increased. In other words, if at least one demand point is not covered by α facilities, then at least one covering circle will need to increase in size in order to establish a feasible solution. Figure 10 demonstrates this observation for the data set pr439 where p = 10, . . . , 50 and α = 1, 2 and 3.
Figure 10: The optimal solution value, Z * , for the data set pr439 where p = 10, . . . , 50 and α = 1, 2 & 3.
We can therefore conclude that Z α−1 can be used as an initial lower bound when solving the α−neighbour p−centre problem. Furthermore, Table 8 shows the percentage increase in the solution value, and therefore additional coverage required, as the value of α increases.
In this particular instance, there is a dramatic increase in the solution value on average when α = 3 compared to α = 1. From a managerial perspective, this means it may be more desirable to find a balance between reducing the value of α as much as possible whilst ensuring that all demand points have the required coverage. This compromise introduces an alternative setup to the α−neighbour p−centre problem which will be discussed next.
A Variable α−Neighbour p−Centre Problem
It may be beneficial from a managerial view to investigate the case where the number of times a demand point needs to be covered by a facility varies. In other words, not every demand point needs to be covered by exactly α facilities. For example, an analogy was attempted by Toregas (1971) for the set covering problem where coverage demand was not Table 8 : Sensitivity analysis when solving the α−neighbour p−centre problem where n = 439 and α = 1, 2 & 3 held constant at each demand point.
AERRA was modified to accommodate α i at each demand point i, which we shall refer to as the variable AERRA (V −AERRA). For clarity, the full formulation for the V −AERRA,
sc , is given here.
where α i is the required number of times demand point i needs to be covered, and α M ax is a maximum preassigned threshold. All other definitions are as previously given.
The objective function (21) wishes to minimise the number of facilities. Constraint (22) ensures that every demand point i is covered by at least α i facilities, and constraint (23) represents the integer decision variable x j that allows co-location up to α M ax .
For simplicity, and to provide the possibility for other researchers to conduct similar experiments, in our investigation we allocated the α i value for each demand point based on its position in the data set. For each demand point i ∈ I we set
This therefore demonstrates a simple example where the demand points are assigned one of three potential α values. This scenario could be adapted when appointing an α value based on the data's distribution areas (i.e. clustered, semi-clustered and sparse) or the demand point's importance ranking (i.e. high, medium or low).
Computational Results
The V − AERRA was tested on the TSP-Library data sets pr439, rat575, rat783, pr1002
and rl1323. The results are given in Tables 9-13 , which are structured as follows. The first column shows the number of facilities located, p, while the second column displays the optimal solution value, Z * , or the best lower bound obtained shown by ⊥ if no optimal solution is found. The last three columns show the total computational time in seconds, the maximum number of demand points in the subset, Sub M ax , and the total number of iterations required respectively. Optimal solutions were found using V − AERRA in a reasonable amount of computational time, including the largest data set rl1323. This is a useful result, especially from a managerial perspective, as alternating the number of facilities to cover each demand point allows more flexibility to study different options and tradeoffs in practice.
The Conditional p−Centre Problem
The (p, q)−centre, or conditional p−centre, problem wishes to locate p facilities given that q facilities already exist. Drezner (1989) proposed an optimal algorithm to solve this problem. First, the set of demand points are allocated to their nearest facility in Q, where Q is the set of existing facilities. The demand points, and their corresponding nearest distances to the existing facilities, are then sorted into descending order of Euclidean distance. This yields an ordered set of demand points OrdI and ordered distance vector OrdD. A bisection algorithm is then used to solve a succession of sub-problems until the solution value for the subset is greater than or equal to the next furthest distance in the list. Chen & Chen (2010) incorporated their reverse relaxation algorithm (see Chen & Chen 2009 ) into Drezner's algorithm to optimally solve the sub-problems. They began by creating OrdI and OrdD as originally suggested. The subset of demand points was then solved using the reverse relaxation algorithm, where the subset initially consisted of the first demand point only in
OrdI. If the solution value for the subset exceeded the next furthest distance in OrdD, then all the demand points are covered by this solution value and so the optimal solution has been found. Otherwise, the next demand point in the ordered list was added to the subset and the process was repeated. Chen & Chen's algorithm is described in Figure 11 and is referred to as CON CCA.
1. Input: The set of existing facilities Q. 2. Set the lower bound, LB=0, the subset of demand points Sub = ∅ and k = 1. 3. Allocate all i ∈ I to their nearest facilities β ∈ Q. Sort the demand points in descending order of Euclidean distance. Let OrdD = {M 1 , M 2 , . . . , M n } be the set of ordered distances, and OrdI = {i ii) Else, set k = k + 1 and go back to Step 4.
Else, set LB as the smallest radius larger than the current LB and go to Step 5. Note that the optimal solution value is determined in Step 5. It is important to observe that
or M k can be determined as the optimal solution value.
Enhancing Chen & Chen's Algorithm
Enhancement one: Incorporating ERRA For small problems, the CON CCA is very efficient. However, as the problem size increases, so does |Sub|. This means large subsets are required to be solved optimally, which leads to computational issues such as excess memory. We therefore incorporated ERRA into the CON CCA with an aim to create a more efficient algorithm that can solve larger problems.
Enhancement two: An Efficient Initial Sub
The initial Sub in the CON CCA consists of a single demand point. However, this can be improved by adding a further (p−1) demand points, as there must be at least this number of demand points in Sub to find a meaningful initial feasible solution for the p−centre problem.
We therefore set the initial Sub = {i
Enhancement Three: Adding more than one demand point to Sub
Each time feasibility cannot be found for the full problem, CON CCA adds one demand point only to Sub and repeats the process again. This approach is effective on smaller data sets, but as the problem size increases, so does the final cardinality of Sub. Therefore, the process of adding one demand point at a time yields many iterations and hence greatly increases the total amount of computational time. Thus, instead of adding the next demand point only in the ordered list to Sub, the next k ′ demand points are added where k ′ > 1.
For simplicity, we set k ′ = 2 in our experiments though other values could be explored.
For clarity, the enhanced algorithm, CON ERRA, that incorporates ERRA and the two enhancements given above, is provided in Figure 12 .
1. Input: The set of existing facilities Q. 2. Set the subset of demand points Sub = ∅, and logical variable tracker T AG = T rue. 3. Allocate all i ∈ I to their nearest β ∈ Q. Sort the demand points in descending order of Euclidean distance. Let OrdD = {M 1 , M 2 , . . . , M n } be the set of ordered distances, and OrdI = {i 5. Solve the p−centre problem for Sub using ERRA (see Figure 8 ). This yields solution value Z k . 6. Updating/termination step:
as the optimal solution value and stop. Else, return M ax(Z k−1 , M k ) as the optimal solution value and stop. Else return optimal as the optimal solution value and stop. 
Computational Results
The (p, q)−centre problem was solved using both the CON CCA and the CON ERRA for the TSP-Library data set pr439. Table 14 shows the results for both algorithms where q = 10 & 20. The first column shows the number of new facilities located, where the maximum total number of facilities was 100 (i.e. p + q ≤ 100). The next three columns correspond to the results using q = 10. The second column displays the corresponding optimal solution, Z * , and columns three and four represent the total computational time in seconds for the CON CCA and the CON ERRA, respectively. The remaining three columns display the same information, but referring to the results where q = 20. 
Conclusions and Suggestions
This paper investigates and enhances a relatively new relaxation-based algorithm proposed by Chen & Chen (2009) to optimally solve the continuous p−centre problem. Effective neighbourhood reductions are introduced to make the enhanced algorithm both deterministic and more efficient. This is empirically confirmed on five TSP-Library data sets where n ≤ 1323.
Overall, the results show that the enhanced algorithm is faster than its original counterpart.
Using the enhanced algorithm, optimal solutions for larger instances, in particular, n = 1323 and p = 10, 20 & 30 were also obtained for the first time. The enhanced algorithm was also adapted to solve the α−neighbour p−centre problem, with parameter α either a constant or allowed to vary over the demand points, as well as the conditional problem where a given number of facilities already exist. Optimal solutions were obtained for these two related location problems using the same TSP-Library data sets.
In this study, the initial lower bound for the ERRA was set to 0. A further investigation that aims to produce a reliable and efficient method to find a tighter initial lower bound could be worth the effort. This paper also introduces the variable α−neighbour p−centre problem by using a simple scheme to set coverage requirements for individual demands. From a decision maker's view point, this approach can be applied in practice by setting coverage requirements according to data distribution or the importance ranking of customers that may be available for consideration. Finally, ERRA can also be adapted to other related location problems, such as the constrained continuous p−centre problem with the presence of forbidden regions. 
