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Abstract
Numerous mathematical models in applied mathematics can be expressed as
a partial differential equation involving certain coefficients. These coefficients
are known and they describe some physical properties of the model. The di-
rect problem in this context is to solve the partial differential equation. By
contrast, an inverse problem asks for the identification of the variable coef-
ficients when a certain measurement of a solution of the partial differential
equation is available. One of the most commonly used approaches for solving
this inverse problem is by posing a constrained minimization problem which
can be written as a variational inequality.
The main contribution of this thesis is to employ various variants of extra-
gradient methods to solve the inverse problem of parameter identification
by posing it as a variational inequality. We present a thorough comparison
of projected gradient method, scaled projected gradient method and sev-
eral extragradient methods including the Marcotte variants, He-Goldstein
type method, the projection-contraction methods proposed by Solodov and
Tseng, and the hyperplane method developed by Iusem. We also test the
performance of the extragradient methods for the image debluring problem.
Keywords: Inverse problems, parameter identification, regularization, pro-
jected gradient method, extragradient methods.
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Chapter 1
Introduction
Inverse problems are well-studied for their applications to a wide variety
of fields. In the past few decades, the development of powerful computers
enabled engineers, mathematicians, and scientists to solve inverse problems
computationally, leading to significant results in computer vision, medical
imaging, physics and many other fields.
The scope of applications for the inverse problem has expanded to cover two
main problems. These include determining past states or parameters of a
physical system, and predicting the outcome of future states or parameters.
Looking into past states and parameters is important in medical imaging.
Solving the first type of problem enables us to locate the source of tumors
because tumors are generally denser, and therefore resist pulling and push-
ing more than normal tissue. Studying the second problem is important in
computer vision and other physical settings where we are estimating where
objects are going to be at a specific time or when we want to steer the
environment towards a specific outcome.
To describe the inverse problem that is the focus of this work, we consider









= f(x), 0 < x < 1, (1.1a)
u(0) = 0, (1.1b)
u(1) = 0. (1.1c)
The boundary conditions used here are Dirichlet boundary conditions. Other
type of boundary conditions can also be used.
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In the context of the above BVP, the direct problem is to find u(x), given
that a(x) and f(x) are known. On the other hand, our focus is on the inverse
problem of finding the coefficient a(x) when a measurement z of the solution
u(x) is known.
In general inverse problems are more difficult to solve than the corresponding
direct problems. This is partly due to the fact that they are ill-posed. To
explain the meaning of the ill-posedness, we recall the notion of a well-posed





The main issue here is the stability. A problem is stable if introducing small
perturbations in the data do not lead to large perturbations in the solution.
We remark that the direct problem associated to the above BVP is stable. We
demonstrate this by constructing a simple example. We choose the following
data for the above BVP:
a(x) = 4x+ 1
f(x) = 16x− 2.
We solve the BVP by using the finite element approach (see Chapter 2 for
details) by discretizing the problem using 100 uniformly spaced points on the
interior of [0, 1]. The top left picture in Figure 1.1 shows the exact coefficient,
the corresponding exact solution for u(x) is shown in the top right. Then
we add uniformly random noise to the coefficient (bottom left) and solve the
direct problem using the finite element method (bottom right).
The figure shows the well-posedness of the direct problem. The system ap-
pears stable because moderate perturbations in the coefficient have little
effect on the solution.
We remark that the inverse problem of finding the coefficient a(x) cannot be
solved directly by manipulating the BVP. To show some of the associated
obstacles, we convert the BVP in the following form:





f(y)dy, 0 < x < 1. (1.2)
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Figure 1.1: Stability of the Direct Problem
Notice that the coefficient is not even defined in the regions where du
dx
= 0.
Now consider solving equation (1.2) for the coefficient using the measurement
ũ(x) as the solution:



















In equation (1.3a), as ϵ → 0, since sin(x) is bounded, we have ũ(x) → u(x).
However, in equation (1.3b), for sufficiently small ϵ, there exists a smaller ϵ
that will increase the magnitude of dũ/dx (the derivative is not bounded).
Thus using equation (1.2) with the measurement ũ(x), forces a(x) → 0 as
ϵ→ 0 hence the problem is not stable for small perturbations in u(x).
A commonly studied approach for solving inverse problems is to pose an
equivalent optimization problem whose solution is an approximation of the
4
coefficient to be identified. The idea is to minimize the difference between
the computed solution and the measured solution using some suitable norm.
In other words, given a measurement z, the coefficient a(x) should be chosen





where ∥ ·∥ is some suitable norm and u(a) is the solution obtained by solving
the direct problem for the coefficient a(x).
We remark that the above minimization problem is a constrained optimiza-
tion problem where the BVP is the (implicit) constraint.
Since the BVP is not solvable for all a(x), we also need to impose constraints
on a(x). We define the set of feasible coefficients by Ã, where Ã is a closed
and convex set.
Finally, to cope with the ill-posedness of the inverse problem at hand, we
need to regularize the above minimization problem. Regularization consists
of adding a suitable functional to the OLS functional. The regularization
method penalizes numerical features that are not natural to our applications.
Generally, these are high frequencies in the estimated coefficient to include






where α > 0 and ∥ · ∥ is a suitable norm.



















where J(a) is either J1(a) or J2(a).
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In this work, we will solve the inverse problem by writing the above mini-
mization problem as a variational inequality of finding a∗ ∈ Ã such that
⟨J ′(a∗), a− a∗⟩ ≥ 0 ∀ a ∈ Ã, (1.8)
where J ′ is the derivative of J . We remark that the above variational in-
equality is a necessary optimality condition for the minimization problem.
However, the variational inequality turns out to be necessary as well as suf-
ficient optimality condition if the functional J is convex.
This work is devoted to the gradient based methods. We employ variants of
projected gradient methods and extragradient methods to solve the inverse
problem of parameter identification by posing it as a variational inequal-
ity. We implement numerous algorithms and present a thorough comparison
of projected gradient method, scaled projected gradient method and sev-
eral extragradient methods including the Marcotte variants, He-Goldstein
type method, the projection-contraction methods proposed by Solodov and
Tseng, and the hyperplane method developed by Iusem. We also test the
performance of the extragradient methods for the image debluring problem.
During the last two decades numerous researches have focused on extragra-
dient type methods. However, to the best of our knowledge this is the first
instance when these methods have been thoroughly compared in the context
of some applied problems.
Computation of the gradient for the objective functionals is a challenging
task for the inverse problems. In this work, we will use the Adjoint-Stiffness
method to calculate the gradient of the objective functionals.
Chapter 2
Direct Problem
In this chapter, we implement the finite element method (FEM) to solve the
direct problem with Dirichlet boundary conditions.
The finite element method is based on three central ideas. First we formulate
the boundary value problem into its variational or weak form. Then we
discretize the weak form into a linear system of equations. However, as
we increase the number of nodes, the amount of required storage greatly
increases. Hence, we need to choose the basis functions in a manner that
forces the matrix corresponding to our linear system of equations to be sparse.
2.1 Variational Form
Before we reformulate the problem, we need to introduce a few tools and
conventions that will be needed. Throughout the paper, we will only consider
the domain Ω = (0, 1). We define the linear space:
V := {v : v ∈ H1(Ω)| v(0) = v(1) = 0}.









= f(x) 0 < x < 1, (2.1a)
u(0) = 0, (2.1b)
u(1) = 0. (2.1c)
2.2. Finite Element Discretization 7
We will formulate the BVP into its variational form. Let us multiply each
side of equation (2.1) by an arbitrary test function v ∈ V and integrating















f(x)v(x)dx ∀v ∈ V (2.2)































Consequently, the variational form in an abstract form reads as:
T (a, u, v) = m(v) ∀ u, v ∈ V, (2.3)
where












f(x)v(x) dx ∀ v ∈ V. (2.4b)
It is easy to check that T (·, ·, ·) is a trilinear form which is symmetric in u
and v. If the coefficients are so chosen that the trilinear form is continuous
and coercive, that is, there are constants α > 0 and β > 0 such that
T (a, u, v) ≤ α∥u∥ ∥v∥, (2.5)
T (a, u, u) ≥ β∥u∥2, (2.6)
then the Lax-Milgram Lemma ensures that the above variational problem is
uniquely solvable.
2.2 Finite Element Discretization
Let Vn be a finite dimensional subspace of V. By restricting the variational
form to the finite dimensional subspace, we have
T (a, u, v) = m(v), ∀ v ∈ Vn. (2.7)
2.2. Finite Element Discretization 8
Let un be a solution of the above variational form.
We will next convert the above BVP into a matrix form. For this, let
{ϕ1, ϕ2, . . . , ϕn}
be a bases for Vn. By substituting v = ϕj for j = 1, . . . , n, into the above
variational form, we obtain
T (a, un, ϕ1) = m(ϕ1)
T (a, un, ϕ2) = m(ϕ2)
...
T (a, un, ϕn) = m(ϕn).





Since the solution un is not known, the problem of finding un is equivalent to




Kij = T (a, ϕj, ϕi)
Pi = m(ϕi).
The matrix K is the so-called stiffness matrix and the vector P is the load
vector.
The final ingredient of the finite element method is to choose the bases so
that the resulting matrix K is sparse. For this, we proceed as follows: We
choose N equally spaced points (called nodes) on the interior of (0, 1) and
define the meshsize h as the distance between two adjacent nodes.
We define, for a fixed mesh on [0, 1],
Vn = {p : [0, 1] → R| p is continuous and piecewise linear, p(0) = p(1) = 0}.
2.3. Matlab Implementation 9




1 for j = i
0 for j ̸= i.
It is easy to check that {ϕ1, ϕ2, . . . , ϕn−1} forms a basis for Vn. Furthermore,






if x ∈ [xj−1, xj]
xj+1−x
hj+1






Figure 2.1: Typical Basis (Hat) Function: ϕj
2.3 Matlab Implementation
We use the following Simpson’s rule to calculate the integrals:∫ a
b










2.3. Matlab Implementation 10
2.3.1 Load Vector


































































[fj−1 + 4fj + fj+1]
2.3.2 Stiffness Matrix
Due to the special basic functions the stiffness matrix K(A) is sparse and
tridiagonal. Indeed, for i, j = 1, ..., N , if |i − j| > 1 then Ki,j = 0. We will













































[aj−1 + 2aj + aj+1] .

























[aj + aj+1] .
2.4. Examples 11
Notice that K is symmetric, that is
Kj+1,j = Kj,j+1.
2.4 Examples
We solve the direct problem for some test examples, all examples are taken
with 20 interior nodes.
Example 1:
a(x) = 1 + 4x
u(x) = x− x2








a(x) = cos(2πx) + 1
u(x) = 2 sin(2πx)
f(x) = 8π2 sin(2πx)(1 + 2 cos(2πx)).
Example 4:
a(x) = ln(1 + x)
u(x) = −x2(x− 1
2
)(x− 1)
f(x) = −ln(1 + x)(−12x2 + 9x− 1)− (−4x3 + 9
2
x2 − x)/(1 + x).
2.4. Examples 12











Figure 2.2: Example 1: Direct Problem











Figure 2.3: Example 2: Direct Problem
2.4. Examples 13














Figure 2.4: Example 3: Direct Problem












Figure 2.5: Example 4: Direct Problem
Chapter 3
The Inverse Problem
In this chapter we study the inverse problem. First we use finite element
method to discretize the two objective functionals, then we find the gradient
of each functional. We use the adjoint-stiffness approach for finding the
gradient.
We assume that f(x) and a measurement of u(x), denoted by z, are known.






We are given several options for the norm, we will implement output least
squares, and a modified output least squares that captures characteristics of
the energy functional.
3.1 Finite Element Discretization
3.1.1 Output Least Squares
Let Vn be the finite dimensional subspace of the space V and let Am be the
finite dimensional subspaces of the coefficient space B. We use the same set
of the basis functions.
3.1. Finite Element Discretization 15













We proceed to obtain a finite-dimensional form for the OLS objective func-




⟨u− z, u− z⟩+ Rα(A), (3.2)
where Rα(A) is a regularization parameter which we will discuss later.
We use (3.2) to get
1
2
















(Ui − Zi)(Uj − Zj)⟨ϕi, ϕj⟩,




(U − Z)TM(U − Z) +Rα(A), (3.3)
where
U − Z = [U1 − Z1, U2 − Z2, ..., UN − ZN ]T
and




is the mass matrix.
3.1. Finite Element Discretization 16
Recall that ⟨ϕi, ϕj⟩ = 0 if |i− j| > 1 hence M is tridiagonal. Furthermore,



















































for j = 1, ..., N − 1.
3.1.2 Modified Output Least Squares




∥U(a)− Z∥2E +Rα(a). (3.4)






















(U − Z)TK(A)(U − Z) +Rα(a),
3.1. Finite Element Discretization 17
where
K(A)i,j = ⟨a(x)ϕ′i, ϕ′j⟩.








[aj + aj+1] .
3.1.3 Regularization
In practice, regularization is very effective for handling inverse problems.
This can be explained through convex analysis; the penalizing term Rα(A)
makes the objective functional strictly convex, hence it has exactly one global
minimum. However, if we choose Rα(A) poorly, then we may end up solving
a completely different problem. Below, we present some good choices for
Rα(A).
We have three choices for Rα(A). The L2 norm, the H1 norm, and the H1









However, unlike U, A is not zero at the boundary, therefore A has n + 2
entries, which implies that this mass matrix M̃ has size (n + 2) × (n + 2).
Furthermore, recall that the goal of the regularization term is to remove
unnecessary features in the coefficient. Therefore, we should consider the
derivative of the coefficient as a means to increase the smoothness of A and










K̃ is a matrix of size (n+ 2)× (n+ 2). Finally, we combine the two, as the
discrete H1 norm:
Rα(A) = α(∥a(x)∥2 + ∥a(x)′∥2). (3.5)
3.2. Gradient of the Solution Map 18
3.2 Gradient of the Solution Map
3.2.1 The Adjoint-Stiffness Approach
We define F : ℜm → ℜn to be the finite element solution operator that maps
a coefficient a ∈ Am to the approximate solution u ∈ Un, here m = n + 2.
Then F (A) = U , where U is defined by:
K(A)U = P. (3.6)










fϕi i = 1, ..., n.





































i i, j = 1, ..., n; k = 1, ...,m. (3.8)
To arrive at the gradient formula for U, we define the adjoint-stiffness matrix
L(U) by the condition
L(U)A = K(A)U ∀ A ∈ ℜm, U ∈ ℜn.
Substituting K(A), we obtain
L(U)A = (TA)U
⇒ L(U) = TU.






= Ti1kU1 + Ti2kU2 + ...+ TinkUn.
3.2.2 Adjoint Stiffness Matrix Computation
The size of L(V ) is n×m. We are using the same basis functions as describe
in Chapter 2. Two additional basis functions ψ0 and ψn+1 are shown in the







Figure 3.1: ψ0 and ψn+1
be nonzero on exactly two adjacent subintervals. This means that the ad-
joint stiffness matrix will also be sparse, however, the tridiagonal structure
will be shown in the main diagonal, the super diagonal, and the super-super
diagonal. Considering the shape of ψ0 and ψn+1, the first and last row of
L(U) will have a slightly different structure than the intermediate rows.



































X0 X1 X2 Xn+1
0
1






















































































[u1 − u2] .
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[−un−1 + un] .


















































3.2.3 Computing the Derivative of U(A)
We have
δU = DF (A)δA. (3.9)
To find δU , we begin by differentiating
K(A)U = P.
We find the derivative of the left hand side using chain rule, yielding
(DK(A)δA)U +K(A)δU = 0.
Now we exploit that K is linear in A and simplify to get
(K(A)δA)U +K(A)δU = 0
⇒ K(A)δU = −DK(A)(δA)U
⇒ K(A)δU = −K(δA)U
⇒ δU = −(K(A))−1K(δA)U.





(U − Z)TM(U − Z). (3.10)
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(δU)TM(U − Z) + 1
2
(U − Z)TM(δU)
















= −δATL(U)TK(A)−1M(U − Z).
Simplifying, we have
∇J1(A) = −L(U)TK(A)−1M(U − Z). (3.11)





(U − Z)TK(A)(U − Z). (3.12)










(U − Z)TDK(A)δA(U − Z)
= (δU)TK(A)(U − Z) + 1
2





K(A)(U − Z) + 1
2
(U − Z)TK(δA)(U − Z)
= −(δA)TL(U)T (−K(A)−1)TK(A)(U − Z) + 1
2
(U − Z)TK(δA)(U − Z)
= −(δA)TL(U)T (U − Z) + 1
2
− (δA)TL(U − Z)T (U − Z)
= −1
2









In this work, we will implement and test the numerical performance of the
following iterative schemes for solving the inverse problem of parameter iden-
tification:
1. Gradient Projection Using Armijo Line Search
2. Scaled Gradient Projection Using Barzilai-Borwein Rules
3. Khobotov Extragradient Method Using Marcotte Rules (3 Variants)
4. Solodov-Tseng’s Projection-Contraction Method
5. Improved He-Goldstein Type Extragradient Method
6. Hyperplane Extragradient Method
4.1 Test Problems
All the above methods will be tested on the following suite of test problems:
Test Problem 1:
a(x) = 1 + 4x
u(x) = x− x2
f(x) = 16x− 2.








a(x) = cos(2πx) + 1
u(x) = 2 sin(2πx)
f(x) = 8π2 sin(2πx)(1 + 2 cos(2πx)).
Test Problem 4:
a(x) = ln(1 + x)
u(x) = −x2(x− 1
2
)(x− 1)
f(x) = −ln(1 + x)(−12x2 + 9x− 1)− (−4x3 + 9
2
x2 − x)/(1 + x)
For all the experiments, we will use N = 100.
4.2 Variational Inequalities
In this work, we will solve the inverse problem of identifying variable co-
efficients in BVP by formulating the regularized output-least squares and
regularized modified output least squares functional as a variational inequal-
ity of finding A∗ ∈ Ã such that
⟨J ′(A∗), A− A∗⟩ ≥ 0, ∀ A ∈ Ã. (4.1)
The above optimality condition has a unique solution if J ′ is strongly mono-
tone (i.e.)
⟨J ′(x)− J ′(y), x− y⟩ ≥ l∥x− y∥2 ∀x, y ∈ Ã, (4.2)
and Lipschitz continuous:
∥J ′(x)− J ′(y)∥ ≤ L∥x− y∥ ∀x, y ∈ Ã. (4.3)
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We can convert the VI to a fixed point problem (FPP)
A∗ = PÃ(A
∗ − αJ ′(A∗)),
where PÃ is the project onto Ã.
We recall the projection theorem in the following:
Projection Theorem: Let Ã be a closed and convex subset of Rm. Then
for each x ∈ Rm there is a unique A∗ ∈ Ã such that:
∥x− A∗∥ = inf
A∈Ã
∥x− A∥.
We call A∗ the projection of x onto Ã; A∗ = PÃ(x).
4.3 Gradient Projection Method
The gradient projection is an iterative algorithm for the FPP
Ak+1 = PÃ(A
k − αJ ′(Ak)) (4.4)
Convergence requires that
α ∈ (0, 2l
L2
). (4.5)
Recall that this implies that J ′ is strongly monotone.
Note that we do not have information about l and L and hence need to use
a method to determine the step-length. Also, since the gradient projection
method assumes steepest descent convergence given boxed constraints we
must introduce other conditions on α to ensure convergence. To avoid the
convergence pitfalls of the steepest descent algorithm, we use the following
condition to guarantee that the change in the gradient is not proportional to
the change in the coefficient:
Find the largest possible α such that
J(Ak+1)− J(Ak) < −αλ∥J ′(Ak)∥2, (4.6)
where λ ∈ (0, 1).
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We use Armijo line search to backtrack (reduce α) until the above condition.
Now we discuss the convergence properties of the gradient projection.





It can be shown that
⟨J ′1(x)− J ′1(y), x− y⟩ ≥ −m∥x− y∥2 ∀x, y ∈ Ã. (4.7)
Since regularization term R (with parameter ϵ) is strongly convex, by defi-
nition, we have
⟨R′(x)−R′(y), x− y⟩ ≥ ϵ∥x− y∥2 ∀x, y ∈ Ã (4.8)
We are guaranteed convergence when
−m+ ϵ = m1 > 0 (4.9)
For each functional, the corresponding m is fixed, therefore, we require ϵ to
be large to ensure convergence. ϵ is large in the sense that we are adding
sufficient noise and hence are solving a different optimization problem.
To contrast the OLS functional, it can also be shown that MOLS without a
regularizer is monotone. Therefore we get better results by minimizing the
MOLS functional since MOLS requires a smaller ϵ than OLS. In the next
few sections we will discuss how extragradient methods relax the condition
of strong monotonicity which will enable us to choose a lower ϵ for each
objective functional.
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       Nodal error in coefficient
Figure 4.2: Example 1: Coefficient by Gradient Projection
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Figure 4.4: Example 2: Coefficient by Gradient Projection
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       Nodal error in coefficient
Figure 4.6: Example 3: Coefficient by Gradient Projection
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       Nodal error in coefficient
Figure 4.8: Example 4: Coefficient by Gradient Projection
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4.4 Scaled Gradient Projection
The scaled gradient projection (SGP) method has the following iterative
scheme:
Ak+1 = PÃ(A
k − αkDkJ ′(Ak)) (4.10)
It is common practice to take the scaling matrix Dk as the main diagonal of
the Hessian of Ak with all other entries equal to zero.
Algorithm SGP
Choose A0 ∈ Am, β, θ ∈ (0, 1), 0 < αmin < αmax,M > 0
For k = 0, 1, 2, ... Do the following steps:
Step 1: Choose αk ∈ [αmin, αmax] and Dk;
Step 2: Projection Y k = PÃ(A
k − αDkJ ′(Ak));
If Y k = Ak Stop;
Step 3: Descent direction: dk = Y k − Ak
Step 4: Set λk = 1 and fmax = max0≤j≤min(k,M−1)J(A
k−j)
Step 5: Backtracking loop:
If J(Ak + λkd
k) ≤ fmax + βλkJ ′(Ak)Tdk Then
Go to step 6;
Else
Set λk = θλk and go to step 5;
EndIf
Step 6: Ak+1 = Ak + λkd
k
END
Here we choose αk using the Barzilai-Borwein rules:
































j , j = max (1, k −Mα) , ..., k
)
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Example 1: Scaled Gradient Projection
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       Nodal error in coefficient
Figure 4.11: Example 1: Coefficient by SGP Method
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Example 2: Scaled Gradient Projection
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Figure 4.14: Example 2: Coefficient by SGP Method
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Example 3: Scaled Gradient Projection
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       Nodal error in coefficient
Figure 4.17: Example 3: Coefficient by SGP Method
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Example 4: Scaled Gradient Projection










































−4     Error in simulated data








−4     Nodal error in data



























       Nodal error in coefficient
Figure 4.20: Example 4: Coefficient by SGP Method
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4.5 Extragradient Method
Now we explore the extra-gradient method proposed in [26] to relax the
conditions on convergence for the projection method:
Āk = PÃ(A
k − αJ ′(Ak)) (4.12a)
Ak+1 = PÃ(A
k − αJ ′(Āk)), (4.12b)
where α is constant for all iterations.
In [4], convergence is proved under the conditions that Ã is non-empty, J ′ is
monotone and Lipshitz (with constant L) and α ∈ (0, 1/L).
Convergence problems with α will be similar to the projection gradient
method. When L is unknown, we may have difficulties choosing an ap-
propriate α. As in the gradient projection method, if α is too small then the
algorithm will converge slowly and if α is too big then it may not converge
at all. Thus we will consider extragradient methods where α is an adaptive
step-length.
4.5.1 Khobotov Extragradient Method
We are going to implement the adaptive steplength first introduced in [23]
to remove the constraint that J ′ must be Lipshitz continuous. The adaptive
algorithm is of the form:
Āk = PÃ(A
k − αkJ ′(Ak)) (4.13a)
Ak+1 = PÃ(A
k − αkJ ′(Āk)). (4.13b)
Intuitively, we get better convergence when α gets smaller between iterations,
however, it is obvious that we must also control how the sequence of {αk}
goes to zero.
We use the following reduction rule for αk given in [23]:
αk > β
Ak − Āk
J ′(Ak)− J ′(Āk)
, (4.14)
where β ∈ (0, 1). Results from [37] and [23] show that β is usually 0.8 or 0.9
which our results support. The Khobotov extragradient algorithm has the
following general algorithm:
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Khobotov-type Extragradient Algorithm
Step 1: Choose α, A0, and β
Step 2: Compute J ′(Ak)
Step 3: Compute Āk = PÃ(A
k − αJ ′(Ak))
Step 4: Compute J ′(Āk)
If J ′(Āk) = 0, STOP
Step 5: If α > β A
k−Āk
J ′(Ak)−J ′(Āk)
Then reduce αk and go to step 5;
Step 6: Compute Ak+1 = PÃ(A
k − αJ ′(Āk))
Step 7: If ∥Ak+1 − Ak∥ < TOL Then STOP, Else go to (2)
4.5.2 Marcotte Choices for Steplength
The above algorithm requires a way to reduce αk. We are going to imple-
ment the Marcotte rule [30] and its variants [37]. The original Marcotte rule







2∥J ′(Ak)− J ′(Āk)∥
}
(4.15)
Potentially we can still choose α small enough that we never reduce αk. In
this case we get very slow convergence. To avoid this, we want the sequence
αk to have the ability to increase if αk if αk−1 is smaller than optimal. The
first and second modified versions of Marcotte have this rule:
First modified version of Marcotte








where γ ∈ (0, 1).





ξ · αk−1, β
∥Ak−1 − Āk−1∥
∥J ′(Ak−1)− J ′(Āk−1)∥
}}
(4.17)
where ξ ∈ (0, 1), and α̂ is some lower limit for αk, generally, no less than
1.0× 10−4.
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Figure 4.23: Example 1: Coefficient by Marcotte Methods
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Example 2: Marcotte Methods (all three versions)
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Figure 4.26: Example 2: Coefficient by Marcotte Methods
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Example 3: Marcotte Method (similar to the first variant)












































−3     Error in simulated data







−3     Nodal error in data





















       Nodal error in coefficient
Figure 4.29: Example 3: Solution by Marcotte Method
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Example 3: Second Marcotte Method
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Figure 4.32: Example 3: Solution by Marcotte SMV Method
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Example 4: Marcotte Method (similar first variant)
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       Nodal error in coefficient
Figure 4.35: Example 4: Solution by Marcotte Method
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Example 4: Second Marcotte Method
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       Nodal error in coefficient
Figure 4.38: Example 4: Solution by Marcotte SMV Method
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4.6 Scaled Extragradient Method
Now we consider a projection-contraction type extragradient method pre-
sented by Solodov and Tseng in [34]. It involves a scaling matrix to accelerate
convergence.
Āk = PÃ(A
k − αkJ ′(Ak)) (4.18)
Ak+1 = Ak − γM−1(Tα(Ak)− Tα(PÃ(Ā
k)) (4.19)
where γ ∈ R+ and Tα = (I − αJ ′); here, I is the identity matrix, and α is
chosen such that Tα is strongly monotone.
Additional discussion of the scaling matrix is given in [37], however, in both
[37] and [34], test problems take M equal to the identity matrix.
Solodov-Tseng Method
Step 1: Choose A0, α−1, θ ∈ (0, 2), ρ, β ∈ (0, 1),M ∈ Rm×m
Step 2: Ā0 = 0, k = 0, rx = ones(m, 1)
Step 3: if ∥rx∥ < TOL then STOP
else α = αk−1, f lag = 0;
Step 4: if J ′(Ak) = 0 then STOP
Step 5: While α(Ak − Āk)T (J ′(Ak)− J ′(Āk)) > (1− ρ)∥Ak − Āk∥2 or flag = 0
If flag ̸= 0 Then α = αk−1β endif
update Āk = PÃ(A
k − αJ ′(Ak)), compute J ′(Āk)
flag = flag + 1;
endwhile
Step 6: update αk = α;
Step 7: compute γ = θρ∥Ak − Āk∥2/∥M1/2(Ak − Āk − αkJ ′(Ak) + αkJ ′(Āk))∥2;
Step 8: compute Ak+1 = Ak − γM−1(Ak − Āk − αkJ ′(Ak) + αkJ ′(Āk))
Step 9: rx = Ak+1 − Ak, k = k + 1 go to step (3)
The Solodov-Tseng method suggests a more general form for the advanced
extragradient methods:
Āk = PÃ(A
k − αkJ ′(αk)) (4.20a)
Ak+1 = PÃ(A
k − ηkJ ′(Āk)), (4.20b)
where αk and ηk are chosen using different rules.
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Figure 4.40: Example 1: Coefficient by Solodov-Tseng Method
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Figure 4.42: Example 2: Coefficient Solodov-Tseng Method
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Figure 4.44: Example 3: Coefficient by Solodov-Tseng Method
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Figure 4.46: Example 4: Coefficient by Solodov-Tseng Method
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4.7 Goldstein-Type Methods
The classical Goldstein projection method presented in [27] is of the form:
Ak+1 = PÃ[A
k − βkJ ′(Ak)]. (4.21)
The He-Goldstein method, an extragradient method that requires Lipschitz
continuity and strong monotonicity of J ′ is of the form:
Āk = PÃ(J
′(Ak)− βkAk) (4.22a)
Ak+1 = Ak − 1
βk
{J ′(Ak)− Āk}. (4.22b)






Ak+1 = Ak − r(Ak, βk). (4.23b)
We are going to implement the more general version of equation (4.23) pre-
sented in [27], it allows us to control the second projection (choosing ηk).
Improved Goldstein-type method





{J ′(Ak)− PÃ[J ′(Ak)− βkAk]}
If ∥r(Ak, βk) ≤ ϵ then STOP
Step 2: Ak+1 = Ak − γαkr(Ak, βk) where αk := 1− 14βkτ







Then βk+1 = max{βL, 12βk}
Else if ωk >
3
2
Then βk+1 = min{βU , 65βk}
Step 4: k = k + 1, go to step (1);
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Figure 4.48: Example 2: Coefficient by Goldstein Extragradient Variant
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Figure 4.50: Example 3: Coefficient by Goldstein Extragradient Variant
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Figure 4.52: Example 4: Coefficient by Goldstein Extragradient Variant
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4.8 Hyperplane Extragradient Method
We choose ηk using the following rule from [37]:
ηk =
⟨J ′(Āk), Ak − Āk⟩
∥J ′(Āk)∥2
(4.24)
The idea here is that the hyperplane of all solutions A such that
⟨J ′(Āk), Āk − A⟩ = 0, (4.25)
separates all the solutions onto one side of the hyperplane. Using our def-
initions of the variational inequality, we know which side the solutions fall
onto:
⟨J ′(A∗), Āk − A∗⟩ ≥ 0 (4.26)
Consequently, if J ′ is monotone, then we also have
⟨J ′(Āk), Āk − A∗⟩ ≥ 0. (4.27)
Thus if
⟨J ′(Āk), Āk − Ak⟩ < 0, (4.28)
then we know that we have to look for the solution on the other side of the
hyperplane.
This method, presented by Iusem, requires three constants, ϵ ∈ (0, 1) and
α̃ ≥ α̂ > 0 such that the sequence αk is computed such that
⟨J ′(Āk), Āk − Ak⟩ ≤ 0,
when αk ∈ [α̂, α̃].
4.8. Hyperplane Extragradient Method 56
Hyperplane method
Step 1: Choose A0, ϵ, α̂, α̃
Step 2: Set k = 0, rx = ones(m, 1)
Step 3: If ∥rx∥ < TOL then STOP
Step 4: Choose α̃k using a finite bracketing procedure
Step 5: Compute Ãk = PÃ(A
k − α̃kJ ′(Ak)) and J ′(Ãk)
Step 6: If J ′(Ãk) = 0 then STOP
Step 7: If ∥J ′((̃A)k − J ′(Ak)∥ ≤ ∥Ã
k−Ak∥2
2α̃2k∥J ′(Ak)∥
Then Āk = Ãk




≤ ∥J ′(PÃ(Ak − αkJ ′(Ak)))− J ′(Ak)∥ ≤
∥Ãk−Ak∥2
2α̃2k∥J ′(Ak)∥
Step 8: Compute Āk = PÃ(A
k − αkJ ′(Ak))
Step 9: If J ′(Āk) = 0 then STOP
Step 10: Compute ηk
Step 11: Compute Ak+1 = PÃ(A
k − ηJ ′(Āk))
Step 12: rx = Ak+1 − Ak, k = k + 1; go to (3);
4.8. Hyperplane Extragradient Method 57




















−6     Error in simulated data





−6     Nodal error in data






















−3 Error in coefficient






−3       Nodal error in coefficient
Figure 4.54: Example 1: Coefficient by Hyperplane Extragradient Variant
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Figure 4.56: Example 2: Coefficient by Hyperplane Extragradient Variant
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Figure 4.58: Example 3: Coefficient by Hyperplane Extragradient Variant
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Figure 4.60: Example 4: Coefficient by Hyperplane Extragradient Variant
Chapter 5
Performance Analysis
In this section, we present a comparison for the following methods:
1. Gradient Projection Using Armijo Line Search
2. Scaled Gradient Projection Using Barzilai-Borwein Rules
3. Khobotov Extragradient Method Using Marcotte Rules (3 Versions)
4. Solodov-Tseng (Projection-Contraction) Method
5. Improved He-Goldstein Type Extragradient Method




N=100 L2-Error Iterations ϵ
Gradient Projection 2.24e− 5 100000 6.0e-6
SGP 1.80e− 5 10000 5.0e-6
Marcotte methods 2.63− 6 10977 1.0e-6
Solodov-Tseng 2.63e− 6 30159 1.0e-6
Hyperplane 2.63e− 6 5464 1.0e-6
◦ Set gradient tolerance to 1.0e-10
◦ Parameters for examples:
◦ Gradient Projection: gradient did not reach 1.0e-10 after 100000 iter-
ations.
◦ Marcotte: α = 100, β = 0.8
◦ First variant: α = 70, β = 0.8, γ = 0.9
◦ Second variant: α = 70, β = 0.8, γ = 0.8, αmax = .0004
◦ SGP: β = 0.8, θ = 0.9, αmin = .001, αmax = 1000, τ = .9
◦ Solodov-Tseng: α−1 = 10, θ = 1.5, ρ = 0.9, β = 0.7
◦ Hyperplane: ϵ = 1.0e− 4, α̂ = 35, α̃ = 75
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Example 2
N=100 L2 Error ϵ
Gradient Projection 5.08e− 7 4.0e-5
SGP 5.14e− 7 4.0e-5
Marcotte Methods 3.34e− 8 1.0e-6
Solodov-Tseng 3.13e− 8 1.0e-6
He-Goldstein variant 3.18e− 8 1.0e-6
Hyperplane 3.11e− 8 1.0e-6
◦ Set gradient tolerance = 1.0e− 10
◦ Parameters for examples:
◦ Gradient Projection: Did not reach gradient tolerance after 30000 it-
erations
◦ Marcotte: α = .99, β = 0.9
◦ First variant: α = .99, β = 0.8, γ = 0.8
◦ Second variant: α = .99, β = 0.8, γ = 0.8, αmax = .001
◦ Solodov-Tseng α−1 = 1.1, θ = 1.6, ρ = 0.8, β = 0.8
◦ SGP: β = 0.8, θ = 0.9, αmin = .001, αmax = 1000, τ = .9
◦ He-Goldstein variant: γ = 0.8, τ = 2, β = 0.8, βL = 1/(2 ∗ τ), βU = 25
◦ Hyperplane: ϵ = 1.0e− 7, α̂ = .06, α̃ = .1
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Example 3
N=100 L2 Error ϵ
Gradient Projection 8.84e− 4 8.0e-3
SGP 5.56e− 4 9.0e-3
Marcotte 3.41e− 4 5.0e-4
Solodov-Tseng 6.61e− 4 9.0e-3
He-Goldstein variant 7.29e− 5 9.0e-3
Hyperplane 5.57e− 5 9.0e-3
◦ Gradient tolerance = 1.0e− 8
◦ Parameters for examples:
◦ Marcotte: α = .19, β = 0.7
◦ First variant: α = .1, β = 0.8, γ = 0.9
◦ Second variant: α = .1, β = 0.8, γ = 0.9, αmax = .0005
◦ SGP: β = 0.8, θ = 0.7, αmin = .001, αmax = 0.1, τ = .9
◦ Solodov-Tseng: α−1 = .01, θ = 1.5, ρ = 0.9, β = 0.7
◦ He-Goldstein variant: γ = 0.8, τ = 2, β = 0.8, βL = 1/(2 ∗ τ), βU = 25
◦ Hyperplane: ϵ = 0.5, α̂ = .01, α̃ = .05
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Example 4
N=100 L2 Error ϵ
Gradient Projection 4.80e− 4 4.0e-5
SGP 3.57e− 4 4.0e-5
Marcotte 2.37e− 4 3.0e-5
Solodov-Tseng 3.56e− 4 3.0e-5
He-Goldstein variant 1.10e− 5 4.0e-7
Hyperplane 5.57e− 5 4.0e-6
◦ Gradient tolerance = 1.0e− 10
◦ Parameters for examples:
◦ Marcotte: α = .19, β = 0.7
◦ First variant: α = .1, β = 0.8, γ = 0.9
◦ Second variant: α = .1, β = 0.8, γ = 0.9, αmax = .0005
◦ SGP: β = 0.8, θ = 0.9, αmin = .001, αmax = 1000, τ = .9,
◦ Solodov-Tseng: α−1 = .01, θ = 1.5, ρ = 0.9, β = 0.7
◦ He-Goldstein variant: γ = 0.8, τ = 2, β = 0.8, βL = 1/(2 ∗ τ), βU = 25
◦ Hyperplane: ϵ = 1.0e− 4, α̂ = .001, α̃ = .05
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5.2 Analysis
In this chapter, we compare the results for each method and discuss the bene-
fits and potential problems of each method as well as parameter selection. We
start with the Marcotte methods. Of the three methods presented, the first
variant is the best, while the second variant is generally slightly worse, while
the simple Marcotte method performs generally worse. Visually it is nearly
impossible to distinguish between the resulting coefficients of each method
(See Appendix). This can be explained by the way that the sequence of αk
are chosen.























Figure 5.1: αk for Various Marcotte Methods
Although these methods perform better than gradient projection, the scaled
gradient projection method easily out-performs the Marcotte methods. How-
ever, we expect this because the scaled gradient projection method uses the
Hessian to improve convergence. However, we also need to consider the cost
of computing the Hessian (the main diagonal entries using the finite differ-
ence method). Although SGP finds solutions with fewer iterations, we look
into the extragradient methods to improve the runtime even though some of
the methods (i.e. Marcotte methods) will require more iterations to converge.
Rather than writing the codes to stop after a fixed iteration, we modified
several codes to stop when the gradient reached a certain tolerance (gener-
ally 10−8). This was an excellent way to balance the cost-benefits of each
method, and to fully understand their convergence properties. This is espe-
cially important in the SGP method where there are spikes in the gradient
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(due to spikes in α).
















Figure 5.2: Spikes in the Scaled Gradient Projection Method
The Solodov-Tseng method is not as good as the SGP method for several im-
portant reasons. First, the scaling matrix M is not updated at each iterate,
second, the Solodov-Tseng method required several parameters for initial-
ization. These parameters are considerably harder to determine than other
methods. Generally speaking, choosing poor parameters results in either
an error, or forces you to take a really high regularization parameter which
takes away from the accuracy of the coefficient. A low α−1 is most influential
in affecting the regularization parameter. In some cases, the S-T method
converges fast, but obtains less accuracy than other methods.
The He-Goldstein variant obtains similar accuracy as the S-T method, how-
ever, the He-Goldstein variant is a much better algorithm. First and fore-
most, there are less parameters to guess. Second, these parameters are less
sensitive. Overall, the He-Goldstein variant is a good algorithm.
The last method to discuss is the hyperplane method. It quickly approaches
the solution however, there are instances when the algorithm gets ”stuck”
near the hyperplane. Specifically, when Āk is near the hyperplane, then the
difference between Ak and Ak+1 is minimal. Sometimes, the sequence of α′s
or η′s stops being adaptive and the solution begins to converge slowly. As
in Example 1, we obtained convergence (grad = 10−10) in 5465 iterations,
however, at 1000 iterations, the solution doesn’t seem to be converging very
fast. Overall, the method is best at 10000 iterations.
Chapter 6
Methods for Image Denoising
In this chapter, we explore the following methods for image denoising:
1. Projected Landweber Method
2. ISRA Method (Scaled gradient projection)
3. Khobotov Extragradient Using Marcotte Rules
4. Solodov-Tseng Method
Throughout the chapter, we are going to use images and techniques from [2].
The author provides a detailed analysis of conjugate gradient least squares
method which we can use for comparisons.
6.1 Iterative Methods







where G is a blurring operator that introduces Gaussian noise into the system
and d is the blurred image. We also add a small amount of random noise
into d. It is important that G is very sparse. For a picture of size 200 by 200
pixels, a dense matrix would require about 13 gigabytes of storage (the matrix
is 2002×2002) but a matrix with less than .1 percent nonzero elements, which
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is sufficient to add blurring to the system, only requires about 12 megabytes
of storage [2].
To set up this system as a variational inequality, we need know ∇Jd(m).
∇Jd(m) = GT (Gm− d). (6.2)
Landweber Iteration:
This method is very simple and is given in [2].
mk+1 = mk − ωGT (Gmk − d). (6.3)
We can use projections on this method:
mk+1 = PC(m
k − ωGT (Gmk − d)). (6.4)
This suggests that we implement the projected Landweber (PL) method with
inactive constraints which enables our codes to solve equation 6.3.
ISRA Method:
[10] suggests another common technique. The ISRAmethod has semi-convergence.
Since regularization is not built in to this method, we still obtain good re-
sults in relatively few number of iterations. The method is equivalent to the
scaled gradient projection method of using the Hessian







where multiplication and division of vectors are in the Hadamard sense, i.e.
pixel by pixel.
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PL Method















Figure 6.1: PL Method: Original (top), blurred (middle), restored (bottom)
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ISRA Method















Figure 6.2: ISRA: Original (top), blurred (middle), restored (bottom)
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Marcotte Method















Figure 6.3: Marcotte: Original (top), blurred (middle), restored (bottom)
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Marcotte Method: First Variant















Figure 6.4: FMV: Original (top), blurred (middle), restored (bottom)
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Marcotte Method: Second Variant















Figure 6.5: SMV: Original (top), blurred (middle), restored (bottom)
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Solodov-Tseng Method















Figure 6.6: S-T: Original (top), blurred (middle), restored (bottom)
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ISRA Method
Figure 6.7: ISRA: Original (top), blurred (middle), restored (bottom)
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ISRA Method
Figure 6.8: ISRA: Original (top), blurred (middle), restored (bottom)
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