Simulation of laser-driven cratering experiments on aluminum by AUBERT, Bertrand et al.
Science Arts & Métiers (SAM)
is an open access repository that collects the work of Arts et Métiers Institute of
Technology researchers and makes it freely available over the web where possible.
This is an author-deposited version published in: https://sam.ensam.eu
Handle ID: .http://hdl.handle.net/10985/19450
To cite this version :
Bertrand AUBERT, David HEBERT, Jean-Luc RULLIER, Emilien LESCOUTE, Laurent VIDEAU,
Laurent BERTHE - Simulation of laser-driven cratering experiments on aluminum - Journal of
Laser Applications - Vol. 31, n°4, p.1-10 - 2019
Any correspondence concerning this service should be sent to the repository
Administrator : archiveouverte@ensam.eu
Simulation of laser-driven cratering experiments
on aluminum
Bertrand Aubert,1,a) David Hebert,1 Jean-Luc Rullier,1 Emilien Lescoute,2 Laurent Videau,2 and Laurent Berthe3
AFFILIATIONS
1CEA CESTA, 15 Avenue des Sablieres, CS60001, 33116 Le Barp Cedex, France
2CEA DIF, Bruyeres-le-Chatel, 91297 Arpajon Cedex, France
3Laboratoire PIMM—UPR80006 CNRS—ENSAM, 151 Boulevard de l’Hôpital, 75013 Paris, France
ABSTRACT
After a brief description of the physical principles involved in the cratering process, the authors present a specific methodology to simulate
laser-driven cratering experiments performed with a long pulse duration (100 ns) and a small focal spot diameter (220 μm). This method-
ology can be divided into two steps. First, the 2D-axisymmetrical pressure field generated by the laser on the target is determined from
laser parameters. Second, this pressure is applied on the surface of the target in a Eulerian simulation. In order to validate this methodol-
ogy, the authors simulate a laser shot on a thin aluminum target whose rear surface velocity is recorded by a VISAR (Velocity
Interferometer System for Any Reflector). Once validated, they use the methodology to simulate laser-driven cratering experiments on
semi-infinite aluminum targets. Numerical results are compared to experimental measurements of the craters. Although slight differences
are pointed out and discussed, the proposed methodology is well adapted to simulate craterization laser shots.
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I. INTRODUCTION
The number of space debris occupying Earth’s orbital space is
constantly increasing. Satellites and spacecrafts must be designed to
resist impacts of several kilometers per second with such debris.1
Usually, launchers are used to recreate this type of impact in the
laboratory, but it is difficult to reach very high impact velocities
with large projectiles (typically above 10 km s1 for a projectile of
millimeter size).2,3 It has been observed since the 1970s that laser
irradiation could be used to generate similar damage.4–8
For many laser applications, the focal spot size used is large
compared to the dimensions of the sample, and laser-driven
shock simulations are usually performed with the monodimen-
sional Lagrangian code.9,10 For smaller focal spot size or thicker
samples, two-dimensional11,12 or three-dimensional13 simula-
tions are required. Moreover, if the deformations induced by the
laser shock are too large, Lagrangian simulations are no longer
suitable and an alternative must be found, such as Eulerian simu-
lations. If the laser deposit is sufficiently brief and ends before
large deformations appear, then it is possible to use the Lagrangian
mode during the deposit and then to skip to the Eulerian mode for
the rest of the simulation.7,14
In the present paper, we focus on numerical simulations of
laser-driven cratering experiments performed with the GCLT laser
facility (Generateur de Choc Laser Transportable) on aluminum
targets. During the cratering process, very large deformations are
observed. Furthermore, a long pulse duration is used for this study
(100 ns), so large deformations appear while the laser deposit is not
yet finished. This prevents us from starting the simulation in the
Lagrangian mode and continuing it in the Eulerian mode. As a conse-
quence, we chose to use a Eulerian scheme throughout the simulation.
In Sec. II, the main physical principles involved in the crater-
ization process are described. Similarities between projectile impacts
and laser irradiations are pointed out. In Sec. III, we propose a com-
plete methodology adapted to simulate laser-driven cratering experi-
ments, and we present the numerical tools that have been used.
Two different types of experiments have been performed during this
study: the first one to validate our methodology and the second one
to apply it. The two experimental setups are presented in Sec. IV. In
Sec. V, the methodology is validated, thanks to a laser shot per-
formed on a thin aluminum target instrumented with the VISAR
(Velocity Interferometer System for Any Reflector).15 Finally, in
Sec. VI, the methodology is applied to the simulation of laser-driven
cratering experiments on thick aluminum targets.
II. PHYSICAL PRINCIPLES
Under certain conditions, a projectile impact can lead to the
formation of a crater. It depends on the impact velocity, the stiffness
of materials, and the relative size of the projectile compared to the
target thickness. In this study, we are interested in hypervelocity
impacts of ductile projectiles on semi-infinite ductile targets. This
type of impact always generates craters. Temporally, the formation
of these craters can be divided into three steps:16
1. Shock waves are generated and propagate into both the target
and the projectile leading to the formation of a crater in the
target and the deformation of the projectile.
2. Crater expands until the shock waves have been sufficiently
attenuated to no longer be able to deform the target material.
3. Crater volume may decrease slightly by an elastic rebound and
temperature slowly goes back to the ambient inducing recrystal-
lization of the material.
Similarly, it is possible to generate a crater by focusing a high
power laser on a semi-infinite target.5 The process of formation can
be described as follows:
1. In the first moments of the interaction, laser irradiation is
absorbed in the skin depth of the solid target due to the inverse
bremsstrahlung mechanism.
2. Surface matter rapidly reaches its vaporization temperature
leading to the formation of a plasma. Progressively, a continu-
ous regime of ablation is established: laser energy is deposited in
the plasma area where electronic density is close to the critical
density and partially transported to the solid target by conduction
leading to a new material evaporation which feeds the plasma.
3. During its rapid expansion, the plasma applies a pressure on the
surface of the target. This pressure, called ablation pressure, gen-
erates a shock wave in the target.
4. As for a projectile impact, this shock wave generates a crater
which grows until the attenuation of the wave and potentially
decreases by an elastic rebound.
Thermal effects are probably the main difference between pro-
jectile impacts and laser irradiation. The plasma generated by the
laser can reach very high temperature (typically .106 K), whereas a
projectile impact induces temperature of only a few hundreds of
kelvin in the target. However, if the thickness ablated by the laser is
sufficiently thin compared to the crater depth, thermal effects may
not significantly affect the cratering process. In this case, it seems
possible to use laser facilities to reproduce projectile impacts.
III. METHODOLOGY AND NUMERICAL TOOLS
In order to establish an analogy between projectile impact and
laser irradiation, it is essential to know the pressure induced by the
laser on the target because it is the link between the two processes.
Some empirical formulas5,17–19 allow one to evaluate the ablation
pressure knowing laser parameters and target properties, but it
has been shown that numerical simulations were more accurate.20
The aim of this section is to propose a methodology adapted to
simulate a laser-driven craterization shot and, therefore, to deter-
mine the ablation pressure.
A global simulation of the craterization process requires a code
able to manage laser/matter interaction (beam propagation, reflec-
tion, absorption, ionization, conduction, hydrodynamics of evapora-
tion, and plasma expansion) and mechanical response of the target
(hydrodynamics of shock waves propagation, elastoplasticity, and
damage). However, the scales of these phenomena are very different
temporally and spatially. On the one hand, the mesh size near the
target surface cannot exceed 109 m to correctly reproduce the laser
deposit so we have to use time steps of about 1013 s with respect to
the CFL condition. On the other hand, the time of the formation of
a crater is of about 106 s, so the number of cycles required for a
complete simulation is very significant.
In order to reduce computational time, we decided to split
the two phenomena by coupling two different codes: the ESTHER
code to simulate the laser/mater interaction and the HESIONE
code to simulate the shock propagation in the target and the crater
formation. The two codes are linked by the ablation pressure as
described below.
For each laser shot, the following parameters are known:
energy delivered to the target E, the temporal profile of the impul-
sion f (t), and the spatial distribution of intensity g(r). The fluence
at the center of the focal spot F(r ¼ 0, t) can also be determined
from these parameters. This fluence and material properties of the
target are used as input data of an ESTHER simulation. ESTHER is
a Lagrangian monodimensional code developed by the French
Atomic Energy Commission (CEA). It is able to manage the laser/
matter interaction and the shock propagation from the picosecond
regime to the nanosecond regime.20–22 It solves the following
system of conservation equations:
@ρ
@t
þ ∇  (ρ v!) ¼ 0, (1)
@(ρ v!)
@t
þ ∇  [ρ v! v!þ pI] ¼ 0!, (2)
@(ρetot)
@t
þ ∇  (ρetot þ pI v!) ¼ ∇  (λ∇T)þ σr2 k E
!k2, (3)
where t is the time, ρ is the density, v! is the velocity, p is the hydro-
static pressure, etot is the total energy defined as etot ¼ eint þ 12 v!
2
, λ
is the thermal conductivity, T is the temperature, and σr is the real
part of the complex electric conductivity ~σ. The complex electric
field, denoted E
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where λ0 is the wavelength of the laser and ~n is the complex index of
refraction in the plasma. To close the system of equations, we use an
equation of state which provides a thermodynamically consistent
relation between P, eint, ρ, and T . Note that material parameters ~σ,
~n, and λ have to be known over a wide range of pressure and tem-
perature from a solid to plasma state. The data we used for our
specific case will be presented in Sec. V B.
From ESTHER simulation, we can extract the ablation pres-
sure generated at the center of the focal spot Pab(r ¼ 0, t).
Combining this monodimensional ablation pressure law with
the spatial distribution of intensity g(r) measured experimentally,
we build the 2D-axisymmetrical pressure field generated by the
laser Pab(r, t).
Then, this pressure field is used as a boundary condition of an
HESIONE simulation. HESIONE is a hydrodynamic code devel-
oped by the CEA which can be used in either Lagrangian or
Eulerian mode to simulate the mechanical response of a material
under dynamic loading in 1D, 2D, 2D-axisymmetrical, or 3D rep-
resentation. It solves the following three conservation equations:
@ρ
@t
þ ∇  (ρ v!) ¼ 0, (5)
@(ρ v!)
@t
þ ∇  [ρ v! v! σ] ¼ 0!, (6)
@(ρetot)
@t
þ ∇  (ρetot  σ v!) ¼ 0, (7)
where σ is the stress tensor defined by σ ¼ pI þ S, with S being
the deviatoric stress tensor. An equation of state is used to close
this system of equations. For isotropic materials, S is given by the
following incremental constitutive relation:
dS
dt
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where G is the shear modulus and
D ¼ 1
2
[∇ v!þ (∇ v!)t], (9)
Ω ¼ 1
2
[∇ v! (∇ v!)t]: (10)
The plasticity criterion associated with this behavior law is based






 Y , (11)
where Y is the yield strength. The expressions of G and Y used for
our study will be presented in Sec. V B.
All the HESIONE simulations presented in this paper were
performed in the Eulerian mode using the BBC numerical scheme23
and a 2D-axisymmetrical representation. In the Eulerian mode,
HESIONE solves multimaterial flow equations on a Cartesian grid.
In each cell, each material is represented by its volume fraction,
so the concept of boundary is not clear. Consequently, we use a
fictitious domain to apply the laser-induced pressure. This tech-
nique consists of imposing the pressure within a fictitious material
placed in front of the target.
Finally, craters’ dimensions (depth, diameter, and volume) are
extracted from the simulation. They are directly comparable with
experimental measurements for the corresponding crater.
The complete methodology is summarized in Fig. 1.
IV. EXPERIMENTAL SETUP
The laser used for our experiments is the GCLT laser facility
located at CEA-DIF (France). This Nd:YAG high power laser deliv-
ers energies from 1 to 40 J with an adjustable pulse duration from
5 to 100 ns at 1057 nm wavelength. Several phase plates are avail-
able to shape the focal spot to the desired size. Intensities up to
1013 W cm2 can be reached, so the target is positioned inside a
vacuum chamber to avoid a breakdown in ambient air. The pres-
sure in the chamber is close to 0.05 mbar.
For all the laser shots considered in this paper, the 100 ns
impulsion was used along with a focal spot diameter of about
220 μm. For each laser shot, we record the temporal profile f (t) of
the pulse and the amount of energy E delivered on the target. Once
a day, we measure the spatial distribution of energy using a CCD
camera placed at the target position. This spatial distribution was
stable during all the experiments. Figure 2(a) shows the temporal
profile for a regular shot. We note that there are some oscillations
with a temporal periodicity of 5 ns, which are due to the laser
source. Figure 2(b) shows the spatial distribution of energy. Despite
FIG. 1. Methodology proposed to simulate a laser-driven craterization shot.
the presence of a phase plate, we observe some inhomogeneities in
the focal spot. Their characteristic size is close to 35 μm.
Figure 2(b) can be seen as a matrix whose each element cor-
responds to a CCD sensor of the camera. The value measured by
each captor is proportional to the energy received by this sensor.
Thus, by summing all the elements of the matrix and multiplying
this sum by the surface of a sensor, we obtain a quantity directly
proportional to the total energy delivered by the laser. To generate
a 2D-axisymmetrical profile g(r) from Fig. 2(b), the following
tasks are applied to the matrix:
1. calculation of the centroid,
2. calculation of the mean fluence Fmean of the central plateau of
the focal spot (we consider that the plateau corresponds to
pixels within 70 μm of the centroid),
3. simplification of the focal spot by replacing all values of the
plateau by Fmean,
4. calculation of a radial profile denoted ~g(r) by circular average
around the centroid,
5. simplification of ~g(r) for r . 300 μm using an exponential law
to correct measurement noise around the spot, and
6. determination of g(r) proportional to ~g(r) and satisfying the
relation
Ð1
0 2πrg(r)dr ¼ E.
The result of this procedure is shown in Fig. 3, where the dotted
line indicates the extrapolation used to eliminate the measurement
noise. Two points may seem questionable in this procedure. The
first point is the validity of using an average fluence Fmean on the
central plateau (item 2). This approximation was necessary to
smooth the inhomogeneities in the focal spot and obtain an axi-
symmetrical intensity profile. The second point concerns the
exponential extrapolation (item 5). We will validate these choices
in Sec. V with experiments on thin aluminum targets.
Targets were all made of 6061-T6 aluminum. Two different
thicknesses have been used: 188+ 2 μm for validation experiments
and about 3 mm for cratering experiments. In the first case, free
surface velocities are recorded using a VISAR.15 In the second case,
resulting craters are measured with an optical profilometer (Bruker
Contour GT). Figure 4 is a schematic view of the two experimental
setups. In order to characterize the laser loading spatially, four laser
shots are performed on thin targets with different positions of the
VISAR recording. The first VISAR record is located on the symme-
try axis (r ¼ 0 μm), and the second one near the edge of the laser
profile (r ¼ 250 μm). The two other records are clearly located out
of the laser spot (r ¼ 500 μm and r ¼ 750 μm). Good repeatability
FIG. 2. Normalized temporal profile (a) and spatial distribution of energy (b) for
a typical laser shot with a 250 μm focal spot diameter on the GCLT facility.
FIG. 3. Normalized 2D-axisymmetrical intensity profile g(r ) obtained for the
focal spot presented in Fig. 2(b).
of the laser allows us to consider that the four shots are identical
and equivalent to a single shot with four different VISAR measure-
ments, as shown in Fig. 4(a).
V. VALIDATION OF THE METHODOLOGY
A. Experimental results
Four laser shots have been performed with different posi-
tions of the VISAR recording as shown in Fig. 4(a). All the
targets had the same thickness of 188+ 2 μm and all the laser
pulses had the same energy of 39:5+ 0:6 J with almost identical
temporal profiles. Experimental measurements of free surface
velocities are shown in Fig. 5.
Since the pulse duration (100 ns) is longer than the transit time
of the shock through the target (30 ns), it is an almost steady shock
configuration. When the shock reaches the free surface, a first velocity
jump is observed at 30 ns and a release wave is generated. This wave
travels back through the sample. When it reaches the front surface, it
is reflected into a reshock. The second velocity jump observed at
90 ns corresponds to the arrival of this reshock at the rear surface.
Some oscillations are present in the velocity records with an approxi-
mate period of 5 ns and an amplitude of +10%. Very similar oscilla-
tions are present in the temporal profile shown in Fig. 2(a); they are
probably due to fluctuations of the laser intensity during the pulse.
Furthermore, we note that the velocity is still significant (50m s1)
at a radius of 750 μm although it is very far from the beam edge.
Moreover, the sphericity of the shock wave induces a slight difference
of arrival time of the shock between the four VISAR positions.
B. Numerical simulations
In the first step, Fmean and f (t) are used as input data of an
ESTHER simulation. In this simulation, hydrodynamic behavior of
aluminum is described with the equation of state SESAME 3720
and the parameters ~σ, ~n, and λ (see Sec. III) are calculated by inter-
polation from data in the following asymptotic regimes:
• near to the standard state,24,25
• in warm and dense plasma (ρ . 103 g cm3),26 and
• in warm and rarefied plasma (ρ , 103 g cm3).27
As output data, we obtain a 1D ablation pressure law PESTHER, which
corresponds to the ablation pressure Pab at the center of the focal spot,
PESTHER(t) ¼ Pab(r ¼ 0, t): (12)
FIG. 4. Schematic of the setups used for validation experiments (a) and crater-
ing experiments (b).
FIG. 5. Free surface velocities measured by the VISAR in four different posi-
tions for a 39.5 J shot with a 100 ns pulse duration and a 220 μm focal spot
diameter on a 188 μm aluminum target. Time t ¼ 0 ns corresponds to the
beginning of laser irradiation and time t ¼ 100 ns to its end.
Assuming that the radial profile g(r) (Fig. 3) does not depend on the
intensity level, we can write
I(r, t) ¼ I(r ¼ 0, t)g(r): (13)
Some simulations have been performed with the ESTHER code at
various laser intensities to establish a relation between the maximum
ablation pressure and the laser intensity (Fig. 6). We observed that
Pab / I0:7. The 0.7 exponent is consistent with the literature which
propose exponents between 0.66 and 0.8.5,17–19
Consequently, we obtain a 2D-axisymmetrical ablation pres-
sure field,
Pab(r, t) ¼ PESTHER(t)g(r)0:7: (14)
In our case, this pressure field is presented in Fig. 7. Spatially,
the pressure decreases slowly following the radial profile g(r) at a
power of 0.7. Temporally, the pressure is close to a top-hat of about
100 ns followed by a slow decrease. The oscillations observed are
the consequence of the oscillations present in the temporal profile
of intensity because they have the same period.
This pressure field can then be applied as a boundary condi-
tion in the HESIONE hydrocode using a fictitious material placed
in front of the target. In this material, the pressure always satisfies
the following relation:
P(r, t) ¼ Pab(r, t): (15)
By pressing the surface of the target, the fictitious material repro-
duces the behavior of the plasma.
In the HESIONE simulation, the behavior of 6061-T6 alumi-
num is described with the equation of state SESAME 3720 and the
SCG model.28 With this model, rheological parameters are affected
by strain hardening, pressure hardening, and thermal softening
effects. Concretely, the yield strength Y and the shear modulus G
depend on density ρ, pressure P, temperature T , and plastic strain
ϵ. If the temperature is higher than the melting temperature of the
material, then G and Y are set to zero, else they are governed by
the following equations:
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The parameters Y0, Ymax, G0, Gp, GT , ρ0, β, n, and ϵi are
defined elsewhere.28 The present targets have been extracted from a
massive piece of 6061-T6 aluminum which has been used in the
past for various experiments.29–31 In our simulation, we use the
parameters of the SCG model which have been calibrated and vali-
dated on these experiments. They are presented in Table I.
The numerical results obtained using the HESIONE code are
compared to experimental measurements of free surface velocities
in Fig. 8. For these Eulerian simulations, a Cartesian mesh was
used with a mesh size of 2 μm× 2 μm. Globally, the four velocities
are well reproduced by our simulation. Specifically, there is good
agreement on the second arrival of the shock at 90 ns.
C. Discussion
This good agreement validates our modeling of laser loading.
Specifically, the use of an average fluence on the central plateau of the
focal spot and our extrapolation of the radial profile g(r) (see Fig. 3).
Spatial heterogeneities present in the focal spot generate trans-
verse mechanical waves inside the target which lead to a smoothing
of the stress wave traveling through the sample thickness. We can
affirm that a thickness of 188 μm is sufficient to completely smooth
these heterogeneities.
It is interesting to note that the laser intensity decreases by two
orders of magnitude in 750 μm according to our exponential extrap-
olation, whereas the velocity of the rear surface only decreases by
one order of magnitude in 750 μm. Such a difference is attributed to
FIG. 7. 2D-axisymmetrical ablation pressure law Pab(r , t) for a 39.5 J shot with a
100 ns pulse duration and a 220 μm focal spot diameter on an aluminum target.
FIG. 6. Pressure/intensity law obtained with the ESTHER code in the case of
square pulses of 100 ns. The pressure has been averaged over the pulse duration.
edge effects that are predominant in our experimental configuration.
Indeed, release waves are generated at the focal spot edges. When
these waves reach the center of the spot, they reduce the shock level
in this location. Simultaneously, stress waves are generated and
propagate outwards, increasing the stress (and the rear surface
velocity) at locations away from the center of the focal spot.
In conclusion, good agreement observed between numerical and
experimental results valids our methodology of simulation. Now, we
can use it to simulate cratering experiments on thick targets.
VI. APPLICATION TO LASER-DRIVEN CRATERING
A. Experimental results
Seven shots were performed on the GCLT facility at energies
between 3 and 36 J on 3 mm thick 6061-T6 aluminum targets. This
thickness being very large compared to dimensions of resulting
craters, targets can be considered as semi-infinite. The complete
experimental setup is described in Sec. IV.
All the craters have been measured using an interferometric
profilometer. It provides us a 3D map of each crater from which we
extract a profile crossing the crater center. At high energy (.20 J),
craters can be considered as axisymmetrical, so the extracted profile
does not depend of the direction chosen for the cut. The profile of
the crater obtained with an energy of 20.6 J is shown in Fig. 9.
Contrariwise, at low energy (,20 J), there are some hollows at the
bottom of the craters, so they are not perfectly axisymmetrical.
These hollows are probably the consequence of the inhomogenei-
ties observed in the focal spot [see Fig. 2(b)].
On each crater profile, we measure the maximum depth d, the
diameter f and the volume V . We define these quantities relative
to the initial surface of the sample. It is possible to precisely
measure d, but there are some uncertainties for f and V . Indeed,
there are no lips around the craters so the intersection with the
initial surface is not very precise. To bypass this problem, we fit
each crater profile by a parabola of the following form:
p(r) ¼ ar2  d, (18)
where r is the radial coordinate and a is a real. Then, f and V are
TABLE I. Set of parameters used for the SCG model of 6061-T6 aluminum.
Y0 (GPa) Ymax (GPa) G0 (GPa) Gp GT (GPa K
−1) ρ0 (kg m
−3) β n ϵi
0.4 0.5 27.6 1.799 52 −0.017 001 6 2700 5550 0.1 0
FIG. 8. Comparison between experimental (dotted lines) and numerical results
(solid lines) for free surface velocities of a thin aluminum target at different radii.
Note the different scales for the two graphs.
FIG. 9. 2D profile of the crater generated by the 20.6 J shot. This profile is












					 ¼ π8 df2: (19)
The overall dimensions are summarized in Table II. The shapes of
the two smallest craters cannot be fitted by parabolas, so we do not
measure f and V for these two craters.
We consider that the uncertainty about d is negligible and the
uncertainty about f is close to 10%, so, according to Eqs. (18)
and (19), the uncertainty about V is 20%. These uncertainties are
mainly due to the fact that craters are not perfectly axisymmetric
and their shapes are not exactly parabolic.
B. Numerical simulations
Figure 10 shows a comparison between experimental and
numerical profiles for the 20.6 J shot. The simulation was stopped
1.5 μs after the laser deposit because the quantities d, f, and V no
longer evolve afterwards. The experimental crater depth is well
reproduced, but the shape of the crater edges is different. Our simu-
lation predicts the formation of lips around the crater, whereas these
lips are not observed experimentally. Therefore, the diameter is
underestimated by simulation.
The seven experimental shots presented above have been
simulated. From each simulation, the crater profile has been
extracted and the quantities d, f, and V have been measured. A
comparison of these quantities with experimental data of Table II
is shown in Fig. 11. Concerning d, simulated data underestimate
the measurements at low energy (,20 J), but a good agreement is
observed at high energy (.20 J). Given that d is defined as the
maximal depth, the presence of hollows at the bottom of experi-
mental craters at low energy can explain this difference. f is
always underestimated by the simulation because the crater edges
are never well calculated as for the 20.6 J shot presented in
TABLE II. Summary of experimental measurements for craterization laser shots on
thick aluminum targets.
E (J) d (μm) f+ 10% (μm) V + 20% (×106 μm3)
3.7 12 … …
7.0 27 … …
10.1 44 368 2.3
15.8 95 406 6.2
20.6 122 425 8.7
28.2 155 455 12.6
36.0 204 513 21.1
FIG. 10. Comparison between experimental and numerical crater profiles for
the 20.6 J shot (simulation stopped 1.5 μs after the laser shot). FIG. 11. Evolution of d, f, and V as a function of the laser energy.
Fig. 10. However, the trend followed by f is well predicted by the
simulation. Logically, V is also underestimated. We notice that
the relative error decreases as the energy increases.
C. Discussion
Some of the differences that have been pointed out could be
due to thermal effects which are visible all around the crater as
shown in Fig. 12. On this top view of the 20.6 J crater, we observe
that melted matter has been ejected during crater formation. The
same projections have been observed in Ref. 32. In order to better
appreciate this phenomenon, the 2D profile is plotted under the top
view with the same radial scale. This profile is identical to the black
profile shown in Fig. 10, but scales are very different between the
two figures. The effect of a laser pressure applied on a liquid surface
is studied in Ref. 33. The ejected matter is materialized by a small
extra thickness of a few micrometers deposited all around the crater
at a distance of about 1 mm from the center. More precisely, we
suppose that the interaction of the laser with the matter melts a thin
layer of aluminum and mechanical effects project it all around the
crater. During its ejection, this melted matter can erode solid mate-
rial on the edges of the crater. This could explain the fact that exper-
imental craters do not have lips.
Our simulation method cannot reproduce this phenomenon
because the laser/matter interaction and the mechanical response of
the material are treated with two different codes. In the HESIONE
simulations, the pressure is applied to a target which is initially
cold and solid. Moreover, the thermal conductivity is neglected
in these simulations.
For the shots presented in this paper, the thickness of matter
affected by thermal effects varies between 10 and 30 μm depending
on the laser intensity. This thickness is small compared to the crater
depth at high intensities, but it is of the same order of magnitude at
low intensities. In the latter case, thermal effects cannot be neglected
in view of the mechanical effects. It explains the large difference
observed on the crater depth at low energies in Fig. 11. Moreover, at
low energies, the inhomogeneities in the focal spot generate inho-
mogeneities in the stress wave. Our 2D-axisymmetrical simulations
are not able to take this phenomenon into account.
VII. CONCLUSION
A methodology to simulate craterization laser shots have been
proposed. A first code is used to treat the laser/matter interaction
and determine the pressure generated by the laser on the target
surface. This pressure is then used as a boundary condition of a
second code to simulate the shock propagation and the mechanical
response of the material. This second code is Eulerian, so simula-
tions are robust and well adapted to the large deformations observed
during the cratering process.
The methodology has been applied to simulate a series of
nanosecond laser shots on semi-infinite targets of 6061-T6 alumi-
num. Comparing experimental and numerical crater profiles,
some differences are observed. For the most part, they can be
explained by thermal effects, which can be significant in this laser
regime. However, our simulations are able to predict the evolution
of craters’ dimensions as a function of the laser energy.
The authors are interested in the effect of laser irradiation on
other materials such as brittle materials. Experimental results on a
porous graphite have already been presented in Ref. 8. Numerical
simulations of these laser shots will be simulated following the
present methodology which remains valid for this type of material.
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