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ABSTRACT
This work derives and analyzes an online learning strategy for track-
ing the average of time-varying distributed signals by relying on
randomized coordinate-descent updates. During each iteration, each
agent selects or observes a random entry of the observation vector,
and different agents may select different entries of their observations
before engaging in a consultation step. Careful coordination of the
interactions among agents is necessary to avoid bias and ensure con-
vergence. We provide a convergence analysis for the proposed meth-
ods, and illustrate the results by means of simulations.
Index Terms— dynamic average diffusion, consensus, push-
sum algorithm, coordinate descent, exact diffusion.
1. INTRODUCTION AND MOTIVATION
We consider the problem in which a collection of K networked
agents, indexed k = 1, 2, . . . ,K, is interested in tracking the av-
erage of time-varying signals {rk,i} arriving at the agents, where k
is the agent index and i is the time index. The objective is for the
agents to attain tracking in a decentralized manner through local in-
teractions with their neighbors. This type of problem is common in
many applications. For example, consider the following distributed
empirical risk minimization problem [1–7], which arises in many
traditional machine learning formulations:
w? = min
w∈RM
J(w)
∆
=
1
K
K∑
k=1
Q(w;Xk) (1)
where Q(w;Xk) is some loss function that depends on the data Xk
at location or agent k. If we let wk,i denote an estimate for the min-
imizer w? at agent k at time i, and let Xk,i denote the data received
at that agent at the same time instant, then some solution methods to
(1) involve tracking the average gradient defined by [2, 6, 8]:
r¯i =
1
K
K∑
k=1
∇wQ(wk,i;Xk,i) (2)
where each term inside the summation represents the signal rk,i.
Likewise, in learning problem formulations involving feature vectors
and parameter models that are distributed over space, or loss func-
tions that are expressed in the form of sums [9–14], we encounter
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optimization problems of the form
w? = min
w∈RM
J(w) =
1
N
N∑
n=1
Q
( 1
K
K∑
k=1
f(wk;Xk,n)
)
(3)
where f(wk;Xk,n) is some linear or nonlinear function that depends
on the n−th feature set, Xk,n, available at agent k. Some solution
methods to (3) involve tracking the average quantity:
r¯i =
1
K
K∑
k=1
 f(wk,i;Xk,1)...
f(wk,i;Xk,N )
 (4)
where again each term inside the summation represents an rk,i sig-
nal.
There are several useful distributed algorithms in the literature
for computing the average of static signals {rk} (i.e., signals that
do not vary with the time index i), and which are distributed across
a network [1, 3, 7, 15–17]. One famous algorithm is the consensus
strategy which takes the form
wk,i =
∑
`∈Nk
a`kw`,i−1, where wk,0 = rk (5)
where a`k is a nonnegative factor scaling the information from agent
` to agent k and A = [a`k] is some doubly-stochastic matrix. More-
over, the notationNk denotes the set of neighbors of agent k. In this
implementation, each agent starts from its observation vector rk and
continually averages the state values of its neighbors. After sufficient
iterations, it is well-known that
wk,i → 1
K
K∑
k=1
rk (6)
under some mild conditions onA [7,17–20]. When the static signals
{rk} become dynamic and are replaced by {rk,i}, a useful varia-
tion is the dynamic average consensus algorithm from [21–23]. It
replaces (5) by the recursion:
wk,i =
∑
`∈Nk
a`kw`,i−1+rk,i−rk,i−1, where wk,0 = rk,0 (7)
where the difference rk,i − rk,i−1 is added as a driving term. In
this case, it can be shown that if the signals {rk,i} converge to static
values, i.e., if rk,i → rk, then result (6) continues to hold [21, 22].
Recursion (7) is motivated in [21, 22] using useful but heuristic ar-
guments.
Motivated by these considerations, in this work, we develop a
dynamic average diffusion strategy for tracking the average of time-
varying signals {rk,i} by formulating an optimization problem and
showing how to solve it by applying the exact diffusion strategy
from [6, 24]. One of the main contributions relative to earlier ap-
proaches is that we are specifically interested in the case in which the
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dimension of the observation vectors {rk,i}may be too large, which
means that a solution like (7) will necessitate the sharing of long
vectors wk,i among the agents resulting in an inefficient communi-
cation scheme, especially in real-time processing scenarios. We are
also interested in the case in which each agent k can only observe one
random entry of rk,i at each iteration (either by design or by choice).
In this case, it will be wasteful to share the full vectorwk,i since only
one entry of wk,i will be affected by the new information. To handle
these situations, we will need to incorporate elements of random-
ized coordinate-descent [25–28] into the operation of the algorithm
in line with approaches from [29–31]. Therefore, the motivation for
choosing coordinate-wise updates is mainly due the communication
and real-time processing constraints. Doing so, however, introduces
one nontrivial complication: different agents may be selecting or ob-
serving different entries of their vectors rk,i, which raises a question
about how to coordinate or synchronize their interactions.
In order to facilitate the presentation, we shall assume initially
that all agents select the same entry of their observation vectors at
each iteration. Subsequently, we will show how to employ push-
sum ideas [32–35] to allow each agent to select its own local entry
independently of the other agents.
Related works: This paper combines three techniques (dynamic
averaging, coordinate-wise updates, and the push-sum method) into
a consolidated method for online tracking. Although there have been
works in the literature on these techniques separately, they have been
rarely combined into a unifying tool within the same framework.
Here are some overviews of prior works:
1) Dynamic average algorithm: The algorithm has been used be-
fore, e.g., in [21, 22, 36]. A variety of exact first-order distributed
algorithms [2, 6, 8, 16, 24, 37] have also been researched in recent
years. However, to the best of our knowledge, this paper appears to
be the first to combine these two types of methodologies to solve the
online tracking problem.
2) Coordinate-wise updates: There is extensive literature on using
coordinate-descent updates for static signals [25, 27, 28, 38, 39]. We,
however, focus on dynamic signals. One main challenge in the dy-
namic scenario is that one may not be able to retrieve the coordi-
nate gradient or other coordinate-wise information from the previ-
ous iteration due to evolution over time. To address this challenge,
we exploit the SAGA technique [30, 40] to introduce an auxiliary
dynamic memory, which helps balance the requirement of dynamic
signal tracking and reduced computations. As a result, the paper also
needs to account for the presence of delays, which sets the analysis
apart from other works [31, 41].
3) Push-sum method: This method corrects the bias in the algo-
rithm due to asymmetry in the network topology [42]. The push-sum
method has been introduced in [42] to correct the bias when perform
the consensus task in the asymmetry structure of network. The main
idea is to keep updating another set of weights along with the sig-
nal. The construction has been extended from the pure consensus
formulation to distributed optimization problems [32,34,35,43–45].
Reference [45] has relations to the current manuscript in that they
studied a block/coordinate algorithm with an embedded push-sum
strategy. However, this reference focused on static distributed op-
timization problems. Moreover, the use of the push-sum strategy in
our current manuscript is used to address the induced flow imbalance
of information that is generated by the coordinate updates. Also,
unlike earlier works on dynamic push-sum algorithms [32, 33, 45],
which assume B−strongly connected networks, the analysis in the
current work is based on a more relaxed unbounded assumption.
The references mentioned so far focus mainly on deriving solu-
tions in the primal domain and use first-order distributed algorithms
for tracking. There are of course other families of distributed meth-
ods for tracking dynamic signals, such as those based on the ADMM
procedure [46, 47], and the distributed Kalman filter [48–50]. These
are powerful methods with good convergence rates. Nevertheless,
these methods have high communication requirements among agents
and the design of coordinate-wise techniques for them is more chal-
lenging. The main focus of our manuscript is on the development of
a tracking method for scenarios with limited communication band-
width and where the processing latency is critical.
Notation: We use plain letters for deterministic variables, and
boldface letters for random variables. We also use E x to denote the
expectation with respect to x, col{x1, · · · , xn} to denote a column
vector formed by stacking x1, · · · , xn, (·)T to denote transposition,
 to Hadamard production, and ‖ · ‖ for the 2-norm of a matrix or
the Euclidean norm of a vector. Throughout the paper, we use the
subscripts i, j to index iterations and time, and k, ` as the index of
agent,w(n) to refer to the n-th entry of vectorw. We also sometimes
use i, j as superscripts to refer to iterations and time. The notation
1N = col{1, . . . , 1} ∈ RN andNk represents the neighborhood set
of agent k.
2. MOTIVATION OF BASE ALGORITHM
In this section, we derive a basic distributed tracking strategy re-
ferred to as dynamic average diffusion, which will serve as the cor-
nerstone for our later discussion and the more general algorithm
derivation shown further ahead. Dynamic average diffusion is sim-
ilar to dynamic average consensus (7) except that the combination
matrix A is also applied to the dynamic signal rk – see (16) below.
We shall derive the dynamic average diffusion strategy by adapt-
ing the derivation of the exact diffusion method [6, 24] to the dy-
namic signal tracking scenario. To do so, we will need to intro-
duce an appropriate cost function. This is approach is in contrast
to the derivation of the dynamic average consensus method, which
has a close relationship to the bias-corrected method known as EX-
TRA [16] but does not actually follow from it directly. In this sec-
tion, we also derive the dynamic tracking methods based on other
popular distributed optimization strategies such as gradient-tracking
[2, 8, 37, 45, 51–53] and compare them with the proposed dynamic
average diffusion approach.
2.1. Review of Exact Diffusion Strategy
One effective decentralized method to solve problems of the form:
w?
∆
= arg min
w∈RM
J(w)
∆
=
1
K
K∑
k=1
Jk(w) (8)
is the Exact diffusion strategy [6,24]. In (8), each Jk(w) refers to the
risk function at agent k and is generally convex or strongly-convex.
For simplicity, we shall assume in this work that each Jk(w) is dif-
ferentiable although the analysis can be extended to non-smooth risk
functions by employing subgradient constructions, along the lines
of [7, 54], or proximal constructions similar to [5, 55]. To imple-
ment exact diffusion, we need to associate a combination matrix
A = [a`k]
K
`,k=1 with the network graph, where a positive weight
a`k is used to scale data that flows from node ` to k if both nodes
happen to be neighbors. In this paper we assume that:
Assumption 1 (TOPOLOGY) The underlying topology is strongly
connected, and the combination matrix A is symmetric and doubly
stochastic, i.e.,
A = AT and A1K = 1K (9)
where 1 is a vector with all unit entries. We further assume that
akk > 0 for at least one agent k. 
We further introduce µ as the positive step-size parameter for all
nodes. The exact diffusion algorithm is listed in (10a)–(10c). It
is shown in [24] that the local variables wk,i converge to the exact
minimizer of problem (8), w?, at a linear convergence rate under
relatively mild conditions.
Algorithm 1 [Exact diffusion strategy for each node k] [6, 24]
Initialize wk,0 arbitrarily, and let ψk,0 = wk,0.
Repeat iteration i = 1, 2, 3 · · · until convergence
ψk,i = wk,i−1 − µ∇wJk(wk,i−1) (10a)
φk,i = ψk,i + wk,i−1 − ψk,i−1 (10b)
wk,i =
∑
`∈Nk
a`kφ`,i (10c)
2.2. Dynamic Average Diffusion
Now, we consider a time-varying quadratic risk function of the form
Jk,i(w) =
1
2
‖w − rk,i‖2 (11)
and introduce the average cost
Ji(w)
∆
=
1
K
K∑
k=1
Jk,i(w) (12)
At every time instant i, if we optimize Ji(w) over w then it is clear
that the minimizer, denoted by woi , will coincide with the average of
the observed signals:
woi = r¯i
∆
=
1
K
K∑
k=1
rk,i (13)
Therefore, one way to track the average of the signals {rk,i} is to
track the minimizer of the aggregate cost Ji(w) defined by (12).
Apart from the time index, this cost has a form similar to (8) es-
pecially when the observations signals {rk,i} approach steady-state
values where they become static. This motivates us to apply the ex-
act diffusion construction (10a)–(10c) to the risks defined by (12).
Doing so leads to the recursions:
ψk,i = (1− µ)wk,i−1 + µrk,i (14a)
φk,i = ψk,i + wk,i−1 − ψk,i−1 (14b)
wk,i =
∑
`∈Nk
a`kφ`,i (14c)
Combining (14a)–(14c) into a single recursion, we obtain:
wk,i =
∑
`∈Nk
a`k
(
(1− µ)w`,i−1 + µr`,i + w`,i−1
− (1− µ)w`,i−2 − µr`,i−1
)
(15)
so that by selecting µ = 1, the algorithm reduces to what we shall
refer to as the dynamic average diffusion algorithm:
Algorithm 2 [Dynamic average diffusion]
Initialize: w0 = rk,0.
Repeat iteration i = 1, 2, 3, . . .until converge
wk,i =
∑
`∈Nk
a`k(w`,i−1 + r`,i − r`,i−1) (16)
Other values for µ are of course possible by using instead (15).
Comparing (16) with the consensus version (5), we see that the scal-
ing weights {a`k} in (16) are multiplying the combined sum of the
weight iterate w`,i−1 and the difference of the current and past ob-
servation vectors, r`,i − r`,i−1. Moreover, and importantly, while
in the consensus construction (5) each agent k employs only its own
observation vector, we see in (16) that all observations vectors from
the neighborhoodNk of agent k contribute to the update of wk,i. In
this way, agents need to share their weight iterates along with the
difference of their observation vectors. In a future section, we shall
show how agents can only share single entries of their observations
vectors chosen at random.
There are several interesting properties associated with the dy-
namic diffusion strategy (16). First, at any time i, the average of the
{wk,i} coincides with the average of the {rk,i}, i.e.,
1
K
K∑
k=1
wk,i =
1
K
K∑
k=1
rk,i, ∀i (17)
This property can be easily shown using mathematical induction.
Second, when the signal is static, i.e., rk,i ≡ rk, Algorithm 2 re-
duces to the classical consensus construction (5). Third, when the
signal rk,i converges to some steady-state value rk, or their time
variations become uniform after some time io, i.e.,
rk,i − rk,i−1 = rk′,i − rk′,i−1, ∀k, k′, i > io (18)
then it can be shown that
lim
i→∞
‖wk,i − r¯i‖ = 0 (19)
This conclusion is a special case of later results in this paper and
therefore its proof will follow by specializing the arguments used
later in Theorem 1.
Remark: The setting we consider in this paper is the dynamic and
continuous tracking scenario, which typically runs the algorithm
continually or stops after some specified number of iterations. How-
ever, in some cases, it can be useful to employ a stopping criterion,
for example, when the dynamic signal becomes static after some
stages and there is no need to continue tracking it. One feasible
policy is for each agent to employ the comparison:
‖wk,i − wk,i−1‖ ≤  (20)
It is crucial to note that different agents might satisfy (20) at differ-
ent iterations, i.e., some agents might satisfy the stopping criterion
earlier than other agents. Therefore, when agents meet their conver-
gence criteria, they can stop updating their iterates wk,i but continue
to respond to communication requests from their neighbors.
2.3. Derivation based on other methods
We could also attempt to apply similar arguments to other distributed
algorithms in an effort to obtain other variations for dynamic aver-
aging. However, as the analysis will show, these other methods will
lead to more complex solutions than what is proposed in (16). For
example, if we apply the EXTRA algorithm [16] to (12), we have
wk,i =
∑
`∈Nk
a˜`kw`,i−1 −
∑
`∈Nk
a˜`k
2
wi−2,`
− µ
(
∇wJk,i(wk,i−1)−∇wJk,i−1(wi−2,k)
)
=
∑
`∈Nk
a˜`kw`,i−1 −
∑
`∈Nk
a˜`k
2
wi−2,`
− µ
(
wk,i−1 − rk,i − wi−2,k + rk,i−1
)
(21)
where
a˜`k =
{
a`k ` 6= k
1 + a`k ` = k
(22)
Similarly, after setting µ = 1, we have
wk,i =
∑
`∈Nk
a`kw`,i−1 + rk,i − rk,i−1 −
∑
`∈Nk
a˜`k
2
wi−2,` + wi−2,k
(23)
Compared with dynamic average consensus:
wk,i =
∑
`∈Nk
a`kw`,i−1 + rk,i − rk,i−1 (24)
we see that we have an extra term:
−
∑
`∈Nk
a˜`k
2
wi−2,` + wi−2,k (25)
Although it will be zero as wk,i reaches consensus, it increases the
algorithm complexity unnecessarily for this problem (12) due to the
asymmetric structure.
Another common approach is gradient-tracking based algo-
rithms [2,8,37,45,51–53]. Taking DIGing [2] algorithm as example:
wk,i =
∑
`∈Nk
a`k (w`,i−1 − µy`,i−1)
yk,i =
∑
`∈Nk
a`k (y`,i−1 +∇wJ`,i(w`,i)−∇wJ`,i−1(w`,i−1))
(26)
Using a similar argument and setting µ = 1, we have
wk,i =
∑
`∈Nk
a`k (w`,i−1 − y`,i−1)
yk,i =
∑
`∈Nk
a`k
[
y`,i−1 +
(
w`,i − r`,i − w`,i−1 + r`,i−1
)]
(27)
Note that recursion (27) requires two rounds of communication,
which is a natural issue stemming from gradient-tracking based al-
gorithms — one communication is to combine the primary variable
w and the other is for the gradient information.
The performance comparison between consensus, diffusion,
EXTRA, exact diffusion and gradient-tracking on the static cost
fucntion are well studied in [2, 24, 56, 57]. We will compare all
above derived methods in the dynamic scenario later in Sec. 6 —
see Fig. 4. In following sections, we will extend dynamic average
diffusion to the random coordinate update case in order to exchange
only one coordinate or one block of coordinates per iteration. It
is worth pointing out that the technique we derive in the following
sections is not tied to (16) although the derivation will be based on
(16).
3. SYNCHRONIZED RANDOM UPDATES
Let us consider next the case in which each agent k can only access
(either by design or by choice) one random entry within the vector
rk,i. We denote the index of that entry byni at iteration i; we use the
boldface notation because ni will be selected at random and bold-
face symbols denote random quantities in our notation. We shall first
assume that all agents select the same ni; later we consider the case
in which ni varies among agents and replace the notation by nki in-
stead, with the superscript k referring to the agent. This situation
will then enable a fully distributed solution.
When all agents select the same random index ni, one naive so-
lution to update their weight iterates is to resort to coordinate-descent
type constructions [25,26]. Namely, at iteration i, the index ni is se-
lected uniformly and then only the ni−th entry of wk,i is updated,
say, as:
wk,i(ni)=
∑
`∈Nk
a`k
(
w`,i−1(ni) + r`,i(ni)− r`,i−1(ni)︸ ︷︷ ︸
unavailable
)
wk,i(n) = wk,i−1(n), n 6= ni (28)
where the notation w(n), for a vector w, refers to the n−th entry
of that vector. This iteration applies (19) to the ni−th entry of
wk,i and keeps all other entries of this vector unchanged relative
towk,i−1. Although simple, this algorithm is not implementable for
one subtle reason. This is because at time i− 1, agent ` can only
observe r`,i−1(ni−1) and not r`,i−1(ni). In other words, the vari-
able r`,i−1(ni) is not available; this variable would be available if
we allow agent ` to save the entire vector r`,i−1 from the previous
iteration and then select its ni−th entry at time i. However, doing
so, defeats the purpose of a coordinate-descent solution where the
purpose is to avoid working with long observation vectors and to
work instead with scalar entries. We can circumvent this difficulty
as follows. We let j refer to the most recent iteration from the past
where the same index ni was chosen the last time; the value of j
clearly depends on ni. Then, we can replace (28) by:wk,i(ni)=
∑
`∈Nk
a`k
(
w`,j(ni) + r`,i(ni)− r`,j(ni)
)
wk,i(n) = wk,i−1(n), n 6= ni
(29)
where the index j appears in two locations on the right-hand side:
within w`,j and r`,j(·). Note first that this implementation is now
feasible because the scalar value r`,j(ni) from the past can be saved
into a memory variable. Specifically, for every agent k we introduce
a vector vk,i, which is updated with time. At every iteration i, an
index ni is selected and the value of the observation entry rk,i(ni)
is saved into the ni−th location of vk,i for later access the next time
the index ni is selected. It is also important to use w`,j(ni), with
the same subscript j, along with r`,i(ni) in (29) in order to maintain
the mean property (17). However, due the definition of j and the
second line in (29) , we know thatw`,j(ni) = w`,i−1(ni). Hence,
Algorithm 3 [Dynamic average diffusion with syn-
chronous random updates]
Initialization: set wk,0 = rk,0; vk,0 = rk,0.
Repeat for i = 1, 2, . . . until convergence:
ni ∼U [1, N ] (uniform sampling) (34a)
wk,i =Scniwk,i−1 +
∑
`∈N`
a`k Sni(w`,i−1 + r`,i − v`,i−1)
(34b)
vk,i =Scnivk,i−1 + Snirk,i (34c)
the resulting algorithm is:
wk,i(ni)=
∑
`∈Nk
a`k(w`,i−1(ni) + r`,i(ni)− v`,i−1(ni))
wk,i(n) = wk,i−1(n), n 6= ni
vk,i(n) =
{
rk,i(n), if n = ni
vk,i−1(n), if n 6= ni
(30)
To simplify the notation, we introduce the indicator function:
I[expression] ∆=
{
1, if expression is true
0, if expression is false
(31)
and the selection matrix:
Sni
∆
=

I[ni = 1]
I[ni = 2]
. . .
I[ni = N ]
 (32)
This matrix is diagonal with a single unit entry on the diagonal at the
location of the active index ni. All other entries are zero. We also
introduce the complement matrix:
Scni
∆
= IN − Sni (33)
Using these matrices, the resulting algorithm is listed in Algorithm
3. The proof of the convergence is provided later in Sec. 5.1.
4. INDEPENDENT RANDOM UPDATES
4.1. A first attempt at random indices
Algorithm 3 requires all agents to observe the same “random” in-
dex ni at iteration i. In this section, we will allow ni to be locally
selected by the agents. To refer to this generality, we replace the no-
tationni bynki , wheren
k
i is selected uniformly from {1, 2, . . . , N}
by agent k.
In this way, agents now cannot share the same entries of their ob-
servation vectors. However, they will generally exist smaller groups
of agents that end up selecting the same index (since indexes are
chosen at random). We can represent this possibility by examining
replicas of the network topology, as illustrated by Fig. 1. In each
layer, we highlight in blue the agents that selected the same index.
For example, all four blue agents in the top layer selected the entry
of index n = 1; i.e., for these agents, nki = 1. Only one agent in
the second layer selected index n = 2 and three agents in the bottom
layer selected the index n = 3.
Motivated by the discussion that led to Algorithm 3, we can similarly
Original Topology
iteration
Fig. 1: An example involving a network with K = 8 and N = 3.
The sharing of information over the original network in a coordinate-
wise manner can be viewed as sharing full information over a multi-
layered topology. The blue nodes at layer n represent the agents that
have activated entries at iteration i.
start from the following recursions:
wk,i(n
k
i ) =
∑
`∈Nk,n`i=nki
a`k
(
w`,i−1(n
`
i) + r`,i(n
`
i)− v`,i−1(n`i)
)
wk,i(n) = wk,i−1(n)
+
∑
`∈Nk,n`i=n
a`k
(
w`,i−1(n) + r`,i(n)− v`,i−1(n)
)
,
if n 6= nki
vk,i(n) =
{
rk,i(n), if n = n
k
i
vk,i−1(n), if n 6= nki
(35)
where the summation
∑
`∈Nk,n`i=n refers to adding over the neigh-
bor agents ` whose selected random index n`i is equal to n. In this
implementation, agents that select the same index within the neigh-
borhood of agent k are processed together in a manner similar to
Algorithm 3. However, there is one important difficulty with this
implementation, which does not work correctly. This is because∑
`∈Nk,n`i=n
a`k 6=
∑
`∈Nk
a`k = 1 (36)
In other words, the “effective” combination matrix for any of the lay-
ers (on the right side of Fig. 1) is not necessarily doubly-stochastic
anymore. Even worse, the topology from one layer to another and
from one iteration to another keeps changing due the random selec-
tions at each agent. These facts bias the operation of the algorithm
and prevent the agents from reaching consensus. We need to account
for these difficulties.
4.2. Push-sum correction
We shall exploit some properties from the push-sum construction.
Basically, recall that the original push-sum algorithm deals with the
problem of seeking the mean r¯ of static signals {rk}. One appeal-
ing property of the push-sum algorithm is that it can be applied to
time-varying row stochastic matrices, i.e., to graphs where outgoing
scaling factors add up to one, say,
K∑
k=1
a
(i)
`k = 1, ∀`, i (37)
where the superscript i is added to indicate time-variation. This con-
dition only requires the outgoing weights a`k (from agent ` to agent
k) to sum up to one; it does not require the incoming weights into
agent k to add up to one. Moreover, it is common to assume that the
topology satisfies the following condition.
Assumption 2 (TIME-VARYING TOPOLOGY ASSUMPTION [34] )
The sequence A(i) = [a(i)`k ] is a stationary and ergodic sequence
of stochastic matrices with positive diagonal entries , and EA(i) is
primitive. 
If we apply the classical consensus algorithm (6) under this condi-
tion:
wk,i =
∑
`∈Nk
a
(i)
`kw`,i−1, wherewk,0 = rk (38)
then wk,i will not reach consensus [8]. In order to reach consensus
under this time-varing row stochastic topology, the push-sum algo-
rithm construction introduces a vector variable pk,i to help correct
for bias. The algorithm starts from wk,0 = rk and p0,k = 1 (1 is
the vector with all entries equal one):
wk,i =
∑
`∈Nk
a
(i)
`kw`,i−1
pk,i =
∑
`∈Nk
a
(i)
`k p`,i−1
xk,i =wk,i/pk,i
(39)
where the last equality is used to mean that the individual entries of
wk,i are divided by the corresponding entry in pk,i; it refers to an
element-wise division. It can be shown under Assumption 2 that this
algorithm leads to [32, 34]:
lim
i→∞
xk,i
a.s.
= r¯ (40)
Later in Sec. 5.2, we provide additional explanations that further
clarify why this construction works correctly — see the explanation
leading to (79).
Remark: Many other works on dynamic push-sum algorithms
[32, 33, 45] assume a B-strongly connected network (namely, that
there exists a finite value B such that the union of network topology
in any consecutiveB iterations is strongly connected). This assump-
tion does not fit into our case because we allow agents to select in-
dexes independently of past selections and of other agents. Instead,
we just the network to be strongly connected on average. 
4.3. Dynamic diffusion with independent random updates
We can exploit the push-sum construction in the dynamic diffusion
scenario when random indexes are selected at each iteration. As
we mentioned before, the implementation (35) will not reach the
desired consensus since the incoming weights {a`k} do not add up
to one. However, we assumed the underlying matrix A is doubly-
stochastic, which implies that the outgoing weights still add up to
one. Hence, the push-sum construction can be utilized to solve the
bias introduced by (35). One important property to enforce is that
the entries in pk,i and wk,i should undergo similar updates. Doing
so leads to Algorithm 4.
Comparing (34a)–(34b) with (41b)–(41d), there are two main
modifications. One is that the updated index is allowed to vary at
different locations. Another is that the output is xk,i instead ofwk,i,
i.e., the value after correction by pk,i. On the other hand, if we
Algorithm 4 [Dynamic average diffusion algorithm with
independent random updates]
Initialization: set wk,0 = rk,0; vk,0 = rk,0; pk,0 = 1.
Repeat for i = 1, 2, . . . until convergence:
nki ∼U [1, N ] (locally uniform sampling) (41a)
wk,i =Scnkiwk,i−1 (41b)
+
∑
`∈Nk
a`k Sn`i (w`,i−1 + r`,i − v`,i−1)
pk,i =Scnki pk,i−1
∑
`∈Nk
a`k Sn`ip`,i−1 (41c)
vk,i =Scnki vk,i−1+Snki rk,i (41d)
xk,i =wk,i/pk,i (entry-wise division) (41e)
force nki = n
k′
i for all k and k
′, the Algorithm 4 will reduces to
Algorithm 3 by noting that pk,i = 1 for any i, k. The proof of the
convergence of Algorithm 3 is provided later in the Sec. 5.3.
4.4. Special case without push-sum correction
There is one special case where wk,i from (35) can still converge to
the desired mean value without the push-sum correction. The special
case is when
lim
i→∞
1
K
K∑
k=1
rk,i = 0 (42)
This scenario is quite common in the case of tracking the sum of
gradients in empirical risk minimization problems. It can be verified
that in this case it holds thatwk,i → 0, i.e., with or without division
by pk,i. To shed some intuition on this statement, assume that we
have shown that the output xk,i in Algorithm 4 has converged to the
desired consensus value 0. Then, we also know pk,i is non-zero due
to the non-zero initial value of pk,0 and the fact that A is primitive.
Now from (41e), we conclude that
wk,i = xk,i  pk,i
= 0pk,i
= 0 (43)
where  is the Hadamard product, i.e., entry-wise multiplication.
This confirms that without correction, all {wk,i} will still converge
to the desired value 0. The detailed proof of this statement is pro-
vided in the next section.
This also helps understand the recent push-pull type algorithm
[8, 58], which uses a pull-network for consensus {wk} and a push-
network for aggregating the gradient over agents. In that case, these
works are interested in tracking the average of {∇Jk(wk)}, where
Jk is some cost function associated with agent k. If the algorithm
converges to the global optimal point of the aggregated cost function∑K
k=1 Jk(w), then we know that he average of {∇Jk(wk)} should
be zero and this conclusion is consistent with the situation just dis-
cussed.
5. CONVERGENCE ANALYSIS
In this section, we establish the convergence of Algorithms 3 and 4
for both case of synchronous and independent random entry updates.
5.1. Convergence of Algorithm 3
First, we verify that recursions (34a)–(34b) can reach consensus if
the observation signals rk,i converge to rk. Then we consider the
case that the signals have a small perturbation.
Theorem 1 (MEAN-SQUARE CONVERGENCE OF ALGORITHM 3)
Suppose the underlying topology A satisfy the Assumption 1 and
each signal rk,i converges to a limiting value rk. It then holds that
the algorithm converges in the mean-square-error sense, namely,
lim
i→∞
E ‖wk,i − r¯i‖2 = 0, ∀k (44)
The convergence rate depends on the rate at which the signals {rk,i}
are varying. If the {rk,i} is a static signal, the convergence rate will
be
E ‖wk,i − r¯i‖2 ≤ αiE ‖wk,0 − r¯0‖2, where α = 1− 1− λ
N
(45)
and λ is the second largest magnitude of the eigenvalue of A.
Proof: For a generic n−th entry of the weight/observation vectors,
we collect their values into aggregate vectors as follows:
Wi(n)
∆
=

w1,i(n)
w2,i(n)
...
wK,i(n)
 , Ri(n) ∆=

r1,i(n)
r2,i(n)
...
rK,i(n)
 (46)
Vi(n)
∆
=

v1,i(n)
v2,i(n)
...
vK,i(n)
 (47)
It is sufficient to establish convergence for one entry. Using the vec-
tor notation, we can verify that Algorithm 3 leads to:
Wi(n) = Scni(n)Wi−1(n)
+ Sni(n)A
(
Wi−1(n) + Ri(n)− Vi−1(n)
)
(48)
Vi(n) = Scni(n)Vi−1(n) + Sni(n)Ri(n) (49)
where Sni(n) is is a scalar and denotes the n−th diagonal element
of S, which is either 0 or 1 as defined in (32). If we denote the
average value vector by
W¯i(n)
∆
=
1
K
11
TWi(n) (50)
we have
W¯i(n) = Scni(n)W¯i−1(n) (51)
+ Sni(n)
1
K
11
T(Wi−1(n) + Ri(n)− Vi−1(n))
where we used the property 1TA = 1T. Moreover, since the integer
value of ni is selected uniformly from the interval [1, N ] at iteration
i, we have:
EScni(n) =
N − 1
N
(52)
ESni(n) =
1
N
(53)
Sni(n)S
c
ni(n) = 0 (54)
Because the following arguments focus on a single entry of index n,
we shall drop n for simplicity of notation. we can omit (n). Sub-
tracting (48) from (51) and computing the expectation of the squared
norm gives
E ‖Wi − W¯i‖2
=
N − 1
N
E ‖Wi−1 − W¯i−1‖2
+
1
N
E
∥∥∥∥(A− 1K 11T)(Wi−1 + Ri − Vi−1)
∥∥∥∥2
=
N − 1
N
E ‖Wi−1 − W¯i−1‖2
+
1
N
E
∥∥∥∥(A− 1K 11T
)(
Wi−1−W¯i−1+Ri − Vi−1
)∥∥∥∥2 (55)
where the last inequality exploits the fact that(
A− 1
N
11
T
)
W¯i = 0 (56)
Notice that under Assumption 1, we can show that matrixA is prim-
itive [1, 19] and, therefore, has one and only one eigenvalue at one
with its corresponding eigenvector equal to 1. Furthermore, the sec-
ond largest magnitude of the eigenvalue of A, denoted by λ, satis-
fies [20]:
0 ≤ λ < 1 (57)
When λ = 0, which implies full-connectivity, we can end the proof
quickly since (55) becomes:
E ‖Wi − W¯i‖2 ≤ N − 1
N
E ‖Wi−1 − W¯i−1‖2 (58)
Hence, in the following argument, we exclude the trivial case λ = 0.
We continue with (55) to get:
E ‖Wi − W¯i‖2
≤N − 1
N
E ‖Wi−1 − W¯i−1‖2
+
λ2
N
E ‖Wi−1 − W¯i−1 + Ri − Vi−1‖2
=
N − 1
N
E ‖Wi−1 − W¯i−1‖2
+
λ2
N
E
∥∥∥∥λλ (Wi−1 − W¯i−1) + 1− λ1− λ (Ri − Vi−1)
∥∥∥∥2
≤N − 1
N
E ‖Wi−1 − W¯i−1‖2
+
λ
N
E ‖Wi−1 − W¯i−1‖2+ λ
2
N(1− λ)E ‖Ri − Vi−1‖
2
=
(
1− 1− λ
N
)
E ‖Wi−1 − W¯i−1‖2 + λ
2
N(1− λ)E ‖Ri − Vi−1‖
2
(59)
where the second inequality is due to Jensen’s inequality. If the sig-
nal is static, we know E ‖Ri − Vi−1‖2 = 0 because Vi−1 is just the
history record of signals Ri. Therefore, we can easily establish the
convergence rate for static signal is α = 1− 1−λ
N
.
Similarly, we execute the same procedure on (49):
E ‖Vi − Ri+1‖2
= E
∥∥Scni(n)Vi−1 + Sni(n)Ri − Ri+1∥∥2
= E ‖Scni(n)(Vi−1 − Ri) + Ri − Ri+1‖2
= E
∥∥∥∥ ttScni(n)(Vi−1 − Ri) + 1− t1− tRi − Ri+1
∥∥∥∥2
≤ 1
t
E ‖Scni(n)‖2E ‖Vi−1 − Ri‖2 +
1
1− t‖Ri − Ri+1‖
2
=
N − 1
N
1
t
E ‖Vi−1 − Ri‖2 + 1
1− t‖Ri − Ri+1‖
2
=
N − 1/2
N
E ‖Vi−1−Ri‖2+(2N − 1)‖Ri−Ri+1‖2 (60)
where the inequality rely on Jensen’s inequality and we choose t =
N−1
N−1/2 in last equality. If Ri converges, it means that
‖Ri − Ri+1‖2 → 0 (61)
so that due to (60), we conclude
E ‖Vi − Ri+1‖2 → 0 (62)
Combining with (59), we get
E ‖Wi − W¯i‖2 → 0 (63)
Hence, we have proven that Algorithm 3 reaches the consensus if the
observation signals converge. Lastly, we show that the consensus
value is actually the desired r¯i. Let w¯i = 1TWi/K and v¯i =
1TVi/K. it follows from (48) and (49) that
w¯i = Scniw¯i−1 + Sni
(
w¯i−1 + r¯i − v¯i−1
)
(64)
v¯i = Scni v¯i−1 + Sni r¯i (65)
Subtracting (65) from (64), we have
w¯i − v¯i = Scni (w¯i−1 − v¯i−1) + Sni (w¯i−1 − v¯i−1)
= w¯i−1 − v¯i−1 (66)
so that
w¯i − v¯i = w¯0 − v¯0 = 0 (67)
and we conclude w¯i is always the same as v¯i. Recall that vk,i is
a vector that stores the past state of rk,i and it is easy to see that
v¯i → r¯i if ri converges, which completes the proof. 
Corollary 1 (SMALL PERTURBATIONS) Suppose each entry in the
signal rk,i satisfies after sufficient iterations io:
‖rk,i(n)− rk,i−1(n)‖2 ≤ /N, ∀i > io, k (68)
This property implies that ‖rk,i − rk,i−1‖2 ≤ , where  is a small
positive value. It then holds that
lim sup
i→∞
1
K
K∑
k=1
E ‖wk,i(n)− r¯i(n)‖2 ≤ 2λ
2(2N − 1)
(1− λ)2  (69)
Proof: Substituting (68) into (60), for sufficiently large i, we have:
E ‖Vi − Ri+1‖2 ≤N − 1/2
N
E ‖Vi−1−Ri‖2+ 2N − 1
N
K (70)
We omit (n) again. Taking the limit over i, we get
lim sup
i→∞
E ‖Vi−1−Ri‖2 ≤ 2(2N − 1)K (71)
Similarly, from (59), we have
lim sup
i→∞
E ‖Wi−W¯i‖2 ≤ λ
2
(1− λ)2 lim supi→∞ E ‖Vi−1−Ri‖
2
≤2λ
2(2N − 1)
(1− λ)2 K (72)

5.2. Time-varying push-sum algorithm
Before we continue with the convergence proofs, we provide some
useful intuition for the push sum construction. First, we note that the
push-sum algorithm can be written in the following vector form for
the n−th entry of the weight vectors (where we continue to drop the
index n):
Wi =
[
A(i)
]TWi−1 (73a)
Pi =
[
A(i)
]TPi−1 (73b)
X i =Wi/Pi (73c)
where the last division is element-wise and
Pi(n)
∆
=

p1,i(n)
p2,i(n)
...
pK,i(n)
 (74)
Recall that the combination matrix A is row stochastic, which is
equivalent to
[
A(i)
]T is column stochastic, i.e.,
1
T[A(i)]T = 1T (75)
and satisfies Assumption 2. It is shown in [32, 34, 59]. that, for
sufficient large i,( i∏
l=1
[
A(l)
]T) ∆
=
[
A(i)
]T[
A(i−1)
]T · · · [A(1)]T → φi11T (76)
where the stochastic vector φi0 (whose entries add up to one) keeps
changing with time no matter how large i is. Then, it is easy to see
when i is sufficiently large:
Wi → 1TW0φi1 (77)
Pi → 1T1φi1 (78)
X i → w¯01 (79)
Although φi0 keeps changing with time, the push-sum algorithm can
reach consensus.
Before ending this section, we introduce a lemma that will be
used in the convergence proof of the next section.
Lemma 1 (WEAK ERGODICITY) Suppose the sequence of stochas-
tic matrices {A(l)} satisfies Assumption 2 and for any l and l′
EA(l) = EA(l
′) ∆= AE (80)
Then, there exists a unit vectorφij such that for any time index i > j:
E
∥∥∥∥∥
i∏
l=j
[
A(l)
]T − φij1T
∥∥∥∥∥
max
≤ Cγi−j (81)
where ‖ · ‖max means the element-wise maximum, and C and γ < 1
are constants that depend on the graph structure. This means when
i − j is sufficiently large, the matrix converges to a rank-1 matrix,
whose rows are identical.
Proof: Lemma 1 is slightly different from the prior literature [32]
and we therefore provide a sketch of the proof.1. The main idea is
similar to [34]. First, the Dobrushin coefficient δ(A) of the column
stochastic matrixA is defined as:
δ(A)
∆
=
1
2
max
k,k′
K∑
k=1
|a`k − a`k′ | (82)
1In [32], it requires the topology to be strongly connected during any long
enough duration B. In our case, this condition does not necessarily hold.
To lighten the notation, we let
Q(j,i)
∆
=
i∏
l=j
[
A(l)
]T (83)
It is easy to verify that:
E
∥∥∥Q(j,i) − φij1T∥∥∥
max
≤ E δ
(
Q(j,i)
)
(84)
so that we can focus on E δ
(
Q(j,i)
)
instead. It is shown in [60] that
the Dobrushin coefficient has two useful properties
δ(A(j)A(i)) ≤ δ(A(j))δ(A(i)) (85)
and
δ(A(i)) ≤ 1−max
`
min
k
a
(i)
`k ≤ 1 (86)
Since we assume EA(j) is primitive in Assumption 2, there exists a
constant T such that
EQ(i−T,i) =E
i∏
j=i−T
[
A(j)
]T
=
i∏
j=i−T
[
EA(j)
]T
=
(
ATE
)T
 0 (87)
where the notation X  0 means every entry of matrix X is strictly
larger than 0. The strictly positive property is correct due to the
primitive property on AE [1, 19, 20]. Hence, assuming i − j ≥ T ,
we obtain:
E δ
(
Q(j,i)
)
≤ E δ
(
Q(j,i−T )
)
δ
(
Q(i−T,i)
)
= E δ
(
Q(j,i−T )
)
E δ
(
Q(i−T,i)
)
(88)
Due to (87), there is at least one realization where all elements in
one column ofQ(i−T,i) are strictly larger than 0, i.e.
P
[
δ
(
Q(i−T,i)
)
< 1
]
> 0 (89)
Combining the fact that δ
(
Q(i−T,i)
)
≤ 1, we conclude that
E δ
(
Q(i−T,i)
)
∆
= γT < 1 (90)
The exponent T is just used for the purpose of simplifying the con-
stant later. Thus, for the case i− j ≥ T and supposing the modular
representation i = j + cT + r, where c ≥ 0 and T > r ≥ 0, we
conclude
E δ
(
Q(j,i)
)
≤ γcTE δ
(
Q(j,j+r)
)
(91)
Lastly, for the case i− j < T , we have
E δ
(
Q(i,j)
)
≤ 1 ≤ Cγi−j (92)
where we let C = (1/γ)T . Substituting (92) into (91), we have:
E δ
(
Q(j,i)
)
≤ γcT · Cγr = Cγi−j (93)

5.3. Convergence of Algorithm 4
Theorem 2 (CONVERGENCE OF ALGORITHM 4) Suppose the un-
derlying topology A satisfy the Assumption 1 and each signal rk,i
converges to rk, then Algorithm 4 converges in the mean-square-
error sense meaning that
lim
i→∞
E ‖xk,i − r¯i‖∞ = 0, ∀k (94)
Similar to Theorem 1, the convergence depends on the dynamic sig-
nal as well. If the signal is static, we have the linear convergence
rate:
E ‖xk,i − r¯i‖∞ ≤ O(γi) (95)
where γ is defined in (127).
Proof: Again, it is sufficient to focus on one entry/coordinate of the
recursions. We have
Wi(n) =Kci (n)Wi−1(n)
+ATKi(n)
(
Wi−1(n) + Ri(n)− Vi−1(n)
)
=
[
A(i)
]TWi−1(n) +ATKi(n)(Ri(n)− Vi−1(n)) (96)
where
Ki(n)
∆
=

I[n1i = n]
I[n2i = n]
. . .
I[nKi = n]

(97)
Kci (n)
∆
= IK −Ki(n) (98)
[A(i)]T
∆
= K(n)i +A
TKi(n) (99)
It is not hard to verify that [A(i)]T is a time-varying column stochas-
tic matrix as in (75), and
E [A(i)]T = N − 1
N
I +
1
N
AT (100)
Obviously, A(i) satisfies Assumption 2. Similarly, we have
Pi(n) =Kci (n)Pi−1(n) +ATKi(n)Pi−1(n)
=
[
A(i)
]TPi−1(n) (101)
Vi(n) =Kci (n)Vi−1(n) +Ki(n)Ri(n)
=Vi−1(n) +Ki(n)(Ri(n)− Vi−1(n)) (102)
Substituting (102) into (96), we have
Wi(n) =
[
A(i)
]TWi−1(n) +AT(Vi(n)− Vi−1(n)) (103)
Next, we establish the same result as (66) by computing the sum of
(103):
1
TWi(n) =1
TWi−1(n) + 1
T(Vi(n)− Vi−1(n))
=1TWi−2(n) + 1
T(Vi−1(n)− Vi−2(n))
+ 1T(Vi(n)− Vi−1(n))
=1TW0(n) + 1
TVi(n)− 1TV0(n)
=1TVi(n) (104)
where the last equality is because in the algorithm, we use wk,0 =
vk,0 so that 1TW0(n)− 1TV0(n) = 0. Similarly, we have
1
TPi(n) =1
T[A(i)]TPi−1(n)
=1TPi−1(n)
=1TP0(n)
=N (105)
Let
αi(n)
∆
=
1TWi(n)
N
=
1TVi(n)
N
(106)
Starting below, we will ignore (n) for simplicity:
Wi − αiPi
=
[
A(i)
]T
(Wi−1 − αiPi−1) +AT(Vi − Vi−1)
=
[
A(i)
]T
(Wi−1 − αi−1Pi−1)
+
[
A(i)
]T
αi−1Pi −
[
A(i)
]T
αiPi +A
T(Vi − Vi−1) (107)
Let
zi
∆
= (αi−1 − αi)
[
A(i)
]TPi +AT(Vi − Vi−1) (108)
then recursion (107) becomes:
Wi − αiPi =
[
A(i)
]T
(Wi−1 − αi−1Pi−1) + zi (109)
It is easy to verify that
1
Tzi =(αi−1 − αi)1T
[
A(i)
]TPi + 1TAT(Vi − Vi−1)
(75)
= (αi−1 − αi)1TPi + 1T(Vi − Vi−1)
(105)
= (αi−1 − αi)N + (αi − αi−1)N
=0 (110)
To give some intuition, if Vi converges, then we have:
αi−1 − αi → 0, Vi−1 − Vi → 0, zi → 0 (111)
Recall that Vi is the history record of signal ri, which implies that
if the signals gradually converge, then iteration (109) will eventually
be equal to the consensus algorithm. Now, expanding (109) with
respect to i, we get
Wi − αiPi
=
(
i∏
l=1
[
A(i)
]T)
(W0 − α0P0) +
i∑
j=1
 i∏
l=j+1
[
A(i)
]Tzj
(112)
Recalling the definition in Eq. (106) and the property in Eq. (110),
we have
φi01
T(W0 − α0P0) = 0, ∀i (113)
φij1
Tzj = 0 ∀i, j (114)
so that expression (112) is equivalent to
Wi − αiPi =
(
i∏
l=1
[
A(i)
]T − φi01T
)
(W0 − α0P0)
+
i∑
j=1
 i∏
l=j+1
[
A(i)
]T − φij1T
zj (115)
We further introduce the notation
[Bij ]
T ∆=
i∏
l=j
[
A(i)
]T − φij1T (116)
[Bij ]
T
k
∆
= the k−th row of
i∏
l=j
[
A(i)
]T − φij1T (117)
It is straightforward to show that the sequence of matrices {A(l)}
defined in (99) satisfies all the assumptions in Lemma 1. Hence, for
some constant C we have
E
∥∥∥[Bij ]T∥∥∥
max
≤ Cγi−j (118)
E
∥∥∥[Bij ]k∥∥∥∞ ≤ Cγi−j , ∀k (119)
Taking the infinity norm of (115) and expectation, we have
E ‖Wi − αiPi‖∞
≤ E
∥∥∥[Bij ]T(W0 − α0P0)∥∥∥∞ + E
∥∥∥∥∥
i∑
j=1
[Bij ]
Tzj
∥∥∥∥∥
∞
= E max
k
∣∣∣[Bi1]Tk(W0 − α0P0)∣∣∣+ E max
k
∣∣∣ i∑
j=1
[Bij ]
T
kzj
∣∣∣
(a)
≤ E max
k
‖[Bi1]k‖∞‖W0 − α0P0‖1 + E max
k
i∑
j=1
‖[Bij ]k‖∞‖zj‖1
(119)
≤ Cγi−1‖W0 − α0P0‖1 +
i∑
j=1
Cγi−j‖zj‖1 (120)
where step (a) exploits the Holder inequality [61, 62]:
|xTy| ≤ ‖x‖∞‖y‖1 (121)
Finally, supposing for any δ > 0, there exists an N such that
‖zi‖1 ≤ δ, i > N due to (111), we have
‖Wi+1 − αi+1Pi+1‖∞
≤ Cγi−1‖W0 − α0P0‖1 +
N∑
j=1
Cγi−j‖zj‖1 +
i∑
j=N
γi−jδ
≤ Cγi−1‖W0 − α0P0‖1 + γi−N
N∑
j=1
CγN−j‖zj‖1 + 1
1− γ δ
(122)
Letting i→∞, we have
lim
i→∞
‖Wi − αiPi‖∞ ≤ 1
1− γ δ (123)
Since δ can be arbitrarily close to 0, we conclude that:
lim
i→∞
‖Wi/Pi − αi1‖∞ = 0 (124)
Lastly, we show that if
∑K
k=1 rk,i → 0, then wk,i → 0 for all
k. Using the triangle inequality and (123), we obtain
lim
i→∞
‖Wi‖∞ ≤ lim
i→∞
‖Wi − αiPi‖∞ + lim
i→∞
‖αiPi‖∞
≤ 1
1− γ δ + |αi| limi→∞ ‖Pi‖∞ (125)
Becauseαi is the desired average value, we haveαi → 0. Therefore,
we conclude allwk,i across the agents will converge to zero.
Similarly, we can obtain the convergence rate when the signal is
static although the argument is not as concise as in the synchronized
case. First, recall Vi is just the history record of signal ri. It is not
hard to see when the signal is static, the variable zi defined in (108)
will be zero. Then, (120) is simplified to
E ‖Wi − αiPi‖∞ ≤ Cγi−1‖W0 − α0P0‖1 (126)
where
γ
∆
=
T√
ξ, where ξ = E δ
(
T∏
i=1
A(i)
)
(127)
Recall that the Dobrushin coefficient of the column stochastic matrix
A is defined as [60]:
δ(A)
∆
=
1
2
max
k,k′
K∑
k=1
|a`k − a`k′ | (128)
As we have shown in Lemma 1, γ is a positive number that is strictly
smaller than zero. Lastly, notice that
E ‖Wi − αiPi‖∞ =E ‖(X i − αi) Pi‖∞
≥ (minPi)E ‖X i − αi‖∞ (129)
where min represents the smallest element of Pi. Recall that we
know pk,i is non-zero due to the non-zero initial value of pk,0 and
the fact A is primitive. Therefore, any element in minPi is strictly
positive. Combining all above results, we conclude that
E ‖X i − αi‖∞ ≤ O(γi) (130)
Lastly, notice in static signal scenario αi is always equal to the real
average, it is equivalent to conclude that
E ‖xk,i − r¯i‖∞ ≤ O(γi) (131)
Unfortunately, the convergence rate of Algorithm 4 does not have a
closed form expression so that it is hard to compare with Algorithm
3. However, in the next numerical simulation section, we will ob-
serve that the convergence rate of Algorithm 4 is still similar to the
others. 
6. NUMERICAL SIMULATION
The simulations in this section are all based on the same setting,
unless otherwise stated. We generate a network with 25 agents, as
shown in Fig. 2. The dimensionN is set toN = 100 and each entry
of rk,i is generated according to the following model:
rk,i(n) = ak(n) exp
−αi sin(βi) + bk(n) + γi (132)
where ak(n) and bk(n) are zero-mean Gaussian distributed with
variance 1. The parameters α, β, and γ are set to α = 0.01, β = 0.1
and γ = 2.5e−4. It is seen that, as the iteration index i increases, the
signals rk,i(n) converge to bk(n) + γi. We generate 2000 samples
according to model (132) and at iteration i = 2000, we replace γi
by −γi in (132) in order to change the dynamics of signals. This
will enable us to observe the tracking mechanism by the dynamic-
average diffusion strategy. The sampled signals are plotted in Fig. 3.
Fig. 2: Simulated network topology.
6.1. Comparison of Dynamic Average Algorithms
As was already mentioned in Section 2.3, we can derive many vari-
ations of dynamic average algorithms from different distributed gra-
dient algorithms. We examine the tracking performance of those
0 1000 2000 3000 4000
Iterations
4
3
2
1
0
1
2
3
4
r k
,i(
n)
Fig. 3: Each solid line represents the one dimension of observed
signals for some of the agents (not all agents are shown in order to
avoid overcrowding the figure), and the dotted line marks the average
of the signals from across all agents.
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Fig. 4: Comparison with other related techniques. Diffusion based
algorithm refers to (16), consensus based algorithm refers to(23),
EXTRA based algorithm refers to(24), and DIGing based algorithm
refers to (27).
algorithms based on the 25 agents topology and the dynamic sig-
nals described by (132). Figure 4 shows that the diffusion-based
algorithm (16), consensus-based algorithm (23), EXTRA-based al-
gorithm (24) are quite similar and converge faster than the DIGing
based algorithm. From the zoom-in sub-figure, we see that the dif-
fusion based algorithm has some slight performance boost.
6.2. Full Update, Synchronous Random Update, and Indepen-
dent Random Update
Next, we illustrate the results of Theorems 1 and 2 by means of nu-
merical simulations. We will see that independently and randomly
updating only one entry does not harm performance in terms of con-
vergence rate by communicated length. We plot in Fig. 5 the error
measure 1
K
∑K
k=1 ‖wk,i(n) − r¯i(n)‖2 only for the first entry, i.e.,
for n = 1 for illustration purposes. It is seen that this measure de-
creases, as expected, and that the network is able to track the new
average value after the perturbation at i = 2000.
The figure shows three curves: one corresponding to syn-
chronous updates where all agents select the same entry of the iter-
ates to communication, one corresponding to asynchronous updates
where different agents may select randomly different entries, and
the original dynamic average consensus algorithms from [21, 22],
i.e., the full-length versions.
Observe that, at each iteration, each agent will send only one
entry to his neighbors in our proposed algorithm while agents in full
dynamic average algorithm will send N -length vectors. Hence, a
fair comparison is based on the total communicated vector length
[28]. Although we can easily compute the convergence rate for static
signals in Algorithm 3, it is still informative. From (45) we know,
after N -iterations, the convergence rate is
αN = (1− 1− λ
N
)N ≈ λ (133)
where the last approximation holds if N is large enough, which is
reasonable in our case. That λ-rate is the same rate for the full-length
dynamic consensus algorithm. Therefore, we observe in Fig. 5 that
the convergence rate for our proposed Algorithms 3, 4, and the orig-
inal dynamic consensus are similar.
Further, we observe that the curve for synchronous updates has
a typical stair-like shape while the one for independent updates does
not. The stair-like shape is due the coordinate-wise updates, which
imply that the error would stay constant until the coordinate is se-
lected again.
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Fig. 5: The convergence curve of dynamic average diffusion with
both synchronous, i.e., Eqs.(34a) – (34c), asynchronous updates, i.e.,
Eqs.(41a) – (41e), and dynamic consensus in [21].
6.3. Effect of Topology on Performance
We indicated before that the convergence rate of Algorithm 3 is de-
pendent on the network topology λ and the length of signal dimen-
sionN —- (45). In a similar vein, it is possible to predict that the be-
havior of Algorithms 3 and 4 in the dynamic signal scenario should
follow a similar pattern.
The simulations vary the number of agents, i.e., the number of
nodes in the network, based on two topology styles:
1. Random geometric networks with fixed connection radius. In
this case, each agent is placed randomly in a [0, 1] × [0, 1]
square. As long as the distance between two agents is shorter
than a certain threshold, these two agents are connected.
Therefore, it is not hard to see that with more agents gen-
erated, the connectivity of the network gets better which, in
general, means λ is getting smaller, λgeo = O(1/K) [63,
Sec. 5-2].
2. Fixed cyclic networks. In this case, agent k only connects
with agent k − 1 and agent k + 1. When there are more
agents, the network becomes more sparse and λ gets closer
to 1 quickly. Actually, we have analytic expression that
λring(K) = 1−O(K−2).
These two types of networks are illustrated in Fig. 6. We examine
the performance of Algorithm 4 with different numbers of agents.
As we have shown in Theorem 1, the convergence rate is related to
the network’s connectivity. The dynamic signal setting is same as
the one stated before in (132) except that we no longer change the
dynamics of signals in the middle.
The simulation results are shown in Figs. 7 and 8. We can get
several useful observations from them: 1. The algorithm converges
much faster in a dense network than a sparse network. 2. The con-
vergence rate has negative correlation with the second largest eigen-
value. However, the relation is not linear or inverse linear. 3. The
algorithm converges at different speeds at different times, i.e., faster
in the beginning and then slower.
Fig. 6: Random geometric network (left) and cyclic network (right).
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Fig. 7: Convergence of Algorithm 4 with different numbers of agents
on random geometric networks. The second largest eigenvalue is
0.89 for 20 agents, 0.83 for 50 agents, and 0.79 for 100 agents.
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Fig. 8: Convergence of Algorithm 4 with different numbers of agents
over the cyclic networks. The second largest eigenvalue is 0.967 for
20 agents, 0.995 for 50 agents, and 0.998 for 100 agents.
7. CONCLUSION AND FUTURE WORKS
In summary, this works derives and analyzes an online learning strat-
egy for tracking the average of time-varying distributed signals by
relying on randomized coordinate-descent updates. We proposed
two dynamic-average diffusion algorithms: in one case all agents
select the same entry from the observations, and in the second case
all agents may select different entries from their observations. Aux-
iliary variables and push-sum ideas are utilized to avoid bias and
ensure convergence.
Future work involves applying the proposed techniques to sce-
narios dealing with distributed features or gradient boosting learn-
ing. While this work focused on quadratic costs, one can consider
extensions to other cost functions as well.
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