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PROPAGATION OF CHAOS FOR THE BOLTZMANN EQUATION WITH
MODERATELY SOFT POTENTIALS
SAMIR SALEM
Abstract. We derive the 3D spatially homogeneous Boltzmann’s equation with moderately soft po-
tentials and singular angular interaction, from an interacting particles system. The collision kernel is of
the form B(z, σ) = |z|γb
(
z
|z| · σ
)
and for K > 0, sin(θ)b (cos(θ)) ∼ Kθ−1−ν , with γ ∈ (−2,−1) and
ν ∈ (1, 2) satisfying γ + ν > 0. We use at the particle level the regularizing effects of the grazing colli-
sions, in order to control the singularity of the soft potential. This enables to use a classical compactness
argument, and provide a qualitative convergence result from the interacting particles system toward the
solution of the limit macroscopic equation.
1. Introduction
The Boltzmann equation is a fundamental model of statistical physic. It describes the time evolution
of the kinetic distribution of particles in a perfect diluted gas. The particles move with constant velocity
until their paths reach another particle, in which case a collision happens and the pre-collisional velocities
are changed. We are here interested in the spatially homogeneous case, and if we denote gt(v) the particle
density at time t at point v, it solves
∂tgt(v) =
∫
R3×S2
B(v − v∗, σ) (gt(v′)gt(v′∗)− gt(v)gt(v∗)) dv∗dσ, (1.1)
where ′ denotes a post-collisional velocity defined as
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ.
The coefficient B is a nonnegative function on R3 × S2 called the collision kerenl, which depends on the
nature of the interaction between particles. We are interested here in a collision kernel B satisfying for
some γ ∈ [−3, 1], some ν ∈ (0, 2) and K > 0
B(v − v∗, σ) = |v − v∗|γb
(
v − v∗
|v − v∗| · σ
)
, (1.2)
and
cos(θ) =
v − v∗
|v − v∗| · σ, β(θ) := sin(θ)b(cos(θ)) ∼θ∼0 Kθ
−(1+ν). (1.3)
The angle θ is the angle between the pre and post-collisional relative velocities, and is called the angle of
deviation. We thus talk about grazing collisions kernel, since the collisions with small angle of deviation
are more weighted by the kernel. When γ > 0, we are in the case of hard potentials, for γ = 0 in the
case of Maxwellian molecules and for γ < 0 in the case of soft potentials. In this paper, we focus on the
moderately soft potentials, that is the special case γ ∈ (−2, 0). At the limit ν → 2−, that is the grazing
collision limit, equation (1.1) becomes the Landau equation (see for instance on this topic [13],[38]). In the
Date: October 7, 2019.
2010 Mathematics Subject Classification. 35Q70, 35R09, 76P05, 82C40.
Key words and phrases. Boltzmann equation, Stochastic particle systems, Propagation of Chaos, Fisher information,
Entropy dissipation.
1
ar
X
iv
:1
91
0.
01
88
3v
1 
 [m
ath
.A
P]
  4
 O
ct 
20
19
2 SALEM
physically relevant cases of the inverse power-law potentials (see for instance [1],[37]), these parameters
are given with respect to some parameter s describing the repulsion potential operating between two
particles, as
γ =
s− 5
s− 1 , ν =
2
s− 1 .
In this paper, we address the question of the propagation of chaos for equation (1.1). This ques-
tion almost goes back to Boltzmann’s historical paper [5], in which he derives the equation which now
bares his name, from the dynamic of the atoms composing the gas. To do so, some assumptions coming
from the classical mechanics law are used, such as the elasticity of the collisions between atoms, or the
reversibility of the atomic dynamic. But he also uses an assumption of statistical nature, namely the
Stosszahlansatz . Literally, ”assumption about counting of the chocks”, also known as molecular chaos,
this assumption means that the correlations between two particles among all the particles composing the
gas, are negligible. We refer the reader interested in historical and heuristical considerations about this
topic to the french note [6].
In one of the founding papers of the mathematical kinetic theory [26], Kac introduces a probabilistic
framework to formalize the Boltzmann’s idea of the molecular chaos, namely the chaos property (we refer
to the lecture notes [35]). Defining a N component Markov process, he showed that along this process
the chaos property is propagated in time. This enables to justify the molecular chaos assumption, and
thus to rigorously derive a toy model for the Boltzmann equation.
The rest of the paper is organized as follows. In Section 2, we introduce the particles system from
which we derive equation (1.1), make some comments about the more or less recent literature on the
topic. We state the main result of the paper Theorem 2.1, and give a sketch of proof. In Section 3, we
establish the proof of Theorem 2.2, which contains the bounds, uniform in the number of particles in the
system, of the quantities of interest. Finally, in Section 4, we use these bounds to complete the proof of
Theorem 2.1, using a classical martingale method (see for instance [34]).
Two appendices are dedicated to gathering some properties of some coefficients of the particles system.
Two others, to the proof of the key Propositions 2.1 and 2.2 respectfully.
Notation :
• Lebesgue and Sobolev’s norm: For s ∈ (0, 1) the fractional Sobolev’s norm as
|f |2Hs(Rd) =
∫
R2d
(f(x)− f(y))2
|x− y|d+2s dxdy.
Denoting the Fourier transform as F(f)(ξ) = ∫Rd e−iv·ξf(v)dv, we may also define it as
|f |2Hs(Rd) =
∫
Rd
|F(f)(ξ)|2 |ξ|2sdξ.
We denote 〈x〉 = √1 + |x|2, and for k ≥ 0
L1k = {f ∈ L1, s.t. 〈·〉kf ∈ L1},
and
L lnL = {f ∈ L1(Rd), f ≥ 0 s.t. H(f) :=
∫
Rd
f ln f <∞}.
• Probability measures : For a functional F on RdN , and i = 1, · · · , N we note ∇iF = ai · ∇FN ∈
Rd, where ai =
0, · · · 0︸ ︷︷ ︸
d(i−1)
, 1, · · · , 1︸ ︷︷ ︸
d
, 0 · · · , 0︸ ︷︷ ︸
d(N−i)
 ∈ RdN . The notation V will stand for the integration
variable in RdN , and for V ∈ RdN , V N−1i stands for (v1, · · · , vi−1, vi+1, · · · , vN ).
The notation P(E) stands for the set of probability measures on E, Psym(EN ) stands for the
set of sequences of symmetric probabilities on EN , i.e. invariant by permutation. Wp is the
Wasserstein metric on P(Rd) of order p ≥ 1. For T > 0, the notation D([0, T ];Rd) stands for the
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ca`dla`g (right continuous with left limits) paths on Rd, or equivalently the Skorokhod space from
[0, T ] to Rd. We define et : γ ∈ D(0, T ;Rd) 7→ γ(t) ∈ Rd the evaluation map at time t, and for
ρ ∈ P (D(0, T ;Rd)) we implicitly associate the family of probability measures (ρt ∈ P(Rd))t∈[0,T ]
defined as ρt = et#ρ.
All the probability measure at stake in the paper are assumed to admit a density with respect to
the Lebesgue measure, and the confusion will be abused between measures and their densities.
• Miscellaneous : For the sake of simplicity, numerical constants are all denoted C, and when
constants depend on parameters of the problem, this dependence is expressed in the index. For
γ ≥ 0, we denote Kγ : x ∈ R3 7→ |x|γx ∈ R3. We consider (ρε)ε>0 a family of even mollifying
kernels, such that for any k ≥ 2
sup
ε∈(0,1)
∫
R3
|w|kρε(dw) ≤ Ck, ∀v ∈ R3, sup
ε∈(0,1)
|Kγ ∗ ρε(v)| ≤ C(1 + |Kγ(v)|).
Finally for A > 0, we define a smooth function χA : R+ 7→ [0, 1] such that 1[0,A] ≤ χA ≤
1[0,A+(1∨A)].
2. Preliminaries and main results of the paper
2.1. A perturbed Nanbu particles system. We follow here [17, Section 1.5]. For X ∈ R3 we define
I(X), J(X) two unit vectors such that
(
X
|X| ,
I(X)
|X| ,
J(X)
|X|
)
is a direct orthonormal basis of R3, and for
θ ∈ [0, pi] and ϕ ∈ [0, 2pi] define
Γ(X,ϕ) := cos(ϕ)I(X) + sin(ϕ)J(X)
v′ := v − 1− cos(θ)
2
(v − v∗) + sin(θ)
2
Γ(v − v∗, ϕ)
v′∗ := v∗ +
1− cos(θ)
2
(v − v∗)− sin(θ)
2
Γ(v − v∗, ϕ)
a(v, v∗, θ, ϕ) = v′ − v = −(v′∗ − v∗).
(2.1)
Throughout all the paper, we work under the assumption
(H) There are K1 > K2 > 0 such that for any θ ∈ (0, pi], there holds
K1θ
−1−ν ≥ β(θ) ≥ K2θ−1−ν .
We refer to [17, Lemma 1.1] for the implication of this assumption. We also fix the notation
β0 = pi
∫ pi
0
(1− cos(θ))β(θ)dθ.
Define
cγ,ν(v, v∗, z, ϕ) = a
(
v, v∗, Gν
(
z
|v − v∗|γ
)
, ϕ
)
, Gν(z) = inf
{
x ∈ (0, pi),
∫ pi
x
β(θ)dθ ≤ z
}
, (2.2)
and introduce the notations for φ ∈ C2(R3) and respectfully ψ ∈ C2(R3N ) and i = 1, · · · , N
∆˜φ (v, v∗, z, ϕ) = φ (v + cγ,ν(v, v∗, z, ϕ))− φ (v)− cγ,ν(v, v∗, z, ϕ) · ∇φ(v)
∆˜iΦ (V, v∗, z, ϕ) = Φ (V + cγ,ν(v, v∗, z, ϕ)ai)− Φ (V )− cγ,ν(v, v∗, z, ϕ) · ∇iΦ(V ).
Finally for any R > 1, δ, η ∈ (0, 1) we introduce the smooth cut off function on probability measures
on R3
αRδ,η(g) = (1− χ η2
2
)
(
sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χ2δ ((v − v∗) · e) g(dv)g(dv∗)
)
+ χ4η
(∫
R3
χR−1(v)g(dv)
)
,
(2.3)
which heuristically values one if g the mass of the ball of radius R is too small (w.r.t. to the threshold
4η) and if it is not the case, if a too large proportion of this mass lies closely to some plane.
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We can now define the interacting particles system. Consider a sequence (εN )N≥2 converging to zero.
For N ≥ 2 we denote (MiN )i=1,··· ,N , N independent Poisson random measures (see for instance [11,
Chapter VI]) on R+×R+×[0, 2pi]×R3×{1, · · · , N}\{i} with intensity ds×dz×dϕ×ρεN (dw)× 1N−1
∑
j 6=i δj .
Let also (Bit)t≥0,i=1,··· ,N be N independent Brownian motions independent of the (MiN )i=1,··· ,N . Then
we consider the following system of SDEs with jumps
VN,it =VN,i0 +
∫
[0,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
cγ,ν
(
VN,is− ,VN,js− + w, z, ϕ
)
M¯iN (ds, dϕ, dz, dw, dj)
+
1
N − 1
N∑
j 6=i
∫ t
0
β0Kγ ∗ ρεN (VN,is − VN,js )ds+
∫ t
0
√
2αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
 dBis (2.4)
Ito’s rule for jump process yields (see for instance [4, Theorem 4.4.7]) that for any smooth test function
Φ ∈ C2(R3N )
Φ(VNt ) = Φ(VN0 ) +
N∑
i=1
∫ t
0
β0
N − 1
N∑
j 6=i
Kγ ∗ ρεN (VN,is − VN,js ) · ∇iΦ(VNs ) +
αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
2 ∆iΦ(VNs )ds
+
N∑
i=1
∫ t
0
1
N − 1
∑
j 6=i
∫
R3
∫ 2pi
0
∫ ∞
0
∆˜iΦ(VNs− ,VN,js− + w, z, ϕ)dzdϕρεN (dw)ds
+
N∑
i=1
∫
[0,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(
Φ
(
VNs− + cγ,ν
(
VN,is− ,VN,js− + w, z, ϕ
)
ai
)
− Φ
(
VNs−
))
M¯iN (ds, dϕ, dz, dw, dj)
+
∫ t
0
√
2αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
∇iΦ(VNs ) · dBis + ∫ t
0
αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
2 ∆iΦ(VNs )ds.
Taking the expectation, we find that (GNt )t≥0, where G
N
t = L(VNt ) ∈ Psym(RdN ), is weak solution to
the Master Equation
∂tG
N
t = ANGNt , (2.5)
where the generator AN is defined by duality as
ANΦ(V ) =
N∑
i=1
β0
N − 1
N∑
j 6=i
∫
R3
(Kγ ∗ ρεN )(vi − vj) · ∇iΦ(V ) +
N∑
i=1
αRδ,η
 1
N − 1
N∑
j 6=i
δvj ∗ ρεN
2 ∆iΦ(V )
+
N∑
i=1
1
N − 1
∑
j 6=i
∫
R3
ρεN (dw)
∫ 2pi
0
∫
R+
dϕdz (Φ(V + cγ,ν(vi, vj + w, z, ϕ)ai)− Φ(V )− cγ,ν(vi, vj + w, z, ϕ) · ∇iΦ(V ))
We use the change of variables w = vj + w, and since the mollifiers ρε are even, we find that
1
N − 1
∑
j 6=i
∫
R3
ρεN (dw)
∫ 2pi
0
∫
R+
dϕdz (Φ(V + cγ,ν(vi, vj + w, z, ϕ)ai)− Φ(V )− cγ,ν(vi, vj + w, z, ϕ) · ∇iΦ(V ))
=
∫
R3
1
N − 1
∑
j 6=i
δvj ∗ ρεN (dw)
∫ 2pi
0
∫
R+
dϕdz (Φ(V + cγ,ν(vi, w, z, ϕ)ai)− Φ(V )− cγ,ν(vi, w, z, ϕ) · ∇iΦ(V )) .
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Then for fixed vi, w, we use the change of variable θ = Gν
(
z
|vi−w|γ
)
, which yields dz = −|vi−w|γβ(θ)dθ,
and then∫ 2pi
0
dϕ
∫
R+
dz (Φ(V + cγ,ν(vi, w, z, ϕ)ai)− Φ(V )) =
∫ 2pi
0
dϕ
∫ pi
0
dθ|vi − w|γβ(cos(θ)) (Φ(V + a(vi, w, θ, ϕ)ai)− Φ(V ))
=
∫
S2
B(vi − w, σ) (Φ(V + (v′i − vi)ai)− Φ(V )) dσ,
so that, in view of point (i) of Lemma A.1, we can rewrite AN as
ANφ(V ) =
N∑
i=1
∫
R3
∫
S2
B(vi − w, σ) (φ(V + (v′i − vi)ai)− φ(V ))
 1
N − 1
N∑
j 6=i
δvj ∗ ρεN
 (w)dwdσ
+
N∑
i=1
αRδ,η
 1
N − 1
N∑
j 6=i
δvj ∗ ρεN
2 ∆iφ(V ).
(2.6)
2.2. Main results. We begin this section with some comments about the literature concerning the
problem of propagation of chaos for the Boltzmann and Landau equations.
We start this non exhaustive list with the seminal papers by Tanaka [36] and Sznitman [34], which concern
respectfully Maxwellian molecules (γ = 0 and
∫ pi
0
θβ(θ)dθ <
∫ pi
0
β(θ)dθ = +∞) and hard spheres (γ = 1,
and b(x) = |x| in (1.2)). In the later, a convergence result from an interacting particles system to the
corresponding limit equation, is qualitatively established thanks to a martingale method, which we are
going to use in this paper. Both cases have been quantitatively treated in [29], thanks to functional
framework which relies on a semi-group approach. See [29, Theorem 5.1] for the case of true Maxwellian
molecules (i.e. γ = 0 and ν = 12 ), and [29, Theorem 6.1] for the case of hard spheres (i.e. γ = 1 and b ≡ 1
in (1.2)). A similar semi group approach is applied to the Landau equation for Maxwellian molecules
(i.e. γ = 0 and ν → 2−) in [10].
A probabilistic approach is developed in [23], in the case of hard potentials γ ∈ [0, 1] and ν ∈ (0, 1) (see
[23, Theorem 1.4]), which provides a rate of convergence in Wasserstein metric of the empirical measure
associated to some interacting particles system (similar to (2.4) modulo the correction coefficient αRδ,η
and the mollification w.r.t. ρεN ), toward the solution of the corresponding Boltzmann equation. A
comparable coupling method is used in [19], for the Landau equation with hard potentials, with uniform
in time rate in the special case of Maxwellian molecules (see [19, Theorem 4]).
When one turns to the case of soft potentials, difficulties arise from the singularity in the collision kernel,
and it is one of the trending topic among the kinetic community to obtain some propagation of chaos
result for singular interaction. For the Boltzmann equation,a quantitative result in Wasserstein metric is
obtained in [40] in the case of moderately soft potentials γ ∈ (−1, 0), ν ∈ (0, 1) and γ + ν > 0 (see [40,
Theorem 1.4], and it is to the best of the author’s knowledge, the only propagation of chaos result for
the Boltzmann equation with soft potentials. As for the Landau equation, the full range of moderately
soft potentials γ ∈ (−2, 0) is treated in [20]. In the range γ ∈ (−1, 0), a quantitative result is obtained
with a similar technique as [40] (see [20, Theorem 1.6]). For the full range of soft potentials γ ∈ (−2, 0),
a qualitative convergence result is obtained thanks to an information-based approach (see [20, Theorem
1.8]). The main result of this paper, consists in extending this approach to the Boltzmann equation, and
is stated in the
Theorem 2.1. Let γ ∈ (−2,−1) and ν ∈ (1, 2) be such that γ + ν > 0, and a collision kernel B :
R3 × S2 7→ R+ of the form (1.2)-(1.3) satisfying (H). Let p ∈
(
3
3+γ ,
3
3−ν
)
, g0 ∈ L lnL(R3) ∩ Pk(R3) for
some k ≥ |γ|p
ν
3−ν
3
3−ν−p
, and (GN0 )N≥1 ∈ Psym(R3N ) be a g0-chaotic (in the sense of [35, Definition 2.1])
sequence satisfying
H0 := sup
N≥1
1
N
∫
R3N
GN0 (V ) ln(G
N
0 (V ))dV <∞, M0 := sup
N≥1
∫
|v1|kGN0 (V )dV <∞. (2.7)
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Let T > 0 and
R > 2 +
(
eCkT (1 +M0)
)1/k
, η < C
(
1− e
CkT (1 +M0)
4(R− 2)k
)
, δ <
CR−5
exp
(
4
Ck+2(H0+Ck,γ,ν(T+1)e
CkT (1+M0))
η2
) ,
for some explicit constants C,Ck, Ck,γ,ν > 0. For each N ≥ 2 consider (VNt )t∈[0,T ] a R3N -valued process
solution to (2.4), for a GN0 -distributed initial condition.
Then
(
1
N
∑N
i=1 δVN,it
)
t∈[0,T ]
converges, as N goes to infinity, weakly in law to the unique solution to the
Boltzmann equation (1.1) starting from g0, (gt)t∈[0,T ] ∈ L1(0, T ;Lp(R3)) ∩ L∞(0, T ;L1k(R3)), .
Figure 1. Topography of propagation of chaos results for equation (1.1) in the rectangle
(ν, γ) ∈ (0, 2]×[−3, 1]. The case ν = 2 corresponds to the Landau equation. The diagonal
corresponds to the inverse power law γ = s−5s−1 , ν =
2
s−1 for s ∈ [2,∞)
.
The novelty of this result, is that to the best of the author’s knowledge, it deals with a range of
softness of potentials which was not covered before, for the Boltzmann equation. The two drawbacks are
that it provides only a qualitative convergence, and it misses the physical cases of the inverse power law
potentials.
2.3. Sketch of the proof. The strategy we use to treat the propagation of chaos for equation with very
singular coefficient is the one which was first established in [21]. The authors treat the 2D Navier-Stokes
equation in vortex formulation. Thanks to an entropy dissipation method, they obtain a bound on a
key information quantity (namely the Fisher information) uniformly in the number of particles. This
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enables to deduce both the existence of a converging subsequence of the empirical measure associated to
the interacting diffusions system, and the uniqueness of the limit point. Still in the case of mean-field
equation, the same method has been applied to some sub-critical Keller-Segel equation in [24]. Then the
author extended this strategy to fractional diffusion in [33].
As for collisional dynamics, the Landau equation with moderately soft potentials (γ ∈ (−2, 0)) has been
treated in[20, Theorem 1.8], and it is this strategy that we adapt to the Boltzmann equation. Seeing the
Landau equation as the grazing collisions limit of the Boltzmann equation, the idea is thus to adapt the
techniques used for Brownian-like diffusion to a Le´vy flight diffusion (as from [24] to [33]).
In that purpose, the functional which plays an essential role, is the weighted normalized fractional
Fisher information INν,γ defined for GN ∈ P(RdN ) as
INν,γ(GN ) =
1
N
N∑
i=1
∫
Rd(N−1)
∫
Rd×Rd
(
〈v〉γ/2√GN (v1, vi−1, v, vi+1, vN )− 〈v∗〉γ/2√GN (v1, vi−1, v∗, vi+1, vN ))2
|v∗ − v|d+ν dvdv∗dV
N−1
i ,
(2.8)
(we define it with general dimension, as the results about this quantity, provided in this paper do not
depend on the dimension). In view of the different ways to define Sobolev’s semi norm, we may rewrite
the fractional Fisher information as
INν,γ(GN ) =
1
N
N∑
i=1
∫
Rd(N−1)
∣∣∣∣〈·〉γ/2√GN,N−1i (·)∣∣∣∣2
Hν/2(Rd)
dV N−1i
=
1
N
N∑
i=1
∫
Rd(N−1)
∫
Rd
∣∣∣∣F (〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2 |ξ|νdξdV N−1i ,
where for a fixed V N−1i ∈ Rd(N−1) we denote
GN,N−1i (v) = G
N (v1, · · · , vi−1, v, vi+1, · · · , vN ).
Fix T > 0, and assume that there is a sequence of solutions
(
(VNt )t∈[0,T ]
)
N≥2, and for each t ∈ [0, T ]
denote (GNt )N≥2, the sequence of the law of these solutions (i.e. G
N
t = L(VNt )). The first element of the
proof is the control (uniformly w.r.t. the number of particles in the system) of some useful normalized
quantities; namely the entropy, moment and local fractional Fisher information of the law, in the
Theorem 2.2. Assume that the collision kernel B of the form (1.2)-(1.3) satisfies (H) for some (γ, ν) ∈
(−2, 0)× (0, 2), with γ + ν > 0. Let R > 1, δ, η ∈ (0, 1), and for each N ≥ 2, let (GNt )t∈[0,T ] be a solution
to (2.5) starting from (GN0 )N≥1 ∈ Psym(R3N ), satisfying (2.7).
Then for any T > 0, it holds
sup
t∈[0,T ]
sup
N≥2
1
N
∫
R3N
GNt (V ) ln(G
N
t (V ))dV ≤ H0 + Ck,γ,νTeCkT (1 +M0) , (2.9)
sup
t∈[0,T ]
sup
N≥2
∫
R3N
|v1|kGNt (V )dV ≤ eCkT (1 +M0) , (2.10)
sup
N≥2
∫ T
0
INν,γ(GNt )dt ≤ CH0,M0,T,γ,ν,k,R,δ,η (2.11)
The key estimate (2.11) is obtained using the results of Alexandre et al (see [2],[3]) about the regu-
larizing effects of grazing collisions. It is in order to apply these techniques as black boxes, that we need
the Brownian diffusion perturbation in (2.4), which properties are listed in Appendix B. Then we make
a first use of this key estimate, thanks to the
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Proposition 2.1. For any d ≥ 2, λ ∈ (0, ν) and r ∈
(
d
d+ν ∨ ν+λ2ν ∨ 2d−(ν−λ)2d , 1
)
there is Cλ,d,ν,γ,r > 0
such that for any FN ∈ Psym(RdN ) it holds
sup
i 6=j
∫
RdN
|vi − vj |−λFN (dV ) ≤ Cλ,d,ν,γ,r
(
INν,γ(FN ) +
∫
RdN
|v1|−γ r1−rFN (dV ) + 1
)
.
This result can be seen as some Hardy-Litllewood-Sobolev inequality [28, Theorem 4.3] in the case
where the integrating measure is not tensorized. Since the most singular part of the trajectory of one
particle, is the drift part in (2.4), this bound is sufficient to deduce in Proposition 4.1, using some classical
stochastic calculus tools, that there exists an accumulation point to the sequence
(
1
N
∑N
i=1 δVN,it
)
N≥2
in
P(R3). We then prove that the support of the law of this accumulation point is included in the set of
probability measures with smooth density, thanks to the
Proposition 2.2. The family of functionals (INν,γ)N≥1 defined in (2.8) are Γ-lower semi-continuous,
i.e. if (FN )N≥1 ∈ Psym(RdN ) converges to pi ∈ P(P(Rd)) in the sense that for any j ≥ 2, F jN ⇀∫
P(Rd) ρ
⊗jpi(dρ), where F jN denotes the j-particles marginal of FN , then
lim inf
N≥1
INν,γ(FN ) ≥
∫
P(Rd)
∣∣∣〈·〉γ/2√ρ∣∣∣2
Hν/2(Rd)
pi(dρ).
Moreover, we show in Proposition 4.2, that the accumulation point solves a martingale problem,
as is classical in the context of qualitative propagation of chaos result (see for instance [34],[22],[30]).
Thanks to the above regularity estimate, and a slight modification of [17, Theorem 1.3] we show that
this martingale problem admits a unique solution. Finally, choosing the parameters R, δ and η in (2.4),
according to some bounds on the entropy and moment (that is why we specify the independence with
respect to these parameters in (2.9) and (2.10)) of the initial condition g0 and the time horizon T , this
solution actually coincides with the solution to the Boltzmann equation (1.1) starting from g0, on the
time interval [0, T ].
3. Proof of Theorem 2.2
This section is devoted to the proof of the a priori bounds on the law of solutions to SDE (2.4). In the
first subsection we obtain the moment estimate (2.10), mimicking the arguments of [20, Proposition 4.1].
In the second we use some entropy dissipation method to prove the bounds (2.9)-(2.11). Before further
considerations, we make the following observation. For any functions h and g we have using Young’s and
Holder’s inequalities
1
2
∫
Rd
|h∇g|2 − 4
∫
Rd
|g∇h|2 ≤ |∇(gh)|2 ≤ 2
∫
Rd
|h∇g|2 + 2
∫
Rd
|g∇h|2. (3.1)
And similarly for any ν ∈ (0, 2)
1
2
∫
R2d
h2(x)
(g(x)− g(y))2
|x− y|d+ν dxdy − 4
∫
R2d
g2(x)
(h(x)− h(y))2
|x− y|d+ν dxdy ≤ |hg|
2
Hν/2
≤ 2
∫
R2d
h2(x)
(g(x)− g(y))2
|x− y|d+ν dxdy + 2
∫
R2d
g2(x)
(h(x)− h(y))2
|x− y|d+ν dxdy.
(3.2)
In particular if h is bounded and Lipschitz
1
2
∫
R2d
h2(x)
(g(x)− g(y))2
|x− y|d+ν dxdy−Cd,ν‖h‖
2
W 1,∞‖g‖2L2 ≤ |hg|2Hν/2 ≤ 2
∫
R2d
h2(x)
(g(x)− g(y))2
|x− y|d+ν dxdy+2Cd,ν‖h‖
2
W 1,∞‖g‖2L2 .
Finally, let us make some comments about the well posedness of the system of SDE (2.4). For fixed
N ≥ 2, the maps v ∈ Rd 7→ Kγ ∗ ρεN (v) ∈ Rd and V ∈ RdN 7→ αRδ,η
(
1
N−1
∑
j 6=i δvj ∗ ρεN
)
for each i =
1, · · · , N , are bounded and Lipschitz, so difficulties may arise only from the coefficient cγ,ν . But existence
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and uniqueness of solution to (2.4) hold when one considers instead this coefficient, a regularization version
of it. Therefore using the same tightness-martingale formulation method that we are about to use to treat
the limit N → ∞, enables to pass to the limit in the regularized parameter for fixed N . This enables
to conclude that for each N ≥ 2, and VN0 a R3N -valued random vector, there exists, on some suitable
probability space, a solution to (2.4) starting from VN0 . We do not treat the question of uniqueness, but
it is not needed in order to state Theorem 2.1.
3.1. Moments estimates.
Lemma 3.1. For any k ≥ 2, there is a constant Ck > 0 independent of R, δ, η and N ≥ 2 such that for
any ((VN,it )t≥0)i=1,··· ,N solution to the particles system (2.4), it holds for any T > 0
sup
t∈[0,T ]
1
N
N∑
i=1
E
[
|VN,it |k
]
≤ eCkT
(
1 +
1
N
N∑
i=1
E
[
|VN,i0 |k
])
.
Proof. First, an application of Ito’s rule yields for any i = 1, · · · , N
|VN,it |k =|VN,i0 |k − k
∫ t
0
β0
N − 1
N∑
j 6=i
Kγ ∗ ρεN (VN,is − VN,js ) · |VN,is |k−2VN,is ds
+
∫ t
0
1
N − 1
N∑
j 6=i
∫
R3
∫ 2pi
0
∫ ∞
0
∆˜| · |k
(
VN,is− ,VN,js− + w, z, ϕ
)
dzdϕρεN (dw)ds
+
∫
[0,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(∣∣∣VN,is− + cγ,ν (VN,is− ,VN,js− + w, z, ϕ)∣∣∣k − ∣∣∣VN,is− ∣∣∣k)M¯iN (ds, dz, dϕ, dw, dj)
+
∫ t
0
αRδ,η
 1
N
N∑
j 6=i
δVN,ju ∗ ρεN
2 |VN,is |k−2ds+√2 ∫ t
0
αRδ,η
 1
N
N∑
j 6=i
δVN,ju ∗ ρεN
 |VN,is |k−2VN,is · dBN,is .
We take the expectation, average over i = 1, · · · , N , and denote
Q(t) =
1
N
N∑
i=1
E
[
|VN,it |k
]
.
Which yields
Q(t) =Q(0)− k
∫ t
0
1
N
N∑
i=1
E
 β0
N − 1
N∑
j 6=i
Kγ ∗ ρεN (VN,is − VN,js ) · |VN,is |k−2VN,is
 ds
+
1
N(N − 1)
∑
i 6=j
∫
R3
E
[∫
[0,2pi]×R+
∆˜| · |k
(
VN,is− ,VN,js− + w, z, ϕ
)
dzdϕ
]
ρεN (w)dw
+
∫ t
0
1
N
N∑
i=1
E

αRδ,η
 1
N
N∑
j 6=i
δVN,js ∗ ρεN
2 |VN,is |k−2
 ds
=: Q(0) + INt + J
N
t +K
N
t .
 Estimate of INt ,
By evenness of ρε, it holds Kγ ∗ ρε(−x) = −Kγ ∗ ρε(x), and Kγ ∗ ρε(0) = 0. Hence by symmetry we
find that for any (i, j) ∈ {1, · · · , N}2
E
[
Kγ ∗ ρεN (VN,is − VN,js ) · |VN,is |k−2VN,is
]
=
1
2
E
[
Kγ ∗ ρεN (VN,is − VN,js ) ·
(|VN,is |k−2VN,is − |VN,js |k−2VN,js )]
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Using that there is Ck > 0 such that for any (v, w) ∈ R3 it holds,
∣∣|v|k−2v − |w|k−2w∣∣ ≤ Ck|v − w|(1 +
|v|k−2 + |w|k−2) and that for any ε ∈ (0, 1), it holds |Kγ ∗ ρε(v)| ≤ C(1 + |v|γ+1), we obtain that∣∣Kγ ∗ ρεN (VN,is − VN,js ) · (|VN,is |k−2VN,is − |VN,js |k−2VN,js )∣∣
≤ Ck
(
1 + |VN,is − VN,js |γ+1
) |VN,is − VN,js |(1 + |VN,is |k−2 + |VN,js |k−2)
≤ Ck
(
1 + |VN,is |k + |VN,js |k
)
,
since γ + 2 > 0. Finally we conclude with
INt ≤ Ck
∫ t
0
(1 +Q(s))ds.
 Estimate of JNt ,
Using point (iii) of Lemma A.1, we obtain∫
[0,2pi]×R+
∣∣VN,is + cγ,ν (VN,is ,VN,js + w, z, ϕ)∣∣k − ∣∣VN,is ∣∣k − kcγ,ν (VN,is ,VN,js + w, z, ϕ) · ∣∣VN,is ∣∣k−2 VN,is dzdϕ
≤ Ck
(∣∣VN,is ∣∣k−2 + ∣∣VN,js + w∣∣k−2) ≤ Ck (∣∣VN,is ∣∣k + ∣∣VN,js ∣∣k + |w|k + 1)
Therefore, since there is Ck > 0 such that for any N ≥ 2 it holds
∫
R3 |w|kρε(N)(w)dw ≤ Ck, integrating
the above inequality on R3 w.r.t. the density ρε(N) yields
JNt ≤ Ck
∫ t
0
(1 +Q(s))ds.
 Estimate of KNt ,
Since for any µ ∈ P(R3) it holds αRδ,η(µ) ≤ 2, we easily get
KNt ≤ k
∫ t
0
1
N
N∑
i=1
E
[∣∣VN,is ∣∣k−2] ds ≤ Ck ∫ t
0
(Q(s) + 1) ds
Finally, gathering all these estimates yields
Q(t) ≤ Q(0) + Ck
∫ t
0
(Q(s) + 1) ds,
and the conclusion follows by application of Gronwall’s inequality. 
3.2. Entropy dissipation estimates. For each N ≥ 2, consider (GNt )t∈[0,T ] solution to (2.5) for the
initial condition GN0 . For V ∈ R3N , we denote
µN−1,εNi =
1
N − 1
∑
j 6=i
δvj ∗ ρεN .
Using the definition (2.6) of AN , and dropping the t in the notations for simplicity yields
d
dt
1
N
∫
R3N
GN lnGN =
1
N
∫
R3N
∂tG
N (1 + lnGN )
=
1
N
N∑
i=1
∫
R3N
∫
S2
∫
R3
B(vi − w, σ)GN (V ) ln G
N (V + (v′i − vi)ai)
GN (V )
µN−1,εNi (w)dwdσdV
+
1
N
N∑
i=1
∫
R3N
(
αRδ,η
(
µN−1,εNi
))2
∆i(lnGN )GN (V )dV
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= − 1
N
N∑
i=1
∫
R3N
∫
S2
∫
R3
B(vi − w, σ) ln G
N (V )
GN (V + (v′i − vi)ai)
µ
N−1,ε(N)
i (w)dwdσGN (V )dV
− 1
N
N∑
i=1
∫
R3N
(
αRδ,η
(
µ
N−1,ε(N)
i
))2
∇i(lnGN ) · ∇iGN (V )dV = −DN (GN )− CN (GN ),
• Estimate of DN
We first rewrite
DN (GN ) =
1
N
N∑
i=1
∫
R3N
∫
S2
∫
R3
B(vi − w, σ)
(
GN (V ) ln
GN (V )
GN (V + (v′i − vi)ai)
−GN (V ) +GN (V + (v′i − vi)ai)
)
µN−1,εNi (w)dwdσdV
+
1
N
N∑
i=1
∫
R3N
∫
S2
∫
R3
B(vi − w, σ)
(
GN (V )−GN (V + (v′i − vi)ai)
)
µN−1,εNi (w)dwdσdV
:= SN (GN ) + TN (GN )
 Estimate of TN :
We use the cancellation Lemma [2, Corollary 1.2, (1)] to obtain∣∣∣∣∫
S2
∫
R3
∫
R3
B(vi − w, σ)
(
GN (V )−GN (V + (v′i − vi)ai)
)
µN−1,εNi (w)dwdσdvi
∣∣∣∣ ≤ Cγ,ν‖GN,N−1i ‖L12‖µN−1,εNi ‖L12 .
Next observing that
‖GN,N−1i ‖L12‖µ
N−1,εN
i ‖L12 =
∫
R3
〈vi〉2GN,N−1i (vi)dvi
∫
R3
〈w〉2 1
N − 1
N∑
j 6=i
ρεN (w − vj)dw
≤ C
(
1 +
∫
R3
|vi|2GN,N−1i (vi)dvi
)1 + ∫
R3
|w|2ρεN (w)dw +
1
N − 1
∑
j 6=i
|vj |2

≤ C
1 + 1
N − 1
N∑
j 6=i
∫
R3
|vi|2|vj |2GN (v1, · · · , vi−1, vi, vi+1, · · · , vN )dvi

≤ C
1 + 1
N − 1
N∑
j 6=i
∫
R3
|vi|4 + |vj |4GN (v1, · · · , vi−1, vi, vi+1, · · · , vN )dvi
 .
Integrating w.r.t. dv1 · · · dvi−1dvi+1 · · · dvN and averaging over i = 1, · · · , N , yields using the symmetry
and the fact that k ≥ 4
TN (GN ) ≥ −Ck,γ,ν
∫
R3N
〈v1〉kGN (dV ).
 Estimate of SN
First we use that for any x, y ≥ 0 there holds x ln(x/y)− x+ y ≥ (√x−√y)2, to obtain
SN (GN ) ≥ 1
N
N∑
i=1
∫
R3N
∫
S2
∫
R3
B(vi − w, σ)
(√
GN (V + (v′i − vi)ai)−
√
GN (V )
)2
µN−1,εNi (w)dwdσdV
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=
1
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
S2
∫
R6
|vi − w|γb
(
vi − w
|vi − w| · σ
)(√
GN,N−1i (v
′
i)−
√
GN,N−1i (vi)
)2
µN−1,εNi (w)dwdvidσ
:=
1
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
S2
∫
R6
Cγ
(
µN−1,εNi ,
√
GN,N−1i
)
,
where we reproduce the notations [3, Proposition 2.1] . Since we assumed γ + ν > 0, we may also
reproduce its arguments.
Let φR be a smooth function satisfying 1|v|≥2R ≤ φR(v) ≤ 1|v|≥4R. Moreover we choose (vj)j∈J ⊂ B4R
with card(J) =: n ≤ CR3/δ3 such that B4R ⊂
⋃
j∈J B
vj
δ , and for each j ∈ J we choose φj a smooth
function such that 1
B
vj
δ/2
≤ φj ≤ 1Bvjδ (and for simplicity we set φn+1 = φR, χn+1 = χ4R). We also
introduce for each j ∈ J such that 1
B4R\Bvjδ
≤ χj . Following the argument of [3, (2.7) and (2.8) of the
proof of Proposition 2.1] we have
Cγ
(
µN−1,εNi ,
√
GN,N−1i
)
≥ CR,δ,γ
n+1∑
j=1
C0
(
χjµ
N−1,εN
i , φj〈·〉γ/2
√
GN,N−1i
)
− CR,δ‖µN−1,εNi ‖L1‖
√
GN,N−1i ‖2L2
γ/2
.
First observe that we have
1
N
N∑
i=1
∫
R3(N−1)
dV N−1i ‖µN−1,εNi ‖L1‖
√
GN,N−1i ‖2L2
γ/2
=
1
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
〈vi〉γGN,N−1i (vi)dvi ≤ 1,
since µN−1,εNi ∈ P(R3). Then, due to [2, Corrollary 2.1] we have
C0
(
χµN−1,εNi , φ〈·〉γ/2
√
GN,N−1i
)
≥ C
∫
R3
∣∣∣∣F (φ〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2(∫
S2
b
(
ξ
|ξ| · σ
)(
F
(
χµN−1,εNi
)
(0)−
∣∣∣F (χµN−1,εNi ) (ξ−)∣∣∣) dσ) dξ,
where ξ− = 12 (ξ − |ξ|σ). This yields integrating over R3(N−1) w.r.t the Lebesgue measure
SN (GN ) + CR,δ ≥ CR,δ,γ
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φj〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2(∫
S2
b
(
ξ
|ξ| · σ
)(
F
(
χjµ
N−1,εN
i
)
(0)−
∣∣∣F (χjµN−1,εNi ) (ξ−)∣∣∣) dσ) .
(3.3)
• Estimate of CN
First observe that
CN (GN ) = 1
N
N∑
i=1
∫
R3(N−1)
(αRδ,η(µ
N−1,εN
i ))
2
∫
R3
∣∣∣∣∇√GN,N−1i ∣∣∣∣2 dvidV N−1i
=
1
N
N∑
i=1
∫
R3(N−1)
(αRδ,η(µ
N−1,εN
i ))
2
∫
R3
∣∣∣∣∇(〈·〉−γ/2〈·〉γ/2√GN,N−1i )∣∣∣∣2 dvidV N−1i
using (3.1), we obtain since γ ≤ 0∫
R3
∣∣∣∣∇(〈·〉−γ/2〈·〉γ/2√GN,N−1i )∣∣∣∣2 dvi ≥ 12
∫
R3
∣∣∣∣∇(〈·〉γ/2√GN,N−1i )∣∣∣∣2 dvi − 4 ∫
R3
∣∣∣∇(〈·〉−γ/2)∣∣∣2 〈·〉γGN,N−1i dvi
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Next observe that for each j = 1 · · · , n+ 1 since φj〈·〉γ (resp. φR) is bounded and Lipschitz∫
R3
∣∣∣∣∇(φj〈·〉γ/2√GN,N−1i )∣∣∣∣2 dvi ≤ 2 ∫
R3
φ2j
∣∣∣∣∇〈·〉γ/2√GN,N−1i ∣∣∣∣2 dvi + 2 ∫
R3
|∇φj |2 〈vi〉γGN,N−1i dvi
≤ 2
∫
R3
∣∣∣∣∇〈·〉γ/2√GN,N−1i ∣∣∣∣2 dvi + 2Cδ ∫
R3
GN,N−1i dvi.
Summing the above inequality over j = 1, · · · , n+ 1, and since 〈v〉γ ∣∣∇〈v〉−γ/2∣∣2 = |v|2〈v〉−4 ≤ 1, we have
CR,δ
(∫
R3
∣∣∣∣∇√GN,N−1i ∣∣∣∣2 dvi + ∫
R3
GN,N−1i dvi
)
≥
∫
R3
n+1∑
j=1
∣∣∣∣∇(φj〈·〉γ/2√GN,N−1i )∣∣∣∣2 dvi,
Therefore
CN (GN ) + 1 ≥ Cδ,R,γ
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φAj 〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2
(αRδ,η(µN−1,εNi ))2 |ξ|2
(3.4)
• Conclusion
We first prove the bound (2.9). In view of the estimate SN we have
d
dt
1
N
∫
R3N
GN lnGN = −DN (GN )− CN (GN ) ≤ Ck,γ,ν
∫
R3N
|v1|4GN (V )dV,
Hence for any t ≤ T , using (2.10) we obtain
sup
t∈[0,T ]
1
N
∫
R3N
GN lnGN ≤ 1
N
∫
R3N
GN0 lnG
N
0 + Ck,γ,νT sup
t∈[0,T ]
∫
R3N
〈v1〉kGNt (V )dV
≤ H0 + Ck,γ,νTeCkT (1 +M0)
and (2.9) is proved.
Moreover, summing (3.4) and (3.3) and using Lemma B.3, we have
DN (GN ) + CN (GN ) + Ck,γ,ν
∫
R3N
〈v1〉kGN (V )dV ≥
CR,δ,γ,ν
N
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φj〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2(∫
S2
b
(
ξ
|ξ| · σ
)(
F
(
χjµ
N−1,εN
i
)
(0)−
∣∣∣F (χjµN−1,εNi ) (ξ−)∣∣∣) dσ)+ (αRδ,η (µN−1,εNi ))2 |ξ|2
≥ κCR,δ,γ,ν
N
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φj〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2
 |ξ|ν1|ξ|≥piR−1 .
Moreover we have by Parseval’s identity
1
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φj〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2
 |ξ|ν1|ξ|≤piR−1
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≤ (piR
−1)ν
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φj〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2
≤ (piR
−1)ν
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
dvi
n+1∑
j=1
φj(vi)
 〈vi〉γGN,N−1i (vi) ≤ CR,δ,ν ,
from which we conclude to
DN (GN ) + CN (GN ) +
∫
R3N
〈v1〉kGN (V )dV
≥ CR,δ,γ,ν,η,k
N
N∑
i=1
∫
R3(N−1)
dV N−1i
∫
R3
dξ
n+1∑
j=1
∣∣∣∣F (φj〈·〉γ/2√GN,N−1i ) (ξ)∣∣∣∣2
 |ξ|ν
=
CR,δ,γ,ν,η
N
N∑
i=1
∫
R3(N−1)
dV N−1i
n+1∑
j=1
∣∣∣∣φj〈·〉γ/2√GN,N−1i ∣∣∣∣2
Hν/2(R3)
 .
But using that
∑n+1
j=1 φ
2
j ≥ 1 and observation (3.2) we find that
n+1∑
j=1
∣∣∣∣φj〈·〉γ/2√GN,N−1i ∣∣∣∣2
Hν/2(R3)
+ 4
∫
R6
〈x〉γGN,N−1i (x)
∑n+1
j=1 (φj(x)− φj(y))2
|x− y|3+ν dxdy
≥ C
∫
R2d
n+1∑
j=1
φ2j (x)

(
〈x〉γ/2
√
GN,N−1i (x)− 〈y〉γ/2
√
GN,N−1i (y)
)2
|x− y|3+ν dxdy ≥ C
∣∣∣∣〈·〉γ/2√GN,N−1i ∣∣∣∣2
Hν/2(R3)
.
And since for any j = 1, · · · , n+ 1, φj is bounded and Lipschitz we obtain
CR,δ,γ,ν,η,k
∫ T
0
INν,γ(GNt )dt ≤
∫ T
0
DN (GNt ) + CN (GNt ) +
∫
R33N
〈v1〉kGNt (dV )dt
≤ N−1 (H(GN0 )−H(GNT ))+ T sup
t∈[0,T ]
∫
R33N
〈v1〉kGNt (dV ),
and we conclude to (2.11), thanks to (2.10) and (2.9).
4. Proof of Theorems 2.1
Thanks to the estimate obtained in the previous section, we may prove our main result.
4.1. Tightness. We begin with a tightness result in the
Proposition 4.1. For each N ≥ 2, let VN0 be a R3N -valued, GN0 -distributed random variable, and
consider (VNt )t∈[0,T ] solution to (2.4) starting from VN0 . If the sequence (GN0 )N≥2 is chaotic and satisfies
(2.7), then the sequence
(
1
N
∑N
i=1 δ(VN,it )t∈[0,T ]
)
N≥2
is tight in P(D([0, T ],R3)).
Proof. Since D([0, T ],R3) is polish, in view of [35, Proposition 2.2 point (ii)], it is enough to show the
tightness of the process
(
VN,1t
)
t∈[0,T ]
. By definition, it holds
VN,1t = VN,10 +
∫
[0,t]×[0,2pi]×R+×R3×{2,··· ,N}
cγ,ν
(
VN,1s− ,VN,js− + w, z, ϕ
)
M¯1N (ds, dϕ, dz, dw, dj)
+
β0
N − 1
N∑
j>1
∫ t
0
(Kγ ∗ ρεN )(VN,1s − VN,js )ds+
∫ t
0
√
2αRδ,η
 1
N
∑
j 6=i
δVN,js ∗ ρεN
 dB1s
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:= VN,10 + Z1,Nt +D1,Nt + X 1,Nt .
It is then enough to show the tightness of each of the term of the sum.
• Tightness of VN,10 .
This is a simple consequence of the fact that the sequence of laws of the initial conditions is chaotic.
• Tightness of (D1,Nt )t∈[0,T ].
First recall that for all v ∈ R3 we have |Kγ ∗ ρεN (v)| ≤ C(1 + |v|γ+1). For any 0 ≤ s < t ≤ T we have
∣∣∣D1,Nt −D1,Ns ∣∣∣ =
∣∣∣∣∣∣β0N
N∑
j>1
∫ t
s
Kγ ∗ ρεN (VN,1u − VN,ju )du
∣∣∣∣∣∣ ≤ CN
N∑
j>1
∫ t
s
(
1 +
∣∣VN,1u − VN,ju ∣∣γ+1) du
≤ |t− s|1/qCq
N
N∑
j>1
(∫ T
0
1 +
∣∣VN,1u − VN,ju ∣∣q′(γ+1) du
)1/q′
≤ |t− s|1/qCq
N
N∑
j>1
(
1 +
∫ T
0
∣∣VN,1u − VN,ju ∣∣−q′(|γ|−1) du
)
=: |t− s|q′ZTN,q.
We choose q > νν−|γ|+1 , so that q
′(|γ| − 1) < ν. Hence by symmetry, and since GNt = L(VNt ) ∈
Psym(RdN ) it holds
E
[
ZTN,q
]
=
Cq(N − 1)
N
(
1 +
∫ T
0
E
[∣∣∣VN,1t − VN,2t ∣∣∣q′(γ+1)] dt
)
=
Cq(N − 1)
N
(
1 +
∫ T
0
∫
R3N
|v1 − v2|q
′(γ+1)
GNt (dV )dt
)
.
Due to Proposition 2.1, we find that for any r ∈
(
d
d+ν ∨ ν+q
′(|γ|−1)
2ν ∨ 2d−(ν−q
′(|γ|−1))
2d , 1
)
there is a
constant ∫
R3N
|v1 − v2|−q
′(|γ|−1)
GNt (dV ) ≤ Cq,ν,γ,r
(
INν,γ(GNt ) +
∫
R3N
|v1|−γ r1−rGNt (dV ) + 1
)
,
and then using the bounds (2.10) and (2.11), we have
E
[
ZTN,q
] ≤ Cq,ν,γ,r (1 + ∫ T
0
INν,γ(GNt )dt+
∫ T
0
∫
R3N
|v|kGNt (dV )dt
)
≤ Cq,ν,γ,r,T,M0,H0,k,R,δ,η.
Then for A > 0 let us denote
KA =
{
h ∈ C([0, T ],Rd), h(0) = 0, sup
0≤s<t≤T
|h(s)− h(t)|
|s− t|p′ ≤ A
}
,
which is compact by Ascoli-Azerla’s Theorem. Then using Markov’s inequality yields
sup
N≥1
P
(
(D1,Nt )t∈[0,T ] /∈ KA
)
≤ sup
N≥1
P
(
ZTN,q ≥ A
) ≤ A−1 sup
N≥1
E
[
ZTN,q
]
,
and the sequence of laws of
(
(D1,Nt )t∈[0,T ]
)
N≥1
is tight (see Definition before Theorem 5.1 of [7]), since
for any ε > 0, we can choose A large enough such that it holds
sup
N≥1
P
(
(D1,Nt )t∈[0,T ] /∈ KA
)
≤ ε.
• Tightness of (Z1,Nt )t∈[0,T ].
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In view of [4, Theorem 4.2.3], and point (ii) of Lemma A.1 we have
E
[∣∣∣Z1,Nt −Z1,Ns ∣∣∣2] = E
∣∣∣∣∣
∫
]s,t]×[0,2pi]×R+×R3×{2,··· ,N}
cγ,ν
(
VN,1u− ,VN,ju− + w, z, ϕ
)
M¯1N (du, dϕ, dz, dw, dj)
∣∣∣∣∣
2

=
1
N
N∑
j>1
∫ t
s
∫
R3
E
[∫
[0,2pi]×R+
∣∣cγ,ν (VN,1u ,VN,ju + w, z, ϕ)∣∣2 dϕdz
]
ρεN (dw)du
=
1
N
N∑
j>1
∫ t
s
∫
R3
E
[∣∣VN,1u − VN,ju + w∣∣γ+2] ρεN (w)du ≤ |t− s|Ck,γ
(
sup
u∈[0,T ]
E
[∣∣VN,1u ∣∣k]+ 1
)
,
since k ≥ γ+ 2 > 0. The result follows with a similar argument as the one used above, and bound (2.10).
• Tightness of (X 1,Nt )t∈[0,T ].
By Ito’s isometry, and since for any µ ∈ P(R3) it holds αRδ,η(µ) ≤ 2, for any N ≥ 2, we have
E
[∣∣∣X 1,Nt −X 1,Ns ∣∣∣2] = E

∣∣∣∣∣∣
∫ t
s
√
2αRδ,η
 1
N
∑
j 6=i
δVN,ju ∗ ρεN
 dB1u
∣∣∣∣∣∣
2

= E
∫ t
s
2
αRδ,η
 1
N
∑
j 6=i
δVN,ju ∗ ρεN
2 du
 ≤ C|t− s|,
and the result follows.

4.2. Martingale problem. We now show that the accumulation point obtained in the previous section
is unique. In that purpose we define the set
S :=
{
Q ∈ P(D([0, T ],R3)), Q satisfies (a), (b) and (c)
}
, (4.1)
where the conditions (a), (b), (c) are defined as
(a) e0#Q = g0,
(b) Qt := et#Q, (Qt)t∈[0,T ] satisfies,
∫ T
0
|〈·〉γ/2
√
Qt|2Hν/2(R3) +
∫
R3
|v|kQt(dv)dt <∞
(c) ∀0 < t1 < · · · < tm < s < t ≤ T, φ1, · · · , φm ∈ Cb(R2), φ ∈ C2b (R2), it holds
M(Q) = C(Q)
.M(Q) := ∫D([0,T ],R3)2 Q(d%)Q(d%˜)∏mk=1 φk(%tk)(φ(%t)− φ(%s)− ∫ ts β0Kγ(%u − %˜u) · ∇φ(%u)du
− ∫ t
s
∫
[0,2pi]×R+ (φ(%u + cγ,ν(%u, %˜u, ϕ, z))− φ(%u)− cγ,ν(%u, %˜u, ϕ, z) · ∇φ(%u)) dzdϕ du
)
C(Q) := ∫ Q(d%)∏mk=1 φk(%tk) ∫ ts (αRδ,η(Qu))2 ∆φ(%u) du.
(4.2)
We show that this accumulation point almost surely belongs to S in the
Proposition 4.2. For each N ≥ 2, let VN0 be a GN0 -distributed random variable, and consider
(
(VNt )t∈[0,T ]
)
N≥2
solution to (2.4). Assume that (GN0 )N≥2 is g0-chaotic, satisfies (2.7) and that there is a subsequence of
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1
N
∑N
i=1 δ(VN,it )t∈[0,T ]
)
N≥2
converging in law to some f ∈ P(D([0, T ],R3)). Then f almost surely belongs
to S.
Proof. We prove successively that each of the condition is fulfilled.
• f satisfies (a)
It is a simple consequence form the fact that the law of the initial condition to the particle system
(2.4) are g0 chaotic.
• f satisfies (b)
For any t ∈ [0, T ] we denote pit = L(ft), and for any k ≥ 2, pikt =
∫
P(R3) ρ
⊗k.pit(dρ). Recall that
GNt = L(VNt ) ∈ Psym(RdN ). Since
(
1
N
∑N
i=1 δVN,it
)
N≥2
converges (up to a subsequence) in law to ft,
for any k ≥ 2, (GN,kt )N≥2 (k-particles marginal of GNt ) converges weakly to pikt . Using Proposition 2.2,
Fatou Lemma and bound 2.11 we obtain
E
[∫ T
0
|〈·〉γ/2
√
ft|2Hν/2(R3)dt
]
=
∫ T
0
∫
P(R3)
|〈·〉γ/2√ρ|2Hν/2(R3)pit(dρ)dt
≤
∫ T
0
lim inf
N
INν,γ(GNt )dt ≤ lim inf
N
∫ T
0
INν,γ(GNt )dt < +∞,
and therefore ∫ T
0
|〈·〉γ/2
√
ft|2Hν/2(R3)dt < +∞, a.s.
A similar argument applies to prove the almost surely bound on the k moment.
• f satisfies (c)
Forany i = 1, · · · , N Ito’s rule yields for any test function φ ∈ C2(R3)
φ(VN,it ) = φ(VN,i0 ) +
∫ t
0
β0
N − 1
∑
j 6=i
Kγ ∗ ρεN (VN,is − VN,js ) · ∇φ(VN,is ) +
αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
2 ∆φ(VN,is )ds
+
1
N
∑
j 6=i
∫ t
0
∫ 2pi
0
dϕ
∫ ∞
0
dz
∫
R3
∆˜φ(VN,is− ,VN,js− + w,ϕ, z)ρεN (dw)ds+
∫ t
0
√
2αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
∇φ(VN,is ) · dBis
+
∫
[0,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(
φ(VN,is− + cγ,ν(VN,is− ,VN,js− + w,ϕ, z))− φ(VN,is− )
)
M¯iN (ds, dz, dϕ, dw, dj).
Then we define the processes (ON,it )t∈[0,T ] as
ON,it :=φ(VN,it )− φ(VN,i0 )−
∫ t
0
β0
N − 1
∑
j 6=i
Kγ ∗ ρεN (VN,is − VN,js ) · ∇φ(VN,is )ds
−
∫ t
0
1
N
∑
j 6=i
∫
R3
∫ 2pi
0
∫ ∞
0
∆˜φ(VN,is ,VN,js + w, z, ϕ)dϕdzρεN (dw)ds
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In view of the above Ito’s expansion, we also have
ON,it =
∫ t
0
αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
2 ∆φ(VN,is )ds+ ∫ t
0
√
2αRδ,η
 1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN
∇φ(VN,is ) · dBis
+
∫
[0,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(
φ(VN,is− + cγ,ν(VN,is− ,VN,js− + w,ϕ, z))− φ(VN,is− )
)
M¯iN (ds, dz, dϕ, dw, dj).
We also define
KN := 1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
(
ON,it −ON,is
)
=
1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
∫ t
s
αRδ,η
 1
N − 1
N∑
j 6=i
δVN,ju ∗ ρεN
2 ∆φ(VN,iu )du
+
1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
(∫ t
s
√
2αRδ,η
 1
N − 1
N∑
j 6=i
δVN,ju ∗ ρεN
∇φ(VN,iu ) · dBiu
+
∫
[s,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(
φ(VN,iu− + cγ,ν(VN,iu− ,VN,ju− + w,ϕ, z))− φ(VN,iu− )
)
M¯iN (du, dz, dϕ, dw, dj)
)
.
Finally, observe that by definition, it holds
M(µN ) = 1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
(
φ(VN,it )− φ(VN,is )−
1
N
N∑
j=1
∫ t
s
β0Kγ(VN,iu − VN,ju ) · ∇φ(VN,iu ) + ∆˜φ(VN,iu ,VN,ju , ϕ, z))du
)
For any ε > 0 we define Kεγ smooth, bounded, such that K
ε
γ(x) = Kγ(x) for any |x| ≥ ε and |Kεγ(x)| ≤
|Kγ(x)| for any |x| ≤ ε, and
Mε(Q) :=
∫
D([0,T ],R3)2
Q(d%)Q(d%˜)
N∏
k=1
φk(%tk)
(
φ(%t)− φ(%s)−
∫ t
s
β0K
ε
γ(%u − %˜u) · ∇φ(%u)du
−
∫ t
s
∫
[0,2pi]×R+
(φ(%u + cγ,ν(%u, %˜u, ϕ, z))− φ(%u)− cγ,ν(%u, %˜u, ϕ, z) · ∇φ(%u)) dzdϕ du
)
.
With this definition, Mε is a continuous function on P(D([0, T ],R3)), in view of Lemma A.2. Next
introduce the following decomposition
E [|M(f)− C(f)|] ≤ E [|M(f)−Mε(f)|] + E
[∣∣Mε(f)−Mε(µN )∣∣]+ E [∣∣Mε(µN )−M(µN )∣∣]+ E [∣∣M(µN )−KN ∣∣]
+ E
[∣∣KN − C(f)∣∣]
=: I1 + I2 + I3 + I4 + I5.
 Estimate of I1, I3
We first observe that by definition of Kεγ we have that∣∣Kεγ(x)−Kγ(x)∣∣ ≤ 2|x|γ+11|x|≤ε,
so that for any Q ∈ P (D([0, T ];R3)) it holds
|M(Q)−Mε(Q)| =
∣∣∣∣∣
∫
D([0,T ],R3)2
Q(d%)Q(d%˜)
n∏
k=1
φk(%tk)
(
−
∫ t
s
β0(K
ε
γ −Kγ)(%u − %˜u) · ∇φ(%u)du
)∣∣∣∣∣
PROPAGATION OF CHAOS FOR THE BOLTZMANN EQUATION WITH MODERATELY SOFT POTENTIALS 19
≤ Cφ,n
∫ T
0
∫
R3×R3
|v − v∗|γ+11|v−v∗|≤εQu(dv)Qu(dv∗)du
≤ εpCφ,n
∫ T
0
∫
R3×R3
|v − v∗|γ+1−pQu(dv)Qu(dv∗)du,
for any p > 0. Hence we have
I1 ≤ εpCφ,nE
[∫ T
0
∫
R3×R3
|v − v∗|γ+1−pfu(dv)fu(dv∗)du
]
I3 ≤ εpCφ,n 1
N2
N∑
i6=j
∫ T
0
E
[|VN,iu − VN,ju |γ+1−p] du.
Choosing p ∈ (0, 1 + ν + γ), using Proposition 2.1 and point (i) of Lemma D.1 we obtain
I1 ≤ εpCφ,n,p,γ,ν
(
1 + E
[∫ T
0
∣∣∣〈·〉γ/2√fu∣∣∣2 + ∫
R3
|v|kfu(dv)du
])
≤ εpCφ,n,p,γ,ν,H0,T,M0,R,δ,η,k
We obtain a similar estimate for I3, using the same argument as in the proof of Proposition 4.1.
 Estimate of I2
For any ε > 0, I2 converges to 0 as N goes to infinity, since Mε is a continuous function on
P(D([0, T ],R3)), and µN converges in law to f .
 Estimate of I4
Observe that
M(µN )−KN = 1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
( 1
N
N∑
j=1
∫ t
s
β0 (Kγ −Kγ ∗ ρεN ) (VN,iu − VN,ju ) · ∇φ(VN,iu )du
+
∫ t
s
∫
R3
∫ 2pi
0
∫ ∞
0
(
∆˜φ(VN,iu ,VN,ju , ϕ, z)− ∆˜φ(VN,iu ,VN,ju + w,ϕ, z)
)
ρεN (dw)dzdϕdu
)
.
Since for any v, v∗ ∈ R3, we have
lim
N→∞
Kγ −Kγ ∗ ρεN (v − v∗) = 0,
and for any z, ϕ ∈ R∗ × [0, 2pi]
lim
N→∞
∫
R3
(
∆˜φ(v, v∗, ϕ, z)− ∆˜φ(v, v∗ + w,ϕ, z)
)
ρεN (dw) = 0,
using Proposition 2.1 and bound (2.11), we obtain that I4 goes to zero as N goes to infinity by the
Lebesgue dominated convergence Theorem.
 Estimate of I5
Denoting for s ∈ [0, T ]
µNs =
1
N
N∑
j=1
δVN,js , µ
N−1,εN
s =
1
N − 1
N∑
j 6=i
δVN,js ∗ ρεN ,
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we rewrite
KN − C(f) = 1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
∫ t
s
((
αRδ,η
(
µN−1,εNu
))2 − (αRδ,η (µNu ))2)∆φ(VN,iu )du+ C(µN )− C(f)
+
1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
(∫ t
s
√
2αRδ,η
(
µN−1,εNu
)∇φ(VN,iu ) · dBiu
+
∫
[s,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(
φ(VN,iu− + cγ,ν(VN,iu− ,VN,ju− + w,ϕ, z))− φ(VN,iu− )
)
M¯iN (du, dz, dϕ, dw, dj)
)
.
First, using Lemma B.1 we obtain∣∣∣(αRδ,η (µNs ))2 − (αRδ,η (µN−1,εNs ))2∣∣∣ = ∣∣αRδ,η (µNs )− αRδ,η (µN−1,εNs )∣∣ (αRδ,η (µNs )+ (αRδ,η (µN−1,εNs )))
≤ CR,δ,ηW1(µNs , µN−1,εNs ) ≤ CR,δ,η
W1
µNs , 1N − 1
N∑
j 6=i
δVN,js
+W1
 1
N − 1
N∑
j 6=i
δVN,js , µ
N−1,εN
s
 .
Using the transport plan which consists in splitting the atom δVN,is of mass 1/N in µ
N
s , into N − 1
atoms of mass 1/(N(N − 1)) and transporting each of these atoms onto each of the δVN,js for j 6= i, we
obtain that
W1
µNs , 1N − 1
N∑
j 6=i
δVN,js
 ≤ 1
N(N − 1)
∑
j 6=i
|VN,is − VN,js | ≤ N−1
1
(N − 1)
∑
j 6=i
Ck
(|VN,is |k + |VN,js |k + 1) .
Moreover we clearly have
W1
 1
N − 1
N∑
j 6=i
δVN,js , µ
N−1,εN
s
 ≤W1(δ0, ρεN ).
Hence using the symmetry bound (2.10)
E
[∣∣∣∣∣ 1N
N∑
i=1
n∏
k=1
φk(VN,itk )
∫ t
s
((
αRδ,η
(
µN−1,εNu
))2 − (αRδ,η (µNu ))2)∆φ(VN,iu )du
∣∣∣∣∣
]
≤ Cφ,n,δ,η,M0,T,k
(
N−1 +W1(δ0, ρεN )
)
.
Moreover, since C is smooth on P(D([0, T ],R3)) (due to Lemma B.1), and µN converges in law to
f , E
[∣∣C(µN )− C(f)∣∣] converges to 0 as N goes to infinity. Finally, since the N independent Brownian
motions (Bi)i=1,··· ,N are independent of the N independent Poisson random measures (Mi)i=1,··· ,N , we
deduce from classical stochastic calculus that
E
[∣∣∣ 1
N
N∑
i=1
n∏
k=1
φk(VN,itk )
(∫ t
s
√
2αRδ,η
 1
N − 1
N∑
j 6=i
δVN,ju ∗ ρεN
∇φ(VN,iu ) · dBiu
+
∫
[s,t]×[0,2pi]×R+×R3×{1,··· ,N}\{i}
(
φ(VN,iu− + cγ,ν(VN,iu− ,VN,ju− + w,ϕ, z))− φ(VN,iu− )
)
M¯iN (du, dz, dϕ, dw, dj)
)∣∣∣2]
≤ C(φk)k=1,··· ,n,φ,t,sN−1.
Combining all the estimates obtained in this step yields
lim
N→∞
E
[∣∣KN − C(f)∣∣] = 0.
 Conclusion.
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Gathering all the estimates obtained so far letting N go to infinity and ε to 0, we have
E [|M(f)− C(f)|] = 0.
Therefore M(f) = C(f) almost surely, and the result is proved.

Lemma 4.1. Whenever γ + ν > 0, the set S is a singleton.
Proof. Let be f ∈ S, then f satisfies condition (b) of (4.2). It follows that f ∈ L1(0, T ;Lp) for p ∈(
3
3+γ ,
3
3−ν
)
. Indeed for q >
ν
d−ν
d
d−ν−p
there holds, for any h ∈ L1
‖h‖pLp =
∫
R3
hp =
∫
R3
〈v〉γ(p−1/q)hp−1/q〈v〉−γ(p−1/q)h1/q
≤
(∫
R3
〈v〉−γq(p−1/q)h
)1/q (∫
R3
(〈v〉γh)q′(p−1/q)
)1/q′
≤ Cp,q,r,γ
(
1 +
∫
R3
|v|−γq(p−1/q)h
)1/q
‖〈·〉γh‖p(1−1/q)
Lq′(p−1/q)
.
Using successively interpolation between Lebesgue spaces, and Sobolev’s embedding (see for instance [12,
Theorem 6.5]) we have that
‖〈·〉γh‖Lq′(p−1/q) ≤ ‖〈·〉γh‖
1−
(
1− 1
q′(p−1/q)
)
d−ν
d
L1 ‖〈·〉γh‖
(
1− 1
q′(p−1/q)
)
d−ν
d
L
d
d−ν
≤ Cq,p,d,ν
(
‖〈·〉γh‖
L
d
d−ν
+ 1
)
≤ Cq,p,d,ν
(∣∣∣√〈·〉γh∣∣∣2
Hν/2
+ 1
)
Therefore since k ≥ |γ|q(p− 1/q)∫ T
0
‖ft‖Lpdt ≤Cq,p,d,ν,r,γ
∫ T
0
(
1 +
∫
R3
|v|−γq(p−1/q)ft
)1/pq (
1 +
∣∣∣√〈·〉γft∣∣∣2
Hν/2
)1−1/q
dt
≤ Cq,p,d,ν,r,γ,T
(
1 +
∫ T
0
∣∣∣√〈·〉γft∣∣∣2
Hν/2
dt+
∫ T
0
∫
R3
|v|−γq(p−1/q)ftdt
)
.
Then the result is a simple consequence [17, Theorem 1.3]. We provide a short sketch of proof, summa-
rizing [17, Section 3].
Let Q, Q˜ ∈ P(D([0, T ],R3)) be two solutions to the martingale problem. Classical stochastic calculus
tools provide the existence, on some suitable probability space, of a Brownian motion (Bt)t∈[0,T ] and a
Poisson random measureM on [0, T ]×R3×R3× [0, 2pi]×R+ with the intensity ds×Rs(dv, dv∗)×dϕ×dz
where for any s ∈ [0, T ], Rs ∈ P(R3 × R3) is a coupling plan between Qs and Q˜s, and a Q-distributed
process (Vt)t∈[0,T ] (resp. a Q˜-distributed process (Wt)t∈[0,T ] ) such that
Vt = V0 +
∫
[0,t]×R6×[0,2pi]×R+
cγ,ν(Vs− , v, ϕ, z)M¯(ds, dv, dv∗, dϕ, dz) +
∫ t
0
∫
R3
Kγ(Vs − v)Qs(dv)ds+
∫ t
0
√
2αRδ,η(Qs)dBs
Wt = V0 +
∫
[0,t]×R6×[0,2pi]×R+
cγ,ν(Ws− , v∗, ϕ+ ϕ0(Vs− − v,Ws− − v∗), z)M¯(ds, dv, dv∗, dϕ, dz)
+
∫ t
0
∫
R3
Kγ(Ws − v)Q˜s(dv)ds+
∫ t
0
√
2αRδ,η(Q˜s)dBs,
where ϕ0 : R3 ×R3 7→ [0, 2pi) is the measurable function of [17, Lemma 3.2]. Using some Ito’s expansion
and taking the expectation yields
E
[|Vt −Wt|2] = ∫ t
0
(
αRδ,η(Qs)− αRδ,η(Q˜s)
)2
ds
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+
∫ t
0
∫
R6
E
[∫ ∞
0
∫ 2pi
0
∣∣cγ,ν(Vs− , v, ϕ, z)− cγ,ν(Ws− , v∗, ϕ+ ϕ0(Vs− − v,Ws− − v∗), z)∣∣2 dzdϕ]Rs(dv, dv∗)ds
+2
∫ t
0
∫
R6
E
[∫ ∞
0
∫ 2pi
0
(Vs− −Ws−)
(
cγ,ν(Vs− , v, ϕ, z)− cγ,ν(Ws− , v, ϕ+ ϕ0(Vs− − v,Ws−)− v∗, z)
)
dzdϕ
]
Rs(dv, dv∗)ds
:= It + Jt +Kt.
Using [17, (3.20)], we claim that for any p > 33+γ
It + Jt ≤
∫ t
0
Cp
(
1 + ‖Qs‖Lp + ‖Q˜s‖Lp
)
E
[|Vs −Ws|2] ds.
Due to Lemma B.1 and classical Wasserstein metric property, we easily get(
αRδ,η(Qs)− αRδ,η(Q˜s)
)2
≤ CR,δ,ηW 21 (Qs, Q˜s) ≤ CR,δ,ηW 22 (Qs, Q˜s) ≤ E
[|Vs −Ws|2] .
Finally we obtain
W 22 (Qt, Q˜t) ≤ E
[|Vt −Wt|2] ≤ Cp,R,δ,η ∫ t
0
(
1 + ‖Qs‖Lp + ‖Q˜s‖Lp
)
E
[|Vs −Ws|2] ds,
which yields by application of Gronwall’s inequality, W 22 (Qt, Q˜t) = 0 for any t ∈ [0, T ] and concludes the
proof. 
4.3. Conclusion. We are now in position to prove Theorem 2.1. Set T > 0, and
R > 2 +
(
eCkT (1 +M0)
)1/k
, η < C
(
1− e
CkT (1 +M0)
4(R− 2)k
)
, δ <
CR−5
exp
(
4
Ck+2(H0+Ck,γ,ν(T+1)e
CkT (1+M0))
η2
) .
For each N ≥ 2, consider VN0 a GN0 -distributed random vector, and let (VNt )t∈[0,T ] ∈ D([0, T ],R3N ) be a
solution to (2.4) starting from VN0 . Due to Proposition 4.1, there is a subsequence of
(
1
N
∑N
i=1 δ(VN,it )t∈[0,T ]
)
N≥2
which goes in law to some random variable f ∈ P(D([0, T ],R3)), of law pi ∈ P(P(D([0, T ],R3))).
We know that this random variable satisfies for any t ∈ [0, T ] (see for instance [25, Theorem 5.4]),
E [H(ft)] =
∫
P(R3)
H(ρ)pit(dρ) ≤ lim inf
N→∞
1
N
∫
R3N
GNt ln(G
N
t ) ≤ H0 + Ck,γ,νTeCkT (1 +M0)
E
[∫
R3
|v|kft(dv)
]
≤ lim inf
N→∞
1
N
∫
R3N
|v1|kGNt (dV ) ≤ eCkT (1 +M0)
(4.3)
Moreover we know form Proposition 4.2 and Lemma 4.1, that f almost surely belongs to a singleton
of P(D([0, T ],R3)). Hence it follows that the full sequence
(
1
N
∑N
i=1 δ(VN,it )t∈[0,T ]
)
N≥2
goes in law to
f . Moreover the support of pi is reduced to one point, hence it is a Dirac mass of P(P(D([0, T ],R3))).
Therefore the bounds in expectation (4.3), are in fact almost sure bounds. In view of Lemma B.2, for
any t ∈ [0, T ], it holds almost surely
αRδ,η(ft) = 0.
Hence (ft)t∈[0,T ] is a weak solution to the Boltzmann equation, starting from g0, and satisfying (ft)t∈[0,T ] ∈
L1(0, T ;Lp(Rd)) for some p > 33+γ . Hence it is the unique solution starting from g0, in view of [17, Corol-
lary 1.5]. Which concludes the proof.
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Appendix A. Properties of the collision parametrization
In this appendix, we prove some useful properties of the coefficient cγ,ν defined in (2.2). We beign
with the
Lemma A.1. For any k ≥ 2 there are Ck, Cν > 0 such that for v, v∗ ∈ R3 × R3 it holds
(i) ∫
R+×[0,2pi]
cγ,ν(v, v∗, z, ϕ)dzdϕ = β0Kγ(v − v∗).
(ii) ∫
R+×[0,2pi]
|cγ,ν(v, v∗, z, ϕ)|2dzdϕ ≤ Cν |v − v∗|γ+2.
(ii) ∣∣∣∣∣
∫
R+×[0,2pi]
∆˜(| · |k)(v, v∗, z, ϕ)dzdϕ
∣∣∣∣∣ ≤ Ck(|v|k + |v∗|k + 1).
Proof. The first two points are taken from [17]. See [17, Lemma 2.1] for the first point and [17, Lemma
2.3] for the second.
For s ∈ (0, 1) we set
vs = v + scγ,ν (v, v∗, z, ϕ) .
By Taylor’s expansion we find that
∆˜(| · |k)(v, v∗, z, ϕ) = k
∫ 1
0
|vs|k−2〈cγ,ν (v, v∗, z, ϕ) , I3 + (k − 2)vs ⊗ vs|vs|2 , cγ,ν (v, v∗, z, ϕ)〉ds
≤ k
∫ 1
0
|vs|k−2
(
|cγ,ν (v, v∗, z, ϕ)|2 + (k − 2)(cγ,ν (v, v∗, z, ϕ) · vs)
2
|vs|2
)
ds
≤ 3k(k − 1)
∫ 1
0
|vs|k−2 |cγ,ν (v, v∗, z, ϕ)|2 ds
≤ 3k(k − 1) (|v|+ |cγ,ν (v, v∗, z, ϕ) |)k−2 |cγ,ν (v, v∗, z, ϕ)|2
≤ Ck
(
|v|k−2 |cγ,ν (v, v∗, z, ϕ)|2 + |cγ,ν (v, v∗, z, ϕ)|k
)
.
Therefore
∫
R+×S2
∆˜(| · |k)(v, v∗, z, ϕ)dzdϕ ≤ Ck
(∫
R+×[0,2pi]
|v|k−2 |cγ,ν (v, v∗, z, ϕ)|2 + |cγ,ν (v, v∗, z, ϕ)|k dzdϕ
)
≤ Ck
(|v|k−2|v − v∗|γ+2 + |v − v∗|γ+k) ≤ Ck (|v|k + |v∗|k + 1) .
since γ + 2 > 0. Which concludes the proof. 
Then we need the
Lemma A.2. For any φ ∈ C2(R3) the function
(v, v∗) 7→
∫
[0,2pi]×R+
∆˜φ(v, v∗, z, ϕ)dϕdz,
is continuous.
Proof. By Taylor’s expansion and change of variables we have∫
[0,2pi]×R+
∆˜φ(v, v∗, z, ϕ)dϕdz =
∫ 1
0
∫
[0,2pi]×R+
cγ,ν(v, v∗, ϕ, z) · ∇2φ(v + scγ,ν(v, v∗, ϕ, z)) · cγ,ν(v, v∗, ϕ, z)dzdϕds
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= |v − v∗|γ+2
∫ 1
0
∫
[0,pi]×[0,2pi]
β(θ)
v′ − v
|v − v∗| ‘ · ∇
2φ(v + s(v′ − v)) · v
′ − v
|v − v∗|dϕdθds.
Then recall from (2.2), that v
′−v
|v−v∗| =
 −
1−cos(θ)
2
sin(θ)
2 cos(ϕ)
sin(θ)
2 sin(ϕ)
 in the orthonormal basis ( v−v∗|v−v∗| , I(v−v∗)|v−v∗| , J(v−v∗)|v−v∗| ).
Therefore, since ∇2φ is bounded∫
[0,pi]×[0,2pi]
β(θ)
∣∣∣∣ v′ − v|v − v∗|
∣∣∣∣2 ∣∣∇2φ(v + s(v′ − v))∣∣ dϕdθ <∞.
We conclude by observing that for any s ∈ [0, 1], θ ∈ [0, pi] and ϕ ∈ [0, 2pi] the function
(v, v∗) 7→ |v − v∗|γ+2β(θ) v
′ − v
|v − v∗| ‘ · ∇
2φ(v + s(v′ − v)) · v
′ − v
|v − v∗|
is continuous (since φ ∈ C2 and γ + 2 > 0). 
Appendix B. Regularizing effects of grazing collisions
In this appendix, we gather some properties of the coefficient αRδ,η defined in (2.3). We begin with the
Lemma B.1. For any R >, δ, η ∈ (0, 1), there is CR,δ,η such that for any f, g ∈ P1(R3)∣∣αRδ,η(f)− αRδ,η(g)∣∣ ≤ CR,δ,ηW1(f, g).
Proof. First observe that for fixed e ∈ S2, the function
(v, v∗) ∈ R3 × R3 7→ χR(v)χR(v∗)χ2δ ((v − v∗) · e) ∈ [0, 1],
is (‖χR‖Lip + ‖χ2δ‖Lip)-Lipschitz. Then using the reversed triangular inequality and classical properties
of Wassertein metric we obtain∣∣∣∣sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χ2δ ((v − v∗) · e) f(dv)f(dv∗)− sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χ2δ ((v − v∗) · e) g(dv)g(dv∗)
∣∣∣∣
≤ sup
e∈S2
∣∣∣∣∫
R3×R3
χR(v)χR(v∗)χ2δ ((v − v∗) · e) (f(dv)f(dv∗)− g(dv)g(dv∗))
∣∣∣∣
≤ (‖χR‖Lip + ‖χ2δ‖Lip)W1(f ⊗ f, g ⊗ g) ≤ 2(‖χR‖Lip + ‖χδ‖Lip)W1(f, g),
so that∣∣αRδ,η(f)− αRδ,η(g)∣∣ ≤ ‖χ4η‖Lip ∣∣∣∣∫
R3
χR−1(v)f(dv)−
∫
R3
χR−1(v)g(dv)
∣∣∣∣+
‖1− χ η2
2
‖Lip
∣∣∣∣sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χδ ((v − v∗) · e) f(dv)f(dv∗)− sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χδ ((v − v∗) · e) g(dv)g(dv∗)
∣∣∣∣
≤ CR,η,δW1(f, g).

We then introduce a kind of decomposition of [2, Proposition 3]. We begin with a generalization of
some classical equiintegrability result [14, Lemma 6], in the
Lemma B.2. Let f ∈ L lnL(R3) ∩ Pk(R3) and H,M ∈ R be such that M ≥ ‖f‖Lk1 and H ≥ H(f).
When R, δ, η satisfy
R > 2 +M1/k, η < C
(
1− M
4(R− 2)k
)
, δ <
CR−5
exp
(
4Ck+2(H+M)η2
) ,
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for an explicit numerical constant C > 0, and a constant Ck > 0 depending only on k, it holds
αRδ,η(f) = 0.
Proof. We first chooseR > 2+M1/k and η ∈ (0, 1/4) such that 1− M
(R−2)k > 8η, so that χ4η
(∫
R3 χR−1(v)g(dv)
)
=
0.
Then define for any e ∈ S2
KRδ,η(e) :=
{
(v, v∗), s.t. |v| ≤ R+ 1, |v∗| ≤ R+ 1, |(v − v∗) · e| ≤ 4δ
}
⊂ R3 × R3,
and observe that it holds∫
R3×R3
1KR∆,η(e)dvdv∗ ≤
∫
R3
1|v∗|≤R+1
(∫
R3
1|v|≤R+11|(v−v∗)·e|≤4δdv
)
dv∗ ≤ CR5δ.
Following [20, point (ii) of Lemma C.1] we obtain for some constant Ck > 1 depending only on k
sup
e∈S2
f ⊗ f (KR∆,η(e)) ≤ Ck +H(f ⊗ f) + ∫R6(|v|k + |v∗|k)f(dv)f(dv∗)− ln(CR5δ) .
We then choose δ > 0 such that
δ <
CR−5
exp
(
4Ck+2(H+M)η2
) ,
so that for any e ∈ S2∫
R3×R3
χR(v)χR(v∗)χδ ((v − v∗) · e) f(dv)f(dv∗) ≤
∫
R3×R3
1KR∆,η(e)f(dv)f(dv∗) ≤ η
2/4,
and then (1 − χη2/2)
(
supe∈S2
∫
R3×R3 χR(v)χR(v∗)χδ ((v − v∗) · e) f(dv)f(dv∗)
)
= 0, and the result is
proved. 
We can now give the result which enables to provide the key estimate (2.11) in the
Lemma B.3. Assume that the angular kernel b satisfies (H). For any R > 1, δ, η ∈ (0, 1), there is κ > 0
depending on R, δ, η such that for any f ∈ P(R3), and |ξ| ≥ piR−1 there holds
(αRδ,η(f))
2|ξ|2 +
∫
S2
b
(
ξ
|ξ| · σ
)(
F(χBvR,δf)(0)− |F(χBvR,δf)(ξ−)|
)
dσ ≥ κ|ξ|ν ,
with ξ− = 12 (ξ − |ξ|σ), BvR,δ = BR \Bvδ and χBvR,δ smooth and satisfying 1BvR,δ/2 ≤ χBvR,δ ≤ 1BvR+1,δ .
Proof. We proceed by disjunction of the cases.
• Case 1 : ∫
BR
f < 4η.
In this case we clearly have ∫
R3
χR−1(v)f(dv) < 4η
and then
(αRδ,η(f))
2|ξ|2 ≥ |ξ|2 ≥ (piR−1)2−ν |ξ|ν .
• Case 2 : ∫
BR
f ≥ 4η.
By [2] for any ξ− ∈ R3 there is θξ− ∈ (0, 2pi) such that
F
(
χBvR,δf
)
(0)− |F
(
χBvR,δf
)
(ξ−)| = 2
∫
Rd
sin2
(
w · ξ− + θξ−
2
)
χBvR,δ(w)f(dw).
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For fixed ξ ∈ Rd, σ ∈ S2 we denote
Kδ,ξ− :=
{
|v| ≤ R, ∃` ∈ Z, ∣∣v · ξ− + θξ− + 2`pi∣∣ ≤ δ}
Then it holds∫
Rd
sin2
(
w · ξ− + θξ−
2
)
χBvR,δ(w)f(dw) ≥ sin2(
1
2
δ|ξ−|)
∫
(BR\Bvδ )\Kδ|ξ−|,ξ−
f(dw)
≥ sin2(1
2
δ|ξ−|)
(∫
BR
f(dw)−
∫
Kδ|ξ−|,ξ−
f(dw)−
∫
Bvδ
f(dw)
)
 subCase 1 : ∀|ξ−| ≤ piR−1 it holds
∫
Kδ|ξ−|,ξ−
f(dw) < η and
∫
Bvδ
f(dw) ≤ 2η.
In this case we clearly have for any |ξ−| ≤ piR−1∫
R3
sin2
(
w · ξ− + θξ
2
)
χR(w)f(dw) ≥ sin2(1
2
δ|ξ−|)η ≥ inf
u∈(0,δpiR−1]
(
sin(x)
2x
)2
δ2η|ξ−|2
:= Cη,δ,R|ξ−|2
So that∫
S2
b
(
ξ
|ξ| · σ
)(
F
(
χBvR,δf
)
(0)− |F
(
χBvR,δf
)
(ξ−)|
)
dσ
≥
∫
S2
1|ξ−|≤piR−1b
(
ξ
|ξ| · σ
)(
F
(
χBvR,δf
)
(0)− |F
(
χBvR,δf
)
(ξ−)|
)
dσ
≥ Cη,δ,R
∫
S2
1|ξ−|≤piR−1b
(
ξ
|ξ| · σ
)
|ξ−|2dσ
= Cη,δ,R
∫ pi
0
β (cos(θ))1|ξ|
√
1−cos(θ)≤piR−1 |ξ|2(1− cos(θ))dθ
≥ Cη,δ,RK2|ξ|2
∫ pi
0
1|ξ|θ≤piR−1θ2
dθ
θ1+ν
= Cη,δ,R|ξ|2
[
(2− ν)−1θ2−ν]piR−1|ξ|−1
0
= Cη,δ,R,ν |ξ|ν .
 subCase 2 : ∃|ξ−| ≤ piR−1 such that
∫
Kδ|ξ−|,ξ−
f(dw) ≥ η or ∫
Bvδ
f(dw) ≥ 2η.
Since 2pi|ξ−| ≥ 2R there exists one k ∈ Z such that
Kδ|ξ−|,ξ− =
{
|v| ≤ R,
∣∣∣∣v · ξ−|ξ−| + θξ− + 2kpi|ξ−|
∣∣∣∣ ≤ δ},
(or Kδ|ξ−|,ξ− = ∅ which is in contradiction with the assumption). So that for any v, v∗ ∈ BR ∩ Kδ|ξ−|,ξ−
it holds ∣∣∣∣(v − v∗) · ξ−|ξ−|
∣∣∣∣ ≤ 2δ.
and then
η2 ≤
(∫
Kδ|ξ−|,ξ−
f(dv)
)2
=
∫
R3×R3
1Kδ|ξ−|,ξ− (v)1Kδ|ξ−|,ξ− (v∗)f(dv)f(dv∗)
≤
∫
R3×R3
χR(v)χR(v∗)χ2δ
(
(v − v∗) · ξ−|ξ−|
)
f(dv)f(dv∗)
≤ sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χ2δ ((v − v∗) · e) f(dv)f(dv∗)
and then
αRδ,η(µ
N ) ≥ 1.
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Or similarly
4η2 ≤
(∫
Bvδ
f(dv)
)2
=
∫
R3×R3
1Kδ|ξ−|,ξ− (v)1Kδ|ξ−|,ξ− (v∗)f(dv)f(dv∗)
≤
∫
R3×R3
χR(v)χR(v∗)χ2δ
(
(v − v∗) · ξ−|ξ−|
)
f(dv)f(dv∗)
≤ sup
e∈S2
∫
R3×R3
χR(v)χR(v∗)χ2δ ((v − v∗) · e) f(dv)f(dv∗)
And the result is proved with κ = min
(
(piR−1)2−ν , Cη,δ,R,ν
)
. 
Appendix C. Proof of Proposition 2.1
In this appendix, we prove Proposition 2.1. Note that in the tensorized case FN = f⊗N , we directly
obtain the result, thanks to the Hardy-Littlewood-Sobolev inequality [28, Theorem 4.3], and point (i) of
Lemma D.1 below. We split the proof in four Steps
 Step one : A preliminary computation.
We denote F2 ∈ Psym(R2d) the two particles marginal of FN . By symmetry we have
sup
i 6=j
∫
RdN
|vi − vj |−λFN (dV ) =
∫
R2d
|v1 − v2|−λF2(dv1, dv2).
Let (V1, V2) be a couple of symmetric random variables of joint law F2 ∈ Psym(Rd×Rd). We introduce
Φ(x, y) = (x− y, y), with Φ−1(x, y) = (x+ y, y). Denote F˜2 = F2 ◦ Φ−1, so that
F˜2 = L(V1 − V2, V2).
Let us denote f the first marginal of F˜2, i.e. f = L(V1 − V2). By unitary changes of variables, we obtain
I2ν,γ(F2) =
∫
Rd
∫
R2d
(
〈v∗〉γ/2
√
F2(v∗, v1)− 〈v〉γ/2
√
F2(v, v1)
)2
|v∗ − v|d+ν dvdv∗dv1
=
∫
Rd
∫
R2d
(
〈v∗〉γ/2
√
F˜2 (v∗ − v1, v1)− 〈v〉γ/2
√
F˜2(v − v1, v1)
)2
|v∗ − v1 − (v − v1)|d+ν dvdv∗dv1
=
∫
Rd
∫
R2d
(
〈v∗ + v1〉γ/2
√
F˜2 (v∗, v1)− 〈v + v1〉γ/2
√
F˜2(v, v1)
)2
|v∗ − v|d+ν dvdv∗dv1
=
∫
Rd
〈v1〉γ
∫
R2d
(
a(v, v1)
√
F˜2 (v∗, v1)− a(v∗, v1)
√
F˜2(v, v1)
)2
|v∗ − v|d+ν dvdv∗dv1 =
∫
R3
〈v1〉γ
∣∣∣∣a(·, v1)√F˜2(·, v1)∣∣∣∣2
Hν/2
dv1.
with
a(v, v1) =
(
1 + |v + v1|2
1 + |v1|2
)γ/4
 Step two : An intermediary information.
Let be S > 0 and r ∈ ( 12 , 1). We define
Ψr : (x, y) ∈ R+ × R+ 7→ (
√
x−√y)2r
(
x+ y
2
)1−r
, (C.1)
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and for G2 ∈ P(Rd × Rd)
I2r,S(G2) =
∫
Rd
∫
Rd×Rd
χ2S(v − v∗)Ψr(χ
2
S(v)G
2(v, v1), χ
2
S(v∗)G
2(v∗, v1))
|v∗ − v|r(d+ν) dvdv∗dv1
=
∫
Rd
∫
Rd×Rd
χ2S(v − v∗)
(
χS(v)
√
G2(v, v1)− χS(v∗)
√
G2(v∗, v1)
)2r
|v∗ − v|r(d+ν)
(
χ2S(v)G
2(v, v1) + χ
2
S(v∗)G
2(v∗, v1)
2
)1−r
dvdv∗dv1
We claim in this step that there is a constant such that
I2r,S(F˜2) ≤ Cγ,S,d,ν
(I2ν,γ(F2) + 1)r (∫
R2d
|w|−γ r1−rF2(dv, dw) + 1
)1−r
. (C.2)
Indeed by Holder’s inequality we obtain
I2r,S(F˜2) ≤

∫
Rd
〈v1〉γ
∫
Rd×Rd
χ2S(v − v∗)
(
χS(v)
√
F˜2(v, v1)− χS(v∗)
√
F˜2(v∗, v1)
)2
|v∗ − v|d+ν dvdv∗dv1

r
×
(∫
Rd
〈v1〉−γ r1−r
∫
Rd×Rd
χ2S(v − v∗)
(
χS(v)F˜2(v, v1) + χS(v∗)F˜2(v∗, v1)
2
)
dvdv∗dv1
)1−r
:= (K1)
r(K2)
1−r
By symmetry we easily find
K2 ≤
∫
Rd×Rd
〈v1〉−γ r1−rχS(v)F˜2(v, v1)
(∫
Rd
χ2S(v − v∗)dv∗
)
dvdv1
≤ CS,d
∫
Rd×Rd
〈v1〉−γ r1−r F˜2(v, v1)dvdv1 = CS,d
∫
Rd×Rd
〈v1〉−γ r1−rF2(v, v1)dvdv1,
since, by definition F˜2 and F2 have the same second marginal. Then using (3.2), we have that for any
v1 ∈ Rd
∣∣∣∣χS(·)√F˜2(·, v1)∣∣∣∣2
Hν/2
≤ 2
∫
Rd×Rd
χ2S(v∗)
(√
F˜2(v, v1)−
√
F˜2(v∗, v1)
)2
|v − v∗|d+ν dvdv∗ + 2
∫
Rd×Rd
(χS(v)− χS(v∗))2
|v − v∗|d+ν F˜2(v, v1)dvdv∗
and similarly
∣∣∣∣a(·, v1)√F˜2(·, v1)∣∣∣∣2
Hν/2
≥ 1
2
∫
Rd×Rd
a2(v∗, v1)
(√
F˜2(v, v1)−
√
F˜2(v∗, v1)
)2
|v − v∗|d+ν dvdv∗
− 2
∫
Rd×Rd
(a(v, v1)− a(v∗, v1))2
|v − v∗|d+ν F˜2(v, v1)dvdv∗
Then observe that for any v1 ∈ Rd and |v| ≤ S, there holds a(v, v1) ≥ CS,γ . Indeed for |v1| ≤ 2S we
obviously have 1+|v+v1|
2
1+|v1|2 ≤ 1 + 9S2 and a(v, v1) ≥
(
1 + 9S2
)γ/4
. On the other hand |v1| ≥ 2S we have
1 + 2v·v11+|v1|2 +
|v|2
1+|v1|2 ≤ 4 and therefore a(v, v1) ≥ 4γ/4.
Gathering all the above inequalities, and multiplying by 〈v1〉γ and integrating w.r.t the Lebesgue
measure on v1 yields
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K1 ≤
∫
R3
〈v1〉γ
∣∣∣∣χS(·)√F˜2(·, v1)∣∣∣∣2
Hν/2
dv1 ≤ CS,γ
∫
R3
〈v1〉γ
∣∣∣∣a(·, v1)(·)√F˜2(·, v1)∣∣∣∣2
Hν/2
dv1
+ CS,γ
∫
R2d
(∫
Rd
(〈v + v1〉γ/2 − 〈v∗ + v1〉γ/2)2 + (χS(v)− χS(v∗))2
|v − v∗|d+ν dv∗
)
F˜2(v, v1)dvdv1
and since χS is bounded and Lipschitz, and so is v 7→ 〈v+v1〉γ/2 for any v1 (uniformly in v1), it follows
that
CS,γ,d,ν
(I2ν,γ(F2) + 1) ≥ K1,
which conclude the step.
 Step three : Jensen’s inequality
We leave the reader check that the function Ψr defined in (C.1) is convex r ∈
(
1
2 , 1
)
. As a consequence,
we obtain that for any G2 ∈ P(Rd × Rd), there holds
I2r,S(G2) =
∫
Rd
∫
Rd×Rd
χ2S(v − v∗)Ψr(χ
2
S(v)G
2(v, v1), χ
2
S(v∗)G
2(v∗, v1))
|v∗ − v|r(d+ν) dvdv∗dv1
≥
∫
Rd×Rd
χ2S(v − v∗)
Ψr
(
χ2S(v)
∫
Rd G
2(v, v1)dv1, χ
2
S(v∗)
∫
Rd G
2(v∗, v1)dv1
)
|v∗ − v|r(d+ν) dvdv∗.
(C.3)
Indeed due to Jensen’s inequality we have for any L > 0
(CdL
d)−1
∫
Rd
1|v1|≤LΨr(χ
2
S(v)G
2(v, v1), χ
2
S(v∗)G
2(v∗, v1))dv1
≥ Ψr
(
χ2S(v)(CdL
d)−1
∫
Rd
1|v1|≤LG
2(v, v1)dv1, χ
2
S(v∗)(CdL
d)−1
∫
Rd
1|v1|≤LG
2(v∗, v1)dv1
)
= (CdL
d)−1Ψr
(
χ2S(v)
∫
Rd
1|v1|≤LG
2(v, v1)dv1, χ
2
S(v∗)
∫
Rd
1|v1|≤LG
2(v∗, v1)dv1
)
,
since Ψr is 1-homogeneous. Therefore letting L go to infinity, multiplying by χ2S(v − v∗)|v − v∗|−r(d+ν)
and integrating w.r.t. v, v∗ yields the desired bound.
 Step four : A Sobolev’s like inequality.
For any ε ∈ ( 1r − 1, νd), we set s = ν−dε2 . In this step we claim that there is a constant Cd,s,ν,ε,S > 0
such that for any h ∈ L1
‖h‖
L
d
d−2rs
≤ Cd,s,ν,r,ε,S
((∫
R2d
χ2S(x− y)Ψr(h(v), h(v∗))|v − v∗|r(d+ν) dvdv∗
)1/2r
+ ‖h‖1/2rL1
)
. (C.4)
Indeed, rewriting
|h|p
W s,p(Rd) =
∫
R2d
χ2S(x− y) (h(x)− h(y))
p
|x− y|d+sp dxdy +
∫
R2d
(1− χ2S(x− y)) (h(x)− h(y))
p
|x− y|d+sp dxdy, := K1 +K2.
First observe that
K2 ≤ Cp
∫
R2d
(1− χ2S(x− y))h
p(x) + hp(y)
|x− y|d+sp′ dxdy
= 2Cp
∫
Rd
hp(x)
(∫
Rd
(1− χ2S(x− y))|x− y|−(d+sp)dy
)
d ≤ CS,d,s,p‖h‖pLp .
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Then since
d+ sp =
p
2r
r(d+ ν) +
2− (1 + ε)p
2
d,
we have
K1 =
∫
R2d
χ2S(x− y) (
√
h(x)−√h(y))p
|x− y|d+sp (
√
h(x) +
√
h(y))pdxdy
≤ C
∫
R2d
χ2S(x− y) (
√
h(x)−√h(y))p
|x− y|d+sp (h(x) + h(y))
p/2dxdy
= C
∫
R2d
χ2S(x− y)
(
(
√
h(x)−√h(y))2r
|x− y|r(d+ν) (h(x) + h(y))
1−r
)p/2r
(h(x) + h(y))p(2r−1)/2r
|x− y| 2−(1+ε)p2 d
dxdy
≤ C
(∫
R2d
χ2S(x− y)Ψr(h(x), h(y))|x− y|r(d+ν) dxdy
)p/2r (∫
R2d
χ2S(x− y) (h(x) + h(y))
p 2r−12r−p
|x− y| r(2−(1+ε)p)2r−p d
dxdy
) 2r−p
2r
.
But by symmetry, and since r(2−(1+ε)p)2r−p < 1, we have∫
R2d
χ2S(x− y) (h(x) + h(y))
p 2r−12r−p
|x− y| r(2−(1+ε)p)2r−p d
dxdy ≤ Cp,r
∫
Rd
hp
2r−1
2r−p (x)
(∫
Rd
χ2S(x− y)|x− y|−
r(2−(1+ε)p)
2r−p ddy
)
dx
≤ Cp,r,ε,d,S‖h‖p
2r−1
2r−p
L
p 2r−1
2r−p
.
Hence
|h|p
W s,p(Rd) ≤ Cp,r,ε,d,S
(∫
R2d
χ2S(x− y)Ψr(h(x), h(y))|x− y|r(d+ν) dxdy
)p/2r
‖h‖p
2r−1
2r
L
p 2r−1
2r−p
+ CS,d,s,p‖h‖pLp .
By interpolation between Lebesgue spaces we have
‖h‖Lp ≤ ‖h‖
1
2r
L1‖h‖
2r−1
2r
L
p 2r−1
2r−p
,
therefore we find that
|h|p
W s,p(Rd) ≤ Cp,r,ε,d,S
((∫
R2d
χ2S(x− y)Ψr(h(x), h(y))|x− y|r(d+ν) dxdy
)p/2r
+ CS,d,s,p‖h‖
p
2r
L1
)
‖h‖p
2r−1
2r
L
p 2r−1
2r−p
.
Then due to Sobolev’s embedding (see for instance [12, Theorem 6.5])
‖h‖Lp∗ ≤ CSob|h|W s,p(Rd),
for p∗ = dpd−sp . Hence
‖h‖Lp∗ ≤ Cp,r,ε,d,S
((∫
R2d
χ2S(x− y)Ψr(h(x), h(y))|x− y|r(d+ν) dxdy
)1/2r
+ ‖h‖ 12rL1
)
‖h‖
2r−1
2r
L
p 2r−1
2r−p
We then choose p such that
dp
d− sp = p
2r − 1
2r − p , i.e.p =
d
d− s(2r − 1) ,
which leads to p∗ = dd−s2r to conclude the step.
 Final step :
We now fix r ∈
(
d
d+ν ∨ ν+λ2ν ∨ 2d−(ν−λ)2d , 1
)
, and ε ∈ ( 1r − 1, νd ∧ ν−λ2dr ) so that r(ν − εd) > λ, and set
p = d
d−2r ν−εd2
. Using the fact that F2 is a probability measure, and unitary change of variables, we obtain
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∫
R2d
|v1 − v2|−λF2(dv1, dv2) =
∫
R2d
|v1 − v2|−λχ2S(v1 − v2) + |v1 − v2|−λ(1− χ2S(v1 − v2))F2(dv1, dv2)
≤
∫
R2d
|v1 − v2|−λχ2S(v1 − v2)F2(dv1, dv2) + S−λ
=
∫
Rd
|v|−λχ2S(v)f(v)dv + S−λ
≤
(∫
Rd
1|v|≤S+1|v|−λp
′
dv
)1/p′
‖χ2Sf‖Lp + S−λ ≤ Cd,S,λ,r,ε,p,
(‖χ2Sf‖Lp + 1) .
since λp′ = d λr(ν−εd) < d. Using successively (C.4), (C.3) and (C.2) we obtain
‖χ2Sf‖Lp ≤ Cd,s,ν,r,ε,S
((∫
R2d
χ2S(x− y)Ψr(χ
2
Rf(v), χ
2
Sf(v∗))
|v − v∗|r(d+ν) dvdv∗
)1/2r
+ ‖χ2Rf‖1/2rL1
)
≤ Cd,s,ν,r,ε,S
((
I2r,S(F˜2)
)1/2r
+ 1
)
≤ Cd,s,ν,r,ε,S,γ
((I2ν,γ(F2) + 1)r (∫
R2d
|w|−γ r1−rF2(dv, dw) + 1
)1−r)1/2r
+ 1
 ,
which concludes the proof, thanks to point (iii) of Lemma D.1.
Appendix D. Proof of Proposition 2.2
In this appendix, we prove Proposition 2.2. We begin with stating some properties satisfied by the
functionals defined in (2.8), and which allows to call these functionals information, in the
Lemma D.1. For any γ, ν, the family of functionals (INν,γ)N≥1 satisfies the following properties.
(i) For any N ≥ 2, INν,γ is convex and lower semi continuous w.r.t. the weak convergence on P(RdN )
and for any f ∈ P(Rd) it holds
INν,γ(f⊗N ) =
∣∣∣√〈·〉γf ∣∣∣2
Hν/2(Rd)
.
(ii) For any GN ∈ P(RdN ), denote Gk and GN−k its marginals on Rdk and Rd(N−k), then
NINν,γ(GN ) ≥ kIkν,γ(Gk) + (N − k)IN−kν,γ (GN−k),
with equality if and only if GN = Gk ⊗GN−k.
(iii) For any GN ∈ Psym(RdN ) and Gk its marginals on Rdk, it holds
Ikν,γ(Gk) ≤ INν,γ(GN ).
Proof. Proof of (i)
We obtain the lower semi continuity, invoking [8, Theorem 3.4.3], following the argument of [15, Lemma
2.4] or [16, Proposition 2.5], since the function (x, y) 7→ (√x − √y)2 is jointly convex, continuous and
1-homogeneous.
The last point is straightforward by definition (2.8).
Proof of (ii)
First observe that for any α, β, a, b ≥ 0 there holds
(
√
aα−
√
bβ)2 = (
√
a−
√
b)2
α+ β
2
+ (a− b) (α− β)
2
+ 2
√
ab
(
α+ β
2
−
√
αβ
)
, (D.1)
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Let be GN ∈ P(RdN ) and (V1, · · · , VN ) a random vector of law GN , fix k = 1, · · · , N and i ∈ {1, · · · , k}
and denote
gk(v1, · · · , vk|vk+1, · · · , vN ) = L(V1, · · · , Vk |Vk+1, · · · , VN ),
then
GN (v1, · · · , vN ) = gk(v1, · · · , vk|vk+1, · · · , xN )GN−k(vk+1, · · · , vN ) = gN−k(vk+1, · · · , vN |v1, · · · , vk)Gk(v1, · · · , vk).
Then by definition we have
NINν,γ(GN ) =
N∑
i=1
∫
Rd(N−1)
∫
R2d
(
〈v〉 γ2√GN (v1, vi−1, v, vi+1, vN )− 〈v∗〉 γ2√GN (v1, vi−1, v∗, vi+1, vN ))2
|v∗ − v|d+ν dvdv∗dV
N−1
i
=
(
k∑
i=1
+
N∑
i=k+1
)∫
Rd(N−1)
∫
R2d
(
〈v〉 γ2√GN (v1, vi−1, v, vi+1, vN )− 〈v∗〉 γ2√GN (v1, vi−1, v∗, vi+1, vN ))2
|v∗ − v|d+ν dvdv∗dV
N−1
i .
:= K1 +K2.
Then due to (D.1), we have
K1 ≥
k∑
i=1
∫
Rd(N−1)
∫
R2d
(
〈v〉 γ2√Gk(V kv )− 〈v∗〉 γ2√Gk(V kv∗)))2
|v∗ − v|d+ν
gN−k(V N−k|V kv ) + gN−k(V N−k|V kv∗)
2
dvdv∗dV N−1i
+
k∑
i=1
∫
Rd(N−1)
∫
R2d
(〈v〉γGk(V kv )− 〈v∗〉γGk(V kv∗))
|v∗ − v|d+ν
(
gN−k(V N−k|V kv )− gN−k(V N−k|V kv∗)
)
2
dvdv∗dV N−1i
=
k∑
i=1
∫
Rd(k−1)
∫
R2d
(
〈v〉 γ2√Gk(V kv )− 〈v∗〉 γ2√Gk(V kv∗)))2
|v∗ − v|d+ν dvdv∗dV
k−1
i = kIkν,γ(Gk).
By similar considerations, we obtain
K2 ≥ (N − k)IN−kν,γ (GN−k).
Moreover, in view of (D.1), equality holds if and only if for any (v, v∗) ∈ Rd × Rd and i = 1, · · · , k it
holds
gN−k(V N−k|V kv ) = gN−k(V N−k|V kv∗),
which implies that for any (v, v∗) ∈ Rd × Rd and i = 1, · · · , k.
gN−k(V N−k|V kv ) = gN−k(V N−k|V kv∗) = GN−k(V N−k),
and concludes the point.
Proof of point (iii)
By symmetry we can rewrite
INν,γ(GN ) =
∫
Rd(N−1)
∫
R2d
(
〈v〉 γ2√GN (v, v2, · · · , vN )− 〈v∗〉 γ2√GN (v∗, v2, · · · , vN ))2
|v∗ − v|d+ν dvdv∗dV
N−1
1
Using once again (D.1), and integrating over (vk+1, · · · , vN ) yields
INν,γ(GN ) ≥
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∫
Rd(N−1)
∫
R2d
(
〈v〉 γ2
√
Gk(v, v2, · · · , vk)− 〈v∗〉 γ2
√
Gk(v∗, v2, · · · , vk)
)2
|v∗ − v|d+ν
gN−k(V N−k|V kv ) + gN−k(V N−k|V kv∗)
2
dvdv∗dV N−11
=
∫
Rd(k−1)
∫
R2d
(
〈v〉 γ2
√
Gk(v, v2, · · · , vk)− 〈v∗〉 γ2
√
Gk(v∗, v2, · · · , vk)
)2
|v∗ − v|d+ν dvdv∗dV
k−1
1 = Ikν,γ(Gk).

For ε > 0, define ψε on Rd as
ψε(x) = ε
−2e−
√
1+( |x|ε )
2
,
which is borrowed from [25].
Lemma D.2. Let be pi ∈ P(P(Rd)) and for N ≥ 1 define
piN,ε =
∫
P(Rd)
(ρ ∗ ψε)⊗Npi(dρ).
Then for any x2, · · · , xN := XN−1 ∈ Rd(N−1), define pε(·|XN−1) the conditional law knowing XN−1
under piN,ε. Then it holds
(i)
‖∇ ln pε(·|XN−1)‖L∞ ≤ ε−1.
(ii) For any R > 0, there exist constants Cε,R, cε,R > 0 such that for any x ∈ Rd, e ∈ Sd−1 and
u ∈ [0, R]
cε,Rp
ε(x|XN−1) ≤ pε(x+ ue|XN−1) ≤ Cε,Rpε(x|XN−1).
The proof of this technical lemma can be found in [33, Lemma Appendix C.1]. We also need an affinity
result on the mean fractional Fisher information. The question of affinity of mean information functional,
is frequent particles system context (see [31] for the entropy, [27],[25] for the classical Fisher information,
and [32, Appendix A] for the fractional Fisher information in the case γ = 0). More precisely, we have
the
Lemma D.3. Assume that γ ≤ 0 and ν ∈ (0, 2). Define I˜ν,γ , for pi ∈ P(P(Rd)) as
I˜ν,γ(pi) = lim sup
N≥1
INν,γ(piN ), piN =
∫
P(Rd)
ρ⊗Npi(dρ)
Let pi ∈ P(P(Rd)) be such that ∫P(Rd) ‖ρ‖L1κpi(dρ) < ∞ for some κ ≥ 1, and f0 ∈ Pκ(Rd) and r > 0.
Denote Br := {ρ ∈ Pκ(Rd), s.t. W1(ρ, f0) < r}, F = (pi(Br))−1pi|Br and G = (pi(Bcr))−1pi|Bcr . Then for
any θ ∈ (0, 1) it holds
I˜ν,γ(θF + (1− θ)G) = θI˜ν,γ(F ) + (1− θ)I˜ν,γ(G)
Proof. We divide the proof in four steps
 Step one : A preliminary computation :
Let (FN )N≥1, (GN )N≥1 be two compatible sequences of symmetric probability densities. For (v2, · · · , vN ) ∈
Rd(N−1) fixed we denote V vN = (v, v2, · · · , vN ), and define
DN (v, v∗) :=
(
〈v〉 γ2
√
θFN (V vN ) + (1− θ)GN (V vN )− 〈v∗〉
γ
2
√
θFN (V v∗N ) + (1− θ)GN (V v∗N )
)2
− θ
(
〈v〉 γ2
√
FN (V vN )− 〈v∗〉
γ
2
√
FN (V v∗N )
)2
− (1− θ)
(
〈v〉 γ2
√
GN (V vN )− 〈v∗〉
γ
2
√
GN (V v∗N )
)2
,
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After expanding the squares, we find
DN (v, v∗) = 2〈v〉
γ
2 〈v∗〉
γ
2
(
θ
√
FN (V vN )
√
FN (V v∗N ) + (1− θ)
√
GN (V vN )
√
GN (V v∗N )
−
√
θFN (V vN ) + (1− θ)GN (V vN )
√
θFN (V v∗N ) + (1− θ)GN (V v∗N )
)
We first obtain the straightforward upper bound∣∣DN (v, v∗)∣∣ ≤ Cθ (FN (V vN ) + FN (V vN ) +GN (V vN ) +GN (V vN )) (D.2)
Then observe that(
θFN (V vN ) + (1− θ)GN (V vN )
) (
θFN (V v∗N ) + (1− θ)GN (V v∗N )
)
= θ2FN (V vN )F
N (V v∗N ) + (1− θ)2GN (V vN )GN (V v∗N )
+ θ(1− θ) (FN (V vN )GN (V v∗N ) + FN (V v∗N )GN (V vN ))
=
(
θ
√
FN (V vN )
√
FN (V v∗N ) + (1− θ)
√
GN (V vN )
√
GN (V v∗N )
)2
+ θ(1− θ)
(
FN (V vN )G
N (V v∗N ) + F
N (V v∗N )G
N (V vN )− 2
√
FN (V vN )G
N (V v∗N )F
N (V v∗N )G
N (V vN )
)
.
Therefore
∣∣DN (v, v∗)∣∣ ≤2(θ√FN (V vN )√FN (V v∗N ) + (1− θ)√GN (V vN )√GN (V v∗N ))
×
1−
√√√√√1 + θ(1− θ)FN (V vN )GN (V v∗N ) + FN (V v∗N )GN (V vN )− 2
√
FN (V vN )G
N (V v∗N )F
N (V v∗N )G
N (V vN )(
θ
√
FN (V vN )
√
FN (V v∗N ) + (1− θ)
√
GN (V vN )
√
GN (V v∗N )
)2

≤ 2θ(1− θ)F
N (V vN )G
N (V v∗N ) + F
N (V v∗N )G
N (V vN )− 2
√
FN (V vN )G
N (V v∗N )F
N (V v∗N )G
N (V vN )
θ
√
FN (V vN )
√
FN (V v∗N ) + (1− θ)
√
GN (V vN )
√
GN (V v∗N )
Then since the sequence (FN )N≥1 is compatible
FN (V vN ) = F
N−1(VN−1)f(v|VN−1),
with f(·|VN−1) is the density of the conditional law of the first component of some random vector of law
FN , knowing the N − 1 last components. We then obtain∣∣DN (v, v∗)∣∣ ≤2θ(1− θ)FN−1(VN−1)GN−1(VN−1) f(v)g(v∗) + f(v∗)g(v)− 2√f(v∗)g(v)f(v)g(v∗)
θFN−1(VN−1)
√
f(v)f(v∗) + (1− θ)GN−1(VN−1)
√
g(v)g(v∗)
= 2
θ(1− θ)FN−1(VN−1)GN−1(VN−1)
θFN−1(VN−1)
√
f(v)f(v∗) + (1− θ)GN−1(VN−1)
√
g(v)g(v∗)
(√
f(v)g(v∗)−
√
f(v∗)g(v)
)2
.
(D.3)
By integration, this yields for any L > 0∣∣INν,γ(θFN + (1− θ)GN )− θINν,γ(FN )− (1− θ)INν,γ(GN )∣∣ ≤ ∫
R(d−1)N
dVN−1
∫
R2d
dvdv∗
∣∣DN (v, v∗)∣∣
|v − v∗|d+ν
=
∫
R(d−1)N
dVN−1
∫
R2d
dvdv∗1|v−v∗|<L
∣∣DN (v, v∗)∣∣
|v − v∗|d+ν + 1|v−v∗|≥L
∣∣DN (v, v∗)∣∣
|v − v∗|d+ν := K1 +K2.
 Estimate of K1
By symmetry and using bound (D.2), we straightforwardly have
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K1 ≤ C
∫
RdN
(FN (V ) +GN (V ))
(∫
Rd
|v1 − v∗|−d−ν1|v1−v∗|>Ldv∗
)
dV ≤ Cd,νL−ν .
 Estimate of K2
We use bound (D.3), to obtain
K2 ≤ C
∫
R(d−1)N
dVN−1
∫
R2d
1|v−v∗|<L
θ(1− θ)FN−1(VN−1)GN−1(VN−1)
θFN−1(VN−1)
√
f(v)f(v∗) + (1− θ)GN−1(VN−1)
√
g(v)g(v∗)
g(v∗)
(√
f(v)−√f(v∗))2 + f(v∗)(√g(v)−√g(v∗))2
|v − v∗|d+ν dvdv∗.
 Step two : Regularization
Fix η > 0 and for s ∈ (0, r) define
F ′ = 1BsF, F
′′ = F − F ′ = 1Br\BsF.
Let be ε > 0 fixed and define F ε as the push-forward of F by the application ρ ∈ P(Rd) 7→ ρ∗ψε ∈ P(Rd)
(and similarly Gε ) the sequence
F ′Nε =
∫
P(Rd)
(ρ ∗ ψε)⊗NF ′(dρ),
and similarly FNε , F
′′N
ε and G
N
ε . Since these sequences are compatible we obtain that
FNε (V
v
N ) = F
N−1
ε (VN−1)fε(v|VN−1), GNε (V vN ) = GN−1ε (VN−1)gε(v|VN−1).
We first fix L > 0 such that L−ν < η, and in view of the preivous step, and since F
′N,ε + F
′′N,ε = FNε
we have∣∣INν,γ(θFNε + (1− θ)GNε )− θINν,γ(FNε )− (1− θ)INν,γ(GNε )∣∣
≤ η +
∫
R(d−1)N
dVN−1
∫
R2d
θ(1− θ)FN−1ε (VN−1)GN−1ε (VN−1)
θFN−1ε (VN−1)
√
fε(v)fε(v∗) + (1− θ)GN−1ε (VN−1)
√
gε(v)gε(v∗)
1|v−v∗|<L
gε(v∗)
(√
fε(v)−
√
fε(v∗)
)2
+ fε(v∗)
(√
gε(v)−
√
gε(v∗)
)2
|v − v∗|d+ν dvdv∗
≤ η + Cθ
∫
R(d−1)N
F
′′N−1
ε (dVN−1)
∫
R2d
1|v−v∗|<L
gε(v∗)
(√
fε(v)−
√
fε(v∗)
)2
+ fε(v∗)
(√
gε(v)−
√
gε(v∗)
)2
√
gε(v)gε(v∗)|v − v∗|d+ν
dvdv∗
+ Cθ
∫
R(d−1)N
dVN−1
∫
R2d
θ(1− θ)F ′N−1ε (VN−1)GN−1ε (VN−1)
θF
′N−1
ε (VN−1)
√
fε(v)fε(v∗) + (1− θ)GN−1ε (VN−1)
√
gε(v)gε(v∗)
1|v−v∗|<L
gε(v∗)
(√
fε(v)−
√
fε(v∗)
)2
+ fε(v∗)
(√
gε(v)−
√
gε(v∗)
)2
|v − v∗|d+ν dvdv∗.
Set now u = r+s2 and δ =
r−s
2 , and denote
BN−1u :=
{
(v2, · · · , vN ) ∈ Rd(N−1) | 1
N − 1
N∑
i=2
δvi ∈ Bu
}
,
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Using that
F
′N−1
ε (VN−1)G
N−1
ε (VN−1)
θF
′N−1
ε (VN−1)
√
fε(v)fε(v∗) + (1− θ)GN−1ε (VN−1)
√
gε(v)gε(v∗)
≤ F
′N−1
ε (VN−1)
(1− θ)√gε(v)gε(v∗)1(BN−1u )c+ G
N−1
ε (VN−1)
θ
√
fε(v)fε(v∗)
1BN−1u ,
we deduce
∣∣INν,γ(θFNε + (1− θ)GNε )− θINν,γ(FNε )− (1− θ)INν,γ(GNε )∣∣
≤ η + Cθ
∫
R(d−1)N
F
′′N−1
ε (dVN−1)
∫
R2d
1|v−v∗|<L
gε(v∗)
(√
fε(v)−
√
fε(v∗)
)2
+ fε(v∗)
(√
gε(v)−
√
gε(v∗)
)2
√
gε(v)gε(v∗)|v − v∗|d+ν
dvdv∗
+
∫
(BN−1u )c
F
′N−1
ε (dVN−1)
∫
R2d
1|v−v∗|<L
gε(v∗)
(√
fε(v)−
√
fε(v∗)
)2
+ fε(v∗)
(√
gε(v)−
√
gε(v∗)
)2
√
gε(v)gε(v∗)|v − v∗|d+ν
dvdv∗
+
∫
BN−1u
GN−1ε (dVN−1)
∫
R2d
1|v−v∗|<L
gε(v∗)
(√
fε(v)−
√
fε(v∗)
)2
+ fε(v∗)
(√
gε(v)−
√
gε(v∗)
)2
√
fε(v)fε(v∗)|v − v∗|d+ν
dvdv∗
In view of Lemma D.2, we have for any v, v∗ such that |v − v∗| ≤ L
g(v∗)√
g(v)g(v∗)
≤ (cε,L)−1
And using Taylor’s expansion we have that(√
g(v)−√g(v∗))2√
g(v)g(v∗)
=
1√
g(v)g(v∗)
(∫ 1
0
∇√g(v + s(v∗ − v)) · (v − v∗)ds
)2
≤ (cε,R)−1
(∫ 1
0
∇√g√
g
(v + s(v∗ − v)) · (v − v∗)ds
)2
= (cε,R)
−2
(∫ 1
0
∇(ln√g)(v + s(v∗ − v)) · (v − v∗)ds
)2
≤ (cε,R)−2‖∇ ln g‖2L∞ |v − v∗|2.
Finally, if g ∈ L∞ and ∇ ln g ∈ L∞, it holds ∇√g = 12
√
g∇ ln g ∈ L∞, and we conclude this step with
∣∣INν,γ(θFN,ε + (1− θ)GN,ε)− θINν,γ(FN,ε)− (1− θ)INν,γ(GN,ε)∣∣
≤ η + Cε,L,θ
∫
R(d−1)N
F
′′N−1(dVN−1) + Cε,θ
∫
(BN−1u )c
F
′N−1
ε (dVN−1) + Cε,θ
∫
BN−1u
GN−1ε (dVN−1)
 Step three : Concentration
The end of the proof is then exactly taken from [25, Lemma 5.10]. Nevertheless we reproduce it
here for the sake of completeness. First we treat the third trerm in the above r.h.s. by observing that
F
′′
= 1Br\BsF . Therefore ∫
Rd(N−1)
F ′′N−1ε (dV
N−1) =
∫
P(Rd)
1Br\Bs(ρε)F (dρ).
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Due to Lebesgue’s dominated convergence Theorem, the r.h.s. in the above identity converges to 0.
Therefore one can chose some s < r such that
Cε,θ
∫
Rd(N−1)
F ′′N−1ε (dV
N−1) < η,
uniformly in N and ε. Then for V N−1 /∈ B˜N−1u and ρ ∈ Bs we find that
W1
(
1
N − 1
N∑
i=2
δvi , ρ ∗ ψε
)
≥W1
(
1
N − 1
N∑
i=2
δvi , f1
)
−W1 (f1, ρ)−W1 (ρ, ρ ∗ ψε)
≥ u− s− cε ≥ δ
2
,
for any ε > 0 small enough. Therefore using a Chebychev-like argument it holds∫
B˜N−1,cu
F ′N−1ε (dV
N−1) =
∫
P(Rd)
(∫
Rd(N−1)
1B˜N−1,cu (ρ ∗ ψε)⊗(N−1)
)
F ′(dρ)
≤ 2
δ
∫
P(Rd)
(∫
Rd(N−1)
W1
(
1
N − 1
N∑
i=2
δxi , ρ ∗ ψε
)
(ρ ∗ ψε)⊗(N−1)(dV N−1)
)
F ′(dρ)
We claim that there is a constant C depending only on κ (see [18, Theroem 1] in case d = 3, p = 1, q =
κ < 2) such that it holds∫
Rd(N−1)
W1
(
1
N − 1
N∑
i=2
δxi , ρ ∗ ψε
)
(ρ ∗ ψε)⊗(N−1)(dXN−1) ≤ C‖ρ ∗ ψε‖
1
κ
L1κ
(N − 1)−(1− 1κ ). (D.4)
Note that [25, Remark 2.12] provides the same result with the exponent 1− 1κ replaced with γ ∈
(
0, 1
3+ 2κ
)
,
but the rate of convergence does not play any role in the proof. Summing up (D.4) w.r.t. F ′, yields∫
B˜N−1,cu
F ′N−1(dV N−1) ≤ C
δ(N − 1)(1− 1κ )
∫
P(Rd)
‖ρ ∗ ψε‖
1
κ
L1κ
F ′(dρ)
≤ C
δ(N − 1)(1− 1κ )
(∫
P(Rd)
‖ρ‖L1κpi(dρ) + ‖ψε‖L1κ
) 1
κ
,
since
‖ρ ∗ ψε‖L1κ =
∫
Rd
∫
Rd
〈x〉κρ(x− y)ψε(y)dxdy =
∫
Rd
∫
Rd
〈x+ y〉κρ(x)ψε(y)dxdy
≤ 2κ
(∫
Rd
〈x〉κρ(x)dx+
∫
Rd
〈y〉κψε(y)dy
)
Treating in the exact same fashion the integral w.r.t. GN−1 enables to conclude that for any ε > 0 we
have
∀η > 0, ∃Nη, s.t.∀N ≥ Nη,
∣∣INν,γ(θFNε + (1− θ)GNε )− θINν,γ(FNε )− (1− θ)INν,γ(GNε )∣∣ ≤ 4η.
 Final step
Gathering all the estimates obtained in the previous steps yields for any ε > 0
lim
N→+∞
∣∣INν,γ(θFNε + (1− θ)GNε )− θINν,γ(FNε )− (1− θ)INν,γ(GNε )∣∣ = 0.
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Hence we deduce
I˜ν,γ(θF ε + (1− θ)Gε) = sup
N≥1
INν,γ(θFNε + (1− θ)GNε ) = lim
N→+∞
INν,γ(θFNε + (1− θ)GNε )
= θ lim
N→+∞
INν,γ(FNε ) + (1− θ) lim
N→+∞
INν,γ(GNε )
= θ sup
N≥1
INν,γ(FNε ) + (1− θ) sup
N≥1
INν,γ(GNε )
= θI˜ν,γ(F ε) + (1− θ)I˜ν,γ(Gε).
But using the convexity of the functional (x, y) 7→ (√x−√y)2 and Jensen’s inequality yields
I˜ν,γ(θF ε + (1− θ)Gε) = sup
N≥1
INν,γ(θFNε + (1− θ)GNε ) ≤ sup
N≥1
IN (θFN + (1− θ)GN ) = I˜ν,γ(θF + (1− θ)G).
Morever it is clear from the fact that for each N ≥ 2, the functional INν,γ is l.s.c. w.r.t. the weak
convergence in P(RdN ), that I˜ν,γ is l.s.c. w.r.t. the weak convergence in P(P(Rd)). But since θF ε +
(1− θ)Gε ∗⇀θF + (1− θ)G in P(P(Rd)) we get that
lim
ε→0
I˜ν,γ(θF ε + (1− θ)Gε) = I˜ν,γ(θF + (1− θ)G).
Therefore
I˜ν,γ(θF + (1− θ)G) = θI˜ν,γ(F ) + (1− θ)I˜ν,γ(G),
which concludes the proof.

Proposition 2.2 then follows from [25, Lemma 5.6]. We leave the reader check that points (i)-(ii)
of Lemma D.1 and Lemma D.3 consist in checking that the functionals (INν,γ)N≥2 satisfy the technical
assumptions of [25, Lemma 5.6].
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