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INTRODUÇÃO 
Os avanços tecnológicos dos últimos anos trouxeram benefícios para profissionais da           
área de saúde, auxiliando-os na definição de diagnósticos precisos, intervenção de           
pacientes e execução de atividades de reabilitação de uma maneira aprazível e interativa             
(​Souza, 2011)​. De acordo com Barra ​et al (2006), tais avanços contribuem para soluções              
de problemas antes insolúveis, podendo resultar em melhores condições de vida e saúde             
para os pacientes. 
Uma das áreas tecnológicas que merece destaque são os ​Serious Games​, ou jogos sérios,              
que são aplicações que vão além dos jogos tradicionais, incluindo a educação, gestão             
pública, treinamento militar, cuidados de saúde e terapia, entre outros (Orozco ​et al​,             
2012). Tecnologias de computação visual também possibilitam ao usuário a interação           
com o computador de forma singular, oferecendo, também, uma forma mais eficiente de             
envolvimento do usuário (Rodrigues, 2001). 
Como objetivo, este documento apresenta uma proposta de uma aplicação para ser            
integrada a um jogo sério para aplicação de exercícios de musculatura oral utilizados em              
terapias fonoaudiológicas via tecnologias de reconhecimento visual. Como princípio, a          
captura desses movimentos da língua do paciente para serem aplicados em mini-jogos            
terapêuticos baseado nesses movimentos (esquerda e direita) capturados. 
 
METODOLOGIA 
No decorrer das pesquisas foram encontrados duas técnicas para os procedimentos de            
geração de classificadores de imagens, e aqui serão descritos cada algoritmo, bem como             
suas limitações e vantagens para o treinamento de imagens utilizando os preceitos da             
machine learning​.  
Como primeira técnica, utilizou-se o treinamento de classificadores ​haar-cascade​, que          
são algoritmos de aprendizado para a extração de características de objetos capazes de             
reconhecer padrões em uma imagem (Pereira, 2017). Este tipo de classificador tem a             
forma de uma árvore de decisões, como pode ser visto na Figura 1, em que cada                
sub-janela passa pelos classificadores verificando se é positivo (V) ou negativo (F), ao             
que se refere às características. Caso seja negativo, a classificação será descartada. 
 
 
Figura 1​: Esquemático descrevendo o detector em cascata (Pereira, 2017). 
 
Foi utilizado a biblioteca ​Open Source Computer Vision Library ​(​Opencv​) para           
detecção da boca e geração do algoritmo de treinamento. De acordo com Marengoni ​et              
al (2009), ​Opencv apresenta um conjunto de ferramenta para interpretação de imagens.            
Graças a ela, pode-se realizar a coleta de imagens para que o algoritmo pudesse              
encontrar padrões para serem utilizados no reconhecimento. Para isso, fez-se uso da            
webcam para captura dessas imagens, atribuindo a elas um ID (identificador) para            
representar o lado que a língua estava (ID=1 refere-se à esquerda e 2 para à direita).                
Como terceiro passo, realizou-se o treinamento que indica quando o algoritmo verifica            
as especificações/características de cada imagem para obter o classificador utilizando          
um padrão ​Eigenfaces que, de acordo com Belhumeur ​et al (1997), trata-se de um              
método que consiste na extração de toda a informação da face (olhos, boca e nariz) e                
demais características (formato do queixo, por exemplo). A Figura 2 mostra o diagrama             
de todo esse procedimento para gerar o reconhecimento. 
 
 
Figura 2: ​Diagrama do primeiro treinamento utilizando o Opencv com classificadores Haar-cascade. 
 
O segundo treinamento foi utilizando, em conjunto com o ​Opencv​, a biblioteca            
TensorFlow​, que consiste em uma máquina de aprendizagem ​open source desenvolvida           
pela ​Google para treinamentos, aquisição de dados, entre outros (Abadi ​et al​, 2016).             
Semelhante ao primeiro algoritmo, faz-se uso de dados (imagens/fotos) para gerar o            
treinamento. Para isso, primeiro realizou-se a coleta de fotos da boca de um total de 28                
pessoas voluntárias. Dessas pessoas, foram obtidas 170 imagens, sendo: 72 fotos com a             
língua para a esquerda; 100 com a língua para a direita; e 50 com a boca fechada. Em                  
seguida, realizou-se a extração de características de cada foto, utilizando o ​TensorFlow            
para então obter o classificador para detecção da posição da língua. A Figura 3 mostra o                
diagrama desse treinamento. 
 
Figura 3: ​Diagrama do segundo treinamento utilizando o Opencv e TensorFlow. 
 
É importante salientar que existe uma preocupação em selecionar um conjunto de            
diferentes pessoas de modo a evitar o ​overfitting​, que segundo Medel (2014) ocorre             
quando o algoritmo se mostra ineficiente na previsão e classificação de maneira precisa. 
 
RESULTADOS E/OU DISCUSSÃO 
Diante dos testes realizados nos dois classificadores desenvolvidos, mostraram-se         
satisfatórios em algumas ocasiões. O primeiro descrito na seção anterior possui           
restrições quanto à luminosidade do ambiente, ou seja, para que funcionasse de maneira             
desejada precisaria utilizá-lo em um ambiente com boa iluminação, além de não haver             
quaisquer objetos diversos ou movimentação ao fundo, atrapalhando no         
reconhecimento. A Figura 4 mostra os resultados positivos da captura utilizando o            
primeiro algoritmo e uma falha, se mostrando ineficiente. 
 
 
Figura 4: ​Captura da língua através da ​webcam​ utilizando o primeiro algoritmo desenvolvido 
(​Haar-cascade​): Para a esquerda; para a direita; falha na captura do treinamento. 
 
Para o segundo algoritmo observou-se que a luminosidade do ambiente não interferia            
como no primeiro. Neste, é possível verificar a precisão da imagem referente às             
características do classificador. Utilizando a ​webcam​, obteve-se os resultados exibidos          
na Figura 5, mostrando-se aceitáveis para o treinamento com precisão de,           
aproximadamente, 50% para a língua na posição direita, 57% para a língua na posição              
esquerda e 99.8% para a boca fechada. 
 
Figura 5: ​Precisão do classificador para língua nas posições direita, esquerda e boca fechada. 
Apesar desse segundo resultado se mostrar melhor que o primeiro, em ambos existe a              
problemática referente à busca cansativa de uma posição adequada frente à ​webcam            
para que o algoritmo do classificador possa reconhecer os padrões das imagens. 
 
CONCLUSÃO 
O referido documento apresentou o uso de tecnologias de reconhecimento visual para            
desenvolvimento de classificadores de movimento da língua, descrevendo duas         
abordagens para desenvolvimento dos mesmos utilizando conceitos de ​machine         
learning​.  
Dentro dos resultados obtidos, fica evidente a necessidade de buscas de tecnologias de             
reconhecimento visual de modo a permitir a aplicação do mesmo em ambiente real de              
terapia com crianças e adolescentes. Contudo, como relatado previamente, ainda          
existem alguns problemas no reconhecimento visual que precisam ser corrigidos.          
Trata-se de uma abordagem que vem crescendo nos últimos anos, o que nos leva a dar                
importância a tecnologias que podem ser utilizadas com propósitos específicos, como           
jogos digitais voltados à saúde e terapias, tornando um ambiente lúdico e interativo. 
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