this paper, the natures of random and pseudo-random input sequences and their influence on permanent and intermittent fault detecting are analyzed. The aliasing fault coverage between the pseudo-random and random sequences is estimated. The activity probability fealuw of the intermittent faults are considered. The selftest circuits of the intermittent faults are illustrated. The experimental results based on real circuits are obtained through simulation. The mathematical analysis and experimental results show that the quality of the pseud+ random testing is better than that of the random testing for the permanent and intermittent faults. The Markov chain models are used in obtaining the input sequence length needed for determining if a circuit fault is intermittent or permanent.
I Introduction
The continually growing complexity of VLSI circuits makes the built-in self-test (BIST) techniques especially attractive [l-31. In the techniques, two modules: the pseudorandom sequence generator and the output responses compactor, have to be integrated into a VLSI chip. The pseudo-random sequences generated by the generator is applied to the inputs of the circuit under test (CUT) and at the same time, the compactor compresses the CUT responses set into a signature.
In most BIST techniques, the linear feedback shift register (LFSR) [4,5] is commonly used in generating the pseudorandom sequences. The responses compaction can be implemented by using the multiple input shift register (TvIISR) [6] , the multiplexed parity trees [7] , the transition count [8], the state-difference count [9] , and so on. When the pseudo-random input sequences are applied to the CUT, the compactor compresses the CUT output responses simultaneously. After finishing the testing, the compressed signature will be compared with the expectant reference value produced by a corresponding fault-& circuit. If the two values are. the same, the CUT testing will be considered pass; otherwise, the CUT will be considered faulty.
However, the pseudo-random sequences generated by the LFSR used in the B E T techniques are not completely random. Therefore, the natures of the pseudo-random input sequences and the effectiveness of the compact approaches need to be Some efforts have analyzed the pseudo-random testing [lo-131. These efforts used the combinatorial analysis and the differential solution to obtain the detection probability, the input sequence length, the fault coverage, the test confidence, and so on. The results of these effo-showed that the random test model is not a better approximation to the pseudo-random testing. However, the relationship among the input sequence length, the testability, and the fault coverage was not described in these efforts. Especially, the aliasing fault coverage between the random and pseudo-random sequences was not discussed. In this paper, we will analyze the relationship among the input sequence length, the testability, and the fault coverage for the random and pseudo-random testing, and estimate the aliasing fault coverage between the random and pseudo-random sequences. Moreover, we will derive the expression of the aliasing fault coverage between the random and pseudo-random input sequences for the intermittent faults. We will obtain the activity probability of the intermittent faults by using the retry policy, and design the self-test circuits for the intermittent faults. Finally, we will give the input sequence length used to determine the intermittent or permanent fault in a circuit according to the Markov chains.
The paper is organized as follows. Section 1 introduces the problems to be resolved in this paper. Section 2 builds the analytical models of the aliasing fault coverage between the random and pseudo-random input sequences. Section 3 analyzes the influence of the random and pseudo-random testing on the intermittent faults. Section 4 demonstrates the self-test circuits for the intermittent faults. Section 5 concludes this paper.
II Aliasingcoverage
Paper [ 141 has proposed a relationship between the mean fault coverage and the circuit testability. However, the relationship is only suitable for the pseudo-random sequences according to the analysis in [ 141, though it said the relationship is for the random vectors. Because it is known that the pseudorandom sequences are not completely random In the pseudorandom sequences generated by the LFSR, any two vectors before the (2" -1)th vector are not the same (n is the bit number of the LFSR). Namely, the vector applied to the CUT will not be the same as any previous vector. Here we assume that the primary input number of the CUT is equal to n, because in this case, the pseudo-random sequences have the best effectiveness for single stuck-at faults. However, for the random sequences, the next vector applied to the CUT will, possibly, be the same as the previous vectors with a certain probability. Then, what is the dissimilarity between the random and pseudo-random sequences? Firstly, we define the aliasing fault coverage between the random and pseudo-random input sequences as follows.
Definition I :
Aliasing fault coverage: The aliasing fault coverage between the random and pseudo-random input sequences used in testing the logic circuits is the fault coverage difference between the random and the pseudo-random sequences, given the input sequence length m.
Supposed that the fault coverage for the random sequences is denoted as c, , while the fault coverage for the pseudo-random sequences is denoted as c,. Then, the aliasing fault coverage C, isrepresentedas Formula (1) shows if c, is larger than 0, the testing quality of the random sequences is better than that of the pseudo-random C,=C,-C,.
(
sequences; otherwise, the testing quality of the random sequences is worse than that of the pseudo-random sequences.
For the pseudo-random sequences, the mean fault coverage of the first vector is where x is the testability of the detectable faults, and p(x) is the distribution of the testabilities of the detectable faults in a circuit [14] . Then, the fault coverage of two vectors is e,, = fXP(X)dX, For the random sequences, the mean fault coverage of the first vector is the same as that of the pseudo-random sequences, i.e., formula (2) . However, the fault coverage of two vectors is not the same as that of the pseudo-random sequences. It is because that the second vector is possibly the same as the first vector in the random sequences. Therefore, the fault coverage of two vectors is
where (2" -1) 12" denotes the probability of disappearing the first vector in this random sequence. Possibly, the second vector is just the same as the first vector.
Thus, the aliasing fault coverage of two vectors is
For the random sequences, the fault coverage of 3 vectors has two cases. The first case is that the third vector repeats the first or the second vector (if the second vector is different h m the first). The other is the best case where a different vector appears with the probability (2" -2) / 2". Therefore, the rnean fault coverage of three vectors in the best case is Theorem I : The testing quality of the random sequences is worse than that of the pseudo-random sequences.
Proof:
In inequality (lo), we can see that c, , is lesi; than or equal to 0; namely, the mean fault coverage of the random input sequences is less than or equal to that of the pseudorandom sequences. Thus, the testing quality of the random sequences is worse than that of the pseudo-random sequmces.
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In inequality (lo), we can also see that, in the wors~. case, the absolute value of the aliasing fault coverage will increase with the increase of the input sequence length m. This implies the testing quality of the random sequences becomes worse than that of the pseudo-random sequences with the increase of m. Fig. 1 shows the relationship of the aliasing fault coverage against the input vector number in the simplest case where p(x)=l and n=6. The shadow part in Fig. 1 is the area between the best and worst aliasing fault coverage curves. In Tab!" 1, when SL is 1 and 2, the coverages of the pseudo-random testing are less than that of the random testing. This is because that the actual coverage of a random vector may differ from the mean coverage. However, the variance will be small for almost all circuits [14] . Meanwhile, the variance will decrease with the increase of the input sequence length. Fig. 2 shows a combinational circuit for a 4-bit comparator that has 9 inputs and 3 outputs [16] . Fig. 3 shows the curves of the mean fault coverage vs. the input sequence length for the pkudo-random testing and the random testing, respectively. In Fig. 3 , we can also obtain th? same conclusion as theorem 1.
Fig2 A Cbit comparator circuit n e natures of the pseudo-random and random sequences for the permanent faults has been analyzed. Then, what is their influence on the intermittent faults of logic circuits? In the next section, we will discuss this problem. 
Ill Intermittent fault testing
Papers [16, 17] proposed the retry policy on the intermittent fault detecting. The testing process of the retry policy is divided into 2 phases.
In phase 1, the random input vectors are applied until a fault is detected. In phase 2 (retry phase), the same input vector is applied for some times to determine the fault type (permanent or intermittent). However, in this scheme, the influence of the random and pseudo-random sequences on the intermittent faults is not considered, and the mean intermittent fault coverage and the self-test circuit design are not discussed.
In fact, inequality (10) is also suitable for the intermittent faults after considering the activity probabilities of the intermittent faults, due to the usage of the retry policy in detecting the intermittent faults. For the intermittent faults, inequality (10) is slightly modified as follows where a is the mean activity probability of the considered intermittent faults in a circuit.
Theorem 2:
The testing quality of the random sequences is worse than that of the pseudo-random sequences for the intermittent faults in a circuit.
Proof: Because a is greater than 0 in inequality (1 l), c , , is less than or equal to 0. Therefore, theorem 2 is correct in terms We made the simulation for the intermittent faults for the c17 circuit and the circuit shown in Fig. 2. Fig. 4 shows the simulation results, which represent the relationship between the input sequence length and the mean fault activity probability for reaching the fault coverage 1.0 for the circuit c17. Fig. 5 shows the simulation results of the mean fault coverage against the input sequence length in the condition where the mean fault activity probability is equal to 0.60 for the circuit shown in Fig 2. In this paper, we only consider the first time appearance of the intermittent faults in the circuit, because the retry policy to be. described in the next section is used in detecting the intendtent faults. In Figs. 4 and 5, we can also see that the testing quality of the pseudo-random sequences is better than that of the random sequences for the intermittent fault testing.
IV Self-test design for the intermittent faults
Since the testing quality of the pseudo-random sequences is better than that of the random sequences for the intermittent fault testing, we use the BIST techniques to design self-test circuits for a 5-input CUT, which possibly contains the intermittent faults. In Fig. 6 , SDI is the scan input; CLK is the clock; cl and c2 are the control inputs; e, is the output, which is connected to the input of the CUT correspondingly.
The operation modes of the generator are shown below.
(1) Repetition state, if cl=l, c2=1. Q,' = Q,!-' , where t denotes the time. In this state, the generator can be used to repeat the same test vector.
In Fig. 7 , CM is the comparator, subtracter is a counter that decreases by 1, the gold value is the reference value obtained from a corresponding fault-free circuit.
flip-flop is equal to 0.
The testing process is shown below.
(1) when cl=l, c2=0, and c3=1, the LFSR generates the pseudo-random sequences that are applied to the input of the CUT. CM is used to compare the CUT output responses with the gold value. If the two values are the same, CM output is 0, which makes LED green. If the two values are different, CM output is 1 , which makes LED red. In the red case, the CUT is considered as faulty. Meanwhile, the signal S puts the number L of the repetition of the same test vector into the subtracter and lets c2 become 1. At this time, the self-test circuit is in the mode of the same test vector repetition.
The same test vector continues to be applied to die CUT. As soon as LED becomes green, i.e., the CUT output response is the same as the gold value. The fault in the CLT disappears. Then, the fault in the CUT is considered iM intermittent fault. At the same time, the signal S locks the CLIC. On the other hand, if the number L of the repetition of the sanae test vector in the subtracter is decreased to 0, the output signal F produced by the subtracter also locks the CLK. Then, the fault in the CUT is considered a permanent fault.
Note that c2 and c3 w i l l be controlled by the interrial signals in the self-test circuit after starting self-testing.
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In the retry policy, two problems have to be resolved. Ihe first is to determine the input sequence length used to tell whether the circuit is faulty. 7he other is to determine the number of the repetition of the same test vector to decide whether the circuit fault is intermittent. The first problem has been resolved in paper [NI. The second depends on the confidence.
Definition 2:
Confidence of fault type: The confidence of fault type is the trustful degree to consider a fault in a circuil; as the permanent or the intermittent fault.
In order to resolve the second problem, the Markov chains [ 161 are used to describe the testing process. In the chains, we can derive the following formula.
where p, is the confidence to consider the fault f as a permanent fault, pr is the activity probability of the fault f, and L is the number of the repetition of the same test vector. The fault activity probability can be obtained from the number L.
For example, If the confidence is 0.999999999 and the fault activity probability pr is p a t e r than 0.9999999, the number L of the repetition of the same test vector is greater than 4.6 x 10'. In this case, the fault f is considered as a permanent fault; otherwise, the fault f is considered as an intermittent fault.
V Conclusions
In this paper, we analyzed the testing quality of the pseudo-random and random input sequences. The theoreidcal and simulation results show that the testing quality of the pseudo-random sequences is better than that of the random sequences, and the aliasing fault coverage between the random and pseudo-random sequences will increase with the increase of the input sequence length in the worst case. We also discussed the influence of the mean activity probability of the intermittent faults on the mean fault coverage. Given an input sequence Iength, the fault coverage will decrease with the decrease of the fault activity probability. We designed the functional circuits of the pseudo-random self-testing of the intermittent faults. Moreover, the test sequence length used to classify the intermittent and permanent faults was estimated. The experiments based on real circuits containing the permanent and intermittent faults show that the simulation results agree with the analytical models.
