Abstract. Spiking neural P systems and artificial neural networks are computational devices which share a biological inspiration based on the flow of information among neurons. In this paper we present a first model for Hebbian learning in the framework of spiking neural P systems by using concepts borrowed from neuroscience and artificial neural network theory.
Introduction

When an axon of cell A is near enough to excite cell B or repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased.
D. O. Hebb (1949) [12] Neuroscience has been a fruitful research area since the pioneering work of Ramón y Cajal in 1909 [20] and after a century full of results on the man and the mind, many interesting questions are still unanswered. Two of such problems of current neuroscience are the understanding of neural plasticity and the neural coding. The first one, the understanding of neural plasticity, is related to the changes in the amplitude of the postsynaptic response to an incoming action potential. Electrophysiological experiments show that the response amplitude is not fixed over time. Since the 1970's a large body of experimental results on synaptic plasticity has been accumulated. Many of these experiments are inspired by Hebb's postulate (see above). In the integrate-and-fire formal spiking neuron model [8] and also in artificial neural networks [11] , it is usual to consider a parameter w as a measure of the efficacy of the synapse from a neuron to another.
The second one, the neural coding, is related to the way in which one neuron sends information to other ones and it is interested in the information contained in the spatio-temporal pattern of pulses and on the code used by the neurons to transmit information. This research area wonders how other neurons decode the signal or whether the code can be read by external observers who can understand the message. At present, a definite answer to these questions is not known.
Since all spikes (short electrical pulses) of a given neuron look alike, the form of the action potential does not carry any information. Rather, it is the number and the timing of spikes what matters. Traditionally, it has been thought that most, if not all, of the relevant information was contained in the mean firing rate of the neuron. The concept of mean firing rates has been successfully applied during the last decades (see, e.g., [17] or [13] ) from the pioneering work of Adrian [1, 2] . Nonetheless, more and more experimental evidence has been accumulated during recent years which suggests that a straightforward firing rate concept based on temporal averaging may be too simplistic to describe brain activity. One of the main arguments is that reaction times in behavioral experiment are often too short to allow long temporal averages. Humans can recognize and respond to visual scenes in less than 400ms [21] . If at each processing steps, neurons had to wait and perform a temporal average in order to read the message of the presynaptic neurons, the reaction time would be much longer. Many other studies show the evidence of precise temporal correlations between pulses of different neurons and stimulus-dependent synchronization of the activity in populations of neurons (see, for example, [9] or [5] ). Most of these data are inconsistent with a concept of coding by mean firing rates where the exact timing of spikes should play no role. Instead of considering mean firing rates, we consider the realistic situation in which a neuron abruptly receives an input and for each neuron the timing of the first spike after the reference signal contains all the information about the new stimulus.
Spiking neural P systems (SN P systems, for short) were introduced in [14] with the aim of incorporating in membrane computing (more information can be found at [22] ) ideas specific to spike-based neuron models. The intuitive goal was to have a directed graph were the nodes represent the neurons and the edges represent the synaptic connections among the neurons. The flow of information is carried by the action potentials, which are encoded by objects of the same type, the spikes, which are placed inside the neurons and can be sent from presynaptic to postsynaptic neurons according to specific rules and making use of the time as a support of information.
The paper is organized as follows: first we discuss about SN P systems with input and delay and a new computational device called Hebbian SN P system unit is presented. In Section 3 we present our model of learning with SN P systems based on Hebb's postulate. An illustrative experiment carried out with a corresponding software is shown in Section 4. Finally, some conclusions are given in the last section.
SN P Systems with Input and Decay
An SN P system consists of a set of neurons placed in the nodes of a directed graph and capable of sending signals (called spikes) along the arcs of the graph (called synapses) according to specific rules. The objects evolve according to
