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Abstract
Ensembling is a universally useful approach to boost the performance of machine
learning models. However, individual models in an ensemble are typically trained
independently in separate stages, without information access about the overall
ensemble. In this paper, model ensembles are treated as first-class citizens, and
their performance is optimized end-to-end with parameter sharing and a novel loss
structure that improves generalization. On large-scale datasets including ImageNet,
Youtube-8M, and Kinetics, we demonstrate a procedure that starts from a strongly
performing single deep neural network, and constructs an EnsembleNet that has
both a smaller size and better performance. Moreover, an EnsembleNet can be
trained in one stage just like a single model without manual intervention.
1 Introduction
In machine learning, ensemble methods combine multiple learning algorithms to obtain better
predictive performance than could be obtained from any of the constituent learning algorithms alone
[24, 26, 27]. It is proven to be useful in a variety of domains including machine perception, natural
language processing, user behavior prediction, optimal control, etc. Many top entries in Netflix Prize
and Kaggle competitions are generated by a large ensemble of models.
Traditionally, constituent models in an ensemble are trained independently in different stages and
later on combined together. The process is laborious and requires manual interventions. Moreover,
the constituent models are not ensemble aware and therefore not properly optimized. To jointly
optimize the ensemble, one could perform end-to-end optimization to train the ensemble with a single
loss on the final prediction. However, it could reduce the diversity in the individual models, and the
increased model size could lead to overfitting. Experiments show that this naive one stage approach
leads to inferior performance. Many recent works have studied different strategy to learn ensembles
end-to-end by simultaneously optimizing multiple loss heads. In particular, Lee et al. [18] studies
multi-headed convolutional neural network (CNN) ensembles with shared base networks. Many
recent ensembling and co-distillation approaches [16, 30, 20] also used similar ideas.
In this paper, we extend this multi-headed approach and present the EnsembleNet architecture, where
we use light-weight heads and design the loss structure in a simpler way that reduces overfitting.
Whereas previous ensembling approaches scale up the model size, an EnsembleNet achieves much
better performance than a single network without increasing the model size in both training and
inference, where the model size is measured in both the number of parameters and the number of
FLOPs. We demonstrate this behavior extensively in a variety of large-scale vision datasets including
ImageNet [28], Youtube-8M [1], and Kinetics [13].
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2 Related Work
There is extensive literature, going back decades, on ways to come up with and combine a group of
strong and diverse models. Works related to ensembling can be broadly grouped into the following
categories.
Ensembling Theory. Empirically, the prediction errors from individual models tend to cancel
out when we ensemble them, and more diverse architectures tend to make better ensembles. This
behavior can be explained from the point of view of Bayesian Model Combination [5, 23, 3, 14].
There are various theoretical models that estimate error bounds of specific ensemble formulations,
given score distribution assumptions on the outputs and independence assumptions on the inputs [15].
Ensembling Methods. There are many works proposing specific ways to select candidate models
and combine the predictions. A simple and popular ensembler just averages over the predictions
of individual models. Other types of ensembling include greedy selection [25, 19, 25], Mixture-of-
Experts (MoE) fusion [16], sparsely gated MoE fusion [29], etc. One may optionally incorporate the
computation or memory cost into the optimization (e.g., the AdaNet algorithm [4]). The ensembler
may be trained either on the same data partition as the individual models, or on a separate partition.
Parameter Sharing. Sharing a common base structure among multiple individual models may
produce better ensembles, and this technique is used in [18, 16]. Furthermore, hierarchical sharing
may give additional performance boost [30].
Ensemble-Aware Learning. In this work, we focus on a training strategy where individual
models are aware of the ensembler during the optimization. A simple approach is to add a loss
from the ensembler prediction. Another popular approach is co-distillation [33, 2, 16, 30], where
constituent models are encouraged to learn from each other by regressing their predictions to the
ensembler prediction. We will show a deep connection between these two approaches.
Also related to our work is shortcut auxiliary classifiers [31, 17], which are used during training and
discarded during inference. An EnsembleNet treats all individual models on equal footing and we
don’t have to tune their weights in loss. Nevertheless, one may also add shortcut auxiliary classifiers
to an EnsembleNet as well.
3 Approach
Figure 1: An EnsembleNet with N branches.
The backbone of an EnsembleNet (Figure 1) is a multi-headed network and the output of each branch
is an auxiliary prediction. As observed by Lee et al. [18], properly sharing the base network not
only reduces computation resources but also increases model accuracy. An ensembler takes in all the
auxiliary predictions and outputs the final prediction, which is used for inference. In training, a loss
is computed for each prediction against the common ground truth, and the final loss L is simply a
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weighted sum of all losses:
L = (1− λ)
N∑
i=1
Laux,i +NλLens (1)
Here N is the number of prediction heads, and λ is a scalar hyper-parameter that needs to be tuned.
The rationale behind the coefficients in Equation 1 is as follows. Suppose the simple average is used
as the ensembler and the N branches have the same structure as well as initialization, then the loss is
independent of λ.
If λ = 1, we are directly optimizing for the ensembler prediction. This naive approach usually leads
to severe overfitting and bad generalization for strongly performing individual models, which are
typically quite large. If λ = 0, it is roughly equivalent to a standard ensembling procedure and the
resulting ensembler is typically better than individual models. The overfitting problem is relieved
here because an auxiliary loss will not be influenced by other branches, but the auxiliary loss heads
are not ensemble-aware. One might expect that an optimal λ should be somewhere between 0 and 1.
However, for most of the strongly performing networks we experimented with on Youtube-8M and
ImageNet, the optimal values for λ are negative! Basically if we decrease λ from 1 all the way to
some negative number (e.g., −1.5), the performance of the resulting model decreases on the train set
and increases on the holdout set, shrinking the gap between them.
This observation is counter-intuitive, but we prove in Appendix A.1 that if simple average is used as
the ensembler and L2 loss is used in each head, Equation 1 is equivalent to combining a co-distillation
loss to the ensembler loss. The co-distillation part encourages the individual model predictions
to agree with each other, and its strength is proportional to 1 − λ. For other types of ensembler
and other types of loss such as cross-entropy (which we use in our experiments), a similar effect
is expected. A negative ensembler loss, which seemingly regresses the final prediction away from
the ground truth, in fact helps regularize the models in a similar way to co-distillation, due to the
presence of auxiliary losses. Whereas previous end-to-end ensembling approaches combine the
auxiliary and ensembler losses with ad hoc coefficients, and add a separate co-distillation term with
hyper-parameters [33, 2, 16, 30], we simply tune λ to achieve the desired regularization effect.
In this work, we take simple average as the ensembler in our experiments, but they can be generalized
for any differentiable parametric ensembler, like a Mixture-of-Experts model as in [16], potentially
with better results. In this case, we should also remove the coefficient Nλ in the second term in
Equation 1 and add it as a gradient multiplier to the input of the ensembler instead.
We invoke the following procedure to construct an EnsembleNet from a general deep neural network,
where the EnsembleNet has both smaller size and better performance. We first take the upper half of
a deep neural network (for example, a ResNet [7] has 4 blocks and we take the upper 2 blocks), and
shrink the width of the network (for example, the number of channels in a CNN layer) to reduce it’s
size by more than a half (typically our shrinking ratio is about 1.5). Then we duplicate this block once
to build an EnsembleNet with two heads. Due to randomness in the initialization, the two branches
with the same architecture will learn differently and become complimentary. The performance gain
is robust against the exact layer from which we fork the network, and typically we choose some
middle layers. Using different architectures for the two branches may yield even more complementary
models and better results, but for simplicity, we choose the same architecture for them in the current
experiments. We will also explore more than two branches for ResNet based models.
4 Experiments
This section presents our detailed experiments on ImageNet [28], Youtube-8M [1], and Kinetics [13].
The reported accuracy metrics are computed using the sample mean of about 3 runs. The uncertainty
of the sample mean, x¯, for x1, x2, ..., xN is estimated with
√∑N
i=1(xi − x¯)2/[N(N − 1)].
We measure both the number of model parameters and the FLOP counts for a model to report sizes.
The FLOP count is computed with tensorflow.profiler, which treats multiplication and addition
as two separate ops. We fold batch norm operations during inference when possible.
3
4.1 ImageNet Classification
ImageNet [28] is a large scale quality-controlled and human-annotated image dataset. We use the
ILSVRC2012 classification dataset which consists of 1.2 million training images with 1000 classes.
Following the standard practice, the top-1 and top-5 accuracy on the validation set are reported.
Table 1a shows the performance and architecture comparisons between the baseline ResNet-152
[7] and its EnsembleNet versions. Figure 2 plots the train and validation set top-1 accuracies with
different λ. ResNet-152 has 4 blocks. For the EnsembleNet version, we leave the lower two blocks as
they are, and construct two copies of the upper two layers as two branches. Each branch will have the
bottleneck depth dimensions reduced, and the depth dimensions of the expanding 1× 1 convolutions
will be reduced proportionally. The width config in the table specifies the bottleneck dimensions for
the 4 blocks. The top-1 accuracy of our baseline ResNet-152 is 78.54%, which is higher than 77%
reported for the original implementation [8]. The performance of the EnsembleNet with λ = 1 is
lower than the baseline, showing that naively optimizing for the ensembler loss head is not a good
approach. The EnsembleNet with λ = 0 gives 1.31% gain over the baseline in top-1 accuracy despite
being slightly smaller. By setting λ = −1.5, we get an additional 0.43% gain in top-1 accuracy,
indicating a properly tuned negative λ does reduce overfitting. Please note that the train set accuracy
decreases as λ becomes more negative.
Table 1b shows comparisons between the Squeeze-Excitation ResNet-152 [10] and its EnsembleNet
versions. We set the reduction ratio to 16 and use batch normalization in the Squeeze-Excitation layers.
The top-1 accuracy of our baseline SE-ResNet-152 is 78.85%, which is higher than 78.43% reported
in [10]. The EnsembleNet with λ = 0 gives 1.91% gain in top-1 accuracy, and the EnsembleNet with
λ = −1.5 gives additional 0.60% gain, similar to the experiments without Squeeze-Excitation.
Table 1: Comparison of baseline models and their EnsembleNet versions with two branches on the
ImageNet dataset. A resolution of 224× 224 is used for both training and evaluation. Performance is
evaluated using a single crop. The uncertainties of the accuracy metrics are about 0.06%.
(a) ResNet-152 based models.
ResNet-152
based model Width Config Top-1 Acc. Top-5 Acc. #Params #FLOPs
Baseline (64, 128, 256, 512) 78.54% 94.05% 60.1M 21.8B
EnsembleNet
λ = 1
base: (64, 128)
2 branches: (176, 352) 77.74% 93.43% 58.2M 21.0B
EnsembleNet
λ = 0
base: (64, 128)
2 branches: (176, 352) 79.85% 94.98% 58.2M 21.0B
EnsembleNet
λ = −1.5
base: (64, 128)
2 branches: (176, 352) 80.28% 95.27% 58.2M 21.0B
(b) Squeeze-Excitation ResNet-152 based models.
SE-ResNet-152
based model Width Config Top-1 Acc. Top-5 Acc. #Params #FLOPs
Baseline (64, 128, 256, 512) 78.85% 94.25% 66.7M 21.9B
EnsembleNet
λ = 1
base: (64, 128)
2 branches: (176, 352) 78.83% 93.75% 64.5M 21.1B
EnsembleNet
λ = 0
base: (64, 128)
2 branches: (176, 352) 80.76% 95.33% 64.5M 21.1B
EnsembleNet
λ = −1.5
base: (64, 128)
2 branches: (176, 352) 81.36% 95.67% 64.5M 21.1B
We also explored how the performance of EnsembleNets depends on the number of branches. Table
2 shows the results of ResNet-101 and its EnsembleNet versions with up to 5 branches. The width
config is specified in the same format as before.
One the one hand, if we reduce the size of each branch accordingly so that the total model size stays
the same, performance starts to deteriorate if we have more than 3 or 4 branches. This is probably due
4
Figure 2: The train and validation set top-1 accuracies of ResNet-152 EnsembleNets with different λ.
Detailed settings are specified in Table 1a.
to each individual branch becoming too weak and not giving strong enough signals for ensembling.
Nevertheless, all three EnsembleNet configurations outperform the baseline ResNet-101 model with
roughly the same size, showing the robustness and effectiveness of the EnsembleNet architecture.
One the other hand, if we keep each branch the same, the performance increases monotonically with
the number of branches as the model size grows, with diminishing returns.
Table 2: Comparison of baseline ResNet-101 and its EnsembleNet versions with different number of
branches on the ImageNet dataset. All experiments in this table are done with λ = 0. A resolution of
224× 224 is used for both training and evaluation. Performance is evaluated using a single crop. The
uncertainties of the accuracy metrics are about 0.06%.
(a) Scaling up the number of branches while keeping the total model size roughly the same.
ResNet-101
based model Width Config Top-1 Acc. Top-5 Acc. #Params #FLOPs
Baseline (64, 128, 256, 512) 77.90% 93.84% 44.5M 14.4B
EnsembleNet base: (64, 128)2 branches: (176, 352) 79.24% 94.60% 43.3M 13.9B
EnsembleNet base: (64, 128)3 branches: (142, 284) 79.21% 94.62% 43.2M 13.7B
EnsembleNet base: (64, 128)5 branches: (111, 222) 78.34% 94.27% 45.3M 14.0B
(b) Scaling up the number of branches while keeping the structure of each branch the same.
ResNet-101
based model Width Config Top-1 Acc. Top-5 Acc. #Params #FLOPs
EnsembleNet base: (64, 128)2 branches: (176, 352) 79.24% 94.60% 43.3M 13.9B
EnsembleNet base: (64, 128)3 branches: (176, 352) 79.82% 94.93% 64.3M 19.3B
EnsembleNet base: (64, 128)5 branches: (176, 352) 80.18% 95.13% 106.2M 30.3B
Implementation Details. The original ResNet architecture without pre-activation is used as the
backbone for all experiments in this section. However, we made two slight modifications. First, for
memory efficiency, we subsample the output activations in the last residual unit of each block, instead
of subsampling the input activations in the first residual unit of each block. Second, the rectified
linear units of the bottleneck layers are capped at 6.
We use color augmentation as in [9] in addition to scale and aspect ratio augmentation as in [31].
Label smoothing is set to 0.1, and small l2 regularization is applied on all weights and batch norm γ
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parameters. All convolutional weights are initialized using the same normal distribution with standard
deviation of 0.03. We use 128 TPU v3 cores (8x8 configuration) with a batch size of 32 in each core.
The models are trained with the Momentum optimizer, where the learning rate starts at 0.01 and
decays by 0.2 every 60 epochs.
4.2 The Youtube-8M Video Classification
YouTube-8M [1] is a large-scale labeled video dataset that consists of features from millions of
YouTube videos with high-quality machine-generated annotations. We use the 2018 version for the
experiments where can compare with the best performing models in the Kaggle competition on this
dataset. This version has about 6 million videos with a diverse vocabulary of 3862 audio-visual
entities. 1024-dimensional visual features and 128-dimensional audio features at 1 frame per second
are extracted from bottleneck layers of pre-trained deep neural networks and are provided as input
features for this dataset.
Following [1], we measure the performance of our models in both global average precision (GAP)
and mean average precision (mAP), with the number of predicted entities per video capped at 20.
GAP is the area under curve for predictions across all video-entity pairs. For mAP, we first compute
the area under curve for each entity across all videos, and then take the average across all entities.
Following the standard of many Youtube-8M Kaggle participants, we train our models on the union of
the train set and 90% of the validation set and evaluate them on the remaining 10% of the validation
set.
:
:
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Figure 3: The architecture of the deep bag of frame (DBoF) model for Youtube-8M.
Our baseline model is a variant of deep bag of frame (DBoF) model [1] that incorporates context
gates [22]. The architecture of the model is shown in Figure 3. We first pass the features of each
frame through a fully-connected clustering layer to get the cluster representation, followed by a
context-gating layer, and then a feature-wise weighted average pooling is used to extract a single
compact representation. Afterward, we use a fully-connected hidden layer, followed by a Mixture-of-
Experts (MoE) [12] classification layer to compute the final class scores. The classification layer uses
one MoE for each class independently, and each MoE consists of several logistic experts.
The feature-wise weighted average frame pooling is defined as
f({xi|i = 1, 2, ...n}) =
∑n
i=1 |xi|xi∑n
i=1 |xi|
(2)
where xi is the feature unit for the ith frame and n is the number of frames. The intuition behind this
pooling is that we would like to up-weight the features with large values so they don’t get washed
out in pooling. We refer to this non-parametric pooling method as Self-Weighted Average Pooling
(SWAP).
The context gate [22], which is a multiplicative layer with a skip connection, is added in two places.
One is in between the clustering layer and the frame pooling, and the other is after the classification
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layer. We also used batch normalization [11] on input and after any fully connected layer in the
model.
We use two branches for the EnsembleNet versions, which gives good performance on ImageNet. We
fork right after the frame pooling layer, and in each branch the cluster layer size and the number of
mixtures are reduced compared with the baseline DBoF.
Table 3 shows the performance and architecture comparisons between the baseline DBoF and its
EnsembleNet versions. The width config specifies the number of neurons in the cluster and hidden
layers, as well as the number of logistic experts in the MoE classification layer. Our baseline DBoF
has a GAP of 87.93%. The NeXtVLAD model [20], which is the best performing single model in
2018 Youtube-8M Kaggle competition, has a similar GAP of 87.85%. Although our DBoF is not
as parameter efficient as NeXtVLAD, it is structurally simpler and serves as a good baseline for
EnsembleNets. Our findings are similar to those from the ImageNet experiments. The EnsembleNet
with λ = 0 gives a sizable performance gain despite being smaller. By setting λ = −0.5, we get an
additional small gain in GAP without changing mAP.
Table 3: Comparisons baseline DBoF with its EnsembleNet versions on the Youtube-8M dataset.
The uncertainties of the accuracy metrics are about 0.01%. (The run-to-run variation is very small
because the dataset uses pre-extracted high-level features instead of pixels as input.)
DBoF
based model Width Config GAP mAP #Params #FLOPs
Baseline cluster-4096hidden-4096, MoE-5 87.93% 59.65% 229M 415M
EnsembleNet
λ = 0
base: cluster-4096
2 branches: (hidden-3000, MoE-3) 88.30% 60.06% 226M 410M
EnsembleNet
λ = −0.5
base: cluster-4096
2 branches: (hidden-3000, MoE-3) 88.35% 60.06% 226M 410M
Implementation Details. The models are trained with randomly sampling 25 frames and evaluated
with taking all frames in each video. We use 32 TPU v3 cores (4x4 configuration) with a batch size
of 16 in each core. We use the Adam optimizer, where the learning rate starts at 0.005 and decays by
0.95 every 1500000 examples.
4.3 Kinetics Action Recognition
The Kinetics-400 dataset [13] contains about 240,000 short video clips with 400 action classes. Some
videos are deleted over time so the train and validation sets have slightly fewer videos compared
to the original version. We use the dataset snapshot captured in May 2019. Following the standard
practice, the top-1 and top-5 accuracy on the validation set are reported.
We experimented with the S3D-G [32] model and its EnsembleNet counterparts. S3D-G consists
of separable spatio-temporal convolutions and feature gating, and it gives a good speed-accuracy
trade-off.
The performance and architecture comparisons are shown in Table 4. Similar to the notation in
Section 4.1, we specify the model configuration with 4 numbers indicating the number of channels in
the feature map right after each spatial sub-sampling in the network. Despite video removal in the
dataset, our S3D-G baseline model closely matches the accuracy of the originally reported numbers
(74.6% in ours vs 74.7% in [32]). We use EnsembleNets with two branches as before. The number
of channels in each branch is reduced by a factor of about 1.5 to maintain a comparable number of
parameters and FLOPs to the original model. The EnsembleNet versions give large improvement over
the baseline S3D-G model similar to what we observed before. The performance of EnsembleNets
with λ = 0 and λ = −0.5 are close to each other, potentially because the model we used here is
small and there is less of a value from regularization.
Implementation Details. Following [6], our S3D-G models use random initialization instead of
ImageNet pretraining with a longer training schedule of 196 epochs. We use 128 TPU v3 cores (8x8
configuration) with a batch size of 16 in each core. The models are trained with the Momentum
optimizer, where the learning rate starts at 0.8 and gradually decays to 0 at the end of training with
the half-cosine decay schedule [21].
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Table 4: Comparisons baseline S3D-G with its EnsembleNet versions on the Kinetics dataset. Our
models take 64 RGB frames with 224 × 224 spatial resolution as input. The uncertainties of the
accuracy metrics are about 0.1%.
S3D-G
based model Width Config Top-1 Acc. Top-5 Acc. #Params #FLOPs
Baseline (64, 192, 480, 832) 74.6% 91.4% 9.7M 129B
EnsembleNet
λ = 0
base: (64, 192, 480)
2 branches: (554) 75.7% 92.2% 9.7M 129B
EnsembleNet
λ = −0.5
base: (64, 192, 480)
2 branches: (554) 75.8% 92.1% 9.7M 129B
5 Discussion and Conclusions
In this paper, we presented a multi-headed architecture to train model ensembles end-to-end in a
single stage. Unlike many previous works [16, 20] that use positive weights on the ensembler loss
head, we found that using zero or even negative weights typically leads to stronger performance.
We demonstrated theoretically and empirically, a negative weight helps generalize the models better
similar to co-distillation. As the negative ensembler loss and many co-distillation approaches
presented in literature are different from each other in subtle ways, there is still an open question
about how we may impose better regularization while optimizing for the final ensembler prediction.
In addition, how different prediction ensemblers will influence the choice of the regularizer is also
worth exploring. Besides, contrary to the conventional belief that ensembling gains performance at
the cost of higher computation resources, we demonstrated on a variety of large scale image and
video datasets that we can scale down the size of an ensembled model to that of a single model while
still maintaining a large accuracy improvement. Therefore, our approach is valuable for developing
model ensembles from the perspectives of both automation and performance. Finally, EnsembleNet
provides guidance on how to incorporate multiple loss heads in neural architectural search, by which
we may potentially discover even better models.
A Appendix
A.1 The Co-distillation Effect in Equation 1
In this section, we prove that for a simple average ensembler and an L2 loss on each prediction head,
our approach is the same as co-distillation.
Let y be the ground truth vector. Let pi be the prediction vector for model i, where i = 1, 2...N , and
〈p〉 be the simple average of all of them. Then Equation 1 can be written as follows
(1− λ)
N∑
i=1
Laux,i +NλLens
=(1− λ)
N∑
i=1
(pi − y)2 +Nλ(〈p〉 − y)2
=(1− λ)
N∑
i=1
[(pi − 〈p〉)2 + 2(pi − 〈p〉) · (〈p〉 − y) + (〈p〉 − y)2] +Nλ(〈p〉 − y)2
=(1− λ)
N∑
i=1
(pi − 〈p〉)2 +N(〈p〉 − y)2
=(1− λ)
N∑
i=1
Ldis,i +NLens
Co-distillation manifests itself in the first term.
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