This paper deals with a finite element approximation of the vibration modes of fluid-structure systems coupled on curved interfaces. It is based on a displacement formulation for both the fluid and the solid. Lowest order Raviart-Thomas elements are used for the fluid and standard continuous linear elements for the solid. Compatibility conditions are weakly imposed at a polygonal approximation of the fluid-solid interface by means of a Lagrange multiplier. Convergence, nonexistence of spurious or circulation nonzero frequency modes and optimal order error estimates for eigenfunctions/eigenvalues are proved. To do this, we extend known results about spectral approximations for non compact operators to non conforming hybrid finite element methods. The validity of a discrete compactness property for the discrete spaces considered here is also discussed.
Introduction
Computing coupled fluid-structure eigenfrequencies is a problem of a great relevance in almost all engineering fields. Considerable amount of research work has been devoted to this subject over the past several years. A general overview of fluid-structure interaction problems can be found in the monographs [15, 31, 32] , where numerical methods and further references are also given. Besides its many and very important practical applications, ranging from aeroelasticity over design of flexible liquid containers or noise reduction techniques to biomechanics simulations, this problem has interesting mathematical features.
The problem of determining the vibrations of a fluid (the spectral acoustic problem) is usually treated by choosing the pressure as primary variable. However, for coupled systems, such choice leads to non symmetric eigenvalue problems whose computational solution involves considerable complications. To avoid this drawback the fluid has been alternatively described by different variables (see, for instance, [29, 21, 31] ).
Since the solid is generally described in terms of displacements, to choose the same variable for the fluid presents several advantages. In particular, this approach gives rise to symmetric banded eigenvalue problems. However, in this case, the corresponding variational formulations are nonelliptic, have a nonempty essential spectrum and the associated energy spaces are not compactly embedded into L 2 . These features have serious implications for the numerical approximations of the eigenmodes. For instance, if continuous piecewise linear finite element are used for both the fluid and the solid displacements, nonzero frequency spurious modes without physical meaning use to appear ( [29, 25] ).
An alternative discretization to this formulation has been introduced in [8] . It consists of using Raviart-Thomas elements of lowest order for the fluid displacements and standard Courant elements for those of the solid, the coupling of both on the interface being of non conforming type. For two dimensional problems, non existence of spurious modes and optimal order error estimates have been proved in [3] and in [35] . This method has been extended to deal with three dimensional problems ( [7, 6] ), incompressible fluids ( [4] ), interaction with slender structures ( [20] ) and dissipative acoustics ( [5] ), for instance.
In all these applications, the solid domain was assumed to have polygonal boundaries (or polyhedral in R 3 ). In other words, in each of these applications, it was implicity assumed that the fluid and the solid interact through a polygonal interface Γ I . Consequently, every discrete interface Γ Ih , induced by a compatible partition of the solid domain into finite elements, satisfies the conforming condition Γ Ih ⊂ Γ I . It is obvious that the main reason for this assumption is to avoid the difficulties arising from the variational crime committed by approximating curved boundaries with polygonal ones.
The aim of this paper is to extend the analysis presented in [3] and in [35] to the case of the interaction between a compressible fluid and a linear structure with curved boundaries. To do this, we consider a family of external domain approximations Ω h of the continuous fluid-solid domain Ω, i.e., we consider the case Ω h ⊂ Ω (see [36] ). To our knowledge, the external finite element approximations of coupled fluid-structure vibration problems have not been studied yet.
From the point of view of applications, it has been shown that the compatibility conditions at the fluid-solid interface can be conveniently imposed by means of a Lagrange multiplier. This naturally leads us to consider an equivalent hybrid formulation of the original spectral problem in which the Lagrange multiplier plays the role of a new variable representing the pressure at the fluid-solid interface (see [4] ).
There are important contributions to the study of eigenvalue problems in mixed or hybrid form. We point, in particular, to the fundamental papers [33] and [30] . However, none of these theories cover the situation considered here since they assume that the operator whose spectrum has to be approximated is compact.
In the recent article [17] , a theory for the analysis of the numerical approximations of spectral problems defined over general curved domains and set in mixed or hybrid form was presented. It is carried out along the lines of [9] and it is based on the theory developed in [18] and [19] for non compact operators with suitable modifications in order to allow external approximations of the domains.
The rest of the paper is organized as follows. The continuous and the discrete spectral problems to be solved and the main theoretical results are recalled in Sections 2 and 3, respectively.
In Section 4, we summarize the theoretical results obtained in [17] . In particular, we give a set of sufficient conditions for having good convergence properties for eigenpairs, in the sense that the numerical method provides a spurious free approximation of the problem. These sufficient conditions include the convergence of the solution operator in a mesh-dependent norm. Other assumptions are necessary in order to deal with the discrepancy between Ω and Ω h . These extra assumptions allow us to derive optimal error estimates for the eigenvalues.
In Section 5 we present some technical results concerning Helmholtz decompositions, extension and interpolation operators and scalar potential representation for displacement vector fields originally defined over curved domains. Some of the techniques employed in this section were first introduced in [26] and [27] .
When the underlying continuous problem is nonelliptic, some additional results are needed to conclude convergence of the finite element scheme. More precisely, the obtention of a Céa-type estimate for the problem is subject to the validity of the so-called discrete compactness property. This property appears very often in the literature dealing with the finite element approximation of Maxwell eigenproblem but the concept can be extended for more general situations (see [13] ). In Section 6 we investigate the discrete compactness property in the context of the eigenvalue problems arising from the fluid-structure interaction. We give a proof of this property for the coupled RaviartThomas-Courant lowest order space defined on straight triangular meshes for both the fluid and solid domains. We assume that this family of triangulations match on the common boundary Γ Ih which represents a polygonal external approximation of the curved interface Γ I .
In Sections 7 and 8 we give optimal order error estimates for the eigenfunctions and the eigenvalues, respectively. Finally, we conclude in Section 9 with some comments on the approximation of the interface pressure. Section 7 requires of several technical lemmas whose statements and proofs are postponed to Section 10.
Statement of the problem
We consider the problem of determining the free vibration modes of a linear elastic structure containing an ideal acoustic fluid. Our model problem consists of a 2D polygonal vessel completely filled with fluid.
Let Ω F and Ω S denote the domains occupied by the fluid and the solid, respectively, as shown in Figure 1 . Let Γ I be the interface between both media and n its unit normal vector pointing outwards Ω F . The exterior boundary Γ E of the solid is the union of Γ D and Γ N : the structure being fixed along Γ D and free of stress along Γ N . In order to simplify the presentation, we assume that Γ E is polygonal and that |Γ D | > 0. Throughout this paper we use the standard notation for Sobolev spaces, norms and seminorms. We also denote H 1 Γ D
(Ω S ) the closed subspace of functions in H 1 (Ω S ) vanishing on Γ D , and, for positive numbers s and t,
which is a Hilbert space endowed with the following norm
We use the following notation for the physical magnitudes in the fluid:
• u: the displacement field,
• p: the pressure,
• ρ F : the density,
• c: the acoustic speed, and in the solid
• w: the displacement field,
• ρ S : the density,
• λ S and µ S : the Lamé coefficients, which are defined by
where E S > 0 is the Young modulus and ν S ∈ (0, 1/2) is the Poisson ratio,
• ε(w): the strain tensor defined by
• σ(w): the stress tensor which is related to the strain tensor by Hooke's law:
The classical elastoacoustics approximation for small amplitude motions yields the following eigenvalue problem for the free vibration modes of the coupled system and their corresponding frequencies ω (see for instance [31] ):
The coupling between fluid and structure is taken into account by equations (2.4) and (2.5). The first one relates normal stresses of the solid on the interface with the pressure into the fluid. The second one means that fluid and solid are in contact at the interface. In spite of the fact that equations (2.3)-(2.6) must be understood in the sense of distributions, since p ∈ H 1 (Ω F ) and w ∈ H 1 (Ω S ) 2 , these interface conditions are valid in the L 2 (Γ I ) sense.
In order to obtain a variational formulation for this problem we introduce appropriated functional spaces. Denote Ω := Ω F ∪ Ω S and let
We denote by · X (Ω) the usual product norm on X (Ω). Observe that V(Ω) is a closed subspace of X (Ω), endowed with the norm defined by
The following equivalent variational spectral problem is obtained by integrating by parts, using (2.2) to eliminate the pressure p in terms of the fluid displacement field u and denoting by γ the pressure at the fluid-solid interface p| Γ I :
Let λ = ω 2 . The following spectral characterization was proved in [3] : 
2. a sequence of finite multiplicity eigenvalues λ n > 0, n ∈ N, converging to +∞, with corresponding eigenfunctions (u n , w n ) ∈ K(Ω) satisfying u n = ∇ϕ n for some ϕ n ∈ H 1 (Ω F ).
The infinite dimensional eigenspace H(Ω) associated to λ 0 = 0 admits the following characterization
with H 1 Γ I
(Ω F ) being the subspace of functions in H 1 (Ω F ) vanishing on Γ I . This characterization shows that H(Ω) consists of pure rotational motions which induce neither fluid pressure variations nor structural vibrations. They are solution of the present formulation of the coupled problem because no irrotational constrain was imposed on the fluid displacements allowed in the model.
The second set of eigenfunctions (i.e., those corresponding to λ n > 0) is a complete orthogonal system of the subspace G(Ω) of K(Ω), which consists of all the admissible displacement fields that are conservative in the fluid domain; namely:
Letâ, b and d be the continuous bilinear forms defined bŷ
Formâ is symmetric and positive, in the sense thatâ((u, w), (u, w)) ≥ 0 for all (u, w) ∈ X (Ω).
Form d is symmetric and coercive in Q(Ω). Formâ is not coercive on K(Ω).
However, a :=â + d can be used instead ofâ and it turns out to be coercive on the kernel. Let us consider the following modified eigenvalue problem:
It is clear that λ is an eigenvalue of problem 2.2 if and only if (λ + 1) is an eigenvalue of problem 2.3 and the corresponding eigenfunctions coincide. In [4] is shown that the bilinear forms a on V(Ω) × V(Ω) and b on V(Ω) × W(Γ I ) satisfy both classical Brezzi's conditions. Then, the following source problem is well-posed.
Moreover, we have the following regularity results:
Theorem 2.2 There exist constants s ∈ (1/2, 1], t ∈ (0, 1] and C > 0 such that
Proof: This is a straightforward extension of the proof of Theorem 2.6 in [3] . In this theorem, s is either 1, if Ω F is convex, or any s < π/θ, with θ being the largest reentrant corner, otherwise.
On the other hand, t depends on the reentrant angles of Ω S , the angles between Γ D and Γ N , and the Lamé coefficients (see [22] ). 
(Ω) ∈ V(Ω).
It is simple to show that λ is an eigenvalue of (2.3) if and only if 1/λ is an eigenvalue of the operator T. The correspondence between eigenpairs is given by (u, w) ↔ ((u, w), µ) (see [2] ).
Finite element discretization
In [3] a discretization which does not present spurious modes is introduced for the case of polygonal domains. The same discretization can be used in our case.
Let Ω Fh and Ω Sh be domains with polygonal boundaries approximating Ω F and Ω S , respectively. Let T 
• N h contains all the points where the interface Γ I is not C 2 .
We also assume that each partition T F h of Ω Fh is constructed in such a way that for all T ∈ T F h at most one edge of T lies on Γ Ih . We denote by B Fh the set of the so called boundary elements, i.e., those triangles T ∈ T F h having nontrivial intersection with Γ Ih . For one such boundary element T , let T id be the curved element obtained from T replacing the edge ∂T ∩ Γ Ih by the part of Γ I which is approximated by ∂T ∩ Γ Ih . We call it the ideal element associated with T . For the sake of simplicity, we assume that the partitions T For each component of the displacements in the solid we use the standard piecewise linear finite element space
For the fluid, we use the Raviart-Thomas space ( [34] )
The degrees of freedom in R h (Ω Fh ) are the (constant) values of the normal component of u h along each edge of the triangulation. Notice that for any function
Finally, for the interface pressure we use the space of piecewise constants functions
The discrete analogue of the continuous bilinear forms a, b and d are given by
Thus, we obtain the following discrete spectral problem:
Notice that V h (Ω h ) ⊂ V(Ω) and the method turns out to be non conforming. Let
The following discrete analogue of Theorem 2.1 has been proved in [3] :
Theorem 3.1 Problem 3.1 has two kind of solutions:
where
a finite set of positive eigenvalues λ h , with corresponding eigenfunctions
Proceeding as in [4] , it can be shown that the bilinear forms a h and b h satisfy both of Brezzi's conditions uniformly on h. As a consequence, by applying the standard theory of mixed methods (see, for instance, [12] ) we know that there exist a unique solution of the following discrete source problem:
Moreover, there exists a constant C, independent of h, such that
Now, we can define a discrete analogue of T. Let
with (u h , w h , γ h ) being the solution of problem 3.2. Because of (3.1), the operators T h are bounded uniformly on h. As in the continuous case, it is simple to show that λ h is an eigenvalue of problem (3.1) if and only if 1/λ h is an eigenvalue of the operator T h , and the corresponding associated eigenfunctions are related by (u 
Spectral approximation
In this section we present some abstract results on the approximation of eigenvalue/eigenvector pairs of a particular class of non compact operator: those arising from coupled problems with curved interfaces. These results follow directly from the theory developed in [17] .
Notation and preliminaries
To study the convergence properties of our problem we need to define operators A and A h , defined on a same h-dependent domain, with spectra related to those of T and T h , respectively.
For each mesh
In order to provide smooth extensions of functions originally defined in Ω, we assume that there exists an extension operator P := (P F , P S ) with the following properties:
where H • ( div; Ω F ) denotes the space of vector functions in H( div; Ω F ) having normal traces in W(Γ I ). We define the extended function space V e ( Ω) by
and we endow this space with the natural norm on X ( Ω). Let (u, w) be any function in K(Ω). Then, (u e , w e ) = P(u, w) ∈ K e ( Ω), where the extended kernel K e ( Ω) is given by
Moreover, since a is coercive on K(Ω) with respect to · V(Ω) and continuous with respect to · X (Ω) , we may write
is a bounded linear operator. We also consider conforming extensions of the discrete functions defined in Ω h . Let P h = (P Fh , P Sh ) be the operator defined by
We associate to every finite element discretization
As in the continuous case, for any (
is a bounded linear operator. Next we consider the linear operator A defined by
The discrete analogue of the operator A can be define as follows:
As in the continuous case, it is obvious that (
) being the solution of problem (3.1).
Main results
We denote by ρ(A) the resolvent set of A and by σ(A) the spectrum of A. For any z ∈ ρ(A), R z (A) = (z − A) −1 defines the resolvent operator.
From now and on, let λ be a nonzero isolated eigenvalue of A of finite multiplicity m. Let Γ be a circle in the complex plane centered at λ which lies in ρ(A) and which encloses no other points of σ(A). The continuous spectral projector, E : V( Ω) → V e ( Ω), relative to λ, is defined by
We assume the following properties to be satisfied:
It has been established in [17] that the following theorem is a direct consequence of property P1.
Theorem 4.1 Let O ∈ C be a compact set not intersecting σ(A). There exist
.
So, in virtue of the previous theorem, if h is small enough, Γ ⊂
and the discrete spectral projector, E h : V( Ω) → V e h ( Ω), can be defined by
Let us recall the definition of the gap δ between two closed subspaces, Y and Z, of V( Ω):
The following theorems show that there are no spurious eigenvalues for h small enough.
Theorem 4.2 Under assumption P1,
lim h→0 (E − E h )| K e h ( b Ω) X ( b Ω) = 0.
Theorem 4.3
Under the assumptions P1 and P2,
As a consequence of the previous theorems, isolated parts of the spectrum of A are approximated by isolated parts of the spectrum of A h (see [28] and [18] ). More precisely, for any eigenvalue λ of A of finite multiplicity m, there exist exactly m eigenvalues λ 1h , · · ·, λ mh of A h , repeated according to their respective multiplicities, converging to λ as h goes to zero.
In order to provide optimal order of convergence for the eigenvalue/eigenvector pairs, we need to introduce another operator. Let Π h : V( Ω) → V( Ω) be the projector with range K e h ( Ω) defined by
Notice that the operator Π h is bounded uniformly on h because of the continuity and the coerciveness of the bilinear form a h on K e h ( Ω). On the other hand, since a h is symmetric, Π h is self-adjoint with respect to a h .
We also assume the following properties to be satisfied:
Let us define
Notice that, because of P2 and P4, γ 1h → 0 and γ 2h → 0 as h → 0. On the other hand, from properties P2, P3 and P4 we have δ h → 0 as h → 0.
The following theorem gives optimal error estimates for the approximate eigenvectors.
Theorem 4.4
Under assumption P3 and P4,
Let us consider the following consistency terms:
The following theorem shows how the eigenvalues of A are approximated by those of A h . Its proof is given in [17] .
Auxiliary results
We continue with a collection of some results and concepts that will be constantly used in the rest of the article.
Relation between Ω and Ω h
Let T be a boundary triangle. Let ω T denote the bounded domain defined by T id \ T or T \ T id , as corresponds. As a consequence of the assumed smoothness of Γ I , i.e., piecewise of class C 2 , the following estimates hold:
Proof: The first estimate is a direct consequence of standard interpolation results (see for instance [23] ). The other estimates can be proved easily by taking into account that (
Lemma 5.2 There exists a positive constant C such that:
Proof: By following the arguments used in the proof of Lemma 3.3.11 in [23] , the inequalities can be proved for s = 1. Since the two inequalities are clearly true for s = 0, they follow for 0 < s < 1 from standard results on interpolation in Sobolev spaces. 2
Lemma 5.3 There exists a positive constant C, such that, if h is small enough, then
Proof: See the proof of Lemma 2.5 in [26] . 2
Lemma 5.4 There exist positive constants, c, and C, not depending on T , such that, if
and h is small enough, then
Proof: See the proof of Lemma 3.3.11 in [23] . 2
Helmhotz decomposition
We begin by recalling that the continuous Helmholtz decomposition
holds and the subspaces of the right hand side are closed and orthogonal in Q(Ω) (see Lemma 2.3 in [3] ). Moreover, the inclusion
A similar decomposition holds on the discrete level. To show this, we recall that the RaviartThomas space of zero order admits the following decomposition
where the spaces Z h (Ω Fh ) and Y h (Ω Fh ) are given by
respectively. The space Y h (Ω Fh ) is referred to as the space of discretely irrotational vector fields. The above discrete decomposition is orthogonal in L 2 (Ω Fh ) 2 and in H( div, Ω Fh ) (see [1] ).
The space K h (Ω h ) can then be decomposed into
(Ω F ) is called to be associated with w h if it has the following properties:
The definition above is due to Feistauer andŽeníšek (see [23] ). The construction of such a function follows basically from the interpolation theory developed to [37] for two dimensional curved finite elements.
where C is a constant independent of h.
Proof:
The proof is a consequence of definition 5.1 and a suitable extension of Theorem 2 in [37] . 2
Extension operators
In what follows we will use smooth extensions of functions originally defined in Ω. We denote by ϕ e an extension of ϕ from
(see [22] , for instance).
We are going to build the extension operator P.
h be a boundary triangle such that T id ⊂ T . Let ω T denote the bounded domain defined by T \ T id . The boundary of ω T is given by the union of the curved sidẽ
ω T ζ = 0 be the unique solution of the following Neumann problem
Observe that, since ∂ω T ∂ξ T ∂n = 0, this problem is compatible. Because of the usual a priori estimate,
Although constant C depends on the domain ω T , the arguments in [11] (see section 5 in that reference) show that it can be bounded uniformly with respect to h. Moreover, under the assumption that Γ I is piecewise C 2 , it is easy to prove that there exists a constant C, independent of h, such that |˜ | ≤ C| | (see [23] , for instance). Then, we have
Now, we define the extension of u to Ω F by
With this definition we ensure u e ∈ H( div; Ω F ) and we have
Now, let w e denote the extension of the vector function w to Ω S defined by extending each component according to estimate (5.1). Then, we have
Let us now consider the following situations.
-Let (u, w) ∈ G(Ω). Because of the coupling in the interface, u · n|
-Let (u, w) ∈ H(Ω). Then, w| Ω S = 0. Again, because of the coupling on the interface, u · n| Γ I = 0. Therefore, the unique solution of problem (5.2) is ξ T = 0. In this case, the extension of the function u defined above yields
and we obtain (u e , w e ) X ( b
Next, we are going to build the extension operator
whereφ ∈ P 1 (T id ) 2 denotes the natural extension of the linear function ϕ | T ∈ P 1 (T ) 2 to the larger set T id . By applying Lemma 5.4, we obtain
Now, by changing coordinates to a reference element, it can be seen that
Therefore, we obtain u
On the other hand,
where we have used that divϕ 0,T ≤ C, for a constant C only depending on the regularity of T . Thus, we obtain u
Let T ∈ T S h be a boundary triangle such that T ⊂ T id . Let ω T denote the bounded domain defined by T id \ T . We define
wherew h ∈ P 1 (T id ) 2 denotes the natural extension of the linear function w h | T ∈ P 1 (T ) 2 to the larger set T id . As a consequence of Lemma 5.4, we have
Then, the pair (u e h , w e h ) ∈ V e h ( Ω) and we have
Let us now consider the following situations:
Since u h · n| is constant and w h · n| is a linear function, u h · n and w h · n coincide at the middle point of each edge ⊂ Γ Ih , but, in general, they do not coincide on the whole edge. Then, by taking
in the definition of the extension given above, we have
From the compatibility condition on the interface, u h · n| = 0. So, the extension defined above reduces to
and we obtain (u
). We are going to introduce a gradient field defined in Ω F closely related to u.
Let ( divu) e and w e denote extensions of the functions divu and w satisfying estimate (5.1), respectively. Letq ∈ H 1 ( Ω F ) be the solution of the following Neumann problem:
where the constantĉ is taken for the problem to be compatible; i.e., 
with r := min{s, t}, with s and t being the regularity constants in Theorem 2.2.
From the usual a priori estimate for the Neumann problem (see, for instance [22] ), we know thatq ∈ H 1+s h ( Ω F ), with s h ∈ (1/2, 1], and
From estimates (5.1) and (5.8) and Theorem 2.2, we have
On the other hand, divû = ( divu) e +ĉ ∈ H 1+s ( Ω F ), and, by using the same estimates as before, we obtain divû 1+s, b
The following lemma shows thatû is an accurate approximation of u in Ω F .
Lemma 5.6 There exists a positive constant C such that
where r := min{s, t}, with s and t being the regularity constants in Theorem 2.2, andŝ h := min{s, s h }.
Proof: In view of the definition ofû (see Neumann problem (5.6)), it holds that div(u−û)| Ω F =ĉ. Then, from estimate (5.8), we have
Now, for every (u, w) ∈ G(Ω), the Neumann problem
is compatible. Using the standard a priori estimate for this problem, we know that q ∈ H 1+s (Ω F ) and
Then, we have
We are going to estimate the terms in the right hand side of the inequality above. To bound the first three terms, we will use the Cauchy-Schwarz inequality, Lemma 5.2, estimates (5.1), (5.8), (5.10) and (5.14). We obtain:
,Ω . In order to bound the last two terms, let us first observe that
Since, (q e −q) ∈ H 1 (ω T ) and w ∈ H( div, ω T ), we can use one of the Green's formula, to obtain
So, using the Cauchy-Schwarz inequality, Lemma 5.2, estimates (5.1), (5.10) and (5.14), we have
,Ω . Thus, combining the inequalities above, we conclude the proof. 2
Approximation operators
In this section we introduce standard approximation operators and state their properties. We begin by recalling the definition and some properties of the Raviart-Thomas interpolant.
If u is smooth enough, then its Raviart-Thomas interpolant Π R u is well defined by
where n denotes a unit normal to the edge . The following result is standard.
Lemma 5.7 The Raviart-Thomas interpolation operator
extends uniquely to H s h ( div, Ω Fh ) and the following error estimates hold
) be defined in the following way:
with normal components given by
with T S being the triangle contained in Ω Sh such that ∂T ∩∂T S = . Notice that I h (û,ŵ) ∈ K h (Ω h ) because we explicitly impose the compatibility condition on the Γ Ih interface.
In the following lemma we give a bound for Π Rû − Π Rû H( div,T ) . 
Proof: Let ϕ be the standard basis function of R 0 (T ) associated to . Then, we have
Now, if T ⊂ T id , by using Gauss theorem, we obtain
wheren denotes the unit normal vector pointing outwards ω T .
We are going to bound the last two terms. To do that, we will use the Cauchy-Schwarz inequality and Lemma 5.1. Thus, we obtain
Since ϕ H( div;T ) ≤ C, for a constant C only depending on the regularity of T , the lemma is a consequence of the estimates above. 2 Let us assume thatû
where we have used a suitable trace theorem and standard interpolation results for Sobolev space of fractional order. We obtain
The case T ⊃ T id can be dealt with almost identically to obtain exactly the same result. Then, from Lemmas 5.8 and 5.2 and the estimates above, we get
The following lemma gives an error estimates for the interpolant operator I h . 
Lemma 5.9 There exist a linear operator
wherer h = min{s h , t}.
Discrete compactness property
In this section we prove the discrete compactness property for the finite element spaces used in this work to approximate displacement vector fields belonging to H( div; Ω F ) × H 1 (Ω S ) 2 with coupling conditions on a curved interface.
Let us remark that the difficulty related with the fluid-structure grad div operator is the lack of ellipticity manifested by the presence of the infinite dimensional kernel H(Ω) formed by pure rotational motions of the fluid inducing neither vibrations in the solid nor variations of pressure. It is easy to see that the condition curl u = 0, imposed to the fluid displacement field, eliminates H(Ω).
Then, by incorporating this constraint, the coupled problem recovers ellipticity properties due to the compact embedding G(Ω) → Q(Ω).
Since the condition curl u = 0 cannot be forced into the discrete spaces, a certain control of the curl of their elements becomes a necessary condition to the convergence of the eigenmodes as h → 0. The discrete compactness property is the mathematical expression of such a control: it mimics at the discrete level the compact embedding of G(Ω) into Q(Ω).
As it has been already mentioned, the presence of curved interfaces introduces additional difficulties into the analysis of the spectral approximation of coupled systems. We recall that in order to solve this problem the interface Γ I is approximated by a polygonal curve Γ Ih ⊂ Γ I and this yields a non conforming discretization. In addition to this non conformity, the transmission condition at the discrete interface Γ Ih is taken into account in a weak sense which yields another variationally crime. However, as we show below, assuming that the distance between Ω and Ω h is O(h 2 ), the discrete compactness property holds true for the space sequences
We continue by giving the definition of the discrete compactness property in this case.
Property 6.1 Let (u h , w h ) be an arbitrary sequence of functions in
We assume that the function u h are discrete rotor free, i.e.,
We also assume that (u h , w h ) are uniformly bounded in the space V h (Ω h ). Then, there exists a subsequence (u h , w h ), still denoted with the same symbol, such that (u e h , w e h ) converge strongly in Q(Ω) to a limit (u, w) ∈ V(Ω) and satisfying
Following the lines of [13] (see Theorem 3.5 in that reference), it can be proved that Property 6.1, with strong limit in G(Ω), is a consequence of the following property:
where ( u, w) denotes an extension of (u, w) from G(Ω) to X ( Ω).
, w e h ) = P h (u h , w h ) be its extension to Ω, as described in subsection 5.3. Let o ∈ R be such that the following Neumann problem is compatible:
where ω T denotes the boundary domain T \ T id or T id \ T , as corresponds. Then, after summing up on all the triangles on the interface
the last inequality being true because of Lemma 5.1 and estimate (5.4). Let q be a solution of problem (6.1). By using the standard a priori estimate for this problem, we know that q ∈ H 1+s (Ω F ). Moreover,
where we have used estimates (5.4) and (6.2) for the last inequality. Now, let us take (u, w) = (∇q, w e h ) ∈ G(Ω). Let ( u, w) = (u e , w e h ) be its extension to Ω. Then, to prove the property we just need to bound the H( div, Ω F )-norm of the difference u e − u e h . We shall obtain this bound in the following steps.
• Step 1: Bound for div(u e − u e h ) 0, b
the last equality because of problem (6.1) and the extension given for u. So, denoting by ω T the boundary domain defined by T \ T id , we can write Let us consider again the solution q of problem (6.1). Let q e denote an extension to R 2 of q ∈ H 1+s (Ω F ) satisfying (5.1). Then, we take u e 0 = ∇q e and write
To bound the first term on the right hand side above, note that in view of the definition of u e (see subsection 5.3), there holds
Now, from estimate (5.3), we have
∇ξ T 0;ω T ≤ C u · n 0,˜ ≤ C ∇q · n 0,˜ ≤ C w e h · n 0,˜ ≤ C w e h 1,ω T
and, summing up on all the boundary triangles T ∈ T
where we have used Lemma 5.1 and the fact that ∇w h | T is constant ∀T ∈ T S h to obtain the last inequality. The result in Lemma 5.2 and estimates (5.1) and (6.3) yield . To do that we need the following lemma.
with C being a strictly positive constant not depending on h.
Proof: Many ideas in this proof were first introduced in the proofs of Theorem 5.4 and Lemma 5.5 in [3] . Let (u h , w h ) ∈ G h (Ω h ) and consider the orthogonal decomposition
with ξ 1 ∈ H 1 0 (Ω Fh ) and q 1 being the solution of the following Neumann problem
and the problem (6.7) is compatible. So, it has a unique solution q 1 ∈ H 1 (Ω Fh )/R. Because of the usual a priori estimates, q 1 ∈ H 1+s h (Ω Fh ) and
Then, the Raviart-Thomas interpolant is well defined on ∇q 1 and we have
On the other hand, we can write
Therefore, if we can prove that
the claim is clearly a consequence of (6.9), (6.10) and the following definition
In order to prove (6.11), we note that (
Now, for every ∈ Γ Ih , we have
As a consequence (Π
Because of the orthogonally decomposition given in subsection 5.2, there exists
which ends the proof. 2
, as in Lemma 6.1. Let q e 1 denote an extension to R 2 of q 1 ∈ H 1+s h (Ω Fh ) satisfying (5.1). Then, we take u e 1 = ∇q e 1 and we write
The arguments in Lemma 5.6 can be easily modified to prove that
Now, by using Lemma 5.2 and estimates (5.1), (6.3) and (6.7), we have
All together, the last three inequalities show that
On the other hand, as a consequence of Lemma 6.1,
Again, by using Lemma 5.2 and estimates (5.1) and (6.7), we have
Now, proceeding as in subsection 5.3, we obtain
which, together with the last two estimates above, allows us to conclude
• Step 4. Conclusion. Referring to (6.4), (6.5), (6.6) and (6.12) yields
from where the assertion follows. 2 
Remark 6.1 As it is shown above, given any pair
(u h , w h ) in G h (Ω h ) one can construct a pair (u, w) in G(Ω) satisfying w = w e h in( u, w) − (u e , w e ) X ( b Ω) = w h − P(w e h | Ω S ) 1,Ω Sh \Ω S .
Nevertheless, such pairs ( u, w) allow us to define another functional space which will be very useful in the sequel. We denote this space by G( Ω). Notice that for any pair
The following property is also important for the subsequent analysis.
where ω T denotes the domain defined by T \ T id . Because of Lemma 5.5 and the fact that p h | ∂T ∩Γ Ih = 0, we have
h , we can use Lemma 5.1 to obtain
Thus, combining the estimates above we conclude the proof. 2
Remark 6.2 Properties 6.2 and 6.3 together constitute what is called the Gap property for K h (Ω h ).
See the paper [13] 
Taking (û,ŵ) = (∇q, w e ), as in Remark 5.1, we can write
Now, since a h is continuous and coercive on K h (Ω h ), we obtain
from which we can deduce
Thus, combining the above inequalities, we conclude the proof. 2
Next, we are going to estimate the terms appearing in the right hand side of the inequality in the previous Lemma separately. Observe that the first term is directly bounded by Lemma 5.9 and Remark 5.1.
Lemma 7.2 There exists a positive constant C such that
, where r h := min{ŝ h , t}, withŝ h and t being the regularity constants in Lemma 5.6 .
For the first four terms in the right hand side above we write
, we can use it as a test function in problem 2.4. Thus, from the definition ofû we have
(7.5) Inserting (7.4) and (7.5) into (7.3) results in
All the terms on the right hand side above are bounded by using Lemmas 10.1-10.8 (see section 10 below). Hence, we obtain
From the discrete Helmholtz decomposition, we know that
Letp be the function associated with p h , as in definition 5.1. Letη = curlp. Since (η, 0) ∈ V(Ω), we can take it as a test function in problem 2.4. Then, we obtain
Therefore, by inserting this result in equation (7.8) we have
The terms in the right hand side above are bounded by using Lemmas 10.9 -10.12 (see section 10 below). Hence, we obtain
So, from inequalities (7.7) and (7.10), we can conclude the proof. 2 Lemma 7.3 There exists a positive constant C such that
By virtue of Lemma 5.6, we get
Sinceû ∈ H s h ( div; Ω F ), by applying Lemma 5.2 and using estimate (5.11),
Now, from estimate (5.3), we have
and, summing up on all the boundary triangles T ∈ T F h satisfying T ⊃ T id , we conclude
where we have used Lemma 5.2 and Theorem 2.2 to obtain the last inequality. Then, the lemma is a consequence of the estimates above. 2
Lemma 7.4 There exists a positive constant C such that
Proof: We have
Due to Lemmas 5.2 and 5.4, Theorem 2.2 and estimate (3.1), it follows
Due to Lemmas 5.3, 5.1 and 5.4, Theorem 2.2 and estimate (3.1), it follows now
where we have used that ∇w e h t,T id = ∇w e h 0,T id , since w e h | T ∈ P 1 (T id ). The remaining term ∇(w e − w h ) 0,Ω Sh can be bounded combining estimates (7.1) and (7.2) in the proof of Lemma 7.1 and using Lemmas 7.2 and 5.9 with Remark 5.1. By so doing, we obtain
Now, the lemma is a consequence of the estimates above. 2 Lemma 7.5 There exists a positive constant C such that
Proof: By applying Lemma 5.2 and Theorem 2.2, we have
h be a boundary element such that T ⊂ T id . Let ω T be the bounded domain defined by T id \ T and set = ∂T ∩ Γ Ih . Proceeding as in subsection 5.3, we obtain
Now, by using a suitable trace theorem, we have
Then, after summing up on all the boundary triangles T ∈ T S h satisfying T ⊃ T id and using Lemma 5.2 and estimate (5.1), we get
Combining equations (7.13), (7.14) and estimate (7.12), we have
Thus, we conclude the proof. 2
Proof: It is an immediate consequence of the previous lemmas. 2
Let us define (u e , w e ) := A(f e h , 0) and (u e h , w e h ) := A h (f e h , 0). We prove first that (u e h , w e h ) = (f e h , 0).
Then, (u e h , w e h , γ h ) = (f e h , 0, 0) is a solution of problem 3.2. Now, since this problem is well posed, this solution is unique. As a consequence, A h (f e h , 0) = (f e h , 0).
Letp be the function associated with
Notice thatf · n = 0 on the interface. Hence, (f , 0) ∈ H(Ω). Therefore, by using the triangle inequality,
Next, we are going to bound the first term on the right hand side of inequality above. Let (η, z) be an arbitrary element in K(Ω). From the definition of the bilinear form a and problem 2.4, we have
as a direct consequence of the coerciveness of a.
On the other hand, since (f e h | Ω F , 0) ∈ Q(Ω), by virtue of Theorem 2.2, w ∈ H 1+t (Ω S ). Denoting by ω T the domain defined by T \ T id , we obtain from estimate (7.11) and Lemma 5.2,
Finally, because of Property 6.3,
Then, combining (7.15) with estimates (7.16) to (7.17) leads to 
Proof: We begin by writing the orthogonal decomposition
. (7.19) Notice that the first term in the right hand side of (7.19) is directly bounded by Lemma 7.7.
The second term can be bounded by using Lemma 7.6 as follows:
, the latter because of Property 6.2.
To deal with the last term, we observe that A and A h are bounded (and A h , uniformly on h). Then, we have
, (7.20) where we have used again Property 6.2. So, we conclude the proof. 2 
Proof: Since A = P • T and T(u, w) = λ(u, w), by applying Theorem 2.2, we obtain
Now, consider (û,ŵ) as in Remark 5.1 and take (z h , v h ) ∈ K h (Ω h ). We can use the triangle inequality to obtain
The first term in the right hand side of the inequality above can be easily bounded by using Lemma 5.6 and Lemma 7.3. Then, from estimates (7.21), we obtain
To bound the other three terms, we observe that I h (û,ŵ) ∈ K h (Ω h ), with I h being the interpolation operator defined in subsection 5.5. So, let us take (z h , v h ) = I h (û,ŵ). From Remark 5.1 and using estimate (7.21), we have
Proceeding as in the proof of Lemma 7.5, taking into account the regularity results (5.11) and (5.12) and using Lemma 5.2 and estimate (7.14), we can obtain
Then, from estimates (7.21) and (7.22), we get
Proceeding as in the proof of Lemma 7.4 and using Lemma 5.4 and estimate (5.1), we have
Finally, combining the previous inequalities, we conclude the proof. 2 By virtue of the previous theorems, the spectrum of A h furnishes the approximations of the spectrum of A as we stated in Section 4. Furthermore, no spurious modes can arise as it typical in some other discretizations of spectral problems in fluid-structure interaction.
We can obtain optimal order of convergence for the approximated eigenpairs (u h , w h ) as a consequence of the following theorems (see Theorem 4.4).
Theorem 7.3 (P3) There exists a positive constant C such that
Proof: It is a direct consequence of Lemma 7.6. 2 
with Π h being the projection onto V( Ω) with respect to a h , defined by equation (4.1) .
Proof:
We begin by observing that the following estimate
is a direct consequence of the regularity of the eigenfunctions (u, w) of the operator T and Lemma 5.2. Now, proceeding as in the proof of Lemma 7.3 and using Lemma 5.2 again and estimate (5.1), we have
Thus, combining the two estimates given above, the first claim follows immediately.
To prove the second estimate, let us denote (u e h , w e h ) = Π h (u e , w e ). We have,
By applying Lemma 5.2, we obtain
Proceeding as in the proof of Lemmas 7.4 and 7.5, we obtain
Next, we observe that given (u e , w e ) ∈ E(V( Ω)), Π h (u e , w e ) ∈ K e h ( Ω). Then, since a h is continuous and coercive on X (Ω h ), uniformly on h, from the definition of Π h and Theorem 7.2, we have
On the other hand, since Π h and P are continuous and bounded operators (and Π h , uniformly on h),
with C > 0 independent of the mesh size. Then, combining the inequalities above with estimate (7.21) allows us to conclude the lemma. 2
Approximation of the eigenvalues
In order to prove a double order error estimates for the approximate eigenvalues, we have to estimate the consistency terms appearing in Theorem 4.5. 
with Π h being the projection onto V( Ω) with respect to a h defined by equation (4.1) .
= 1, and put (u, v) = A(x, y). According to the definition of A, we have (u, v) = P • T(x, y). Then, from Theorem 2.2, we know that
By taking (ξ, 0), with ξ ∈ D(Ω F ) and (0, ψ), with ψ ∈ D(Ω S ), as test functions in problem (2.4) and proceeding in the standard way, it can be shown that (u, v)| Ω is also a solution of the following strong problem:
The boundary condition on Γ D corresponds to the definition of the variational spaces. The kinematic compatibility condition can be understood in the sense of L 2 (Γ I ). The natural boundary condition on Γ N and the kinetic compatibility condition on Γ I are obtained after integration by parts and have to be understood in the sense of H −1/2 (Γ I ) (see the proof of the Theorem 2.1 in [3] for the details).
Let us take (η,
= 1, and let (z, w) = (Π h − I)(η, ϕ) ∈ X ( Ω). By multiplying equations (8.1) and (8.2) by η and ϕ, respectively, and integrating by parts, we obtain
The first terms in the right hand side of the equation above can be bounded easily by proceeding in the standard way. In fact, by using Cauchy-Schwarz inequality, Lemma 5.2 and Theorem 7.4, it can be shown that
Again, by using Cauchy-Schwarz inequality, Lemma 5.2 and estimate (7.23), it follows that
Let us now consider the remaining consistency terms in the right hand side of (8.7). By using (8.4) to eliminate the normal stresses of the solid on the interface in terms of the pressure exerted by the fluid, we obtain
Let ( divu) e be the extension of the function divu| Ω F ∈ H 1+s (Ω F ) to R 2 , satisfying (5.1). Let T be any boundary triangle in T F h and let ω T denote the bounded domain defined by T \ T id or T id \ T , as correspond. We can write
We are going to bound the first term in the right hand side of the equation above. We observe that, because of the definition of Π h , Π h (η − ϕ) ∈ H( div; ω T ). So, we have
After summing up on all the boundary triangles T ∈ T F h , using Cauchy-Schwarz inequality, Lemma 5.2 and estimate (5.1), we obtain
Now, by using Theorem 7.4 and estimate (7.23), we have
and, of course,
To deal with the second term, we denote by P Γ Ih the L 2 (Γ Ih )-projection onto the piecewise constant functions. Since Π h (η, ϕ) ∈ K e h ( Ω), the discrete interface condition implies that
Hence,
Since ( divu) e ∈ H 1+s (Ω F ), with s ∈ (1/2, 1], we have
Since ϕ ∈ H 1+t (Ω S ) 2 , with t ∈ (0, 1], we have
Finally, by using estimate (7.23),
Thus, combining the inequalities above, we conclude the lemma. 2 Lemma 8.2 Let (x, y) and (η, ϕ) be two any eigenfunctions of A normalized in X ( Ω). There exists a positive constant C such that
Proof: It is identical to the proof of the previous lemma by substituting (Π h − I)(η, ϕ) by (η, ϕ). 2 As a conclusion of the previous lemmas, we obtain optimal order error estimates for the approximate eigenvalues.
Theorem 8.1 There exists a positive constant C such that
Proof: It is a direct consequence of Properties P2, P3 and P4 and the previous lemmas. 2 9 Approximation of the pressure at the interface
We are now in position to prove the convergence of the pressure at the interface. Let γ h be the computed approximation of the pressure at the discrete interface Γ Ih . 
to Γ Ih , with ( divu) e being the extension of divu satisfying estimate (5.1).
Let us denote by ζ the difference γ − γ e h and letζ be its extension to Γ Ih defined as in [10] . It is easy to show thatζ =γ − γ h . Then, we have
where we have used estimate (2.5) and Lemma 1 in [10] . Then, the proof results from coupling the arguments in [4] with the techniques employed in the proof of Lemma 10.8 and the estimate above. 2
Lemmata
This section contains statements and proofs of some technical lemmas used above. We preserve the notation of the previous sections.
Lemma 10.1 The following estimate holds
Proof: Since (f , g) ∈ G(Ω), there exists q ∈ H 1 (Ω F ) such that f = ∇q. Because of the coupling condition on the interface, q is a solution of the following compatible Neumann problem:
By using the standard a priori estimate for this problem, we know that q ∈ H 1+s (Ω F ); moreover
Then, by using the Cauchy-Schwarz inequality, Lemmas 5.2 and 5.4 and the previous estimate, we obtain
Lemma 10.2 The following estimate holds
Proof: Since (η h , z h ) ∈ G h (Ω h ), we proceed as in the proof of Lemma 6.1 and consider the orthogonal decomposition η h = ∇q 1 + curl ξ 1 , where q 1 ∈ H 1+s h (Ω Fh ) and
Then, by using the Cauchy-Schwarz inequality, we obtain 
Proof: The Cauchy-Schwartz inequality, the regularity results satisfied by the functions u and u, Lemma 5.2 and estimates (5.4) and (5.11) yield the first inequality. The Cauchy-Schwartz inequality, Lemma 5.6 and estimate (5.4) give the second one. , z h ) ∈ G h (Ω h ), the discrete interface condition implies that η h · n| Γ Ih = P Γ Ih z h · n. Then, by using standard error estimates for P Γ Ih and estimate (5.1), we have 
Next, we note that 
where we have used Lemma 5.1. Thus, the result follows by using the Cauchy-Schwarz inequality and the estimates above. 2
