Within the last 15 years, a method called "spatial frequency analysis" has been applied widely to the study of receptive fields of neurons in the visual pathway. Out of this work have emerged new concepts of how the brain analyzes and recognizes visual images. The aim of this paper is to explain why "spatial frequency analysis" is useful, and to review the insights into visual function that have resulted from its application. It is important to note at the outset that while spatial frequency analysis can provide a comprehensive description of the behavior of neurons in which signals are summed linearly (see below), it has much more limited application to the behavior of neurons that combine signals nonlinearly. Because of this, the greatest insights into visual information processing have come and probably will continue to come from a combined use of space, time, spatial frequency, and temporal frequency measurements.
SHAPLEY & LENNIE WHAT IS SPATIAL FREQUENCY ANALYSIS?
A filter is a stimulus-response machine that responds better to certain stimuli than to others. Visual neurons may be viewed as neural filters of visual signals. The natural method for studying filters is systems analysis, a procedure that allows one to characterize a filter by means of its response to a simple set of inputs (stimuli). Most scientists are familiar with filters that operate on time varying signals. For example, a "low pass" filter is used to remove the highfrequency components from a wave form such as a recording of neuronal electrical activity. Less familiar, perhaps, are filters for wave forms that vary in space rather than in time. A microscope objective, for instance, is a spatial filter that, in addition to magnifying, removes some high frequency spatial information and thereby limits the spatial resolution of the microscope. Spatial frequency analysis is a specialization of systems analysis designed for the study of the spatial filtering properties of optical imaging devices. It has been extended to the study of the imaging capacity of the eye (Campbell & Green 1965) and the study of single visual neurons (e.g. Enroth-Cugell & Robson 1966) . Using this approach, one determines the spatial filtering characteristics of a cell by measuring its response to a set of sinusoidal gratings. Figure 1 shows the luminance profile of a sinusoidal grating. Along one axis (perpendicular to the bars of the grating), the luminance is a sinusoidal function of position:
L(x) = Lo+L1 sin(2~rkx+~b) = Lo [1 +c sin(2~rkx+~b)].
(1)
Here L(x) is the luminance as a function of position, Lo the mean luminance, L1 the amplitude modulation of the luminance in the grating, c (equal to L~/Lo) the contrast, ~b the spatial phase, and k is the spatial frequency, in cycles or periods of the grating per unit of visual angle (usually degrees). Along the other axis of the grating (parallel to the bars), the luminance fixed; thus,
L(x,y) =L(x)
, for all y. a spatial frequency response function. If the spatial frequency is varied and the contrast is adjusted to produce a criterion response, one can then determine the spatial frequency sensitivity function, known also for historical reasons as the contrast sensitivity function (Enroth-Cugell & Robson 1966 , Campbell Robson 1968 . The contrast sensitivity is the reciprocal of the contrast required to produce a criterion response. If the response of the neuron is strictly proportional to contrast, then the spatial frequency response and sensitivity functions are identical. A typical spatial frequency sensitivity function for a retinal ganglion cell is shown in Figure 2 . It illustrates a general finding: visual neurons are selectively sensitive (tuned) to a particular range of spatial frequencies. Above and below the optimal spatial frequency, the contrast sensitivity falls. For the cell that provided the results of Figure 2 , and other ganglion cells like it, the tuning is rather broad. For cells in the visual cortex, the tuning may be quite sharp (see below). Thus, we can treat visual neurons as tuned filters for spatial frequencies in the same way that auditory physiologists treat auditory neurons as tuned filters for sound frequencies (cf Campbell 1974 , Robson 1975 In the typical visual neurophysiological experiment, the eyes are motionless, or almost so, and responses are evoked by temporal modulation of contrast or by. motion of the sine-wave grating pattern across the visual field. In the following discussion of spatial filtering and spatial summation, we assume that stimuli are modulated at a fixed rate. The rate of modulation (or the rate of drift) used in a particular experiment does influence spatial frequency response functions as described in the section Spatiotemporal Separability and Coupling in Receptive Fields. Figure 2 The spatial frequency sensitivity function for an X-ganglion cell in the cat's retina. Filled circles show the reciprocal of the contrast required to produce a criterion response of 10 imp/sec. The smooth curve is from the Difference of Gaussians model. From Enroth-Cugell & Robson (1966) .
Fourier Analysis and Synthesis
LINEARITY The concept of linearity is important because, if a neuron acts as a linear spatial filter, measurement of its spatial frequency response function allows one to predict its response to any arbitrary spatial pattern. Linearity means that the response to a stimulus that is the sum of two simpler stimuli is the sum of the responses to each of the simpler stimuli presented alone. For example, one might temporally modulate the illumination of a small spot in the center of the receptive field (stimulus 1) or modulate an annulus around the spot (stimulus 2). If the celt were combining signals in a linear manner, the response to simultaneous modulation of stimulus 1 and stimulus 2 (stimulus 1 + 2) would be simply the sum of the responses to stimulus 1 and stimulus 2 given separately. Thus in a linear filter there is no interaction between stimuli; their effects are just added. SINE WAVES The reader might wonder why sinusoidal gratings are used for spatial frequency analysis. It is because sine functions are uniquely suited for analyzing linear filters. The sine function is the one spatially extended function that passes through a linear filter unchanged in form. A linear filter may change the amplitude of the sinusoid, or displace it relative to the input (that is, shift SPATIAL FREQUENCY ANALYSIS 551 its phase) by an amount specified by the amplitude and phase of the spatial frequency response, but it never changes its shape or frequency. If a sine wave goes in, a sine wave of the same frequency comes out. This property is not possessed by other waveforms. For example, the cornea and lens of the eye form a linear optical imaging system, a linear spatial filter. For most spatial stimuli--like spots, lines, or bars--passage through the eye's spatia ! filter produces a change in the spatial distribution of light because of blur and scatter. However, a sine grating is imaged as a sine grating on the retina; blur and scatter cause only a loss of contrast.
THE FOURIER REPRESENTATION Any waveform may be represented as the sum of sinusoidal waveforms of different frequencies, amplitudes, and phases. The coefficients of the terms in the sum are obtained by calculating the Fourier transform of the original waveform. The Fourier transform is a complexvalued function of frequency, meaning that at each frequency it gives the amplitude and phase of the sine at that frequency (see Bracewell 1978) . The amplitude of the Fourier transform as a function of frequency is often called the amplitude spectrum. The phase of the transform as a function of frequency is called the phase spectrum. The Fourier representation of waveforms as a sum of sines is a mathematical property of functions and is independent of whether one is dealing with linear or nonlinear systems. Thus, for the analysis of spatial vision, any pattern can be represented as a sum of sine gratings of the appropriate amplitudes and phases.
The three facts just presented allow one to predict the response of a linear spatial filter to any spatial pattern. Let us review them: 1. A linear spatial filter simply adds the responses to sums of stimuli. 2. Sine waves are unchanged in form when passed through a linear filter. 3. Any input waveform (or output waveform) may be represented as a sum of sinusoids where the coefficients in the sum are given by the Fourier transform.
The procedure for predicting the response of the filter to any stimulus is then as follows: Construct the Fourier representation of the stimulus. Each sinusoidal component in the sum passes through the linear filter by having its amplitude multiplied by the amplitude of the spatial frequency response at the frequency of the sine, and its phase added to the phase of the spatial frequency response. The Fourier representation of the output waveform is the sum of all the sinusoids that have been acted upon by the filter in this way. This means that the Fourier transform of the output of the filter is simply the product of the Fourier transform of the input waveform multiplied by the spatial frequency response. The output can then be calculated from its Fou¥ier representation by inverse Fourier transformation (see Bracewell 1978 again) . By this pro-cedure, called Fourier synthesis, one can predict the response of a linear system to any arbitrary input. A clear example is the prediction of the response of a retinal ganglion cell to a step of luminance on its receptive field from the measured spatial frequency response function (Enroth-Cugell & Robson 1984) . The behavior of many visual neurons is linear enough that spatial frequency analysis can be used to characterize their visual function completely. What if the neurons are nonlinear? Although the procedures of Fourier synthesis do not work for nonlinear neurons, spatial frequency analysis has been used to dissect linear from nonlinear components, and to gain some insight into the nature of the nonlinearity. Since conventional receptive field maps cannot be used to predict the response of a nonlinear neuron to arbitrary stimuli, what little we do understand about the nature of visual processing in these cells has come mainly from the application of spatial frequency analysis.
SPATIAL FREQUENCY ANALYSIS AND RECEPTIVE FIELDS
The value of spatial frequency analysis can be seen in dealing with the problem of how to describe the receptive field of a retinal ganglion cell. We use this as an example, and then go on to discuss other major insights that have been provided by this approach.
It is often useful to know the distribution of sensitivity within the receptive field: We may want to know how the properties of a receptive field depend upon the morphology of the ganglion cell's dendritic field and the density of its synaptic contacts, or we may want to establish how the ganglion cell limits spatial frequency resolution and contrast sensitivity measured psychophysically.
Four experimental methods have been widely used to obtain the spatial sensitivity distribution of a ganglion cell's receptive field. The point weighting function is defined as the sensitivity for a point stimulus as a function of the position of the stimulus in the visual field. It can be measured directly with a small spot of light placed in all positions in the receptive field. If, instead of using a small spot, one measures sensitivity with a line at positions along a diameter of the receptive field, the corresponding sensitivity profile is called the line-weighting function. A third method is to measure the area-sensitivity curve. This involves centering a spot of light on the receptive field, and measuring sensitivity as a function of spot area. The fourth method is by Fourier transformation of the spatial frequency sensitivity function. If one can show that a ganglion cell approximates a linear system, one can calculate the (one-dimensional) spatial distribution of sensitivity, or line-weighting function, from the spatial frequency response (or sensitivity) function. It is just the Fourier transform of the spatial frequency response.
Although all these methods prove useful, and for a linear cell can provide www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 equivalent descriptions of the receptive field, there are practical drawbacks: eye movements, prolonged measurement times, and local saturation. The point weighting function is tedious to obtain, and is vulnerable to errors introduced by eye-movements. Moreover, in regions of the receptive field where the sensitivity is low, very intense spots are required to measure sensitivity and these may saturate pre-ganglionic elements in the retina. The line weighting function suffers from the same problems, although it is more easily and quickly obtained. The area-sensitivity method avoids local saturation, but is rather insensitive to the fine structure of the receptive field, and cannot tell one about the presence or absence of radial symmetry. The measurement of the spatial frequency response or sensitivity has fewer drawbacks. The stimulus is spatially extended, and in general we do not depend upon it being precisely positioned on the receptive field--a great advantage when dealing with very small receptive fields of the kind found in the monkey's fovea. The grating can be of rather low contrast to avoid saturation, and most applications require the eye to be stable for only short periods. Useful information can therefore be obtained even in the presence of eye movements, as long as they are not too frequent. Rodieck (1965) was the first to represent the receptive field of the cat's ganglion cell as overlapping center and surround mechanisms. Each mechanism may be thought of as a group of receptors and interneurons whose signals are pooled together. Light-evoked signals generated within each pool are summed, and the resulting signals from center and surround are summed at the ganglion cell. The center mechanism has a narrow spatial distribution of sensitivity, and the surround a rather broader one. Rodieck proposed that these two spatial distributions could be approximated by Gaussian surfaces with different extents of spread, as in Figure 3B . Formally, he proposed that the point weighting function, S(r), could be written as
Evaluation of Receptive Field Models
where kc is the peak sensitivity of the center, at r = 0, and ks is the peak local sensitivity of the surround, also at r = 0. The spatial spread of the center is re; at r =r~ the sensitivity has declined from the peak by a factor of e -1, or 1/2.718. The spatial spread of the surround is r~. Certain properties of the spatial frequency sensitivity function can be understood in terms of Rodieck's model. The spatial frequency resolution limit (the highest spatial frequency that can be resolved by the cell) is due to the finite size of the center, and is roughly proportional to the reciprocal of the center's spread, r~ (Cleland et al 1979 , So & Shapley 1979 , Linsenmeier et al 1982 . The grating of optimal spatial frequency is one to which the center is quite sensitive but the surround is very insensitive (see Figure 3B ). The loss of sensitivity seen at low spatial frequencies reflects the increasingly effective antagonism from the surround. We can go beyond this qualitative description to estimate precisely the center's spread, re, and peak sensitivity, kc, and the surround's spread, rs, and sensitivity, ks, from measurements of spatial frequency sensitivity. EnrothCugell & Robson (1966) showed that if the distribution of sensitivity within the receptive field of a linearly behaving ganglion cell is a difference of Gaussians in space, then the spatial frequency sensitivity function will be a difference of Gaussians in spatial frequency (as long as the system can be treated as a linear one). The smooth curve in Figure 3A , which is the spatial frequency sensitivity function of Rodieck's model, is a difference of Gaussian functions in spatial frequency. At high spatial frequency, the sensitivity falls as a Gaussian function of spatial frequency. The spread of this function is the reciprocal of the product of ~r (3.1416) times the center's spread (1/~rrc), so the size the center can be estimated with great accuracy from the high-frequency rolloff of the sPatial frequency sensitivity curve. Cleland et al (1979) and So Shapley (1981) showed that this estimate of center size based on spatial fre-SPATIAL FREQUENCY ANALYSIS~ 555 quency measurements is exactly the same as that based on line weighting or area-sensitivity measurements, but is more easily obtained. Thus, spatial frequency analysis can be used to provide a comprehensive, precise description of the receptive field mechanisms of neurons that act as linear spatial filters.
NEW INSIGHTS INTO RETINAL MECHANISMS
Having demonstrated how receptive fields can be studied with spatial frequency analysis, we proceed to review what has been learned from the application of these new techniques.
Analysis of Receptive Field Types
THE EXISTENCE OF Y-CELLS Enroth-Cugell & Robson's (1966) description two previously unrecognized classes of ganglion cells that they called X and Y provided the first clear evidence for parallel processing in the retina. Their discovery resulted from the application of techniques of systems analysis and is one of the early successes of the approach. Although it had been known for some time that the conduction velocities of retinal afferents fell into distinct groups, the relation between visual functional properties and conduction velocity, which was established by Cleland et al (1971) , had to wait for the insight that there were functionally distinct types of cell (see Rodieck 1979 , Lennie 1980 , Stone 1983 . We shall discuss these results critically because the methods used to obtain them have since been applied to the investigation of receptive fields of geniculate and cortical cells. Two differences between X-and Y-cells were revealed by their responses to gratings:
1. When stimulated by drifting gratings, X-cells responded with a modulation of their impulse discharge rate in synchrony with the passage of grating cycles across their receptive fields, but with a negligible change in their mean impulse rate. Y-cells responded to drifting gratings with both a modulation of the impulse rate and an increase in the average impulse rate. The difference was especially clear for gratings of high spatial frequencies near the resolution limit of the cell~ Under these conditions, an X-cell continued to produce only a modulated response with no change in mean rate; the discharge of a Y-cell was modulated very little but mean rate was clearly elevated (Enroth-Cugell & Robson 1966) . In these experiments, the average illumination falling on the ganglion cells' receptive fields was constant. If the average input to a linear system is constant, then the average output must remain constant, so the elevation of average impulse rate caused by drifting gratings is evidence for a nonlinearity in the retinal network leading to the Y-cell (Enroth-Cugell Robson 1966 , Victor & Shapley 1979b 
where c is contrast, k is spatial frequency, and qb is spatial phase or position in the field. The temporal modulation M(t) was a square wave that went from 0 to 1 repetitively. When M(t) was 0, the stimulus was a spatially uniform screen at the mean luminance L0; when M(t) was 1, the stimulus was the sine grating Lo[1 +c sin (2~kx+ ~b)]. The spatial frequency chosen was near the optimum for the cell, a point to which we return below. The spatial phase, ~b, was adjusted to evoke a maximal response. (Note that by "response" we mean a modulation in the rate of impulse firing synchronized with the stimulus. For a cell with an even symmetric receptive field, the maximum response occurs when the peak or trough of the grating is located on the axis of symmetry; see Figure 3B .) Then the spatial phase was changed until a phase was found at which the cell gave the least response. For X-cells this minimum was no response at all, and the spatial phase or position at which it was obtained was called the "null position." The existence of this "null position" is consistent with the hypothesis that the pathways that lead to the X cell are linear. No null position could be found for Y-cells. At the position of least response, introduction of the grating elicited a burst of impulses, and withdrawal of the grating produced an (almost) identical burst. The absence of a null position, and the peculiar excitatory "on-off" character of the Y-cell's response, reveal a nonlinearity in the retinal network that leads to the Y-cell. The implications of the "null test" experiment became clearer after later work by Hochstein & Shapley (1976a,b) . They investigated, for ganglion cells in cat, how the amplitude of responses to gratings undergoing contrast reversal depended upon spatial phase. The contrast-reversal grating can be represented formally by Eq. 5, with the temporal modulation signal M(t), equal to sin(2~rft), where f is the temporal frequency of contrast reversal. The grating was presented at a series of spatial phases, and for each position the modulated discharge rate was analyzed into its Fourier components: the fundamental component at the temporal frequency of the stimulus modulation, and harmonic components at frequencies that were twice, three times, and higher multiples of the stimulus temporal frequency. Hochstein & Shapley (1976a) found that the response of an X-cell was mainly at the fundamental frequency of the stimulus, and they observed that the amplitude of the fundamental response component varied sinusoidally with spatial phase, as shown in Figure 4 . That is, the X-cell response could be written: Variation of response amplitude with spatial phase, for an X-cell. Sensitivity for the fundamental response of an on-center X-ganglion cell excited by contrast reversal gratings was determined at several spatial phases, and is plotted as X's. Negative sensitivity is when the phase of the response changed by 180 deg. Points marked D are the amplitudes of the second harmonic, which were in the noise. The smooth curve is a sine function. From Hochstein & Shapley (1976a) .
where Sx(k,f,c) expresses the fact that the response depended on spatial frequency, k, temporal frequency, f, and contrast, c. The "null positions" of Enroth-Cugell & Robson (1966) are just those places where the sinusoidal function of spatial phase in Eq. 6 equals zero. Three properties of the receptive field are sufficient to produce the sinusoidal variation of response amplitude observed in X-cells: linearity of local responses in the photoreceptors, linear spatial summation of signals from different local regions, and homogeneity of temporal properties across the receptive field. When the contrast of a grating is modulated, the amplitude of modulation at each point in the receptive field is a sinusoidal function of the spatial phase, as can be seen from Eq. 5. If the local responses in photoreceptors are linear, then the local response will have the same sinusoidal dependence on spatial phase as the stimulus. If the ganglion cell simply adds these local responses, the grand sum will be a sum of sinusoids of spatial phase, all of which have the same argument, and therefore the sum will also be a sinusoid of phase. This reasoning is correct if the local responses are synchronous, i.e. if the spatial and temporal aspects of the summed response are separable (see section on Spatiotemporal Separability, below). However, if the receptive field is not spatiotemporally separable, the amplitude of the response may not vary sinusoidally with spatial phase even though local responses are summed linearly (Movshon et al 1978a) . Hochstein & Shapley (1976a,b) found in the responses of Y-cells a fundamental component whose amplitude varied sinusoidally with spatial phase, but (especially at high spatial frequencies) there was also a large second harmonic component, and its amplitude was independent of spatial phase. This remarkable behavior of the second harmonic component implies that the receptive field of the Y-cell contains rectifying mechanisms (or "subunits") that have higher spatial frequency resolution than the linear center and surround mechanisms and are distributed over a wide region of receptive field (Hochstein & Shapley 1976b) . The different spatial distributions of sensitivity of fundamental and second harmonic responses (Hochstein & Shapley 1976b) , and the different dynamic properties of linear and nonlinear components (Victor & Shapley 1979a,b) , led to the idea that subunits exist independently of the center and surround, as shown in Figure 5 . This idea has been corroborated by Frishman & Linsenmeier (1982) , who used pictrotoxin, an antagonist gamma-aminobutyric acid (GABA), to suppress the subunit input to the cell without effect on the center or surround. A drifting grating will excite a large population of subunits at different temporal phases, and will therefoi'e give rise to the elevation of mean impulse rate observed by Enroth-Cugell & Robson (1966) . The subunits resolve grating patterns about as well as X-cells from the same retinal locus, suggesting that a single retinal interneuron could be the source of the X-cell center and the Y-cell subunit (cf Victor & Shapley 1979b) .
Nonlinear subunits seem to be distributed far beyond the boundaries of the classical center and surround of the receptive field. KrOger & Fischer (1973) were able to evoke second harmonic responses from ganglion cells by using contrast reversal gratings that covered a large part of the visual field, excluding the classical receptive field and a substantial region around it. Barlow et al (1977) later found that this "shift effect" was pronounced in Y-but not in cells, and showed that its spatial and temporal properties were like those of the subunits within the classical receptive field.
The results of the null test and its modifications are sometimes interpreted incorrectly to mean that center-surround signal summation is linear in X-cells and nonlinear in Y-cells. The following argument demonstrates why such as interpretation is a mistake. The most useful spatial gratings for identifying neurons as X-or Y-cells are those of high spatial frequency, near the spatial frequency resolution limit of the cell. These patterns necessarily must be stimulating the neural elements of highest spatial frequency resolution, and therefore spatially the smallest, in the receptive field. The large, low-resolution receptive field surround mechanism will not be able to distinguish such high spatial frequency patterns from uniform illumination and therefore will not respond to them. Thus, the usual spatial summation experiment measures the linearity or nonlinearity of the smallest receptive field mechanism(s). In the X-cell, the smallest receptive field mechanism is the linear center. In the Ycell, the smallest receptive field mechanism is the nonlinear subunit. The linearity of center-surround summation is a separate issue. In fact, Hochstein & Shapley (1976a) found some indications that center-surround summation was nonlinear in some X-cells. Therefore, they concluded that one should not call X-cells "linear" and Y-cells "nonlinear," bt~t rather one ought to realize that the tests of spatial summation revealed the presence of the small nonlinear subunits in Y-cells but not in X-cells.
Spatial frequency analysis also revealed a functional visual difference between X-and Y-cells: they were optimally tuned to different spatial frequencies and their fundamental spatial frequency resolution was markedly different. X-cells could follow drifting sine gratings with temporally modulated firing up to a spatial frequency three times higher, on the average, than in neighboring Ycells (Hochstein & Shapley 1976b , Cleland et al 1979 . That is, the spatial frequency resolution for a fundamental response was three times higher in Xcells than in Y-cells. Cleland et al (1979) demonstrated the decrease of spatial frequency resolution with increasing retinal eccentricity in both X-and Ycells, with the X/Y ratio in fundamental spatial frequency resolution staying about 3. Furthermore, the optimal spatial frequency, the spatial frequency of the grating that produced the biggest response, w~s higher for X-cells than for Y-cells at a given retinal locus (Victor & Shapley 1979a) . X-and Y-cells are tuned to different parts of the spatial frequency range: the Y-cells for coarse patterns, the X-cells for fine patterns. These results on spatial frequency resolution and tuning are consistent with previously presented concepts about Xand Y-cell receptive fields. The lower spatial frequency resolution of Y-cells implies that they have larger centers than n~arby X-cells. The X-cell center www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 is about the same size as each nonlinear subunit, that is, about one third the diameter of the Y-cell center.
Properties of Receptive Field Mechanisms in X-cells
Besides being used to sort cells into functional categories, spatial frequency analysis has been employed to investigate the properties of retinal receptive field mechanisms, as the following examples illustrate. Rodieck's (1965) model represents the ganglion cell's receptive field as the difference of two Gaussian functions. The usual analysis of spatial contrast sensitivity curves (Enroth-Cugell & Robson 1966) includes the assumption that these are concentric and therefore the sensitivity profile has even symmetry around an axis through the middle of the receptive field. This assumption can be examined by establishing whether the spatial frequency response function obtained with a moving grating pattern depends upon the direction in which the grating moves. Following Dawis et al (1984) , let us consider gratings drifting from right to left as having positive spatial frequency, and those drifting from left to right as having negative spatial frequency. Then one can consider the symmetry around the axis of zero spatial frequency of the function that relates phase of response and spatial frequency. For a receptive field that is even-symmetric, the phase of responses obtained for opposite directions of motion will be an even-symmetric function of spatial frequency (Dawis et al 1984) . By applying this analysis to the responses X-cells driven by moving gratings, Dawis et al found that the receptive fields of most X-cells were somewhat asymmetric. SPATIOTEMPORAL SEPARABILITY AND COUPLING IN RECEPTIVE FIELDS If the spatial frequency response or sensitivity function were independent of the temporal frequency of drift or contrast modulation, then the receptive field would be spatiotemporally separable. Spatiotemporal separability means that the temporal response properties at all points of the receptive field are the same, so that the point weighting function can be factored into temporal and spatial components; i.e. the spatial distribution of sensitivity would not depend on the temporal frequency at which the measurements were made. For exampie, Rodieck's (1965) model, discussed above, describes a receptive field that is spatiotemporally separable. Although this is a good approximation when stimulus modulation is in the low temporal frequency range, there is considerable evidence against spatiotemporal separability and for spatiotemporal coupling ir~ cat X-cell receptive fields (Victor & Shapley 1979a , Derrington & Lennie 1982 , Enroth-Cugell et al 1983 , Dawis et al 1984 . All this work implies that the surround mechanism of the receptive field either has a slightly longer delay than the center mechanism, or that signals from the surround undergo somewhat more temporal filtering than those from the center. INHOMOGENEITY OF SURROUND The simplest interpretation of the observation that the receptive field is spatiotemporally coupled is that center and surround are each spatiotemporally separable, but that center and surround have different temporal response properties (Derrington & Lennie 1982 , EnrothCugell et al 1983 , Dawis et al 1984 . The center mechanism does appear to be spatiotemporally separable because values of the center's spatial spread, re, estimated from contrast sensitivity functions, do not depend upon the temporal frequency at which the measurement is made. However, estimates of the surround spatial spread, rs, obtained by Dawis et al (1984) , from their analysis of the amplitude and phase functions of the responses to moving gratings, suggest that for most X-cells the extent of the surround depends upon temporal frequency. The surround itself therefore seems to be spatiotemporally coupled, implying that different regions of the surround have different temporal response properties.
ASYMMETRY OF RECEPTIVE FIELD
ORIENTATION SELECTIVITY Cleland & Enroth-Cugell (1968) and Hammond (1974) showed, by mapping receptive fields of cat ganglion cells with spots of light, that many receptive fields were in fact elliptical. Spatial frequency analysis provides a rapid and powerful method for determining the ellipticity. Levick & Thibos (1982) have used it to show that the major axis of a receptive field center tends to lie along a line connecting the receptive field to the area centralis. The orientation of major and minor axes of the receptive field center can be determined by choosing a grating of spatial frequency near the spatial frequency resolution limit of the cell (which gives a pure central response), and observing how the sensitivity (or amplitude of response) varies with ori-. entation. A complete des.cription of the receptive field can be obtained from spatial frequency sensitivity functions (or corresponding response functions), at many different orientations, for one can then establish whether center or surround, or both, are elliptical. Levick & Thibos' (1982) observations show that, for most X-cells, orientation biases diminish as spatial frequency is reduced and the surround contributes to the response; this suggests that in such units only the center is elliptical.
EFFECT OF ADAPTATION LEVEL ON RECEPTIVE FIELD ORGANIZATION It is wellestablished that at very low levels of illumination the surround of the receptive field of a cat's ganglion cell becomes relatively less effective (Barlow et al 1957) , but there has been no agreement on whether or not the distribution of sensitivity within the receptive field changes with the transition from rod to cone signals, and whether the size of the center increases as the level of light adaptation is reduced. Conventional spot maps of the receptive field have not provided clear answers because they cannot easily show what is happening to the surround, but spatial frequency sensitivity functions obtained at different levels of illumination provide a simple and precise way to characterize the www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 changes in receptive field organization. For the cat these measurements show (Derrington & Lennie 1982 ) that the center of the receptive field is enlarged somewhat (re may increase by up to 30%) as the adaptation level falls from photopic to low scotopic. Derrington & Lennie found no systematic change in rs, the spread of the surround.
SPATIAL FREQUENCY ANALYSIS APPLIED TO THE LATERAL GENICULATE NUCLEUS
The lateral geniculate nucleus (LGN) in the thalamus is in most mammals the major relay to the visual cortex from the retina. The visual function of the lateral geniculate nucleus has remained somewhat mysterious. Is the LGN simply a relay nucleus, or is substantial visual information processing done there? Spatial frequency response measurements have provided new insights into the function of the lateral geniculate nucleus.
Distinct Classes of Cell
CAT In the cat's retina, X-and Y-cells (and some other types) can be distinguished by a number of behaviors, including, for example, the time-courses of their responses to standing contrast in the receptive field (Cleland et al 1971) . In the LGN, however, several of the criteria used in the retina do not clearly reveal distinct classes of cells whose properties can be easily related to those of the ganglion cells that drive them. Spatial frequency analysis is one of the more robust methods for revealing classes of LGN neuron and providing information about their retinal inputs. By the application of tests of linearity of spatial summation used in the retina (see above) the great majority of relay cells in the dorsal A and A1 layers of the cat's LGN have been shown to have linear spatial summation (like X-cells) or nonlinear spatial summation of the type characteristic of Y-cells (Shapley & I-Iochstein 1975 , l)errington & Fuchs 1979 , So & Shapley 1979 , Lehmkuhle et al 1980 . This is not trivial finding, for it implies that the X-cells of the LGN receive no inputs from Y-cells in the retina. Spatial frequency sensitivity functions provide further evidence that these two groups of LGN cells are driven only by X-and Y-ganglion-cells, respectively. The spatial frequency sensitivity or response curves obtained from the two types in the LGN (So & Shapley 1981 , Troy 1983a are like those of their counterparts in the retina (Enroth-Cugell & Robson 1966 , Derrington & Lennie 1982 and can be described by the difference-of-Gaussians function, with center and surround having spatial spreads and sensitivities rather like those of retinal cells. The fundamental spatial frequency resolutions and the optimal spatial frequencies of X-and Y-geniculate cells differ by about a factor of 3, following the behavior of their retinal inputs (Derrington & Fuchs 1979 , So SPATIAL FREQUENCY ANALYSIS 563 Shapley 1979 , Lehrnkuhle et al 1980 , Troy 1983a . This means that the visual functional differences noted for X-and Y-cells in the retina persist in the LGN: the X-cells are most sensitive to patterns that contain relatively high spatial frequencies, while the Y-cells are most sensitive to patterns of low spatial frequency. The similarities between Y-cells in the LGN and their retinal counterparts extend to the spatial frequency sensitivities of the geniculate Y-cell's fundamental and second harmonic responses: The second harmonic component has lower peak sensitivity but better spatial-frequency resolution than its fundamental component and, as in the retina, the spatial frequency response of the second harmonic closely resembles that of the fundamental of neighboring X-cells (So & Shapley 1981) . A few cells in the dorsal layers of the LGN appear to receive inputs from both X-and Y-ganglion-cells. These had been identified from measurements of conduction-velocity by Cleland et al (1971) ; their distinctive visual properties arise from the fact that when a contrast-modulated grating is used to find the highest resolvable spatial frequency, the fundamental and second harmonic components of response share the same limit (So & Shapley 1979) .
In the more ventral C laminae of the cat's LGN, many of the neurons are driven by slow-conducting axons. By applying the test for linearity of spatial summation, Sur & Sherman (1982) were able to distinguish two groups cells in the C laminae. One showed linear spatial summation, and the other showed a distinctive nonlinearity (second harmonic response) that dominated the response at all spatial frequencies. Sur & Sherman measured the spatial and temporal frequency sensitivity functions of these linear and nonlinear cells in the C laminae. Peak sensitivities of both types were about fourfold less than those of X-cells found in the A or A1 laminae. For the linearly summating cells (and the second harmonic component of response of nonlinear ones), the highest resolvable spatial frequency was close to that of the fundamental component of response of a Y-cell.
MONKEY The use of a spatial frequency analysis has shed new light on the organization of the lateral geniculate nucleus of the monkey. The neurons in the monkey's LGN are organized into six layers. The four most dorsal layers are composed of small neurons and are called parvocellular layers. The two ventralmost layers, containing larger neurons, are named the magnocellular layers. The most widely used scheme for the classification of cells in the LGN of macaque was devised by Wiesel & Hubel (1966) , who distinguished three classes of parvocellular neuron by the chromatic and spatial organization of their receptive fields. Their largest class, type I, had concentrically organized receptive fields with centers and surrounds that had different spectral sensitivities, i.e. the receptive fields were chromatically and spatially opponent. Type III cells had spatially but not chromatically opponent receptive fields, www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 , Blakemore & Vital-Durand 1981 . The spatio-temporal frequency sensitivities of type I and type III cells are indistinguishable when obtained with achromatic gratings . When coupled with the evidence that type III cells do in fact have chromatically opponent receptive fields (Padmos & Van Norren 1975 , these results suggest that type I cells and type III cells in the parvocellular laminae belong to the same population. Wiesel & Hubel (1966) identified two classes of neuron in the magnocellular layers of the LGN: type III with spatially opponent and chromatically nonopponent fields like parvocellular type III ceils; and type IV, whose receptive field contained a central region excited by a broad range of wavelengths, enclosed by a suppressive surround that appeared to be driven mainly by long wavelength cones. Magnocellular and parvocellular type III neurons clearly differ in visual contrast sensitivity and in the conduction velocity of their inputs, so they should not be considered as a single type. Measurements of spatial contrast sensitivity to achromatic gratings and of linearity of spatial summation do not differentiate magnocellular type III and IV cells (Kaplan Shapley 1982 . Moreover, an analysis of responses to chromatic gratings of different spatial frequencies shows that all magnocellular neurons have weak chromatic opponency in their receptive fields, so the type III/IV distinction probably does not represent a qualitative division in the magnocellular layers.
On a number of indices that help distinguish X-and Y-cells in the cat's retina (speed of conduction of axons, responses to standing contrast, responses to fast-moving objects), magnocellular neurons have been thought to be more like cat Y-cells than X-cells (Dreher et al 1976) . Parvocellular neurons, by the same tests, behave more like X-cells. Several groups (Dreher et al 1976 , Sherman et al 1976 , Schiller & Malpeli 1978 have suggested that the parvocellular and magnocellular cells are the primate's counterparts to X-and Ycells in the cat. Spatial frequency analysis has revealed that in important respects this parallel is misleading. First, most cells in the magnocellular division of the macaque's LGN show linear spatial summation, like that of Xcells in cat (Kaplan & Shapley 1982 ; 15-25% show a pronounced nonlinearity of spatial summation, like that seen in the cat's Y-cells. However, there is no compelling evidence from the distribution of an index of nonlinearity that magnocellular cells fall into two distinct groups like X-and Y-cells in cat ones (Kaplan & Shapley 1982 , Hicks et al 1983 and are similar to those of X~ and Y-cells in the A and A 1 laminae of the lateral geniculate nucleus of the cat. Thus, in terms of visual contrast sensitivity, monkey parvocellular neurons are unlike cat X-cells, and in terms of spatial summation, most magnocellular neurons are unlike cat Y-cells. By showing that neurons in the LGN fall into fewer classes than had previously been discerned, and by drawing attention to the differences between the contrast sensitivities of parvocellular and magnocellular neurons, spatial frequency analysis has thrown into sharp relief the very substantial differences between the properties of cells in the two divisions of the LGN.
Transfer Function of LGN Cells
Receptive fields of neurons in the LGN of both cat and monkey bear a strong superficial resemblance to the receptive fields of the ganglion cells that drive them. The visual physiologist is therefore challenged to discover what, if any, transformation of the visual signal is undertaken by the LGN. Spatial frequency analysis provides a powerful tool for doing this, because if the LGN neuron behaves as a linear or quasilinear filter, its transfer properties (the transformation imposed on the signals reaching it from ganglion cells) can be directly established by exploiting a property of transfer functions: dividing the overall spatial frequency response function obtained from the LGN cell (this would reflect both LGN and ganglion cell properties) by that of the ganglion cell that drives it gives one the transfer function of the LGN cell alone. A further advantage of spatial frequency analysis is that it permits a uniform treatment of the spatial and the temporal transfer properties.
Some evidence indicates that in cat the surround of the LGN receptive field is relatively stronger than in the receptive field of a ganglion cell (Hubel Wiesel 1961) , and that most LGN cells give more transient responses to standing contrast than do retinal ganglion cells (Cleland et al 1971) . These differences between retina and LGN can be very precisely characterized by comparing spatial and temporal contrast sensitivity functions of LGN cells and the ganglion cells that drive them. So & Shapley (1981) measured the spatial contrast sensitivities of X-and Y-cells in the LGN and also the contrast sensitivities of an associated S-potential, the extracellularly recorded synaptic potential that represents the retinal input to the cell . One surprising finding to emerge from this work is that the spatial frequency responses of relay cells in the LGN were, with one exception out of ten, identical to those of the S-potential. Thus, at least in the lightly anesthetized animal, the LGN does little filtering of signals evoked by stimuli of moderate contrast. Coenen & Vendrik (1972) found that the level of arousal had a marked effect upon the capacity of an optic tract fiber to drive an LGN cell, so the LGN may well change its transfer properties in the more deeply anaesthetized www.annualreviews.org/aronline Annual Reviews animal. The'exceptional cell studied by So & Shapley showed, by comparison with its S-potential, a substantial loss of sensitivity to low spatial frequencies, indicating increased antagonism from the periphery of the receptive field. The work of Troy (1983b) and Dawis et al (1984) shows that spatiotemporal pling in LGN cells resembles that observed in retinal ganglion cells.
SPATIAL FREQUENCY ANALYSIS APPLIED TO VISUAL CORTEX
Visual cortical neurons are more selective for visual stimuli than are neurons in the retina or LGN. In particular, visual cortical cells are much more highly tuned on the dimensions of spatial frequency and orientation than are their geniculate inputs. Spatial frequency analysis therefore provides' a powerful method for characterizing the visual properties of cortical cells.
Implications for Classification
Most recent work on classification has extended or revised Hubel & Wiesel's division of cat cortical cells into "simple," "complex," and "hypercomplex" categories according to their receptive field properties. Simple and complex cells were originally distinguished on the basis of linearity of spatial summation, assessed qualitatively rather than quantitatively. By this we mean that Hubel & Wiesel (1962) called cortical cells "simple" if the map of the receptive field, obtained with stationary, flashing, small spots or bars, could be used to predict responses to wider or longer bars moved across thefield, simple receptive fields usually had separate "on" and "off" areas. "Complex" cells failed this qualitative test of linearity. Their receptive fields, if they could be mapped with spots at all, usually had overlapping "on" and "off" regions. Moreover, even though a complex cell had a wide receptive field, its response to wide bars might be poorer than to narrower bars.
Although the distinction between simple and complex cells has been progressively refined (cf Hubel & Wiesel 1977~ Gilbert 1977 , its validity and significance have been repeatedly challenged. One question is whether the cells fall naturally into categories or lie on a continuum of receptive field properties. A related question is whether the simple-complex distinction reflects different underlying cortical connectivity. Hubel & Wiesel (1962 , 1977 argued from an examination of receptive field properties that information was processed serially--from geniculate afferent to simple cell to complex cell--but that conclusion has been challenged by the view that simple and complex cells are driven by parallel inputs (cf Stone 1983) . Both the "simple-complex" distinction and the issue of serial vs parallel processing are susceptible to quantitative analysis. Spatial frequency analysis, a particularly useful method for studying spatial summation, has been employed in many of the recent studies dealing www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 SPATIAL FREQUENCY ANALYSIS 567 with these issues. Ũ nless stated otherwise, the work discussed in the following sections refers to observations on striate cortex (area 17).
DISTINCT CELL CLASSES Several papers have described the responses of simple and complex cells to moving gratings. In the earliest, showed that cells that were "simple" by Hubel & Wiesel's criteria responded to drifting sine gratings mainly with a modulated impulse rate synchronous with the passage of bars across the receptive field. Complex cells produced mainly an elevated mean discharge rate that became modulated only when the spatial frequency was very low. This different between simple and complex cells has been confirmed by several investigators (Movshon et al 1978a , De Valois et al 1978 , 1982 , Glezer et al 1980 , Dean & Tolhurst 1983 . Dean & Tolhurst (1983) asked whether the modulated or unmodulated nature of the response to a moving grating allows the investigator to sort cells in the cat's cortex into discrete categories, or merely to arrange thlhn along a continuum of modulated vs unmodulated response. These workers found a continuous distribution of a quantity they called "relative modulation," the ratio of the amplitude of the fundamental response component to the mean impulse rate, in the response of the cell to a drifting grating of optimal spatial frequency and orientation. Relative modulation was close to zero in many complex cells and was greater than 1 in many simple cells (classified according to their behavior on Hubel & Wiesel's tests) . Although the average relative modulation of simple cells was much higher than that of complex cells, the distributions of relative modulation for simple and complex cells overlapped, so that Dean & Tolhurst could not make a reliable classification of cells into two types with this response measure alone. In the monkey, however, De Valois et al (1982) found that the distribution of relative modulation was bimodal; the peak below a relative modulation of 1 was occupied by the complex cells, while the peak around 1.5 was occupied by simple cells. Whether this difference between species is real remains to be investigated. The question of the discreteness of the simple and complex categories therefore remains troubling, and requires further investigation with quantitative techniques. As described below, the use of contrast reversal gratings enables a more reliable classification of cells as simple or complex.
PARALLEL INPUTS The simple cell in cat responds to a moving grating predominantly with a discharge modulated at the temporal frequency at which cycles of the grating move across the receptive field. In this respect the simple cell resembles an X-cell in the retina or lateral geniculate nucleus. The complex cell responds mainly with an elevation of its impulse rate, and thus resembles a retinal or geniculate Y-cell. Since X-and Y-afferents from the lateral geniewww.annualreviews.org/aronline Annual Reviews ulate nucleus project in parallel to the cortex, and since these different fibers make monosynaptic connections with different types of cortical neurons (Hoffmann & Stone 1971 , Stone 1972 ; other papers reviewed in Stone 1983), Xand Y-cells have been suggested to provide the principal monosynaptic drive to simple and complex cells, respectively. This is the antithesis of Hubel & Wiesel's (1962 , 1977 suggestion that geniculate cells drive simple cells, which in turn drive complex cells. The use of sine gratings to examine the spatial summation properties of simple and complex cortical neurons has helped to clarify some aspects of the disagreement.
SPATIAL SUMMATION Movshon et al (1978a,b) and De Valois et al (1982) used Hochstein & Shapley's modification of Enroth-Cugell & Robson's null test (see above) to investigate spatial summation in the receptive fields cortical cells. De Valois et al (1982) found that the responses of all simple cells in macaque (like those of retinal X-cells) depended strongly on spatial phase, with clear null positions. Movshon et al (1978a,b) found a somewhat more complicated picture in area 17 of the cat. Many simple cells, called "linear simple cells," behaved like retinal X-cells in having a sinusoidal dependence of response on spatial phase. However, Movshon et al (1978a) also found a population of simple cells that had no "null positions" yet still seemed to sum signals linearly because their responses contained no harmonic distortion. These cells responded at the modulation frequency at all spatial phases, but the amplitude of response varied rather little with spatial phase, although its temporal phase varied continuously. described similar behavior in all ten simple cells they studied in this way. As we discussed above, three conditions are sufficient for the amplitude of response to vary sinusoidally with spatial phase: (a) linear local responses; (b) linear spatial summation; (c) homogeneity of temporal response characteristics across the receptive field. The non-nulling simple cells fail to meet the third condition. Movshon et al (1978a) noted that such cells always had odd-symmetric receptive fields. They conjectured that the two main receptive field subregions had somewhat different temporal frequency responses. Movshon et al (1978a) also found a small population of so-called "nonlinear simple cells" that were simple by Hubel & Wiesel's (1962) criteria, but nevertheless produced second harmonic responses at certain spatial phases.
Complex cells in cat (Movshon et al 1978b) and monkey (De Valois et 1982) respond very nonlinearly to contrast reversing gratings, giving second harmonic responses at all spatial phases (cf Kulikowski & Bishop 1981 , Pollen & Ronner 1982b . However, the receptive field organization of complex cells is quite unlike that of retinal and geniculate Y-cells. In Y-cells of the retina, the amplitude of the nonlinear response does not vary with spatial phase; indeed, this remarkable constancy allowed Victor & Shapley (1979b) to estiwww.annualreviews.org/aronline Annual Reviews mate, at around 100, the number of nonlinear subunits in the Y-cell's receptive field. However, the amplitudes of the nonlinear responses of complex cells show a pronounced variation with spatial phase (Movshon et al 1978b , De Valois et al 1982 . This result implies that the number of subunits in their receptive fields is rather small (Glezer et al 1980) . Hochstein & Spitzer (1985) found in all the complex cells they studied a marked variation with phase in the amplitude of response at all spatial frequencies. They estimate the number of functional subunits in the receptive field of the complex cell at two to ten.
Evidence from spatial frequency analysis of spatial summation thus suggests that simple and complex cortical cells differ quantitatively in the linearity of their spatial summation. The properties of simple cells appear to reflect those of X-cell inputs. The spatial summation properties of complex cells reflect not the properties of the Y-class of geniculate inputs but rather seem to reflect inputs from a small number of X-geniculate-cells and/or simple cells. The overlap in properties of simple and some complex cells (Dean & Tolhurst 1983 ) could result from a continuous distribution in the number of inputs complex cell receives. Perhaps a complex cell with only a small number of subunits resembles a simple cell to some extent, while a complex cell with many subunits is more distinctive. The evidence from spatial summation experiments with gratings suggests that simple and complex cells receive some direct input from the LGN, although for both types this seems to arise predominantly from X-afferents. However, there is also indirect evidence (which we review below) about spatial frequency bandwidths that indicates X-Y convergence on a sub-class of complex cells (Tolhurst & Thompson 1981) . More direct evidence on geniculo-cortical functional connectivity from cross-correlation experiments (Tanaka 1983 ) supports these notions that simple and complex cells receive X-afferent input from the LGN in parallel, and that some complex cells are excited by both X-and Y-geniculate cells. Hawkcn & Parker (1984) provide further evidence for parallel processing in monkey striate cortex. They measured the contrast sensitivity of cortical cells in layer IV, and found that cells in layer IVce~ had higher contrast sensitivities than those in IVcl3. The different sensitivities probably reflect differences between the sensitivities of the magnocellular afferents, which project to layer IVCo~, and parvocellular afferents, which project to layer IVC~3 (see above).
SPATIAL TUNING AND SPATIAL INTERACTIONS IN CORTEX
Neurophysiological work on the spatial frequency tuning of cortical neurons has had particular significance because of its relevance to the idea that the human visual system contains highly tuned "channels" or spatial frequency www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 filters (cf Campbell & Robson 1968 , Blakemore & Campbell 1969 , Graham 1977 . Cooper & Robson (1968) and Campbell et al (1969) first showed, and later confirmed, that many cortical neurons in cat are highly tuned for spatial frequency. Ikeda & Wright .(1975) , Tolhurst & Movshon (1975) , and Movshon et al (1978c) found narrow spatial frequency tuning curves for both simple and complex cells in the cat. Narrowly tuned cells in the monkey's striate cortex have been studied by De Valois et al (1977 , 1982 . Figure 6 (from Movshon et al 1978c) shows typical examples of simple and complex cells narrowly tuned for spatial frequency,
Bandwidth and Best Frequency
The degree of spatial tuning may be quantified in terms of the width of the tuning curve, or "bandwidth," which is usually defined as the ratio of the higher to the lower frequency at which the sensitivity has declined to one half the peak sensitivity. The bandwidth is usually expressed in octaves, the logarithm of the bandwidth to the base 2. simple and complex cells are very similar, both in cats and in monkeys. The average bandwidth of visual cortical ceils in both cats and monkeys is around 1.5 octaves, i.e. the ratio of the higher to lower spatial frequencies at halfpeak sensitivities is on average 213 or 2.8 (Movshon et al 1978c , Kulikowski & Bishop 1981 , Tolhurst & Thompson 1981 , De Valois et al 1977 , 1982 . The distribution of bandwidths for a population of cells is, however, quite broad. The monkey's foveal cortex contains about as many simple and complex cells with a bandwidth of 2.5 octaves as cells with a bandwidth of 0.7 octaves (De Valois et al 1982) . In the cat, the distributions appear to be somewhat tighter, but still there are about as many simple and complex cells with a bandwidth of one octave as two (Movshon et al 1978c , Kuiikowski & Bishop 1981 . By comparison, the average bandwidth for an X-cell in the LGN of the cat is from three to four octaves (So & Shapley 1981 , Troy 1983a ,b, cf Thibos & Levick 1983 ) and in the monkey may exceed five octaves (Kaplan & Shapley 1982 , Hicks et al 1983 . The narrower bandwidth of cortical neurons must be caused by intracortical interactions. Tolhurst & Thompson (1981) introduced the quantity, normalized bandwidth, which they defined as the difference between the higher and lower spatial frequencies at half sensitivity, divided by the spatial frequency of the peak sensitivity. Using this measure, they discovered that cells near the junction of layers III and IV in the cat striate cortex tended to have broader bandwidths than cells in other cortical laminae. Y-geniculate-afferents terminate in this region (Ferster & LeVay 1978 , Gilbert & Wiesel 1979 . Wider bandwidths might be associated with convergence of X-and Y-afferents onto single cortical neurons (Tanaka 1983) , because Y-cells are tuned to lower spatial frequencies than are X-cells. In a region of the visual field where, for example, LGN X-cells respond best at 1 c/deg and LGN Y-cells respond best around 0.33 c/deg, a cortical cell that received inputs from both types would have a wider ranger of responsiveness than one that received input from X-cells only or Y-cells only. The relatively rare wider-bandwidth neurons were interspersed among the more numerous narrower-band cells that presumably receive only X-cell input.
Even at one locus in the cortex, representing a single site on the retina, there is a broad distribution of optimal spatial frequencies in the population of cortical neurons. In the region of the cat's cortex that represents the area centralis, neurons are tuned to spatial frequencies from 0.3 up to 3 c/deg (Movshon et al 1978c , Tolhurst & Thompson 1981 . De Valois et al (1982) reported a somewhat larger range of spatial frequency (centered near 3 c/deg) for monkey visual cortex that represents the fovea.
Fourier Analysis
The broad distribution of spatial frequency optima and the narrow bandwidths www.annualreviews.org/aronline Annual Reviews of individual neurons has led many to propose that the visual cortex performs some kind of Fourier analysis of the image into spatial frequency components (Campbell & Robson 1968 , Cooper & Robson 1968 , Blakemore & Campbell 1969 , Pollen et al 1971 , Glezer et al 1973 , Robson 1975 , Graham 1977 , Glezer & Cooperman 1977 , Maffei 1978 , Movshon et al 1978c , Maffei et al 1979 , Robson 1980 , Tolhurst & Thompson 1981 , Kulikowski & Bishop 1981 , Kulikowski et al 1982 , De Valois et al 1982 , Ginsburg 1982 , Pollen & Ronner 1983 .
The requirements of a rigorous spatial Fourier analyzer include linearity, spatial delocalization, narrow bandwidth, spatial homogeneity, and encoding of amplitude and phase. Linearity is required because otherwise activity of an element in the cortical lattice would not signify unambiguously the presence of a particular spatial frequency in the stimulus image. Nonlinearities would create spurious "cross talk." Spatial delocalization is a consequence of linearity and narrow bandwidth, since the spatial distribution of sensitivity of a neuron that is both narrowly tuned and also linear must have many peaks and troughs of sensitivity spread across space. Spatial homogeneity is required in order that sine waves be undistorted after filtering; a change of the distance scale with position would cause the response to a spatial sinusoid to be non-sinusoidal. Encoding of amplitude and phase are required because both are needed to identify an image unambiguously.
Most of the requirements for strict Fourier analysis are not met by the retinocortical pathway. The behavior of many cortical cells is very nonlinear (see below). The requirement of spatial delocalization together with narrow spatial tuning also is not satisfied [cf Westheimer (1984) and our section on Nonlinearities below]. Moreover, psychophysical experiments (cf Kelly & Burbeck 1984) , physiological experiments (e.g. Cleland et al 1979 , So & Shapley 1979 , Linsenmeier et al 1982 , and neuroanatomy (reviewed in Stone 1983) all reveal that the receptive field sizes of retinal ganglion cells and cortical cells are not uniform (homogeneous) across the visual field. To a first approximation the center's spread, re, is proportional to the distance of the center of the receptive field from the fovea or area centralis. If r~'s vary systematically with retinal position, thcn so also do the spatial filtering properties of the receptive fields. The existence of such retinal inhomogeneity has caused advocates of spatial Fourier analysis to propose that the spatial image may be analyzed into spatial Fourier components over small patches of visual field (Robson 1975) . Within each patch, the spatial filtering properties would be homogeneous. This idea of "patch-wise" Fourier analysis is somewhat intermediate between the concept of rigorous Fourier analysis and strictly local feature detection. The idea is an attractive one because it is consistent with the narrow spatial frequency tuning and spread of best frequencies of cortical neurons, but it is weakened to the extent that the neurons behave nonlinearly.
www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 . Downloaded from arjournals.annualreviews.org by NEW YORK UNIVERSITY -BOBST LIBRARY on 12/27/05. For personal use only. Marr (1981) offered an alternative view of the narrow spatial tuning cortical cells. He suggested that the principal task of early visual processing was to identify the borders of objects. These borders may be obscured by noise or camouflage if they are viewed with only a single broad-band spatial filter (or edge detector). Marr hypothesized that coincidence of responses to a border in two or more spatial channels might be a less error-prone way of identifying the presence of visual contours. He suggested that visual cortical cells might be responsive specifically to zero-crossings in the spatially filtered visual image, and that these zero-crossings correspond to the edges or borders in the visual scene. The hypothesis may not be correct in detail, but has the attractive feature of being consistent with the pervasive nonlinearity of cortical signal processing, and in particular with the existence of neurons that are narrowly tuned for spatial frequency yet have localized line-weighting functions.
Linearity has been the most important issue in the debate about Fourier analysis by the cortex. We review the evidence in the following sections. SYNTHESIS EXPERIMENTS Several experiments have shown that cortical cells behave in some respects like linear filters, so that one can use knowledge of their responses to sinusoidal gratings to predict their responses to arbitrary stimuli. For example, De Valois et al (1979) used checkerboard patterns stimulate cells in area 17 of cat and monkey cortices. A checkerboard may be represented as a sum of sine gratings at different spatial frequencies and orientations, i.e. it may be analyzed into Fourier components in two dimensions, spatial frequency and orientation. The lowest spatial frequency gratings in this sum are aligned along the 45° diagonals of the checkerboard, and have as their period the length of the check diagonals. The diagonal components are also the components of highest amplitude in the checkerboard. Thus, if cells act like narrow band spatial filters, one might expect them to respond to these diagonal components if presented with a checkerboard stimulus pattern in which only the fundamental components at the diagonals fell within their tuning curves. This is exactly what De Valois et al (1979) observed. Furthermore, when the size of the checkerboard was increased, the cells responded to higher harmonics in the checkerboard pattern at other orientations away from 45°.
An experiment by Albrecht et al (1980) , in which an attempt was made predict responses to bars from the spatial frequency tuning curve, provides another example of Fourier synthesis. The spatial frequency tuning curves and the bar width tuning curves for two neurons are plotted in Figure 7 . It is immediately obvious that the cells are much more sharply tuned for spatial frequency than they are for width of bar. This becomes easy to understand when we consider that, because of their sharp edges, bars are broad-band stimuli in the domain of spatial frequency. As width is increased, the frewww.annualreviews.org/aronline Annual Reviews
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0.01 0.1 1 10 0.01 0.1 I 10 I~tfective width (degrees) Figure 7 Selectivity for spatial frequency and selectivity for bar width in monkey and cat visual cortical cells. Sensitivities for bars are plotted as squares; sensitivities for gratings as closed circles. In both cases sensitivity was the reciprocal of the contrast required to evoke a response of criterion amplitude. The "effective width for a bar was just its width; for a grating it was taken to be one half cycle of the sine waveform. A shows tuning curves for a simple cell in monkey, B those for a complex cell in cat. Bar sensitivities should be multiplied by a factor of two, to correct for a difference between-the way in which contrast is defined for bars and gratings. From Albrecht, et al (1980) . quencies in the Fourier representation of the bar continue to lie in the passband of the narrowly tuned (in spatial frequency) cortical cells. Similar reasoning explains the broad tuning curves of cortical cells for square wave gratings (Schiller et al 1976 , Maffei et al 1979 , whose Fourier representations are rich in high harmonics of the fundamental frequency. Even when the fundamental frequency is too low to stimulate the cells, the high harmonics in the square wave will fall within the cells' tuning curves and act as effective stimuli.
Other experiments to examine the Missing Fundamental Illusion (Maffei et al 1979 , Albrecht & De Valois 1981 , or responses to compound stimuli and/ or moving stimuli (Maffei et al 1979 , Pollen & Ronner 1982b , Movshon et al 1984 , have shown that the spatial frequency tuning curve often provides enough information to predict the response to a compound stimulus.
To what extent spatial phase and symmetry are important for the analysis of visual images remains an open question. This problem is now especially relevant in view of Pollen & Ronner's (1981) report that adjacent simple cells respond to the same drifting sine grating with a 90° phase shift. Their result suggests that simple cells could be arranged in even symmetric and odd symmetric pairs, and could thereby be used for accurate encoding of position from phase. Although more work is needed to prove the existence of even-odd pairs of simple cells, such an arrangement would provide a powerful mechanism for spatial localization (Marcelja 1980 , Kulikowski et al 1982 
Nonlinearities
Despite the above evidence on the successes of Fourier synthesis, the nonlinearity of visual signal processing in many cortical cells provides a reason for doubting the importance of spatial Fourier analysis in vision. For many cells the line-weighting function cannot be predicted from the spatial frequency tuning curve under the assumption of linear signal summation (Glezer et al 1980 , Kulikowski & Bishop 1981 , and nonlinearities such as adaptation or habituation are prevalent. However, the nature of some of these nonlinearities suggests that they are precisely what make the cells highly tuned spatial frequency filters.
LINE-WEIGHTING AND SPATIAL FREQUENCY TUNING Let us consider the relation between the spatial frequency tuning curves and the line weighting functions of individual simple cells (as in Movshon et al 1978a , Glezer et al 1980 , Kulikowski & Bishop 1981 , Kulikowski et al 1982 . If the neurons summed signals linearly across their receptive fields, one would be able to predict the line-weighting function from the spatial frequency response, or vice versa, by Fourier transforming one member of the pair into the other.
A linear spatial filter is characterized not only by the magnitude of its response to different spatial frequencies but also by the phase of its response. The phase of response is directly linked to the symmetry of the spatial sensitivity profile (Dawis et al 1984) , which for a cortical neuron may be even symmetric (as are most retinal ganglion cells and LGN cells to a first approximation), or odd symmetric, like that of proposed "edge detectors" (Hubel Wiesel 1962 , Tolhurst 1977 . Or the profile may be neither even nor odd symmetric, but could be the sum of even and odd symmetric functions. One therefore needs to know the phase of the response in order to predict the lineweighting function from the spatial tuning curve. Response phase has been measured rarely (cf Glezer et al 1980) , but by assuming even or odd symmetry the line-weighting function can sometimes be reconstructed (e.g. Movshon et al 1978a , Kulikowski & Bishop 1981 . Since many cells have neither clearly even nor clearly odd symmetric receptive fields (Kulikowski & Bishop 1981 , Glezer et al 1980 , presumably the line-weighting functiongs could be predicted more accurately were the phases of responses also measured. Glezer et al (1980) measured the phase as well as the amplitude of the response drifting gratings. In general, their predicted line-weighting functions did not agree with measurements. This discrepancy suggests a role for inhibitory interactions between cortical cells.
Neurons that have narrow bandwiths in spatial frequency should have many oscillations in their line-weighting functions, from positive to negative sensitivity. On the assumption of linearity, narrow bandwidth of the Fourier repwww.annualreviews.org/aronline Annual Reviews resentation mathematically implies such "ringing" of the line-weighting function. For example, if the Fourier representation were infinitesimally narrowan impulse in the frequency domain-then the line weighting function would be a sine wave. However, as Westheimer (1984) has remarked, the measured line-weighting functions rarely exhibit the spatial oscillation demanded of a linear spatial filter with the observed spatial frequency tuning. Line-weighting functions of simple cells reveal too few antagonistic sub-regions and these are too insensitive to be consistent with the spatial frequency responses, under the assumption that the cells act as linear spatial filters. In other words, the lineweighting functions are too localized in space. This suggests some sort of nonlinearity in simple cells, and the experiments of indicate what kind it might be. They found that gratings of spatial frequencies to which a simple cell was "silent" (i.e. gratings that had no direct effect on the cell) could inhibit the response to a simultaneously presented grating of a spatial frequency that fell within the pass-band of the cell. This failure of superposition is clear evidence of a nonlinearity. Spatial-frequency-specific inhibition was mainly from high frequencies to lower frequencies and served to sharpen the spatial tuning curve on the high frequency side; it could very easily make the spatial frequency tuning curve narrower than would be expected from the line-weighting function. Thus, the cortex seems to have adopted a nonlinear path to reconcile conflicting demands: minimizing simultaneously positional and spatial frequency uncertainty (Marcelja 1980 , Kulikowski et a1 1982 , Pollen & Ronner 1982b .
The line-weighting function and the spatial frequency tuning curve of a complex cell cannot be used to predict one another (Movshon et a1 1978b , Pollen & Ronner 1982a . However, this discrepancy is not surprising, since nonlinear interactions in the receptive field themselves define a complex cell. The subunit models of Movshon et a1 (1978b) and Hochstein & Spitzer (1984) imply that the spatial frequency tuning should be characteristic of one of the subunits in the complex cell field, or should arise from interaction between subunits. As a result, the size of the receptive field and the line-weighting function of a complex cell give no clue to its spatial frequency resolution or its optimal spatial frequency. lower-sensitivity (Ohzawa et a1 1982 , Albrecht et a1 1984 . This cortical mechanism (in some ways analogous to the retinal contrast gain control described by Shapley & Victor 1978) serves to extend the range over which contrast may be discriminated, and prevents saturation of the response of a cortical neuron. However, such a strong nonlinearity in cortical signal processing of patterns is inconsistent with the concept that the visual system is designed to carry out spatial Fourier analysis: the response to a compound stimulus will certainly not be simply the superposition of the responses to each stimulus presented alone.
ORIENTATION-DEPENDENT INHIBITION
Orientation-dependent inhibition is another substantial nonlinearity: gratings at nonoptimal orientations, which produce no directly measurable modulation of a simple cell's discharge, can inhibit the response to a stimulus at the optimal orientation (Burr et a1 1981 , Morrone et a1 1982 . It would be interesting to know whether this orientationdependent inhibition, which is found mainly in simple cells, is related to the spatial frequency inhibition described by . Morrone et a1 (1982) point out that orientation-dependent inhibition makes simple cells rather selective for one-dimensional patterns. Another consequence is that a cell may not respond to a sinusoidal grating to which it is tuned if that grating is presented together with gratings at other orientations or spatial frequencies, as is typical of natural visual patterns. This would be a serious violation of superposition.
DIRECTIONAL SELECTIVITY Bishop and his colleagues (Bishop et a1 1971a (Bishop et a1 ,b, 1973 have emphasized that many simple cells respond preferentially to stimuli moving in a particular direction. Although it is possible to construct a directionally selective neuron with only linear interactions, the evidence of Bishop et a1 implies a nonlinear mechanism. We know too little about the mechanism to speculate about its possible relationship to the other nonlinear ones mentioned above. Directional selectivity in complex cells is also common, but is perhaps to be expected in neurons defined by their rich nonlinear properties.
Direction-selective units in the striate cortex of macaque respond only to the component of object motion perpendicular to their preferred orientation. By contrast, some neurons in the middle temporal area of the macaque monkey respond to the direction of motion of a two-dimensional pattern (Movshon et a1 1984) . These neurons thus seem to have a specific nonlinearity that renders them responsive to the direction of motion of compound patterns comprised of gratings that have different orientations. Movshon et a1 argue that such a nonlinearity is required to support a corresponding human visual capacity.
Cytoarchitectonics: Spatial Frequency Rows or Columns?
In the visual cortex, significant stimulus attributes appear to be segregated into www.annualreviews.org/aronline Annual Reviews Annu. Rev. Neurosci. 1985.8:547-581 . Downloaded from arjournals.annualreviews.org columns parallel to the radial direction, while neurons with different projection targets are segregated into different layers. Three methods have been used to determine how cells with similar spatial frequency tuning are arranged in the cortical lattice: (a) making long electrode tracks at a shallow angle with respect to the surface of the cortex; (b) making electrode tracks at several angles and reconstructing them with accurate histological marking; (c) labeling impulse activity in cortical cells with radioactive 2-deoxyglucose (Sokoloff et al 1977) . Sadly, these three methods yield three different answers. By making approximately tangential electrode tracks, Maffei & Fiorentini (1977) found similarly tuned cells arranged in rows or layers. Using the second technique of accurate electrode track marking, Tolhurst & Thompson (1982) found clusters of cells of similar spatial frequency tuning with no obvious relation to either layers or columns. Berardi et al (1982) report that changes of spatial frequency and changes of orientation are negatively correlated in tracks through the cortex. Thus, when orientation changes rapidly, as on a tangential track, spatial frequency tends to remain fixed. When orientation tends to remain fixed, as on a radial track down a column, spatial frequency tends to change. None of the electrophysiological results are consistent with the interpretation of experiments in which cortex has been labeled with deoxyglucose: Tootell et al (1981) found in cat that stimulation by gratings of a single spatial frequency led to the presence of label in columns.
In the monkey, Tootell et al (1983) found that stimulation by low spatial frequencies caused deoxyglucose labeling of the cytochrome oxidase "blobs" in striate and cytochrome oxidase strips in peristriate cortex. A stimulus grating of 7 c/deg presented at all orientations labeled all the cortex not marked by cytochrome oxidase. This is not particularly compelling evidence for spatial frequency columns, though it does imply a great degree of cortical specificity. If the cortex were really subdivided into spatial frequency columns, one would not expect a grating of a single spatial frequency to label all the cortex unoccupied by "blobs."
The real mystery about spatial frequency columns is why the deoxyglucose label should indicate a columnar organization that is not present in the electrophysiology. Perhaps the presence of concentrations of deoxyglucose marks not only excited cells, but also active endings that produce inhibitory effects on the (presumed) unlabeled cells at the same site. This possibility bears another mystery, namely the real nature of orientation columns. As Bauer et al have indicated (1983 ( , Bauer 1982 electrode tracks that are accurately radial through area 17 of monkey and cat appear to reveal a discontinuity of preferred orientation (of almost 90°) at the layer IV-V border. Such a discontinuity has. never been indicated in the deoxyglucose labeling following stimulation at a single orientation (reviewed in Hubel & Wiesel 1977) . Schoppmann & Stryker (1981) showed that deoxyglucose labeling was associated with increased excitation in area 17 of cat, but presented results only for layer IV. The crucial www.annualreviews.org/aronline Annual Reviews issue seems to be whether deoxyglucose labeling is associated with increased excitation of cells in layers V and VI, or with increased inhibition. Until this question is answered, the existence of spatial frequency columns and even of orientation columns must be in doubt. It is possible that, for both spatial frequency and orientation, the positions of tuning curves for cells in layers I-IV are highly correlated along a radial track, but are uncorrelated or even negatively correlated with the tuning curves of cells in layers V and VI along the same radial track.
