Abstract-Some sufficient conditions for asymptotic stability of impulsive control systems with impulses at fixed times were recently presented. In this note, we derive some less conservative conditions for asymptotic stability of such impulsive control systems and the results are used to design impulsive control for a class of nonlinear systems. The class of nonlinear systems considered is also enlarged.
I. INTRODUCTION
There are many practical examples of impulsive control systems. Three typical examples are the population control system of a kind of insects with the number of insects and their natural enemies as state variables, a chemical reactor system with the quantities of different chemicals server as the states, and a financial system with two state variables of the amount of money in a market and the saving rates of a central bank [6] . Some other practical examples are given in [1] and [2] .
Recently, impulsive systems and impulsive control have been studied by many researchers. Bainov and Simeonov [1] , Lakshmikantham et al. [2] , and Lakshmikantham and Liu [3] have considered the stability of impulsive systems by using Lyapunov functions and the Lyapunov functions are required to be nonincreasing along the whole sequence of the switchings. Li et al. [5] have relaxed this requirement and the Lyapunov function is only required to be nonincreasing along a subsequence of the switchings. Yang [6] has obtained some sufficient conditions for the impulsive control of a class of nonlinear systems by using the results in [2] . Yang and Chua [7] and Yang et al. [8] have presented some interesting applications of impulsive control in chaotic secure communication systems and chaotic spread spectrum communications. Panas et al. [8] have given some methods for the experimental settings to achieve the impulsive controls.
In this note, we shall also consider the impulsive control of nonlinear systems as in [6] . We first derive some less conservative conditions for the stability of impulsive systems with impulses at fixed times and then the results are used to design impulsive control laws for a class of nonlinear systems. Our method can be applied to a wider class of nonlinear systems and is helpful to improve the existing technologies used in chaotic secure communication systems and chaotic spread spectrum communications [7] , [8] .
The rest of this note is organized as follows. In Section II, some sufficient conditions for stability of impulsive differential systems are given. These results are used to design impulsive control law for nonlinear systems in Section III. Finally, this note is concluded in Section IV.
II. STABILITY OF IMPULSIVE DIFFERENTIAL SYSTEMS
An impulsive differential system with impulses at fixed times is described by [2] _ X(t) = f (t; X(t)); t 6 = k 1X(t) X(t + ) 0 X(t) = I k (X); t = k ; k = 1; 2... To establish sufficient conditions for stability of impulsive differential systems, we shall introduce some basic definitions. 
exists; 2) V is locally Lipschitzian in X.
We also need the definition of a comparison system, which plays an important role in stability analysis of impulsive differential systems. 
is the comparison system of (1). Let S() = fX 2 R n jkXk < g.
We can then obtain a comparing theorem as follows. [2] .
Then, the stability properties of the trivial solution w = 0 of (6) imply the corresponding stability properties of the trivial solution X = 0 of (1).
Let g(t; w) = _ (t)w, 2 C 1 [R + ; R + ], k (w) = d k w, d k 0 for all k 1. Then, we have the following stability result.
Theorem 2:
The origin of system (1) 
3) (t) satisfies that
4) there exist (1) and (1) in Class K such that (kXk) V (t; X) (kXk):
Proof: It can be seen that the solution w(t; t0; w0) of the com- We shall show that w(t; t 0 ; w 0 ) maxf1; 0 gw 0 exp(( 1 ) 0 (t 0 )); t t0; 0 t0 < 1
To do this, we shall first consider the case where d k 6 = 0 holds for all k. In detail, the following three situations are considered. This implies that (12) holds for all t + k . The proof of (12) in the case of t k is similar to the above process.
Hence, choosing = =2 2 maxf1; 0 g exp((t 0 ) 0 ( 1 )), the stability of the trivial solution w = 0 of (6) follows.
Note that k ! 1 as t ! 1. From Case 2 and Case 3, we know that
w(t; t0; w0) = 0:
Thus, the trivial solution w = 0 of (6) is asymptotically stable.
To use Theorem 1, we shall prove that 2) of Theorem 1 holds. Consider the following two cases: From (9), we know that when X 2 S(0), we have
V (t; X) < (0)
It follows that This implies that our bound given in (12) is the same as that given in Corollary 3.2.1 [1] . Remark 1: Equation (7) can be generalized to the following condition.
There exist a finite integer m 0 > 0 and anr > 1 such that ( m (k+1)+1 ) + ln(rd m (k+1) . . . d m k+1 ) ( m k+1 ); k =0; 1; . . . : (15) Similar to the choice of a Lyapunov function, the choice of m0 in (15) depends on the actual system considered.
III. DESIGN OF IMPULSIVE CONTROL
In this section, we will use the stability results obtained in Section II to design impulsive control for a class of nonlinear systems. A formal definition of impulsive control, which is slightly modified from [6] , is given first as follows.
Definition 4:
Consider a plant P whose state variable is denoted by X 2 R n , a set of control instants T = f k g; k 2 R+; k < k+1 ; k = 1; 2; . . ., and control laws U (k; X) 2 R n ; k = 1; 2; . . .. At each k , X is changed impulsively, i.e., X(
such that the system is stable and certain specifications are achieved. In this note, we consider the impulsive control design for the following nonlinear systems: The control instant is defined by 0 < 1 < 2 < 1 11 < k < k+1 < 111; k ! 1 as k ! 1 and the time varying control U (k; X) is given by U (k; X( k )) = B k Y ( k ); k= 1; 2; . . .
then, we can obtain a nonlinear impulsive control system as follows:
To use the results obtained in Section II, the above system is rewritten as _ X(t) = AX(t) + (X(t)); t6 = k 1X(t) = U (k; X(t)) = B k CX(t); t = k ; k = 1; 2; . . .
where U (k; X(t) corresponds to I k (x) defined in (1).
Then, we can obtain the result on the design of impulsive controls as follows. 
Note that
From Theorem 2, we know that the result holds.
Remark 3:
We do not require that BC is symmetric. Moreover, we do not require that kI + B k Ck 1. Thus, our result can be used for a wider class of nonlinear systems as compared to [6] . Remark 4: A necessary condition to achieve the asymptotic stability of the origin of system (19) is that C is nonsingular.
Remark 5: Equation (23) implies that the original system (16) is unstable.
Remark 6: Similar to the impulsive control proposed in [6] , a time invariant control can also be used. That is, B 1 = B 2 = 111 = B k = B k+1 = 1 11. holds in [6] . This implies that (24) is also required in [6] . 
Similar to the choice of a Lyapunov function for a particular system, the choice of m 0 is related to the actual system considered.
IV. CONCLUSION
We have considered the problem of impulsive control based on the theory of impulsive differential equations. Some sufficient conditions were derived to ensure the asymptotic stability of an impulsive differential system. The results are also applied to design an impulsive control for a class of nonlinear systems. Our method is helpful to improve the existing technologies used in chaotic secure communication systems and chaotic spread spectrum communications.
