Let S be the orthogonal sum of infinitely many pairwise unitarily equivalent symmetric operators with non-zero deficiency indices. Let J be an open subset of R. If there exists a self-adjoint extension S 0 of S such that J is contained in the resolvent set of S 0 and the associated Weyl function of the pair {S, S 0 } is monotone with respect to J, then for any self-adjoint operator R there exists a self-adjoint extension S such that the spectral parts S J and R J are unitarily equivalent. The proofs relies on the technique of boundary triples and associated Weyl functions which allows in addition, to investigate the spectral properties of S within the spectrum of S 0 . So it is shown that for any extension S of S the absolutely continuous spectrum of S 0 is contained in that one of S. Moreover, for a wide class of extensions the absolutely continuous parts of S and S are even unitarily equivalent.
Introduction
Let S be a densely defined symmetric operator in a separable Hilbert space H with deficiency indices n + (S) = n − (S) ≤ ∞. We recall that a bounded open interval J = (α, β) is called a gap for S if 2Sf − (α + β)f ≥ (β − α) f , f ∈ domS.
(1.1)
where R ac , S ac and R pp , S pp denote the absolutely continuous and pure point parts of R, S, respectively. Notice that the deficiency indices of (weakly) significant deficient symmetric operators are always infinite. The assumption that S is a (weakly) significant deficient symmetric operator was essentially used in the first proof of (1.3) and (1.4) . Later on this assumption was dropped for the third relation (1.4), see [10] . However, one has to mention that the singular continuous spectrum obtained in [10] belongs to a certain class of sets which excludes a wide class of possible sets, for instance, Cantor sets. In [11] an attempt was made to remove all these restrictions assuming that the symmetric operator S has a special structure, namely, 5) where each of the operators S k is unitarily equivalent to a fixed (i.e. k-independent) densely defined closed symmetric operator A in a separable Hilbert space and A has positive deficiency indices. If J is a gap of A (and therefore of S k for every k), then for any self-adjoint operator on any separable Hilbert space R there exists a self-adjoint extension S of S in K such that the relations (1.2) and (1.3) hold as well as σ sc ( S) ∩ J = σ sc (R) ∩ J, cf. [11, Theorem 10] . We remark that if n ± (A) < ∞, then the operator S is not (weakly) significant deficient. Thus [11, Theorem 10] weakens considerable the property (1.4) for the special case (1.5). The proof relies on a technique which is quite different from that of [2, 8, 9, 10] and which is called the method of boundary triples and associated Weyl functions. We describe the method briefly in the next section.
The previous results advise the assertion that for any densely defined closed symmetric operator S with infinite deficiency indices and gap J there is a self-adjoint extension S such that the conditions (1.2), (1.3) and S J are satisfied for any auxiliary self-adjoint operator R. Indeed, this is true and was proved in [7, Theorem 27] . In particular, S has the same spectrum, the same absolutely continuous and singular continuous spectrum and the same eigenvalues inside J as R.
Since for one gap the problem on the spectral properties of self-adjoint extensions is completely solved, naturally the question arises whether is it possible to extend the results to the case of several gaps. It turns out that an analogous statement is wrong if J is the union of disjoint gaps. In general, there does not even exist a self-adjoint extension S of S such that J ⊂ ρ( S).
In 1947 M.G. Krein posed the problem to find necessary and sufficient conditions for a symmetric operator with several gaps such that there is an exit space self-adjoint extension or canonical self-adjoint extension preserving the gaps. This problem has been solved in [17] , where a criterion for the existence of such types of extensions has been found and a complete description of those extensions has been obtained.
In the following we always assume that there exists a self-adjoint extension S 0 in the original space such that J ⊆ ρ(S 0 ) where ρ(S 0 ) denotes the resolvent set of S 0 . Under this assumption we are interested in the following problem: Let S be a closed symmetric operator with equal deficiency indices n ± (S) and let J ⊆ ρ(S 0 ) be an open subset of R. Further, let R be a self-adjoint operator in a separable Hilbert space R satisfying the condition dim(E R (J)R) ≤ n. Does there exist a self-adjoint extension S of S such that S J ∼ = R J ? In general, the answer to this question is no, see Example 6.1, which means, that the solution of this problem requires additional assumptions. To formulate these additional assumptions we rely on the theory of abstract boundary conditions. Using this framework for each pair {S, S 0 } there is a boundary triple Π = {H, Γ 0 , Γ 1 }, cf. Section 2.2, such that S 0 = S * ker(Γ 0 ). To each boundary triple one associates a Weyl function M (·), cf. Section 2.3, which is the main tool in this approach. We demand that the Weyl function M (·) is monotone with respect to J, cf. Definition 2.3.
In the present paper we restrict ourselves to the case (1.5) which was already treated in [11] . Under this assumption we present a complete solution of the inverse spectral problem for symmetric operators with gaps and monotone Weyl function. ), then for any auxiliary self-adjoint operator R in some separable Hilbert space R the closed symmetric operator S defined by (1.5) admits a self-adjoint extension S such that that the spectral parts S J and R J are unitarily equivalent, i.e. S J ∼ = R J .
The proof of Theorem 1.1, given at the end of Section 4, has the advantage that the extension S is constructed explicitly which allows to draw conclusions on the spectral properties outside the gaps. In more detail, let as assume for the moment that n ± (S j ) = 1. If Π j = {C, Γ j 0 , Γ j 1 } is a boundary triple for S * j , then Π = {H, Γ 0 , Γ 1 } := ∞ j=1 Π j performs a boundary triple for S = ∞ j=1 S j which is associated with the pair {S, S 0 }, i.e S 0 = S * ker(Γ 0 ). Using this boundary triple we indicate explicitly a self-adjoint boundary operator B in H such that the self-adjoint extension S = S B determined by S = S B = S * dom(S B ), dom(S B ) := ker(Γ 0 − BΓ 1 ), (1.6) cf. [11] , has the required spectral properties. We note that Theorem 1.1 essentially complements the results of [2, 7, 8, 9, 10, 11] for symmetric operators of the special form (1.5) even for one gap J because in contrast to the existing results the extension S is constructed explicitly and the approach allows to obtain spectral information on parts outside the gaps, cf. Section 5, which was until now not possible in this general form in this case.
The paper is organized as follows. In Section 2 we summarize definitions and statements which are necessary in the following. In particular, we define spectral measures which are non-orthogonal in general, Nevanlinna functions, boundary triples, Weyl functions and γ-fields.
In Section 3 we consider the important case of a symmetric operator A with several gaps which admits a self-adjoint extension A 0 preserving the gaps such that the Weyl function M (·) corresponding to the pair {A, A 0 } is monotone and of scalar-type. We calculate (see Theorem 3.3) the non-orthogonal spectral measures (bounded and unbounded) in the gaps of A for every self-adjoint extension A B = A * B which is disjoint from A 0 . In Section 4 we apply Theorem 3.3 to obtain a complete solution of the inverse spectral problem for a symmetric operator of the form (1.5) with several gaps and monotone Weyl functions and prove finally Theorem1.1.
In Section 5 we complement the main results on the spectrum of the operator S B (see (1.6)) outside the gaps. Namely, applying the Weyl function technique elaborated in [12] we show that if S is simple, then for any self-adjoint extension S of S the absolutely continuous spectrum of S contains that one of S 0 where S 0 := S * ker(Γ 0 ), cf. Theorem 5.2
and Corollary 5.4. Moreover, it turns out that if B is singular, then the absolutely continuous parts of S B and S 0 are unitarily equivalent, cf. Theorem 5.6. In Section 6 we consider three examples of symmetric operators of the form (1.5). Using the Weyl function technique we calculate explicitly the non-orthogonal spectral measure Σ B (·) of any extension S B = S * B . We rely on the fact that it is much easier to calculate the non-orthogonal spectral measure Σ B (·) of S B than the corresponding orthogonal one E A B (·). However, since both measures are spectrally equivalent in the sense of [26] the knowledge of Σ B (·) allows to recover the spectral properties of E A B (·). We also remark that our first example concerns a symmetric operator with periodic scalar-type Weyl function, and the Weyl function technique allows us to show that any self-adjoint extension S is periodic.
We conjecture that Theorem 1.1 remains true for any symmetric operator S admitting a boundary triple Π = {H, Γ 0 , Γ 1 } such that the associated Weyl function M (·) is monotone with respect to J ⊆ ρ(S 0 ) but not necessarily of scalar-type. In a forthcoming paper we confirm this hypothesis for a wide class of symmetric operators with gaps.
Throughout the paper we use the following notations: B(X) denotes the Borel σ-algebra of a topological space X while B b (R) denotes the set of all bounded δ ∈ B(R). mes(δ) stands for the Lebesgue measure of δ ∈ B(R). By H, R, H, K and K we denote separable Hilbert spaces. The set of all bounded linear operators from H to R is denoted by [H, R] or [H] if H = R. C(H) stands for the set of closed densely defined operators in H.
If A is a symmetric operator, we denote by N z := ker(A * − z) the deficiency subspaces of A and by n ± (A) := dim N ±i its deficiency indices. The set of all self-adjoint extensions of a closed symmetric operator A is denoted by Ext A . As usual E T (·) stands for the spectral measure (resolution of the identity) of a self-adjoint operator T in H. We denote by σ ac (T ), σ s (T ), σ sc (T ) and σ pp (T ) the absolutely continuous, singular, singular continuous and the pure point spectrum of the operator T = T * , respectively. By σ p (T ) the set of eigenvalues of T is indicated, σ p (T ) = σ pp (T ). Finally, we denote the resolvent set of an operator by ρ(·).
Preliminaries
A mapping Σ(·) :
The operator measure is called bounded if it extends to the Borel algebra B(R) of R, i.e Σ(R) ∈ [H]. Otherwise, the operator measure is called unbounded. A bounded operator measure Σ(·) = E(·) is called orthogonal if, in addition, the following conditions are satisfied:
Setting in (iii) δ 1 = δ 2 , one concludes that an orthogonal measure E(·) takes its values in the set of orthogonal projections on the Hilbert space H. Every orthogonal measure E(·) determines the operator T = T * = R λdE(λ) in H with E(·) being its resolution of the identity. Conversely, by the spectral theorem, every operator T = T * in H admits the above representation with the orthogonal spectral measure
The following result is known (see [13] ) as a generalized Naimark dilation theorem.
is a bounded operator measure, then there exist a Hilbert space K, a bounded operator K ∈ [H, K] and an orthogonal measure
If the orthogonal dilation is minimal, i.e.
then it is uniquely determined up to unitary equivalence. That is, if one has two bounded operators K ∈ [H, K] and K ∈ [H, K ] as well as two minimal orthogonal dilations E(·) :
then there exists an isometry V :
Note that a short and simple proof of the Naimark dilation theorem as well as of Proposition 2.1 has recently been obtained in [26] .
DEFINITION 2.2
We call E(·), satisfying (2.1) and (2.2), the minimal orthogonal measure associated to Σ(·), or the minimal orthogonal dilation of Σ(·).
Every operator measure Σ(·) admits the Lebesgue-Jordan decomposition Σ = Σ ac +Σ s , Σ s = Σ sc + Σ pp where Σ ac , Σ s , Σ sc and Σ pp are the absolutely continuous, singular, singular continuous and pure point components (measures) of Σ(·), respectively. Non-topological supports of measures Σ τ (τ ∈ {ac, sc, pp}) can be chosen to be mutually disjoint (see [12] ).
Therefore, if an operator measure Σ is orthogonal, Σ(·) = E T (·), then the ortho-projections
sc, pp}) are pairwise orthogonal. Every subspace H τ T := P τ H reduces the operator T = T * and the Lebesgue-Jordan decomposition yields
where
Nevanlinna functions
Let H be a separable Hilbert space. We recall that an operator-valued function F :
is said to be a Nevanlinna (or Herglotz or R H -) one [1, 24, 28] if it is holomorphic and takes values in the set of dissipative operators on H, i.e.
Usually, one considers a continuation of F in C − by setting F (z) := F (z) * , z ∈ C − . Notice that this does not necessarily coincide with a holomorphic continuation of
, which is non-orthogonal in general, and operators
holds. The representation (2.4) is an operator generalization (see [13] ) of a well-known result for scalar Nevanlinna (Herglotz) functions (cf. [1, 4, 24, 28] ). The integral in (2.4) is understood in the strong sense. In the following the bounded measure Σ By Proposition 2.1, there exists an auxiliary Hilbert space K F and a bounded operator
one defines an operator measure which, in general, is non-orthogonal and unbounded. It is called the unbounded spectral measure of F (·) Using Σ F the representation (2.4) transforms into
F determines uniquely the unbounded spectral measure Σ F (·) by means of the Stieltjes inversion formula (see [1] ):
By supp(F ) we denote the topological (minimal closed) support of the spectral measure Σ F . Since supp(F ) is closed the set
admits an analytic continuation to O F given by
Using this representation we immediately find that F (·) is monotone on each component interval ∆ of O F , i.e. F (λ) ≤ F (µ), λ < µ, λ, µ ∈ ∆. In general, this relation is not satisfied if λ and µ belong to different component intervals . 
Let L ∈ N ∪ ∞ be the number of component intervals of J. Obviously, if F (·) is monotone with respect to J and L < ∞, then there exists an enumeration {J k } L k=1 of the components of J such that 
Boundary triples
In what follows A will always denote a closed symmetric operator with deficiency indices n ± (A) ≤ ∞. Without loss of generality we may assume that A is simple. This means that A has no self-adjoint reducing subspaces. Our approach to the inverse spectral theory of self-adjoint extensions is based on the concept of boundary triples (see [21] and references therein) and the corresponding Weyl functions ( [16, 17, 18] ). We start with the definition of a boundary triple which may be considered as an abstract version of the second Green's formula. (i) The second Green's formula takes place:
(ii) The mapping Γ :
The above definition allows one to describe the set Ext A in the following way (see ([16, 17, 25] ). 
Weyl functions
It is well known that Weyl functions are an important tool in the direct and inverse spectral theory of singular Sturm-Liouville operators. In [16, 17, 18 ] the concept of Weyl function was generalized to an arbitrary symmetric operator A with infinite deficiency indices (n, n). Let us recall the basic facts on Weyl functions. 16, 17] ) Let A be a densely defined closed symmetric operator and let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * . The unique mapping
is called the Weyl function corresponding to the boundary triple Π.
It is well known (cf. [16, 17] ) that the above implicit definition of the Weyl function is correct and that M (·) is a strict Nevanlinna function, i.e. an Nevanlinna function obeying 0 ∈ ρ( m(M (i))). Moreover, if A is simple, then the Weyl function M (·) corresponding to Π determines the pair {A, A 0 } uniquely up to unitary equivalence (cf. [16, 17] ). Sometimes it is said for brevity that M (·) is the Weyl function of the pair {A, A 0 }. Since A is densely defined the integral representation (2.4) for M simplifies to
, we arrive at the representation
Taking into account the Stieltjes inversion formula (2.7) one recovers Σ M ((a, b)) for finite open intervals (a, b) ⊆ R. The Weyl function allows one to describe the spectrum of selfadjoint extensions (cf. [17] ).
PROPOSITION 2.9
Let A be a simple closed symmetric operator and let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * with Weyl function M (λ). Suppose that Θ is a self-adjoint linear relation in H and λ ∈ ρ(A 0 ). Then
In what follows we need the following simple proposition (cf. [17] ).
PROPOSITION 2.10
Let A be a closed symmetric operator and let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * .
(i) If A is simple and 
γ-fields
With each boundary triple we associate a so-called γ-field.
DEFINITION 2.11
Let A be a densely defined closed symmetric operator and let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * . The mapping
is called the γ-field of the boundary triple Π.
One can easily check that
The γ-field and the Weyl function M (·) are related by
The latter formula allows us to relate the orthogonal spectral measure E M (·) associated to the Weyl function M (·) with the orthogonal spectral measure E A 0 (·) of the self-adjoint extension A 0 (cf. Lemma 3.2 from [12] , and Theorem 1 from [25] ). 
PROOF. By (2.13) one obtains
Further, it follows from (2.12) that
Inserting (2.15) into (2.14) one gets
On the other hand we obtain from (2.10) that
Applying the Stieltjes inversion formula (2.7) we find
for any bounded open interval (a, b) ⊆ R. Since A is simple, it follows from (2.15) that
By (2.16) and (2.17),
. By Proposition 2.1 we find that the spectral measures E A 0 (·) and E M (·) are unitarily equivalent.
By Lemma 2.12, the following definition is natural.
DEFINITION 2.13
Let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * with corresponding Weyl function M (·). We will call Σ 0 M (resp. Σ M ) the bounded (resp. unbounded) non-orthogonal spectral measure of the extension A 0 (= A * ker(Γ 0 )).
We note that in contrast to orthogonal spectral measures, which are defined up to unitary equivalence for given self-adjoint operators, a non-orthogonal bounded spectral measure Σ 
and is boundedly invertible. COROLLARY 2.14 Let A be a simple densely defined closed symmetric operator in a separable Hilbert space H with equal deficiency indices. Further, let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * and M (·) the corresponding Weyl function. Then
, τ ∈ {ac, s, sc, pp}. PROOF. The first statement follows either from Proposition 2.9(i), or from Lemma 2.12. Further, it follows from (2.4) and the Lebesgue-Jordan decompositions of the measures
To complete the proof it remains to apply Lemma 2.12.
By Corollary 2.14 one gets, in particular, that Weyl function corresponding to the triple Π B (see [18] , Definition 6.2). Both Lemma 2.12 and Corollary 2.14 can easily be extended to the case of generalized boundary triples.
Scalar-type Weyl functions
Let A be a densely defined closed symmetric operator on H and let Π = {H, Γ 0 , Γ 1 } be a boundary triple for A * with the Weyl function M (·). The Weyl function is said to be of scalar-type if there exists a scalar Nevanlinna function m(·) such that the representation
holds. In accordance with (2.6) the function m(·) admits the representation
where c 0 , c 1 ∈ R, c 1 ≥ 0 and µ(·) is a scalar Radon measure obeying 
where Σ B (·) := Σ M B (·) is the (unbounded) non-orthogonal spectral measure of M B (·). In accordance with the Stieltjes inversion formula (2.7), the spectral measure can be re-obtained by
which leads to the expression
This family is unique up to the (henceforth fixed) enumeration. Further, the function m(·) admits an analytic continuation to O m such that 
PROOF. We have
and
Using (3.10) and (3.11) we find constants κ 0 (δ), κ 1 (δ) and ω 1 (δ) such that
for ∈ [0, 1]. Further we get from (3.9)
Since both m(x) and τ 0 (ε, x) are real for x ∈ O m (see (3.10)) we have from (3.9) that
In view of (3.13) these inequalities yield
Combining (3.12) with (3.14) we obtain the estimate
We set
for λ ∈ R and > 0. By the representation
and the estimates (3.12) we obtain
The derivative m (x), x ∈ O m , admits the representation
Obviously, there exist constants ω 2 (δ) and κ 2 (δ) such that
Combining (3.16) with (3.18) we get
Using the substitution y = m(x) we derive
Finally, we get
Obviously, we have
Hence we find the estimate
Taking into account (3.15) and (3.19) we arrive at the estimate
which proves (3.8).
Since the function m(·) is strictly monotone on each component interval ∆ l of O m , the inverse function ϕ l (·) exists there. The function ϕ l (·) is analytic and also strictly monotone. Its first derivative ϕ l (·) exists, is analytic and non-negative.
PROOF. At first let us show that
By (3.13) one immediately gets that
) is implied by (3.15) and the Lebesgue dominated convergence theorem. Next we set
Obviously, there is a constant κ 3 (δ) > 0 such that
for > 0. It follows from (3.11), (3.23) and (3.25) that
for > 0. Since λ ∈ R and m(x) is real for x ∈ O m , we get from (3.26)
Using (3.12) and (3.24) we obtain the estimate
which immediately yields
Finally, let us introduce
for λ ∈ R and > 0. Using the representation
and the relation
(see (3.11) and (3.17)) we find after change of variable y = m(x) that
By τ 1 (0, ϕ l (y)) = m (ϕ l (y)) = 1/ϕ l (y), y ∈ ∆ l , we finally obtain that
Next we prove the relation
We consider only the case when λ ∈ (m(a + δ), m(b − δ)). The other cases can be treated in a similar way. Noting that ϕ l (λ) > 0 choose an arbitrary c ∈ (0, ϕ l (λ)). Since ϕ l is continuous we can choose η > 0 such that m(a + δ) < λ − η < λ + η < m(b + δ) and
Setting a = ϕ l (λ) − c and b = ϕ l (λ) + c resp. a = ϕ l (λ) + c and b = ϕ l (λ) − c in (3.32) and using (3.31) we obtain
Setting G := (m(a + δ), m(b − δ)) \ (λ − η, λ + η) and applying the Lebesgue dominated convergence theorem we get
By (3.33) and (3.34),
Since (3.35) holds for every c ∈ (0, ϕ l (λ)), (3.35) in combination with (3.29) imply (3.30). Combining (3.7), (3.13), (3.25) and (3.28) we derive the representation
where λ ∈ R and > 0. Now combining the relations (3.22), (3.27) 3.3) ). Then for every
PROOF. 1. First we prove (3.37) for δ which are really contained in ∆ l , i.e δ ⊂ ∆ l . If δ = ∆ = (a, b) is such an interval, then by (3.4), (3.5), (3.6) and the Stieltjes inversion formula (2.7), we obtain that
On the other hand, combining Lemma 3.1 with Lemma 3.2 and applying the Lebesgue dominated convergence theorem we get that for every h ∈ H
Combining (3.39) with (3.40), we arrive at (3.37) with δ = (a, b)(⊂ ∆ l ). 2. Passing to an arbitrary δ ∈ B b (∆ l ) we observe that Σ B (δ) is bounded for any δ ∈ B b (∆ l ) but T l := ϕ l (B m(∆ l ) ) in general not. However, one has T l E B m(δ) ∈ [H] for δ ∈ B b (∆ l ) if the closure δ obeys δ ⊆ ∆ l . Therefore, the equality (3.37) is valid for any δ ∈ B b (α + 1/n, β − 1/n) , n ∈ N.
Let now δ ∈ B b (∆ l ). Setting δ n := δ ∩ (α + 1/n, β − 1/n) we get δ n ⊂ ∆ l , n ∈ N, and lim
for any h ∈ dom(T l ). Since δ n ⊂ ∆ l , n ∈ N, we find
which proves the identity (3.37) for any δ ∈ B b (∆ l ). 3. Formula (3.38) follows from (3.37). Indeed, one has
The following corollary follows easily from Proposition 2.9 but we prefer to obtain it directly from Theorem 3.3. The cases of singular continuous and pure point spectrum can be treated quite similar. 4 Inverse spectral problem for direct sums of symmetric operators
The case of scalar-type Weyl function
Throughout this section we suppose in addition that m(·) is monotone with respect to J ⊆ O m . We apply Theorem 3.3 to obtain a solution of the inverse spectral problem for a symmetric operator A satisfying the above assumptions. Namely, we indicate a boundary operator B = B
* in H such that the corresponding extension A B ∈ Ext A yields an explicit solution of the above problem. We recall that if E T (·) is the orthogonal spectral measure of a self-adjoint operator T in H and δ ∈ B(R), then the underlying Hilbert space H admits an orthogonal decomposition H = ran(E T (δ))⊕ran(E T (R\δ)). According to this decomposition T itself can be decomposed as T = T δ ⊕ T R\δ where T δ and T R\δ is a self-adjoint operator in the Hilbert space ran(E T (δ)) and ran(E T (R \ δ)), respectively. For every Borel-measurable function f defined on δ we set f (T ) := f (T δ ).
We start with a simple result being a corollary to Theorem 3.3. 
PROOF. By the σ-additivity and outer regularity of the involved measures it suffices to prove the assertion in the special case when δ is really contained in a component interval ∆ of O m , i.e δ ⊂ ∆. We set B = m J (T ) = B * . Then
In the last step we have used that E T (R \ J) = 0. Moreover,
where we have used the fact that m(∆) ∩ m(J \ ∆) = ∅ which follows from the monotonicity of m on J. In particular, one gets ran(E B (m(∆))) = ran(E T (∆)). Let ∆ := ∆ l for some l. We note that
Combining (3.37) with (4.4), (4.6) and (4.7) we get
Thus we have proved (4.1). Formula (4.2) follows from (4.1) just in the same way as (3.38) follows from (3.37).
REMARK 4.2
We note that even though the right hand sides of (4.1) and (4.2) make sense without the assumption of monotonicity of m(·) with respect to J, nevertheless, the equalities (4.1) and (4.2) might be false without this assumption.
To prove the main theorem of this section the following lemma is helpful. PROOF. Let us assume that A is simple. If n(A) = dim(H) = dim(E R (J)R), then there exists a partial isometry U : H −→ R such that U * U = I H and U U * = E R (J).
We set T := U * RU . Obviously, we have E T (R \ J) = 0. Notice that T = T J ∼ = R J .
We put B := m(T ) and consider the self-adjoint extension A := A B ∈ Ext A defined by 
Hence, setting
we obtain from (4.9) and (2.5) that
Identity (4.11) means that the spectral measure E T (= E 
General case: Proof of Theorem 1.1
In this subsection we apply Theorem 4.4 to the case of direct sums of pairwise unitarily equivalent symmetric operators. We start with the following simple lemma. PROOF. Since S is unitarily equivalent to A there is an isometric operator U : H −→ K such that S = U AU −1 . Obviously, one has S * = U A * U −1 . We set
} is a boundary triple for S * . In particular, one finds that S 0 = U A 0 U −1 . By Definition 2.8 one immediately gets
, N ∈ N ∪ {∞}, be a sequence of closed symmetric operators S k defined on the separable Hilbert spaces K k . If the operators S k are unitarily equivalent to a given closed symmetric operator A on H, then there exists a closed symmetric extension 
By A we denote a closed symmetric extension of A such that n ± ( A) = 1. Consider a boundary triple Π = { H, Γ 0 , Γ 1 } for A * . Since dim H = 1 (see Remark 2.7(i)) the space H can be identified with C and the corresponding Weyl function M (·) :
can be identified with a scalar Nevanlinna function m(·) :
is unitarily equivalent to A, then there is a new sequence of closed symmetric extensions { S k } N k=1 such that each operator S k is unitarily equivalent to A with deficiency indices n ± ( A) = 1. Applying the construction from above we find a sequence of boundary triples
such that H k = C, the selfadjoint extensions S k,0 = S * k ker( Γ 
This completes the proof. Lemma 4.7 allows us to express the concept of scalar-type Weyl function in geometric terms. 
With each A k one associates a boundary triple PROOF OF THEOREM 1.1. By Proposition 4.9 it is sufficient to consider a closed symmetric operator admitting a boundary triple with scalar-type Weyl function. Applying Theorem 4.4 we complete the proof.
Beyond the gaps
In this section we assume that the simple symmetric operator A admits a boundary triple Π = {H, Π 0 , Π 1 } such that the corresponding Weyl function M (·) is of scalar-type. We try to complement We will rely on a Fatou-type theorem (see [4, 5, 19, 20, 28] ) which for convenience is repeated here in the form used in [12] , Proposition 3.5. Dµ(x) = lim
exists and is finite. In this case one has v(x + i0) = πDµ(x).
(ii) If the symmetric derivative Dµ(x) exists and is infinite, then v(z) → +∞ as z → x.
(iv) v(z) converges to a finite constant as z → x if and only if the derivative µ (t) := dµ(t) dt exists at t = x and is finite. Moreover, one has v(x 0 + i0) = πµ (x).
The symbol → means that the limit lim r↓0 v(x+re
for each ∈ (0, π/2). The main result of this section reads as follows. 
(ii) If the operator B is purely absolutely continuous, then the self-adjoint extension A B is purely absolutely continuous, too.
PROOF. (i) By Corollary 2.14 we get that σ ac (A 0 ) = supp ac (µ) where µ is the Radon measure of the representation 3.1. In accordance with [12] 
for h ∈ H. If z = x + iy and m(z) =: u(x, y) + iv(x, y), then we get from (5.1) that
Let x ∈ Ω ac (m). Notice that the limits v(x, 0) := lim y↓0 v(x, y) > 0 and u(x, 0) := lim y↓0 u(x, y) exists if x ∈ Ω ac (m). If y 0 > 0 is small enough, then
Taking into account (5.3) and applying the Lebesgue dominated convergence theorem we obtain from (5.2) that
Furthermore, we have
for x ∈ Ω ac (m) and y ∈ (0, y 0 ). Again by the Lebesgue dominated convergence theorem we find
Since
for each h ∈ H. Finally, applying Proposition 4.2 of [12] we verify (i).
(ii) If B = B ac , then the measure ρ h (·) := (E B (·)h, h) is absolutely continuous for
From [6] it is well known that the subset
For h ∈ H ∞ we obtain from (5.5) that
Using Corollary 4.7 of [12] we complete the proof. Naturally, the problem arises to find conditions which are sufficient in order that σ ac ( A) = σ ac (A 0 ). 
Since the self-adjoint operators S k,0 and S b k are extensions of the same symmetric operator S k with deficiency indices n ± (S k ) = 1 one gets by the KatoRosenblum theorem [6] that their absolutely continuous parts S In particular, it holds Therefore for every y 0 > 0 there exists
By the Lebesgue dominated theorem we obtain from (5.2) that we obtain S sc (Σ B,h ) ⊆ S s (Σ B,h ) which yields (5.7) for τ = sc by Theorem 3.6 of [12] .
(i) By Theorem 3.6 of [12] we have σ p (A B ) = S pp (Σ B ; T ) which yields σ p (A B ) ∩ supp(µ) ⊂ supp(µ) \ supp + (µ).
(ii) We have Of course, the spectrum of A θ is also discrete and consists of the eigenvalues. Setting θ = − cot(τ /2), τ ∈ (0, 2π), one easily verifies that λ (θ) l = τ + l, l ∈ Z. In other words, any extension of A, which is different from A 0 , has an eigenvalue in the gaps ∆ l , l ∈ Z, i.e., it does not preserve the gaps ∆ l .
It is easily seen that the Weyl function corresponding to the boundary triple Π = {H, Γ 0 , Γ 1 } of the form (6. δ ∈ B(∆ l ). It follows from (6.3) that the measure Σ B (·) is periodic: Σ(δ + 2πl) = Σ(δ), δ ∈ B(∆ 0 ), l ∈ Z. Having in mind this fact one obtains that for any l ∈ Z the operator S B E S B ((2πl, 2π(l + 1)) is unitarily equivalent to the operator S B E S B ((0, 2π) ). We note in conclusion that the latter fact is a special case of the following Finally, we complement Proposition 6.1 by the following simple result.
Example
Let H 1 = L 2 (R + ) and let S 1 ≥ 0 be as in (6.5) . Consider a boundary triple Π 
