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Abstract. In this note we consider some properties of GLn(R) with the
Semi-Riemannian structure induced by the trace metric g. In particular
we study geodesics and curvature tensors. Moreover we prove that GLn
has a suitable foliation, whose leaves are isometric to (SLn(R), g), while
its component of matrices with positive determinant is isometric to the
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Introduction
The so-called trace metric g: gA(V,W ) = tr(A
−1V A−1W ) for any A ∈ GLn
and any V,W ∈ TA(GLn) (tr indicates the trace of a matrix) induces a Semi-
Riemannian structure on GLn = GLn(R). The metric g is often studied in
the context of positive definite real matrices on which it defines a structure of
Riemannian manifold. The geometry of the Riemannian manifold of positive
definite real matrices has recently been object of interest in different frameworks.
We refer the reader for instance to [9] Ch.XII, [10], [1], [3] §2, [2] Ch.6, [11] for
more details and further information on this subject. In particular geodesic arcs
between two positive definite matrices have been studied in details, because their
middle point is their expected geometric mean. Of course existence, uniqueness
and explicit descriptions of geodesics have a fundamental role in this setting
and are reached in many ways: for instance as consequences of an exponential
increasing metric property (see for instance [3], [2] Ch.6) or as solutions of the
second-order differential equation
..
P −
.
PP
−1 .
P= 0 with certain initial data (see
[11] Sec.3.5).
This research was partially supported by MIUR-PRIN: “Varieta` reali e complesse: geo-
metria, topologia e analisi armonica”
In this note we generalize some arguments used in the second approach and
prove that (GLn, g) is Semi-Riemannian with signature (
n(n+ 1)
2
,
n(n− 1)
2
)
(Proposition 1.1), whose connected components, (GL+n , g) and (GL
−
n , g), are
symmetric manifolds (Proposition 1.2).
The characterization of geodesics of (GLn, g) is in Theorem 2.1, where also the
Levi-Civita connection is described. As in the case of positive definite matrices
of [11], the geodesics are solutions of the previous differential equation. Moreover
geodesic arcs between two pointsK0 andK1 of GLn correspond to real solutions
of the exponential matricial equation exp(X) = K−10 K1 (Corollary 2.2) and so
we are able to translate the existence of these geodesic arcs in Theorem 2.2
in terms of Jordan form of K−10 K1 by means of [4]. In particular any two
points of GLn can be always joined by a geodesic arc or by a singly broken
geodesic arc (Proposition 2.2). When the geodesic arc is unique, we give its
explicit expression (Proposition 2.1). By the way we observe that the Levi-
Civita connection of (GLn, g) is the Cartan-Schouten (0)-connection of GLn
(Corollary 2.1).
Afterwards we compute the Riemann curvature tensors of type (1, 3) and of type
(0, 4) and the sectional curvature (Proposition 3.1) and also the Ricci curvature
and the scalar curvature of (GLn, g) (Proposition 3.2).
Finally we focus our attention on SLn(R) = SLn, where the metric g sets up
a structure of Einstein, symmetric, totally geodesic, Semi-Riemannian subman-
ifold of (GLn, g) (Propositions 4.1, 4.2 and 4.3) and we show that GLn has a
foliation, whose leaves are Einstein, symmetric, geodesically complete, totally
geodesic, Semi-Riemannian submanifolds and isometric to (SLn, g) (Theorem
4.1) and furthermore we show that its component of matrices with positive de-
terminant is isometric to the Semi-Riemannian product manifold (SLn×R, g×h)
where h is the euclidean metric on R (Theorem 4.2).
Similar situations seem to appear even in case of some particular submanifolds
of (GLn, g). These are the subject of further works currently in preparation.
We refer to [12] for all standard facts on Semi-Riemannian manifolds and in
particular for notions and notations not explicitally recalled here and also to [6]
for Riemannian symmetric spaces, while we refer to [7] and to [8] for standard
facts about matrices and exponential function.
1 - The Semi-Riemannian manifold GLn(R)
D e f i n i t i o n 1.1. A Semi-Riemannian manifold (M, g) is a smooth real man-
ifold M endowed with a metric tensor g, i.e. a symmetric nondegenerate (0, 2)
tensor field g of constant signature.
R ema r k 1.1. If g is simply supposed to be a symmetric C∞-tensor of type
(0, 2) on M and M is supposed to be homogeneous, i.e. for every p1, p2 ∈ M
there is a diffeomorphism F :M →M with F (p1) = p2 and preserving g, then
g is nondegenerate (i.e. it is a Semi-Riemannian metric) if and only if it is so
at one point.
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No t a t i o n s 1.1. We denote byMn =Mn(R) and GLn = GLn(R) respectively
the vector space of real square matrices of order n and the multiplicative group
of nondegenerate matrices in Mn. GLn is a Lie group of dimension n
2 with
two connected components, depending on their determinant: GL+n and GL
−
n .
Mn is the Lie algebra of GLn and the tangent space of GLn at A ∈ GLn
is TA(GLn) = Mn. SLn is the connected Lie subgroup of GLn of matrices
with determinant 1 and we put SLn(c) = {M ∈ GLn / det(M) = c} for any
c ∈ R \ {0}.
Sn and An are the vector subspaces of Mn of symmetric and skew symmetric
matrices respectively.
As usual I = In is the identity matrix, [A,B] = AB − BA for any A,B ∈ Mn
and also [X,Y ] = X ◦ Y − Y ◦X for any X , Y vector fields on GLn.
We define a C∞-tensor g of type (0, 2) on GLn, by gA(V,W ) = tr(A
−1V A−1W )
(tr indicates the trace of a matrix). This tensor induces a metric, called also
trace metric, often considered in the context of positive definite real matrices
on which it defines the structure of Riemannian manifold (see for instance [9]
Ch.XII, [3] §2, [2] Ch.6, [11] §3).
From now on, g will indicate this tensor.
P r o p o s i t i o n 1.1. (GLn, g) is a homogeneous Semi-Riemannian manifold
with signature (
n(n+ 1)
2
,
n(n− 1)
2
).
P r o o f. Let us consider the left translation LG : GLn → GLn, X 7→ GX and
the right translation RG : GLn → GLn, X 7→ XG and prove that both preserve
the tensor g for every G ∈ GLn.
Indeed LG and RG are both linear, hence (DLG)A = LG and (DRG)A = RG at
each point A ∈ GLn. Therefore for any A ∈ GLn and any V,W ∈Mn we have:
gLG(A)((DLG)A(V ), (DLG)A(W )) = gGA(GV,GW ) =
tr((GA)−1GV (GA)−1GW ) = tr(A−1V A−1W ) = gA(V,W )
and analogously:
gRG(A)((DRG)A(V ), (DRG)A(W )) = gA(V,W ).
The invariance of g under left and right translations implies that both trans-
lations are isometries. This allows to deduce that (GLn, g) is a homogeneous
manifold: if A,B are in GLn, then, for instance, the left translation LBA−1
preserves the tensor g and maps A to B. Hence to conclude, by Remark 1.1, it
is sufficient to argue for the single point I = In.
First we note that gI :Mn×Mn → R is obviously a symmmetric bilinear form.
Now let V be a matrix such that gI(V,W ) = tr(V W ) = 0 for every matrix
W ∈ Mn. For W = V T (the transpose of V ) we get tr(V V T ) = 0, this suffices
to get V = 0, so gI is nondegenerate.
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For any S ∈ Sn and any A ∈ An we have gI(S,A) = 0. Indeed gI(S,A) =
tr(SA) = tr((SA)T ) = tr(ATST ) = −tr(AS) = −tr(SA) = −gI(S,A). More-
over it is easy to check that gI(S, S) ≥ 0 with equality if and only if S = 0
and that gI(A,A) ≤ 0 with equality if and only if A = 0. This gives that the
restriction gI |Sn×Sn is positive definite, that the restriction gI |An×An is neg-
ative definite and that Sn and An are orthogonal with respect to gI . Now
Mn = Sn ⊕ An, hence it follows that the index of positivity of gI is n(n+ 1)
2
(the dimension of Sn) and its index of negativity is
n(n− 1)
2
(the dimension of
An), so the signature of gI is (
n(n+ 1)
2
,
n(n− 1)
2
). 
Rema r k 1.2. As both left and right translations are isometries of (GLn, g), so
all their compositions are; in particular: the opposite X 7→ −X = L−In(X) =
R−In(X), the conjugacies CG: CG(X) = G
−1XG and the congruences ΓG:
ΓG(X) = G
TXG (G ∈ GLn).
Now let us denote by ϕ : GLn → GLn the inversion map, i.e. ϕ(A) = A−1;
ϕ is a diffeomorphism of GLn onto itself with ϕ
2 = IdGLn and differential
(Dϕ)A(V ) = −A−1V A−1 for any A ∈ GLn and any V ∈ Mn. Therefore we
have:
gϕ(A)((Dϕ)A(V ), (Dϕ)A(W )) = gA−1(−A−1V A−1,−A−1WA−1) =
tr(A(−A−1V A−1)A(−A−1WA−1)) = tr(V A−1WA−1) = gA(V,W )
Hence also ϕ is an isometry of (GLn, g).
Let us denote by τ : GLn → GLn the transposition, i.e. τ(A) = AT ; also τ is
a diffeormorphism of GLn onto itself with τ
2 = IdGLn and it is an isometry.
Indeed its differential is τ itself being linear and, after denoting by A−T =
(AT )−1 = (A−1)T , we have
gτ(A)((Dτ)A(V ), (Dτ)A(W )) =
tr(A−TV TA−TWT ) = tr(WA−1V A−1) = gA(V,W ).
Note that the symmetric nondegenerate matrices are the fixed points of the
isometry τ on GLn.
Finally we recall that a Semi-Riemannian (globally) symmetric space is a con-
nected Semi-Riemannian manifold M such that for each p ∈ M there is a
(unique) isometry ζp :M →M with differential map −id on TpM and fixing p.
P r o p o s i t i o n 1.2. 1) Among the isometries of the Semi-Riemannian manifold
(GLn, g) there are the left translations LG, and the right translations RG, the
conjugacies CG, the congruences ΓG (G ∈ GLn), the opposite, the inversion ϕ,
the transpose τ and all their compositions.
2) Both (GL+n , g) and (GL
−
n , g) are symmetric manifolds and for any A ∈ GL+n
(or in GL−n ) the symmetry with respect to A is ψA = RA ◦LA ◦ϕ = LA ◦RA ◦ϕ.
In particular ψIn = ϕ.
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P r o o f. Part (1) has been proved in the previous remark. For (2): for every
A ∈ GL+n (or inGL−n ), ψA is an isometry of (Mn, g). We have ψA(X) = AX−1A,
therefore ψA(A) = A and (DψA)A = RA ◦ LA ◦ DϕA, hence (DψA)A(W ) =
(RA ◦ LA)(−A−1WA−1) = −W , so (DψA)A = −idTA(GLn). 
2 - Geodesics in (GLn, g)
No t a t i o n s 2.1. Let P = (pij) ∈ GLn, where pij indicates the the (i, j)-entry
of P . We denote by {Eij}, 1 ≤ i, j ≤ n, the standard basis of Mn, where
Eij ∈ Mn is the matrix whose entries are 0 except for the (i, j)-entry which is
1. After reordering, {Eij} can be rewritten as {Eα}, 1 ≤ α ≤ n2, just following
the columns one after another. Hence we can write P =
∑
α p
αEα with p
α ∈ R.
The pα, 1 ≤ α ≤ n2 are natural coordinates on the whole GLn and (p1, · · · , pn2)
runs over an open subset of Rn
2
. Mn is the tangent space to GLn at each point,
hence we can identify Eα with
∂
∂pα
for any α = 1, · · · , n2.
Now if X =
∑n2
α=1X
αEα, Y =
∑n2
α=1 Y
αEα are tangent vector fields of class
C∞ on GLn, we can define a new tangent vector field of class C
∞ on GLn: the
euclidean derivative of the field Y along the field X and indicated by X(Y ), by
setting X(Y ) =
∑n2
α,β=1X
α∂Y
β
∂pα
Eβ .
T h e o r em 2.1. 1) Let ∇ be the Levi-Civita connection of (GLn, g). If X and
Y are tangent vector fields of class C∞ on GLn, then
(∇XY )P = (X(Y ))P −
1
2
(X
P
P−1Y
P
+ Y
P
P−1X
P
)
for any P ∈ GLn, where X(Y ) is the euclidean derivative of Y with respect to
X.
2) Let P = P (t) be a C∞-curve on (GLn, g), then P is a geodesic if and only if
∇ .
P
.
P =
..
P −
.
PP
−1 .
P = 0
where
.
P and
..
P are the first and the second derivative of P with respect to t.
3) The geodesics of (GLn, g) are precisely the curves of the type:
P (t) = KetC
for any C ∈Mn and any K ∈ GLn.
4) (GLn, g) is a geodesically complete Semi-Riemannian manifold.
P r o o f. In this proof we generalize the arguments developed by [11] §3, in case
of positive definite matrices.
We indicate by gαβ = gαβ(p
1, · · · , pn2) = gP (Eα, Eβ) the components of the
metric tensor g with respect to the euclidean coordinates (p1, · · · , pn2) and by
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gαβ = gαβ(p1, · · · , pn2) the entries of the inverse of the matrix (gαβ) which is
invertible at any point, because the metric g is nondegenerate on GLn. Hence
we have:
∑n2
β=1 gαβg
βγ = δγα (Kronecker symbol).
Now let ∇ be the Levi-Civita connection associated to the Semi-Riemannian
metric g. To simplify the notations we omit the index P . We have: ∇EαEβ =∑n2
γ=1 Γ
γ
αβEγ , where the Christoffel symbols Γ
γ
αβ can be expressed as Γ
γ
αβ =∑n2
δ=1
gγδ
2
(gαδ,β+gβδ,α−gαβ,δ) with gαβ,δ = ∂gαβ
∂pδ
for any α, β, δ ∈ {1, · · · , n2}.
Claim 1. For any α, β, γ ∈ {1, · · · , n2} we have:
Γγαβ = −
1
2
n2∑
δ=1
gγδ{tr(P−1EαP−1EβP−1Eδ) + tr(P−1EβP−1EαP−1Eδ)}.
Indeed, remembering that
∂
∂pδ
(P−1) = −P−1EδP−1, standard computations
show that
gαβ,δ =
∂
∂pδ
(tr(P−1EαP
−1Eβ)) =
− tr(P−1EαP−1EβP−1Eδ)− tr(P−1EβP−1EαP−1Eδ).
Hence
Γγαβ =
n2∑
δ=1
gγδ
2
{−tr(P−1EαP−1EδP−1Eβ)− tr(P−1EδP−1EαP−1Eβ)
− tr(P−1EδP−1EβP−1Eα)− tr(P−1Eβ P−1EδP−1Eα)
+ tr(P−1EαP
−1EβP
−1Eδ) + tr(P
−1EβP
−1EαP
−1Eδ)} =
− 1
2
n2∑
δ=1
gγδ{tr(P−1EαP−1EβP−1Eδ) + tr(P−1EβP−1EαP−1Eδ)}
as predicted.
An elementary computation of linear algebra allows us to get also
Claim 2. Let V =
∑n2
α=1 V
αEα be a vector field on GLn.
Then for any α = 1, · · · , n2 we have V α =∑n2β=1 gαβg(V,Eβ) and so
V =
∑n2
α,β=1 g
αβg(V,Eβ)Eα.
Now let X =
∑n2
α=1X
αEα, Y =
∑n2
β=1 Y
βEβ be as in (1). Hence:
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∇XY =
n2∑
α,β=1
Xα∇Eα(Y βEβ) =
n2∑
α,β=1
Xα
∂Y β
∂pα
Eβ +
n2∑
α,β=1
XαY β∇EαEβ = X(Y ) +
n2∑
α,β,γ=1
XαY βΓγαβEγ
which by Claim 1 is equal to
X(Y )− 1
2
n2∑
α,β,γ,δ=1
XαY βgγδ{tr(P−1EαP−1EβP−1Eδ)+
tr(P−1EβP
−1EαP
−1Eδ)}Eγ =
X(Y )− 1
2
n2∑
γ,δ=1
gγδ{tr(P−1XP−1Y P−1Eδ) + tr(P−1Y P−1XP−1Eδ)}Eγ =
X(Y )− 1
2
n2∑
γ,δ=1
gγδ{tr(P−1(XP−1Y + Y P−1X)P−1Eδ)}Eγ =
X(Y )− 1
2
n2∑
γ,δ=1
gγδg
P
(XP−1Y + Y P−1X,Eδ)Eγ .
This, by Claim 2, is X(Y )− 1
2
(XP−1Y + Y P−1X) and we conclude (1).
Now (2) follows from (1), because the euclidean derivative of
.
P with respect to
.
P is
..
P .
From
..
P −
.
PP
−1 .
P = 0 we get P−1
..
P −P−1
.
PP
−1 .
P = 0, hence, remembering
that
d
dt
(P−1) = −P−1 .P P−1, we get d
dt
(P−1
.
P ) = 0, so P−1
.
P= C, constant.
Then
.
P= PC, so
.
P e−tC − PC e−tC = 0. For any constant matrix X we
have
d
dt
(etX) = XetX = etXX , so we deduce that
d
dt
(Pe−tC) = 0, hence
P (t)e−tC = K, constant with det(K) 6= 0 and in conclusion P (t) = KetC , as
predicted in (3). Finally we get (4), because any maximal geodesic is clearly
defined on the entire real line. 
Rema r k 2.1. As in Notations 2.1, let X =
∑n2
α=1X
α(p)
∂
∂pα
be a C∞-vector
field on GLn and let us denote by P =
∑n2
α=1 p
αEα (it can be also viewed as a
C∞-vector field on GLn), then we have: X(P ) = X .
Let us denote by GLn the Lie algebra of GLn.
Let X0 ∈ TIn(GLn) = Mn. The unique left-invariant vector field X ∈ GLn,
assuming the value X0 at the identity, is the field X defined by XP = PX0 for
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any P ∈ GLn. Then we get: [X,Y ]P = P (X0Y0 − Y0X0) for any P ∈ GLn,
where X,Y ∈ GLn are such that XIn = X0, YIn = Y0.
If X,Y ∈ GLn are such that XIn = X0, YIn = Y0, then (X(Y ))P = PX0Y0 for
any P ∈ GLn.
Indeed, taking into account the previous facts, we have: (X(Y ))
P
= PX0(P )Y0 =
PX0Y0.
Now by these facts and by Theorem 2.1, if ∇ is the Levi-Civita connection of
(GLn, g), we can get: (∇XY )P = (X(Y ))P −
1
2
(XPP
−1YP + YPP
−1XP ) =
1
2
[X,Y ]
P
for any X,Y ∈ GLn and any P ∈ GLn. This allows to state the
following
C o r o l l a r y 2.1. Let ∇ be the Levi-Civita connection of (GLn, g). Then
∇XY = 1
2
[X,Y ] ∈ GLn
for any X,Y ∈ GLn.
Hence ∇ is the Cartan-Schouten (0)-connection of GLn (see [6] p.148 and
pp.549-550).
Co r o l l a r y 2.2. 1) The curve P (t) = KetC, C ∈ Mn and K ∈ GLn, is the
unique geodesic of (GLn, g) emaning from K with velocity KC at t = 0 and
vice versa the unique geodesic of (GLn, g) emaning from K ∈ GLn with velocity
S ∈Mn at t = 0 is: P (t) = Kexp(tK−1S).
2) Let K0,K1 ∈ GLn; a geodesic arc joining K0 and K1 in GLn is any geodesic
γ : [0, 1]→ GLn such that γ(0) = K0, γ(1) = K1. Then there exists a geodesic
arc in (GLn, g) joining K0,K1 if and only if the exponential equation exp(X) =
K−10 K1 has a real solution C, moreover the real solutions correspond bijectively
to the geodesics of (GLn, g) starting from K0 at t = 0 and passing through K1
at t = 1.
3) If K is a positive definite symmetric real matrix and K
1
2 denotes its unique
positive definite square root matrix and if S ∈ Sn, then the unique geodesic
emaning from K with velocity S at t = 0 is: P (t) = K
1
2 exp(tK−
1
2SK−
1
2 )K
1
2
(see for instance [11] thm.3.5).
P r o o f. The first part of (1) follows by remarking that P (0) = K and
.
P (0) =
KC is the velocity at t = 0.
If K ∈ GLn and S ∈Mn the unique geodesic emaning from K with velocity S
(for existence and uniqueness, remember for instance [12] p.68 lemma 22) can
be only the above curve: this completes (1).
To prove (2), assume that such a geodesic arc, P (t), exists. By Theorem 2.1,
P (t) = K0exp(tC) for some C ∈ Mn and so K1 = P (1) = K0exp(C). Hence
we can conclude that exp(C) = K−10 K1. For the converse suppose that C is
a real matrix with exp(C) = K−10 K1. By part (3) of Theorem 2.1, the curve
P (t) = K0exp(tC) (the unique geodesic emaning from K0 with velocity K0C at
t = 0) passes through K1 too, because P (1) = K0exp(C) = K0K
−1
0 K1 = K1.
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We conclude that distinct solutions C,C′ of the previous exponential equation
correspond to distinct geodesic arcs with prescribed endpoints: indeed the cor-
respondig geodesic arcs have in K0 velocities K0C and K0C
′ which must be
distinct, otherwise C = C′.
Finally by means of standard properties of exp we can write:
P (t) = Kexp(tK−1S) =
K
1
2K
1
2 exp(tK−
1
2K−
1
2SK−
1
2K
1
2 ) = K
1
2 exp(tK−
1
2SK−
1
2 )K
1
2 .

Th e o r em 2.2. 1) Let K0,K1 ∈ GLn. Then there exists a geodesic arc of
(GLn, g) joining K0, K1 if and only if each elementary divisor (Jordan block)
of K−10 K1 belonging to any (possible) negative eigenvalue occurs an even number
of times; moreover the geodesic arc is unique if and only if all the eigenvalues
of K−10 K1 are positive real and no elementary divisor (Jordan block) of K
−1
0 K1
belonging to any eigenvalue appears more than once.
2) Assume that there is more of one geodesic arc of (GLn, g) joining K0, K1.
Then there exists an infinity of such geodesic arcs, which are
(a) countable if K−10 K1 has complex eigenvalues none of which belongs to more
than one Jordan block and all (possible) real eigenvalues of K−10 K1 are positive
such that their Jordan blocks appear only once;
(b) uncountable (more precisely a countinuous) if K−10 K1 has some negative
real eigenvalue, or if it has some positive real eigenvalues belonging to Jordan
blocks that appear more than once, or it has some complex conjugate eigenvalues
belonging to more than one Jordan block.
P r o o f. The point (2) of Corollary 2.2 translates the existence of geodesic
arcs in (GLn, g), joining K0 and K1, into the existence of real solutions of the
esponential equation exp(X) = K−10 K1. The study of the equation exp(X) =
M , M ∈ Mn has been accomplished by W. J. Culver in [4] and it depends on
Jordan form of K−10 K1. So (1) translates the existence of a real solution of the
previous exponential equation ([4] thm.1) and characterizes its uniqueness ([4]
thm.2), while (2) describes the cases of its nonuniqueness ([4] cor.). 
Rema r k 2.2. The condition in (1) of Theorem 2.2 implies det(K−10 K1) > 0.
The positivity of this determinant is equivalent to say that K0, K1 belong both
to GL+n or to GL
−
n , which is of course obvious for the existence of a geodesic
arc between them. Then the point (1) of the previous theorem points out that
this fact is only necessary, but not sufficient, for the existence of a geodesic arc
between K0 and K1.
When K0 = In, then K
−1
0 K1 = K1. Hence Jordan form of K
−1
0 K1 is nothing
but Jordan form of K1. Note that we can always reduce to this case, because
there are some isometries (for instance the left translation LK−10
) mapping K0
to In.
The next corollaries follow directly from Theorem 2.2.
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Co r o l l a r y 2.3. Let K0,K1 ∈ GLn and assume that K−10 K1 is similar to a
diagonal real matrix diag(λ1, · · · , λn).
There exists a geodesic arc in (GLn, g) joining K0 and K1 if and only if any
(possible) negative λi appears an even number of times.
There is a unique geodesic arc in (GLn, g) joining K0 and K1 if and only if
λ1, · · · , λn are positive and distinct.
Assume that there is more than one geodesic arc in (GLn, g) joining K0 and K1,
then there exists a continuous of such geodesic arcs and there is a negative λi
(which appears an even number of times) or there is a positive λj which appears
more than one time.
Co r o l l a r y 2.4. Let K0, K1 be matrices both either in GL
+
n or in GL
−
n (so
K−10 K1 ∈ GL+n ).
Case n = 2.
There exists a unique geodesic arc joining K0, K1 if and only if all eigenvalues
of K−10 K1 are real positive and K0, K1 are linearly independent matrices.
There are countably many geodesic arcs joining K0, K1 if and only if the eigen-
values of K−10 K1 are not real.
There is an uncountable family of geodesic arcs joining K0, K1 if and only if
they are linearly dependent matrices.
In any other case there is no geodesic arc joining K0, K1.
Case n = 3.
There exists a unique geodesic arc joining K0, K1 if and only if either all eigen-
values of K−10 K1 are real positive and distinct or they are real positive and
K−10 K1 is not diagonalizable.
There are countably many geodesic arcs joining K0, K1 if and only if K
−1
0 K1
has a positive eigenvalue and the others are not real.
There is an uncountable family of geodesic arcs joining K0, K1 if and only if
K−10 K1 is diagonalizable over R and at least two eigenvalues are equal.
In any other case there is no geodesic arc joining K0, K1.
Rema r k 2.3. Assume now that K0,K1 ∈ GLn and that there is a unique
geodesic arc joining them (remember Theorem 2.2). We want to write down
explicitally this geodesic arc.
Let Jk(λ) = λIk +Nk be the Jordan block of order k and eigenvalue λ with Nk
the upper-triangular matrix whose entry (i, j) is δi+1,j . Standard computations
(for instance on formal series of matrices) show that, if λ ∈ R, λ > 0, the unique
real logarithm matrix of Jk(λ) (i.e. the unique real solution of exp(Y ) = Jk(λ))
is
Y = LOG(Jk(λ)) = (logλ)Ik +
k−1∑
i=1
(−1)i+1
i λi
N ik
where logλ is the real natural logarithm of λ.
For any t ∈ R we have
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exp(tLOG(Jk(λ))) = λ
t(Ik +
k−1∑
s=1
(
t
s
)
Nsk
λs
)
where (
t
s
)
=
t(t− 1) · · · (t− s+ 1)
s!
and we set
Jk(λ)
t = (λIk +Nk)
t = λt(Ik +
k−1∑
s=1
(
t
s
)
Nsk
λs
).
Now let X ∈ GLn be a matrix such that X = C−1diag(Jk1(λ1), · · · , Jkp(λp))C,
with C ∈ GLn, λ1, · · · , λp > 0 and (λi, ki) 6= (λj , kj) as soon as i 6= j. Then
the unique real logarithm of X can be written as
LOG(X) = C−1diag(LOG(Jk1(λ1)), · · · , LOG(Jkp(λp)))C.
For any t ∈ R we pose Xt = exp(tLOG(X)) and so we get
Xt = C−1diag(Jk1(λ1)
t, · · · , Jkp(λp)t)C.
Taking into account 2.2 we can state the following
P r o p o s i t i o n 2.1. If there is a unique geodesic arc joining K0,K1 ∈ GLn,
then it can be written as γ(t) = K0(K
−1
0 K1)
t.
Co r o l l a r y 2.5. If there is a unique geodesic arc joining K0,K1 ∈ GLn then
any two distinct points on the geodesic, to which this arc belongs, are joined by
a unique geodesic arc (and of course the geodesic, to which this new arc belongs,
overlaps to the previous one).
P r o o f. From the previous proposition the unique geodesic arc joiningK0,K1 ∈
GLn is γ(t) = K0(K
−1
0 K1)
t. Now let P,Q be on the corresponding geodesic,
i.e. P = K0(K
−1
0 K1)
r, Q = K0(K
−1
0 K1)
s for some r, s ∈ R, r 6= s. This gives
P−1Q = (K−10 K1)
−r(K−10 K1)
s = (K−10 K1)
s−r .
Now K−10 K1 = C
−1diag(Jk1(λ1), · · · , Jkp(λp))C, with C ∈ GLn, λ1, · · · , λp >
0 and (λi, ki) 6= (λj , kj) as soon as i 6= j (remember Remark 2.3), so we get
P−1Q = C−1diag(Jk1(λ1)
s−r, · · · , Jkp(λp)s−r)C, whose Jordan form is the Jor-
dan form of K−10 K1 with eigenvalues λ
s−r
j instead of λj (remember that r 6= s).
We can conclude with Theorem 2.2. 
P r o p o s i t i o n 2.2. Let K1, K2 be matrices both in GL
+
n (resp. GL
−
n ). Then
K1, K2 can always be joined by a singly broken geodesic arc in (GL
+
n , g) (resp.
(GL−n , g)).
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P r o o f. We prove that for any K1,K2 as above there is a nonsingular matrix
Z that can be joined by a geodesic arc with both K1,K2. This fact, together
with Theorem 2.2, allows to conclude.
For any K1,K2 ∈ GL+n we can consider their polar decompositions K1 = O1P1,
K2 = P2O2 with O1, O2 special orthogonal real matrices and P1, P2 positive
definite real matrices. We denote Z = P2O1 = O1P with P = O
T
1 P2O1: note
that also P is positive definite. We have K−11 Z = P
−1
1 O
T
1 O1P = P
−1
1 P . Now
P−11 and P are simultaneously diagonalizable under congruences and P
−1
1 P is
similar to a nonsingular diagonal real matrix with positive eigenvalues, hence
by Corollary 2.3 there is a geodesic arc in (GLn, g), joining Z and K1.
On the other hand K−12 Z = O
T
2 P
−1
2 P2O1 = O
T
2 O1 which is in SOn. The
elements of SOn are similar to diagonal complex matrices in which, if a negative
real eigenvalue appears, it is −1 and appears an even number of times, thus by
Theorem 2.2 there is a geodesic arc in (GLn, g), joining Z and K2.
Analogous arguments work, if K1,K2 ∈ GL−n . Indeed now the polar decom-
positions are K1 = O1P1, K2 = P2O2 with O1, O2 orthogonal real matrices
with negative determinant and P1, P2 positive definite real matrices. Again P
is positive definite and K−12 Z = O
T
2 O1 ∈ SOn. 
3 - Curvature of (GLn, g)
P r o p o s i t i o n 3.1. Let K ∈ GLn and X,Y, Z ∈Mn.
1) The Riemann curvature tensor of type (1, 3) of GLn at K is
(RXY Z)K = −
1
4
(Z [K−1X,K−1Y ]− [XK−1, Y K−1]Z).
2) The Riemann curvature tensor of type (0, 4) of GLn at K is
RXY ZW (K) =
1
4
tr([K−1X,K−1Y ] [K−1Z,K−1W ]).
3) If sK is a nondegenerate 2-section of TK(GLn) (i.e. a 2-dimensional subspace
of TK(GLn) =Mn such that the restriction of gK to sK×sK is a nondegenerate
symmetric bilinear form) and X,Y are linearly independent vectors in sK , then
the sectional curvature of (GLn, g) on sK is
K(sK) = 1
4
tr([K−1X,K−1Y ]2)
g
K
(X,X)g
K
(Y, Y )− g
K
(X,Y )2
.
P r o o f. If {Eα}, 1 ≤ α ≤ n2 is the basis contructed in Notations 2.1, for
X,Y, Z ∈ TK(GLn) =Mn, we haveX =
∑n2
α=1X
α ∂
∂pα
|
K
, Y =
∑n2
β=1 Y
β ∂
∂pβ
|
K
,
Z =
∑n2
γ=1Z
γ ∂
∂pγ
|
K
, where Xα, Yβ , Zγ ∈ R.
We can extend in a natural way X,Y, Z to C∞-vector fields with constant
coefficients on GLn, we still call X,Y, Z. Then for any Q ∈ GLn we have
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XQ =
∑n2
α=1X
α ∂
∂pα
|
Q
, YQ =
∑n2
β=1 Y
β ∂
∂pβ
|
Q
, ZQ =
∑n2
γ=1X
γ ∂
∂pγ
|
Q
and so
X(Z), Y (Z), X(Y ), Y (X) are identically zero.
Hence, by Theorem 2.1, (∇Y Z)Q = −
1
2
(Y Q−1Z+ZQ−1Y ). Again, by Theorem
2.1, we get
(∇X(∇Y Z))K = (X(∇Y Z))K −
1
2
{XK−1(∇Y Z)K + (∇Y Z)KK−1X} =
1
2
(Y K−1XK−1Z + ZK−1XK−1Y )+
1
4
(XK−1Y K−1Z +XK−1ZK−1Y + Y K−1ZK−1X + ZK−1Y K−1X).
Interchanging X and Y we get another analogous formula.
X,Y are vector fields with constant coefficients with respect to the coordinate
fields Eα, so, by Schwarz rule, we have [X,Y ] = 0; therefore at K we get:
(RXY Z)K = −(∇X(∇Y Z))K + (∇Y (∇XZ))K =
− 1
4
(ZK−1(XK−1Y − Y K−1X) + (Y K−1X −XK−1Y )K−1Z) =
− 1
4
(Z [K−1X,K−1Y ]− [XK−1, Y K−1]Z).
This completes (1).
We get (2) by standard computations remembering (1):
RXY ZW (K) = gK(RXY Z,W ) =
1
4
(tr{(K−1XK−1Y −K−1Y K−1X)(K−1ZK−1W −K−1WK−1Z)}) =
1
4
tr([K−1X,K−1Y ] [K−1Z,K−1W ]).
Finally we get (3) from (2), because K(sK) = RXYXY
g
K
(X,X)g
K
(Y, Y )− g
K
(X,Y )2
and it does not depend on the generators X,Y . 
Co r o l l a r y 3.1. With the same notations as in Remark 2.1, if R is the Rie-
mann curvature tensor of type (1, 3) of (GLn, g), then
RXY Z =
1
4
[[X,Y ], Z] ∈ GLn
for any X,Y, Z ∈ GLn, which can be written in the form
RXY =
1
4
ad([X,Y ])
for any for any X,Y ∈ GLn (see for instance [6] p.99-100).
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P r o o f. By Proposition 3.1 at a point K ∈ GLn and with the notations of
Remark 2.1, we have:
RXKYKZK =
1
4
(−ZK [K−1XK ,K−1YK ] + [XKK−1, YKK−1]ZK), which by
standard computations becomes
K
4
[[X0, Y0], Z0]. Hence, always by Remark 2.1,
the former is
1
4
[[X,Y ], Z]
K
, which allows to conclude. 
Rema r k 3.1. Let Eij , 1 ≤ i, j ≤ n be the matrix whose entries are zero
everywhere except for the entry (i, j) which is 1. Easy computations show that
at the point I = In ∈ GLn an orthonormal basis for gI is
{Di = Eii/i = 1, · · · , n} ∪
{Sij = Eij + Eji√
2
/1 ≤ i < j ≤ n} ∪
{Aij = Eij − Eji√
2
/1 ≤ i < j ≤ n}.
The vectors Di’s and Sij ’s are space-like, while the vectors Aij ’s are time-like.
P r o p o s i t i o n 3.2. Let RicK be the Ricci curvature tensor of (GLn, g) at K ∈
GLn, then for any X,Y ∈ TK(GLn) =Mn we have
RicK(X,Y ) =
1
2
tr(K−1X)tr(K−1Y )− n
2
gK(X,Y ).
Moreover (GLn, g) is a Semi-Riemannian manifold whose scalar curvature is
constant and equal to S = − (n+ 1)n(n− 1)
2
.
P r o o f. The formula on Ric(X,Y ) can be obtained by standard but long
(and tedious) computations. Next we give shorter (and perhaps more elegant)
arguments involving the Cartan-Killing form (for standard facts on it see for
instance [6] p.131 and [5]).
In general Ric(X,Y ) is the trace of the map Z 7→ RXZY , where we can sup-
pose X,Y, Z left invariant. By Corollary 3.1 this trace is the trace of Z 7→
1
4
[[X,Z], Y ] = −1
4
[Y, [X,Z]] = −1
4
(adY ◦adX)(Z) = −1
4
B(Y,X) = −1
4
B(X,Y )
where B is the Cartan-Killing form of GLn.
Now it is known that B(X,Y ) = 2n tr(XY ) − 2 tr(X)tr(Y ) = 2n g(X,Y ) −
2 tr(X)tr(Y ) (see for instance [5] p.210).
Then RicI(X,Y ) =
1
2
tr(X)tr(Y )− n
2
gI(X,Y ) for any X,Y ∈ GLn.
More generally for any X,Y ∈ TK(GLn) we get the expected formula for
RicK(X,Y ).
Finally let S be the scalar curvature of (GLn, g), which is homogeneous, so S is
constant, because it is invariant under isometries. Hence it suffices to compute
it at the point I = In. By Remark 3.1:
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S =
∑n
i=1RicI(Di, Di) +
∑
1≤i<j≤n RicI(Sij , Sij)−
∑
1≤i<j≤n RicI(Aij , Aij).
But the first part of this proposition gives
RicI(Di, Di) = − (n− 1)
2
for any i = 1, · · ·n,
RicI(Sij , Sij) =
1
2
(tr(Sij))
2 − n
2
gI(Sij , Sij) = −n
2
for any 1 ≤ i < j ≤ n,
RicI(Aij , Aij) =
1
2
(tr(Aij))
2 − n
2
gI(Aij , Aij) =
n
2
for any 1 ≤ i < j ≤ n.
Putting together the previous computations, we easily conclude the last state-
ment too. 
4 - The Semi-Riemannian manifold SLn(R)
R ema r k 4.1. For anyK ∈ SLn we have: TK(SLn) = {W ∈Mn/tr(K−1W ) =
0}.
Recall the Jacobi’s formula: if A = A(t) is a C1-curve ofGLn with t ∈ (a, b) ⊂ R,
then
d
dt
(detA(t)) = det(A(t))tr(A−1(t)
.
A (t)) for any t ∈ (a, b) where
.
A =
dA
dt
.
Then if P = P (t) is a C∞-curve in SLn (hence detP (t) = 1 for any t), we get:
tr(P−1(t)
.
P (t)) = 0 for any t. This allows to conclude.
At the point I = In ∈ SL ⊂ GLn the identity matrix I is a space-like vector,
because gI(I, I) = tr(I) = n > 0, whose perpendicular space is Span(I)
⊥ =
{W ∈ Mn / gI(I,W ) = tr(W ) = 0} = TI(SLn). Hence Mn = Span(I) ⊕
Span(I)⊥ = Span(I) ⊕ TI(SLn). Given a point P ∈ SLn, we denote again
with gP the restriction to TP (SLn) × TP (SLn) of the tensor gP defined on
TP (GLn)× TP (GLn).
P r o p o s i t i o n 4.1. (SLn, g) is a symmetric Semi-Riemannian submanifold
of (GLn, g) with signature (
n(n+ 1)
2
− 1, n(n− 1)
2
). It is homogeneous and
among its isometries there are left and right translations LG, RG, congruences
ΓG (G ∈ SLn), conjugacies CG (G ∈ GLn) the transposition, the inversion ϕ
and all their compositions, so in particular the symmetries ψP = RP ◦ LP ◦ ϕ.
P r o o f. The metric gI is nondegenerate with signature (
n(n+ 1)
2
−1, n(n− 1)
2
)
on TI(SLn) . Indeed let W ∈ TI(SLn) such that gI(V,W ) = 0 for every
V ∈ TI(SLn). If Z is any vector in TI(GLn) = Mn, then there exists a unique
pair (Z0, λ0) ∈ TI(SLn) × R, such tha Z = Z0 + λ0I. Hence gI(Z,W ) =
gI(Z0,W ) + λ0gI(I,W ) = gI(Z0,W ) + λ0tr(W ) = gI(Z0,W ) = 0, because
Z0 ∈ TI(SLn). Now gI is nondegenerate on TI(GLn), hence W = 0, therefore
gI is nondegenerate on TI(SLn) too. Moreover, Mn = Span(I)⊕ TI(SLn) and
I is a space-like vector in TI(GLn) =Mn, so we get that the index of positivity
of gI on TI(SLn) is equal to the analogous index on TI(GLn) minus 1, hence the
signature is (
n(n+ 1)
2
− 1, n(n− 1)
2
). Now, for P,Q ∈ SLn, the left translation
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LQP−1 is an isometry of (GLn, g) mapping P into Q. Now the restriction of
LQP−1 to SLn maps SLn into itself, so this restriction (denoted again by LQP−1)
is an isometry of (SLn, g), which is therefore homogeneous. We conclude the
analogous results on (GLn, g) proved above. 
P r o p o s i t i o n 4.2. (SLn, g) is a totally geodesic Semi-Riemannian submani-
fold of (GLn, g).
The geodesics of (SLn, g) are precisely the curves of the type:
P (t) = KetC
with det(K) = 1 and tr(C) = 0 and (SLn, g) is geodesically complete.
P r o o f. As usual let ∇ be the Levi-Civita connection of (GLn, g) and let X,Y
be vector fields, which are tangent to the submanifold SLn. So, by Remark 4.1,
for any P ∈ SLn: tr(P−1XP ) = tr(P−1YP ) = 0. The first part of the proposi-
tion follows from the fact that (∇XY )P ∈ TP (SLn), i.e. again by Remark 4.1
from the fact that tr(P−1(∇XY )P ) = 0 for any P ∈ SLn.
By Theorem 2.1 we have: (∇XY )P = (X(Y ))P − 1
2
{XPP−1YP + YPP−1XP }.
Hence
P−1(∇XY )P =
P−1(X(Y ))P − 1
2
P−1XPP
−1YP − 1
2
P−1YPP
−1XP =
P−1(X(Y ))P − P−1XPP−1YP + 1
2
(P−1XPP
−1YP − P−1YPP−1XP ).
Now we have tr(P−1YP ) = 0 for any P ∈ SLn, so:
0 = XP (tr(P
−1YP )) = tr(XP (P
−1YP )) =
− tr(P−1XPP−1YP ) + tr(P−1(X(Y ))P ).
Hence:
tr(P−1(∇XY )P ) = XP (tr(P−1YP )) + 1
2
tr(P−1XPP
−1YP − P−1YPP−1XP ) =
1
2
{tr((P−1XP )(P−1YP ))− tr((P−1YP )(P−1XP ))} = 0 for any P ∈ SLn and so
(SLn, g) is a totally geodesic submanifold.
Let us denote again by ∇ the Levi-Civita connection of (SLn, g), from the first
part of this proposition we get that the expression of ∇ is formally similar to the
expression of the Levi-Civita connection on GLn, hence the same holds for the
Riemann tensors and, analogously to Theorem 2.1, the equation of geodesics in
SLn is the same and the geodesics are the curves of the predicted type. 
P r o p o s i t i o n 4.3. (SLn, g) is an Einstein Semi-Riemannian manifold with
Ricci curvature tensor Ric = −n
2
g and scalar curvature S = − (n− 1)n(n+ 1)
2
.
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P r o o f. Arguing as in the proof of Proposition 3.2 we get
Ric(X,Y ) = −1
4
B(X,Y ) for any left invariant fields X,Y where B is the
Cartan-Killing form on the Lie algebra of SLn and that this is equal to 2n g(X,Y )
(see for instance [5] p. 210) and so we get the expected formula for Ric.
Therefore (SLn, g) is an Einstein manifold (i.e. Ric is a multiple of g) with
Ric = −n
2
g. Hence:
S = −n
2
dim(SLn) = −n
2
(n2 − 1) = − (n− 1)n(n+ 1)
2
. 
Th e o r em 4.1. GLn = ∪c 6=0SLn(c) is a foliation of GLn, whose leaves are
totally geodesic Semi-Riemannian submanifolds with respect to the metric g of
GLn.
The leaves are Einstein, symmetric, geodesically complete, mutually isometric
Semi-Riemannian hypersurfaces with signature (
n(n+ 1)
2
− 1, n(n− 1)
2
) and
with scalar curvature S = − (n− 1)n(n+ 1)
2
.
A curve P = P (t) is a geodesic of (SLn(c), g) if and only if P (t) = Ke
tC with
det(K) = c, tr(C) = 0.
P r o o f. For any P ∈ SLn(c) let us denote again by gP the restriction to
TP (SLn(c)) of the metric tensor g and let P0 be a fixed point of SLn(c) (hence
det(P0) = c). Then the left translation LP0 : (GLn, g) → (GLn, g) in an isom-
etry, mapping SLn onto SLn(c). Hence the restriction of LP0 is an isometry
of (SLn, g) onto (SLn(c), g). Moreover, LP0 in an isometry of (GLn, g), so it
transforms totally geodesic Semi-Riemannian submanifolds into totally geodesic
Semi-Riemannian submanifolds and this allows to conclude about SLn(c) . Fi-
nally for geodesics we can argue as in Proposition 4.2. 
Th e o r em 4.2. The manifold (GL+n , g), with GL
+
n = {A ∈ GLn/ det(A) > 0},
is an open Semi-Riemannian submanifold of (GLn, g), isometric to the Semi-
Riemannian product manifold (SLn × R, g × h) where h = dx2 is the euclidean
metric on R.
P r o o f. Note that at any x ∈ R, hx(a, a′) = aa′ for every (tangent vectors)
a, a′ ∈ R and that:
(g × h)(P,x)((V, a), (V ′, a′)) = gP (V, V ′) + hx(a, a′) = tr(P−1V P−1V ′) + aa′
for any P ∈ SLn, x ∈ R, V, V ′ ∈ TP (SLn) (i.e. tr(P−1V ) = tr(P−1V ′) = 0,
V, V ′ ∈Mn), a, a′ ∈ TxR = R.
We prove that F : (SLn×R, g× h)→ (GL+n , g), defined by F (P, x) = e
x√
nP , is
an isometry.
Indeed F is of class C∞ with inverse F−1 : GL+n → SLn × R defined by
F−1(Q) = (
Q
n
√
det(Q)
,
log(det(Q))√
n
), for any matrix Q with positive determi-
nant (“log” denotes the natural logarithm).
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We easily get
(DF(P,x))(M,a) = e
x√
nM +
e
x√
n
√
n
aP
for any P ∈ SLn, x ∈ R, a ∈ Tx(R), M ∈ TP (SLn) (i.e. for any M ∈ Mn such
that tr(P−1M) = 0).
So, if tr(P−1M) = tr(P−1M ′) = 0, we obtain:
g
F (P,x)
((DF(P,x))(M,a), (DF(P,x))(M
′, a′)) =
g
e
x√
n P
(e
x√
n (M+
a√
n
P ), e
x√
n (M ′+
a′√
n
P )) = tr((P−1M+
aI√
n
)(P−1M ′+
a′I√
n
)) =
tr(P−1MP−1M ′) +
a√
n
tr(P−1M ′) +
a′√
n
tr(P−1M) +
aa′
n
tr(I) =
tr(P−1MP−1M ′)+aa′ = gP (M,M
′)+hx(a, a
′) = (g×h)(P,x)((M,a), (M ′, a′))
for any M,M ′ ∈ TP (SLn) and a, a′ ∈ Tx(R) = R.
This means that F is an isometry between (SLn × R, g × h) and (GL+n , g). 
Ac k n ow l e d gm en t s. We want to thank Giorgio Ottaviani and Fabio Podesta`
for many discussions and their suggestions about the matter of this note.
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