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Abstract
In pulsed laser deposition, thin film growth is mediated by a laser-generated plasma, whose properties are critical for
controlling the film microstructure. The advent of 2D materials has renewed the interest in how this ablation plasma
can be used to manipulate the growth and processing of atomically thin systems. For such purpose, a quantitative
understanding of the density, charge state, and kinetic energy of plasma constituents is needed at the location where
they contribute to materials processes. Here we study laser-induced plasmas over expansion distances of several
centimeters from the ablation target, which is the relevant length scale for materials growth and modification. The
study is enabled by a fast implementation of a laser ablation/plasma expansion model using an adaptive Cartesian mesh
solver. Simulation outcomes for KrF excimer laser ablation of Cu are compared with Langmuir probe and optical
emission spectroscopy measurements. Simulation predictions for the plasma-shielding threshold, the ionization state
of species in the plasma, and the kinetic energy of ions, are in good correspondence with experimental data. For laser
fluences of 1-4 J/cm2, the plume is dominated by Cu0, with small concentrations of Cu+ and electrons at the expansion
front. Higher laser fluences (e.g., 7 J/cm2) lead to a Cu+-rich plasma, with a fully ionized leading edge where Cu2+ is
the dominant species. In both regimes, simulations indicate the presence of a low-density, high-temperature plasma
expansion front with a high degree of ionization that may play a significant role in doping, annealing, and kinetically-
driven phase transformations in 2D materials.
Keywords: Laser ablation, Plasma processing of 2D materials, 2D materials, Pulsed laser deposition, Plasma
diagnostics, Laser plasma simulation, Plasma assisted processing
1. Introduction
Low-temperature plasmas (LTPs) have long been rec-
ognized as effective in enhancing physical and chem-
ical processes that take place during materials synthe-
sis [1, 2, 3]. The emergence of two-dimensional (2D)
materials has renewed the interest in using LTPs for
engineering these systems at the atomic scale. Well-
known and as-of-yet unexplored LTP regimes may offer
nonequilibrium and reactive environments that are not
accessible to other 2D materials fabrication approaches.
Recent examples include the engineering of edge sites
of WS2 in plasma-enhanced atomic layer deposition [4]
and the formation of Ohmic contacts to PdSe2 by expo-
sure to an argon plasma [5].
∗Corresponding author
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LTPs generated by laser ablation are of particular in-
terest because of their rich chemistry and spatiotem-
poral phenomena. The chemical diversity, variety of
gas backgrounds, and shockwave characteristics of the
laser plume are highly conducive to kinetic control of
materials synthesis [6]. Laser-induced LTPs also ex-
hibit wide tunability of plasma parameters. This in-
cludes wavelength dependence of the electron energy
distribution function [7] and strong gradients of den-
sity and temperature that cause deviations from local
thermodynamic equilibrium [8]. This suite of attrac-
tive characteristics has long been considered signifi-
cant in pulsed laser deposition (PLD) of thin films [9].
Measurements of laser plasma parameters using Lang-
muir probes, time-of-flight mass spectroscopy, optical
emission spectroscopy, laser-induced fluorescence, as
well as photography and imaging techniques have estab-
lished numerous correlations between plasma parame-
ters and thin film characteristics [10]. Increasing the
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kinetic energy of plasma species, for example, leads to
increased depth of implantation and higher density of
defects in the films. Conversely, low kinetic energy de-
position creates film growth conditions near thermody-
namic equilibrium [11]. These and many other correla-
tions represent a substantial body of knowledge but do
not provide an exhaustive picture of the plasma envi-
ronment during thin film growth by PLD. This is due
in part to the difficulty in gathering direct experimen-
tal information on the strongly time and space depen-
dent plasma parameters at the location of film growth.
Moreover, growth and modification of 2D materials has
raised new questions about the ion densities, kinetic en-
ergies, and plasma temperatures that are conducive to
manipulation of these atomically thin systems. In this
context, laser plasma simulations may offer insights into
the plasma characteristics in the vicinity of the pro-
cessing area which, in conjunction with experiments,
could reveal plasma conditions for controlling processes
such as doping, defect annealing, and kinetically-driven
phase transformations.
Although simulations of laser-induced plasmas have
been carried out for decades, the vast majority of re-
ported results concentrate on laser plume length scales
of up to tens of microns. Some studies extend the plume
behavior up to a few millimeters. These length scales
are most useful for studying processes that take place in
close proximity to the ablation target, such as laser mi-
cromachining [12], target elemental analysis [13], and
target processing [14]. For thin film deposition and 2D
materials processing, however, it is desirable to perform
simulations out to significantly longer distances, since
substrates are typically placed 4-10 cm away from the
target. Simulating the laser plasma out to these length
scales has been a challenge because of the long calcu-
lation times associated with currently available codes
and computing platforms. As a result, very few compu-
tational investigations for similarly long distances are
found in the literature [15, 16, 17]. In this paper, we
implement a previously described laser ablation model
employing a solver with an adaptive Cartesian mesh
(ACM). The vastly improved efficiency and time res-
olution of this implementation allows us to simulate
the laser-produced plasma expansion out to the realis-
tic PLD distances of centimeters. This includes simu-
lation of leading edge characteristics of the plume that
may meaningfully be fed into mesoscopic models of
plasma-surface interaction that ultimately govern thin
film growth and modification. We compare the simula-
tion predictions with Langmuir probe and optical emis-
sion spectroscopy measurements of the plasma gener-
ated during ablation of copper (Cu). These comparisons
help clarify the conditions under which our plasma sim-
ulations are suitable for describing laser-generated LTPs
and where opportunities exist for expanding their do-
main of applicability.
2. Model Description
The simulation of laser-induced plasmas is a mature
field with a variety of kinetic [18], fluid [19], and hy-
brid models [12] described in the literature. The ba-
sic simulation of material ablation by a pulsed laser
requires the integration of processes of ejection of ab-
lated material upon laser irradiation with processes of
plasma plume formation and expansion. These two
stages are of course coupled, with significant mutual
interference. Processes of material removal involve
complicated light-matter interactions whose physics de-
pends strongly on the laser wavelength, pulse dura-
tion, and target material properties. Thermal evapora-
tion, subsurface boiling, supercritical boiling, and hy-
drodynamic sputtering vary in their relative importance
in multiple regimes [20]. For low laser fluence (∼ 1
J/cm2), thermal evaporation is dominant, whereas ad-
ditional mechanisms need to be considered in the high
fluence regime. If temperatures approach or exceed the
critical temperature of the target material, for example,
supercritical processes take place. This has been ac-
counted for in robust recent models that include both,
surface and volume removal mechanisms [21]. Once the
material has been ejected, models of plasma formation
and expansion are needed. Numerous collisional and
radiative processes, including inverse Bremsstrahlung,
electron impact ionization, and electron impact exci-
tation/deexcitation can be accounted for to determine
the electron and ion populations [22]. The evolution
of the plasma can be calculated using kinetic or fluid
models. Despite their accuracy and fundamental ap-
peal, kinetic models remain impractical for simulations
out to several centimeters and microsecond timescales
[23]. Fluid models employing the assumption of local
thermodynamic equilibrium (LTE) are the most popu-
lar [24], while two-temperature models have also been
evaluated [22, 25].
For our purpose of developing laser plume simula-
tions out to long distances, we have opted for a simple
model that couples laser-induced surface evaporation
with fluid plasma expansion [19]. Despite its simpli-
fying assumptions about collisional/radiative processes
in the plasma, and the exclusion of multiphase pro-
cesses of target material removal, the model is suffi-
ciently sophisticated to be applicable to realistic simula-
tions under a limited set of conditions. LTE is assumed
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throughout the simulation, including the initial stages
of plasma formation. The model neglects material re-
moval by phase explosion. In general, phase explosion
contributes significantly to the ablation process at high
laser powers and it is commonly accepted that devia-
tion from LTE occurs in very early stages of plasma
formation [21, 22]. Our main focus is on PLD and
2D materials processing at relatively low laser fluence
of 1-4 J/cm2 (0.5-2×108 W/cm2) for a 248 nm, 20 ns
laser pulse. Under these conditions, which are routinely
used to grow high-quality, epitaxial films in high vac-
uum, phase explosion is not expected to contribute sig-
nificantly to material removal [21]. The expanding gas
in this regime contains a low density of ionized species
in comparison to high fluence cases (>10 J/cm2).
In what follows we summarize the one-dimensional
(1D) version of the chosen model. The 1D description
effectively entails a flat plasma expansion front. This is
a suitable geometry at distances from the target that are
smaller than the laser spot size. The 1D version provides
therefore a good approximation during the initial stages
of the expansion (i.e., several hundreds of ns after the
laser pulse). It is thus reasonable to expect quantitative
accuracy from the model for the early expansion. Three-
dimensional (3D) effects will become increasingly im-
portant as the expansion proceeds to distances that are
larger than the spot size. Accordingly, the focus of the
analysis at longer distances from the target should be on
qualitative trends rather than on quantitative predictions.
The essential features of the model have been described
elsewhere [19], while its numerical implementation car-
ried out here is entirely novel. The simulation is imple-
mented in a multi-dimensional setting in a state-of-the-
art, open-source ACM framework [27]. Existing com-
pressible solvers available in this framework (Riemann
and so-called all-Mach solvers [27]) have been adapted
to include a complex equation-of-state (EoS) combined
with the Saha equilibrium model describing the state
of a multi-species laser-generated plasma, comprising
ground-state metal species, several metal ion species, as
well as electrons. The use of the dynamic ACM ap-
proach is essential since the initial (t < 20 ns) spatial
resolution required near the target is tenths of microns,
while the simulation extends up to several centimeters.
As the plasma plume expands (t > 20-50 ns), the fine
near-target resolution is no longer required for most of
the simulation domain, allowing the grid to be coars-
ened. Proper resolution of the moving plasma front is
still necessary, however, throughout the entire plasma
dynamics until the front reaches the substrate (several
centimeters away from the target). Only the very nar-
row plasma front region needs to be resolved for this
purpose, while the remainder of the computational mesh
can stay coarse. The ACM technique thus makes the
computation fast over the large distances from the tar-
get (> 1-5 cm) and over long times (t > 1 µs). This
is already noticeable in the 1D results reported here
and is even more important for multi-dimensional im-
plementations. The details of the compressible multi-
dimensional calculations, with the complex EoS and its
numerical scheme, will be described elsewhere.
2.1. Target heating, melting and evaporation
The interaction of the laser pulse with the target is
assumed to follow Beer’s Law with a constant and uni-
form absorption coefficient α and reflectivity R (Eq. 1).
This absorption results in a heat source term in the heat
diffusion equation (Eq. 2), that is solved to account for
the heating of the target, whose laser-exposed, thin top
layer eventually melts and vaporizes.
I(x, t) = I0e−αx[1 − R] (1)
∂T (x, t)
∂t
=
∂
∂x
[
κ
(Cpρm)
∂T (x, t)
∂x
]
+
α
Cpρm
I(x, t) (2)
In Eq. 2, κ, Cp, and ρm represent the thermal con-
ductivity, heat capacity, and mass density of the target
material, respectively. The pressure of the vapor that
forms on the surface of the target is calculated from the
Clausius-Clayperon equation (Eq. 3), where ∆Hlv is the
heat of vaporization, Ts and Tb are the surface and boil-
ing temperatures at 1 atm (p0), and R is the ideal gas
constant.
pvap(Ts) = p0 exp
[
∆Hlv(Ts − Tb)
RTsTb
]
(3)
ρvap,s =
pvap
kTs
(4)
The vapor density at the surface is calculated from the
ideal gas law (Eq. 4), which is used to approximate the
average normal velocity component (Eq. 5) by assum-
ing a Maxwellian velocity distribution.
νvap,s =
√
2kTs
pim
(5)
2.2. Expansion of the plume
The expansion of the vapor into vacuum is described
by the equations of fluid mechanics, assuming conser-
vation of mass (Eq. 6), momentum (Eq. 7), and energy
(Eq. 8),
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∂ρ
∂t
= −∂ρν
∂x
(6)
∂ρν
∂t
= − ∂
∂x
[p + ρν2] (7)
∂
∂t
[
ρ
(
E +
ν2
2
)]
= − ∂
∂x
[
ρν
(
E +
p
ρ
+
ν2
2
)]
+ αIBIlaser − rad
(8)
where ρ, ρν, and ρE represent the plasma mass density,
momentum density, and internal energy density, respec-
tively.
In Eq. 8, αIB is the absorption coefficient for inverse
Bremsstrahlung and Ilaser is the laser irradiance. Their
product acts as an energy source for the fluid, while
rad is the emitted energy from the Bremsstrahlung pro-
cess, playing the role of an energy sink. Assuming a
Maxwellian velocity distribution for the electrons, rad
is given by Eq. 9 [28], where ne, ni1, and ni2 are the
number densities of electrons, Cu+, and Cu2+, respec-
tively, with Z1 = 1 and Z2 = 2.
rad =
(2pikT
3me
)1/2 32pie6
3hmec3
ne(Z21ni1 + Z
2
2ni2) (9)
The local pressure p and the temperature T of the ex-
panding vapor are related to ρ and ρE by [29]
p = (1 + xe)
ρkT
m
(10)
ρE =
ρ
m
[3
2
(1 + xe)kT + IP1xi1 + (IP1 + IP2)xi2
]
(11)
where xe is the degree of ionization of the vapor, and
xi1 and xi2 represent the fractions of singly and doubly
ionized atoms (Cu+ and Cu2+, in this case). IP1 and IP2
denote the first and second ionization potentials of Cu.
2.3. Plasma formation
The ionization of the vapor, and consequent plasma
formation, is governed by a set of Saha equations that
take into account the concentrations of Cu0, Cu+, and
Cu2+:
xexi1
x0
=
1
nvap
(2pimekT
h2
)3/2
exp
(
− IP1
kT
)
(12)
xexi2
xi1
=
1
nvap
(2pimekT
h2
)3/2
exp
(
− IP2
kT
)
(13)
The number density of the vapor nvap is obtained from
the vapor density and the mass of Cu. The degree of
ionization and fractions of Cu0, Cu+, and Cu2+ species
are again represented by xe, x0, xi1, and xi2, respectively.
Eqs. 10 through 13 represent a so-called non-ideal-
gas EoS, p = p(ρ, E) which has been implemented in
our ACM framework using Newton iteration schemes
and numerical differentiation (e.g., the speed of sound
required in the compressible schemes is computed as
c2 = ∂p/∂ρ
∣∣∣
s, where S is the enthalpy).
The vacuum background is characterized by a fixed
number density of neutral species, which can be ad-
justed to match experimental conditions of interest.
Conservation of matter and charge are accounted for by
using Eqs. 14 and 15.
x0 + xi1 + xi2 = 1 (14)
xi1 + 2xi2 = xe (15)
2.4. Laser absorption by the plasma
Once the plasma has formed in front of the tar-
get, some of the laser pulse is absorbed via inverse
Bremsstrahlung in which a free electron absorbs a
photon near a heavy particle. The absorption coef-
ficients for electron-neutral and electron-ion inverse
Bremsstrahlung are given by Eqs. 16 and 17, respec-
tively [30].
αIB,e−n =
[
1 − exp
(
− hc
λkT
)]
Qnen0 (16)
αIB,e−i =
[
1 − exp
(
− hc
λkT
)]4e6λ3ne
3hc4me
×
( 2pi
3mekT
)1/2
(Z21ni1 + Z
2
2ni2)
(17)
where Q is the cross section for photon absorption by an
electron during a collision with neutral species (taken to
be 10−36 cm2) [30].
3. Experimental Details
The properties of a laser-generated plasma corre-
sponding to the simulation were measured with Lang-
muir probes of two different geometries in the PLD sys-
tem shown schematically in Fig. 1. A 10 × 10 mm
square planar probe was used for measurements of the
density and the time of flight (TOF) of ions. Under
strong negative bias, only positive, ionic species are col-
lected by the planar probe. The ion current measured as
a function of the time delay from the laser pulse can
be used to deduce how the ion density of the plasma
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changes with time at the position of the probe [31]. For
measuring electron properties, a cylindrical probe con-
sisting of a 100-µm diameter, 4.5-mm long platinum
wire was employed. Under positive bias, cylindrical
probe theories permit extraction of the electron tempera-
ture (Te) from the current vs. bias voltage characteristics
(I-VBias) [32]. Each probe was placed along the direc-
tion normal to the surface of the Cu ablation target and
was attached to a linear translation vacuum feedthrough,
in order to be positioned at distances between zero and
5.500 ± 0.005 cm from the target. The probes are con-
nected to a bipolar bias voltage source, and the collected
current is determined from the voltage drop across a
10 Ω resistor, connected to ground. Curves of probe
current vs. bias voltage can be measured by stepping
the bias from negative to positive and collecting cur-
rent pulses at every bias value. Averaging of numerous
current pulses yields well-defined current traces, peak
currents, and values of the electron temperature Te. Al-
though the exact number of pulses used in each probe
measurement varied over the course of experiments, all
probe data reported here involve averaging of a mini-
mum of 255 pulses. The Cu target was well-polished
before each experiment to aid in reproducibility and in
matching the conditions of the simulation. The pressure
of the chamber was kept at 3.0 × 10−5 torr during abla-
tion experiments with a KrF (248 nm) Lambda Physik
LPX 305i excimer laser, focused to spot on the target
with an area of 0.0439 cm2.
Figure 1: Schematic of the pulsed laser deposition system, including
Langmuir probe and optical emission spectroscopy (OES) diagnos-
tics. A 10 × 10 mm planar probe is used to acquire data from the ions
in the plasma plume, whereas electrons are studied with a 100-µm di-
ameter cylindrical probe of 4.5 mm length. Each probe is attached
to a micrometric linear translation stage that allows its placement at
distances between zero and 5.500 ± 0.005 cm from the target.
Optical emission spectroscopy (OES) data from the
PLD plume was acquired with an Acton Research Cor-
poration SpectraPro 500i, 0.5 meter spectrometer using
a 1200 grooves/mm grating blazed at 300 nm. Each
OES spectrum was collected with a quartz, optical fiber
aimed at the substrate mounting plate in the PLD cham-
ber.
The simulation parameters were set to be consistent
with our PLD environment, with the obvious caveat that
this is a 1D implementation of the model, whereas the
experiment takes place in three dimensions. Accord-
ingly, comparisons between experiments and simulation
predictions at long distances from the target are primar-
ily qualitative. The laser wavelength was set to 248 nm
and a top-hat intensity temporal profile was used with
a FWHM of 20 ns. Laser power densities of 1-5×108
W/cm2 were used, which correspond to laser fluences
of 2-10 J/cm2. The number density of atoms in the vac-
uum background of the simulation was set to 1018 m−3,
to match the 3.0× 10−5 torr vacuum environment where
probe and OES measurements were carried out.
4. Results and Discussion
We first examine some general characteristics of the
simulation in light of ion probe and OES measurements.
Fig. 2a shows the effect of laser fluence on the irradi-
ance calculated to reach the target. The temporal profile
of the laser pulse is also shown for reference. The cor-
responding target heating curves are seen in Fig. 2b. A
sharp decrease in the target irradiance signals the on-
set of shielding of the laser beam by the plasma. The
peak target temperature occurs right before the onset of
plasma shielding. For fluences of 3 J/cm2 and below,
the target absorbs 100% of the laser energy, which re-
sults in a smooth heating curve with the maximum tem-
perature of about 4180 K at t ≈ 23 ns, coinciding with
the end of the laser pulse. At greater fluence values, the
model predicts the onset of shielding to occur at earlier
times during the laser pulse. In each case, the drop in
target irradiance is accompanied by a sharp decline in
target temperature at first, followed by a reduced heat-
ing rate for the remainder of the laser pulse. An impor-
tant quantity to watch in these calculations is the peak
target temperature. As observed in Fig. 2b, the solu-
tion of the heat diffusion equation predicts peak target
temperatures that do not exceed 5700 K for the range
of laser fluences investigated (2-10 J/cm2 with λ = 248
nm and 20 ns pulse duration). This is significantly be-
low the critical temperature of Cu, Tcrit = 7800 K, in-
dicating that supercritical processes do not play a sig-
nificant role in the target ablation for these conditions
[21]. For the limited scope of the present investigation,
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Figure 2: a) Simulated target irradiance for different values of laser
fluence using a 248 nm, 20 ns laser pulse with a top-hat temporal
profile. As the laser fluence increases, the sharp decrease of target ir-
radiance, indicating onset of plasma shielding, occurs at earlier times.
b) Simulated target temperature at different laser fluences shows the
peak temperature is reached right before the onset of plasma shielding.
The peak temperature increases with increasing laser fluence.
the Cu target reflectivity has been fixed at R=0.34 [33].
This is of course a simplistic assumption of the model,
since the Cu reflectivity must vary as it passes through
the solid-liquid phase transition. However, a parametric
study of the effect of R on the target heating curves re-
veals that this admittedly oversimplified scenario does
not alter the conclusion that supercritical processes can
be safely discounted under our conditions. Specifically,
simulations using a broad range of meaningful values
of reflectivity (R = 0.14 − 0.95) yield a maximum peak
temperature of ∼ 6200 K, which is still below Tcrit.
Plasma shielding has a nonlinear impact on the den-
sity of the laser-generated plume. This effect can be de-
tected by Langmuir probes and offers a first opportunity
for comparing the simulation results with experiments.
Fig. 3a shows the peak current measured by the planar
ion probe as a function of laser fluence. The depen-
dence of the ion current with the fluence clearly reveals
two distinct regimes. A change in slope in the semi-log
plot of the peak ion current vs. fluence is observed at ∼
3.6 J/cm2. This “kink” in the ion current behavior has
been observed in the ablation of other materials, and it
has been attributed to the threshold for laser absorption
by the plasma [11]. Comparing the experimental value
of ∼ 3.6 J/cm2 to the target irradiance curves in Fig. 2a,
it is apparent that the change in slope of the experimen-
tally collected ion current is consistent with entry into
the plasma shielding regime, predicted by the simula-
tions to set in around 3-4 J/cm2 of laser fluence. It is in-
teresting to note that no luminous plume was visible in
the PLD chamber for fluences below 2.3 J/cm2. A very
weak plume becomes discernible to the eye at approxi-
mately 2.6 J/cm2. Plumes with strong optical emission
are observed for fluences ∼ 3 J/cm2. The inset of Fig.
3a shows the electron temperature measured with the
cylindrical probe for fluences near the plasma-shielding
threshold. The increasing trend of the electron tempera-
ture is in agreement with the regime transition noted in
the ion current data.
The simulated peak ion density also shows a clear,
abrupt shift between low- and high-density regimes at
a laser fluence of ∼ 3.9 J/cm2 that can be ascribed to
the plasma-shielding transition. This is seen in Fig. 3b,
which displays the simulated peak density of Cu+ ions
at 2.0 cm from the target. At low laser fluence, a mod-
est gradual increase in ion density is predicted, varying
upward from 7.7×1018 at 3.0 J/cm2 to 1.8×1019 m−3 at
∼ 3.9 J/cm2. The target absorption profiles in this range
of fluences (Fig. 2a) indicate that virtually all the en-
ergy from the laser pulse is delivered to the target in this
regime, with peak target temperatures remaining rela-
tively low (< 4180 K). In the vicinity of 3.9 J/cm2, a
highly nonlinear response is observed in the simulated
ion density for small changes in the laser fluence. This
nonlinear response clearly corresponds to a transition to
the plasma-shielding regime. The steep increase in the
number of ions results from the heating of the plasma
due to strong absorption of the laser energy via the in-
cluded mechanism of inverse Bremsstrahlung. Further
increases in fluence beyond the transition cause again a
modest, steady increase in ion density, now governed by
the plasma shielding regime.
Although the simulation captures the transition be-
tween vapor transparency and plasma shielding, the pre-
dicted climb in ion density with increasing laser flu-
ence appears significantly steeper than the one observed
in the experiment. This overestimate is likely due (at
least in part) to our simplifying assumptions regard-
ing collisional and radiative processes in the plasma.
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Figure 3: a) Peak ion current collected by the planar probe at 5.5
cm away from the target, with a bias voltage of −50 V. The ion cur-
rent grows exponentially with the laser fluence. The change in the
rate of exponential growth noted at ∼ 3.6 J/cm2 corresponds to the
threshold of plasma absorption of the laser pulse. The inset displays
the electron temperature measured with the cylindrical probe for flu-
ences near the plasma shielding threshold. b) Simulated Cu+ density
vs. fluence at 2.0 cm from the target, showing the occurrence of the
plasma-shielding transition at a laser fluence of ∼ 3.9 J/cm2.
We recall that only Bremsstrahlung (Eq. 9) and in-
verse Bremsstrahlung (Eqs. 16 and 17) are included
in the model. The addition of other processes such
as photoionization/recombination, impact excitation/de-
excitation, and radiative decay [22], may lead to a more
accurate slope in the ion density transition. It is also ex-
pected that inclusion of multi-dimensional effects (e.g.,
2D-axisymmetric simulation) may affect this behav-
ior. Evidently, inclusion of these additional processes
and higher dimensionality will come at a computational
cost.
Following its formation and heating, the plasma will
expand outwards into the vacuum. Fig. 4 shows the
simulated densities of e−, Cu0, Cu+, and Cu2+ for three
laser fluence values out to a typical substrate mount-
ing distance of 5.5 cm: a) 3 J/cm2, below plasma-
shielding threshold; b) 4 J/cm2, near plasma-shielding
threshold; and c) 7 J/cm2, in the strong plasma shield-
ing regime. Below the plasma-shielding threshold, the
simulated plume is primarily composed of Cu0 species
with low densities of electrons and Cu+ concentrated on
the expansion front. The translational kinetic energy of
species in the plasma front is relatively low (∼ 6 eV),
taking 10.8 µs for them to reach 4.5 cm. For a laser flu-
ence near the plasma-shielding threshold (4 J/cm2), the
electrons and ionic species are similarly confined to the
front but with the gradual appearance of Cu2+ as the ex-
pansion progresses. This is due to the formation of an
increasingly hot leading edge of the plume. Notewor-
thy changes are seen in the composition of the plume at
high laser fluence (7 J/cm2; strong plasma shielding).
Cu+ becomes the dominant species and Cu2+ is now
observed at much earlier stages of the expansion. Per-
haps most significantly, the leading edge of the plume
achieves complete ionization.
In an attempt to experimentally assess the concen-
tration of ions and neutrals in the Cu plume, we car-
ried out OES measurements as described in the exper-
imental section. The plume has strong Cu0 lines and
low-intensity Cu+ lines for laser fluences in the 1.5-2.7
J/cm2 range. Fig. 4d shows the measured intensity of
the 327.4 nm Cu0 and the 404.3 nm Cu+ lines on the
left axis of the plot. The measured ratio of Cu0:Cu+ line
intensities is shown on the right axis. Since reference
data for the relative intensities of these lines indicate
a 1:2.7 ratio (Cu0:Cu+) [34], the OES data supports a
plume dominated by Cu0. This is in agreement with the
plume predicted by the simulation at low fluence (Fig.
4a). Also noteworthy is the fact that the ratio of the
Cu0 and Cu+ lines remains approximately constant for
the measured fluence range, implying that the relative
densities of the corresponding species do not change
appreciably. No Cu2+ emission lines were detected for
fluences of 1.5-2.7 J/cm2, which is also consistent with
the model’s prediction for laser fluence below 3 J/cm2
(Fig. 4a). This low fluence regime is widely used for
growth of thin films by PLD, especially when layer-by-
layer growth is intended.
The presence of species with higher ionization states
(2+, 3+, etc.) is commonly reported in the literature
for PLD plumes [35, 36, 37]. However, these reports
often refer to higher laser fluences, typically in excess
of 5 J/cm2. For laser fluences in the 1-3 J/cm2 OES and
our simulation results of Cu ablation jointly support the
notion that the plume is dominated by Cu0, with small
concentrations of Cu+ and electrons at the leading edge
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Figure 4: Density of e−, Cu0, Cu+, and Cu2+ over the 5.5-cm expansion length from the location of the PLD target for laser fluence of a) 3.0 J/cm2,
b) 4.0 J/cm2, and c) 7.0 J/cm2. For low fluence, the plume is dominated by Cu0 with a leading edge containing Cu+ and electrons. Moderate
fluence shows the appearance of Cu2+ species and high fluence leads to a highly ionized plume dominated by Cu+ species. The expansion front is
fully ionized with doubly ionized species arriving at the growth substrate first. The time lag between deposition of Cu2+ and Cu+ becomes more
pronounced the greater the expansion length. d) Comparison of optical emission spectrum data for the Cu PLD plume shows constant ratio of Cu0
to Cu+ intensities for the 1.5-2.6 J/cm2 fluence range, with no detectable Cu2+, in general agreement with simulations.
of the plume.
The kinetic energy distribution of ions in the plasma
plume is of particular importance for thin film deposi-
tion and 2D materials modification. Insight into this dis-
tribution can be gained by comparing simulations and
measurements of the ion density as a function of the ion
time of flight (TOF). This TOF-based analysis is evi-
dently qualitative, since it would be strictly meaningful
only for collisionless plasma expansion regimes. Fig.
5a shows simulated ion densities at 3.0 cm from the tar-
get for Cu ablation with various laser fluences in the
3-7 J/cm2 range. Not surprisingly, the simulation pre-
dicts that the overall ion density scales with the laser
fluence. The number of fast ions grows with increas-
ing fluence while the peak of the ion density pulse shifts
to shorter TOF values. This trend in the simulation is
observed in the densities acquired with the planar Lang-
muir probe placed at 5.5 cm from the target. Fig. 5b
shows the experimental ion density as a function of TOF
obtained via ni(t) = Iion(t)/(eνA), where Iion(t) is the
saturation current pulse measured with the planar probe
under strong negative bias, A is the probe area, e is ele-
mentary charge, and ν is the plasma flow velocity [31].
Beyond the trivial mismatch caused by the different val-
ues of d, a comparison between absolute numbers for
simulated and experimental ion densities illustrates the
quantitative limits of the 1D simulation. As discussed
in the model description section, the 1D version of the
model is not expected to be quantitatively accurate at
long distances. The overestimation of the simulated ion
density is attributed to the 1D nature of the calculation,
which obviously does not allow plasma expansion into
the transverse dimensions. This highlights the impor-
tance of 3D implementations (e.g., 2D-axisymmetric),
which are underway in our group. Simulations at higher
dimensionality will undoubtedly reduce the magnitude
of the density along the direction normal to the target at
long distances.
The ion densities of Figs. 5a and 5b represent, essen-
tially, the simulated and measured TOF distributions of
the ions. It is instructive to convert the TOF to the quan-
tity ε = 12mCu
(
d
TOF
)2
, and analyze how the number of
ions arriving at distance d from the target is distributed
in ε. These converted distributions for simulation and
8
Figure 5: a) Simulated and b) measured ion densities at distance d
from the target, as a function of ion time of flight (TOF). Experimen-
tal ion densities measured by the planar Langmuir probe with a bias
of −50 V. c) Simulated and d) measured dN/dε distributions obtained
from the ni(t) vs. TOF curves by converting TOF to ε = 12mCu
(
d
TOF
)2
.
e) Spatial profiles for temperature and density of the various plume
species at long distances from the target. The main panel shows pro-
files for a laser fluence below the plasma shielding threshold (3 J/cm2),
while the curves in the inset correspond to a fluence just above the
shielding threshold (4 J/cm2). A well-defined temperature peak de-
velops at the leading edge of the plume as a result of fluid expansion
against the 1018 atoms/m3 vacuum background. The intensity of this
temperature peak scales with the laser fluence.
experiment are shown in Figs. 5c and 5d. The energy ε
does not represent the kinetic energy of the ions, since
it does not include the transverse degrees of freedom of
their thermal motion and the plasma expansion regime
is clearly hydrodynamic rather than collisionless. How-
ever, dN/dε obtained from ni(t) by the change of vari-
ables [38]
dN
dε
=
νt3
mCud2
ni(t), (18)
where t ≡ TOF, is an approximate representation of the
ion kinetic energy distribution. The accuracy of this ap-
proximation improves as the plasma flow velocity ν in-
creases with respect to the thermal velocity of the ions
νth. Indeed, for most of our data ν is substantially larger
than νth.
It is apparent in the simulated distributions of Fig. 5c,
that a dramatic shift in the peak position for dN/dε is as-
sociated with the plasma shielding threshold. For abla-
tion at 3 J/cm2 (i.e., below shielding threshold), dN/dε
peaks at ∼ 6 eV. On the other hand, the distributions
for ablation above the threshold have peaks ∼ 22 eV.
Morever, the stretching of the high-energy tail of dN/dε
with increasing laser fluence is consistent with the rising
availability of ions traveling with high kinetic energy.
The experimental dN/dε distributions (Fig. 5d) exhibit
the same essential trend seen in the simulation, but are
marked by a less abrupt transition to the plasma shield-
ing regime. This is due to the lower plasma flow veloc-
ities that characterize the experimental plume. Plasma
flow velocities are overestimated in the simulation due
to the imposed 1D expansion and the higher internal en-
ergy of the plasma, caused by the limited energy loss
mechanisms included in the model. The lower plasma
flow velocities in the experiment are clearly evidenced
in the less pronounced high-energy tails of the experi-
mental dN/dε curves. The leading edge of the plume is
particularly important in thin film deposition and modi-
fication, since it contains the most energetic species ar-
riving at the growth substrate. Figs. 5c and 5d show
good correspondence regarding the impact of laser flu-
ence in the generation of high kinetic energy species at
the leading edge. Additional details about the leading
edge of the plume can be inferred from the simulation
data shown in Fig. 5e. This figure displays the den-
sity profiles for neutral and charged species, as well as
the vapor temperature at long distances from the target.
The simulation outcomes for a fluence below the plasma
shielding threshold (3 J/cm2) are compared to the pre-
dicted profiles for conditions just above the threshold (4
J/cm2, inset). The calculated temperature at the lead-
ing edge of the plume exhibits a well-defined peak of
∼ 0.4 eV at 3 J/cm2 and reaching up to ∼ 6 eV for 4
J/cm2. These sharp peaks decay to significantly lower,
and approximately spatially uniform values, once the
highly ionized leading edge of the plume has passed.
This is seen in Fig. 5e with plasma temperature val-
ues shown on the left axes. Fig. 5e also plots the neu-
tral, ion, and electron densities on the right axes. In
the below-threshold case, singly-charged ions and elec-
trons are concentrated in the hot leading edge where the
temperature peaks. In the simulation at 4 J/cm2, Cu2+
ions are noted to bunch at the front of the plume, while
the Cu+ and Cu0 species follow with electrons suitably
distributed to preserve the macroscopic neutrality of the
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plasma.
The simulation therefore indicates the presence of
a hot leading edge of the plume, followed by a much
cooler plasma. This high temperature front is consistent
with results of other reported simulations [12, 39, 40,
41, 42], and is a hydrodynamic effect resulting from the
plasma fluid expansion against the simulated vacuum
background, which in this case has a number density of
1018 atoms/m3. The thermal and ionization character-
istics of this plasma front, considered together with the
more sustained and long-lived profile of the tail of the
plume, may be significant in controlling the synthesis
of novel materials. This may be particularly relevant for
growth and processing of 2D materials in which very
low defect concentrations, affected by ionic collisions
and/or ultrafast annealing pulses, may represent new pa-
rameters for control in the fabrication of these materials.
5. Conclusion
We have implemented a well-established laser plasma
expansion model using a solver with an adaptive Carte-
sian mesh. The adaptive mesh drastically reduces com-
putational time, allowing for simulation times up to tens
of microseconds and distances of centimeters that have
not been fully investigated before. Calculations using
a 1D version of the implementation were carried out
and compared with Langmuir probe and optical emis-
sion spectroscopy data acquired during ablation of Cu
by a KrF excimer laser. The solver allows extension to
2D-axisymmetric and 3D simulations.
The simulation describes a well-defined plasma-
shielding threshold at fluences of 3-4 J/cm2 for KrF
excimer ablation of Cu, in good correspondence with
experimental data acquired by planar and cylindrical
Langmuir probes. In the range of laser fluences of great-
est interest for PLD and 2D materials (< 4 J/cm2), the
simulation predicts a Cu ablation plume dominated by
Cu0, with small concentrations of Cu+ and electrons at
the leading edge of the plume. This plume composi-
tion is supported by optical emission spectroscopy ex-
periments. For higher laser fluence (e.g., 7 J/cm2), Cu+
becomes the dominant plasma species and the leading
edge of the plume achieves full ionization.
Approximate kinetic energy distributions inferred
from the simulated ion TOF show the plasma shield-
ing threshold and are consistent with ion TOF measure-
ments by the planar probe. The restricted dimensional-
ity and simplified pathway for collisional/radiative en-
ergy loss by the plasma (Bremmstrahlung only), are
likely the causes of the more abrupt plasma-shielding
transition and higher plasma flow velocities predicted
by the simulation.
The simulations indicate the presence of a high-
temperature spike at the front of the plasma expansion.
Although characterized by low particle concentrations ∼
1019 m−3, it is anticipated that in the context of 2D ma-
terials processing, low densities of impinging ions with
high translational and thermal kinetic energy will play a
significant role in processes such as doping, defect an-
nealing, and phase transformations.
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