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T´ıtulo del estudio: Algoritmos de Control para Sistemas de Seguridad
en un Veh´ıculo (ABS, AS, EPS).
Nu´mero de pa´ginas: 143.
resumen Las funciones del sistema ele´ctrico en expansio´n y la reduccio´n necesaria
de los consumos y las emisiones contaminantes requieren la introduccio´n de estrate-
gias de control que aseguran la robustez del sistema ele´ctrico y que de alguna forma
regulen el trabajo necesario para realizar las acciones de seguridad. Para este estu-
dio, se procedera´ a elegir una arquitectura de veh´ıculo h´ıbrido, tomando en cuenta
los sistemas que conforman dicho veh´ıculo, enfatizando en aquellos que pertenezcan
a la seguridad activa del veh´ıculo. Se pretende dividir el veh´ıculo en varios sistemas
conformados por: la suspensio´n activa, la direccio´n asistida y los frenos ABS. Des-
pue´s, se planteara´ la problema´tica de disen˜ar distintas estrategias de control para
dichos sistemas. Se determinara´n sus respectivos modelos matema´ticos, tomando en
cuenta modelos simplificados de un cuarto de veh´ıculo, en los cuales se aplicara´n
distintas estrategias y leyes de control, cuyo propo´sito sera´ obtener la configuracio´n
xv
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ma´s adecuada, en relacio´n a los objetivos planteados. Se analizara´n y comparara´n
los resultados de las distintas te´cnicas de control y se llegara´ a una conclusio´n sobre
la eficiencia y optimizacio´n los sistemas.
Contribuciones y conlusiones: Estudio de la eficiencia de los algoritmos de
control utilizados en los sistemas de seguridad activa de un veh´ıculo.
Firma del asesor:
Dr. Jesu´s De Leo´n Morales
Cap´ıtulo 1
Introduccio´n
A principios del siglo xx existieron diferentes medios de transporte tanto de
personas como de materias. Los principales medios de transporte en esa e´poca eran
el tren y las carretas tiradas por caballos.
Con el paso del tiempo y el desarrollo de nuevas tecnolog´ıas, hace la aparicio´n
un nuevo medio de transporte, conocido ahora como automo´vil, el cual pod´ıa ser
propulsado, ya sea por una ma´quina de combustio´n interna o por motores ele´ctri-
cos. Sin embargo, con el comienzo de la primera guerra mundial, los veh´ıculos de
combustio´n interna tuvieron un mayor desarrollo.
En an˜os recientes, como consecuencia de los problemas del cambio clima´tico,
provocados por las emociones de CO2 producidas principalmente por los veh´ıculos de
combustio´n interna, se ha motivado la bu´squeda de nuevas alternativas de medios de
transporte menos contaminantes. Una solucio´n a esta problema´tica es la introduccio´n
del veh´ıculo ele´ctrico.
Como respuesta a esta situacio´n, las grandes empresas automotrices han ido
transformando los veh´ıculos propulsados con motores de combustio´n interna en
veh´ıculos propulsados con motores ele´ctricos. Esto ha dado lugar, por un lado, a
remplazar sistemas meca´nicos por sistemas ele´ctricos o electro´nicos. Por otro lado,
esto ha provocado un gran aumento en el consumo de energ´ıa ele´ctrica. De este mo-
1
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do, existe una necesidad de suministrar energ´ıa a los diferentes sistemas ele´ctricos
del veh´ıculo.
Dentro de los principales sistemas que existen en el veh´ıculo, se encuentran los
que esta´n relacionados con la seguridad y el confort. En particular, los sistemas de
seguridad requieren de un constante suministro de energ´ıa, ya que deben estar alerta
en todo momento. Para garantizar estos requerimientos, se han estado buscando
estrategias de gestio´n de energ´ıa. Para poder analizar las posibles estrategias de
gestio´n de rendimiento, se han estudiado los diferentes sistemas que intervienen en el
a´rea de la seguridad. Entre los principales sistemas maestros de seguridad destacan:
el sistema de frenado, el sistema de suspensio´n y el sistema de direccio´n.
El tema de la seguridad en veh´ıculos adquirio´ una gran importancia despue´s
de los an˜os 50s, debido al aumento de potencia en los sistemas de propulsio´n, con el
cual se alcanzaron grandes velocidades de desplazamiento. Esto provoco´ un aumento
en el nu´mero de accidentes viales. Por este motivo, se busco´ aumentar la seguridad
de los pasajeros.
La industria automotriz ha introducido en sus nuevos veh´ıculos diferentes ele-
mentos de seguridad, entre los que se encuentran: el cinturo´n de seguridad , las bolsas
de aire , la columna de direccio´n , la suspensio´n y los frenos.
Los sistemas de seguridad en el veh´ıculo se puede clasificar de la siguiente
manera.
Sistemas de seguridad activa.
Su principal funcio´n es estabilizar la respuesta en el manejo del veh´ıculo en
situaciones cr´ıticas y de este modo mantener su maniobrabilidad.
Sistemas de seguridad pasiva.
Estos sistemas esta´n disen˜ados para proteger a los ocupantes del veh´ıculo de
lesiones graves en caso de un accidente. Reducen el riesgo de lesiones y por lo
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tanto la gravedad de las consecuencias de un accidente.
Por otro lado, los problemas de cara´cter ambiental, los nuevos desarrollos tec-
nolo´gicos, y satisfacer las demandas de los clientes, han motivado que la industria
automotriz evolucione, buscando mejorar el desempen˜o energe´tico de los diversos sis-
temas que interactu´an en el veh´ıculo, a trave´s del disen˜o estructural y aerodina´mico
del veh´ıculo, con el fin de reducir el consumo de energ´ıa, aumentar la seguridad y
mejorar el confort de los pasajeros.
Una forma de lograr estos objetivos es mediante estrategias de control y adap-
tarlas a las nuevas tecnolog´ıas que son implementadas en los diferentes sistemas del
veh´ıculo.
Entre las principales a´reas de investigacio´n relacionadas con los sistemas de
seguridad se encuentran las siguientes:
Sistemas de direccio´n y frenado.
Rendimiento y conduccio´n vehicular.
Seguridad y confort de los tripulantes.
Sistemas de administracio´n y gestio´n de energ´ıa.
De esta forma, para controlar los diversos subsistemas de control empleados
en el veh´ıculo, se utilizan distintos me´todos. Estos se pueden organizar en: Contro-
les Cla´sicos como el PID, asignacio´n de polos, LQR; o Controles Modernos como
por ejemplo, control backstepping, linealizacio´n por retroalimentacio´n de estados,
control por modos deslizantes cla´sicos y de alto orden, etc. Sin embargo, para po-
der implementar estos controles en la mayor´ıa de los veh´ıculos de nueva generacio´n,
existe un componente muy importante el cual es conocido como la unidad de control
electro´nico (ECU).
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Este dispositivo se encarga del control de aquellos subsistemas que interviene
en la seguridad y el confort del veh´ıculo. Esta unidad de control esta´ conectada a los
diferentes sensores y actuadores de los subsistemas del veh´ıculo, adema´s cuenta con
un software cuya lo´gica le permite tomar decisiones (operar los actuadores) segu´n la
informacio´n proporcionada por los sensores.
Ba´sicamente, este dispositivo es un sistema embebido que controla principal-
mente los sistemas que intervienen en un veh´ıculo, los que son:
El motor (motor de combustio´n interna o motor ele´ctrico).
La transmisio´n meca´nica.
El sistema de bolsas de aire.
El sistema de enfriamiento.
Los frenos ABS.
Fuel injection.
El sistema electro´nico de estabilidad (ESP).
La direccio´n asistida electro´nicamente (EPS).
1.1 Estado del arte
Con la invencio´n de los automo´viles, se produjo un aumento en el ı´ndice de
mortalidad de la poblacio´n mundial. Esto ocasiono´ que las compan˜´ıas automotrices
centraran su atencio´n en el tema de la seguridad.
Las te´cnicas aplicadas a veh´ıculos se han ido perfeccionando para garantizar la
estabilidad del sistema y la seguridad de los pasajeros, por medio del uso de siste-
mas de control. Estos sistemas se encargan de activar o controlar algu´n dispositivo
actuador que resuelva el problema de control existente en cada sistema de seguridad.
Cap´ıtulo 1. Introduccio´n 5
En el caso del sistema de ABS, han sido propuesto de distintas formas de ana´li-
sis, algunas investigaciones se basan en el ana´lisis del modelo del veh´ıculo completo
[1], [2], otros en el ana´lisis del modelo tipo bicicleta [3] y por ultimo en el ana´lisis del
modelo de 1/4 de veh´ıculo [4], [5]. Este sistema prevee que las ruedas se bloqueen
durante la accio´n de frenado, por medio del control del ı´ndice de deslizamiento.
Unos trabajos suponen como entrada de control, el par o torque de frenado
directamente [4], [6], mientras que otros se basan en la presio´n hidra´ulica necesaria
para aplicar este torque [1], [7].
Para controlar este sistema de ABS se han propuesto diversos algoritmos de
control. Por ejemplo, se han utilizado controles simples como el control ON/OFF,
para regular las va´lvulas de presio´n en el sistema de frenado [8].
Algunos trabajos utilizan algoritmos sencillos para el control del sistema de
frenos ABS, entre ellos destacan el controlador PID [5], [9], control robusto, control
por rele´ o histe´resis [10], etc.
Por otro lado, se han implementado te´cnicas de control no lineal, como el
control por modos deslizantes [1], [4], [6], entre los cuales destacan algoritmos tales
como, el super-twisting [9]. Otros trabajos introducen un algoritmo de super-twisting
con ganancias adaptativas, para atenuar el efecto del chattering [11], estos controles
convergen en tiempo finito y son robustos ante perturbaciones.
Tambie´n se han propuesto otro tipo de te´cnicas de control no lineal, las cuales
son robustas ante perturbaciones pero que convergen asinto´ticamente, tales como,
el control por backsteeping [7].
Por otra parte, en lo que se refiere al sistema de suspension activa, cuya tarea es
corregir los errores de deflexio´n del neuma´tico y de la suspensio´n -que es la diferencia
entre la superficie de la carretera y la masa no suspendida- cuando el vehiculo se
desplaza sobre la superficie irregular de la carretera; modelos de 1/4, 1/2 y veh´ıculo
completo [12] han sido utilizados para el disen˜o de los algoritmos de control, con el
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fin de mejorar el confort y la maniobrabilidad en el veh´ıculo.
Algunos autores consideran algoritmos de control basados en la fuerza del ac-
tuador directamente como entrada de control [13], [14], mientras que otros autores
incluyen un ana´lisis de la dina´mica del actuador, siendo la entrada de control el
voltaje que activa el desplazamiento del actuador [12], [15], [16].
Para alcanzar el objetivo de control para el sistema de suspensio´n activa, se
han propuesto distintas te´cnicas de control de deflexio´n en la suspensio´n y en el
neuma´tico. Por un lado, disen˜os de control lineal han sido presentados, entre los
cuales destacan los disen˜os basados en las te´cnicas de control optimo LQR [12], [17]
y LQG [16], [18], o en los me´todos de control robusto [16], [17], [19] y de control
digital [20]. Sin embargo, al considerar en sistema de la suspension las componentes
no-lineales, entonces es necesario utilizar algoritmos de tipo no lineal. Dentro de las
diferentes estrategias de disen˜o de control robusto, se pueden mencionar aquellas
basadas en las te´cnicas de modos deslizantes [15], y su extension de super-twisting
[14], as´ı como el control backsteeping [21], entre otros.
Adema´s, existen otros me´todos del tipo heur´ıstico, tales como: las redes neuro-
nales y la logica difusa [22] que han sido utilizados para el disen˜o de controladores,
los cuales no sera´n utilizados en esta tesis.
Por otro lado, la carretera por donde se desplaza el veh´ıculo presenta irregu-
laridades en su superficie, las cuales son de cara´cter desconocido e influyen en el
sistema de suspensio´n activa. Adema´s, para poder implementar los algoritmos de
control disen˜ados, se requieren del conocimiento de todo el vector de estado, as´ı
como de sus para´metros. Entonces, y puesto que no se tiene conocimiento exacto
de todas las variables del vector de estado, una forma de resolver este problema es,
reconstruyendo el vector de estado mediante la utilizacio´n de observadores. Dentro
del disen˜o de observadores estudiados hasta la actualidad se tienen: los observadores
basados en alta ganancia y los basados en modos deslizantes.
Otro sistema de gran importancia en el automo´vil que sera´ estudiado en esta
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tesis, es el sistema de direccio´n asistida. Anteriormente la accio´n de direccionar el
volante exig´ıa demasiada fuerza al conductor, por lo que se buscaron distintas formas
de reducir este esfuerzo. De este modo, se logro´ mejorar el desempen˜o en el manejo
de la direccio´n, pero era necesario dar muchos giros que cansaban o limitaban la
respuesta ante maniobras de emergencia. Con el paso del tiempo y el avance de la
tecnolog´ıa, se han aplicado nuevos me´todos para reducir el esfuerzo sobre el volante
conservando la seguridad en el veh´ıculo, el resultado es conocido como direccio´n
asistida.
En este trabajo se toma en cuenta el sistema de direccio´n asistida electro´nica-
mente (EPS), cuyo objetivo es ayudar al conductor para vencer o superar la fuerza
de auto-alineamiento de las ruedas, por medio de un motor ele´ctrico que producira´
un torque de asistencia en funcio´n del esfuerzo ejercido sobre el volante. De esta for-
ma, la fuerza que el conductor debera´ aplicar, ma´s la fuerza que aplicara´ el motor de
asistencia sera´n iguales a la fuerza de auto-alineamiento. Haciendo que el conductor
solo ejerza entre un 20% a un 30% de la fuerza total de auto-alineamiento.
En la mayor´ıa de las investigaciones sobre el control de estos sistemas, un mo-
delo que describe la dina´mica de la direccio´n y del motor de asistencia es considerado
para resolver el problema de seguimiento de corrientes para el motor de asistencia,
que son calculadas por medio de un mapa de curvas de asistencia [23]. Estas curvas
dependen de la velocidad del veh´ıculo y del par o torque sensado en el volante. De
este modo, el motor proporcionara´ la corriente necesaria para corregir la direccio´n.
Por otro lado, existen trabajos donde se considera el modelo de la fuerza de
resistencia y auto-alineamiento de la direccio´n[24], [25].
Para controlar el motor en el EPS, comunmente se proponen tres tipos de estra-
tegias de control. La primera estrategia se basa en el control de corriente, la segunda
estrategia se basa en el control de voltaje, por u´ltimo se encuentra la estrategia
relacionada con el control del par o torque en el motor [26].
Estas estrategias estan basadas en los algoritmos de control tales como PID
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[27], [28], lo´gica difusa [29] y modos deslizantes [30], aplicados al driver del motor
de asistencia. Algunos trabajos estan basados en un modelo de un motor DC sin
escobillas conocido como ”Brushless”[31], mientras que otros utilizan el modelo de
un motor DC de imanes permanentes [26].
1.2 Justificacio´n
Se estima que en un futuro cercano se apreciara´ un gran incremento en la de-
manda de veh´ıculos h´ıbrido-ele´ctricos, esto implicara´ un incremento de componentes
ele´ctrico/electro´nicos en los veh´ıculos. Como consecuencia, los requerimientos de
energ´ıa ele´ctrica tendra´n un aumento considerable.
Con los componentes del sistema ele´ctrico en expansio´n, aparte de la reduccio´n
necesaria de los consumos energe´ticos y las emisiones contaminantes, los veh´ıculos
requieren la introduccio´n de estrategias de control de energ´ıa que aseguren la robustez
del sistema ele´ctrico y la gestio´n de la energ´ıa o´ptima para todas las condiciones
operativas del veh´ıculo.
Ademas, se busca obtener un mejor rendimiento y aprovechamiento de la
energ´ıa con la intencio´n de hacer que las unidades sean ma´s seguras, rentables y
ahorradoras.
En este trabajo se busca analizar la dina´mica de los principales subsistemas de
seguridad en un automo´vil: el sistema de frenos ABS, el sistema de suspensio´n activa
y el sistema de direccio´n asistida electro´nicamente. Se pretende emplear distintas
te´cnicas de control para obtener una mejor respuesta de estos subsistemas actuando
bajo distintas condiciones.
Con los resultados obtenidos se lograra´ hacer una comparacio´n entre los dis-
tintos algoritmos de control utilizados, con el fin de elegir el algoritmo mas adecuado
correspondiente a las necesidades propuestas.
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La simulacio´n de los subsistemas es implementada mediante el software Matlab.
Se disen˜an programas que describen la dina´mica de los subsistemas, a los cuales se
les aplican las distintas leyes de control para analizar las respuestas de salida y
finalmente, llegar a una conclusio´n.
1.3 Alcance
El alcance de esta investigacio´n consiste en:
1.- Presentar un ana´lisis de la dina´mica de los subsistemas de seguridad.
2.- Obtener los modelos matema´ticos de cada subsistema de seguridad.
3.- Determinar los para´metros y las restricciones f´ısicas.
4.- Calcular y aplicar los algoritmos de control.
5.- Desarrollar la simulacio´n en Matlab de los distintos subsistemas de seguri-
dad .
6.- Analizar las respuestas de cada sistema, de acuerdo a los objetivos de control
propuestos.
7.- Comparar los resultados obtenidos.
1.4 Objetivos
1.4.1 General
Se pretende analizar los distintos modelos matema´ticos referentes a los subsis-
temas de seguridad activa de un veh´ıculo, as´ı como desarrollar diversas te´cnicas para
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su control, con el fin de evaluar el desempen˜o dina´mico de estos sistemas y realizar
una comparativa que sirva de base para su optimizacio´n.
1.4.2 Particulares
Con el propo´sito de cumplir el objetivo general, se definen los siguientes obje-
tivos particulares.
Analizar las estructuras que conforman la arquitectura del veh´ıculo en cuanto
a los sistemas de seguridad.
Desarrollar los modelos matema´ticos que describen la dina´mica de los diferentes
subsistemas de seguridad.
Comparar los algoritmos de control en base a ciertos criterios de desempen˜o
propuestos.
1.5 Metodolog´ıa
Para lograr los objetivos establecidos, se considerara´n diferentes estrategias de
control para los subsistemas que intervienen en el sistema de seguridad del veh´ıculo,
las cuales sera´n estudiadas en forma de subsistemas individuales.
A partir de modelos matema´ticos que describen la dina´mica de los principales
sistemas de seguridad, se disen˜ara´n las distintas estrategias de control para cada
uno de ellos. Adema´s, se comparara´n las distintas te´cnicas para elegir la opcio´n ma´s
adecuada, con el fin de satisfacer los objetivos propuestos.
Primeramente, se disen˜ara´ un sistema de control para el sistema de frenado
conocido como ABS, el cual proporcione una ra´pida respuesta de frenado bajo una
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razo´n de deslizamiento que garantice la disminucio´n de velocidad lo mas pronto
posible, para un perfil de manejo espec´ıfico.
Posteriormente, se presentara´ el disen˜o de un sistema de control para el sistema
de suspensio´n en configuracio´n tipo activa. Por medio de un actuador adicional, se
pretende entregar energ´ıa adicional al sistema para corregir los errores de deflexio´n,
todo esto con la finalidad de proporcionar estabilidad y confort en presencia de
imperfecciones en la carretera.
Finalmente, se disen˜ara´ un algoritmo de control para el seguimiento de trayec-
toria en el sistema de direccio´n, que facilite la conduccio´n, el cual es conocido como:
direccio´n asistida electro´nicamente (EPS). Este sistema proporciona asistencia de
manejo al conductor para mantener una trayectoria deseada, bajo condiciones de
maniobras de emergencia.
Esta tesis esta organizada de la siguiente manera.
En el cap´ıtulo 2 se introducen los conceptos y el desarrollo de los distintos
algoritmos de control utilizados para los subsistemas de seguridad.
Posteriormente, en el cap´ıtulo 3 se estudiara´ el sistema de frenado ABS, donde
el modelo dina´mico del sistema as´ı como las estrategias de control empleadas en el
sistema sera´n presentadas.
Ademas, el control del sistema de suspensio´n sera´ estudiado en el cap´ıtulo
4, donde un modelo dina´mico as´ı como las estrategias de control utilizadas sera´n
presentados.
Por otro lado, el cap´ıtulo 5 tratara´ sobre el control del sistema de direccio´n
asistida, donde se incluye, desde un modelo dina´mico del sistema hasta los algoritmos
de control implementados en el sistema.
Los resultados referentes a las simulacio´n de los distintos sistemas de seguridad
estudiados, as´ı como las conclusiones de esta tesis y la propuesta de trabajos futuros,
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conformara´n el cap´ıtulo 6.
Cap´ıtulo 2
Algoritmos de control
2.1 Descripcio´n del cap´ıtulo
En este cap´ıtulo se presentan los conceptos relacionados con los diferentes al-
goritmos de control utilizados en esta investigacio´n. Se introducen los disen˜os de los
algoritmos de control tales como el controlador de PID, linealizacio´n por retroalimen-
tacio´n de estados, backstepping, control por modos deslizantes y modos deslizantes
super-twisting, los cuales sera´n aplicados a los diferentes subsistemas de seguridad.
2.2 Introduccio´n
2.2.1 Algoritmo de Control
Cuando se pretende controlar un sistema, e´ste generalmente esta descrito por
medio de ecuaciones diferenciales ordinarias. Estas ecuaciones diferenciales ordina-
rias pueden ser lineales o no lineales. Generalmente, para describir la dina´mica de un
sistema descrito con ecuaciones diferenciales ordinarias se utiliza la teor´ıa de control
moderno, la cual se basa en una representacio´n de variables de estado. En base a esta
13
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representacio´n en variables de estado, se puede clasificar a los sistemas en sistemas
lineales y no lineales.
Existen diversos algoritmos de control, los cuales se pueden clasificar en siste-
mas de control cla´sico, en donde el control PID es uno de los mas implementados; y
los algoritmos de control mas recientes basados en te´cnicas de control no lineal,entre
los cuales se encuentran: retroalimentacio´n de estado linealizante, backstepping, mo-
dos deslizantes, y en particular, el algoritmo super-twisting y modos deslizantes de
alto orden. De los algoritmos anteriores se puede distinguir lo siguiente,la te´cnica de
retroalimentacio´n de estado linealizante requiere el conocimiento de las no linealida-
des del sistema para poderlas cancelar, lo cual limita su robustez. Por otro lado, la
te´cnica basada en el control backstepping es robusta y converge asinto´ticamente, en
cambio los modos deslizantes tambie´n son robustos pero convergen en tiempo finito.
2.3 Estrategias de control
A continuacio´n, se presentan los algoritmos de control utilizados en los sub-
sistemas de seguridad estudiados en este trabajo. Con estos algoritmos se pretende
resolver el problema u objetivo de control correspondiente a cada subsistema.
2.3.1 Controlador PID
Este algoritmo esta´ basado en la retroalimentacio´n de te´rminos, cuya finalidad
es llevar al sistema a una referencia deseada.
Considere un sistema escalar lineal invariante en el tiempo de una entrada -
una salida, representado en espacio de estados de la forma:
x˙(t) = ax(t) + bu(t)
y(t) = cx(t)
(2.1)
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donde x(t) ∈ R representa el estado, u(t) ∈ R representa la entrada y y(t) ∈ R es
representada como la salida. Por otro lado, definiendo el error de seguimiento como
la diferencia entre la salida deseada y la salida original de sistema: e(t) = yd(t)−y(t)
y asumiendo que el sistema es controlable y observable, entonces, se puede disen˜ar
una ley de control tipo PID.
El diagrama a bloques 2.1 ilustra la accio´n del controlador PID.
Figura 2.1: Estructura general del controlador PID
El controlador PID se compone de 3 acciones ba´sicas: proporcional (P ), integral
(I) y derivativa (D).
P.- La accio´n proporcional esta´ dada por el producto del error de seguimiento
y una ganancia.
up = kpe(t) (2.2)
I.- La accio´n integral depende de la integral el error de seguimiento multiplicado
por una ganancia.
uI = kI
∫ t
0
e(τ)dτ (2.3)
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D.- La accio´n derivativa se expresa como la derivada del error de seguimiento
multiplicada por una ganancia.
uD = kD
de
dt
(2.4)
Combinando estas 3 acciones obtenemos la ley de control para un controlador
PID , tal como se muestra en la figura 2.1, donde la entrada sera´ igual a la suma de
los te´rminos representados por las acciones de control
uPID = kpe(t) + kI
∫ t
0
e(τ)dτ + kD
de
dt
(2.5)
Para obtener un buen desempen˜o de este algoritmo se requiere sintonizar las
ganancias de control, las cuales son: la ganancia proporcional kp, la ganancia integral
kI y la ganancia derivativa kD.
Los me´todos de ajuste mas utilizados son los propuestos por Ziegler y Nichols
(1942).
1.- Me´todo de oscilacio´n o me´todo de respuesta en la frecuencia, basado en
el ana´lisis de las oscilaciones de un sistema con un lazo retroalimentado por una
ganancia proporcional.
2.- Me´todo basado en la curva reaccio´n o me´todo de respuesta al escalo´n , donde
se analiza la respuesta al sistema en lazo abierto con una entrada escalo´n unitario y
se calculan las ganancias dependiendo de la pendiente ma´xima de la curva.
Actualmente se utilizan programas capaces de sintonizar las ganancias de con-
trol de forma directa; como Matlab-Simulink.
2.3.2 Linealizacio´n por retroalimentacio´n de estados
La linealizacio´n por retroalimentacio´n de estados es un me´todo de disen˜o de
sistemas de control no lineales que transforma sistemas no lineales (total o parcial-
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mente) en sistemas lineales, con la finalidad de aplicar una ley de control lineal a la
dina´mica lineal resultante.
Considerando el siguiente sistema constituido de una entrada - una salida sin
presencia de incertidumbres de la forma:
x˙ = f(x) + g(x)u, x ∈ Rn, u ∈ R
y = h(x), y ∈ R
(2.6)
Donde f y g son campos vectoriales suaves sobre Rn, adema´s h : Rn → R es una
funcio´n suave de tal manera que h(0) = 0.
A continuacio´n, se introducen los siguientes resultados relacionados con el gra-
do relativo ρ de un sistema no lineal.
Nota. El grado relativo puede determinarse como el nu´mero de veces que es
necesario derivar la funcio´n de salida para que aparezca la entrada de control de
forma expl´ıcita (Anexo B).
Lema 1. Se asume que el sistema (2.6) es de grado relativo ρ <∞. Entonces el
grado relativo sera´ menor o igual al nu´mero de estados en el sistema ρ ≤ n, adema´s
rango{dh, ..., d(Lj−1f h)}(x) = j, ∀x ∈ Uo (2.7)
para cada j = 1, ..., ρ y donde Lj−1f h es la derivada de lie con respecto a h. (Para la
definicio´n de la derivada de Lie revisar Anexo A).
Lema 2. Se asume que ρ ≤ n para el sistema (2.6). Entonces existen n − ρ
funciones ξi(x), 1 ≤ i ≤ n− ρ, de tal manera que:
(i)las funciones
ξ1(x), ..., ξn−ρ(x), h(x), ..., L
ρ−1
f h(x) (2.8)
forman un difeomorfismo local alrededor del origen;
(ii)〈dξ1(x), g〉 = 0, 1 ≤ i ≤ n− ρ.
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Considerando el siguiente cambio de coordenadas locales
(ξ, z) = (ξ(x), z(x)) = (ξ1(x), ..., ξn−ρ(x), z1(x), ..., zρ(x))
(ξ, z) =
(
ξ1(x), ..., ξn−ρ(x), h(x), ..., L
ρ−1
f (x)
) (2.9)
el sistema (2.6) es expresado de la siguiente forma (forma normal).
ξ˙ = φ(ξ, z)
z˙i = zi+1, 1 ≤ i ≤ ρ− 1
z˙p = L
ρ
fh+ uLgL
ρ−1
f h
y = z1
(2.10)
Por otro lado, si el grado relativo global ρ esta´ bien definido con ρ ≤ n y
(iii)los campos vectoriales
f = f −
Lρfh
LgL
ρ−1
f h
g, g =
1
LgL
ρ−1
f h
g (2.11)
son completos, entonces existe un difeomorfismo que transforma al sistema (2.6) en
la forma (2.10).
Lema 3. Si el sistema (2.6) tiene grado relativo ρ ≤ n, entonces se puede hacer
una linealizacio´n por retroalimentacio´n de estados local de forma parcial. Se define
el control por retroalimentacio´n de estado como
Lρfh+
(
LgL
ρ−1
f h
)
u = v (2.12)
Por lo tanto,
u =
1
LgL
ρ−1
f h
(
−Lρfh+ v
)
(2.13)
y sustituyendo la entrada de control u en (2.6), se tiene
ξ˙ = φ(ξ, z)
z˙i = zi+1, 1 ≤ i ≤ ρ− 1
z˙p = v
(2.14)
Sin embargo, aplicar un controlador auxiliar v que lleve a los estados de la
dina´mica lineal asinto´ticamente a cero, no garantiza que el estado completo del sis-
tema llegue de forma asinto´tica al equilibrio x0. Para que esto ocurra, es necesario
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que los estados de la dina´mica interna del sistema tambie´n tiendan de forma asinto´ti-
ca a cero. En general, se tendra´ que buscar una funcio´n de Lyapunov, de tal forma
que, los estados de la dina´mica interna converjan de forma asinto´tica a cero.
Para comprobar el hecho de la convergencia del sistema completo, se debera´n
tomar en cuenta las siguientes definiciones.
Dina´mica cero. Se asume que ρ < n en U0 para el sistema (2.6). Sea zi =
Li−1f h(x), 1 ≤ i ≤ ρ. Adema´s, se define la variedad (n − ρ) dimensional M ={
x ∈ U0 : h(x) = 0, ..., L
ρ−1
f h(x) = 0
}
. La dina´mica del sistema (2.6) limitado por
M sera´ llamada dina´mica cero.
Fase mı´nima. De acuerdo al Lema 3, la dina´mica cero del sistema (2.6) esta´
dada en coordenadas locales, como
ξ˙ = φ(ξ, 0), ξ ∈ Rn−ρ (2.15)
y se obtiene haciendo z1 = 0, ..., zp = 0 en la parte lineal del sistema (2.10), ya que
M = {(ξ, z) ∈ V0 ⊂ U0 : z1 = 0, ..., zρ = 0} (2.16)
Dado el sistema (2.6) con ρ < n se dice que es de fase mı´nima si el origen ξ = 0
es un punto de equilibrio asinto´ticamente estable para la dina´mica cero.
2.3.3 Backstepping
Una de las ventajas del backstepping es que en lugar de eliminar las no linea-
lidades, las toma en cuenta para mejorar el rendimiento de la dina´mica transitoria
en el sistema.
El principio del backstepping es disen˜ar un controlador para sistemas no linea-
les, de forma recursiva, introduciendo variables auxiliares que actu´an como controles
virtuales, a cada etapa de disen˜o.
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Para disen˜ar un algoritmo basado en el me´todo de backstepping, son conside-
radas las siguientes hipo´tesis:
Hipo´tesis 1. Considere el sistema
x˙ = f(x) + g(x)u, f(0) = 0 (2.17)
donde x ∈ Rn es el vector de estados y u ∈ R es la entrada de control. Entonces,
existe una ley de control por retroalimentacio´n continuamente diferenciable
u = α(x), α(0) = 0 (2.18)
y una funcio´n suave definida positiva y radialmente no acotada, es decir, V : Rn → R
para hacer ‖x‖ → ∞⇒ V (x)→∞ tal que,
∂V
∂x
(x) [f(x) + g(x)α(x)] ≤ −W (x) ≤ 0, ∀x ∈ Rn, (2.19)
donde W : Rn → R es semidefinida positiva.
Bajo esta hipo´tesis, el control (2.18), aplicado al sistema (2.17), garantiza el
acotamiento global de x(t), y por medio del teorema de LaSalle-Yoshizawa (ver anexo
C), la regulacio´n de W (x(t)) :
l´ım
t→∞
W (x(t)) = 0. (2.20)
A partir del teorema de LaSalle (ver anexo C), se obtiene una fuerte convergen-
cia con Ω = Rn: i.e. x(t) converge al conjunto invariante mas grande M contenido
en el conjunto E = {x ∈ Rn|W (x) = 0}. Claramente, si W (x) es definida positi-
va, el control (2.18) fuerza al estado a tender al origen x = 0, siendo el equilibrio
globalmente asinto´ticamente estable del sistema (2.17).
A continuacio´n se introduce un lema que muestra el ca´lculo de backstepping
para el caso mas sencillo.
Lema 1. (Integrador Backstepping). Sea el sistema (2.17), aumentado por un
integrador
x˙ = f(x) + g(x)ξ (2.21)
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ξ˙ = u (2.22)
y se supone que la ecuacio´n (2.21) satisface la Hipo´tesis 1 con ξ ∈ R como el control.
(i) Si W (x) es definida positiva, entonces
Va(x, ξ) = V (x) +
1
2
[ξ − α(x)]2 (2.23)
es una funcio´n de Lyapunov del sistema completo, es decir, existe un control por
retroalimentacio´n u = aa(x, ξ), lo que da lugar a que el punto de equilibrio (x =
0, ξ = 0) sea un punto de equilibrio globalmente asinto´ticamente estable para el
sistema compuesto por (2.21) y (2.22). El control resulta ser de la forma,
u = −c (ξ − α(x)) +
∂α
∂x
(x) [f(x) + g(x)ξ]−
∂V
∂x
(x)g(x), c > 0. (2.24)
(ii) Si W (x) solo es semidefinida positiva, entonces existe un control por re-
troalimentacio´n que hace V˙a ≤ −Wa(x, ξ) ≤ 0, tal que Wa(x, ξ) > 0 para cual-
quier W (x) > 0 o ξ 6= α(x). Esto garantiza la cota global y la convergencia
de

x(t)
ξ(t)

 al conjunto invariante mas grande Ma contenido en el conjunto Ea =


x
ξ

 ∈ Rn−1|W (x) = 0, ξ = α(x)

.
El resultado anterior se puede extender a una cadena de N integradores, el
cual se establece en el siguiente corolario.
Corolario 1. (Cadena de Integradores) Considere el siguiente sistema,
x˙ = f(x) + g(x)ξ1
ξ˙1 = ξ2
...
ξ˙k−1 = ξk
ξ˙k = u
(2.25)
el cual satisface la hipo´tesis 1, tal que α(x) = αi(x), con i = 0, ..., k − 1 para cada
una de las etapas. Para este sistema, el Lema 1 se aplica de forma recursiva con
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ξ1, ..., ξk como controles virtuales y considerando la siguiente funcio´n de Lyapunov
Va(x, ξ1, ..., ξk) = V (x) +
1
2
k∑
i=1
[ξi − αi−1(x, ξ1, ..., ξi−1)]
2 , (2.26)
se demuestra que el punto de equilibrio (x = 0, ξ1 = · · · = ξk = 0) es asinto´ticamente
estable.
Para cualquier control por retroalimentacio´n de estado que haga V˙a ≤ −Wa(x, ξ1, ..., ξk) ≤
0, con Wa(x, ξ1, ..., ξk) = 0 solo si W (x) = 0 y ξi 6= αi−1(x, ξ1, ..., ξi−1) para i =
1, ..., k, garantiza que
[
xT (t), ξ1(t), ..., ξk(t)
]T
es globalmente acotada y converge al
conjunto invariante mas grande Ma contenido en el conjunto,
Ea =
{[
xT , ξ1, ..., ξk
]T
∈ Rn+k|W (x) = 0, ξi = αi−1 (x, ξ1, ..., ξi−1) , i = 1, ..., k
}
.
Adema´s, siW (x) es definida positiva, esto es, si x = 0 puede demostrarse como
globalmente asinto´ticamente estable a trave´s de ξ1, entonces (2.26) es una funcio´n
de Lyapunov para el sistema (2.25) y el equilibrio x = 0, ξ1 = · · · = ξk = 0 podra´
demostrarse como globalmente asinto´ticamente estable a trave´s de u.
2.3.4 Control por modos deslizantes
Recientemente, los algoritmos por modos deslizantes han tenido un mayor in-
tere´s dadas sus propiedades de robustez ante presencia de perturbaciones en sistemas
no lineales.
El principio de disen˜o del control por modos deslizantes consiste en forzar las
trayectorias del sistema a permanecer sobre una superficie deslizante ante perturba-
ciones y variaciones parame´tricas.
Sin embargo, este control es discontinuo lo que da lugar a feno´menos indesea-
bles, los cuales aparecen debido al efecto de la conmutacio´n. Estos efectos se conocen
como “chattering”, siendo la principal desventaja de este tipo de algoritmo.
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Debido a los efectos del chattering se han propuesto nuevos algoritmos, tales
como modos deslizantes de orden superior y otras te´cnicas como el supertwisting o
el quasi-continuo, para reducir este efecto de chattering.
2.3.4.1 Controlador por modos deslizantes de primer orden
(sira-Ramirez 1988 utkin 1992)
Considere un sistema de control no lineal de una entrada - una salida de la
forma:
x˙ = f(x, u)
y = h(x)
(2.27)
donde x ∈ Rn es el vector de estados del sistema, y ∈ R es la salida del sistema,
u ∈ R es la entrada del sistema.
Se define una funcio´n suave ϑ : X → R, tal que cumpla con el objetivo de
control ϑ(x) = 0, a partir de la cual se determina una superficie, conocida como
superficie deslizante o de conmutacio´n en el espacio de estados.
Ahora, para lograr que las trayectorias del sistema converjan a la superficie de
deslizamiento ϑ sera´ necesario aplicar una ley de control u(x). Para ello, la ley de
control esta definida por medio de la funcio´n signo como,
sgn(x) =

 1 ; x > 0−1 ; x < 0 → u =

 u
+(x) ; si ϑ(x) > 0
u−(x) ; si ϑ(x) < 0
(2.28)
Aplicando la ley de control (2.28), el sistema (2.27) en lazo cerrado resulta en dos
subsistemas continuos, dependiendo del signo de ϑ(x):
x˙ =

 F (x, u
+) = F+(x) ; si ϑ(x) > 0
F (x, u−) = F−(x) ; si ϑ(x) < 0
(2.29)
Por otro lado, para garantizar que la dina´mica de las trayectorias del sistema se man-
tenga sobre la superficie deslizante, el sistema debe cumplir la siguiente desigualdad
ϑ˙(x)ϑ(x) < 0 (2.30)
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Este ana´lisis es representado gra´ficamente en la figura 2.2.
Figura 2.2: Condicio´n para la existencia del re´gimen deslizante
Ahora, considerando el caso particular donde el sistema se representa de la
forma:
x˙ = f(x) + g(x)u (2.31)
donde x ∈ Rn ,u ∈ R, adema´s f y g representan campos vectoriales suaves definidos
en Rn.
Para el sistema (2.31), se supone una superficie deslizante ϑ cuya derivada a
lo largo de los campos f y g, expresada en te´rminos de la derivada de Lie, esta´ dada
por
ϑ˙ = Lfϑ+ Lgϑu (2.32)
Aplicando la ley de control definida en (2.28), la condicio´n de existencia del
re´gimen deslizante se expresa como:
ϑ˙ =

 Lfϑ+ Lgϑu
+ < 0 si ϑ(x) > 0
Lfϑ+ Lgϑu
− < 0 si ϑ(x) < 0
(2.33)
donde es necesario que se cumpla:
Lgϑ =
∂ϑ
∂x
g(x) 6= 0 (2.34)
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la cual es conocida como condicio´n de transversalidad.
En te´rminos de control, la condicio´n de transversalidad es equivalente a deter-
minar que el grado relativo del sistema sea igual a 1, conciderando como salida a la
superficie deslizante ϑ.
Puesto que la ley de control (2.28) es aplicada al sistema (2.31), este presenta
discontinuidades en el lado derecho de la ecuacio´n, por lo que no se satisface la
condicio´n de unicidad de la solucio´n y no se garantiza ∀x ∈ R. Entonces se requiere
de otras herramientas para estudiar esta clase de sistemas, como las inclusiones
diferenciales.
Otras maneras de contrarrestar estos inconvenientes se basan en me´todos en
los que se involucra algu´n tipo de transformacio´n o aproximacio´n a un sistema con-
tinuo, el cual tenga una u´nica solucio´n y se le puedan aplicar las te´cnicas de control
moderno. A esta sustitucio´n del problema se lo conoce como regularizacio´n.
En este trabajo, se empleara´ el me´todo del control equivalente por lo que se
da una breve explicacio´n a continuacio´n.
ME´TODO DE CONTROL EQUIVALENTE.
Este me´todo de regularizacio´n consiste en remplazar la ley de control discon-
tinua por una ley de control equivalente ueq, que satisfaga las siguiente condiciones
de disen˜o:
ϑ(x) = 0
ϑ˙(x) = L(f+gu)ϑ(x) = 0 , u = ueq
(2.35)
las cuales garantizan el re´gimen deslizante.
La expresio´n del control equivalente sera´ obtenida de la condicio´n anterior, es
decir
ϑ˙(x) = Lfϑ(x) + Lgϑ(x)ueq(x) = 0 (2.36)
donde
ueq(x) = −
Lfϑ(x)
Lgϑ(x)
(2.37)
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En el caso que las trayectorias del sistema no se encuentren sobre la superficie
deslizante ϑ, se empleara´ el uso de un control adicional uad que atraiga las trayectorias
del sistema para que se mantengan sobre la superficie deslizante. Este control esta´
determinado por la siguiente restriccio´n
ϑϑ˙ ≤ −ηϑ |ϑ| (2.38)
y es agregado a la expresion (2.36) de la siguiente manera:
ϑ˙(x) = Lfϑ(x) + Lgϑ(x)[ueq(x)− uad(x)] (2.39)
Entonces, sustituyendo la ecuacio´n 2.39 en 2.38 se procede a obtener el control
adicional uad de la siguiente forma,
ϑ[Lfϑ(x) + Lgϑ(x)ueq(x)− Lgϑ(x)uad(x)] ≤ −ηϑ |ϑ|
−Lgϑ(x)uad(x) ≤ −ηϑ
|ϑ|
ϑ
− Lfϑ(x)− Lgϑ(x)ueq(x) (2.40)
Aplicando las propiedades necesarias se llega a la siguiente expresio´n
uad(x) ≥
ηϑ
Lgϑ(x)
|ϑ|
ϑ
(2.41)
La ley de control equivalente total esta dada por la siguiente expresio´n.
uT = ueq − uadsgn(ϑ). (2.42)
2.3.4.2 Control por modos deslizantes super-twisting
El control por modos deslizantes de segundo orden mas popular es el super-
twisting, utilizado para sistemas no lineales con presencia de perturbaciones. Sin
embargo, el algoritmo super-twisting es tambie´n empleado para eliminar el efecto
del chattering en la dina´mica de sistemas de grado relativo igual a 1.
La ley de control super-twisting cla´sica consiste en una funcio´n de control
continua que fuerza a la variable deslizante ϑ y a su derivada ϑ˙ hacia cero en un
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tiempo finito, en presencia de perturbaciones suaves con gradiente acotado, cuando
este es conocido. Para aplicar este algoritmo se requiere que la variable deslizante
sea de grado relativo 1.
A continuacio´n se muestra el desarrollo del algoritmo de control.
Considere un sistema no lineal incierto tipo SISO una entrada-una salida.
x˙ = f(x, t) + g(x, t)u (2.43)
donde x ∈ Rn es el vector de estados, u ∈ R es la entrada de control, f(x, t) ∈ Rn es
un campo vectorial parcialmente diferenciable y g(x, t) ∈ Rn es un campo vectorial
suave.
A continuacio´n se introducen las siguientes hipo´tesis:
1. Se designa una variable deslizante ϑ = ϑ(x, t) ∈ R para que el sistema (2.43)
alcance la dina´mica deseable en modos deslizantes ϑ = ϑ(x, t) = 0.
2. El grado relativo del sistema con respecto a la variable deslizante ϑ = ϑ(x, t)
es igual a 1. Adema´s, la dina´mica interna del sistema es asinto´ticamente estable, o
en otras palabras el sistema es de fase mı´nima.
Entonces, la dina´mica entrada-salida puede ser representada como
ϑ˙ =
∂ϑ
∂t
+
∂ϑ
∂x
f(x, t) +
∂ϑ
∂x
g(x)u (2.44)
donde ∂ϑ
∂t
+ ∂ϑ
∂x
f(x, t) = a(x, t) y ∂ϑ
∂x
g(x) = b(x, t) por lo que
ϑ˙ = a(x, t) + b(x, t)u (2.45)
Definiendo ω = b(x, t)u se obtiene
ϑ˙ = a(x, t) + ω (2.46)
donde ω = b(x, t)u ↔ u = b−1(x, t)ω
3. La funcio´n b(x, t) ∈ R es conocida y diferente de cero ∀x y t ∈ [0,∞)
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4. La funcio´n a(x, t) ∈ R es acotada por |a(x, t)| ≤ δ |ϑ|1/2 donde el limite
finito δ > 0 existe pero no se conoce.
El control por modos deslizantes cla´sico y los controles por modos deslizantes
de segundo orden, incluido el super-twisting, funcionan y son robustos si la cota de
la perturbacio´n es conocida.
Sin embargo, si el sistema presenta perturbaciones que son desconocidas con
cotas desconocidas, se hara´ uso de me´todos que utilizan ganancias adaptivas. Uno
de estos me´todos es el algoritmo de modos deslizantes super-twisting con ganancias
adaptativas.
El control por modos deslizantes super-twisting propuesto es el siguiente:
ω = −α |ϑ|1/2 sign(ϑ) + ν
ν˙ = −βsign(ϑ)
(2.47)
donde las ganancias adaptivas estan definidas como
α = α(ϑ, ϑ˙, t)
β = β(ϑ, ϑ˙, t)
(2.48)
Aplicando el control (2.47) en el sistema (2.46) se obtiene la expresio´n
ϑ˙ = −α |ϑ|1/2 sign(ϑ) + ν + a(x, t)
ν˙ = −βsign(ϑ)
(2.49)
Entonces, el problema de disen˜o es reducido a disen˜ar un algoritmo de control por
modos deslizantes adaptativo que obligue a ϑ y su derivada a ir a cero en tiempo
finito en presencia de perturbaciones con cotas desconocidas.
El ca´lculo de las ganancias adaptativas es presentado por el siguiente teorema.
Teorema 1: Considere el sistema (2.45). Suponga que la perturbacio´n a(x, t)
satisface la hipo´tesis 4 para alguna constante desconocida δ > 0. Entonces para
alguna condicio´n inicial x(0), ϑ la superficie deslizante ϑ = 0 sera´ alcanzada en
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tiempo finito por medio del algoritmo de modos deslizantes super-twisting (2.47)
con las ganancias adaptativas
α˙ =

 ω1
√
γ1
2
, ϑ 6= 0
0, ϑ = 0
β = 2εα + λ+ 4ε2
(2.50)
donde ε, λ, γ1, ω1 son constantes positivas.
2.3.5 Asignacio´n de polos
En algunos casos, los sistemas lineales son una buena opcio´n para efectuar un
ana´lisis simplificado de la dina´mica de operacio´n del sistema f´ısico ya que conservan
la mayor parte de su informacio´n. Adema´s, la implementacio´n de los algoritmos de
control en sistemas lineales es una muy buena aproximacio´n para controlar procesos.
Uno de los algoritmos mas utilizados en sistemas lineales es el me´todo de
asignacio´n de polos. Este disen˜o se basa en la ubicacio´n de los polos del sistema en
lazo cerrado, de modo que las condiciones transitorias sean llevadas a cero de forma
preestablecida. Un sistema de esta naturaleza, donde la salida de referencia siempre
es cero o una constante, se le conoce como regulacio´n.
Por otro lado, existe una condicio´n para que este algoritmo funcione, esta es,
que el sistema sea completamente controlable. Para cerciorarse de que el sistema
cumpla esa condicio´n, se debe obtener la matriz de controlabilidad y concluir que
esta matriz sea de rango pleno.
Teniendo esto en cuenta, se procede al desarrollo del algoritmo.
Sea el sistema lineal
x˙ = Ax+Bu (2.51)
Y = Cx+Du (2.52)
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donde x ∈ Rnx1 es el vector de estado, u ∈ R es la sen˜al de control, A ∈ Rnxn es
la matriz de estado, B ∈ Rnx1 es la matriz de entrada, Y ∈ R es la sen˜al de salida,
C ∈ R1xn es la matriz de salida y D ∈ R es la matriz de transmisio´n directa.
Se selecciona la ley de control
u = −Kx (2.53)
dondeK es una matriz de (1×n) y se denomina matriz de ganancia de retroalimenta-
cio´n de estado. Ademas, se asume que todas las variables de estado esta´n disponibles
para su retroalimentacio´n.
Al sustituir la ley de control (2.53) en la ecuacio´n de estado (2.51) se obtiene
la ecuacio´n en lazo cerrado
x˙ = (A− BK)x(t) (2.54)
La solucio´n de esta ecuacio´n esta dada por
x(t) = e(A−BK)tx(0) (2.55)
donde x(0) es el estado inicial. La estabilidad y las caracter´ısticas de respuesta
transitoria se determinan mediante los valores propios de la matriz A− BK. Si los
valores de K se eligen de forma adecuada, la matriz A− BK es estable.
A continuacio´n se enumeran los pasos para determinar la matriz K utilizando
el me´todo de sustitucio´n directa:
1. Verificar la controlabilidad del sistema por medio de la matriz de controla-
bilidad.
Co = [B|AB|A2B| · · · |An−1B]
rank(Co) = n
(2.56)
2. Determinar el polinomio del sistema deseado.
pd(s) = s
n + αn−1s
n−1 + · · ·+ α1s+ α0 (2.57)
Esto dependera´ del tipo de respuesta que se desea obtener.
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3. Determinar el polinomio caracter´ıstico de (A− BK).
Se supone que el sistema (2.51) esta en la forma cano´nica controlador, esto es,
x˙(t) =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−a0 −a1 −a2 · · · −an−1


x(t) +


0
0
...
0
1


u(t) (2.58)
Entonces,
p(A−BK)(s) = s
n + (an−1 + kn)s
n−1 + · · ·+ (α1 + k2)s+ (α0 + k1) (2.59)
Nota: en el caso de que el sistema (2.51) no se encuentre en la forma cano´nica
de controlador, se debera´ aplicar una transformacio´n tal que el sistema cumpla con
las condiciones de disen˜o (este tema se presentara´ de forma detallada en el cap´ıtulo
5 aplicando el ejemplo del sistema de direccio´n asistida).
4. Determinar los valores de K por medio de la formula,
ki = αi−1 + ai−1, i = 1, ..., n (2.60)
donde α son los coeficientes del polinomio caracter´ıstico deseado y a son los coefi-
cientes del polinomio caracter´ıstico de (A− BK).
5. Realizar la retoalimentacio´n de estados con la ley de control (2.53).
Cap´ıtulo 3
Sistema de Frenos ABS
3.1 Descripcio´n del cap´ıtulo
Este cap´ıtulo describe el modelo de un sistema de frenado ABS, donde se
presenta el objetivo de control, as´ı como el desarrollo de las te´cnicas o algoritmos de
control propuestos para cumplir con este objetivo.
3.2 Introduccio´n
En particular, para un veh´ıculo existen dos tipos de frenado, los cuales son
frenos de tambor y frenos de disco. Para el modo de frenado se tiene la configuracio´n
convencional o el sistema de ABS.
Comparado con el sistema de frenos convencional, el sistema de frenos ABS
proporciona mayor seguridad. El ABS utiliza la unidad de control ECU, que monito-
rea el comportamiento de las llantas y regula la presio´n de cada llanta por separado,
para evitar la perdida de adherencia con la carretera. En cambio, el sistema de frenos
convencional solo esta disen˜ado para aplicar presio´n a todas las llantas de forma pro-
porcional a la fuerza ejercida en el pedal de freno, lo cual no garantiza la estabilidad
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ni el anti-bloqueo de las llantas.
En casos de acciones de emergencia, con el sistema de ABS, el conductor tiene
completo control del veh´ıculo en la etapa de frenado, mientras que con el freno
convencional, el conductor tendra´ muchas dificultades para mantener su trayectoria.
Cabe resaltar que, el sistema de ABS se hace presente por medio de la vibracio´n del
pedal de freno, mientras que el sistema convencional no tiene esta aplicacio´n.
3.2.1 ABS
El sistema de frenos anti-bloqueo representado en la figura (3.1), esta integrado
por diversos elementos electro´nicos, meca´nicos e hidra´ulicos.
Figura 3.1: Sistema de Frenos Anti-bloqueo (ABS)
En conjunto estos elementos tienen como finalidad ayudar al conductor a man-
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tener el control del veh´ıculo durante la etapa de frenado, bajo condiciones referentes
con la intensidad de frenado y lo resbaladizo de la superficie de la carretera. Bajo
estas condiciones se evita la perdida de traccio´n entre la superficie de la carretera y
los neuma´ticos del veh´ıculo.
3.2.2 Funcionamiento
El ABS combina el sistema de frenos tradicional con una unidad hidra´uli-
ca moduladora de presio´n que es controlada de forma inteligente por una unidad
electro´nica ECU.
La velocidad angular de las ruedas y la aceleracio´n lineal del veh´ıculo son
medidas con sensores, los cuales mandan sen˜ales ele´ctricas hacia el ECU. Esta unidad
de control esta´ constantemente procesando estas sen˜ales, y es quien decide, que
accio´n tomar segu´n sea el caso.
En el caso de un frenado de emergencia, esto es, una desaceleracio´n excesiva
en una de las ruedas, el controlador lo detectara´ e inmediatamente mandara´ una
sen˜al a la unidad hidra´ulica moduladora, la cual reducira´ la presio´n en el cilindro
de freno. Cuando esta situacio´n se haya normalizado y la aceleracio´n en las ruedas
sea la indicada, el controlador dara´ la orden para que el sistema permita liberar la
presio´n sobre los frenos. Este ciclo se efectuara´ repetidamente, lo que se traduce en
que el conductor percibira´ una vibracio´n en el pedal del freno.
Cuando el conductor frena de forma normal sin acciones abruptas ni esfuerzos
mayores, el ECU no detectara´ condiciones cr´ıticas de bloqueo. Por lo que el sistema
de ABS, si bien esta´ siempre operando y esperando a un posible bloqueo de las
llantas, no estara´ involucrado en el proceso de frenado y permanece totalmente pasivo
y solo actuara´ el sistema de frenos tradicional.
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3.3 Estudio de la dina´mica del sistema de
Frenos ABS
El sistema de frenos ABS, ilustrado en la figura(3.2), es una representacio´n
equivalente del sistema original, el cual esta´ compuesto por dos ruedas colocadas
una encima de la otra, donde la rueda inferior representa el movimiento relativo
del veh´ıculo sobre la carretera mientras que la rueda superior simula el movimiento
de la rueda del veh´ıculo. Adema´s, esta´n colocados dos encoder de rotacio´n en cada
una de las ruedas para as´ı medir su velocidad angular. As´ı mismo, la rueda superior
es equipada con un sistema de disco de freno que es manipulado por medio de un
pequen˜o motor DC. Por otro lado, en la rueda inferior, esta´ acoplado un motor DC
plano que suministra la energ´ıa para acelerar la rueda inferior; durante la etapa de
frenado este motor es desconectado.
Figura 3.2: Diagrama cuerpo libre sistema ABS
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En condiciones de funcionamiento (durante la etapa de frenado), el par o torque
de frenado se aplica a la rueda superior, lo que provoca que su velocidad disminuya.
En consecuencia a esta accio´n, la fuerza de friccio´n generada entre la rueda superior
y la rueda inferior provoca que la velocidad de la rueda inferior tambie´n disminuya.
En la tabla (3.1) se describen las variables que intervienen en el sistema.
Nombre Descripcio´n
ω1 Velocidad angular de la rueda superior - rpm
ω2 Velocidad angular de la rueda inferior - rpm
TB Torque de frenado - Nm
r1 Radio de la rueda superior - m
r2 Radio de la rueda inferior - m
J1 Momento de inercia de la rueda superior - kgm
2
J2 Momento de inercia de la rueda inferior - kgm
2
d1 Coeficiente de friccio´n de la rueda superior - kgm
2/s
d2 Coeficiente de friccio´n de la rueda inferior - kgm
2/s
Fn Fuerza total normal - N
µ Coeficiente de adherencia de la carretera
λ Deslizamiento
M10 Friccio´n esta´tica de la rueda superior - Nm
M20 Friccio´n esta´tica de la rueda inferior - Nm
Ft Fuerza de friccio´n de la carretera - N
Mg Momento de gravedad - N
Tabla 3.1: Variables del sistema de Frenos ABS
Para facilitar en ana´lisis del sistema se tendra´n en cuenta las siguientes hipo´te-
sis:
1.- Se utiliza un modelo de 1/4 de veh´ıculo por lo que se asume que no existe
interaccio´n entre las cuatro llantas.
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2.- Solo se considera la dina´mica longitudinal en el veh´ıculo, esto implica que
los movimientos laterales y verticales sera´n despreciados.
3.- Durante la etapa de desaceleracio´n de un veh´ıculo, se sabe que el par o
torque de frenado es aplicado para hacer que la velocidad de este disminuya.
4.- Se introducira´n algunos conceptos para el ana´lisis completo del sistema,
tales como el deslizamiento y el coeficiente de adherencia a la carretera.
Deslizamiento.
Bajo condiciones normales de operacio´n, la velocidad rotacional de la rueda
del veh´ıculo coincide con la velocidad de avance de este. Como se menciono´
anteriormente, cuando se aplica el freno, se genera una fuerza entre la rueda del
veh´ıculo y la superficie del camino, la cual causa que la velocidad de la rueda
disminuya. Cuando esta fuerza de frenado aumenta se produce el deslizamiento
entre el neuma´tico y la superficie de la carretera. El para´metro que representa
este cambio o variacio´n de condiciones es conocido como deslizamiento, y esta´
definido por
λ =
ν − rrωr
ν
(3.1)
donde ν corresponde a la velocidad lineal del veh´ıculo, rr es el radio de la rueda
del veh´ıculo y ωr es la velocidad angular de la rueda del veh´ıculo.
Adema´s, la velocidad lineal del veh´ıculo se obtiene a partir de la velocidad
angular de la rueda inferior multiplicada por el radio de la misma, y la velocidad
angular de la rueda del veh´ıculo sera´ equivalente a la velocidad angular de la
rueda superior, esto es:
λ =
r2ω2 − r1ω1
r2ω2
(3.2)
Analizando esta fo´rmula, se puede ver que, si el deslizamiento es igual a cero,
la velocidad del veh´ıculo sera´ la misma que la velocidad de la rueda
λ =
r2ω2 − r1ω1
r2ω2
∣∣∣∣
r1ω1=r2ω2
→ λ = 0 (3.3)
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y si el deslizamiento toma el valor de 1, la velocidad de la rueda sera´ igual a
cero
λ =
r2ω2 − r1ω1
r2ω2
∣∣∣∣
r1ω1=0
→ λ = 1 (3.4)
Esto indica que el carro se esta´ derrapando, y la rueda queda bloqueada ha-
ciendo casi imposible el control del veh´ıculo.
El coeficiente de adherencia a la carretera.
Este coeficiente esta definido como la oposicio´n de la fuerza de friccio´n de la
carretera a la carga del veh´ıculo. Este coeficiente es una funcio´n no lineal que
involucra algunas variables f´ısicas, entre ellas el deslizamiento
µ(λ) =
c4λ
p
α + λp
+ c3λ
3 + c2λ
2 + c1λ (3.5)
Existen varios me´todos para identificar el rango de valores de deslizamiento
que maximice este coeficiente de adherencia.
De acuerdo con algunos estudios, para alcanzar el o´ptimo rendimiento del
sistema, este rango debe encontrarse ente los valores de 0.08 y 0.3 para el
deslizamiento.
Analizando el sistema de ABS, se observa que existen 3 torques actuando sobre
la rueda superior, estos son el torque de frenado TB, el torque de friccio´n entre las
ruedas Ftr1 y el torque de friccio´n en la parte superior del rodamiento d1w1. De
manera similar, existen 2 torques actuando sobre la rueda inferior, los cuales son el
torque de friccio´n entre ruedas Ftr2 y el torque de friccio´n en la parte inferior del
rodamiento d2w2, ve´ase la figura (3.2) para mas detalles.
Ahora, considerando la segunda ley de Newton y la relacio´n entre torque, ace-
leracio´n angular y momento de inercia, esta´n dados por:
∑
τ = I · aa (3.6)
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Finalmente se muestran las ecuaciones del movimiento del sistema ABS
ω˙1 =
1
J1
(Ftr1 − d1ω1 −M10 − TB)
ω˙2 =
1
J2
(−Ftr2 − d2ω2 −M20)
(3.7)
donde Ft esta´ dada por la ley de Coulomb
Ft = µ(λ)Fn (3.8)
y Fn es calculada como
Fn =
d1ω1 +M10 + TB +Mg
L(sin(φ)− µ(λ) cos(φ))
(3.9)
donde L es la distancia entre el punto de contacto de las ruedas y el eje rotacional
de la palanca de equilibrio. Por u´ltimo, φ es el a´ngulo ente la normal en el punto de
contacto y la lineal L.
3.4 Planteamiento del problema
El funcionamiento del ABS presentado en la subseccio´n 3.2.2, tiene como obje-
tivo principal prevenir el bloqueo de las llantas en el veh´ıculo cuando el ECU detecta
una desaceleracio´n excesiva en el momento de frenar. Esto se logra ba´sicamente, ma-
ximizando la adherencia de los neuma´ticos con el pavimento por medio del indice
de deslizamiento, manteniendo sus valor por debajo de la unidad. Para frenar el
veh´ıculo lo mas pronto posible, sin perder el control de la direccio´n y mantener el
coeficiente de adherencia, existe un rango de eficiencia o´ptimo para el deslizamiento,
el cual fluctu´a entre 0.08 y 0.3. Por lo que el problema para este sistema se cen-
trara´ en controlar y mantener el para´metro de deslizamiento dentro de este rango
propuesto.
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3.5 Algoritmos de control aplicados al
sistema
En este apartado, se disen˜ara´n los algoritmos de control para solucionar la
problema´tica presentada para el sistema de frenos ABS.
3.5.1 Modelo Matema´tico
Para disen˜ar los algoritmos de control es necesario el uso de un modelo ma-
tema´tico que describa al sistema en variables de estado.
A continuacio´n, se presenta el modelo matema´tico que describe al sistema de
ABS.
Partiendo del sistema (3.7), se definen las variables del modelo matema´tico.
Estas variables esta´n conformadas por entradas, salidas, estados de control y per-
turbaciones. El par o torque ejercido por el disco de freno Tb es seleccionado como
la entrada de control y que sera´ denotada por la letra U .
Los estados de control para este sistema sera´n: la velocidad angular de la rueda
superior y la velocidad angular de la rueda inferior, los cuales son representados por
x1 y x2; respectivamente.
La salida a controlar sera´ la razo´n de deslizamiento, la cual se representa por
la letra y.
Las perturbaciones son las fuerzas de friccio´n M10, M20 y el momento de
gravedad Mg.
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Variable Sistema Original Variable Modelo Matema´tico
ω1 velocidad angular de la rueda superior x1
ω2 velocidad angular de la rueda inferior x2
TB par o torque de frenado U
λ deslizamiento y
M10 friccio´n esta´tica rueda superior M10
M20 friccio´n esta´tica rueda inferior M20
Mg momento de gravedad Mg
Entonces el modelo matema´tico queda representado como
ω˙1 =
1
J1
(Ftr1 − d1ω1 −M10 − TB)
ω˙2 =
1
J2
(−Ftr2 − d2ω2 −M20)
→
x˙1 =
1
J1
(Ftr1 − d1x1 −M10 − U)
x˙2 =
1
J2
(−Ftr2 − d2x2 −M20)
(3.10)
donde
Ft = µ(y)Fn
Fn =
d1x1+M10+U+Mg
L(sin(φ)−µ(y)cos(φ))
µ(y) = µ(λ) = c4y
p
α+yp
+ c3y
3 + c2y
2 + c1y
y = λ = r2x2−r1x1
r2x2
(3.11)
Vale la pena notar que este modelo matema´tico es No lineal.
Por u´ltimo, es preciso sen˜alar que estos estados deben ser medibles para poder
tomarlos directamente del modelo, si esto no fuere as´ı, sera´ necesario el uso de un
observador de estado.
3.5.1.1 Ana´lisis del grado relativo y dina´mica interna del
sistema
Antes de disen˜ar una ley de control, es necesario analizar las propiedades de
controlabilidad del sistema de frenos ABS. Sin embargo, realizar un ana´lisis completo
de controlabilidad resulta ser una tarea muy compleja, por lo que solo se tomara´n
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en cuanta los aspectos mas importantes para este ana´lisis.
Considere el siguiente modelo matema´tico que describe el comportamiento
dina´mico de un sistema ABS, el cual esta´ definido por
x˙1 =
1
J1
(Ftr1 − d1x1 −M10 − U)
x˙2 =
1
J2
(−Ftr2 − d2x2 −M20)
(3.12)
Este sistema es de dimension 2 siendo la entrada el torque de freno U y la salida
y = h = λ =
r2x2 − r1x1
r2x2
= 1−
r1x1
r2x2
(3.13)
Se asume que el para´metro Fn es constante y adema´s no existen perturbaciones en
el sistema (caso nominal). Entonces, el sistema de ABS se puede representar de la
forma
x˙ = f(x) + g(x)u
y = h(x)
(3.14)
donde
f(x) =

 µ(x1,x2)Fnr1J1 − d1x1J1
−µ(x1,x2)Fnr2
J2
− d2x2
J2

 g(x) =

1
0

 (3.15)
Ahora, aplicando la definicio´n del ape´ndice B, se determina el grado relativo
del sistema (3.14), esto es
Lgh =
∂h
∂x
g =
[
∂h
∂x1
∂h
∂x2
]1
0

 = ∂h
∂x1
(3.16)
donde ∂h
∂x1
= − r1
x2r2
.
Suponiendo que el dominio de x2 esta definido como ∀x2 > x¯2 > 0, se concluye
que − r1
x2r2
6= 0. Por lo que el grado relativo es igual a 1.
Observacio´n 1. Para fines pra´cticos, el dominio de operacio´n para x2 esta´ bien
definido, ya que el sistema de ABS opera a partir de una velocidad positiva y co-
mienza a desacelerar hasta llegar a un valor mı´nimo de velocidad.
Puesto que el sistema es de grado relativo igual a 1 y la dimension del sistema
es igual a 2, entonces se tiene un subsistema no controlable (dina´mica interna) de
dimension 1.
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Ahora, considerando el siguiente cambio de coordenadas.
z1 = h(x) (3.17)
y a partir de la condicio´n
〈dξ, g〉 =
[
dξ
dx1
dξ
dx2
]
g =
[
0 1
]1
0

 = 0 (3.18)
entonces
ξ = x2. (3.19)
Considerando la siguiente transformacio´n
z1
ξ

 =

 h
x2

 = T (x) (3.20)
Se analiza el Jacobiano de la transformacio´n
∂T (x)
∂x
=

− r1x2r2 0
x1r1
x22r2
1

 (3.21)
donde la matriz de transformacio´n es no singular y, aplicando el teorema de la funcio´n
inversa, califica como un difeomorfismo.
Para conocer si la dina´mica cero del sistema es de fase mı´nima se realiza un
ana´lisis utilizando el segundo me´todo de Lyapunov.
Se elige la funcio´n V (ξ) = 1
2
ξ2 = 1
2
x2
2 > 0. Entonces, tomando la derivada de
V (ξ) con respecto al tiempo se tiene,
V˙ (ξ) = x2x˙2 =
−µ(x1,x2)Fnr2x2
J2
−
d2x22
J2
≤ 0 (3.22)
Analizando la ecuacio´n anterior se puede ver que es siempre semidefinida ne-
gativa, ya que el te´rmino relacionado con el coeficiente de adherencia siempre es
positivo, as´ı como el te´rmino x22. Por lo que se concluye que el sistema de ABS es de
fase mı´nima.
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3.5.2 Control Proporcional Integral Derivativo
Como se explico´ en el capitulo 2, el algoritmo de control PID implica ajustar
las ganancias de control proporcional kP , integral kI y derivativo kD, con el fin de
anular el error de salida.
As´ı, la ley de control para este algoritmo esta dada por,
uc = kP e+ kI
∫
edt+ kDe˙ (3.23)
donde el error de salida para el sistema de ABS esta´ definido como la variable de
deslizamiento y menos la referencia yref , tal que
e = y − yref = λ− λref (3.24)
Para simplificar el trabajo de sintonizacio´n de ganancias, se empleo´ el programa
Matlab Simulink, el cual hace el ca´lculo de las ganancias directamente.
3.5.3 Control por modos deslizantes convencional
Ahora se disen˜ara´ un algoritmo de control basado en modos deslizantes.
El control por modos deslizantes es un tipo de control no lineal que es robus-
to en presencia de perturbaciones. Pero tiene la desventaja del presentar el efecto
del chattering, el cual se produce por las conmutaciones del algoritmo de control.
F´ısicamente esto conlleva a un desgaste en los actuadores reduciendo su vida u´til.
Para el sistema de ABS con el modelo (3.10), se propone un control deslizante
de 1er orden para obtener la trayectoria del deslizamiento de referencia λref en la
presencia de perturbaciones. Para ello se procede a definir una superficie deslizante
igual al error de seguimiento, esto es:
ϑ = λ− λref (3.25)
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Ahora, se verificara´ que se cumpla la condicio´n de transversalidad. Esto se logra
determinando que el grado relativo de la superficie deslizante sea igual a 1.
Al momento de derivar la superficie deslizante, aparece la entrada de control
TB. Por lo que el grado relativo es igual a 1.
Aplicando el me´todo de control equivalente; es decir para que la trayectoria de
la variable de estado permanezca sobre la superficie deslizante o exista el re´gimen
deslizante, se establecen las siguientes condiciones de disen˜o.
ϑ = 0 , ϑ˙ = 0 (3.26)
El control que mantiene al estado sobre la superficie deslizante es llamado control
equivalente. Para calcular este control sera´ necesario verificar las siguientes condi-
ciones
ϑ˙ = λ˙− λ˙ref = 0 (3.27)
entonces
λ˙ = λ˙ref (3.28)
Se asume que la variable de deslizamiento de referencia es un te´rmino constante, por
lo que la derivada de este con respecto al tiempo es igual a cero.
λ˙ref = 0 (3.29)
Ahora derivando la variable de deslizamiento
λ˙ = −
r1
r2
(
x˙1x2 − x˙2x1
x22
)
=
r1x1x˙2
r2x22
−
r1x˙1
r2x2
(3.30)
y sustituyendo las derivadas de las variables de estado del sistema de ABS (3.10) en
la ecuacio´n anterior se tiene
λ˙ =
r1
r2x2J1
(−Ftr1 + d1x1 +M10 + U)−
r1x1
r2x22J2
(Ftr2 + d2x2 +M20) . (3.31)
Despejando el control equivalente U se tiene
Ueq =
x1J1
x2J2
(Ftr2 + d2x2 +M20) + Ftr1 − d1x1 −M10 (3.32)
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Por otro lado, si la trayectoria del sistema no se encuentra sobre la superficie desli-
zante, sera´ necesario un control adicional para atraer la trayectoria. Este control es
determinado por medio de la siguiente condicio´n
ϑϑ˙ ≤ −ε |ϑ| (3.33)
donde la ganancia ε es una constante estrictamente positiva. En te´rminos de las
variables de estado la ecuacio´n anterior queda representada como
ϑ
(
r1
r2x2J1
(−Ftr1 + d1x1 +M10 + U)−
r1x1
r2x22J2
(Ftr2 + d2x2 +M20)
)
≤ −ε |ϑ|
(3.34)
Sustituyendo la entrada del sistema U por Ued + Ual, esto es
ϑr1
r2x2J1
(−Ftr1 + d1x1 +M10 + (Ueq + Ual))−
ϑr1x1
r2x22J2
(Ftr2 + d2x2 +M20) ≤ −ε |ϑ|
(3.35)
Tomando en cuenta el valor de Ueq en (3.32), se despeja el control Ual
Ual ≤ −
r2x2J1
r1
ε (3.36)
Entonces la ley de control sera compuesta por la entrada de control equivalente mas
la entrada de control de alcance, esta u´ltima multiplicada por la funcio´n signo.
Uc = Ueq + Ualsgn(ϑ) (3.37)
3.5.4 Control por modos deslizantes super-twisting
El control por modos deslizantes super-twisting es considerado como uno de
los me´todos mas efectivos de control, para sistemas que operan bajo condiciones de
incertidumbre o perturbaciones, gracias a su precisio´n y propiedades de robustez. El
controlador super twisting se utiliza para controlar sistemas cuya salida sea de grado
relativo igual a 1. Con este control, se asegura que la superficie de deslizamiento se
alcanza en tiempo finito, esto es que las condiciones ϑ = 0 y ϑ˙ = 0 se cumplen en
tiempo finito.
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Dada la estructura de la superficie deslizante con grado relativo igual a 1 pro-
puesta en la ecuacio´n (2.45)
ϑ˙ = a(x, t) + b(x, t)u (3.38)
Aplicando una ley de retroalimentacio´n de estados linealizante de la forma
u = b−1(t, x)(−α(t, x) + ω) (3.39)
donde ω es el te´rmino de control adicional que proviene del algoritmo super-twisting
que mantener a la trayectoria sobre la superficie de deslizamiento (2.47), la cual esta
dada por
ω = −α |ϑ|1/2 sgn(ϑ) + ν
ν˙ = −βsgn(ϑ)
(3.40)
Entonces, la ley de control esta dada por
u = b−1(t, x)(−a(t, x)− α |ϑ|
1
2 sgn(ϑ)− β
∫ t
0
sgn(ϑ(τ))dτ) (3.41)
garantiza que el sistema en lazo cerrado converja en tiempo finito.
Observacio´n 2: La prueba de la convergencia en tiempo finito de las variables
de salida a cero fue demostrada por Moreno y Polyakov en 2009. La prueba esta
basada en la construccio´n de una funcio´n de Lyapunov estricta de forma cuadra´tica
que garantiza la convergencia en tiempo finito.
Para el estudio del sistema de ABS (3.10) se aplico´ el algoritmo de super-
twisting de la siguiente manera.
El controlador es disen˜ado a partir de la definicio´n del error de seguimiento
e = λ− λref .
Despue´s se define la superficie deslizante, la cual sera´ igual al error de segui-
miento, esto es
ϑ = e (3.42)
Entonces, la dina´mica entrada-salida sera´ representada como
ϑ˙ = e˙ (3.43)
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donde el grado relativo de la superficie es igual a 1.
Se asume que la trayectoria deseada, su derivada as´ı como los estados del
sistema, son acotados. De lo anterior, se tiene
ϑ˙ = λ˙− λ˙ref =
r1
r2x2J1
(−Ftr1 + d1x1 +M10 + U)−
r1x1
r2x22J2
(Ftr2 + d2x2 +M20)
(3.44)
donde λ˙ref = 0.
Procediendo de manera similar a la obtencio´n de la ecuacio´n (2.45), resulta
que
ϑ˙ =
r1
r2x2J1
(−Ftr1 + d1x1 +M10)−
r1x1
r2x22J2
(Ftr2 + d2x2 +M20) +
r1
r2x2J1
U (3.45)
Entonces la ley de control (3.39) esta´ dada por
uc =
r2x2J1
r1
{
−
[
r1
r2x2J1
(−Ftr1 + d1x1 +M10)−
r1x1
r2x22J2
(Ftr2 + d2x2 +M20)
]
+ ω
}
(3.46)
El te´rmino ω corresponde al control por modos deslizantes super-twisting descrito
por (2.47), donde las ganancias α y β son elegidas de tal manera que se cumpla la
convergencia en tiempo finito.
Cap´ıtulo 4
Suspensio´n activa
4.1 Descripcio´n del cap´ıtulo
En este cap´ıtulo se presentan los detalles referentes al sistema de Suspensio´n
Activa en un veh´ıculo. Asimismo, se introduce el modelo matema´tico que describe el
comportamiento dina´mico de la suspensio´n activa, el cual sera´ utilizado para disen˜ar
los distintos algoritmos de control; expuestos en esta seccio´n.
4.2 Introduccio´n
En general, existen tres grupos de suspensio´n.
1.- Suspensio´n r´ıgida o dependiente: en este caso, la suspensio´n de una rueda
esta interconectada con la suspensio´n de la rueda opuesta, situada sobre el mismo
eje. Esto ocasiona que las vibraciones de movimiento se transmitan directamente de
una rueda a otra y afecten considerablemente el control de la maniobrabilidad del
veh´ıculo.
2.- Suspensio´n semir´ıgida: muy similar a la suspensio´n r´ıgida, con la diferencia
en que los valores de las masas no suspendidas son menores.
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3.- Suspensio´n independiente: en este tipo de suspensio´n el movimiento de
cada rueda es independiente, por lo que una perturbacio´n en una de las ruedas
no se trasmite directamente a su opositora. Lo que mejora las caracter´ısticas de
conduccio´n.
4.2.1 Suspensio´n activa
El sistema de suspensio´n en un veh´ıculo (ver figura 4.1), esta´ integrado por
aquellos elementos que se encargan de mejorar la comodidad y el confort as´ı como
la maniobrabilidad y manejo durante la conduccio´n. Esto se logra por medio del
aislamiento del chasis y manteniendo las ruedas dentro del perfil de la carretera.
Figura 4.1: Sistema de Suspensio´n Activa
El sistema de Suspensio´n Activa asegura el control de direccio´n durante las
maniobras o movimientos abruptos. Adema´s se encarga de que el veh´ıculo responda
de forma favorable a las fuerzas que se producen por la aceleracio´n, el frenado o
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las curvas en el camino. Tambie´n a´ısla las vibraciones a altas y bajas frecuencias
provocadas por las irregularidades de la carretera.
Todo esto con del fin de evitar accidentes y garantizar el confort de los pasajeros
en el veh´ıculo.
4.2.2 Clasificacio´n
El sistema de suspensio´n se puede clasificar dependiendo del control aplicado:
La suspensio´n pasiva: en esta configuracio´n los para´metros del sistema son fijos
por lo que no se pueden regular automa´ticamente.
La suspensio´n semiactiva: para esta configuracio´n, se regulan los mecanismos
de amortiguacio´n y rigidez por medio de los componentes regulables que forman
parte del sistema.
La suspensio´n activa: en ese tipo de configuracio´n se emplea un actuador adicio-
nal, el cual se encarga de suministrar energ´ıa al sistema necesaria para mejorar
la respuesta de conduccio´n del veh´ıculo.
Comparado con el sistema de suspensio´n pasiva, el sistema de suspensio´n ac-
tiva responde de forma mas efectiva en cuanto al confort y la maniobrabilidad en
el veh´ıculo. Esto debido a que el sistema de suspensio´n activa esta regulado por un
actuador externo, mientras que el sistema de suspensio´n pasiva es carente de fuerzas
externas. Por otro lado, existe el sistema de suspensio´n semiactiva el cual se caracte-
riza por tener un ı´ndice de amortiguamiento regulable por medio del ECU. Adema´s
presenta resultados similares al sistema de suspensio´n activa. Sin embargo, su disen˜o
e implementacio´n resulta ser mas complicado.
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4.3 Estudio de la dina´mica del sistema de
suspensio´n
El presente modelo de suspensio´n esta´ basado en la configuracio´n de suspen-
sio´n activa, el cual es ilustrado en la figura (4.2), compuesto principalmente por la
masa suspendida (ms) representando al chasis del veh´ıculo, la masa no suspendida
(mu) en representacio´n de la rueda del veh´ıculo, y sus respectivos componentes de
amortiguamiento y rigidez, as´ı como el actuador adicional empleado para realizar el
control del sistema. La tabla (4.1) presenta la simbologia utilizada.
El sistema de suspensio´n incluye sensores en los extremos del chasis y en las
ruedas, con el fin de medir la velocidad y la aceleracio´n. De la misma manera, incluye
transductores lineales ubicados entre las ruedas y el chasis, utilizados para medir el
desplazamiento entre ellos.
Observacio´n 2. El nu´mero de grados de libertad del sistema estara´ en funcio´n
del tipo de ana´lisis aplicado, es decir, que para el modelo de 1/4 de veh´ıculo se
presentan 2 grados de libertad, lo que restringe el modelo a solo la dina´mica vertical.
Por otro lado, si se quisiera incluir el movimiento de cabeceo ser´ıa necesario el ana´lisis
del modelo de la mitad del veh´ıculo ocasionando un aumento de grados de libertad de
2 a 4. Ahora, si se pretende un ana´lisis mucho mas detallado considerando tambie´n
las propiedades de anti-vuelco y anti-derrape se necesitar´ıa del modelo completo del
veh´ıculo, el cual consta de 7 grados de liberad.
En la siguiente tabla (4.1) se presentan las variables implicadas en el sistema.
En este trabajo se realizo´ un ana´lisis simplificado del modelo, tomando en
cuenta varias hipo´tesis y suposiciones.
1.- Se eligio´ el modelo de 1/4 de veh´ıculo, donde solo se implica el movimiento
vertical de las masas, es decir que los movimientos de bamboleo y cabeceo son des-
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Figura 4.2: Diagrama cuerpo libre sistema Suspensio´n Activa
preciados. A pesar de esta simplificacio´n, el sistema incorpora las restricciones de
confort y maniobrabilidad y considera las irregularidades de la carretera, lo que lo
hace, una representacio´n adecuada para el ana´lisis del sistema.
2.- No es necesario modelar la dina´mica del actuador hidra´ulico ya que para
este estudio se propone como la entrada de control.
3.- Se define la deflexio´n de la suspensio´n como la diferencia entre el desplaza-
miento de la masa suspendida y la masa no suspendida zs − zu, adema´s la deflexio´n
del neuma´tico es definida como la diferencia entre el desplazamiento de la masa no
suspendida y la irregularidad presente en la carretera zu − ζ.
4.- Para la dina´mica del sistema, se asume que la derivada del desplazamiento
genera velocidad y la derivada de la velocidad determina la aceleracio´n.
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Nombre Descripcio´n
ms Masa suspendida (chasis) - kg
mu Masa no suspendida (rueda) - kg
ks Constante lineal de rigidez en la suspensio´n - N/m
bs Constante lineal de amortiguamiento en la suspensio´n - Ns/m
ksnl Constante no lineal de rigidez en la suspensio´n - N/m
bsnl Constante no lineal de amortiguamiento en la suspensio´n - Ns/m
kr Constante de rigidez en el neuma´tico - N/m
bt Constante de amortiguamiento en el neuma´tico - Ns/m
zs Desplazamiento de la masa suspendida - m
zu Desplazamiento de la masa no suspendida - m
ζ Irregularidades de la carretera - cte
zsu Diferencia entre desplazamientos (zs − zu) - m
Fnl Fuerzas no lineales actuando en la suspensio´n - N
Fa Fuerza del actuador hidra´ulico - N
Tabla 4.1: Para´metros del sistema de Suspensio´n Activa
En la ilustracio´n (4.3), se determinan las fuerzas de accio´n reaccio´n que actu´an
sobre los componentes del sistema.
Con ayuda de la segunda ley de newton se determinan las ecuaciones de mo-
vimiento, donde la sumatoria de fuerzas es igual a la masa por la aceleracio´n
∑
F = m · a (4.1)
Para el ana´lisis, las fuerzas dirigidas en sentido al desplazamiento sera´n positivas,
mientras que las fuerzas opuestas se tomara´n como negativas.
Entonces, la ecuacio´n que modela la dina´mica para la parte entre el chasis y
la rueda esta´ representada como,
msz¨s = −kszsu − bsz˙su − Fnl + Fa (4.2)
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Figura 4.3: Fuerzas que interactu´an en el sistema de Suspensio´n Activa
mientras que para la parte entre la rueda y la superficie de la carretera, se representa
por la siguiente ecuacio´n
muz¨u = kszsu + bsz˙su − kr(zu − ζ)−bt(z˙u − ζ˙) + Fnl − Fa (4.3)
donde
zsu = zs − zu
Fnl = ksnlz
3
su + bsnl
√
|z˙su|sgn (z˙su)
(4.4)
Siendo Fnl la no linealidad de la dina´mica del sistema de suspensio´n, par-
ticularmente del comportamiento del actuador externo, donde el te´rmino ksnlz
3
su
representa el efecto de la inclinacio´n en la suspensio´n, mientras que el te´rmino
bsnl
√
|z˙su|sgn (z˙su) corresponde al comportamiento del fluido hidra´ulico fluyendo a
trave´s del actuador.
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4.4 Planteamiento del problema
El problema que se pretende resolver, parte del hecho de controlar o manipular
el sistema de suspensio´n, esto con el propo´sito de determinar y mejorar el rendimiento
del sistema, para ello se consideran los criterios de aceleracio´n y del desplazamiento
vertical de la masa suspendida, as´ı como considerar el grado de sensibilidad del
cuerpo humano, esto para la evaluacio´n del confort. Por otro lado, sera´ necesario el
ana´lisis de la deflexio´n del neuma´tico para evaluar la maniobrabilidad del sistema;
tambie´n se registra el comportamiento de la deflexio´n de la suspensio´n para obtener
las caracter´ısticas de disen˜o del recorrido del sistema sobre la carretera. Cabe an˜adir
que el sistema de suspensio´n ideal debe minimizar la respuesta a frecuencias en el
rango de 0.2 a 10 Hz, para evitar el mareo y los movimientos bruscos en la cabeza de
los ocupantes del veh´ıculo, as´ı como brindar una buena maniobrabilidad y conduccio´n
en presencia de perturbaciones por las imperfecciones de la carretera.
4.5 Algoritmos de control aplicados al
sistema
En esta seccio´n se presentan los algoritmos empleados para solucionar el pro-
blema de control del sistema de suspensio´n.
4.5.1 Modelo Matema´tico
Despue´s del planteamiento de problema, el ana´lisis y el desarrollo de la dina´mi-
ca del sistema, se procede a obtener el modelo matema´tico, el cual sera´ necesario
para implementar los algoritmos. Partiendo del sistema original, constituido por las
ecuaciones (4.2) y (4.3), se realiza la declaracio´n de variables para el modelo ma-
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tema´tico. Donde la fuerza del actuador adicional hace referencia a la entrada de
control U del modelo.
Adema´s, para las variables de estado, se tendra´ en cuenta: la deflexio´n de
la suspensio´n como x1, la velocidad vertical de la masa suspendida representada
por x2, la defelxio´n del neuma´tico correspondera´ a x3 y la velocidad vertical de la
masa no suspendida tomara´ la variable x4. En el caso de la salida de control, se
propone la regularizacio´n de la variable x1. Por otro lado, el para´metro para las
irregularidades de la carretera sera´ declarado como una perturbacio´n, la cual para
simplicidad del disen˜o se supone es constante. Cabe mencionar que f´ısicamente,
el para´metro ζ no es constante y no es conocido, ya que las irregularidades de la
carretera son aleatorias. Por otro lado, si se pretende obtener un resultado mas
preciso del modelo de suspensio´n, se necesitara´ la intervencio´n de algu´n observador
que modele la dina´mica de ζ, para despue´s aplicar las estrategias de control. Debido
a que el sistema y los procedimientos se vuelven muy complejos, esto no sera´ incluido
en esta tesis.
La tabla (4.2) hace referencia al cambio de coordenadas del sistema original al
modelo matema´tico de las variables antes mencionadas.
Variable Sistema Original Variable Modelo Matema´tico
zsu deflexio´n de la suspensio´n x1
z˙s velocidad de la masa suspendida x2
zu − ζ deflexio´n del neuma´tico x3
z˙u velocidad de la masa no suspendida x4
Fa fuerza del actuador U
zsu deflexio´n de la suspensio´n Y
ζ irregularidades de la carretera ζ
Tabla 4.2: Cambio de coordenadas para el modelo matema´tico
Cap´ıtulo 4. Suspensio´n activa 58
Entonces el modelo matema´tico se transforma en,
x˙1 = x2 − x4
x˙2 = −
ks
ms
x1 −
bs
ms
x2 +
bs
ms
x4 −
1
ms
Fnl(x) +
1
ms
U
x˙3 = x4 − ζ˙
x˙4 =
ks
mu
x1 +
bs
mu
x2 −
kr
mu
x3 −
(bs+bt)
mu
x4 +
1
mu
Fnl(x) +
bt
mu
ζ˙ − 1
mu
U
(4.5)
donde Fnl(x) esta definido como, Fnl(x) = ksnlx
3
1 + bsnl
√
|x2 − x4|sgn (x2 − x4).
Este modelo matema´tico es no lineal.
4.5.1.1 Ana´lisis del grado relativo y dina´mica interna del
sistema
Antes de entrar en este ana´lisis, es preciso mencionar que, el sistema de suspen-
sio´n activa puede ser representado por un modelo lineal o un modelo no lineal. Segu´n
sea el caso, su ana´lisis sera´ diferente. Una forma simple de comprobar la controlabili-
dad de un sistema lineal es por medio de la matriz de controlabilidad, la cual debera´
ser de rango pleno para asegurar que el sistema sea completamente controlable. Por
otro lado, la comprobacio´n de controlabilidad en un sistema no lineal resulta ser
bastante complicada. Esta comprobacio´n se realiza por medio del ana´lisis de grado
relativo o ı´ndice caracter´ıstico con respecto a la salida del sistema y la involutividad
de los pare´ntesis de Lie entre los campos f y g.
Adema´s, en el caso de que el sistema (lineal o no lineal) no sea completamente
controlable, se analizara´ la dina´mica interna de la parte no controlable, esto para
asegurar que los estados sean estabilizables y poder trabajar en el sistema, de no ser
as´ı se dice que el sistema es inestable, por lo que no es posible realizar el control del
mismo.
Sea el sistema no lineal (4.5), se procede a calcular el grado relativo. Esto se
logra derivando la salida Y las veces que sean necesarias para que la entrada U
aparezca explicita.
Cap´ıtulo 4. Suspensio´n activa 59
Tomando en cuenta que Y = x1 y derivando una vez esta salida se tiene,
x˙1 = x2 − x4 (4.6)
Ahora, derivando por segunda vez la salida Y se tiene,
x¨1 = x˙2 − x˙4
x¨1 = −
ks
ms
x1 −
bs
ms
x2 +
bs
ms
x4 −
1
ms
Fnl(x) +
1
ms
U−[
ks
mu
x1 +
bs
mu
x2 −
kr
mu
x3 −
(bs+bt)
mu
x4 +
1
mu
Fnl(x) +
bt
mu
ζ˙ − 1
mu
U
] (4.7)
Debido a que la ecuacio´n (4.7) presenta la entrada U de forma explicita, se
concluye que el grado relativo ρ para el sistema no lineal de la suspensio´n activa es
igual a 2.
Ya que, el grado relativo ρ es menor que el numero de estados n, esto es, 2 < 4,
se procede a analizar la dina´mica interna del sistema. Una manera de simplificar este
proceso es por medio del ana´lisis de la dina´mica cero de un sistema transformado
(Lema 2 seccio´n 2.3.2).
Entonces existen 2 funciones ξ representadas por
ξ1(x) = x3
ξ2(x) = msx2 +mux4
(4.8)
las cuales completan el difeomorfismo
dξ1(x), dξ2(x), dh(x), dLfh(x) =


0 0 1 0
0 ms 0 1
1 0 0 0
0 mu 0 −1


→ rank = 4 (4.9)
donde z1 = h y z2 = Lfh.
Adema´s se cumplen las condiciones
〈dξ1, g〉 =
[
0 0 1 0
] [
0 1
ms
0 − 1
mu
]T
= 0
〈dξ2, g〉 =
[
0 ms 0 mu
] [
0 1
ms
0 − 1
mu
]T
= 1− 1 = 0
(4.10)
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Ahora analizando la dina´mica cero (z1 = 0, z2 = 0), esto es
ξ˙1 = x4 − ζ˙
ξ˙2 = −krx3 − btx4 + btζ˙
(4.11)
donde se supone que el te´rmino de perturbacio´n ζ es cte. por lo que ζ˙ = 0. Entonces
se puede acomodar el sistema en la forma cano´nica controlador,
ξ˙1
ξ˙2

 =

 0 1
−kr −bt



x3
x4

 (4.12)
con x3 = ξ1 y x4 =
ξ2
ms+mu
. Esta forma garantiza que la dina´mica cero sea asintoti-
camente estable, es decir que la dina´mica es de fase mı´nima.
Despue´s de demostrar estos conceptos, se procede al ca´lculo y desarrollo de
algoritmos.
4.5.2 Linealizacio´n por retroalimentacio´n de estados
Sea el sistema no lineal (4.5) de grado relativo 2 con respecto a la salida Y .
Se definen los campos f y g como,
f =


f1
f2
f3
f4


=


x2 − x4
− ks
ms
x1 −
bs
ms
x2 +
bs
ms
x4 −
1
ms
Fnl(x)
x4 − ζ˙
ks
mu
x1 +
bs
mu
x2 −
kr
mu
x3 −
(bs+bt)
mu
x4 +
1
mu
Fnl(x) +
bt
mu
ζ˙


(4.13)
g =


0
1
ms
0
− 1
mu


(4.14)
Se aplica la transformacio´n (2.10) descrita en el lema 2 de la seccion 2.3.2 del
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capitulo 2. Esto es,
ξ˙1 = x4 − ζ˙
ξ˙2 = −krx3 − btx4 + btζ˙
z˙1 = z2
z˙2 = L
2
fh+ uLgLfh
y = z1
(4.15)
donde por medio del Lema 3 de la seccio´n 2.3.2, se define el control por retoalimen-
tacio´n de estados (2.12) y despeja el control u de la siguiente forma,
u =
1
LgLfh
(
−L2fh+ v
)
(4.16)
donde
Lfh =
∂h
∂x
f →
[
1 0 0 0
]


f1
f2
f3
f4


= f1 = x2 − x4 (4.17)
L2fh =
∂f1
∂x
f =
[
0 1 0 −1
]


f1
f2
f3
f4


= f2 − f4 = x˙2 − x˙4 (4.18)
LgLfh =
∂f1
∂x
g =
[
0 1 0 −1
]


0
1
ms
0
− 1
mu


=
1
ms
+
1
mu
(4.19)
Sustituyendo el control u en el sistema (4.15) se obtiene la forma
ξ˙1 = x4 − ζ˙
ξ˙2 = −krx3 − btx4 + btζ˙
z˙1 = z2
z˙2 = v
(4.20)
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donde el control auxiliar v es propuesto como v = −kz, que es la ley de control para
la asignacio´n de polos de la parte lineal.
Por otro lado, en la seccio´n 4.5.1.1 se demostro´ que la parte no lineal ξ (4.11)
es asinto´ticamente estable.
4.5.3 Control por modos deslizantes super-twisting
Existen diversos me´todos modernos de control por modos deslizantes que tra-
bajan con sistemas de grado relativo igual a 1 y tienen como finalidad reducir los
efectos del chattering. Tal es el caso del control por modos deslizantes super-twisting,
que sera´ utilizado para el sistema de suspensio´n activa.
Se considera la superficie deslizante
ϑ = x2 − x4 (4.21)
donde, similar al caso anterior por medio de (4.7) se calcula que el grado relativo ρ
es igual a 1.
Ahora se supone la estructura (2.45) para el sistema de suspensio´n
ϑ˙ = x˙2 − x˙4
ϑ˙ =
(
1
mu
+
1
ms
)
(−ksx1 − bsx2 + bsx4 − Fnl) +
kr
mu
x3 +
bt
mu
x4 −
bt
mu
ζ˙︸ ︷︷ ︸
a(x,t)
+
(
1
mu
+
1
ms
)
︸ ︷︷ ︸
b(x,t)
U
(4.22)
de donde se define la ley de control puesto que ω = b(x, t)U , esto es
U =
msmu
ms +mu
ω (4.23)
Y se propone el control por modos deslizantes (2.47), esto es
ω = −αsign(ϑ) + ν
ν˙ = −βsign(ϑ)
(4.24)
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con las ganancias adaptativas,
α˙ =

 ω1
√
γ1
2
, ϑ 6= 0
0, ϑ = 0
β = 2εα + λ+ 4ε2
(4.25)
donde ε, λ, γ1, ω1 son constantes positivas.
4.5.4 Control Backstepping
Otro me´todo eficaz para el control de sistemas no lineales en presencia de
perturbaciones es el Backstepping.
En el caso del sistema de Suspensio´n Activa (4.5), se procede a emplear el
algoritmo Backstepping de la siguiente forma.
El objetivo del control es regular la variable de deflexio´n de la suspensio´n x1
para mejorar el confort y maniobrabilidad en el veh´ıculo, de manera que x1 → 0 a
medida que t→∞.
Este algoritmo esta basado principalmente en el Corolario 1 expuesto en 2.3.3
Backstepping. Para aplicar el algoritmo, se tomo´ en cuenta solo una parte del sistema
(4.5), esto es
x˙1 = x2 − x4
x˙2 = −
ks
ms
x1 −
bs
ms
x2 +
bs
ms
x4 −
1
ms
Fnl(x) +
1
ms
U
(4.26)
adema´s se asume que W (x) es definida positiva.
Inicialmente, se propone un control virtual α(x1) de tal manera que V˙ (x1) < 0
siendo V (x1) =
1
2
x21, por lo que
α(x1) = x4 − c1x1 (4.27)
De manera similar, definiendo una variable de error como z1 = x2 − α(x1)
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(condicio´n x2 6= α(x1)) y determinando su derivada,
z˙1 = x˙2 − α˙(x1)
z˙1 =
(
1
mu
+ 1
ms
)
(−ksx1 − bsx2 + bsx4 − Fnl + U) +
kr
mu
x3 +
bt
mu
x4 −
bt
mu
ζ˙ − c21x1 + z1c1
,
(4.28)
se calcula una ley de control U por medio de V (z1) =
1
2
z21 , de tal forma que, la
variable de error z1 tienda asinto´ticamente a cero (V˙ (z1) < 0). Por lo tanto,
U = ksx1 + bsx2 − bsx4 + Fnl −
mskr
(ms+mu)
x3 −
msbt
(ms+mu)
x4
+ msbt
(ms+mu)
ζ˙ + msmu
(ms+mu)
(c21 − 1)x1 −
msmu
(ms+mu)
z1c2
. (4.29)
Entonces, aplicando la ley de control (4.29), la variable z˙1 se simplifica en la siguiente
expresio´n,
z˙1 = −x1 − z1(c2 − c1). (4.30)
Considerando una funcio´n de Lyapunov similar a (2.26), se calcula
V2(x1, z1) =
1
2
x21 +
1
2
z21 . (4.31)
Analizando la derivada de V2,
V˙2(x1, z1) = x1x˙1 + z1z˙1
V˙2(x1, z1) = x1(−c1x1 + z1) + z1 [−x1 − z1(c2 − c1)]
V˙2(x1, z1) = −c1x
2
1 − z
2
1(c2 − c1)
(4.32)
y tomando en cuenta que x2 = z1+x4−c1x1, se determina que V˙2(x1, z1) ≤ 0 siempre
que c2 > c1, siendo estas constantes de disen˜o.
Para el resto del sistema (4.5) se realiza un cambio de coordenadas x3 = z2 y
x4 = z3, esto es
z˙2 = c1x1 + α1(x) + ζ˙
z˙3 = −
bt
mu
[
1 + ms
(ms+mu)
] [
c1x1 + α1(x)− ζ˙
]
− kr
mu
[
1 + ms
(ms+mu)
]
z2 −
ms(c21−1)
(ms+mu)
x1 +
msc2
(ms+mu)
z1
(4.33)
Suponiendo que las variables x1 y z1 alcanzaron el objetivo (x1 = 0, z1 = 0) y
la perturbacio´n ζ = cte→ ζ˙ = 0. El sistema (4.33) se reduce entonces a
z˙2 = α1(x)
z˙3 = −
bt
mu
[
1 + ms
(ms+mu)
]
α1(x)−
kr
mu
[
1 + ms
(ms+mu)
]
z2
(4.34)
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el cual, tiene la forma cano´nica del controlador, esto es
z˙2
z˙3

 =

 0 1
−CT1 −CT2



 z2
α1(x)

 (4.35)
donde CT1 =
kr
mu
[
1 + ms
(ms+mu)
]
y CT2 =
bt
mu
[
1 + ms
(ms+mu)
]
y α1(x) ≈ z3. Se obser-
va claramente que el sistema (4.35) tiene valores propios negativos, por lo que se
concluye que el sistema es asinto´ticamente estable.
Cap´ıtulo 5
Direccio´n Asistida
5.1 Descripcio´n del cap´ıtulo
En esta seccio´n se describe la informacio´n referente a la direccio´n asistida del
veh´ıculo. Se introduce el concepto de Direccio´n Asistida Electro´nicamente (EPS por
sus siglas en ingle´s). Despue´s se muestra el ana´lisis del sistema para luego exponer la
obtencio´n del modelo matema´tico a partir de un diagrama f´ısico ilustrativo, tomando
en cuenta las restricciones que rigen el modelo, enseguida se describe el planteamiento
del problema as´ı como el objetivo de control y por u´ltimo se muestra el desarrollo
de las te´cnicas o algoritmos de control propuestos para la solucio´n de e´ste.
5.2 Introduccio´n
La direccio´n es un mecanismo disen˜ado para controlar el curso de las ruedas
del veh´ıculo, de acuerdo con la intencio´n del conductor. Por otro lado, la direccio´n
asistida es un sistema mediante el cual se reduce el par o torque que ha de ejercer
el conductor sobre el volante de un veh´ıculo, con el fin de accionar la direccio´n.
Existen 3 tipos de asistencia en la direccio´n: hidra´ulica, electro-hidra´ulica y
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ele´ctrica o electro´nica. La ventaja de la direccio´n asistida elecontro´nicamente frente
a las direcciones hidra´ulicas y electro-hidra´ulicas es que, su asistencia es por medio
de un motor ele´ctrico, sin la necesidad de la intervencio´n de una bomba hidra´ulica,
por lo que la direccio´n se vuelve mas ligera y simple y se reduce el consumo de
combustible. Por tal motivo, en este trabajo se opto´ por la configuracio´n de direccio´n
asistida electro´nicamente.
5.2.1 Direccio´n Asistida Electro´nicamente
En este tipo de direccio´n se sustituye todo el circuito hidra´ulico por un motor
ele´ctrico, que acciona la cremallera de la direccio´n por medio de un mecanismo
reductor. Un sistema de EPS tiene dos funciones principales. En primer lugar, es
capaz de reducir el par o torque ejercido por el conductor y presentar sensaciones
de confort en la conduccio´n. En segundo lugar, el sistema EPS puede mejorar el
retorno del volante cuando es dirigido, as´ı como mantener una trayectoria estable en
situaciones de emergencia.
5.2.2 Clasificacio´n del Sistema de Direccio´n Asistida
Electro´nicamente
La direccio´n asistida electro´nicamente se puede clasificar de acuerdo al com-
ponente donde se aplica la asistencia, esto es:
Columna de direccio´n. Esta configuracio´n es la mas demandada ya que tiene el
menor costo. Es utilizada sobre todo en veh´ıculos pequen˜os, cuyo peso sobre el
tren de direccion delantero es bajo. Ba´sicamente, el motor ele´ctrico se instala
sobre la parte de la columna de direccio´n situada en el habita´culo, lo que
soluciona el problema de las altas temperaturas debajo del capo.
Cap´ıtulo 5. Direccio´n Asistida 68
Figura 5.1: Sistema de Direccio´n Asistida Electro´nicamente
Pin˜o´n de la direccio´n. Es el mas simple en te´rminos de implementacio´n, en
este caso el motor ele´ctrico se encuentra al pie de la columna de direccio´n a la
entrada de la cremallera. De esta manera, la columna y las cardanes no se ven
afectadas por el par suministrado por el motor ele´ctrico.
Cremallera de la direccio´n. Montaje presente en los veh´ıculos de gama alta,
ya que el peso sobre el eje delantero es superior a una tonelada. Para esta
configuracio´n el motor ele´ctrico esta´ integrado en la cremallera.
Cap´ıtulo 5. Direccio´n Asistida 69
5.3 Funcionamiento
Para comprender mejor el sistema de EPS se procede a describir su funciona-
miento.
En un estado de operacio´n normal, cuando se giran las ruedas para cambiar la
direccio´n del veh´ıculo, aparece una fuerza que actu´a sobre el neuma´tico, dicha fuerza
tiende a alinear la direccio´n de la rueda con la del veh´ıculo y es generada debido a la
resistencia del neuma´tico a ser deformado por la friccio´n con el suelo y a la posicio´n
adelantada del centro de presiones respecto al centro de la rueda.
El sistema de direccio´n asistida se encarga de ayudar al conductor a vencer
esta fuerza. De esta forma la fuerza que deba ejercer el conductor ma´s la fuerza que
aplica la direccio´n sera´n iguales a la fuerza de auto-alineamiento de la rueda, esto es
TRueda = TAsistencia+ TConductor.
La fuerza de auto-alineamiento que genere la rueda dependera´ del veh´ıculo y
la velocidad; a menor velocidad mayor resistencia.
Una de las principales ventajas que aportan los sistemas de direccio´n contro-
lados electro´nicamente es que puede generar una asistencia variable en funcio´n de la
velocidad, por lo que la conduccio´n del veh´ıculo se vuelve ma´s co´moda.
5.4 Ana´lisis de la dina´mica del sistema de
Direccio´n Asistida
El sistema de EPS (figura 5.2) esta integrado principalmente por la columna
de direccio´n y el mecanismo de engranaje-cremallera. Dichos elementos son los en-
cargados de transmitir la direccio´n en un veh´ıculo. Adema´s el sistema consta de un
motor DC de imanes permanentes, utilizado para crear el par o torque de asistencia.
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Todos estos comandados por la unidad de control ECU, encargada de monitorear y
controlar el funcionamiento del sistema por medio de sensores y sen˜ales digitales.
Figura 5.2: Representacio´n del sistema de Direccio´n Asistida Electro´nicamente
En la tabla (5.2) se presentan los para´metros implicados en el sistema.
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Nombre Descripcio´n
Td Par o torque ejercido por el conductor - Nm
θs Posicio´n angular en la entrada del eje de direccio´n (volante)- rad
Js Momento de inercia en la entrada del eje de direccio´n - kgm
2
Bs Coeficiente de amortiguamiento en la entrada del eje de direccio´n - Nm/(rad/s)
Ks coeficiente de rigidez en la entrada el eje de direccio´n - Nm/rad
Tc Par o torque opositor en la entrada del eje de direccio´n - Nm
Tw Par o torque opositor en la salida del eje de direccio´n - Nm
θr Posicio´n angular en la salida del eje de direccio´n - rad
Jr Momento de inercia en la salida del eje de direccio´n - kgm
2
Br Coeficiente de amortiguamiento en la salida del eje de direccio´n - Nm/(rad/s)
Ta Par o torque de asistencia - Nm
xr Desplazamiento de la cremallera - m
mr Masa equivalente del pin˜o´n y la cremallera kg
br Coeficiente de amortiguamiento en la cremallera - Nm/(rad/s)
rp Radio del pin˜o´n - m
FTR Fuerza de auto-alineamiento
kr Constante de resorte en las llantas
Fδ Sen˜al aleatoria de la superficie de la carretera
Tm Par o torque electromagne´tico del motor - Nm
θm Posicio´n angular en el eje del motor - rad
Jm Momento de inercia en el motor - kgm
2
Bm Coeficiente de amortiguamiento en el motor - Nm/(rad/s)
Km Coeficiente de rigidez en el motor - Nm/rad
ka Coeficiente de par o torque del motor - Nm/rad
G Relacio´n de engranaje del moto-reductor
Tabla 5.2: Para´metros EPS
Considerando el diagrama de cuerpo libre presentado en la figura (5.3) y hacien-
Cap´ıtulo 5. Direccio´n Asistida 72
do uso de las leyes de Newton, se obtienen las ecuaciones diferenciales que modelan
la dina´mica del sistema de Direccio´n Asistida.
Figura 5.3: Diagrama de cuerpo libre del EPS
Para la parte superior del diagrama, que incluye parte de la columna de direc-
cio´n, esto es el volante y la barra de direccio´n, se obtiene la siguiente ecuacio´n,
Jsθ¨s +Bsθ˙s + Tc = Td (5.1)
donde el par o torque sensado Tc ejercido en la barra de torsio´n es directamente
proporcional a la diferencia entre la entrada y la salida del eje de direccio´n. Esto es,
Tc = Ks (θs − θr).
Al analizar las fuerzas que actu´an en el eje del motor, se tomo´ en cuenta la
siguiente ecuacion,
Jmθ¨m +Bmθ˙m = Tm − Ta (5.2)
donde, para simplificar el modelo del motor y moto-reductor, el par o torque de
asistencia queda representado como Ta = Km (θm −Gθr). Por otro lado el par o
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torque electromagne´tico Tm generado por el motor puede ser expresado como Tm =
kaI.
Ahora, en la parte inferior del diagrama en la figura (5.3), donde se relacionan
la flecha del motor y la barra de direccio´n se hace el siguiente ana´lisis.
Se formula la ecuacio´n que describe las fuerzas actuando a la salida del eje de
direccio´n como,
Jrθ¨r +Brθ˙r − Tc −GTa = −Tw (5.3)
donde el par o torque opuesto en la salida del eje de direccio´n Tw esta asociado a la
ecuacio´n que describe la dina´mica del engranaje y la cremallera, esto es
mrx¨r + brx˙r =
Tw
rp
− FTR (5.4)
La fuerza de auto-alineamiento FTR representa la fuerza generada por la resisten-
cia de direccio´n y el auto-alineamiento de los neuma´ticos. Esta fuerza tambie´n es
influenciada por para´metros como la velocidad del veh´ıculo, las condiciones de la
superficie de la carretera, la velocidad en la que se gira el volante entre otras. En
este caso de estudio sera´ simplificada por la expresio´n FTR = krxr + Fδ.
Para determinar la relacio´n que existe entre (5.3) y (5.4) se emplea la aproxi-
macio´n θr ≈
xr
rp
. Entonces el ana´lisis de la salida del eje de direccio´n se simplifica y
toma la forma
MT x¨r +BT x˙r + kTxr = −Fδ +
Ks
rp
θs +
GKm
rp
θm (5.5)
donde MT = (mr +
Jr
r2p
), BT = (br +
Br
r2p
), kT = (kr +
Ks+G2Km
r2p
).
5.5 Planteamiento del problema
Para el estudio del sistema de EPS en esta tesis, se propone un objetivo poco
convencional, el cual consta de obligar a la trayectoria de un veh´ıculo a seguir una
trayectoria propuesta, donde el conductor ejerza aproximadamente el 25% del torque
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total, mientras que el motor proporcione un torque de asistencia del 75%. Este
proceso pretende hacerse solo con la retroalimentacio´n de los estados del sistema,
sin la intervencio´n de las curvas de asistencia como comu´nmente es implementado
el sistema de direccio´n asistida.
En resumen, se pretende simular un caso donde el conductor se encuentre en
un estado de emergencia vial. Por lo que el sistema de EPS actuara´, obligando al
veh´ıculo a trazar una trayectoria segura con el fin de evitar accidentes.
Para ello se pretende controlar el angulo de entrada en el eje de direccio´n θs as´ı
como el angulo de salida del eje de direccio´n θr, este ultimo por medio del control
del desplazamiento de la cremallera xr.
5.6 Algoritmos de control aplicados al
sistema
En esta seccio´n se presentan los algoritmos empleados para solucionar el pro-
blema de control del sistema de Direccio´n Asistida.
5.6.1 Estructuracio´n del sistema en un modelo
matema´tico
Antes de entrar al tema de los algoritmos de control es necesario convertir el
sistema de Direccio´n Asistida (descrito en la seccio´n 5.4) en un modelo matema´tico
mas pra´ctico, para aplicar estos algoritmos. Para ello se procede a realizar la decla-
racio´n de variables que conformara´n el modelo matema´tico. Con estas variables se
definen las entradas, salidas, estados de control y perturbaciones del sistema.
El par o torque que ejerce el conductor Td y el par o torque ejercido por el
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motor Tm sera´n considerados como las entradas de control u1 y u2 respectivamente.
Para las variables de estado se tomara´n en cuenta, la posicio´n angular en la
entrada del eje de direccio´n θs representada como x1, la velocidad angular en la
entrada del eje de direccio´n θ˙s como x2, el desplazamiento de la cremallera xr sera´
considerada como el estado x3, la velocidad en la cremallera x˙r como x4, la posicio´n
angular en el eje del motor θm correspondera´ a x5, la velocidad angular en el eje del
motor θ˙m correspondera´ a x6.
Se pretende controlar los estados representados por, la posicio´n angular en la
entrada del eje de direccio´n x1, la posicio´n angular en la salida del eje de direccio´n θr
(por medio del desplazamiento de la cremallera x3) y la posicio´n angular en la flecha
del motor x5, por lo que sera´n propuestos como las salidas y1, y2 y y3 del sistema
respectivamente.
Variable Sistema Original Variable Modelo Matema´tico
θs posicio´n angular entrada eje de direccio´n x1
θ˙s velocidad angular entrada eje de direccio´n x2
xr desplazamiento de la cremallera x3
x˙r velocidad de la cremallera x4
θm posicio´n angular eje del motor x5
θ˙m velocidad angular eje del motor x6
Td par o torque ejercido por el conductor u1
Tm par o torque suministrado por el motor u2
θs posicio´n angular entrada eje de direccio´n y1
θr posicio´n angular en la salida del eje de direccio´n y2
θm posicio´n angular eje del motor y3
Tabla 5.3: Designacio´n de variables para el modelo matema´tico del EPS
Aplicando las propiedades necesarias el modelo matema´tico para el sistema de
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direccio´n asistida queda expresado como
x˙1 = x2
x˙2 =
1
Js
(
−Ksx1 − Bsx2 +
Ks
rp
x3 + u1
)
x˙3 = x4
x˙4 =
1
MT
(
Ks
rp
x1 − kTx3 − BTx4 +
GKm
rp
x5 − Fδ
)
x˙5 = x6
x˙6 =
1
Jm
(
GKm
rp
x3 −Kmx5 − Bmx6 + u2
)
(5.6)
Analizando este modelo matema´tico se concluye que el sistema es de tipo lineal
y puede expresarse en espacio de estados como sigue
x˙ =


0 1 0 0 0 0
−Ks
Js
−Bs
Js
Ks
Jsrp
0 0 0
0 0 0 1 0 0
Ks
rpMT
0 −KT
MT
− BT
MT
GKm
rpMT
0
0 0 0 0 0 1
0 0 GKm
rpJm
0 −Km
Jm
−Bm
Jm


x+


0 0
1
Js
0
0 0
0 0
0 0
0 1
Jm



u1
u2

+


0
0
0
− 1
MT
0
0


Fδ
(5.7)
donde Fδ es considerado como una perturbacio´n.
5.6.1.1 Comprobacio´n de la controlabilidad del sistema
Una vez determinado el modelo matema´tico y analizado el tipo de sistema (en
este caso tipo lineal) se procede a comprobar la controlabilidad del sistema, esto con
la finalidad de elegir los algoritmos de control mas adecuados para lograr el objetivo
de control propuesto.
Se considera que el sistema descrito por (5.7) no cuenta con perturbaciones,
esto es Fδ = 0, entonces puede expresarse de la forma x˙ = Ax+Bu donde la matriz
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A es descrita como
A =


0 1 0 0 0 0
−Ks
Js
−Bs
Js
Ks
Jsrp
0 0 0
0 0 0 1 0 0
Ks
rpMT
0 −KT
MT
− BT
MT
GKm
rpMT
0
0 0 0 0 0 1
0 0 GKm
rpJm
0 −Km
Jm
−Bm
Jm


(5.8)
y la matriz B se define como
B =


0 0
1
Js
0
0 0
0 0
0 0
0 1
Jm


(5.9)
Con esto se pretende resolver la matriz de controlabilidad descrita en la seccio´n
2.3.5 de esta tesis, la cual debe ser de rango pleno, entonces se dice que el sistema
es completamente controlable.
Nota. Una forma sencilla de resolver la matriz de controlabilidad de este sistema
es hacerlo por medio del software Matlab. Adema´s es necesario conocer los valores
para´metricos del sistema, por lo que el desarrollo y resultados de esta matriz sera´n
presentados en el Anexo C de esta tesis.
5.6.2 Asignacio´n de polos
Como se menciono en el cap´ıtulo 2, en la seccio´n 2.3.5 referente al algoritmo de
control por asignacio´n de polos, no todos los sistemas de control se presentan en su
forma cano´nica de controlador, tal es el caso del sistema de direccio´n asistida (5.7),
en el cual, sera´ necesario la aplicacio´n de una transformacio´n para llevar el sistema a
su forma cano´nica de controlador o tambie´n llamada forma cano´nica de Brunvosky.
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Se considera el sistema de Direccio´n Asistida (5.7), donde la matriz B se separa
en
b1 =


0
1
Js
0
0
0
0


b2 =


0
0
0
0
0
1
Jm


(5.10)
del cual se disen˜a la matriz de controlabilidad
Co =
[
b1 Ab1 . . . A
5b1 b2 Ab2 . . . A
5b2
]
. (5.11)
Ahora se construye la matriz L con las columnas linealmente independientes
de Co. A partir de esta matriz, se obtienen los indices de controlabilidad µ1 y µ2,
que son iguales al numero de columnas linealmente independientes asociadas con b1
y b2 y satisfacen µ1 + µ2 = n.
Para este caso
L =
[
b1 Ab1 b2 Ab2 A
2b2 A
3b2
]
(5.12)
teniendo en cuenta que µ1 = 2 y µ2 = 4
Entonces se propone una matriz P
P =


q1
q1A
q2
q2A
q2A
2
q2A
3


(5.13)
donde q1 corresponde al µ1 reglo´n de L
−1 y q2 corresponde al µ1+µ2 reglo´n de L
−1.
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Con la que se realiza la transformacio´n del sistema en forma cano´nica de
Brunovsky-Luenberger. Esto es
Ab = PAP
−1 Bb = PB (5.14)
donde Ab =


0 1 0 0 0 0
α1 α2 α3 α4 α5 α6
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
β1 β2 β3 β4 β5 β6


y Bb =


0 0
Bb1 0
0 0
0 0
0 0
Bb2 Bb3


A continuacio´n se define la ley de control Ub = kbnxb y se calculan la ma-
triz de ganancias kbn, de tal manera que cada subsistema tome la forma cano´nica
controlable.
Para ello, se calcula el sistema en lazo cerrado Ablc = (Ab−Bbkbn), el cual tiene
la forma,
Ablc =


0 1 0 0 0 0
Ablc21 Ablc22 Ablc23 Ablc24 Ablc25 Ablc26
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
Ablc61 Ablc62 Ablc63 Ablc64 Ablc65 Ablc66


(5.15)
donde Ablc2i = αi − Bb1kbn1i i = 1, ..., 6 y Ablc6i = βi − Bb2kbn1i − Bb3kbn2i i =
1, ..., 6
Ahora, para simplificar el sistema y dividirlo en m subsistemas (ya que la
matriz B es de dimension nxm) y aplicar la asignacio´n de polos simulta´neamente,
se suponen m polinomios caracter´ısticos deseados. Estos polinomios sera´n de grado
µ1 y µ2, estos son
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s2 + a11des + a12des (5.16)
s4 + a12dess
3 + a22dess
2 + sa32des + a42des (5.17)
donde por medio del ca´lculo de la matriz de ganancias kbn, se obtiene la matriz
que contiene los subsistemas en forma cano´nica controlable.
AFC =


0 1 0 0 0 0
−a12ref −a11ref 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 −a42ref −a32ref −a22ref −a12ref


(5.18)
La transformacio´n de la matriz de ganancias kbn al sistema original se realiza
por medio de k = Pkbn.
As´ı mismo, para controlar la posicio´n de θs y θr, de manera que estas tengan
un error nulo ante la perturbacio´n que causa Fδ, sera´ necesario utilizar un servoposi-
cionador, esto provoca que el sistema tome la estructura mostrada en la figura (5.4),
la cual incluye una integracio´n de la sen˜al de error de las variables controladas θs y
θr.
Para calcular el valor de la matriz de ganancias K0 y el valor de la matriz
de ganancias k˜ de retroalimentacio´n de estado, se parte del polinomio deseado del
sistema en lazo cerrado, al cual (segu´n el me´todo) se le an˜ade un polo menos sig-
nificativo por cada variable a controlar. En el caso del sistema de direccio´n asistida
este polinomio sera´ de octavo grado.
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Figura 5.4: Estructura de control por retroalimentacio´n de estado incluyendo un
servoposicionador de las variables θs y θr.
Entonces, la matriz Ar que corresponde a la dina´mica del sistema retroalimen-
tado en variable de fase tiene la estructura,
Ar =

 0 −CP−1
PBK0 P (A− BK)P
−1

 (5.19)
donde C =

1 0 0 0 0 0
0 0 1 0 0 0

 y K = kbn + k˜. Entonces,
Ar=


0 0 −Cb1 0 0 0 0 0
0 0 0 0 −Cb2 0 0 0
0 0 0 1 0 0 0 0
Bb1k01 Bb1k02 −a21ref+k˜(1,1) −a11ref+k˜(1,2) 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
Bb2k01+Bb3k03 Bb2k02+Bb3k04 0 0 −a42ref+k˜(2,3) −a32ref+k˜(2,4) −a22ref+k˜(2,5) −a12ref+k˜(2,6)


(5.20)
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Suponiendo Bb1k02 = 0 y Bb2k01 + Bb3k03 = 0, se puede dividir el sistema Ar
en dos subsistemas Ar1 y Ar2, de tal forma que ps(Ar) = ps(Ar1) + ps(Ar2), esto con
el fin de calcular los valores de k˜ de manera mas sencilla.
Ar1 =


0 −Cb1 0
0 0 1
Bb1k01 −a21ref + k˜(1,1) −a11ref + k˜(1,2)

 (5.21)
Ar2 =


0 −Cb2 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
Bb2k02 +Bb3k04 −a42ref + k˜(2,3) −a32ref + k˜(2,4) −a22ref + k˜(2,5) −a12ref + k˜(2,6)


(5.22)
Igualando los polinomios caracter´ısticos ps(Ar1) y ps(Ar2) con los polinomios
deseados respectivamente, se obtienen los valores de ganancias K0 y k˜ que realizan
el objetivo de control.
Nota. Para una mejor comprensio´n de este algoritmo, revisar el anexo C, donde
se desarrolla el algoritmo con los valores nume´ricos del sistema de direccio´n asistida.
Cabe mencionar que para este algoritmo de asignacio´n de polos se utilizaron 3 ga-
nancias distintas. La matriz de ganancias Kbn se utilizo´ para transformar el sistema
original en una forma cano´nica de Brunovsky, mientras que la matriz de ganancias
k˜ y la matriz de ganancias K0 fueron sintonizadas para mejorar la respuesta del
sistema y realizar el control de posicio´n.
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5.6.3 Control por modos deslizantes super-twisting
Como se menciono´ anteriormente, el control por modos deslizantes super-
twisting es utilizado para sistemas que operan bajo condiciones de incertidumbre
o perturbaciones, debido a su precisio´n y propiedades de robustez. Adema´s, trabaja
con sistemas cuya salida sea de grado relativo igual a 1.
Con este tipo de control, se asegura que la superficie de deslizamiento se al-
cance en tiempo finito y se garantiza la estabilidad en tiempo finito del sistema de
conmutacio´n. Todo esto referente a la seccio´n 2.3.4 de este trabajo.
Para aplicar este tipo de algoritmo de control en el sistema de Direccio´n Asis-
tida se tendra´n en cuenta varias hipo´tesis, presentadas a continuacio´n.
Hipo´tesis 1. Se supone que el sistema de Direccio´n Asistida representado por
(5.6) se divide en 3 subsistemas estructurados de la siguiente forma.
El subsistema 1 esta representado por
x˙1 = x2
x˙2 =
1
Js
(
u1 −Ksx1 − Bsx2 +
Ks
rp
x3
) (5.23)
donde x3 sera´ tratado como una perturbacio´n, la cual se supone es acotada y co-
nocida. Esto debido que el comportamiento de este estado es estable en el sistema
original. La variable u1 representa la entrada del subsistema 1.
La salida se propone como la diferencia el error entre el a´ngulo de entrada en
el eje de direccio´n y el a´ngulo de entrada de referencia e1 = x1 − x1ref .
Ahora, el subsistema 2 sera definido por
x˙3 = x4
x˙4 =
1
MT
(
Ks
rp
x1 − kTx3 − BTx4 +
GKm
rp
x5 − Fδ
) (5.24)
donde x1 y Fδ sera´n tratados como perturbaciones y se suponen acotadas. En este
subsistema la variable x5 representara´ la entrada de control.
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Figura 5.5: Estructura en subsistemas del sistema de Direccio´n Asistida
Como el objetivo de control propuesto es seguir una trayectoria deseada, la
salida sera´ definida como el error entre el desplazamiento de la cremallera y el des-
plazamiento de la cremallera propuesto e2 = x3 − x3ref .
Por ultimo, el subsistema 3 se expresa como
x˙5 = x6
x˙6 =
1
Jm
(
GKm
rp
x3 −Kmx5 − Bmx6 + u2
) (5.25)
donde x3 sera´ tratado como una perturbacio´n, la cual se supone es acotada y co-
nocida; ya que el comportamiento de este estado es estable en el sistema original.
Ademas la variable u2 representara´ la entrada de control del subsistema.
La salida representara´ el error entre la posicio´n angular del eje del motor y la
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posicio´n angular del eje del motor necesaria para lograr el objetivo de control, esto
es e3 = x5 − x5ref .
El sistema original se divide en subsistemas.
Para el subsistema 1 representado por (5.23).
Se declara la superficie deslizante,
ϑ1 = e˙x1 + ε1ex1 (5.26)
la cual es de grado relativo igual a 1 con respecto a la entrada y ε1 es una constante
positiva.
Se define el error de seguimiento ex1 de la forma
ex1 = x1 − x1ref = z1
e˙x1 = x˙1 − x˙1ref = x2 − x˙1ref = z2
(5.27)
Se transforma el sistema en
z˙1 = z2
z˙2 = x˙2 − x¨1ref =
1
Js
(
u1 −Ksx1 − Bsx2 +
Ks
rp
x3
)
− x¨1ref = u1
(5.28)
Entonces se despeja la entrada de control
u1 = (u1 + x¨1ref ) Js +Ksx1 +Bsx2 −
Ks
rp
x3 (5.29)
donde se aplica la ley de control super-twisting
u1 = −k1 |ϑ1|
1
2 sgn(ϑ1) + v
v˙ = −k2sgn(ϑ1)
(5.30)
Ahora, para el subsistema 2 representado por (5.24).
Se declara la superficie deslizante,
ϑ2 = e˙x3 + ε2ex3 (5.31)
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donde ε2 es una constante positiva de disen˜o. Esta superficie es de grado relativo
igual a 1 con respecto a la entrada.
Se define el error de seguimiento ex3 de la forma
ex3 = x3 − x3ref = z3
e˙x3 = x˙3 − x˙3ref = x4 − x˙3ref = z4
(5.32)
Se transforma el sistema en
z˙3 = z4
z˙4 = x˙4 − x¨3ref =
1
MT
(
Ks
rp
x1 − kTx3 − BTx4 +
GKm
rp
x5 − Fδ
)
− x¨3ref = ux5
(5.33)
Entonces se despeja la entrada de control
x5e =
(
ux5 + x¨3ref −
Ks
rpMT
x1 +
kT
MT
x3 +
BT
MT
x4
)
rpMT
GKm
(5.34)
donde se aplica la ley de control super-twisting
ux5 = −k3 |ϑ2|
1
2 sgn(ϑ2) + v
v˙ = −k4sgn(ϑ2)
(5.35)
Por ultimo, para el subsistema 3 representado por (5.25).
Se declara la superficie deslizante,
ϑ3 = e˙x5 + ε3ex5 (5.36)
donde ε3 es una constante positiva de disen˜o. Esta superficie es de grado relativo
igual a 1 con respecto a la entrada.
Se define el error de seguimiento ex5 de la forma
ex5 = x5 − x5ref = z5
e˙x5 = x˙5 − x˙5ref = x6 − x˙5ref = z6
(5.37)
Se transforma el sistema en
z˙5 = z6
z˙6 = x˙6 − x¨5ref =
1
Jm
(
GKm
rp
x3 −Kmx5 − Bmx6 + u2
)
− x¨5ref = u2
(5.38)
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Entonces se despeja la entrada de control
u2 = (u2 + x¨5ref ) Jm −
GKm
rp
x3 +Kmx5 +Bmx6 (5.39)
donde se aplica la ley de control super-twisting
u2 = −k5 |ϑ3|
1
2 sgn(ϑ3) + v
v˙ = −k6sgn(ϑ3)
(5.40)
Cap´ıtulo 6
Resultados y conclusiones
6.1 Descripcio´n del cap´ıtulo
En este cap´ıtulo se presentan los resultados de los algoritmos de control, los
cuales fueron empleados en los distintos sistemas de seguridad activa propuestos
en esta tesis. Dichos resultados se muestran por medio de simulaciones hechas en
la plataforma de Matlab simulink, adema´s se establecen los valores parame´tricos y
consideraciones f´ısicas involucradas en los sistemas, as´ı como las gra´ficas referentes
al comportamiento de estos. Por u´ltimo se dictaminan las conclusiones con respecto
a esta investigacio´n.
6.2 Introduccio´n
Antes de concluir con esta investigacio´n, sera´ necesario analizar los resulta-
dos para cada subistema de seguridad en sus distintas formas de control, esto con
el propo´sito de realizar una comparacio´n con respecto a un criterio de evaluacio´n
propuesto. La idea de un algoritmo de control que cumpla con las demandas y ne-
cesidades para los sistemas de seguridad activa de un veh´ıculo, se resume en una
efectiva accio´n de gestio´n de energ´ıa.
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Es preciso sen˜alar que en este apartado se presentan solo los resultados ma´s
destacados para cada sistema de seguridad. Aunque se intentaron aplicar los mismos
algoritmos para todos los sistemas, no todos los resultados fueron satisfactorios, en
algunos casos el algoritmo fallo´, demando´ demasiada energ´ıa o no pudo utilizarse
debido a la estructura del sistema.
6.3 Resultados para el sistema de frenos ABS
A continuacio´n se presentan los resultados de los algoritmos utilizados para
resolver el problema de control en el sistema de frenos ABS propuesto en el capitulo
2.
6.3.1 Para´metros y condiciones del sistema
Antes de abordar el tema de resultados, es necesario presentar los valores
nume´ricos correspondientes a los para´metros y condiciones iniciales definidos pa-
ra el sistema de frenos ABS, estos valores son utilizados para obtener las gra´ficas
que representan el comportamiento del sistema as´ı como la accio´n de control de los
algoritmos.
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Para´metro Nombre Valor
r1 Radio de la rueda superior 0.0995m
r2 Radio de la rueda inferior 0.099m
J1 Momento de inercia de la rueda superior 0.00753kgm
2
J2 Momento de inercia de la rueda inferior 0.0256kgm
2
d1 Coeficiente de friccio´n de la rueda superior 0.00011874kgm
2/s
d2 Coeficiente de friccio´n de la rueda inferior 0.00021468kgm
2/s
Fn(cte) Fuerza total normal 58.214N
M10 Friccio´n esta´tica de la rueda superior 0.0032Nm
M20 Friccio´n esta´tica de la rueda inferior 0.0925Nm
Mg Momento de gravedad 19.62N
c1 Constante 1 −0.04240011450454
c2 Constante 2 0.00000000029375
c3 Constante 2 0.03508217905067
c4 Constante 2 0.40662691102315
α Constante α 0.00025724985785
p Constante p 2
L Distancia de la palanca de equilibrio 0.37m
φ Angulo de inclinacio´n de la palanca de equi-
librio
65.61◦
Tabla 6.1: Valores parame´tricos para el sistema de ABS
Una vez identificados los valores nume´ricos de los para´metros, sera´n declaradas
las condiciones iniciales de los estados del sistema. Estas condiciones corresponden a
los valores de velocidades que presentan la rueda y el veh´ıculo al momento de iniciar
la etapa de frenado.
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Variable modelo matema´tico Nombre Valor inicial
x1 Velocidad angular de la rueda superior 1720 rpm
x2 Velocidad angular de la rueda inferior 1720 rpm
Tabla 6.2: Condiciones iniciales para el sistema ABS
Donde x1 representara´ a la velocidad de la rueda del veh´ıculo y x2 representara´
a la velocidad aproximada del veh´ıculo en rpms (recordar que ν = x2r2 en unidades
m
s
esto es, ν
r2
= x2 en unidades rpm).
Nota. En la ejecucio´n de la simulacio´n se debe tener en cuenta el dominio de
operacio´n de los estados del sistema, en particular del estado x2, ya que si x2 pasa
por el origen, esto es x2 = 0, el grado relativo del sistema (ρ = −
r1
x2r2
) no estara´ bien
definido y el algoritmo de control no lograra´ su objetivo.
Dicho anteriormente, el objetivo de estos algoritmos consta de dirigir y mante-
ner el valor de deslizamiento λ en un valor de referencia constante λref = 0.25, esto
para garantizar el anti-bloqueo de las ruedas durante la etapa de frenado y hacer
que la velocidad de la rueda x1, as´ı como la velocidad del veh´ıculo x2, tiendan a cero
en el menor tiempo posible.
Una vez indicados estos valores y condiciones se realizan las correspondientes
simulaciones de los algoritmos.
6.3.2 Resultados para el algoritmo de control PID
Como se menciono´ antes, el algoritmo PID esta´ basado en la retroalimentacio´n
de ganancias (proporcional P , integral I y derivativa D) con la finalidad de anular
el error de salida.
Para el caso del sistema de ABS, el error de salida esta´ definido como el desli-
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zamiento menos el deslizamiento de referencia, esto es e = λ−0.25. Por otro lado, la
sintonizacio´n de ganancias se obtuvo por medio del bloque PID en Matlab simulink,
el cual determino´ los siguientes valores.
Ganancia valor calculado
kP −164.107426970474
kI −3061.13240878788
kD 0.329618809033384
Tabla 6.3: Resultados de ganancias PID para el sistema ABS
Aplicando estos valores de ganancia en la ley de control PID (3.23) propuesta
en el capitulo 3, se obtuvieron los siguientes resultados gra´ficos.
Figura 6.1: Salida del sistema ABS aplicando el algoritmo PID
En la figura 6.1 se muestra la respuesta a la salida del sistema, que hace referen-
cia a la razo´n de deslizamiento λ. En esta gra´fica se puede observar que el objetivo
de control es alcanzado, ya que λ se mantiene en el valor de referencia constante
establecido λref = 0.25.
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Figura 6.2: Error de salida del sistema ABS aplicando el algoritmo PID
La figura 6.2 representa el error de salida con respecto al tiempo, donde e→ 0
cuando t→∞.
Figura 6.3: Entrada de control PID para el sistema ABS
La figura 6.3 corresponde al par o torque de frenado utilizado en el sistema de
ABS para lograr el objetivo de control.
La figura 6.4 ilustra las velocidades de la rueda y el veh´ıculo en unidades
RPM. Con el algoritmo de PID se logra llevar estas velocidades asinto´ticamente a
cero en un tiempo de 2.5 segundos aproximadamente, esto manteniendo la razo´n
de deslizamiento dentro de un valor que garantice el anti-bloqueo de las ruedas del
veh´ıculo.
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Figura 6.4: Velocidades del veh´ıculo y la rueda aplicando el algoritmo PID
En la figura 6.5 se muestran las gra´ficas de la distancia recorrida por el veh´ıculo
y la rueda en la etapa de frenado.
Figura 6.5: Posiciones del veh´ıculo y la rueda aplicando el algoritmo PID
Unos instantes antes de que la simulacio´n se de por terminada, el valor de par o
torque aumenta considerablemente, esto se debe a que en algu´n instante de tiempo,
la razo´n de deslizamiento toma valores negativos, este suceso genera un comporta-
miento inestable en el sistema. Con la finalidad de corregir esta inestabilidad, sera´
necesario apagar el sistema de ABS antes de que ocurra el intercambio de velocida-
des (x1 > x2) que hacen negativa la razo´n de deslizamiento λ, todo esto con el fin
de mejorar el control del veh´ıculo y as´ı cumplir con el objetivo de control.
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6.3.3 Resultados para el algoritmo de control por
modos deslizantes convencional
Ahora toca el turno al algoritmo de control por modos deslizantes en su for-
ma convencional. Como se explico´ en el capitulo 3 este algoritmo es robusto ante
perturbaciones pero presenta la desventaja del chattering. Para este algoritmo, se
determino´ la superficie deslizante ϑ = λ − λref = λ − 0.25, la cual es de grado
relativo igual a 1. A dema´s se utilizo´ un control adicional Ual para garantizar la
atraccio´n de la trayectoria sobre la superficie deslizante. Aplicando la ley de control
(3.37) y tomando en cuenta la cte ǫ = 1.2 se obtuvieron los siguientes resultados.
Figura 6.6: Objetivo de control MDC del sistema ABS
La figura 6.6 representa la respuesta a la salida del sistema, la cual corresponde
a la razo´n de deslizamiento. El objetivo de control se cumple solo por cierto tiempo,
ya que, como se menciono´ en los resultados anteriores; la relacio´n entre la velocidad
de la rueda y la velocidad del veh´ıculo es mayor a uno (x1
x2
> 1), esto ocasiona que
la razo´n de deslizamiento sea negativa.
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Figura 6.7: Superficie deslizante del sistema ABS aplicando MDC
La figura 6.7 representa el comportamiento de la superficie deslizante propues-
ta, la cual logra la convergencia en tiempo finito ϑ→ 0.
Figura 6.8: Entrada de control MDC para el sistema ABS
La figura 6.8 corresponde al par o torque de frenado que fue determinado por el
algoritmo de modos deslizantes y fue utilizado en el sistema para cumplir el objetivo
de control. Cabe destacar que en esta gra´fica se puede notar el efecto de chattering
producido por este algoritmo.
La figura 6.9 ilustra las velocidades de la rueda y el veh´ıculo en unidades
RPM, con el algoritmo de modos deslizantes se logra acercar estas velocidades al
reposo, en un tiempo de 3 segundos aproximadamente, esto manteniendo la razo´n
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de deslizamiento dentro de un valor que garantice el anti-bloqueo de las ruedas del
veh´ıculo.
Figura 6.9: Velocidades del veh´ıculo y la rueda aplicando el algoritmo MDC
Figura 6.10: Posiciones del veh´ıculo y la rueda aplicando el algoritmo MDC
En la figura 6.15 se muestran las gra´ficas de la distancia recorrida por el veh´ıcu-
lo y la rueda en la etapa de frenado.
Estrictamente hablando, este algoritmo no logra cumplir el objetivo de control,
ya que la razo´n de deslizamiento deja de seguir la referencia en el segundo 2.3 aproxi-
madamente, esto debido a la relacio´n de velocidades x1
x2
> 1. Por otro lado, de forma
mas pra´ctica, este algoritmo puede utilizarse hasta el tiempo de 2.3 segundos, donde
las velocidades se mantienen cerca del reposo. En estas circunstancias, el bloqueo de
las ruedas presenta muy pocas probabilidades de ocurrir, por lo que el sistema de
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ABS puede apagarse y as´ı mantener el control del veh´ıculo.
6.3.4 Resultados para el algoritmo de control por
modos deslizantes super-twisting
En el siguiente caso, para el algoritmo de control por modos deslizantes super-
twisting descrito en el capitulo 3 de esta tesis, se determino´ la superficie deslizante
ϑ = λ − 0.25, para despue´s aplicar la ley de control establecida en (3.41), donde el
valor final de las ganancias α y β despue´s de adaptarse, esta´ ilustrado en la tabla
(6.4), garantizando as´ı la convergencia del sistema en tiempo finito.
Ganancia valor calculado
α −164.107
β 0.329
Tabla 6.4: Valores de ganancias del control MD Super-twisting
Figura 6.11: Objetivo de control MD Super-twisting del sistema ABS
La figura 6.11 representa la respuesta a la salida del sistema, la cual corresponde
a la razo´n de deslizamiento. Aqu´ı se demuestra que el objetivo de control se cumple de
forma satisfactoria. La ca´ıda espontanea de la gra´fica en el tiempo de 2.55 segundos
aprox., se debe a que las velocidades tienden a cero.
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Figura 6.12: Superficie deslizante del sistema ABS aplicando MD Super-twisting
La figura 6.12 representa a la superficie deslizante, donde fa´cilmente se puede
notar su convergencia en tiempo finito.
La figura 6.13 corresponde al torque de frenado que fue empleado en el sistema
para cumplir el objetivo de control. Es importante mencionar que con el algoritmo
de super-twisting, el efecto del chattering es atenuado.
Figura 6.13: Entrada de control MD Super-twisting para el sistema ABS
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Figura 6.14: Velocidades del veh´ıculo y la rueda aplicando MD Super-twisting
En la figura 6.14 se muestran las velocidades de la rueda y el veh´ıculo en
unidades RPM. Como se aprecia en la gra´fica, el algoritmo de modos deslizantes
super-twisting fue capaz de llevar estas velocidades muy cerca del reposo en un
tiempo aproximado de 2.55 segundos.
Figura 6.15: Posiciones del veh´ıculo y la rueda aplicando MD Super-twisting
En la figura 6.15 se muestran las gra´ficas de la distancia recorrida por el veh´ıcu-
lo y la rueda en la etapa de frenado.
En comparacio´n con el algoritmo de modos deslizantes convencional, el algorit-
mo super-twisting presento´ mejores resultados en todos los aspectos, desde lograr el
objetivo de control hasta mejorar el tiempo de respuesta del sistema. Respecto al al-
goritmo de PID, el algoritmo super-twisting presenta resultados muy similares, pero
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tiene la ventaja de utilizar menos energ´ıa. Desafortunadamente, si hablamos de una
implementacio´n f´ısica, emplear este algoritmo presenta la desventaja de los pequen˜os
efectos de chattering, lo que ocasiona un desgaste prematuro en los componentes del
veh´ıculo.
6.4 Resultados para el sistema de Suspensio´n
Activa
A continuacio´n se presentan los resultados de los algoritmos de control, los
cuales fueron desarrollados para el sistema de Suspensio´n Activa, correspondiente al
capitulo 4.
6.4.1 Para´metros y condiciones del sistema
Antes de abordar el tema de resultados, es necesario conocer los valores pa-
rame´tricos y condiciones iniciales referentes al sistema de Suspensio´n Activa (Tabla
6.5). Estos valores son utilizados para implementar las simulaciones, y as´ı, obtener
las gra´ficas que representan el comportamiento del sistema, as´ı como la accio´n de
control de los algoritmos.
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Para´metro Nombre Valor
ms Masa suspendida (chasis) 342.5kg
mu Masa no suspendida (rueda) 40kg
ks Constante lineal de rigidez en la suspensio´n 200000N/m
bs Constante lineal de amortiguamiento en la suspensio´n 1000Ns/m
ksnl Constante no lineal de rigidez en la suspensio´n 1000N/m
bsnl Constante no lineal de amortiguamiento en la suspen-
sio´n
50Ns/m
kr Constante de rigidez en el neuma´tico 268000N/m
bt Constante de amortiguamiento en el neuma´tico 14.6Ns/m
ζ Irregularidades de la carretera 28
Tabla 6.5: Para´metros del sistema de Suspensio´n Activa
Ya que los valores parame´tricos han sido fijados, se procede a declarar las
condiciones iniciales de los estados del sistema de Suspensio´n. Estas condiciones se
muestran en la tabla 6.6.
Variable Modelo Matema´tico Nombre Valor inicial
x1 Deflexio´n de la suspensio´n (zs − zu) 0.1 m
x2 Velocidad de la masa suspendida 0 m/s
x3 Deflexio´n del neuma´tico (zu − ζ) 0.01 m
x4 Velocidad de la masa no suspendida 0 m/s
Tabla 6.6: Condiciones iniciales para el sistema SA
Nota. En la ejecucio´n de la simulacio´n en Matlab/simulink, se utilizo´ un bloque
de switch para limitar la entrada de control de los algoritmos, esto con el propo´sito
de obtener mejores resultados en el sistema.
Como se planteo´ en el capitulo 4, el objetivo de control del sistema de sus-
pensio´n consiste en mejorar el rendimiento de la suspensio´n del veh´ıculo y mantener
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el confort de los pasajeros, esto por medio de la regulacio´n de la deflexio´n de la
suspensio´n y la deflexio´n del neuma´tico. Ba´sicamente, el ana´lisis del sistema, se basa
en la comparacio´n entre la respuesta del sistema de suspensio´n activa y la respuesta
del sistema de suspensio´n pasiva (Fa = 0).
6.4.2 Control por modos deslizantes super-twisting
El algoritmo de control por modos deslizantes super-twiting fue uno de los al-
goritmos aplicados en el sistema de suspensio´n activa de este trabajo. Este algoritmo
implica definir una superficie deslizante que sea estrictamente de grado relativo igual
a 1, por lo que se eligio´ la superficie ϑ = x2−x4. Aplicando la ley de control descrita
por las ecuaciones 4.23 y 4.24, donde las ganancias del controlador son fijadas en los
valores mostrados en la tabla (6.7), se obtuvieron los siguientes resultados.
Ganancia valor calculado
α 28
β 0.056
ω1 10
γ1 2
λ 2
ε 0.001
Tabla 6.7: Valores de ganancias del control MD Super-twisting del sistema de SA
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Figura 6.16: Superficie deslizante del Sistema SA aplicando MD Super-twisting
En la figura 6.16 se muestra el comportamiento de la superficie deslizante a
trave´s del tiempo. Analizando la gra´fica se puede notar que la convergencia hacia
cero es alcanzada en aproximadamente 0.8 segundos.
La figura 6.17 representa la fuerza empleada por el actuador externo para
regular el sistema de suspensio´n. Como se hab´ıa mencionado anteriormente, esta
entrada de control esta´ limitada a un tiempo de 2 segundos.
Figura 6.17: Entrada de control MD Super-twisting para el sistema de SA
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Figura 6.18: Comportamiento del sistema de SA aplicando MD Super-twisting
La figura 6.18 ilustra la comparacio´n de los distintos estados del sistema de
suspensio´n activa y pasiva. En esta figura se puede notar claramente el beneficio
de tener un actuador externo para mejorar la respuesta del sistema en todos los
aspectos.
Debido al comportamiento amortiguado del sistema de suspensio´n, el hecho de
limitar la entrada de control a un tiempo de 2 segundos no afecta la funcionalidad del
algoritmo, ni tampoco la estabilidad ni el rendimiento del sistema. Por otro lado, con
esta accio´n preventiva, se logra ahorrar mas energ´ıa y el sistema responde de mejor
forma a las irregularidades de la carretera. F´ısicamente, este sistema de suspensio´n
activa actu´a cuando se registra una condicio´n de deflexio´n elevada, y se desactiva
cuando es alcanzado un valor de deflexio´n mı´nimo.
6.4.3 Retroalimentacio´n de estado
Otro algoritmo de control empleado en el sistema de suspensio´n activa, es
el denominado control por retroalimentacio´n de estados. Con la ayuda de la ley
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de control (4.16), este algoritmo transforma el sistema de suspensio´n activa en un
nuevo sistema (4.20), el cual esta´ compuesto por una parte lineal (a la cual puede
aplicarsele cualquier algoritmo de control lineal), y otra parte no lineal (que presenta
una dina´mica interna estable). Para la parte lineal se aplico´ el cla´sico algoritmo de
asignacio´n de polos v = −kz, donde k1 = 10 y k2 = 5, este es un control auxiliar
que esta´ incluido en la ley de control original (4.20). Por otro lado, para la parte no
lineal, se presentan los resultados de la estabilidad asinto´tica de ξ1 y ξ2 (figura 6.21).
Figura 6.19: Entrada de control por retro de estados para el sistema de SA
La figura 6.19 representa la fuerza empleada por el actuador externo para
regular el sistema de suspensio´n. Como se hab´ıa mencionado anteriormente, para
este sistema de suspensio´n, la entrada de control esta´ limitada a un tiempo de 2
segundos. Cabe mencionar que esta gra´fica corresponde a la ley de control descrita
en la ecuacio´n (4.16), la cual es la ley de control del sistema completo.
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Figura 6.20: Comparacio´n entre el sistema SA original y retro de estados
La figura 6.20 ilustra la comparacio´n de los distintos estados del sistema de
suspensio´n activa (4.5 con U = u) y pasiva (4.5 con U = 0) en su forma original. En
esta gra´fica se observa que, aplicar el control de retroalimentaco´n, mejora notable-
mente las caracter´ısticas del sistema. Adema´s, se toma en cuenta que, la respuesta
del sistema dependera´ de forma significativa del valor de ganancias k1 y k2 que sean
elegidas.
Figura 6.21: Sistema de SA Transformado
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La figura 6.21 muestra el comportamiento del sistema transformado. En estas
gra´ficas se puede notar que, tanto la parte lineal (z1, z2) como la parte no lineal
(ξ1, ξ2) de este sistema tienden asinto´ticamente a cero, por lo que se comprueba que
el sistema es estable.
Con el hecho de mejorar la respuesta en las deflexio´nes del sistema original,
se puede decir que el algoritmo de control por retroalimentacio´n de estados cumple
el objetivo de mejorar la maniobrabilidad del veh´ıculo y el confort de los pasajeros.
Por otro lado, se observa que, limitar la entrada de control a un tiempo espec´ıfico
no afecta de forma significativa la efectividad del sistema.
6.4.4 Backstepping
Ahora, se presenta el caso donde el sistema de suspensio´n activa es controlado
por medio del algoritmo de control Backstepping. Este algoritmo es muy eficaz para
controlar sistemas no lineales en presencia de perturbaciones. El objetivo de este
algoritmo, es regular el sistema de suspensio´n por medio de la variable de deflexio´n
x1. Para ello, se propuso un me´todo basado en el corolario 1 (apartado 2.3.3), el
cual consta de un control virtual junto con una variable de error y el ana´lisis de
una funcio´n de Lyapunov, con los cuales se determino´ la ley de control backstepping
(4.29), donde c1 = 0.5 y c2 = 1.5.
Hay que mencionar que este algoritmo se utilizo´ de forma parcial en el sistema,
y se realizo´ un cambio de coordenadas en la parte del sistema restante, para compro-
bar su convergencia en tiempo finito. Toda esta informacio´n se encuentra detallada
en el capitulo 4 de esta tesis.
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Figura 6.22: Entrada de control Backstepping para el sistema de SA
La figura 6.22 representa la fuerza suministrada por el actuador para regular
el sistema de suspensio´n. De la misma forma que en los algoritmos anteriores, esta
entrada de control tambie´n esta´ limitada a aun tiempo de 2 segundos.
Figura 6.23: Control Virtual Backstepping para el sistema de SA
La figura 6.23 representa el control virtual definido en el algoritmo.
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Figura 6.24: Variable de error Backstepping para el sistema SA
En la figura 6.24 se muestra el comportamiento de la variable de error, la
cual tiende asinto´ticamente a cero gracias a la ley de control (4.29), por lo que se
comprueba su efectividad.
Figura 6.25: Comparacio´n del sistema de SA original y Backstepping
La figura 6.25 ilustra la comparacio´n de los distintos estados del sistema de
suspensio´n en su forma activa (backstepping) y pasiva. En la gra´fica correspondiente
a la deflexio´n de la suspensio´n, se puede notar que el sistema de suspensio´n activa
responde de forma mas lenta, pero es mejor en cuanto a la regulacio´n del siste-
ma. Cabe mencionar que, este comportamiento puede ser alterado por medio de la
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sintonizacio´n de ganancias c1 y c2 del controlador.
Aunque el objetivo de control de este algoritmo sea regular u´nicamente la de-
flexio´n de la suspensio´n, este hecho influye en el comportamiento de todo el sistema,
por lo que este algoritmo, califica como viable, para su implementacio´n en un sistema
f´ısico, aparte de presentar la ventaja de no sufrir efectos de chattering.
6.5 Resultados para el sistema de Direccio´n
Asistida Electro´nicamente
En esta seccio´n, se exponen los resultados obtenidos para resolver el problema
de control en el sistema de Direccio´n Asistida, a partir de los algoritmos de control
desarrollados en el capitulo 5.
6.5.1 Para´metros y condiciones del sistema
Antes de abordar el tema de resultados, es necesario fijar los valores nume´ricos
correspondientes a los para´metros y condiciones iniciales definidos en el sistema de
Direccio´n Asistida. Estos valores son implementados en las simulaciones del sistema,
para as´ı, obtener las gra´ficas que describen el comportamiento del sistema y la accio´n
de control de los algoritmos.
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Para´metro Descripcio´n Valor
Js Momento de inercia en la entrada del eje de
direccio´n
4.5x10−2 kgm2
Bs Coeficiente de amortiguamiento en la entra-
da del eje de direccio´n
7.2x10−2 Nm/(rad/s)
Ks Coeficiente de rigidez en la entrada el eje de
direccio´n
115 Nm/rad
BT Coeficiente de amortiguamiento total en la
salida del eje de direccio´n
3820 Nm/(rad/s)
MT Masa total en la salida del eje de direccio´n 32 kg
kT Constante de resorte total en la salida del eje
de direccio´n
56.13x107 Nm
rp Radio del pin˜o´n 7.8x10
−3m
Jm Momento de inercia en el motor 4.52x10
−4kgm2
Bm Coeficiente de amortiguamiento en el motor 33.39x10
4 Nm/(rad/s)
Km Coeficiente de rigidez en el motor 125 Nm/rad
ka Coeficiente de torque del motor 4x10
−2 Nm/rad
G Relacio´n de engranaje del moto-reductor 16
Tabla 6.9: Para´metros del sistema de Direccio´n Asistida
Una vez identificados los valores nume´ricos de los para´metros, toca el turno de
declarar las condiciones iniciales de los estados del sistema de Direccio´n Asistida.
Nota. Para el sistema de Direccio´n Asistida se realizaron dos tipos de simu-
laciones, la primera (correspondiente al algoritmo de control por retroalimentacio´n
de estados) es presentada de forma completa como un solo sistema de 6 estados, en
la segunda (referente al algoritmo de control por modos deslizantes super-twisting)
se dividio´ el sistema original en tres subsistemas enlazados entre si. Por otro lado,
la variable Fδ que representa una sen˜al aleatoria de la superficie de la carretera fue
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Variable Modelo Nombre Valor inicial
x1 (θs) Posicio´n angular en la entrada del eje de direccio´n 2π/180 rad
x2 (θ˙s) Posicio´n angular en la entrada del eje de direccio´n 2π/180 rad/s
x3 (xr) Desplazamiento de la cremallera 1.73x10
−3 m
x4 (x˙r) Desplazamiento de la cremallera 1x10
−3 m/s
x5 (θm) Posicio´n angular en el eje del motor 2 rad
x6 ( ˙θm) Posicio´n angular en el eje del motor 1 rad/s
Tabla 6.10: Condiciones iniciales para el sistema de Direccio´n Asistida
simulada por medio de un bloque de numero aleatorio (Random).
Recordando lo planteado en el capitulo 5, el objetivo principal de este sistema
consiste en obligar a la trayectoria de un veh´ıculo a seguir una trayectoria propuesta.
Esta accio´n se realiza por medio del control del a´ngulo de entrada en el eje de
direccio´n θs, as´ı como del control del angulo en la salida del eje de direccio´n θr. En
este caso de estudio se pretende seguir una trayectoria de referencia θrref senoidal de
20 grados, y un angulo de referencia θsref = 5
◦.
Nota. Se tomo como referencia un angulo θsref = 5
◦ para la entrada en el eje
de direccio´n (volante), esto con la finalidad de simular que el conductor realiza una
accio´n de movimiento mı´nima para el control del veh´ıculo. En otras palabras, puede
interpretarse como un reflejo del conductor para evadir algu´n obsta´culo.
6.5.2 Control por retroalimentacio´n de estados con la
forma cano´nica de Brunovsky
El algoritmo de retroalimentacio´n de estados o tambie´n llamado asignacio´n
de polos es un tipo de control aplicado comu´nmente a sistemas de control lineales.
Como se expuso en el capitulo 5, este algoritmo se basa en la ubicacio´n de polos del
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sistema en lazo cerrado, de tal manera que se logre la regulacio´n del sistema. Esto se
realiza por medio de la igualacio´n de polinomios caracter´ıstico y de referencia, donde
los polos de referencia son disen˜ados de acuerdo a los requerimientos del sistema.
Cuando el sistema de control presenta mas de una entrada, y adema´s tiene un basto
nu´mero de estados, el ca´lculo del polinomio caracter´ıstico se vuelve muy complicado.
Uno de los me´todos para simplificar el ca´lculo del polinomio caracter´ıstico de un
sistema MIMO es el me´todo de transformacio´n del sistema en la forma cano´nica de
Brunovsky. Este me´todo separa el sistema original en m subsistemas (siendo m el
nu´mero de entradas), donde la multiplicacio´n de polos de los m subsistemas es igual
al polinomio caracter´ıstico del sistema original. Por otro lado, para lograr el objetivo
de control propuesto en el cap´ıtulo 5, se utilizo´ la te´cnica del servoposicionador,
donde por medio de una modificacio´n en el arreglo del sistema, se calcularon los
nuevos valores de ganancias K y K0 necesarias para cumplir el control de posicio´n
de las variables θs y xr. (Recordar que K = kbn + k˜) En la tabla (6.11) se presentan
los valores de las ganancias utilizadas en este algoritmo.
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Ganancia valor calculado Ganancia valor calculado
kbn(1,1) -152817/61 kbn(1,2) -29/51
kbn(1,3) 2.61× 10
12 kbn(1,4) 0
kbn(1,5) 0 kbn(1,6) 0
kbn(2,1) 9552/61 kbn(2,2) 269/74379
kbn(2,3) −3.05× 10
11 kbn(2,4) −1.62× 10
8
kbn(2,5) −1.78× 10
7 kbn(2,6) -8651/185
k˜(1,1) 39999/4 k˜(1,2) 1× 10
4
k˜(1,3) 0 k˜(1,4) 0
k˜(1,5) 0 k˜(1,6) 0
k˜(2,1) 0 k˜(2,2) 0
k˜(2,3) 2.56× 10
11 k˜(2,4) 1.91× 10
10
k˜(2,5) 6.4× 10
8 k˜(2,6) 8× 10
6
k0(1,1) 459/4 k0(1,2) 0
k0(2,1) -169/2601 k0(2,2) 216613/3
Tabla 6.11: Valores de ganancias del control por retro de estados, sistema EPS
Figura 6.26: Objetivo de control θr aplicando la retro de estados
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Figura 6.27: objetivo de control θs aplicando la retro de estados
Las figuras 6.26 y 6.27 representa la respuesta a la salida del sistema. La figura
6.26 corresponde a la trayectoria del eje de salida θr. En la gra´fica se observa que el
objetivo de control se logra cumplir de forma satisfactoria, aunque existe un pequen˜o
error de seguimiento. Por otro lado, la figura 6.27 representa la posicio´n angular en la
entrada del eje de direccio´n (volante) θs. En este caso la gra´fica llega a estabilizarse
en el valor de 5◦, por lo que el objetivo de control es alcanzado.
Figura 6.28: Entrada de control U1 para el sistema EPS por retro de estados
La figura 6.28 corresponde al par o torque ejercido por el conductor. As´ı mis-
mo, la figura 6.29 corresponde al torque suministrado por el motor de asistencia.
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Estas entradas fueron utilizadas en el algoritmo de asignacio´n de polos con servo-
posicionador para alcanzar los objetivos de control. Cabe mencionar que la entrada
Td tiene mayor influencia en la respuesta de θs, mientras que la entrada Tm causa
mayor efecto en la respuesta de θr, esto debido a la estructura del sistema.
Figura 6.29: Entrada de control U2 para el sistema EPS por retro de estados
Figura 6.30: Comportamiento del sistema EPS aplicando la retro de estados
La figura 6.30 ilustra las gra´ficas que comprenden a los distintos estados del
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sistema de direccio´n asistida. En esta gra´fica se observa el comportamiento de los
estados a trave´s del tiempo. Se debe tomar en cuenta que, para aplicar un control de
retroalimentacio´n efectivo, sera´ necesario hacer un ana´lisis minucioso de estabilidad,
as´ı como de respuesta en el tiempo del sistema.
Cabe aclarar que, debido a que el par o torque ejercido por el conductor Td es
considerado como una entrada de control, este demanda demasiada energ´ıa (en este
caso un valor de par o torque muy elevado) para ser aplicado por un ser humano.
A pesar de eso, el ana´lisis presentado en esta tesis, puede servir de referencia para
la investigacio´n en veh´ıculos tele-operados. En cuanto a la entrada ejercida por el
motor de asistencia Tm, es necesario un valor de par o torque factible, para un motor
DC de pequen˜o taman˜o.
6.5.3 Control por medio del algoritmo super-twisting
Para aplicar el algoritmo de super-twisting al sistema de direccio´n asistida, fue
necesario dividir el sistema (5.6) en 3 subsistemas representados por (5.23), (5.24)
y (5.25). Adema´s, se definieron superficies deslizantes de grado relativo 1 para cada
uno de estos subsistemas (para mas detalles consultar el capitulo 5 seccion 5.6.3).
De este modo, para el subsistema (5.23) con superficie deslizante ϑ1 = e˙x1 + ε1ex1 ,
se definieron las ganancias k1 = 2, k2 = 2 y la constante ε1 = 1. As´ı mismo,
para el subsistema (5.24) con superficie deslizante ϑ2 = e˙x3 + ε2ex3 , se definieron
las ganancias k3 = 2500, k4 = 20 y la constante ε2 = 14.8. Mientras que, para
el subsistema (5.25) con superficie deslizante ϑ3 = e˙x5 + ε3ex5 , se definieron las
ganancias k5 = 80, k6 = 180 y la constante ε3 = 220. Cabe resaltar que los valores
de ganancias y constantes fueron calculados de forma emp´ırica.
Aplicando la ley de control (5.30) para el subsistema (5.23), la ley de control
(5.35) para el subsistema (5.24) y la ley de control (5.40) para el subsistema (5.25)
se obtuvieron los siguientes resultados.
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Figura 6.31: Objetivo de control θs aplicando el algoritmo Super-twisting
La figura 6.31 representa la respuesta a la salida y1 del sistema, la cual corres-
ponde a la posicio´n en el eje del volante θs. En la gra´fica se observa que el objetivo
de control es alcanzado.
Figura 6.32: Objetivo de control θr aplicando el algoritmo Super-twisting
La figura 6.32 representa la respuesta a la salida y2 del sistema, la cual corres-
ponde a la trayectoria del eje de salida θr. En la gra´fica se observa que el objetivo
de control se logra cumplir de forma satisfactoria y el error de salida es nulo.
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Figura 6.33: Subsistema 1 del sistema EPS controlado por Super-twisting
La figura 6.33 representa al subsistema 1, compuesto por las variables x1 y x2
que corresponden al a´ngulo de direccio´n del volante y su velocidad angular. En la
gra´fica inferior izquierda se muestra el par o torque empleado por el conductor Td,
para lograr el objetivo de llevar la variable x1 a una referencia de 5 grados.
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Figura 6.34: Subsistema 2 del sistema EPS controlado por Super-twisting
En la figura 6.34 se presenta el subsistema 2, correspondiente a la direccio´n
del veh´ıculo e incluye las variables x3 y x4 que muestran la trayectoria que toma
el veh´ıculo, la velocidad en la salida del eje de direccio´n, as´ı como el a´ngulo de
giro del motor necesario para lograr el objetivo de control. Cabe mencionar que la
gra´fica inferior derecha, correspondiente a la superficie deslizante S2, muestra un
comportamiento oscilatorio y de amplitud muy pequen˜a.
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Figura 6.35: Subsistema 3 del sistema EPS controlado por Super-twisting
La figura 6.35 hace referencia a las variables del sistema de direccio´n asistida
x5 y x6, las cuales conforman el sistema 3. As´ı mismo, se presenta la entrada de par
o torque usado por el motor de asistencia Tm y el comportamiento de la superficie
deslizante S3.
De manera similar al caso anterior, el hecho de incluir el par o torque ejercido
por el conductor Td como una entrada de control, afecta significativamente a la
respuesta del sistema. As´ı mismo, implica emplear un par o torque excesivo para la
fisiolog´ıa de un ser humano. El hecho de aplicar al sistema un torque de entre 40-50
Nm, entra en el rango de operacio´n para un motor DC de dimensiones pequen˜as.
6.6 Criterio de Evaluacio´n
Para realizar la comparacio´n de algoritmos y determinar la energ´ıa utilizada
por estos, se establecio´ un criterio de evaluacio´n, el cual esta enfocado en el ı´ndice
de desempen˜o.
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El ı´ndice de desempen˜o se define como un valor que funge como para´metro de
evaluacio´n, el cual evalu´a la calidad de la respuesta de un sistema ante una entrada
de control. As´ı la optimizacio´n de la respuesta y caracter´ısticas de un sistema de
control dependera´ de mejorar el indice de comportamiento. Para que un criterio de
desempen˜o sea u´til, debe ser fa´cilmente computable, es decir, su optimizacio´n debe
ser factible tanto experimental como anal´ıticamente; debe ser selectivo, ya que debe
proporcionar valores exactos que indiquen la optimizacio´n real del sistema y debe
estar en funcio´n de los para´metros del sistema de control.
Considerando el control de los sistemas de seguridad de un veh´ıculo. Sea ui la i-
e´sima entrada necesaria para lograr el objetivo de control del sistemas y considerando
que la magnitud de tal entrada al cuadrado |ui|
2 es proporcional a la razo´n de gasto
de energ´ıa. Para minimizar el gasto de energ´ıa en los sistemas presentados en este
trabajo, se plantea el siguiente ı´ndice de desempen˜o:
J =
∫ t
0
m∑
i=1
|ui|
2 dt. (6.1)
A continuacio´n, en manera de tablas comparativas, se muestran los resultados
para el ı´ndice de desempen˜o referente a cada sistema de seguridad.
Sistema de frenos ABS
Algoritmo de control Energ´ıa (criterio de evaluacio´n) Tiempo de respuesta
PID Tb = 43.19 2.5 segundos
Modos deslizantes de 1er orden Tb = 37.76 3 segundos
Modos deslizantes super-twisting Tb = 12.35 2.55 segundos
Tabla 6.12: Comparativa de algoritmos de control para el sistema de frenos ABS
La tabla 6.12 corresponde a la comparativa del consumo de energ´ıa, entre los
distintos algoritmos de control, empleados en el sistema de frenos ABS.
En la tabla 6.13 se presentan los valores de consumo, para los algoritmos de
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Sistema de Suspensio´n Activa
Algoritmo de control Energ´ıa (criterio de evaluacio´n) Tiempo de aplicacio´n
Modos deslizantes super-twisting Fa = 5.0772x10
6 2 segundos
Linealizacio´n por retro de estados Fa = 1.4x10
8 2 segundos
Backstepping Fa = 3.3x10
8 2 segundos
Tabla 6.13: Comparativa de algoritmos de control para el sistema de SA
control, utilizados en el sistema de suspensio´n activa.
Sistema de Direccio´n Asistida
Algoritmo de control Energ´ıa (criterio de evaluacio´n) Tiempo de respuesta
Asignacio´n de polos Td = 1.374x10
4 Tm = 2.081x10
4 15 segundos
Modos deslizantes super-twisting Td = 1.2374x10
4 Tm = 1.378x10
4 15 segundos
Tabla 6.14: Comparativa de algoritmos de control para el sistema EPS
La tabla 6.14 muestra los valores obtenidos para el consumo de energe´tico
empleado en los algoritmos de control aplicados al sistema de direccio´n asistida.
6.7 Conclusiones
Para finalizar, se presentan las conclusiones de cada sistema de seguridad por
separado.
6.7.1 Conclusiones para el sistema de frenos ABS
Realizando la comparativa de los 3 algoritmos presentados anteriormente para
el sistema de frenos ABS, se concluyo´ que el algoritmo de modos deslizantes super-
twisting es el algoritmo mas eficiente para cumplir el objetivo de control con la menor
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energ´ıa posible. Aunque este algoritmo tarda mas tiempo en obligar al deslizamiento
a seguir el valor de referencia, el comportamiento del sistema no se ve afectado. Se
pudiera optar por utilizar el algoritmo de PID, ya que responde de manera mas
ra´pida en cuanto a cumplir el objetivo y frenar el veh´ıculo. Sin embargo, si se trata
de optimizar el sistema, el algoritmo PID no es la mejor opcio´n ya que es el que
utiliza mas energ´ıa.
6.7.2 Conclusiones para el sistema de suspensio´n activa
Analizando los resultados de los algoritmos empleados en el sistema de sus-
pensio´n activa, se llego a la conclusio´n de que el algoritmo de modos deslizantes
super-twisting se lleva la ventaja ampliamente, esto en cuanto a respuesta del siste-
ma, consumo de energ´ıa y cumplimiento del objetivo de control, por lo que se decide
que es la mejor opcio´n de optimizacion.
6.7.3 Conclusiones para el sistema de direccio´n asistida
Por u´ltimo, para los algoritmos de control utilizados en el sistema de direccio´n
asistida, los me´todos y suposiciones planteadas fueron eficientes para lograr el objeti-
vo de control. En el caso del algoritmo de asignacio´n de polos, este´ presento´ un error
de seguimiento mayor a comparacio´n del algoritmo super-twisting, ya que la salida θr
muestra una notable diferencia en cuanto a la referencia. As´ı mismo, aunque con al-
guna dificultad, las ganancias del servoposicionador lograron seguir la trayectoria de
referencia (volante) θs a los 15 segundos. Cabe aclarar que, para mejorar la respuesta
del sistema este algoritmo debe configurarse proponiendo un polinomio caracter´ıstico
que vuelva la respuesta del sistema mas ra´pida y calculando otras ganancias para el
servoposicionador. Por otro lado, para el caso del algoritmo super-twsiting aplicado
en los subsistemas, e´ste debera´ ser implementado f´ısicamente para verificar si es una
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configuracio´n factible del sistema de direccio´n y no es afectado por otros factores del
modelo. Sin embargo, para fines anal´ıticos, el algoritmo super-twisting fue superior
en todos los aspectos, en comparacio´n con el algoritmo de asignacio´n de polos, por
lo que se concluye que el algoritmo Super-twisting, es la opcio´n mas adecuada para
controlar el sistema de Direccio´n Asistida Electro´nicamente.
6.8 Trabajos Futuros
A lo largo del desarrollo de esta tesis, han surgido diversas cuestiones e inco´gni-
tas, las cuales implican abordar lineas de investigacio´n que quedaron sin explorar.
Como futuro seguimiento a esta tesis, se han propuesto los siguientes aspectos:
Emplear el uso de observadores en aquellos sistemas cuya naturaleza es depen-
diente de los mismos.
Implementar los modelos de forma f´ısica, con el fin de obtener resultados mas
acertados.
Realizar el estudio de optimizacio´n, interconectando los sistemas de seguridad
activa en conjunto como un sistema u´nico.
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A. Derivada de Lie
En este anexo se presenta la definicio´n de la derivada de Lie, segu´n el libro
[32].
Derivada de Lie.
Sea p un punto en En espacio Euclidiano n-dimensional, y U una vecindad
de p. Si f es un campo vectorial suave sobre U y h es una funcio´n suave sobre U ,
entonces f(h) es la funcio´n suave sobre U definida por
f(h)(p) =
n∑
i=1
fi(p)
(
∂h
∂xi
)
(p) (2)
Un campo vectorial puede ser interpretado como un operador que mapea la
funcio´n h dentro de la funcio´n f(h). La funcio´n f(h) es llamada la derivada de Lie
de la funcio´n h a lo largo del campo vectorial f ; esto es usualmente denotado como
Lfh.
Las derivadas de Lie repetidas a lo largo del mismo campo vectorial f son
denotadas como
Lifh = Lf (L
i−1
f h), L
1
fh = Lfh, L
0
fh = h (3)
La derivada de Lie Lfh de una funcio´n suave h a lo largo de un campo vectorial
f es tambie´n denotado por 〈dh, f〉.
Dados dos campos vectoriales suaves f y g, se define el pare´ntesis de Lie como
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el u´nico campo vectorial que cumple
[f, g](h) = f(g(h))− g(f(h)) = LfLgh− LgLfh (4)
El pare´ntesis de Lie [f, g] de dos campos vectoriales f y g es tambie´n denotado
por adfg o por Lfg. Los pare´ntesis de Lie repetidos son denotados como
adifg = adf (ad
i−1
f g), ad
1
fg = adfg, ad
0
fg = g. (5)
B. Grado Relativo
A continuacio´n se presenta la definicio´n de grado relativo, esta definicio´n fue
extra´ıda de [32].
El grado relativo o indice caracter´ıstico de controlabilidad esta definido como
LgL
i
fh(x) = 0, ∀x ∈ u0, 0 ≤ i ≤ ρ− 2
LgL
ρ−1
f h(x) = 0, ∀x ∈ u0
(6)
donde u0 es una vecindad del origen. Si
LgL
i
fh(x) = 0, ∀x ∈ u0, ∀i ≥ 0 (7)
entonces se dice que ρ =∞.
Nota. El estado alrededor del cual se define el grado relativo es tomado sin
pe´rdida de generalidad para ser el origen; este puede ser cualquier estado xe ∈ R
n.
En otras palabras, el grado relativo ρ es igual al ultimo orden de la derivada
temporal con respecto a la salida, que aparece directamente afectada por la entrada
u, esto es
y(i) =
diy
dti
(8)
considerando
y(1) = 〈dh, x˙〉 = Lfh+ uLgh (9)
Si ρ = 1, puesto que por definicio´n Lgh 6= 0 en u0, entonces y
(1) es directamente
afectada por la entrada u a lo largo de x ∈ u0. Cuando 1 < ρ ≤ n, en virtud de la
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definicio´n de ρ, esto se calcula como
y(i) = Lifh, 0 ≤ i ≤ ρ− 1
y(ρ) = Lρfh+ uLgL
ρ−1
f h
(10)
Por lo tanto, y(ρ) es la derivada temporal de menor orden la cual es directamente
afectada por la entrada u a lo largo de x ∈ u0. Si ρ = ∞, las derivadas temporales
de y y de cualquier orden no son afectadas por la entrada u siempre que x ∈ u0.
C. Teorema Lasalle-Yoshizawa y
teorema Lasalle
En este apartado se presenta el teorema LaSalle-Yoshizawa, asi como el teorema
Lasalle, los cuales fueron extra´ıdos de [33] y se utilizaron en la definicio´n del concepto
backstepping presentado en el cap´ıtulo 2 de esta tesis.
TEOREMA LASALLE-YOSHIZAWA.
Considere el sistema variante en el tiempo
x˙ = f(x, t) (11)
donde x ∈ Rn y f : RnxR+ → R
u es continua a trozos en t y localmente Lipschitz
en x.
Sea x = 0 un punto de equilibrio de (11) y se supone que f es localmente
Lipschitz en x uniformemente en t. Sea V : Rn → R una funcio´n suave definida
positiva y radialmente no acotada V (x) tal que,
∂V
∂x
(x) [f(x) + g(x)α(x)] ≤ −W (x) ≤ 0, ∀x ∈ Rn, (12)
donde W es una funcio´n continua. Entonces, todas las soluciones de (11) son global-
mente uniformemente acotadas y satisfacen
l´ım
t→∞
W (x(t)) = 0. (13)
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Adema´s, si W (x) es definida positiva, entonces el punto de equilibrio x = 0 es
globalmente uniformemente asinto´ticamente estable (GUAS).
Para el problema de regulacio´n, donde el disen˜o del sistema es usualmente
invariante
x˙ = f(x) (14)
se utilizara´n conjuntos invariantes. Un conjunto M es llamado invariante, si cualquier
solucio´n x(t) que pertenece a M en algu´n instante de tiempo t1 debe pertenecer a M
para todo el tiempo pasado y futuro, esto es:
x(t1) ∈M ⇒ x(t) ∈M, ∀t ∈ R. (15)
Un conjunto Ω es positivamente invariante si este esta definido solo, para todo
tiempo futuro:
x(t1) ∈ Ω⇒ x(t) ∈ Ω, ∀t ≥ t1. (16)
TEOREMA LASALLE
Sea Ω un conjunto positivamente invariante de (14). Sea V : Ω → R+ una
funcio´n continuamente diferenciable V (x) tal que, V˙ (x) ≤ 0, ∀x ∈ Ω. Sea E =
{x ∈ Ω|V˙ (x) = 0}, y M el conjunto invariante mas largo contenido en E. Entonces,
toda solucion acotada x(t) que empieza en Ω converge a M cuando t→∞.
D. Algoritmo de asignacio´n de
polos para el sistema EPS
(desarrollo)
En este apartado se presenta el desarrollo del algoritmo de asignacio´n de polos
por medio de la forma cano´nica de brunovsky en combinacio´n de un servoposiciona-
dor.
La matriz A (5.8) esta´ representada nume´ricamente como
A =


0 1 0 0 0 0
−22549/9 −80/51 321211 0 0 0
0 0 0 1 0 0
8754/19 0 −17541835 −955/8 88141/11 0
0 0 0 0 0 1
0 0 567279328 0 −829646/3 −3339/452


(17)
La matriz B (5.9) esta´ representada nume´ricamente como
B =


0 0
10000/459 0
0 0
0 0
0 0
0 39823/18


(18)
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La matriz C esta´ representada nume´ricamente como
C =

1 0 0 0 0 0
0 0 1 0 0 0

 (19)
La matriz Co1 (20) representa las primeras 6 columnas de la matriz de controla-
bilidad del sistema de direccio´n asistida, mientras que la matriz Co2 (21) representa
las 6 columnas restantes de la matriz de controlabilidad (5.11 del sistema de direccio´n
asistida.
Co1 =


0 10000/459 −7621/223 −163594/3 513488/3 3.36× 109
10000/459 −7621/223 −163594/3 513488/3 3360624683 −3.95× 1010
0 0 0 130492/13 −1214014 1.06× 108
0 0 130492/13 −1214014 1.06× 108 −1.1×10
0 0 0 0 5.7× 1012 −7.3× 1014
0 0 0 0 0 0


(20)
Co2 =


0 0 0 0 0 5.7× 1012
0 0 0 0 5.7× 1012 −7.3× 1014
0 0 0 17727479 −2247173675 −4.65× 1012
0 0 17727479 −2247173675 −4.65× 1012 6.31× 1014
0 39823/18 −114403/7 −611712616 9.03× 109 10.22× 1015
39823/18 −114403/7 −611712616 9.03× 109 10.22× 1015 −1.35× 1018


(21)
Por medio del software Matlab se determino el Rango de Co el cual es igual a 6.
Esto determina que el la matriz Co es de rango pleno y cumple las condiciones para
el disen˜o del algoritmo.
Ahora, se define la matriz de transformacio´n P (5.13) que transforma al sistema
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original en un sistema con forma cano´nica de Brunovsky
P =


459/10000 0 0 0 0 0
0 459/10000 0 0 0 0
0 0 1/17727479 0 0 0
0 0 0 1/17727479 0 0
3/115429 0 −189/191 −2/297005 18/39823 0
−54/17405 3/115429 945/8 −1666/1685 −287/5319 18/39823


(22)
El poliniomio desdeado del sistema se divide en 2 Para el sistema 1 con µ = 2
(s2 + 1s+ 0.25).
Para el subsistema 2 con µ = 4 (s4 + 80s3 + 2400s2 + 32000s+ 160000)
Las ganancias calculadas a partir de la ley de control ub = kbxb se muestran
en la siguiente matriz
Kbruno =

 −10004/87 −261/10000 73718/5 0 0 0
−87044/191 −39/37166 17607519 3769/24 −80507/10 −321/15187


(23)
Entonces el nuevo sistema en lazo cerrado
Aac =


0 1 0 0 0 0
−1/4+k1 −1+k2 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 −1.6×105+k3 −3.2×104+k4 −2.4×103+k5 −80+k6


(24)
Por otro lado, para el control de posicio´n, se propuso´ la matriz correspondiente
a la dina´mica del sistema retroalimentado con el servoposicionador, esto es
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Ar=


0 0 − 10000
459
0 0 0 0 0
0 0 0 0 −1.77×107 0 0 0
0 0 0 1 0 0 0 0
k01 k02 −
1
4
+k1 −1+k2 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
16
28257
k01+k03
16
28257
k02+k04 0 0 −1.6×105+k3 −3.2×104+k4 −2.4×103+k5 −80+k6


(25)
Debido a la estructura que muestra la matriz Ar, se propone dividirla en 2
matrices, las cuales depende solo de una entrada respectivamente, y se comprueba
que los polos no se ven afectados.
sb1 =


0 −10000
459
0
0 0 1
k01 −
1
4
− k1 −1− k2

 (26)
El polinomio deseado de la submatriz As1.
s3 + (k2 + 1)s
2 + (k1 +
1
4
)s+ 10000
459
k01 s
3 + 10001s2 + 10000s+ 2500
sb2 =


0 −17727479 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
16
28257
k02 + k04 −1.6× 10
5 − k3 −3.2× 10
4 − k4 −2.4× 10
3 − k5 −80− k6


(27)
El polinomio deseado de la submatriz As2.
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s5 + (k6 + 80)s
4 + (k5 + 2.4× 10
3)s3 + (k4 + 3.2× 10
4)s2 + (k3 + 1.6× 10
5)s+
(10038k02 + 17727479k04)
El calculo de las ganancias del servopisicionador es entonces:
k0 =

k01 k02
k03 k04

 =

 459/4 0
−169/2601 216613/3

 (28)
