Abstract. We consider self-avoiding walk on finite graphs with large girth. A bound on the expected length of the self-avoiding walk is given, showing that in many cases large girth graphs do not exhibit mean-field critical behavior.
1. Introduction 1.1. Self-avoiding walks. A self-avoiding walk is a path in a graph that does not visit any vertex more than once. Counting the number of self-avoiding walks of length n started at the origin in Z d , is a long standing open problem. It is very difficult to come up with formulas that capture the correct asymptotics. In fact, even the exponential growth rate of the number of such walks is difficult to precisely calculate in most cases; this number is known as the connective constant of the lattice. Precisely, let c n denote the number of self-avoiding walks of length n started at o in an infinite transitive graph G. It is not difficult to show that c n+m ≤ c n · c m so Fekete's Lemma tells us that the limit µ = µ(G) = lim(c n )
exists. Hence the number of self avoiding-walks of length n is approximately µ n .
Determining the lower order terms in the aymptotics of c n is a major open problem.
Even calculating the precise value of µ is usually very difficult. In a seminal work the connective constant of the hexagonal lattice has recently been calculated by Duminil-Copin and Smirnov [8] to be 2 + √ 2. Self-avoiding walks in the plane admit a conjectured conformal invariant scaling limit, and determining the lower * Ben-Gurion University of the Negev. email: yadina@bgu.ac.il
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1 order terms for c n is deeply connected to this fact. For more on self-avoiding walks see [2, 15] .
Let us briefly introduce the main model usually considered in the plane (and in fact in Z d in general). This is sometimes called Lawler-Schramm-Werner model of self-avoiding walk [13] . For some parameter 0 < x ∈ R and scaling factor δ > 0 consider the finite graph G δ := δZ d ∩ B(0, 1), where B(0, 1) is the Euclidean ball of radius 1. Let SAW δ be the set of all self-avoiding walks in G δ started at 0 with an endpoint in the boundary of G δ (there are finitely many such walks). We may define a probability measure P δ x on SAW δ by letting the probability of γ ∈ SAW δ be proportional to x |γ| where |γ| is the length of γ.
It is known that the model undergoes a phase transition at x c = µ −1 . Ioffe [12] has shown that for x < x c the measures P δ x converge (in an appropriate sense) to a measure on geodesics from 0 to the boundary of B(0, 1). For x > x c one may show that the limiting curve fills the ball B(0, 1) (again, in an appropriate sense) [7] .
The major question is to understand what happens at the critical point x = x c .
In dimensions d ≥ 4 the limiting curve should be scaling to a Brownian motion; this is related to works of Brydges & Spencer [6] and Hara & Slade [10, 11] (see also [3, 4, 5] for the upper critical dimension d = 4, and the book [15] and references therein). Dimension d = 3 is the most mysterious. In dimension d = 2 the limiting curve is conjectured to be SLE 8/3 , Schramm-Loewner Evolution of parameter 8 3 [13].
1.2. The model. Self-avoiding walks on general graphs have received much less attention than the Euclidean lattices. One notable work is [9] . In this note we adapt the Lawler-Schramm-Werner model to the setting of finite graphs. We consider self-avoiding walks on graphs of large girth, and rapid enough mixing (which is equivalent to good enough expansion properties). If a d-regular graph has large girth, then locally around any vertex it looks like a d-regular tree. Thus, a bit of thought leads us to guess that the analogue of the connective constant should be (d − 1) in this case.
Let us precisely define the model.
• Definition 1. Let (G n ) n be a sequence of finite graphs of sizes |G n | → ∞. By SAW(G n ) we denote the set of self-avoiding walks in G n .
For every n, and a parameter x > 0, define a probability measure on SAW(G n ) by setting
We dub this the self-avoiding walk, or simply SAW, on the sequence (G n ) n .
We would like to understand the behavior of a random sample from µ x,n as n → ∞. For example, the first question to consider is the sequence of expected
When G n is the n × n torus (Z/nZ) 2 , the above remarks on the planar selfavoiding walk lead us to the conclusion that
where the last value in the critical case is only conjectured, and has to do with the fact the the Hausdorff dimension of SLE κ is 1 + In some sense, the high-dimensional behavior is what one would expect to find in the mean-field case. Indeed, in Section 2 we make the necessary calculations to prove:
• Theorem 2. Consider the SAW model µ x,n = µ x,Gn on the sequence (G n ) n where G n is the complete graph on n vertices. Then, the critical value is x c = 1 n−1 in the following sense: for all ε > 0:
• If (x n ) n is a sequence such that x n ≤ 1−ε n−1 then for some constant c > 0,
• If
1.3. SAW on large girth. Expander graphs are graphs with very good expansion properties. It is known that a random d-regular graph is a very good expander with high probability, and has large girth around typical vertices with high probability.
In many models random d-regular graphs exhibit the same behavior as the meanfield complete graph case. Sometimes such mean-field behavior can also be shown for expanders of large girth in general. See the discussion immediately following
This experience may lead one to conjecture that the same phenomena will occur for the SAW model. The sub-critical and super-critical cases indeed do have constant and linear order expected length respectively. However, the analogy breaks down for the critical case, and the scaling is not |G n |.
Instrumental in the proofs are non-backtracking random walks. A non-backtracking walk is a path in a graph that never backtracks the last edge it passed through.
A non-backtracking random walk is one that chooses each step randomly out of the currently allowed steps. This is a Markov chain on the set of directed edges of the graph. For a non-backtracking random walk one may define the mixing time by τ = min t : max
where NB is the non-backtracking random walk, and P v is the associated probability measure conditioned on NB(0) = v. In [1] the mixing time of non-backtracking random walks is studied, and it is shown that it is always better than the mixing time of the usual simple random walk. We use the mixing time of the nonbacktracking random walk to quantitatively define the notion of "large girth".
• Theorem 3. Let (G n ) n be a sequence of d-regular graphs with sizes |G n | → ∞.
Let g n be the girth of G n and assume that g n → ∞ as n → ∞. Consider the SAW model on the sequence (G n ) n .
Then:
where C > 0 is a constant that depends only on the degree d.
• Assume that G n has large girth in the sense that if τ n is the mixing time of the non-backtracking random walk on
Note that one may find expander graphs (G n ) n with girth g n = ε log |G n | for any ε > 0. By results of [1] , the mixing time of the non-backtracking random walk is faster than the mixing time of the simple random walk on G n . Since (G n ) n are expander graphs the mixing time in this case is τ n = O(log |G n |). So in Theorem 3 the critical expected length could be bounded by order |G n | δ for any choice of δ > 0 (and in fact may even be poly-logarithmic). For example, it is well known that the above conditions hold for the constructions by Margulis [16] and the Lubotzky-Phillips-Sarnak expanders [14] .
Occasionally one expects expanders, especially large girth expanders, to exhibit tree-like or mean-field behavior. To illustrate this, let us contrast our results with some other mean-field behavior in the large girth setting. In [17] finite graphs with large girth are shown to exhibit mean-field behavior of the critical window for bond percolation. Coincidently, the non-backtracking random walk appears as part of the conditions in that paper as well. A more recent paper [18] deals with the infinitely many infinite components phase in percolation on infinite graphs with large girth, as well as the critical exponents for percolation and self-avoiding walks on such graphs. There it is shown that the exponents are mean-field exponents for large girth infinite graphs. Again, there is a connection to the non-backtracking random walk, which appears in the proofs.
In light of Theorem 3, it is perhaps reasonable to augment the definition of the connective constant for finite d-regular graphs of large girth. The following has been suggested by Itai Benjamini. Find a sequence (ε n ) n such that ε n → 0 as n → ∞ and such that for
where C > 0 is some constant independent of n.
Mean-field SAW
In this section we give a short account of the mean-field SAW; that is when G n is the complete graph on n vertices. In particular, we prove Theorem 2. The proof of Theorem 2 is an immediate combination of Lemmas 6, 8 and 9 below.
The main (simple) observation is that on the complete graph one can count exactly the number of self-avoiding walks of a specific length. Specifically, for every k let Γ k,n be the set of all self avoiding walks of length n in the complete graph on n vertices, G n . Then,
Thus, for all 0 ≤ k ≤ n − 1,
where P ∼ Poi(x −1 ). That is, under µ x,n the quantity n − 1 − |γ| has a conditional Poisson distribution. Specifically,
This leaves the task of understanding the conditional expectation above for the different regimes of x.
2.1.
Mean field super-critical regime. First a classical large deviations argument, which we include for completeness.
• Proposition 5. Let P ∼ Poi(x −1 ). Then, for all n > x −1 ,
Proof. For any λ > 0, the Laplace transform of P is
Thus, for any λ > 0,
Minimizing the right hand side above over λ, we obtain λ = log(xn) (which is good since we assumed xn > 1), so
, then
where
,
Proof. Let P ∼ Poi(x −1 ), and let Q ∼ Poi(
). So P is stochastically dominated by Q. Thus, by Proposition 5,
We use the inequality e ξ ≤ 1 + ξ + , we obtain that when ε < 1,
, and if ε ≥ 1 then since ξe −ξ increases when 0 < ξ < 1, with ξ =
1+ε
we get
So we get that P[P ≥ n] ≤ I(ε) n . Thus, for some c = c(ε),
We use this bound with (1) to obtain that for x ≥
This proves the lower bound on E x n [|γ|]. For the upper bound, note that by Cauchy-Schwarz
Thus,
(In the second inequality is where we use that
Remark 7. Note that Lemma 6 gives more than required for the super-critical phase in Theorem 2. For ε n >> n −1/2 , we have that the expected length E x,n [|γ|]
is very near
as n → ∞.
Mean field critical regime.
• Lemma 8. There exists a constant α > 0 such that for
Proof. Let (P k ) k be i.i.d. Poisson-1 random variables, and let P = From this, a simple application of the portmanteau theorem gives that
Mean field sub-critical regime.
• Lemma 9. For any ε > 0 there exists n 0 > 0 such that for all n > n 0 , if
On the other hand, if
, so using the inequality 1 − ξ ≥ e −2ξ valid for all ξ ≤ , when n is large enough,
for some constants C, c > 0. ⊓ ⊔ 3. SAW on large girth graphs 3.1. Connection to non-backtracking random walk. In this section we prove Theorem 3. Our main observation is a connection between self-avoiding walks and non-backtracking walks. In a graph of large girth, since the local environment is tree-like, the non-backtracking random walk has to start out as a self-avoiding walk and only after going far away may it return to a vertex already visited. This leads to a simple connection between self-avoiding walks and non-backtracking random walks.
We use NB to denote a non-backtracking random walk on a fixed d-regular graph G started at a uniformly chosen vertex. Thus, for any non-backtracking path ω in G of length |ω| = k, the probability that
We also use P v to denote the probability measure of the non-backtracking random walk conditioned on NB(0) = v. Also, P without subscripts refers to starting from a uniformly chosen vertex; P = 1 n v P v . Let Γ k be the set of all self-avoiding walks in G of length k;
The definition of µ x,G , the probability measure of the SAW model on G, is then just
The key observation is:
Note that we may write
• Lemma 10 (Sub-critical phase). If x(d − 1) < 1 we have uniformly in n,
Proof. A simple calculation reveals that for φ := x(d − 1),
and since p k = 1 for k < g n ,
⊓ ⊔
• Lemma 11 (Super-critical phase). Suppose that there exists a constant c such that for every small enough δ > 0 there exists β = β(δ) > 0 such that for all
Then, for any x >
Proof. Let δ > 0 be small enough so that δ < 1 2 log φ. Let β = β(δ).
Note that for any integers 0 < m < M ≤ βn,
there exists some small enough ε = ε(β) > 0 such that m ≥ εn.
We then have,
• Lemma 12 (Critical phase). Suppose that there exists a constant C > 0 such
where C ′ is a constant depending only on C.
Proof. We have for 0 < ξ < 1,
Using this in (3), we obtain
For the lower bound, note that since p k = 1 for k < g n ,
So if we take
Bounds on the probability that a non-backtracking random walk is self-avoiding. We now proceed to show that the conditions for Lemmas 10, 11, 12 are met.
• Lemma 13. There exists a constant C > 0 such that the following holds. Suppose that G n are transitive with girth g n . For every n and 0 ≤ k ≤ n − 1 we have that
Proof. Fix 0 ≤ k ≤ n − 1. Since g n is the girth of G n , we have
Hence, as long as k ≥ g n ,
be the mixing time of the non-backtracking random walk. For all m ≥ τ ,
Proof. We use S(t) = NB(t) for simplicity of the presentation.
We will make use of the fact that uniformly over v,
The middle case coming from the fact that u : dist(v, u) ≤ gn 2 is a tree, so to hit v at time t with a non-backtracking walk, one must be at distance ⌊ 
Since for every ω ∈ Ω we have that the reversal of ω is in Ω ′ we get that |Ω| ≤ |Ω ′ |.
Thus, using the fact that m ≥ τ ,
Summing over v we obtain
Since the uniform distribution is stationary for the non-backtracking random walk on a regular graph,
Also, if S[k, k + m] ∈ SAW then there exist 0 ≤ t < t ′ ≤ m such that S(k + t) = S(k + t ′ ). We have seen above that for any such pair t < t ′ , this probability is . By Lemma 14 (using the inequality e −2ξ ≤ 1 − ξ valid for all ξ ≤ 
