The success of Artificial Intelligence (AI) should be largely attributed to the accessibility of abundant data. However, this is not exactly the case in reality, where it is common for developers in industry to face insufficient, incomplete and isolated data.
Introduction
There should be little doubt that the prosperity of Artificial Intelligence (AI) should largely be attributed to the availability of Big Data. As an example, the field of computer vision, where we witnessed numerous advances in deep learning, was significantly boosted with the advent of the comprehensive ImageNet dataset [Deng et al., 2009] . For another example, it took AlphaGo [Silver et al., 2017] as many as 300,000 games to master the game of Go, a number hardly perceivable by human Go players.
Yet when it comes to applications of AI in real-world scenarios, things are not exactly the case. On the contrary, it is often the case that corporations only possess low-quality, incomplete and insufficient data. To this end, Federated Learning Bonawitz et * Contact Author al., 2017] was proposed in an attempt to alleviate such problem by enabling collaboration among parties without explicit sharing of data. Up till now, federated learning has been widely accepted as a way of aggregating decentralized data and has triggered numerous applications [Hard et al., 2018; .
Nevertheless, one common assumption that existing works on federated learning make is that, although a single client has insufficient data, aggregating sufficient clients will lead to a complete dataset, which is not generally the case in reality. In certain fields where labeling data requires intricate human intellect, such as medical science and law, it is barely possible to get sufficient labeled data to train models in a supervised manner, leaving even federated learning improbable. Although Semi-supervised Learning methods [Chapelle et al., 2009; Zhu, 2005] have been leveraged to solve the problem of insufficient labeled data, to the best of our knowledge, no effort has been paid in the scope of federated learning. We thus conclude that federated semi-supervised learning would be of great importance in that it extends collaboration between parties to a much wider range of settings.
Yet fusing semi-supervised learning and federated learning cannot be trivially done, as one key requirement of federated learning is data privacy-data cannot be explicitly passed from one client to another. Consequently, it would not be straightforward to directly implement semi-supervised learning in a federated manner. Rather, it may involve intricate protocols such that federated semi-supervised learning can be implemented.
In this survey, we provide a brief overview of prevalent semi-supervised algorithms in recent years and accordingly, make a prospect into potential scenarios, applications and methodologies of federated semi-supervised learning. We hope that this survey will be followed by future works that come up with concrete solutions in federated semi-supervised learning, which will contribute to both scientific research and applications in industry.
of isolated data in a privacy-preserving manner. Denoting feature space as X , label space as Y and sample id space as I, federated learning can be classified into three categories.
1. Horizontal federated learning (HFL), which means that datasets held by clients share the same feature and label space but different sample id spaces, i.e.
where k and j are different clients.
2. Vertical federated learning (VFL), which means that clients share the same sample id space yet different feature spaces. Also, the label spaces of different clients may be different (as illustrated by certain clients having labels, while others not), i.e.
3. Federated transfer learning (FTL) [Liu et al., 2018] describes a more general and challenging scenario where the clients all hold different feature spaces, label spaces and sample id spaces, i.e.
It is worth mentioning that data privacy should be maintained throughout the learning process, as stated in . Generally the privacy requirement rules out not only explicit data transfer, but also more intricate forms of privacy leakage, e.g. model inversion attacks [Fredrikson et al., 2015] , membership inference attacks [Shokri et al., 2017] , etc. While these forms of attacks do pose threats to federated semi-supervised learning, they focus on federated learning as a whole rather than specifically on federated semisupervised learning. Consequently, for simplicity, we only focus on privacy issues induced by semi-supervised training in this paper, instead of general privacy issues and defenses.
Semi-supervised Learning
Semi-supervised Learning [Zhu, 2005; Chapelle et al., 2009; Zhu and Goldberg, 2009 ] is among one of the most widely studied methods tackling the problem of insufficient supervision. Denote the data distribution as p(x, y) where x ∈ X is in the feature space, and y ∈ Y is in the label space, semisupervised learning assumes that
where l u. In other words, semi-supervised learning seeks to complement the lack of labeled data through a greater number of unlabeled data.
The success of semi-supervised learning lies on several assumptions, as stated in [Chapelle et al., 2009 ].
1.
Smoothness Assumption, which states that samples lying close to each other in a high-density region are likely to share a common label. By assuming smoothness, geometrically simpler decision boundaries are generated.
2.
Cluster Assumption, which states that if two samples lie within the same cluster, they are likely to share a common label. This assumption can be equivalently formulated as the Low-density Separation Assumption, which states that separation should happen where data density is low. Otherwise, a decision boundary would cut through a cluster, causing inconsistent labeling.
3. Manifold Assumption, which states that highdimensional data are likely to be located in a lowerdimensional manifold.
The assumption would be useful when data are generated by processes with low degrees of freedom, hence alleviating the "curse of dimensionality".
Federated Learning: Related Works
Federated learning aims to collaboratively build a joint model through data from different parties, or clients. As examples of HFL, [Shokri and Shmatikov, 2015] designed a protocol for collaborative deep learning algorithm which preserves privacy through differential privacy. [McMahan et al., 2017] proposed FedAvg algorithm, allowing straightforward aggregation of distributed models and efficient federated training. The FedAvg algorithm is further extended by [Bonawitz et al., 2017] that addresses privacy and security issues. FedAvg has also been widely applied in industry, including many applications by Google [Yang et al., 2018; Hard et al., 2018] . More recently, FedAvg is extended by [Wang et al., 2020] by matching averaging.
Other forms of federated learning, including VFL and FTL have also received attention. For example, [Mohassel and Zhang, 2017; Cheng et al., 2019] designed vertical federated learning schemes based on secure computation techniques, while [Liu et al., 2018; Peng et al., 2019] tackled FTL in supervised and unsupervised settings, respectively. In addition, [Jiang et al., 2019] extends federated learning to topic modeling, a popular unsupervised learning method.
Semi-supervised Learning
As multiple assumptions prevail in semi-supervised learning, multiple categories of methods also exist. In this section we review recent works in semi-supervised learning and also do a categorization according to their methodologies, as per the categorization in [Chapelle et al., 2009 ].
Generative Models
In previous years, generative models in semi-supervised learning largely to obtain reconstructions of the data from a probability point of view, e.g, p(x, y) = p(x|y)p(y) which can be estimated via, for example, mixture models. More recently, more sophisticated generative models including VAE [Kingma and Welling, 2013] and GAN [Goodfellow et al., 2014] are used to perform semi-supervised learning.
On one hand, [Kingma et al., 2014; Siddharth et al., 2017] tackled the semi-supervised learning problem by VAE based methods, aiming to obtain robust low-dimensional representations of the original data and hence facilitating classification. On the other hand, [Springenberg, 2015; Odena, 2016; Denton et al., 2016] tackled semi-supervised learning via GAN based approaches, aiming to enhance the discrimination via adversarial training. By training the discriminator using an adversarial generator, the predictions on real examples would hence become sharper and more confident. There are also methods that utilize generative models for denoising feature representations and hence facilitate robust training [Rasmus et al., 2015] .
Smoothness Assumption and Data Augmentation
The assumption of smoothness is also widely adopted in semi-supervised learning. Guided by the assumption, researchers modify real data to augment the dataset, in the belief that data samples lying close to real data should bear similar predictions. In addition, the notion of "closeness" has been significant extended by more recent works, leading to more sophisticated augmentation techniques, such as cropping, scaling that preserves semantic closeness. [Sajjadi et al., 2016] proposed a semi-supervised learning algorithm by imposing stability among multiple transformations, as well as mutual exclusion among predictions to generate credible results. [Xie et al., 2019] proposed intricate unsupervised data augmentation techniques, i.e. semantic proximity preserving operations including cropping, scaling for images and word replacement for texts. In addition, [Zhang et al., 2017] proposed MixUp that performs affine combination on both data and labels, significantly extending the notion of "closeness". The affine combination on data was later extended by [Berthelot et al., 2019] .
Low-density Separation and Model Regularization
Research works following the low-density separation assumption generally focus on the output of the model, especially on its decision boundaries. In general, smoother decisions are preferred in that, by avoiding abrupt changes in decision, the boundary thus yielded would intrude into fewer clusters. Prevalent attempts include imposing various regularizations on the model as auxiliary objectives during training, so as to enforce smooth predictions. Low-density Separation was initially being exemplified by the notion of entropy minimization [Grandvalet and Bengio, 2005] , in the sense that boundaries lie in the uncertain areas, which the model should avoid. The idea of entropy minimization has been widely adopted [Berthelot et al., 2019; Springenberg, 2015] regardless of the methodology taken. Virtual Adversarial Training [Miyato et al., 2018] regularizes the model with the direction that maximizes the entropy, extending the notion of entropy minimization. Alternatively, [Tarvainen and Valpola, 2017] regularizes the model via taking the mean in parameters, as means possess less variance which are favoured by the low-density separation assumption.
Multi-view Training and Ensemble Methods
There has been much evidence showing that ensembling over a bunch of models yield superior performances than that achieved by individual models, as shown by boosting algorithms and, more recently, dropout techniques. Such techniques have also been exploited in semi-supervised learning by creating a bunch of independent models and using the output of some to complement all the others, in the belief that the decisions of the majority are generally right.
A closer look on ensemble-based semi-supervised learning reveals two different methodologies. On one hand, the idea of co-training was initially proposed by [Blum and Mitchell, 1998 ], which builds independent classifiers on separate and independent sets of features and use one to complement the other through pseudo-labeling. This branch of methodology was further extended by [Qiao et al., 2018; Wu et al., 2018] to more sophisticated architectures.
On the other hand, the idea of tri-training [Zhou and Li, 2005] alleviates the need of separate and independent sets of features by building three classifiers on the same feature space, as one distinctive difference from co-training. Pseudolabeling is hence achieved by taking the majority of the outputs generated by these three models. Such type of semisupervised learning is also extended by Zhou and Li, 2010] in recent years to deep learning.
In addition, as a parallel research direction, [Laine and Aila, 2016] proposed another aspect of ensembling, focusing on outputs by previous versions of the model, instead of multiple independent models.
Graph-based Methods
Graph-based semi-supervised learning methods utilize the relations between samples, in the belief that "connected" data samples share similar labels. The connections can be hence formalized as a graph where graph algorithms can be hence executed. Common "connections" that are used include explicit relations (e.g. citation between papers), and implicit data/feature correlations (e.g. nearest neighbor, meta-data).
Originated from label propagation [Zhu and Ghahramani, 2002] , graph-based semi-supervised learning has been extensively studied in recent years along with the popularity of graph algorithms. For example, for data with explicit connections, introduces semi-supervised learning on graphs by random walk techniques, which was further extended by [Kipf and Welling, 2016; Veličković et al., 2017] using different variants of neural networks on graphs. Alternatively, for data that do not have explicit relations, implicit connections are built based on nearest neighbors of feature representations [Iscen et al., 2019] and metadata [Burwinkel et al., 2019] , which also demonstrate satisfactory results.
Discussion
While we have provided a categorization of semi-supervised algorithms, it is worth noting that many prevalent algorithms are actually combinations of two or more classes of techniques mentioned above. We list several examples below.
• Data augmentation commonly works along with model regularization, as augmenting data generally implies consistent labeling before and after augmentation, as shown in [Xie et al., 2019; Zhang et al., 2017] by consistency and affine regularization, correspondingly.
• In addition, ensemble methods and graph-based algorithms can be viewed as variants of data augmentation, as pseudo labels are obtained in both of them, through agreements reached by classifiers Zhou and Li, 2005] and propagating existing labels [Iscen et al., 2019; Zhu and Ghahramani, 2002] . • Averaging over previous versions of the model [Laine and Aila, 2016; Tarvainen and Valpola, 2017] can be viewed both as ensembling and regularization, as averaging over models generally yields smoother output.
Towards Federated Semi-supervised Learning
Having introduced current works on semi-supervised learning and federated learning, we move on towards a potential topic -Federated Semi-supervised Learning (Federated SSL). As both federated and semi-supervised learning aim to address the problem of insufficient data, their combination could bring about significant impact by allowing collaboration in areas where labeling data itself relies heavily on human expertise, hence extending federated learning to a broader horizon. In this section we will take a view into potential areas fusing federated and semi-supervised learning, including settings, potential methodologies and challenges.
Potential Settings
We first envision potential settings where we can unify federated and semi-supervised learning.
Federated Point-of-view -Horizontal and Vertical Federated SSL Inspired by , it is intuitive to consider from the aspect of data partition, leading to horizontal and vertical federated semi-supervised learning, where the data is partitioned from the id space (horizontal) and feature space (vertical). We summarize these two settings in Fig. 1 . It should be noticed that we do not include federated transfer SSL, as transfer learning itself covers various settings of supervision.
Using the same notations defined in Section 2, we formalize the settings as below.
• Horizontal Federated SSL, where parties {1, ...N } hold data with identical feature space X but different ID space, i.e. I j = I k , k = j. For each party i, it owns data
It can be shown that both settings are present in real-life scenarios. For example, consider an application where investment banks would like to classify corporations according to their values, where labeling such corporations would be highly expensive. In this scenario, horizontal federated SSL would be suitable where a bank want to collaborate with other banks, and vertical federated SSL would be appropriate where a bank would like to cooperate with entities from other industries, e.g. accountancy firms.
Label Point-of-view -Label-centralized and Label-distributed Federated SSL From an alternative point of view, i.e. from the distribution of labels, it is also natural to accordingly categorize federated SSL. Consequently, the label point-of-view yields another categorization: label-centralized and label-distributed federated semi-supervised learning.
• Label-centralized Federated SSL, where only one participating party owns labeled data samples, while the others can only access unlabeled data. • Label-distributed Federated SSL, where labeled samples are distributed over multiple (but not necessarily all) participants. We illustrate this categorization in Fig. 2 . We also exemplify these two settings using concrete examples. Suppose multiple medical institutes would like to work together on a model diagnosing a certain disease. On one hand, suppose the disease is newly discovered by a medical school, where no labeled samples are present elsewhere, then the labelcentralized setting would be appropriate. On the other hand, if the disease has been well identified, with diagnosed cases everywhere, the label-distributed setting would be natural.
Potential Methodologies
We then envision potential methodologies to address the problems mentioned above.
Horizontal and Vertical Federated SSL
The key difference between horizontal and vertical federated SSL is where the data split takes place, specifically, sample ID and feature space, respectively.
For horizontal federated SSL, the feature space is unified, hence allowing the application of the majority of methodologies mentioned above, such as data augmentation, model regularization, ensemble-based methods etc. We briefly mention some of them below.
• Ensemble-based methods are applicable, because in the horizontal setting, different parties naturally serve as independent and diverse classifiers and could hence vote for pseudo-labeling of unlabeled samples. Label-centralized and distributed Federated SSL
As an orthogonal categorization, this categorization mainly deals with the distribution and dispersion of labels. It has been shown by previous works like [Tarvainen and Valpola, 2017; Berthelot et al., 2019] that labeled samples are essential and should be present in every training step such that a good model can be trained. Yet the passage of labeled data from one party to another would be in direct opposition to the privacy requirements imposed by federated learning. Consequently, techniques solving this problem should be developed, such that labeled samples from different parties can be utilized by parties without labels. Potential techniques involve sophisticated data augmentation that preserve data properties but significantly change the data themselves [Zhang et al., 2017; Radosavovic et al., 2018] .
Conclusion
In this survey we seek to envision a potentially promising area -semi-supervised federated learning. We reviewed recent works about both semi-supervised learning and federated learning, and propose potential settings and methodologies where the problems prevail. We hope that this survey would open up new horizons that lead to influential future research works in this topic.
