computational study we investigated to what extent the low-frequency part of model is given in Table 1 , with specific parameter values given in Table 2 . 
where τ m is the membrane time constant, V the membrane potential, R m the membrane resistance, and I the synaptic inputs.
-Reset + refractoriness:
Exact integration with temporal resolution dt Uniform distribution of membrane potentials V i ∈ [V reset , θ) at t = 0
D Synapse model Type
Delta-shaped postsynaptic current Description
where the first sum is over all the presynaptic neurons j, including the external ones, and the second sum is over the spike times of those neurons. t j l is the lth spike of presynaptic neuron j, and t d is the synaptic delay. δ denotes the Dirac delta function.
J ij = J, j ∈ E, E ext −gJ, j ∈ I 
Forward-model predictions of LFPs

127
In order to compute local field potentials (LFPs) from the point-neuron its application with a cortical microcircuit model (Potjans and Diesmann, L4E_53rpy1_cut.hoc and L4I_oi26rbc1.hoc were also used in Hagen et al.
142
(2016) (cf. their Table 7 ), but the apical dendrite of the pyramidal neuron was First, the dynamics of a network is simulated using a point-neuron simulation (A), and the resulting spike times are saved to file. Orange and blue color indicate excitatory and inhibitory neurons. In a separate simulation, the obtained spike times are replayed as synaptic input currents onto reconstructed neuron morphologies representing postsynaptic target neurons (B, only one excitatory in orange and one inhibitory neuron in blue are shown). Based on the resulting transmembrane currents of the postsynaptic target neurons in this second simulation, the LFP is calculated (C). Bottom row: Prediction of LFPs from population firing histograms. Instead of running the full hybrid scheme, the LFP can be predicted by the convolution of the population firing histograms (lower figure in A) with kernels representing the average contribution to the LFP by a single spike in each population (lower figure in B). These kernels are computed using the hybrid scheme, see Hagen et al. (2016, Figure 13 in Tables 3 and 4 .
174
The presently used choice of current-based synapses and morphologies with 175 passive membranes in the multicompartment neuron models introduces a linear 176 relationship between any presynaptic spike event and contributions to the LFP 177 resulting from evoked currents in all postsynaptic multicompartment neurons.
178
Thus the LFP contribution φ i X (r, t) at position r from a single presynaptic point-neuron neuron i in population X can, in general, be calculated by 180 the convolution of its spike train ν
t). This kernel encompasses effects
182
of the postsynaptic neuron morphologies and biophysics, the electrostatic 183 forward model, the synaptic connectivity pattern, conduction delay and PSCs.
184
The resulting LFP due to spikes in a presynaptic population X is then given by (Hagen et al., 2016 )
The evaluation of this sum is computationally expensive for large population Figure 13 ) we instead use a firing-rate approximation and compute the LFP by a convolution of population firing rates 
Synapse model
Current-based α-function shaped, fixed strength for each population
Topology
Cylinder of 1 mm 2 cross-section with somas of both populations positioned in single layer of thickness 0.1 mm.
B Neuron models Type
Reconstructed multi-compartment morphologies with passive electrical properties Description For each neuron, the membrane potential V n of compartment n connected to m other compartments k, with a surface area a n , length l n and diameter d n is given by:
C mn = c m a n (4)
where for compartment n, C mn is the membrane capacitance, g akn the axial conductance from compartment k, I mn the membrane current, g Ln the membrane leak conductance, E L the extracellular reversal potential, and I jn the synaptic current from presynaptic neuron j.
C Synapse model Synapse type
α-function shaped postsynaptic current
H(t) = 0 for t ≤ 0, otherwise 1 .
Here t a is the activation time of the synapse, J the synaptic strength, and τ s is the synaptic time constant. C is a constant chosen so that JC ∞ 0 te 1−t/τs dt = C m J, assuring that the same total charge is transferred as in the δ-function synapse in the point-neuron network.
D Topology Type
Cylinder with radius 1/ √ π mm and height 0.5 mm containing two vertical sections Description -Cylinder extends from z=-500 µm to z = 0 -All somas are randomly placed with a uniform distribution within the boundaries r ≤ 564 µm and −450 µm ≤ z ≤ −350 µm -Two regions separated by the plane z = −300 µm -Synapses on inhibitory neurons are placed in lower region -Inhibitory synapses on excitatory neurons are placed in lower region -Excitatory synapses on excitatory neurons are split equally between regions that is, 2001-) (scipy.signal.welch), with parameters listed in Table 5 . of the activity were run and used to calculate the statistics, where the first 217 500 ms of the simulations were discarded.
218
The mean network firing rate, including both the excitatory and inhibitory populations was calculated as
over all neurons i and their spikes l at spike times t 
averaged over all neurons i.
219
As a measure of the degree to which the LFP power spectrum is spread out over different frequencies, we employed the entropy of the normalized power spectrum of the LFP measured in the uppermost channel, defined as
whereP φ (f n ) is the power spectrum of the LFP φ(r, t) at frequency f n 220 normalized to unity. Since the power spectrum is computed numerically using
221
Welch's method, this introduces a discretisation in frequency space. 
Simulation of training and validation data 223
Two different sets of training and validation data were created for this study.
224
The first set was generated by a wide parameter space wherein the point- The CNN architecture is illustrated in Figure 3 and fully described in Table 6,   244 and was set up using the Keras machine learning framework (Chollet et al., 
260
The network was trained by batch gradient descent on 40000 of the simulated LFPs, while the final 10000 simulated LFPs were reserved for validation. To train the CNN, we required a loss function which was minimized during training. We defined the loss as the mean squared error of the estimator
whereâ is the estimate (output from the CNN) and a true is the truth ('ground-261 truth' value) of any network parameter a. Table 6 : Detailed specification of presently used convolutional neural network (CNN). The convolutional kernel dimensions are given as [frequency, channels in, channels out], the strides and window sizes are given in the frequency dimension. The simulated results presented here were done using Python v2.7.12. All The convolutional neural networks were trained using Python v3.5.2 using 
Convolutional neural network
Results
298
The aim of this study is to investigate the possibility of estimating network 299 model parameters for the Brunel two-population spiking-network model (Brunel, 
323
To generate training and test data for the convolutional neural net (CNN), found also in the firing rate spectra. In contrast, panel C shows a low-firing 361 SI state with more slowly varying population firing rates, though without any notable peak in the firing-rate or LFP power spectra. Spikes. Panel A in Figure 6 shows how the mean network firing rate varied over the parameter space. The overall trend was that with increasing g, the 387 firing rate decreased since inhibition was increased. The transition at g = 4
388
resulted from the fact that there are four times more excitatory neurons 389 than inhibitory, and thus for g < 4 excitation dominates network behaviour. However, since we only considered LFP data from stationary network activity,
455
the hypothesis was that most of the available relevant information regarding 456 network parameters should the contained in the PSD.
457
Our CNN consisted of three convolutional layers followed by two fully 458 connected layers. An illustration can be seen in Figure 3 , and detailed 459 specifications are given in Section 2.5 in Methods. We generated several pairs 460 of training and testing data sets for different scenarios. The parameter space 461 was both sampled randomly and on a regular grid. We also generated a 462 training and test data set on a subset of the parameter space, but with the 463 equal amount of simulations.
464
While several approaches were tested and compared, we defined the 465 following set-up as the standard set-up: The data was simulated using Figure 7B . Further, independent of which data set 502 was used, the g parameter was always the one with the largest prediction 503 accuracy compared with η and J. For the prediction of η, there was almost no difference in performance 547 between the CNNs trained with grid-sampled and randomly sampled data 548 (left panel in Figure 11 ). For g, however, the grid-trained data showed a 549 substantial bias towards lower values of g (middle panel). Such a bias was 550 also seen in the estimation of J, but not so pronounced (right panel).
551
We speculate that training on grid-sampled data introduces a certain lower The LFP generated by the network was computed using a hybrid scheme (Ha- 
589
The estimation problem will expectedly become more difficult as the num- Here the use of a larger number of channels, spanning all cortical layers, 603 should expectedly improve parameter estimation.
604
To compute the three-second long LFP signals 50000 times to train and 605 test the CNNs in the present study, it was computationally unfeasible to ex-plicitly sum over LFP contributions from each individual presynaptic neuron. 
