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Abstract—We consider measures of richness in multipath
wireless channels. We examine bounds on the dimensionality
of spatially constrained wireless signals. We show that the
continuous system-model bounds on dimensionality rely on an
implicit model for noise. We consider dimensionality bounds
where the noise model is made an explicit parameter. We show
that the dimensionality of a spatially constrained ﬁeld may be
considered as a parameter for a virtual antenna model. We
propose a simple antenna model which incorporates spatial
dimensionality and relate this to the current point-like model
used in MIMO channel models.
I. INTRODUCTION
With the success of MIMO wireless research, the concept
that a multipath environment may have “rich scattering” has
been adopted into the communications theoretical literature.
Unfortunately, richness of multipath scattering environments
is often given as a justiﬁcation for use of particular multi-
variate statistical models. At best the multipath environment
“richness” is measured by a correlation parameter within a
particular statistical framework. Such parameter-based models
can show that mutual information may decrease as multipath
becomes “less rich” although it is not clear where the reduction
ultimately stems from: is it due to the antenna separation, the
scattering environment or some combination?
We wish to address the following underlying question:
“What determines richness?” Further, given a received ﬁeld
(potentially from a multipath environment), how rich is that
ﬁeld? Most statistical modeling approaches for MIMO have a
point-like element model at their heart, although such models
can be loosely tied to “widely separated” elements they are
fundamentally ﬂawed for the purpose of measuring upper
limits on richness [1]. We shall be compelled to adopt a
continuous view of spatial communications. The difﬁculty
we will face through the paper is to separate convenient
engineering “rules-of-thumb” from necessary and sufﬁcient
conditions on channel models.
We shall draw on the recent work [2,3], which has
provided estimates of richness in multipath settings. This
work approaches the problem of multipath richness from a
continuous perspective. The bounds developed in [2,3] of
spatial richness allow an inﬁnite dimensional problem to be
modelled rigourously – within arbitrary bounds of error – to
be considered in terms of a much simpler ﬁnite dimensional
approximation. This result has reduced problems of MIMO
modelling [4,5], MIMO capacity [6,7] and direction of arrival
estimation [8] to ﬁnite dimensional problems. We shall pose
the richness problem in a more mathematical framework
shortly.
The motivation for this paper arises by noting that there is
a wide gap between simple point-like MIMO models (vector
channels) [9] and the continuous model used in formulation
of the bounds in [2,3]. Clearly the continuous model should
be an asymptotic limit to the point-like antenna model in the
limit of large numbers of small elements. However, it has
been shown that simple point-like models do not match well
with continuous approaches [1] without substantial modelling
constraints. Simply adding a “small volume” property to
an antenna element is not a rigourous means to marry the
continuous and discrete approaches for spatial richness.
We will not be interested developing a new model for
antenna elements. Likewise, we are not interested in electro-
magnetic models for regions of space. We present preliminary
investigations into the modelling necessary to allow for the
discrete MIMO model to be matched to the continuous model
– what must we deﬁne in terms of noise and ﬁeld properties
to have consistent results from both modelling approaches?
In this way, we consider the input and output elements of
MIMO channel models as “black boxes” and we are interested
in having the simplest, while rigourous model available. Our
claim is that the object we nominally call “antenna” should be
responsible for matching the continuous and discrete models.
This is a basic engineering question: we wish to use the
simplicity of the MIMO vector channel, with the reassurance
that the model is consistent with underlying reality without
needlessly subjecting ourselves to electromagnetic modelling.
Our intention is to consider natural constraints on receiver
(antenna) elements based on properties within the receive
volume, leading to implicit dimensionality bounds.
The remainder of this paper is arranged as follows: In
section II we formalise the above discussion and observe the
underlying problems for the continuous model, while describ-
ing the bounds it affords. This motivates section III which
addresses the relationship between noise model and truncation
dimension. The noise model is related to the single antenna
signal to noise (SNR) measurement. Section IV considers
marrying the discrete and continuous models through the use
of antenna properties and provides an example which produces
a natural dimensionality limit. Interestingly, the example ad-
mits simple noise models, matching to practical antenna SNR
and leads to a dimensionality bound for ﬁnite regions and
suggests further directions toward bridging the gap between
discrete and continuous channel models. Section VI provides
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shall focus primarily upon spherical geometries, where the
underlying eigenfunctions and eigenvalues may be determined
analytically.
II. MATHEMATICAL FORMULATION
Consider transmission of information via narrowband wave-
ﬁeld signals in three dimensional space R3. The signals
impinge upon a spherical region of interest, which we shall
consider a receiver. Note we not interested in how the receiver
behaves within the sphere, only that its access to information
from the waveﬁeld is constrained. We wish to extract the
maximum information about the waveﬁeld within the (given)
sphere. The receiver detects the ﬁeld  (r) over the ﬁnite
spherical region B3
R   {r   R3 : |r|   R}. We shall assume
that the receiver can only detect electromagnetic signals – that
is the receiver is an ideal (passive) detector. Consequently, the
detected ﬁeld for the ideal receivers, within B3
R will satisfy
the homogenous Helmholtz equation [10],
 2 (r) + k2 (r) = 0 r   R3 (1)
We shall be interested space of scalar functions B3
R   C
satisfying (1) with the following inner product and induced
norm,
 f,g B3
R =
 
B3
R
f(r)g(r)dv(r) (2)
 f 2
B3
R =  f,f B3
R, (3)
with dv(r) representing a volume element in R3. This norm
corresponds to the usual notion of power in signals, de-
ﬁned over a region of space. An orthonormal basis for this
space [11] is,
 m
n;R(r) =
 njn(k|r|)Y m
n (  r)
   S
0 [jn(kr)]
2 r2dr
 1/2, (4)
where jn(k|r|) are the spherical Bessel functions of integer
order n and Y m
n (  r)   Y m
n ( , ) the spherical harmonics [10–
12].
Y m
n ( , ) =
 
2n + 1
4 
(n   |m|)!
(n + |m|)!
P|m|
n (cos )eim  (5)
with P
|m|
n (·) being the associated Legendre polynomials and
 n   m   n.
Deﬁnition 1 (Maximum Likelihood (MMSE) Truncation):
Consider an arbitrary ﬁeld    (r) and the approximation
 (r) which satisﬁes (1). For a truncated representation,
to (N + 1)2 terms, we may perform the truncation bound
developed in [12]. The truncated representation of an arbitrary
ﬁeld with (N + 1)2 terms is given by,
 N(r) =
N  
n=0
n  
m= n
 m
n  m
n;R (6)
 m
n =   , m
n;R B3
R (7)
For  (r)   B3
S   B3
R the truncation error is bounded [11]
      N 2
B3
R      2
B3
S
 
n>N
  R
0 [jn(kr)]
2 r2dr
  S
0 [jn(kr)]
2 r2dr
. (8)
Using the above formulation, the richness question posed
in the introduction may be re-written as: What is the richness
or information content of ﬁeld  (r) when observed over a
ﬁnite region? This is addressed in [11,12] where a waveﬁeld,
 (r), satisfying (1) was shown to be well approximated by a
ﬁnite truncation (6), of appropriate basis functions. In [12] a
globally bound ﬁeld (1) i.e. | | <  ,  r   R3 was shown to
have bound error when truncated to a ﬁnite number of basis
functions, while [11] demonstrated that for  (r) satisyﬁng
(1) for a larger volume B3
S with S > R then  N is the
best (N + 1)2 dimensional approximation of  (r) and has
an error bound in the norm on B3
R, (8). The factor    2
B3
S is
a constraint equivalent to having a buffer around the receive
region for which the ﬁeld is bounded. These bounds decrease
exponentially [12] beyond a critical dimension N     eR/  ,
however, the bounds rely on
1) An apriori choice of representation precision, nominally
due to a “noise-ﬂoor”.
2) Properties of the ﬁeld outside the observed region
The “noise-ﬂoor” of item 1 has been observed in optics,
particularly within the ﬁeld of lithography [13]. This motivates
an explicit noise model in dimensionality.
The second issue is somewhat more subtle. At its core is
the troubling phenomenon that a receiving device which is
measuring a ﬁeld within a particular region of space requires
the ﬁeld outside that region to obey certain constraints. The
model adopted in [11] makes this explicit, with the region of
interest enclosed in a larger region. If we content ourselves
with only observing ﬁelds in ﬁxed regions of space, then we
expect that the truncation of the ﬁeld should rely only on
properties within the region of interest.
III. NOISE CONSIDERATIONS
The ﬁeld in the receive volume consists of a desired
information bearing ﬁeld and additive noise. This deﬁnes a
channel
 (r) =  0(r) +  (r) (9)
where  0(r) satisﬁes (1) while  (r) may not. We shall
consider  (r) to represent noise, although we are careful not
to consider this Gaussian, or representable in any particular
basis set.
A minimum mean square error representation of the signal
ﬁeld,  0, to (N + 1)2 terms is:
ˆ  N = argmin  N    0  (10)
The relation
  N    0  =   N     +    (11)
    N      +     (12)
E
 
  N    0 2 
= E
 
  N     +   2 
(13)
  E
 
  N     2 
+ E
 
   2 
(14)
711holds for any norm. If   is white and independent of the
truncation error   N      then     is a supremum bound
for the error in our representation of the signal ﬁeld  0.
When E{  N     }   E{   } increasing N provides little
beneﬁt [4,5,11,12,16]. When E  N        E    the
“additional” information extracted from the ﬁeld by extending
the truncation to (N + 1)2 + k terms becomes negligible.
A. Antenna matching
The question arises as to how we can compare a single
antenna signal to noise ratio measurement to the continuous
noise model. The ﬁrst step is to observe that at the antenna –
whether it has ﬁnite volume or not – the measure of signal-
to-noise ratio should have the same value regardless origin:
discrete or continuous.
Consider a simple antenna with output
y =  (r) :  r    R
from (9). That is, the antenna provides an exact replica of the
ﬁeld over the receive region of interest and does not induce
any noise itself. In this case, the “noise” is assumed to reside in
the ﬁeld. This noise is not interference – which would appear
as satisfying (1) –rather it is the remainder of the ﬁeld after
all components of the wave ﬁeld can be reliably extracted.
Assume translational invariance of the ﬁeld statistics over
B3
S and consider the expected power in the ﬁeld,
E
 
| 0(r)|2 
E{| (r)|2}
=
E
 
  0 2
B3
S
 
E
 
   2
B3
S
  = SNR (15)
Combine (8) and (15), and set the ﬁeld approximation thresh-
old below the noise norm to give:
E
 
   2
B3
S
 
n>N
  R
0 [jn(kr)]
2 r2dr
  S
0 [jn(kr)]
2 r2dr
 
  E
 
   2
B3
S
 
(16)
N = min
N
: SNR
 
n>N
  R
0 [jn(kr)]
2 r2dr
  S
0 [jn(kr)]
2 r2dr
  1 (17)
with E{   }   E{  0 }.
Figure 1 shows S and N at various SNR values. The re-
quired order N is asymptotically approaching the integer limit
within 1-2 wavelengths. Convergence is independent of R:
larger regions do not require a proportionally larger separation
from sources S : R. The bound of [11] is conservative even for
high signal ratios, higher order terms decrease exponentially,
providing neglible contributiuon to the error norm.
Thus, if we model the antenna as ﬁeld samples with
constant SNR (15) then the use of the dimensionality bound
is valid provided high signal to noise ratios (> 30dB) are
not considered. This ensures   N   0 B3
R is bound but does
not ensure that such an estimation,  N, contains all of the
information available regarding the signal ﬁeld. This will be
discussed further in the next section.
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Fig. 1. Required order of truncation as a function of S > R for different
signal to noise ratios. Dimensionality limit   eR/   is shown as horizontal
line. Sets of curves shown for R = 2  and R = 4 
IV. MATCHING DISCRETE & CONTINUOUS
From a functional viewpoint, any antenna element i may be
described as a function ai(r) in space, deﬁned over the region
of interest B3
R. The antenna is assumed to have zero support
outside the region. The antenna output may be written as the
correlation of the antenna spatial response – pattern – with the
impinging ﬁeld:
yi =
 
B3
R
ai(r) (r)dr (18)
  ,ai B3
R (19)
where we have observed that the correlation matches our inner
product. Thus, any choice of antenna spatial response reduces
to choosing a particular function ai(r)
A. Prior Models
Previous work relating antenna elements to MIMO capacity
results have taken one of two viewpoints: Elements as discrete
points, (discrete model) or elements as continuous (sample)
functions. Both options reduce to choices of function ai(r).
Choosing ai(r) =  (r ri) with   the Dirac delta function
and  ri  < R in (19) provides a so-called “point-like model”
for an antenna and may be viewed as the transition from a
continuous to a discrete model [1,17]. This choice suffers
several problems which are all related.
• The sampling function  (r) is not a member of L2(B3
R)
as  (r) cannot be considered as a limit of continuous
functions. In particular, the limit 1/
 
V for small V is
not the Dirac function.
• Spatially independent noise has zero projection onto any
member of L2(B3
R)
• A countably inﬁnite number of antennae may be added
with consequent unbounded growth in SNR.
Thus, by increasing the number of antennae or samples in
the region, any component of the ﬁeld can be estimated with
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Fig. 2. Plot of normalised radial dependence of modes  m
n;R of increasing
order in steps of ﬁve. Range shown for a region of 2  radius.
arbitrary precision. Our noise has ﬁnite power over L2( B3
R )
however this is an (inﬁnitely) larger space than that spanned
by the wave ﬁeld with basis (4). Thus a receiver constructed
in B3
R and matched to  m
n;R will have detect zero (waveﬁeld)
power.
The   function does not reﬂect the constraints of real
antennae [1,18]. A common solution [19,20] requires the
total power from any set of antennae is normalised. This
accommodates additive noise at the output of each antenna
and contradicts the simple model (9). Another solution is to
require that the noise ﬁeld be spatially correlated however this
seems rather arbitrary and discards the beneﬁts of a simple
noise model.
An alternate model considers the antennae as matched
ﬁlter functions satisfying  ai B3
R = 1. The noise ﬁeld has
constant variance on any antenna E
 
  ,ai 2
B3
R
 
=  2 and
the point noise variance E
 
| (r)|2 
is unbounded. This is
equivalent to the continuous model [14,21]. However, the
antenna “elements” become progressively more complex, as
higher order modes are used as antenna functions. In the
case of spherical harmonics, the higher order modes become
constrained to the outer edge of the region. Considering the
angular dependence, the derivatives of the higher order bases
become unbounded at the edge of the region. In the limit
N     these functions are constrained to the spherical
surface. Similar results hold for other basis sets such as prolate
spheroidals [18].
V. EXAMPLE MODEL
Here we outline a potential candidate for matching the
continuous ﬁeld with discrete results. We note that this requires
a particular choice of noise model, and interesting constraints
on the antenna.
The noise model of [14] is extremely satisfying in its
applicability and its consistency with standard noise models.
Although it is not the only appropriate model, we adopt it
here:
Deﬁnition 2 (Noise, cf. [14]): White Gaussian noise, in
L2(B) is given by a random process z(r) for r   B   R3,
such that for any function  (r)   L2(B) the complex scalar
z
z    z,  L2 (20)
is a zero mean, Gaussian random variable, with variance
E
 
|zi|
2
 
=
N0
2
 
   L2
 2
(21)
for constant N0 independent of  (r). cf. [14, eqn. 8.1.35]
A practical antenna does not admit signals with unbounded
derivatives [20]. This may be achieved by penalising the
derivative of the antenna function. A simple method of achiev-
ing this is to apply the Sobolev norm H1. This was noted in
[21] as an example for a transmitter model. Introduce the norm
and constraint,
 ai 2
H1 =  ai 2
B3
R +   ai 2
B3
R = 1 (22)
where  a : R3   R3 represents the ﬁrst partial derivative of
the antenna function. The single (point-like) antenna SNR is
generated by requiring the noise ﬁeld satisfy a constant vari-
ance projection E
 
  ,ai 2
B3
R
 
=  2. This noise has inﬁnite
power and is spatially uncorrelated: it is the antenna that now
limits the ability to extract higher order ﬁeld components, and
not other properties of the region or noise model.
Applying (22) to a matched ﬁlter (modal) antenna creates
gives the antenna pattern:
Deﬁnition 3 (Antenna): The spatial antenna response, con-
ditioned on the noise model is given by a scaled version of
the ﬁeld basis  m
n;R
ai(r) =
 
mi
ni;R(r)
  
mi
ni;R H1
(23)
The power received by this antenna diminishes as the order of
the modes increases, since   
mi
ni;R H1     
mi
ni;R B.
The sensitivity of this antenna to higher modes scales as
  m
n;R,ai B3
R =
 
1
  
mi
ni;R H1 mi = m,ni = n
0 otherwise
(24)
Consider    m
n;R(r) . This is the magnitude of the max-
imum derivative with respect to any direction. The angular
dependence of the spherical harmonics introduce an azimuthal
derivative with respect to angle that scales with the order
 
  
Y m
n ( , ) =  mY m
n ( , ) (25)
A similar relation can be shown for the Legendre polynomials.
For higher order modes,
   m
n;R 2
B3
R   Cn2  m
n;R 2
B3
R (26)
for some constant C which varies with R. This leads to
  
mi
ni;R 2
H1   1 + Cn2   Cn2. (27)
For large n, the scaling of (23) will be O(1/n2). This
implies that the antenna sensitivity – the power received for a
713given unit power signal – will diminish for large n. In turn,
this means that the antenna itself causes a natural truncation
limit beyond which all detected signal will vanish beneath the
noise ﬂoor. We note that the bound is not tight.
VI. DISCUSSION
Discrete models which cannot form continuous models in
the limit of large numbers of samples and continuous models
which require constraints outside the regions of interest both
suggest a gap in current modeling literature. Although some
models have been proposed to marry discrete and contin-
uous, the number of terms for the truncation expansion is
unbounded: without external constraints on a ﬁeld, the ﬁnite
dimension truncation model may not be appropriate.
A noise and antenna model are required to relate continuous
ﬁeld MIMO models to discrete MIMO models. Framing ﬁeld
constraints via antenna properties is an appealing way to relate
the continuous model to practical situations. As an example
of this approach, a smoothness constraint was introduced for
antennae within a receive volume which limited sensitivity
of higher order modes, penalising antennae with vanishingly
small detection volumes and/or discontinuities. A bound from
this constraint is of the order of 1/n2 although this bound may
yet be improved.
Further research is being carried out in this area to consider
other practically inspired antenna constraints and noise mod-
els. It is interesting to note that the functional derivatives are
closely related to extrapolation, as in Taylor series approxi-
mations. The antenna constraint may be seen as a dual of the
ﬁeld constraint outside of the receive volume.
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