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In this work, we investigate existence and uniqueness of solutions for a class of nonlinear
multi-point boundary value problems for fractional differential equations. Our analysis
relies on the Schauder fixed point theorem and the Banach contraction principle.
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1. Introduction
Recently, fractional differential equations have found numerous applications in various fields of physics and engineer-
ing [1–3]. It should be noted that most of the papers and books on fractional calculus are devoted to the solvability of initial
value problems for differential equations of fractional order. In contrast, the theory of boundary value problems for nonlinear
fractional differential equations has received attention quite recently and many aspects of this theory need to be explored.
Few results can be found in the literature concerning multi-point boundary value problems for differential equations of
fractional order [4–6].
In this work we investigate the existence and uniqueness of solutions for the multi-point boundary value problems for
fractional differential equations of the form
Dαt y(t) = f (t, y(t),Dβt y(t)), t ∈ (0, 1) (1.1)
y(0) = 0, Dβt y(1)−
m−2∑
i=1
ζiD
β
t y(ξi) = y0, (1.2)
where 1 < α ≤ 2, 0 < β < 1, 0 < ξi < 1 (i = 1, 2, . . . ,m−2), ζi ≥ 0with γ =∑m−2i=1 ζiξα−β−1i < 1 andDαt represents the
standard Riemann–Liouville fractional derivative. The nonlinear function f is assumed to satisfy certain conditions, which
will be specified later. To the best of our knowledge, no paper has considered multi-point boundary value problems with
nonlinear terms and boundary conditions involving fractional derivatives of unknown functions. Even for the degenerate
case (i.e. β = 1), as pointed out by a reviewer, our problem is general compared to the problem studied in [6] in the sense
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that the nonlinearity still depends on the first derivative. Moreover, our boundary conditions are different in this case too.
We impose different kinds of growth conditions on the nonlinearity and prove several existence results.
2. Preliminary results
Lemma 2.1 ([7,8]). Let α > 0; then Iαt D
α
t y(t) = y(t) + c1tα−1 + c2tα−2 + c1tα−2+, . . . ,+cntα−n, where ci ∈ R,
i = 1, 2, . . . , n (n = [α] + 1). Here Iαt stands for the standard Riemann–Liouville fractional integral of order α > 0 and
Dαt denotes the Riemann–Liouville fractional derivative [8,2].
Lemma 2.2. Let h ∈ C(I); then for 1 < α ≤ 2, 0 < β < 1, the unique solution of the linear problem
Dαt y(t) = h(t), t ∈ (0, 1), (2.1)
y(0) = 0, Dβt y(1)−
m−2∑
i=1
ζiD
β
t y(ξi) = y0, (2.2)
is given by
y(t) =
∫ 1
0
G(t, s)h(s)ds+ Γ (α − β)y0
Γ (α)(1− γ ) t
α−1, (2.3)
where G(t, s) is the Green function and is given by
G(t, s) =

(t − s)α−1
Γ (α)
+ t
α−1
Γ (α)(1− γ )
[
m−2∑
j=i
ζj(ξj − s)α−β−1 − (1− s)α−β−1
]
, s ≤ t, ξi−1 < s ≤ ξi,
i = 1, 2, . . . ,m− 1,
tα−1
Γ (α)(1− γ )
[
m−2∑
j=i
ζj(ξj − s)α−β−1 − (1− s)α−β−1
]
, t ≤ s, ξi−1 < s ≤ ξi,
i = 1, 2, . . . ,m− 1.
Proof. In view of Lemma 2.1 and Eq. (2.1), we have
y(t) = Iαt h(t)+ c1tα−1 + c2tα−2, for c1, c2 ∈ R. (2.4)
The boundary condition y(0) = 0 implies that c2 = 0. Using the relationDαt tβ = Γ (β+1)Γ (β−α+1) tβ−α , Eq. (2.4) reduces to
D
β
t y(t) = Iα−βt h(t)+ Γ (α)t
α−β−1
Γ (α − β) c1. (2.5)
Using the boundary condition Dβt y(1) −
∑m−2
i=1 ζiD
β
t y(ξi) = y0 and (2.5), we obtain c1 = Γ (α−β)Γ (α)(1−γ ) [
∑m−2
i=1 ζiI
α−β
ξi
h(ξi) −
I
α−β
1 h(1)+ y0]. Therefore the unique solution of problem (2.1), (2.2) is given by
y(t) = Iαt h(t)+
Γ (α − β)
Γ (α) (1− γ )
[
m−2∑
i=1
ζiI
α−β
ξi
h(ξi)− Iα−β1 h(1)+ y0
]
tα−1. (2.6)
For 0 ≤ t ≤ ξ1, (2.6) can be expressed as follows:
y(t) =
∫ t
0
[
(t − s)α−1
Γ (α)
+ t
α−1
Γ (α)(1− γ )
(
m−2∑
j=1
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)]
h(s)ds
+ t
α−1
Γ (α)(1− γ )
{∫ ξ1
t
[
m−2∑
j=1
ζj(ξj − s)α−β−1 − (1− s)α−β−1
]
h(s)ds+ Γ (α − β)y0
+
m−2∑
i=2
∫ ξi
ξi−1
[
m−2∑
j=1
ζj(ξj − s)α−β−1 − (1− s)α−β−1
]
h(s)ds−
∫ 1
ξm−2
(1− s)α−β−1h(s)ds
}
.
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For ξl−1 ≤ t ≤ ξ1, 2 ≤ l ≤ m− 2, (2.6) can be expressed as follows:
y(t) =
∫ ξ1
0
[
(t − s)α−1
Γ (α)
+ t
α−1
Γ (α)(1− γ )
(
m−2∑
j=1
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)]
h(s)ds
+
m−2∑
i=2
∫ ξi
ξi−1
[
(t − s)α−1
Γ (α)
+ t
α−1
Γ (α)(1− γ )
(
m−2∑
j=i
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)]
h(s)ds
+
∫ t
ξl−1
[
(t − s)α−1
Γ (α)
+ t
α−1
Γ (α)(1− γ )
(
m−2∑
j=l
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)]
h(s)ds
+ t
α−1
Γ (α)(1− γ )
[∫ ξl
t
(
m−2∑
j=l
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)
h(s)ds+ Γ (α − β)y0
+
m−2∑
i=l+1
∫ ξi
ξi−1
(
m−2∑
j=i
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)
h(s)ds−
∫ 1
ξm−2
(1− s)α−β−1h(s)ds
]
.
For ξm−2 ≤ t ≤ 1, (2.6) can be expressed as
y(t) =
∫ ξ1
0
[
(t − s)α−1
Γ (α)
+ t
α−1
Γ (α) (1− γ )
(
m−2∑
j=1
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)]
h(s)ds
+
m−2∑
i=2
∫ ξi
ξi−1
[
(t − s)α−1
Γ (α)
+ t
α−1
Γ (α)(1− γ )
(
m−2∑
j=i
ζj(ξj − s)α−β−1 − (1− s)α−β−1
)]
h(s)ds
+ t
α−1
Γ (α)(1− γ )
[∫ t
ξm−2
(
(1− γ )(t − s)α−1 − (1− s)α−β−1) h(s)ds− ∫ 1
t
(1− s)α−β−1h(s)ds+ Γ (α − β)y0
]
.
Therefore, the unique solution of problem (2.1), (2.2) is given by y(t) = ∫ 10 G(t, s)h(s)ds+ Γ (α−β)y0Γ (α)(1−γ ) tα−1. 
3. Main results
Let I = [0, 1], andC(I) be the space of continuous functions defined on I . The spaceB = {y : y ∈ C(I), Dσt y ∈ C(I), 0 <
σ < 1} equipped with the norm ‖y‖B = max
t∈I
|y(t)| +max
t∈I
|Dσt y(t)| is a Banach space [9]. For the forthcoming analysis we
impose some growth conditions on the function f which allow us to establish the existence and uniqueness results for the
nonlinear boundary value problem (1.1), (1.2).
(H1) f : I × R× R→ R is continuous.
(H2) There exists a nonnegative function φ ∈ L(I) such that |f (t, x, y)| ≤ φ(t) + c1|x|σ1 + c2|y|σ2 , where c1, c2 ∈ R are
nonnegative constants and 0 < σ1, σ2 < 1.
(H3) |f (t, x, y)| ≤ φ(t)+ c1|x|σ1 + c2|y|σ2 , where c1, c2 ∈ R are nonnegative constants and σ1, σ2 > 1.
(H4) There exists a constant k > 0 such that
|f (t, x, y)− f (t, x, y)| ≤ k(|x− x| + |y− y|), for each t ∈ I and all x, x ∈ R, y, y ∈ R.
For convenience, we define the following constants:
µ = max
t∈I
∫ 1
0
|G(t, s)φ(s)|ds+ Γ (α − β)|y0|
Γ (α)(1− γ ) +
1
1− γ
[
(2− γ )Iα−β1 |φ(1)| +
m−2∑
i=1
ζiI
α−β
ξi
|φ(ξi)| + |y0|
]
,
ν = 1
αΓ (α)
+
∣∣∣∣m−2∑
i=1
ζiξ
α−β
i − 1
∣∣∣∣
Γ (α)(α − β)(1− γ ) +
∣∣∣∣m−2∑
i=1
ζiξ
α−β
i − γ
∣∣∣∣
(1− γ )Γ (α − β + 1) ,
ρ =
(Γ (α − β)+ Γ (α))
(
2+
m−2∑
i=1
ζiξ
α−β
i − γ
)
Γ (α)Γ (α − β + 1)(1− γ ) .
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Lemma 3.1. Assume that (H1) holds. Then y ∈ B is a solution of (1.1), (1.2) if and only if y ∈ B is a solution of the integral
equation
y(t) =
∫ 1
0
G(t, s)f (s, y(s),Dβs y(s))ds+
Γ (α − β)y0
Γ (α) (1− γ ) t
α−1.
Proof. Let y ∈ B be a solution of (1.1), (1.2). By the method used to prove Lemma 2.2, we can prove that y ∈ B is a solution
of the integral equation (2.3). Conversely, let y ∈ B be a solution of the integral equation (2.3). We denote the right hand
side of (2.6) byw(t), that is,
w(t) = Iαt f (t, y(t),Dβt y(t))+
Γ (α − β)
Γ (α) (1− γ )
×
[
m−2∑
i=1
ζiI
α−β
ξi
f (ξi, y(ξi),D
β
ξi
y(ξi))− Iα−β1 f (1, y(1),Dβ1 y(1))+ y0
]
tα−1.
Using the relation Dαt I
α
t f (t) = f (t), we have Dαt w(t) = f (t, y(t),Dβt y(t)), that is Dαt y(t) = f (t, y(t),Dβt y(t)). On the
other hand, obviously, y(0) = 0. Now, in view of the relationDβt Iαt f (t) = Iα−βt f (t), we obtain
D
β
t y(1) = 11− γ
[
m−2∑
i=1
ζiI
α−β
ξi
f (ξi, y(ξi),D
β
ξi
y(ξi))− Iβ−α1 f (1, y(1),Dβ1 y(1))γ + y0
]
,
m−2∑
i=1
ζiD
β
t y(ξi) = 11− γ
[
m−2∑
i=1
ζiI
α−β
ξi
f (ξi, y(ξi),D
β
ξi
y(ξi))− {Iα−β1 f (1, y(1),Dβ1 y(1))− y0}γ
]
= Dβt y(1)+ y0,
which implies that y ∈ B is a solution of the boundary value problem (1.1), (1.2). 
Theorem 3.2. Assume that (H1) and (H2) hold. Then the boundary value problem (1.1), (1.2) has a solution.
Proof. Define an operatorA : B → B by
(Ay)(t) =
∫ 1
0
G(t, s)f (s, y(s),Dβs y(s))ds+
Γ (α − β)y0
Γ (α) (1− γ ) t
α−1. (3.1)
By Lemma3.1, fixedpoints of the operatorA are solutions of the boundary value problem (1.1), (1.2). In viewof the continuity
of f and G, the operatorA is continuous. Firstly, we prove thatA :M→M. Choose R ≥ max{3µ, (3c1ν)
1
1−σ1 , (3c2ν)
1
1−σ2 }
and define a ballM = {y ∈ B : ‖y‖B ≤ R, t ∈ I}. For every y ∈M, we have
|(Ay)(t)| =
∣∣∣∣∫ 1
0
G(t, s)f (s, y(s),Dβs y(s))ds+
Γ (α − β)y0
Γ (α)(1− γ ) t
α−1
∣∣∣∣
≤
∫ 1
0
|G(t, s)φ(s)|ds+ Γ (α − β)|y0|
Γ (α)(1− γ ) + (c1R
σ1 + c2Rσ2)
∫ 1
0
|G(t, s)|ds
≤
∫ 1
0
|G(t, s)φ(s)|ds+ Γ (α − β)|y0|t
α−1
Γ (α)(1− γ ) + (c1R
σ1 + c2Rσ2)
×
[
Iαt (1)+
Γ (α − β)tα−1
Γ (α)(1− γ )
∣∣∣∣∣m−2∑
i=1
ζiI
α−β
ξi
(1)− Iα−β1 (1)
∣∣∣∣∣
]
≤
∫ 1
0
|G(t, s)φ(s)|ds+ Γ (α − β)|y0|
Γ (α)(1− γ ) + (c1R
σ1 + c2Rσ2)
 1αΓ (α) +
∣∣∣∣m−2∑
i=1
ζiξ
α−β
i − 1
∣∣∣∣
Γ (α)(α − β)(1− γ )
 .
In view of relationDβt Iαt = Iβ−αt and (2.6), we have the following estimate:
|(Dβt Ay)(t)| =
∣∣∣∣∣Iα−βt f (t, y(t),Dβt y(t))+ Γ (α − β)Γ (α) (1− γ )
[
m−2∑
i=1
ζiI
α−β
ξi
f (ξi, y(ξi),D
β
t y(ξi))
− Iα−β1 f (1, y(1),Dβt y(1))+ y0
]
D
β
t t
α−1
∣∣∣∣∣
1042 M. ur Rehman, R.A. Khan / Applied Mathematics Letters 23 (2010) 1038–1044
≤ Iα−βt |φ(t)| + 11− γ
[∣∣∣∣∣m−2∑
i=1
ζiI
α−β
ξi
|φ(ξi)| − Iα−β1 |φ(1)|
∣∣∣∣∣+ |y0|
]
+ (c1Rσ1 + c2Rσ2)
∣∣∣∣∣Iα−βt (1)+ 11− γ
(
m−2∑
i=1
ζiI
α−β
ξi
(1)− Iα−β1 (1)
)∣∣∣∣∣
≤ 1
1− γ
[
(2− γ )Iα−β1 |φ(1)| +
m−2∑
i=1
ζiI
α−β
ξi
|φ(ξi)| + |y0|
]
+ (c1Rσ1 + c2Rσ2)
∣∣∣∣m−2∑
i=1
ζiξ
α−β
i − γ
∣∣∣∣
(1− γ )Γ (α − β + 1) .
Therefore, ‖(Ay)(t)‖B ≤ µ+ (c1Rσ1 + c2Rσ2)ν ≤ R3 + R3 + R3 = R. Thus, we haveA :M→M.
Now we show thatA is completely continuous. For this, let N = max
0≤t≤1
|f (t, y(t),Dβt y(t))| + 1 for y ∈ M and t1, t2 ∈ I
be such that t1 < t2. Then, we have
|(Ay)(t2)− (Ay)(t1)| =
∫ 1
0
|G(t2, s)− G(t1, s)||f (s, y(s),Dβs y(s))|ds+
Γ (α − β)|y0|
Γ (α)(1− γ ) (t
α−1
2 − tα−11 )
≤ N |Iαt1(1)− Iαt2(1)| +
Γ (α − β)
Γ (α)(1− γ )
[
N
(
m−2∑
i=1
ζiI
α−β
ξi
(1)+ Iα−β1 (1)
)
+ |y0|
]
(tα−12 − tα−11 )
= N
Γ (α + 1) (t
α
2 − tα1 )+
N
(
m−2∑
i=1
ζiξ
α−β
i + Γ (α − β)|y0| + 1
)
Γ (α)(1− γ )(α − β) (t
α−1
2 − tα−11 ),
|(Dβt2Ay)(t2)− (Dβt1Ay)(t1)| ≤
∣∣∣Iα−βt2 f (t2, y(t2),Dβt2y(t2))− Iα−βt1 f (t1, y(t1),Dβt1y(t1))∣∣∣
+ N
1− γ
(
m−2∑
i=1
ζiI
α−β
ξi
(1)+ Iα−β1 (1)+ |y0|
)
(tα−β2 − tα−β1 )
≤ N |Iα−βt2 (1)− Iα−βt1 (1)| +
N
(
m−2∑
i=1
ζiξ
α−β
i + |y0| + 1
)
(1− γ )Γ (α − β + 1) (t
α−β−1
2 − tα−β−11 )
≤
N
(
2− γ +
m−2∑
i=1
ζiξ
α−β
i + |y0|
)
(1− γ )Γ (α − β + 1) (t
α−β−1
2 − tα−β−11 ).
Now using the fact that the functions tα−β−12 − tα−β−11 , tα−12 − tα−11 and tα2 − tα1 are uniformly continuous on I , we conclude
that AM is equicontinuous. Also AM is a uniformly bounded set. We have AM ⊂ M. By the Arzela–Ascoli theorem,
A : M → M is completely continuous. Hence the Schauder fixed point theorem implies the existence of a solution inM
for the boundary value problem (1.1), (1.2). 
Theorem 3.3. Assume that (H1) and (H3) hold. Then the boundary value problem (1.1), (1.2) has a solution.
Proof. The proof is similar to that of Theorem 3.2, so it is omitted. 
Theorem 3.4. Assume that (H1) and (H4) hold. If k <
(
α(1−γ )+1
Γ (α+1) + ρ
)−1
, then the boundary value problem (1.1), (1.2) has a
unique solution.
Proof. By assumption (H4), we have following estimates:
|(Ay)(t)− (Ay)(t)| ≤
∫ 1
0
|G(t, s)||f (s, y(s),Dβs y(s))− f (s, y(s),Dβs y(s))|ds
≤ k‖y− y‖
[
Iαt (1)+
Γ (α − β)
Γ (α)(1− γ )
(∣∣∣∣∣m−2∑
i=1
ζiI
α−β
ξi
(1)− Iα−β1 (1)
∣∣∣∣∣
)]
< k
 1Γ (α + 1) +
(
m−2∑
i=1
ζiξ
α−β
i + 1
)
Γ (α)(1− γ )(α − β)
 ‖y− y‖,
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|(Dβt (Ay)(t))− (Dβt (Ay)(t)|) ≤
[
I
α−β
t |f (t, y(t),Dβt y(t))− f (t, y(t),Dβt y(t))|
+ 1
1− γ
(
m−2∑
i=1
ζiI
α−β
ξi
|f (ξi, y(ξi),Dβξiy(ξi))− f (ξi, y(ξi),Dβξiy(ξi))|
+ Iα−β1 |f (1, y(1),Dβ1 y(1))− f (1, y(1),Dβ1 y(1))|
)]
tα−β−1
≤ k‖y− y‖
[
I
α−β
t (1)+ 11− γ
(
m−2∑
i=1
ζiI
α−β
ξi
(1)+ Iα−β1 (1)
)]
≤ k‖y− y‖
 tα−βΓ (α − β + 1) +
m−2∑
i=1
ζiξ
α−β
i + 1
(1− γ )Γ (α − β + 1)

<
k
(
2+
m−2∑
i=1
ζiξ
α−β
i − γ
)
(1− γ )Γ (α − β + 1) ‖y− y‖.
Hence, it follows that ‖(Ay)(t) − (Ay)(t)‖ < η‖y − y‖, where η = k
(
α(1−γ )+1
Γ (α+1) + ρ
)
< 1. Hence, by the contraction
mapping principle the boundary value problem (1.2), (1.2) has a unique solution. 
Example 3.5. Consider the boundary value problem
Dαt y(t) =
λ1tνeηt
1+ t2 +
λ2 sinpi t√
pi + |y| |y|
σ1 + λ3e
−υt√
2+ |Dαt y|
|Dβt y|σ2 , t ∈ (0, 1), (3.2)
y(0) = 0, Dβt y(1) = 12D
β
t y
(
1
4
)
+ 1
4
D
β
t y
(
1
2
)
+ 1
4
D
β
t y
(
3
4
)
+ epi , (3.3)
where 1 < α < 2, 0 < β < 1, α−β > 1 and ν, η, λi ∈ R (i = 1, 2, 3), υ ≥ 0. Choose ζk = (k−1)!2k and ξk = k4 (k = 1, 2, 3).
Then γ = ∑3k=1 (k−1)!2k ( k4 )α−β−1 < ( 34 )α−β−1 < 1. For f (t, x, y) = λ1tνeγ t1+t2 + λ2 sinpi t√pi+|x| |y|σ1 + λ3e−υt√2+|y| |Dβt y|σ2 , t ∈ (0, 1), we
observe that |f (t, u, v)| < φ(t) + c1|x|σ1 + c2|y|σ2 , where φ(t) = λ1tνeγ t1+t2 , c1 = λ2√pi , c2 = λ3√2 . For 0 < σ1, σ2 < 1, the
assumption (H2) holds and for σ1, σ2 > 1, the assumption (H3) holds. Therefore, by Theorems 3.2 and 3.3, the boundary
value problem (3.2), (3.3) has a solution.
Example 3.6. Consider the boundary value problem
D
3
2
t y(t)(|D
1
2
t y| + |y| + 1)(42
√
pi + 85e−νt) = e−νt(|y| + |D 12t y(t)|), t ∈ (0, 1), (3.4)
y(0) = 0, D 12t y(1) = 57D
1
2
t y
(
2
5
)
+ 2
3
D
1
2
t y
(
3
5
)
+ 8
21
D
1
2
t y
(
4
5
)
, (3.5)
where ν > 0. To show that boundary value problem (3.4), (3.5) has a unique solution, we apply Theorem 3.4 with
f (t, x, y) = e−ηt (x+y)
(42
√
pi+85e−νt )(1+x+y) , t ∈ (0, 1), x, y ∈ [0,∞), α = 32 , β = 12 , ζ1 = 57 , ζ2 = 23 , ζ1 = 821 , and ξi = i+15
(i = 1, 2, 3). Also γ = 3435 < 1. For x, x, y, y we have |f (t, u, v) − f (t, u, v)| < 142√pi+85 (|x+ y| + |x+ y|) . Hence (H4)
is satisfied. By computation, η = 146105√pi < 1. Thus Theorem 3.4 guarantees the uniqueness of a solution for the boundary
value problem (3.4), (3.5).
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