Suppose that d ≥ 1 and α ∈ (0, 2). In this paper, by using probabilistic methods, we establish sharp two-sided pointwise estimates for the Dirichlet heat kernels of {∆ + a α ∆ α/2 ; a ∈ (0, 1]} on half-space-like C 1,1 domains for all time t > 0. The large time estimates for half-spacelike domains are very different from those for bounded domains. Our estimates are uniform in a ∈ (0, 1] in the sense that the constants in the estimates are independent of a ∈ (0, 1]. Thus it yields the Dirichlet heat kernel estimates for Brownian motion in half-space-like domains by taking a → 0. Integrating the heat kernel estimates with respect to the time variable t, we obtain uniform sharp two-sided estimates for the Green functions of {∆ + a α ∆ α/2 ; a ∈ (0, 1]} in half-space-like C 1,1 domains in R d .
Introduction and Setup
This paper is a natural continuation of [5] where small time sharp two-sided estimates for the Dirichlet heat kernel of ∆ + ∆ α/2 on any C 1,1 open sets and large time sharp two-sided estimates for bounded C 1,1 open sets are obtained. In this paper we give sharp two-sided estimates for the Dirichlet heat kernel of ∆ + ∆ α/2 on half-space-like C 1,1 domains for all time. The large time Dirichlet heat kernel estimates for half-space-like domains are very different from those for bounded open sets. See below for the definition of half-space-like C 1,1 open sets.
Throughout this paper, we assume that d ≥ 1 is an integer and α ∈ (0, 2). Let X 0 = (X 0 t , t ≥ 0) be a Brownian motion in R d with generator ∆ = For any a > 0, we define X a by X a t := X 0 t + aY t . We will call the process X a the independent sum of the Brownian motion X 0 and the symmetric α-stable process Y with weight a > 0. The Lévy process X a is uniquely determined by its characteristic function E x e iξ·(X a t −X a 0 ) = e −t(|ξ| 2 +a α |ξ| α )
for every x ∈ R d and ξ ∈ R d and its infinitesimal generator is ∆ + a α ∆ α/2 . Since
X a has Lévy intensity function
The function J a (x, y) determines a Lévy system for X a , which describes the jumps of the process X a : for any non-negative measurable function f on R + × R d × R d with f (s, y, y) = 0 for all y ∈ R d , any stopping time T (with respect to the filtration of X a ) and any x ∈ R d , Here and in the sequel, we use ":=" as a way of definition and, for a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}. The following sharp two-sided estimates on p a (t, x, y) follow from (1.3) and the main results in [10, 22] that give the sharp estimates on p 1 (t, x, y). 
(t, x, y).
We record a simple but useful observation. Its proof will be given at the end of this section. For an open set D ⊂ R d and x ∈ D, we will use δ D (x) to denote the Euclidean distance between x and D c . For a domain D ⊂ R d and λ 0 ≥ 1, we say the path distance in D is comparable to the Euclidean distance with characteristic λ 0 if for every x, y ∈ D, there is a rectifiable curve l in D connecting x to y so that the length of l is no larger than λ 0 |x − y|. Clearly, such a property holds for all bounded C 1,1 domains, C 1,1 domains with compact complements and domains above the graphs of bounded C 1,1 functions.
For any open subset D ⊂ R d , we use τ a D to denote the first time the process X a exits D. We define the process X a,D by X
It follows from [10] that X a,D has a continuous transition density p a D (t, x, y) with respect to the Lebesgue measure.
One can easily see that, when D is bounded, the operator −(∆ + a α ∆ α/2 )| D has discrete spectrum. In this case, we use λ 
(ii) Suppose in addition that D is bounded. For every M > 0 and T > 0, there is a constant 
The Lévy exponent for X a is Φ a (|ξ|) with Φ a (r) := r 2 + a α r α . The function φ a (r) is related to Φ a (r) as follows.
Here for two non-negative functions f and g, the notation f ≍ g means that there is a positive constant c ≥ 1 so that g(x)/c ≤ f (x) ≤ cg(x) in the common domain of definition for f and g. Hence in view of Theorem 1.1, the estimate (1.5) can be restated as follows. For every M > 0, there are constants c 1 , c 2 ≥ 1 so that for every a ∈ (0, M ] and (t, x, y)
We conjecture that the above Dirichlet heat kernel estimates hold for a large class of rotationally symmetric Lévy processes in R d ; see [6, Conjecture] .
(ii) Note that t ≤ a 2α/(α−2) if and only if (a
a α/(α−2) = 1, and consequently
Hence in view of Theorem 1.1 and Proposition 1.2, the statement of Theorem 1.4 can be restated as follows. For all a ∈ (0, M ] and (t, x, y)
and for all a ∈ (0, M ] and (t,
In fact, Theorem 1.4 will be proved in this form. Integrating the heat kernel estimates in Theorem 1.4 with respect to t, we get sharp two-sided estimates on the Green function G a D (x, y) :
when α ∈ (0, 1). 
is independent of a and is comparable to the Green function of Brownian motion in a bounded C 1,1 domain or in a domain above the graph of a bounded C 1,1 function. On the other hand, when d ≤ 2, g a D (x, y) depends on a, which is due to recurrent nature of one-and two-dimensional Brownian motion.
(ii) Observe that if (X 
When D is a half space, we see from (1.12) that Theorems 1.4 and 1.7 hold with M = ∞.
(iii) The estimates in Theorems 1.4 and 1.7 are uniform in a ∈ (0, M ] in the sense that the constants c 1 , c 2 and c in the estimates are independent of a ∈ (0, M ]. Since X a converges weakly to X 0 , by taking a → 0 these estimates yield the following estimates for the heat kernel p 0 D (t, x, y) and Green function G 0 (x, y) of Brownian motion in half-space-like domains D in which the path distance is comparable to the Euclidean distance:
(1.14)
The estimates (1.13) and (1.14) extend the main results in [20] , where the corresponding estimates were established for domains in R d with d ≥ 3 that are above the graphs of bounded C 1,1 functions.
(iv) By Theorem 1.4, the boundary decay rate of the Dirichlet heat kernel of ∆ + ∆ α/2 is given
. This indicates that the Dirichlet heat kernel estimates for ∆ + ∆ α/2 in halfspace-like C 1,1 domains cannot be obtained by a "simple" perturbation argument from ∆ nor from ∆ α/2 .
The main difficulty of this paper is to obtain the correct boundary decay rate of the Dirichlet heat kernel of ∆ + ∆ α/2 . In [5] , the correct boundary decay rate for small t was established by using some exit distribution estimates obtained in [7] . Unfortunately the estimates in [7] are not suitable for the present case. Thus, in this paper we give some different forms of exit distribution estimates that are suitable for large time estimates. The first step is, similar to [2, 12, 7] , to compute (∆ + ∆ α/2 )h for certain test functions. But unlike [7] , we do not use combinations of test functions to serve as subharmonic and superharmonic functions to obtain our desired estimates. Instead, we use a generalization of Dynkin's formula to obtain the desired exit distribution estimates directly. We believe that our approach to obtain the correct boundary decay rate is quite general and may be used for other types of jump processes.
Throughout this paper, the constants C 1 , C 2 , C 3 , R 0 , R 1 , R 2 , R 3 will be fixed. The lower case constants c 1 , c 2 , . . . will denote generic constants whose exact values are not important and can change from one appearance to another. The dependence of the lower case constants on the dimension d will not be mentioned explicitly. We will use ∂ to denote a cemetery point and for every function f , we extend its definition to ∂ by setting f (∂) = 0. We will use dx or m(dx) to denote the Lebesgue measure in
In the remainder of this paper we will always assume that D is a half-space-like C 1,1 domain with C 1,1 characteristic (R 0 , Λ 0 ) and H b ⊂ D ⊂ H for some b > 0 such that the path distance in D is comparable to the Euclidean distance with characteristic λ 0 and that t 0 , x 0 and y 0 are described as below.
Fix t 0 ≥ b 2 and let e d be the unit vector in the direction of the x d -axis. For x and y in D, define the points Observe that
0 . Note that when D = H, we can take t 0 to be any positive number. Now as a consequence of Theorem 1.3, we have the following result.
Proof. Let C 2 be the constant in Theorem 1.3 (i) with T = t 0 . From Proposition 1.2 and Theorem 1.3 (i), it is easy to see that
(1.18)
By Theorem 1.3 (i) and (1.16), we see that
Similarly, for z ∈ B(x, 2 −1 t 1/2 0 ) we have
0 . Thus in these cases, (1.17) follows from (1.19) .
In the case z ∈ B(x, 2 −1 t
where C 2 is the constant in Theorem 1.3 (i) with T = t 0 .
Proof. By Theorem 1.3 (i), we see that
(1.21) By the same argument as in the proof of Lemma 1.9,
0 ). The assertion of the lemma follows by considering each cases in (1.21).
2
The following elementary result will play an important role later in this paper. Recall that D, t 0 , x 0 and y 0 are described as above.
Proof. Note that
. Thus in this case, the conclusion of the lemma is trivial. From now on, we assume that δ D (x) ≤ t 1/2 0 . In this case, using the fact t ≥ t 0 and a ∈ (0, M ], we have
The proof is now complete. 2
Proof of Proposition 1.2. We first deal with the case a = 1. For t ≥ c 1 and r ≥ 0,
Hence for t ≥ c 1 ,
On the other hand, for r ≥ 1,
So for t ∈ (0, c 1 ] and r ≥ 1,
Thus we conclude that h
provided either λ 2 t ≥ c 1 or λ|x − y| ≥ 1. This proves the proposition. 
Preliminary estimates
We will focus on the case D = H in Sections 2-4. In this section we will prove some preliminary estimates that will be used to establish our heat kernel estimates in H. We start with some onedimensional results. Let S be the sum of a unit drift and an α/2-stable subordinator and let W be an independent one-dimensional Brownian motion. Define a process Z by Z t = W St . The process Z is simply the process X 1 in the case of dimension 1 defined in the previous section. We will use the fact that S is a complete subordinator, that is, the Lévy measure of S has a completely monotone density (for more details see [17] or [21] ). Let Z t := sup{0 ∨ Z s : 0 ≤ s ≤ t} and let L t be a local time of Z − Z at 0. L is also called a local time of the process Z reflected at the supremum. Then the right continuous inverse L 
For any r > 0, let G (0,r) be the Green function of Z (0,r) , the subprocess of Z in (0, r). Then we have the following result.
Proposition 2.1 There exists c = c(α) > 0 such that for every r ∈ (0, ∞),
Proof. For any x ∈ (0, r), by (2.2), we have
Thus, by (2.1)
Now the proposition follows by the symmetry. 2
Now we return to the process 
3)
The following estimates on harmonic measures will play a crucial role in Section 3. 
Proof. Without loss of generality, we assume that R ∈ (0, 1). Take a sequence of radial functions
and that i,j | ∂ 2 ∂y i ∂y j φ k | is uniformly bounded. Define φ k,r (y) = φ k ( y r ). Then we have 0 ≤ φ k,r ≤ 1,
and sup
Using this inequality, we have for r ≥ R
When U ⊂ B(0, r) for some r ≥ R, we get, by combining (2.3) and (2.4), that for any x ∈ U ∩ B(0, r/2),
In the remainder of this section we will establish a result (Lemma 2.4) that will be crucial for our heat kernel estimates in Section 4. Let 
In particular, on H we have
There exist constants c 1 , c 2 > 0 such that for every R > 8 and x ∈ Q(2R/3, 2R/3),
10)
where Λ = Λ(α, p) > 0 is the constant defined in (2.6).
Proof. Since h p (y) = w p (y) for y ∈ Q(R, R), by (2.8), we have for any x ∈ Q(2R/3, 2R/3),
Observe that for x ∈ Q(2R/3, 2R/3) and y ∈ Q(R, R) c , |y−x| ≥ |y|/3. Thus for x ∈ Q(2R/3, 2R/3), by the change of variable z = R −1 y,
The conclusion of the lemma now follows from the above two displays and (2.7) and (2.8). 2
Lemma 2.4
There exist c = c(α) > 0 and R 1 = R 1 (α) > 2 such that for every R > 8R 1 and x ∈ Q(R/4, R/2) \ Q(R/4, 2R 1 ), we have
where V R := Q(R/2, R/2) \ Q(R/2, R 1 ).
Proof. Put p := (α/4) ∨ (α − 1) and define h p (y) := w p (y)1 Q(R,R) (y) and h α/2 (y) := w α/2 (y)1 Q(R,R) (y).
We choose R 1 > 2 large such that
where Λ is the constant defined in (2.6). Obviously, with the above value of p, Λ < 0. For R > 8R 1 and y ∈ Q(2R/3, 2R/3) \ Q(R/3, R 1 /2) by Lemma 2.3 and using the fact that 0 ∨ (
Now, using (2.11), we have, for y ∈ Q(2R/3, 2R/3) \ Q(R/3, R 1 /2)
Moreover, for y ∈ Q(R, R 1 ),
Let g be a nonnegative smooth radial function with compact support in R d such that g(x) = 0 for |x| > 1 and
Note that u k = 0 on Q c R,k and by (2.13), for k sufficiently large so that 2 −k < R 1 /3,
and for z ∈ V R , by (2.12),
Therefore, using (2.3) and (2.13)-(2.15), we have that, for any x ∈ V R ,
where the last equality is due to an application of Lévy system and the fact that ∂Q(R, R) has zero Lebesgue measure. Therefore for x ∈ Q(R/2, R/2) \ Q(R/2, 2R 1 ), since
and that i,j | ∂ 2 ∂y i ∂y j φ| is uniformly bounded. Define φ R (y) = φ( y R ). Then we have 0 ≤ φ R ≤ 1,
Using this inequality, by the argument leading to (2.4), we get
Thus, by this and Lemma 2.3, for R > 8R 1 and y ∈ Q(2R/3, 2R/3), we obtain
Put Ω R := Q(R, R/2)\(Q(R, R 1 )∪Q(R/2, R/2)). By (2.18), we have (∆+∆ α/2 )v k (y) ≤ c 4 R −α/2 for all y ∈ V R . Thus, using this and (2.3), we have that for any k ≥ 1 and x ∈ Q(R/4, R/2)\Q(R/4, 2R 1 )
Letting k → ∞ and using (2.17), we get that for any x ∈ Q(R/4, R/2) \ Q(R/4, 2R 1 ) (where φ R (x) = 0),
Combining (2.16) and (2.19), we get
Therefore, we conclude that
On the other hand, by the Lévy system of X 1 ,
This together with (2.20) establishes the lemma. 2
Upper bound heat kernel estimates on half-space
In this section we will establish the desired large time upper bound for p 1 H (t, x, y).
Lemma 3.1 For any t 0 > 0 and R > 0, there exists c = c(α, t 0 , R) > 1 such that for t ≥ t 0 and x ∈ H with δ H (x) = x d ≥ R, we have
Proof. Clearly, we can assume R ≤ t
1/α 0
and we only need to show the theorem for R ≤ δ H (x) < t 1/α . Let u(x) = (x + d ) α/2 + 1 and U (r) := {x ∈ H; x d < r}. By (2.8), for every x ∈ H with δ H (x) ≥ R,
Using the same approximation argument as in the proof of Lemma 2.4 with u k (z) := (g k * u)(z) where g k is the function defined in the proof of Lemma 2.4 and letting k → ∞, we see that for x ∈ H with r > δ H (x) = x d > R,
Applying this and Proposition 2.1, we get that for R < δ H (x) < t 1/α .
2 Lemma 3.2 For every t 0 and R > 0, there exists c = c(α, t 0 , R) > 1 such that for every (t, x, y)
Proof. By the semigroup property and symmetry,
Now the lemma follows from Theorem 1.1 and Lemma 3.1. 2
The next lemma and its proof are given in [5] (also see [3, Lemma 2] and [4, Lemma 2.2]).
. If x ∈ U 1 and y ∈ U 3 , then for all t > 0,
Proof. By Theorem 1.1, Proposition 1.2 and Lemma 3.2, without loss of generality we can assume R = t 1/α 0 and it is enough to prove the lemma for t
(β, γ)}. Note that, by Proposition 2.1 and the assumption that 16
Thus, 
Applying Lemma 3.3, (3.2), (3.4) and (3.6), we obtain,
Finally, applying Theorem 2.2 with U = U 1 and r = 8 −1 t 1/α ≥ 2t 0 1/α , we have
Now applying (3.2), we have proved the lemma. 2 Lemma 3.5 For every R > 0 and t 0 > 0, there exists a constant c = c(R, α, t 0 ) such that for all
Proof. By Lemma 3.4 and Theorem 1.1, we only need to to prove the theorem for δ H (x) ∨ δ H (y) ≤ t 1/α . Denote by q(t, x, y) the transition density of the α-stable process Y in R d . By Lemma 3.4 and the lower bound estimate of q(t, x, y), there is a constant c 1 > 0 so that
Thus, by semigroup property and the upper bound estimate of q(t, x, y),
2 Theorem 3.6 Let t 0 be a positive constant. Then there exists a constant c = c(α, t 0 ) > 0 such that for all t ∈ [t 0 , ∞) and x, y ∈ H,
Proof. Let x 0 and y 0 be as in (1.15) . By the semigroup property and (1.17), we have
By Lemma 3.5 and the fact |x 0 − y 0 | = |x − y|, we have
This together with Lemma 1.11 (with a = 1 there) and (3.7) proves the theorem. 2
Lower bound heat kernel estimates on half-space
In this section we establish the desired sharp large time lower bound on p 1 H (t, x, y). We will use some ideas from [3, 5] . 
Proof. By [10, Proposition 6.2], there exists ε = ε(t 0 , α) > 0 such that for every t ≥ t 0 ,
Suppose ε < 1 3 , then by the parabolic Harnack inequality in [10, 22] ,
where the constant c 1 = c 1 (t 0 , α) > 0 is independent of y ∈ R d . Thus
The next result holds for any symmetric discontinuous Hunt process that possesses a transition density and whose Lévy system admitting jumping density kernel. Its proof is the same as that of [6, Lemma 3.3] and so it is omitted here. 
Moreover, |w − z| ≤ |u − v| + |w − u| + |z − v| ≤ |u − v| + t 1/α /4 ≤ 3 2 |u − v|. Thus by Lemma 4.1,
The next result follows from [22, Proposition 3.4] . 
Proof. Without loss of generality we assume that x = 0 and let Q(a, b) :
. By Lemma 2.4, Lemma 4.1 and the strong Markov property,
This proves the Lemma. 
Proof. Fix x, y ∈ H. Let x 0 = ( x, 0), y 0 = ( y, 0), ξ x := x + ( 0, 32t 1/α ) and ξ y := y + ( 0, 32t 1/α ). If 2R 3 ≤ δ H (x) < t 1/α /2, by Lemmas 4.1, 4.2 and 4.5,
On the other hand, if δ H (x) ≥ t 1/α /2 ≥ 2R 3 , by Lemmas 4.1 and 4.2,
By the semigroup property and Lemma 1.10, we have
It follows from Theorem 5.1 with T = 1 and (5.1),
where C 3 is the constant in Theorem 5.1 with T = 1. Put A = (C 3 ∨ (25C 2 )) where C 2 is the constant in Theorem 1.3 with T = t 0 . Applying Theorem 5.1 with T = 1 again, we get
and so, by Theorem 1.3
where the assumption r ≤ 1 is used in the last inequality. This establishes the first inequality of (6.1).
2
For every open subset U of R d and a > 0, let
The following lemma is a direct consequence of (the proof of) Proposition 1.2, Theorem 1.4 and Remark 1.5(ii). 
holds for every a ∈ (0, M ], t < ∞ x, y ∈ D with |x − y| ≥ a −α/(2−α) .
Observe that
for every λ > 0. 
and so, for every s > 0,
We recall that f a D (x, y) is defined in (1.9).
, where the implicit constants are independent of D.
Proof. Let U be an arbitrary open subset of R d . We first consider the case a = 1 and prove the lemma for U . By a change of variable u = |x−y| α t , we have
Note that
So by (6.7)-(6.9),
For the rest of the proof, we assume without loss of generality that δ U (x) ≤ δ U (y) and define
(ii) Now assume d = α = 1. We have by Lemma 6.1,
Now by Lemma 6.1, (6.7)-(6.8) and (6.11), we have
(iii) Lastly we consider the case d = 1 < α < 2. By Lemma 6.1,
Hence by (6.7)-(6.8), Lemma 6.1 and the last display we have
Thus we have proved the lemma for any open set U and a = 1. For general a > 0, we have by (6.5) and (6.6) that Proof. We first consider the case a = 1 and assume U is an arbitrary open set and x, y ∈ U with |x − y| ≤ 1. Using the change of variables u = |x−y| 2 t , we have 
