Abstract. In this article we define the weighted variable exponent-Sobolev spaces on arbitrary metric spaces, with finite diameter and equipped with finite, positive Borel regular outer measure. We employ a Hajlasz definition, which uses a point wise maximal inequality. We prove that these spaces are Banach, that the Poincaré inequality holds and that lipschitz functions are dense. We develop a capacity theory based on these spaces. We study basic properties of capacity and several convergence results. As an application, we prove that each weighted variable exponent-Sobolev function has a quasi-continuous representative, we study different definitions of the first order weighted variable exponent-Sobolev spaces with zero boundary values, we define the Dirichlet energy and we prove that it has a minimizer in the weighted variable exponent -Sobolev spaces case.
Introduction
The theory of Sobolev space was originally developed in the domains of R N using the notion of distributional derivatives. To generalize this theory to metric spaces, P. Hajlasz showed in [7] that a p-integrable function u, 1 < p < ∞, belongs to W 1,p (R N ) if and only if there exists a non-negative p-integrable function g such that |u(x) − u(y)| |x − y||g(x) + g(y)| for almost every x, y ∈ R n . This inequality can be stated also in metric measure spaces if |x − y| is replaced by the distance between the points x and y. This theory was generalized by N. Aissaoui in [4] in the Orlicz-Sobolev spaces; by Petteri Harjulehto, Peter Hasto Mikko Pere in [15] in the variable exponent spaces, by Takao Ohno and Tetsu Shimomura in [16] in the Musielak-Orlicz-Sobolev spaces and by M.C. Hassib, Y. Akdim, N. Aissaoui in [8] in the Musielak-Orlicz-Sobolev spaces also and by using another method. The objective of this paper is to develop this theory in the setting of weighted variable exponent -Sobolev spaces. The paper is organized as follows: In section 1 we recall some important definition and some results of weighted variable exponent spaces L p(.) (Ω, ω), in section 2, we define the weighted variable exponent -Sobolev spaces on metric space, we show that: it is a Banach space, the Poincaré inequality holds and lipschitz continuous functions are dense. In section 3, we develop a capacity theory based on this space, we study basic properties of capacity , including monotonicity, countable subadditivity and several convergence results are studied. As an application we prove that each weighted variable exponent-Sobolev function has a quasi-continuous representative. In section 4 we study different definitions of the first order weighted variable exponent-Sobolev spaces with zero boundary values, we define the Dirichlet energy and we prove that it has a minimizer in the weighted variable exponent -Sobolev spaces on metric measure space case.
Preliminary

Variable exponent
Lebesgue spaces on metric measure spaces. [9] . By a metric measure space we mean a triple (X, d, µ), where X is a set, d is a metric on X and µ is a non-negative Borel regular outer measure on X which is finite in every bounded set. For simplicity, we often write X instead of (X, d, µ). For x ∈ X and r 0 We call a measurable function p : X −→ [1, +∞) a variable exponent.
For A ⊂ X we define p + A = ess sup x∈A p(x) and p − A = ess inf x∈A p(x). we use the abbreviations p + = p
Throughout the paper, we assume that p ∈ C + (X). we say that a real-valued continuous function p(.) is log-Hölder continuous in X if
where C is a constant. For a µ-measurable function u : X −→ R we define the modular
We define the variable exponent Lebesgue space on X by
and u p(.) 
Weighted variable exponent
Lebesgue spaces on metric measure spaces. [5] . Let ω be a function defined in X, ω is called a weight function in X if it's µ-measurable and strictly positive µ-almost every where in X. For a µ-measurable function u : X −→ R we define the modular
Lemma 2.2.
If ω is a positive measurable function, then under the norm u p(.
Weighted variable exponent Sobolev spaces on metric measure spaces
Let (X, d) be a metric space with finite diameter, (diam(X) = sup x,y∈X d(x, y) < ∞) and equipped with a finite, positive Borel regular outer, atomless measure µ. The triplet(X, d, µ) will be fixed in the sequel and will be denoted by X. ω is a positive measurable and finite function.
The average value of u will be denoted by, u X = 1 µ(X) X udµ = − X udµ. We denote by D(u) the set of all µ − mesurable functions g :
for every x, y ∈ X \ F, x = y, with µ(F) = 0. The set F is called the exceptional set for g, and g is called a Hajlasz gradient of u.
Note that the right-hand side of (3.1) is always defined for x = y. For the points x, y ∈ X, x = y such that the left-hand side of (3.1) is undefined, we may assume that the left-hand side is +∞. 
This space is equipped with the semi-norm
The weighted variable exponent Sobolev spaces on Arbitrary Metric space X is
On the other hand, there exists a subsequence of ( f k ) witch converges to g u point wise µ-almost everywhere in X,
(X,ω) . Now suppose that there exists two minimal g 1 and g 2 with g 1 = g 2 , then
. By the uniform convexity of the norm we have
witch is the contradiction since (
With simple verification, we have the following lemma.
Lemma 3.3. Let (u n ) and (g n ) be two sequences of functions such that,
Proof. There are two subsequences of (u n ) and (g n ) which we denote again by (u n ) and (g n ) such that u n → u and g n → g µ.a.e. For all n ∈ N, let F n be the exceptional set for g n , H a set of measure zero such that u → u and g n → g on H c , and
Therefore g ∈ D(u).
By adding the last inequalities , we have for n > m,
Letting n → ∞ yields
the previous inequality implies that ( 
, such that u n → u µ-a.e and g n → g µ-a.e for some g ∈ L p(.) (X, ω).
Proof. The same as in [11] lemma 2.5.
(
Proof. We only prove the case (i), the proof of (ii) is similar. Let F 1 and F 2 the exceptional sets for g 1 and g 2 , respectively. Clearly
For the remaining cases, let x ∈ G and y ∈ X \ G :
The case x ∈ X \ G and y ∈ G follows by symmetry and hence 
Proof. Integrating the inequality |u(x) − u(y)| d(x, y)(g(x) + g(y)) over y we obtain
Thus,
where 
Proof. We fix u ∈ M 1 p(.),µ (X, ω) and denote by g ∈ L p(.) (X, ω) a Hajlasz gradient of u. We write E n = {x ∈ X : |u(x)| n and g(x) n}. We have ∀y ∈ E C n : n |u(y)| + |g(y)|. Thus
The restriction u\ E n is Lipschitz with the constant 2n. We can extend u\ E n by Mcshane extention [12] , to all of X as a Lipschitz function by definingū
We put: u n = (singū) min(|ū|, n). It is clear that u n is Lipschitz with constant 2n, u\ E n = u n \ E n , |u n | n and for all n 1
On the other hand, we have
We have
It remains to estimate the gradient, let
It is easy to check that
On the other hand we have
dµ(y). 
2) C is called outer capacity if for all E ∈ T :
3)A property that holds true except perhaps on a set of capacity zero is said to be true C-quasieverywhere,( abbreviated C-q.e). 4) f and ( f n ) are real-valued function finite C-q.e. We say that ( f n ) converges to f in C-capacity if :
5) f and ( f n ) are real-valued function finite C-q.e. We say that ( f n ) converges to f C-quasi uniformly, (abbreviated C-q.u) if :
∀ε > 0, ∃ X ∈ T : C(X) < ε and ( f n ) converges to f uni f ormly, on X c Definition 4.2. The Sobolev C p(.),ω -capacity of the set E ⊂ X is defined by :
on an open set containing E and u 0}. If A p(.),ω (E) = ∅ we set C p(.),ω (E) = ∞. Functions belonging to A p(.),ω (E) are called admissible functions for E. Remark 4.1. In the defition of C p(.),ω (E), we can restrict ourselves to those admissible functions u for which 0 u 1.
For the reverse inequality, let ε > 0 and take u ∈ A p(.),ω such that
Then by lemma 3.5, we have v = max(0, min(u, 1)) belongs to A p(.),ω (E). Thus
Letting ε −→ 0, we obtain inf
This complete the proof.
Theorem 4.1. C p(.),ω is an outer capacity.
Proof. It is obvious that
We show that v = sup i u i is an admissible function for
The claim follows by letting ε → 0. Hence C p(.),ω is a capacity. It remains to prove that C p(.),ω is outer.
The claim follows by letting ε → 0. Theorem 4.2. If (K n ) is a decreasing sequence of compacts and K = n K n , then
Proof. First, we observe that lim n→+∞ C p(.),ω (K n ) C p(.),ω (K). Let O be an open set containing K. By the compactness of K, K i ⊂ O for all sufficiently large i. Thus lim n→+∞ C p(.),ω (K n ) C p(.),ω (O) and since C p(.),ω is an outer capacity, we obtain the claim by taking infimum over all open set O containing K. 
Proof. If there exists
f ∈ M 1 p(.),µ (X, ω) such that f = +∞ on an open set O containing E, then f α on O for all α > 0. Therefore, ∀ α > 0 : C p(.),ω (E) 1 α || f || M 1 p(.),µ (X,ω) . Letting α −→ +∞, we obtain C p(.),ω (E) = 0.
Theorem 4.4. Let's consider the following propositions
: i) f n −→ f in M 1 p(.),µ (X, ω) strongly. ii) f n −→ f in C p(.),ω − capacity. iii) There is a subsequence ( f n j ) such that : f n j −→ f , C p(.),ω − q.u. iv) f n j −→ f , C p(.),ω − q.e. We have i) ⇒ ii) ⇒ iii) ⇒ iv).
Proof. Let show that i) ⇒ ii).
By theorem 4.3, we have f and f n are finites for every n; C p(.),ω − q.e. Let ε > 0; then
We put
On the other hand :
(X, ω) is reflexive. By the Banach-Saks theorem, there is a subsequence denoted again
(X, ω). By theorem 4.4, there is a sub-sequence of (g n ) denoted again (g n ) such that
On the other hand, lim inf f n lim n→+∞ g n .
Therefore, lim inf f C p(.),ω − q.e.
For the second inequality, it suffices to replace f n by (− f n ) in the first inequality. 
. Now ( f n ) and (g n ) are two bounded sequences in L p(.) (X) and L p(.) (X, ω) respectively, hence there exists two sub-sequences, which we denote again by ( f n ) and (g n ), such that f n f weakly in L p(.) (X) and g n g, weakly in L p(.) (X, ω). Thus
On the other hand we have ∀n ∈ N : f n 1 on O n thus , by theorem 4.5,
Proof. Let E ⊂ X and f ∈ A p(.),ω (E), then f 1 on an open set O containing E and f 0. We have
By Holder inequality we have
, where
We obtain the claim by passing to inf on f ∈ A p(.),ω .
Corollary 4.1. If ( f n ) n is a sequence which converges to f in M 1 p(.),µ (X, ω), then there exists a subsequence of ( f n ) n which converges to f , µ-a.e.
Proof.
It is an immediate consequence of theorem 4.4 and theorem 4.7.
By theorem 4.4, there exists a subsequence of ( f n ) denoted again by ( f n ) such that f n −→ f C p(.),ω − q.u. The claim follows by theorem 4.7. 
Proof. 1) It obvious that
and by passing to inf we get
2) Since C p(.),ω is an outer capacity we get the results by [?].
Weighted variable exponents Sobolev spaces with zero boundary values
Let (X, d) be a metric space with finite diameter, (diam(X) = sup x,y∈X d(x, y) < ∞) and equipped with a finite, positive Borel regular outer, atomless measure µ. The triplet(X, d, µ) will be fixed in the sequel and will be denoted by X. ω is a positive measurable and finite function. Proof. Letũ ∈ M 1 p(.),µ (X, ω) be the C p(.),ω -quasicontinuous representative of u. we haveũv is C p(.),ω -quasicontinuous in X. Let D = {x ∈ X \ E :ũv = 0}, we have D = G ∪ H where G = {x ∈ X \ E :ũ = 0} and H = {x ∈ X \ E : v = ∞}. It obvious that C p(.),ω (G) = 0 and by theorem4.3 we have C p(.),ω (H) = 0, thus C p(.),ω (D) = 0 andũv = 0 C p(.),ω -quasi-everywhere in X \ E. Sinceũv = uv almost everywhere in E, then uv ∈ B (X, ω) such thatũ = u almost everywhere in E andũ = 0 C p(.),ω -quasi-everywhere in X \ E. Since C p(.),ω (G) = 0, we haveũ = 0 C p(.),ω -quasi-everywhere in X \ (E \ G). Thus 
