Abstract. This paper deals with root-n consistent estimation of the parameter in the RCAR(1) model de ned by the di erence equation
Introduction
Let be a real number, and be positive numbers such that 2 + 2 < 1:
The RCAR(1) model is a stochastic process fX j : j 2 Zg which satis es the di erence equation X j = ( + U j )X j?1 + " j ; j 2 Z; where f" j : j 2 Zg and fU j : j 2 Zg are two independent sets of i.i. where this series converges in quadratic mean and forms a stationary and ergodic Markov chain, see Nicholls and Quinn (1982) . The rst two moments of the process are given by E X 0 ] = 0 and E X 2 0 ] = 2 1 ? 2 ? 2 : Our goal is to estimate based on the observations X 0 ; : : :; X n . Nicholls and Quinn (1982) considered least squares and quasi-maximum likelihood estimation of . They showed that the least squares estimator of is asymptotically normal under the assumption that E X 4 0 ] < 1 and that the quasi-maximum likelihood estimator of is asymptotically normal if " 1 and U 1 have nite fourth moments. More recently, Koul and Schick (1996) have discussed the asymptotic distribution of generalized M-estimators.
In this note we introduce a class of asymptotically normal estimators of which is indexed by a family of bounded measurable functions and characterize the estimator with the smallest asymptotic variance in this class. As this optimal "estimator" depends on the unknown parameters and , we show that it can be adapted by replacing the unknown parameters by consistent estimates. In other words, the estimator with and replaced by consistent estimates is asymptotically equivalent to the optimal estimator. Finally, consistent estimates of and are constructed. It turns out that the quasi-maximum likelihood estimator of Nicholls and Quinn (1982) is also asymptotically equivalent to the optimal estimator. However, our estimator is much simpler to calculate and does not require the additional moment conditions needed for the asymptotics of their estimate. Let be the set of all bounded measurable functions that satisfy x (x) > 0 for x 6 = 0. For 2 , set^ n ( ) = P n j=1 (X j?1 )X j P n j=1 (X j?1 )X j?1 and
Estimation of
Theorem 1 Let us now address the question which 2 yields the smallest asymptotic variance.
To this end, let (x) = x w(x) = x 2 + 2 x 2 ; x 2 R: Clearly, 2 .
Let 2 . The Cauchy-Schwarz Inequality yields
with equality i (X 0 ) = c (X 0 ) almost surely for some c > 0. This shows that V ( ) V ( ) = 1 E 2 (X 0 )w(X 0 )] with equality i (X 0 ) = c (X 0 ) almost surely for some c > 0.
De ne now functions r , r > 0, by r (x) = x 1 + rx 2 ; x 2 R; and let % = 2 = 2 . Then % = 2 and^ n ( % ) has smallest asymptotic variance among the estimates^ n ( ), 2 . Since^ n (c ) =^ n ( ) for all c > 0, we see that^ n ( % ) is the unique estimator among the estimators^ n ( ), 2 , with smallest asymptotic variance.
It turns out that the quasi-maximum likelihood estimator of Nicholls and Quinn (1982) is asymptotically equivalent to^ n ( % ). However, this estimator requires nite fourth moments of " 1 and U 1 and is not easily calculated.
We shall now show that there are estimators which are asymptotically equivalent tô n ( % ) without these additional moment assumptions. Theorem 2 shows that one can construct estimators that are asymptotically equivalent to^ n ( % ) if % can be estimated consistently, while Theorem 3 constructs consistent estimators of , and .
Theorem 2. Suppose that% n is a consistent estimator of % = 2 = 2 . Then the estimator n ( % n ) = P n j=1 % n (X j?1 )X j P n j=1 % n (X j?1 )X j?1 satis es p n ^ n ( % n ) ?^ n ( % ) Proof. Recall that and are positive. Thus there are numbers a and b such that 0 < a < % < b < 1. De ne C a; b]-valued processes R n , Y n and W n by R n (r) = Y n (r) W n (r) = n ?1=2 P n j=1 r (X j?1 )(X j ? X j?1 ) n ?1 P n j=1 r (X j?1 )X j?1 ; a r b:
Then one has n 1=2 (^ n ( r ) ?^ n ( % )) = R n (r) ? R n (%): Therefore, for every > 0 and > 0, a < % ? < % + < b, P(jn 1=2 (^ n ( % n ) ?^ n ( % ))j > ) P(j% n ? %j > ) + P( sup jr?%j jR n (r) ? R n (%)j > ):
Thus the desired result follows if one shows that the sequence fR n g is tight. Using the fact that j r (x) ? s (x)j jr ? sjjxj 3 (1 + ax 2 ) 2 ; x 2 R; r; s 2 a; b]; one calculates, for some constant C, 
