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Abstract 
The frequency, intensity, and geographical distribution of harmful phytoplankton 
blooms are on the rise globally.  There is a scientific need for estimates of historical and 
current phytoplankton data. This research develops mathematical algorithms for accurate 
assessment of surface chlorophyll-a (chl-a), a proxy for phytoplankton biomass, within 
freshwater lakes. Variations and levels of chl-a are then used as a basis for improved 
scientific understanding of phytoplankton blooms. Landsat satellite images (4-5 TM, 7 
ETM and 8 OLI) were used to create a ±30-year predictive model (1984 to 2017) for 
seven ecoregions (ranging from the tropics to arctic). Correlation tests for 82 algorithms 
were conducted to establish the best fit models (linear, exponential, logarithmic, power) 
for chl-a and environmental parameters that interfere with the chl-a assessment (true 
colour, TSS, and turbidity). Three band algorithms involving absorbent and reflective 
bands multiplied by the near infrared band using power regression provided a 
generalisable predictive model across all regions (R2 ranges from 0.40 – 0.81, p < 0.05). 
These best fit models provide accurate estimates for data collected over a wide range of 
geographic regions to develop a historical context of phytoplankton biomass as a basis 
for evaluating the effects of global scale changes on phytoplankton blooms.  
Keywords 
Remote sensing, lakes, phytoplankton, chlorophyll-a, blooms, water quality, Landsat 
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Chapter 1  
1 Introduction 
1.1 Problem statement 
The frequency and magnitude of phytoplankton blooms in freshwater and marine 
ecosystems around the world appear to be increasing (Winter et al., 2011; Anderson, 
2014; Pick, 2016) (Figure 1.1). Phytoplankton are widely considered to be one of the 
most important groups of photosynthetic organisms in global biogeochemical cycling 
(Carr & Whitton, 1982; Paerl & Otten, 2013; Wehr et al., 2015), producing up to 40% of 
the atmospheric oxygen and serving as the carbon entry point for aquatic food webs 
(Falkowski and Raven, 2007). In addition, these autotrophs are key in the 
remineralization of N, with some able to fix atmospheric nitrogen (N2), store and cycle 
phosphorus (P), and cycle iron from the photic zones (Carr & Whitton, 1982; Molot et 
al., 2014; Wehr et al., 2015) – all processes that maintain the biogeochemical availability 
of these major nutrients (Schlesinger, 1997).  In spite of the positive ecological attributes 
of phytoplankton, the formation of excessive levels of phytoplankton – termed blooms 
and usually measured using the biomass proxy, chlorophyll-a per volume – often indicate 
an imbalance of the ecosystems (phytoplankton grow, yet are not consumed into the food 
web). The unconsumed, lingering biomass has negative ecological and human health 
risks. 
There is some debate regarding the drivers of bloom development, with increases 
in temperature, nutrients, and light availability considered the main requirements. Under 
these conditions, certain genera of phytoplankton will grow at rates greater than 
consumption or loss rates that result in the accumulation of cells. While many of these 
blooms are considered non-threatening, the accumulation of some cyanobacteria genera, 
such as Anabaena and Microcystis, are associated with the production toxins (such as 
microcystins). These toxins can cause neurological and endocrine damage in humans, and 
alterations in aquatic ecosystems including light deprivation, nutrient sedimentation, and 
deoxygenation (Wagner & Adrain, 2009; Paerl & Otten, 2013). With this potential 
sequence of events the bloom is often denoted as a harmful algal bloom (HAB) (Paerl & 
Otten, 2013). 
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Cyanobacteria are the largest contributor to freshwater bloom events (Lopez et 
al., 2008; Taranu et al., 2015; Huisman et al., 2018). Anthropogenic climate change is 
theorized to be the main driver of increased bloom activity (Pearl & Huisman, 2008). 
Toxin-producing cyanobacteria are most often found in nutrient-rich lakes; however, 
there has been an increase in the number of reports from nutrient-poor lakes (Winter et 
al., 2011; Callieri et al., 2014; Cottingham et al., 2015). 
Despite the suggestion of increasing freshwater blooms from reports, much of the 
historical evidence is anecdotal, relying on locations and events where observers were 
interested enough to make reports, and at fine spatial scales. Spatially and temporally 
extensive surveys of freshwater lakes are needed to confirm the existence of a trend 
towards increased blooms and to evaluate the relationship of bloom frequency to external 
drivers including anthropogenic climate change. Archived and current satellite images 
provide the opportunity to make these surveys.  
 
Figure 1.1 Increase in algal bloom reports in Ontario, Canada from 1994 to 2017 
(adapted from Winter et al., 2011). 
1.2 Remote sensing of freshwater phytoplankton biomass 
To assess the levels of accumulated phytoplankton biomass in large numbers of 
lakes, or lakes that are difficult to assess, remote sensing can be valuable. Space-borne 
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satellite remote sensors use electromagnetic radiation to image the surface of the Earth. 
Electromagnetic radiation produced by the sun across a spectrum of wavelengths travels 
through space to be intercepted by the Earth and is reflected, absorbed, scattered, and/or 
reradiated back to space in different proportions at different wavelengths dependent on 
factors such as the angle of incidence, Earth-to-sun distance and the properties of the 
radiated surfaces of the Earth. The most important spectral region in optical remote 
sensing is the visual to infrared spectrum; wavelengths in this spectrum provide a great 
deal of insight into surface conditions as many important parameters (e.g., vegetation and 
water) interact with those wavelengths and modify them depending on their properties 
(Camps-Valls, 2012). The atomic properties of all surface materials affect the proportion 
of electromagnetic radiation that is absorbed or reflected at every wavelength differently, 
resulting in unique peaks of absorption or reflectance at particular wavelengths. Charted 
against wavelength, these proportions form a spectral curve that is unique for every 
surface material. 
Remote sensors measure the radiant flux density (watts (W) ∕ m2) at the top of the 
atmosphere of electromagnetic radiation reflected from the Earth within specific 
wavelength ranges (bands) and in discrete spatial units (pixels). Algorithms can be 
applied to this top-of-atmosphere (TOA) radiance (W ∕ (m2 × sr × µm)) to derive 
measures such as TOA reflectance (proportion of incoming radiation that is reflected by 
the Earth’s surface, atmosphere and clouds) or surface (bottom-of-atmosphere) 
reflectance (proportion of incoming radiation that is reflected by the Earth’s surface) to 
examine surface properties or characterize surface types. Specific surface materials can 
be identified when their peak absorption or reflectance coincides with band wavelength 
ranges (bandwidths) of the sensors; the majority or absence of radiance or reflectance in 
the bandwidth can be attributed to the presence of the surface material. 
The Landsat satellite series has been imaging the Earth since 1972, making it the 
longest active running systems of optical space-borne remote sensors. There are many 
remote sensors available that are capable of modeling phytoplankton biomass (Table 1.1). 
However, Landsat images since the launch of the Landsat Thematic Mapper (TM) sensor 
in 1982 have the temporal (1982-present) and spatial resolution (30-meter pixels) that is 
adequate for monitoring freshwater lakes. 
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Studies as early as Carpenter & Carpenter (1983) have used Landsat images to 
estimate phytoplankton biomass (a summary of studies can be found in Appendix A). 
Chl-a concentration is most often used as a proxy for phytoplankton biomass in these 
studies as it is most often the main photosynthetic pigment present in phytoplankton. The 
spectral curve of chl-a exhibits two absorption peaks, at 440 nm (blue) and 670 nm (red) 
wavelengths.  
The broad bandwidths of Landsat sensors can make it difficult to distinguish 
between chl-a and non-chl-a pigments as well as other constituents in water (Vincent et 
al., 2004). For example, blue bandwidths in Landsat sensors do not capture the blue 
absorption peak of chl-a, and therefore these bands are considered as reflective bands 
(Table 1.2). Similarly, all carotenoids and chlorophyll pigments feature absorption peaks 
in the red bandwidths (650-700 nm), and community compositions can strongly influence 
reflectance in the green bandwidths (550-600 nm) (Schalles, 2006).  Further, different 
algal taxa from different algal classes (e.g., Navicula (Bacillariophycea), Anabaena 
(Cyanobacteria), Peridinium (Pyrrophyceae), Chlorella (Chlorophyceae)) may contain 
additional accessory pigments such as chlorophyll-b, chlorophyll-c and phycocyanin that 
can shift the peak absorption or reflectance of phytoplankton to higher or lower 
wavelengths by increasing or decreasing the rate of absorption or reflectance (Schalles, 
2006). Other constituents present in water that may also influence absorption or 
reflectance in a bandwidth are sediments and dissolved organic matter (DOM). These 
influences can make it difficult to determine if measured reflectance in a broad Landsat 
sensor bandwidth is the result of chl-a or of one or more other constituents.  
Empirical modelling is often used to estimate chl-a concentration from Landsat 
images where in situ samples of chl-a concentration at the water surface (< 1 m depth) 
are regressed to measurements of radiance or reflectance from images taken at the same 
times and locations to develop predictive models. The models can then be applied to the 
temporal and spatial range of its inputs. Empirical models frequently use exponential 
curves as chl-a concentrations are often not normally distributed.   
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Table 1.1 Overview of satellite sensors available for phytoplankton biomass monitoring. 
Agency Satellite Sensor 
Spectral 
Bands 
Spatial/Te
mporal 
Resolution 
Availability 
NASA1 Landsat 5 TM6 7 Bands 
30 m/ 
16 days 
1984-2013 
NASA Landsat 7 ETM+7 8 Bands 
30 m/ 
16 days 
1999-
Present 
NASA Landsat 8 OLI/TIRS8 11 Bands 
30 m/ 
16 days 
2013-
Present 
ESA2 ENVISAT4 MERIS9 15 Bands 
1000 m 
(Ocean) 
300 m 
(Terrestrial)
/ 
Daily 
2002-2011 
ESA Sentinel 2-a MSI10 13 Bands 
10-20 m/ 
5 days 
2015-
Present 
ESA Sentinel 3-a OCLI11 21 Bands 
300 m/ 
Daily 
2016-
Present 
NASA 
Terra and 
Aqua 
MODIS12 36 Bands 
250 m to 
1000 m/ 
Daily 
1999-
Present 
NOAA3 Suomi NPP5 VIIRS13 36 Bands 
250 m/ 
Daily 
2012-
Present 
1 National Aeronautics and Space Administration, 2 European Space Agency, 3 National Oceanic and 
Atmosphere Association, 4 Environmental Satellite, 5 Suomi National Polar-Orbiting Partnership, 6 
Thematic Mapper, 7 Enhanced Thematic Mapper Plus, 8 Operational Land Imager/Thermal Infrared 
Sensor, 9 Medium Resolution Spectrometer, 10 MultiSpectral Instrument, 11 Ocean and Land Colour 
Instrument, 12 Moderate Resolution Imaging Spectroradiometer, 13 Visible Infrared Imaging Radiometer 
Suite 
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Table 1.2 Summary of Landsat TM, ETM+ and OLI/TIRS bands and wavelength ranges 
(bandwidths). 
Landsat 4-5 TM Wavelengths (nm) 
Band 1 - Blue 450-520 
Band 2 - Green 520-600 
Band 3 - Red 630-690 
Band 4 - Near Infrared (NIR) 760-900 
Band 5 - Shortwave Infrared (SWIR) 1 1,550-1,750 
Band 6 - Thermal 10,400-12,500 
Band 7 - Shortwave Infrared (SWIR) 2 2,080-2,350 
Landsat 7 ETM+ Wavelength (nm) 
Band 1 - Blue 450-520 
Band 2 - Green 520-600 
Band 3 - Red 630-690 
Band 4 - Near Infrared (NIR) 770-900 
Band 5 - Shortwave Infrared (SWIR) 1 1,550-1,750 
Band 6 - Thermal 10,400-12,500 
Band 7 - Shortwave Infrared (SWIR) 2 2,090-2,350 
Band 8 - Panchromatic 520-900 
Landsat 8 OLI/TIRS Wavelength (nm) 
Band 1 - Ultra Blue 435-451 
Band 2 - Blue 452-512 
Band 3 - Green 533-590 
Band 4 - Red 636-637 
Band 5 - Near Infrared (NIR) 851-879 
Band 6 - Shortwave Infrared (SWIR) 1 1,566-1,651 
Band 7 - Shortwave Infrared (SWIR) 2 2,107-2,294 
Band 8 - Panchromatic 503-676 
Band 9 - Cirrus 1,363-1,384 
Band 10 - Thermal Infrared (TIRS) 1 10,600-11,190 
Band 11 - Thermal Infrared (TIRS) 2 11,500-12,510 
1.2.1 Interference of additional non-pigment water constituents 
The estimation of chl-a concentration is inherently difficult due to the presence of 
sediments and DOM in freshwater lakes. These constituents have their own unique 
spectral signatures and when mixed in a medium of water with phytoplankton, can 
change the expected spectral curve of chl-a drastically (Schalles, 2006). The variability of 
concentrations of chl-a and these other constituents makes it additionally difficult to 
isolate correlations between radiance or reflectance as observed by satellites and chl-a 
concentrations when samples from multiple lakes or from the same lake over time are 
used (Lymburner et al., 2016; Lin et al., 2018). Variabilities in spectral curves as a result 
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of changes in water chemistry will increase with distance, as lakes closer together are 
more related than those further apart as a result of similarities in climate and geology, 
where temperature, precipitation, vegetation, and soil chemistry can alter the discharge of 
sediments and DOM, thereby increasing lake productivity. Modelling chl-a concentration 
in turbid waters is still more difficult with Landsat sensor data as the broad bandwidths 
can encompass the peak signals of these additional constituents. 
Empirical models require in situ samples. Measures of sediments and DOM are 
not often available in most water quality databases. Where sediments and DOM data are 
not available, more commonly measured metrics such as true colour, dissolved organic 
carbon (DOC), total suspended solids (TSS), and turbidity may be used. DOC is highly 
correlated with true colour (MECP, 2017) which can be described as the yellowness or 
brownness of water, where higher true colour indicates darker waters. True colour is 
predominantly influenced by the presence of dissolved humic and fluvic acids (Watts et 
al., 2001). TSS and turbidity consists of all suspended matter (including sediments and 
phytoplankton), with TSS measuring total mass per volume, where turbidity measures 
relative clarity (Gray et al, 2000; Anderson, 2005; Khalil et al., 2013; Teixeira et al, 
2016). 
To overcome these issues, band radiances or reflectances are often multiplied 
(band combination), divided (band ratio) or combined into more complex equations 
(algorithms). Band combinations, ratios, or algorithms model relationships between 
reflective and absorptive bands. Chl-a concentration in non-turbid or oligotrophic waters 
are traditionally identified through Blue and Green bands (O'Reilly et al., 1998; Carder et 
al., 2004; Sudheer et al., 2006; Salem et al., 2017). Other commonly used models use 
Red-to-Blue ratios or combinations of Red and Blue band radiance or reflectance (Han & 
Jordan 2005; Sass et al., 2007), or Green-to-Red ratios or combinations of Green and Red 
band radiance or reflectance (Brezonik et al., 2005; Ha et al., 2017).  
However, DOM is predominantly measured at shorter wavelengths (Olmanson et 
al., 2016), while the addition of sediments increases the total reflectance of water with 
the greatest increase in shorter wavelengths (Schalles, 2006). Therefore, models using 
Blue and Green band radiance or reflectance show poor results within inland waters 
(Moses et al., 2009). Both DOM and sediments are found to have less influence on 
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absorption or reflectance in the Near-Infrared (NIR) band (Gitelson et al., 2007), so that 
many studies have found the use of a Red-to-NIR ratio performed best in turbid waters 
(Han et al., 1994; Dall’Olmo et al., 2003; Signh et al., 2014); however, the applicability 
of these models is less known over larger temporal and spatial scales (Lin et al., 2018). 
Three-band algorithms have also been used for monitoring chl-a in turbid waters, as first 
described by Gitelson et al (2003; 2011), and later adapted by Keith et al. (2018). These 
models multiply a modelled difference between the peak reflectance in the Green band 
and peak absorption in the Red band by the NIR band; similarly, the applicability of these 
algorithms at large temporal and spatial scales is relatively unknown. 
1.2.2 Atmospheric Correction 
Atmospheric conditions can greatly affect the absorption and scattering of 
wavelengths from the top of the atmosphere to the Earth’s surface and back. Atmospheric 
conditions vary over time and will introduce shifts in radiance measured by a sensor that 
are not indicative of changes on the surface. It is therefore important to remove the 
effects of the atmosphere from satellite radiance measurements when assessing surface 
characteristics across space and time. 
Atmospheric correction methods are either image-based (dependent on 
information in the image only) or radiative transfer- (or physical-) based (requiring 
independent data for optical atmospheric properties at the time of image acquisition). 
Dark Object Subtraction (DOS; Chavez, 1988) and Cosine of the solar zenith angle 
(COST; Chavez, 1996) image-based atmospheric corrections rely on the presence of dark 
pixels and assume that their measured radiance is a result of the atmosphere; however, 
lakes will often be the darkest pixels present in an image so that the assumption would be 
invalid (Moses et al., 2015; Siegal et al., 2000). Radiative transfer-based corrections such 
as “Second Simulation of the Satellite Signal in the Solar Spectrum–Vector” (6SV) 
(Vermote et al., 2006), Landsat ecosystem disturbance adaptive processing system 
(LEDAPS) (Masek et al., 2013), and Landsat surface reflectance code (LaSRC) (Vermote 
et al., 2016) rely on a magnitude of variables, most importantly aerosol scatter, that are 
highly variable over inland waters and can be difficult to acquire. 
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The 6SV method corrects for two key aspects of atmospheric light absorption and 
scatter: Rayleigh and Mie scattering. Rayleigh scatter is attributed to the molecular 
properties of the atmosphere (N2, O2, O3, H2O, CO2, etc.), while Mie scatter is a result of 
aerosols (dust, water vapour, etc.) which range in size from 0.001 μm to about 20 μm 
(Vermote & El Saleous, 2007). The model makes use of the Dark, Dense Vegetation 
(DDV) method (Kaufman, 1997) to estimate aerosol optical thickness. DDV is a 
terrestrial model, however, and the application to inland waters may not be appropriate 
and can result in negative reflectance in water (Nazeer et al., 2014). 
Due to the intrinsic problems of using terrestrial aerosol calculations, only the 
effects of Rayleigh scattering (considered to be relatively stable and therefore correctable 
over inland waters (Wang et al., 2007) on path radiance are considered in this study. 
Atmospheric gas concentrations can be assumed to be constant; therefore, total Rayleigh 
scatter radiance can also be assumed to be constant depending on the solar elevation 
angle. While radiance may provide similar results, the influence of Rayleigh scatter 
within the blue portion of the electromagnetic spectrum is large (Young, 1981), making a 
correction for Rayleigh scattering especially important for Blue bands.  
1.3 Research objective 
The objective of this research is to identify the combinations, ratios, or algorithms 
of Landsat band reflectance and the regression types that can be used to create models for 
predicting chl-a concentrations in freshwater lakes across a range of geographic regions 
with limited confusion from the presence of other freshwater optical constituents. This 
objective is achieved by: 
1) identifying strong and significant correlations between in situ sampled chl-a 
concentrations from freshwater lakes and combinations, ratios, or algorithms 
of Landsat band reflectance across a number of ecoregions; 
2) identifying the regression type (linear, exponential, logarithmic, or power) that 
provides the most strong and significant correlations between in situ sampled 
chl-a concentrations and the tested combinations, ratios, or algorithms of 
Landsat band reflectance across the same ecoregions; 
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3) determining whether significant correlations exist between in situ sampled 
freshwater optical constituents (true colour, DOC, TSS and turbidity) within 
the same ecoregions for each tested combination, ratio or algorithm of Landsat 
band reflectance; and 
4) assessing the predictive power of chl-a retrieval models developed using (a) 
the most strongly correlated combinations, ratios, or algorithms of Landsat 
band reflectances as predictor variables and (b) the regression type that 
provided the most strong and significant correlations between chl-a 
concentration and the tested combinations, ratios, or algorithms of Landsat 
band reflectance, and (c) for which there were no significant correlations with 
other freshwater optical constituents. 
The results of this study will help researchers survey phytoplankton biomass in 
freshwater lakes across large spatial and temporal extents.  These surveys can be used to 
quantify the existence of trends in lake trophic states and serve as a foundation for further 
analysis such as evaluating the potential drivers of increasing algal blooms.  
1.4 Thesis structure 
This thesis is to be structured in monograph format. Chapter 1 provides an 
introduction and overview of the problem surrounding phytoplankton blooms and the 
application of remote sensing to solving this problem. Chapter 2 describes the different 
study regions in which models relating Landsat surface reflectance to chl-a concentration 
(as a proxy of phytoplankton biomass) are developed. Chapter 3 describes the methods 
used for atmospheric correction of Landsat image data and for model development. 
Chapter 4 describes the results and Chapter 5 expounds upon the results and discuss their 
implications. Chapter 6 will conclude the research, summarize the findings, and identify 
their significance for future research. 
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Chapter 2  
2 Study Region 
Correlations between chl-a concentration and other freshwater optical constituent 
samples and Landsat image data were developed for seven ecoregions or groupings of 
ecoregions defined by the Food and Agriculture Organization of the United Nations 
(FAO, 2012): Polar/Boreal Tundra Woodland (PTW), Boreal Coniferous Forest (BCF), 
Temperate Continental Forest/Temperate Mountain System (TCF), Temperate Steppe 
(TPS), Temperate Desert (TPD), Subtropical Humid Forest (SHF) and Tropical 
Rainforest/Tropical Moist Deciduous Forest (TMF) (Figure 2.1). Ecoregions are 
identified by dominant vegetation and climatic conditions (evapotranspiration, 
precipitation, humidity and temperature; Table 2.1) that can heavily influence aquatic 
ecosystems. Ecoregions were chosen for modelling based on data availability. PTW and 
TMF regions included the Polar and Boreal Tundra Woodland ecoregions and the 
Tropical Rainforest and Tropical Moist Deciduous Forest ecoregions respectively; 
ecoregions were combined due to climactic and vegetative similarities and a relatively 
small data sample size for each individual ecoregion. Each ecoregion is as described by 
the UN FAO Global Ecological Zones (Simons et al. 2001). 
The means of temperature and precipitation measurements are calculated from 
National Oceanic and Atmospheric Administration (NOAA) grid 30-year (1981-2010) 
climate normals (temperature: Fan & van den Dool (2008); precipitation: Schneider et al. 
(2011)). All information regarding climate, soils, topography and dominant vegetation 
can be found in table 2.1. 
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Figure 2.1 Global ecological regions as described by the United Nations Food and Agriculture (data provided by FAO Geonetwork) 
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Table 2.1 General descriptions of climate, topography, soil and vegetation characteristics, distributions of lake trophic status, and 
number of in situ sample measurements of freshwater chl-a concentration and optical constituents for each ecoregion or grouping of 
ecoregions used in this study. 
 
Polar/Boreal 
Tundra Woodland 
(North America) 
(PTW) 
Boreal Coniferous 
Forest (North 
America and 
Sweden) (BCF) 
Temperate 
Continental 
Forest/Temperate 
Mountain System 
(North America) 
(TCF) 
Temperate Steppe 
(North America) 
(TPS) 
Temperate Desert 
(North America) 
(TPD) 
Subtropical 
Humid Forest 
(North America) 
(SHF) 
Tropical Moist 
Deciduous Forest 
(North and South 
America)/Tropical 
Rainforest 
(Caribbean) 
(TMF) 
Climate1 Polar: no warm (≥ 
10°C) summer 
months 
 
Boreal Tundra 
Woodland: long, 
very cold winters 
and short cool or 
mild summers 
Long, very cold 
winters and short 
cool or mild 
summers 
Temperate 
Continental Forest: 
warm and 
frequently humid 
summers and cold 
winters 
 
Temperate 
Mountain System: 
drier and cooler 
summers and cold 
winters 
  Hot, humid 
summers and mild 
winters 
 
Mean annual temperature 
(°C yr-1) (1981-2010)2 
Polar: -11 (-20 - +5) 
 
Boreal Tundra 
Woodland: -4 (-11 - 
+4) 
North America: 0 (-
4 - +6) 
 
Sweden: +2 (-5 - 
+9) 
Temperate 
Continental Forest: 
+8 (0 - +16) 
 
Temperate 
Mountain System: 
+5 (-7 - +17) 
+8 (+1 - +17) +8 (-1 - +20) +18 (+13 - +24) Tropical Moist 
Deciduous Forest 
(North America): 
+25 (+19 - +34) 
 
Tropical Moist 
Deciduous Forest 
(South America): 
+25 (+15 - +33) 
 
Tropical Rainforest: 
+25 (+17 - +30) 
14 
 
 
 
Polar/Boreal 
Tundra Woodland 
(North America) 
(PTW) 
Boreal Coniferous 
Forest (North 
America and 
Sweden) (BCF) 
Temperate 
Continental 
Forest/Temperate 
Mountain System 
(North America) 
(TCF) 
Temperate Steppe 
(North America) 
(TPS) 
Temperate Desert 
(North America) 
(TPD) 
Subtropical 
Humid Forest 
(North America) 
(SHF) 
Tropical Moist 
Deciduous Forest 
(North and South 
America)/Tropical 
Rainforest 
(Caribbean) 
(TMF) 
Mean annual total 
precipitation (mm yr-1) (1981-
2010)3 
Polar: 230 (66 - 
1500) 
 
Boreal Tundra 
Woodland: 500 
(175 - 1200) 
North America: 700 
(300 - 1700) 
 
Sweden: 700 (400 - 
1000) 
Temperate 
Continental Forest: 
1000 (500 - 1600) 
 
Temperate 
Mountain System: 
1000 (140 - 4000) 
500 (250 - 1200) 300 (100 - 700) 1300 (1000 - 1700) Tropical Moist 
Deciduous Forest 
(North America): 
1500  (700 - 4000) 
 
Tropical Moist 
Deciduous Forest 
(South America): 
1500 (500 - 4600) 
 
Tropical Rainforest: 
2100 (700 - 4500) 
Topography1 Polar: rolling 
upland and 
lowlands 
 
Boreal Tundra 
Woodland: lowland 
plains, coastal 
marshes and 
wetlands 
North America: 
mosaic of uplands, 
wetlands and lakes 
 
Sweden: undulating 
plains and rolling 
hills 
Temperate 
Continental Forest: 
level plains and 
rolling hills 
 
Temperate 
Mountain System: 
mountains 
Level to rolling 
plains 
basins, plateaus and 
plains 
Plains and gentle 
slopes 
Tropical Moist 
Deciduous Forest 
(North America): 
plains, rolling hills 
and everglades 
 
Tropical Moist 
Deciduous Forest 
(South America): 
flat Brazilian and 
Guiana Shields 
 
Tropical Rainforest: 
lowlands 
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Polar/Boreal 
Tundra Woodland 
(North America) 
(PTW) 
Boreal Coniferous 
Forest (North 
America and 
Sweden) (BCF) 
Temperate 
Continental 
Forest/Temperate 
Mountain System 
(North America) 
(TCF) 
Temperate Steppe 
(North America) 
(TPS) 
Temperate Desert 
(North America) 
(TPD) 
Subtropical 
Humid Forest 
(North America) 
(SHF) 
Tropical Moist 
Deciduous Forest 
(North and South 
America)/Tropical 
Rainforest 
(Caribbean) 
(TMF) 
Soils1 Polar: thin or absent 
morainal deposits 
 
Boreal Tundra 
Woodland: 
cryosolic and 
mesisolic 
North America: 
luvisols, humo-
ferric podzols and 
brunisols 
 
Sweden: acidic 
podzols, cambisols 
and histosols 
Temperate 
Continental Forest: 
of luvisols, 
brunisols and 
gleysols 
 
Temperate 
Mountain System: 
luvisols, brunisols 
in interior plains, 
humo-ferric podzols 
in wet mountainous 
areas, and 
chernozems in drier 
valleys 
Chernozems, 
solonetzic soils to 
south, and luvisols 
in elevated areas 
Aridisols in basins 
and entisols in 
floodplains 
Ultisols, with 
entisols and 
inceptisols 
dominating 
floodplains and 
alluvial bottomlands 
Tropical Moist 
Deciduous Forest 
(North America): 
calcareous soils 
 
Tropical Moist 
Deciduous Forest 
(South America): 
ferrisols and utisols 
 
Tropical Rainforest: 
ultisols, inceptisols, 
and oxisols 
Vegetation1 Polar: sparse at high 
latitudes (Betula 
spp. on coasts and 
further south 
terrestrially, Picea 
spp. along rivers) 
 
Boreal Tundra 
Woodland: 
extensive around 
wetlands and in 
transition to boreal 
forests (birch and 
pine species in 
drained locations) 
North America: 
spruce species in 
wet soils, Picea spp. 
in drier soils in west 
 
Sweden: Betula spp, 
Populus tremula 
(L.), Alnus spp., 
Salix spp. 
Temperate 
Continental Forest: 
mixed coniferous 
and deciduous 
species with forest 
loss attributed to 
agriculture and 
urbanization 
 
Temperate 
Mountain System: 
diverse (hemlock, 
pine, spruce and 
grass species) 
Grasslands with 
Populus 
tremuloides 
(Michx.) and 
Populus 
balsamifera (L.) in 
northern transitional 
areas, Populus spp. 
and Quercus 
macrocarpa 
(Michx.) in eastern 
transitional areas, 
and Quercus spp. 
and Carya spp. in 
southern transitional 
areas 
Artemisia tridentata 
(Nutt.) and short 
grasses with 
intermittent brush 
species 
Diverse with 
Quercus myrtifolia 
(Willd.), Quercus 
virginiana (Mill.), 
Quercus laurifolia 
(Michx.), Magnolia 
grandiflora (L.), 
Magnolia 
virginiana (L.) in 
coastal plains and 
Quercus spp., 
Carya spp., 
Liquidambar 
styraciflua (L.), 
Acer rubrum (L. 
1753), Andropogon 
gerardi (Vitman), 
Panicum spp. and 
uniola spp. and 
woody vines further 
inland 
Tropical Moist 
Deciduous Forest 
(North America): 
tall deciduous trees 
(> 100 species) 
 
Tropical Moist 
Deciduous Forest 
(South America): 
dense three canopy 
level forests 
 
Tropical Rainforest: 
high canopy dense 
forests (> 5000 
vascular plant 
species) 
L
a
k
e
 
tr
o
p
h
ic
 
st
a
tu
s 
d
is
tr
ib
u
ti
o
n
4
 Oligotrophic 
(0.0 - 2.6 μg L-1) 
50% 18% 23% 8% 20% 21% 35% 
Mesotrophic 47% 42% 48% 41% 56% 50% 32% 
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Polar/Boreal 
Tundra Woodland 
(North America) 
(PTW) 
Boreal Coniferous 
Forest (North 
America and 
Sweden) (BCF) 
Temperate 
Continental 
Forest/Temperate 
Mountain System 
(North America) 
(TCF) 
Temperate Steppe 
(North America) 
(TPS) 
Temperate Desert 
(North America) 
(TPD) 
Subtropical 
Humid Forest 
(North America) 
(SHF) 
Tropical Moist 
Deciduous Forest 
(North and South 
America)/Tropical 
Rainforest 
(Caribbean) 
(TMF) 
(2.6 - 20.0 μg L-1) 
Eutrophic 
(20.0 - 56.0 μg L-1) 
2% 31% 16% 25% 17% 21% 27% 
Hypereutrophic 
(56.0 - 155 μg L-1) 
1% 9% 10% 19% 6% 8% 7% 
> 155.0 μg L-1 0% 1% 2% 6% 1% 1% 0% 
S
e
le
c
te
d
 i
n
 s
it
u
 s
a
m
p
le
s 
Chl-a (n) 
18 (0.65-115.7 μg 
L-1 chl-a) 
1991-199 
10 oligotrophic 
5 mesotrophic 
1 eutrophic 
2 hypereutrophic 
30 (1.3-112.5 μg L-1 
chl-a) 
1984-2017 
4 oligotrophic 
17 mesotrophic 
4 eutrophic 
5 hypereutrophic 
82 (0.5-136.4 μg L-1 
chl-a) 
1985-2016 
13 oligotrophic 
50 mesotrophic 
14 eutrophic 
5 hypereutrophic 
24 (1.3-74.5 μg L-1 
chl-a) 
1985-2015 
3 oligotrophic 
11 mesotrophic 
9 eutrophic 
1 hypereutrophic 
30 (0.95-96.9 μg L-1 
chl-a) 
1985-2008 
6 oligotrophic 
15 mesotrophic 
5 eutrophic 
4 hypereutrophic 
36 (1.29-102 μg L-1 
chl-a) 
2010-2014 
3 oligotrophic 
16 mesotrophic 
10 eutrophic 
7 hypereutrophic 
30 (0.02-97 μg L-1 
chl-a) 
1986-2010 
5 oligotrophic 
16 mesotrophic 
8 eutrophic 
1 hypereutrophic 
True colour (n) 18 28 44 n/a 14 34 14 
TSS (n) n/a n/a 18 27 17 28 16 
Turbidity (n) n/a 16 21 37 21 35 16 
1Simons et al. 2001 
2National Oceanic and Atmospheric Administration (NOAA) grid 30-year (1981-2010) climate normals (Fan & van den Dool 2008) 
3National Oceanic and Atmospheric Administration (NOAA) grid 30-year (1981-2010) climate normals (Schneider et al. 2011) 
4Carlson & Simpson, 1996 
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Chapter 3 
3 Methodology 
3.1 Freshwater lake sample data 
In situ sample measurements of chl-a concentration and optical constituents of 
water (true colour or DOC, TSS, and turbidity) in freshwater lakes were collected from 
the following sources (table 3.1): 
Table 3.1 In situ sample measurements of chl-a concentration and optical constituents of 
water (true colour or DOC, TSS, and turbidity) in freshwater lakes by regional source 
Region United States Canada Sweden Paraguay 
Chl-a (n) 158 71 14 7 
Years 1985-2015 1984-2016 1999-2017 2000-2004 
True colour 
(n) 
69 55 69 0 
Years 1990-2014 1984-2016 1989-2016 N/A 
TSS (n) 106 0 0 0 
Years 2001-2016 N/A N/A N/A 
Turbidity (n) 114 16 16 0 
Years 1986-2014 1985-2010 2016 N/A 
Sources United States 
Geological 
Survey 
(USGS) 
National Water 
Monitoring 
Council 
databases 
(NWIS and 
STORET), 
Giblin & King, 
1992 
Government of 
British 
Columbia, 
Alberta 
Environment 
and Parks, 
Dorest 
Environmental 
Science Center 
(DESC, 2017), 
Sass et al., 
2007, 
Sorichetti et al, 
2014, Fallu & 
Pienitz, 1999; 
Mederios et al., 
2012; Symons 
et al., 2012  
Swedish 
University of 
Agricultural 
Sciences 
(Miljodata 
SLU)  
United Nations 
GemStat 
database  
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Only samples taken ≤ 1 m from the water surface and collected within the 
growing season (all months in TMF, July-October for all other ecoregions) were used. 
For a detailed list of each samples used in each region see table 3.2. Sample lakes ranged 
in size from 4.5 to 163,000 ha with a median area of 90 ha. An overview of the methods 
can be found in Figure 3.2. 
Table 3.2 Total number of in situ sample measurements of chl-a concentration and 
optical constituents of water (true colour or DOC, TSS, and turbidity) in freshwater lakes 
by ecoregion 
Ecoregion PTW BCF TCF TPS TPD SHF TMF 
Chl-a (n) 18 30 82 24 30 36 30 
True colour (n) 18 28 44 N/A 14 34 14 
TSS (n) N/A N/A 18 27 17 28 16 
Turbidity (n) N/A 16 21 37 21 35 16 
3.1.1 Chlorophyll-a 
Chl-a concentration (μg L-1) is commonly measured by a spectrophotometry but 
fluorometry and high-performance liquid chromatography (HPLC) are also used 
(Hambrook-Berkman & Canova, 2007). A known volume of water sample is filtered 
through a 47 mm GF/F glass-fiber filter with a nominal porosity of 0.7 μm.  The filters 
were then stored at -80°C until analysis. Filters were submerged in a 90% acetone 
solution for 24 hours at -4°C for chl-a extraction. Chl-a concentration was measured in a 
spectrophotometer and calculated using the Jeffery and Humphrey (1975) method. 
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Figure 3.1 Surface water chl-a concentration sample distribution. Total chl-a samples taken at a depth of <1.0m. Pie charts indicate 
the distribution of lake trophic state as specified by Carlson & Simpson (1996) and determined by chl-a concentration.
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3.1.2 True colour 
True colour is the colour of water after particulate matter has been removed 
through filtration (usually through a 0.45 μm pore filter). In natural waters, colouration is 
mainly a result of DOM, dissolved sediments and tannins. The absorbance of filtered 
water was measured at 410 nm via spectrophotometer and the absorbance is converted to 
true colour units (TCU) using Hazen’s Cobalt-Platinate (also known as Platinum-Cobalt 
or Pt-Co) Standards calibration regression which compares the absorbance to the 
absorbance curve of a 1 mg Pt-Co solution, where 1 mg Pt-Co L-1 is equal to 1 TCU. 
There were no true colour samples in the PTW or TPS ecoregions. 
3.1.3 Dissolved organic carbon (DOC) 
Dissolved organic carbon (DOC measured in mg L-1 samples were used in lieu of 
true colour where true colour data were not available (PTW region only) as there has 
been found to be a significant correlation between the variables (MECP, 2017). Water 
samples are filtered through a 0.45 μm pore filter and oxidized to form carbon dioxide, 
the mass of which is then measured using a conductivity detector (Potter & Wimsatt, 
2005).  
3.1.4 Turbidity 
Turbidity is an indicator of the relative clarity of water expressed as the intensity 
of light scattered in water by both suspended and dissolved materials in water, including 
phytoplankton and other microscopic organisms. Turbidity was commonly measured with 
either a single- or multiple-detector nephelometer. The instrument shines white light 
(400-680 nm) through water and measures the intensity of water reflected back at 90° 
from the incident angle to determine the level of scattering expressed in Nephlometric 
Turbidity Units (NTUs) (U.S. Environmental Protection Agency, 1993). Turbidity 
sample data from the Swedish University of Agricultural Sciences are derived from light 
shone at 780-900 nm and are expressed in Formazin Nephelometric Units (FNUs) 
(International Organization for Standardization, 1999; Anderson, 2005); these are the 
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only turbidity samples available for the BCF ecoregion and were therefore comparable 
for the intra-ecoregion analysis. There were no turbidity samples in the PTW ecoregion. 
3.1.5 Total suspended solids 
TSS (mg L-1) is the dry weight of all suspended and undissolved particles 
including sediments and phytoplankton within a unit volume of a water sample. Water 
samples were typically mixed and filtered through a pre-weighed glass-fiber filter which 
was then heated and weighed to determine mass per volume (Fisher Scientific, 2007). 
There were no TSS samples in the PTW or BCF ecoregions. 
3.2 Landsat image acquisition and processing 
3.2.1 Landsat data acquisition 
Landsat Level-1 at-satellite radiance images are geo-registered and corrected for 
terrain relief displacement using digital elevation models (USGS, 2017). Landsat Level-2 
images are provided as surface reflectance products corrected for atmospheric effects 
using LEDAPS (TM/ETM+) and LaSRC (OLI/TIRS) algorithms (USGS, 2018a; USGS, 
2018b). Due to the failure of the Scan Line Corrector (SLC) aboard Landsat 7 on May 31, 
2003, 22% of pixels in images after this date (SLC-off) are missing values.  
Sample locations were mapped to the grid-based Worldwide Reference System 
(WRS-2) Landsat catalogue system to identify the (longitudinal) paths and (latitudinal) 
rows in which samples were found. Landsat 4-5 TM, 7 ETM+ (SLC-on) and 8 OLI/TIRS 
Level-1 and -2 images (1984-2017) with < 10% cloud coverage and within ±2 days of 
sample dates were downloaded from the USGS EarthExplorer data catalogue 
(https://earthexplorer.usgs.gov/) for: 
• 157 scenes (specific dates and path/row combinations) (123 Landsat 4-5 TM, 
24 Landsat 7 ETM+, 10 Landsat 8 OLI/TIRS) corresponding to chl-a 
samples; 
• 65 scenes (49 Landsat 5 TM, 6 Landsat 7 ETM+, 10 Landsat 8 OLI/TIRS) 
corresponding to true colour and DOC samples; 
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• 41 scenes (30 Landsat 5 TM, 4 Landsat 7 ETM+, 7 Landsat 8 OLI/TIRS) 
corresponding to TSS samples; and 
• 74 scenes (59 Landsat 5 TM, 11 Landsat 7 ETM+, 4 Landsat 8 OLI/TIRS) 
corresponding to turbidity samples. 
A summary of Landsat images per WRS-2 path/row combination by ecoregion is 
found in Table A.1.   
3.2.2 Top-of-atmosphere radiance calibration 
TOA radiance (W ∕ (m2 × sr × µm)) measured by Landsat sensors are scaled using 
multiplicative (gain) and additive (bias) scaling factors to 8-bit (0-255; Landsat TM and 
ETM+) and 16-bit (0-65,000; Landsat OLI/TIRS) integer value ranges (digital numbers 
or DNs) for transmission and storage in Level-1 products. Level-1 products include 
metadata pertaining to the image acquisition including date, time, solar elevation and the 
scaling factors. DNs are recalibrated to TOA radiance using the standard equation 
(Chandar & Markham, 2003): 
 𝐿𝜆 = (𝐷𝑁𝜆 × 𝐺𝜆) + 𝐵𝜆 (3.1) 
where L is TOA radiance for wavelength range or band λ, G is the band multiplicative 
rescaling factor (gain), and B is the band additive rescaling factor (bias). 
3.2.3 Top-of-atmosphere reflectance corrected for Rayleigh scattering  
Correction of TOA radiance for Rayleigh scatter was applied using an inverse 
algorithm based on a simplified radiative transfer model presented by Gilabert (1994):  
𝐿𝑟(𝜆) =  (
𝐸𝑆𝑈𝑁𝜆 × cos 𝜃𝑠 × 𝑃𝑟
4𝜋 × (cos 𝜃𝑠 + cos 𝜃)
) × (1 − exp (−𝜏𝑟(𝜆) × ((
1
cos 𝜃𝑠
) + (
1
cos 𝜃
))))
× 𝑡𝑜𝑧 ↑ (𝜆) × 𝑡𝑜𝑧 ↓ (𝜆) 
(3.2) 
where Lr is the Rayleigh path radiance for wavelength range or band λ, ESUN is the mean 
solar exo-atmospheric irradiance, Pr is the Rayleigh phase function, θs is the solar zenith 
angle in degrees, θ is the satellite viewing angle in degrees (equal to 0° for Landsat 4, 5 
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and 7 sensors and for nadir-looking Landsat 8 OLI/TIRS images), τr is the Rayleigh 
optical thickness, and toz↑ and toz↓ are upward ozone transmittance and downward ozone 
transmittance respectively. The Rayleigh phase function (Pr), explained by 
Chendrasekhar (1960) and later adapted by Vermote et al. (2006) for the 6SV radiative 
transfer algorithm, describes the angular distribution of scattered light via equation 3.3: 
 𝑃𝑟 =  
3
4
∙
1 − 𝛾
1 + 2𝛾
∙ (1 + 𝑐𝑜𝑠2𝛩) +
3𝛾
1 + 2𝛾
 (3.3) 
where Θ is the scattering angle (180° − θs), γ = δ/(2- δ), and δ is the depolarization factor 
as described by Young (1980), which is a factor denoting the polarization of anisotropic 
particles at right angles and is dependent on the wavelength, atmospheric pressure 
(constant) and air mass (constant). Rayleigh optical thickness (τr) is calculated via 
equation (3.4) (Hansen & Travis, 1974; Bodhaine et al., 1994): 
 𝜏𝑟 = 0.008569𝜆
−4 ∙ (1 + 0.0113𝜆−2 + 0.00013𝜆−4) (3.4) 
 
where λ is the band specific mid-wavelength value (measured in nm). Upward and 
downward ozone transmittance are calculated as described by Sturm (1984) via equations 
3.5 and 3.6: 
 𝑡𝑜𝑧 ↑= exp (−𝜏𝑜𝑧) (3.5) 
 𝑡𝑜𝑧 ↓= exp (
−𝜏𝑜𝑧
𝑐𝑜𝑠𝜃𝑠
) (3.6) 
where τoz is the constant ozone optical thickness as calculated by Jorge et al (2017). 
Rayleigh path radiance is subtracted from TOA radiance to determine Rayleigh corrected 
TOA radiance (?̂?𝜆) via equation 3.7: 
 ?̂?𝜆 =  𝐿𝜆 − 𝐿𝑟 (3.7) 
?̂?𝜆 is converted to TOA reflectance as described by the USGS via equation 3.8: 
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 𝜌𝜆 =  
𝜋 ∙ ?̂?𝜆 ∙ 𝑑
2
𝐸𝑆𝑈𝑁𝜆 ∙ 𝑐𝑜𝑠𝜃𝑠
 (3.8) 
where ρ is TOA reflectance for wavelength range or band λ and d is the Earth-to-sun 
distance in astronomical units. This correction method converts to TOA reflectance to 
avoid issues regarding shifts in the solar zenith angle due to latitude and time of year. The 
goal of this method is to provide a robust correction that does not rely on terrestrial-based 
aerosol predictions. Errors due to shifts in aerosols can still provide error; however, these 
errors are limited by using images with lower total cloud coverage (less atmospheric 
hydrological activity and therefore more homogenous water vapour). 
3.2.4 Landsat 7 ETM+ to Landsat 8 OLI reflectance comparison 
The OLI sensor in Landsat 8 introduced differences in bandwidths from 
TM/ETM+ sensors, particularly in Red and NIR bands (bands 3 and 4 (TM/ETM+) and 
bands 4 and 5 (OLI) respectively; Table 1.3). In order to have confidence in models that 
combine reflectance from these sensors, it is important to ensure that reflectance 
measured in these bands are comparable between sensors. 
Pairs of corresponding Landsat 7 ETM+ and Landsat 8 OLI images with cloud 
coverage < 5% within ±8 days (offset between acquisitions of Landsat 7 and Landsat 8) 
of each other were acquired (only Landsat ETM+ and OLI images were compared as the 
Landsat TM sensor was discontinued prior to the launch of Landsat 8). Seven pairs of 
images meeting these criteria were located in British Columbia, Alberta and Ontario, 
Canada, and in California and Kansas, U.S. 
Random points (10,000 at a minimum 90-meter distance) were generated in the 
central 22-km strip of the Landsat ETM+ images where scan line failure did not create 
missing data. Clouds were masked using high confidence cloud pixels identified in the 
Pixel Quality Assessment band provided with Level-2 products, and reflectance values 
were sampled at each remaining point. 
Differences in sampled reflectance for each band λ between the sensors were 
evaluated using: (1) the mean absolute error (MAE; unsigned mean of differences 
between Landsat 8 sampled reflectance (λ) and Landsat 7 sampled reflectance (λ)); (2) 
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bias (signed mean of Landsat 8 sampled reflectance (λ) minus Landsat 7 sampled 
reflectance (λ)); and (3) the coefficient of determination (R2), slope and intercept of linear 
regressions developed using Landsat 8 sampled reflectance (λ) as a dependent variable 
and Landsat 7 sampled reflectance (λ) as an independent variable.  
3.2.5 Lake boundary delineation 
Surface water pixels were identified using the Dynamic Surface Water Extent 
(DSWE) model developed by Jones (2016) and adapted by DeVries et al (2017). The 
model is implemented using a python script with Landsat Level-2 surface reflectance data 
as inputs, specifically the Blue, Green, Red, NIR, SWIR1 and SWIR2 bands, and a 
CFmask band (a generated cloud cover band developed with LEDAPS for Landsat TM 
and ETM+ and with LaSRC for OLI). The model generates an output raster with pixel 
values denoting terrain, water, cloud, and cloud shadow. DSWE model results are 
preferred over water pixels identified in the current USGS Level-2 Pixel Quality 
Assessment band for determining lake boundaries as there is higher confidence in 
separating pixels influenced by emergent vegetation. Contiguous groups of water pixels 
were vectorized without polygon simplification (i.e., lake vector boundaries matched 
pixel boundaries). The polygons were subsequently buffered inwards by 15 m (1/2 pixel 
width) to minimize the effects of spatial differences in lake boundaries less than pixel 
width and the spectral effects of edge pixels where the reflectance of vegetation and 
shallow depths mix with the reflectance of water. After buffering, lake polygons smaller 
than 4.5 ha (50 pixels) were discarded, also for the purpose of reducing the potential of 
mixed pixels.  
3.3 Lake selection for correlation testing 
Sample coordinates were joined to lake polygons derived from corresponding 
Landsat images within ± 2 days of each other, consistent with the time window suggested 
by Sass et al (2007). When multiple samples were taken from the same lake within the 
two-day window surrounding image acquisition, sample values were averaged. Lake 
polygons were used to extract representative lake reflectance values instead of extracting 
reflectance values at the sample points because of the uncertainty of the sample 
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coordinates (i.e., spatial precision and whether the coordinates represented sample or lake 
coordinates). Extracting reflectance values in a polygon assumes that chl-a concentration 
and other constituents are relatively homogeneous throughout a lake so that a sample 
taken in one location is representative of samples taken in any other location. To satisfy 
this assumption, lakes with a relatively high standard deviation of TOA radiance values 
in the Red band were discarded as light in this bad is more highly scattered by algal cell 
walls (Menken et al, 2006). The threshold of allowable standard deviation was 
determined separately for each ecoregion given the requirements for a minimum number 
of samples for each ecoregion and the apparent differences in TOA radiance variability in 
lakes between ecoregions. Lakes with a standard deviation of Red band TOA radiance 
greater than the median for the ecoregion were discarded.  
While standardized criteria for sample-to-image time window matching, image 
cloud coverage and Red band TOA radiance standard deviation in lakes were established, 
exceptions were made to criteria in some ecoregions. Samples were matched within ±3 
days instead of ±2 days in the PTW and TMF ecoregions due to limited samples. Images 
containing cloud coverage < 60% were acquired in the PTW and BCF ecoregions due to 
limited samples and < 25% in the TMF ecoregion due to the fact that few images were 
found at < 10% cloud coverage. Lakes in the TPS ecoregion were found to have 
relatively low standard deviations of Red band TOA radiance, and therefore only lakes 
with a standard deviation of Red band TOA radiance greater than the 75th percentile 
were removed. Conversely, lakes in the TPD region exhibited relatively high standard 
deviations of Red band TOA radiance, and therefore only lakes with a standard deviation 
of Red band TOA radiance greater than the 25th percentile were removed.  
After removing lakes with a standard deviation of Red band TOA radiance greater 
than the median in the TCF ecoregion, there was a disproportionate number of 
oligotrophic (≤ 2.6 μg chl-a L-1) and mesotrophic (> 2.6 and ≤ 20 μg chl-a L-1) chl-a 
samples, resulting in a non-normal distribution of chl-a concentration (Figure 3.1). As the 
majority of mesotrophic lakes had chl-a concentrations ≤ 10 μg L-1, lakes with a standard 
deviation of Red band TOA radiance greater than the median of this subset were also 
discarded. The pixel depth (or bit-depth) in Landsat TM and ETM+ images are poor at 
discerning subtle changes in oligotrophic waters (8-bit compared to Landsat OLI’s 16-
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bit) (Kutser, 2012; Baghdadi & Zribi, 2016). Therefore, in order to provide more 
eutrophic (> 20 and ≤ 56 μg chl-a L-1) and hyper-eutrophic (> 56 and ≤ 155 μg chl-a L-1) 
lakes in the sample distribution, chl-a concentration samples from the BCF in northern 
Alberta (Sass et al., 2007) were added to the samples in the TCF ecoregion.  
The numbers of chl-a concentration samples by year and the distributions of 
sample trophic states for each ecoregion are given as in table 3.3: 
Table 3.3 Chl-a concentration samples per ecoregion by year and the distributions of 
sample trophic states 
Ecoregion PTW BCF TCF TPS TPD SHF TMF 
Chl-a (n) 18 30 82 24 30 36 30 
Years 
1991-
1999 
1984-
2017 
1985-
2016 
1985-
2015 
1985-
2008 
2010-
2014 
1986-
2010 
Concentration 
range (µg L-1) 
0.65-
115.7 
1.3-
112.5 
0.5-
136.4 
1.3-
74.5 
0.95-
96.9 
1.29-
102 
0.02-
97 
Number of images 9 21 39 19 28 12 30 
Oligotrophic (%) 56% 13% 16% 13% 20% 8% 17% 
Mesotrophic (%) 27% 57% 61% 45% 50% 44% 53% 
Eutrophic (%) 6% 13% 17% 38% 17% 28% 23% 
Hyper-Eutrophic 
(%) 
11% 17% 6% 4% 13% 20% 3% 
 
3.4 Correlation testing and regression modelling 
Sample chl-a concentration, true colour or DOC, TSS, and turbidity were related 
to mean corrected TOA reflectance within corresponding lake polygons after reflectance 
pixels identified as high confidence cloud or cloud shadow in the Pixel Quality 
Assessment band provided with Level-2 products were removed. 
For each ecoregion, sample chl-a concentration, true colour or DOC, TSS, and 
turbidity (dependent variables) were related to four reflectance band means and 78 
combinations of reflectance band means (independent variables, hereinafter referred to as 
algorithms; Appendix D) using four different regression equation types:  (1) linear (no 
data transformations); (2) exponential (natural log transformation of dependent variable); 
(3) logarithmic (natural log transformation of independent variable); and (4) power 
(natural log transformations of both variables). For section 4.2, 71 algorithms are tested 
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to compare regression methods, as 11 algorithms provided negative x-axis values (and 
therefore not log-transformable). Pearson correlation (R) was used to assess the strength 
of the relationship between each constituent and each algorithm. P-values were used to 
assess the significance (P < 0.05) of the relationships. Pearson correlation tests were 
performed prior to outlier removal to assess initial fit. Outliers were identified using 
Cook’s distance > 4/n and removed in a maximum of three iterations from selected 
models. A total of 7,872 models were generated and only generalizations of the results 
and specific algorithms are given in this thesis. The resulting models may expect 
considerable variability, a summary of expected potential error can be found in table 
Table 3.4 Summary of potential variables associated with this study design that may 
introduce variability into the developed models. 
Error producing 
variable 
Description 
1. Temporal lag 
between image 
and sample 
Landsat sensors have a 16 day temporal resolution, and so the 
likelihood of matching an image to a sample is low. Many 
genera of phytoplankton can move vertically in the water 
column and what may have been measured at the surface one 
day, may not be visible by the sensor the next day (or vice 
versa). This possibility would introduce the highest potential of 
variability in the models, creating a very high mismatch of 
potential reflectance measurements.  
2. Lake bottom 
effect 
Lake bathymetry mapping is a time intensive procedure 
requiring in situ sonar measurements. Light can penetrate into 
the water (deeper at shorter wavelengths) and reflect the bottom 
of the lake, increasing the total reflectance. Standard deviation 
thresholds can reduce the total variation introduced, but only for 
oligotrophic lakes with more complex bathometry.  
3. Aerosol scatter 
Aerosols present in the atmosphere (e.g., fine dust, water 
vapour), are not corrected for in this study. The presence of 
increased aerosols can increase total atmospheric scatter, 
particularly at shorter visible wavelengths. The presence of 
water vapour is minimize by percent cloud coverage thresholds, 
however increases in dust particles (from forest fires or volcanic 
eruptions) are not considered in this study and may introduce 
variability in the models. 
4. Varying algal 
communities 
The composition of phytoplankton communities is not often 
assessed or tested in water quality analysis, and are therefore not 
reported. It is unknown what the community compositions are 
within the given in situ data. Differing taxa may contain 
additional pigments (e.g., chlorophyll-b), which can add 
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to/change the spectral absorbance and reflectance observed in 
the lake. These changes are more often subtle and in which the 
Landsat bandwidths may not be affected as extensively. While 
this can still affect the total reflectance measured, this would 
introduce limited variance in the models.  
5. Varying 
constituent 
concentrations 
It is well known that the presence of sediments and DOM can 
greatly affect the spectral absorption of the lakes, introducing 
vary high variation into the model. The application of band 
algorithms is designed to minimize this effect by assessing 
differences between bands measurements related to the presence 
of chl-a. Measurements of true colour, TSS and turbidity are 
tested with the same algorithms to determine a difference in 
correlation. Therefore the potential variability within the 
finalized models should be minimized. 
 
3.5 Spatial cross-validation of regression models 
To provide confidence that selected models provide predictive capabilities across 
large geographic extents, a spatial cross-validation technique was implemented using the 
MLR package in R (Bernd et al, 2016). This function randomly removes spatial clusters 
in a specified number of iterations of a size specified by the user as a testing dataset; the 
remaining samples are used as a training dataset. This package requires the creation of 
what are called tasks, learners and resampling descriptions to create a resampling 
function. Tasks specify the input data (chl-a samples) to be targeted for prediction, and 
the spatial context (sample coordinates). A learner is a prediction model which for this 
study is set to the linear regression type and for which the standard error of the model is 
measured. A resampling description defines the resampling method (“SpRepCV” or 
Spatial Resampling Cross-Validation), the number of folds or testing samples (30%), and 
the desired number of iterations (100). 
The resulting resampled data is used to create a 1:1 scatterplot in which the slope, 
intercept and bias of the model are calculated. The resample function calculates the Root 
Mean Square Error (RMSE) and MAE of the model predictions. RMSE is used to 
measure predictive power and is calculated as: 
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 𝑅𝑀𝑆𝐸 =  √
∑ (𝑦𝑖 − 𝑥𝑖)2
𝑛
𝑖=1
𝑛
 (3.2) 
where y is the observed reflectance value and x is the predicted value at point i. MAE is 
used to determine the average predictive error and is calculated as: 
 𝑀𝐴𝐸 =  
1
𝑛
∑ |𝑦𝑖 − 𝑥𝑖|
𝑛
𝑖=1
 (3.3) 
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Figure 3.2 Flowchart overview of methodology from data acquisition to validation of the 
final models. 
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Chapter 4  
4 Results 
4.1 Landsat 7 ETM+ to Landsat 8 OLI reflectance comparison 
Blue, Green and Red bands showed the smallest differences in reflectance 
between Landsat 7 ETM+ and Landsat 8 OLI sensors as illustrated by MAE and bias 
(Table 4.1). While NIR band reflectance showed the largest differences as illustrated by 
MAE, bias was small and NIR band reflectance showed the greatest correlations with 
each other in the sample pairs as illustrated by the coefficient of determination when the 
reflectance were regressed to each other R2). All regression comparisons were significant 
(p < 0.05) with slopes close to 1 and intercepts close to 0. Deviation from a 1:1 line is 
most likely due to surface or atmospheric changes; bias is likely due to bandwidth 
differences.  
Table 4.1 Landsat 7 ETM+ to Landsat 8 OLI reflectance comparison results. 
WRS-2 
path/row 
(year) 
Band 
MAE 
(0 - 
+1) 
Bias 
(-1 - +1) 
OLI/TIR
S Image 
Cloud % 
ETM+ 
Image 
Cloud % 
R2 Slope Intercept 
019/026 
(2013) 
Blue 0.004 -0.003 
0.09 0.00 
0.88 0.872949 0.0019 
Green 0.004 0.002 0.93 0.904875 0.0055 
Red 0.005 0.003 0.94 0.902984 0.0060 
NIR 0.010 -0.002 0.96 1.029851 -0.0071 
027/033 
(2017) 
Blue 0.009 -0.007 
0.03 0.00 
0.77 0.92032 -0.0018 
Green 0.007 0.000 0.79 0.975462 0.0013 
Red 0.008 0.003 0.77 1.045412 -0.0001 
NIR 0.018 0.014 0.96 1.037901 0.0035 
041/035 
(2015) 
Blue 0.011 -0.010 
0.03 0.00 
0.89 0.868912 0.0021 
Green 0.007 -0.005 0.94 0.967219 -0.0012 
Red 0.007 -0.003 0.96 1.000485 -0.0035 
NIR 0.013 0.008 0.90 1.046385 -0.0018 
041/035 
(2016) 
Blue 0.004 -0.002 
0.10 0.00 
0.95 0.972969 -0.0006 
Green 0.004 0.000 0.95 0.983628 0.0011 
Red 0.006 -0.002 0.95 0.989032 -0.0005 
NIR 0.013 0.009 0.92 1.065065 -0.0059 
043/020 
(2013) 
Blue 0.004 0.004 
1.96 0.00 
0.57 0.604849 0.0168 
Green 0.007 0.007 0.72 0.892741 0.0104 
Red 0.007 0.007 0.72 0.925599 0.0085 
NIR 0.011 0.010 0.96 1.048194 0.0017 
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WRS-2 
path/row 
(year) 
Band 
MAE 
(0 - 
+1) 
Bias 
(-1 - +1) 
OLI/TIR
S Image 
Cloud % 
ETM+ 
Image 
Cloud % 
R2 Slope Intercept 
047/018 
(2013) 
Blue 0.005 -0.004 
6.96 0.00 
0.59 0.857937 0.0008 
Green 0.002 -0.001 0.82 0.991456 -0.0003 
Red 0.003 0.000 0.86 1.02856 -0.0009 
NIR 0.009 0.005 0.95 1.089064 -0.0095 
048/026 
(2014) 
Blue 0.005 -0.005 
0.06 0.00 
0.85 0.888758 -0.0014 
Green 0.002 0.000 0.93 1.000837 -0.0003 
Red 0.003 -0.001 0.94 0.95152 -0.0005 
NIR 0.017 0.014 0.99 1.107532 -0.0021 
4.2 Regression types  
For regressions of sampled chl-a concentration to all combinations, ratios or 
algorithms of Landsat band reflectance (n = 71) in all ecoregions (n = 7), linear 
regressions (no data transformations) had a mean and median R of 0.46 and 0.45 
respectively, exponential regressions (natural log transformation of chl-a concentration) 
had a mean and median R of 0.49 and 0.51 respectively, logarithmic regressions (natural 
log transformation of reflectance) had a mean and median R of 0.46 and 0.48 
respectively, and power regressions (natural log transformations of chl-a concentration 
and reflectance) had a mean and median R of 0.52 and 0.54 respectively. 
Out of 497 possible models (71 combinations, ratios or algorithms of Landsat 
band reflectance × seven ecoregions), maximum R was found in 133 linear models 
(26.8%), 112 exponential models (22.5%), 59 logarithmic models (11.9%) and 193 power 
models (38.8%), and minimum R was found in 158 linear models (31.8%), 121 
exponential models (24.3%), 161 logarithmic models (32.4%) and 57 power models 
(11.5%) (Figure 4.1).  
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Figure 4.1 Combinations, ratios, or algorithms of Landsat band reflectance showing 
number of highest to lowest R with chl-a concentration and other optical constituents for 
all ecoregions. 
For models with significant (p < 0.05) correlations between sampled chl-a 
concentration and combinations, ratios or algorithms of Landsat band reflectance, 
exponential and power models that predict chl-a concentration were least likely to be 
found with significant correlations between other freshwater optical constituents (true 
colour or DOC, turbidity and TSS) and combinations, ratios or algorithms of Landsat 
band reflectance. Out of 497 possible cases, linear regressions were significant for chl-a 
concentration and for no other optical constituents 131 times (26.4%), exponential 
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regressions were significant for chl-a concentration and for no other optical constituents 
142 times (28.6%), logarithmic regressions were significant for chl-a concentration and 
for no other optical constituents 132 times (26.6%), and power regressions were 
significant for chl-a concentration and for no other optical constituents 152 times 
(30.6%). 
Of 188 models (significant correlations between sampled chl-a concentration and 
combinations, ratios or algorithms of Landsat band reflectances and no significant 
correlations between other freshwater optical constituents and combinations, ratios or 
algorithms of Landsat band reflectance), linear regressions had a mean and median R of 
0.61 and 0.64 respectively, exponential regressions had a mean and median R of 0.64 and 
0.65 respectively, logarithmic regressions had a mean and median R of 0.58 and 0.57 
respectively, and power regressions had a mean and median R of 0.65 and 0.64 
respectively. Maximum R was found in 59 linear models (31.4%), 53 exponential models 
(28.2%), 13 logarithmic models (6.9%) and 63 power models (33.5%), and minimum R 
was found in 42 linear models (22.3%), 37 exponential models (19.7%), 71 logarithmic 
models (37.8%) and 38 power models (20.2%).   
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Figure 4.2 Combinations, ratios, or algorithms of Landsat band reflectance showing 
number of highest to lowest R with significant correlations for chl-a concentration and no 
significant correlations with other optical constituents for all ecoregions. 
4.3 Landsat band reflectance combinations, ratios and algorithms 
Of the four tested Landsat bands (Blue, Green, Red and NIR) across all 
ecoregions and for all regression types, NIR reflectance was found to have the strongest 
correlations with chl-a concentration. However, this was true only for linear and 
logarithmic models. Red reflectance was found to have the strongest correlations with 
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chl-a concentration in exponential and power models (see table 4.2, and see Appendix F 
for full results of all algorithms).  
Table 4.2 Pearson R correlation of chl-a to Blue, Green, Red and NIR bands. Shaded 
rows indicates highest median R for the corresponding regression. * = Significant (p < 
0.05) and not significant for true colour, TSS and turbidity. 
Band Regression PTW BCF TCF TPS TPD SHF TMF Median 
Blue 
Linear 0.04 0.25 0.60* 0.46* 0.21 0.59* 0.44* 0.44 
Exponential 0.05 0.04 0.55* 0.46 0.19 0.52* 0.04 0.19 
Logarithmic 0.001 0.24 0.54* 0.49* 0.26 0.57* 0.36* 0.36 
Power 0.08 0.02 0.51* 0.52 0.26 0.51* 0.09 0.26 
Green 
Linear 0.41 0.77* 0.66 0.45 0.57 0.77 0.12 0.57 
Exponential 0.47* 0.79* 0.68 0.47 0.57 0.74 0.46* 0.57 
Logarithmic 0.44 0.74* 0.57 0.46 0.56 0.75 0.08 0.56 
Power 0.51* 0.79* 0.63* 0.52 0.62 0.74 0.47* 0.62 
Red 
Linear 0.56* 0.83* 0.69 0.40 0.46 0.80 0.24 0.56 
Exponential 0.64* 0.87* 0.71 0.40 0.48 0.76 0.32 0.64 
Logarithmic 0.53* 0.76* 0.59 0.43 0.50 0.77 0.17 0.53 
Power 0.64* 0.84* 0.66* 0.49 0.58 0.76 0.35 0.64 
NIR 
Linear 0.81* 0.80 0.54* 0.51 0.73 0.65* 0.72* 0.72 
Exponential 0.86* 0.76 0.50* 0.50 0.64 0.56* 0.44* 0.56 
Logarithmic 0.72* 0.71 0.46* 0.54 0.71 0.62* 0.59* 0.62 
Power 0.81* 0.76 0.44 0.62 0.70 0.56* 0.47* 0.62 
 
Of the four tested Landsat bands (Blue, Green, Red and NIR) across all 
ecoregions and for all regression types, Green reflectance was found to have the strongest 
correlations with colour, which was true for all regressions (see table 4.3, and see 
Appendix F for full results of all algorithms). 
Table 4.3 Pearson R correlation of true colour to Blue, Green, Red and NIR bands. 
Shaded rows indicates highest median R for the corresponding regression. * = Significant 
(p < 0.05) and not significant for chl-a. 
Band Regression PTW BCF TCF TPS TPD SHF TMF Median 
Blue 
Linear 0.01 0.23 0.02 N/A 0.54 0.17 0.17 0.17 
Exponential 0.10 0.28 0.08 N/A 0.47 0.10 0.18 0.14 
Logarithmic 0.02 0.27 0.05 N/A 0.53 0.17 0.18 0.17 
Power 0.10 0.30 0.03 N/A 0.44 0.10 0.18 0.14 
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Green 
Linear 0.30 0.10 0.06 N/A 0.77 0.33 0.35 0.32 
Exponential 0.29 0.08 0.02 N/A 0.72 0.22 0.38 0.25 
Logarithmic 0.36 0.04 0.11 N/A 0.79 0.34 0.39 0.35 
Power 0.35 0.03 0.05 N/A 0.77 0.24 0.42 0.30 
Red 
Linear 0.19 0.14 0.00 N/A 0.84 0.21 0.34 0.20 
Exponential 0.18 0.13 0.09 N/A 0.78 0.05 0.37 0.15 
Logarithmic 0.23 0.06 0.01 N/A 0.86 0.20 0.37 0.21 
Power 0.21 0.04 0.02 N/A 0.86 0.03 0.40 0.13 
NIR 
Linear 0.04 0.49 0.06 N/A 0.56 0.05 0.10 0.08 
Exponential 0.06 0.50 0.00 N/A 0.60 0.04 0.22 0.14 
Logarithmic 0.07 0.54 0.12 N/A 0.66 0.03 0.10 0.11 
Power 0.01 0.55 0.14 N/A 0.72 0.06 0.25 0.19 
 
Of the four tested Landsat bands (Blue, Green, Red and NIR), across all 
ecoregions, and for all regression types, Red reflectance was found to have the strongest 
correlations with turbidity, which was true for all regressions (see table 4.4, and see 
Appendix F for full results of all algorithms). 
Table 4.4 Pearson R correlation of turbidity to Blue, Green, Red and NIR bands. Shaded 
rows indicates highest median R for the corresponding regression. * = Significant (p < 
0.05) and not significant for chl-a and true colour. 
Band Regression PTW BCF TCF TPS TPD SHF TMF Median 
Blue 
Linear N/A 0.29* 0.05 0.06 0.34 0.18 0.13 0.15 
Exponential N/A 0.18 0.12 0.00 0.40 0.21 0.20 0.19 
Logarithmic N/A 0.31 0.02 0.06 0.36 0.16 0.18 0.17 
Power N/A 0.21 0.08 0.00 0.43* 0.20 0.24 0.20 
Green 
Linear N/A 0.16 0.66 0.18 0.50 0.51 0.21 0.35 
Exponential N/A 0.12 0.46 0.21 0.58 0.50 0.28 0.37 
Logarithmic N/A 0.16 0.52 0.18 0.56 0.44 0.29 0.37 
Power N/A 0.12 0.39 0.21 0.65 0.45 0.36 0.37 
Red 
Linear N/A 0.44 0.68 0.34* 0.53 0.54 0.27 0.48 
Exponential N/A 0.48 0.49 0.39* 0.60 0.56 0.33 0.48 
Logarithmic N/A 0.44 0.55 0.35 0.60 0.51 0.37 0.48 
Power N/A 0.49 0.42 0.41 0.69 0.54 0.41 0.45 
NIR 
Linear N/A 0.20 0.10 0.49 0.25 0.11 0.28 0.23 
Exponential N/A 0.33 0.23 0.47 0.33 0.19 0.33 0.33 
Logarithmic N/A 0.21 0.13 0.50 0.27 0.10 0.38 0.24 
Power N/A 0.34 0.25 0.48 0.36 0.18 0.43 0.35 
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Of the four tested Landsat bands (Blue, Green, Red and NIR) across all 
ecoregions and for all regression types, Green reflectance was found to have the strongest 
correlations with TSS, which was true for all regressions (see table 4.5, and see Appendix 
F for full results of all algorithms). 
Table 4.5 Pearson R correlation of TSS to Blue, Green, Red and NIR bands. Shaded 
rows indicates highest median R for the corresponding regression. * = Significant (p < 
0.05) and not significant for chl-a and true colour. 
Band Regression PTW BCF TCF TPS TPD SHF TMF Median 
Blue 
Linear N/A N/A 0.04 0.34 0.46 0.11 0.17 0.17 
Exponential N/A N/A 0.05 0.42 0.29 0.01 0.14 0.14 
Logarithmic N/A N/A 0.01 0.35 0.40 0.09 0.18 0.18 
Power N/A N/A 0.03 0.43 0.25 0.04 0.11 0.11 
Green 
Linear N/A N/A 0.27 0.69 0.66 0.67 0.27 0.66 
Exponential N/A N/A 0.19 0.76 0.48 0.53 0.28 0.48 
Logarithmic N/A N/A 0.26 0.62 0.58 0.58 0.31 0.58 
Power N/A N/A 0.18 0.72 0.43 0.46 0.30 0.43 
Red 
Linear N/A N/A 0.31 0.71* 0.67 0.64 0.31 0.64 
Exponential N/A N/A 0.26 0.80* 0.41 0.50 0.32 0.41 
Logarithmic N/A N/A 0.30 0.65 0.49 0.56 0.36 0.49 
Power N/A N/A 0.25 0.77 0.26 0.44 0.34 0.34 
NIR 
Linear N/A N/A 0.21 0.25 0.05 0.34 0.32 0.25 
Exponential N/A N/A 0.24 0.03 0.06 0.18 0.28 0.18 
Logarithmic N/A N/A 0.20 0.18 0.07 0.26 0.32 0.20 
Power N/A N/A 0.25 0.04 0.10 0.11 0.24 0.11 
 
NIR reflectance was significantly correlated with chl-a concentration in four of 
the ecoregions (PTW, TCF, SHF and TMF) for all regression types (mean R = 0.68, 0.59, 
0.60, 0.58, median R = 0.68, 0.54, 0.60, 0.52 for linear, exponential, logarithmic and 
power regressions respectively) where no other constituents (true colour, TSS and 
turbidity) are significant.  
Red reflectance was significantly correlated with chl-a concentration in two of the 
ecoregions (PTW and BCF) for linear, exponential and logarithmic regression (mean R = 
0.70, 0.75, 0.64, median R = 0.70, 0.75, 0.64), and 3 of the ecoregions (PTW, BCF, TCF) 
(mean R = 0.72, median R = 0.67) for power regression where no other constituents (true 
colour, TSS and turbidity) are significant. 
40 
 
 
Green reflectance was significantly correlated with chl-a concentration in one 
ecoregion (BCF) for linear and logarithmic regression (R = 0.77, 0.74), 3 of the 
ecoregions (PTW, BCF and TMF) for exponential regression (mean R = 0.57, median R 
= 0.47), and 4 of the ecoregions (PTW, BCF, TCF and TMF) for power regression (mean 
R = 0.61, median R = 0.58) where no other constituents (true colour, TSS and turbidity) 
are significant. 
Blue reflectance was significantly correlated with chl-a concentration in 4 of the 
ecoregions (TCF, TPS, SHF and TMF) for all linear and logarithmic regression (mean R 
= 0.52, 0.49, median R = 0.52, 0.52), and 2 of the ecoregions (TCF and SHF) for all 
exponential and power regression (mean R = 0.54, 0.53, median R = 0.54, 0.53) where no 
other constituents (true colour, TSS and turbidity) are significant. 
 Correlations between sampled chl-a concentration, true colour or DOC, turbidity 
and TSS were tested for 78 combinations, ratios or algorithms of Landsat band 
reflectance in each ecoregion. Only certain combinations, ratios or algorithms are 
reported below based on (1) their performance (as indicated by correlation coefficient, 
significance and number of ecoregions where models had significant correlations with 
chl-a concentration but not with other freshwater optical constituents), and (2) common 
use in published studies (e.g., Red-to-Blue ratio, Green-to-Blue ratio). Full tables of 
results can be found in Appendix F. A heatmap overview of all Pearson R results can be 
seen in figure 4.2. 
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Figure 4.3 Overview of Pearson R correlation testing (linear regression). Cells within 
each column (left to right): PTW, BCF, TCF, TPS, TPD, SHF, and TMF.  
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Figure 4.4 Overview of Pearson R correlation testing (exponential regression). Cells 
within each column (left to right): PTW, BCF, TCF, TPS, TPD, SHF, and TMF.  
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Figure 4.5 Overview of Pearson R correlation testing (logarithmic regression). Cells 
within each column (left to right): PTW, BCF, TCF, TPS, TPD, SHF, and TMF.  
44 
 
 
 
Figure 4.6 Overview of Pearson R correlation testing (power regression). Cells within 
each column (left to right): PTW, BCF, TCF, TPS, TPD, SHF, and TMF.
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4.3.1 Red-to-Blue ratio (R ∕ B) 
Red-to-Blue ratio (R ∕ B) of Landsat band reflectance had no significant 
correlations with non-chl-a optical constituents only in PTW for all regression types. 
Only DOC was tested in PTW (no turbidity or TSS samples were available). Across all 
ecoregions, R for correlations of (R ∕ B) to chl-a concentration ranged from 0.08 ≤ R ≤ 
0.83 for linear, 0.15 ≤ R ≤ 0.90 for exponential, 0.11 ≤ R ≤ 0.79 for logarithmic, and 0.21 
≤ R ≤ 0.86 for power regressions.  
Significant correlations between true colour and (R ∕ B) which had no 
corresponding significant correlations with chl-a concentration were not found in any 
ecoregions. Across all ecoregions, R for correlations of (R ∕ B) to true colour ranged from 
0.02 ≤ R ≤ 0.88 for linear, 0.003 ≤ R ≤ 0.91 for exponential, 0.03 ≤ R ≤ 0.84 for 
logarithmic, and 0.01 ≤ R ≤ 0.92 for power.  
Significant correlations between turbidity and (R ∕ B) which had no corresponding 
significant correlations with chl-a concentration or true colour were found in TPS and 
TMF for linear and logarithmic regressions. Across all ecoregions, R for correlations of 
(R ∕ B) to turbidity ranged from 0.56 ≤ R ≤ 0.78 for linear regression, 0.57 ≤ R ≤ 0.79 for 
exponential, 0.56 ≤ R ≤ 0.77 for logarithmic, and 0.56 ≤ R ≤ 0.79 for power.  
Significant correlations between TSS and (R ∕ B), which had no corresponding 
significant correlations with chl-a concentration or true colour, were found only in TPS 
for all regression types. Across all ecoregions, R for correlations of (R ∕ B) to TSS ranged 
from 0.02 ≤ R ≤ 0.88 for linear, 0.003 ≤ R ≤ 0.91 for exponential, 0.03 ≤ R ≤ 0.84 for 
logarithmic, and 0.01 ≤ R ≤ 0.92 for power (see table 4.6, and see Appendix F for full 
results of all algorithms). 
Table 4.6 Pearson R correlation of all constituents to Red-to-Blue ratio (R ∕ B). * = 
Significant (p < 0.05) and not significant for other constituents (chl-a to true colour, TSS 
and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), (turbidity to chl-a 
and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.83* 0.78 0.51 0.08 0.58 0.77 0.14 0.58 
Exponential 0.89* 0.90 0.66 0.15 0.69 0.79 0.56 0.69 
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Logarithmic 0.76* 0.71 0.48 0.11 0.56 0.79 0.12 0.56 
Power 0.86* 0.86 0.64 0.21 0.70 0.83 0.53 0.70 
True 
Colour 
Linear 0.35 0.35 0.02 N/A 0.88 0.20 0.28 0.31 
Exponential 0.24 0.36 0.03 N/A 0.91 0.04 0.31 0.28 
Logarithmic 0.39 0.27 0.03 N/A 0.84 0.19 0.26 0.27 
Power 0.28 0.28 0.01 N/A 0.92 0.06 0.30 0.28 
TSS 
Linear N/A N/A 0.83 0.82* 0.50 0.85 0.42 0.82 
Exponential N/A N/A 0.73 0.91* 0.29 0.75 0.46 0.73 
Logarithmic N/A N/A 0.79 0.79* 0.38 0.81 0.43 0.79 
Power N/A N/A 0.70 0.91* 0.17 0.73 0.47 0.70 
Turbidity 
Linear N/A 0.78 0.76 0.56* 0.66 0.78 0.60* 0.71 
Exponential N/A 0.75 0.59 0.57* 0.71 0.79 0.60 0.66 
Logarithmic N/A 0.77 0.67 0.56* 0.64 0.77 0.60* 0.66 
Power N/A 0.75 0.56 0.58* 0.70 0.79 0.61 0.66 
 
4.3.2 Green-to-Blue ratio (G ∕ B) 
The Green-to-Blue ratio (G ∕ B) of Landsat band reflectance is commonly used 
water quality algorithm used for oligotrophic oceans and has been adapted to Landsat for 
inland waters on several occasions (Carder et al., 2004). (G ∕ B) had no significant 
correlations with non-chl-a optical constituents for only the PTW for exponential and 
power regression (R = 0.77 for exponential and 0.79 for power).  
Significant correlations between true colour and (G ∕ B), which had no 
corresponding significant correlations with chl-a concentration, were not found in any 
ecoregion. Across all ecoregions, R for correlations of (G ∕ B) to true colour ranged from 
0.20 ≤ R ≤ 0.69 for linear regression, 0.20 ≤ R ≤ 0.78 for exponential, 0.21 ≤ R ≤ 0.70 for 
logarithmic, and 0.22 ≤ R ≤ 0.80 for power.  
Significant correlations between turbidity and (G ∕ B) which had no corresponding 
significant correlations with chl-a concentration or true colour were found in TPS and 
TMF for linear and logarithmic regressions. Across all ecoregions, R for correlations of 
(G ∕ B) to turbidity ranged from 0.13 – 0.78 for linear regression, 0.06 ≤ R ≤ 0.68 for 
exponential, 0.13 ≤ R ≤ 0.72 for logarithmic, and 0.06 – 0.69 for power.  
Significant correlations between TSS and (G ∕ B) which had no corresponding 
significant correlations with chl-a concentration or true colour were found in TPS for 
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exponential and power regressions. Across all ecoregions, R for correlations of (G ∕ B) to 
TSS ranged from 0.37 ≤ R ≤ 0.83 for linear, 0.45 ≤ R ≤ 0.89 for exponential, 0.38 ≤ R ≤ 
0.81 for logarithmic and 0.43 ≤ R ≤ 0.88 for power (see table 4.7, and see Appendix F for 
full results of all algorithms). 
Table 4.7 Pearson R correlation of all constituents to Green-to-Blue ratio (G ∕ B). * = 
Significant (p < 0.05) and not significant for other constituents (chl-a to true colour, TSS 
and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), (turbidity to chl-a 
and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.77 0.71 0.40 0.10 0.61 0.74 0.31 0.61 
Exponential 0.79* 0.83 0.56 0.01 0.71 0.77 0.75 0.75 
Logarithmic 0.74 0.68 0.40 0.09 0.60 0.75 0.29 0.60 
Power 0.78* 0.82 0.56 0.00 0.71 0.80 0.73 0.73 
True 
Colour 
Linear 0.51 0.41 0.20 N/A 0.69 0.42 0.35 0.41 
Exponential 0.39 0.43 0.20 N/A 0.78 0.30 0.41 0.40 
Logarithmic 0.55 0.38 0.21 N/A 0.70 0.45 0.35 0.41 
Power 0.44 0.40 0.22 N/A 0.80 0.33 0.41 0.40 
TSS 
Linear N/A N/A 0.76 0.81* 0.46 0.83 0.37 0.76 
Exponential N/A N/A 0.57 0.89* 0.47 0.75 0.45 0.57 
Logarithmic N/A N/A 0.70 0.79* 0.44 0.81 0.38 0.70 
Power N/A N/A 0.51 0.88* 0.43 0.74 0.46 0.51 
Turbidity 
Linear N/A 0.13 0.78 0.40* 0.58 0.65 0.63* 0.61 
Exponential N/A 0.06 0.60 0.37* 0.64 0.62 0.68 0.61 
Logarithmic N/A 0.13 0.72 0.41* 0.60 0.64 0.64* 0.62 
Power N/A 0.06 0.58 0.37* 0.66 0.61 0.69 0.60 
 
4.3.3 Blue and Near-Infrared combination (B × NIR) 
The Blue and Near-Infrared combination (B × NIR) of Landsat band reflectance 
had no significant correlations with non-chl-a optical constituents in PTW, BCF, TCF, 
TDP, SHF and TMF for linear regression, PTW, BCF, TCF and SHF for exponential and 
power regression, and PTW, BCF, TCF, SHF and TMF, for logarithmic regression. 
Across all ecoregions, R for correlations of (B × NIR) to chl-a concentration ranged from 
0.47 ≤ R ≤ 0.79 for linear, 0.32 ≤ R ≤ 0.70 for exponential, 0.52 ≤ R ≤ 0.72 for 
logarithmic and 0.31 ≤ R ≤ 0.73 for power.  
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Significant correlations between true colour and (B × NIR) which had no 
corresponding significant correlations with chl-a concentration were not found in any 
ecoregion. Across all ecoregions, R for correlations of (B × NIR) to true colour ranged 
from 0.003 ≤ R ≤ 0.52 for linear, 0.02 ≤ R ≤ 0.50 for exponential, 0.04 ≤ R ≤ 0.67 for 
logarithmic and 0.005 ≤ R ≤ 0.67 for power.  
Significant correlations between turbidity and (B × NIR) which had no 
corresponding significant correlations with chl-a concentration or true colour were not 
found in any ecoregion. Across all ecoregions, R for correlations of (B × NIR) to 
turbidity ranged from 0.06 ≤ R ≤ 0.37 for linear, 0.19 ≤ R ≤ 0.37 for exponential, 0.05 ≤ 
R ≤ 0.41 for logarithmic, and 0.18 ≤ R ≤ 0.43 for power).  
Significant correlations between TSS and (B × NIR) which had no corresponding 
significant correlations with chl-a concentration or true colour were not found in any 
ecoregion. Across all ecoregions, R for correlations of (B × NIR) to TSS ranged from 
0.16 ≤ R ≤ 0.34 for linear regression, 0.11 ≤ R ≤ 0.24 for exponential, 0.14 ≤ R ≤ 0.28 for 
logarithmic, and 0.04 ≤ R ≤ 0.34 for power (see table 4.8, and see Appendix F for full 
results of all algorithms).  
Table 4.8 Pearson R correlation of all constituents to Blue and Near-Infrared 
combination (B × NIR). * = Significant (p < 0.05) and not significant for other 
constituents (chl-a to true colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a 
and true colour), (turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.61* 0.79* 0.64* 0.47 0.53* 0.65* 0.73* 0.64 
Exponential 0.67* 0.70* 0.56* 0.42 0.42* 0.55* 0.32 0.55 
Logarithmic 0.57* 0.72* 0.52* 0.54 0.57* 0.61* 0.56 0.57 
Power 0.67* 0.73* 0.50* 0.60 0.56 0.55* 0.31 0.56 
True 
Colour 
Linear 0.03 0.33 0.00 N/A 0.52 0.11 0.13 0.12 
Exponential 0.07 0.33 0.09 N/A 0.50 0.02 0.19 0.14 
Logarithmic 0.04 0.34 0.10 N/A 0.67 0.09 0.15 0.13 
Power 0.04 0.33 0.09 N/A 0.67 0.00 0.23 0.16 
TSS 
Linear N/A N/A 0.16 0.34 0.26 0.31 0.23 0.26 
Exponential N/A N/A 0.17 0.21 0.11 0.15 0.24 0.17 
Logarithmic N/A N/A 0.14 0.27 0.24 0.20 0.28 0.24 
Power N/A N/A 0.19 0.16 0.04 0.06 0.21 0.16 
Turbidity Linear N/A 0.06 0.08 0.37 0.27 0.15 0.15 0.15 
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Exponential N/A 0.19 0.21 0.37 0.33 0.21 0.22 0.21 
Logarithmic N/A 0.05 0.09 0.41 0.33 0.13 0.32 0.22 
Power N/A 0.18 0.20 0.41 0.43 0.19 0.37 0.28 
 
4.3.4 Red-to-Near Infrared ratio (R ∕ NIR) 
The Red-to-Near-Infrared ratio (R ∕ NIR) is a commonly used algorithm for 
determining chl-a in highly turbid waters (Dall’Olmo et al, 2003, Schalles, 2006). (R ∕ 
NIR) of Landsat band reflectances had no significant correlations with non-chl-a optical 
constituents only in TMF for all regression types. Across all ecoregions, R for 
correlations of (R ∕ NIR) to chl-a concentration ranged from 0.01 ≤ R ≤ 0.43 for linear 
regression, 0.09 ≤ R ≤  0.80 for exponential, 0.03 ≤ R ≤  0.48 for logarithmic, and 0.09 ≤ 
R ≤ 0.78 for power.  
Significant correlations between true colour and (R ∕ NIR) which had no 
corresponding significant correlations with chl-a concentration were found in TPD for 
linear and logarithmic regressions. Across all ecoregions, R for correlations of (R ∕ NIR) 
to true colour ranged from 0.21 ≤ R ≤ 0.68 for linear regression, 0.13 ≤ R ≤ 0.71 for 
exponential, 0.23 ≤ R ≤ 0.65 for logarithmic, and 0.15 ≤ R ≤ 0.67 for power.  
Significant correlations between turbidity and (R ∕ NIR) which had no 
corresponding significant correlations with chl-a concentration or true colour were found 
in TCF and SHF for all regression types. Across all ecoregions, R for correlations of (R ∕ 
NIR) to turbidity ranged from 0.29 ≤ R ≤ 0.79 for linear, 0.15 ≤ R ≤ 0.72 for exponential, 
0.23 ≤ R ≤ 0.78 for logarithmic and 0.09 ≤ R ≤ 0.62 for power.  
Significant correlations between TSS and (R ∕ NIR) which had no corresponding 
significant correlations with chl-a concentration or true colour were found in TCF and 
SHF for all regression types. Across all ecoregions, R for correlations of (R ∕ NIR) to TSS 
ranged from 0.09 ≤ R ≤ 0.71 for linear, 0.07 ≤ R ≤ 0.70 for exponential, 0.08 ≤ R ≤ 0.66 
for logarithmic, and 0.08 ≤ R ≤ 0.73 for power regression (see table 4.9, and see 
Appendix F for full results of all algorithms). 
Table 4.9 Pearson R correlation of all constituents to Red-to-Near Infrared ratio (R ∕ 
NIR). * = Significant (p < 0.05) and not significant for other constituents (chl-a to true 
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colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), 
(turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.30 0.43 0.01 0.42 0.10 0.25 0.43* 0.30 
Exponential 0.25 0.44 0.14 0.48 0.03 0.36 0.80* 0.36 
Logarithmic 0.32 0.48 0.03 0.41 0.08 0.22 0.48* 0.32 
Power 0.29 0.48 0.15 0.47 0.05 0.33 0.78* 0.33 
True 
Colour 
Linear 0.41 0.68 0.21 N/A 0.63* 0.29 0.44 0.43 
Exponential 0.26 0.71 0.29 N/A 0.54 0.13 0.20 0.28 
Logarithmic 0.43 0.65 0.23 N/A 0.60* 0.32 0.49 0.46 
Power 0.28 0.67 0.32* N/A 0.50 0.15 0.24 0.30 
TSS 
Linear N/A N/A 0.55 0.37* 0.71 0.68* 0.09 0.55 
Exponential N/A N/A 0.55* 0.68 0.58* 0.70 0.07 0.58 
Logarithmic N/A N/A 0.50* 0.44 0.60 0.66* 0.08 0.50 
Power N/A N/A 0.53 0.73 0.52* 0.68* 0.08 0.53 
Turbidity 
Linear N/A 0.29 0.75* 0.36 0.60 0.79* 0.36 0.48 
Exponential N/A 0.15 0.65* 0.29 0.57* 0.72 0.40 0.48 
Logarithmic N/A 0.23 0.71* 0.37 0.58 0.78* 0.35 0.48 
Power N/A 0.09 0.65 0.29 0.56* 0.72* 0.38 0.47 
 
4.3.5 Three-band algorithm variant 1 [(G ∕ R) × NIR] 
The three-band algorithm variant 1 [(G ∕ R) × NIR] as described by Gitelson et al, 
(2003; 2011) has seen promising results (Keith et al., 2018). [(G ∕ R) × NIR] of Landsat 
band reflectance had no significant correlations with non-chl-a optical constituents in 
PTW, TCF, TPD, SHF, TMF for all regression types. Across all ecoregions, R for 
correlations of [(G ∕ R) × NIR] to chl-a concentration ranged from 0.46 ≤ R ≤ 0.78 for 
linear regression, 0.39 ≤ R ≤ 0.79 for exponential, 0.42 ≤ R ≤ 0.73 for logarithmic, and 
0.39 ≤ R ≤ 0.74 for power.  
Significant correlations between true colour and [(G ∕ R) × NIR] which had no 
corresponding significant correlations with chl-a concentration were not found in any 
ecoregion. Across all ecoregions, R for correlations of [(G ∕ R) × NIR] to true colour 
ranged from 0.02 ≤ R ≤ 0.52 for linear, 0.09 ≤ R ≤ 0.53 for exponential, 0.04 ≤ R ≤ 0.59 
for logarithmic, and 0.07 ≤ R ≤ 0.59 for power.  
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Significant correlations between turbidity and [(G ∕ R) × NIR] which had no 
corresponding significant correlations with chl-a concentration or true colour were not 
found in any ecoregion. Across all ecoregions, R for correlations of [(G ∕ R) × NIR] to 
turbidity ranged from 0.06 ≤ R ≤ 0.43 for linear, 0.09 ≤ R ≤ 0.38 for exponential, 0.01 ≤ 
R ≤ 0.44 for logarithmic, and 0.05 ≤ R ≤ 0.39 for power.  
Significant correlations between TSS and [(G ∕ R) × NIR] which had no 
corresponding significant correlations with chl-a concentration or true colour were not 
found in any ecoregion. Across all ecoregions, R for correlations of [(G ∕ R) × NIR] to 
TSS ranged from 0.04 ≤ R ≤ 0.35 for linear, 0.07 ≤ R ≤ 0.28 for exponential, 0.02 ≤ R ≤ 
0.28 for logarithmic, and 0.09 ≤ R ≤ 0.26 for power (see table 4.10, and see Appendix F 
for full results of all algorithms). 
Table 4.10 Pearson R correlation of all constituents to Three-band algorithm variant 1 
[(G ∕ R) × NIR]. * = Significant (p < 0.05) and not significant for other constituents (chl-a 
to true colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), 
(turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.76* 0.78 0.46* 0.58 0.77* 0.61* 0.66* 0.66 
Exponential 0.79* 0.74 0.42* 0.59 0.66* 0.52* 0.39* 0.59 
Logarithmic 0.69* 0.71 0.41* 0.58 0.74* 0.57* 0.54* 0.58 
Power 0.74* 0.73 0.37* 0.67 0.69* 0.51* 0.41* 0.67 
True 
Colour 
Linear 0.02 0.52 0.12 N/A 0.31 0.20 0.12 0.16 
Exponential 0.10 0.53 0.09 N/A 0.37 0.16 0.25 0.20 
Logarithmic 0.04 0.59 0.20 N/A 0.42 0.20 0.13 0.20 
Power 0.07 0.59 0.22 N/A 0.48 0.18 0.27 0.25 
TSS 
Linear N/A N/A 0.23 0.04 0.05 0.35 0.27 0.23 
Exponential N/A N/A 0.28 0.20 0.07 0.19 0.23 0.20 
Logarithmic N/A N/A 0.19 0.02 0.02 0.26 0.28 0.19 
Power N/A N/A 0.26 0.22 0.09 0.11 0.19 0.19 
Turbidity 
Linear N/A 0.21 0.13 0.43 0.17 0.06 0.23 0.19 
Exponential N/A 0.09 0.27 0.38 0.26 0.11 0.29 0.27 
Logarithmic N/A 0.27 0.14 0.44 0.15 0.01 0.33 0.21 
Power N/A 0.14 0.27 0.39 0.25 0.05 0.39 0.26 
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4.3.6 Modified three-band algorithm [((1 ∕ R) − (1 ∕ B)) × NIR] 
Directly adapted from Gilterson by Kieth et al. (2018), this algorithm subtracts 
the blue reflectance peak in Landsat TM Band 1 (OLI Band 2) from the red absorption 
peak and multiplies the difference by the NIR reflectance peak. In many cases, the 
algorithm returned negative values as there were higher measured blue reflectances than 
those of Red, which limits the scope of regression tests available to only the linear and 
exponential. Modified three-band algorithm [((1 ∕ R) − (1 ∕ B)) × NIR] of Landsat band 
reflectances had no significant correlations with non-chl-a optical constituents only in 
PTW for exponential. Across all ecoregions, R for correlations of [((1 ∕ R) − (1 ∕ B)) × 
NIR] to chl-a concentration ranged from 0.05 ≤ R ≤ 0.73 for linear and 0.08 ≤ R ≤ 0.80 
for exponential (logarithmic and power regression not possible due to negative x-axis 
values).  
Significant correlations between true colour and [((1 ∕ R) − (1 ∕ B)) × NIR] which 
had no corresponding significant correlations with chl-a concentration were not found in 
any ecoregion. Across all ecoregions, R for correlations of [((1 ∕ R) − (1 ∕ B)) × NIR] to 
true colour ranged from 0.24 ≤ R ≤ 0.83 for linear regression and 0.05 ≤ R ≤ 0.90 for 
exponential.  
Significant correlations between turbidity and [((1 ∕ R) − (1 ∕ B)) × NIR] which 
had no corresponding significant correlations with chl-a concentration or true colour was 
found in TPS for the exponential regression. Across all ecoregions, R for correlations of 
[((1 ∕ R) − (1 ∕ B)) × NIR] to turbidity ranged from = 0.29 ≤ R ≤ 0.80 for linear and 0.28 ≤ 
R ≤ 0.83 for exponential.  
Significant correlations between TSS and [((1 ∕ R) − (1 ∕ B)) × NIR] which had no 
corresponding significant correlations with chl-a concentration or true colour were not 
found in any ecoregion. Across all ecoregions, R for correlations of [((1 ∕ R) − (1 ∕ B)) × 
NIR] to TSS ranged from 0.35 ≤ R ≤ 0.81 for linear, and 0.26 ≤ R ≤ 0.89 for exponential 
(see table 4.11, and see Appendix F for full results of all algorithms). 
Table 4.11 Pearson R correlation of all constituents to modified three-band algorithm 
[((1 ∕ R) − (1 ∕ B)) × NIR]. * = Significant (p < 0.05) and not significant for other 
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constituents (chl-a to true colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a 
and true colour), (turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.57 0.56 0.30 0.05 0.56 0.73 0.25 0.56 
Exponential 0.62* 0.67 0.41 0.02 0.70 0.80 0.57 0.62 
Logarithmic 0.73 0.62 0.35 N/A N/A N/A N/A 0.62 
Power 0.70 0.72 0.49 N/A N/A N/A N/A 0.70 
True 
Colour 
Linear 0.54 0.39 0.24 N/A 0.83 0.29 0.36 0.37 
Exponential 0.40 0.40 0.37 N/A 0.90 0.05 0.37 0.39 
Logarithmic N/A 0.42 0.23 N/A N/A 0.27 N/A 0.27 
Power N/A 0.44 0.35 N/A N/A 0.06 N/A 0.35 
TSS 
Linear N/A N/A 0.58 0.72* 0.35 0.81 0.37 0.58 
Exponential N/A N/A 0.63 0.89* 0.26 0.75 0.49 0.63 
Logarithmic N/A N/A 0.77 N/A N/A 0.91 0.32 0.77 
Power N/A N/A 0.72 N/A N/A 0.75 0.43 0.72 
Turbidity 
Linear N/A 0.40 0.66 0.29 0.75 0.80 0.46 0.56 
Exponential N/A 0.28 0.61 0.34* 0.84 0.80 0.43 0.52 
Logarithmic N/A 0.46 N/A N/A 0.69 0.82 0.47 0.58 
Power N/A 0.34 N/A N/A 0.71 0.79 0.45 0.58 
 
4.3.7 Three-band algorithm variant 2 (G × R × NIR) 
A variant of the three-band algorithm where Green and Red reflectances are 
multiplied instead of using a ratio was found to be significantly correlated with chl-a 
concentration in 6 of the 7 ecoregions using linear and logarithmic regressions, and in all 
ecoregions using exponential and power regressions. (G × R × NIR) of Landsat band 
reflectances had no significant correlations with non-chl-a optical constituents only in 
PTW and BCF for linear and logarithmic regression, PTW, BCF and TMF for 
exponential regression and PTW, BCF, TCF and TMF for power regression. Across all 
ecoregions, R for correlations of (G × R × NIR) to chl-a concentration ranged from 0.12 
≤ R ≤ 0.77 for linear regression, 0.46 ≤ R ≤ 0.79 for exponential, 0.08 ≤ R ≤ 0.75 for 
logarithmic, and 0.47 ≤ R ≤ 0.79 for power).  
Significant correlations between true colour and (G × R × NIR) which had no 
corresponding significant correlations with chl-a concentration were not found in any 
ecoregion. Across all ecoregions, R for correlations of (G × R × NIR) to true colour 
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ranged from 0.06 ≤ R ≤ 0.77 for linear regression, 0.02 ≤ R ≤ 0.72 for exponential, 0.04 ≤ 
R ≤ 0.79 for logarithmic, and 0.03 ≤ R ≤ 0.77 for power.  
Significant correlations between turbidity and (G × R × NIR) which had no 
corresponding significant correlations with chl-a concentration or true colour were found 
in TCF, TPD and SHF for linear, logarithmic and power regressions, and TPD and SFH 
for power regressions. Across all ecoregions, R for correlations of (G × R × NIR) to 
turbidity ranged from 0.16 ≤ R ≤ 0.66 for linear regression, 0.12 ≤ R ≤ 0.58 for 
exponential, 0.16 ≤ R ≤ 0.56 for logarithmic, and 0.12 ≤ R ≤ 0.65 for power. 
Significant correlations between TSS and (G × R × NIR) which had no 
corresponding significant correlations with chl-a concentration or true colour were not 
found in any ecoregion. Across all ecoregions, R for correlations of (G × R × NIR) to 
TSS ranged from 0.27 ≤ R ≤ 0.69 for linear regression, 0.19 ≤ R ≤ 0.76 for exponential, 
0.26 ≤ R ≤ 0.62 for logarithmic and 0.18 ≤ R ≤ 0.72 for power (see table 4.12, and see 
Appendix F for full results of all algorithms). 
Table 4.12 Pearson R correlation of all constituents to three-band algorithm variant 2 (G 
× R × NIR). * = Significant (p < 0.05) and not significant for other constituents (chl-a to 
true colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), 
(turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.70* 0.77* 0.73 0.45 0.63 0.77 0.12 0.70 
Exponential 0.69* 0.79* 0.63 0.47 0.51 0.74 0.46* 0.63 
Logarithmic 0.62* 0.74* 0.57 0.46 0.61 0.75 0.08 0.61 
Power 0.72* 0.79* 0.61* 0.52 0.66 0.74 0.47* 0.66 
True 
Colour 
Linear 0.08 0.10 0.06 N/A 0.77 0.33 0.35 0.21 
Exponential 0.11 0.08 0.02 N/A 0.72 0.22 0.38 0.17 
Logarithmic 0.15 0.04 0.11 N/A 0.79 0.34 0.39 0.25 
Power 0.18 0.03 0.05 N/A 0.77 0.24 0.42 0.21 
TSS 
Linear N/A N/A 0.27 0.69 0.66 0.67 0.27 0.66 
Exponential N/A N/A 0.19 0.76 0.48 0.53 0.28 0.48 
Logarithmic N/A N/A 0.26 0.62 0.58 0.58 0.31 0.58 
Power N/A N/A 0.18 0.72 0.43 0.46 0.30 0.43 
Turbidity 
Linear N/A 0.16 0.66 0.18 0.50 0.51 0.21 0.35 
Exponential N/A 0.12 0.46 0.21 0.58 0.50 0.28 0.37 
Logarithmic N/A 0.16 0.52 0.18 0.56 0.44 0.29 0.37 
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Power N/A 0.12 0.39 0.21 0.65 0.45 0.36 0.37 
 
4.3.8 Green and Red combination (G × R) 
The Green and Red combination (G × R) of Landsat band reflectances had no 
significant correlations with non-chl-a optical constituents in BCF for linear regression, 
PTW and BCF for exponential and logarithmic regression and PTW, BCF, TCF, and 
TMF for power regression. Across all ecoregions, R for correlations of (G × R) to chl-a 
concentration ranged from 0.25 ≤ R ≤ 0.81 for linear regression, 0.35 ≤ R ≤ 0.81 for 
exponential, 0.12 ≤ R ≤ 0.77 for logarithmic, and 0.42 ≤ R ≤ 0.83 for power.  
Significant correlations between true colour and (G × R) which had no 
corresponding significant correlations with chl-a concentration were found in the not 
found in any ecoregion. Across all ecoregions, R for correlations of (G × R) to true colour 
ranged from 0.01 ≤ R ≤ 0.78 for linear regression, 0.11 ≤ R ≤ 0.69 for exponential, 0.05 ≤ 
R ≤ 0.83 for logarithmic and 0.01 ≤ R ≤ 0.83 for power.  
Significant correlations between turbidity and (G × R) which had no 
corresponding significant correlations with chl-a concentration or true colour were not 
found in any regions. Across all ecoregions, R for correlations of (G × R) to turbidity 
ranged from 0.16 ≤ R ≤ 0.73 for linear regression, 0.23 ≤ R ≤ 0.56 for exponential, 0.20 ≤ 
R ≤ 0.59 for logarithmic, and 0.25 ≤ R ≤ 0.68 for power.  
Significant correlations between true colour and (G × R) which had no 
corresponding significant correlations with chl-a concentration or true colour were found 
in TPS for all regression types. Across all ecoregions, R for correlations of (G × R) to 
TSS ranged from 0.24 ≤ R ≤ 0.77 for linear, 0.24 ≤ R ≤ 0.78 for exponential, 0.29 ≤ R ≤ 
0.64 for logarithmic, and 0.22 ≤ R ≤ 0.75 for power (see table 4.13, and see Appendix F 
for full results of all algorithms). 
Table 4.13 Pearson R correlation of all constituents to Green and Red combination (G × 
R). * = Significant (p < 0.05) and not significant for other constituents (chl-a to true 
colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), 
(turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
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Chl-a 
Linear 0.49* 0.49 0.38* 0.25 0.23 0.38 0.28 0.38 
Exponential 0.66* 0.63 0.47* 0.29 0.34 0.38 0.32 0.38 
Logarithmic 0.50* 0.51 0.40* 0.22 0.21 0.38 0.28 0.38 
Power 0.66* 0.64 0.49* 0.25 0.31 0.38 0.32 0.38 
True 
Colour 
Linear 0.15 0.04 0.25 N/A 0.88* 0.48 0.24 0.25 
Exponential 0.17 0.04 0.21 N/A 0.95* 0.73 0.30 0.26 
Logarithmic 0.13 0.07 0.27 N/A 0.90* 0.49 0.24 0.26 
Power 0.15 0.07 0.25 N/A 0.94* 0.73 0.30 0.27 
TSS 
Linear N/A N/A 0.10 0.54 0.17 0.10* 0.44 0.17 
Exponential N/A N/A 0.22 0.66 0.14 0.07* 0.41 0.22 
Logarithmic N/A N/A 0.09 0.55 0.21 0.10* 0.45 0.21 
Power N/A N/A 0.22 0.67 0.10 0.06* 0.41 0.22 
Turbidity 
Linear N/A 0.82 0.04 0.45* 0.54 0.27 0.53* 0.49 
Exponential N/A 0.85 0.08 0.52* 0.60 0.36 0.50* 0.51 
Logarithmic N/A 0.84 0.04 0.43* 0.54 0.26 0.54* 0.49 
Power N/A 0.86 0.07 0.50* 0.59 0.36 0.51* 0.50 
 
4.3.9 Three-band algorithm variant 3 [(R ∕ B) × NIR] 
The three-band algorithm variant 3 [(R ∕ B) × NIR] of Landsat band reflectances 
had no significant correlations with non-chl-a optical constituents in all regions for 
logarithmic regression, PTW, BCF, TCF, TPD, SHF, and TMF for linear regression, 
PTW, BCF, TCF, TPD, and SHF for exponential regression and PTW, BCF, TCF, TPS, 
TPD, and SHF for power regression. Across all ecoregions, R for correlations of [(R ∕ B) 
× NIR] to chl-a concentration ranged from 0.39 ≤ R ≤ 0.90 for linear regression, 0.29 ≤ R 
≤ 0.91 for exponential, 0.48 ≤ R ≤ 0.78 for logarithmic, and 0.22 ≤ R ≤ 0.87 for power.  
Significant correlations between true colour and [(R ∕ B) × NIR] which had no 
corresponding significant correlations with chl-a concentration were not found in any 
ecoregion. Across all ecoregions, R for correlations of [(R ∕ B) × NIR] to true colour 
ranged from 0.04 ≤ R ≤ 0.82 for linear regression, 0.02 ≤ R ≤ 0.80 for exponential, 0.08 ≤ 
R ≤ 0.72 for logarithmic and 0.07 ≤ R ≤ 0.85 for power.  
Significant correlations between turbidity and [(R ∕ B) × NIR] which had no 
corresponding significant correlations with chl-a concentration or true colour were found 
in TPS for exponential and power regressions. Across all ecoregions, R for correlations 
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of [(R ∕ B) × NIR] to turbidity ranged from 0.33 ≤ R ≤ 0.59 for linear, 0.38 ≤ R ≤ 0.54 for 
exponential, 0.41 ≤ R ≤ 0.55 and 0.27 ≤ R ≤ 0.57 for power.  
Significant correlations between true colour and [(R ∕ B) × NIR] which had no 
corresponding significant correlations with chl-a concentration or true colour were found 
in TPS for linear and exponential regressions. Across all ecoregions, R for correlations of 
[(R ∕ B) × NIR] to TSS ranged from 0.04 ≤ R ≤ 0.71 for linear regression, 0.06 ≤ R ≤ 0.53 
for exponential, 0.01 ≤ R ≤ 0.57 for logarithmic and 0.01 ≤ R ≤ 0.44 for power (see table 
4.14, and see Appendix F for full results of all algorithms). 
Table 4.14 Pearson R correlation of all constituents to three-band algorithm variant 3 [(R 
∕ B) × NIR]. * = Significant (p < 0.05) and not significant for other constituents (chl-a to 
true colour, TSS and turbidity), (true colour to chl-a), (TSS to chl-a and true colour), 
(turbidity to chl-a and true colour). 
Constituent Regression PTW BCF TCF TPS TPD SHF TMF Median 
Chl-a 
Linear 0.90* 0.86 0.64 0.39 0.81 0.78 0.67* 0.78 
Exponential 0.91* 0.82 0.62* 0.37 0.75 0.70 0.29 0.70 
Logarithmic 0.78* 0.73 0.51* 0.48 0.70 0.74 0.48* 0.70 
Power 0.87* 0.82 0.55* 0.57 0.76 0.72 0.22 0.72 
True 
Colour 
Linear 0.11 0.49 0.04 N/A 0.82 0.14 0.23 0.18 
Exponential 0.14 0.50 0.04 N/A 0.80 0.02 0.34 0.24 
Logarithmic 0.08 0.47 0.08 N/A 0.78 0.10 0.22 0.16 
Power 0.10 0.49 0.10 N/A 0.85 0.07 0.36 0.23 
TSS 
Linear N/A N/A 0.04 0.71* 0.27 0.65 0.35 0.35 
Exponential N/A N/A 0.06 0.53* 0.13 0.49 0.35 0.35 
Logarithmic N/A N/A 0.01 0.57 0.20 0.55 0.38 0.38 
Power N/A N/A 0.08 0.44 0.01 0.42 0.34 0.34 
Turbidity 
Linear N/A 0.47 0.59* 0.56* 0.36 0.44 0.33 0.45 
Exponential N/A 0.54 0.38 0.54* 0.44 0.49 0.38 0.47 
Logarithmic N/A 0.49 0.42 0.55 0.43 0.41 0.45 0.44 
Power N/A 0.57 0.27 0.54 0.52 0.47 0.49 0.50 
 
4.4 Spatial cross-validation results 
Spatial cross validation was employed to determine if the removal of randomly 
selected spatial clusters reduced the predictive capabilities of the selected models. Models 
were selected based on the highest R of significant (p < 0.05) correlations between 
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algorithms and chl-a concentration where correlations to other constituents were not 
significant (p ≥ 0.05) Models selected for testing were also those that provided a robust 
explanation across as many ecoregions as possible. Chl-a concentration is the only 
variable of interest for modelling and therefore true colour, TSS and turbidity do not have 
models developed for testing. Initial model tests were done prior to outlier removal to 
assess the initial predictive power. Each model was tested using spatial cross-validation 
(folds = 30%, iterations = 100) to assess the model’s predictive capabilities. Since [((1 ∕ 
R) − (1 ∕ B)) × NIR] and (G ∕ B) returned poor results (low R), spatial cross-validation 
was not performed on these models. 
4.4.1 Selected Landsat band reflectance combinations, ratios and algorithms 
Those band reflectance combinations, ratios and algorithms selected as having the 
highest R in significant correlations to chl-a concentration with no significant 
correlations to other constituents are as follows:  
• (R ∕ B) × (NIR ∕ B) in PTW with R = 0.92 for exponential regression; 
• Red band in BCF with R = 0.87 for exponential regression; 
• [(B × R) × NIR] in TCF with R = 0.74 for linear regression; 
• [(B ∕ R) × NIR] in TPS with R = 0.55 for linear regression; 
• [(G ∕ R) × NIR] in TPD with R = 0.76 for linear regression; 
• [(R ∕ G) × NIR] in SHF with R = 0.67 for linear regression and 
• (G ∕ NIR) in TMF with R = 0.83 for exponential regression. 
Spatial cross-validation results of models predicting chl-a concentration 
developed from these band reflectance combinations, ratios and algorithms for each 
ecoregion are found in Figure 4.3. Due to poor validation results for some of these 
models, other algorithms that were most often free of significant correlations with other 
constituents were also validated for all ecoregions. 
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Figure 4.7 Spatial cross-validation of best models in each ecoregion. The black line 
represents the trend between the modeled and the in situ chl-a, the red line represents the 
1:1, and the red dashes represent the position of each point on the axis. A good model is 
represented by low error (MAE and RMSE), follow the 1:1, and have a slope close to 1 
and an intercept close to 0. 
4.4.2 Blue and Near-Infrared combination (B × NIR)  
(B × NIR) models were free of significant correlations with non-chl-a optical 
constituents in 6 of 7 ecoregions and featured relatively high R (0.47 ≤ R ≤ 0.79 using 
linear regression. The linear model, however, showed poor predictive power (17.76 ≤ 
RMSE ≤ 47.91 µg L-1, median RMSE = 20.16 µg L-1) and high average predictive error 
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(10.94 ≤ MAE ≤ 32.3 µg L-1 median MAE = 15.23 µg L-1) at high chl-a concentrations 
(increased spectral variability) (Figure 4.4). 
 
Figure 4.8 Spatial cross-validation of linear models of Blue and Near Infrared 
combination (B × NIR) in each ecoregion. 
4.4.3 Red-to-Near-Infrared ratio (R ∕ NIR) 
(R ∕ NIR) models were free of significant correlations with non-chl-a optical 
constituents in 1 of 7 ecoregions and featured relatively low R (0.03 ≤ R ≤ 0.80) using 
exponential regression. The linear model, however, showed poorer predictive power 
(1.11 ≤ RMSE ≤ 2.15 ln(µg L-1), median RMSE = ln(µg L-1)) and higher average 
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predictive error (0.82 ≤ MAE ≤ 1.80 ln(µg L-1) median MAE = 1.18 ln(µg L-1)) at both 
high and low chl-a concentrations (increased spectral variability) (Figure 4.5). 
 
Figure 4.9 Spatial cross-validation of linear models of Red-to-Near-Infrared (R/NIR) in 
each ecoregion. 
4.4.4 Three-band algorithm variant 1 [(G ∕ R) × NIR]  
[(G ∕ R) × NIR] models were free of significant correlations with non-chl-a optical 
constituents in five of seven ecoregions and featured relatively high R (0.37 ≤ R ≤ 0.74 
using power regression. The linear model, however, showed moderate predictive power 
(0.91 ≤ RMSE ≤ 1.74 ln(µg L-1), median RMSE = 1.13 ln(µg L-1)) and high average 
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predictive error (0.79 ≤ MAE ≤ 1.46 ln(µg L-1), median MAE = ln(µg L-1)), varying by 
ecoregion (Figure 4.6). 
 
Figure 4.10 Spatial cross-validation of linear models of the three-band algorithm variant 
1 [(G ∕ R) × NIR] in each ecoregion. 
4.4.5 Three-band algorithm variant 2 (G × R × NIR) 
(G × R × NIR) models were free of significant correlations with non-chl-a optical 
constituents in 4 of 7 ecoregions and featured relatively high R (0.47 ≤ R ≤ 0.79) using 
power regression. The linear model, however, showed moderate predictive power (0.81 ≤ 
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RMSE ≤ 1.97 µg L-1, median RMSE = 1.06 ln(µg L-1)) and low average predictive error 
(0.67 ≤ MAE ≤ 1.63 ln(µg L-1)median MAE = 0.71 ln(µg L-1)) (Figure 4.7). 
 
Figure 4.11 Spatial cross-validation of linear models of the three-band algorithm variant 
2 (G×R×NIR] in each ecoregion. 
4.4.6 Green and Red combination (G × R) 
(G × R) models were free of significant correlations with non-chl-a optical 
constituents in four of seven ecoregions and featured relatively low R (0.29 ≤ R ≤ 0.66) 
using exponential regression. The linear model, however, showed moderate predictive 
power (0.86 ≤ RMSE ≤ 2.82 ln(µg L-1), median RMSE = 1.25 ln(µg L-1)) and moderate 
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average predictive error (0.69 ≤ MAE ≤ 2.21 ln(µg L-1) median MAE = 0.99 ln(µg L-1)) 
at high chl-a concentrations (increased spectral variability) (Figure 4.8). 
 
Figure 4.12 Spatial cross-validation of linear models of the Green and Red combination 
(G×R) in each ecoregion. 
4.4.7 Three-band algorithm variant 3 [(R ∕ B) × NIR] 
[(R ∕ B) × NIR] models were free of significant correlations with non-chl-a optical 
constituents in two of seven ecoregions and featured relatively high R (0.22 ≤ R ≤ 0.87) 
using power regression. The linear model, however, showed high predictive power (0.86 
≤ RMSE ≤ 1.82 ln(µg L-1), median RMSE = 1.02 ln(µg L-1)) and low average predictive 
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error (0.74 ≤ MAE ≤ 1.44 ln(µg L-1) median MAE = 0.81 ln(µg L-1)) at high chl-a 
concentrations (increased spectral variability) (Figure 4.9). 
 
Figure 4.13 Spatial cross-validation of linear models of the three-band algorithm variant 
3 [(R∕B) × NIR] in each ecoregion. 
4.4.8 Identifying the best algorithm per ecoregion 
Of the chl-a results, figure 4.10 identifies the number of ecoregions in which chl-a 
is significant (p < 0.05), and not significant for true colour, TSS, and turbidity for all 
tested algorithms. It was found that no algorithm was significant for all regions, and only 
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one to five algorithms were significant for at least five of seven ecoregions, depending on 
regression curve.  
 
Figure 4.14 Number of ecoregions in which chl-a is significant (p < 0.05) and other 
optical constituents (true colour, TSS and turbidity) are not significant (p > 0.05) for all 
regressions. Values given are the total number of algorithms which meet this significance 
criteria. 
 Of the algorithms representing at least five of seven ecoregions where the 
significance criteria is true, linear regression using (B × NIR) was significant for six of 
seven regions, and [(G ∕ R) × NIR] for five of seven regardless of regression. It was found 
that (B × NIR) using linear regression has high error and would be an unfit model. [(G ∕ 
R) × NIR] provided a better fit for most regions, in which the same bands using [(G × R) 
× NIR] provided a strong fit for many regions as well, and met the significance criteria in 
four of seven regions. 
For each ecoregion, a model was selected based on (1) the highest predictive 
power from spatial cross-validation results, (2) robustness (lowest average MAE across 
all other ecoregions), and (3) highest R in correlation to chl-a concentration with no 
significant correlations to other constituents:  
• [(R ∕ B) × NIR] in PTW; 
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• (G × R × NIR) in BCF, TCF and SHF;  
• [(G ∕ R) × NIR] in TPS and TPD; and 
• (R ∕ NIR) in TMF. 
One outlier was removed after one iteration in PTW, TPD and SHF; three outliers 
were removed after three iterations in BCF; eight outliers were removed after three 
iterations in TCF; four outliers were removed after two iterations in TPS; and five 
outliers were removed after three iterations in TMF. After outliers were removed, the 
models were applied to obtain chl-a concentrations (Figure 4.11). While the predictive 
bias of the model (average error) is close to zero, there is an over-prediction at chl-a 
concentrations less than 2.0-3.0 ln(μg L-1), and an under-prediction at chl-a 
concentrations greater than 2.0-3.0 ln(μg L-1), as indicated by the trend line. All models 
pass the Shapiro-Wilks normality test, and are normally distributed. Spatial cross-
validation results for the selected chl-a algorithms applied in each ecoregion are found in 
Figure 4.12. 
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Figure 4.15 Selected chl-a algorithm regression plots in each ecoregion. 
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Figure 4.16 Selected models: Spatial cross validation. 
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Chapter 5  
5 Discussion 
This study was designed to identify methods in which we can create accurate 
predictive models for chl-a concentration retrieval. This requires appropriate atmospheric 
correction for Landsat level-1 images of freshwaters, and empirical model correlation 
tests, where chl-a is significant and other optical constituents (true colour, TSS and 
turbidity) are not. This was done by identifying correlations between in situ surface chl-a 
concentrations to various Landsat band ratios, combinations and algorithms, and the 
regression type that provided the best fit (i.e. linear, exponential, logarithmic and power).  
5.1 The impact of atmospheric correction 
Appropriate atmospheric correction methods for Landsat and other sensor satellite 
images have been in constant development, with the radiative transfer equation presented 
in section 1.2.2 being one of the standard methods for terrestrial and marine applications 
(Pathak et al, 2014). The 6SV algorithm is a terrestrial model, and as such is not 
applicable to inland waters. It is very difficult to predict atmospheric contribution over 
water as they are often the darkest pixels, and changes to inherent optical properties can 
change the spectral response, and shift the distribution of aerosols, particularly for large 
waterbodies (Slade et al, 2010). Studies typically find better results with that of TOA 
radiance (Toming et al, 2016; Martins et al., 2017). Typically, atmospheric correction 
attempts perform poorly for the Blue band due to inefficient modelling of aerosols 
(Guanter et al, 2010; Lobo et al, 2015). The atmosphere also makes up the majority of 
radiance seen in dark pixels (Martins et al, 2017), making the removal of Rayleigh scatter 
more important for inland waters. Rayleigh scatter correction should provide a better fit 
for true colour parameters, as they have strong absorption of blue and green light and rely 
heavily on the removal of scattering effects from the atmosphere (Kutser et al, 2005). It 
was seen that the chl-a algorithms which make use of the Blue and Green bands provided 
an improved R, as chl-a absorption and reflectance are also associated with the Red to 
NIR edge of the spectrum, which are less influenced by the atmosphere. Rayleigh scatter 
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path radiance was found to be higher for the Blue bands than that of the NIR (see 
appendix C), suggesting that correction for Rayleigh scatter in the Blue band, when, for 
example Red-to-Blue ratio is used, would provide a better correlation to chl-a. It was 
found that water colour had comparable levels of change in correlation to band 
reflectance when applying Rayleigh scatter correction. However, colour did not show as 
high of a magnitude of change. The effects of Rayleigh scatter correction on performance 
improvement for water colour bands is negligible.   
5.2 Differences in Landsat ETM+ to OLI reflectance 
One of the common skepticisms when building empirical models with the Landsat 
series is the inclusion of reflectance measured from both TM/ETM+ and OLI sensors 
given the differences in bandwidths introduced in the OLI sensor (Table 1.3). The 
different sensors will measure different peaks along the electromagnetic spectrum, in 
which a comparison of reflectance between OLI and ETM+ can help demonstrate the 
magnitude of these differences. A significant difference was not found across the results 
presented, particularly with the Red and NIR, as measured MAE and bias is similar 
across all bands. There was a near perfect 1:1 correlation between the two sensors, where 
the slope was close to 1 and the intercept 0. Differences that occurred between the 
sensors are most likely due to shifts in the atmosphere as a result of the 8-day time lag 
between ETM+ and OLI. The variation was not likely due to bandwidth differences as 
there is comparable error with the Blue band, where the bandwidths do not vary to as 
high of a magnitude (OLI: 452-512 nm; ETM+: 450-520 nm). The Blue band was the 
most heavily influenced by the atmosphere (Vermote et al, 2016), and as R2 (table 4.1) is 
lower than the Red and NIR, this suggests the differences seen are due to shifts in the 
atmosphere. 
 The data presented suggests difference in the reflectance measured between the 
sensors, which would in turn suggest similar predictive capabilities that has been 
confirmed in other remote sensing of water quality studies (Tu et al., 2018; Mishra et al, 
2014; Pahlevan & Schott, 2014). Moving forward with the use of these models for in situ 
modelling will not be impacted to a significant degree by the shift in radiometric 
bandwidths between sensors. 
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5.3 Regression types 
The majority of studies regarding water quality analysis which implement 
empirical modelling use either a linear or exponential regression through the use of a 
natural log transform of the chl-a data. There is typically greater predictive power to that 
of chl-a when using an exponential curve within the literature (Feng et al, 2015). This is 
because models require a wide range of trophic state to provide effective prediction of 
chl-a at a given reflectance, from oligotrophic to hyper-eutrophic. As chl-a data are not 
normally distributed, there is an increased predictive error (MAE and RMSE) when using 
linear or logarithmic regression. By transforming the chl-a samples there is most often a 
resulting normal distribution, which may be a result of the observed high predictive error 
of linear regression when implementing cross validation of the optimal algorithms 
(highest Pearson R, P < 0.05, true colour/DOC, TSS and turbidity). Using linear 
regression produced MAE ranging from 9.51-18.39 µg/l and RMSE ranging from 16.09-
23.91 µg/l. This study found that exponential and power curves provided a somewhat 
better fit than linear and logarithmic regression for most algorithms tested, both in the 
correlation and tests, and in comparison of the 1:1 plots.  
Logarithmic regression (represented as a natural-log transformation of the 
reflectance) consistently provided poor correlations (with some exceptions), as there was 
typically less variability in the reflectance at higher chl-a concentrations when 
transformed. A natural-log transformation of the reflectance does not help in establishing 
a linear trend when lowering the discernable values between high reflectance. This 
depends on the algorithm, as combinations (multiplication of bands) provided increased 
distance between points at higher reflectance compared to band ratios (division of bands). 
For this reason, logarithmic and power regression provide a better fit than that of linear or 
exponential. Due to the improvement we get by transforming the dependent variable (chl-
a), and the independent variable (reflectance) (when multiplying reflectance, as the 
majority of algorithms involve a combination in some form), power regression provided 
the best results regardless of region or algorithm.  
Here, the assumption that the sampling location water chemistry was 
representative of the entire, surficial lake was accepted. While a standard deviation 
threshold will limit some of the variability expected between the in situ sample and 
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reflectance, there was an introduction of increased variability in the measured reflectance. 
For this reason, power regression provided a stronger fit more often, as the natural-
transformation of both axes can help reduce the variability.   
There are additional variables that may affect the relationship between freshwater 
chemistry and the observed reflectance. Mixed linear models allow for the addition of 
fixed and random factors, such as spatial and temporal components of latitude, longitude, 
and month of sampling. Mixed linear models however, require that the inputs for 
prediction, meet the same criteria as the model inputs, which severely limits its 
application. For this reason, two-dimensional regression remains the best option of the 
application of this study.  
5.4 Selecting an optimal algorithm 
The primary purpose of this study is to identify key algorithms that provided a 
strong fit for chl-a, and not for other optical constituents (based on R and P). Schalles 
(2006) found that the application of the NIR limits the influence of sediments and DOM. 
Step-wise addition of suspended white kaolin clay sediments in a mesocosm showed little 
to no effect on the reflectance spectra of chl-a from 750-900 nm (Figure 5.1). Step-wise 
addition of humic acid (to simulate DOM) also found little to no distinction from 825-900 
nm (see Figure 5.2). The study reports peaks in chl-a absorption at 685 nm and 750 nm 
are not influenced by the presence of sediments and DOM and are indicative of chl-a. 
These absorbent Red and NIR (685 nm and 750 nm) chl-a signals have a narrow 
wavelength range in which to capitalize, where the application to Landsat may not be 
possible due to its broad bandwidths. Schalles, among others, presented the importance of 
the NIR, in which the Red-to-NIR ratio is to provide a strong indication of chl-a in turbid 
waters. Often it is assumed that many inland waters are turbid (Mobley, 1994; Schalles, 
2006) and therefore the Red-to-NIR ratio should be applied, as the NIR is less affected by 
presence of DOM and sediments. The tests done here provided a poor correlation using 
the Red-to-NIR ratio with chl-a concentrations, with the exception of the TMF ecoregion. 
The TMF ecoregion is known to have high precipitation (Schneider et al. 2011) and 
growth productivity, so there would be an increase in the run-off of organic matter in the 
waters.  
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The correlation of chl-a to individual Landsat bands can help in assessing how 
constituents (sediments and DOM measured through true colour, TSS and turbidity) will 
confound any chl-a predictions that may arise when using retrieval models. There is a 
large increase in the reflectance of water (highest at shorter wavelengths) with the 
inclusion of sediments, and a decrease with the inclusion of DOM (see Figures 5.1 and 
5.2). The increase in turbidity and TSS will result in increased reflectance due to 
backscattering of suspended matter. True colour is a result of dissolved humic and fluvic 
acids, due to DOM. Waters with a high measured true colour, have increased DOM, and 
therefore a lower reflectance than that of chl-a. For individual bands, Green and Red 
most consistently provide the greatest fit for true colour, TSS and turbidity, with Blue and 
NIR bands providing the lowest fit. This is consistent with what is seen in Figures 5.1 and 
5.2, where the greater the concentration of sediments, the higher the reflectance at the 
corresponding wavelength bands, where Green and Red exhibit the highest change in 
reflectance as a result of DOM, and Blue and Green as a result of sediments. The greater 
the peak reflectance, the more indicative reflectance measurements are a result of that 
constituent. Chl-a shows highest reflectance in the Green band (Figure 5.3), with more 
absorption in the Red and NIR. Many algorithms use the Green-to-Red and Red-to-Blue 
to better predict for chl-a, however the effects of sediments and DOM on the Green and 
Blue band may confound the results.  
The Red-to-Blue ratio is typically reported to have high correlation with chl-a 
concentrations (Han & Jordan 2005; Sass et a’l, 2007). One of the potential issues 
presented was the influence of sediments as they strongly impact the Blue band. It was 
found that despite having a high correlation across all regions, it also provided a strong fit 
for that of TSS and turbidity, with a relatively low fit to true colour. It may be possible 
that some of the TSS and turbidity samples have a high chl-a concentration, and that the 
chl-a signal is being isolated, and so the associated sediments and DOM is not impactful. 
However, when we multiply this ratio by the NIR band (which we know is less impacted 
by the presence of sediments and DOM), there was an improvement between the chl-a 
concentration and surface reflectance, and a sharp decrease in the Pearson R for TSS and 
turbidity. 
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The NIR plays a key role in isolating for the chl-a signal, as Gilterson et al. 
(2003; 2011) demonstrated which utilizes NIR reflectance peak at 710 nm, and the NIR 
absorbent peak at 750 nm. The equation was adapted to Landsat by Keith et al. (2018), 
however, due to the broad bandwidths, the algorithm was modified heavily. The 
algorithms presented by Keith (available in the appendices), typically provided a strong 
correlation with true colour/DOC, TSS and turbidity. The algorithms also provided a 
negative reflectance for some regions, in which logarithmic and power regressions were 
not possible. This may be in part due to the differences in atmospheric correction 
methods between this and the Keith et al. study. Additional three band algorithms such as 
the [(B-R)/G] and [(R-1) - (B-1)/N], provided a similar range of results (0.62 ≤ R ≤ 0.90 
and 0.64 ≤ R ≤ 0.87) for power regression. These results are based on only three of the 
seven regions, due to negative reflectance. When compared to the range in R within the 
same ecoregions (using linear and exponential), we see that power regression has 
comparable results (0.46 ≤ R ≤ 0.84 and 0.23 ≤ R ≤ 0.63 respectively).  
The NIR-to-Blue combination provided the highest number of ecoregions free 
from optical constituents, and provided a reasonable R. This was interesting as the Blue 
band is the most influenced by sediments and atmospheric aerosols, and so it was 
expected to exhibit similar results to that of the Red-to-Blue ratio. These results further 
suggest that the inclusion of the NIR is vitally important, regardless of turbid conditions. 
Typically, it is assumed that the NIR is not useful at resolving low chl-a concentrations 
compared to other wavelengths more sensitive to changes in water, which is consistent 
with our results for the PTW and TCF, where a majority of lakes were oligotrophic (see 
Figure 3.1). The Blue and NIR combination did not provide a strong predictive model, as 
there were very poor validation results, as the chl-a concentrations are not often normally 
distributed using linear regression. 
In addition to using the NIR band, there was a strong performance of the Green 
and Red bands, as a means of providing an adequate correlation for chl-a, and not 
additional optical constituents. As a ratio, combination and three-band algorithm, the 
Green and Red bands produced a correlation in almost all regions. There have been only 
a few studies that have tested the relationship of the Green-to-Red and NIR bands (Keith 
et al., 2018; Bonansea et al., 2018). While it was free of optical constituents and had a 
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comparable R with algorithms for the respective tested regions, it provided a poor 
correlation in the TCF and TMF regions. The TMF would theoretically have the most 
turbid conditions of inland waters compared to the other regions, due to high precipitation 
(and subsequent run-off of sediments and organic matter). While Green-to-Red is cited 
by some to be useful for turbid waters (Ha et al., 2018), a higher proportion of sources 
reference the Red-to-NIR ratio instead (Dekker et al, 1991; Gitelson et al., 2000; Gons et 
al., 2002; Dall’Olmo et al., 2003; Schalles, 2006; Signh et al., 2014). The TCF region has 
the largest number of samples from differing sources and therefore had increased 
variability in the reflectance spectra, which may have caused the lower correlation. The 
TCF also has the highest number of oligotrophic to mesotrophic lakes, in which lakes 
with <20μg/l, show a much more varied response in the chl-a signal than that of the high 
chl-a samples. This may be due to the Landsats low pixel depth, which does not discern 
the subtle changes in oligotrophic waters. While the [(G ∕ R) × NIR] algorithm does not 
provide the best results for the TCF region, the (G × R) and the (G × R × NIR) algorithms 
provided a strong fit. The (G × R × NIR) algorithm provided adequate levels of error 
prior to the removal of outliers for all regions. The algorithm was significant for chl-a and 
not for the other tested constituents in four regions, and of those not significant for chl-a, 
it was a result of TSS and turbidity. The Green-to-Red ratio provided promising results in 
remote sensing of phytoplankton, along with the addition of the NIR. This also has to do 
with the relationship between the expected absorbance and reflectance of chl-a. It is 
expected that the Red band will be most affected by the absorbance of chl-a, where the 
Green band is most affected by the reflectance of chl-a. The NIR is highly by the 
presence of chl-a fluorescence, therefore an interaction of these three bands will help to 
best describe for the presence of chl-a, whereas the presence of higher or lower 
reflectance of each individual band may be a result of some other variable.  
The [(R ∕ B) × N] may provide a better fit for lakes with less turbid conditions. 
For this reason, the [(R ∕ B × NIR] algorithm was selected as the preferable model for the 
PTW as it provided a stronger fit than what is seen with the [(G ∕ R) × NIR] algorithm. 
The (G × R × NIR) was selected for the BCF, TCF and SHF regions, while the TPS and 
TPD regions had a preferable correlation with the G/R × NIR algorithm. While there is a 
performance difference between the two algorithms, the difference in R is negligible 
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across all regions and regressions (R difference = 0.16), and even more so for power 
regression (R difference = 0.13). The difference was dependent on the dataset and is most 
likely due to variability and error. While the Green band does show good correlation to 
sediments and DOM, (from both the theory and from the results), it is indicative of the 
peak chl-a reflectance. As a ratio with Red that is multiplied by the NIR, we see an 
improvement to the correlation, which is not significant for true colour, TSS and 
turbidity. The Red-to-NIR ratio had the strongest fit of chl-a concentration and Landsat 
reflectances for the TMF region, most likely due to highly turbid waters.  
There were an additional 31 band combinations which tested the correlation of the 
product of two ratios, six of which included all four tested bands. Of these 31 algorithms, 
power regression was the dominant curve of fit, in which there were some comparative 
results to other more commonly used algorithms. These algorithms were tested to 
determine if there were any additional combinations that could be used to explain levels 
of chl-a. The results were variable, and when a correlation was found to be free of optical 
constituents that had a high correlation, it is almost always exclusive to that tested region. 
Since we do not see any consistency with these algorithms across multiple tested datasets, 
they did not provide sufficient physical evidence to explain the chl-a concentration to 
Landsat reflectance relationship. Several of these algorithms, typically those containing a 
ratio of Green-to-Blue, provided a stronger correlation for that of water colour.  
5.5 The application of selected models 
Spatial cross validation is highly important for determining predictive error. By 
removing spatial clusters of data, we simulate the application of the model to locations 
where we do not have data. Removing the data spatially helps ensure that the model 
works well, as spatial clusters of lakes may be more related (eutrophic or oligotrophic) 
than what is represented in the total distribution of chl-a within the model. Lakes that are 
closer together spatially are more likely to be related, and if we can still predict the values 
accurately with low error, we have greater confidence in the model. In order to provide 
an improved historical context for phytoplankton blooms and lake trophic state moving 
forward, the models need to be applied to a large geographic region, which has been 
demonstrated in other studies. Of the algorithms tested, it is apparent that linear 
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regression models such as the Blue and NIR combination, provide a poor predictive 
model, with a very high RMSE and MAE value measured. When either exponential or 
power regressions was tested, the comparative plots of the selected models indicate better 
overall fit.    
The empirical models that have been developed are to be applied to a wide range 
of lakes, and as we may not have in situ information, there is a need for validation. The 
cross-validation results suggest that the models do provide sufficient predictive 
capabilities.  
The models have the capacity to predict for surface chl-a concentrations, which 
serve as a proxy for surface algal biomass. There is a distinct lack of complete historical 
lake chemistry data, in which these models may serve to fill. A universal model was not 
identified, which may be a result of regional differences, differences in individual lake 
compositions, or additional variables present in the data (see table 3.4). The use of these 
models may provide insight into changes in lake phytoplankton biomass overtime. It will 
be possible to create a 30+ year time series, and identify whether trends are increasing or 
decreasing. This lends to the question of whether lakes are becoming more or less 
eutrophic overtime. Shifts to more eutrophic conditions could lend credibility to the 
perceived increase in blooming events. The Landsat satellite sensor is limited in this 
capacity however, due to the poor temporal resolution. The sensor can only image a lake 
every 16 days, the presence of clouds, wind shear, or any other factor that may invalidate 
the images, can create an even greater gap in data. A single snapshot of conditions may 
not translate to annual conditions of the lake. While other sensors such as MODIS and 
MERIS provide daily images, the spatial resolution is far too coarse to measure inland 
waters (table 1.1). Sentinal-2a does provide daily images at an even finer spatial scale 
compared to Landsat (10-20m), however the sensor was launched in 2015, and so it 
would be impossible to build an historical time series. If a researcher is looking to 
provide more recent daily monitoring, then Sentinal-2a should be used. This research 
provides some insight into what bands may provide a strong fit, in which the algorithms 
presented here will need to be adapted to that sensor.  
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Figure 5.1; Adapted from Schalles (2006): Reflectance spectra of water during stepwise 
addition of white kaolin clay at a constant chl-a concentration (31 and 57 μg L-1) in 
replicate tank mesocosms. Black bars indicate Landsat TM bandwidths 
 
Figure 5.2: Adapted from Schalles (2006); Reflectance spectra of a 16-liter water sample 
during stepwise addition of humic acid (absorption at 440 nm). Samples contain 
Anabaena sp. bloom with 116.3 µg L-1. Landsat TM bandwidths 
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Figure 5.3 Adapted from Schalles (2006); Graded reflectance spectra for different chl-a 
levels (0.4 to 62.2 μg L-1). 
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Chapter 6 
6 Conclusion 
6.1 Research Findings 
The objective of this research was to identify combinations, ratios or algorithms 
of Landsat band reflectances and the regression types that to create models for predicting 
chl-a concentrations in freshwater lakes across a range of geographic regions with limited 
confusion from the presence of other freshwater optical constituents. 
It was found that the inclusion of both Landsat ETM+ and OLI within the same 
model is appropriate due to low measured error, and highly correlated reflectance 
measurements. The use of logarithmic regression provided low predictive power across 
most algorithms and constituents, while linear regression was identified as a strong fit for 
chl-a but provided significant error during validation. Exponential and power regression 
provided better fit and lower error, with power regression slightly out performing 
exponential regression. Three band algorithms were the preferable algorithms across all 
regions for chl-a. The (G/R)×NIR and the G×R×NIR provided the best fit of these 
algorithms, by providing a weak fit on average for colour, TSS and turbidity, and one of 
the highest correlations with linear regression. The NIR band is theoretically the band 
which is least influenced by other optical constituents and is made evident in the 
presented results. The application of the NIR to that of other band ratios and 
combinations that are commonly used for detecting chl-a, provided an improved 
correlation and a lower correlation with other optical constituents. 
It was found that water colour was most often correlated with the Green-to-Blue 
ratio, and other tested two-ratio algorithms, however specific water colour algorithms 
were not tested. Water colour is the most important of the tested parameters to isolate 
from (as it does not include phytoplankton as a measurement, and instead predominately 
DOM), in which the inclusion of the NIR is found to do.  
While it was found that chl-a was best fit using a three-band algorithm, a 
universal algorithm was not identified. While the (G/R×NIR and the G×R×NIR did 
provide the best fit for most ecoregions, it is not consistent across all ecoregions. This 
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may be a result of chance, in which further testing may be needed (e.g. the TMF region 
was poorly correlated and instead exhibited a high fit Red-to-NIR ratio, for turbid 
conditions).  
6.2 Research Significance 
There is an ever growing need to improve our understanding of baseline lake 
trophic conditions, to better determine the implications of future scenarios on water 
resources. In addition, we see an ever-growing list of increased phytoplankton bloom 
reporting, pushing the need for greater monitoring. Robust remote sensing algorithms can 
help researchers and policy makers and water quality experts in maintaining an up to date 
inventory of lake surface conditions. Extensive in situ monitoring can be costly and 
inefficient, in which the application of robust predicative algorithms can provide a much 
cheaper alternative, particularly for remote and hard to reach lakes. This research also 
paves way for further analysis to better understand the potential covariates that are 
driving the trend of increased phytoplankton bloom formation on a global scale. Water 
security is an ever-pressing issue with future climate projections (Hanjra & Qureshi, 
2010), particularly in the developing world. Additional stressors that can drive increased 
algal blooms, can place a greater hold on freshwater resources. It is imperative to monitor 
these resources, identify drivers, and find meaningful and impactful solutions.  
Previous research in this field has primarily been limited in spatial scale, where 
models are typically developed for single lakes. This research aimed to identify 
correlations between chl-a concentrations and reflectances, over wide geographic 
regions. This research is aimed to apply these best fit models to lakes within similar 
regional boundaries, however further validation efforts are needed to determine the 
predictive accuracy of the models. The models provide the ability to identify peak algal 
biomass during the growing season, typically during the months of August, September 
and October, depending on latitude. This process provides researchers with the tools to 
better understand the potential shift of local and even global freshwater resources.  
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6.3 Future Research Direction 
It is commonly theorized that climate change is one of the major drivers of 
phytoplankton bloom formation, as Paerl and Huisman (2008) identify higher growth 
rates of cyanobacteria (commonly toxin producing phytoplankton), compared to diatoms 
and green algae in warmer waters as part of the aptly named “blooms like it hot” paper. 
There is however, a lack of global representation in this study, as climactic changes such 
as temperature, precipitation, and nutrient concentration vary spatially, in which the use 
of singular lakes do not address the global effect climate change presents. The effects of 
climate change vary spatially, where greater rates of change exist at high latitudes, and 
changes in precipitation events vary greatly. There is also a lack of in situ data to provide 
conclusive evidence of increased algal biomass accumulation in lakes globally over time. 
The application of the models presented can be used to answer such a question, in which 
we may fill in the gaps by predicting surface chl-a concentration as a proxy for 
phytoplankton biomass. Climate change impact on these lakes can be assessed as we can 
measure conditions such as surface water temperature through an algorithm in 
development by Schaffer et al. (2018). Other drivers of phytoplankton blooms such as 
DOM can be estimated in the same method as chl-a, while precipitation grids can identify 
the potential of runoff within each lake. Statistical analysis of the resulting information 
can help in determining if what we are seeing now is a result of increased reporting, or if 
there is a correlation with climate related variables, and algal biomass concentration. 
Spectral coherence wavelet analysis techniques can help determine if the trends that are 
being identified are a result of anthropogenic influence, or instead due to climactic 
oscillation patterns (such as El Niño). There is much that can be built upon with the 
application of these models, and further research is required to help determine if algal 
blooms do in fact like it hot. 
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Appendices 
Appendix A: Supplementary information on Landsat remote sensing studies  
Table A1: Chronological overview of Landsat remote sensing of phytoplankton biomass. B1 = Band 1, B2 = Band 2, B3 = Band 
3, B4 = Band 4, and B5 = Band 5. 
Author Year Satellite Bands 
# 
Lakes 
Locations 
Modelled 
Parameters 
Atmospheric 
Correction 
Method 
Statistical 
Model 
Highest 
Chl-a R2 
Carpenter 
S.M, & 
Carpenter 
D.J. 
1983 Landsat 1 MSS B4, B5 1 
Canberra, 
Australia 
Chl-a Rad MLR 0.90 
Almanza, E., 
& Melack 
J.M. 
1984 Landsat 1 MSS B4 1 
Yosemite 
National Park, 
CA 
Chl-a 
SD 
Rad None 0.42 
Lathrop, 
R.G., & 
Lillesand, 
T.M 
1986 Landsat 5 TM B2 1 
Green Bay/ Lake 
Michigan 
Chl-a 
Turb 
SWT 
SD 
Rad Power 0.99 
Ritchie, J.C., 
et al. 
1990 
Landsat 1 MSS 
Landsat 5 TM 
B1 1 Moon Lake, MS 
Chl-a 
TSS 
Rad Linear 0.51 
Yacobi Y.Z., 
et al. 
1995 Landsat 5 TM B4 ∕ B3 1 
Lake Kinneret, 
Israel 
Chl-a 
SD 
Rad Linear 0.98 
Allee, R.J., 
& Johnson, 
J.E. 
1999 Landsat 5 TM 
B1, B2, B3, 
B5 
1 
Bull Shoals 
Reservoir, AR 
Chl-a 
SD 
DP-H 
SW 
Polynomial 
0.8 (SW) 
0.84 
(Polynomial) 
Östlund C., 
et al. 
2001 Landsat 5 TM B2 1 
Lake Erken, 
Sweden 
Chl-a 
TSS 
6S Linear 0.93 
Giardino, C., 
et al. 
2001 Landsat 5 TM B1 − B2 1 Lombardia, Italy 
Chl-a 
SD 
SWT 
DOS Linear 0.99 
Kloiber, 
S.M., et al. 
2002 Landsat 5 TM B1 450 Twin City, MN 
Chl-a 
SD 
Rad MSW 0.95 
Hellweger, 
F.L., et al. 
2004 Landsat 5 TM B2 ∕ B3 1 
New York 
Harbor, NY 
Chl-a 
SD 
Rad Linear 0.78 
Han L. & 
Jordan K.J. 
2005 Landsat 7 ETM+ B1 ∕ B3 1 
Pensacola Bay, 
FL 
Chl-a 
TSS 
COST Linear 0.67 
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Author Year Satellite Bands 
# 
Lakes 
Locations 
Modelled 
Parameters 
Atmospheric 
Correction 
Method 
Statistical 
Model 
Highest 
Chl-a R2 
Brezonik, P., 
et al. 
2005 Landsat 5 TM B3 + B1 ∕ B3 15 
East-Central 
Minnesota 
Chl-a 
CDOM 
Rad Linear 0.89 
Tyler, A.N., 
et al. 
2006 Landsat 5 TM B3 1 
Lake Balaton, 
Hungary 
Chl-a 
TSS 
DOS Multivariate 0.95 
Sudheer, 
K.P., et al. 
2006 Landsat 5 TM B1 ∕ B2 1 Beaver Lake, AR 
Chl-a 
TSS 
Rad ANN 0.31 
Sass, G.Z. et 
al. 
2007 
Landsat 5 TM 
Landsat 7 ETM+ 
B3 ∕ B1 76 
Utikuma 
Uplands, AB 
Chl-a Rad Linear 0.83 
Duan, H., et 
al. 
2007 Landsat 5 TM B4 ∕ B3 1 
Lake Chagan, 
China 
Chl-a FLAASH Linear 0.69 
Alparslan, 
E., et al. 
2007 Landsat 7 ETM+ 
B1, B2, B3, 
B4 
1 
Ömerli Dam, 
Turkey 
Chl-a 
TSS 
SD 
DOS MLR 0.92 
Chen L., et 
al. 
2008 Landsat 7 ETM+ 
B1, B4, B5, 
B7 
1 
Feitsui 
Reservoir, 
Taiwan 
Chl-a DN 
GEGA 
MLR 
0.89 
(GEGA) 
0.82 (MLR) 
Lim, H.S., et 
al. 
2009 Landsat 5 TM N/A 1 
Penang Island, 
Malaysia 
Chl-a ATCOR2 
Two-Term 
Par 
0.83 
Allan M.G., 
et al. 
2011 Landsat 7 ETM+ B3 10 
Rotorua lakes, 
New Zealand 
Chl-a 
SD 
Turb 
6S 
COST 
DOS 
Linear 0.89 
Tebbs E.J., 
et al. 
2013 Landsat 7 ETM+ B4 ∕ B1 1 
Eastern Rift 
Valley, Kenya 
Chl-a 
TSS/ISS 
SD 
FLAASH Linear 0.88 
Singh, K., et 
al. 
2014 Landsat 7 ETM+ 
B3 − B1 × 
B4 
1 
Sambhar Lake, 
India 
Chl-a DOS Linear 0.88 
Allan, M.G., 
et al. 
2015 Landsat 7 ETM+ B3 12 
Rotorua lakes, 
New Zealand 
Chl-a 
SD 
Turb 
MODTRAN 4 
Semi-
analytic 
Linear 
0.68 (SA) 
0.68 (Linear) 
Yip, H.D., et 
al. 
2015 
Landsat 4 TM 
Landsat 5 TM 
Landsat 7 EMT+ 
B4 + B3 1 
Lake 
Diefenbaker, SK 
Chl-a 
SD 
DOS 
Linear 
MLR (SD) 
0.58 
Kim, H.H., 
et al. 
2016 Landsat 8 OLI 
B4 − B2 × 
B5 
1 
Nakdong River, 
South Korea 
Chl-a FLAASH 
NL-
RANSAC 
0.89 
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Author Year Satellite Bands 
# 
Lakes 
Locations 
Modelled 
Parameters 
Atmospheric 
Correction 
Method 
Statistical 
Model 
Highest 
Chl-a R2 
Fadel, A., et 
al. 
2016 Landsat 8 OLI B2 ∕ B4 × B5 1 
Karaoun 
Reservoir, 
Lebanon 
Chl-a FLAASH Linear 0.72 
Patra, P.P., et 
al., 
2017 Landsat 8 OLI B5 ∕ B4 1 
Nalban Lake, 
India 
Chl-a DOS Linear 0.85 
Lin, S. 2017 
Landsat 5 TM 
Landsat 7 ETM+ 
Landsat 8 OLI 
Ratios of all 
bands (no 
thermal 
bands) 
1157 Continental USA 
Chl-a 
CDOM 
TSS 
SWT 
6S 
BRT 
RF 
MLR 
GAM 
0.33 
Satellites: ETM+ = Enhanced Thematic Mapper Plus, MSS = Multispectral Scanner System, OLI = Operational Land Imager, TM = Thematic Mapper. 
Modelled Parameters: CDOM = Coloured Dissolved Organic Matter, Chl-a = Chlorophyll-a, ISS = Inorganic Suspended Solids, SD = Secchi Disk Depth, 
SWT = Surface Water Temperature, TSS = Total Suspended Solids 
Atmospheric Correction Method: 6S = 6S Radiative Transfer Code, ATCOR2 = Atmospheric Correction for Flat Terrain, COST = Cosine of the Zenith Angle 
Method, DOS = Dark Object Subtraction, DP-H = Dark Pixel Haze Correction, FLAASH = Fast Line-of-sight Atmospheric Analysis of Hypercubes, 
MODTRAN4 = Moderate Resolution Transmission Model, Rad = Radiometric Correction/Rectification, DN = Digital Numbers 
Regression Methods: ANN = Artificial Neural Networks, BRT = Boosted Regression Trees, GAM = Generalized Additive Model ,GEGA = Grammatical 
Evolution and Genetic Algorithm, MLR = Multiple Linear Regression, MSW = Multiple Step-wise Regression, NL-RANSAC = Non-Linear Random Sample 
Consensus Model, RF = Random Forest Model, SW = Step-wise Regression, Two-Term Par = Two-Term Parameter Equation 
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Appendix B: Landsat scene WRS codes 
Table B1: WRS Landsat scenes used in this study, number of images per scene, and 
number of chl-a samples per image 
Region WRS 
Chl-a 
samples 
(n) 
Images 
(n) 
WRS 
Chl-a 
samples (n) 
Images 
(n) 
PTW 
P:073 R:012 8 4 P:019 R:023 1 1 
P:018 R:024 2 1 P:047 R:018 4 1 
P:019 R:021 2 1 P:069 R:017 1 1 
BCF 
P:194 R:014 4 4 P:042 R:022 12 11 
P:194 R:015 10 5 P:043 R:020 4 1 
TCF 
P:028 R:027 7 4 P:022 R:027 1 1 
P:025 R:028 31 13 P:052 R:022 1 1 
P:046 R:026 2 2 P:048 R:026 6 3 
P:018 R:029 14 8 P:050 R:022 1 1 
P:048 R:023 2 2 P:044 R:021 15 2 
P:048 R:024 2 2    
TPS P:027 R:033 18 14 P:033 R:032 6 5 
TPD 
P:037 R:032 7 5 P:041 R:032 1 1 
P:041 R:030 1 1 P:042 R:033 1 1 
P:043 R:028 1 1 P:043 R:033 1 1 
P:043 R:029 4 4 P:044 R:028 1 1 
P:038 R:032 10 10 P:045 R:025 1 1 
P:039 R:034 1 1 P:045 R:026 1 1 
SHF P:016 R:040 23 6 P:016 R:041 13 5 
TMF 
P:225 R:079 7 7 P:005 R:047 1 1 
P:015 R:042 22 22    
 
Table B2: WRS Landsat scenes used in this study, number of images per scene, and 
number of true colour samples per image 
Region WRS 
True 
Colour 
samples (n) 
Images 
(n) 
WRS 
True 
Colour 
samples (n) 
Images 
(n) 
PTW 
P:035 R:018 1 1 P:033 R:019 1 1 
P:033 R:016 6 1 P:033 R:017 4 1 
P:033 R:018 3 1 P:036 R:015 3 1 
BCF P:195 R:018 28 8    
TCF P:018 R:029 34 17    
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TPD 
P:048 R:026 2 2 P:041 R:032 3 3 
P:028 R:027 7 4 P:042 R:033 4 4 
P:050 R:022 1 1 P:039 R:034 1 1 
P:041 R:031 3 3 P:043 R:032 2 2 
SHF 
P:043 R:033 1 1 P:016 R:041 17 3 
P:016 R:040 17 4    
TMF P:015 R:042 14 6    
 
Table B3: WRS Landsat scenes used in this study, number of images per scene, and 
number of TSS samples per image 
Region WRS 
TSS 
samples (n) 
Images 
(n) 
WRS 
TSS  
samples (n) 
Images 
(n) 
TCF P:025 R:028 5 2 P:028 R:027 13 3 
TPS P:028 R:027 32 3 P:028 R:029 8 4 
TPD P:043 R:033 7 6 P:043 R:028 1 1 
 P:045 R:029 2 2 P:041 R:032 1 1 
 P:041 R:031 2 2 P:042 R:033 4 4 
SHF P:016 R:040 26 4 P:016 R:041 2 2 
TMF P:015 R:042 15 9 P:015 R:041 1 1 
 
Table B4: WRS Landsat scenes used in this study, number of images per scene, and 
number of turbidity samples per image 
Region WRS 
Turbidity 
samples (n) 
Images 
(n) 
WRS 
Turbidity 
samples (n) 
Images 
(n) 
BCF P:194 R:015 16 1    
TCF 
P:052 R:022 3 2 P:048 R:026 9 3 
P:044 R:026 1 1 P:050 R:022 1 1 
P:048 R:024 1 1 P:025 R:028 5 1 
P:048 R:025 1 1    
TPS 
P:027 R:035 1 1 P:027 R:031 1 1 
P:032 R:027 8 5 P:030 R:029 1 1 
P:027 R:034 1 1 P:028 R:030 3 3 
P:028 R:029 5 5 P:028 R:031 4 2 
P:031 R:027 2 2 P:029 R:030 1 1 
P:032 R:029 2 2 P:029 R:034 1 1 
P:036 R:027 1 1 P:033 R:032 2 2 
P:043 R:028 5 4    
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TPD 
P:041 R:030 3 3 P:043 R:029 1 1 
P:041 R:032 3 3 P:043 R:032 1 1 
P:042 R:033 4 4 P:044 R:028 1 1 
P:036 R:032 1 1 P:045 R:029 2 2 
P:037 R:032 1 1 P:036 R:034 1 1 
P:041 R:031 2 2    
SHF P:016 R:040 19 3 P:016 R:041 16 2 
TMF P:015 R:042 16 6    
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Appendix C: Comparison of TOA reflectance and partial atmospheric correction 
(PAC) 
Table C1: Comparison of TOA reflectance and partial atmospheric correction (PAC) 
method as proposed in this study. Average path radiance contributed by Rayleigh 
scattering measured by total radiance measured by the sensor. Chl-a data set. 
Region Band 
TOA 
Reflectance 
PAC 
Reflectance 
Difference 
Avg. Rayleigh 
Radiance 
[W/(m2×srad×μm)] 
n 
PTW 
Blue -0.06 -0.04 0.02 21.26 (66%) 
18 
Green 0.35 0.41 0.06 10.96 (59%) 
Red 0.53 0.56 0.03 5.42 (52%) 
NIR 0.80 0.81 0.01 1.51 (23%) 
BCF 
Blue -0.32 0.25 0.56 18.73 (63%) 
30 
Green 0.56 0.77 0.20 9.64 (53%) 
Red 0.75 0.83 0.08 4.90 (50%) 
NIR 0.80 0.80 0.00 1.33 (21%) 
TCF 
Blue 0.56 0.60 0.04 21.55 (62%) 
82 
Green 0.67 0.66 -0.01 11.11 (53%) 
Red 0.68 0.69 0.01 5.49 (48%) 
NIR 0.54 0.54 0.00 1.49 (19%) 
TPS 
Blue 0.45 0.46 0.00 24.74 (49%) 
24 
Green 0.45 0.45 0.00 12.55 (33%) 
Red 0.40 0.40 0.00 6.29 (26%) 
NIR 0.51 0.51 0.00 1.70 (11%) 
TPD 
Blue 0.17 0.21 0.05 22.78 (63%) 
30 
Green 0.54 0.57 0.03 11.63 (43%) 
Red 0.45 0.46 0.01 5.81 (37%) 
NIR 0.73 0.73 0.00 1.60 (21%) 
SHF 
Blue 0.59 0.59 -0.01 25.73 (51%) 
36 
Green 0.77 0.77 -0.01 13.03 (38%) 
Red 0.80 0.80 0.00 6.54 (34%) 
NIR 0.64 0.65 0.00 1.69 (15%) 
TMF 
Blue 0.38 0.44 0.07 23.90 (50%) 
30 
Green 0.09 0.12 0.03 12.24 (39%) 
Red 0.22 0.24 0.02 6.06 (32%) 
NIR 0.71 0.72 0.00 1.67 (20%) 
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Table C2: Comparison of TOA reflectance and partial atmospheric correction (PAC) 
method as proposed in this study. Average path radiance contributed by Rayleigh 
scattering measured by total radiance measured by the sensor. True colour data set. 
Region Band 
TOA 
Reflectance 
PAC 
Reflectance 
Difference 
Avg. Rayleigh 
Radiance 
[W/(m2×srad
×μm)] 
n 
PTW 
Blue -0.03 -0.01 0.02 23.03 (60%) 
18 
Green -0.31 -0.30 0.01 11.67 (47%) 
Red -0.20 -0.19 0.01 5.89 (41%) 
NIR 0.03 0.04 0.00 1.61 (22%) 
BCF 
Blue 0.48 0.23 -0.25 18.24 (65%) 
28 
Green 0.34 -0.10 -0.44 9.46 (64%) 
Red 0.31 -0.14 -0.45 4.79 (61%) 
NIR -0.40 -0.49 -0.09 1.16 (39%) 
TCF 
Blue -0.01 -0.02 -0.01 22.13 (64%) 
44 
Green -0.05 -0.06 -0.01 11.24 (57%) 
Red 0.01 0.00 -0.01 5.68 (54%) 
NIR -0.06 -0.06 0.00 1.49 (21%) 
TPD 
Blue 0.55 0.56 0.01 22.92 (54%) 
16 
Green 0.78 0.78 0.00 11.78 (37%) 
Red 0.84 0.84 0.00 5.81 (29%) 
NIR 0.60 0.60 0.00 1.61 (21%) 
SHF 
Blue -0.16 -0.17 -0.01 24.98 (51%) 
34 
Green -0.32 -0.33 0.00 12.65 (39%) 
Red -0.21 -0.21 0.00 6.36 (35%) 
NIR -0.06 -0.05 0.01 1.71 (16%) 
TMF 
Blue -0.17 -0.17 0.00 25.55 (45%) 
14 
Green -0.35 -0.35 0.00 12.92 (31%) 
Red -0.34 -0.34 0.00 6.49 (23%) 
NIR -0.10 -0.10 0.00 1.77 (8%) 
 
Table C3: Comparison of TOA reflectance and partial atmospheric correction (PAC) 
method as proposed in this study. Average path radiance contributed by Rayleigh 
scattering measured by total radiance measured by the sensor. TSS data set. 
Region Band 
TOA 
Reflectance 
PAC 
Reflectance 
Difference 
Avg. Rayleigh 
Radiance 
[W/(m2×srad
×μm)] 
n 
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BCF 
Blue -0.29 -0.29 0.00 15.18 (69%) 
16 
Green -0.16 -0.16 0.00 7.87 (70%) 
Red 0.44 0.44 0.00 4.17 (74%) 
NIR 0.20 0.20 0.00 0.95 (59%) 
TCF 
Blue -0.16 -0.05 0.11 21.36 (68%) 
21 
Green 0.61 0.66 0.05 10.90 (60%) 
Red 0.59 0.68 0.09 5.49 (56%) 
NIR -0.14 -0.10 0.04 1.51 (26%) 
TPS 
Blue -0.09 -0.06 0.03 24.08 (54%) 
37 
Green 0.17 0.18 0.01 12.27 (39%) 
Red 0.33 0.34 0.01 6.12 (34%) 
NIR 0.49 0.49 0.00 1.67 (15%) 
TPD 
Blue 0.33 0.34 0.00 23.90 (54%) 
21 
Green 0.50 0.50 0.00 12.24 (39%) 
Red 0.54 0.53 0.00 06.06 (34%) 
NIR 0.25 0.25 0.00 01.67 (21%) 
SHF 
Blue 0.18 0.18 -0.01 24.50 (52%) 
35 
Green 0.51 0.51 -0.01 12.41 (40%) 
Red 0.55 0.54 -0.01 6.24 (36%) 
NIR 0.11 0.11 0.00 1.68 (17%) 
TMF 
Blue 0.15 0.13 -0.01 24.50 (47%) 
16 
Green 0.22 0.21 -0.01 12.46 (37%) 
Red 0.27 0.27 0.00 6.23 (29%) 
NIR 0.28 0.28 0.00 1.64 (12%) 
 
Table C4: Comparison of TOA reflectance and partial atmospheric correction (PAC) 
method as proposed in this study. Average path radiance contributed by Rayleigh 
scattering measured by total radiance measured by the sensor. Turbidity data set. 
Regio
n 
Band 
TOA 
Reflectance 
PAC 
Reflectan
ce 
Difference 
Avg. Rayleigh 
Radiance 
[W/(m2×srad
×μm)] 
n 
TCF 
Blue -0.01 -0.04 -0.03 24.31 (63%) 
18 
Green 0.31 0.27 -0.04 12.33 (53%) 
Red 0.33 0.31 -0.02 6.20 (48%) 
NIR -0.21 -0.21 0.00 1.61 (17%) 
TPS 
Blue 0.36 0.34 -0.02 24.74 (60%) 
27 Green 0.69 0.69 0.00 12.55 (46%) 
Red 0.71 0.71 0.00 6.30 (40%) 
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NIR 0.25 0.25 0.01 1.60 (15%) 
TPD 
Blue 0.46 0.46 0.00 25.87 (55%) 
17 
Green 0.66 0.66 0.00 13.16 (38%) 
Red 0.67 0.67 0.00 6.55 (31%) 
NIR 0.06 0.05 0.00 1.79 (17%) 
SHF 
Blue 0.11 0.11 0.00 23.99 (53%) 
28 
Green 0.67 0.67 0.00 12.15 (41%) 
Red 0.64 0.64 0.00 6.12 (37%) 
NIR 0.34 0.34 0.00 1.65 (17%) 
TMF 
Blue 0.12 0.17 0.05 23.17 (51%) 
16 
Green 0.24 0.27 0.03 11.88 (43%) 
Red 0.31 0.31 0.01 5.89 (35%) 
NIR 0.31 0.32 0.01 1.56 (16%) 
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Appendix D: Results summary tables 
Table D1: Chl-a algorithm results summary. Constituent free region indicates the 
corresponding constituents are not statistically significant (true colour, TSS and turbidity) 
(P>0.05) with the algorithm 
Algorithm Regression Range Average Median 
# 
Constituent 
Free 
Regions 
Blue 
Linear 0.04 - 0.60 0.37 0.44 4 
Exponential 0.04 - 0.55 0.26 0.19 2 
Logarithmic 0.00 - 0.57 0.35 0.36 4 
Power 0.02 - 0.52 0.29 0.26 2 
Green 
Linear 0.12 - 0.77 0.53 0.57 1 
Exponential 0.46 - 0.79 0.60 0.57 3 
Logarithmic 0.08 - 0.75 0.51 0.56 1 
Power 0.47 - 0.79 0.61 0.62 4 
Red 
Linear 0.24 - 0.83 0.57 0.56 2 
Exponential 0.32 - 0.87 0.60 0.64 2 
Logarithmic 0.17 - 0.77 0.53 0.53 2 
Power 0.35 - 0.84 0.62 0.64 3 
NIR 
Linear 0.51 - 0.81 0.68 0.72 4 
Exponential 0.44 - 0.86 0.61 0.56 4 
Logarithmic 0.46 - 0.72 0.62 0.62 4 
Power 0.44 - 0.81 0.62 0.62 4 
B×G 
Linear 0.18 - 0.73 0.49 0.43 1 
Exponential 0.22 - 0.67 0.45 0.42 2 
Logarithmic 0.20 - 0.70 0.48 0.48 2 
Power 0.34 - 0.67 0.52 0.53 2 
B×R 
Linear 0.30 - 0.78 0.53 0.43 2 
Exponential 0.13 - 0.75 0.47 0.38 2 
Logarithmic 0.25 - 0.74 0.51 0.47 2 
Power 0.26 - 0.75 0.54 0.52 3 
B×NIR 
Linear 0.47 - 0.79 0.63 0.64 6 
Exponential 0.32 - 0.70 0.52 0.55 5 
Logarithmic 0.52 - 0.72 0.58 0.57 5 
Power 0.31 - 0.73 0.56 0.56 4 
G×R 
Linear 0.25 - 0.81 0.56 0.46 1 
Exponential 0.35 - 0.81 0.55 0.51 2 
Logarithmic 0.12 - 0.77 0.53 0.53 2 
Power 0.42 - 0.83 0.62 0.60 4 
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G×NIR 
Linear 0.12 - 0.77 0.53 0.57 1 
Exponential 0.46 - 0.79 0.60 0.57 3 
Logarithmic 0.08 - 0.75 0.51 0.56 1 
Power 0.47 - 0.79 0.61 0.62 4 
R×NIR 
Linear 0.42 - 0.84 0.70 0.71 3 
Exponential 0.25 - 0.82 0.58 0.63 3 
Logarithmic 0.47 - 0.74 0.61 0.63 4 
Power 0.13 - 0.81 0.60 0.67 3 
B∕G 
Linear 0.08 - 0.75 0.49 0.57 1 
Exponential 0.02 - 0.81 0.62 0.71 1 
Logarithmic 0.09 - 0.75 0.51 0.60 0 
Power 0.00 - 0.82 0.63 0.73 1 
B∕R 
Linear 0.10 - 0.78 0.47 0.51 1 
Exponential 0.26 - 0.84 0.64 0.68 1 
Logarithmic 0.11 - 0.79 0.51 0.56 1 
Power 0.21 - 0.86 0.66 0.70 1 
B∕NIR 
Linear 0.24 - 0.72 0.48 0.45 4 
Exponential 0.24 - 0.77 0.55 0.56 3 
Logarithmic 0.27 - 0.77 0.53 0.52 3 
Power 0.27 - 0.82 0.58 0.52 4 
G∕B 
Linear 0.10 - 0.77 0.52 0.61 0 
Exponential 0.01 - 0.83 0.63 0.75 1 
Logarithmic 0.09 - 0.75 0.51 0.60 0 
Power 0.00 - 0.82 0.63 0.73 1 
G∕R 
Linear 0.23 - 0.49 0.36 0.38 2 
Exponential 0.29 - 0.66 0.44 0.38 2 
Logarithmic 0.21 - 0.51 0.36 0.38 2 
Power 0.25 - 0.66 0.44 0.38 2 
G∕NIR 
Linear 0.07 - 0.46 0.31 0.40 1 
Exponential 0.03 - 0.83 0.37 0.39 1 
Logarithmic 0.04 - 0.54 0.33 0.42 0 
Power 0.03 - 0.82 0.37 0.48 2 
R∕B 
Linear 0.08 - 0.83 0.53 0.58 1 
Exponential 0.15 - 0.90 0.66 0.69 1 
Logarithmic 0.11 - 0.79 0.51 0.56 1 
Power 0.21 - 0.86 0.66 0.70 1 
R∕G 
Linear 0.19 - 0.53 0.36 0.39 2 
Exponential 0.22 - 0.66 0.43 0.38 2 
Logarithmic 0.21 - 0.51 0.36 0.38 2 
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Power 0.25 - 0.66 0.44 0.38 2 
R∕NIR 
Linear 0.01 - 0.43 0.28 0.30 1 
Exponential 0.03 - 0.80 0.36 0.36 1 
Logarithmic 0.03 - 0.48 0.29 0.32 1 
Power 0.05 - 0.78 0.36 0.33 1 
NIR∕B 
Linear 0.25 - 0.81 0.56 0.58 3 
Exponential 0.26 - 0.85 0.58 0.54 4 
Logarithmic 0.27 - 0.77 0.53 0.52 3 
Power 0.27 - 0.82 0.58 0.52 4 
NIR∕G 
Linear 0.00 - 0.60 0.32 0.40 1 
Exponential 0.01 - 0.73 0.35 0.45 2 
Logarithmic 0.04 - 0.54 0.33 0.42 0 
Power 0.03 - 0.82 0.37 0.48 2 
NIR∕R 
Linear 0.05 - 0.53 0.29 0.33 0 
Exponential 0.09 - 0.68 0.35 0.33 1 
Logarithmic 0.03 - 0.48 0.29 0.32 1 
Power 0.05 - 0.78 0.36 0.33 1 
B×G×R1 
Linear 0.26 - 0.76 0.52 0.43 2 
Exponential 0.15 - 0.72 0.45 0.34 2 
Logarithmic 0.19 - 0.75 0.51 0.47 1 
Power 0.35 - 0.78 0.57 0.52 3 
B×G×NIR1 
Linear 0.43 - 0.78 0.63 0.69 4 
Exponential 0.22 - 0.70 0.50 0.55 4 
Logarithmic 0.43 - 0.76 0.58 0.56 5 
Power 0.04 - 0.77 0.55 0.60 4 
B×R×NIR1 
Linear 0.41 - 0.81 0.64 0.72 4 
Exponential 0.24 - 0.71 0.50 0.61 3 
Logarithmic 0.46 - 0.75 0.58 0.56 5 
Power 0.08 - 0.78 0.56 0.58 3 
G×R×NIR1 
Linear 0.12 - 0.77 0.53 0.57 1 
Exponential 0.46 - 0.79 0.60 0.57 3 
Logarithmic 0.08 - 0.75 0.51 0.56 1 
Power 0.47 - 0.79 0.61 0.62 4 
Avg(B;G)1,2 
Linear 0.23 - 0.72 0.49 0.46 1 
Exponential 0.29 - 0.67 0.49 0.47 2 
Logarithmic 0.20 - 0.70 0.48 0.48 2 
Power 0.33 - 0.67 0.51 0.53 2 
Avg(B;R)1,2 
Linear 0.29 - 0.73 0.51 0.44 2 
Exponential 0.19 - 0.67 0.48 0.44 2 
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Logarithmic 0.26 - 0.72 0.50 0.47 2 
Power 0.25 - 0.67 0.51 0.51 2 
Avg(B;NIR)1,2 
Linear 0.50 - 0.79 0.62 0.61 5 
Exponential 0.24 - 0.70 0.53 0.55 4 
Logarithmic 0.53 - 0.77 0.59 0.54 5 
Power 0.19 - 0.72 0.54 0.55 4 
Avg(G;R)1,2 
Linear 0.18 - 0.81 0.55 0.52 2 
Exponential 0.40 - 0.83 0.60 0.55 3 
Logarithmic 0.12 - 0.76 0.53 0.53 2 
Power 0.42 - 0.82 0.62 0.60 4 
Avg(G;NIR)1,2 
Linear 0.48 - 0.84 0.66 0.69 3 
Exponential 0.03 - 0.81 0.58 0.64 3 
Logarithmic 0.34 - 0.77 0.60 0.65 3 
Power 0.12 - 0.81 0.60 0.68 3 
Avg(R;NIR)1,2 
Linear 0.47 - 0.84 0.66 0.63 4 
Exponential 0.09 - 0.83 0.58 0.61 3 
Logarithmic 0.42 - 0.75 0.60 0.62 4 
Power 0.01 - 0.81 0.58 0.66 3 
N-R3,4 
Linear 0.08 - 0.68 0.40 0.44 2 
Exponential 0.00 - 0.81 0.39 0.42 2 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
Kab15,6 
Linear 0.14 - 0.75 0.51 0.57 0 
Exponential 0.05 - 0.82 0.63 0.74 1 
Logarithmic 0.13 - 0.72 0.45 0.53 0 
Power 0.03 - 0.80 0.58 0.68 0 
NDVI 
Linear 0.03 - 0.49 0.29 0.32 1 
Exponential 0.05 - 0.78 0.36 0.33 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
NRVI 
Linear 0.03 - 0.49 0.29 0.32 1 
Exponential 0.05 - 0.78 0.36 0.33 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
OC27 
Linear 0.11 - 0.74 0.50 0.60 1 
Exponential 0.03 - 0.80 0.62 0.75 2 
Logarithmic 0.07 - 0.07 0.07 0.07 0 
Power 0.03 - 0.03 0.03 0.03 0 
SABI5,8 Linear 0.02 - 0.61 0.32 0.40 2 
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Exponential 0.03 - 0.73 0.37 0.44 2 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
(B-R)∕G4,9 
Linear 0.09 - 0.79 0.49 0.54 1 
Exponential 0.18 - 0.85 0.66 0.69 2 
Logarithmic 0.48 - 0.89 0.72 0.80 0 
Power 0.62 - 0.90 0.80 0.87 0 
(NIR∕G)+(NIR∕B) 
Linear 0.14 - 0.70 0.46 0.44 2 
Exponential 0.12 - 0.73 0.47 0.46 2 
Logarithmic 0.18 - 0.64 0.45 0.43 2 
Power 0.14 - 0.77 0.48 0.51 2 
G×(B+G+R) 
Linear 0.26 - 0.76 0.53 0.47 1 
Exponential 0.33 - 0.74 0.53 0.44 1 
Logarithmic 0.13 - 0.75 0.51 0.52 1 
Power 0.42 - 0.78 0.59 0.57 4 
[(1∕B)-(1∕G)]×NIR10 
Linear 0.08 - 0.76 0.47 0.63 1 
Exponential 0.00 - 0.81 0.55 0.65 3 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
[(1∕R)-(1∕G)]×NIR10 
Linear 0.01 - 0.40 0.17 0.10 0 
Exponential 0.02 - 0.46 0.27 0.25 0 
Logarithmic 0.03 - 0.39 0.22 0.19 0 
Power 0.12 - 0.45 0.35 0.37 0 
[(1∕R)-(1∕B)]×NIR10 
Linear 0.05 - 0.73 0.43 0.56 0 
Exponential 0.02 - 0.80 0.54 0.62 1 
Logarithmic 0.35 - 0.73 0.57 0.62 0 
Power 0.49 - 0.72 0.64 0.70 0 
[(1∕R)-(0.2363×(1∕G))]×NIR11 
Linear 0.03 - 0.51 0.28 0.29 1 
Exponential 0.12 - 0.65 0.35 0.32 1 
Logarithmic 0.06 - 0.47 0.28 0.28 1 
Power 0.08 - 0.77 0.36 0.35 1 
(R^-1-B^-1)∕NIR12 
Linear 0.05 - 0.73 0.33 0.33 2 
Exponential 0.02 - 0.80 0.44 0.54 2 
Logarithmic 0.58 - 0.83 0.73 0.80 0 
Power 0.64 - 0.87 0.79 0.86 0 
(B∕R)×NIR 
Linear 0.31 - 0.71 0.47 0.41 3 
Exponential 0.21 - 0.56 0.38 0.41 1 
Logarithmic 0.24 - 0.60 0.43 0.43 2 
Power 0.14 - 0.66 0.39 0.39 1 
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(G∕R)×NIR 
Linear 0.46 - 0.78 0.66 0.66 5 
Exponential 0.39 - 0.79 0.59 0.59 5 
Logarithmic 0.41 - 0.74 0.61 0.58 5 
Power 0.37 - 0.74 0.59 0.67 5 
(R∕B)×NIR 
Linear 0.39 - 0.90 0.72 0.78 2 
Exponential 0.29 - 0.91 0.64 0.70 2 
Logarithmic 0.48 - 0.78 0.63 0.70 3 
Power 0.22 - 0.87 0.64 0.72 2 
(R∕G)×NIR 
Linear 0.42 - 0.82 0.67 0.67 4 
Exponential 0.39 - 0.89 0.60 0.57 4 
Logarithmic 0.47 - 0.72 0.61 0.63 4 
Power 0.48 - 0.83 0.63 0.58 4 
(R×NIR)∕B13 
Linear 0.39 - 0.90 0.72 0.78 2 
Exponential 0.29 - 0.91 0.64 0.70 2 
Logarithmic 0.48 - 0.78 0.63 0.70 3 
Power 0.22 - 0.87 0.64 0.72 2 
(B∕G)×(B∕R) 
Linear 0.07 - 0.78 0.45 0.48 0 
Exponential 0.20 - 0.86 0.63 0.66 0 
Logarithmic 0.03 - 0.79 0.51 0.59 0 
Power 0.13 - 0.86 0.67 0.73 1 
(B∕G)×(B∕NIR) 
Linear 0.28 - 0.76 0.49 0.49 2 
Exponential 0.27 - 0.86 0.56 0.56 2 
Logarithmic 0.34 - 0.86 0.57 0.59 2 
Power 0.29 - 0.91 0.61 0.63 2 
(B∕G)×(R∕G) 
Linear 0.11 - 0.53 0.37 0.44 1 
Exponential 0.17 - 0.68 0.45 0.50 2 
Logarithmic 0.10 - 0.53 0.38 0.45 1 
Power 0.17 - 0.71 0.46 0.50 3 
(B∕G)×(R∕NIR) 
Linear 0.17 - 0.68 0.43 0.42 3 
Exponential 0.12 - 0.67 0.47 0.53 2 
Logarithmic 0.16 - 0.75 0.47 0.46 4 
Power 0.13 - 0.75 0.50 0.51 3 
(B∕G)×(NIR∕B) 
Linear 0.00 - 0.60 0.32 0.40 1 
Exponential 0.01 - 0.73 0.35 0.45 2 
Logarithmic 0.04 - 0.54 0.33 0.42 0 
Power 0.03 - 0.82 0.37 0.48 2 
(B∕G)×(NIR∕G) 
Linear 0.04 - 0.46 0.27 0.27 0 
Exponential 0.00 - 0.71 0.34 0.40 0 
Logarithmic 0.02 - 0.48 0.25 0.24 0 
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Power 0.02 - 0.84 0.35 0.39 0 
(B∕G)×(NIR∕R) 
Linear 0.03 - 0.57 0.29 0.29 0 
Exponential 0.18 - 0.69 0.41 0.37 1 
Logarithmic 0.11 - 0.56 0.30 0.27 0 
Power 0.21 - 0.83 0.44 0.36 1 
(B∕R)×(B∕NIR) 
Linear 0.28 - 0.72 0.48 0.48 2 
Exponential 0.34 - 0.85 0.57 0.59 2 
Logarithmic 0.34 - 0.84 0.58 0.61 2 
Power 0.36 - 0.91 0.63 0.68 2 
(B∕R)×(G∕R) 
Linear 0.06 - 0.71 0.43 0.44 1 
Exponential 0.21 - 0.79 0.57 0.62 1 
Logarithmic 0.04 - 0.74 0.48 0.49 1 
Power 0.25 - 0.86 0.60 0.63 1 
(B∕R)×(G∕NIR) 
Linear 0.26 - 0.69 0.48 0.47 2 
Exponential 0.30 - 0.77 0.57 0.56 2 
Logarithmic 0.33 - 0.76 0.55 0.55 2 
Power 0.35 - 0.84 0.60 0.59 2 
(B∕R)×(NIR∕R) 
Linear 0.26 - 0.64 0.34 0.30 0 
Exponential 0.25 - 0.75 0.48 0.48 2 
Logarithmic 0.26 - 0.61 0.35 0.29 1 
Power 0.25 - 0.78 0.51 0.46 1 
(B∕NIR)×(G∕NIR) 
Linear 0.16 - 0.51 0.36 0.40 2 
Exponential 0.14 - 0.75 0.43 0.51 1 
Logarithmic 0.19 - 0.65 0.45 0.43 2 
Power 0.16 - 0.77 0.48 0.51 1 
(B∕NIR)×(R∕NIR) 
Linear 0.13 - 0.50 0.34 0.39 2 
Exponential 0.08 - 0.75 0.38 0.48 1 
Logarithmic 0.13 - 0.63 0.42 0.44 2 
Power 0.08 - 0.75 0.44 0.53 1 
(G∕B)×(G∕R) 
Linear 0.08 - 0.54 0.38 0.43 3 
Exponential 0.17 - 0.72 0.46 0.48 3 
Logarithmic 0.10 - 0.53 0.38 0.45 1 
Power 0.17 - 0.71 0.46 0.50 3 
(G∕B)×(G∕NIR) 
Linear 0.02 - 0.45 0.22 0.19 0 
Exponential 0.00 - 0.85 0.33 0.35 1 
Logarithmic 0.02 - 0.48 0.25 0.24 0 
Power 0.02 - 0.84 0.35 0.39 0 
(G∕B)×(R∕B) 
Linear 0.01 - 0.86 0.53 0.61 1 
Exponential 0.07 - 0.89 0.66 0.71 1 
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Logarithmic 0.03 - 0.79 0.51 0.59 0 
Power 0.13 - 0.86 0.67 0.73 1 
(G∕B)×(R∕NIR) 
Linear 0.11 - 0.53 0.27 0.20 1 
Exponential 0.17 - 0.82 0.42 0.34 1 
Logarithmic 0.11 - 0.56 0.30 0.27 0 
Power 0.21 - 0.83 0.44 0.36 1 
(G∕B)×(NIR∕B) 
Linear 0.29 - 0.92 0.61 0.62 2 
Exponential 0.30 - 0.92 0.61 0.64 3 
Logarithmic 0.34 - 0.86 0.57 0.59 2 
Power 0.29 - 0.91 0.61 0.63 2 
(G∕B)×(NIR∕R) 
Linear 0.13 - 0.80 0.49 0.47 3 
Exponential 0.13 - 0.80 0.50 0.48 3 
Logarithmic 0.16 - 0.75 0.47 0.46 4 
Power 0.13 - 0.75 0.50 0.51 3 
(G∕R)×(G∕NIR) 
Linear 0.08 - 0.46 0.34 0.42 0 
Exponential 0.00 - 0.80 0.40 0.47 2 
Logarithmic 0.11 - 0.55 0.37 0.39 1 
Power 0.02 - 0.80 0.41 0.44 1 
(G∕R)×(NIR∕R) 
Linear 0.05 - 0.37 0.24 0.27 0 
Exponential 0.03 - 0.55 0.30 0.29 1 
Logarithmic 0.01 - 0.41 0.24 0.28 1 
Power 0.04 - 0.70 0.31 0.31 1 
(G∕NIR)×(R∕NIR) 
Linear 0.06 - 0.44 0.28 0.32 1 
Exponential 0.05 - 0.78 0.34 0.31 1 
Logarithmic 0.04 - 0.52 0.31 0.40 1 
Power 0.01 - 0.81 0.36 0.40 1 
(R∕B)×(R∕G) 
Linear 0.01 - 0.81 0.49 0.54 1 
Exponential 0.15 - 0.89 0.60 0.66 1 
Logarithmic 0.04 - 0.74 0.48 0.49 1 
Power 0.25 - 0.86 0.60 0.63 1 
(R∕B(×(R∕NIR) 
Linear 0.18 - 0.56 0.32 0.26 1 
Exponential 0.25 - 0.75 0.47 0.41 1 
Logarithmic 0.26 - 0.61 0.35 0.29 1 
Power 0.25 - 0.78 0.51 0.46 1 
(R∕B)×(NIR∕B) 
Linear 0.24 - 0.91 0.63 0.66 2 
Exponential 0.30 - 0.92 0.62 0.69 2 
Logarithmic 0.34 - 0.84 0.58 0.61 2 
Power 0.36 - 0.91 0.63 0.68 2 
(R∕B)×(NIR∕G) Linear 0.30 - 0.80 0.58 0.61 3 
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Exponential 0.34 - 0.87 0.59 0.61 2 
Logarithmic 0.33 - 0.76 0.55 0.55 2 
Power 0.35 - 0.84 0.60 0.59 2 
(R∕G)×(R∕NIR) 
Linear 0.02 - 0.38 0.23 0.28 1 
Exponential 0.04 - 0.72 0.31 0.29 1 
Logarithmic 0.01 - 0.41 0.24 0.28 1 
Power 0.04 - 0.70 0.31 0.31 1 
(R∕G)×(NIR∕G) 
Linear 0.13 - 0.62 0.37 0.33 1 
Exponential 0.04 - 0.72 0.38 0.36 1 
Logarithmic 0.11 - 0.55 0.37 0.39 1 
Power 0.02 - 0.80 0.41 0.44 1 
(NIR∕B)×(NIR∕G) 
Linear 0.08 - 0.70 0.46 0.45 2 
Exponential 0.09 - 0.77 0.45 0.41 2 
Logarithmic 0.19 - 0.65 0.45 0.43 2 
Power 0.16 - 0.77 0.48 0.51 1 
(NIR∕B)×(NIR∕R) 
Linear 0.04 - 0.69 0.43 0.40 3 
Exponential 0.04 - 0.73 0.42 0.46 1 
Logarithmic 0.13 - 0.63 0.42 0.44 2 
Power 0.08 - 0.75 0.44 0.53 1 
(NIR∕G)×(NIR∕R) 
Linear 0.04 - 0.59 0.29 0.41 0 
Exponential 0.06 - 0.57 0.33 0.45 2 
Logarithmic 0.04 - 0.52 0.31 0.40 1 
Power 0.01 - 0.81 0.36 0.40 1 
(1) Fadel et al., 2016; (2) Patra et al., 2015; (3) Tucker, 1979; (4) Ho et al., 2017; (5) Boucher 
et al., 2018; (6) Kabbara et al., 2008; (7) Trinh et al., 2017; (8) Alawadi et al., 2010; (9) Mayo 
et al., 1995; (10) Keith et al., 2018; (11) Chen et al., 2013; (12) Singh et a.l, 2014; Guan et al., 
2009. 
 
Kab1 = 1.67-3.94×ln(B)+3.78×ln(G) 
NDVI = (NIR-R)∕(NIR+R) 
NRVI = [(R∕NIRIR)-1]∕[(R∕NIRIR)+1) 
SABI = (NIR-R)∕(B+G) 
𝑶𝑪𝟐 = 𝟎. 𝟏𝟗𝟕𝟕 + (−𝟏. 𝟖𝟏𝟏𝟕 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟏
+ (𝟏. 𝟗𝟕𝟒𝟑 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟐
+ (𝟐. 𝟓𝟔𝟑𝟓 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟑
+ (−𝟎. 𝟕𝟐𝟏𝟖 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟒
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Table D2: True colour algorithm results summary. Constituent free region indicates the 
corresponding constituents (chl-a) are not statistically significant (P>0.05) with the 
algorithm 
Algorithm Regression Range Average Median 
# 
Constituent 
Free 
Regions 
Blue 
Linear 0.01 - 0.54 0.19 0.17 0 
Exponential 0.08 - 0.47 0.20 0.14 0 
Logarithmic 0.02 - 0.53 0.20 0.17 0 
Power 0.03 - 0.44 0.19 0.14 0 
Green 
Linear 0.06 - 0.77 0.32 0.32 0 
Exponential 0.02 - 0.72 0.29 0.25 0 
Logarithmic 0.04 - 0.79 0.34 0.35 0 
Power 0.03 - 0.77 0.31 0.30 0 
Red 
Linear 0.00 - 0.84 0.29 0.20 0 
Exponential 0.05 - 0.78 0.27 0.15 0 
Logarithmic 0.01 - 0.86 0.29 0.21 0 
Power 0.02 - 0.86 0.26 0.13 0 
NIR 
Linear 0.04 - 0.56 0.22 0.08 0 
Exponential 0.00 - 0.60 0.24 0.14 0 
Logarithmic 0.03 - 0.66 0.25 0.11 0 
Power 0.01 - 0.72 0.29 0.19 0 
B×G 
Linear 0.00 - 0.66 0.22 0.19 1 
Exponential 0.04 - 0.60 0.22 0.18 1 
Logarithmic 0.08 - 0.70 0.28 0.26 0 
Power 0.02 - 0.64 0.26 0.23 0 
B×R 
Linear 0.02 - 0.73 0.22 0.15 1 
Exponential 0.01 - 0.65 0.21 0.13 1 
Logarithmic 0.03 - 0.77 0.25 0.17 0 
Power 0.03 - 0.74 0.23 0.14 0 
B×NIR 
Linear 0.00 - 0.52 0.19 0.12 0 
Exponential 0.02 - 0.50 0.20 0.14 0 
Logarithmic 0.04 - 0.67 0.23 0.13 0 
Power 0.00 - 0.67 0.23 0.16 0 
G×R 
Linear 0.01 - 0.78 0.29 0.23 0 
Exponential 0.11 - 0.69 0.27 0.17 0 
Logarithmic 0.05 - 0.83 0.31 0.28 0 
Power 0.01 - 0.83 0.28 0.21 0 
G×NIR Linear 0.06 - 0.77 0.32 0.32 0 
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Exponential 0.02 - 0.72 0.29 0.25 0 
Logarithmic 0.04 - 0.79 0.34 0.35 0 
Power 0.03 - 0.77 0.31 0.30 0 
R×NIR 
Linear 0.01 - 0.73 0.26 0.19 0 
Exponential 0.03 - 0.67 0.26 0.20 0 
Logarithmic 0.07 - 0.79 0.28 0.18 0 
Power 0.01 - 0.82 0.28 0.22 0 
B∕G 
Linear 0.21 - 0.70 0.44 0.41 0 
Exponential 0.24 - 0.82 0.44 0.38 0 
Logarithmic 0.21 - 0.70 0.44 0.41 0 
Power 0.22 - 0.80 0.43 0.40 0 
B∕R 
Linear 0.03 - 0.78 0.31 0.22 0 
Exponential 0.02 - 0.90 0.30 0.24 0 
Logarithmic 0.03 - 0.84 0.33 0.27 0 
Power 0.01 - 0.92 0.31 0.28 0 
B∕NIR 
Linear 0.11 - 0.68 0.28 0.18 0 
Exponential 0.07 - 0.70 0.33 0.25 0 
Logarithmic 0.12 - 0.65 0.27 0.17 0 
Power 0.07 - 0.67 0.31 0.26 0 
G∕B 
Linear 0.20 - 0.69 0.43 0.41 0 
Exponential 0.20 - 0.78 0.42 0.40 0 
Logarithmic 0.21 - 0.70 0.44 0.41 0 
Power 0.22 - 0.80 0.43 0.40 0 
G∕R 
Linear 0.04 - 0.88 0.34 0.25 1 
Exponential 0.04 - 0.95 0.40 0.26 1 
Logarithmic 0.07 - 0.90 0.35 0.26 1 
Power 0.07 - 0.94 0.41 0.27 1 
G∕NIR 
Linear 0.01 - 0.69 0.35 0.41 1 
Exponential 0.14 - 0.71 0.34 0.28 1 
Logarithmic 0.02 - 0.66 0.37 0.44 1 
Power 0.12 - 0.68 0.34 0.29 1 
R∕B 
Linear 0.02 - 0.88 0.35 0.31 0 
Exponential 0.03 - 0.91 0.31 0.28 0 
Logarithmic 0.03 - 0.84 0.33 0.27 0 
Power 0.01 - 0.92 0.31 0.28 0 
R∕G 
Linear 0.10 - 0.91 0.36 0.26 1 
Exponential 0.10 - 0.93 0.41 0.29 1 
Logarithmic 0.07 - 0.90 0.35 0.26 1 
Power 0.07 - 0.94 0.41 0.27 1 
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R∕NIR 
Linear 0.21 - 0.68 0.44 0.43 1 
Exponential 0.13 - 0.71 0.35 0.28 0 
Logarithmic 0.23 - 0.65 0.45 0.46 1 
Power 0.15 - 0.67 0.36 0.30 1 
NIR∕B 
Linear 0.11 - 0.61 0.23 0.17 0 
Exponential 0.03 - 0.63 0.27 0.24 0 
Logarithmic 0.12 - 0.65 0.27 0.17 0 
Power 0.07 - 0.67 0.31 0.26 0 
NIR∕G 
Linear 0.04 - 0.60 0.37 0.46 1 
Exponential 0.10 - 0.62 0.34 0.30 1 
Logarithmic 0.02 - 0.66 0.37 0.44 1 
Power 0.12 - 0.68 0.34 0.29 1 
NIR∕R 
Linear 0.23 - 0.59 0.45 0.49 1 
Exponential 0.19 - 0.61 0.36 0.32 1 
Logarithmic 0.23 - 0.65 0.45 0.46 1 
Power 0.15 - 0.67 0.36 0.30 1 
B×G×R1 
Linear 0.04 - 0.71 0.24 0.18 1 
Exponential 0.09 - 0.62 0.23 0.13 1 
Logarithmic 0.04 - 0.78 0.28 0.24 0 
Power 0.00 - 0.75 0.25 0.18 0 
B×G×NIR1 
Linear 0.02 - 0.58 0.22 0.19 0 
Exponential 0.10 - 0.54 0.23 0.17 0 
Logarithmic 0.08 - 0.72 0.27 0.22 0 
Power 0.08 - 0.72 0.26 0.19 0 
B×R×NIR1 
Linear 0.01 - 0.65 0.22 0.17 0 
Exponential 0.06 - 0.58 0.22 0.18 1 
Logarithmic 0.06 - 0.77 0.25 0.18 0 
Power 0.01 - 0.77 0.24 0.17 0 
G×R×NIR1 
Linear 0.06 - 0.77 0.32 0.32 0 
Exponential 0.02 - 0.72 0.29 0.25 0 
Logarithmic 0.04 - 0.79 0.34 0.35 0 
Power 0.03 - 0.77 0.31 0.30 0 
Avg(B;G)1,2 
Linear 0.04 - 0.69 0.26 0.22 0 
Exponential 0.05 - 0.63 0.25 0.19 1 
Logarithmic 0.08 - 0.70 0.28 0.24 0 
Power 0.01 - 0.65 0.26 0.21 0 
Avg(B;R)1,2 
Linear 0.01 - 0.75 0.24 0.15 1 
Exponential 0.08 - 0.68 0.23 0.14 1 
Logarithmic 0.03 - 0.76 0.26 0.17 0 
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Power 0.03 - 0.71 0.24 0.17 1 
Avg(B;NIR)1,2 
Linear 0.02 - 0.59 0.17 0.11 0 
Exponential 0.03 - 0.56 0.17 0.08 0 
Logarithmic 0.02 - 0.64 0.18 0.10 0 
Power 0.02 - 0.62 0.17 0.06 0 
Avg(G;R)1,2 
Linear 0.04 - 0.81 0.31 0.27 0 
Exponential 0.05 - 0.75 0.28 0.19 0 
Logarithmic 0.05 - 0.83 0.32 0.29 0 
Power 0.02 - 0.82 0.29 0.22 0 
Avg(G;NIR)1,2 
Linear 0.07 - 0.73 0.29 0.22 0 
Exponential 0.01 - 0.71 0.28 0.24 0 
Logarithmic 0.12 - 0.76 0.30 0.22 0 
Power 0.11 - 0.78 0.30 0.25 0 
Avg(R;NIR)1,2 
Linear 0.04 - 0.80 0.27 0.17 0 
Exponential 0.00 - 0.76 0.26 0.21 0 
Logarithmic 0.06 - 0.81 0.27 0.16 0 
Power 0.02 - 0.83 0.28 0.21 0 
N-R3,4 
Linear 0.12 - 0.80 0.39 0.31 1 
Exponential 0.07 - 0.69 0.29 0.17 1 
Logarithmic 0.17 - 0.17 0.00 0.17 0 
Power 0.05 - 0.05 0.00 0.05 0 
Kab15,6 
Linear 0.21 - 0.66 0.43 0.42 0 
Exponential 0.24 - 0.77 0.43 0.39 0 
Logarithmic 0.30 - 0.67 0.53 0.57 0 
Power 0.36 - 0.80 0.52 0.46 0 
NDVI 
Linear 0.23 - 0.64 0.45 0.46 1 
Exponential 0.15 - 0.67 0.36 0.30 0 
Logarithmic 0.33 - 0.33 0.00 0.33 0 
Power 0.10 - 0.10 0.00 0.10 0 
NRVI 
Linear 0.23 - 0.64 0.45 0.46 1 
Exponential 0.15 - 0.67 0.36 0.30 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
OC27 
Linear 0.21 - 0.66 0.41 0.39 0 
Exponential 0.25 - 0.74 0.40 0.36 0 
Logarithmic 0.34 - 0.34 0.34 0.34 1 
Power 0.40 - 0.40 0.40 0.40 1 
SABI5,8 
Linear 0.19 - 0.76 0.46 0.44 2 
Exponential 0.22 - 0.67 0.37 0.25 1 
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Logarithmic 0.33 - 0.33 0.00 0.33 1 
Power 0.09 - 0.09 0.00 0.09 1 
(B-R)∕G4,9 
Linear 0.07 - 0.84 0.39 0.31 0 
Exponential 0.10 - 0.92 0.36 0.31 0 
Logarithmic 0.08 - 0.38 0.26 0.30 0 
Power 0.07 - 0.40 0.19 0.12 0 
(NIR∕G)+(NIR∕B) 
Linear 0.12 - 0.61 0.32 0.31 1 
Exponential 0.10 - 0.64 0.31 0.23 1 
Logarithmic 0.12 - 0.67 0.34 0.30 1 
Power 0.08 - 0.69 0.34 0.29 1 
G×(B+G+R) 
Linear 0.00 - 0.73 0.26 0.24 0 
Exponential 0.06 - 0.66 0.25 0.18 0 
Logarithmic 0.02 - 0.79 0.31 0.30 0 
Power 0.03 - 0.76 0.28 0.25 0 
[(1∕B)-(1∕G)]×NIR10 
Linear 0.06 - 0.55 0.39 0.44 0 
Exponential 0.06 - 0.57 0.38 0.42 0 
Logarithmic 0.00 - 0.00 0.00 N/A 1 
Power 0.00 - 0.00 0.00 N/A 0 
[(1∕R)-(1∕G)]×NIR10 
Linear 0.06 - 0.88 0.37 0.33 2 
Exponential 0.16 - 0.89 0.45 0.46 2 
Logarithmic 0.01 - 0.45 0.26 0.23 1 
Power 0.09 - 0.50 0.33 0.47 1 
[(1∕R)-(1∕B)]×NIR10 
Linear 0.24 - 0.83 0.44 0.37 0 
Exponential 0.05 - 0.90 0.42 0.39 0 
Logarithmic 0.23 - 0.42 0.31 0.27 0 
Power 0.06 - 0.44 0.28 0.35 0 
[(1∕R)-(0.2363×(1∕G))]×NIR11 
Linear 0.25 - 0.61 0.45 0.49 2 
Exponential 0.10 - 0.60 0.36 0.33 0 
Logarithmic 0.25 - 0.68 0.46 0.46 1 
Power 0.08 - 0.66 0.36 0.32 1 
(R^-1-B^-1)∕NIR12 
Linear 0.04 - 0.62 0.27 0.24 0 
Exponential 0.05 - 0.77 0.28 0.17 0 
Logarithmic 0.07 - 0.38 0.24 0.27 0 
Power 0.06 - 0.38 0.17 0.06 0 
(B∕R)×NIR 
Linear 0.02 - 0.44 0.19 0.19 0 
Exponential 0.00 - 0.44 0.16 0.10 0 
Logarithmic 0.00 - 0.46 0.17 0.12 0 
Power 0.00 - 0.46 0.16 0.10 0 
(G∕R)×NIR Linear 0.02 - 0.52 0.21 0.16 0 
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Exponential 0.09 - 0.53 0.25 0.20 0 
Logarithmic 0.04 - 0.59 0.26 0.20 0 
Power 0.07 - 0.59 0.30 0.25 0 
(R∕B)×NIR 
Linear 0.04 - 0.82 0.30 0.18 0 
Exponential 0.02 - 0.80 0.31 0.24 0 
Logarithmic 0.08 - 0.78 0.29 0.16 0 
Power 0.07 - 0.85 0.33 0.23 0 
(R∕G)×NIR 
Linear 0.02 - 0.71 0.23 0.08 0 
Exponential 0.04 - 0.71 0.28 0.20 0 
Logarithmic 0.06 - 0.76 0.26 0.10 0 
Power 0.03 - 0.81 0.31 0.24 0 
(R×NIR)∕B13 
Linear 0.04 - 0.82 0.30 0.18 0 
Exponential 0.02 - 0.80 0.31 0.24 0 
Logarithmic 0.08 - 0.78 0.29 0.16 0 
Power 0.07 - 0.85 0.33 0.23 0 
(B∕G)×(B∕R) 
Linear 0.05 - 0.72 0.36 0.31 0 
Exponential 0.12 - 0.86 0.35 0.26 0 
Logarithmic 0.06 - 0.80 0.39 0.32 0 
Power 0.08 - 0.89 0.36 0.34 0 
(B∕G)×(B∕NIR) 
Linear 0.03 - 0.61 0.29 0.22 0 
Exponential 0.08 - 0.71 0.34 0.21 0 
Logarithmic 0.08 - 0.60 0.30 0.23 0 
Power 0.09 - 0.64 0.34 0.22 0 
(B∕G)×(R∕G) 
Linear 0.21 - 0.60 0.48 0.52 0 
Exponential 0.12 - 0.63 0.47 0.53 0 
Logarithmic 0.20 - 0.59 0.47 0.51 0 
Power 0.11 - 0.62 0.46 0.52 0 
(B∕G)×(R∕NIR) 
Linear 0.08 - 0.74 0.24 0.17 0 
Exponential 0.01 - 0.76 0.26 0.20 0 
Logarithmic 0.08 - 0.70 0.24 0.16 0 
Power 0.01 - 0.73 0.25 0.19 0 
(B∕G)×(NIR∕B) 
Linear 0.04 - 0.60 0.37 0.46 1 
Exponential 0.10 - 0.62 0.34 0.30 1 
Logarithmic 0.02 - 0.66 0.37 0.44 1 
Power 0.12 - 0.68 0.34 0.29 1 
(B∕G)×(NIR∕G) 
Linear 0.04 - 0.73 0.47 0.52 2 
Exponential 0.14 - 0.58 0.42 0.46 1 
Logarithmic 0.03 - 0.65 0.45 0.50 2 
Power 0.14 - 0.53 0.41 0.47 1 
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(B∕G)×(NIR∕R) 
Linear 0.17 - 0.83 0.51 0.51 2 
Exponential 0.28 - 0.85 0.46 0.40 1 
Logarithmic 0.16 - 0.83 0.48 0.45 3 
Power 0.26 - 0.81 0.43 0.39 2 
(B∕R)×(B∕NIR) 
Linear 0.00 - 0.61 0.20 0.06 0 
Exponential 0.03 - 0.76 0.31 0.21 0 
Logarithmic 0.04 - 0.65 0.25 0.10 0 
Power 0.09 - 0.77 0.33 0.19 0 
(B∕R)×(G∕R) 
Linear 0.09 - 0.76 0.23 0.13 0 
Exponential 0.03 - 0.90 0.29 0.14 0 
Logarithmic 0.06 - 0.88 0.28 0.20 0 
Power 0.09 - 0.94 0.33 0.22 0 
(B∕R)×(G∕NIR) 
Linear 0.04 - 0.60 0.32 0.28 0 
Exponential 0.01 - 0.75 0.37 0.37 0 
Logarithmic 0.06 - 0.60 0.32 0.26 0 
Power 0.02 - 0.73 0.36 0.35 0 
(B∕R)×(NIR∕R) 
Linear 0.25 - 0.87 0.48 0.44 3 
Exponential 0.05 - 0.95 0.42 0.39 1 
Logarithmic 0.26 - 0.90 0.46 0.41 2 
Power 0.05 - 0.90 0.39 0.33 2 
(B∕NIR)×(G∕NIR) 
Linear 0.06 - 0.71 0.35 0.32 1 
Exponential 0.04 - 0.74 0.35 0.33 1 
Logarithmic 0.13 - 0.66 0.34 0.30 1 
Power 0.09 - 0.69 0.33 0.29 1 
(B∕NIR)×(R∕NIR) 
Linear 0.01 - 0.74 0.28 0.25 0 
Exponential 0.00 - 0.76 0.25 0.19 0 
Logarithmic 0.07 - 0.69 0.31 0.30 0 
Power 0.06 - 0.71 0.26 0.23 0 
(G∕B)×(G∕R) 
Linear 0.19 - 0.58 0.45 0.49 0 
Exponential 0.09 - 0.62 0.44 0.51 0 
Logarithmic 0.20 - 0.59 0.47 0.51 0 
Power 0.11 - 0.62 0.46 0.52 0 
(G∕B)×(G∕NIR) 
Linear 0.02 - 0.56 0.42 0.48 2 
Exponential 0.12 - 0.55 0.38 0.41 1 
Logarithmic 0.03 - 0.65 0.45 0.50 2 
Power 0.14 - 0.53 0.41 0.47 1 
(G∕B)×(R∕B) 
Linear 0.08 - 0.84 0.39 0.36 0 
Exponential 0.05 - 0.86 0.35 0.32 0 
Logarithmic 0.06 - 0.80 0.39 0.32 0 
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Power 0.08 - 0.89 0.36 0.34 0 
(G∕B)×(R∕NIR) 
Linear 0.15 - 0.80 0.45 0.44 2 
Exponential 0.21 - 0.75 0.39 0.35 2 
Logarithmic 0.16 - 0.83 0.48 0.45 3 
Power 0.26 - 0.81 0.43 0.39 2 
(G∕B)×(NIR∕B) 
Linear 0.13 - 0.58 0.28 0.24 0 
Exponential 0.09 - 0.61 0.30 0.25 0 
Logarithmic 0.08 - 0.60 0.30 0.23 0 
Power 0.09 - 0.64 0.34 0.22 0 
(G∕B)×(NIR∕R) 
Linear 0.08 - 0.65 0.23 0.14 0 
Exponential 0.03 - 0.68 0.24 0.18 0 
Logarithmic 0.08 - 0.70 0.24 0.16 0 
Power 0.01 - 0.73 0.25 0.19 0 
(G∕R)×(G∕NIR) 
Linear 0.00 - 0.63 0.42 0.52 1 
Exponential 0.10 - 0.65 0.43 0.46 1 
Logarithmic 0.01 - 0.61 0.42 0.52 1 
Power 0.09 - 0.63 0.43 0.48 2 
(G∕R)×(NIR∕R) 
Linear 0.06 - 0.78 0.44 0.46 3 
Exponential 0.20 - 0.77 0.41 0.36 3 
Logarithmic 0.05 - 0.83 0.44 0.41 3 
Power 0.15 - 0.78 0.40 0.33 3 
(G∕NIR)×(R∕NIR) 
Linear 0.10 - 0.71 0.39 0.38 1 
Exponential 0.18 - 0.74 0.32 0.26 0 
Logarithmic 0.16 - 0.66 0.42 0.42 1 
Power 0.22 - 0.68 0.34 0.28 0 
(R∕B)×(R∕G) 
Linear 0.03 - 0.92 0.30 0.21 0 
Exponential 0.12 - 0.90 0.34 0.28 0 
Logarithmic 0.06 - 0.88 0.28 0.20 0 
Power 0.09 - 0.94 0.33 0.22 0 
(R∕B(×(R∕NIR) 
Linear 0.25 - 0.86 0.42 0.36 1 
Exponential 0.05 - 0.80 0.35 0.33 1 
Logarithmic 0.26 - 0.90 0.46 0.41 2 
Power 0.05 - 0.90 0.39 0.33 1 
(R∕B)×(NIR∕B) 
Linear 0.07 - 0.56 0.25 0.13 0 
Exponential 0.07 - 0.61 0.30 0.19 0 
Logarithmic 0.04 - 0.65 0.25 0.10 0 
Power 0.09 - 0.77 0.33 0.19 0 
(R∕B)×(NIR∕G) 
Linear 0.06 - 0.57 0.29 0.26 0 
Exponential 0.04 - 0.62 0.32 0.31 0 
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Logarithmic 0.06 - 0.60 0.32 0.26 0 
Power 0.02 - 0.73 0.36 0.35 0 
(R∕G)×(R∕NIR) 
Linear 0.04 - 0.82 0.43 0.36 3 
Exponential 0.11 - 0.74 0.38 0.30 2 
Logarithmic 0.05 - 0.83 0.44 0.41 3 
Power 0.15 - 0.78 0.40 0.33 2 
(R∕G)×(NIR∕G) 
Linear 0.00 - 0.60 0.41 0.49 1 
Exponential 0.04 - 0.65 0.40 0.46 1 
Logarithmic 0.01 - 0.61 0.42 0.52 1 
Power 0.09 - 0.63 0.43 0.48 2 
(NIR∕B)×(NIR∕G) 
Linear 0.06 - 0.54 0.30 0.30 0 
Exponential 0.13 - 0.57 0.28 0.17 1 
Logarithmic 0.13 - 0.66 0.34 0.30 1 
Power 0.09 - 0.69 0.33 0.29 1 
(NIR∕B)×(NIR∕R) 
Linear 0.09 - 0.55 0.30 0.32 1 
Exponential 0.05 - 0.58 0.24 0.19 0 
Logarithmic 0.07 - 0.69 0.31 0.30 0 
Power 0.06 - 0.71 0.26 0.23 0 
(NIR∕G)×(NIR∕R) 
Linear 0.15 - 0.60 0.41 0.46 1 
Exponential 0.13 - 0.54 0.33 0.32 1 
Logarithmic 0.16 - 0.66 0.42 0.42 1 
Power 0.22 - 0.68 0.34 0.28 0 
(1) Fadel et al., 2016; (2) Patra et al., 2015; (3) Tucker, 1979; (4) Ho et al., 
2017; (5) Boucher et al., 2018; (6) Kabbara et al., 2008; (7) Trinh et al., 2017; 
(8) Alawadi et al, 2010; (9) Mayo et al, 1995; (10) Keith et al, 2018; (11) Chen 
et al., 2013; (12) Singh et al., 2014; Guan et al., 2009. 
 
Kab1 = 1.67-3.94×ln(B)+3.78×ln(G) 
NDVI = (NIR-R)∕(NIR+R) 
NRVI = [(R∕NIRIR)-1]∕[(R∕NIRIR)+1) 
SABI = (NIR-R)∕(B+G) 
𝑶𝑪𝟐 = 𝟎. 𝟏𝟗𝟕𝟕 + (−𝟏. 𝟖𝟏𝟏𝟕 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟏
+ (𝟏. 𝟗𝟕𝟒𝟑 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟐
+ (𝟐. 𝟓𝟔𝟑𝟓 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟑
+ (−𝟎. 𝟕𝟐𝟏𝟖 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟒
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Table D3: TSS algorithm results summary. Constituent free region indicates the 
corresponding constituents (chl-a, true colour) are not statistically significant (P>0.05) 
with the algorithm 
Algorithm Regression Range Average Median 
# 
Constituent 
Free 
Regions 
Blue 
Linear 0.04 - 0.46 0.22 0.17 0 
Exponential 0.01 - 0.42 0.18 0.14 0 
Logarithmic 0.01 - 0.40 0.21 0.18 0 
Power 0.03 - 0.43 0.17 0.11 0 
Green 
Linear 0.27 - 0.69 0.51 0.66 0 
Exponential 0.19 - 0.76 0.45 0.48 0 
Logarithmic 0.26 - 0.62 0.47 0.58 0 
Power 0.18 - 0.72 0.42 0.43 0 
Red 
Linear 0.31 - 0.71 0.53 0.64 1 
Exponential 0.26 - 0.80 0.46 0.41 1 
Logarithmic 0.30 - 0.65 0.47 0.49 0 
Power 0.25 - 0.77 0.41 0.34 0 
NIR 
Linear 0.05 - 0.34 0.23 0.25 0 
Exponential 0.03 - 0.28 0.16 0.18 0 
Logarithmic 0.07 - 0.32 0.21 0.20 0 
Power 0.04 - 0.25 0.15 0.11 0 
B×G 
Linear 0.09 - 0.63 0.41 0.53 0 
Exponential 0.06 - 0.64 0.35 0.39 0 
Logarithmic 0.14 - 0.52 0.37 0.41 0 
Power 0.09 - 0.61 0.31 0.28 0 
B×R 
Linear 0.12 - 0.68 0.43 0.52 0 
Exponential 0.10 - 0.69 0.37 0.37 1 
Logarithmic 0.16 - 0.56 0.38 0.41 0 
Power 0.13 - 0.66 0.32 0.27 0 
B×NIR 
Linear 0.16 - 0.34 0.26 0.26 0 
Exponential 0.11 - 0.24 0.18 0.17 0 
Logarithmic 0.14 - 0.28 0.23 0.24 0 
Power 0.04 - 0.21 0.13 0.16 0 
G×R 
Linear 0.24 - 0.77 0.55 0.71 0 
Exponential 0.24 - 0.78 0.47 0.51 1 
Logarithmic 0.29 - 0.64 0.47 0.54 0 
Power 0.22 - 0.75 0.42 0.34 0 
G×NIR Linear 0.27 - 0.69 0.51 0.66 0 
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Exponential 0.19 - 0.76 0.45 0.48 0 
Logarithmic 0.26 - 0.62 0.47 0.58 0 
Power 0.18 - 0.72 0.42 0.43 0 
R×NIR 
Linear 0.05 - 0.67 0.40 0.47 0 
Exponential 0.06 - 0.54 0.31 0.28 1 
Logarithmic 0.01 - 0.51 0.32 0.34 0 
Power 0.07 - 0.46 0.24 0.29 0 
B∕G 
Linear 0.38 - 0.78 0.59 0.62 1 
Exponential 0.38 - 0.87 0.58 0.47 1 
Logarithmic 0.38 - 0.81 0.62 0.70 1 
Power 0.43 - 0.88 0.61 0.51 1 
B∕R 
Linear 0.26 - 0.77 0.59 0.74 1 
Exponential 0.05 - 0.90 0.56 0.67 1 
Logarithmic 0.38 - 0.81 0.64 0.79 1 
Power 0.17 - 0.91 0.60 0.70 1 
B∕NIR 
Linear 0.07 - 0.36 0.24 0.24 0 
Exponential 0.24 - 0.41 0.31 0.31 0 
Logarithmic 0.06 - 0.40 0.26 0.28 0 
Power 0.27 - 0.40 0.32 0.30 0 
G∕B 
Linear 0.37 - 0.83 0.65 0.76 1 
Exponential 0.45 - 0.89 0.62 0.57 1 
Logarithmic 0.38 - 0.81 0.62 0.70 1 
Power 0.43 - 0.88 0.61 0.51 1 
G∕R 
Linear 0.10 - 0.54 0.27 0.17 1 
Exponential 0.07 - 0.66 0.30 0.22 1 
Logarithmic 0.09 - 0.55 0.28 0.21 1 
Power 0.06 - 0.67 0.29 0.22 1 
G∕NIR 
Linear 0.20 - 0.66 0.43 0.43 1 
Exponential 0.06 - 0.62 0.48 0.58 2 
Logarithmic 0.23 - 0.57 0.42 0.39 1 
Power 0.09 - 0.67 0.47 0.56 1 
R∕B 
Linear 0.42 - 0.85 0.68 0.82 1 
Exponential 0.29 - 0.91 0.63 0.73 1 
Logarithmic 0.38 - 0.81 0.64 0.79 1 
Power 0.17 - 0.91 0.60 0.70 1 
R∕G 
Linear 0.08 - 0.55 0.29 0.26 1 
Exponential 0.05 - 0.68 0.28 0.22 1 
Logarithmic 0.09 - 0.55 0.28 0.21 1 
Power 0.06 - 0.67 0.29 0.22 1 
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R∕NIR 
Linear 0.09 - 0.71 0.48 0.55 2 
Exponential 0.07 - 0.70 0.52 0.58 2 
Logarithmic 0.08 - 0.66 0.46 0.50 2 
Power 0.08 - 0.73 0.51 0.53 2 
NIR∕B 
Linear 0.03 - 0.44 0.26 0.30 0 
Exponential 0.17 - 0.38 0.31 0.34 0 
Logarithmic 0.06 - 0.40 0.26 0.28 0 
Power 0.27 - 0.40 0.32 0.30 0 
NIR∕G 
Linear 0.26 - 0.50 0.40 0.41 1 
Exponential 0.12 - 0.71 0.45 0.53 1 
Logarithmic 0.23 - 0.57 0.42 0.39 1 
Power 0.09 - 0.67 0.47 0.56 1 
NIR∕R 
Linear 0.07 - 0.63 0.43 0.48 0 
Exponential 0.10 - 0.77 0.49 0.52 1 
Logarithmic 0.08 - 0.66 0.46 0.50 2 
Power 0.08 - 0.73 0.51 0.53 2 
B×G×R1 
Linear 0.15 - 0.76 0.48 0.64 1 
Exponential 0.12 - 0.70 0.41 0.48 1 
Logarithmic 0.20 - 0.58 0.42 0.48 0 
Power 0.15 - 0.69 0.36 0.32 0 
B×G×NIR1 
Linear 0.08 - 0.58 0.37 0.47 0 
Exponential 0.09 - 0.47 0.29 0.29 1 
Logarithmic 0.02 - 0.43 0.30 0.37 0 
Power 0.08 - 0.40 0.22 0.23 0 
B×R×NIR1 
Linear 0.06 - 0.64 0.39 0.53 0 
Exponential 0.06 - 0.53 0.31 0.33 1 
Logarithmic 0.01 - 0.48 0.30 0.35 0 
Power 0.06 - 0.46 0.23 0.22 0 
G×R×NIR1 
Linear 0.27 - 0.69 0.51 0.66 0 
Exponential 0.19 - 0.76 0.45 0.48 0 
Logarithmic 0.26 - 0.62 0.47 0.58 0 
Power 0.18 - 0.72 0.42 0.43 0 
Avg(B;G)1,2 
Linear 0.12 - 0.59 0.39 0.48 0 
Exponential 0.07 - 0.64 0.34 0.34 0 
Logarithmic 0.14 - 0.52 0.37 0.42 0 
Power 0.09 - 0.61 0.31 0.29 0 
Avg(B;R)1,2 
Linear 0.11 - 0.61 0.39 0.42 0 
Exponential 0.08 - 0.66 0.33 0.28 0 
Logarithmic 0.13 - 0.54 0.36 0.37 0 
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Power 0.10 - 0.64 0.30 0.23 0 
Avg(B;NIR)1,2 
Linear 0.15 - 0.32 0.25 0.26 0 
Exponential 0.09 - 0.23 0.16 0.18 0 
Logarithmic 0.14 - 0.29 0.23 0.26 0 
Power 0.05 - 0.20 0.14 0.18 0 
Avg(G;R)1,2 
Linear 0.29 - 0.70 0.52 0.66 0 
Exponential 0.22 - 0.78 0.46 0.45 0 
Logarithmic 0.28 - 0.64 0.48 0.55 0 
Power 0.21 - 0.75 0.42 0.35 0 
Avg(G;NIR)1,2 
Linear 0.04 - 0.55 0.37 0.44 0 
Exponential 0.09 - 0.44 0.30 0.29 0 
Logarithmic 0.01 - 0.47 0.33 0.37 0 
Power 0.09 - 0.39 0.26 0.28 0 
Avg(R;NIR)1,2 
Linear 0.07 - 0.56 0.38 0.45 0 
Exponential 0.11 - 0.46 0.29 0.30 0 
Logarithmic 0.04 - 0.47 0.32 0.34 0 
Power 0.11 - 0.40 0.24 0.29 0 
N-R3,4 
Linear 0.24 - 0.75 0.49 0.43 1 
Exponential 0.11 - 0.71 0.49 0.55 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
Kab15,6 
Linear 0.37 - 0.81 0.62 0.71 1 
Exponential 0.41 - 0.88 0.60 0.52 1 
Logarithmic 0.37 - 0.75 0.56 0.54 1 
Power 0.34 - 0.84 0.55 0.48 1 
NDVI 
Linear 0.08 - 0.67 0.46 0.50 1 
Exponential 0.08 - 0.73 0.51 0.53 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
NRVI 
Linear 0.08 - 0.67 0.46 0.50 1 
Exponential 0.08 - 0.73 0.51 0.53 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
OC27 
Linear 0.38 - 0.84 0.65 0.73 2 
Exponential 0.47 - 0.88 0.63 0.53 2 
Logarithmic 0.40 - 0.40 0.40 0.40 1 
Power 0.37 - 0.37 0.37 0.37 1 
SABI5,8 
Linear 0.17 - 0.64 0.45 0.46 1 
Exponential 0.01 - 0.73 0.47 0.51 2 
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Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
(B-R)∕G4,9 
Linear 0.40 - 0.81 0.64 0.77 1 
Exponential 0.20 - 0.92 0.60 0.64 1 
Logarithmic 0.39 - 0.89 0.72 0.89 0 
Power 0.43 - 0.73 0.62 0.71 0 
(NIR∕G)+(NIR∕B) 
Linear 0.14 - 0.41 0.27 0.26 0 
Exponential 0.23 - 0.58 0.35 0.26 0 
Logarithmic 0.15 - 0.43 0.28 0.28 0 
Power 0.19 - 0.56 0.36 0.36 0 
G×(B+G+R) 
Linear 0.21 - 0.72 0.50 0.67 0 
Exponential 0.16 - 0.74 0.43 0.50 0 
Logarithmic 0.23 - 0.60 0.44 0.53 0 
Power 0.16 - 0.70 0.39 0.39 0 
[(1∕B)-(1∕G)]×NIR10 
Linear 0.26 - 0.88 0.61 0.81 2 
Exponential 0.36 - 0.92 0.65 0.75 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
[(1∕R)-(1∕G)]×NIR10 
Linear 0.31 - 0.57 0.43 0.45 1 
Exponential 0.03 - 0.78 0.45 0.44 2 
Logarithmic 0.34 - 0.51 0.44 0.46 0 
Power 0.43 - 0.75 0.53 0.47 0 
[(1∕R)-(1∕B)]×NIR10 
Linear 0.35 - 0.81 0.57 0.58 1 
Exponential 0.26 - 0.89 0.61 0.63 1 
Logarithmic 0.32 - 0.91 0.67 0.77 0 
Power 0.43 - 0.75 0.63 0.72 0 
[(1∕R)-(0.2363×(1∕G))]×NIR11 
Linear 0.01 - 0.64 0.43 0.51 2 
Exponential 0.16 - 0.77 0.50 0.51 1 
Logarithmic 0.03 - 0.67 0.46 0.48 2 
Power 0.14 - 0.74 0.52 0.52 0 
(R^-1-B^-1)∕NIR12 
Linear 0.08 - 0.81 0.37 0.31 1 
Exponential 0.08 - 0.75 0.35 0.24 1 
Logarithmic 0.28 - 0.91 0.52 0.37 0 
Power 0.18 - 0.75 0.42 0.34 0 
(B∕R)×NIR 
Linear 0.17 - 0.36 0.29 0.30 0 
Exponential 0.07 - 0.51 0.35 0.40 1 
Logarithmic 0.16 - 0.38 0.29 0.26 1 
Power 0.03 - 0.50 0.35 0.41 1 
(G∕R)×NIR Linear 0.04 - 0.35 0.19 0.23 0 
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Exponential 0.07 - 0.28 0.20 0.20 0 
Logarithmic 0.02 - 0.28 0.15 0.19 0 
Power 0.09 - 0.26 0.17 0.19 0 
(R∕B)×NIR 
Linear 0.04 - 0.71 0.40 0.35 1 
Exponential 0.06 - 0.53 0.31 0.35 1 
Logarithmic 0.01 - 0.57 0.34 0.38 0 
Power 0.01 - 0.44 0.26 0.34 0 
(R∕G)×NIR 
Linear 0.12 - 0.44 0.28 0.31 0 
Exponential 0.03 - 0.32 0.19 0.20 0 
Logarithmic 0.12 - 0.35 0.25 0.25 0 
Power 0.10 - 0.28 0.17 0.15 0 
(R×NIR)∕B13 
Linear 0.04 - 0.71 0.40 0.35 1 
Exponential 0.06 - 0.53 0.31 0.35 1 
Logarithmic 0.01 - 0.57 0.34 0.38 0 
Power 0.01 - 0.44 0.26 0.34 0 
(B∕G)×(B∕R) 
Linear 0.26 - 0.77 0.58 0.71 1 
Exponential 0.09 - 0.91 0.56 0.59 1 
Logarithmic 0.42 - 0.83 0.66 0.81 1 
Power 0.27 - 0.92 0.62 0.66 1 
(B∕G)×(B∕NIR) 
Linear 0.02 - 0.66 0.26 0.23 0 
Exponential 0.03 - 0.58 0.25 0.20 0 
Logarithmic 0.02 - 0.75 0.31 0.36 0 
Power 0.05 - 0.64 0.26 0.14 0 
(B∕G)×(R∕G) 
Linear 0.16 - 0.60 0.34 0.34 1 
Exponential 0.16 - 0.57 0.38 0.41 1 
Logarithmic 0.14 - 0.66 0.36 0.41 1 
Power 0.22 - 0.62 0.41 0.45 1 
(B∕G)×(R∕NIR) 
Linear 0.18 - 0.49 0.29 0.29 1 
Exponential 0.20 - 0.49 0.32 0.29 0 
Logarithmic 0.22 - 0.37 0.31 0.32 0 
Power 0.24 - 0.54 0.33 0.29 0 
(B∕G)×(NIR∕B) 
Linear 0.26 - 0.50 0.40 0.41 0 
Exponential 0.12 - 0.71 0.45 0.53 0 
Logarithmic 0.23 - 0.57 0.42 0.39 0 
Power 0.09 - 0.67 0.47 0.56 0 
(B∕G)×(NIR∕G) 
Linear 0.03 - 0.68 0.48 0.57 1 
Exponential 0.21 - 0.82 0.59 0.66 2 
Logarithmic 0.00 - 0.81 0.52 0.54 1 
Power 0.18 - 0.79 0.60 0.71 2 
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(B∕G)×(NIR∕R) 
Linear 0.20 - 0.74 0.54 0.60 1 
Exponential 0.37 - 0.84 0.63 0.65 1 
Logarithmic 0.16 - 0.79 0.59 0.69 1 
Power 0.33 - 0.82 0.65 0.70 1 
(B∕R)×(B∕NIR) 
Linear 0.01 - 0.62 0.29 0.38 1 
Exponential 0.08 - 0.54 0.27 0.21 0 
Logarithmic 0.01 - 0.72 0.35 0.42 1 
Power 0.10 - 0.60 0.30 0.31 0 
(B∕R)×(G∕R) 
Linear 0.16 - 0.68 0.48 0.49 2 
Exponential 0.09 - 0.83 0.49 0.51 2 
Logarithmic 0.32 - 0.74 0.56 0.57 2 
Power 0.07 - 0.87 0.52 0.58 2 
(B∕R)×(G∕NIR) 
Linear 0.06 - 0.34 0.22 0.30 0 
Exponential 0.21 - 0.33 0.26 0.26 0 
Logarithmic 0.07 - 0.39 0.25 0.30 0 
Power 0.18 - 0.33 0.26 0.23 0 
(B∕R)×(NIR∕R) 
Linear 0.32 - 0.73 0.54 0.53 2 
Exponential 0.37 - 0.83 0.60 0.59 1 
Logarithmic 0.30 - 0.81 0.60 0.64 2 
Power 0.44 - 0.83 0.63 0.64 1 
(B∕NIR)×(G∕NIR) 
Linear 0.18 - 0.47 0.27 0.23 0 
Exponential 0.12 - 0.50 0.36 0.46 0 
Logarithmic 0.15 - 0.42 0.28 0.29 0 
Power 0.21 - 0.56 0.37 0.37 0 
(B∕NIR)×(R∕NIR) 
Linear 0.21 - 0.54 0.32 0.25 1 
Exponential 0.09 - 0.55 0.39 0.43 1 
Logarithmic 0.22 - 0.40 0.32 0.30 0 
Power 0.16 - 0.62 0.39 0.40 0 
(G∕B)×(G∕R) 
Linear 0.13 - 0.71 0.38 0.47 1 
Exponential 0.28 - 0.65 0.43 0.45 1 
Logarithmic 0.14 - 0.66 0.36 0.41 1 
Power 0.22 - 0.62 0.41 0.45 1 
(G∕B)×(G∕NIR) 
Linear 0.03 - 0.89 0.54 0.62 2 
Exponential 0.14 - 0.73 0.59 0.70 3 
Logarithmic 0.00 - 0.81 0.52 0.54 2 
Power 0.18 - 0.79 0.60 0.71 3 
(G∕B)×(R∕B) 
Linear 0.39 - 0.88 0.71 0.85 2 
Exponential 0.44 - 0.91 0.65 0.71 2 
Logarithmic 0.42 - 0.83 0.66 0.81 2 
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Power 0.27 - 0.92 0.62 0.66 2 
(G∕B)×(R∕NIR) 
Linear 0.12 - 0.84 0.61 0.79 2 
Exponential 0.29 - 0.76 0.63 0.72 2 
Logarithmic 0.16 - 0.79 0.59 0.69 2 
Power 0.33 - 0.82 0.65 0.70 2 
(G∕B)×(NIR∕B) 
Linear 0.01 - 0.81 0.36 0.42 1 
Exponential 0.02 - 0.67 0.28 0.18 0 
Logarithmic 0.02 - 0.75 0.31 0.36 0 
Power 0.05 - 0.64 0.26 0.14 0 
(G∕B)×(NIR∕R) 
Linear 0.25 - 0.44 0.32 0.29 0 
Exponential 0.16 - 0.57 0.34 0.32 0 
Logarithmic 0.22 - 0.37 0.31 0.32 0 
Power 0.24 - 0.54 0.33 0.29 0 
(G∕R)×(G∕NIR) 
Linear 0.17 - 0.74 0.35 0.25 0 
Exponential 0.13 - 0.64 0.42 0.41 0 
Logarithmic 0.21 - 0.63 0.35 0.31 0 
Power 0.19 - 0.58 0.42 0.41 0 
(G∕R)×(NIR∕R) 
Linear 0.18 - 0.59 0.45 0.53 2 
Exponential 0.31 - 0.78 0.50 0.48 1 
Logarithmic 0.16 - 0.67 0.47 0.48 1 
Power 0.33 - 0.75 0.52 0.49 1 
(G∕NIR)×(R∕NIR) 
Linear 0.14 - 0.68 0.48 0.64 2 
Exponential 0.00 - 0.66 0.50 0.61 2 
Logarithmic 0.17 - 0.61 0.45 0.50 2 
Power 0.02 - 0.71 0.48 0.55 2 
(R∕B)×(R∕G) 
Linear 0.43 - 0.78 0.63 0.64 2 
Exponential 0.24 - 0.88 0.57 0.64 2 
Logarithmic 0.32 - 0.74 0.56 0.57 2 
Power 0.07 - 0.87 0.52 0.58 2 
(R∕B(×(R∕NIR) 
Linear 0.27 - 0.85 0.64 0.77 1 
Exponential 0.41 - 0.78 0.64 0.69 1 
Logarithmic 0.30 - 0.81 0.60 0.64 1 
Power 0.44 - 0.83 0.63 0.64 1 
(R∕B)×(NIR∕B) 
Linear 0.03 - 0.78 0.39 0.43 1 
Exponential 0.01 - 0.64 0.31 0.41 1 
Logarithmic 0.01 - 0.72 0.35 0.42 1 
Power 0.10 - 0.60 0.30 0.31 0 
(R∕B)×(NIR∕G) 
Linear 0.08 - 0.43 0.28 0.29 0 
Exponential 0.08 - 0.37 0.23 0.24 0 
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Logarithmic 0.07 - 0.39 0.25 0.30 0 
Power 0.18 - 0.33 0.26 0.23 0 
(R∕G)×(R∕NIR) 
Linear 0.13 - 0.78 0.48 0.46 1 
Exponential 0.30 - 0.69 0.53 0.51 1 
Logarithmic 0.16 - 0.67 0.47 0.48 1 
Power 0.33 - 0.75 0.52 0.49 1 
(R∕G)×(NIR∕G) 
Linear 0.21 - 0.53 0.34 0.35 1 
Exponential 0.25 - 0.56 0.41 0.39 2 
Logarithmic 0.21 - 0.63 0.35 0.31 1 
Power 0.19 - 0.58 0.42 0.41 1 
(NIR∕B)×(NIR∕G) 
Linear 0.13 - 0.39 0.27 0.28 0 
Exponential 0.17 - 0.59 0.34 0.30 0 
Logarithmic 0.15 - 0.42 0.28 0.29 0 
Power 0.21 - 0.56 0.37 0.37 0 
(NIR∕B)×(NIR∕R) 
Linear 0.18 - 0.39 0.30 0.34 0 
Exponential 0.18 - 0.68 0.36 0.26 0 
Logarithmic 0.22 - 0.40 0.32 0.30 0 
Power 0.16 - 0.62 0.39 0.40 0 
(NIR∕G)×(NIR∕R) 
Linear 0.19 - 0.53 0.39 0.44 0 
Exponential 0.03 - 0.76 0.43 0.52 1 
Logarithmic 0.17 - 0.61 0.45 0.50 2 
Power 0.02 - 0.71 0.48 0.55 3 
(1) Fadel et al., 2016; (2) Patra et al., 2015; (3) Tucker, 1979; (4) Ho et al., 2017; (5) Boucher 
et al., 2018; (6) Kabbara et al., 2008; (7) Trinh et al., 2017; (8) Alawadi et al., 2010; (9) Mayo 
et al., 1995; (10) Keith et al., 2018; (11) Chen et al., 2013; (12) Singh et al., 2014; Guan et al., 
2009. 
 
Kab1 = 1.67-3.94×ln(B)+3.78×ln(G) 
NDVI = (NIR-R)∕(NIR+R) 
NRVI = [(R∕NIRIR)-1]∕[(R∕NIRIR)+1) 
SABI = (NIR-R)∕(B+G) 
𝑶𝑪𝟐 = 𝟎. 𝟏𝟗𝟕𝟕 + (−𝟏. 𝟖𝟏𝟏𝟕 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟏
+ (𝟏. 𝟗𝟕𝟒𝟑 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟐
+ (𝟐. 𝟓𝟔𝟑𝟓 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟑
+ (−𝟎. 𝟕𝟐𝟏𝟖 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟒
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Table D4: Turbidity algorithm results summary. Constituent free region indicates the 
corresponding constituents (chl-a and true colour) are not statistically significant 
(P>0.05) with the algorithm 
Algorithm Regression Range Average Median 
# 
Constituent 
Free 
Regions 
Blue 
Linear 0.05 - 0.34 0.17 0.15 1 
Exponential 0.00 - 0.40 0.19 0.19 0 
Logarithmic 0.02 - 0.36 0.18 0.17 0 
Power 0.00 - 0.43 0.19 0.20 1 
Green 
Linear 0.16 - 0.66 0.37 0.35 0 
Exponential 0.12 - 0.58 0.36 0.37 0 
Logarithmic 0.16 - 0.56 0.36 0.37 0 
Power 0.12 - 0.65 0.36 0.37 0 
Red 
Linear 0.27 - 0.68 0.47 0.48 1 
Exponential 0.33 - 0.60 0.47 0.48 1 
Logarithmic 0.35 - 0.60 0.47 0.48 0 
Power 0.41 - 0.69 0.49 0.45 0 
NIR 
Linear 0.10 - 0.49 0.24 0.23 0 
Exponential 0.19 - 0.47 0.31 0.33 0 
Logarithmic 0.10 - 0.50 0.26 0.24 0 
Power 0.18 - 0.48 0.34 0.35 0 
B×G 
Linear 0.07 - 0.54 0.29 0.29 0 
Exponential 0.10 - 0.43 0.27 0.26 0 
Logarithmic 0.07 - 0.48 0.29 0.29 0 
Power 0.12 - 0.57 0.29 0.27 0 
B×R 
Linear 0.14 - 0.54 0.31 0.28 0 
Exponential 0.21 - 0.46 0.32 0.29 0 
Logarithmic 0.19 - 0.53 0.33 0.33 0 
Power 0.26 - 0.61 0.36 0.31 0 
B×NIR 
Linear 0.06 - 0.37 0.18 0.15 0 
Exponential 0.19 - 0.37 0.25 0.21 0 
Logarithmic 0.05 - 0.41 0.22 0.22 0 
Power 0.18 - 0.43 0.30 0.28 0 
G×R 
Linear 0.16 - 0.73 0.39 0.36 0 
Exponential 0.23 - 0.56 0.39 0.40 0 
Logarithmic 0.20 - 0.59 0.41 0.41 0 
Power 0.25 - 0.68 0.43 0.40 0 
G×NIR Linear 0.16 - 0.66 0.37 0.35 0 
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Exponential 0.12 - 0.58 0.36 0.37 0 
Logarithmic 0.16 - 0.56 0.36 0.37 0 
Power 0.12 - 0.65 0.36 0.37 0 
R×NIR 
Linear 0.17 - 0.51 0.36 0.35 0 
Exponential 0.24 - 0.46 0.36 0.38 1 
Logarithmic 0.33 - 0.48 0.39 0.36 0 
Power 0.19 - 0.55 0.41 0.43 0 
B∕G 
Linear 0.14 - 0.64 0.50 0.61 2 
Exponential 0.07 - 0.70 0.49 0.56 1 
Logarithmic 0.13 - 0.72 0.52 0.62 2 
Power 0.06 - 0.69 0.50 0.60 1 
B∕R 
Linear 0.56 - 0.76 0.64 0.61 2 
Exponential 0.50 - 0.79 0.65 0.65 1 
Logarithmic 0.56 - 0.77 0.67 0.66 2 
Power 0.56 - 0.79 0.67 0.66 1 
B∕NIR 
Linear 0.03 - 0.51 0.29 0.30 0 
Exponential 0.09 - 0.56 0.33 0.31 0 
Logarithmic 0.04 - 0.53 0.28 0.27 0 
Power 0.09 - 0.56 0.32 0.33 0 
G∕B 
Linear 0.13 - 0.78 0.53 0.61 2 
Exponential 0.06 - 0.68 0.49 0.61 1 
Logarithmic 0.13 - 0.72 0.52 0.62 2 
Power 0.06 - 0.69 0.50 0.60 1 
G∕R 
Linear 0.04 - 0.82 0.44 0.49 2 
Exponential 0.08 - 0.85 0.48 0.51 2 
Logarithmic 0.04 - 0.84 0.44 0.49 2 
Power 0.07 - 0.86 0.48 0.50 2 
G∕NIR 
Linear 0.24 - 0.70 0.47 0.44 1 
Exponential 0.20 - 0.60 0.45 0.48 1 
Logarithmic 0.26 - 0.66 0.46 0.46 1 
Power 0.22 - 0.59 0.45 0.47 1 
R∕B 
Linear 0.56 - 0.78 0.69 0.71 2 
Exponential 0.57 - 0.79 0.67 0.66 1 
Logarithmic 0.56 - 0.77 0.67 0.66 2 
Power 0.56 - 0.79 0.67 0.66 1 
R∕G 
Linear 0.04 - 0.85 0.44 0.48 2 
Exponential 0.06 - 0.86 0.47 0.49 2 
Logarithmic 0.04 - 0.84 0.44 0.49 2 
Power 0.07 - 0.86 0.48 0.50 2 
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R∕NIR 
Linear 0.29 - 0.79 0.53 0.48 2 
Exponential 0.15 - 0.72 0.46 0.48 2 
Logarithmic 0.23 - 0.78 0.50 0.48 2 
Power 0.09 - 0.72 0.45 0.47 2 
NIR∕B 
Linear 0.03 - 0.54 0.28 0.27 1 
Exponential 0.04 - 0.56 0.31 0.32 0 
Logarithmic 0.04 - 0.53 0.28 0.27 0 
Power 0.09 - 0.56 0.32 0.33 0 
NIR∕G 
Linear 0.27 - 0.59 0.45 0.46 1 
Exponential 0.23 - 0.57 0.44 0.46 1 
Logarithmic 0.26 - 0.66 0.46 0.46 1 
Power 0.22 - 0.59 0.45 0.47 1 
NIR∕R 
Linear 0.17 - 0.76 0.47 0.46 2 
Exponential 0.04 - 0.71 0.43 0.46 2 
Logarithmic 0.23 - 0.78 0.50 0.48 2 
Power 0.09 - 0.72 0.45 0.47 2 
B×G×R1 
Linear 0.05 - 0.68 0.31 0.25 0 
Exponential 0.12 - 0.52 0.30 0.29 0 
Logarithmic 0.08 - 0.54 0.33 0.35 0 
Power 0.14 - 0.63 0.35 0.33 0 
B×G×NIR1 
Linear 0.00 - 0.42 0.24 0.30 0 
Exponential 0.11 - 0.38 0.25 0.26 1 
Logarithmic 0.01 - 0.42 0.27 0.29 0 
Power 0.10 - 0.51 0.29 0.34 0 
B×R×NIR1 
Linear 0.09 - 0.42 0.28 0.31 0 
Exponential 0.17 - 0.38 0.28 0.29 1 
Logarithmic 0.21 - 0.45 0.32 0.32 0 
Power 0.12 - 0.54 0.36 0.36 0 
G×R×NIR1 
Linear 0.16 - 0.66 0.37 0.35 0 
Exponential 0.12 - 0.58 0.36 0.37 0 
Logarithmic 0.16 - 0.56 0.36 0.37 0 
Power 0.12 - 0.65 0.36 0.37 0 
Avg(B;G)1,2 
Linear 0.07 - 0.46 0.29 0.32 0 
Exponential 0.12 - 0.50 0.28 0.26 0 
Logarithmic 0.08 - 0.48 0.29 0.30 0 
Power 0.12 - 0.57 0.29 0.27 0 
Avg(B;R)1,2 
Linear 0.05 - 0.45 0.27 0.29 0 
Exponential 0.04 - 0.51 0.28 0.25 0 
Logarithmic 0.05 - 0.50 0.28 0.30 0 
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Power 0.04 - 0.59 0.29 0.28 0 
Avg(B;NIR)1,2 
Linear 0.08 - 0.37 0.21 0.18 0 
Exponential 0.02 - 0.38 0.24 0.24 0 
Logarithmic 0.08 - 0.39 0.23 0.23 0 
Power 0.03 - 0.43 0.26 0.27 0 
Avg(G;R)1,2 
Linear 0.09 - 0.68 0.39 0.39 0 
Exponential 0.14 - 0.59 0.39 0.39 0 
Logarithmic 0.10 - 0.59 0.38 0.40 0 
Power 0.14 - 0.67 0.40 0.40 0 
Avg(G;NIR)1,2 
Linear 0.01 - 0.48 0.33 0.39 0 
Exponential 0.07 - 0.49 0.33 0.36 0 
Logarithmic 0.02 - 0.47 0.33 0.36 0 
Power 0.07 - 0.56 0.34 0.38 0 
Avg(R;NIR)1,2 
Linear 0.27 - 0.49 0.38 0.38 0 
Exponential 0.20 - 0.49 0.39 0.42 0 
Logarithmic 0.30 - 0.49 0.39 0.37 0 
Power 0.14 - 0.57 0.41 0.44 0 
N-R3,4 
Linear 0.26 - 0.80 0.54 0.54 1 
Exponential 0.23 - 0.70 0.49 0.50 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
Kab15,6 
Linear 0.15 - 0.72 0.53 0.61 2 
Exponential 0.08 - 0.72 0.50 0.60 1 
Logarithmic 0.39 - 0.68 0.56 0.58 2 
Power 0.35 - 0.74 0.58 0.60 1 
NDVI 
Linear 0.22 - 0.78 0.50 0.47 1 
Exponential 0.08 - 0.72 0.45 0.47 1 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
NRVI 
Linear 0.22 - 0.78 0.50 0.47 1 
Exponential 0.08 - 0.72 0.45 0.47 1 
Logarithmic 0.01 - 0.01 0.00 0.01 0 
Power 0.10 - 0.10 0.00 0.10 0 
OC27 
Linear 0.15 - 0.71 0.51 0.60 3 
Exponential 0.08 - 0.69 0.48 0.56 2 
Logarithmic 0.00 - 0.00 0.00! N/A 1 
Power 0.00 - 0.00 0.00! N/A 1 
SABI5,8 
Linear 0.36 - 0.75 0.55 0.55 2 
Exponential 0.29 - 0.68 0.50 0.52 2 
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Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
(B-R)∕G4,9 
Linear 0.47 - 0.73 0.60 0.61 2 
Exponential 0.41 - 0.74 0.59 0.59 1 
Logarithmic 0.48 - 0.75 0.61 0.60 0 
Power 0.42 - 0.73 0.60 0.62 0 
(NIR∕G)+(NIR∕B) 
Linear 0.15 - 0.51 0.41 0.43 1 
Exponential 0.09 - 0.53 0.39 0.46 0 
Logarithmic 0.10 - 0.50 0.40 0.45 0 
Power 0.04 - 0.54 0.39 0.46 0 
G×(B+G+R) 
Linear 0.13 - 0.69 0.34 0.29 1 
Exponential 0.06 - 0.51 0.32 0.33 1 
Logarithmic 0.13 - 0.55 0.34 0.36 0 
Power 0.07 - 0.63 0.34 0.35 0 
[(1∕B)-(1∕G)]×NIR10 
Linear 0.26 - 0.69 0.47 0.44 2 
Exponential 0.32 - 0.61 0.49 0.49 0 
Logarithmic 0.00 - 0.00 0.00 N/A 0 
Power 0.00 - 0.00 0.00 N/A 0 
[(1∕R)-(1∕G)]×NIR10 
Linear 0.04 - 0.77 0.51 0.55 0 
Exponential 0.14 - 0.83 0.52 0.51 0 
Logarithmic 0.04 - 0.79 0.53 0.59 1 
Power 0.14 - 0.81 0.52 0.52 0 
[(1∕R)-(1∕B)]×NIR10 
Linear 0.29 - 0.80 0.56 0.56 0 
Exponential 0.28 - 0.84 0.55 0.52 1 
Logarithmic 0.46 - 0.82 0.61 0.58 0 
Power 0.34 - 0.79 0.57 0.58 0 
[(1∕R)-(0.2363×(1∕G))]×NIR11 
Linear 0.25 - 0.79 0.48 0.47 2 
Exponential 0.13 - 0.75 0.45 0.46 2 
Logarithmic 0.29 - 0.80 0.52 0.49 2 
Power 0.18 - 0.75 0.47 0.48 0 
(R^-1-B^-1)∕NIR12 
Linear 0.17 - 0.80 0.47 0.47 1 
Exponential 0.10 - 0.80 0.50 0.52 2 
Logarithmic 0.42 - 0.82 0.57 0.53 1 
Power 0.49 - 0.79 0.61 0.58 0 
(B∕R)×NIR 
Linear 0.00 - 0.68 0.32 0.29 2 
Exponential 0.07 - 0.70 0.30 0.27 2 
Logarithmic 0.12 - 0.71 0.37 0.34 2 
Power 0.04 - 0.69 0.32 0.31 2 
(G∕R)×NIR Linear 0.06 - 0.43 0.20 0.19 0 
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Exponential 0.09 - 0.38 0.23 0.27 0 
Logarithmic 0.01 - 0.44 0.22 0.21 0 
Power 0.05 - 0.39 0.25 0.26 0 
(R∕B)×NIR 
Linear 0.33 - 0.59 0.46 0.45 2 
Exponential 0.38 - 0.54 0.46 0.47 1 
Logarithmic 0.41 - 0.55 0.46 0.44 0 
Power 0.27 - 0.57 0.48 0.50 0 
(R∕G)×NIR 
Linear 0.06 - 0.51 0.30 0.30 0 
Exponential 0.16 - 0.56 0.36 0.36 1 
Logarithmic 0.09 - 0.52 0.34 0.38 0 
Power 0.19 - 0.60 0.41 0.44 0 
(R×NIR)∕B13 
Linear 0.33 - 0.59 0.46 0.45 1 
Exponential 0.38 - 0.54 0.46 0.47 1 
Logarithmic 0.41 - 0.55 0.46 0.44 0 
Power 0.27 - 0.57 0.48 0.50 0 
(B∕G)×(B∕R) 
Linear 0.47 - 0.71 0.58 0.60 2 
Exponential 0.43 - 0.72 0.59 0.61 1 
Logarithmic 0.54 - 0.73 0.64 0.63 2 
Power 0.53 - 0.73 0.63 0.61 1 
(B∕G)×(B∕NIR) 
Linear 0.31 - 0.55 0.43 0.44 2 
Exponential 0.22 - 0.59 0.43 0.47 1 
Logarithmic 0.25 - 0.57 0.46 0.48 1 
Power 0.32 - 0.60 0.46 0.49 1 
(B∕G)×(R∕G) 
Linear 0.05 - 0.66 0.31 0.26 0 
Exponential 0.12 - 0.71 0.31 0.23 0 
Logarithmic 0.03 - 0.67 0.32 0.28 0 
Power 0.10 - 0.69 0.33 0.26 0 
(B∕G)×(R∕NIR) 
Linear 0.14 - 0.49 0.28 0.24 0 
Exponential 0.09 - 0.54 0.26 0.24 0 
Logarithmic 0.15 - 0.49 0.28 0.23 1 
Power 0.06 - 0.53 0.26 0.23 0 
(B∕G)×(NIR∕B) 
Linear 0.27 - 0.59 0.45 0.46 0 
Exponential 0.23 - 0.57 0.44 0.46 0 
Logarithmic 0.26 - 0.66 0.46 0.46 0 
Power 0.22 - 0.59 0.45 0.47 0 
(B∕G)×(NIR∕G) 
Linear 0.28 - 0.58 0.43 0.42 2 
Exponential 0.29 - 0.55 0.43 0.46 1 
Logarithmic 0.29 - 0.73 0.47 0.43 1 
Power 0.29 - 0.63 0.46 0.48 1 
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(B∕G)×(NIR∕R) 
Linear 0.06 - 0.73 0.41 0.39 1 
Exponential 0.05 - 0.77 0.38 0.36 0 
Logarithmic 0.07 - 0.75 0.46 0.50 0 
Power 0.08 - 0.76 0.41 0.40 0 
(B∕R)×(B∕NIR) 
Linear 0.31 - 0.66 0.48 0.52 2 
Exponential 0.22 - 0.72 0.50 0.53 1 
Logarithmic 0.33 - 0.66 0.52 0.56 1 
Power 0.30 - 0.71 0.53 0.57 1 
(B∕R)×(G∕R) 
Linear 0.49 - 0.81 0.61 0.58 3 
Exponential 0.45 - 0.83 0.64 0.62 3 
Logarithmic 0.54 - 0.83 0.65 0.61 3 
Power 0.49 - 0.83 0.66 0.63 3 
(B∕R)×(G∕NIR) 
Linear 0.07 - 0.69 0.36 0.38 0 
Exponential 0.12 - 0.77 0.42 0.40 0 
Logarithmic 0.06 - 0.68 0.36 0.37 1 
Power 0.11 - 0.76 0.41 0.39 0 
(B∕R)×(NIR∕R) 
Linear 0.03 - 0.81 0.50 0.56 1 
Exponential 0.05 - 0.88 0.49 0.52 0 
Logarithmic 0.04 - 0.83 0.56 0.68 2 
Power 0.05 - 0.86 0.52 0.59 0 
(B∕NIR)×(G∕NIR) 
Linear 0.04 - 0.47 0.38 0.45 0 
Exponential 0.07 - 0.58 0.39 0.42 0 
Logarithmic 0.09 - 0.51 0.40 0.46 0 
Power 0.04 - 0.54 0.39 0.46 0 
(B∕NIR)×(R∕NIR) 
Linear 0.12 - 0.61 0.38 0.44 1 
Exponential 0.11 - 0.51 0.37 0.43 1 
Logarithmic 0.15 - 0.59 0.41 0.47 1 
Power 0.18 - 0.53 0.40 0.45 1 
(G∕B)×(G∕R) 
Linear 0.01 - 0.74 0.34 0.31 0 
Exponential 0.08 - 0.68 0.33 0.28 0 
Logarithmic 0.03 - 0.67 0.32 0.28 0 
Power 0.10 - 0.69 0.33 0.26 0 
(G∕B)×(G∕NIR) 
Linear 0.29 - 0.80 0.49 0.44 1 
Exponential 0.29 - 0.61 0.46 0.49 2 
Logarithmic 0.29 - 0.73 0.47 0.43 2 
Power 0.29 - 0.63 0.46 0.48 2 
(G∕B)×(R∕B) 
Linear 0.52 - 0.81 0.66 0.64 3 
Exponential 0.52 - 0.72 0.62 0.60 2 
Logarithmic 0.54 - 0.73 0.64 0.63 3 
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Power 0.53 - 0.73 0.63 0.61 2 
(G∕B)×(R∕NIR) 
Linear 0.09 - 0.82 0.49 0.53 1 
Exponential 0.10 - 0.74 0.41 0.39 1 
Logarithmic 0.07 - 0.75 0.46 0.50 1 
Power 0.08 - 0.76 0.41 0.40 1 
(G∕B)×(NIR∕B) 
Linear 0.15 - 0.60 0.47 0.54 2 
Exponential 0.23 - 0.59 0.46 0.48 2 
Logarithmic 0.25 - 0.57 0.46 0.48 2 
Power 0.32 - 0.60 0.46 0.49 1 
(G∕B)×(NIR∕R) 
Linear 0.12 - 0.48 0.28 0.24 1 
Exponential 0.02 - 0.52 0.26 0.23 0 
Logarithmic 0.15 - 0.49 0.28 0.23 1 
Power 0.06 - 0.53 0.26 0.23 0 
(G∕R)×(G∕NIR) 
Linear 0.05 - 0.65 0.44 0.46 0 
Exponential 0.09 - 0.75 0.43 0.46 0 
Logarithmic 0.02 - 0.65 0.43 0.49 1 
Power 0.04 - 0.75 0.41 0.48 0 
(G∕R)×(NIR∕R) 
Linear 0.05 - 0.79 0.50 0.61 1 
Exponential 0.10 - 0.79 0.49 0.57 0 
Logarithmic 0.06 - 0.80 0.53 0.67 0 
Power 0.10 - 0.80 0.51 0.60 0 
(G∕NIR)×(R∕NIR) 
Linear 0.07 - 0.74 0.46 0.43 1 
Exponential 0.22 - 0.62 0.44 0.42 1 
Logarithmic 0.12 - 0.69 0.46 0.42 1 
Power 0.26 - 0.63 0.45 0.42 1 
(R∕B)×(R∕G) 
Linear 0.51 - 0.85 0.66 0.65 3 
Exponential 0.50 - 0.83 0.65 0.64 3 
Logarithmic 0.54 - 0.83 0.65 0.61 3 
Power 0.49 - 0.83 0.66 0.63 3 
(R∕B(×(R∕NIR) 
Linear 0.04 - 0.83 0.58 0.74 0 
Exponential 0.05 - 0.81 0.52 0.60 0 
Logarithmic 0.04 - 0.83 0.56 0.68 1 
Power 0.05 - 0.86 0.52 0.59 0 
(R∕B)×(NIR∕B) 
Linear 0.23 - 0.65 0.52 0.57 1 
Exponential 0.31 - 0.69 0.52 0.56 1 
Logarithmic 0.33 - 0.66 0.52 0.56 1 
Power 0.30 - 0.71 0.53 0.57 1 
(R∕B)×(NIR∕G) 
Linear 0.06 - 0.67 0.34 0.32 1 
Exponential 0.11 - 0.73 0.39 0.36 1 
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Logarithmic 0.06 - 0.68 0.36 0.37 1 
Power 0.11 - 0.76 0.41 0.39 0 
(R∕G)×(R∕NIR) 
Linear 0.07 - 0.81 0.55 0.72 0 
Exponential 0.10 - 0.79 0.51 0.62 0 
Logarithmic 0.06 - 0.80 0.53 0.67 0 
Power 0.10 - 0.80 0.51 0.60 0 
(R∕G)×(NIR∕G) 
Linear 0.07 - 0.64 0.41 0.47 2 
Exponential 0.01 - 0.73 0.39 0.44 2 
Logarithmic 0.02 - 0.65 0.43 0.49 2 
Power 0.04 - 0.75 0.41 0.48 1 
(NIR∕B)×(NIR∕G) 
Linear 0.18 - 0.53 0.40 0.41 1 
Exponential 0.13 - 0.54 0.38 0.43 1 
Logarithmic 0.09 - 0.51 0.40 0.46 1 
Power 0.04 - 0.54 0.39 0.46 1 
(NIR∕B)×(NIR∕R) 
Linear 0.18 - 0.55 0.41 0.46 1 
Exponential 0.24 - 0.52 0.40 0.42 2 
Logarithmic 0.15 - 0.59 0.41 0.47 2 
Power 0.18 - 0.53 0.40 0.45 2 
(NIR∕G)×(NIR∕R) 
Linear 0.16 - 0.63 0.43 0.41 1 
Exponential 0.29 - 0.58 0.43 0.41 1 
Logarithmic 0.12 - 0.69 0.46 0.42 1 
Power 0.26 - 0.63 0.45 0.42 2 
(1) Fadel et al., 2016; (2) Patra et al., 2015; (3) Tucker, 1979; (4) Ho et al., 2017; (5) Boucher 
et al., 2018; (6) Kabbara et al., 2008; (7) Trinh et al., 2017; (8) Alawadi et al., 2010; (9) Mayo 
et al., 1995; (10) Keith et al., 2018; (11) Chen et al., 2013; (12) Singh et al., 2014; Guan et al., 
2009. 
 
Kab1 = 1.67-3.94×ln(B)+3.78×ln(G) 
NDVI = (NIR-R)∕(NIR+R) 
NRVI = [(R∕NIRIR)-1]∕[(R∕NIRIR)+1) 
SABI = (NIR-R)∕(B+G) 
𝑶𝑪𝟐 = 𝟎. 𝟏𝟗𝟕𝟕 + (−𝟏. 𝟖𝟏𝟏𝟕 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟏
+ (𝟏. 𝟗𝟕𝟒𝟑 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟐
+ (𝟐. 𝟓𝟔𝟑𝟓 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟑
+ (−𝟎. 𝟕𝟐𝟏𝟖 (𝒍𝒐𝒈𝟏𝟎 (
𝑩
𝑮
)))
𝟒
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Appendix E: Algorithms by region and regression without confounding signals  
Table E1: Chl-a statistically significant algorithms free of additional optical constituents (Colour, TSS and Turbidity). A = Linear, B 
= Exponential, C = Logarithmic, D = Power, 1 = PTW, 2 = BCF, 3 = TCF, 4 = TPS, 5 = TPD, 6 = SHF, 7 = TMF.   
Algorithm A
1 
A
2 
A
3 
A
4 
A
5 
A
6 
A
7 
B
1 
B
2 
B
3 
B
4 
B
5 
B
6 
B
7 
C
1 
C
2 
C
3 
C
4 
C
5 
C
6 
C
7 
D
1 
D
2 
D
3 
D
4 
D
5 
D
6 
D
7 
# 
A 
# 
B 
# 
C 
# 
D 
Blue   x x  x x   x   x    x x  x x   x   x  4 2 4 2 
Green  x      x x     x  x      x x x    x 1 3 1 4 
Red x x      x x      x x      x x x     2 2 2 3 
NIR x  x   x x x  x   x x x  x   x x x  x   x x 4 4 4 4 
B×G  x       x x      x x      x x     1 2 2 2 
B×R  x     x  x x      x x     x x x     2 2 2 3 
B×NIR x x x  x x x x x x  x x  x x x   x x x x x   x  6 5 5 4 
G×R  x      x x      x x      x x x    x 1 2 2 4 
G×NIR x x      x x     x x x      x x x    x 2 3 2 4 
R×NIR x x     x x x x     x x x    x x x x     3 3 4 3 
B∕G  x       x             x       1 1 0 1 
B∕R x       x       x       x       1 1 1 1 
B∕NIR x  x  x x  x  x   x  x  x  x   x  x  x x  4 3 3 4 
G∕B        x              x       0 1 0 1 
G∕R x  x     x  x     x  x     x  x     2 2 2 2 
G∕NIR       x       x        x      x 1 1 0 2 
R∕B x       x       x       x       1 1 1 1 
R∕G x  x     x  x     x  x     x  x     2 2 2 2 
R∕NIR       x       x       x       x 1 1 1 1 
NIR∕B x  x  x   x  x  x x  x  x  x   x  x  x x  3 4 3 4 
NIR∕G x       x      x        x      x 1 2 0 2 
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NIR∕R              x       x       x 0 1 1 1 
B×G×R  x     x  x x      x      x x x     2 2 1 3 
B×G×NIR x x x    x x x x  x   x x x   x x x x x   x  4 4 5 4 
B×R×NIR x x x    x x x x     x x x   x x x x x     4 3 5 3 
G×R×NIR x x      x x     x x x      x x x    x 2 3 2 4 
Avg(B;G)  x       x x      x x      x x     1 2 2 2 
Avg(B;R)  x x      x x      x x      x x     2 2 2 2 
Avg(B;N) x x x   x x x x x   x  x x x   x x x x x   x  5 4 5 4 
Avg(G;R) x x      x x     x x x      x x x    x 2 3 2 4 
Avg(G;N) x x     x x x x     x x x     x x x     3 3 3 3 
Avg(R;N) x x x    x x x x     x x x    x x x x     4 3 4 3 
N-R x      x x      x               2 2 0 0 
Kab1        x                     0 1 0 0 
NDVI       x       x               1 1 0 0 
NRVI       x       x               1 1 0 0 
OC2  x      x x                    1 2 0 0 
SABI x      x x      x               2 2 0 0 
(B-R)∕G  x      x x                    1 2 0 0 
(NIR∕G)+(NIR∕B) x    x   x    x   x    x   x    x   2 2 2 2 
G×(B+G+R)  x       x       x      x x x    x 1 1 1 4 
[(1∕B)-(1∕G)]×NIR  x      x x     x               1 3 0 0 
[(1∕R)-(1∕G)]×NIR                             0 0 0 0 
[(1∕R)-(1∕B)]×NIR        x                     0 1 0 0 
[(1∕R)-
(0.2363×(1∕G))]×NI
R 
      x       x       x       x 1 1 1 1 
(R^-1-B^-1)∕NIR  x x     x  x                   2 2 0 0 
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(B∕R)×NIR    x x  x       x     x  x       x 3 1 2 1 
(G∕R)×NIR x  x  x x x x  x  x x x x  x  x x x x  x  x x x 5 5 5 5 
(R∕B)×NIR x      x x  x     x  x    x x  x     2 2 3 2 
(R∕G)×NIR x  x   x x x  x   x x x  x   x x x  x   x x 4 4 4 4 
(R×NIR)∕B x      x x  x     x  x    x x  x     2 2 3 2 
(B∕G)×(B∕R)                      x       0 0 0 1 
(B∕G)×(B∕NIR) x  x     x  x     x    x   x  x     2 2 2 2 
(B∕G)×(R∕G)     x       x  x     x   x    x  x 1 2 1 3 
(B∕G)×(R∕NIR) x     x x x     x  x    x x x x    x x  3 2 4 3 
(B∕G)×(NIR∕B) x       x      x        x      x 1 2 0 2 
(B∕G)×(NIR∕G)                             0 0 0 0 
(B∕G)×(NIR∕R)              x              x 0 1 0 1 
(B∕R)×(B∕NIR) x  x     x  x     x  x     x  x     2 2 2 2 
(B∕R)×(G∕R) x       x       x       x       1 1 1 1 
(B∕R)×(G∕NIR) x  x     x  x     x  x     x  x     2 2 2 2 
(B∕R)×(NIR∕R)         x     x       x       x 0 2 1 1 
(B∕NIR)×(G∕NIR) x      x x       x    x   x       2 1 2 1 
(B∕NIR)×(R∕NIR) x      x x       x      x x       2 1 2 1 
(G∕B)×(G∕R) x    x  x x    x  x     x   x    x  x 3 3 1 3 
(G∕B)×(G∕NIR)              x               0 1 0 0 
(G∕B)×(R∕B) x       x              x       1 1 0 1 
(G∕B)×(R∕NIR)       x       x              x 1 1 0 1 
(G∕B)×(NIR∕B) x    x   x  x  x   x    x   x  x     2 3 2 2 
(G∕B)×(NIR∕R) x    x  x x    x x  x    x x x x    x x  3 3 4 3 
(G∕R)×(G∕NIR)        x      x x       x       0 2 1 1 
(G∕R)×(NIR∕R)              x       x       x 0 1 1 1 
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(G∕NIR)×(R∕NIR)       x       x       x       x 1 1 1 1 
(R∕B)×(R∕G) x       x       x       x       1 1 1 1 
(R∕B(×(R∕NIR)       x       x       x       x 1 1 1 1 
(R∕B)×(NIR∕B) x    x   x  x     x  x     x  x     2 2 2 2 
(R∕B)×(NIR∕G) x  x  x   x  x     x  x     x  x     3 2 2 2 
(R∕G)×(R∕NIR)       x       x       x       x 1 1 1 1 
(R∕G)×(NIR∕G) x       x       x       x       1 1 1 1 
(NIR∕B)×(NIR∕G) x    x   x    x   x    x   x       2 2 2 1 
(NIR∕B)×(NIR∕R) x    x  x x       x      x x       3 1 2 1 
(NIR∕G)×(NIR∕R)        x      x       x       x 0 2 1 1 
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Table E2: True colour statistically significant algorithms free of additional optical constituents (Chl-a). A = Linear, B = Exponential, 
C = Logarithmic, D = Power, 1 = PTW, 2 = BCF, 3 = TCF, 4 = TPS, 5 = TPD, 6 = SHF, 7 = TMF.   
Algorithm 
A
1 
A
2 
A
3 
A
4 
A
5 
A
6 
A
7 
B
1 
B
2 
B
3 
B
4 
B
5 
B
6 
B
7 
C
1 
C
2 
C
3 
C
4 
C
5 
C
6 
C
7 
D
1 
D
2 
D
3 
D
4 
D
5 
D
6 
D
7 
# 
A 
# 
B 
# 
C 
# 
D 
Blue                             0 0 0 0 
Green                             0 0 0 0 
Red                             0 0 0 0 
NIR                             0 0 0 0 
B×G     x       x                 1 1 0 0 
B×R     x       x                 1 1 0 0 
B×N                             0 0 0 0 
G×R                             0 0 0 0 
G×N                             0 0 0 0 
R×N                             0 0 0 0 
B∕G                             0 0 0 0 
B∕R                             0 0 0 0 
B∕N                             0 0 0 0 
G∕B                             0 0 0 0 
G∕R     x       x       x       x   1 1 1 1 
G∕N      x       x       x       x  1 1 1 1 
R∕B                             0 0 0 0 
R∕G     x       x       x       x   1 1 1 1 
R∕N     x              x     x     1 0 1 1 
NIR∕B                             0 0 0 0 
NIR∕G      x       x       x       x  1 1 1 1 
NIR∕R      x    x         x     x     1 1 1 1 
B×G×R     x       x                 1 1 0 0 
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B×G×N                             0 0 0 0 
B×R×N            x                 0 1 0 0 
G×R×N                             0 0 0 0 
Avg(B;G)            x                 0 1 0 0 
Avg(B;R)     x       x              x   1 1 0 1 
Avg(B;N)                             0 0 0 0 
Avg(G;R)                             0 0 0 0 
Avg(G;N)                             0 0 0 0 
Avg(R;N)                             0 0 0 0 
N-R     x       x                 1 1 0 0 
Kab1                             0 0 0 0 
NDVI     x                        1 0 0 0 
NRVI     x     x                   1 1 0 0 
OC2                 x       x     0 0 1 1 
SABI     x x      x     x       x     2 1 1 1 
(B-R)∕G                             0 0 0 0 
(NIR∕G)+(NIR∕B)      x       x       x       x  1 1 1 1 
G×(B+G+R)                             0 0 0 0 
[(1∕B)-(1∕G)]×N                 x            0 0 1 0 
[(1∕R)-(1∕G)]×N  x   x    x   x    x       x      2 2 1 1 
[(1∕R)-(1∕B)]×N                             0 0 0 0 
[(1∕R)-
(0.2363×(1∕G))]×
N 
x    x              x       x   2 0 1 1 
(R^-1-B^-1)∕N                             0 0 0 0 
(B∕R)×N                             0 0 0 0 
(G∕R)×N                             0 0 0 0 
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(R∕B)×N                             0 0 0 0 
(R∕G)×N                             0 0 0 0 
(R×N)∕B                             0 0 0 0 
(B∕G)×(B∕R)                             0 0 0 0 
(B∕G)×(B∕N)                             0 0 0 0 
(B∕G)×(R∕G)                             0 0 0 0 
(B∕G)×(R∕N)                             0 0 0 0 
(B∕G)×(NIR∕B)      x       x       x       x  1 1 1 1 
(B∕G)×(NIR∕G) x x       x       x   x    x      2 1 2 1 
(B∕G)×(NIR∕R) x    x       x   x x   x    x   x   2 1 3 2 
(B∕R)×(B∕N)                             0 0 0 0 
(B∕R)×(G∕R)                             0 0 0 0 
(B∕R)×(G∕N)                             0 0 0 0 
(B∕R)×(NIR∕R) x    x  x   x     x    x     x  x   3 1 2 2 
(B∕N)×(G∕N)      x       x       x       x  1 1 1 1 
(B∕N)×(R∕N)                             0 0 0 0 
(G∕B)×(G∕R)                             0 0 0 0 
(G∕B)×(G∕N)  x   x    x       x   x    x      2 1 2 1 
(G∕B)×(R∕B)                             0 0 0 0 
(G∕B)×(R∕N)  x   x    x   x   x x   x    x   x   2 2 3 2 
(G∕B)×(NIR∕B)                             0 0 0 0 
(G∕B)×(NIR∕R)                             0 0 0 0 
(G∕R)×(G∕N)      x       x       x      x x  1 1 1 2 
(G∕R)×(NIR∕R) x  x  x    x x  x    x x  x    x x  x   3 3 3 3 
(G∕N)×(R∕N)      x              x         1 0 1 0 
(R∕B)×(R∕G)                             0 0 0 0 
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(R∕B(×(R∕N)     x       x   x    x       x   1 1 2 1 
(R∕B)×(NIR∕B)                             0 0 0 0 
(R∕B)×(NIR∕G)                             0 0 0 0 
(R∕G)×(R∕N)  x x  x    x   x    x x  x    x   x   3 2 3 2 
(R∕G)×(NIR∕G)      x       x       x      x x  1 1 1 2 
(NIR∕B)×(NIR∕G)             x       x       x  0 1 1 1 
(NIR∕B)×(NIR∕R)      x                       1 0 0 0 
(NIR∕G)×(NIR∕R)      x       x       x         1 1 1 0 
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Table E3: TSS statistically significant algorithms free of additional optical constituents (Chl-a and true colour). A = Linear, B = 
Exponential, C = Logarithmic, D = Power, 1 = PTW, 2 = BCF, 3 = TCF, 4 = TPS, 5 = TPD, 6 = SHF, 7 = TMF.   
Algorithm 
A
1 
A
2 
A
3 
A
4 
A
5 
A
6 
A
7 
B
1 
B
2 
B
3 
B
4 
B
5 
B
6 
B
7 
C
1 
C
2 
C
3 
C
4 
C
5 
C
6 
C
7 
D
1 
D
2 
D
3 
D
4 
D
5 
D
6 
D
7 
# 
A 
# 
B 
# 
C 
# 
D 
Blue                             0 0 0 0 
Green                             0 0 0 0 
Red    x       x                  1 1 0 0 
NIR                             0 0 0 0 
B×G                             0 0 0 0 
B×R           x                  0 1 0 0 
B×N                             0 0 0 0 
G×R           x                  0 1 0 0 
G×N                             0 0 0 0 
R×N           x                  0 1 0 0 
B∕G    x       x       x       x    1 1 1 1 
B∕R    x       x       x       x    1 1 1 1 
B∕N                             0 0 0 0 
G∕B    x       x       x       x    1 1 1 1 
G∕R    x       x       x       x    1 1 1 1 
G∕N   x       x  x     x       x     1 2 1 1 
R∕B    x       x       x       x    1 1 1 1 
R∕G    x       x       x       x    1 1 1 1 
R∕N   x   x    x  x     x   x      x x  2 2 2 2 
NIR∕B                             0 0 0 0 
NIR∕G   x       x       x       x     1 1 1 1 
NIR∕R             x    x   x      x x  0 1 2 2 
B×G×R    x       x                  1 1 0 0 
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B×G×N           x                  0 1 0 0 
B×R×N           x                  0 1 0 0 
G×R×N                             0 0 0 0 
Avg(B;G)                             0 0 0 0 
Avg(B;R)                             0 0 0 0 
Avg(B;N)                             0 0 0 0 
Avg(G;R)                             0 0 0 0 
Avg(G;N)                             0 0 0 0 
Avg(R;N)                             0 0 0 0 
N-R      x       x                1 1 0 0 
Kab1    x       x       x       x    1 1 1 1 
NDVI      x      x                 1 1 0 0 
NRVI      x      x                 1 1 0 0 
OC2   x x      x x       x       x    2 2 1 1 
SABI    x      x   x                1 2 0 0 
(B-R)∕G    x       x                  1 1 0 0 
(NIR∕G)+(NIR∕B)                             0 0 0 0 
G×(B+G+R)                             0 0 0 0 
[(1∕B)-(1∕G)]×N   x x       x                  2 1 0 0 
[(1∕R)-(1∕G)]×N    x       x   x               1 2 0 0 
[(1∕R)-(1∕B)]×N    x       x                  1 1 0 0 
[(1∕R)-
(0.2363×(1∕G))]×
N 
   x  x       x     x  x         2 1 2 0 
(R^-1-B^-1)∕N    x       x                  1 1 0 0 
(B∕R)×N             x       x       x  0 1 1 1 
(G∕R)×N                             0 0 0 0 
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(R∕B)×N    x       x                  1 1 0 0 
(R∕G)×N                             0 0 0 0 
(R×N)∕B    x       x                  1 1 0 0 
(B∕G)×(B∕R)    x       x       x       x    1 1 1 1 
(B∕G)×(B∕N)                             0 0 0 0 
(B∕G)×(R∕G)    x       x       x       x    1 1 1 1 
(B∕G)×(R∕N)     x                        1 0 0 0 
(B∕G)×(NIR∕B)                             0 0 0 0 
(B∕G)×(NIR∕G)    x       x x      x       x x   1 2 1 2 
(B∕G)×(NIR∕R)    x       x       x       x    1 1 1 1 
(B∕R)×(B∕N)    x              x           1 0 1 0 
(B∕R)×(G∕R)   x x      x x      x x      x x    2 2 2 2 
(B∕R)×(G∕N)                             0 0 0 0 
(B∕R)×(NIR∕R)   x x       x      x x       x    2 1 2 1 
(B∕N)×(G∕N)                             0 0 0 0 
(B∕N)×(R∕N)     x       x                 1 1 0 0 
(G∕B)×(G∕R)    x       x       x       x    1 1 1 1 
(G∕B)×(G∕N)   x x      x x x     x x      x x x   2 3 2 3 
(G∕B)×(R∕B)   x x      x x      x x      x x    2 2 2 2 
(G∕B)×(R∕N)   x x      x x      x x      x x    2 2 2 2 
(G∕B)×(NIR∕B)    x                         1 0 0 0 
(G∕B)×(NIR∕R)                             0 0 0 0 
(G∕R)×(G∕N)                             0 0 0 0 
(G∕R)×(NIR∕R)    x  x     x       x       x    2 1 1 1 
(G∕N)×(R∕N)   x  x       x x    x  x       x x  2 2 2 2 
(R∕B)×(R∕G)   x x      x x      x x      x x    2 2 2 2 
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(R∕B(×(R∕N)    x       x       x       x    1 1 1 1 
(R∕B)×(NIR∕B)    x       x       x           1 1 1 0 
(R∕B)×(NIR∕G)                             0 0 0 0 
(R∕G)×(R∕N)    x       x       x       x    1 1 1 1 
(R∕G)×(NIR∕G)   x       x x      x       x     1 2 1 1 
(NIR∕B)×(NIR∕G)                             0 0 0 0 
(NIR∕B)×(NIR∕R)                             0 0 0 0 
(NIR∕G)×(NIR∕R)          x       x  x     x  x x  0 1 2 3 
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Table E4: Turbidity statistically significant algorithms free of additional optical constituents (Chl-a and true colour). A = Linear, B = 
Exponential, C = Logarithmic, D = Power, 1 = PTW, 2 = BCF, 3 = TCF, 4 = TPS, 5 = TPD, 6 = SHF, 7 = TMF.   
Algorithm 
A
1 
A
2 
A
3 
A
4 
A
5 
A
6 
A
7 
B
1 
B
2 
B
3 
B
4 
B
5 
B
6 
B
7 
C
1 
C
2 
C
3 
C
4 
C
5 
C
6 
C
7 
D
1 
D
2 
D
3 
D
4 
D
5 
D
6 
D
7 
# 
A 
# 
B 
# 
C 
# 
D 
Blue  x                        x   1 0 0 1 
Green                             0 0 0 0 
Red    x       x                  1 1 0 0 
NIR                             0 0 0 0 
B×G                             0 0 0 0 
B×R                             0 0 0 0 
B×N                             0 0 0 0 
G×R                             0 0 0 0 
G×N                             0 0 0 0 
R×N           x                  0 1 0 0 
B∕G    x   x    x       x   x    x    2 1 2 1 
B∕R    x   x    x       x   x    x    2 1 2 1 
B∕N                             0 0 0 0 
G∕B    x   x    x       x   x    x    2 1 2 1 
G∕R    x   x    x   x    x   x    x   x 2 2 2 2 
G∕N   x       x       x       x     1 1 1 1 
R∕B    x   x    x       x   x    x    2 1 2 1 
R∕G    x   x    x   x    x   x    x   x 2 2 2 2 
R∕N   x   x    x  x     x   x      x x  2 2 2 2 
NIR∕B    x                         1 0 0 0 
NIR∕G   x       x       x       x     1 1 1 1 
NIR∕R   x  x       x x    x   x      x x  2 2 2 2 
B×G×R                             0 0 0 0 
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B×G×N           x                  0 1 0 0 
B×R×N           x                  0 1 0 0 
G×R×N                             0 0 0 0 
Avg(B;G)                             0 0 0 0 
Avg(B;R)                             0 0 0 0 
Avg(B;N)                             0 0 0 0 
Avg(G;R)                             0 0 0 0 
Avg(G;N)                             0 0 0 0 
Avg(R;N)                             0 0 0 0 
N-R      x       x                1 1 0 0 
Kab1    x   x    x       x   x    x    2 1 2 1 
NDVI      x      x                 1 1 0 0 
NRVI      x      x                 1 1 0 0 
OC2   x x   x   x x       x       x    3 2 1 1 
SABI   x x      x   x                2 2 0 0 
(B-R)∕G    x   x    x                  2 1 0 0 
(NIR∕G)+(NIR∕B)    x                         1 0 0 0 
G×(B+G+R)   x       x                   1 1 0 0 
[(1∕B)-(1∕G)]×N   x x                         2 0 0 0 
[(1∕R)-(1∕G)]×N                     x        0 0 1 0 
[(1∕R)-(1∕B)]×N           x                  0 1 0 0 
[(1∕R)-
(0.2363×(1∕G))]×
N 
   x  x      x x     x  x         2 2 2 0 
(R^-1-B^-1)∕N    x       x   x   x            1 2 1 0 
(B∕R)×N   x   x    x   x    x   x    x   x  2 2 2 2 
(G∕R)×N                             0 0 0 0 
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(R∕B)×N   x x       x                  2 1 0 0 
(R∕G)×N           x                  0 1 0 0 
(R×N)∕B    x       x                  1 1 0 0 
(B∕G)×(B∕R)    x   x    x       x   x    x    2 1 2 1 
(B∕G)×(B∕N)    x   x       x    x          x 2 1 1 1 
(B∕G)×(R∕G)                             0 0 0 0 
(B∕G)×(R∕N)                  x           0 0 1 0 
(B∕G)×(NIR∕B)                             0 0 0 0 
(B∕G)×(NIR∕G)    x x       x      x        x   2 1 1 1 
(B∕G)×(NIR∕R)  x                           1 0 0 0 
(B∕R)×(B∕N)    x   x       x    x          x 2 1 1 1 
(B∕R)×(G∕R)   x x   x   x x   x   x x   x   x x   x 3 3 3 3 
(B∕R)×(G∕N)                  x           0 0 1 0 
(B∕R)×(NIR∕R)   x             x x            1 0 2 0 
(B∕N)×(G∕N)                             0 0 0 0 
(B∕N)×(R∕N)      x       x       x       x  1 1 1 1 
(G∕B)×(G∕R)                             0 0 0 0 
(G∕B)×(G∕N)   x       x  x     x x      x  x   1 2 2 2 
(G∕B)×(R∕B)   x x   x   x x      x x   x   x x    3 2 3 2 
(G∕B)×(R∕N)   x       x       x       x     1 1 1 1 
(G∕B)×(NIR∕B)   x x       x   x   x x          x 2 2 2 1 
(G∕B)×(NIR∕R)    x              x           1 0 1 0 
(G∕R)×(G∕N)                  x           0 0 1 0 
(G∕R)×(NIR∕R)      x                       1 0 0 0 
(G∕N)×(R∕N)   x          x    x          x  1 1 1 1 
(R∕B)×(R∕G)   x x   x   x x   x   x x   x   x x   x 3 3 3 3 
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(R∕B(×(R∕N)                x             0 0 1 0 
(R∕B)×(NIR∕B)    x       x       x          x 1 1 1 1 
(R∕B)×(NIR∕G)    x       x       x           1 1 1 0 
(R∕G)×(R∕N)                             0 0 0 0 
(R∕G)×(NIR∕G)   x x      x x      x x      x     2 2 2 1 
(NIR∕B)×(NIR∕G)    x      x       x       x     1 1 1 1 
(NIR∕B)×(NIR∕R)   x       x   x    x   x    x   x  1 2 2 2 
(NIR∕G)×(NIR∕R)   x       x       x       x   x  1 1 1 2 
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Appendix F: Full R and significance results per ecoregion  
Table F1: PTW Pearson R results: A = Chl-a (μg/l), B = DOC (mg/l), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear curve, 2 = 
Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue -0.04 0.05 0.00 0.08 -0.01 -0.10 -0.02 -0.10 N/A N/A N/A N/A N/A N/A N/A N/A 
Green 0.41 0.47* 0.44 0.51* -0.30 -0.29 -0.36 -0.35 N/A N/A N/A N/A N/A N/A N/A N/A 
Red 0.56* 0.64* 0.53* 0.64* -0.19 -0.18 -0.23 -0.21 N/A N/A N/A N/A N/A N/A N/A N/A 
NIR 0.81* 0.86* 0.72* 0.81* 0.04 -0.06 0.07 -0.01 N/A N/A N/A N/A N/A N/A N/A N/A 
B×G 0.18 0.25 0.28 0.37 -0.15 -0.18 -0.23 -0.26 N/A N/A N/A N/A N/A N/A N/A N/A 
B×R 0.30 0.38 0.36 0.47* -0.10 -0.13 -0.16 -0.18 N/A N/A N/A N/A N/A N/A N/A N/A 
B×N 0.61* 0.67* 0.57* 0.67* 0.03 -0.07 0.04 -0.04 N/A N/A N/A N/A N/A N/A N/A N/A 
G×R 0.46 0.51* 0.49* 0.58* -0.19 -0.17 -0.29 -0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
G×N 0.75* 0.76* 0.65* 0.74* -0.08 -0.14 -0.10 -0.15 N/A N/A N/A N/A N/A N/A N/A N/A 
R×N 0.81* 0.82* 0.67* 0.78* -0.06 -0.12 -0.07 -0.10 N/A N/A N/A N/A N/A N/A N/A N/A 
B∕G -0.70* -0.77* -0.74* -0.78* 0.58* 0.48* 0.55* 0.44 N/A N/A N/A N/A N/A N/A N/A N/A 
B∕R -0.69* -0.82* -0.76* -0.86* 0.44 0.32 0.39 0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
B∕N -0.72* -0.77* -0.77* -0.82* -0.18 -0.12 -0.14 -0.08 N/A N/A N/A N/A N/A N/A N/A N/A 
G∕B 0.77* 0.79* 0.74* 0.78* -0.51* -0.39 -0.55* -0.44 N/A N/A N/A N/A N/A N/A N/A N/A 
G∕R -0.49* -0.66* -0.50* -0.66* -0.15 -0.17 -0.13 -0.15 N/A N/A N/A N/A N/A N/A N/A N/A 
G∕N -0.40 -0.39 -0.45 -0.48* -0.37 -0.27 -0.38 -0.27 N/A N/A N/A N/A N/A N/A N/A N/A 
R∕B 0.83* 0.89* 0.76* 0.86* -0.35 -0.24 -0.39 -0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
R∕G 0.49* 0.66* 0.50* 0.66* 0.12 0.14 0.13 0.15 N/A N/A N/A N/A N/A N/A N/A N/A 
R∕N -0.30 -0.25 -0.32 -0.29 -0.41 -0.26 -0.43 -0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
NIR∕B 0.81* 0.85* 0.77* 0.82* 0.11 0.03 0.14 0.08 N/A N/A N/A N/A N/A N/A N/A N/A 
NIR∕G 0.47* 0.54* 0.45 0.48* 0.38 0.26 0.38 0.27 N/A N/A N/A N/A N/A N/A N/A N/A 
NIR∕R 0.33 0.33 0.32 0.29 0.45 0.30 0.43 0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
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B×G×R 0.26 0.32 0.39 0.49* -0.12 -0.13 -0.23 -0.24 N/A N/A N/A N/A N/A N/A N/A N/A 
B×G×N 0.51* 0.55* 0.54* 0.63* -0.02 -0.10 -0.08 -0.14 N/A N/A N/A N/A N/A N/A N/A N/A 
B×R×N 0.61* 0.64* 0.56* 0.67* -0.01 -0.08 -0.06 -0.10 N/A N/A N/A N/A N/A N/A N/A N/A 
G×R×N 0.70* 0.69* 0.62* 0.72* -0.08 -0.11 -0.15 -0.18 N/A N/A N/A N/A N/A N/A N/A N/A 
Avg(B;G) 0.23 0.30 0.27 0.35 -0.18 -0.21 -0.21 -0.24 N/A N/A N/A N/A N/A N/A N/A N/A 
Avg(B;R) 0.29 0.37 0.32 0.42 -0.11 -0.15 -0.13 -0.16 N/A N/A N/A N/A N/A N/A N/A N/A 
Avg(B;N) 0.61* 0.69* 0.58* 0.68* 0.02 -0.08 0.02 -0.06 N/A N/A N/A N/A N/A N/A N/A N/A 
Avg(G;R) 0.48* 0.55* 0.48* 0.58* -0.25 -0.24 -0.30 -0.29 N/A N/A N/A N/A N/A N/A N/A N/A 
Avg(G;N) 0.71* 0.77* 0.66* 0.75* -0.13 -0.18 -0.15 -0.19 N/A N/A N/A N/A N/A N/A N/A N/A 
Avg(R;N) 0.77* 0.83* 0.69* 0.79* -0.07 -0.12 -0.06 -0.10 N/A N/A N/A N/A N/A N/A N/A N/A 
N-R 0.68* 0.68* N/A N/A 0.32 0.15 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
Kab1 0.75* 0.79* 0.64* 0.74* -0.55* -0.43 -0.63* -0.53* N/A N/A N/A N/A N/A N/A N/A N/A 
NDVI 0.32 0.28 N/A N/A 0.43 0.28 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
NRVI -0.32 -0.28 N/A N/A -0.43 -0.28 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
OC2 0.74* 0.78* N/A N/A -0.54* -0.42 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
SABI 0.53* 0.56* N/A N/A 0.40 0.24 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
(B-R)∕G -0.73* -0.84* -0.89* -0.87* 0.52* 0.41 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
(NIR∕G)+(NIR∕B) 0.67* 0.73* 0.64* 0.67* 0.28 0.18 0.30 0.21 N/A N/A N/A N/A N/A N/A N/A N/A 
G×(B+G+R) 0.32 0.38 0.41 0.49* -0.20 -0.20 -0.30 -0.30 N/A N/A N/A N/A N/A N/A N/A N/A 
[(1∕B)-(1∕G)]×N 0.68* 0.64* N/A N/A -0.55* -0.44 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
[(1∕R)-(1∕G)]×N -0.26 -0.43 -0.19 -0.37 0.31 0.16 0.23 0.09 N/A N/A N/A N/A N/A N/A N/A N/A 
[(1∕R)-(1∕B)]×N -0.57* -0.62* -0.73* -0.70* 0.54* 0.40 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
[(1∕R)-(0.2363×(1∕G))]×N 0.29 0.27 0.28 0.24 0.47* 0.31 0.44 0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
(R^-1-B^-1)∕N -0.46 -0.63* -0.83* -0.87* 0.10 0.06 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕R)×N 0.36 0.41 0.36 0.39 0.25 0.09 0.27 0.13 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕R)×N 0.76* 0.79* 0.69* 0.74* 0.02 -0.10 0.04 -0.07 N/A N/A N/A N/A N/A N/A N/A N/A 
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(R∕B)×N 0.90* 0.91* 0.78* 0.87* -0.11 -0.14 -0.08 -0.10 N/A N/A N/A N/A N/A N/A N/A N/A 
(R∕G)×N 0.82* 0.89* 0.72* 0.83* 0.04 -0.04 0.09 0.03 N/A N/A N/A N/A N/A N/A N/A N/A 
(R×N)∕B 0.90* 0.91* 0.78* 0.87* -0.11 -0.14 -0.08 -0.10 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(B∕R) -0.65* -0.79* -0.77* -0.84* 0.60* 0.48* 0.50* 0.38 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(B∕N) -0.76* -0.86* -0.86* -0.91* 0.21 0.19 0.23 0.22 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(R∕G) -0.51* -0.46 -0.52* -0.47* 0.48* 0.41 0.47* 0.40 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(R∕N) -0.68* -0.67* -0.75* -0.75* -0.15 -0.01 -0.13 0.01 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(NIR∕B) 0.47* 0.54* 0.45 0.48* 0.38 0.26 0.38 0.27 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(NIR∕G) -0.04 0.00 -0.02 -0.02 0.50* 0.39 0.46 0.35 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕G)×(NIR∕R) -0.19 -0.22 -0.16 -0.21 0.56* 0.42 0.50* 0.36 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕R)×(B∕N) -0.72* -0.85* -0.84* -0.91* 0.05 0.03 0.11 0.09 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕R)×(G∕R) -0.63* -0.79* -0.73* -0.86* 0.20 0.11 0.20 0.12 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕R)×(G∕N) -0.69* -0.77* -0.76* -0.84* -0.19 -0.17 -0.14 -0.11 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕R)×(NIR∕R) -0.30 -0.39 -0.29 -0.38 0.59* 0.43 0.49* 0.33 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕N)×(G∕N) -0.51* -0.51* -0.65* -0.69* -0.30 -0.23 -0.29 -0.20 N/A N/A N/A N/A N/A N/A N/A N/A 
(B∕N)×(R∕N) -0.50* -0.48* -0.63* -0.64* -0.32 -0.22 -0.31 -0.20 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕B)×(G∕R) 0.52* 0.48* 0.52* 0.47* -0.46 -0.38 -0.47* -0.40 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕B)×(G∕N) -0.02 0.01 0.02 0.02 -0.43 -0.31 -0.46 -0.35 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕B)×(R∕B) 0.86* 0.86* 0.77* 0.84* -0.40 -0.27 -0.50* -0.38 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕B)×(R∕N) 0.11 0.17 0.16 0.21 -0.44 -0.29 -0.50* -0.36 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕B)×(NIR∕B) 0.92* 0.92* 0.86* 0.91* -0.24 -0.23 -0.23 -0.22 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕B)×(NIR∕R) 0.80* 0.80* 0.75* 0.75* 0.11 -0.03 0.13 -0.01 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕R)×(G∕N) -0.45 -0.47* -0.52* -0.58* -0.33 -0.27 -0.32 -0.25 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕R)×(NIR∕R) 0.11 0.03 0.13 0.04 0.48* 0.29 0.42 0.24 N/A N/A N/A N/A N/A N/A N/A N/A 
(G∕N)×(R∕N) -0.32 -0.26 -0.40 -0.40 -0.38 -0.26 -0.41 -0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
(R∕B)×(R∕G) 0.81* 0.89* 0.73* 0.86* -0.20 -0.12 -0.20 -0.12 N/A N/A N/A N/A N/A N/A N/A N/A 
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(R∕B(×(R∕N) 0.25 0.34 0.29 0.38 -0.40 -0.24 -0.49* -0.33 N/A N/A N/A N/A N/A N/A N/A N/A 
(R∕B)×(NIR∕B) 0.91* 0.92* 0.84* 0.91* -0.15 -0.14 -0.11 -0.09 N/A N/A N/A N/A N/A N/A N/A N/A 
(R∕B)×(NIR∕G) 0.80* 0.87* 0.76* 0.84* 0.09 0.04 0.14 0.11 N/A N/A N/A N/A N/A N/A N/A N/A 
(R∕G)×(R∕N) -0.15 -0.04 -0.13 -0.04 -0.37 -0.19 -0.42 -0.24 N/A N/A N/A N/A N/A N/A N/A N/A 
(R∕G)×(NIR∕G) 0.54* 0.65* 0.52* 0.58* 0.31 0.23 0.32 0.25 N/A N/A N/A N/A N/A N/A N/A N/A 
(NIR∕B)×(NIR∕G) 0.69* 0.77* 0.65* 0.69* 0.24 0.13 0.29 0.20 N/A N/A N/A N/A N/A N/A N/A N/A 
(NIR∕B)×(NIR∕R) 0.67* 0.73* 0.63* 0.64* 0.29 0.15 0.31 0.20 N/A N/A N/A N/A N/A N/A N/A N/A 
(NIR∕G)×(NIR∕R) 0.41 0.49* 0.40 0.40 0.42 0.29 0.41 0.28 N/A N/A N/A N/A N/A N/A N/A N/A 
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Table F2: BCF Pearson R results: A = Chl-a (μg/l), B = Water Colour (TCU), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear 
curve, 2 = Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue 0.25 0.04 0.24 0.02 0.23 0.28 0.27 0.30 N/A N/A N/A N/A -0.29 -0.18 -0.31 -0.21 
Green 0.77* 0.79* 0.74* 0.79* -0.10 -0.08 -0.04 -0.03 N/A N/A N/A N/A -0.16 -0.12 -0.16 -0.12 
Red 0.83* 0.87* 0.76* 0.84* -0.14 -0.13 -0.06 -0.04 N/A N/A N/A N/A 0.44 0.48 0.44 0.49 
NIR 0.80* 0.76* 0.71* 0.76* -0.49* -0.50* -0.54* -0.55* N/A N/A N/A N/A 0.20 0.33 0.21 0.34 
B×G 0.70* 0.65* 0.70* 0.67* 0.00 0.04 0.11 0.13 N/A N/A N/A N/A -0.21 -0.14 -0.24 -0.16 
B×R 0.78* 0.75* 0.74* 0.75* -0.04 -0.01 0.08 0.10 N/A N/A N/A N/A 0.17 0.24 0.19 0.27 
B×N 0.79* 0.70* 0.72* 0.73* -0.33 -0.33 -0.34 -0.33 N/A N/A N/A N/A 0.06 0.19 0.05 0.18 
G×R 0.81* 0.81* 0.76* 0.83* -0.17 -0.16 -0.05 -0.04 N/A N/A N/A N/A 0.18 0.23 0.20 0.25 
G×N 0.77* 0.79* 0.74* 0.79* -0.10 -0.08 -0.04 -0.03 N/A N/A N/A N/A -0.16 -0.12 -0.16 -0.12 
R×N 0.84* 0.77* 0.74* 0.81* -0.37 -0.37 -0.36 -0.36 N/A N/A N/A N/A 0.30 0.39 0.34 0.43 
B∕G -0.64* -0.80* -0.68* -0.82* 0.33 0.35 0.38* 0.40* N/A N/A N/A N/A -0.14 -0.07 -0.13 -0.06 
B∕R -0.63* -0.81* -0.71* -0.86* 0.18 0.19 0.27 0.28 N/A N/A N/A N/A -0.76* -0.75* -0.77* -0.75* 
B∕N -0.53* -0.64* -0.67* -0.76* 0.68* 0.70* 0.65* 0.67* N/A N/A N/A N/A -0.46 -0.56* -0.44 -0.54* 
G∕B 0.71* 0.83* 0.68* 0.82* -0.41* -0.43* -0.38* -0.40* N/A N/A N/A N/A 0.13 0.06 0.13 0.06 
G∕R -0.49* -0.63* -0.51* -0.64* 0.04 0.04 0.07 0.07 N/A N/A N/A N/A -0.82* -0.85* -0.84* -0.86* 
G∕N -0.45* -0.52* -0.54* -0.57* 0.69* 0.71* 0.66* 0.68* N/A N/A N/A N/A -0.40 -0.54* -0.39 -0.52* 
R∕B 0.78* 0.90* 0.71* 0.86* -0.35 -0.36 -0.27 -0.28 N/A N/A N/A N/A 0.78* 0.75* 0.77* 0.75* 
R∕G 0.53* 0.65* 0.51* 0.64* -0.10 -0.10 -0.07 -0.07 N/A N/A N/A N/A 0.85* 0.86* 0.84* 0.86* 
R∕N -0.43* -0.44* -0.48* -0.48* 0.68* 0.71* 0.65* 0.67* N/A N/A N/A N/A 0.29 0.15 0.23 0.09 
NIR∕B 0.76* 0.78* 0.67* 0.76* -0.61* -0.63* -0.65* -0.67* N/A N/A N/A N/A 0.42 0.52* 0.44 0.54* 
NIR∕G 0.60* 0.58* 0.54* 0.57* -0.60* -0.62* -0.66* -0.68* N/A N/A N/A N/A 0.38 0.50* 0.39 0.52* 
NIR∕R 0.53* 0.49* 0.48* 0.48* -0.59* -0.61* -0.65* -0.67* N/A N/A N/A N/A -0.17 -0.04 -0.23 -0.09 
B×G×R 0.76* 0.72* 0.75* 0.78* -0.12 -0.09 0.04 0.06 N/A N/A N/A N/A 0.05 0.12 0.08 0.14 
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B×G×N 0.78* 0.70* 0.76* 0.77* -0.28 -0.27 -0.25 -0.24 N/A N/A N/A N/A 0.00 0.11 -0.01 0.10 
B×R×N 0.81* 0.71* 0.75* 0.78* -0.28 -0.27 -0.24 -0.23 N/A N/A N/A N/A 0.17 0.28 0.21 0.32 
G×R×N 0.77* 0.79* 0.74* 0.79* -0.10 -0.08 -0.04 -0.03 N/A N/A N/A N/A -0.16 -0.12 -0.16 -0.12 
Avg(B;G) 0.69* 0.63* 0.69* 0.63* 0.10 0.13 0.15 0.18 N/A N/A N/A N/A -0.25 -0.16 -0.26 -0.18 
Avg(B;R) 0.73* 0.66* 0.72* 0.66* 0.10 0.14 0.16 0.18 N/A N/A N/A N/A -0.05 0.04 -0.05 0.04 
Avg(B;N) 0.79* 0.70* 0.77* 0.72* -0.11 -0.09 -0.07 -0.04 N/A N/A N/A N/A -0.14 -0.02 -0.16 -0.03 
Avg(G;R) 0.81* 0.83* 0.76* 0.82* -0.12 -0.10 -0.05 -0.04 N/A N/A N/A N/A 0.09 0.14 0.10 0.14 
Avg(G;N) 0.84* 0.81* 0.77* 0.81* -0.33 -0.33 -0.31 -0.31 N/A N/A N/A N/A -0.01 0.07 -0.02 0.07 
Avg(R;N) 0.84* 0.81* 0.75* 0.81* -0.37 -0.37 -0.33 -0.33 N/A N/A N/A N/A 0.34 0.43 0.36 0.45 
N-R 0.67* 0.59* N/A N/A -0.56* -0.59* N/A N/A N/A N/A N/A N/A -0.34 -0.23 N/A N/A 
Kab1 0.68* 0.82* N/A N/A -0.39* -0.41* N/A N/A N/A N/A N/A N/A 0.15 0.08 N/A N/A 
NDVI 0.47* 0.48* N/A N/A -0.64* -0.67* N/A N/A N/A N/A N/A N/A -0.22 -0.08 N/A N/A 
NRVI -0.47* -0.48* N/A N/A 0.64* 0.67* N/A N/A N/A N/A N/A N/A 0.22 0.08 0.01 -0.10 
OC2 0.65* 0.80* N/A N/A -0.27 -0.28 N/A N/A N/A N/A N/A N/A 0.15 0.08 N/A N/A 
SABI 0.61* 0.56* N/A N/A -0.56* -0.58* N/A N/A N/A N/A N/A N/A -0.42 -0.29 N/A N/A 
(B-R)∕G -0.67* -0.83* -0.80* -0.90* 0.30 0.31 0.38* 0.40* N/A N/A N/A N/A -0.47 -0.41 -0.48 -0.42 
(NIR∕G)+(NIR∕B) 0.70* 0.70* 0.62* 0.69* -0.61* -0.64* -0.67* -0.69* N/A N/A N/A N/A 0.40 0.52* 0.42 0.54* 
G×(B+G+R) 0.76* 0.74* 0.75* 0.78* -0.09 -0.06 0.02 0.04 N/A N/A N/A N/A -0.13 -0.06 -0.13 -0.07 
[(1∕B)-(1∕G)]×N 0.63* 0.72* N/A N/A 0.32 0.32 N/A N/A N/A N/A N/A N/A -0.26 -0.39 N/A N/A 
[(1∕R)-(1∕G)]×N -0.04 -0.11 -0.03 -0.12 -0.42* -0.43* -0.45* -0.47* N/A N/A N/A N/A -0.63* -0.54* -0.67* -0.57* 
[(1∕R)-(1∕B)]×N -0.56* -0.67* -0.62* -0.72* -0.39* -0.40* -0.42* -0.44* N/A N/A N/A N/A -0.40 -0.28 -0.46 -0.34 
[(1∕R)-(0.2363×(1∕G))]×N 0.51* 0.47* 0.46* 0.45* -0.58* -0.60* -0.63* -0.66* N/A N/A N/A N/A -0.25 -0.13 -0.32 -0.18 
(R^-1-B^-1)∕N -0.44* -0.57* -0.80* -0.86* 0.18 0.18 0.38* 0.38* N/A N/A N/A N/A -0.44 -0.52* -0.42 -0.50* 
(B∕R)×N 0.61* 0.50* 0.55* 0.47* -0.44* -0.44* -0.46* -0.46* N/A N/A N/A N/A -0.26 -0.11 -0.33 -0.17 
(G∕R)×N 0.78* 0.74* 0.71* 0.73* -0.52* -0.53* -0.59* -0.59* N/A N/A N/A N/A -0.21 -0.09 -0.27 -0.14 
(R∕B)×N 0.86* 0.82* 0.73* 0.82* -0.49* -0.50* -0.47* -0.49* N/A N/A N/A N/A 0.47 0.54* 0.49 0.57* 
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(R∕G)×N 0.80* 0.75* 0.70* 0.76* -0.47* -0.48* -0.48* -0.49* N/A N/A N/A N/A 0.47 0.56* 0.50* 0.60* 
(R×N)∕B 0.86* 0.82* 0.73* 0.82* -0.49* -0.50* -0.47* -0.49* N/A N/A N/A N/A 0.47 0.54* 0.49 0.57* 
(B∕G)×(B∕R) -0.59* -0.77* -0.71* -0.86* 0.18 0.19 0.31 0.33 N/A N/A N/A N/A -0.59* -0.56* -0.62* -0.58* 
(B∕G)×(B∕N) -0.52* -0.66* -0.70* -0.81* 0.61* 0.63* 0.60* 0.63* N/A N/A N/A N/A -0.43 -0.49 -0.42 -0.48 
(B∕G)×(R∕G) -0.49* -0.59* -0.50* -0.59* 0.59* 0.63* 0.59* 0.62* N/A N/A N/A N/A 0.66* 0.71* 0.64* 0.69* 
(B∕G)×(R∕N) -0.55* -0.64* -0.66* -0.73* 0.74* 0.76* 0.70* 0.73* N/A N/A N/A N/A 0.20 0.09 0.16 0.06 
(B∕G)×(NIR∕B) 0.60* 0.58* 0.54* 0.57* -0.60* -0.62* -0.66* -0.68* N/A N/A N/A N/A 0.38 0.50* 0.39 0.52* 
(B∕G)×(NIR∕G) 0.19 0.10 0.10 0.03 -0.44* -0.44* -0.49* -0.50* N/A N/A N/A N/A 0.28 0.42 0.29 0.42 
(B∕G)×(NIR∕R) -0.03 -0.18 -0.11 -0.25 -0.36 -0.37 -0.40* -0.42* N/A N/A N/A N/A -0.19 -0.05 -0.24 -0.10 
(B∕R)×(B∕N) -0.48* -0.63* -0.70* -0.81* 0.49* 0.51* 0.55* 0.57* N/A N/A N/A N/A -0.66* -0.72* -0.66* -0.71* 
(B∕R)×(G∕R) -0.57* -0.75* -0.69* -0.85* 0.09 0.10 0.22 0.23 N/A N/A N/A N/A -0.81* -0.83* -0.83* -0.83* 
(B∕R)×(G∕N) -0.49* -0.62* -0.66* -0.76* 0.58* 0.59* 0.58* 0.60* N/A N/A N/A N/A -0.69* -0.77* -0.68* -0.76* 
(B∕R)×(NIR∕R) -0.30 -0.50* -0.34 -0.54* -0.30 -0.30 -0.32 -0.33 N/A N/A N/A N/A -0.58* -0.49 -0.63* -0.53* 
(B∕N)×(G∕N) -0.41* -0.51* -0.63* -0.70* 0.71* 0.74* 0.66* 0.69* N/A N/A N/A N/A -0.45 -0.58* -0.43 -0.54* 
(B∕N)×(R∕N) -0.43* -0.51* -0.62* -0.68* 0.74* 0.76* 0.69* 0.71* N/A N/A N/A N/A -0.12 -0.26 -0.15 -0.28 
(G∕B)×(G∕R) 0.49* 0.58* 0.50* 0.59* -0.58* -0.62* -0.59* -0.62* N/A N/A N/A N/A -0.61* -0.68* -0.64* -0.69* 
(G∕B)×(G∕N) -0.04 0.00 -0.10 -0.03 0.54* 0.55* 0.49* 0.50* N/A N/A N/A N/A -0.29 -0.43 -0.29 -0.42 
(G∕B)×(R∕B) 0.79* 0.89* 0.71* 0.86* -0.41* -0.43* -0.31 -0.33 N/A N/A N/A N/A 0.64* 0.59* 0.62* 0.58* 
(G∕B)×(R∕N) 0.18 0.31 0.11 0.25 0.44* 0.46* 0.40* 0.42* N/A N/A N/A N/A 0.30 0.15 0.24 0.10 
(G∕B)×(NIR∕B) 0.83* 0.85* 0.70* 0.81* -0.58* -0.61* -0.60* -0.63* N/A N/A N/A N/A 0.40 0.46 0.42 0.48 
(G∕B)×(NIR∕R) 0.74* 0.76* 0.66* 0.73* -0.65* -0.68* -0.70* -0.73* N/A N/A N/A N/A -0.12 -0.02 -0.16 -0.06 
(G∕R)×(G∕N) -0.44* -0.54* -0.55* -0.61* 0.63* 0.65* 0.61* 0.63* N/A N/A N/A N/A -0.65* -0.75* -0.65* -0.75* 
(G∕R)×(NIR∕R) 0.37* 0.29 0.33 0.26 -0.52* -0.54* -0.57* -0.59* N/A N/A N/A N/A -0.62* -0.54* -0.65* -0.57* 
(G∕N)×(R∕N) -0.38* -0.43* -0.52* -0.54* 0.71* 0.74* 0.66* 0.68* N/A N/A N/A N/A -0.07 -0.22 -0.12 -0.26 
(R∕B)×(R∕G) 0.78* 0.89* 0.69* 0.85* -0.32 -0.34 -0.22 -0.23 N/A N/A N/A N/A 0.85* 0.83* 0.83* 0.83* 
(R∕B(×(R∕N) 0.39* 0.57* 0.34 0.54* 0.33 0.34 0.32 0.33 N/A N/A N/A N/A 0.67* 0.56* 0.63* 0.53* 
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(R∕B)×(NIR∕B) 0.84* 0.85* 0.70* 0.81* -0.56* -0.58* -0.55* -0.57* N/A N/A N/A N/A 0.65* 0.69* 0.66* 0.71* 
(R∕B)×(NIR∕G) 0.77* 0.77* 0.66* 0.76* -0.57* -0.59* -0.58* -0.60* N/A N/A N/A N/A 0.67* 0.73* 0.68* 0.76* 
(R∕G)×(R∕N) -0.30 -0.23 -0.33 -0.26 0.61* 0.64* 0.57* 0.59* N/A N/A N/A N/A 0.69* 0.59* 0.65* 0.57* 
(R∕G)×(NIR∕G) 0.62* 0.60* 0.55* 0.61* -0.56* -0.58* -0.61* -0.63* N/A N/A N/A N/A 0.64* 0.73* 0.65* 0.75* 
(NIR∕B)×(NIR∕G) 0.70* 0.62* 0.63* 0.70* -0.54* -0.57* -0.66* -0.69* N/A N/A N/A N/A 0.39 0.50* 0.43 0.54* 
(NIR∕B)×(NIR∕R) 0.69* 0.63* 0.62* 0.68* -0.55* -0.58* -0.69* -0.71* N/A N/A N/A N/A 0.18 0.30 0.15 0.28 
(NIR∕G)×(NIR∕R) 0.59* 0.51* 0.52* 0.54* -0.52* -0.54* -0.66* -0.68* N/A N/A N/A N/A 0.16 0.29 0.12 0.26 
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Table F3: TCF Pearson R results: A = Chl-a (μg/l), B = Water Colour (TCU), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear 
curve, 2 = Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue 0.60* 0.55* 0.54* 0.51* -0.02 0.08 -0.05 0.03 -0.04 -0.05 -0.01 -0.03 -0.05 -0.12 -0.02 -0.08 
Green 0.66* 0.68* 0.57* 0.63* -0.06 0.02 -0.11 -0.05 0.27 0.19 0.26 0.18 0.66* 0.46* 0.52* 0.39 
Red 0.69* 0.71* 0.59* 0.66* 0 0.09 -0.01 0.02 0.31 0.26 0.3 0.25 0.68* 0.49* 0.55* 0.42 
NIR 0.54* 0.50* 0.46* 0.44* -0.06 0 -0.12 -0.14 -0.21 -0.24 -0.2 -0.25 -0.1 -0.23 -0.13 -0.25 
B×G 0.70* 0.65* 0.57* 0.60* 0 0.1 -0.08 -0.02 0.09 0.06 0.14 0.09 0.54* 0.33 0.35 0.24 
B×R 0.72* 0.67* 0.59* 0.63* 0.02 0.12 -0.03 0.03 0.12 0.1 0.16 0.13 0.54* 0.34 0.38 0.26 
B×N 0.64* 0.56* 0.52* 0.50* 0 0.09 -0.1 -0.09 -0.16 -0.17 -0.14 -0.19 -0.08 -0.21 -0.09 -0.2 
G×R 0.73* 0.69* 0.58* 0.65* 0.01 0.11 -0.06 -0.01 0.29 0.24 0.29 0.22 0.73* 0.48* 0.54* 0.41 
G×N 0.68* 0.61* 0.54* 0.56* -0.06 0.02 -0.11 -0.05 0.27 0.19 0.26 0.18 0.66* 0.46* 0.52* 0.39 
R×N 0.71* 0.63* 0.55* 0.58* 0.01 0.11 -0.08 -0.07 -0.05 -0.06 -0.01 -0.07 0.51* 0.29 0.33 0.19 
B∕G -0.39* -0.55* -0.40* -0.56* 0.21 0.24 0.21 0.22 -0.62* -0.45 -0.70* -0.51* -0.62* -0.53* -0.72* -0.58* 
B∕R -0.43* -0.59* -0.48* -0.64* -0.03 0.02 -0.03 -0.01 -0.74* -0.67* -0.79* -0.70* -0.56* -0.50* -0.67* -0.56* 
B∕N -0.24* -0.24* -0.27* -0.27* 0.11 0.21 0.14 0.21 0.24 0.31 0.28 0.34 0.1 0.18 0.1 0.18 
G∕B 0.40* 0.56* 0.40* 0.56* -0.2 -0.2 -0.21 -0.22 0.76* 0.57* 0.70* 0.51* 0.78* 0.60* 0.72* 0.58* 
G∕R -0.38* -0.47* -0.40* -0.49* -0.25 -0.21 -0.27 -0.25 -0.1 -0.22 -0.09 -0.22 -0.04 -0.08 -0.04 -0.07 
G∕N -0.11 -0.03 -0.10 -0.03 0.08 0.18 0.1 0.19 0.66* 0.61* 0.57* 0.57* 0.70* 0.60* 0.66* 0.59* 
R∕B 0.51* 0.66* 0.48* 0.64* 0.02 0.03 0.03 0.01 0.83* 0.73* 0.79* 0.70* 0.76* 0.59* 0.67* 0.56* 
R∕G 0.42* 0.50* 0.40* 0.49* 0.29 0.28 0.27 0.25 0.08 0.22 0.09 0.22 0.04 0.06 0.04 0.07 
R∕N 0.01 0.14 0.03 0.15 0.21 0.29 0.23 0.32* 0.55* 0.55* 0.50* 0.53* 0.75* 0.65* 0.71* 0.65* 
NIR∕B 0.25* 0.26* 0.27* 0.27* -0.14 -0.18 -0.14 -0.21 -0.3 -0.35 -0.28 -0.34 -0.11 -0.18 -0.1 -0.18 
NIR∕G 0.05 0.01 0.10 0.03 -0.11 -0.18 -0.1 -0.19 -0.50* -0.54* -0.57* -0.57* -0.59* -0.57* -0.66* -0.59* 
NIR∕R -0.06 -0.14 -0.03 -0.15 -0.23 -0.33* -0.23 -0.32* -0.46 -0.52* -0.50* -0.53* -0.64* -0.62* -0.71* -0.65* 
B×G×R 0.74* 0.65* 0.58* 0.63* 0.04 0.13 -0.05 0 0.15 0.12 0.2 0.15 0.68* 0.43 0.44* 0.32 
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B×G×N 0.70* 0.65* 0.57* 0.60* 0.04 0.13 -0.11 -0.08 -0.08 -0.09 -0.02 -0.08 0.42 0.2 0.24 0.1 
B×R×N 0.70* 0.65* 0.57* 0.60* 0.05 0.13 -0.07 -0.05 -0.06 -0.06 -0.01 -0.06 0.42 0.2 0.25 0.12 
G×R×N 0.73* 0.63* 0.57* 0.61* -0.06 0.02 -0.11 -0.05 0.27 0.19 0.26 0.18 0.66* 0.46* 0.52* 0.39 
Avg(B;G) 0.65* 0.63* 0.57* 0.59* -0.04 0.05 -0.08 -0.01 0.12 0.07 0.14 0.09 0.46* 0.28 0.36 0.23 
Avg(B;R) 0.66* 0.64* 0.59* 0.61* -0.01 0.08 -0.03 0.03 0.11 0.08 0.13 0.1 0.39 0.23 0.32 0.2 
Avg(B;N) 0.60* 0.55* 0.53* 0.52* -0.05 0.03 -0.1 -0.06 -0.15 -0.18 -0.14 -0.18 -0.08 -0.19 -0.08 -0.18 
Avg(G;R) 0.68* 0.70* 0.58* 0.65* -0.04 0.05 -0.07 -0.02 0.29 0.22 0.28 0.21 0.68* 0.47* 0.54* 0.41 
Avg(G;N) 0.63* 0.61* 0.54* 0.57* -0.07 0.01 -0.12 -0.11 -0.04 -0.09 -0.01 -0.09 0.48* 0.27 0.36 0.2 
Avg(R;N) 0.63* 0.61* 0.53* 0.56* -0.04 0.03 -0.09 -0.09 -0.07 -0.11 -0.04 -0.11 0.4 0.2 0.3 0.14 
N-R 0.26* 0.19 N/A N/A -0.12 -0.09 N/A N/A -0.43 -0.45 N/A N/A -0.80* -0.70* N/A N/A 
Kab1 0.37* 0.54* N/A N/A -0.21 -0.24 N/A N/A 0.71* 0.52* 0.54* 0.37 0.72* 0.59* N/A N/A 
NDVI -0.03 -0.15 N/A N/A -0.23 -0.32* N/A N/A -0.50* -0.53* N/A N/A -0.71* -0.65* N/A N/A 
NRVI 0.03 0.15 N/A N/A 0.23 0.32* N/A N/A 0.50* 0.53* N/A N/A 0.71* 0.65* N/A N/A 
OC2 0.38* 0.54* N/A N/A -0.21 -0.25 N/A N/A 0.73* 0.53* N/A N/A 0.71* 0.51* N/A N/A 
SABI 0.02 -0.03 N/A N/A -0.19 -0.26 N/A N/A -0.46 -0.51* N/A N/A -0.69* -0.64* N/A N/A 
(B-R)∕G -0.46* -0.62* -0.48* -0.62* 0.07 0.1 0.08 0.07 -0.77* -0.64* -0.89* -0.71* -0.59* -0.51* N/A N/A 
(NIR∕G)+(NIR∕B) 0.14 0.12 0.18 0.14 -0.12 -0.18 -0.12 -0.2 -0.41 -0.45 -0.43 -0.46 -0.46* -0.47* -0.48* -0.48* 
G×(B+G+R) 0.72* 0.68* 0.58* 0.63* 0 0.1 -0.08 -0.03 0.21 0.16 0.23 0.16 0.69* 0.45* 0.49* 0.35 
[(1∕B)-(1∕G)]×N 0.23* 0.33* N/A N/A -0.06 0.06 N/A N/A 0.88* 0.82* N/A N/A 0.69* 0.61* N/A N/A 
[(1∕R)-(1∕G)]×N -0.30* -0.41* -0.30* -0.43* -0.36* -0.49* -0.40* -0.48* -0.36 -0.44 -0.34 -0.43 -0.48* -0.48* -0.51* -0.46* 
[(1∕R)-(1∕B)]×N -0.30 -0.41 -0.35 -0.49 -0.24 -0.37* -0.23 -0.35* -0.58* -0.63* -0.77* -0.72* -0.66* -0.61* N/A N/A 
[(1∕R)-(0.2363×(1∕G))]×N -0.09 -0.17 -0.06 -0.18 -0.25 -0.36* -0.25 -0.35* -0.45 -0.51* -0.48* -0.52* -0.64* -0.62* -0.71* -0.65* 
(R^-1-B^-1)∕N -0.23* -0.32* -0.58* -0.64* 0.04 0.16 0.07 0.06 -0.19 -0.08 -0.28 -0.18 -0.17 -0.1 N/A N/A 
(B∕R)×N 0.31* 0.22* 0.29* 0.18 -0.12 -0.1 -0.19 -0.21 -0.35 -0.4 -0.38 -0.41 -0.68* -0.70* -0.71* -0.69* 
(G∕R)×N 0.46* 0.42* 0.41* 0.37* -0.12 -0.09 -0.2 -0.22 -0.23 -0.28 -0.19 -0.26 -0.13 -0.27 -0.14 -0.27 
(R∕B)×N 0.64* 0.62* 0.51* 0.55* -0.04 0.04 -0.08 -0.1 -0.04 -0.06 -0.01 -0.08 0.59* 0.38 0.42 0.27 
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(R∕G)×N 0.59* 0.55* 0.47* 0.48* -0.02 0.05 -0.06 -0.08 -0.19 -0.2 -0.2 -0.23 -0.06 -0.16 -0.09 -0.19 
(R×N)∕B 0.64* 0.62* 0.51* 0.55* -0.04 0.04 -0.08 -0.1 -0.04 -0.06 -0.01 -0.08 0.59* 0.38 0.42 0.27 
(B∕G)×(B∕R) -0.40* -0.56* -0.46* -0.63* 0.05 0.12 0.06 0.08 -0.71* -0.59* -0.81* -0.66* -0.47* -0.43 -0.71* -0.58* 
(B∕G)×(B∕N) -0.28* -0.33* -0.36* -0.42* 0.13 0.23 0.16 0.22 -0.02 0.11 0.03 0.14 -0.33 -0.22 -0.47* -0.32 
(B∕G)×(R∕G) -0.11 -0.19 -0.10 -0.20 0.57* 0.54* 0.55* 0.53* -0.34 -0.16 -0.41 -0.22 -0.56* -0.47* -0.67* -0.53* 
(B∕G)×(R∕N) -0.17 -0.12 -0.16 -0.13 0.23 0.3 0.25 0.33* 0.2 0.29 0.25 0.33 0.14 0.24 0.15 0.25 
(B∕G)×(NIR∕B) 0.05 0.01 0.10 0.03 -0.11 -0.18 -0.1 -0.19 -0.50* -0.54* -0.57* -0.57* -0.59* -0.57* -0.66* -0.59* 
(B∕G)×(NIR∕G) -0.09 -0.15 -0.07 -0.20 -0.04 -0.14 -0.03 -0.14 -0.68* -0.69* -0.81* -0.73* -0.58* -0.55* -0.73* -0.63* 
(B∕G)×(NIR∕R) -0.18 -0.27* -0.19 -0.34* -0.17 -0.28 -0.16 -0.27 -0.60* -0.65* -0.73* -0.70* -0.58* -0.56* -0.75* -0.65* 
(B∕R)×(B∕N) -0.28* -0.35* -0.40* -0.47* 0.06 0.17 0.09 0.15 -0.03 0.08 0.01 0.1 -0.31 -0.22 -0.42 -0.3 
(B∕R)×(G∕R) -0.39* -0.53* -0.48* -0.62* -0.1 -0.03 -0.12 -0.09 -0.49* -0.51* -0.57* -0.58* -0.49* -0.45* -0.58* -0.49* 
(B∕R)×(G∕N) -0.26* -0.30* -0.33* -0.35* 0.04 0.14 0.06 0.12 0.3 0.33 0.3 0.33 0.07 0.12 0.06 0.11 
(B∕R)×(NIR∕R) -0.27* -0.39* -0.29* -0.46* -0.25 -0.35* -0.26 -0.34* -0.53* -0.59* -0.64* -0.64* -0.55* -0.54* -0.74* -0.65* 
(B∕N)×(G∕N) -0.16 -0.14 -0.19 -0.16 0.06 0.16 0.13 0.21 0.47* 0.47* 0.42 0.46 0.47* 0.46* 0.48* 0.48* 
(B∕N)×(R∕N) -0.13 -0.08 -0.13 -0.08 0.11 0.19 0.18 0.27 0.41 0.43 0.4 0.45 0.51* 0.50* 0.53* 0.53* 
(G∕B)×(G∕R) 0.08 0.20 0.10 0.20 -0.52* -0.52* -0.55* -0.53* 0.48* 0.29 0.41 0.22 0.74* 0.55* 0.67* 0.53* 
(G∕B)×(G∕N) 0.04 0.19 0.07 0.20 0.02 0.12 0.03 0.14 0.89* 0.73* 0.81* 0.73* 0.80* 0.61* 0.73* 0.63* 
(G∕B)×(R∕B) 0.47* 0.62* 0.46* 0.63* -0.08 -0.05 -0.06 -0.08 0.88* 0.71* 0.81* 0.66* 0.81* 0.58* 0.71* 0.58* 
(G∕B)×(R∕N) 0.15 0.32* 0.19 0.34* 0.15 0.24 0.16 0.27 0.84* 0.72* 0.73* 0.70* 0.82* 0.63* 0.75* 0.65* 
(G∕B)×(NIR∕B) 0.38* 0.44* 0.36* 0.42* -0.15 -0.16 -0.16 -0.22 -0.07 -0.15 -0.03 -0.14 0.60* 0.41 0.47* 0.32 
(G∕B)×(NIR∕R) 0.13 0.13 0.16 0.13 -0.24 -0.32* -0.25 -0.33* -0.29 -0.36 -0.25 -0.33 -0.16 -0.25 -0.15 -0.25 
(G∕R)×(G∕N) -0.19 -0.16 -0.20 -0.16 0 0.1 0.01 0.09 0.74* 0.64* 0.63* 0.58* 0.64* 0.53* 0.56* 0.50* 
(G∕R)×(NIR∕R) -0.19 -0.29* -0.17 -0.31* -0.32* -0.44* -0.34* -0.43* -0.41 -0.48* -0.44 -0.49* -0.59* -0.59* -0.68* -0.64* 
(G∕N)×(R∕N) -0.06 0.05 -0.04 0.06 0.1 0.18 0.16 0.26 0.68* 0.61* 0.54* 0.55* 0.74* 0.61* 0.69* 0.63* 
(R∕B)×(R∕G) 0.54* 0.66* 0.48* 0.62* 0.11 0.13 0.12 0.09 0.64* 0.64* 0.57* 0.58* 0.65* 0.50* 0.58* 0.49* 
(R∕B(×(R∕N) 0.24* 0.41* 0.29* 0.46* 0.27 0.32* 0.26 0.34* 0.77* 0.69* 0.64* 0.64* 0.83* 0.64* 0.74* 0.65* 
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(R∕B)×(NIR∕B) 0.43* 0.50* 0.40* 0.47* -0.09 -0.07 -0.09 -0.15 -0.03 -0.09 -0.01 -0.1 0.52* 0.35 0.42 0.3 
(R∕B)×(NIR∕G) 0.33* 0.35* 0.33* 0.35* -0.06 -0.06 -0.06 -0.12 -0.29 -0.31 -0.3 -0.33 -0.06 -0.11 -0.06 -0.11 
(R∕G)×(R∕N) 0.14 0.29* 0.17 0.31* 0.36* 0.40* 0.34* 0.43* 0.46 0.49* 0.44 0.49* 0.75* 0.66* 0.68* 0.64* 
(R∕G)×(NIR∕G) 0.14 0.12 0.20 0.16 0 -0.04 -0.01 -0.09 -0.53* -0.52* -0.63* -0.58* -0.45* -0.44* -0.56* -0.50* 
(NIR∕B)×(NIR∕G) 0.08 0.09 0.19 0.16 -0.11 -0.14 -0.13 -0.21 -0.38 -0.44 -0.42 -0.46 -0.43 -0.44* -0.48* -0.48* 
(NIR∕B)×(NIR∕R) 0.04 0.04 0.13 0.08 -0.16 -0.23 -0.18 -0.27 -0.38 -0.45 -0.4 -0.45 -0.51* -0.52* -0.53* -0.53* 
(NIR∕G)×(NIR∕R) -0.04 -0.06 0.04 -0.06 -0.15 -0.24 -0.16 -0.26 -0.44 -0.52* -0.54* -0.55* -0.57* -0.58* -0.69* -0.63* 
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Table F4: TPS Pearson R results: A = Chl-a (μg/l), B = Water Colour (TCU), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear 
curve, 2 = Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue 0.46* 0.46* 0.49* 0.52* N/A N/A N/A N/A 0.34 0.42* 0.35 0.43* -0.06 0.00 -0.06 0.00 
Green 0.45* 0.47* 0.46* 0.52* N/A N/A N/A N/A 0.69* 0.76* 0.62* 0.72* 0.18 0.21 0.18 0.21 
Red 0.40 0.40 0.43* 0.49* N/A N/A N/A N/A 0.71* 0.80* 0.65* 0.77* 0.34* 0.39* 0.35* 0.41* 
NIR 0.51* 0.50* 0.54* 0.62* N/A N/A N/A N/A 0.25 0.03 0.18 -0.04 0.49* 0.47* 0.50* 0.48* 
B×G 0.43* 0.42* 0.48* 0.53* N/A N/A N/A N/A 0.58* 0.64* 0.52* 0.61* 0.07 0.10 0.07 0.12 
B×R 0.41* 0.37 0.47* 0.52* N/A N/A N/A N/A 0.61* 0.69* 0.56* 0.66* 0.18 0.23 0.20 0.26 
B×N 0.47* 0.42* 0.54* 0.60* N/A N/A N/A N/A 0.34 0.21 0.27 0.16 0.37* 0.37* 0.41* 0.41* 
G×R 0.41* 0.37 0.45* 0.51* N/A N/A N/A N/A 0.74* 0.78* 0.64* 0.75* 0.28 0.31 0.28 0.33* 
G×N 0.45* 0.47* 0.46* 0.52* N/A N/A N/A N/A 0.69* 0.76* 0.62* 0.72* 0.18 0.21 0.18 0.21 
R×N 0.42* 0.35 0.51* 0.58* N/A N/A N/A N/A 0.67* 0.54* 0.51* 0.46* 0.47* 0.46* 0.48* 0.49* 
B∕G 0.08 -0.02 0.09 0.00 N/A N/A N/A N/A -0.76* -0.87* -0.79* -0.88* -0.40* -0.37* -0.41* -0.37* 
B∕R -0.14 -0.26 -0.11 -0.21 N/A N/A N/A N/A -0.75* -0.90* -0.79* -0.91* -0.56* -0.58* -0.56* -0.58* 
B∕N -0.44* -0.56* -0.42* -0.52* N/A N/A N/A N/A 0.07 0.41* 0.06 0.40* -0.49* -0.45* -0.52* -0.48* 
G∕B -0.10 -0.01 -0.09 0.00 N/A N/A N/A N/A 0.81* 0.89* 0.79* 0.88* 0.40* 0.37* 0.41* 0.37* 
G∕R -0.25 -0.29 -0.22 -0.25 N/A N/A N/A N/A -0.54* -0.66* -0.55* -0.67* -0.45* -0.52* -0.43* -0.50* 
G∕N -0.43* -0.50* -0.42* -0.48* N/A N/A N/A N/A 0.31 0.62* 0.36 0.67* -0.43* -0.40* -0.45* -0.41* 
R∕B 0.08 0.15 0.11 0.21 N/A N/A N/A N/A 0.82* 0.91* 0.79* 0.91* 0.56* 0.57* 0.56* 0.58* 
R∕G 0.20 0.22 0.22 0.25 N/A N/A N/A N/A 0.55* 0.68* 0.55* 0.67* 0.42* 0.47* 0.43* 0.50* 
R∕N -0.42* -0.48* -0.41* -0.47* N/A N/A N/A N/A 0.37 0.68* 0.44* 0.73* -0.36* -0.29 -0.37* -0.29 
NIR∕B 0.38 0.46* 0.42* 0.52* N/A N/A N/A N/A -0.03 -0.38* -0.06 -0.40* 0.53* 0.47* 0.52* 0.48* 
NIR∕G 0.40* 0.45* 0.42* 0.48* N/A N/A N/A N/A -0.41* -0.71* -0.36 -0.67* 0.45* 0.40* 0.45* 0.41* 
NIR∕R 0.40* 0.46* 0.41* 0.47* N/A N/A N/A N/A -0.50* -0.77* -0.44* -0.73* 0.36* 0.28 0.37* 0.29 
B×G×R 0.40 0.34 0.47* 0.52* N/A N/A N/A N/A 0.66* 0.70* 0.58* 0.69* 0.17 0.21 0.20 0.25 
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B×G×N 0.43* 0.36 0.53* 0.59* N/A N/A N/A N/A 0.58* 0.47* 0.43* 0.40* 0.33* 0.33* 0.37* 0.38* 
B×R×N 0.41* 0.32 0.51* 0.57* N/A N/A N/A N/A 0.64* 0.53* 0.48* 0.46* 0.36* 0.36* 0.41* 0.43* 
G×R×N 0.45* 0.47* 0.46* 0.52* N/A N/A N/A N/A 0.69* 0.76* 0.62* 0.72* 0.18 0.21 0.18 0.21 
Avg(B;G) 0.46* 0.47* 0.48* 0.53* N/A N/A N/A N/A 0.56* 0.64* 0.52* 0.61* 0.07 0.12 0.08 0.12 
Avg(B;R) 0.44* 0.44* 0.47* 0.51* N/A N/A N/A N/A 0.58* 0.66* 0.54* 0.64* 0.15 0.21 0.16 0.22 
Avg(B;N) 0.50* 0.50* 0.53* 0.59* N/A N/A N/A N/A 0.32 0.20 0.29 0.18 0.37* 0.37* 0.39* 0.39* 
Avg(G;R) 0.43* 0.44* 0.45* 0.51* N/A N/A N/A N/A 0.70* 0.78* 0.64* 0.75* 0.27 0.31 0.27 0.31 
Avg(G;N) 0.51* 0.51* 0.53* 0.60* N/A N/A N/A N/A 0.53* 0.44* 0.45* 0.39* 0.44* 0.43* 0.44* 0.44* 
Avg(R;N) 0.47* 0.47* 0.51* 0.58* N/A N/A N/A N/A 0.56* 0.46* 0.47* 0.40* 0.49* 0.49* 0.49* 0.50* 
N-R 0.44* 0.42* N/A N/A N/A N/A N/A N/A -0.33 -0.62* N/A N/A 0.39* 0.32 N/A N/A 
Kab1 -0.14 -0.05 -0.13 -0.03 N/A N/A N/A N/A 0.79* 0.88* 0.73* 0.84* 0.41* 0.37* 0.39* 0.35* 
NDVI 0.41* 0.47* N/A N/A N/A N/A N/A N/A -0.43* -0.73* N/A N/A 0.37* 0.29 N/A N/A 
NRVI -0.41* -0.47* N/A N/A N/A N/A N/A N/A 0.43* 0.73* N/A N/A -0.37* -0.29 N/A N/A 
OC2 -0.11 -0.03 -0.07 0.03 N/A N/A N/A N/A 0.82* 0.88* N/A N/A 0.39* 0.36* N/A N/A 
SABI 0.40 0.44* N/A N/A N/A N/A N/A N/A -0.44* -0.73* N/A N/A 0.38* 0.31 N/A N/A 
(B-R)∕G -0.09 -0.18 N/A N/A N/A N/A N/A N/A -0.79* -0.92* N/A N/A -0.54* -0.54* N/A N/A 
(NIR∕G)+(NIR∕B) 0.40 0.46* 0.43* 0.51* N/A N/A N/A N/A -0.26 -0.58* -0.23 -0.56* 0.50* 0.44* 0.49* 0.45* 
G×(B+G+R) 0.43* 0.41* 0.47* 0.52* N/A N/A N/A N/A 0.69* 0.74* 0.60* 0.70* 0.17 0.20 0.18 0.22 
[(1∕B)-(1∕G)]×N -0.08 0.00 N/A N/A N/A N/A N/A N/A 0.85* 0.92* N/A N/A 0.35* 0.32 N/A N/A 
[(1∕R)-(1∕G)]×N 0.01 0.02 N/A N/A N/A N/A N/A N/A -0.57* -0.78* -0.51* -0.75* -0.04 -0.14 -0.04 -0.14 
[(1∕R)-(1∕B)]×N 0.05 0.02 N/A N/A N/A N/A N/A N/A -0.72* -0.89* N/A N/A -0.29 -0.34* N/A N/A 
[(1∕R)-(0.2363×(1∕G))]×N 0.38 0.44* 0.40 0.45* N/A N/A N/A N/A -0.51* -0.77* -0.45* -0.74* 0.33* 0.25 0.34* 0.26 
(R^-1-B^-1)∕N 0.05 0.02 N/A N/A N/A N/A N/A N/A -0.45* -0.52* N/A N/A -0.46* -0.48* N/A N/A 
(B∕R)×N 0.55* 0.55* 0.57* 0.62* N/A N/A N/A N/A -0.30 -0.51* -0.25 -0.50* 0.32 0.29 0.34* 0.30 
(G∕R)×N 0.58* 0.59* 0.58* 0.67* N/A N/A N/A N/A 0.04 -0.20 0.02 -0.22 0.43* 0.38* 0.44* 0.39* 
(R∕B)×N 0.39 0.37 0.48* 0.57* N/A N/A N/A N/A 0.71* 0.53* 0.57* 0.44* 0.56* 0.54* 0.55* 0.54* 
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(R∕G)×N 0.42* 0.39 0.49* 0.56* N/A N/A N/A N/A 0.44* 0.25 0.33 0.15 0.51* 0.50* 0.52* 0.51* 
(R×N)∕B 0.39 0.37 0.48* 0.57* N/A N/A N/A N/A 0.71* 0.53* 0.57* 0.44* 0.56* 0.54* 0.55* 0.54* 
(B∕G)×(B∕R) -0.07 -0.20 -0.03 -0.13 N/A N/A N/A N/A -0.76* -0.91* -0.81* -0.92* -0.52* -0.52* -0.54* -0.53* 
(B∕G)×(B∕N) -0.37 -0.53* -0.34 -0.47* N/A N/A N/A N/A -0.23 0.03 -0.36 -0.05 -0.50* -0.46* -0.55* -0.50* 
(B∕G)×(R∕G) 0.21 0.17 0.21 0.17 N/A N/A N/A N/A -0.41* -0.41* -0.45* -0.45* 0.05 0.12 0.03 0.10 
(B∕G)×(R∕N) -0.40* -0.53* -0.40 -0.51* N/A N/A N/A N/A 0.18 0.49* 0.22 0.54* -0.44* -0.37* -0.46* -0.38* 
(B∕G)×(NIR∕B) 0.40* 0.45* 0.42* 0.48* N/A N/A N/A N/A -0.41* -0.71* -0.36 -0.67* 0.45* 0.40* 0.45* 0.41* 
(B∕G)×(NIR∕G) 0.39 0.40 0.37 0.39 N/A N/A N/A N/A -0.57* -0.82* -0.52* -0.79* 0.33* 0.29 0.33* 0.29 
(B∕G)×(NIR∕R) 0.36 0.37 0.35 0.36 N/A N/A N/A N/A -0.60* -0.84* -0.56* -0.82* 0.21 0.15 0.21 0.15 
(B∕R)×(B∕N) -0.39 -0.55* -0.34 -0.45* N/A N/A N/A N/A -0.41* -0.19 -0.57* -0.31 -0.50* -0.49* -0.57* -0.54* 
(B∕R)×(G∕R) -0.23 -0.34 -0.18 -0.25 N/A N/A N/A N/A -0.68* -0.83* -0.74* -0.87* -0.55* -0.60* -0.54* -0.58* 
(B∕R)×(G∕N) -0.44* -0.56* -0.38 -0.47* N/A N/A N/A N/A -0.08 0.23 -0.16 0.18 -0.49* -0.48* -0.54* -0.52* 
(B∕R)×(NIR∕R) 0.26 0.25 0.26 0.25 N/A N/A N/A N/A -0.60* -0.83* -0.58* -0.83* 0.03 -0.05 0.04 -0.05 
(B∕N)×(G∕N) -0.46* -0.57* -0.43* -0.51* N/A N/A N/A N/A 0.18 0.50* 0.23 0.56* -0.42* -0.39* -0.49* -0.45* 
(B∕N)×(R∕N) -0.45* -0.56* -0.44* -0.53* N/A N/A N/A N/A 0.22 0.54* 0.30 0.62* -0.41* -0.36* -0.47* -0.41* 
(G∕B)×(G∕R) -0.20 -0.17 -0.21 -0.17 N/A N/A N/A N/A 0.47* 0.48* 0.45* 0.45* -0.01 -0.08 -0.03 -0.10 
(G∕B)×(G∕N) -0.36 -0.38 -0.37 -0.39 N/A N/A N/A N/A 0.43* 0.70* 0.52* 0.79* -0.32 -0.29 -0.33* -0.29 
(G∕B)×(R∕B) -0.01 0.07 0.03 0.13 N/A N/A N/A N/A 0.85* 0.91* 0.81* 0.92* 0.52* 0.52* 0.54* 0.53* 
(G∕B)×(R∕N) -0.34 -0.34 -0.35 -0.36 N/A N/A N/A N/A 0.48* 0.75* 0.56* 0.82* -0.21 -0.15 -0.21 -0.15 
(G∕B)×(NIR∕B) 0.29 0.39 0.34 0.47* N/A N/A N/A N/A 0.51* 0.18 0.36 0.05 0.55* 0.49* 0.55* 0.50* 
(G∕B)×(NIR∕R) 0.38 0.48* 0.40 0.51* N/A N/A N/A N/A -0.26 -0.57* -0.22 -0.54* 0.46* 0.38* 0.46* 0.38* 
(G∕R)×(G∕N) -0.42* -0.49* -0.39 -0.44* N/A N/A N/A N/A 0.21 0.51* 0.24 0.55* -0.46* -0.45* -0.48* -0.46* 
(G∕R)×(NIR∕R) 0.27 0.30 0.28 0.32 N/A N/A N/A N/A -0.53* -0.78* -0.48* -0.75* 0.19 0.10 0.21 0.10 
(G∕N)×(R∕N) -0.44* -0.51* -0.43* -0.49* N/A N/A N/A N/A 0.29 0.60* 0.41* 0.71* -0.38* -0.34* -0.42* -0.36* 
(R∕B)×(R∕G) 0.11 0.15 0.18 0.25 N/A N/A N/A N/A 0.78* 0.88* 0.74* 0.87* 0.51* 0.55* 0.54* 0.58* 
(R∕B(×(R∕N) -0.26 -0.25 -0.26 -0.25 N/A N/A N/A N/A 0.51* 0.76* 0.58* 0.83* -0.04 0.05 -0.04 0.05 
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(R∕B)×(NIR∕B) 0.24 0.30 0.34 0.45* N/A N/A N/A N/A 0.69* 0.41* 0.57* 0.31 0.58* 0.53* 0.57* 0.54* 
(R∕B)×(NIR∕G) 0.30 0.34 0.38 0.47* N/A N/A N/A N/A 0.26 -0.08 0.16 -0.18 0.54* 0.51* 0.54* 0.52* 
(R∕G)×(R∕N) -0.28 -0.32 -0.28 -0.32 N/A N/A N/A N/A 0.40* 0.69* 0.48* 0.75* -0.21 -0.10 -0.21 -0.10 
(R∕G)×(NIR∕G) 0.33 0.36 0.39 0.44* N/A N/A N/A N/A -0.26 -0.56* -0.24 -0.55* 0.48* 0.45* 0.48* 0.46* 
(NIR∕B)×(NIR∕G) 0.36 0.41* 0.43* 0.51* N/A N/A N/A N/A -0.28 -0.59* -0.23 -0.56* 0.47* 0.42* 0.49* 0.45* 
(NIR∕B)×(NIR∕R) 0.40* 0.46* 0.44* 0.53* N/A N/A N/A N/A -0.39* -0.68* -0.30 -0.62* 0.44* 0.38* 0.47* 0.41* 
(NIR∕G)×(NIR∕R) 0.41* 0.45* 0.43* 0.49* N/A N/A N/A N/A -0.51* -0.76* -0.41* -0.71* 0.39* 0.34* 0.42* 0.36* 
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Table F5: TPD Pearson R results: A = Chl-a (μg/l), B = Water Colour (TCU), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear 
curve, 2 = Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue 0.21 0.19 0.26 0.26 0.54 0.47 0.53 0.44 0.46 0.29 0.4 0.25 0.34 0.4 0.36 0.43* 
Green 0.57* 0.57* 0.56* 0.62* 0.77* 0.72* 0.79* 0.77* 0.66* 0.48* 0.58* 0.43 0.50* 0.58* 0.56* 0.65* 
Red 0.46* 0.48* 0.50* 0.58* 0.84* 0.78* 0.86* 0.86* 0.67* 0.41 0.49* 0.26 0.53* 0.60* 0.60* 0.69* 
NIR 0.73* 0.64* 0.71* 0.70* 0.56* 0.60* 0.66* 0.72* 0.05 -0.06 0.07 -0.1 0.25 0.33 0.27 0.36 
B×G 0.36* 0.33 0.44* 0.47* 0.66* 0.60* 0.70* 0.64* 0.63* 0.43 0.51* 0.35 0.37 0.43* 0.48* 0.57* 
B×R 0.30 0.29 0.42* 0.47* 0.73* 0.65* 0.77* 0.74* 0.68* 0.43 0.48* 0.27 0.39 0.44* 0.53* 0.61* 
B×N 0.53* 0.42* 0.57* 0.56* 0.52 0.5 0.67* 0.67* 0.26 0.11 0.24 0.04 0.27 0.33 0.33 0.43 
G×R 0.46* 0.44* 0.53* 0.60* 0.78* 0.69* 0.83* 0.83* 0.77* 0.51* 0.54* 0.34 0.44* 0.49* 0.59* 0.68* 
G×N 0.74* 0.62* 0.67* 0.70* 0.77* 0.72* 0.79* 0.77* 0.66* 0.48* 0.58* 0.43 0.50* 0.58* 0.56* 0.65* 
R×N 0.65* 0.55* 0.63* 0.67* 0.73* 0.67* 0.79* 0.82* 0.47 0.27 0.3 0.09 0.32 0.37 0.45* 0.55* 
B∕G -0.57* -0.71* -0.60* -0.71* -0.70* -0.82* -0.70* -0.80* -0.41 -0.38 -0.44 -0.43 -0.60* -0.67* -0.60* -0.66* 
B∕R -0.51* -0.68* -0.56* -0.70* -0.78* -0.90* -0.84* -0.92* -0.26 -0.05 -0.38 -0.17 -0.61* -0.68* -0.64* -0.70* 
B∕N -0.45* -0.46* -0.51* -0.51* -0.44 -0.59* -0.36 -0.51 0.2 0.34 0.19 0.27 -0.13 -0.18 -0.05 -0.12 
G∕B 0.61* 0.71* 0.60* 0.71* 0.69* 0.78* 0.70* 0.80* 0.46 0.47 0.44 0.43 0.58* 0.64* 0.60* 0.66* 
G∕R -0.23 -0.34 -0.21 -0.31 -0.88* -0.95* -0.90* -0.94* -0.17 0.14 -0.21 0.1 -0.54* -0.60* -0.54* -0.59* 
G∕N -0.22 -0.13 -0.20 -0.10 -0.01 -0.14 0.02 -0.12 0.43 0.53* 0.39 0.47 0.24 0.2 0.26 0.22 
R∕B 0.58* 0.69* 0.56* 0.70* 0.88* 0.91* 0.84* 0.92* 0.50* 0.29 0.38 0.17 0.66* 0.71* 0.64* 0.70* 
R∕G 0.19 0.29 0.21 0.31 0.91* 0.93* 0.90* 0.94* 0.26 -0.05 0.21 -0.1 0.54* 0.59* 0.54* 0.59* 
R∕N -0.10 0.03 -0.08 0.05 0.63* 0.54 0.60* 0.5 0.71* 0.58* 0.60* 0.52* 0.60* 0.57* 0.58* 0.56* 
NIR∕B 0.56* 0.54* 0.51* 0.51* 0.23 0.37 0.36 0.51 -0.16 -0.17 -0.19 -0.27 -0.03 0.04 0.05 0.12 
NIR∕G 0.17 0.05 0.20 0.10 -0.04 0.1 -0.02 0.12 -0.32 -0.38 -0.39 -0.47 -0.27 -0.23 -0.26 -0.22 
NIR∕R 0.05 -0.09 0.08 -0.05 -0.53 -0.44 -0.60* -0.5 -0.48 -0.43 -0.60* -0.52* -0.55* -0.55* -0.58* -0.56* 
B×G×R 0.32 0.29 0.47* 0.52* 0.71* 0.62* 0.78* 0.75* 0.76* 0.51* 0.52* 0.32 0.33 0.38 0.54* 0.63* 
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B×G×N 0.36* 0.33* 0.44* 0.47* 0.58* 0.54 0.72* 0.72* 0.47 0.29 0.37 0.18 0.27 0.32 0.42 0.51* 
B×R×N 0.36* 0.33* 0.44* 0.47* 0.65* 0.58* 0.77* 0.77* 0.54* 0.33 0.35 0.14 0.27 0.31 0.45* 0.54* 
G×R×N 0.63* 0.51* 0.61* 0.66* 0.77* 0.72* 0.79* 0.77* 0.66* 0.48* 0.58* 0.43 0.50* 0.58* 0.56* 0.65* 
Avg(B;G) 0.43* 0.42* 0.45* 0.49* 0.69* 0.63* 0.70* 0.65* 0.59* 0.41 0.52* 0.37 0.43* 0.50* 0.48* 0.57* 
Avg(B;R) 0.36* 0.36* 0.41* 0.45* 0.75* 0.68* 0.76* 0.71* 0.61* 0.38 0.50* 0.29 0.45* 0.51* 0.50* 0.59* 
Avg(B;N) 0.54* 0.47* 0.54* 0.53* 0.59* 0.56* 0.64* 0.62* 0.28 0.12 0.26 0.09 0.31 0.38 0.33 0.43 
Avg(G;R) 0.52* 0.53* 0.53* 0.60* 0.81* 0.75* 0.83* 0.82* 0.67* 0.45 0.55* 0.35 0.52* 0.59* 0.59* 0.67* 
Avg(G;N) 0.69* 0.64* 0.65* 0.68* 0.73* 0.71* 0.76* 0.78* 0.44 0.26 0.37 0.2 0.41 0.49* 0.47* 0.56* 
Avg(R;N) 0.63* 0.60* 0.62* 0.66* 0.80* 0.76* 0.81* 0.83* 0.45 0.23 0.33 0.11 0.41 0.49* 0.48* 0.57* 
N-R 0.12 0.00 N/A N/A -0.80* -0.69* N/A N/A -0.75* -0.55* N/A N/A -0.70* -0.69* N/A N/A 
Kab1 0.57* 0.69* 0.53* 0.68* 0.66* 0.77* 0.67* 0.80* 0.41 0.41 0.37 0.34 0.57* 0.63* 0.58* 0.64* 
NDVI 0.08 -0.05 N/A N/A -0.59* -0.49 N/A N/A -0.59* -0.52* N/A N/A -0.58* -0.56* N/A N/A 
NRVI -0.08 0.05 N/A N/A 0.59* 0.49 N/A N/A 0.59* 0.52* N/A N/A 0.58* 0.56* N/A N/A 
OC2 0.60* 0.68* N/A N/A 0.66* 0.74* N/A N/A 0.48* 0.51* 0.4 0.37 0.56* 0.62* N/A N/A 
SABI 0.07 -0.06 N/A N/A -0.76* -0.67* N/A N/A -0.55* -0.43 N/A N/A -0.68* -0.66* N/A N/A 
(B-R)∕G -0.54* -0.69* N/A N/A -0.84* -0.92* N/A N/A -0.4 -0.2 N/A N/A -0.64* -0.70* -0.61* -0.65* 
(NIR∕G)+(NIR∕B) 0.44* 0.38* 0.41* 0.36* 0.13 0.28 0.22 0.37 -0.23 -0.26 -0.28 -0.36 -0.15 -0.09 -0.1 -0.04 
G×(B+G+R) 0.47* 0.44* 0.52* 0.57* 0.73* 0.66* 0.79* 0.76* 0.72* 0.50* 0.56* 0.39 0.41 0.47* 0.55* 0.63* 
[(1∕B)-(1∕G)]×N 0.63* 0.71* N/A N/A 0.47 0.57* N/A N/A 0.27 0.36 N/A N/A 0.53* 0.61* N/A N/A 
[(1∕R)-(1∕G)]×N -0.10 -0.24 N/A N/A -0.88* -0.89* N/A N/A -0.31 -0.03 N/A N/A -0.77* -0.83* -0.79* -0.81* 
[(1∕R)-(1∕B)]×N -0.56* -0.70* N/A N/A -0.83* -0.90* N/A N/A -0.35 -0.26 N/A N/A -0.75* -0.84* -0.69* -0.71* 
[(1∕R)-(0.2363×(1∕G))]×N 0.03 -0.12 0.06 -0.08 -0.61* -0.52 -0.68* -0.59* -0.52* -0.43 -0.64* -0.52* -0.61* -0.61* -0.64* -0.62* 
(R^-1-B^-1)∕N -0.33 -0.54* N/A N/A -0.62* -0.77* N/A N/A -0.08 0.13 N/A N/A -0.50* -0.57* -0.60* -0.67* 
(B∕R)×N 0.41* 0.23 0.43* 0.27 -0.03 0 0 0 -0.26 -0.29 -0.26 -0.32 0 0.07 -0.12 -0.04 
(G∕R)×N 0.77* 0.66* 0.74* 0.69* 0.31 0.37 0.42 0.48 -0.05 -0.07 -0.02 -0.09 0.17 0.26 0.15 0.25 
(R∕B)×N 0.81* 0.75* 0.70* 0.76* 0.82* 0.80* 0.78* 0.85* 0.27 0.13 0.2 0.01 0.36 0.44* 0.43* 0.52* 
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(R∕G)×N 0.64* 0.57* 0.64* 0.66* 0.71* 0.71* 0.76* 0.81* 0.12 -0.03 0.12 -0.1 0.29 0.36 0.34 0.43 
(R×N)∕B 0.81* 0.75* 0.70* 0.76* 0.82* 0.80* 0.78* 0.85* 0.27 0.13 0.2 0.01 0.36 0.44* 0.43* 0.52* 
(B∕G)×(B∕R) -0.48* -0.66* -0.59* -0.73* -0.72* -0.86* -0.80* -0.89* -0.26 -0.09 -0.42 -0.27 -0.60* -0.67* -0.64* -0.70* 
(B∕G)×(B∕N) -0.49* -0.56* -0.59* -0.63* -0.56* -0.71* -0.5 -0.64* 0.04 0.2 0.02 0.09 -0.31 -0.36 -0.25 -0.32 
(B∕G)×(R∕G) -0.44* -0.50* -0.45* -0.50* 0.21 0.12 0.2 0.11 -0.17 -0.47 -0.16 -0.46 -0.19 -0.2 -0.18 -0.2 
(B∕G)×(R∕N) -0.35 -0.31 -0.40* -0.36* 0.08 -0.08 0.1 -0.05 0.49* 0.42 0.37 0.29 0.14 0.09 0.19 0.14 
(B∕G)×(NIR∕B) 0.17 0.05 0.20 0.10 -0.04 0.1 -0.02 0.12 -0.32 -0.38 -0.39 -0.47 -0.27 -0.23 -0.26 -0.22 
(B∕G)×(NIR∕G) -0.27 -0.45* -0.24 -0.41* -0.54 -0.47 -0.56* -0.5 -0.45 -0.54* -0.54* -0.61* -0.51* -0.51* -0.54* -0.53* 
(B∕G)×(NIR∕R) -0.29 -0.49* -0.27 -0.45* -0.83* -0.85* -0.83* -0.81* -0.58* -0.56* -0.69* -0.62* -0.73* -0.77* -0.75* -0.76* 
(B∕R)×(B∕N) -0.48* -0.59* -0.61* -0.68* -0.61* -0.76* -0.65* -0.77* -0.01 0.21 -0.05 0.1 -0.37 -0.42 -0.33 -0.4 
(B∕R)×(G∕R) -0.44* -0.62* -0.49* -0.63* -0.76* -0.90* -0.88* -0.94* -0.16 0.09 -0.32 -0.07 -0.58* -0.65* -0.62* -0.69* 
(B∕R)×(G∕N) -0.47* -0.53* -0.55* -0.59* -0.60* -0.75* -0.60* -0.73* 0.06 0.28 0.07 0.23 -0.27 -0.32 -0.2 -0.26 
(B∕R)×(NIR∕R) -0.29 -0.48* -0.28 -0.45* -0.87* -0.95* -0.90* -0.90* -0.53* -0.37 -0.70* -0.49* -0.81* -0.88* -0.83* -0.86* 
(B∕N)×(G∕N) -0.34 -0.32 -0.40* -0.35 -0.34 -0.49 -0.21 -0.37 0.31 0.46 0.29 0.37 -0.04 -0.07 0.09 0.04 
(B∕N)×(R∕N) -0.29 -0.23 -0.34 -0.27 0.01 -0.12 0.07 -0.09 0.54* 0.55* 0.39 0.4 0.15 0.11 0.23 0.18 
(G∕B)×(G∕R) 0.43* 0.48* 0.45* 0.50* -0.19 -0.09 -0.2 -0.11 0.14 0.45 0.16 0.46 0.18 0.2 0.18 0.2 
(G∕B)×(G∕N) 0.19 0.35 0.24 0.41* 0.56* 0.51 0.56* 0.5 0.62* 0.65* 0.54* 0.61* 0.56* 0.55* 0.54* 0.53* 
(G∕B)×(R∕B) 0.61* 0.71* 0.59* 0.73* 0.84* 0.86* 0.80* 0.89* 0.57* 0.45 0.42 0.27 0.64* 0.70* 0.64* 0.70* 
(G∕B)×(R∕N) 0.20 0.36* 0.27 0.45* 0.80* 0.75* 0.83* 0.81* 0.79* 0.64* 0.69* 0.62* 0.75* 0.74* 0.75* 0.76* 
(G∕B)×(NIR∕B) 0.62* 0.64* 0.59* 0.63* 0.31 0.43 0.5 0.64* -0.01 0.02 -0.02 -0.09 0.15 0.23 0.25 0.32 
(G∕B)×(NIR∕R) 0.44* 0.41* 0.40* 0.36* -0.1 0.04 -0.1 0.05 -0.25 -0.16 -0.37 -0.29 -0.24 -0.18 -0.19 -0.14 
(G∕R)×(G∕N) -0.33 -0.30 -0.30 -0.25 -0.52 -0.65* -0.48 -0.61* 0.17 0.4 0.21 0.39 -0.05 -0.09 0.02 -0.04 
(G∕R)×(NIR∕R) -0.05 -0.20 -0.01 -0.14 -0.78* -0.77* -0.83* -0.78* -0.54* -0.31 -0.67* -0.42 -0.76* -0.79* -0.79* -0.80* 
(G∕N)×(R∕N) -0.17 -0.06 -0.14 -0.01 0.38 0.29 0.35 0.22 0.67* 0.61* 0.50* 0.51* 0.43 0.39 0.42 0.39 
(R∕B)×(R∕G) 0.46* 0.57* 0.49* 0.63* 0.92* 0.90* 0.88* 0.94* 0.50* 0.24 0.32 0.07 0.64* 0.70* 0.62* 0.69* 
(R∕B(×(R∕N) 0.18 0.33 0.28 0.45* 0.86* 0.80* 0.90* 0.90* 0.83* 0.58* 0.70* 0.49* 0.82* 0.81* 0.83* 0.86* 
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(R∕B)×(NIR∕B) 0.66* 0.69* 0.61* 0.68* 0.53 0.61* 0.65* 0.77* 0.04 0.01 0.05 -0.1 0.23 0.31 0.33 0.4 
(R∕B)×(NIR∕G) 0.61* 0.61* 0.55* 0.59* 0.52 0.62* 0.60* 0.73* -0.08 -0.15 -0.07 -0.23 0.1 0.18 0.2 0.26 
(R∕G)×(R∕N) -0.02 0.11 0.01 0.14 0.82* 0.74* 0.83* 0.78* 0.78* 0.51* 0.67* 0.42 0.79* 0.77* 0.79* 0.80* 
(R∕G)×(NIR∕G) 0.25 0.18 0.30 0.25 0.41 0.53 0.48 0.61* -0.21 -0.31 -0.21 -0.39 -0.07 -0.01 -0.02 0.04 
(NIR∕B)×(NIR∕G) 0.45* 0.39* 0.40* 0.35 0.06 0.2 0.21 0.37 -0.18 -0.17 -0.29 -0.37 -0.18 -0.13 -0.09 -0.04 
(NIR∕B)×(NIR∕R) 0.39* 0.32 0.34 0.27 -0.09 0.05 -0.07 0.09 -0.21 -0.18 -0.39 -0.4 -0.29 -0.24 -0.23 -0.18 
(NIR∕G)×(NIR∕R) 0.08 -0.07 0.14 0.01 -0.26 -0.13 -0.35 -0.22 -0.29 -0.29 -0.50* -0.51* -0.4 -0.38 -0.42 -0.39 
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Table F6: SHF Pearson R results: A = Chl-a (μg/l), B = Water Colour (TCU), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear 
curve, 2 = Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue 0.59* 0.52* 0.57* 0.51* -0.17 -0.10 -0.17 -0.10 0.11 -0.01 0.09 -0.04 0.18 0.21 0.16 0.20 
Green 0.77* 0.74* 0.75* 0.74* -0.33 -0.22 -0.34* -0.24 0.67* 0.53* 0.58* 0.46* 0.51* 0.50* 0.44* 0.45* 
Red 0.80* 0.76* 0.77* 0.76* -0.21 -0.05 -0.20 -0.03 0.64* 0.50* 0.56* 0.44* 0.54* 0.56* 0.51* 0.54* 
NIR 0.65* 0.56* 0.62* 0.56* -0.05 0.04 -0.03 0.06 0.34 0.18 0.26 0.11 0.11 0.19 0.10 0.18 
B×G 0.73* 0.67* 0.70* 0.67* -0.27 -0.17 -0.28 -0.19 0.53* 0.39* 0.41* 0.28 0.43* 0.43* 0.35* 0.36* 
B×R 0.75* 0.68* 0.72* 0.69* -0.20 -0.08 -0.19 -0.06 0.52* 0.37 0.41* 0.28 0.43* 0.46* 0.39* 0.42* 
B×N 0.65* 0.55* 0.61* 0.55* -0.11 -0.02 -0.09 0.00 0.31 0.15 0.20 0.06 0.15 0.21 0.13 0.19 
G×R 0.78* 0.72* 0.77* 0.76* -0.26 -0.13 -0.27 -0.13 0.71* 0.55* 0.58* 0.45* 0.57* 0.56* 0.48* 0.50* 
G×N 0.77* 0.74* 0.75* 0.74* -0.33 -0.22 -0.34* -0.24 0.67* 0.53* 0.58* 0.46* 0.51* 0.50* 0.44* 0.45* 
R×N 0.75* 0.65* 0.71* 0.68* -0.16 -0.03 -0.12 0.01 0.57* 0.40* 0.44* 0.30 0.37* 0.42* 0.34* 0.39* 
B∕G -0.75* -0.81* -0.75* -0.80* 0.48* 0.36* 0.45* 0.33 -0.78* -0.73* -0.81* -0.74* -0.61* -0.59* -0.64* -0.61* 
B∕R -0.78* -0.84* -0.79* -0.83* 0.17 -0.09 0.19 -0.06 -0.77* -0.71* -0.81* -0.73* -0.75* -0.79* -0.77* -0.79* 
B∕N -0.55* -0.51* -0.57* -0.51* -0.18 -0.29 -0.19 -0.30 -0.36 -0.24 -0.40* -0.27 0.03 -0.09 0.04 -0.09 
G∕B 0.74* 0.77* 0.75* 0.80* -0.42* -0.30 -0.45* -0.33 0.83* 0.75* 0.81* 0.74* 0.65* 0.62* 0.64* 0.61* 
G∕R -0.38* -0.38* -0.38* -0.38* -0.48* -0.73* -0.49* -0.73* -0.10 -0.07 -0.10 -0.06 -0.27 -0.36* -0.26 -0.36* 
G∕N 0.07 0.18 0.04 0.14 -0.46* -0.43* -0.50* -0.47* 0.55* 0.58* 0.53* 0.56* 0.59* 0.49* 0.56* 0.47* 
R∕B 0.77* 0.79* 0.79* 0.83* -0.20 0.04 -0.19 0.06 0.85* 0.75* 0.81* 0.73* 0.78* 0.79* 0.77* 0.79* 
R∕G 0.39* 0.38* 0.38* 0.38* 0.50* 0.73* 0.49* 0.73* 0.09 0.05 0.10 0.06 0.26 0.35* 0.26 0.36* 
R∕N 0.25 0.36* 0.22 0.33 -0.29 -0.13 -0.32 -0.15 0.68* 0.70* 0.66* 0.68* 0.79* 0.72* 0.78* 0.72* 
NIR∕B 0.58* 0.51* 0.57* 0.51* 0.19 0.31 0.19 0.30 0.44* 0.30 0.40* 0.27 -0.04 0.08 -0.04 0.09 
NIR∕G 0.00 -0.11 -0.04 -0.14 0.54* 0.51* 0.50* 0.47* -0.50* -0.53* -0.53* -0.56* -0.53* -0.44* -0.56* -0.47* 
NIR∕R -0.18 -0.29 -0.22 -0.33 0.35* 0.19 0.32 0.15 -0.63* -0.64* -0.66* -0.68* -0.76* -0.71* -0.78* -0.72* 
B×G×R 0.75* 0.67* 0.73* 0.72* -0.24 -0.12 -0.25 -0.13 0.64* 0.48* 0.48* 0.35 0.52* 0.52* 0.42* 0.44* 
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B×G×N 0.71* 0.61* 0.68* 0.64* -0.20 -0.10 -0.20 -0.10 0.53* 0.37* 0.37 0.23 0.35* 0.38* 0.27 0.31 
B×R×N 0.72* 0.61* 0.69* 0.65* -0.16 -0.06 -0.14 -0.01 0.53* 0.36 0.36 0.22 0.34* 0.38* 0.30 0.35* 
G×R×N 0.77* 0.74* 0.75* 0.74* -0.33 -0.22 -0.34* -0.24 0.67* 0.53* 0.58* 0.46* 0.51* 0.50* 0.44* 0.45* 
Avg(B;G) 0.72* 0.67* 0.70* 0.67* -0.27 -0.17 -0.28 -0.19 0.48* 0.34 0.42* 0.29 0.39* 0.40* 0.35* 0.36* 
Avg(B;R) 0.72* 0.67* 0.70* 0.67* -0.20 -0.08 -0.19 -0.07 0.42* 0.28 0.37 0.23 0.37* 0.40* 0.35* 0.38* 
Avg(B;N) 0.64* 0.56* 0.61* 0.55* -0.11 -0.03 -0.10 -0.02 0.24 0.09 0.19 0.05 0.15 0.20 0.14 0.19 
Avg(G;R) 0.78* 0.75* 0.76* 0.76* -0.28 -0.15 -0.28 -0.15 0.66* 0.52* 0.58* 0.46* 0.53* 0.53* 0.48* 0.49* 
Avg(G;N) 0.74* 0.68* 0.71* 0.68* -0.23 -0.11 -0.22 -0.12 0.55* 0.40* 0.47* 0.33 0.38* 0.41* 0.33 0.37* 
Avg(R;N) 0.74* 0.67* 0.71* 0.67* -0.14 0.00 -0.12 0.02 0.51* 0.35 0.43* 0.29 0.35* 0.40* 0.33* 0.39* 
N-R 0.08 -0.03 N/A N/A 0.29 0.18 N/A N/A -0.69* -0.71* N/A N/A -0.76* -0.67* N/A N/A 
Kab1 0.74* 0.79* 0.72* 0.80* -0.45* -0.33 -0.52* -0.40* 0.81* 0.75* 0.75* 0.73* 0.64* 0.61* 0.58* 0.57* 
NDVI -0.22 -0.33* N/A N/A 0.32 0.15 N/A N/A -0.67* -0.68* N/A N/A -0.78* -0.72* N/A N/A 
NRVI 0.22 0.33* N/A N/A -0.32 -0.15 N/A N/A 0.67* 0.68* N/A N/A 0.78* 0.72* N/A N/A 
OC2 0.72* 0.75* N/A N/A -0.42* -0.31 N/A N/A 0.84* 0.74* N/A N/A 0.64* 0.60* N/A N/A 
SABI -0.11 -0.21 N/A N/A 0.36* 0.22 N/A N/A -0.64* -0.65* N/A N/A -0.75* -0.68* N/A N/A 
(B-R)∕G -0.79* -0.85* N/A N/A 0.33 0.12 0.30 0.12 -0.81* -0.75* -0.89* -0.73* -0.73* -0.74* -0.75* -0.73* 
(NIR∕G)+(NIR∕B) 0.32 0.22 0.30 0.21 0.47* 0.49* 0.45* 0.47* -0.14 -0.23 -0.15 -0.24 -0.41* -0.29 -0.43* -0.31 
G×(B+G+R) 0.76* 0.70* 0.74* 0.73* -0.28 -0.17 -0.30 -0.20 0.67* 0.52* 0.53* 0.41* 0.52* 0.51* 0.43* 0.44* 
[(1∕B)-(1∕G)]×N 0.76* 0.81* N/A N/A -0.52* -0.41* N/A N/A 0.81* 0.75* N/A N/A 0.62* 0.58* N/A N/A 
[(1∕R)-(1∕G)]×N -0.40* -0.46* -0.39* -0.45* -0.21 -0.51* -0.21 -0.50* -0.45* -0.42* -0.47* -0.45* -0.67* -0.72* -0.68* -0.71* 
[(1∕R)-(1∕B)]×N -0.73* -0.80* N/A N/A 0.29 0.05 0.27 0.06 -0.81* -0.75* -0.91* -0.75* -0.80* -0.80* -0.82* -0.79* 
[(1∕R)-(0.2363×(1∕G))]×N -0.21 -0.32 -0.25 -0.35* 0.30 0.10 0.27 0.08 -0.64* -0.65* -0.67* -0.68* -0.79* -0.75* -0.80* -0.75* 
(R^-1-B^-1)∕N -0.73* -0.80* N/A N/A 0.29 0.05 0.27 0.06 -0.81* -0.75* -0.91* -0.75* -0.80* -0.80* -0.82* -0.79* 
(B∕R)×N 0.32 0.21 0.24 0.14 -0.27 -0.26 -0.06 -0.06 -0.36 -0.47* -0.38* -0.49* -0.46* -0.39* -0.47* -0.40* 
(G∕R)×N 0.61* 0.52* 0.57* 0.51* -0.20 -0.16 -0.20 -0.18 0.35 0.19 0.26 0.11 0.06 0.11 0.01 0.05 
(R∕B)×N 0.78* 0.70* 0.74* 0.72* -0.14 0.02 -0.10 0.07 0.65* 0.49* 0.55* 0.42* 0.44* 0.49* 0.41* 0.47* 
182 
 
 
 
(R∕G)×N 0.67* 0.58* 0.63* 0.58* 0.07 0.21 0.11 0.26 0.31 0.16 0.25 0.11 0.14 0.24 0.17 0.26 
(R×N)∕B 0.78* 0.70* 0.74* 0.72* -0.14 0.02 -0.10 0.07 0.65* 0.49* 0.55* 0.42* 0.44* 0.49* 0.41* 0.47* 
(B∕G)×(B∕R) -0.78* -0.86* -0.79* -0.83* 0.34* 0.13 0.33 0.14 -0.77* -0.73* -0.83* -0.76* -0.71* -0.72* -0.73* -0.73* 
(B∕G)×(B∕N) -0.69* -0.71* -0.74* -0.74* 0.23 0.08 0.24 0.09 -0.66* -0.58* -0.75* -0.64* -0.45* -0.50* -0.49* -0.54* 
(B∕G)×(R∕G) -0.53* -0.59* -0.53* -0.59* 0.60* 0.61* 0.56* 0.57* -0.60* -0.57* -0.66* -0.62* -0.33 -0.27 -0.38* -0.32 
(B∕G)×(R∕N) -0.43* -0.37* -0.46* -0.40* 0.19 0.27 0.18 0.25 -0.31 -0.20 -0.37 -0.26 0.28 0.23 0.26 0.22 
(B∕G)×(NIR∕B) 0.00 -0.11 -0.04 -0.14 0.54* 0.51* 0.50* 0.47* -0.50* -0.53* -0.53* -0.56* -0.53* -0.44* -0.56* -0.47* 
(B∕G)×(NIR∕G) -0.45* -0.57* -0.46* -0.56* 0.58* 0.50* 0.50* 0.43* -0.66* -0.66* -0.73* -0.71* -0.57* -0.51* -0.63* -0.56* 
(B∕G)×(NIR∕R) -0.57* -0.69* -0.56* -0.66* 0.46* 0.31 0.41* 0.26 -0.74* -0.73* -0.79* -0.76* -0.72* -0.69* -0.75* -0.70* 
(B∕R)×(B∕N) -0.70* -0.72* -0.75* -0.75* 0.00 -0.24 0.04 -0.20 -0.62* -0.54* -0.72* -0.60* -0.53* -0.61* -0.55* -0.62* 
(B∕R)×(G∕R) -0.71* -0.76* -0.74* -0.77* -0.09 -0.41* -0.06 -0.37* -0.62* -0.56* -0.70* -0.62* -0.68* -0.75* -0.71* -0.77* 
(B∕R)×(G∕N) -0.56* -0.54* -0.59* -0.55* -0.36* -0.58* -0.37* -0.57* -0.30 -0.21 -0.33 -0.22 -0.15 -0.27 -0.12 -0.25 
(B∕R)×(NIR∕R) -0.64* -0.75* -0.61* -0.70* 0.29 0.05 0.27 0.05 -0.73* -0.71* -0.81* -0.76* -0.79* -0.79* -0.82* -0.80* 
(B∕N)×(G∕N) -0.27 -0.19 -0.31 -0.22 -0.39* -0.42* -0.43* -0.46* 0.18 0.27 0.15 0.24 0.45* 0.33 0.42* 0.30 
(B∕N)×(R∕N) -0.18 -0.08 -0.24 -0.14 -0.26 -0.19 -0.32 -0.26 0.25 0.35 0.22 0.31 0.61* 0.51* 0.59* 0.49* 
(G∕B)×(G∕R) 0.54* 0.58* 0.53* 0.59* -0.52* -0.52* -0.56* -0.57* 0.71* 0.65* 0.66* 0.62* 0.44* 0.37* 0.38* 0.32 
(G∕B)×(G∕N) 0.45* 0.53* 0.46* 0.56* -0.42* -0.35* -0.50* -0.43* 0.75* 0.71* 0.73* 0.71* 0.65* 0.57* 0.63* 0.56* 
(G∕B)×(R∕B) 0.74* 0.75* 0.79* 0.83* -0.31 -0.14 -0.33 -0.14 0.88* 0.76* 0.83* 0.76* 0.74* 0.72* 0.73* 0.73* 
(G∕B)×(R∕N) 0.53* 0.60* 0.56* 0.66* -0.35* -0.21 -0.41* -0.26 0.82* 0.76* 0.79* 0.76* 0.75* 0.69* 0.75* 0.70* 
(G∕B)×(NIR∕B) 0.77* 0.73* 0.74* 0.74* -0.24 -0.09 -0.24 -0.09 0.81* 0.67* 0.75* 0.64* 0.53* 0.56* 0.49* 0.54* 
(G∕B)×(NIR∕R) 0.47* 0.41* 0.46* 0.40* -0.17 -0.22 -0.18 -0.25 0.44* 0.32 0.37 0.26 -0.25 -0.20 -0.26 -0.22 
(G∕R)×(G∕N) -0.08 0.00 -0.11 -0.02 -0.51* -0.58* -0.56* -0.62* 0.38* 0.41* 0.37 0.41* 0.37* 0.26 0.34* 0.23 
(G∕R)×(NIR∕R) -0.32 -0.41* -0.34* -0.43* 0.06 -0.22 0.05 -0.21 -0.59* -0.58* -0.62* -0.61* -0.79* -0.79* -0.80* -0.80* 
(G∕N)×(R∕N) 0.21 0.31 0.13 0.24 -0.35* -0.26 -0.43* -0.33 0.64* 0.66* 0.61* 0.64* 0.71* 0.62* 0.69* 0.61* 
(R∕B)×(R∕G) 0.72* 0.73* 0.74* 0.77* 0.03 0.33 0.06 0.37* 0.77* 0.67* 0.70* 0.62* 0.73* 0.78* 0.71* 0.77* 
(R∕B(×(R∕N) 0.56* 0.61* 0.61* 0.70* -0.25 -0.05 -0.27 -0.05 0.85* 0.78* 0.81* 0.76* 0.82* 0.78* 0.82* 0.80* 
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(R∕B)×(NIR∕B) 0.78* 0.73* 0.75* 0.75* -0.07 0.15 -0.04 0.20 0.78* 0.64* 0.72* 0.60* 0.56* 0.63* 0.55* 0.62* 
(R∕B)×(NIR∕G) 0.61* 0.55* 0.59* 0.55* 0.38* 0.56* 0.37* 0.57* 0.36 0.24 0.33 0.22 0.09 0.22 0.12 0.25 
(R∕G)×(R∕N) 0.35* 0.44* 0.34* 0.43* -0.04 0.21 -0.05 0.21 0.65* 0.64* 0.62* 0.61* 0.81* 0.79* 0.80* 0.80* 
(R∕G)×(NIR∕G) 0.13 0.04 0.11 0.02 0.60* 0.65* 0.56* 0.62* -0.35 -0.39* -0.37 -0.41* -0.30 -0.20 -0.34* -0.23 
(NIR∕B)×(NIR∕G) 0.34* 0.25 0.31 0.22 0.47* 0.49* 0.43* 0.46* -0.13 -0.21 -0.15 -0.24 -0.39* -0.27 -0.42* -0.30 
(NIR∕B)×(NIR∕R) 0.28 0.19 0.24 0.14 0.36* 0.32 0.32 0.26 -0.18 -0.26 -0.22 -0.31 -0.55* -0.45* -0.59* -0.49* 
(NIR∕G)×(NIR∕R) -0.05 -0.16 -0.13 -0.24 0.50* 0.41* 0.43* 0.33 -0.53* -0.56* -0.61* -0.64* -0.63* -0.56* -0.69* -0.61* 
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Table F7: TMF Pearson R results: A = Chl-a (μg/l), B = Water Colour (TCU), C = TSS (mg/l), D = Turbidity (NTU), 1 = Linear 
curve, 2 = Exponential Curve, 3 = Logarithmic Curve, 4 = Power curve. *P-value < 0.05 
Algorithm A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 D1 D2 D3 D4 
Blue 0.44* -0.04 0.36* -0.09 -0.17 -0.18 -0.18 -0.18 0.17 0.14 0.18 0.11 0.13 0.20 0.18 0.24 
Green 0.12 -0.46* 0.08 -0.47* -0.35 -0.38 -0.39 -0.42 0.27 0.28 0.31 0.30 0.21 0.28 0.29 0.36 
Red 0.24 -0.32 0.17 -0.35 -0.34 -0.37 -0.37 -0.40 0.31 0.32 0.36 0.34 0.27 0.33 0.37 0.41 
NIR 0.72* 0.44* 0.59* 0.47* -0.10 -0.22 -0.10 -0.25 0.32 0.28 0.32 0.24 0.28 0.33 0.38 0.43 
B×G 0.35 -0.22 0.20 -0.34 -0.23 -0.25 -0.29 -0.31 0.20 0.23 0.26 0.22 0.12 0.19 0.24 0.31 
B×R 0.43* -0.13 0.25 -0.26 -0.22 -0.25 -0.28 -0.29 0.23 0.25 0.30 0.26 0.14 0.21 0.29 0.35 
B×N 0.73* 0.32 0.56* 0.31 -0.13 -0.19 -0.15 -0.23 0.23 0.24 0.28 0.21 0.15 0.22 0.32 0.37 
G×R 0.25 -0.35 0.12 -0.42* -0.31 -0.35 -0.38 -0.41 0.24 0.27 0.34 0.32 0.16 0.23 0.33 0.39 
G×N 0.12 -0.46* 0.08 -0.47* -0.35 -0.38 -0.39 -0.42 0.27 0.28 0.31 0.30 0.21 0.28 0.29 0.36 
R×N 0.70* 0.25 0.47* 0.13 -0.21 -0.28 -0.24 -0.33 0.26 0.28 0.34 0.29 0.17 0.24 0.38 0.42 
B∕G 0.27 0.70* 0.29 0.73* 0.35 0.41 0.35 0.41 -0.38 -0.47 -0.38 -0.46 -0.64* -0.70* -0.64* -0.69* 
B∕R 0.10 0.50* 0.12 0.53* 0.25 0.29 0.26 0.30 -0.44 -0.49 -0.43 -0.47 -0.60* -0.61* -0.60* -0.61* 
B∕N -0.45* -0.68* -0.52* -0.67* -0.12 0.07 -0.12 0.07 -0.32 -0.25 -0.37 -0.30 -0.51* -0.54* -0.53* -0.56* 
G∕B -0.31 -0.75* -0.29 -0.73* -0.35 -0.41 -0.35 -0.41 0.37 0.45 0.38 0.46 0.63* 0.68* 0.64* 0.69* 
G∕R -0.28 -0.32 -0.28 -0.32 -0.24 -0.30 -0.24 -0.30 -0.44 -0.41 -0.45 -0.41 -0.53* -0.50* -0.54* -0.51* 
G∕N -0.46* -0.83* -0.52* -0.82* -0.51 -0.28 -0.54* -0.31 -0.20 -0.06 -0.23 -0.09 -0.45 -0.47 -0.47 -0.48 
R∕B -0.14 -0.56* -0.12 -0.53* -0.28 -0.31 -0.26 -0.30 0.42 0.46 0.43 0.47 0.60* 0.60* 0.60* 0.61* 
R∕G 0.29 0.33 0.28 0.32 0.23 0.30 0.24 0.30 0.45 0.41 0.45 0.41 0.55* 0.52* 0.54* 0.51* 
R∕N -0.43* -0.80* -0.48* -0.78* -0.44 -0.20 -0.49 -0.24 -0.09 0.07 -0.08 0.08 -0.36 -0.40 -0.35 -0.38 
NIR∕B 0.58* 0.62* 0.52* 0.67* 0.11 -0.08 0.12 -0.07 0.40 0.34 0.37 0.30 0.54* 0.56* 0.53* 0.56* 
NIR∕G 0.54* 0.73* 0.52* 0.82* 0.58* 0.35 0.54* 0.31 0.26 0.12 0.23 0.09 0.48 0.49 0.47 0.48 
NIR∕R 0.47* 0.68* 0.48* 0.78* 0.53* 0.28 0.49 0.24 0.07 -0.10 0.08 -0.08 0.33 0.37 0.35 0.38 
B×G×R 0.43* -0.15 0.19 -0.35 -0.23 -0.26 -0.32 -0.34 0.18 0.23 0.30 0.28 0.09 0.16 0.29 0.35 
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B×G×N 0.69* 0.22 0.43* 0.04 -0.18 -0.22 -0.23 -0.30 0.19 0.23 0.30 0.24 0.09 0.16 0.31 0.37 
B×R×N 0.72* 0.24 0.46* 0.08 -0.18 -0.22 -0.23 -0.29 0.20 0.24 0.32 0.26 0.09 0.17 0.33 0.38 
G×R×N 0.12 -0.46* 0.08 -0.47* -0.35 -0.38 -0.39 -0.42 0.27 0.28 0.31 0.30 0.21 0.28 0.29 0.36 
Avg(B;G) 0.27 -0.29 0.20 -0.33 -0.25 -0.28 -0.29 -0.31 0.22 0.22 0.25 0.20 0.17 0.24 0.24 0.30 
Avg(B;R) 0.35 -0.19 0.26 -0.25 -0.25 -0.27 -0.28 -0.29 0.25 0.24 0.28 0.23 0.20 0.26 0.27 0.33 
Avg(B;N) 0.63* 0.24 0.53* 0.19 -0.14 -0.21 -0.15 -0.23 0.26 0.23 0.28 0.20 0.22 0.28 0.30 0.35 
Avg(G;R) 0.18 -0.40* 0.12 -0.42* -0.34 -0.38 -0.38 -0.41 0.29 0.30 0.33 0.32 0.24 0.30 0.33 0.39 
Avg(G;N) 0.48* -0.03 0.34 -0.12 -0.22 -0.30 -0.23 -0.33 0.30 0.29 0.33 0.28 0.25 0.31 0.35 0.40 
Avg(R;N) 0.56* 0.09 0.42* 0.01 -0.20 -0.29 -0.21 -0.31 0.32 0.30 0.34 0.29 0.27 0.33 0.38 0.42 
N-R 0.57* 0.81* N/A N/A 0.28 0.07 0.17 -0.05 0.24 0.11 N/A N/A 0.26 0.31 N/A N/A 
Kab1 -0.31 -0.74* -0.26 -0.65* -0.32 -0.38 -0.30 -0.36 0.37 0.46 0.39 0.48 0.67* 0.72* 0.68* 0.74* 
NDVI 0.49* 0.78* N/A N/A 0.48 0.23 0.33 0.10 0.08 -0.08 N/A N/A 0.35 0.38 N/A N/A 
NRVI -0.49* -0.78* N/A N/A -0.48 -0.23 N/A N/A -0.08 0.08 N/A N/A -0.35 -0.38 N/A N/A 
OC2 -0.31 -0.75* N/A N/A -0.35 -0.40 -0.34 -0.40 0.38 0.47 N/A N/A 0.64* 0.69* N/A N/A 
SABI 0.50* 0.73* N/A N/A 0.48 0.23 0.33 0.09 0.17 0.01 N/A N/A 0.36 0.40 N/A N/A 
(B-R)∕G 0.15 0.58* N/A N/A 0.27 0.31 N/A N/A -0.43 -0.48 -0.39 -0.43 -0.62* -0.64* -0.59* -0.60* 
(NIR∕G)+(NIR∕B) 0.57* 0.70* 0.53* 0.77* 0.33 0.10 0.31 0.08 0.34 0.24 0.30 0.19 0.51* 0.53* 0.50* 0.52* 
G×(B+G+R) 0.26 -0.33 0.13 -0.42* -0.28 -0.32 -0.36 -0.38 0.22 0.25 0.30 0.28 0.13 0.21 0.29 0.35 
[(1∕B)-(1∕G)]×N -0.30 -0.65* N/A N/A -0.42 -0.46 N/A N/A 0.26 0.41 N/A N/A 0.35 0.40 N/A N/A 
[(1∕R)-(1∕G)]×N 0.08 0.25 0.17 0.36 -0.06 -0.19 0.01 -0.12 -0.48 -0.55* -0.44 -0.49 -0.47 -0.40 -0.51* -0.45 
[(1∕R)-(1∕B)]×N 0.25 0.57* N/A N/A 0.36 0.37 N/A N/A -0.37 -0.49* -0.32 -0.43 -0.46 -0.43 -0.47 -0.45 
[(1∕R)-(0.2363×(1∕G))]×N 0.45* 0.65* 0.47* 0.77* 0.51 0.26 0.47 0.22 0.01 -0.16 0.03 -0.14 0.27 0.32 0.29 0.34 
(R^-1-B^-1)∕N -0.06 0.24 N/A N/A 0.37 0.46 N/A N/A -0.31 -0.24 -0.37 -0.34 -0.47 -0.51* -0.46 -0.49* 
(B∕R)×N 0.71* 0.56* 0.60* 0.66* 0.02 -0.07 0.04 -0.07 0.17 0.07 0.16 0.03 0.18 0.25 0.26 0.32 
(G∕R)×N 0.66* 0.39* 0.54* 0.41* -0.12 -0.25 -0.13 -0.27 0.27 0.23 0.28 0.19 0.23 0.29 0.33 0.39 
(R∕B)×N 0.67* 0.29 0.48* 0.22 -0.23 -0.34 -0.22 -0.36 0.35 0.35 0.38 0.34 0.33 0.38 0.45 0.49 
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(R∕G)×N 0.74* 0.47* 0.59* 0.50* -0.08 -0.20 -0.07 -0.21 0.35 0.32 0.35 0.28 0.32 0.36 0.42 0.45 
(R×N)∕B 0.67* 0.29 0.48* 0.22 -0.23 -0.34 -0.22 -0.36 0.35 0.35 0.38 0.34 0.33 0.38 0.45 0.49 
(B∕G)×(B∕R) 0.17 0.59* 0.21 0.66* 0.29 0.34 0.31 0.35 -0.43 -0.49* -0.42 -0.47 -0.63* -0.65* -0.62* -0.64* 
(B∕G)×(B∕N) -0.30 -0.27 -0.39* -0.29 0.03 0.19 0.08 0.23 -0.38 -0.35 -0.40 -0.38 -0.55* -0.59* -0.57* -0.60* 
(B∕G)×(R∕G) 0.32 0.68* 0.35 0.71* 0.44 0.52 0.43 0.51 -0.16 -0.31 -0.14 -0.29 0.05 -0.12 0.04 -0.12 
(B∕G)×(R∕N) -0.42* -0.63* -0.46* -0.59* -0.08 0.14 -0.08 0.13 -0.29 -0.20 -0.32 -0.24 -0.49 -0.54* -0.49 -0.53* 
(B∕G)×(NIR∕B) 0.54* 0.73* 0.52* 0.82* 0.58* 0.35 0.54* 0.31 0.26 0.12 0.23 0.09 0.48 0.49 0.47 0.48 
(B∕G)×(NIR∕G) 0.46* 0.71* 0.48* 0.84* 0.73* 0.58* 0.65* 0.53* -0.03 -0.21 0.00 -0.18 0.33 0.32 0.33 0.32 
(B∕G)×(NIR∕R) 0.41* 0.67* 0.46* 0.83* 0.66* 0.51 0.58* 0.46 -0.20 -0.37 -0.16 -0.33 0.06 0.07 0.07 0.08 
(B∕R)×(B∕N) -0.33 -0.34 -0.44* -0.36 0.00 0.14 0.05 0.19 -0.38 -0.35 -0.42 -0.39 -0.54* -0.57* -0.57* -0.59* 
(B∕R)×(G∕R) -0.06 0.21 -0.04 0.26 0.16 0.18 0.19 0.21 -0.45 -0.48 -0.45 -0.47 -0.57* -0.57* -0.59* -0.58* 
(B∕R)×(G∕N) -0.44* -0.66* -0.54* -0.67* -0.16 0.01 -0.15 0.02 -0.34 -0.26 -0.39 -0.33 -0.51* -0.53* -0.55* -0.56* 
(B∕R)×(NIR∕R) 0.33 0.60* 0.41* 0.78* 0.58* 0.42 0.51 0.38 -0.32 -0.47 -0.30 -0.44 -0.24 -0.20 -0.27 -0.23 
(B∕N)×(G∕N) -0.40* -0.75* -0.53* -0.77* -0.26 -0.04 -0.31 -0.09 -0.23 -0.12 -0.32 -0.21 -0.47 -0.50* -0.51* -0.52* 
(B∕N)×(R∕N) -0.39* -0.75* -0.51* -0.75* -0.23 0.00 -0.29 -0.06 -0.21 -0.09 -0.28 -0.16 -0.46 -0.50* -0.48 -0.51* 
(G∕B)×(G∕R) -0.37* -0.72* -0.35 -0.71* -0.42 -0.49 -0.43 -0.51 0.13 0.28 0.14 0.29 -0.03 0.12 -0.04 0.12 
(G∕B)×(G∕N) -0.44* -0.85* -0.48* -0.84* -0.56* -0.46 -0.65* -0.53* -0.03 0.14 0.00 0.18 -0.33 -0.32 -0.33 -0.32 
(G∕B)×(R∕B) -0.24 -0.69* -0.21 -0.66* -0.32 -0.36 -0.31 -0.35 0.39 0.44 0.42 0.47 0.60* 0.62* 0.62* 0.64* 
(G∕B)×(R∕N) -0.41* -0.82* -0.46* -0.83* -0.50 -0.40 -0.58* -0.46 0.12 0.29 0.16 0.33 -0.09 -0.10 -0.07 -0.08 
(G∕B)×(NIR∕B) 0.47* 0.30 0.39* 0.29 -0.13 -0.27 -0.08 -0.23 0.42 0.40 0.40 0.38 0.57* 0.59* 0.57* 0.60* 
(G∕B)×(NIR∕R) 0.47* 0.53* 0.46* 0.59* 0.08 -0.13 0.08 -0.13 0.35 0.27 0.32 0.24 0.48 0.52* 0.49 0.53* 
(G∕R)×(G∕N) -0.46* -0.80* -0.53* -0.80* -0.53* -0.34 -0.56* -0.36 -0.25 -0.13 -0.31 -0.19 -0.47 -0.48 -0.51* -0.51* 
(G∕R)×(NIR∕R) 0.35 0.55* 0.41* 0.70* 0.45 0.20 0.41 0.15 -0.18 -0.36 -0.16 -0.33 0.05 0.12 0.06 0.13 
(G∕N)×(R∕N) -0.39* -0.78* -0.51* -0.81* -0.44 -0.21 -0.52 -0.28 -0.14 0.00 -0.17 -0.02 -0.42 -0.45 -0.42 -0.44 
(R∕B)×(R∕G) 0.01 -0.30 0.04 -0.26 -0.21 -0.23 -0.19 -0.21 0.43 0.45 0.45 0.47 0.59* 0.57* 0.59* 0.58* 
(R∕B(×(R∕N) -0.36* -0.75* -0.41* -0.78* -0.44 -0.34 -0.51 -0.38 0.27 0.41 0.30 0.44 0.29 0.26 0.27 0.23 
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(R∕B)×(NIR∕B) 0.54* 0.38* 0.44* 0.36 -0.11 -0.23 -0.05 -0.19 0.43 0.41 0.42 0.39 0.58* 0.59* 0.57* 0.59* 
(R∕B)×(NIR∕G) 0.61* 0.64* 0.54* 0.67* 0.14 -0.04 0.15 -0.02 0.43 0.37 0.39 0.33 0.57* 0.57* 0.55* 0.56* 
(R∕G)×(R∕N) -0.38* -0.72* -0.41* -0.70* -0.36 -0.11 -0.41 -0.15 0.13 0.30 0.16 0.33 -0.07 -0.14 -0.06 -0.13 
(R∕G)×(NIR∕G) 0.57* 0.72* 0.53* 0.80* 0.59* 0.38 0.56* 0.36 0.36 0.25 0.31 0.19 0.54* 0.53* 0.51* 0.51* 
(NIR∕B)×(NIR∕G) 0.58* 0.60* 0.53* 0.77* 0.36 0.13 0.31 0.09 0.39 0.30 0.32 0.21 0.53* 0.54* 0.51* 0.52* 
(NIR∕B)×(NIR∕R) 0.54* 0.58* 0.51* 0.75* 0.35 0.10 0.29 0.06 0.34 0.23 0.28 0.16 0.48 0.50* 0.48 0.51* 
(NIR∕G)×(NIR∕R) 0.47* 0.57* 0.51* 0.81* 0.60* 0.35 0.52 0.28 0.19 0.03 0.17 0.02 0.42 0.44 0.42 0.44 
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Appendix G: Scatterplots of models presented in section 4.4 
 
Figure G1: “Optimal” chl-a regression plots for all regions. Optimal is defined as algorithms exhibiting the highest R and free of 
confounding signals 
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Figure G2: B×NIR chl-a regression plots for all regions 
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Figure G3: (G∕R)×NIR chl-a regression plots for all regions.  
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Figure G4: (R∕B)×NIR chl-a regression plots for all regions 
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Figure G5: (G×R)×NIR chl-a regression plots for all regions 
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Figure G6: G×R chl-a regression plots for all regions 
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Figure G7: R∕NIR chl-a regression plots for all regions 
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