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ABSTRACT 
Two research problems involving the class of discrete-time signaIs bounded in 
magnitude are addressed in this thesis. The first problem concerns robust stabil-
ity of systems with repeated, structured, linear time-varying, and induced-t'oo-norm 
bounded perturbations. The second problem consists in the design of an fI-optimal 
controller that allows for flexible management of the tradeoff between the ability 
of a system to attenuate disturbance signaIs versus its expected worst peak-to-peak 
amplification. Original solutions to both problems are provided and their efficiency 
is assessed with examples and applications. 
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ABRÉGÉ 
Deux problèmes de recherche ayant pour objet la classe des signaux discrets 
limités en amplitude sont examinés dans cette thèse. Le premier problème concerne 
la stabilité robuste de systèmes qui comprennent des perturbations répétées, struc-
turées, linéaires, variant dans le temps, et ayant une norme-foo-induite limitée. Le 
deuxième problème consiste à l'élaboration d'une loi de commande fI-optimale ca-
pable de gérer le compromis entre l'habileté d'un système à atténuer les signaux 
exogènes perturbateurs versus son pire gain sommet-à-sommet potentiel. Des solu-
tions originales sont proposées pour ces problèmes et leur efficacité est démontrée 
par des exemples et des applications. 
vi 
ORIGINALITY AND CONTRIBUTIONS 
The work presented in the thesis has been carried out almost entirely by the 
doctoral student alone. This includes the following theoretical contributions and 
applications. 
Theoretical Contributions: 
• Development of two sufficient conditions for robust .eoo-stability of systems with 
repeated perturbations and demonstration of their superiority over the popular 
scaled small gain theorem; see [25], [30], and [27]. 
• Development of a domain reduction procedure that decreases the computa-
tional complexity of the previous two sufficient conditions; see [24] and [27]. 
• Development of a necessary condition for robust .eoo-stability of systems with 
repeated perturbations that allows to estimate the quality of the abovemen-
tioned pair of sufficient conditions; see [23] and [26]. 
• Development of a methodology for the design of .el-optimal controllers with 
flexible disturbance rejection level; see [19] and [20]. 
• Re-derivation of several classical results and development of new results on 
robust .eoo-stability using the topological separation theory (TST); see Chapt ers 
3 and 4 in the thesis. 
Applications: 
• Design of a robust controller for a heat exchanger system with .eoo-performance 
objectives and repeated perturbations; see [21] and [22]. 
vii 
• Robust t'oo-stability analysis of a noisy electronic circuit with repeated pertur-
bations; see [29] and [28]. 
• Implementation of a branch-and-bound algorithm to compute the global opti-
mum of a scaled t\-norm problem; see [25] and [27]. 
• Design of an t'oo-performant controller for a homing missile application; see 
[18]. 
• Design of an t'l-optimal controller with flexible disturbance rejection level for 
an active-suspension system; see [19] and [20]. 
Vlll 
LIST OF PUBLICATIONS 
Refereed Journal Papers: 
[19] P. Cadotte, S. Mannor, H. Michalska, and B. Boulet. Design of .el-Optimal 
Controllers with Flexible Disturbance Rejection Level. IEEE Transactions on 
Automatic Control, 51 (5), 2005. To appear. 
[21] P. Cadotte, H. Michalska, and B. Boulet. Design of a Robust Controller for 
a Heat Exchanger System with .eoo-Performance Objectives and Repeated Per-
turbation. WSEAS Transaction on Systems, 3 (5): 2092-2097, 2004. 
[26] P. Cadotte, H. Michalska, and B. Boulet. A Necessary Condition for Robust 
.eoo-Stability of Systems with Repeated Perturbations. IEEE Transactions on 
A utomatic Control, 2005. Accepted with modifications. 
[27] P. Cadotte, H. Michalska, and B. Boulet. New Sufficient Conditions for Robust 
.eoo-Stability of Systems with Repeated Perturbations. IEEE Transactions on 
Automatic Control, 2005. Accepted with modifications. 
[29] P. Cadotte, H. Michalska, and B. Boulet. Robust Stability Analysis of an 
Electronic Circuit System with .eoo-Performance Objectives and Repeated Per-
turbations. WSEAS Transaction on Systems, 6 (4): 726-735, 2005. 
Refereed Conference Papers: 
[18] P. Cadotte, D. Dionne, and H. Michalska. A Robust Output-Feedback Guid-
ance Law for Homing Missiles .el-Norm Optimization Theory. IEEE Conference 
on Control Applications, pages 1343-1348, 2005. 
[20] P. Cadotte, S. Mannor, H. Michalska, and B. Boulet. Design of .el-Optimal 
Controllers with Flexible Disturbance Rejection Level. IEEE American Control 
Conference, 2006. To appear. 
[22] P. Cadotte, H. Michalska, and B. Boulet. Design of a Robust Controller for 
a Heat Exchanger System with €oo-Performance Objectives and Repeated Per-
turbations. WSEAS CSCC Multiconference, 2004. 
[23] P. Cadotte, H. Michalska, and B. Boulet. A Necessary Condition for Robust 
t'oo-Stability of Systems with Repeated Perturbations. IEEE Conference on 
Decision and Control, pages 1352-1357, 2004. 
[24] P. Cadotte, H. Michalska, and B. Boulet. Computational Aspects of a Crite-
rion for Robust €oo-Stability of Systems with Repeated Perturbations. IEEE 
American Control Conference, pages 4301-4302, 2005. 
ix 
[25] P. Cadotte, H. Michalska, and B. Boulet. An Improved Sufficient Condition for 
Robust foo-Stability of Systems with Repeated Perturbations. IEEE American 
Control Conference, pages 3409-3414, 2005. 
[28] P. Cadotte, H. Michalska, and B. Boulet. Robust foo-Stability Analysis of 
Systems with Repeated Perturbations: A Case Study. WSEAS CSCC Multi-
conference, 2005. 
[30] P. Cadotte, H. Michalska, and B. Boulet. A Decomposition Approach to Ro-
bust t'oo-Stability Analysis of Systems with Repeated Perturbations. IEEE 
American Control Conference, 2007. Submitted. 
x 
DEDICATION . . . . . . . 
ACKNOWLEDGEMENTS 
ABSTRACT 
ABRÉGÉ .. 
TABLE OF CONTENTS 
ORIGINALITY AND CONTRIBUTIONS 
LIST OF PUBLICATIONS 
LIST OF TABLES. 
LIST OF FIGURES 
LIST OF ACRONYMS 
LIST OF SYMBOLS . 
1 Introduction ... 
1.1 Background 
1.1.1 General Control Framework 
1.1.2 SignaIs Bounded in Magnitude 
1.1.3 Robust Stability . . . . . . . . 
1.2 Motivation for the Research Reported in this Thesis 
1.2.1 Robust foo-Stability of Closed-Loop Systems . 
1.2.2 Improved Nominal fI-Optimal Design Approach 
1.3 Outline of the Thesis .................. . 
2 Problem #1: Robust Stability of Systems with Norm Bounded Structured 
11 
lU 
v 
VI 
vii 
IX 
XV 
XVI 
XVlU 
XIX 
1 
1 
2 
3 
5 
6 
6 
7 
9 
Perturbations . . . . . 10 
2.1 Structured N orm 10 
xi 
3 
4 
2.2 
2.3 
2.4 
2.5 
A Robust Stability Analysis Problem 
Scaled Small Gain Theorem . . . . . 
Admissible Classes of Perturbations . 
Equivalence between Stability and Performance 
11 
12 
13 
14 
Robust €oo-Stability of Systems: A Topological Separation Approach 17 
3.1 Main Stability Theorem ................... 17 
3.2 Important Auxiliary Lemmas ................ 20 
3.3 Rederivation of Classical Results on Robust Poo-Stability of 
Systems using the TST. . . . . . . . . . . . . . . . . . . 21 
3.3.1 Systems with Unstructured Perturbations. . . . . . 22 
3.3.2 Systems with Independant Structured Perturbations 23 
3.3.3 Systems with Repeated Structured Perturbations. . 25 
3.3.4 Systems with Memoryless Repeated Structured Perturbations 27 
New Criteria for Robust €oo-Stability of Systems with Repeated Pertur-
bations ................................. . 33 
4.1 Sufficient Conditions for Robust €oo-Stability of Systems with 
Repeated Perturbations . . . . . . . 
4.1.1 Augmented Sufficient Condition ........ . 
4.1.2 Parallel Sufficient Condition . . . . . . . . . . . 
4.1.3 Parallel Versus Augmented Sufficient Conditions 
4.1.4 Computational Aspects of the Sufficient Conditions 
4.1.5 Pro of of Theorem 4.1.1 
4.1.6 Proof of Theorem 4.1.3 .... . 
4.1.7 Pro of of Theorem 4.1.5 .... . 
33 
34 
36 
38 
40 
41 
42 
43 
4.2 Importance of the New Contributions: A Justifying Example 
Problem . . . . . . . . . . . . . . . . . . . . . . . 45 
4.2.1 Justifying Example Problem Statement . . . . . 45 
4.2.2 Solution of the Standard Sufficient Condition . . 46 
4.2.3 Solution of the Augmented Sufficient Condition. 49 
4.2.4 Solution of the Parallel Sufficient Condition. 49 
4.2.5 Discussion of Results . . . . . . . . . . . . . 50 
4.2.6 Pro of of Property 4.2.1 . . . . . . . . . . . . 52 
4.2.7 Details of the Branch-and-Bound Algorithm 53 
4.3 Application of the Augmented and Parallel Sufficient Conditions 
to Robust €2-Stability Problems . . . . . . . . . . . . . . . . .. 59 
xii 
5 
6 
7 
4.3.1 A Robust f 2-Stability Problem . . . . . . . . . . . . . . 59 
4.3.2 Proof of Proposition 4.3.1 Related to the Augmented 
Sufficient Condition . . . . . . . . . . . . . . . . . . . 60 
4.3.3 Proof of Proposition 4.3.1 Related to the Parallel Sufficient 
Condition . . . . . . . . . . . . . . . . . . . . . . . .. 62 
4.4 A Necessary Condition for Robust foo-Stability of Systems with 
Repeated Perturbations . . . . . . . . . . . . . . . . . . . .. 64 
4.4.1 A Necessary Condition . . . . . . . . . . . . . . . . . .. 64 
4.4.2 Guidelines to Reduce the Number of Optimization Variables 65 
4.4.3 An Example Problem . . . . . . . . . . . . 68 
4.4.4 Proof of Theorem 4.4.1 . . . . . . . . . . . 70 
4.4.5 Remark on MIMO Perturbation Sub-blocks 77 
Problem Statement #2: Design of fI-Optimal Controllers with Flexible 
Disturbance Level ........... . 
5.1 
5.2 
5.3 
Quasi-Robust Linear Programming 
A Standard fI-Optimal Controller Synthesis Approach 
A Flexible Controller Synthesis Problem .. . . . . . . 
Solution to the Design of fI-Optimal Controllers with Flexible Distur-
bance Rejection Level . . . . . . . . . . . . . . . . . . . . . . . . 
79 
79 
83 
86 
89 
6.1 An LP Solution to the Flexible Controller Synthesis Problem 89 
6.2 Probability of Disturbance Rejection Failure . . . . . . . . . 91 
6.3 Example Problems ....................... 94 
6.3.1 Disturbance Rejection Problem with an Arbitrary System 94 
6.3.2 Common fI Multiblock Problem 99 
6.4 Proof of Theorem 6.1.1 102 
Examples of Applications .. 
7.1 
7.2 
Homing Missile Problem 
7.1.1 Overview ..... 
7.1.2 Modeling and Performance Objectives 
7.1.3 Controller Synthesis 
7.1.4 Numerical Results .......... . 
Heat Exchanger System. . . . . . . . . . . . 
7.2.1 Presentation of the Experimental Setup 
7.2.2 Controller Synthesis and Simulation Results 
Xlll 
107 
107 
108 
110 
112 
117 
122 
123 
126 
8 
7.3 
7.4 
Noisy Electronic Circuit ............. . 
7.3.1 The Non-Inverting Op-Amp Configuration 
7.3.2 Noise Reduction Problem ......... . 
7.3.3 Performance Objectives and Operating Conditions 
7.3.4 A Linear Model of the Circuit 
7.3.5 Numerical Results . . . . 
Active Suspension System . . . . . . 
7.4.1 Active Suspension Model . . . 
7.4.2 Controller Synthesis and Numerical Results . 
Conclusion. 
8.1 
8.2 
Summary of Research . 
Future Research .. 
A N onsmooth Optimization 
A.1 A General Optimization Problem 
A.2 Nonsmooth Search Direction Procedures 
A.2.1 Cutting Plane Search Direction. 
A.2.2 Space Dilation Search Direction 
References . . . . 
xiv 
130 
132 
132 
135 
136 
140 
143 
143 
146 
149 
149 
151 
153 
153 
156 
157 
164 
169 
LIST OF TABLES 
Table page 
4-1 Comparison of the Sufficient Conditions in Terms of their Cost Values 50 
4-2 Upper and Lower Bounds Estimations 69 
6-1 Poles and Zeros of P and W 95 
7-1 Simulation parameters . . . . 120 
7-2 Summary of Synthesis Results 127 
7-3 Parameter Settings. . . . . . . 136 
7-4 Best Upper and Lower Bounds 140 
7-5 Details of the Upper Bounds of Parameter Set #3 141 
7-6 Details of the Lower Bounds of Parameter Set #3 142 
xv 
LIST OF FIGURES 
Figure page 
1-1 The general control framework. 2 
2-1 The disturbed M ~-loop. . . . . 10 
2-2 Equivalence between stability and performance. 15 
3-1 The disturbed M ~-loop. . . . . . . . . . . . . . 18 
3-2 A multiplier scheme for the memoryless repeated structured pertur-
bations case. .................. 32 
4-1 Results using the branch-and-bound algorithm. . 48 
4-2 The M ~-loop with one disturbance input. 73 
5-1 A controller synthesis framework. . . . 84 
6-1 A disturbance rejection block diagram. 94 
6-2 Disturbance rejection tradeoff options. 97 
6-3 Disturbance rejection tradeoff options (logarithmic). 98 
6-4 A common multiblock problem block diagram. 99 
6-5 Common multiblock problem tradeoff options. 101 
7-1 A block diagram of the terminal interception problem. 111 
7-2 Nominal simulation results using the e1 controller. 118 
7-3 Required lethal radius to guarantee SSKP=0.95. 121 
7-4 Heat exchanger experimental setup. 123 
7-5 Simulation results. 129 
xvi 
7-6 The op-amp non-inverting configuration and its equivalent mathe-
matical model. ............................. 132 
7-7 The original noisy circuit, the corresponding noise reduction circuit, 
and the equivalent mathematical model of the noise reduction circuit. 134 
7-8 Typical robust performance block diagram for the noise reduction 
circuit. . . . . . . . . . . 
7-9 PSpice simulation results. 
7-10 Active suspension diagram .. 
7-11 Active suspension tradeoff options. 
A-1 Smooth versus nonsmooth optimization algorithms. 
A-2 Graphical illustration of a cutting-plane SD problem. 
A-3 The space dilation concept .. 
A -4 The space dilation operator. 
xvii 
137 
144 
145 
147 
156 
158 
165 
167 
LIST OF ACRONYMS 
BBA Branch-and-Bound Algorithm 
BIBO Bounded-Input Bounded-Output 
DGL DifferentiaI Game Law 
FIR Finite Impulse Response 
LFT Linear Fractional Transformation 
LHS Left Hand Side 
LMI Linear Matrix Inequality 
LP Linear Programming 
LTI Linear Time-Invariant 
LTV Linear Time-Varying 
MIMO Multi-Inputs Multi-Outputs 
I\PC N ormalized Performance Cost 
PN Proportional Navigation 
RFP Rejection Failure Probability 
RHS Right Hand Side 
SD Search Direction 
SISO Single-Input Single-Output 
SSKP Single Shot Kill Probability 
TST Topological Separation Theory 
xviii 
LIST OF SYMBOLS 
Sets 
Z Set of aH integers. 
Z+ Set of an positive integers. 
Z* Set of an nonnegative integers. 
Il{ Set of an real numbers. 
Il{+ Set of an positive real numbers. 
lAI Cardinality of the set A 
Vectors & Matrices 
ith entry of the vector (or signal) a 6. [al'" anf. 
ilh entry of the matrix (or system) A 6. [Aij ]iE{1, ... ,m}. jE{l, ... ,n} 
ith row of the matrix (or system) A. 
i th column of the matrix (or system) A. 
1 J th MIMO block of the partitioned matrix (or system) 
A 6. [AI J] lE {l, .,m}. 
JE{l, .. ,n} 
Omxn Zero matrix of dimension m x n. 
In Identity matrix of dimension n x n. 
A T Transpose of the matrix (or system) A. 
AH Conjugate transpose of the matrix A. 
p(A) Spectral radius of the square matrix A. 
xix 
lAI Entry-wise absolute value of the matrix A. 
lA J Floor function, rounds every entries of the real matrix A to the 
nearest integer value towards minus infinity. 
sgn(A) Sign function, rounds every entries of the real matrix A to the 
nearest ±1 integer value. For the case when Aij = 0, sgn(Aij ) = 1. 
mod(A, b) Modulo function, remainder in the division by the real number bof 
every entries of the real matrix A. 
dim(a) Dimension of the vector a, e.g., dim( a) = n wh en a E IRn. 
Signal Spaces 
{s(k)}~o Infinite sequence characterizing the signal s. 
fp fp /:::, fp[O, 00), the space of all signaIs equipped with the norm 
fI fI /:::, fIlO, 00), space of all absolutely summable signaIs. 
f 2 f 2 /:::, f 2[0, 00), space of an signaIs bounded in energy. 
foo foo /:::, foo[O, 00), space of an signaIs bounded in magnitude. Note 
00 n 
Ilsllp Ilsllp /:::, L L ISi(k)lp, the p-norm of signal s E f;. 
k=O i=O 
00 n 
II s l11 Iisiii /:::, L L ISi(k)l, the I-norm of signal s E f~. 
Ilslloo 
k=Oi=O 
00 n 
IIsl12 /:::, 2 L L ISi(k)12, the 2-norm of signal s E f2. 
k=O i=O 
Ilslloo /:::, sup max ISi(k)l, the oo-norm of signal s E f~. 
k~O iE{I, ... ,n} 
xx 
Systems 
{ 5 ( l)} ~o lm pulse response of LTI causal system 5. 
{5(k, l)}kEZ. Impulse response of LTV causal system 5. 
lEZ. 
5 * s Convolution between system 5 and signal s, where s(k) = 0 for 
S(z) 
S(je) 
11511p-ind 
IISIIA 
Fz(P, Q) 
k 
every k < O. If 5 is LTV and causal, (5 * s)(k) /). L 5(k, l)s(l). If 
1=0 
k 
5 is LTI and causal, (5 * s)(k) /). L 5(l)s(k -l). 
z=o 
A /). 00 • 5(z) = L 5(k)z-k, the Z-transform of LTI causal system 5 (slm-
k=O 
ilar for signal s). 
00 
Sue) /). L 5(k)e- j ()k, the discrete-time Fourrier-transform 
k=O 
(S (z) 1 z=ej8 ) of LTI causal system 5 (similar for signal s). 
11511p-ind /). sup 11~~Î?"p, the induced p-norm of system S(s) : fi.; 1---> 
syéO p 
fi.:;:. The system S is said to be t'p-stable if IISllp-ind < 00. 
n 00 
115111 /). . max L L 15ij (k)l, the fi.l-norm of LTI causal sys-
lE{l, ... ,m} j=l k=O 
tem S. For such systems, IISlloo-ind = IISI11' see [37], and 
IIS111-ind = 115T lh, see [94]. 
IISlloo /). sup J p(S(je)SH(je)), the 'Hoo-norm of LTI causal sys-
()E[0,27r] 
tem S. For such systems, IIS112-ind = IISlloo, see [97]. 
IISIIA /). IISI11' the A-norm of LTI causal system S. 
Fz(P, Q) /). pU + P12Q(I - p22Q)-1 p21, the lower LFT of P by 
Q, where P is a system partitioned as P /). [Pl J] IE{1,2} and Q is of 
JE{1,2} 
dimension compatible with p22. 
xxi 
Fu(P, R) Fu(P, R) b. p22 + p21 R(I - plI R)-l p12, the upper LFT of P by 
R, where P is a system partitioned as above and R is of dimension 
compatible with plI, 
xxii 
CHAPTER 1 
Introduction 
B OUNDED-input bounded-output (BIBO) stability is a central concept of con-trol systems. It involves the study of signaIs bounded in magnitude. The key 
characteristic of these signaIs, i.e., the supremum of the magnitude, is easy to discern 
as compared with other signal attributes such as the energy, for example. As a result, 
BIBO stability is considered by many as one of the most natural and intuitive defin-
itions of stability. The main issues addressed in this thesis are an closely connected 
with this notion of stability of systems towards signaIs bounded in magnitude. 
This chapter highlights the importance of persistent signaIs in the field of control 
systems and motivates the research avenues retained in this thesis. Background ma-
terial relevant to both control systems in general and persistent signaIs in particular 
is provided in Section 1.1. Justifications and motivations for the research presented 
in this thesis are then given in Section 1.2. 
1.1 Background 
A general control framework is first presented in this section together with a 
number of important definitions relevant to control systems. The analysis is then 
narrowed to the class of signaIs bounded in magnitude and the concept of robust 
stability. 
1 
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v w 
d----+I G I----.... z 
u y 
K 
Fig. 1-1: General control framework, where G is an augmented plant, K is a controller, .6. is a 
perturbation, d is a disturbance, z is a performance signal, u is a command, y is a measured signal, 
v is a perturbed signal and w is a signal to be perturbed. 
1.1.1 General Control Framework 
Consider the general control framework depicted in Fig.l-l. Such a block di-
agram is widely employed in the control systems literature; see [37], [79], and [97J 
for an extensive summary of results and references relevant to control systems. It 
is composed of three main blocks: the augmented plant G containing the known 
dynamics of the system, the controller K to be designed, and the perturbation block 
~ comprising the unknown or neglected dynamics. Moreover, the perturbation block 
is often assumed to belong to a specifie class of norm-bounded operators. 
The signal d denotes a disturbance signal entering the system, while Z lS an 
output performance signal of the system. The signal z is of great importance for the 
designer as it must satisfy precise performance objectives provided the choice of d is 
restricted to a given class of signaIs. The quality of a design is frequently assessed by 
the help of a cost function as applied to the transfer function between d and z. The 
above framework also takes account of the signaIs u and y which are, respectively, a 
CHAPTER 1. INTRODUCTION 3 
command and a measured signal associated with the controller, as weIl as v and w 
which are, respectively, a perturbed signal and a signal about to be perturbed. 
110st control problems are based on Fig.l-l or one of its degenerate cases. Three 
pairs of confiicting concepts are given below and will prove helpful to discriminate 
between the principal types of control problems. 
Stability versus performance. A performance problem requires that the transfer 
function between d and z satisfies a given performance objective, while a stability 
problem only demands that the who le block diagram remains stable with respect to 
sorne class of signaIs. 
Nominal versus robust. In the present thesis, a nominal problem will refer to the 
absence of a perturbation block, while a robust problem will account for such a block. 
Still, one may always affirm that the solution to a nominal performance problem 
is robust with respect to d, in the sense that z fulfills the required performance 
objectives for every d belonging to a given class of disturbance signaIs. 
Analysis versus synthesis. A synthesis problem implies the design of a con-
troller K satisfying given objectives, while an analysis problem simply requires the 
evaluation of a particular feature of the design. For example, stability analysis and 
performance analysis problems are often encountered. 
1.1.2 SignaIs Bounded in Magnitude 
A signal bounded in magnitude belongs to the fOC) space. In fact, POC) refers to 
the space of aIl discrete signaIs bounded in magnitude, while 1:.= denotes the space 
of aIl continuous signaIs bounded in magnitude. However, in the present thesis, only 
discrete signaIs are considered. 
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SignaIs in foo are useful from a design standpoint as they are able to capture var-
ious operating conditions (associated with d in Fig.1-1). For instance, the variation 
of the elevation of a car driven on an uneven road or a persistent wind gust disturbing 
the fiight path of an airplane are weIl modeled by signaIs in foo. The same can be 
said of the performance level (associated with z in Fig.1-1) complementary to the 
operating condition. For example, peaking overshoots, saturation issues, deviations 
from a time-domain template are aIl easily captured by foo signaIs. 
Control problems involving a system subject to Roo signaIs usually require the 
minimization of its induced-€oo-norm. This is better illustrated on the system of 
Fig.1-1, where it is assumed that the cost function associated with the required 
performance objective is the maximal peak-to-peak gain of the transfer function 
from d to z which must be minimized as to satisfy a given performance threshold. 
In the case of a known LTI system, its induced-€oo-norm is in fact equivalent to 
the €l-norm of its impulse response which is computationally tractable; see [37]. 
This fact led to the popular nominal €l-optimal problem first stated in [89] and 
[4]. Many solutions are proposed to tackle this problem, the preeminent ones being 
those in [38], [58], [42], [40], and [51] which generate an R1-optimal LTI controller. 
Other alternatives are also given. The approaches of [69], [12], and [71] rely on a 
computationally demanding set-invariance technique that yields a static nonlinear 
RI-optimal controller. The solutions of [1] and [17] use the *-norm, an upper bound 
of the f 1 norm. The latter strategy is hence conservative, just as the one in [64] and 
[65] which resorts to the concept of superstability, also a kind of upper bound for the 
€l-norm. 
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1.1.3 Robust Stability 
Robust stability (and performance) problems are usually re-stated as feasibility 
problems involving the computation of a structured norm; see Chapter 2. The struc-
tured norm value of a system can be seen as a value with which it is possible to assess 
its robust stability. However, apart from very simple robust stability problems, the 
exact value of a structured norm is very difficult to compute. A pragmatic strategy 
consists in the development of upper and lower bounds for the structured norm having 
a cheap computational cost. The downside of such technique is the conservativeness 
following from a possible gap between the upper and the lower bound values. It is 
hence important to develop customized strategies to estimate the conservativeness 
associated with a given robustness problems; see [2], [15], and [84]. 
Several contributions deal with robust foo-stability problems involving an LTI 
system together with an induced-foo-norm bounded perturbation block. The prin-
cipal references are briefly introduced below. The simple unstructured perturbation 
case is discussed in [50] and [52]. An important contribution is found in [53] and 
[54], where it is demonstrated how to compute exactly the structured norm of a par-
ticular type of systems with independent structured perturbations. Complementary 
results relevant to independent structured perturbations also appear in [55], [80] and 
[81]. Little is known of the repeated structured perturbations case, apart that it is 
well-suited for the celebrated scaled small gain theorem; see [37]. Finally, there exist 
a number of results concerning various forms of robust foo-stability problems with 
possibly repeated, structured, memoryless perturbations; see [11], [10], [9], [48], [72], 
[85], and [86]. However, only that latter contribution, [86], which is an extension of 
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the result of [50] and [52], is powerful enough to provide a solution to the robust 
stability problem considered in this thesis. 
1.2 Motivation for the Research Reported in this Thesis 
The research efforts summarized in this thesis concern the development of new 
results related to BIBO stability of systems. Two major avenues are considered. 
The first one concerns robust 1'oo-stability of closed-loop systems. It leads to the 
development of sever al original stability criteria relevant to systems with repeated 
perturbations. The second research avenue is to improve the popular nominal 1'1-
optimal approach. It results in a new flexible 1'1-optimal design scheme which allows 
for a tradeoff between the ability of a system to attenuate disturbance signaIs versus 
its expected worst peak-to-peak amplification. 
1.2.1 Robust 1'oo-Stability of Closed-Loop Systems 
The following is a quote from Dahleh's book, [37], concerning the class of pertur-
bations retained for the study of robust stability of systems with LTV perturbations. 
Dahleh is a leading researcher in the field of 1'1 control theory and author of the most 
comprehensive reference on the subject. 
The various blocks in the perturbations are not related, nor dependent. Of 
course, there are some interesting situations in which some blacks may 
be repeated, but they are not discussed here. 
This quote underpins the lack of results concerning systems with repeated dynamic 
perturbations at the time the book was edited and this situation still holds to date. 
In the simpler case considered above when a system is affected by structured, inde-
pendent (Le., not repeated), LTV, and induced-1'oo-norm bounded perturbations, it 
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is shown by Khammash & Pearson, [53] and [54], how to precisely compute the struc-
tured norm value of such systems. A few years later, similar results were proved by 
Shamma, [70], for the induced-f2-norm bounded problem and by Young & Dahleh, 
[93], for the general induced-fp-norm bounded problem. 
An objective of this thesis is to generalize the work of Khammash & Pearson, 
[53] and [54], by addressing the case where the perturbations are structured, re-
peated, LTV, and induced-foo-norm bounded. The main contribution consists in the 
development of several stability criteria which allow a significant reduction in the 
conservativeness associated with this type of problem. Moreover, since problems 
with repeated perturbations are frequent in applications, as they naturaUy arise, for 
example, in models comprising several identical components, the abovementioned 
contributions are further applied to real-world problems; see [21] and [29]. 
In addition, several sufficient conditions for robust foo-stability of systems are 
rederived using the topological separation theory (TST) proposed by Safonov, see 
[66] and [45]. The TST is an elegant technique which facilitates the derivation of 
valid upper bounds for the corresponding structured norm. Indeed, sorne of the 
new abovementioned results concerning repeated perturbations are inspired from 
the TST as weIl as a small improvement to the work of Tannimou & Linnemann, 
[86], regarding memoryless perturbations. 
1.2.2 Improved Nominal f 1-Optimal Design Approach 
As mentioned in Section 1.1, nominal fI-optimal controUer synthesis approaches 
aim at minimizing the worst case peak-to-peak gain of systems disturbed by unknown 
persistent signaIs bounded in magnitude. Moreover, they apply to a large variety 
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of control problems owing to their ability to de al efficiently with time-domain per-
formance objectives; see [38], [51], and [58J for examples of customary fl-oriented 
design techniques. 
Linear programming (LP) problems are well known for their attractive computa-
tional properties; see [88J. However, their inability to handle unknown, but bounded, 
parameter variations have motivated the development of alternate approaches that 
generate solutions with better robustness properties for these perturbed LP prob-
lems; see [8], [82], and [87J. In particular, [8J proposes a quasi-robust strategy (which 
was inspired by previous contributions in the field of robust convex programming; 
see [7J and [41]) that offers an elegant procedure to balance the tradeoff between ro-
bustness to parameter variations and value of the optimal co st for a given perturbed 
LP problem. 
Taking advantage of the fact that fI-optimal design problems can be restated as 
LP problems, a new approach is developed in this thesis that combines the original 
concept of quasi-robust LP developed in [8J with the fI-optimal controller synthesis 
technique of [51J. The new methodology employs a free design parameter allow-
ing for a flexible management of the tradeoff between the ability of a system to 
attenuate disturbance signaIs versus its expected worst peak-to-peak amplification. 
Specifically, decreasing the value of the tradeoff parameter induces a proportion al 
reduction of the estimated worst possible peak-to-peak gain, but, simllltaneollsly, it 
also increases the probability that the system fails to achieve such improved level of 
performance. By adequately adjusting the tradeoff parameter, it is hence possible to 
obtain designs with significantly lower peak-to-peak gains (than those achieved with 
CHAPTER 1. INTRODUCTION 9 
standard l\ -optimization techniques) often at the modest cost of a small probability 
of failure. It is explained in the thesis how this new design technique helps to reduce 
the conservativeness associated with standard fI approach. 
1.3 Outline of the Thesis 
The first problem statement addressed in this thesis which concerns robust sta-
bility of systems with norm-bounded structured perturbations is defined in Chapter 2. 
The TST is introduced in Chapter 3, where several results on robust foo-stability are 
rederived (and also improved in the case of memoryless perturbations). In Chapter 
4, a number of new robust foo-stability criteria for systems with repeated perturba-
tions are presented and analyzed extensively. The second problem, which consists 
in the design of an Pl-optimal controller with flexible disturbance rejection level, is 
stated in Chapter 5 and its solution detailed in Chapter 6. Examples of applications 
are given in Chapter 7. Concluding remarks and summary are found in Chapter 8. 
Useful information on nonsmooth optimization is provided in Appendix A. 
CHAPTER 2 
Problem #1: Robust Stability of Systems with Norm Bounded 
Structured Perturbations 
T HIS chapter contains the essential material relevant to the first of two problems addressed in this thesis. It consists in assessing the robust stability of a closed-
loop system comprising norm-bounded structured perturbations. 
The structured norm definition is presented in Section 2.1, followed by the robust 
stability problem statement in Section 2.2, and the scaled small gain theorem in 
Section 2.3. The admissible classes of perturbations are introduced in Section 2.4, 
while a useful theorem allowing one to establish an equivalence relationship between 
certain stability and performance problems is given in Section 2.5. 
2.1 Structured Norm 
Let the set Ll denote a given class of admissible perturbations carrying all the 
important information relevant to the nature and structure of the perturbations. 
d 
u y 
r M 
Fig. 2-1: The disturbed 1\;[ ~-Ioop, where M is a given system and ~ is a perturbation, u and y 
are inner Ioop signaIs, and d and rare exogenous disturbances. 
10 
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Assume that 6. E A and that M is a system of dimension compatible with 6., as 
illustrated by Fig.2-1. The structured norm of M is then defined as 
SN (M) t:. 1 . 
a,p inf {116.llp-ind: (I - M6.)-1 is not ep-stable} 
llEa 
If for every 6. E A, (1 -M 6.t1 remains ep-stable, then it is assumed that SNa,p(M) = O. 
Recall that the structured norm is not a norm; see [37]. Moreover, note that robust 
ep-stability of the M 6.-loop is independent of the presence of exogenous ep-bounded 
disturbance signaIs entering the loop in additive fashion such as d and r; see [37] and 
[66]. It is hence possible to assume that d = r = O. 
2.2 A Robust Stability Analysis Problem 
Define a baIl of admissible perturbations 
(2.1) 
The indices Î E IR+ and p E Z+ are omitted wh en Î = 1 and p = 00, respectively. 
Problem #1 Let M be a discrete, causal, LTI system of dimension compatible 
with the perturbation block 6. E B; (A), as illustrated in Fig. 2-1. The problem is 
to ascertain robust ep-stability of the M 6.-loop for given p, Î, and A, i.e., to find 
conditions to de termine whether SNa,p(M) ~ Î or SNa ,p(A1) > Î. 
However, in general, it is not possible to compute SNa,p(A1) exactly due to 
the complexity of such a task. Practical approaches hence rely on the development 
of upper and lower bounds for the structured norm that can be cornputed with 
relative ease, but at the cost of introducing sorne conservativeness. Sufficient and 
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necessary robust t'p-stability conditions follow from these upper and lower bounds 
for the structured norm, respectively. 
2.3 Scaled Small Gain Theorem 
The scaled small gain theorem is by far the most popular and widely employed 
sufficient robust t'p-stability condition. For this reason, every new stability condition 
developed in this thesis is compared to the scaled small gain theorem in order to 
assess its quality. 
Theorem 2.3.1 ([37]) Consider the above Problem #1, where M is a dis crete, 
causal, LTI system of dimension compatible with the perturbation block ~ E B;(~), 
as illustrated in Fig.2-1. Under these conditions, if there exists a system D such that 
D ~ = ~D for every .6. E ~ and that 
then the 11/! ~-loop is robustly t'p-stable. 
Corollary 2.3.2 Consider the system of Theorem 2.3.1. The optimizaiion problem 
(2.2) 
yields an upper bound for the structured norm of M, i.e., SN a,p(M) ~ SNa,p(M). 
In general, the optimization problem (2.2) is nonconvex and non-differentiable. 
A notahle exception being when p = 2. It is also important to note that the scaled 
small gain theorem is usually conservative, although it sometimes yields robust t'p-
stability conditions that are necessary and sufficient when very simple classes of 
perturbations ~ are considered. 
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2.4 Admissible Classes of Perturbations 
The classes of perturbations considered in this thesis are listed below in terms of 
their structure and nature. Given the following two sets both comprising n positive 
integers {Pl, ... , Pn} and {ql, ... , qn}, define a generic class of structured perturbations 
Pi 
~str((pl, ql), ... , (Pn, qn)) {o. {diag(~l, ... , ~n) : ~i = diag(~i, .~, ~J, 
~i has qi inputs and qi outputs,i E {l, ... ,n}}, 
as weIl as the following associated degenerate classes 
~ uns ( q) {o. ~ str (1, q), 
~ one (p) {o. ~ str (p, 1), 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
The arguments in parenthesis are sometimes omitted when clear from the context. 
Also define the following complementary classes of perturbations 
~ltv {o. {~ : ~ is causal and LTV}, 
~lti {o. {~ : ~ is causal and LTI}, 
~tvg {o. {~ : ~ is memoryless and time-varying}. 
(2.7) 
(2.8) 
(2.9) 
Observe that, in the above definitions, the subscript and superscript indices refer 
to nature and structure attributes, respectively. As mentioned in §2.1, a given class 
of perturbations ~ is assumed to carry aIl the important information relevant to 
CHAPTER 2. PROBLEM #1: ROBUST STABILITY 14 
both the nature and the structure of the admissible perturbations. Henee, it is often 
convenient to combine the above definitions to generate new classes. For example, 
is a class of strudured perturbations comprising three repeated time-varying gains 
and a two by two causal LTV perturbation block. 
The following partitioning of Ai (partitioning which closely corresponds to that 
of the set ,6.rep (P1, ... ,Pn)) will be used extensively in this thesis. Suppose that M 
n 
has rlM inputs and rlM outputs such that rlM = L PI. It is hence possible to define 
1==1 
M 6. [Ail J] IE{l, ... ,n} , 
JE{l, ... ,n} 
(2.10) 
where AilJ ~ [M0J ] iE{l"pJ}' The above partitioning of M induces a corresponding 
jE{l, ... ,PJ} 
partitioning of its impulse response. For simplicity, the above system M is assumed 
to have an equal number of inputs and outputs. This assumption is not very limiting 
since it is always possible to introduce additional inputs or outputs to augment M 
to the desired dimensions. 
2.5 Equivalence between Stability and Performance 
The following theorem provides an equivalence relationship between the con-
cepts of robust stability and robust performance for sorne particular classes of per-
turbations. This result is important as it offers a way to handle robust performance 
problems within the simpler robust stability framework. 
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-------------GJ-----------
---: ------- --------------.-----.------- ----- --. 
+ G 
K 
M 
Fig. 2-2: Equivalence between stability and performance, where G is an augmented plant, K is a 
controller, M #:. Fz(G, K), ~ is a perturbation, and ~p is the performance block. 
The key idea consists in introducing an additional perturbation block !:1p , de-
noted the performance block, as shown in Fig 2-2. By carefully choosing the ap-
propriate performance block, it is possible to establish a loop structure equivalence 
between the general control framework of Fig 1-1 and the M !:1-loop of Fig 2-1. 
The theorem below presents three common cases for which the abovementioned 
robust stability and performance equivalence holds. Directives for the choice of an 
appropriate performance block are also provided. 
Theorem 2.5.1 ([53, 50, 37]) Define Li l;. diag(!:1,!:1p ) and let M be a discrete, 
causal, LTI system of dimension compatible with Li, as illustrated in Fig.2-2. More-
over, let ~l and ~2 be arbitrary classes of perturbations. 
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i) Assume ~ E Boo(Lll) ç Boo(Llltv) and ~p E B oo (Ll2) :2 Boo(Llü~S); then, 
the robust performance criterion IIFu(A1, ~)lloo ::; 1 holds if and only if the 
/1.1 ÎS.-loop is robustly eoo-stable. 
ii) Assume ~ E B2(Lld ç B 2(Ll ltv ) and ~p E B 2(Ll2) :2 B2(Llü~S); then, the 
robust performance criterion IIFu(M, ~) lb ::; 1 holds if and only if the M ÎS.-loop 
is robustly f!2-stable. 
iii) Assume ~ E B 2(Lld ç B 2(Llltd, and ~p E B 2(Ll2) :2 B2(Llü7S ); then, the 
robust performance criterion IIFu(M,~) 112 ::; 1 holds if and only if the A1 ÎS.-loop 
is robustly f!2 -stable. 
CHAPTER 3 
Robust €oo-Stability of Systems: A Topological Separation Approach 
T HE topological separation theory (TST) is introduced in this chapter and used as a tool to rederive sorne basic robust €oo-stability results. According 
to Safonov, [66] and [45], the TST offers a simple and elegant way to derive upper 
bounds for the structured norm and, consequently, construct valid robust t'p-stability 
sufficient conditions for several robust stability analysis problems such as Problem 
#1. In subsequent chapt ers , more sophisticated applications of the TST aUows for 
the development of new, less conservative, sufficient robust t'oo-stability conditions. 
The core of the TST approach is presented in Section 3.1 in the form of a univer-
saI stability theorem. Sorne auxiliary lemmas adding to the effectiveness of the TST 
approach are next stated in Section 3.2. FinaUy, sorne classical robust €oo-stability 
results are rederived in Section 3.3 (and even improved in the case of memoryless 
perturbations) using a TST approach. Note that further improved criteria involving 
repeated perturbations and inspired by the TST are presented in Chapter 4. 
3.1 Main Stability Theorem 
As mentioned in Problem #1, it is assumed that .A1 is a discrete, causal, LTI 
system, of dimension compatible with the fp-bounded perturbation block ~ : €p 1---+ fp. 
Moreover, ~ E B;(.~), where the class of perturbations .6. is assumed to carry aU 
the important information relevant to the nature and structure of the admissible 
perturbations ~. 
17 
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d 
u y 
r M 
Fig. 3-1: The disturbed l\I ~-Ioop, where NI is a given system, ~ is a perturbation, u and y are 
inner Ioop signaIs, and d and rare exogenous disturbances. 
Again, consider the disturbed M il-Ioop shown in Fig.3~ 1. As mentioned in Sec-
tion 2.1, the presence of exogenous Pp-bounded disturbance signaIs d and r entering 
the loop in an additive fashion do es not alter robust Pp-stability of the loop. With 
respect to the inner loop signaIs u and y, define respectively the graph of il, Qf:,., the 
inverse graph of il, Qi., the set of inverse graphs associated to il, SB~(~), and the 
graph of M, YM, as follows 
Qf:,. t:. {[UT yT]T E Pp : u = il(y)}, 
yi. t:. {[yT uT]T E Pp: u = il(y)}, 
SB~(~) t:. {[yT uTf E yi. : il E B;(Ll)} , 
YM t:. {[yT UT]T E Pp : y = M * u}. 
(3.1) 
(3.2) 
The following theorem is a special case of the main stability theorem of [66], 
because it is assumed that exogenous signaIs may only enter the M il-Ioop in additive 
fashion as illustrated in Fig.3~ 1. 
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Theorem 3.1.1 ([66]) If there exists a functional d : Pp x Pp r---t ffi. such that, 
SB;(~) ç {[yT UT]T E Pp: d([yT UT]T) 2: f(ll[yT uTfllp)}, (3.3) 
YM ç {[yT UT]T E Pp : d([yT UT]T) :::; a}, (3.4) 
where f : ffi.+ r---t ffi.+ is continuo us, strictly increasing, and f(O) = 0, then the M fj.-
loop is robust Pp-stable. 
The term f(11 [yT uT]Tllp) guarantees that the topological separation between YM 
and SB;(~) increases with respect to II[yT uTVllp, i.e., with respect to the distance 
from the origin. Nevertheless, it is permitted to scale down f(11 [yT uT]Tllp) by an 
arbitrarily small coefficient as to tighten the topological separation to any desirable 
level. 
The following is a quote from [66] which provides an intuitive description of 
Theorem 3.1.1: 
In essence, the theorem shows that a multiloop feedback system is closed-
loop stable if there exists a topological separation (into two disjoint sets) of 
the function space on which the system 's dynamical relations are defined, 
the relation for the forward loop lying in one part of the separated space 
and the relation for the feedback loop lying in the other. 
Theorem 3.1.1 suggests a two-step strategy for the development of sufficient· 
conditions for robust fp-stability: 
1) Consider the nature and structure of the given class of perturbations d and 
construct a functional d([yT uTV) which satisfies (3.3). Such d([yT uTV) follows 
from the input-output relations inherent to every fj. E d (it is sometimes 
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desirable to introduee free variables in d([yT UT]T) as shown in subsequent 
paragraphs). 
2) Using the d([yT uT]T) previously found, verify if (3.4) holds for the given system 
111. 
Besides its obvious simplicity and eleganee, a considerable advantage of the 
proposed strategy lies in its ability to narrow the robustness problem at hand to 
the more intuitive task of finding simple relations between y and u (the inputs and 
outputs of D., respectively) which remain valid for every D. E Ll, i.e., which satisfy 
(3.3). The second step relevant to the satisfaction of (3.4) is usually a routine step. 
3.2 Important Auxiliary Lemmas 
The following lemma offers a simple means of merging a variety of sufficient 
conditions, albeit at the priee of an occasion al increase in the conservativeness of the 
resulting stability criterion. It is reminiscent of the S-procedure; see [16]. 
Lemma 3.2.1 ( [16,45]) Let Si = {x E fp : fi(x) 2: O}, fi: fp J------+ IR, and (Ji: fp J------+ 
IR+, where i E {l, ... , n} and n E Z+. Then, the following inclusion holds 
n n n Si ç {X E fp : L (Ji (X) fi (X) 2: O} 
i=l i=l 
for any gzven set {(JI (X), ... , (Jn(X)}. It is sometimes convenient to assume that 
(JI(X) = 1, by scaling. 
The next lemma allows one to substitute an inequality based on summation opcr-
ators into an equivalent inequality based on maximum operators. It will prove helpful 
for the simplification of inequalities involving summations of oo-normed terms. 
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Lemma 3.2.2 Given a, b E lR~, the following statements are equivalent 
n n 
i) 3x E lR~ S.t. ao + L aiXi ::;; bo + L bixi. (3.5) 
i=l i=l 
Moreover, if (3.5) and (3.6) are satisfied for given x and X, then there also exists a 
X satisfying both (3.5) and (3.6). 
ProoJ- First, assume ao ::;; bo, then (3.5) and (3.6) are both satisfied with 
x = x = o. 
Second, assume ao > bo. i) <== ii) part. Assume (3.6) is satisfied by a x such 
valid option here due to the initial assumption), then there exists an a > 1 such 
that x' = (Xl, ... , Xi-l, aXi, XHl' ... , Xn ) satisfies (3.5). Moreover, (3.6) holds with this 
x' as weIl. i) ==} ii) part. Assume (3.5) is satisfied by a given x, then there is at 
Ieast one term in (3.5) satisfying aixi ::;; bixi' Hence, there exists an a > 1 such that 
x' = (Xl, ... , Xi-l, aXi, XHl, ... , Xn ) satisfies (3.6). Moreover, (3.5) holds with this x' 
as weIl. • 
3.3 Rederivation of Classical Results on Robust eoo-Stability of Systems 
using the TST 
This section provides insight on how to use the TST efficiently. Robust eoo-
stability results involving unstructured, indcpendcnt structured, repeated structured, 
or memoryless structured perturbations are rederived (and also improved in the case 
of memoryless repeated perturbations). As suggested by the two-steps strategy of 
Section 3.1, it stands out that stability conditions derived from a TST approach 
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usually follow from very simple and intuitive observations relevant to the behavior 
of the perturbations within a given class. 
3.3.1 Robust t'oo-Stability of Systems with Unstructured Perturbations 
Consider Problem #1 with .6. E B1'(âuns ). It is a weIl known fact that, in 
such case, the scaled small gain theorem provides a necessary and sufficient robust 
t'oo-stability condition, see [37] and [52]. The sufficient part of this condition is 
rederived below using a TST approach. It is an easy exercise which provides a basic 
introduction to the TST strategy. 
From definitions (2.1), (2.3), and (3.1) and (3.2), it follows that 
where f E lR+ is arbitrarily small. It stands out that the functional 
d([yT UT]T) = Ilylloo - rllulloo 
satisfies (3.3) with f(11 [yT UT]Tlloo) = fil [UT yTVlloo. 
Then, according to (3.7), condition (3.4) is satisfied if 
Ilylloo - rllulloo ::; 0 V[yT UT]T E YM 
~ 11ft,1 * ull oo ::; rllulloo Vu E t'oo 
~ IIMIII ::; r· 
(3.7) 
Thus, in agreement with previous results derived from the small gain theorem, 
Theorem 3.1.1 supports the following proposition. 
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Proposition 3.3.1 Consider Problem #1 and assume that ,6. E B1'(Ll uns). If 
IIMIII ::; Î, then the M ,6.-loop is robust f!oo-stable. 
3.3.2 Robust f!oo-Stability of Systems with Independent Structured Per-
turbations 
Consider Problem #1 with,6. E B(Llind(n)), n E Z+. It is shown in [53J and [54J 
that the scaled small gain theorem offers a necessary and sufficient robust f!oo-stability 
condition in that case. Again, the sufficient part of this condition is rederived below 
using a TST approach. This simple development illustrates how to make good use 
of Lemmas 3.2.1 and Lemma 3.2.2 in a TST context. Both lemmas will prove to be 
very useful for the derivation of subsequent criteria. 
From definitions (2.1), (2.5), and (3.1) and (3.2), it follows that 
n 
SB(~ind(n)) = n{[yT UTJT E f!oo : IIYilloo ~ Iluilloo + EII[uf yfJTlloo}. 
i=l 
where E E lR+ is arbitrariIy small. 
By virtue of Lemma 3.2.1, define 
n n 
SB(~ind(n)) ~ {[yT UTJT E f!oo: LO"i(U)(IIYilloo -Iluilloo) ~ E LO"i(U)II[uf yfJTlloo)}, 
i=l i=l 
where O"i : f!p f---+ lR+, i E {1, ... , n}. As a result, the inclusion 
holds for any {O" 1 ( u), ... , 0" n ( u)}. Henee, the functional 
n 
d([yT UTJT) = L O"i(u)(IIYilloo -Iluilloo) (3.8) 
i=l 
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satisfies (3.3) no matter which {O"l(U), ... , O"n(u)} are considered. 
Then, according to (3.8), condition (3.4) is satisfied if there exists {O"l (u), ... , O"n (u)} 
such that 
n L O"i(u)(IIYilloo - Iluilloo) S 0 V[yT UTJT E QM' (3.9) 
i=l 
As presented above, it is difficult to assess the validity of (3.9). It hence motivates 
the development of an alternate formulation. 
From Lemma 3.2.2 (applied to every u) together with the foo-norm definition 
and the relation y = M * u, (3.9) is restated as 
(3.10) 
At the cost of a possible increase in conservativeness, the dependence of O"i on u is 
relaxed and, by virtue of the f 1-norm definition coupled with the appropriate variable 
substitution, the inequality (3.10) is implied by 
(3.11 ) 
which is a computationally tractable condition. 
Thus, in agreement with previous results derived from the scaled small gain 
theorem, Theorem 3.1.1 supports the following proposition. 
Proposition 3.3.2 Consider Prohlem #1 and assume that ~ E B(â1~d(n)). If 
there exists {O"l, ... ,O"n}, O"i E lR+ such that (3.11) is satisfied, then the Mèl-loop is 
robust foo-stable. 
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As mentioned at the very beginning of this subsection, it is shown in [53] that 
the sufficient robust stability condition stated in Proposition 3.3.2 is also neeessary. 
Henee relaxing the dependence of O"i on u is not a source of conservativeness in the 
case of independent structured perturbations. Moreover, the above result extends 
easily to more general classes of perturbations involving MIMO sub-blocks, i.e., when 
3.3.3 Robust foo-Stability of Systems with Repeated Structured Pertur-
bations 
Consider Problem #1 with ~ E B(..6.f::;e(p)). Note that the class of admissible 
perturbations is here limited to LTV. So far, the only noteworthy result pertaining 
to the problem of assessing robust foo-stability of systems with repeated perturba-
tions is the sufficient condition provided by the scaled small gain theorem; see [37]. 
This perennial result is first rederived in this section through the TST and then 
significantly improved upon and complemented in the next chapter. 
For reasons of simplicity, assume that ~ E B(..6.lt~e(2)) and observe that, given 
any d E ][{, the equation 
(3.12) 
holds for every [yT UT]T E SB(Aft~e(2)). Equation (3.12) follows from the simple 
development IIYI +dY21100 > II~I *(YI +dY2) 1100 = II~I *YI +d~2*Y21100 = IluI +dU21100. 
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Based on the above observation, let q E ~+ and define 
q 
SB(~It'~e(p)) t:, n{[yT UT]T E foo : IIDi,:yl/oo 2: IIDi,:ulloo + EII [Di,:u Di,:y]Tlloo}, 
i=l 
(3.13) 
where D E ~qxp and E E ~+ is arbitrarily small. It is straightforward to show that 
the inclusions 
(3.14) 
hold for any D. The first inclusion will prove helpful for the satisfaction of (3.3), 
while the second inclusion ensures that the criterion developed in this subsection 
for repeated perturbations is indeed tighter than the one presented in the previous 
subsection for independent perturbations. 
By virtue of Lemma 3.2.1 applied to the characterization of SB(~lt~e(p)), define 
q q 
SB(~I;~e(p)) ~ {[yT uT]T E foo : L IIDi,:ylloo -IIDi,:ull oo 2: EL Il [Di,:u Di,:y]Tlloo}. 
i=l i=l 
Note that, without loss of generality, the ai E ~+ coefficients are omitted here as they 
are implicitly absorbed by the corresponding Di,: vector. Moreover, the inclusion 
holds and, consequently, the functional 
q 
d([yT UT]T) = L IIDi,:ylloo - IIDi,:ull oo 
i=l 
satisfies (3.3). 
CHAPTER 3. TOPOLOGICAL SEPARATION APPROACH 27 
It is shown below that setting q = p = nM allows to recover the sufficient condi-
tion proposed by the scaled small gain theorem. Indeed, by employing a methodology 
similar to the one presented in §3.3.2, based on Lemma 3.2.2, it is easy to show that 
Theorem 3.1.1 is satisfied if there exists a D E jRPxp such that 
which is itself equivalent to the following computationally tractable criterion 
IIDMD-1111:::; 1. (3.15) 
As a result of the above development, Theorem 3.1.1 yields the following propo-
sition in agreement with the scaled small gain theorem. 
Proposition 3.3.3 Consider Problem #1 and assume that ~ E B(Llft~e(p)). If 
there exists a D E jRPXP su ch that (3.15) is satisjied, then the M fl-loop is robust 
The above result extends easily to more general classes of perturbations in-
volving more than one pattern of repeated 8180 or MIMO sub-blocks, i.e., when 
fl E B(Ârt~(Pl, ... ,Pn)) or ~ E B(Âlf~), respectively. Moreover, the above sufficient 
robust €oo-stability condition for repeated perturbations is conservative, in the sense 
that it is not necessary and sufficient, as opposed to the criterion developed in §3.3.2 
for independent perturbations. This issue is further addressed in Chapter 4. 
3.3.4 Robust €oo-Stability of Systems with Memoryless Repeated St ruc-
tured Perturbations 
Consider Problem # 1 with fl E B (Llf;;; (p)) being a repeated scalar memoryless 
time-varying gain. 80 far, the best known stability criterion for such problems is 
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proposed in [86] by Tannimou & Linnemann. In fact, their stability condition is 
primarily intended for continuous-time systems with memoryless independent struc-
tured perturbations and is shown to be tighter than the condition of Khammash & 
Pearson, [53] and [54]. However, simulation experiments have demonstrated that the 
advantages of Tannimou & Linnemann's contribution carry over to the discrete-time 
case. It hence must be considered a valid, albeit conservative, stability criterion 
for systems involving memoryless repeated structured perturbations. In this subsec-
tion, the results of [86] will be rederived and improved as to better handle repeated 
perturbations. 
For reasons of simplicity, assume that .6. E B(~f~;(1)). It is convenient to define 
a positive time-varying gain 
from which follows the scaled command signal 
- f::, A f::, y+u 
u=uY =-2-' (3.16) 
where U and y are the inner-Ioop signaIs of Fig.3-1. By virtue of (3.16), it is easy to 
see that inequalities such as: 
Ilylloo > Ily - ùll oo, 
Ilylloo > Ily - 2ùll oo, 
112ylloo > 112y - ùll oo 
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hold for every [yT uTjY E SB('~t,',':(l)) with 9 : lR+ f--t lR+ yielding an arbitrarily small 
real number. Upon such observation, one can derive the more general conclusion 
that 
lia * ylloo > lia * y - bull oo (3.17) 
holds for every [yT uT]T E SB(.~t,',':(l)), when a is a LTI system assumed to have an 
inverse a- 1 and b is a real number both satisfying 
(3.18) 
In fact, by scaling, b can be absorbed by a and thus should be removed from (3.17) 
and (3.18). The importance of equation (3.18) and the fact that b is limited to be a 
real number are discussed below. 
Suppose that a = 1 and that bis a LTI system with impulse response {b(O), b(l), ... }. 
Similarly, let {Li (0), Li (1), ... } be the characterization ofthe gains of Li at every time 
instant. Then, in order to satisfy (3.17), it is required that 
Ilylloo > m~x Ily - b * Li * ylloo Vy E foo 
b. 
<===? 1 > m§Lx 118(k) - b * Lilloo-ind 
b. 
00 
Ç:=:? 1 > _ max L Ib(k)Li(k)1 + Il - b(O)Li(k)l, 
b.(k)E]O,l[ k=l 
(3.19) 
where 8(k) is the identity system. By concavity, it appears that, for (3.19) to hold, 
Il - b(O)1 :::; 1 with every b(k #- 0) = O. Renee, bis limited to be a real number. 
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Next, suppose that b is a real number and a is a LTI system with impulse 
response {a(O),a(I), ... }. Also define fj l::. a * y. This time, to satisfy (3.17), it is 
required that 
~ 1 > m~x 118(k) - biS. * a-1 11oo_ind 
Il 
00 
By concavity, it follows that (3.20) always holds when (3.18) is satisfied. 
For the remainder of this development, consider the more general case where 
.6. E B(Ll~~;(p)). The following additional notation will prove to be convenient. Let 
S = diag(Si), Si E lR+, i E {1, ... ,p}, 
A = diag ( Al, ... , Ap), "1 - 2 ( An -11 II :::; 1, i E {1, ... , p} , 
D E lRPxp , 
(3.21a) 
(3.21b) 
(3.21c) 
where A is an LTI system assumed to have an inverse A -1. Also observe that 
SA = AS. 
By virtue of (3.12), (3.16), (3.17), (3.18), (3.21), and Lemmas 3.2.1 and 3.2.2, 
define 
SB(af,';;(p)) ~ {[yT UT]T E Roo : Il (SA) * (Dy) 1100 2: IIS(A * (Dy) - Dy - Du) 1100 
+ fil [UT yT]Tlloo}, 
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where E E lR.+ is arbitrarily small and for which the inclusion 
holds for any S, A, and D. Consequently, the functional 
d([yT uT]T) = Il (SA) * (Dy)lloo -IIS(A * (Dy) - Dy - Du)lloo 
satisfies (3.3). 
It is then easy to show that (3.4) is satisfied if 
II(SA) * (Dy)lloo :::; IIS(A * (Dy) - Dy - Du)lloo \I[yT UT]T E gM 
~ II(AD) * M * ull oo :::; II(AD) * A{ * u - (DM) * u - Dull oo \lu E foo 
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~ IIÂDM(ÂDM - DM - D)-IIIA:::; 1. (3.22) 
Without any loss of generality, the matrix S is absorbed into the matrix D. The last 
equivalence relationship is obtained by a change of variables. Theorem 3.1.1 hence 
supports the following proposition. 
Proposition 3.3.4 Consider Problem #1 and assume that ~ E B(.ô.~~;(p)). If 
there exists a A E fI and a D E lR.pxp such that (3.22) and IIIp - 2A- I lh :::; 1 are 
satisfied, then the M ~-loop is robust foo-stable. 
Observe that when A = Ip, equation (3.22) is equivalent to a scaled small 
gain condition. Moreover, Proposition 3.3.4 exteuds eat-lily to problems involving 
perturbations with multiple repetition pattern such as ~ E B(.ô.~~~(p)). Still, it is not 
clear if the above criterion cau be extended to memoryless perturbations with MIMO 
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1 
~ 1 ...-
+ -
-p--. D-1 ~ M D ---f A 
Fig. 3-2: A multiplier scheme for the memoryless repeated structured perturbations case which 
has the following closed loop expression: ÂDM(ÂDM - DM - D)-l, where every multipliers are 
defined in (3.21). 
subblocks as the presence of time-varying matrices complexify the construction of 
constraint equations of the form (3.18). 
A multiplier framework for (3.22) is given in Fig.3-2. This framework, derived 
using a TST approach, is slightly different from the one proposed by Tannimou & 
Linnemann in [86]. Indeed, their condition inverts the matrix D and the LTI system 
A (which are at the bottom right of the block diagram in Fig.3-2). This subtle 
difference prevents the use of full block matrices within their proposed framework 
and thus limits its efficiency when repeated perturbations are involved. Although 
it is a minor difference, this situation highlights the benefit of employing a TST 
approach that is both rigorous and simple. 
CHAPTER4 
New Criteria for Robust .eoo-Stability of Systems with Repeated 
Perturbations 
T HIS chapter contains several original theoretical contributions concerning ro-bust .eoo-stability of systems with repeated perturbations. As mentioned in 
Section 1.2 of the introduction, the main objective is to generalize the work of Kham-
mash & Pearson, [53J and [54], concerning the stability of systems with structured, 
independent, LTV, induced-.eoo-norm bounded perturbations by addressing the par-
ticular case where the perturbations are possibly repeated. 
The chapter is organized as follows. New sufficient robust .eoo-stability condi-
tions of systems with repeated perturbations are presented in Section 4.1 and their 
superiority over currently known conditions is assessed with a benchmark ex ample 
problem in Section 4.2. It is demonstrated in Section 4.3 that the remarkable ad-
vantages of the new sufficient condition do not carry over to the robust .e2-stability 
case. A first necessary condition for robust .eoo-stability of systems with repeated 
perturbations is given and analyzed in Section 4.4. 
4.1 Sufficient Conditions for Robust .eoo-Stability of Systems with Re-
peated Perturbations 
This section presents and compares two new sufficient conditions for robust .eoo-
stability of discrete-time systems with structured, repeated, LTV, induced-.eoo-norm 
33 
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bounded perturbations. A procedure to reduce the computational effort needed for 
the verification of both conditions is also proposed. 
4.1.1 Augmented Sufficient Condition [25, 27] 
Consider Problem #1 with ~ E B(àft~e(p)). In §3.3.3, it is shown that setting 
q = p = nM in (3.13) recovers the sufficient condition proposed by the scaled small 
gain theorem. The objective of this subsection is to improve upon the TST approach 
of §3.3.3 for the case where q > p = nM with the expectation that such modifica-
tion decreases the conservativeness of the corresponding sufficient condition. Indeed 
observe that increasing q is likely to tighten the inclusion SB(â?t~€(p)) C SB(â?t~€(p)), 
see (3.13) and (3.14), thus reducing the conservativeness of the associated stability 
criterion which follows from Theorem 3.1.1. 
Assume that q = p + na where na E Z+. Using the methodology of §3.3.3, it is 
then straightforward to show that satisfying Theorem 3.1.1 requires the existence of 
a D E IRqxp such that 
(4.1) 
Inequality (4.1) is difficult to assess as is, but, with the introduction of dummy 
variables Ù, Y E ft;p, it is in fact equivalent to 
where D E Rqx q, E l;. diag(Ip,Oq-p), and È l;. diag(Ip, alq_p), a E IR. After an 
appropriate change of variable together with the application of the f 1-norm definition, 
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(4.2) is equivalent to the computationally tractable criterion 
(4.3) 
f::" [M OPX(q-P)] where A1a = 
O(q-p)xp O(q-p)x(q-p) 
Equation (4.3) motivates the development 
of the augmented sufficient condition stated below, but first it will prove convenient 
to let 
denote the set of scaling matrices for any given q E Z+. 
Theorem 4.1.1 Consider Problem #1, where M is a discrete, causal, LTI system 
of dimension compatible with the perturbation block.6. E B (..6..lt~e (p)), as illustrated in 
Fig.2-1. If there exists a na 2: ° and a D E D(nM + na) such that IID1YfaD-llll ::; 1 
is satisfied, see (4.3), then the M.6.-loop is robust eoo-stable. 
Proof The above result is proved differently by the author in [25] and [27] 
without resorting to a TST approach, see §4.1.5. • 
Corollary 4.1.2 Consider the system of Theorem 4.1.1. For any given na 2: 0, the 
optimization problem 
( 4.4) 
is a valid upper boundfor the structured norm of M, i.e., SN~one oo(M) 2: SN1::J..0ne oo(A1). 
ltv ' ltv ' 
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The ab ove result extends easily to more general classes of perturbations in-
volving more than one pattern of repeated 8180 or MIMO sub-blocks, i.e., when 
~ E B(~~t:(Pl, ... ,Pn)) or ~ E B(~fl~), respectively. 
Theorem 4.1.1 will be referred to as the standard sufficient condition when 
na = 0 and to the augmented sufficient condition when na 2: 1. It is shown in §4.2 
that the augmented sufficient condition possesses the desirable property of being less 
conservative as na increases. 
4.1.2 Parallel Sufficient Condition [30, 27] 
The theorem below proposes another new and, in certain cases, much less con-
servative sufficient condition for robust foo-stability of systems with repeated pertur-
bations. This condition is not motivated by a T8T argument. While T8T-inspired 
criteria follow from a careful analysis of the perturbation's behavior, the present 
condition relies on an arbitrary decomposition of the nominal system M into parallel 
interconnection of subsystems. For this reason, the condition itself will be referred 
to as the parallel sufficient condition. 
Theorem 4.1.3 Consider Problem #1 where M is a discrete, causal, LTI system 
of dimension compatible with the perturbation block ~ E B(~l~e(p)), as illustrated 
in Fig.2-1. Assume that /1.1 can be represented by an arbitrary parallel connection of 
np E Z+ subsystems 
CHAPTER 4. NEW CRITERIA FOR ROBUST STABILITY 37 
and define the following set of two (nMrI'P) x (nMnp) systems 
where 
Ml 
MT è:. M 2 p 
M np 
and 
Ml M 2 
MC è:. 
P 
Ml J\I[2 
Under these conditions, if there exists a D E D(npnM) and a Mp E Mp such that 
IID-I Alp Dlll:S; 1, then the AIL:l-loop is robust f.oo-stable. 
Proof: Bee §4.1.6. • 
Corollary 4.1.4 Consider the system of Theorem 4.1.3. For any given partition of 
AI in np ~ 1 parallel subsystems, the optimization problem 
SN~one oo(M) è:. 
lt'v ' 
inf (4.5) 
DE D(rll\fnp) 
MpEMp 
is a valid upper boundfor the structured norm of M, i.e., SN~one oo(.A1) ~ SNf),.one 00(./0,1). 
ltv ' ltv ' 
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The structures of M; and M~ are complementary as it is not possible to recover 
one from another by scaling because, in general, D = 0 happens to be the unique 
solution to the Sylvester-like equation DM; - M~D = 0, where D is a real matrix. 
It is seen that the underlying idea of the new condition is the decomposition of 
the original nominal system M into a number of subsystems interconnected in paral-
leI. In fact, complete freedom is left to the designer in performing this decomposition. 
Whilst there is no precise guide li ne on how to perform it as of yet, our experience has 
strongly suggested that the following rules of thumb yield good results in practice, 
see [30]: i) The parallel decomposition should involve groups of impulses, i.e., each 
subsystem should exhibit a finite impulse response; ii) The matricial impulses with a 
similar pattern of entries should be included in the same subsystem. Moreover, it is 
important to note that a small number of subsystems in the parallel decomposition is 
usually enough for the corresponding parallel sufficient condition to generate results 
which are significantly better than those produced by its standard counterpart. 
As it is the case with the augmented sufficient condition, the above result also ex-
tends easily to more general classes of perturbations such as .6. E B(Ll~t?(Pl, ... ,Pn)) 
or .6. E B(Llli~). Also note that the parallel sufficient condition is equivalent to the 
standard sufficient condition when np = 1, but is shown to be less conservative as np 
increases. The advantages of the parallel sufficient condition over both the standard 
and the augmented suffident conditions will be discussed in §4.1.3 and Section 4.2. 
4.1.3 Parallel Versus Augmented Sufficient Conditions 
The augmented sufficient condition is not a special case of the parallel sufficient 
condition. Still, the aim of this section is to demonstrate that the minimal cost of 
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the parallel sufficient condition is always smaller or equal to that of the augmented 
sufficient condition. 
For simplicity, assume that np = 2 and that Mp = M;. Nevertheless, the 
demonstration below extends easily to more general cases. Define the matrices 
where f E lR+ is an arbitrarily small number. Then, ET is a valid scaling matrix 
that yields 
: ] 
and 
lim ET M;T-1 E-1 = Afa, 
E->Q 
when na = nM. It follows from the above observations that it is always possible to 
choose scaling matrices of the form E and T so that the parallel sufficient condition 
yields a result which is arbitrarily close to the one delivered by a particular version 
of the augmented sufficient condition for which na is a multiple of nM. 
Despite the above observation, it is important to stress that the augmented 
sufficicut condition still remaillsausefultoolforrobustnessanalysis.This is so 
because the parallel and the augmented sufficient conditions are compatible in the 
sense that it is possible to apply them simultaneously. Thus, as the computational 
effort associated with the augmented sufficient condition is usually sm aller than 
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that of the parallel sufficient condition, the resulting overall computational workload 
in such a combined scheme may be significantly decreased without compromising 
conservativeness. 
4.1.4 Computational Aspects of the Sufficient Conditions [24, 27] 
In general, the optimization problems (4.4) and (4.5) associated with the pro-
posed new sufficient condition render a nonconvex optimization problem and there-
fore necessitate the use of global optimization techniques. The associated compu-
tational effort is proportional to the size of the set of scaling matrices, i.e., the 
optimization domain. The following theorem provides a method for significantly 
reducing the cardinality of any do main of scaling matrices without compromising 
global optimality of scaled fI norm problems of the form (4.4) and (4.5). As a result, 
the application of any global optimization technique (that solves such nonconvex 
problems) requires much less computational effort. The procedure for reducing the 
generic set D(nM) is implied by the following result. 
Theorem 4.1.5 There exists a proper subset D(nM) c D(nM) (independent of A1) 
of cardinality ID(nM)1 = ID(nM)I/2nM nM! su ch that 
inf IID-I A1 DilI = _ (nf IID-I A1 Dlh. (4.6) 
DED(n!v[) DED(n!v[) 
Buch a subset can be sought in the form 
Proo!: Follows from the invariance of the fI norm with respect to a particular 
set of orthonormal scaling matrices, see §4.1.7. • 
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The subset fi ( n M) is non-unique. However, the proposed fi ( n M) of the form 
(4.7) has the advantage of being a convex set which, additionally, contains the identity 
scaling matrix. Moreover, recall that it is always possible to assign a fixed value to 
one of the entries of D by virtue of scaling. For example, without loss of generality, 
one can always assume that Dll = 1. 
It is easy to see that Theorem 4.1.5 is compatible with both Theorems 4.1.1 and 
4.1.3 for any given value of na and np (with any valid parallel decomposition of M). 
However, it is possible to reduce even more the computational burden associated 
with scaled t'l-norm problems by taking advantage of the following popular result by 
Khammash & Pearson, [54J, 
lndeed, without loss of generality, one may al ways restate the general scaled t'l-norm 
pro blem as follows 
where D(nM) = {D E D(nM) : Dii = 1, i E {1, ... , nM n. It is easily seen that 
Theorems 4.1.5, 4.1.1, and 4.1.3 remain compatible with the problem formulation 
displayed on the RHS of (4.8). 
4.1.5 Proof of Theorem 4.1.1 
Given n.6,. = nM + na and r E jR+, let the augmented perturbation block .6.a E 
B(dlt~e(nM + na)). Assume that Ma and .6.a are connected in a similar fashion as 
],,1 and .6. in Fig.2-1. Then, from the scaled small gain theorem, see [37], a sufficient 
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condition for robust foo-stability of the Ma.6.a-loop is given by (4.4). Observe that 
for any .6.a E ~lt~e(nM + na) and any D E D(nM + na), the commutativity equation 
.6.aD = D.6.a is also satisfied. Moreover, since JJla and .6.a are both block diagonal, 
robust foo-stability of the Ma.6.a-loop implies robust foo-stability of the M .6.-loop. 
Hence, (4.4) is a valid sufficient condition for the robust foo-stability of the AI.6.-
loop. • 
4.1.6 Proof of Theorem 4.1.3 
For simplicity it is assumed that Aip = M; as it is easy to extend it to include 
the AI; case as weIl. Consider that the perturbation block .6.p E B(~Ùve(nMnp)). It 
is a straightforward exercise to demonstrate that each of the following loop structures 
are all equivalent to their adjacent counterparts 
i) M connected with .6. (as in Fig.2-1) 
ii) [InM'" InMl [MT··· M~V connected with .6. 
iii) .6. [InM ... InMl [MT··· Alrfp V connected with InM 
iv) [InM ··· InMl .6.p [MT··· M~lT connected with InM 
v) .6.p connected with [AIT·· .Alrfp lT [InM' ·.InMl 
vi) .6.p connected with Aip (in a similar fashion as M and .6. in Fig.2-1) 
Recall that the perturbation blocks are LTV and hence commute only with static 
systems. This fact permits to establish the equivalence of iii) and iv). Since con-
dition (4.5) is a sufficient condition for robust foo-stability of the Mp.6.p-loop vi) 
by virtue of the scaled small gain theorem, see [37], it then follows from the above 
list of equivalent loop structures that it is also a valid sufficient condition for the 
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corresponding M 6.-loop. Note that decomposing M into [1\11 ... MnpJ [InM ... InM JT 
instead of [InM ... InMJ [1\1r··· M~V in ii) generates a slightly different Mp than 
the one defined in Theorem 4.1.3, but with similar favorable properties. • 
4.1. 7 Proof of Theorem 4.1.5 
The theorem is proved by constructing a D(nM) with the required properties. 
Define the following two sets of matrices 
0, i i= j 
1, i = j i= p ,p E {1, ... , nAd }, 
-1, 't=J=P 
D là {Dpq E illlnMxnM . E {1 }-J. CP - 1& • p, q , ... , nM ,p Î q, 
1, ij = pq V ij = qp 
Dpq = 
0, ij = pp V ij = qq }. ~J 
1, i = j 1\ (ij =1 pp V ij =1 qq) 
0, i -1= j 1\ (ij -1= pq V ij -1= qp) 
Let DP E Dcs and Dpq E Dcp. Note that the matrix transfer function 1\1 DP is 
equal to a modification of M obtained by multiplying by -1 the pth column of M 
and 1\1 Dpq is equal to another modification of M obtained by permuting the pth and 
the qth columns of M. Furthermore, 
( 4.9) 
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Define Dcs b. {Dl··· Di ... Dn E ]RnM xnM : Di E Dcs, Vn < oo} ; i.e., Dcs 
contains all finite products with, possibly repeated, elements of Dcs. Similarly, 
- b. define Dcp = {Dl··· Di· .. Dn E ]Rn,,\!xnM : Di E Dcp , Vn < oo}. Observe that 
Dcs(::) Dcs) and Dcp(::) Dcp) are finite sets with respective cardinalities of 2nM 
and n M!. Also, the set 
( 4.10) 
where 15(::) Dcs U Dcp) is a finite set of idempotent matrices with cardinality 
2nM nM!. Additionally, from (4.9), any D E 15 satisfies IID-I MDIII = 111HIII. Hence, 
for any given scaling matrix D' E ]RnMxnM , there exists 2nM nM! - 1 scaling matrices 
D = D' D, D E D\Ipl' such that 
(4.11 ) 
This suggests the existence of a minimal subset of scaling matrices where only one 
out of 2nM nM! scaling matrices needs to be considered. Such a subset is constructed 
below. 
Let D E D(nM) be a given scaling matrix. Corresponding to D, there always 
exists a D E Dcs such that DD = D with aIl Dli 2': 0, i E {1, ... , n",d (obtained by 
adequate column sign changes). Additionally, there always exists a D E Dcp su ch 
that DDD = D with Du 2': DI2 ~ •.• ~ DInAI ~ 0 (obtained by suitable column 
permutations). Furthermore, if DE D(nM) is such that IID-1A1DIII = E, for sorne 
E ~ 0, then for the D and D just constructed, IIDDD-1 A1 DDDIII = IID-Ij\,1 DilI = E, 
by virtue of (4.11). 
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The above correspondence between each D E D(nM) and D defines a non-
invertible mapping F : D(nM) r--t D(nM), where D /:, F(D). It follows by con-
struction that D(nM) /:, {D E ~nMxnM : Du 2:: Dl2 2:: ... 2:: DlnM 2:: O}. It is 
also an easy exercise to verify that D(nM) has cardinality ID(n",dlj2nM nML Addi-
tionally, by construction, for each D E D ( n M) there exists a D E D ( n M) such that 
IID-I A1 DilI = IID-I M Dlh, so (4.6) follows. • 
4.2 Importance of the New Contributions: A Justifying Example Prob-
lem [25, 30, 27] 
Robust stability conditions similar to the standard sufficient condition are widely 
employed in the control literature. On the other hand, the augmented and parallel 
sufficient conditions have just been proposed recently by the author. While it is 
a relatively simple task to demonstrate that the parallel sufficient condition yields 
a valid stability criterion for systems with repeated perturbations, it is much less 
obvious to establish that the augmented and parallel sufficient conditions are in fact 
strictly less conservative than their standard counterparts. This issue is addressed in 
this section. 
4.2.1 Justifying Example Problem Statement 
In or der to demonstrate that the augmented and parallel sufficient conditions are 
capable of delivering much less conservative designs than their standard counterparts, 
a simple ex ample problem is introduced as follows. 
Let the ex ample system be 
M= [ z-l Z+l] -~+l Z;l 
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connected to ~ E B')'(Ll?t~e(nM)) as illustrated in Fig.2-1. The value of r for which 
the .1\1 ~-loop system is guaranteed to remain stable is relative to the co st value 
associated with any given criterion employed, see Table 4-1. 
By virtue of Theorem 4.1.1 and 4.1.3, the objective of this section is to prove 
that 
i) there exists a na ~ 1 and a Da E D(nM + na) such that 
(4.12) 
ii) there exists a np ~ 2 (together with a valid parallel decomposition of M) and 
a Dp E D(nMnp) such that 
( 4.13) 
4.2.2 Solution of the Standard Sufficient Condition 
To abridge the notation, define 
E 6. inf IID;l M Dslk 
DsED(nl\1) 
The system M was found to be one of the simplest examples which allows for 
the satisfaction of both (4.12) and (4.13). Still, the resulting optimization problem 
E remains strongly nonconvex with respect to the entries of Ds. As a result, the 
stratcgy adopted to demonstrate that (4.12) and (4.13) hold resides in the application 
of a complex global optimization algorithm (such as the branch-and-bound algorithm 
(BBA), see §4.2.7) to derive an arbitrarily tight lower bound, E, for E. Next, suit able 
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Despite its significant complexity, the use of the BBA is fully justified as there is no 
simpler optimization technique that can yield the lower bound E. 
Recall that a BBA must be performed over a bounded feasible set. The following 
property of the example problem satisfies this requirement without affecting global 
optimality of E. 
Property 4.2.1 For the example considered, if min IID;lMDslh ~ 3.75, then 
DsEDb 
where Db 1':. {D E ]R2x2 : Dll = 1,1 ?: D12 ?: 0, ID2l 1 ~ 4, ID221 ~ 4} is a bounded 
subset of the originally unbounded feasible set D ( n M ) . 
Proof: Follows from Theorem 4.1.5, the fI norm definition, and the second 
triangle inequality; see §4.2.6. • 
The BBA employed here to solve min IID;l M Ds III is based on the reformulation-
DsEDb 
linearization technique presented in [73]; see §4.2.7 for details of the customized BBA. 
The numerical results are displayed in Fig.4-1. It can be se en that 54 iterations of 
the BBA are required before the difference between the best upper bound and the 
worst lower bound reaches the dcsired tolerance (which is set here to 10-4 ). The 
final value of the worst lower bound of E (i.e., E), together with Property 4.2.1, 
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Fig. 4-1: Results using the branch-and-bound algorithm. 
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guarantee that the glOba[l ~ini:;~ :1 JE is no less than 3.4142. lndeed, E yields a 
co st of V2 + 2 at D s = . 
-1 V2-1 
4.2.3 Solution of the Augmented Sufficient Condition 
Extensive simulations led to the conjecture that, given any na E Z+, 
_ inf IID-ll\1aDI11 = 3.3100, ( 4.14) 
DED(nJ\1+na) 
i.e., the existence of a solution with a co st value sm aller that 3.3100 is very unlikely 
even for large values of na ~ 1. Each simulation, carried out with a nonsmooth op-
timization algorithm, [49J, corresponds to a local se arch performed over the LHS of 
(4.14) and initialized by a scaling matrix D chosen randomly inside the domain pro-
posed by Theorem 4.1.5. Given na = 1, one such solution, which yields a cost value 
1.0000 0.4677 0.3041 
of 3.3100, is provided by the scaling matrix D = -0.6656 0.4677 -0.7353 
-1.2546 0.7267 1.6175 
4.2.4 Solution of the ParaUel Sufficient Condition 
Consider the following parallel decomposition 
1'/1 = [1 1 J + [~1 ; J 
-II.! -1 
z z 
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Table 4-1: Comparison of the Sufficient Conditions in Terms of their Cost Values 
Conditions Cost Relative Improvement 
Spectral Radius 4.0000 -132.2% 
Standard 3.4142 0.0% 
Augmented 3.3100 23.5% 
Parallel 3.2123 45.6% 
Necessary 
11
2
.
9712 
1 
For this parallel decomposition, the scaling matrix 
1.0000 0.1734 0.0552 0.0375 
0.8506 -1.6160 0.8230 0.5589 
D= together with Mp = .Ai; guarantees 
-0.0661 -0.1573 0.1796 -1.3203 
0.0833 0.6113 -1.5310 0.4024 
that 
inf IID-1 MpDIIl ::; 3.2123. (4.15) 
DE D(nMnp ) 
MpEMp 
The last solution results from local searches performed over the LHS of (4.15) 
with the help of a nondifferentiable optimization algorithm toolbox; see [49]. Each 
local search is initialized by a randomly chosen scaling matrix D satisfying Theo-
rem 4.1.5. 
4.2.5 Discussion of Results 
The respective cost values obtained using the three sufficient conditions com-
puted in §4.2.2 to §4.2.4 are displayed in Table 4-1, together with the spectral radius 
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condition of [53] and [54] which is computed as follows p = 4 { [ 
IIMulh IIMdlI 1 } 
IIA12IIII IIMdlI 
for the present example. It is important to note that the spectral radius condition 
was initially developed to deal with stability problems involving independent struc-
tured perturbations. It henee remains a valid sufficient condition to assess robust 
stability of systems with repeated perturbations, although it is then often quite con-
servative. However, sinee it is a weIl known result, it is computed here to allow for 
a comparison with the other sufficient conditions which are better suited to handle 
repeated perturbations. 
Table 4-1 also contains the cost value associated with a neeessary robust €oo-
stability condition for the example problem. The cost value of the neeessary condition 
is computed as proposed in Section 4.4. The cost associated with the neeessary 
condition is important as it allows one to compare the quality of the corresponding 
sufficient conditions. 
The relative improvements in the tightness of the sufficient conditions are aIl cal-
culated with respect to the cost value of the standard sufficient condition itself and 
the width of the gap between the cost values achieved by the standard sufficient condi-
tion and the necessary condition, respectively. Specifically, the relative improvement 
following from the application of the augmented sufficient condition is evaluated as 
23.5% = (3.4142 - 3.3100)/(3.4142 - 2.9712) and, similarly, for the parallel sufficient 
condition it rises to 45.6% = (3.4142 - 3.2123)/(3.4142 - 2.9712). For the spectral 
radius condition it results in a loss of -132.2% = (3.4142-4.0000)/(3.4142-2.9712). 
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As expected, the parallei sufficient condition is the least conservative of aIl the 
stability conditions computed in this small example. The present example shows 
that the parallei sufficient condition is strictly less conservative than its standard 
counterpart. It also strongly suggests that such conclusion still holds when the 
parallei sufficient condition is compared with the augmented one. More elaborate 
applications involving the above stability conditions are found in Chapter 7. 
4.2.6 Proof of Property 4.2.1 
Consider the sets 
Dl e:, {D E ~2X2 : Du = 1, ID221 2: 1 2: Dl2 2: 0, ID221 2: ID21 1}, 
D 2 e:, {D E ~2X2 : Du = 1, ID21 1 2: 12: Dl2 2: 0, ID21 1 2: IDd}. 
It will be shown that 
inf IID- I MDIII 2: ID~2 - 11, 
DE D I IDd 
inf IID- I 1\;1 DilI 2: ID~1 - 11. 
DE D 2 ID21 1 
Consequently, observe that 1 D221 2: 4 and 1 D21 1 2: 4 guarantees that 
( 4.16) 
( 4.17) 
inf IID- IAIDIII 2: 3.75 and inf IID-IMDIII 2: 3.75. The construction of the pro-
DE Dl DED2 
posed bounded feasible set Db = (Dl U D 2 ) n {D E ~2x2 : ID221 ::; 4} n {D E ~2x2 : 
1 D 21 1 ::; 4}, and the fact that it preserves the global optimality of E, follows from 
Theorem 4.1.5 in view of the previous observation. 
CHAPTER 4. NEW CRITERIA FOR ROBUST STABILITY 53 
The validity of (4.16) is demonstrated below. A similar result holds for (4.17). 
By definition, 
where 
S(O) ~ 
S(1)!:. 
-1 1 {S(O) S(l)} {D AI(k)Dh=o = det(D)' det(D) , (4.18) 
[ 
DllD12 + DllD22 - D 12D2l + D 21 D 22 
-DuDu - D 21 D2l 
[ 
-DllD12 - DllD22 + D 12D 21 + D21 D 22 
Dl1 D ll - D 21 D2l 
D 12D 12 + D22D 22 ] 
-Dl1 D 12 + Dl1 D 22 - D 12 D21 - D 21 D 22 ' 
- D 12 D 12 + D 22 D 22 ] 
DllD12 - Dl1 D 22 + D 12 D2l - D 21 D 22 
Assuming that D E Db it follows that 
IID-1AIDII > IDî2 + D~21 + IDî2 - D~21 
1 - I D l1 D 22 - D 12D2l 1 
> IDî2 + D~21 + IDî2 - D~21 
21D221 
ID~2 - 11 
> . 
- IDd 
( 4.19) 
( 4.20) 
(4.21 ) 
Equations (4.19), (4.20), and (4.21) follow respectively from: the definition of the f\ 
norm as applied to (4.18); the maximization of det(D) over Dl; the second triangle 
inequality together with the definition of Dl. 
4.2.7 Details of the Branch-and-Bound Algorithm 
Since E* is nonconvex, it necessitates the use of a global optimization technique 
such as the BBA which is found to be particularly suit able for this case. The ap-
plication of the BBA is never a simple task as the algorithm heavily relies on the 
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development of a lower bound relaxed problem formulation. The last procedure will 
be explained in the context of E*. 
A convenient notation will be found helpful. To this end, define 
Also, let 
and 
be given lower and upper bounds for d, respectively. Corresponding to any pair 4 
and d, a subregion of Db is defined by 
It is assumed that, at any stage of the BBA, the collection of subregions defined in 
terms of different selections of pairs (4, d) provides a non-overlapping partition of 
With reference to each of the subregions Db (4, d), the BBA proceeds to find an 
upper and a lower bound for the following subproblem 
E*(4,d) 6 min_IID-1MDII1. (4.22) 
DEDb(Q,d) 
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An upper bound for E* (d, d) is very easy to obtain, in fact any D E Db (d, d) yields 
a valid upper bound for E*(d, d). The real challenge is hence to find a lower bound 
for E* (d, d) which is sought in terrns of a solution to a relaxed subproblem E* (d, d) 
such that 
E* (d, d) :::; E* (d, d) 
and 
lim E*(d,d) = lilll E*(d,d) V(d,d). 
Ilg-dll--->O 114-dll--->O 
(4.23) 
ldeally, the relaxed subproblem E* (d, d) needs to be defined in such a way as to allow 
for a rapid global solution. Typically, E* (d, d) is required to be at least strictly-
quasiconvex. 
The main idea underlying the BBA, see [90], is to refine the partitioning of 
Db in such a way as to find a subregion which contains the global solution of E* by 
comparing aIl the upper and lower bounds for E* (d, d) corresponding to aIl subregions 
Db(d, d). This pro cess of successive partitioning of Db is carried out as follows. 
A list of non-overlapping subregions Db(d, d) is first created and the corresponding 
subproblems E* (d, d) are solved (approximately) for each member on the list in terms 
of their lower an upper bounds. For any given subregion Db(d, d) on the list, if the 
computed lower bound for E* (d, d) exceeds any upper bound for any other subregion 
on the list, then Db(d, d) can be removed from the list of subregions as it cannot 
contain the optimal solution over Db. On the other hand, if Db(d, d) remains on 
the list, then further partitioning of Db(d, d) is carried out enriching the pool of 
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subregions on the list. This pro cess is continued until aIl the subregions on the list 
exhibit lower bounds which differ frorn the currently best available upper bound 
by the required tolerance rnargin for the solution error. N atur aIly, throughout the 
optirnization process, the global solution E* is always guaranteed to belong to the 
interval whose lirnits are the current best available upper bound and the current 
worst available lower bound arnong aIl subproblerns on the list. 
It stands out that the relaxed subproblern E*(Q, (1) is, by far, the most compli-
cated cornponent of the BBA. Hence, a comput able expression for E* (Q, (1) is derived 
below preceded by sorne helpful lernrnas. 
Lemma 4.2.2 ([73]) i) Given;f, Ji, x, y E IR, define the convex set 
C(;f, Ji, x, y) t:,. {(x, y, z) E IR3 : z ;::: yx + xY - xy, 
z :S Jix + xy - xJi' z :S yx + ;fY - ;fY, 
z ;::: Jix + ;fY - ;fJi}. 
If;f ;::: x ;::: x, Ji;::: y ;::: y, and z = xy, then (x, y, z) E C(;f, Ji, x, y). 
ii) Similarly, given;f, x E IR, define the convex set 
C(;f,X) t:,. {(x,z) E IR2: z;::: 2xx-x2, 
Z :::; xx +;fX - ;fX, z ;::: 2;fX - ;f2}. 
If;f;::: x;::: x and z = X2, then (x,z) E C(;f,X). 
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Lemma 4.2.3 ([5]) Let X c ]Rn be a convex set and let the function 91 : X f---+ ]R be 
linear and the function 92 : X r----+ IR be linear and positive on X. Then, the function 
9 : X r----+ IR, defined by 9(X) b. ~~i~~ is strictly-quasiconvex on X. 
Lemma 4.2.4 ([5]) Let X C]Rn be a convex set and, let 9i : X f---+ IR, i E {l, ... , m}, 
m E Z+, be a family of strictly-quasiconvex functions on X. Then, the function 
9 : X f---+ IR, defined by 9(x) b. max 9i(X) is also strictly-quasiconvex on X. 
iE{1, ... ,m} 
Given 4, d E IR3 , (4.22) is redefined as follows to stress the dependence on the 
optimization variables 
f(d) "" E*(4, d). ( 4.24) 
The above problem is further rearranged by replacing the bilinear terms of (4.24) 
by new variables defined as 
and satisfying 
( 4.25) 
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Thus, the subproblem (4.24) becomes 
g(d, dl') subject to (4.25) 
where, assuming that (4.25) holds, g(d, dl') = f(d). 
Given the following convex set of constraints derived from Lemma 4.2.2 
(d12 , d12;12) E C(4.12 , ( 12 ), 
(d21 , d21 ;2d E C(Q21 , d2d, 
(d22 , d22 ;22) E C(4.22 , ( 22 ), 
(d12 , d21 , d12;21) E C(4.12 , 4.21 , d12 , ( 21 ), 
(d21,d22,d21;22) E C(Q21lQ22,d21 ,d22 ), 
a relaxed version for the subproblem is given by 
g(d, dl') subject to (4.26) 
where again, assuming that (4.26) holds, g(d, dl') ~ f(d). 
58 
( 4.26) 
Partitioning the relaxed feasible set according to the sign of d22 - d12;21, the final 
expression for the relaxed subproblem is given by 
where 
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and 
It follows from Lemma 4.2.3 and 4.2.4 that h1(d, dT) and h2 (d, dT) are both 
strictly quasiconvex optimization problems. Hence, the relaxed subproblem E* (d., d) 
is easily solvable (two steps required) by employing any nondifferentiable optimiza-
tion algorithm (Shor's r-algorithm has been used here). Moreover, from Lemma 
4.2.2, it is easy to show that E*(d., d) satisfies condition (4.23). 
4.3 Application of the Augmented and Parallel Sufficient Conditions to 
Robust f 2-Stability Problems [25, 30] 
The results presented in this section concern the potential usefulness of the 
augmented and parallel concepts when applied in a robust fTstability context. It is 
shown there is no advantage in using these techniques in such a case. See [97] for an 
introduction to robust f 2-stability theory. 
4.3.1 A Robust f 2-Stability Problem 
Consider Problem #1 with .0.. E B;(.~lt~e(nM)) and define the following set of 
symmetric positive-definite scaling matrices 
CHAPTER 4. NEvY CRITERIA FOR ROBUST STABILITY 
It is easy to show that 
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( 4.27) 
( 4.28) 
(4.29) 
are aIl valid sufficient robust f 2-stability conditions for the present problem. Still, 
the remarkable benefits of the problem augmentation and parallei decomposition do 
not carry over to the f 2-stability case. This fact is captured by Proposition 4.3.1 
below. 
Proposition 4.3.1 Consider Pmblem #1 with 6. E B;(.Lllt~e(nM )). For su ch robust 
f 2 -stability problem, 
(4.27) {:=::;> (4.28) {:=::;> (4.29). 
Proo!" See §4.3.2 for the proof relevant to a system augmentation, i.e., (4.27) {:=::;> 
(4.28), and see §4.3.3 for the proof relevant to parallei decomposition of a system, 
i.e., (4.27) {:=::;> (4.29). • 
4.3.2 Proof of Proposition 4.3.1 Related to the Augmented Sufficient 
Condition 
Define the matrix 
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which is partitioned as follows 
and let 
- l:J. D= 
A(je) l:J. D- 1 Ma (je)DDT M:; (je)D- 1T, 
B(je) l:J. DDT "(2 - Ma(je)DDT M:; (je), 
. .!!=. [Dll D12] 2 [M(je)D ll M H (je) 0] c()e) - _ T _ "( - , 
D12 D 22 0 0 
Next, given any na E Z+, observe that 
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(4.30) Ç:::::::} 3D E D 2 (na) s.t. B(je) ~ 0 \;je E [0,27r] (4.31) 
(4.31) Ç:::::::} 3D E D2 (na) s.t. C(je) ~ 0 \;je E [0,27r] (4.32) 
(4.32) =:::;.3D(1l) E D 2 (0) s.t. D(je) ~ 0 \;je E [0,27r] (4.33) 
(4.33) Ç:::::::} _ inf lib-lM bll oo ::; "(. 
DE D 2(O) 
(4.34) 
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Equations (4.30), (4.31), (4.32), (4.33), and (4.34) follow respectively from: Hoo-
norm definition; the definition of D; LMI representation; the Schur complement 
Lemma; the definition of iJll, the notion of positive-definiteness, and again Hoo-
norm definition. Thus, 
The complementary implication ({==) is easy to prove and is hence omitted. As a 
result, there is no advantage in considering na -=J. 0 in the robust f 2-stability case. 
4.3.3 Proof of Proposition 4.3.1 Related to the Parallel Sufficient Con-
dition 
For simplicity, it is assumed here that Mp = M; and np = 2, although the proof 
may be extended to more complex cases. As in subsection 4.3.2, define the matrix 
which is partitioned as follows 
where iJ11, iJ12, iJ22 E ]RnM xnM. Additionally, let 
-116 --T D =DD, 
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and 
A(je) b. D- I M;(je)DDT M;H (je)D- IT , 
B(je) b. TDDTT- 112 - TM;(je)DDTM;H(je)T- I, 
b. 1 2 1 ( A A H A A H C(je) = S"2 -"2 MI(je)SMI (je) + M2(je)SMI (je) 
+ l\Îh (je)sMf (je) + M2(je)SMf (je)) 
D(je) f:, D11 12 - (Ml + M2)(je)D l1 (MI + JÎ!{2)H(je). 
Next, given any nM E Z+, observe that 
(4.35) ~ 3D E D2 (nMnp ) S.t. B(je) ;::: 0 \:le E [0,27f] 
( 4.36) 
(4.36) ~3S E D2 (nM) S.t. c(je) ;::: 0 'Ile E [0,27f] (4.37) 
(4.37) ~ 3D l1 E D2(nM) S.t. D(je) ;::: 0 'Ile E [0,27f] 
( 4.38) 
(4.38) ~ _ inf IID-IMDlloo s 1· 
DE D 2(nM) 
( 4.39) 
Equations (4.35), (4.36), (4.37), (4.38), and (4.39) follow respectively from: Hoo-norm 
definition; LMI representation and invariance to similarity scaling; the definitions of 
D and S and the Schur complement Lemma; the definition of positive-definiteness 
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and by factorisation; the definition of Î)11 and again Hoo-norm definition. Thus, 
inf IID-1 M;Dlloo ::; { =? _ inf 111)-1 M 1)1100 ::; {. The complementary 
DED 2(2nM) DED2(nM) 
implication (Ç=) is easy to prove and is hence omitted. As a result, there is no 
advantage in considering np =1- 1 in the robust t'2-stability case. 
4.4 A Necessary Condition for Robust t'oo-Stability of Systems with Re-
peated Perturbations [23, 26] 
The main result presented in this section consists of a first necessary condition 
for robust t'oo-stability of discrete-time systems with structured, repeated, LTV, and 
induced-t'oo-norm bounded perturbations. The new necessary condition is useful as 
it allows one to assess the tightness of the corresponding sufficient conditions and to 
identify ineffective (i.e., non-robust) designs. 
4.4.1 A Necessary Condition 
Consider Problem #1 with ~ E B(~~t?(P1, ... ,Pn))' A necessary condition for 
robust t'oo-stability of su ch systems is presented next with an associated lower bound 
for the structured norm SNl!:t.Tep oo(M). 
lt'V 1 
The following notation is used in the sequel. Define the set of integers 
( 4.40) 
where Nf E Z+, and the class of admissible sets of real variables as 
cl /::, {d: d = {d{/(k)hE/Z,', ~ENI, ]ENJ, fErr, JErr , d{/(k) E IR}. (4.41 ) 
Theorem 4.4.1 Consider the M~-loop system of Problem #1, where {M(k)}~o 
is the impulse response of II/l, partitioned as in (2.10), and of dimension compatible 
with ~ E B(~~t?(P1, ... ,Pn)), as illustmted in Fig.2-1. For any given N and TE Z+, 
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if there exists a set of real numbers d E d satisfying: 
i) p (2(d)) > 1 ( 4.42) 
T-1 
where 2(d) ~ [c IJ] cIJ !:, [cIJ] cIJ !:, '" dIJ(k)MIJ(k) and 
'" IETl,JETl' '" "'2J 2EN1 ,JENJ , "'2J ;;:0 2J ' 
( 4.43) 
then the M f1-loop faits to be robustly f!oo-stable. 
Proo!" See §4.4.4. • 
Corollary 4.4.2 Consider the system of Theorem 4.4.1. For any given N and T, 
the optimization problem 
SN.6,reP oo (M) ~ max{p(2(d)): d satisfies (4.43)} ltv' dEd (4.44 ) 
yields a lower boundfor the structured norm of M, i.e., SN .6,rep oo(M) ~ SN.6,rep 00(.1\1). 
ltv ' ltv ' 
The optimization problem in (4.44) is non-convex and non-differentiable with 
respect to d. Note that results of Theorem 4.4.1 can be extended to MIMO pertur-
bations sub-blocks such as f1 E d~t?((P1, qd, ... , (Pn, qn)), although this may require 
tedious transformations; see §4.4.5. 
4.4.2 Guidelines to Reduce the Number of Optimization Variables 
The value of the lower bound SN .6,rep.oo(M) for the structured norm SN.6,rep ,00 (fv1) 
depends on the choice of N and T. Clearly, SN .6,rep,oo(M) is maximized when T ~ 00 
and NI ~ 00 for every 1 E Il. However, the use of such N and T is not practical 
as the number of variables in (4.44) becomes prohibitively large. Therefore, sorne 
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guidelines to decrease the number of optimization variables in (4.44), while preserv-
ing the tightness of the lower bound SN ~rep,oo(M), are suggested in this subsection. 
They follow from the auxiliary results below. 
Proposition 4.4.3 Consider the system M as defined in Prablem #1. Let M be 
any system chamcterized by an impulse response satisfying: 
( 4.45) 
Then, for any given N and T, SN ~rep,oo(.l\1) = SN ~rep,oo(.M). 
Prao!" The result is a straightforward consequence of the definition of ç{/ 
given in Theorem 4.4.1, see (4.42), in conjunction with an appropriate scaling of the 
matrices M 1J (k) achieved through the corresponding optimization variables d[/ (k ) . 
• 
The above proposition states that the proposed lower bound for the structured 
norm is invariant un der all system transformations characterized by (4.45). It follows 
that, without loss of generality, it is always possible to rearrange the impulse response 
of M so that 
M1J(k) > 0 11 - ( 4.46) 
for every l E Tl, J E Tl, and k E Z*. 
By using equality constraints ofthe form df/(k) = df/(k), where k =1= k, it is pos-
sible to significantly reduce the number of optimization variables in SN ~rep,oo(A1). 
The next proposition offers a simple methodology to perform such reduction without 
compromising the tightness of SN ~rep,oo(.A1). 
CHAPTER 4. NEW CRITERIA FOR ROBUST STABILITY 67 
Proposition 4.4.4 Consider the system M as defined in Problem #1. For any pair 
of matrices of the form M IJ (k) and M IJ (k), k =J k, let 
( 4.47) 
Then, for any given N and T, the lower bound SN f:l.rep,oo(M), see (4.44), is invariant 
ta any additional constraints of the form (4.47). 
Pra of: It follows from the definition of ç~J in Theorem 4.4.1, see (4.42), together 
with possible linear dependence between pairs of matrices of the form M IJ (k). • 
Even with the application of Proposition 4.4.4, (4.44) still remains a difficult op-
timization problem. This fact motivates the development of an alternative approach 
which allows to considerably reduce the number of optimization variables with lim-
ited increase in conservativeness. Extensive computational experimentation, see [23J, 
suggests one such suboptimal methodology based on the set of constraints (4.48) in 
place of (4.47). For any pair of matrices of the form MIJ(k) and A1IJ (k), k =J k, let 
( 4.48) 
The above set of constraints captures the similarities between the distributions of 
non-negative entries in each M I J (k), k E Z*. Observe that constraints of the form 
(4.48) include those of (4.47). 
The next proposition further allows to reduce the effort associated with the 
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Proposition 4.4.5 Consider the system M as defined in Prablem # 1. If for a given 
l, PI = 1 (i.e. 1 corresponds to a perturbation sub-block which is not repeated), then 
SN Arep,ocJlYf) achieves its maximal value at NI = 1. 
Pra of: Conditions for the construction of a valid lower bound SN Arep,oo(M) are 
discussed in the proof of Theorem 4.4.1; see Appendix 4.4.4. From such construction, 
it follows that using NI > 1 wh en the associated PI = 1 does not improve the tight-
ness of SN Arep,oo(M) as the corresponding perturbation sub-block is independent 
(i.e., Ilot repeated), time-varying, and has infinite memory. • 
For the special case involving the degenerate class of perturbations .6,.ind (i.e., 
PI = 1 for every 1 E rr), the corresponding necessary condition derived from The-
orem 4.4.1 (with the application of Propositions 4.4.4 and 4.4.5) is also a sufficient 
condition for robust .eoo-stability. lndeed, assuming that (4.46) holds, 
See [54] for further details. 
Finally, observe that the value of Tacts like a truncation operator on the impulse 
respOIlse of 1\1. Thus, T should be large enough as to truncate only the negligible 
impulses in M. 
4.4.3 An Example Problem 
Consider Problem #1 of §7.5 as applied to the following M ~-loop: ~ = diag(61 , 61 , 62 ) E 
.6,.rep , 11~lloo-ind < 1 (by virtue of (2.6), n = 2, Pl = 2, P2 = 1, and q = 3), and M is 
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Bound Type Il 
Settings 
Table 4-2: Upper and Lower Bounds Estimations 
inf IID IIHDlll 
DED 
D~{DEIR3x3: 
Il 
With (4.47) and T = 10 
69 
With (4.48) and T = 10 
b..D = Db.., Dll = 1} N={4,1} N={4,1} N={3,1} N={2,1} N={l,l} 
Cost Value 74.52 69.92 69.63 69.63 69.50 68.33 
Number of Variables 4 217 97 58 29 10 
an LTI system characterized by the impulse response {M(k)}k=o = 
{ [
4 -5 3] [ 4 4 3] [ 3 -3 5] [ 3 2 7] [ 2 -1 -5] [2 0 -4] [ 1 0 -3] [1 0 -2] [ 0 0 -1] [0 0 o]} 2 -1 6, 2 3 6 , -2 5 -5, 2 5 -5 , -2 5 4 , 2 3 4 , -2 1 -3 , 2 -1 -3 , -2 1 2 , 2 -1 2 
3-4-5 -2-6-4 2-8-3 -1-7-2 1-6-1 0-51 0-42 0-33 0-22 0-11 
For the sake of comparison, Table 4-2 displays a few lower bound values for 
SNaTep.oo(M), that follow from (4.44), as well as a basic upper bound value derived 
from the scaled small gain theorem. For each value of upper and lower bounds, 20 to 
200 local se arches are performed and the best cost value is displayed. The se arches 
are performed using a non-smooth optimization toolbox; see [49]. Each local se arch 
is initiated by a randomly chosen starting condition selected over the appropriate 
feasible domain (i.e., D for the upper bound, see Table 4-2, and cl for the lower 
bounds, see (4.41)). Prior to the computation of SN arep,oo(M), {MIJ(k)}k=o is 
modified as to satisfy (4.46). Similarly, N 2 = 1 as suggested by Proposition 4.4.5. 
It follows from the results of Table 4-2 that 69.92 ::; SNarep,ooCM) ::; 74.52. 
Hence, the size of the gap between the upper and lower bounds does not exceed 
6.17% of 74.52 (the upper bound value provided in Table 4-2). Experiments suggest 
that SN arep,oo(M) converges to a value very close to 69.92, the largest lower bound 
value computed. However, the computation of the tightest lower bound involves the 
solution of an optimization problem with 217 variables. A computationally inex-
pensive alternative (with only 10 optimization variables) is provided by the variable 
CHAPTER 4. NEW CRITERIA FOR ROBUST STABILITY 70 
reduction approach following from (4.48) which yields a co st of 68.33 and ensures 
that the gap is stillless than 8.31 % of 74.52. As illustrated by Table 4-2, the variable 
reduction approach based on (4.47) yields a slightly weaker result than that following 
from (4.48). However, the increase in conservativeness, inherent to the use of (4.48), 
is modest in this example, while the reduction in computational complexity is con-
siderable. Moreover, it is further possible to reduce the size of the gap by resorting 
to more sophisticated structured norm upper bounds as developed in [25] and [30]. 
4.4.4 Proof of Theorem 4.4.1 
The following additional notation will prove usefull for the pro of of Theorem 
4.4.1. Given a discrete, causal, LTV system G with q inputs and p outputs, let the 
impulse response of G be denoted by 
G(O,O) 0 
T (G) t:, G (1, 0) G (1, 1) 
where G(k, K,) E ~pxq, (k, "') E Z* x Z*. Consider a discrete vector signal s of 
dimension q. A convenient representation of s is V(s) t:, [s(O)T ... s(K,f ... ]T, where 
s( "') E ~q, K, E Z*. If d and z are two discrete signaIs satisfying the convolution 
relation z = G * d, then V(z) = T(G)V(d). AIso, given two time intervals [a, b] and 
[c, dl, a, b, c, dE Z*, define a truncation of T(G) by 
G(c, a) G(c, b) 
1[a,b]t-->[c,d] (G) t:, 
G(d, a) G(d, b) 
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where G(k,~) = 0 if ~ > k. Similarly, define V[a,b](S) l::. [s(af ... s(bfJT. Again, 
V[c,d](Z) = T(G)V[a,b] (d). When clear from the context, the index ([a, b] f--* [e, dl) 
associated with 1[a,b]>-->[c,d] (G) will be dropped. Finally, assume that H is a discrete, 
causal, LTI system. Then, its impulse response is given by 
H(O) 0 
T(H) = H(1) H(O) 
and is fully characterized by the sequence {H(k)}~o' 
For any n E Z+ and PI E Z+, lE !l, define 
n 
Recall that q fJ. L PI and note that the structure of Arep is similar to that of .6. rep . 
1=1 
Given T E Z+ and N E Z+, define, for any impulse response of M, 
in. ~ d' (F F) IDJqNXqTN 
'±' - Iag l, ... , N E ~ , 
where FI = ... = FN = [M(T - 1) ... .1\1(0)] E lRqXqT , and, similarly, define 
Au (0) 
ANl(T - 1) ... ANN(T - 1) 
(3 E N, k E {O, ... , T - 1}}. 
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The proposition and lemma stated below are important auxiliary results for the 
proof of Theorem 4.4.l. 
Proposition 4.4.6 As in Theorem 4.4.1, let M be a dis crete, causal, stable, LTI 
system characterized by an impulse response {M (k)} ~o and of dimension compatible 
with ~ E B(a~t?(pl, ... ,Pn)), as illustrated in Fig.2-1 .. For given T E Z+ and 
NE Z+, ifthere exists aW E 'li satisfying Ilwlll < 1 su ch that p(w<I» > 1, then the 
M~-loop is not robustly loo-stable, i.e.,there exists a Li E B(a~t~(pl, ... ,Pn)), which 
renders the loop loo -unstable. 
Prao!" The system ~M of Fig.2-1 has the following open-loop impulse response 
representation: T(~M) = T(~)T(}.1) which is infinite and lower triangular. Recall 
that ~ is unknown and LTV, while M is assumed to be known and LTI. Unfortu-
nately, since finite and infinite matrices do not, in general, enjoy the same properties, 
it is impossible to compute the spectral radius of T(~M) by resorting to the weIl 
known tools developed for finite matrices; see [13]. Thus, stability conditions of the 
form p( T (~1I1)) :::; 1 are not directly applicable here. 
However, at the expense of sorne limitations in the structure of ~ (specificaIly, 
substituting ~ by a Li to be defined below) a special case of T(~M) is given by 
T(LiM) = 
o 0 
n 0 
o 
o 
o S1 0 
( 4.49) 
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Zll 
M 
Fig. 4-2: The disturbed M ~-loop, where M is a system, ~ is a perturbation, w is an exogenous 
signal, and w~ and z~ are inner loop signaIs. 
where Sl is a real square matrix. Clearly, the larger is the dimension of Sl, the greater 
is the destabilizing potential of Li. Altough T(LiM) remains infinite, it now falls into 
the category of block Toeplitz operators on eoo ; see [13]. 
Consider an additive exogenous input w to the M ~-loop as shown in Fig.4-2 
and assume that it satisfies Ilwll oo :::; 1. The introduction of w does not affect the 
eoo-stability of the A1 ~-loop as both M and ~ are assumed to be linear systems. 
The main idea behind the proof is to construct an input signal w and a perturbation 
block 6, respectively bounded in magnitude and peak-to-peak gain, that yield an 
arbitrarily large inner loop signal w~ whenever p(w<I» > 1. 
From Fig.4-2, the equations w~ = Li * z~ and z~ = M * (w~ + w) combine into: 
w~ = Li * A1 * (w + w~). (4.50) 
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{ 
< 1 k E {O, ... , N' - 1} 
Assumethatllw(k)lloo = ~ 1 ,wn(k) =OforeverykE {O, ... ,N'-
-0 kE{N, ... ,oo) 
1}, and Li is such that (4.49) holds with D E ~qNIXqN', N'E Z+, then, from (4.50), 
(4.51) 
Moreover, if p(D) > 1, then it is easy to see that, by virtue of (4.51), there exist 
Wn signaIs which are arbitrarily large. This fact parallels other results on the spec-
tral radius of triangular Toeplitz matrices; see [14]. It now remains to construct a 
perturbation Li E Ârep , IILill oo - ind < 1, that satisfies (4.49) and such that D = <I>w. 
Note that V[NI,2NI-lj(Wn) = D V[O,NI-lj(W) = T(AM) V[O,NI-lj(W). By definition, 
V[NI,2N1-lj(Wn) = T(Li)v[o,NI-lj(Zn) and V[O,NI-lj(Zn) = T(M)V[O,N1-lj(W). Setting 
N' = T N for any given N E Z+, the following impulse response representation of Li 
allows (4.49) and A E Ârep to ho Id simultaneously: 
T(Li) = ( 4.52) 
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where, for any TJ E Z+, every ~ lo. 1[(rJ-l)TN,rJTN-l]>-+[rJNT,(rJ+l)TN-l] (.6.) is of the form: 
Oqxq(T-l) Au (0) ... Oqxq(T-l) A1N(0) 
Oqxq(T-l)AN1(T - 1) ... OqXq(T-l)ANN(T - 1) 
with Acxj3(k) E Arep E IRqx q, Cl: E N, (3 E N, and k E {O, ... , T - 1}. 
The matrix T(/i) satisfies the following conditions: 
( 4.53) 
i) Only the entries (T(/i))ij such that (i - j) E {O, q, 2q, ... } can take nonzero 
values. 
ii) AlI columns of T(/i) with a column index j tJ. {k'q - q, ... ,k'q -1}, k' E 
{T, 2T, ... } :::; T N, are zero vectors. 
Condition i) captures the diagonal structure inherent to alI.6. E .::lrep. Condition 
ii) enforces that only the impulses zb,.(k) with k E {T - 1, 2T -1, ... } :::; T N - 1 need 
to be C'onsidered in the construction of an unbounded inner loop signal. This is 
a legitimate assumption in the context of the perturbation being time-varying and 
having infinite-memory. Moreover, condition ii) combined with equations (4.52) and 
(4.53) guarantee (4.49). 
Using the previously constructed perturbation li E .::lrep characterized by (4.52) 
and (4.53), it follows that T(/iM), see (4.49), yields 
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It is then easy to verify that 0 = W<P. Moreover, it follows from the definition 
of the induced loo-norm of the impulse response of an LTV system, see [37], that 
IILill oo- ind = IlwliI- • 
Lemma 4.4.7 Let A = [AijLEbEb and B = [BijLEb "Eb be real square matrices with 
-,] - -,] -
b inputs and outputs. For any given a E Z+ satisfying 1 ::; a ::; b, if A ia = 0 for 
{ 
Aij if i =1= a 
every i E 12. and Bij = , then p(A) = p(B). 
o if i = a 
Proof: It follows from the comparison of the characteristic polynomials of A 
and B. • 
It is now possible to construct the proof of Theorem 4.4.1. The main idea 
underlying this proof is to show that, for any given N = {NI, ... , Nn }, Theorem 4.4.1 
n 
is always a special case of Proposition 4.4.6 . Specifically, with N = L NI and T 
1=1 
arbitrarily large, it will be shown that 
{p(w<P) : 'li E 'li, Ilwlll < 1}::2 {p(3(d)) : dE d,d satisfies (4.43)}. 
n 
\Vith respect to n E Z+, PI E Z+, l E TI:. (and q .6 L PI), define 
1=1 
NI times Nn times 
'liE .6 {'liE E nqTNxqN : 'liE = wdiag((El.~. E; ... En.~. En]), 'li E 'li}, 
( 4.54) 
The structure of the diagonal matrices E J implies that several columns of \II E 
'liE are zero vectors and, as a result, that 'liE ç w. Thus, it follows that 
( 4.55) 
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From the definitions of ATep , \li, and \liE, it is seen that each W E \liE is con-
structed using N 2 r matrices of the form AQ (3 (k ) E J each associated with a single 
variable. Hence, every matrix W E \liE comprises N 2r independent scalar opti-
n 
mization variables. Similarly, as it is assumed that N = L NI, each set d E a 
1=1 
also contains N 2 r variables. Such observation, together with the matrix property 
p(W<D) = p(<Dw), allows to establish the following set equivalence 
{p(W<D) : W E \liE, IIwl11 < 1} = {p(2(d)) : d E d,d satisfies (4.43)}. ( 4.56) 
Inclusion (4.54) then follows from (4.55) and (4.56). • 
4.4.5 Remark on MIMO Perturbation Sub-blocks 
To gain sorne insight into how the necessary robust €oo-stability condition of 
Theorem 4.4.1 can be extended to encompass perturbation blocks containing MIMO 
sub-blocks, con si der the following simple example problem, where the M ~-loop com-
prises a discrete, causal, stable, LTI system M of dimension compatible with a per-
turbation block ~ E B(.6.Îi;((l, 1), (2,2))), as illustrated in Fig.2-1. 
For Theorem 4.4.1 to apply to this case, it needs to be modified as follows. The 
loop is first rearranged in terms of 
where LS. E B(.6.~te!(1, 2, 2, 2, 2)), and 
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where SI = [SI S2 S3 S3], S! = [SI S3 S2 S3], si = [~ ~ ~ ~ ~ l, sr = [0 1 0 0 0 l, 
o 0 0 1 0 
o 0 0 1 0 
sr = [0 0 1 0 0]. Note that ~ = SJ:J,S2' hence the new M A-loop and the orig-
o 0 0 0 1 
inal1l1 ~-loop exhibit equivalent interconnections. However, A E B(,6,;tt(l, 2, 2, 2, 2)) 
is not equivalent to ~ E B(,6,îf~((l, 1), (2,2))) (the former condition is less constrain-
ing than the latter). For this reason, it is also necessary to replace (4.43) by 
~ ~ ~ ~ ~ L Id{}(k)1 ::; 1, L Id{)2(k) 1 + L Id{}(k)1 ::; 1, L Id{)4(k) 1 + L Id{}(k)1 ::; 1 
)=1 )=1 )=1 )=1 )=1 
(4.57) 
for every k E {l, ... , T - 1}, 1, E {l, ... , NI}, 1 E {l, ... , n} as to satisfy ~ E 
B(,6,lf~'((l, 1), (2,2))), the original induced oo-norm constraint involving a pair of 
repeated MIMO sub-blocks. 
CHAPTER 5 
Problem Statement #2: Design of RrOptimal Controllers with Flexible 
Disturbance Level 
T HIS chapter contains aIl the basic notions sustaining the construction of the second (out of two) problem statement presented and investigated in this 
thesis. It concerns the design of a controller which allows for a flexible disturbance 
rejection level. This new technique combines a recently developed quasi-robust linear 
programming concept with a weIl known RI-optimal controller synthesis approach. 
The efficiency of the resulting methodology is further demonstrated using several 
examples. 
The background material concerning robust and quasi-robust linear program-
ming are presented in Section 5.1, followed by a brief review of RI-optimal controller 
synthesis in Section 5.2. The problem statement for the design of controllers with 
flexible disturbance rejection level is stated in Section 5.3. 
5.1 Quasi-Robust Linear Programming 
The robust and quasi-robust linear programming (LP) formulations are detailed 
below as they are instrumental in the development of the new flexible approach. 
Consiner the following nominal LP problcm. 
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Problem 5.1.1 (Nominal LP Problem) 
subject to Ax::; b 
l ::; x ::; u, 
where A E Rmxn, b E Rm, cERn, l E JR.n, and u E JR.n and the inequalities are 
understood to be defined component-wise. 
Many design problems are restated as LP problems since there exists an abun-
dance of excellent LP algorithms which can provide fast and accurate solutions to 
high dimensional problems at small computational expense; see [37J and [88J. Still, 
nominal LP formulations such as that of Problem 5.1.1 do not admit perturbations 
in the entries of matrix A. This is considered to be a serious drawback as it is com-
mon to encounter applications based on models with unknown parameters that are 
inside a set with finite support. In the presence of such perturbations, the nominal 
LP solution may fail to hold for sorne of the constraints in Ax ::; b. 
For this reason, the following perturbed version of Problem 5.1.1 has been 
studied in [82J and [8J. Consider the ith row of matrix A and let Ji be the set 
of entries in row i that are uncertain. Each perturbed entry is modeled as a 
symmetric and bounded unknown variable Aj' j E Ji, limited to the interval 
À ij E [Aij - Â ij , A ij + Â ij J, where A ij and Â ij are the nominal value and the maximal 
deviation allowed for the i;th entry of A, respectively. 
Soyster, see [82], offers a robust solution for such perturbed LP problems. How-
ever, the last solution appears to be excessively conservative for many applications. 
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Bertsimas & Sim, see [8], hence suggest a quasi-robust strategy that is more flexible 
in terms of tradeoffs between robustness and performance in place of the completely 
robust solution of [82]. The approach of [8] is based on the realistic assumption 
that the probability of aIl perturbed entries of A simultaneously and significantly 
deviating from their nominal value A is usually low. The quasi-robust problem so-
lution exhibits a higher optimal cost CT x as compared to the technique in [82]. This 
improvement is achieved at the price of a possible, albeit not frequent, violation of 
the constraints Ax :s; b, A E [A - A, A + A]. The quasi-robust LP problem is cited 
below. 
Problem 5.1.2 (Quasi-Robust LP Problem) For every i, let ri be a real para-
meter that takes values in the interval [0, IJil]. 
subject to 
ri 
LAijXj + max 
j=l Si C Z, Si E Z : 
l·<x·<u· J - J - J 
Y
· > ° J -
Si c;;:: Ji, 
Si E Ji \ Si 
Vi (5.1) 
Vj 
Vj 
V j, 
where l E IRn and u E IRn are arbitrary lower and upper bounds on x, respectively. 
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For each row i, the max term on the LHS of (5.1) constitutes a kind of deter-
ministic protection against up to 1 Si 1 + 1 deviations from the nominal entries A ij , 
j E Ji, where 1 Si 1 of those perturbations are bounded by ±Aj and the remaining one 
is bounded by ± (ri - lCJ) Âij. In the eventuality that more than ISil + 1 perturba-
tions occur simultaneously, constraints violations may occur. N evertheless, Problem 
5.1.2 offers the possibility of modifying the tradeoff coefficient ri as to guarantee 
that the probability of such failure is low. 
The role of the parameter ri is to adjust the tradeoff between robustness and size 
of the cost. More explicitly, large ri favor stronger robustness properties, while small 
ri yield increased cost values. The limit cases are determined by: i) ri = IJil Vi, 
for which Problem 5.1.2 yields a completely robust solution equivalent to the one 
proposed by Soyster in [82] and, conversely, ii) ri = 0 Vi, where Problem 5.1.2 is 
equivalent to the nominal LP Problem 5.1.1. The next theorem offers an LP solution 
for Problem 5.1.2. 
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Theorem 5.1.3 ([8]) Problem 5.1.2 is equivalent ta 
max 
xElRn ,yElRn ,zElRm ,pElRm x n 
subject to 
n L Aijxj + ZiC + L Pij :S bi 
j=l jEJ i 
- y < x· < y. J - J - J 
l·<x·<u J - J - J 
P·· > 0 2J -
Y · > 0 J -
Vi (5.2) 
Vi, j E Ji (5.3) 
Vj (5.4) 
Vj (5.5) 
Vi, j E Ji (5.6) 
Vj (5.7) 
Vi, (5.8) 
where l E ]Rn and u E ]Rn are arbitrary lower and upper bounds on x, respectively. 
In the worst case, i.e., when IJil = n, the above LP problem contains mn+2n+m 
variables, mn + 2n + m multivariable constraints (5.2)-(5.4), and mn + 3n + m box 
constraints (5.5)-(5.8). 
5.2 A Standard fI-Optimal Controller Synthesis Approach 
There are sever al established solutions to the standard froptimal controllers 
synthesis problem. The recent approach of [51] is considered here as it offers a 
methodology that is relatively simple (no zero and rank interpolation conditions) 
and straightforward (the controller is constructed directly using a stable design pa-
rameter). This approach is not without drawbacks as it may sometimes pro duce 
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Fig. 5-1: A controller synthesis framework: G is the augmented plant, K is a controller, T is 
the closed-Ioop system, and d, e, u, and y are disturbance, performance, command, and measured 
signaIs, respectively. 
high order controllers. Nevertheless, the main results presented in this paper are 
compatible with other types of standard El-optimal controller synthesis which may 
be better suited for certain applications; see Section 5.3 for a discussion. 
Fig.5-1 illustrates the standard controller synthesis framework. Here, it is 
assumed that the augmented plant G and the controller K are discrete, causal, 
LTI systems, but not necessarily stable. The resulting closed-Ioop system is T t;, 
ê ed + êeuK(I - êuyK)-lêyd , where Gis partitioned according to its input and out-
put signaIs. The design objective is to find a controller that minimizes the worst case 
peak-to-peak gain between d and e. It is weIl known that such objective is equivalent 
to the minimization of !!T!!l; see [37]. 
It is possible (and desirable) to simplify the structure of the above control prob-
lem by removing the linear fractional dependence of T on K. By virtue of the Youla 
parameterization, see [37], the closed-Ioop system transfer function can be redefined 
as T = H - U * Q * V, where H, U, Q, and V are aIl stable, discrete, causal, LTI 
sub-systems. The sub-systems H, U, and V are functions of G, while Q is the new 
design variable which parameterizes aIl internally stabilizing controllers K. The last 
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substitution allows for an el-optimal control problem where T is an affine function 
of Q. 
Problem 5.2.1 (Standard el-Optimal Controller Synthesis Problem) 
mm IIH-U*Q*VIII' 
Q 
An LP formulation of Problem 5.2.1 is given below provided that the following 
assumptions hold: 
A.1 Q exhibits a finite impulse response (FIR) of length TQ, 
A.2 IITIII is computed with the desired precision as resulting from the truncation 
of T after the first TT impulses, and 
A.3 the Q parameters, denoted by Qü{3(K), Q(K) E ]RmQxnQ, K E {a, ... , TQ -1}, are 
bounded by arbitrary lower and upper bounds lü{3(K) and Uü{3(K), respectively. 
Assumption A.1 permits a convex problem formulation with respect to the para-
meters of the impulse response of Q. The ability for Q to efficiently emulate rational 
transfer functions is proportional to the size of TQ' Assumption A.2 allows for the 
truncation of sorne of the negligible impulses of T as to obtain a finite dimensional 
problem formulation. This is required because, as opposed to their one-block coun-
terpart, multi-blocks el-optimal problems exhibit infinite impulse responses; see [92] 
for a discussion concerning the t.echnical aspects of such truncation. Assumption A.3 
limita the gains of Q (Ilot very restrictive in practice; see [51]). 
Theorem 5.2.2 Let {Q(K)}~~~l, Q(K) E ]RmQxnQ, {T+(k)}~~~l, T+(k) E ]RmTxnT , 
and {T-(k)}~~~l, T-(k) E ]RmTxnT , characterize the impulse responses of Q, T+, 
and T-, respectively. Additionally, let r E]R. Under assumptions A.l, A.2, and 
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A.3, an LP solution to Problem 5.2.1 is given by 
min ,subject to 
Q,T+,T- ,,,/ 
nT TT-l L L (J:j(k) + J:j(k)) 5: , Vi (5.9) 
j=l k=O 
mQ nQ k 
~j(k) - ~j(k) = Hij(k) - L L L(Uia * Vj3j )(k - ~) Qaj3(~) Vi,j, k (5.10) 
r.+(k) > 0 r.---:(k) > 0 2J -, 2J -
a=l 13=1 K=O 
Vi,j,k (5.11) 
Va, {3,~. (5.12) 
ProoJ: See [51] for a general scheme of the proof and [37] for the LP details. • 
Let Q:, Ts+*, Ts-*' and ,; denote a solution to the LP problem of Theorem 5.2.2. 
The above LP formulation contains 2mTnTTT + mQnQTQ + 1 variables, mTnTTT+mT 
multivariable constraints (5.9)-(5.10), and 2mTnTTT + 2mQnQTQ box constraints 
(5.11)-(5.12). 
5.3 A Flexible Controller Synthesis Problem [19, 20] 
Consider Fig.5-1 with aIl signaIs and systems defined as in Section 5.2. The 
solution of Problem 5.2.1 yields a controller that minimizes the worst peak-to-peak 
gain of T. However, assuming that aIl sub-signals dj ofthe input signal d are bounded 
in magnitude by 1, for such worst case to occur, a very specifie sequence of vector 
impulses of the form d(k) = [d1(k)·· .d"r(k)]T, dj(k) = ±1, k E Z+, must enter 
system T. This observation follows from the el-norm definition; see [37]. Still, it is 
very unlikely to happen in practice (especially when T exhibits a lengthy impulse 
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response). Such a situation may thus lead to unduly conservative designs and en-
courages the development a new methodology which would improve the fI-optimal 
design scheme of Section 5.2 by incorporating sorne desirable features of the quasi-
robust LP approach of [8]. The next problem formulation captures the concept of 
an fI-optimal controller design with flexible management of the tradeoff between the 
ability to attenuate disturbance d and the size of the worst peak-to-peak gain of T. 
The idea is to minimize the worst case peak-to-peak gain between d and e when only 
a fraction of the admissible disturbance impulses are considered to be non-zero. 
Problem 5.3.1 (Flexible Controller Synthesis Problem) Let r ~ {rI, ... , r nT}, 
r j E ffi.+, be a set of tmdeoff coefficients. 
min max {. max t Il [H - U * Q * V]ij * dj 1100 : Iidj III :::; r j , Ildll oo :::; 1} . Q d ~E{l, ... ,mT}. 
J=l 
(5.13) 
The above problem is a min-max optimization problem. As with Problem 5.2.1, 
a stable Q guarantees internaI stability of the closed-loop system T (regardless of the 
choice of d and r). However, here, the disturbance signal dis now present in the co st 
function (5.13) as it plays an active role in the computation of the worst peak-to-
nT 
peak gain max L: Il [H - U * Q * V]ij * dj 1100. The constraint Ildll oo :::; 1 reflects that 
1, ... ,mT j=l 
the disturbance signal is bounded in magnitude. Any persistent disturbances such 
as stcps, sinusoids, etc, are admissible, but, as mentioned above, it is the sequences 
of impulses of the form dj (k) = ± 1 which exhibit the greatest disturbing potential. 
Under such perspective, the constraint Ildjll l :::; rj can be seen as a deterministic 
security against up to lrjJ disturbance impulses of the form dj(k) = ±1 and one 
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impulse dj (k) = ±(rj -l rjJ) for every sub-signal dj. Each coefficient r j is associated 
with an input sub-signal dj and may be considered as an upper bound for the number 
of impulses dj (k) =1= 0 likely to disturb T. Designs based on small tradeoff coefficients 
r j tend to yield a sm aller cost value (better peak-to-peak gain properties), but, in 
the eventuality where the corresponding real-world application yields a disturbing 
sequence containing more than r j non-null impulses, they may fail to achieve the 
performance level of (5.13). Nevertheless, it is always possible to modify the rj as 
to guarantee that the probability of such failure is low. This issue will be addressed 
in Section 6.2. 
CHAPTER 6 
Solution to the Design of fI-Optimal Controllers with Flexible 
Disturbance Rejection Level 
A computationally attractive solution for Problem #2 is presented and analyzed in this chapter. The proposed solution lays the foundation of a new design 
methodology for fI-optimal controllers which offers a flexible disturbance rejection 
level. The efficiency of the new approach is further verified with example problems. 
The solution to Problem #2 is given in Section 6.1, followed by a thorough 
analysis of the probability of disturbance rejection failure in Section 6.2. The new 
methodology is then applied to ex ample problems in Section 6.3. 
6.1 An LP Solution to the Flexible Controller Synthesis Problem [19, 20] 
As mentionned in Chapter 5, the new approach is inspired by a combination 
between a recently developed quasi-robust LP concept and a popular LP solution 
for the synthesis of fI-optimal controllers. This fact suggests the development of an 
LP solution for Problem #2 which would be solved easily with efficient and widely-
employed software packages such as CPLEX; see [47]. Such solution is provided 
below by Theorem 6.1.1 under assumptions A.1, A.2, and A.3 in Section 5.2. 
Theorem 6.1.1 Let r /:, {r1, ... ,r"TL r j E [D,TT]' Let {Q(K.)}:~~I, Q(K) E 
]R1nQxnQ {T+(k)}TT-I T+(k) E ]R1nTXnT and {T-(k)}TT-I T-(k) E ]R1nTXnT and 
, k=O ,. , k=O , , 
{p(k)}~:~l, p E ]R1nTXnT, characterize the impulse responses of Q, T+, T-, and p 
respectively. Additionally, let z E ]RnT, V E ]R1nTXnT, and 1 E]R. Under assumptions 
89 
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A.l, A.2, and A.3, an LP solution to Problem 5.3.1 is given by 
nT 
~V'.<'"V 6 lJ - 1 
j=l 
TT-l 
min ,subject to 
Q,T+,T- .z,p,V,Î 
Zjfj + L Pij(k) ::; Vij 
k=ü 
Zj + Pij(k) ~ 1'S(k) + ~j(k) 
Pij(k) ~ 0 
Z· > 0 J -
(5.10), (5.11), (5.12). 
Praof: See §6.4. 
Vi 
Vi,j 
Vi,j, k 
Vi,j,k 
Vj 
(6.1 ) 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
• 
For a given set 1', let Qj(1'), 1';*(1'), 1'/*(1'), z;(1'), pj(1'), v;(1'), and ,;(1') 
denote a solution to the LP problem of Theorem 6.1.1 and define 1'/(1') 6 1't* (1')-
1'/* (1') as the resulting characterization of system 1'. As compared with that of 
Theorem 5.2.2, the above LP problem involves the additional: mTnTTT + mTnT + nT 
variables, mTnTTT + mTnT multivariable constraints (6.2)-(6.3), and mTnTTT + nT 
box constraints (6.4)-(6.5). The size of the LP problem of Theorem 6.1.1 is slightly 
larger than that of Theorem 5.2.2, but the former offers a more sophisticated design. 
Note that Theorem 6.1.1 is equivalent to Theorem 5.2.2 when r = {TT, ... , TT}' 
On the other hand, when l' = {O, ... , O}, it implies that d = 0, which is neither 
realistic, nor useful. Moreover, it is possible to merge constraints (6.1) and (6.2) as 
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to eliminate the variable v, but the presence of v will prove helpful for the failure 
probability analysis of Section 6.2. 
The proposed flexible approach is most useful with respect to closed-Ioop sys-
tems T characterized by impulse responses containing several impulses of significant 
magnitude; this will be illustrated by the example of Section 6.3. Moreover, the core 
of the proposed flexible approach (6.1)-(6.5), can be easily merged with other stan-
dard fl-optimal techniques than the one presented in Section 5.2 if such alternate 
choice appears better suited for a particular application. For example, a solution 
where the design parameter is T instead of Q, see [37], may be advantageous with 
one-block problems as it will take advantage of the FIR nature of the optimal T and 
bypass the A.1 requirement which tends to generate high or der controllers. However, 
it is beyond the scope of this thesis to discuss the advantages and drawbacks of the 
various standard f l-optimal synthesis approaches. 
6.2 Probability of Disturbance Rejection Failure 
In practice it is unlikely that a disturbance signal systematically and repeatedly 
exhibits the very sequence that induces the worst case peak-to-peak gain. This fact 
justifies the flexible design strategy proposed in Section 5.3 as a me ans to reduce 
the conservativeness associated with the froptimal controller synthesis approach of 
Section 5.2. In Theorem 6.1.1, it is easy to see that ,j(r) ----+ 0 when max Ifjl----+ 
jE{l, ... ,rlT} 
O. However, while a reduction of the fj tradeoff coefficients decreases the associated 
cost ,j(r), it is very important to assess the impact of the magnitude of fj on 
the disturbance rejection ability of the resulting solution. Applications involving a 
peak-to-peak gain minimization imply the presence of a scaled disturbance signal 
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bounded in magnitude by + 1 and -1 which may vary freely between these bounds 
at any specifie time; see [37]. Thus, one way to proceed is to compute, for each ilh 
input-output channel, the probability that 
(6.6) 
fails to hold for a uniformly sampled random sequence of impulses dj(k) = ±1, 
j E {1, ... , nT}, k E {D, ... , TT -1}. It is easily seen from the convex structure of (6.6) 
that the failure probability is maximized when using the abovementioned binomial 
distribution for dj(k) as compared to other arbitrary symmetric distributions with 
compact support set [-1, IJ. An advantage of using inequalities of the form (6.6) lies 
in their ability to indicate which input-output channel is prone to suffer from lack of 
disturbance attenuation. In the example Section 6.3, the failure probability of (6.6) 
is computed using Monte Carlo simulations involving random disturbance sequences. 
Also note that the failure probability computation is not hampered by the fact that 
T;(r) is a truncated version of T as A.2 implies that only impulses with negligible 
magnitude are ignored. 
The failure probability of (6.6) is computed after the solution of Theorem 6.1.1, 
as it relies on T; (r) and utj (r). The associated computational cost, albeit not exces-
sive, is significantly larger than that of simply solving the LP problem in Theorem 
6.1.1. The next theorem gives an upper bound for the probability that (6.6) fails to 
ho Id which depends exclusively on r ij and TT' 
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Theorem 6.2.1 Let the disturbance impulses dj(k) be treated as mndom variables. 
Suppose the dj (k), j E {1, ... , nT}, k E {O, ... , TT - 1}, are independent identically dis-
tributed with a common prabability density function that is arbitmry, but symmetric 
about the zero mean and with compact support set [-1, 1]. Then, 
( ( r·· + TT ) ) ( l r· . + TT J ) Pr (II [Ti (r)]ij * djll oo > v0(r)):::; 1 - mod tJ 2 ,1 C (TT, tJ 2 
+ C(TT,l), (6.7) 
l I'- -+'-TJ 1= ~ +1 
where 
C(TT, l) = { 
2 2rrl(%_I)exp (TTlog C(::-l)) + llog (TT1-l)) 
if l = 0 or 1 = TT, 
and 
otherwise. 
Pr(.) denotes the prabability of event • occuring. 
Prao!" Follows from a straightforward adaptation of Theorem 3 in [8] to Prob-
lem 5.3.1. • 
This new bound may be helpful for designers as it permits rapid insight into 
the potential tradeoff opportunities, but it must be stressed that this bound is often 
conservative (as se en in the ex ample of Section 6.3). lndeed, since bound (6.7) is 
independent of Ti(r) it do es not account for the exponential decay of T, i.e., it 
assumes every impulse of Ti (r) has equal importance. 
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w 
p + 
u +---"-----1 K 
Fig. 6-1: A disturbance rejection block diagram: P and W are arbitrary plant and filter, respec-
tively, K is a controller, and d, e, and u are disturbance, performance, and command signaIs, 
respectively. 
6.3 Example Problems 
The relevance and usefulness of the methodology proposed in Section 5.3 is 
confirmed with two academical example problems. An application is also provided 
in Section 7.4. 
6.3.1 Disturbance Rejection Problem with an Arbitrary System 
Consider the block diagram in Fig.6-l, where the plant P and filter W are 
assumed SISO, discrete, stable, strictly-proper, and LTI. Both are of order 20 with 
their poles and zeros randomly determined and listed in Table 6-1. Real poles 
and zeros are chosen for simplicity. With respect to these numerical values, the 
~ 20 F' 
discrete transfer function of P and W are respectively given by P = TI :=\, and 
i=l Pi 
A 20 w 
W = TI z-Ziv. 
i=l Z-Pi 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
Table 6-1: Poles and Zeros of P and W 
",P 
~i 
0.5512 
0.462 
0.3792 
0.9442 
1.056 
1.237 
-1.232 
-1.1 
-1.018 
-0.7043 
-0.6447 
-0.6313 
-0.4931 
-0.321 
-2.005 
-2.12 
-2.325 
-0.1821 
-0.1132 
0.08599 
-0.2324 
-0.2589 
-0.1661 
-0.1436 
-0.1202 
-0.3634 
-0.5239 
-0.7253 
0.2581 
0.2678 
0.3019 
0.3166 
0.1837 
0.1103 
0.08584 
0.5852 
0.6474 
0.7175 
0.7548 
0.03123 
1.521 0.3303 
1.227 0.3085 
0.9131 0.4023 
0.8892 0.4631 
0.6682 0.522 
0.5869 0.5655 
0.5246 0.1367 
0.4855 0.1289 
0.4801 0.06518 
2.309 0.02852 
-0.6962 -0.3045 
-0.7829 -0.3737 
-1.107 -0.6868 
-0.2512 -0.6875 
-0.07832 -0.727 
-0.03844 -0.7551 
-0.01179 -0.7611 
-0.005005 -0.1459 
0.05594 -0.09422 
0.007524 -0.0189 
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The objective is to attenuate the influence, in the peak-to-peak sense, of the 
disturbance signal d on both the performance and command signaIs e and u, re-
spectively. This is usually achieved by synthesizing an internally stabilizing, causal, 
LTI controller that minimizes the A-norm of the following pair of transfer functions 
(recall that S denotes the z-transform of S). 
min 
K 
A 
= mIn 
K 
W(1 + ftK)-l 
WK(1 + ftK)-l 
A 
(6.8) 
By the Youla parameterization, see [37], Q = K(1 + PK)-l, so the optimization 
problem (6.8) is rearranged in the form of Problem 5.2.1 as follows. 
min 
Q 
where H = [W OJT, U = [W * P - WJT, and V = 1. 
(6.9) 
Note that, in this example, mT = 2 and nT = mQ = nQ = 1. The robust 
approach of Section 5.2 is first employed to solve (6.9). The solution ,; = 930.33 
is obtained with TQ = 30 and TT = 60. The quality of this solution is confirmed by 
a calculation which shows that it lies within a 0.5% error bound of the Pl-optimal 
solution involving an arbitrarily large TQ and an infinite TT. See [51 J for details on 
how to compute a tight lower bound for such an Pl-optimal solution. 
The new methodology presented in Section 5.3 allows to compute other con-
trollers of the same order (i.e., with TQ = 30) for (6.9) that improve significantly 
the system performance at the tradeoff of a relatively small loss in disturbance re-
jection efficiency. For simplicity, let r II = r 21 = r for the example considered. The 
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Value of the Tradeoff Coefficient r 
Fig. 6-2: Disturbance rejection tradeoff options: normalized performance cost curves and rejection 
failure probability curves, all with respect to the variation of the r coefficient. 
results are depicted in Fig.6-2 in the form of a normalized performance cost (NPC) 
curve and a pair of rejection failure probability (RFP) curves. The three curves are 
functions of the tradeoff coefficient r which is limited here to r E [1,30] as having 
r E]30,60] does not allow for any noticeable tradeoff (since the impulse response 
of the closed-loop system T vanishes rapidly and becomes negligible after 30 time 
units). The NPC curve refers to the ratio If (r) /1;' while the RFP curves represent 
the probability that, for each of the two input-output channels, (6.6) fails to hold 
for a uniformly sampled random sequence of impulses d(k) = ±1, k E {O, ... , TT -1}. 
Stated differently, each point on a RFP curve is the probability that an arbitrary 
bounded disturbance signal d acting on system T yields a peak-to-peak gain response 
which exceeds If(r) for a given input-output channel (note that [vj(r)]il = Ij(r) 
for both i E {1, 2} in the present example). The RFP curves are computed pointwise 
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Fig. 6-3: Disturbance rejection tradeoff options: normalized performance cost curve, robustness 
failure probability curves, and independent upper bounds for the robustness failure probability 
curves, aU with respect to the variation of the r coefficient. 
for r = {1, ... , 30}. Each point on an RFP curve is computed according to the re-
sults of 10000 simulations involving criterion (6.6) for different randomly generated 
sequences d(k) = ±1, k E {O, ... , TT - 1}. The NPC curve is normalized (i.e. scaled 
by Î;) to facilitate the comparison with RFP curves towards identification of possible 
interesting tradeoffs. 
From Fig.6-2, it appears that for r ~ 13, the RFP is very low. In particular, 
r = 14 offers an interesting tradeoff as it allows for an improvement in performance 
of 20%, while the RFP remains below 0.02% for both input-output channels. 
Two bounds of the form (6.7), which depend only on r and TT, are shown in 
Fig.6-3. The bounds B60 refers to TT = 60. As expected, it is an upper bound for 
both RFP curves. The conservativeness of B60 towards both RFPll and RFP21 can 
be aUributed to the fact that the impulse response of T decays towards zero at an 
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r 1 
P W1 
---. 
-K P +~ 
+ + V- W2 +-
Fig. 6-4: A common multiblock problem block diagram: Pis a plant, K is a controller, TVl and W 2 
are filters, p is a constant weight, and d and e are disturbance and performance signais, respectively. 
exponential rate, but a bound of the form (6.7) is unable to capture such behavior as 
it is independent of T. This is particularly true for large values of r which explains 
why the size of the distance between these curves increases with r. Hence, assuming 
that the impulse response of T can be sufficiently weIl approximated by its 30 first 
impulses, the RFP curves are then compared with the tighter upper bound B30. 
6.3.2 Cornrnon el Multiblock Problern 
The el-optimal control problem presented below is used by a few authors, see 
[42], [51], and [92]. Although it is not particularly weIl suited for the proposed flexible 
approach (as the optimal impulse response of the closed-Ioop system is very short 
for most values of r), it is presented here for the sole purpose of comparison. 
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Consider the block diagram in Fig.6-4, where the transfer function of the plant 
P and filters W I and W2 are defined as 
À -0.5z + 1 
P = 2 (unstable plant), 
O.lz - 1.05z + 0.5 
À 04", 
W I = .~ (low pass filter), 
z - 0.6 
À z - 0 75 W2 = . (high pass filter) , z - 0.25 
The problem consists in synthesizing an internally st abilizing , causal, LTI controller 
that minimizes the A-norm of the following MIMO system 
min 
K 
~eldl(]() ~eld2(]() 
~e2dl(]() ~e2d2(]() 
A 
= mIn 
K 
WI (l + Pk)-l -W2P(1 + Pk)-l 
-pWl k(l + Pk)-l -pW2k(1 + Pk)-l 
A 
(6.10) 
where p = -0.1. By the Youla parameterization, ]( 
P = Â-I Ê, and XÊ + y Â = 1, where A, E, X, and Y are all discrete, causal, 
stable, LTI systems given below. A valid solution for A, E, X, and Y is given by 
À Z2 - 1O.5z + 5 
A = Z2 ' 
À -5z + 10 
E = ~2 ' 
"-
X = -26.32z + 13.17 
~2 ' 
"-
y = z2 + lO.5z - 26.33 
Z2 
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Fig. 6-5: Cornmon rnultiblock problern tradeoff options: normalized performance cost curves and 
rejection failure probability curves, aIl with respect to the variation of the r coefficient. 
The optimization problem (6.10) is then rearranged in the form of Problem 5.2.1 
as follows. 
mm 
Q 
Te1d1(Q) Te1d2 (Q) 
Te2d1 (Q) Te2d2 (Q) 
(6.11) 
= min 
Q 
W 1 * y * A - W 1 * A * B * Q - W2 * X * B - W2 * A * B * Q 
-pWI * X * A - plV1 * A2 * Q -pW2 * X * A - pW2 * A2 * Q 
In this ex ample , mT = nT = 2 and mQ = nQ = 1. The robust approach of 
Section 5.2 yields a cost of 71.11 for (6.11), see [42], [51], and [92]. Such optimal 
solution is achieved with high accuracy when TQ = 15 and TT = 30. 
Again, for simplicity, let f l1 = f l2 = f 21 = f 22 = f. The NPC and RFP curves 
are shown in Fig.6-5 as functions of f. Contrary to the RFP l1 curve that vanishes 
quickly, the RFP12 curve exhibits a long tail which indicates that the associated 
CHAPTER 6. DESIGN OF FLEXIBLE f I -OPTIl'vIAL CONTROLLERS 102 
input-output channel is vulnerable to disturbance rejection failure. It also stands 
out that RFP2I = RFP22 = O. This is due to the fact that the first row is the only 
active row in the optimization problem because the fI norm of the second row is 
always significantly sm aller than the fI norm of the first row. Consequently, the 
coefficients V2I and V22 in constraint (6.2) are needlessly large, but prevent against 
disturbance rejection failures. A way to remedy this situation is to impose p = 1, 
but it is not implemented here as it would obscure the comparison with previously 
presented results which use the original version of the problem. 
Notwithstanding the negative behavior of input-output channel 12, one inter-
esting tradeoff is offered by r = 3.4, where the RFPll and RFP I2 curves cross each 
other. At this point, the corresponding improvement in system performance and 
probability of failure is 25% and 9% for both channels, respectively. 
6.4 Proof of Theorem 6.1.1 
The following lemma is essential for the proof of Theorem 6.1.1 given below. 
Lemma 6.4.1 ([43]) Let X be a box constraint on IRn, f(x) : IRn r--7 IR be a cast 
function, and g(x) : IRn r--7 IRm be a constraint function. Define 
as the primal problem and 
P(x) ~ max{f(x) : g(x) ::; O} 
xEIRn 
xEX 
D(z) ~ inf sup{f(x) - zT g(x)} 
zEIRm xE1Rn 
z~O xEX 
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as the dual problem. If P(x) and D(z) are both feasible, then P(x) :s; D(z) (weak 
duality). Moreover, for the case when P(x) is linear in x, it is well known that there 
is no duality gap, i.e., P(x) = D(z) (strong duality). 
From the definition of T, the convolution definition, assumption A.2, and the RI 
and Roo-norm of signaIs definition, the optimization problem 
min max {. max f /I[H - U * Q * V]ij * dj/l oo : Ildjll l :s; r j , Ildll oo :s; 1} Q d zE{l, ... ,mT}. 
J=l 
is equivalent to 
subject to 
TT-l 
mm Î 
Q,T,,,! 
L dj(k) :s; r j 
k=O 
a :s; dj(k) :s; 1 
Tij(k) = [H - U * Q * VLj(k) 
(6.12) 
Vj (6.13) 
Vj,k (6.14) 
Vi,j, k, 
with dj(k) E IR, j E {1, ... , nT}, k E {a, ... , TT -1}. By virtue of Lemma 6.4.1 applied 
to the linear optimization sub-problem in d characterized by the cost function (6.12) 
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and the constraints (6.13) and (6.14), the above problem is further modified as follows 
subject to 
min 'Y 
Q,T" 
0"5: dj(k) "5: 1 
Tij(k) = [H - U * Q * VLj(k) 
z > 0 J -
Vj,k 
Vi, j, k 
Vj, 
with Zj E IR, j E {1, ... , nT}, and, with respect to basic properties of the max and 
sum functions, it is rearranged as 
subject to 
mm 'Y 
Q,T" 
o "5: dj(k) "5:1 
Tij(k) = [H - U * Q * V]ij(k) 
Vj,k 
Vi, j, k 
Vj. 
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It is then easy to see that dj (k) = 1 when ITij (k) 1 - Zj 2: 0 and dj (k) = 0 otherwise. 
For this reason, the dependence on ~ (k) can be removed as follows 
mm "Y 
Q,T,p,"f 
subject to 
min. max L L Pij(k) + zjfj ~ "Y nT (TT-l ) 
z ~E{l, ... ,mT}. )=1 k=û 
Zj + Pij(k) 2: ITij(k)1 
Tij(k) = [H - U * Q * V]ij(k) 
Pij (k) 2: 0 
Z· > 0 ) -
Vi, j, k 
Vi, j, k 
Vi, j, k 
Vj. 
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The final LP version of the optimization problem is obtained with the introduction of 
the elective variable v, assumptions A.1 and A.3, and the definition of convolution. 
subject to 
nT 
~V-.<'Y  ~J - 1 
j=l 
TT-l 
mm 1 
Q,T,e,z,p,v,"'( 
Zjrj + L Pij(k) ::; Vij 
k=O 
- eij(k) ::; Iij(k) ::; eij(k) 
mQ nQ k 
Tij(k) = Hij - L L L(Uia * V;3j)(k - 11:) Qa;3(11:) 
.,.. > 0 ~J -
e .. (k) > 0 ~J -
Œ=l ;3=1 1>=0 
Vi 
Vi,j 
Vi, j, k 
Vi, j, k 
Vi, j, k 
Vi, j, k 
Vj 
Vi, j, k 
Va, (3, 11:. • 
CHAPTER 7 
Examples of Applications 
T HIS chapter contains four examples of real-world applications which benefit from the new theoretical developments of the previous chapt ers (with the 
exception of the first application which is a standard froptimal design carried out 
in collaboration with Dr. Dany Dionne). It further illustrates the efficiency of these 
recent contributions. 
The first application, presented in Section 7.1, concerns the design of a standard 
fI-optimal controller for a homing missile problem. In Sections 7.2 and 7.3, the theory 
developed in Chapter 4 is applied to robustness problems involving a heat exchanger 
system and a noisy electronic circuit, respectively. Finally, the flexible design scheme 
of Chapter 6 is employed in Section 7.4 to improve the design of an active-suspension 
system. 
7.1 Homing Missile Problem [18] 
This research project was conducted in collaboration with missile guidance spe-
cialist Dr. Dany Dionne. To the best of our knowledge, it is the first application of 
fI optimization theory to terminal guidance. The novel design approach accounts for 
a bounded disturbance representing the unknown evasive tactic of the target, a noise 
signal affecting the measurements, and a saturation limit on the actuators of the 
pursuer. The resulting fI guidance law is a linear output-feedback controller. The 
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performance of the guidance law is assessed using a pre-selected interception scenario 
of a ballistic missile. Robust homing performance is demonstrated with simulations. 
7.1.1 Overview 
Although the case study presented in this section has been motivated by a future 
ballistic missile defense scenario, it addresses a more general problem, namely the 
interception of a randomly maneuvering target by a guided missile in an environment 
of noise corrupted measurements. The missile guidance endgame is defined by a 
terminal control problem with imperfect information and a very short horizon. The 
objective is to minimize the miss distance between the target and the interceptoI. 
The classical approach to the solution of this problem employs a linearized model 
of the dynamical system consisting of the missile and its pursuer. Based on this 
linearized model, the estimator and the controllaw are then designed independently. 
Such a separate design assumes the validity of the certainty equivalence principle 
and the associated separation theorem, see [83]. Moreover, a system with unknown 
parameters or disturbances often exhibits poor performance or even instability when 
the design of the controller is carried out with respect to a nominal model or to a 
fixed disturbance, see [75]. 
There are many techniques that address system uncertainties and exogenous 
disturbances. Hoo control, sliding mode control, and the recently developed l'l-norm 
control are examples of snch techniques. Guidance laws based on Hoc control are 
already presented in [75], [33], [34], and [67]. In [34], a nonlinear kinematic model is 
considered but the solution requires solving a set of cross-coupled Hamilton-Jacobi 
partial differential inequalities. In [75] and [33], approximate solutions that do not 
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reqmre the solution of the Hamilton-Jacobi inequalities are proposed. In [67], a 
linearized kinematic model with a constraint on the interception angle is considered 
and a two-Ioop LQR-Hoo solution is presented. Guidance laws based on sliding 
mode control are presented in [35], [59], [78], and [91]. These laws meet sorne robust 
stability criteria, but usually neglect the uncertainty in the measurements and do 
not guarantee the satisfaction of pre-specified bounds on the system performance. 
As mentioned in the introduction, the problem of designing a robust fI-optimal 
controller was thoroughly investigated by Dahleh; see [37] and the references therein 
for an extensive summary of results pertaining to t\ -oriented control problems. The 
key characteristic which distinguishes the .el approach from most other control strate-
gies is the ability to han dIe sever al performance objectives and operating conditions 
involving time-domain signaIs bounded in magnitude. Such requirements are often 
encountered in guidance problems. 
This section presents a novellinear output feedback terminal guidance law based 
on the .e1-norm control. For robustness, the guidance law is derived assuming: i) a 
hard bound on the control, ii) a bounded disturbance representing the (unknown) 
evasive maneuver of the target, and iii) a noise signal affecting the measurements. 
The objective of the guidance law is to maintain the lateral separation between the 
interceptor and the target within a given bound. The interception is hence ensured 
when the bound on the lateral separation is smaller than the lethal radius of the 
interceptor. To the best knowledge of the author, this is the first application of the 
.e1-norm optimization theory to guidance. 
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7.1.2 Modeling and Performance Objectives 
A constant velocity planar interception scenario with linearized kinematics is 
considered. The maneuvering dynamics of the pursuer and evader are approximated 
by first-order transfer functions with time constants Tp and TE, respectively. It is 
assumed that the following system captures the linearized dynamics of the terminal 
interception problem 
u f'>.G 
y 
a 
n 
u 
(7.1 ) 
where l and y are the true and the measured lateral separations between the pursuer 
and the evader, respectively, n is a disturbance on the measurements, lai::; affiax is the 
bounded acceleration command of the evader, and u is the acceleration command of 
the pursuer. In practice, the actuators may saturate as it is required that lui::; uffiax . 
A block diagram of G is provided in Fig. 7-1 and a continuous-time state-space 
realization of G is given by 
x(t) = Ax(t) + B[a(t) n(t) u(t)]T 
[l(t) u(t) y(t)f = Cx(t) + D[a(t) n(t) U(t)]T 
(7.2a) 
(7.2b) 
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Fig. 7-1: A block diagram of the terminal interception problem. 
with 
0 1 0 0 0 0 0 
0 0 1 -1 0 0 0 
A= B= 
0 0 -1 0 1 0 0 
TE TE 
0 0 0 -1 0 0 1 Tp Tp 
1 0 0 0 0 0 0 
C= 0 0 0 0 D= 0 0 1 
1 0 0 0 0 1 0 
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(7.2c) 
where Tp = 0.2s and TE = 0.2s. The measurements in (7.2b) are delivered to the 
controller K in discrete-time. The sampling time interval is assumed to be O.Ols. 
Moreover, it is assumed that umax = 30g and amax = 15g, where g /', 9.8mB / s. 
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With respect to the above requirements, the following performance objectives 
are sought: 
i) the nominal lateral separation l remains bounded as follows: III < lmax 
3.75m, 
ii) the nominal command signal u always avoids saturation, 
iii) and the influence of the measurement noise is minimized. 
7.1.3 Controller Synthesis 
The fi Optimization Problem 
Using a Tustin bilinear approximation with a sampling-time interval of O.Ols, 
the z-transform of G is 
a a 1 (7.3a) 
where 
(7.3b) 
with k = -6.lOe-7, Zl = -1, Pl = 1, and P2 ~ 0.95, and where the indexed variable 
(. )yu denotes a transfer function from u to y. 
As depicted in Fig. 7-1, define the discrete-time closed-Ioop system by 
Î' ~ Fz(G, K). (7.4) 
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The performance objectives listed in §7.1.2 are then captured by the f l control prob-
lem stated below 
min IITunll A 
k stabilizing 
Note that Tua = -'Îln, so that Il'ÎlnIIA remains bounded as weIl. 
Parameterization of All Stabilizing Controllers 
Let M, H, X, and Y be discrete stable transfer functions satisfying 
A A -1 A Gyu = M N 
Xi'v1-YN=I 
(7.5a) 
(7.5b) 
(7.5c) 
(7.6a) 
(7.6b) 
Note that the solution for (7.6a) and (7.6b) is non-unique; see [37], [97], and [60] for 
details on how to solve such equations. A valid choice of M, H, X, and Y is given 
by 
i1 = (Z3 - 2.95z2 + 2.90z - 0.95)/ Z3 
A (6.10 X 10-7 Z3 + 1.83 X 1O-6 z 2 + 1.83 X 1O-6 z + 6.10 x 10-7) 
N=-----------------------~---------------------
Z3 
x = (0.65z3 + 0.98z2 + 0.60z + 0.14)/z3 
17= (5.81 X 105z3 - 2.29 X 105z2 - 3.62 X 105z + 2.15)/z3 
(7.7a) 
(7. 7b) 
(7.7c) 
(7.7d) 
Then, by Youla parameterization, [97], the parameterization of aIl internally stabi-
lizing controllers for the system T with respect to the stable transfer function Q is 
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given by 
where Q has the following form 
nQ 
2..: ai zi Q b. _i::_~ __ 
with ai, bi E IR for every i E {1, ... , nQ}. 
2..: bizi 
i=O 
f1-Suboptimal Controller Synthesis 
lntroducing (7.6a) and (7.6b) in (7.4) gives 
which is affine with respect to the transfer function Q. 
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(7.8) 
(7.9) 
(7.10) 
Solving the optimization problem (7.5) with respect to a stable Q (instead of 
K), by way of (7.10), guarantees the internaI stability of 'Î'. The optimization is 
performed with respect to the parameters of Q which comprise of the variables ai 
and bi of (7.9). 
It was shown in [38], [58], and [51] that, (7.10) being an affine function in Q, the 
control problem (7.5) is convex in the parameters of Q whenever Q exhibits a finite 
impulse response, i.e., when every biionQ = 0 and bnQ = 1. Note that under such 
assumption, every pole of Q are at the origin and the value of every optimization 
variable ai represents the magnitude of a distinct impulse of the impulse response 
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of Q. Rence, the bigger is the value of nQ, the larger is the number of optimization 
variables ai, and the longer is the impulse response of Q. 
Unfortunately, for the chosen M, N, X, and Y, the optimization problem (7.5) 
is minimized by a Q which exhibits a very lengthy impulse response. The lengthy 
tail of the impulse response of the optimal Q is indicated by the slow convergence 
of problem (7.5) as nQ increases. As a result, applying the convex approach of [38], 
[58], or [51J would require a prohibitive number of optimization variables ai. 
Consequently, a suboptimal, but feasible approach to finding an adequate Q is 
adopted by solving the optimization problem (7.5) with respect to both the ai and bi 
variables in (7.9). In this approach bi , i = {O,,·· ,nQ} are considered free variables 
so that the transfer function Q may contain non-zero poles. It is hence possible to 
consider a much smaller value of nQ and still generate a good approximation of the 
optimal Q (as it is weIl known that transfer functions with non-zero poles naturaIly 
exhibit long impulse responses). 
On the other hand, the proposed optimization pro cess is nonconvex for any value 
of nQ. N evertheless, the number of optimization variables is now much sm aller than 
that of the above mentioned convex approach. The computational effort required to 
obtain an acceptable solution is thus reduced significantly. Moreover, a small value 
of nQ allows to recover a controller of much smaller order than the one derived by 
the convex approach. 
As previously mentioned, the optimization problem (7.5) is non-differentiable 
due to the nature of the ,{\-norm. Rence, the local solutions are computed using the 
non-differentiable optimization Matlab toolbox Solvopt, [49J. 
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In the present ex ample , setting nQ = 11 allows to compute an adequate subop-
timal Q for the optimization problem (7.5). Specifically, the smallest local minimum 
computed for the fI optimization problem (7.5) yields a cost of 3183 at 
(7.11) 
where A ~ 0.58z11 - 2.16zlO + 1.98z9 + 2.36z8 - 5.53z7 + 2.00z6 + 3.15z5 - 3.19z4 + 
0.34z3 + 0.86z2 - 0.46z + 0.076 and B ~ 1.00z11 - 6.28zlO + 15.44z9 - 15.95z8 -
2.40z7 + 23.46z6 -22.55z5 +4.16z4 +8.15z3 -7.20z2 +2.50z-0.33. The corresponding 
controller k follows from (7.8) and (7.7). Exhaustive analysis of the proposed sub-
optimal solution allowed us to conjecture that it is close to the fI-optimal solution. 
See [37J for strategies on how to estimate the quality of an fI optimization problem. 
Reduced-Order fI Suboptimal Controller 
The order of the controller developed in the previous subsection is in general a 
bit higher than nQ due to the nature of (7.8). To facilitate the implementation of 
the el guidance law, the following heuristic order-reduction procedure is performed. 
First, the order of the controller k obtained in the previous subsection is truncated 
by keeping only the four most dominant pairs of poles and zeros so that the truncated 
k is of the same order as ê. Then, using (7.4), the parameters of the truncated k are 
fine-tuned through the optimization problem (7.5) to recover the performance level 
achieved by the original k. As a tradeoff to the order-reduction, the cost function 
(7.5a) may increase resulting in a degradation in the measurement noise rejection. 
In the present case, the degradation is found to be small. The final resulting fI 
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guidance law has the following state-space realization 
ç(k + 1) = Fuç(k) + Guy(k) (7.12a) 
u(k) = Huç(k) + Duy(k) (7.12b) 
with 
111 !I2 !I3 114 8 
4 0 0 0 0 
Fu = Gu = 
0 4 0 0 0 
(7.12c) 
0 0 1 0 0 
Hu = [ hl h 2 h3 h4 ] Du = dl 
where çT(O) = [000 OlT, III = 1.6625331163, h2 = 0.0052275973, h3 = -0.0817745995, 
114 = 0.0370760550, hl = 9.7831583408, h 2 = -1.7066380641, h3 = -1.7350455211, 
h4 = 1.4245396526, and dl = 548.315884882. 
7.1.4 Numerical Results 
Two sets of simulations are carried out. The first set of simulations assesses the 
nominal performance of the fI controller for the linearized closed-loop system (7.4) 
in a noise free environment, (i.e., n = 0). The second set of simulations assesses the 
statistical homing performance of the f 1 guidance law in a more realistic interception 
scenario with measurement noise and nonlinear kinematics. 
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Fig. 7-2: Nominal simulation results using the Cl controller. Panel (a): Evader's co mm and ace el-
eration, "a". Panel (b): Pursuer's command acceleration, "u", Panel (c): Lateral separation, "y". 
Solid line - Bang-bang evasive manoeuvre; Dashed line - Sinusoidal evasive manoeuvre. 
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Nominal Performance 
Two types of evasive maneuver are considered (see Fig. 7-2a): a bang-bang 
manoeuvre from -15g to + 15g occurring at 2s and a sinusoidal manoeuvre with 
amplitude, frequency, and phase of 15g, O.7rad/s, and -7f/6rad, respectively. The 
results are illustrated in Figs. 7-2b and 7-2c and demonstrate that the closed loop 
system with the Pl controller meets the performance objectives i) and ii) in § 7.1.2. 
In both evasion attempts, the command signal u do es not cross the ±30g bound and 
thus avoids saturation, while the lateral separation 1 remains below ±3.75m. The 
above simulations are performed in ideal conditions in order to emphasize the fact 
that the Pl approach enforces hard bounds on the system performance. 
Statistical Homing Performance 
The homing accuracy of the novel Pl guidance law is compared to that of the PN 
law, [96], and of the DGL/O law, [46], using a specifie ex ample of a terminal pl anar 
engagement between an interceptor (the pursuer) and a maneuverable ballistic missile 
(the evader). The example employs a planar nonlinear kinematic model described 
in [76] and requires the introduction of several additional parameters: the pursuer 
velo city, Vp , the evader velocity, VE , and the distance between the pursuer and 
evader (the range), r. The value of the parameters of the simulations are provided 
in Table 7-1 where (J denotes the standard deviation of the angular measurement 
noise. The covariance of the linearized measurement noise, Qr" is calculated from a 
assuming the range, r, is known at any current time instant k: 
(7.13) 
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Table 7-1: Simulation parameters 
Parameters 
Pursuer velo city 
Evader velo city 
Pursuer max. acc. 
Evader max. acc. 
Pursuer time constant 
Evader time constant 
Initial range 
Measurement freq. 
Std. dey. ang. noise 
Il Values 
Vp = 2 300m/s 
VE = 2 700m/s 
umax = 30g 
amax = 15g 
Tp = 0.28 
TE = 0.28 
r(O) = 20, OOOm 
f = 100Hz 
(J = O.lmrad 
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The evasive strategy is a bang-bang manoeuvre with a single switch, at a random 
time instant, tgosw ' over the time interval of the engagement. 
The PN and the DGL/O laws are state-feedback guidance laws in that they 
require as inputs the derivative of the measurements in addition to the measurements 
themselves. The derivative of the measurements is calculated using a Kalman filter 
with a shaping filter. The shaping filter is a Wiener pro cess acceleration model, [3], 
whose covariance, Qa, is selected following the formula recommended by [95], i.e., 
(7.14) 
where t f is the final time instant of the engagement. 
The PN law is a linear guidance law extensively employed in practical guidance 
problems. It can be shown that the PN law is optimal with respect to sorne guidance 
criteria when the evader is not maneuvering, [96]. The DGL/O law is of the bang-
bang type and is a game-theoretic optimal guidance law, i.e., a saddle-point solution 
of a pursuit-evasion game opposing a pursuer to a maneuvering evader. 
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Fig. 7-3: Required lethal radius to guarantee SSKP=ü.95. Solid line - Rl law. Dotted line - PN 
law. Dashed line - DGLjü law. 
The statistical performance criterion is the single shot kill probability (SSKP) 
and is evaluated through Monte Carlo simulations. The SSKP is defined as the 
probability of a successful interception. An interception is assumed successful when 
the miss distance, l(tf), is within the lethal radius of the interceptor. The Monte 
Carlo simulations repeat the pursuit-evasion scenario 20 000 times. Each repetition 
is characterized by a specifie noise realization and a specifie onset time instant tgosw 
for the bang-bang evasive manoeuvre. 
The minimum lethal radius for the pursuer to achieve SSKP=0.95 is shown in 
Fig. 7-3 as a function of the onset time of the evasive manoeuvre. The fil law con-
sistently achieves a sm aller miss distance than the PN law. The better performance 
of the fi law is attributed to the ability of the fi approach to account for both the 
disturbance affiicting the measurements and the bounded maneuverabilities of both 
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the pursuer and the evader. As compared to the DGL/O law, the fI law requires 
a similar lethal radius, except when the onset of an evasive manoeuvre occurs in 
the interval tgosw E [0.38,1.58]. However, the bang-bang nature of the DGL/O law 
renders its application difficult due to chattering, while such drawback is avoided 
with the fI design as it delivers a linear controllaw. 
The new fI law is shown to be robust with respect to bounds on the maneuvering 
capabilities of both the pursuer and the evader. The presence of a disturbance in 
the measurements is also taken into account. The novel fI law is demonstrated to 
achieve a significantly sm aller miss distance than the commonly employed PN law 
in the ex ample problem considered. 
The most important ability of the fI law is to enforce the lateral separation to 
the evader to remain within the lethal radius of the pursuer rather than to achieve 
a zero miss distance. The fI design favors the use of command signaIs of limited 
magnitude which reduces the likelihood of actuator saturation. 
The fI procedure can be employed to extend the robustness of the guidance 
law to other types of uncertainties, such as the uncertainty in the dynamics of the 
autopilot. Moreover, the fI design approach is compatible with other control tech-
niques, e.g., multiloop control and mixed-norm control. Combination of techniques 
may lead to further performance improvement. 
7.2 Heat Exchanger System [21, 22] 
A number of the new theoretical developments presented in Chapter 4 concerning 
robust foo-stability of systems with repeated perturbations are implemented in this 
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Fig. 7-4: Heat exchanger experimental setup. 
section. The application consists in controlling the variation of temperature of a 
fiuid in a heat exchanger system. 
7.2.1 Presentation of the Experimental Setup 
Let b(v) denote a small variation of a variable v away from its operating point. 
Fig.7-4 illustrates the block diagram of the linearized experimental setup. This setup 
involves a heat exchanger H, two valves V with uncertain dynamics, a controller K, 
and several filters. Models for each subsystem are described below. 
A heat exchanger comprises two piping circuits circulating fiuids. Inside the 
heat exchanger, the circuit containing the warmer fiuid transfers sorne heat to the 
circuit containing the colder fiuid. Here those circuits are labeled A and B. Let FA 
and F B denote the fiow rates inside pipeline A and B, respectively. Let T~, TA, and 
TA denote the temperatures of the fiuid in circuit A at the entry, in the middle, and 
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at the exit of the heat exchanger, respectively. The temperatures Tb, TB and TB 
are defined similarly for circuit B. The heat exchanger model is linearized around 
the following operating point: FA = 50cm3 / s, FE = 7.8cm3 / s, TA = 22.60°C, 
TA = 26.59°C, TB = 26.87°C, and TB = 22.64°C. Note that T1 and T1 are always 
set to 22°C and 55°C, respectively. The linearized model of the heat exchanger H, 
see [57], is then given by 
-30.54 0 0 28.55 -0.024 0 
1.99 -30.54 28.55 0 -0.159 0 
where A = , B= 
0 16.16 -16.32 0 0 0.570 
16.16 0 0.160 -16.32 0 0.086 
C = [ 0 1 0 o ]. The states are defined as follows: x(l) = <5(TA) , x(2) = <5(TA), 
x(3) = <5(TB ), and x(4) = <5(TB). 
A simplified linear model of a valve is proposed in the form of 
<5(F) = (V + Wv~) <5(Fd) 
where V = _2_ W = 0.24s+0.024 Fd is the desired fiow rate F is the fiow rate and 
s+2' v s+0.2' , , 
~ E B(Llltv (1)), is a perturbation. The filter VVv together with the perturbation ~ 
embody an possible neglected high frequency dynamics inherent to the saturation in 
the valve opening (and closing) rate. The two valves in the ab ove setup are identical 
and are assumed to operate under similar conditions, thus they share the same model. 
CHAPTER 7. EXAMPLES OF APPLICATIONS 125 
The signal FdA is the desired flow rate in circuit A. It is assumed that FdA 
is determined by another process, hence it is seen as a disturbance to the system 
considered. Morever, b(FdA ) is bounded in magnitude by ±10cm3 / s, hence b(FdA ) E 
1:00 , Without loss of generality, let d Wd = b(FdA ), where Wd = 10 S~·g6 and Ildll oo :::; 
1. The nominallow pass filter s~·g6 in Wd captures the fact that b(FdA ) has a limited 
rate of variation. The performance objective is to maintain b(TAJ within ±O.l°C and 
hence attenuate the influence of b(FdA ) on TA' This requirement is equivalent to 
the satisfaction of the condition Ilzlloo :::; 1, where z = Wzb(TA.), Wz = 10. 
The subsystems in Fig.7-4 are rearranged in the following augmented form 
where 
is an augmented system. 
o 
o 
z 
y 
o 
o 
=G 
d 
u 
o 
o 
The controller is assumed to exhibit the following lead-lag form 
(7.15) 
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The augmented system and controller are then converted into the M ~-loop form 
of Problem #1, where 
M = Fz(G,K), 
According to (2.6), in this particular example, n = 2, Pl = 2, and P2 = 1. It is 
important to note that the introduction of a performance block ~p, see Section 2.5, 
allows to transform the robust performance problem into a robust stability problem, 
I.e., 
To permit the use of the robust analysis tools of Chapter 4, the system AI is 
converted into discrete-time form (by using the bilinear Tustin approximation with 
a sample-time of 1 second) where its impulse response is truncated after 40 impulses 
without any significant loss of information. 
7.2.2 Controller Synthesis and Simulation Results 
Each controller is synthesized by using a D K algorithm, see [97], combined with 
a sufficient stability conditions presented in Section 4.1. A D K algorithm consists 
in minimizing SN .o.rep 00(1\1) with respect to the parameters of the controller K and 
ltv ' 
the scaling matrix D, in alternance, until it converges. In the present example, the 
design is robust if SN .o.rep 00(.1\1) converges to a value sm aller than one. The necessary 
ltv' 
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Table 7-2: Summary of Synthesis Results 
Design Il KI 1 K 2 
SN .o.ind oo(M) 1.5980 1.2200 
SN .o."p.oo(M) 1.2892 0.9524 
SN~n:.oo(M) 1.265 0.9355 
&i~~/~~,oo(M) 111.2429 1 - - --
condition of §4.4.1 is also employed to identify and reject ineffective designs, i.e., the 
design is guaranteed to be non-robust when SN L!.Tep oo(M) > 1. 
ltv' 
The controllers are computed using Matlab and a nonsmooth optimization tool-
box Solvopt, see [49]. For each design, more than 20 local searches are performed 
with the DK-algorithm and the best cost value is retained. Each local search is ini-
tiated by a randomly chosen starting condition selected over the appropriate feasible 
set. Similar conditions applies to the computation of the necessary condition. 
Two designs are detailed in Table 7-2. The first synthesis attempt, 
(s - 9.268) 
KI = 623.25 (s _ 248.0)' 
yields a cost of SN~Tep oo(M) = 1.265. Rence, it do es not guarantee the satisfaction 
ltt) , 
of the performance objective. Rowever, the corresponding necessary condition is 
able to demonstrate the ineptitude of this design as SN L!.Tep ooCAJ) = 1.2429. The 
ltv' 
performance objective is then relaxed by a factor of two, i.e., J(T~) must now remain 
inside ±0.2° c which is captured by Wz = 5. The second attempt, 
(s - 10.42) 
K 2 = 428.26 ( ) , 
s - 305.7 
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yields a co st of SN~Tep ocJM) = 0.9355 which ensures the robust satisfaction of the 
ltv' 
performance objective. 
It is seen in Table 7-2 that three types of sufficient condition are employed with 
the DK algorithm. The first one, SN t::t.ind oo(M) is the criterion proposed by Kham-
ltv' 
mash & Pearson in [53J and [54J. Although it was originally designed for independent 
perturbations, it remains a valid sufficient condition with repeated perturbations as 
Ll,ep c Llind. The second one, SN t::t.~t~,oo(M), follows from the scaled small gain 
theorem. The third one, SN~Tep oo(M) is related with the parallel sufficient con-
ltv' 
dition. The superiority of the parallel sufficient condition over current methods is 
again demonstrated as it yields the best results in both cases. See (7.17) for details 
on how to use the parallel sufficient condition with the broader class of perturbations 
The behaviour of the above two controllers are next tested with the real nonlinear 
heat exchanger system, see [57J for a precise model description. The simulation 
results are illustrated in Fig. 7-5. The efficiency of each controller is assessed in 
terms of its ability to attenuate the influence of the disturbance flow signal d on 
the temperature expressed in terms of 6(TA). In aIl simulations presented here, the 
disturbance is the signal d shown in Fig.7-5a. It is seen in Fig.7-5b that KI is 
indeed unable to achieve the desired performance level, i.e., 16(TA)1 ~ O.lG c, while 
it is shown in Fig.7-5c that K 2 achieves the relaxed performance objective, l.e., 
16(TA)1 ~ 0.2G c, as expected from the chosen robust synthesis technique. 
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7.3 Noisy Electronic Circuit [29, 28] 
The theoretical developments of Chapter 4 are applied to study robust foo-
stability of an electronic circuit system comprising a pair of operational-amplifiers 
(op-amps) and affected by exogenous noise disturbances. 
The electronic circuit system is described below in terms of its mathematical 
model which captures the main physical characteristics, operating conditions, and 
performance objectives relevant to this circuit. Necessary and sufficient robust foo-
stability conditions are then derived based on Theorems 4.1.1, 4.1.3, and 4.4.1. These 
conditions are subsequently compared with experimental results (obtained using a 
circuit simulator) to further assess their quality. 
It is first convenient to extend the definition of Ma for the more complex class 
of perturbation a~t:(Pl, ... , Pn). Given a sequence 
(7.16) 
where al E Z+, and a system M partitioned according to (2.10), define the aug-
mented system 
MU 
°Plxal 
Oal XPI Oal xal 
Ma b. 
Jv1n1 
°pnxal 
OanxPl Oanxal 
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The associated set of scaling matrices is given by 
Likewise, M; is extended as follows. Given an arbitrary parallel decomposition of 
M into p E Z+ sub-systems 
define the following square system 
MT t>. 
P 
where 
MTIJ t>. 
P 
MTlI 
P 
MTnl 
p 
M IJ l 
M IJ p 
MTln 
p 
(7.17) 
A similar modification applies to A1;. Again, the associated set of scaling matrices 
is given by 
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Fig. 7-6: The op-amp non-inverting configuration and its equivalent mathematical modeL Symbols 
used: Vin and Vaut are the input and output voltage signaIs, respectivelYi Rf and Rg are the 
feedback and the grounded resistors, respectivelYi the blocks AOL and ACL describe the open-Ioop 
and closed-Ioop op-amp dynamics, respectivelYi F denotes the feedback gain. 
7.3.1 The Non-Inverting Op-Amp Configuration 
Consider the set-up depicted in Fig.7-6. Fig.7-6a shows an op-amp in stan-
dard non-inverting configuration, while Fig.7-6b presents its equivalent mathemat-
ical model. The closed-Ioop transfer function of this non-inverting configuration is 
given by 
A là. Vaut _ AOL 
CL - Vin - 1 + AOLF' 
where F.6 Rg For the ideal case where AOL = 00, (Rg+Rf) . 
(7.18) 
7.3.2 Noise Reduction Problem 
The noise reduction problem addressed in this section is also discussed in [68] 
as it is reIativeIy common in practice. Consider the situation illustrated in Fig.7-
7. Fig. 7-7 a shows an electronic circuit with a pair of input and output signaIs 
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interconnected by a single amplifier stage subjected to noise. It is assumed that the 
noise disturbance signal Vnoise enters at the input of the op-amp. The objective is to 
find a way to reduce the overall influence of this noise on the electronic circuit. In 
Fig.7-7b, an additional (noise free) amplifier stage is introduced, pre-processing the 
input signal to the noisy amplifier stage. A negative proportional feedback controller 
closes the loop between the input and output of this system. Provided that the 
values of R}, R~ and K are suitably chosen, the proposed circuit of Fig. 7 -7b allows 
to reduce significantly the influence of Vnoise under minimal change of the input-
output transfer function ~:t as displayed by the original circuit of Fig.7-7a; see [68] 
for a detailed explanation. 
To acquire sorne insight into how the values of R}, R~ and K can be selected, 
it is customary to assume that the op-amps used are ideal, i.e., AOL = 00. From 
Fig.7-7c and equation (7.18), it follows that 
i t:. Rf 
ACL = 1 + Ri' 
9 
where i E {1, 2}. By principle of superposition, 
A~LA~L A~L 
Vout = 1 + A l A 2 K Vin + 1 + A l A 2 K Vnoise· CL CL CL CL 
In this context, the noise versus input reduction ratio is given by 
Vrwise 1 
Al . CL 
(7.19) 
(7.20) 
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Fig. 7-7: The original noisy circuit, the corresponding noise reduction circuit, and the equivalent 
mathematical model of the noise reduction circuit. Symbols used: Vin, Vaut, and Vnaise are the input, 
output, and noise voltage signaIs, respectively; (R}, R~) and (R}, R~) are the first and second stage 
pairs of resistors, respectively; the blocks AOL, A~L and AbL describe the open-Ioop, first stage 
closed-loop, and second stage closed-loop op-amp dynamics, respectively; Fl, F2' and K denote the 
first and second stage feedback gains and the proportional controller, respectively. 
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Additionally, if it is desired to maintain the same ratio ~~ut = AbL in both circuits 
'zn 
depicted in Figs.7-7a and 7-7b, then the value of the controller gain K must be 
(7.21 ) 
Equations (7.20) and (7.21) suggest that the optimal way to eliminate the un-
desirable influence of Vnoise, while preserving the ratio ~ut, is to increase the gain of 
zn 
A~L as much as possible and adjust K accordingly. Such an approach is sufficient 
only under the additional assumption that both Vin and Vnoise are signaIs contain-
ing relatively low frequency components. Therefore, any low frequency disturbance 
issue, such as a DC offset, would be efficiently attenuated. While the frequency 
characteristics of Vin can be restricted to low pass, the same does not ho Id for Vnoise 
which typically exhibits a large bandwith. As a result, since AOL is never ideal in 
practice, a blind application of the above strategy may result in undesirable transient 
behaviours, e.g., large overshoot spikes in the output signal Vout. In these circum-
stances, the theory proposed in Chapter 4, in conjunction with (7.20) and (7.21), 
offer a possibility to achieve a reasonable trade-off between a desirable low frequency 
ratio \T~?iSe and an admissible peak-to-peak gain in ,;out for the real op-amps circuit 
\lzn VnO'lse 
of Fig.7-7b. 
7.3.3 Performance Objectives and Operating Conditions 
To appreciate the usefulness of the results presented in Chapter 4, six different 
noise reduction parameter settings are studied towards assessing the quality of their 
respective system transient response in terms of peak-to-peak gain. These settings 
are derived directly from (7.19)-(7.21) and are displayed in Table 7-3. Note that the 
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Table 7-3: Parameter Settings 
Parameter Set Il #1 1 #2 1 #3 1 #4 1 #5 #6 
V,t H (ideal) OdB -3dB -6dB -9dB -12dB -lOOdB 
ViV (ideal) OdB OdB OdB OdB OdB OdB 
Rf OD 995D 2.98kD 6.94kD 14.9kD lOGD 
R~ ooD 1kD 1kD 1kD 1kD 1kD 
Rj OD OD OD OD OD OD 
R~ ooD ooD ooD ooD ooD ooD 
K 0 .499 .749 .874 .937 1 
gain K increases from zero (open-Ioop case) to one as the noise reduction ratio VV;~se 
decreases from OdB to -lOOdB (almost complete noise attenuation case). 
It is also assumed that Vnoise is a persistent signal bounded in magnitude by 
±lOm V. The critical performance objective is that Vaut remains within ±15m V (i.e., 
Vaut::; 150%IIVnaiselloo) when Vin = OmV. The input signal Vin is set here to OmV 
for the purpose of the robust analysis, but it is reasonable to assume that any input 
signal whose variations are restricted to the interval ±200m V may be significantly 
affected by the noise signal considered. 
7.3.4 A Linear Model of the Circuit 
The op-amps considered here are two identical /û41 chips. Considering the 
above operating conditions, a linear model of the open-Ioop dynamic of the p,741, 
derived from Fairchild's IL741 data sheet, see [31 J, and validated with Pspice freeware 
version, see [61], is given below 
(7.22) 
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Fig. 7-8: Typical robust performance block diagram for the noise reduction circuit. Symbols 
used: d and z are the disturbance and performance signaIs, respectively; (Ul ,yt), (U2,Y2), and 
(UK ,YK), are pairs of command and measured signaIs for the first stage, second stage, and controller, 
respectively; (UtJ.l,YtJ.l) and (UtJ.2,YtJ.2) are pairs of output and input signaIs for the first and second 
stage perturbations, respectively; Vin, Vout, and Vnoise are the input, output, and noise voltage 
signaIs, respectively; the blocks A(s), FI, F2, and K describe the op-amp linear approximation of the 
open-Ioop dynamic, the first and second stage feedback gains, and the controller, respectively; flA 
and fl p denote the op-amp and performance perturbation blocks, respectively; the block W d , W z , 
and W tJ. (s) describe the disturbance, performance, and op-amp perturbation weights, respectively; 
G denotes the augmented plant; J1.1 denotes the system to be investigated in an J1.1l!.-loop as 
proposed in the Problem Statement. 
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with 
where gA = 1.7 X 105, fA = 9.5Hz, gf>. = 0.1, and ff>. = 50KHz. As explained 
in [37], the term Wf>.(s).6.A (with .6.A E B(~ltv(l))) including a perturbation block 
and a high-pass filter, should be large enough to include any possible unmodeled 
high frequency dynamics as well as potential variations in temperature and power 
supply that are known to alter the op-amp behavior. According to [44], temperature 
and voltage supply fluctuations are considered the most important external sources 
of dynamic perturbations, but these are not critical here as the temperature and 
voltage supply are kept constant at 27°C and 12V, respectively. The above choice of 
operating conditions also prevents any op-amp saturation issues. 
The electronic circuit system of Figs.7-7b and 7-7c is further represented in 
the form of the block diagram shown in Fig.7-8 to include (7.22) as well as the 
weighting functions Wd = 0.01 and Wz = O.~15' The weights Wd and Wz correspond 
to Vnoise being bounded in magnitude by 10m V and to Vaut remaining within ±15m V 
at all times (provided that Vin = Om V), respectively. Fig. 7-8 then captures all 
the fundamental characteristics of the circuits and accounts for all the performance 
requirements essential in this study. 
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An equivalent representation of the block diagram depicted in Fig. 7-8 is given 
by equation (7.23) in the form of an augmented plant G. 
Yt::.l 0 0 0 -Wt::.(s) 0 -Wt::.(s) 
Yt::.2 Wt::.(s) 0 Wt::.(s)Wd -Wt::.(s)A(s) -Wt::.(s) -Wt::.(s)A(s) 
z WzA(s) Wz WzWdA(s) -WzA2(s) -WzA(s) -WzA2(s) 
Yl 1 0 0 -A(s) 0 -A(s) 
Y2 A(s) 1 WdA(s) _A2(S) -A(s) _A2(S) 
YK A(s) 1 WdA(s) _A2(S) -A(s) _A2(S) 
, 
v 
~ 
G 
(7.23) 
The noise reduction circuit is then converted to the A1 ~-loop form considered in the 
Problem #1, where 
M = Fz(G, diag(Fl , F2' K)), 
~ = diag(~A, ~A, ~p) E B(~~te:(2, 1)). 
According to (2.6), in this particular example, n = 2, Pl = 2, and P2 = 1. It is 
important to note that the introduction of a performance block ~p, see Section 2.5, 
enables the robust performance problem to be transformed into a robust stability 
problem, i.e., 
Finally, the system Mis converted into discrete-time form (by using the bilinear 
Tustin approximation with a sample-time of 10-7 seconds) where its impulse response 
Ut::. 1 
Ut::. 2 
d 
Ul 
U2 
UK 
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Table 7-4: Best Upper and Lower Bounds 
Parameter Set Il #1 1 #2 1 #3 1 #4 #5 #6 
Smallest Upper Bound for SN ,Cl • .',p.oo (M) .836 .829 .992 1.098 1.159 1.228 
. ltv ' 
(i.e., tightest SN';;.!':,:,ooCA1), see (7.24)) 
Largest Lower Bound for SN t::.."'" 00 (M) .836 .802 .950 1.048 1.103 1.164 
ltv' (i.e., tightest SN a,e p oo(M)) 
, , 
Size of the Gap 0 .027 .042 .050 .056 .064 
-min (i.e., SN a,e p oo(M) - SN arq'.oo(M)) 
, . , 
Satisfaction of the Robust Performance Objective yes yes yes no no no 
(Le., SNan~.oo(M) :s; 1) 
is truncated after 30 impulses without any significant loss of information. The robust 
.eoo-stability analysis of the M .6-loop is therefore possible by way of computing upper 
and lower bounds for the structured norm SN t::J..r2:. 00 CAI) using the methodology 
proposed in Chapter 4. 
7.3.5 Numerical Results 
The numerical results are displayed in Tables 7-4, 7-5 and 7-6. The upper 
and lower bounds for the structured norm of Mare computed using Matlab and a 
nonsmooth optimization toolbox Solvopt, see [49J. For each upper and lower bound 
value, 20 to 100 local se arches are performed and the best co st value is displayed. 
Each local se arch is initiated by a randomly chosen starting condition selected over 
the appropriate feasible set (i.e., (4.7) or (4.43)). The results are interpreted below 
and simulations involving the hardware simulator Pspice, see [61 J, confirm their 
correctness. 
The results in Table 7-4 refer to the six parameter settings of Table 7-3 corre-
sponding to different levels of decrease in the ideal vv::e ratio. For each parameter 
set, the upper and lower bound values for the structured norm of AI are computed by 
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Table 7-5: Details of the Upper Bounds of Parameter Set #3 
a = {O,O} 1 a = {l, O} Mp = M; 
UB I = 1.027 1 UB2 = 1.006 1 UB3 = 1.000 1 UB4 = .992 
employing Corollaries 4.1.2,4.1.4, and 4.4.2. The results in Table 7-4 allow to assess 
whether the robust performance objective is satisfied (i.e., whether IIVoutll oo ::; 15m V 
when IIVnoiselloo ::; 10mV and Vin = OmV). Define 
(7.24) 
for reason of simplicity. It is seen that the robust performance criterion is met for 
the first three parameter settings which impose a less strict low frequency noise 
reduction requirement. Note that, in all cases selected, it is possible to assess the 
satisfaction of SNarep 00 (A1) ::; 1 because 1 rf:. [SN a rep oo(M), SN;"~~p oo(M)]. It 
ltv' ltv' ltv' 
is however clear that a very small tightening of the performance objective (say by 
imposing IlVoutlloo ::; 14.9Mv) would place 1 E [SN a~t:,oo(M), SN;"r~,(x,(M)] for 
parameter set #3. The upper bound value S N;"~~p 00 (M) as well as the size of the 
lft! ' 
gap SN;"~~p oo(M) - SN a rep oo(M) are seen to increase less rapidly for lower ratios 
ltv ' lt'v ' 
of Vn02se • It is hence reasonable to conjecture that even a very large reduction of 
Vin 
the ideal V~:se ratio (such as -100dB with parameter set #6) would result in a 
limited (albeit significant) deterioration of the transient response to Vnoise. This fact 
is confirmed by Pspice simulations as illustrated in Fig.7-9. For completeness, note 
that the results indicate that SN;"~~p oo(M) - SN a rep oo(M) ::; 5.2% . SN;"~~p oo(M) 
ltv ' ltt.' , ltt) , 
for every parameter sets considered in this application. 
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Table 7-6: Details of the Lower Bounds of Parameter Set #3 
SN are:,oo(M) 
(4.47) (4.48) 
N={2,1} N={4,1} N={l,l} 
LB3 = .950 1 LB2 = .937 1 LB! = .930 
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For the critical parameter set #3, further lower and upper bound values are 
displayed in Tables 7-5 and 7-6, respectively. These upper and lower bounds are 
computed with respect to Mp = M;, where M = Ml + M 2 such that {.MIH~6 and 
{MdZ~~9, as well as different choices of the sequence a and sequence N. Similar 
results could be shown to hold for the other parameter configurations as well. The 
results of Tables 7-5 and 7-6, labeled UBi , i = {1, 2, 3, 4}, and LBj, j = {1, 2, 3}, in 
terms of the respective bounds, complement those of Table 7-4 in what follows. 
Although UBI is a bound initially developed for M D.-loop systems subject to 
independent perturbations, it also delivers a valid upper bound in the presence of 
repeated perturbations as ~ind ~ .::;lrep. The upper bounds UB3 and UB4 both 
indicate the satisfaction of the desired performance objectives. The absolute im-
provement of the upper bound value that imparts to the augmented and parallel 
approaches, as compared to their standard counterpart, is 0.006 = UB2 - UB3 
and 0.014 = UB2 - UB4 , respectively. The importance of this result is best elu-
cidated by comparing it to the size of the gap: 14.3% = ~~!=~~: 100% and 33.3% = 
~~~=~~: 100%. A similar comparison between UB3 & UB I and UB4 & UB l yields 
64.3% = ~t=~~: 100% and 83.3% = ~t=~~: 100%, respectively. These improve-
ments are obtained with only a very small increase in the overall computational 
cost. 
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As indicated in §4.4.1, N 2 = 1 in all the three choices of the sequence N re-
quired for lower bound computation. As expected, the computational effort grows 
significantly with the required precision of the lower bound. Nevertheless, although 
the absolute difference between LB3 and LB2 as well as between LB3 and LBI is 
only 0.013 = LB3 - LB2 and 0.020 = LB3 - LBI' respectively, the corresponding 
relative improvement with respect to the size of the gap is 26.0% = t~3=t~~ 100% 
and 40.0% = t~~=~~~ 100%, respectively. Consequently, while lower bounds involv-
ing (4.48) may often be advantageous due to their cheaper computational cost, it 
is certainly worth spending additional computational effort on the computation of a 
thighter lower bound based on (4.47) if the robustness problem at hand is difficult 
to assess (i.e., when 1 E [SN ~rep oo(M), SN~~~p oo(M)]). 
ltv' ltv' 
Finally, Fig. 7-9 shows the results of the Pspice simulation in which the first panel 
presents a meaningful benchmark Vnaise signal, while the remaining ones display the 
system output Vaut for the six different parameter choices. The solid lines at ±15m V 
are thresholds for the satisfaction of the performance objective. Note that the system 
with parameter set #3 barely satisfies the objective while the sets #4 - 6 fails to 
do so, see Figs.7-9d to 7-9g. Also observe that the DC gain of ~n/ise decreases 
l'out 
monotonically with respect to the required V~~ise ratio as expected from the ideal 
Vm 
circuit analysis of §7.3.2. 
7.4 Active Suspension System [19, 20] 
7.4.1 Active Suspension Model 
Consider the relation [e U]T = T * d, where T represents a model of an active-
suspension system which maps the elevation of the road surface d into both the 
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Fig. 7-9: Pspice simulation results: benchmark Vnoise signal (top panel) and corresponding Vout 
signaIs (one for each parameter setting listed in Fig. 7-3). 
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M····················· 
D y 
m··············· 
Fig. 7-10: Active suspension diagram: M and m are the mass of the vehicle and suspension, 
respectively, Kl, K2, and D are spring constants and dashpot constant, respectively, Xl and X2 
are states of the modeI, u is the command signal in Newton, and d, e, and y are disturbance, 
performance, and measured signaIs in meters, respectively. 
vertical displacement e of the passengers in the vehicle and the control effort u 
required by the actuators to compensate for it. Since the variation of the road level 
is limited, the disturbance dis modeled as a persistent signal bounded in magnitude. 
Similarly, the magnitude of signal e can be seen as a measure of the discomfort of the 
passengers. The design objective for the suspension system is hence to compensate 
for the admissible disturbance d as to minimize the magnitude of the output vector 
signal [e uf. 
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Fig. 7-10 presents a simplified active suspension system. The state-space model 
of the augmented system C, characterized by the active suspension system of Fig.7-
10, is given by 
0 0 1 0 0 0 
0 0 0 1 0 0 
A= , B= 
-KI/M KI/M -D/M D/M 0 l/M 
Kl/m -(Kl + K 2)/m D/m -D/m K2/m -l/m 
1 0 0 0 0 0 
C= 0 0 0 0 D= 0 1 
1 -1 0 0 0 0 
where M = 300kg, m = 50kg, Kl = 3000N/m, K 2 = 30000N/m, and D 
600Ns/m. Let lVd = 0.1, We = 10, and Wu = 1/450 be weight gains and define 
where T is the closed-Ioop system for which the Rl performance objectives are de-
termilled and K is the controller to be designed. The continuous-time model is 
discretized using a Tustin bilinear transformation with a sample-time of ls (which 
accounts for one significant variation in the road level per second). 
7.4.2 Controller Synthesis and Numerical Results 
Such active suspension model is first developed in [6]. Note that lVd ensures 
that the variation in road surface remains limited by ±lOcm, while ltVe and Wu 
normalize the relative importance of both output signaIs. By virtue of the Youla 
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Fig_ 7-11: Active suspension tradeoff options: normalized performance co st curve and rejection 
failure probability curves, aU with respect to the variation of the r coefficient_ 
parameterization Q = K(l - G32K)-1, so the control problem is defined as follows. 
min 
Q 
= min 
Q 
indexed variable (- )ed denotes a transfer function from d to e_ 
(7_25) 
One way to solve (7_25) is to apply the fI-optimal methodology proposed in 
Section 5_2. However, as most road surfaces do not frequently exhibit abrupt varia-
tions in their elevation, the approach of Section 5_2 may yield a solution that is too 
conservative for the typical conditions. Employing the flexible design methodology 
of Section 5_3, on the other hand, may prove particularly advantageous_ 
Both approaches are implemented and their respective efficiency compared be-
low_ As with the previous problem, mT = 2 and nT = mQ = nQ = L With TQ = 40 
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and TT = 60, the approach of Section 5.2 yields a co st of ,; = 1.25 which is at least 
within 2.0% of the fI-optimal solution, see §6.3.1 for details. For simplicity, it is 
assumed that r II = r 21 = r. The NPC and RFP curves are depicted in Fig. 7-11 as 
functions of r. Specifically, it is seen that the tradeoff offered by r = 15 is appealing 
as the performance objective is improved by no less than 10%, while the probability 
of disturbance rejection failure does not exceed 0.5% for both input-output channels. 
CHAPTER 8 
Conclusion 
T HE main results of this thesis are again assembled here. A brief summary of research and sorne conclusive remarks are provided in Section 8.1. Future 
research avenues are proposed in Section 8.2. 
8.1 Summary of Research 
Two new sufficient conditions, referred to as the augmented and parallel suffi-
cient conditions, respectively, for robust t'oo-stability of systems with repeated, LTV, 
induced t'oo-norm bounded perturbations are proposed in §4.1.1 and 4.1.2. It is shown 
using ex amples that the new conditions can be much less conservative than the con-
ditions known to date. However, it is also demonstrated in Section 4.3 that the 
remarkable properties of these sufficient conditions do not carry over to the robust 
t'2-stability case. 
Techniques to reduce the computational effort associated with the abovemen-
tioned sufficient conditions are discussed in §4.1.4. An interesting property inherent 
to the new contributions and relevant to the computation of a sufficient stability 
conditions is their compatibility with each other, Le, it is possible 1.0 apply them 
simultaneously to benefit from their respective advantages. 
As pointed out in Section 4.1, the proposed new sufficient condition renders a 
nonsmooth and nonconvex optimization problem. The nonsmooth property is not 
a major issue as there exists a multitude of efficient algorithms that are designed 
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specifically to handle nondifferentiable optimization problems; see [49J. On the other 
hand, the lack of convexity makes the problem computationally challenging. Never-
theless, as it is the case with the popular DK-algorithm (which is also a nonconvex 
approach; see [97], [37], and [79]), extensive simulations have shown that very good 
local minima are usually reached within a few steps. Hence, the new sufficient con-
ditions proposed in this thesis are always able to rapidly deliver results that are 
notably less conservative than those delivered by the standard sufficient condition. 
A first necessary condition for robust foo-stability of systems with repeated, 
LTV, induced-foo-norm bounded perturbations is also presented in Section 4.4. The 
condition is expressed in terms of a lower bound for the associated structured norm. 
It is most helpful to evaluate the tightness of the corresponding sufficient conditions. 
It further permits the identification and rejection of ineffective (i.e., non-robust) 
designs. 
Several known results relevant to robust foo-stability of systems are rederived 
in Chapter 3 using a topological separation approach. The TST strategy is behind 
the development of the augmented sufficient condition and the improvement of the 
stability criterion proposed in [86J for systems with memoryless perturbations. 
In Chapt ers 5 and 6, a new design methodology is proposed that allows for a 
flexible management of the tradeoff between the ability of a system to attenuate 
disturbance signaIs versus its expected worst peak-to-peak amplification. The new 
strategy merges the original concept of quasi-robust LP developed in [8] with the f r 
optimal controller synthesis technique of [51 J. It results in an LP problem which can 
be solved easily with efficient and widely-used software packages such as CPLEX; 
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see [47]. The new method would significantly enhance the capability of any con-
trol designer toolkit as it complements the weIl known t\ -optimal controIler design 
approach and offers an efficient me an to deal with the conservativeness inherent to 
standard f.1 techniques. This is confirmed using several example problems. 
The advantages of the new flexible approach is most visible on large problems 
(a similar observation is made by Bertsimas & Sim, see [8], for their quasi-robust LP 
approach). Indeed, the larger the problem, the less likely the probability that the 
worst input sequence actually occurs. The tradeoff coefficient r may be seen as an 
estimate of the number of disturbance impulses that could be neglected while still 
achieving an acceptable disturbance rejection level. In practice, it is often sufficient 
to consider small to moderate values of r, because the impulse response of the 
corresponding closed-loop system T vanishes exponentially. 
It is worth mentioning that, apart from being compatible with other standard f. 1-
optimal controller synthesis approaches, the new methodology may easily incorporate 
any types of auxiliary linear constraints such as specifie time-domain templates or 
envelopes for various closed-loop system responses to known fixed input signaIs, see 
[39] and [32]. 
The efficiency and usefulness of each abovementioned contribution is further 
assessed in Chapter 7 with examples of applications. This is demonstrated with 
numerous simulations performed OVer both linearized and original nonlinear models. 
8.2 Future Research 
A few interesting avenues for future research are pointed out below. 
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• Establish more formaI guidelines for the construction of efficient parallel de-
compositions required for the computation of the parallel sufficient condition. 
• Assess the validity of the augmented and parallel sufficient conditions with 
repeated nonlinear time-invariant perturbations; see [37]. 
• Address the asymptotic analysis of the structured norm's lower bound towards 
ascertaining that SN a rep oo(M) ---+ SN a rep oo(M) as T ---+ 00 and NI ---+ 00, 
ltv ' ltv ' 
1 E Tl, i.e., to determine if it is possible to select T and N as to achieve 
arbitrary precision in the lower bound estimate (notwithstanding the compu-
tational effort required for such a task). 
• Estimate analytically the level of conservativeness of the parallel sufficient con-
dit ion by comparing it to the necessary stability condition which is also based 
on a form of parallel decomposition. 
• Modify the TST main stability theorem (into a main instability theorem) as 
to develop other (simpler) necessary stability conditions. 
• Extend the proposed flexible fil-optimal approach in order to han dIe the pres-
ence of parametric perturbations in the closed-Ioop system dynamics. 
APPENDIX A 
N onsmooth Optimization 
M OST, if not aIl, optimization problems encountered in this thesis are non-smooth (or non-differentiable). It implies their cost function exhibits a dis-
continuous first-order derivative (at sorne points). The nonsmooth function encoun-
tered in this thesis are Lipschitz continuous, i.e., they yield bounded derivatives in 
every direction over any given interval. Problems involving such Lipschitz functions 
differ from their differentiable counterpart in many aspects. It is hence justified to 
provide an introduction to nonsmooth optimization to render the content of this 
thesis as self-contained as possible. 
A general optimization problem is stated in Section A.1. Nonsmooth search 
direction procedures are presented in Section A.2. 
A.1 A General Optimization Problem 
Consider the following unconstrained optimization problem 
min f(x), (A.1) 
x 
where :r: is the optimization variable and f (x) the cost function. Every optimization 
algorithm that solves the above problem contains, roughly in this or der , the following 
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sequence of operations 
1) [XO] = Initialization (at k = 0) 
2) [v k ] = Stoppingcriterion(xk ) 
3) [dk] = Se arch direction (xk) 
4) [sk] = Stepsize( xk, dk) 
5) [xk+1] = xk + sk and go to step 2, 
where k is the current iteration, vk is the kth stopping criterion verdict, dk is the kth 
se arch direction vector, and Sk is the kth step size vector. Stoppingcriterion, Searchdi-
rection, and Stepsize are all functions of the previous variables, while Initialization 
depends on heuristic considerations. 
The main difference between a smooth and a nonsmooth optimization algorithm 
lies in the computation of its search direction (SD) vector. This task is much more 
complex with a nonsmooth cost function f (x). The other steps composing an op-
timization algorithm being very similar for both the smooth and nonsmooth cases, 
the topic of this appendix will hence focus on techniques to compute efficiently the 
SD vector associated with a nonsmooth optimization problem having a Lipschitz 
cost function. Prior to the presentation of nonsmooth SD procedures, consider the 
following two remarks on constrained optimization and global optimization. 
The present appendix deals solely with unconstrained optimization problems. 
The reason is that it is always possible to augment the unconstrained problem (A.1) 
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as to imply constrained optimization problems of the form 
minf(x) 
x 
g(x) :::; 0 
h(x) = 0, 
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(A.2) 
where g(x) :::; 0 and h(x) = 0 are inequality and equality constraints, respectively. 
Penalty functions are the simplest approaches employed to perform such augmenta-
tion; see [56] and [63]. For example, by virtue of an appropriate penalty function, the 
following unconstrained optimization problem yields the same minimum as (A.2). 
min f(x) + a (II max(g(x), 0) Il + Ilh(x) Il) , (A.3) 
x 
where a E lR+ is a sufficiently large penalty coefficient and Il . Il denotes any norm. 
The max function employed in the augmented cost function is an additional source of 
nonsmoothness, but it is not an issue here as the co st function is assumed nonsmooth 
a przorz. 
While the techniques proposed in this appendix are most efficient with convex 
optimization problems for which they yield a global minimum, they may still be suc-
cessfully employed in global optimization contexts; see [62]. For example, nonsmooth 
optimization techniques proved essential for the development of a branch-and-bound 
algoritlllll as weIl as for the computation of satisfactory solutions for many nonconvex 
stability criterions in this thesis. 
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a) b) 
Fig. A-l: Smooth versus nonsmooth optimization algorithms. 
A.2 Nonsmooth Search Direction Procedures 
The main task of a nonsmooth SD procedure is to avoid getting trapped in a 
non-differentiable area of the cost function. These areas often exhibit sudden steep 
variations in cost where standard differentiable algorithms tend to jam. A classical 
example of such situation is the canyon-like valley. Wh en optimization algorithms 
developed for differentiable functions are employed, they are prone to jitter between 
the sharp slopes of the valley as seen in Fig.A-1a, while nonsmooth optimization 
algorithms are able to flow along the river at the bottom of the canyon as in Fig.A-
lb. 
There exists several SD procedures, each with their own characteristics. The 
content of this appendix is limited to first-order techniques. Specifically, the following 
two category will be investigated. The cutting-plane SD methods; see [36], [56], 
and [63], and the space dilation SD methods; see [77] and [74]. To obtain detailed 
information on second-order approaches such as quasi-Newton methods; see [63]. 
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The following convention will prove helpful throughout this section. Consider aj , 
the exponent j refers to the point x j and is computed at the lh iteration. Moreover, 
aj is assumed to remain constant during the who le algorithmic process. On the 
other hand, for aj, the subscript j also refers to the point x j , but is not necessarily 
computed at the lh iteration. aj might be updated at every iteration. The exponent 
rule has priority over the subscript rule. AIso, the cost function f(x) is assumed 
Lipschitz continuous. 
A.2.1 Cutting Plane Search Direction 
The generic SD problem formulation for the kth iteration of a cutting-plane 
based algorithm is given by 
A 1 
minf(x) + -llx - xkll~, 
x 2 
(A.4) 
where J(x) is a polyhedron and ~llx - xkll~ is the Moreau-Yoshida regularization. 
The polyhedron J(x) is made of IJkl supporting hyperplanes tangent to the cost 
function f(x) at (xj,f(x j )) for every jE Jk, where Jk is a set of indices refering to 
precise points x j . The lh hyperplane is defined as follows 
where gj is a subgradient of f (x) computed at xj . An equivalent and convenient 
recursive definition of the hyperplane in terms of xk, the current point of interest, is 
given by 
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iCx) 
x 
Fig. A-2: Graphical illustration of a cutting-plane SD problem, where every variables are defined 
in (A.4) and (A.5). 
At a given iteration, not an previously computed hyperplanes are part of the current 
polyhedron. The set of index Jk is managed according to a pre-defined update 
strategy which often tends to eliminate sorne of the precedent hyperplanes to limit 
the complexity of the SD problem. Note that the epigraph of J(x) contains f(x) 
when f (x) is convex. The Moreau-Yoshida regularization guarantees the existence 
of a solution to (A.4). lndeed, it is easy to see that, in absence of the Moreau-
Yoshida regularization, problem (A.4) may yield a cost of -00 when IJkl ::;: dim(x). 
The generic SD problem is quadratic and convex. Its solution yield the following SD 
vector 
(A.5) 
where :î; denote the argument minimum. A simple graphical example of a cutting-
plane SD problem is given in Fig.A-2. 
Problem (A.4) is presented above in its primaI form. However, for large-scale 
nonsmooth optimization problems, dim(x) is often much larger than IJkl. It is hence 
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computationally advantageous to solve the dual form of the SD problem. This issue 
is addressed below. 
There exists many types of polyhedrons. The difference between them is a clean 
way to classify the different cutting-plane based algorithms. A number of the most 
widely employed polyhedrons are presented in the next three subsections. 
Standard Polyhedron 
The standard polyhedron is defined as follows 
The primaI standard SD problem is given by 
. 1 
mm u + -llx - xkll~ 
x,u 2 
fj (xk) + gF (x - Xk) :s; u \lj E Jk 
and the dual standard SD problem follows as 
2 
1 L 0 min - ). ogJ 
À 2 J 
jEJk 
- L).j (fj(x k ) - gjT x k ) + ~llxkll~ 
2 jEJk 
A valid se arch direction is given by 
(A.6) 
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where X (and û) and ~ are solutions to the above primaI and dual problems, respec-
tively. When dk = 0, the point x is stationary, i.e., 0 E a f (x), where a f (x) is the 
generalized gradient (or subdifferential) of f (x) at x. The subdifferential associated 
with a particular point is the convex hull of all existing subgradients associated with 
this point. Such situation is important for the development of efficient stopping 
criterions. It is discussed in a subsequent subsection. 
Lemarechal-Wolfe Polyhedron 
The linearization error between an hyperplane jJ(x) and the true value of f(x) 
at the current point xk is defined by 
It is straightforward to see that e~ = 0, i.e., the linearization error at the current 
point following from a linearization around the current point is zero. Moreover, when 
f(x) is nonconvex, it is preferable to define eJ = If(xk) - jJ(xk)1 to ensure that the 
epigraph of the resulting polyhedron includes the corresponding co st function. The 
standard polyhedron is defined as follows in terms of linearization errors 
(A.7) 
The Lemarechal- Wolfe polyhedron is a simpler version of the one above which consists 
in llf~glecting the linearization errors as follows 
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As a results, every hyperplanes considered are artificially offseted as to pass through 
the current coordinate (xk, f(x k)). To be of any practical utility, the Lemarechal-
Wolfe approach must be employed jointly with an appropriate update strategy of the 
set of indices Jk which ensures that only the subgradients gj (of points x j ) in the 
neighborhood of the current point Xk are considered for the current SD problem. 
The primaI Lemarechal-Wolfe SD problem is given by 
1 
min u + -llx - xkll~ 
x,u 2 
while the dual standard SD problem as the form 
2 
1 L 0 min - À ogJ 
À 2 J + L ÀjgjT xk + ~llxkll~ 
jEJk 2 jEJk 
Again, a valid search direction is given by A.6. The Lemarechal-Wolfe approach, 
while simpler than the standard one, seems to be less efficient in practice, see [56]. 
Bundle Polyhedron 
The increasingly popular class of bundle algorithms refers to those algorithms 
trying to emulate 8E (j(Xk)), the é-subdifferential of f(x) at xk. Similarly to the 
standard subdifferential, the E-subdifferential at a given point is the convex hull of 
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all subgradients associated to the points within a radius of length E of the point of 
interest. 
The bundle polyhedron is given by 
where 1 is an arbitrary large real number. The primaI bundle SD problem is defined 
as 
1 
min u + -llx - xkll~ 
x,u 2 
while the dual standard SD problem is stated as 
2 
min t L Àjgj + L Àj (gjT xk + le;) + tllxkll~ 
jEJk jEJk 
The multipliers Àj = 0 when the corresponding ej value is too large, hence A.6 still 
yields a valid SD vector. 
The coefficient 1 is usually increased progressively during the algorithmic process. 
Such strategy offers a good tradeoff between speed of convergence and accuracy of 
the final solution. Aiso note that the bundle approach tends toward the Lemarechal-
Wolfe approach as the value of 1 decreases to O. A similar observation holds for 
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the standard methodology when r = 1 and polyhedron A.7 is employed. Moreover, 
as r increases, only the hyperplanes with very small linearization errors are able to 
influence the solution of the bundle SD problem. This behavior induces an implicit 
selection of subgradients associated to points in the immediate neighborhood of xk, 
thus emulating a f-subdifferential. 
Stopping Criterion 
For the point xk to be optimal, it is required that 0 E 8f(xk). It parallels the 
differentiable case where the gradient of an extremum point is zero. Stationarity is 
thus a necessary condition for optimality. However, it is not a sufficient condition 
with nonconvex functions as it is weIl known that such condition can be fulfilled by 
saddle points as weIl as maxima and minima. 
l\1ost stopping criterions for cutting-plane based algorithms try to approximate 
the level of stationarity of a point Xk with expression such as 
where f is a small real number. In a cutting-plane context, small values of Ildkll and 
max 1 eJ 1 denote a satisfactory estimate of the null vector and a set of hyperplanes aIl 
J 
intersecting the immediate neighborhood of Xk, respectively. 
U pdate Strategy 
The llpdate strategy pertaining to cutting-plane algorithms usually consists in 
an efficient management of the set of indices Jk. SpecificaIly, taking into account 
the index k + 1 of the new point computed, it must be determined which indices of 
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Jk U {k + 1} will remain in the next set of indices Jk+l with which is constructed 
the (k + l)th polyhedron. 
It is recommended to use an update strategy that emphasize the importance of 
the linearizations nearest to the current point. This is critical when the cost function 
IS nonconvex. A simple criterion of the form 
where E is a small real number, provides an adequate update criterion for Jk. 
There also exists an aggregate technique which allows for a significant reduction 
in cardinality of Jk by merging the information relevant to several hyperplanes jJ (x) 
and their respective anchor point x j into a single new hyperplane and anchor point 
combo. Such aggregate strategy is performed at every iteration and permits to avoid 
memory issues occurring when IJ k 1 is too large. On the other hand, this approach 
must be employed with moderation because an abusive reduction of IJk 1 tends to 
slow the convergence of the algorithm; see [56J for details. 
A.2.2 Space Dilation Search Direction 
The essence of space dilation methods is to use linear non-orthogonal space 
transformations to artificially modify the last subgradient computed into a valid SD 
vector. There exists a number of space dilation methods, but only the highly efficient 
r-algorithm is presented in this subsection. 
A reliable software implementation of an r-algorithm is the pro gram Solvopt; 
see [49J. Solvopt has provided many satisfactory solutions to most nonsmooth and 
nonconvex problems addressed in this thesis. 
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a) b) 
Fig. A-3: The space dilation concept, where xO and Xl are points, f(xO) and f(x 1) are cost, gO and 
gl are subgradients, gl, 1]1, and gl are dilated subgradients, and dO and dl are SD vectors. The 
indices 0 and 1 refer to the first and second iteration, respectively. 
r-Algorithm 
The r-algorithms rely on space dilation in the direction of the difference of two 
successive subgradients. It is very different from cutting-plane methods. The main 
advantage of the space dilation approach is the absence of a quadratic SD problem to 
compute the next SD vector, hence reducing the computational effort. On the other 
hand, it requires more memory for the storage and updating of a space dilation 
matrix. In sorne sense, r-algorithms generalize the well-known conjugate gradient 
concept employed with differentiable co st functions. 
The space dilation concept is illustrated in Fig.A-3 with a V-shaped co st func-
tion constructed with two hyperplanes intersecting at S. The segment S and the 
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coordinates (xO, f(xO)) and (xO, f(xO)) illustrated in Fig.A-3a are projected on the 
x-space in Fig.A-3b. Vector dl is assumed the current SD vector to be computed. 
The technique consists in dilating the space with respect to the difference of the 
last two subgradients gO - gl. As a result, every segments parallel to gO - gl will 
appear shorter after the space dilation. Applying such transformation on the current 
subgradient gl induces a realignment of gl towards the intersection of the two hy-
perplanes. The importance of the realignment is proportional to the space dilation 
constant employed as se en with gl, ?P, and 91 . In the present example, dl = _9 1 
yields a good SD vector. 
The above intuitive concept is formally described below. Define the space dila-
tion operator 
(A.8) 
where u is a unitary vector with dim(u) = dim(x), (3 E lR+, and x = <Pu(x) + 'l/Ju(x) 
such that xT 'l/Ju (x) = 0 is a unique way to decompose x. The purpose of R~ (x) is to 
dilate the space along direction u with a gain of (3. Fig.A-4 illustrates the impact of 
R~(x) with a simple example. An equivalent matricial representation for R~(x) is 
The space dilation operator will hence be often denoted by the matrix R~ 6. (I + ((3 - l)uuT ). 
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u 
Fig. A-4: The space dilation operator, where every variables are defined in (A.8). 
The SD vector is computed according to the following methodology. Suppose 
that B is a real matrix of dimension dim(x) x dim(x), 
i) ~k = gk _ gk-1 
.. ) k Bk-1TAk ur= Ll 
r k 
iii) u
k 
= Ilrkll 
iv) Bk = R~:Bk-1 
kT k 
v) dk = _Bk B 9 
IIBkT gkll' 
where 0 < {3k < 1 and dk is a valid SD vector. The admissible interval for {3k qualifies 
R f3: as a contraction operator. This situation seems paradoxal in a spaee dilation 
u 
context, but it is natural sinee performing a dilation of the spaee surrounding a given 
vector (here gk) is equivalent to a contraction of the vector itself. 
The matrix BO is initialized as the identity matrix and the virtual subgradient 
g-l is set to zero. As a result, dO = _go. Moreover, experienee suggests the following 
interval 0.25 < {3k < 0.5 for the contraction gain. Sinee R f3: is a contraction operator 
u 
applied recursively over the matrix Bk, it causes a monotonie decrease of IIBkl1 as 
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k increases. This is a potential source of numerical errors which is overcomed by 
periodically reinitializing Bk when the value of IIBkl1 reduces below a given threshold, 
typically 10-15 . 
Stopping Criterion and U pdate Strategy 
Space dilation algorithms are not designed to take advantage of stopping crite-
rions based on the approximation of a null subdifferential and limited linearization 
errors. A weaker stopping criterion is hence implemented. It consists in the simul-
taneous satisfaction of the following pair of conditions 
i) If(xk+1 ) - f(xk)1 :::; Ejlf(xk+ 1 )1 
ii) Ilxk+1 - xkll :::; Exllxk+111, 
where E j and Ex are small real coefficients. It roughly means that the algorithm must 
terminate when two successive points xk and Xk+1 belong to the same neighborhood 
and yield a similar co st f(xk) and f(xk+l). It is then assumed the algorithm has 
converged to a solution. 
No sophisticated update strategies are required for space dilation algorithms, 
apart from the fact that matrix Bk must be reset to Bk = 1 every time IIBkl1 
decreases below a given threshold value. This issue has already been addressed in 
the previous subsection. 
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