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I
Introducción
Los sistemas dinámicos forman un área reciente de las matemáticas, su origen se
remonta a Newton con sus estudios de Mecánica Celeste, y a Henri Poincaré, quien
inició el estudio cualitativo de las ecuaciones diferenciales. Sin embargo, desde hace
unos 40 años, aproximadamente, se despertó el verdadero interés es esta área, gracias
al trabajo destacado de matemáticos como; Stephen Smale, Aleksandr Liapunov y
George David Birkhoff entre otros.
Si quisiéramos precisar el concepto de sistema dinámico, podríamos decir, que se
trata del estudio de situaciones que dependan de alguna variable dada, que usual-
mente suponemos es el tiempo, y que varían de acuerdo a leyes establecidas. De esta
forma, el conocimiento de la situación en un momento dado, nos permite reconstruir
el pasado y predecir el futuro. Debido a la dificultad que representa estudiar dinámi-
cas específicas, se centra la atención en buscar propiedades generales que satisfacen
un conjunto de sistemas dinámicos.
Fue Smale en la década de los cincuenta, quien, al introducir el concepto de
conjunto hiperbólico condujo al desarrollo posterior de la teoría hiperbólica, la cual
ha permitido facilitar el estudio general de los sistemas dinámicos. Los conjuntos
hiperbólicos se caracterizan por que su dinámica esta caracterizada por la derivada
del flujo en el fibrado tangente.
II
INTRODUCCIÓN III
Los conjuntos singulares hiperbólicos en 3-variedades fueron introducidos por
Morales-Pacífico-Pujals en 1998 como una caracterización de los conjuntos C1 robus-
tos transitivos singulares de un campo vectorial X de clase C1, es decir, un conjunto
transitivo que contiene singularidades y que es la continuación (en una vecindad de
éste en la variedad) de todo campo vectorial que es C1 cercano al campo X. Desde
entonces se han estudiado muchos problemas relacionados con la generalización de
las propiedades de los conjuntos hiperbólicos tipo silla en estos conjuntos.
En [MM] se introdujeron los conjuntos seccionales hiperbólicos en variedades n
dimensionales, los cuales se caracterizan por expandir área sobre cada subespacio
bidimensional en el subfibrado central. Los conjuntos seccionales hiperbólicos coin-
ciden con los conjuntos singulares hiperbólicos en 3-variedades. Además la clase de
conjuntos seccional hiperbólico es suficientemente amplia para incluir los conjuntos
hiperbólicos tipo silla y los atractores geométrico y multidimensional de Lorenz. Es-
tos hechos han motivado extender la teoría desarrollada sobre conjuntos hiperbólicos
y singulares hiperbólicos al caso seccional hiperbólico.
El objetivo de este trabajo final de maestría, se centrará en estudiar la variedad
estable fuerte para conjuntos seccionales hiperbólicos, y los resultados obtenidos por
el profesor Morales en el articulo [Mor07]. En el capítulo 1 se introducen los concep-
tos necesarios para comprender las demostraciones que aparecerán en los capítulos
posteriores. El capítulo 2 se divide en dos partes, en la primera parte daremos una
prueba de los resultados previos requeridos para demostrar el teorema principal,
del artículo de profesor Morales. En la segunda parte de este capítulo daremos la
demostración del teorema principal. Por último, en el capítulo 3 mostraremos los
resultados que se han obtenido, hasta hoy, gracias al teorema principal.
CAPÍTULO 1
Preliminares
1.1. Definiciones
Sea M una variedad cerrada (compacta y sin borde) de dimensión n ≥ 3. Denotamos
por X1(M) el espacio de todos los campos vectoriales en M, el cual esta dotado con
la topología C1, es decir, la topología inducida por la norma
‖X‖1 = ma´x
x∈M
{‖X(x)‖, ‖DX(x)‖}.
Sea X ∈ X1(M), denotamos por Xt, t ∈ R, el flujo generado por X.
El conjunto omega-límite de un punto x ∈M , es el conjunto:
ω(x) := {y ∈M : y = l´ım
n→∞
Xtn(x) para alguna {tn} → ∞}.
Análogamente, definimos el conjunto alfa-límite de un punto x ∈ M , como el con-
junto:
α(x) := {y ∈M : y = l´ım
n→∞
Xtn(x) para alguna {tn} → −∞}.
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Una órbita de X es el conjunto O(p) = {Xt(p) : t ∈ R}. Una órbita periódica es la
órbita de algún p para el cual existe un mínimo t > 0 (llamado el periodo) tal que
Xt(p) = p. En tal caso decimos que p es un punto periódico. Una singularidad de X
es un cero de X, o equivalentemente, es una órbita que se reduce a un punto. Un
conjunto Λ es conjunto singular si tiene una singularidad y es no trivial si Λ no se
reduce a una órbita.
A partir de ahora, denotaremos por Per(X) el conjunto de los puntos periódicos de
X y por Sing(X) el conjunto de singularidades de X.
Observación 1.1. Intuitivamente, el conjunto α(x) es donde la órbita de x “nace 2
el conjunto ω(x) es donde ésta “muere".
Definición 1.1. Una singularidad de un campo vectorial C1 es llamada Lorenziana
(Lorenz-like), si tiene dos valores propios λs, λu con λs < 0 < −λs < λu tal que la
parte real del resto de los valores propios se encuentran fuera del intervalo compacto
[λs, λu].
En el caso de una variedad de dimensión tres, la anterior definición se reduce a decir
que las singularidades tienen valores propios reales λ1, λ2, λ3 las cuales, salvo por
algún orden, satisfacen la relación:
λ2 < λ3 < 0 < −λ3 < λ1
Decimos que un punto p ∈ M es un punto no-errante de X, si para toda vecindad
U de p y todo T > 0 existe t ≥ T tal que Xt(U) ∩ U 6= ∅. Denotaremos por Ω(X)
el conjunto de puntos no errantes de X.
Un conjunto compacto Λ ⊂M es invariante, si Xt(Λ) = Λ, para todo t ∈ R.
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Observación 1.2. Note que cualquier órbita es invariante, entonces tendríamos
que un conjunto Λ es invariante, si y solo si Λ es unión de órbitas.
Observe además, que el conjunto Ω(X) es un conjunto invariante cerrado y además
Per(X) ∪ Sing(X) ⊂ Ω(X).
Un conjunto invariante Λ es transitivo si, Λ = Ω(x) para algún x ∈ Λ y, tiene órbitas
periódicas densas, si Cl(Per(X)∩Λ) = Λ. Decimos que el campo X es transitivo si
M es un conjunto transitivo de X.
Un conjunto compacto es aislado, si existe una vecindad compacta U (bloque ais-
lante) de Λ tal que:
Λ =
⋂
t∈R
Xt(U).
El conjunto Λ es un conjunto attracting (repelling), si es aislado y tiene un bloque
aislante positivamente (negativamente) invariante U , es decir, Xt(U) ⊂ U para todo
t ≥ 0 (t < 0). Además, Λ es un atractor (repulsor) si es attracting (repelling)
transitivo.
Un sumidero de X es una singularidad de X que además es atractor de X. Una
fuente de X es una singularidad la cual es un atractor para −X.
Una singularidad σ es hiperbólica si los valores propios de DX(σ), la derivada del
campo en σ, tienen parte real diferente de cero.
En particular fuentes y sumideros son singularidades hiperbólicas, pues los primeros
tienen parte real positiva y los últimos parte real negativa.
Definición 1.2. Un conjunto compacto e invariante H es hiperbólico si existen con-
stantes K, λ y una descomposición continua invariante del fibrado tangente TH(M) =
EsH ⊕ E
X
H ⊕ E
u
H tal que para todo x ∈ H y para todo t > 0
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1. EsH es contractor, esto quiere decir que,
‖ DXt(x) |Esx‖≤ Ke
−λt,
2. EuH expande, lo que significa que,
‖ DX−t(x) |Eux‖≤ Ke
−λt,
3. EXH es el subfibrado tangente a X.
Un conjunto hiperbólico H es tipo silla si los subfibrados contractor y expansor nunca
son los triviales, es decir, EsH 6= 0 y E
u
H 6= 0 para todo x ∈ H.
El ejemplo clásico de conjunto hiperbólico es la herradura de Smale. Para detalles
de este conjunto ver [Sma67].
Toda singularidad u órbita periódica hiperbólica de X, es un conjunto hiperbólico,
visto como un conjunto invariante compacto. Además, toda colección finita de pun-
tos críticos hiperbólicos es un conjunto hiperbólico. Nos referimos a ellos como los
conjuntos triviales hiperbólicos. Note que W ssx (σ) = W
s
x(σ) y W
uu
x (σ) = W
u
x (σ) para
toda singularidad hiperbólica σ de X. Una fuente y un sumidero son singularidades
hiperbólicas. Una singularidad hiperbólica que no es fuente ni sumidero se conoce
como silla.
Definición 1.3. Un conjunto compacto e invariante Λ ⊂ M es parcialmente hiper-
bólico, si posee una descomposición continua DXt-invariante del fibrado tangente de
la forma THM = E
s
H ⊕ E
c
H y además existen K, λ > 0 tal que para todo x ∈ Λ y
para todo t > 0:
‖ DXt(x) |Esx‖≤ Ke
−λt
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y
‖ DXt(x) |Esx‖
m(DXt(x) |Ecx)
≤ Ke−λt,
donde m(L) denota la co-norma inf del operador (L).
Definición 1.4. Un conjunto Λ ⊂ M parcialmente hiperbólico con singularidades
hiperbólicas es, singular hiperbólico o seccional hiperbólico, dependiendo de si las
constantes K, λ > 0 pueden ser elegidas de tal forma que:
det(DXt(x) |Ecx) ≤ Ke
λt
o
det(DXt(x) |Lx) ≥ Ke
λt
respectivamente, para todo t > 0, todo x ∈ Λ y todo subespacio 2-dimensional Lx de
Ecx.
Es decir, un conjunto invariante es seccional hiperbólico si sus singularidades son
hiperbólicas y es parcialmente hiperbólico con dirección central seccionalmente ex-
pansiva. Esta última propiedad, indica que la derivada del flujo a lo largo de la
subvariedad central Ec, expande exponencialmente área de paralelogramos. En este
trabajo nos interesaremos principalmente en este tipo de conjuntos.
Todo conjunto seccional hiperbólico es un conjunto singular hiperbólico, pero el
recíproco no se tiene, salvo en dimension tres donde estos conjuntos coinciden.
Se sigue de la teoría de variedades invariantes [HPS77] que todo conjunto parcial-
mente hiperbólico Λ tiene una variedad estable fuerte en cada x ∈ Λ dada por:
W ss(x) = {y ∈M : d(Xt(y), Xt(x)) → 0, cuando t→∞},
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donde d(.) denota la función distancia, inducida por alguna norma Riemanniana. La
variedad estable fuerte W ss(x) es tangente a Esx. La variedad estable local de x ∈ Λ
es una bola W ss (x) en W
ss(x), centrada en x de radio  > 0.
Además en [HPS77], se afirma que si H es un conjunto hiperbólico de X y x ∈ H,
entonces los conjuntos W ss(x) y la variedad inestable de x ∈ Λ definida por:
W uu(x) = {x ∈M : d(Xt(y), Xt(x)) → 0, cuando t→ −∞}
existen. Análogamente, una variedad inestable fuerte local de x ∈ Λ es una bola
W uu (x) en W
uu(x) centrada en x de radio  > 0.
Se sigue de esto que los conjuntos:
W s(p) =
⋃
t∈R
W ss(Xt(p))
y
W u(p) =
⋃
t∈R
W uu(Xt(p)),
son también variedades tangentes en p a los subespacios Esp ⊕ E
X
p y E
X
p ⊕ E
u
p re-
spectivamente. Estos conjuntos son llamados variedad estable e inestable de p.
CAPÍTULO 2
Resultados previos.
2.1. Lemas y demostraciones
En este capítulo daremos algunos resultados que permitirán la demostración del
teorema principal en [Mor07]. El siguiente lema proporciona una descripción de la
descomposición seccional hiperbólica TΛM .
Lema 2.1. Sea Λ un conjunto seccional hiperbólico deX ∈ X1(M). Si x ∈ Λ\Sing(X),
entonces X(x) 6∈ Esx.
Demostración. Por contradicción. Supongamos que existe x0 ∈ Λ\Sing(X) tal que
X(x0) ∈ E
s
x0
. Entonces X(x) ∈ Esx para todo x en la orbita de x0, pues E
s
Λ es
invariante, y por consiguiente ω(x0) es una singularidad. Por la continuidad de la
descomposición tenemos que X(x) ∈ Esx para todo x ∈ α(x0), y por lo tanto ω(x)
es una singularidad para todo x ∈ α(x0).
En particular α(x0) contiene una singularidad σ. Si σ fuese una singularidad sum-
idero contradice el hecho de que σ ∈ α(x0), además no podría ser una singularidad
tipo fuente pues esto implica que no podría ser un omega límite, entonces σ debe
7
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ser una singularidad tipo silla.
Se presentan dos casos:
1. α(x0) = {σ}.
Entonces x0 ∈ W
u(σ) y en este caso tenemos l´ımt→∞ ||DX−t(x0)X(x0)|| = 0
lo cual contradice el hecho que X(x0) ∈ E
s
x0
. Esto demuestra el primer caso.
2. α(x0) 6= {σ}.
Entonces existe x1 ∈ (W
u(σ) r {σ}) ∩ α(x0). Luego X(x1) ∈ Esx1 . Entonces
obtenemos una contradicción como en el caso 1 sustituyendo x0 por x1. Esta
contradicción demuestra el segundo caso.
Entonces no puede existir x0 ∈ (Λ\Sing(X)) tal que X(x0) ∈ E
s
x0
.
A continuación, enunciamos y demostramos un corolario del lema anterior que será
usado para demostrar la primera parte del teorema principal, además nos dará una
descripción para las singularidades de un conjunto seccional hiperbólico.
Corolario 2.1. Sea Λ un conjunto seccional hiperbólico. Si σ ∈ Λ ∩ Sing(X), en-
tonces Λ ∩W ss(σ) = {σ}.
Demostración. Sea σ ∈ Λ ∩ Sing(X) y x ∈ Λ ∩W ss(σ). Entonces Λ ∩W ss(σ) 6= ∅
pues σ pertenece a esa intersección. Como W ss(σ) es tangente a Esσ en σ entonces
Esx = TxW
ss(σ) para todo x ∈ W ss(σ). Como W ss(σ) es invariante, ya que esta
formado por órbitas, entonces Xt(x) ∈ W
ss(σ) para todo x ∈ W ss(σ), luego X(x) ∈
TxW
ss(σ) para todo x ∈ W ss(σ), es decir, Xt(x) ∈ E
s
x para todo x ∈ W
ss(σ). Usando
la contrarecíproca del lema (2.1), tendríamos que x 6∈ Λ\Sing(X), esto implica x ∈
Sing(X) para todo x ∈ W ss(σ), luego x = σ. Por lo tanto, Λ ∩W ss(σ) = {σ}.
Los resultados que vienen a continuación nos permitirán demostrar el lema hiper-
bólico, lema 2.5, el cual es de significativa importancia para la prueba del teorema
principal.
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Lema 2.2. Sea Λ un conjunto seccional hiperbólico. Si x ∈ Λ entonces, X(x) ∈ Ecx
y así dim(Ecx) > 1 para todo x ∈ Λ.
Demostración. 1. Si x ∈ Sing(X), entonces X(x) = 0, así X(x) ∈ Ecx y se
probaría el lema (2.2).
2. Supongamos x ∈ Λ\Sing(X).
Supongamos α(x) tiene un punto regular y.
Existe {tn} una sucesión tal que {tn} → ∞ y
l´ım
n→∞
X−tn(x) = y
Por lema 2.1, X(y) 6∈ Esy, esto significa que el ángulo entre X(y) y E
s
y no
es cero.
Por otro lado, debido a la continuidad del campo,
l´ım
n→∞
X(X−tn(x)) = X(y)
y
l´ım
n→∞
EsX
−tn(x)
= Esy
Así, el ángulo entre X(X−tn(x)) y E
s
X
−tn(x)
esta acotado y es mayor que
cero para n suficientemente grande.
Como EsΛ domina a E
c
Λ, entonces el ángulo entreDXtn(X−tn(x))(E
s
X−tn (x)
)
y DXtn(X−tn(x))(X(X−tn(x))) converge a cero cuando n→∞.
Pero,
DXtn(X−tn(x))(X(X−tn(x))) = X(x)
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y
DXtn(X−tn(x))(E
s
X−tn(x)
) = Ecx.
Luego el ángulo entre X(x) y Ecx es cero, esto significa que, X(x) ∈ E
c
x.
Supongamos α(x) no tiene puntos regulares.
Entonces α(x) contiene algún σ ∈ Sing(X), esto significa que x ∈ W u(σ).
Por otro lado, como TσW
u(σ) ∩ Esσ = {0}, entonces TσW
u(σ) ⊂ Ecσ, ya
que Ecσ es el espacio mas grande que al intersectarlo con E
s
σ nos da {0}.
TxW
u(σ) ⊂ Ecx y como X(x) ∈ TxW
u(σ) entonces X(x) ∈ Ecx.
Sea M una variedad compacta y X ∈ X1(M). Dado q ∈ M\Sing(X), definimos Nq
como el complemento ortogonal de EXq .
Observación 2.1. Note que si M es una 3-variedad, tendríamos que dim EXq = 1
y dim Nq = 2.
La siguiente noción, puede definirse para un flujo de toda variedad Riemanniana de
dimension finita.
Definición 2.1. (Flujo lineal de Poincaré) Dado v ∈ Nq denotamos por Pt(q)v la
proyección ortogonal de DXt(q)v sobre NXt(q). Esto define un flujo Pt llamado el
flujo lineal de Poincaré. Ver figura 2.1.
Dado Λ un conjunto invariante no singular, definimos el subfibrado normal de X
sobre Λ como
NXΛ =
⋃
q∈Λ
Nq.
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Xt(q)
X(q)
Nq
q
NXt(q)
Xt(q)EXXt(q)
Pt(q)v
v
DXt(q)
EXq
Figura 2.1: Flujo lineal de Poincaré en tres dimensiones.
Decimos que Pt es hiperbólico sobre Λ, si existe una descomposición Pt-invariante
NXΛ = N
u
Λ
⋃
N sΛ tal que Pt contrae N
s
Λ y expande N
u
Λ.
Lema 2.3. Un conjunto invariante Λ de X sin singularidades es hiperbólico, si Pt
es hiperbólico sobre él.
Demostración. Supongamos que existe una descomposición Pt-invariante, N
X
Λ =
NuΛ ⊕N
s
Λ.
Sea Ecu = EX ⊕Nu sobre Λ.
Si v ∈ Ecu, entonces v = αX(x) + w con α ∈ R, w ∈ Nu.
DXt(x).v = DXt(x)(αX(x) + w)
= DXt(x)αX(x) +DXt(x)w
= αDXt(x)X(x) +DXt(x)w
= αX(Xt(x)) +DXt(x)w.
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Como la proyección ortogonal de DXt(x).w sobre NXt(x) pertenece a N
u
Xt(x)
y
X(Xt(x)) ∈ E
X
Xt(x)
, entonces DXt(x).v ∈ N
u
Xt(x)
⊕ EXXt(x), para todo x ∈ Λ, y
para todo t ∈ R.
Dado que Pt expande N
u entonces existen K, λ > 0 tales que para todo w ∈ Nu y
para todo t ∈ R;
‖Pt(x)w‖ ≥ Ke
λt‖w‖.
Como,
‖DXt(x)v‖ ≥ ‖Pt(x)w‖
entonces,
‖DXt(x)v‖ ≥ Ke
λt‖w‖.
Por otro lado,
‖DXt(x)αX(x)‖ =| α | ‖DXt(x)αX(x)‖
=| α | ‖X(Xt(x))‖
≤ αma´x
x∈Λ
‖X(x)‖
= L
para algún L real, que en efecto existe pues la variedad es compacta.
Entonces, ‖DXt(x)αX(x)‖ ≤ L y Ke
λt‖w‖ ≤ ‖DXt(x)v‖,
y por lo tanto, ‖DXt(x)αX(x)‖.Ke
λt‖w‖ ≤ L‖DXt(x)v‖,
así,
K
L
eλt‖w‖.‖DXt(x)αX(x)‖ ≤ ‖DXt(x)v‖
dividiendo por la norma de v,
K
L‖v‖
eλt‖w‖.‖DXt(x)αX(x)‖ ≤
‖DXt(x)v‖
‖v‖
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tomando ínfimo, existe una constante C > 0 tal que para s suficientemente grande,
Ceλs‖DXs(x) |EXx ‖ < m(DXs(x) |Ecux ).
Consideremos ahora el espacio L de familia de funciones:
{`x : N
u
x → E
X
x , `x es lineal y ‖(`x)‖ := sup
x∈Λ
‖`x‖ <∞}.
Es decir, es el espacio de todas las funciones que envían a `x : N
u
x → E
X
x en una
función DXs(x) |EXx : E
X
x → E
X
Xt(x)
.
La norma de cada `x esta bien definida pues los espacios tienen dimensión finita y
están dotados con la norma inducida en la variedad M. Este espacio de funciones es
espacio de Banach, pues es normado y es completo, ya que Λ es compacto.
La imagen de un `x ∈ L esta dada por:
D
s((`x)) = {(DXs(x) |EXx ◦ `x) ◦ (Pt(x))
−1 : x ∈ Λ}.
‖Ds((`x))‖ = ‖(DXs(x) |EXx ◦ `x) ◦ (Pt(x))
−1‖
≤
‖DXs(x) |EXx ‖
m(DXs(x) |Ecux )
≤ sup
x∈Λ
[
‖DXs(x) |EXx ‖
m(DXs(x) |Ecux )
]
≤
e−λs
C
< 1
Luego, Ds es una contracción, como el espacio L es de Banach, Ds tiene un único
punto fijo `. Sea Eux el correspondiente subfibrado determinado por el gráfico de `
en Nux para cada x ∈ Λ.
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Si s, r ∈ R, DsDr = D(s+r) por la manera en como se definió esta acción. Pero
además, D(s+r) = D(r+s) entonces esta acción es conmutativa, es decir,
D
s
D
r = DrDs
Esto también se tiene para r,s negativos pues el espacio es completo.
Si s,r son suficientemente grandes, entonces Ds y Dr son contracciones. Luego,
D
s
D
r(`) = DrDs(`) = Dr(`),
por lo tanto, Dr(`) es punto fijo de Ds, como este es único, entonces Dr(`) = `, esto
significa que el punto fijo no depende de s.
Si t ∈ R, podemos encontrar s,r suficientemente grandes tales que t = s− r,
D
t(`) = D(s−r)(`) = DsD−r(`) = Ds(`) = `.
Esto significa que ` es Dt-invariante para todo t ∈ R.
Como Eux es el gráfico de ` en N
u
x , tenemos que E
u
x es DXt-invariante. Sea v ∈ E
u
x
luego v = w + `(w) con w ∈ Nux , entonces como antes, tenemos
‖DXt(x)v‖ ≥ Ke
λt‖w‖
y
‖DXt(x)`(w)‖ = ‖`(w)‖ = sup
x∈Λ
‖`‖ = T <∞,
por lo tanto,
Keλt‖w‖ < Keλt‖w‖.‖DXt(x)`(w)‖
< T‖DXt(x)v‖
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y existe C > 0, tal que,
CKeλt =
Keλt‖w‖
‖v‖
< T.m(DXt(x) |Eux ).
Así, Eu es expandido por DXt.
Análogamente obtenemos la parte estable Es, razonando con Ecu = N s ⊕ EX y
la acción D−s para s suficientemente grande.
Como el flujo lineal de Poincaré no esta definido para singularidades, podemos obten-
er información restringiendo este flujo a Λ∗ = Λ\Sing(X).
Definición 2.2. Sea Λ un conjunto parcialmente hiperbólico de X con TΛ(M) =
EsΛ ⊕ E
c
Λ. Definimos el subfibrado Pt-invariante
NuΛ∗ = NΛ∗ ∩ E
c
Λ∗ ,
sobre Λ∗.
Lema 2.4. Sea Λ un conjunto seccional hiperbólico de X. Entonces existen con-
stantes K, λ > 0 tales que:
m(Pt(x) |Nux ).m(DXt(x) |EXx ) ≥ Ke
λt,
para todo x ∈ Λ∗ y para todo t > 0.
Demostración. Debido a la seccionalidad hiperbólica existen K, λ > 0 tales que,
para todo t > 0, para todo x ∈ Λ y para todo subespacio dos dimensional Lcx de E
c
x
se satisface
| Det(DXt(x) |Lcx) |≥ Ke
λt. (2.1)
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Fijemos x ∈ Λ∗. Dados w, v ∈ Tx(M), sea A(w, v) el área del paralelogramo formado
por w y v.
Si w ∈ Nu, v ∈ EXx entonces por la ortogonalidad
A(w, v) = ‖w‖.‖v‖. (2.2)
Entonces, como Pt(x).w es la proyección ortogonal de DXt(x)w sobre NXt(q)
A(DXt(x)w,DXt(x)v) = ‖Pt(x).w‖.‖DXt(x)v‖.
Pero, además, si Lcx es el subespacio generado por {w, v},
A(DXt(x)w,DXt(x)v) = A(w, v). | det(DXt(x) |Lcx) | .
Así,
‖Pt(x).w‖.‖DXt(x)v‖ = A(w, v). | det(DXt(x) |Lcx) | .
Como w ∈ Ecx por definición y v ∈ E
X
x con x ∈ Λ
∗, entonces por lema (2.2)
X(x) ∈ Ecx y así v ∈ E
c
x. Como L
c
x es el subespacio generado por {w, v}, L
c
x ⊂ E
c
x.
Aplicando (2.1) y (2.2) obtenemos
| Det(DXt(x) |Lcx) | A(w, v) ≥ Ke
λt‖v‖‖w‖,
es decir,
‖Ptw‖‖DXt(x)v‖ ≥ Ke
λt‖v‖‖w‖.
Puesto que w, v son vectores arbitrarios obtenemos lo que buscábamos.
Ahora, con los resultados anteriores, procedemos a demostrar el lema hiperbólico,
que como ya hemos mencionado nos permitirá desarrollar la demostración del teo-
rema principal del articulo [Mor07].
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Lema 2.5. (Lema hiperbólico) Todo conjunto invariante sin singularidades de un
conjunto seccional hiperbólico es hiperbólico.
Demostración. Sea Λ un conjunto seccional hiperbólico de un campo vectorial X
sobre una variedad compacta M. Como M es compacto, existe A > 0 tal que
‖X(x)‖ ≤ A para todo x ∈M .
Sea H ⊂ Λ un conjunto invariante sin singularidades de X, entonces existe B > 0,
tal que ‖X(x)‖ ≥ B para todo x ∈ H. Entonces para todo x ∈ H y para todo t > 0;
m(DXt(x) |EXx ) = ‖DXt(x)
X(x)
‖X(x)‖
‖
=
‖X(Xt(x))‖
‖X(x)‖
≤
A
B
.
Luego,
m(DXt(x) |EXx )m(Pt(x) |Nux ) ≤
A
B
m(Pt(x) |Nux ).
Pero además, por lema (2.4),
m(DXt(x) |EXx )m(Pt(x) |Nux ) ≥ Ke
λt,
para todo x ∈ H y para todo t > 0, así
m(Pt(x) |Nux ) ≥
BK
A
eλt,
lo cual significa que Pt(x) expande N
u
H .
Sea N sH = NH ∩ (E
s
H ⊕ E
X
H ). Como DXt contrae E
s
H , entonces Pt contrae a N
s
H .
Luego, NH = N
s
H ⊕N
u
H es una descomposición, de un conjunto H sin singularidades
y por el lema (2.3) obtenemos que H es hiperbólico.
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Recordemos que una inmersión topológica de Rs en M es una aplicación continua
F : Rs → M tal que todo punto x ∈ Rs tenga una vecindad V con la siguiente
propiedad: la restricción de F a V , F |V es un homeomorfismo sobre su imagen. Un
mergulho topológico de Rs en M , es una inmersión topológica biunívoca F : Rs →
M , que es un homeomorfismo sobre su imagen. El espacio Merg(Du;M) de todos
los mergulhos de u-disco cerrado en M, puede ser visto como un haz de fibras sobre
M . La fibra en x ∈ M es el conjunto de todos los mergulhos e : Du → M tal que
e(0) = x. Dotamos con la topología uniforme al espacio Merg(Du;M).
Definición 2.3. Si a : X →Merg(Du;M) es una sección continua sobre X ⊆ M ,
entonces A = {imagen a(x) : x ∈ X} es una familia de u-discos a través de X.
Note que, W uuδ es una familia de u-discos para todo δ > 0.
El siguiente lema se puede considerar como una especie de teorema de la función
inversa para ciertas familias de u-discos. Por Rm(), queremos decir el disco de radio
 en Rm, centrado en el origen.
Lema 2.6. Si u + s = m y A = {A(y) : y ∈ Rs(δ)} es una familia de u-discos que
atraviesan el conjunto 0 × Rs(δ) ⊆ Rm donde A(y) = graphgy, para gy : Ru() →
Rs(δ) y gy(0) = y. Entonces, ⋃
y∈Rs(δ)
A(y)
es una vecindad de 0 en Rm.
Demostración. La continuidad de A implica que, si g se define como:
g : Ru()×Rs(δ) → Ru × Rs
(x, y) → (x, gy(x)) con gy(0) = y
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entonces g es continua en Ru()× Rs(δ) sobre Rm.
Veamos la continuidad de g |∂B.
Sea
Gt(x, y) = (x, (1− t)gy(x) + ty) t ∈ [0, 1]
Entonces Gt es una homotopía entre la función g |∂B y la inclusion ∂B ↪→ Rm − 0,
puesto que, G0(x, y) = (x, gy(x)) = g |∂B y G1(x, y) = (x, y) = inclusion, luego
g |∂B y ∂B ↪→ Rm − 0 son equivalentes. Como la inclusion es continua, g |∂B lo es.
Además, Gt(x, y) nunca pasa por el origen cuando (x, y) ∈ ∂B, pues x = 0, implica
que gy(0) = y, así, Gt(x, y) = (0, y) 6= 0.
2.2. Teorema principal
A continuación, enunciamos y demostramos el teorema principal de [Mor07].
Teorema 2.1. (Teorema principal) Todo conjunto transitivo seccional hiperbólico
con singularidades no puede contener ninguna variedad estable fuerte local.
Demostración: Sea Λ un conjunto transitivo seccional hiperbólico con singularidades
de un campo vectorial X. Sea TΛM = E
s
Λ⊕E
c
Λ la descomposición parcialmente hiper-
bólica de Λ.
Supongamos, por contradicción, que Λ contiene una variedad estable fuerte local
W ss (x
∗) para algún  > 0 y algún x∗ ∈ Λ.
Fijemos 0 < ∗ < , definimos:
H = {y = l´ım
n→∞
Xtn(zk)}
Para alguna sucesión tn → −∞ y {zk} con zk ∈ W
ss
∗ (x
∗). H es el conjunto alfa
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límite de W ss∗ (x
∗), así es invariante. Como Λ es transitivo, Λ = ω(p) para algún
p ∈ Λ, y por lo tanto Λ es invariante. W ss∗ (x
∗) ⊂ W ss (x
∗) ⊂ Λ, luego W ss∗ (x
∗) ⊂ Λ,
así H ⊂ Λ.
Supongamos que H contiene una singularidad σ.
Entonces existen sucesiones {tn} → −∞ y {zk} con zk ∈ W
ss
∗ (x
∗), tales que,
σ = l´ım
n→∞
Xtn(zk).
Como 0 < ∗ <  podemos encontrar δ > 0 tal que,
W ssδ (zk) ⊂ W
ss
 (x
∗).
Como W ss(Λ) contrae y W ssδ (zk) ⊂ Λ, entonces,
W ssδ (Xtn(zk)) ⊂ Λ, ∀n ∈ N.
Sea ψ la función que a cada x ∈ Λ lo envía en una bola de radio δ centrada
en x, contenida en W ss(x), esta función es continua para todo δ > 0 fijo.
Entonces,
l´ım
n→∞
W ssδ (Xtn(zk)) = W
ss
δ (σ).
Dado que Λ es cerrado, pues es compacto, tendremos que W ssδ (σ) ⊂ Λ.
Por lo tanto,
W ssδ (σ) ∩ Λ = W
ss
δ (σ).
Pero como Λ es seccional hiperbólico y σ ∈ Λ∩Sing(X) entonces por el coro-
lario 2.1, tendremos que Λ ∩W ssδ (σ) = {σ} esto implica que W
ss
δ (σ) = {σ},
contradicción, ya que δ > 0.
Supongamos que H no contiene singularidades.
Como H es un conjunto invariante de un conjunto seccional hiperbólico, por
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lema (2.5) (lema hiperbólico) tenemos que H es hiperbólico.
Sea y ∈ α(x∗). Entonces W ss∗ (y) ⊂ H, pues la función ψ es continua para 
∗
fijo y por que H es el alfa límite de W ss∗ (x
∗).
Como H es hiperbólico, existe W uu(H) con dim(W uu(z)) = dim(EcΛ)− 1 para
todo z ∈ H y dim(W ss∗ (y)) = dim(E
s
Λ) para y ∈ α(x
∗).
Entonces, por lema 2.6, existe ∆ > 0 tal que:
H ∩ Int

 ⋃
t∈[−∆,∆]
⋃
z∈Xt(W ss
∗
(y))
W uu(z)

 6= ∅
Como H ⊂ Λ y Λ = ω(p), entonces existen t∗ > 0 arbitrariamente grandes
tales que:
Xt∗(p) ∈ Int

 ⋃
t∈[−∆,∆]
⋃
z∈Xt(W ss
∗
(y))
W uu(z)


Es decir, Xt∗(p) ∈ W
uu(z) con z ∈ Xt(W
ss
∗ (y)) y t ∈ [−∆,∆].
1. Si z ∈ H, entonces la órbita negativa de Xt∗(p) es asintótica a la órbita
negativa de algún punto en H, luego p ∈ H.
2. Si z 6∈ H, existe un tn∗ tal que Xtn∗ (z) ∈ H y así, la órbita negativa de
Xt∗(p) es asintótica a la órbita negativa de algún punto en H, entonces
p ∈ H.
Pero, el hecho que p ∈ H implica que ω(p) ⊆ H, es decir, Λ = H, lo cual es
una contradicción porque Λ tiene singularidades y H no.
CAPÍTULO 3
Resultados del teorema principal
En este capítulo extraeremos algunos resultados importantes que son consecuencia
del teorema principal, enunciado en el capítulo anterior, los cuales son debidos a
Carlos Morales.
Lema 3.1. Sea Λ un conjunto invariante hiperbólico, aislado, transitivo sin singu-
laridades cuyas órbitas periódicas Xt(Λ) son densas y sea  > 0. Si W
uu
 (x) ⊆ Λ,
para algún x ∈ Λ, entonces Λ es un atractor.
Demostración: Si W ss (x) ⊆ Λ para algún x ∈ Λ, y δ > 0 entonces el conjunto:
Ux :=
⋃
W ss (y) : y ∈
⋃
|t|≤δ
Xt(W
uu
 (x))

 ,
es una vecindad de x en M. Sea p ∈ Ux∩Λ un punto periódico y t0 su periodo. Note
que este punto p existe pues las órbitas periódicas de Xt(Λ) son densas. Entonces,
existe β ∈ (0, ] tal que W uuβ (p) ⊆ Ux.
22
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x
δ
W ss (x)
W uu (x)

Xt(x)
Figura 3.1: Conjunto Ux, en tres dimensiones.
Como los puntos periódicos son densos,
W uuβ (p) ⊆
(⋃
x∈Λ
W ss (x)
)
∩
(⋃
x∈Λ
W uu (x)
)
= W ss (Λ) ∩W
uu
 (Λ)
= Λ
Ahora, tenemos que
W u(p) =
{
y ∈M : l´ım
t→∞
d(Xt(p), Xt(y)) = 0
}
=
∞⋃
n=1
X−nt0(W
uu
β (p))
⊆ Λ.
Esta última contenencia se cumple pues Λ es invariante y W uuβ (p) ⊆ Λ.
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Tenemos entonces que el conjunto,
W u(p) =
⋃
t∈R
W uu(Xt(p))
=
⋃
0≤t≤t0
W uu(Xt(p))
es denso en Λ, pues la órbitas periódicas de Λ son densas.
Para todo x ∈ W u(p) el conjunto Ux es una variedad de x en M , por esto y como
W uu (x) y W
ss
 (x) dependen de x ∈ Λ, podemos hallar λ > 0 independiente de x tal
que B2λ(x) ⊂ Ux para cada x ∈ W
uu(p).
Como W u(p) es denso en Λ,
Bλ(Λ) =
⋃
x∈Λ
Bλ(x) ⊂
⋃
{Ux : x ∈ W
u(p)}.
Luego, si z ∈ Bλ(Λ) entonces existe x ∈ W
u(p) con y ∈
⋃
|t|≤λXt(W
uu
 (x)) ⊂
W u(p) ⊂ Λ tal que z ∈ W ss (x), es decir, z ∈ W
ss(y), entonces, cuando t → ∞
tendríamos que d(Xt(z), Xt(y)) → 0, y por lo tanto,
⋂
t≥0
Xt(Bλ(Λ)) = Λ.
Así, Λ es un atractor.
Observación 3.1. Note que si en lema anterior colocamos W ss (x) ⊆ Λ, en lugar
de, W uu (x) ⊆ Λ y en la demostración cambiamos t por −t, obtenemos que Λ es
repeller.
De la anterior observación surge el siguiente corolario que es la primera aplicación
del teorema principal:
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Corolario 3.1. Un subconjunto seccional hiperbólico, transitivo aislado que contiene
una variedad fuerte estable local es un conjunto hiperbólico repeller tipo silla.
Demostración: Ver [Mor07].
Si el conjunto tiene una singularidad, entonces por el teorema principal, no puede
contener una variedad fuerte estable local, pero esto va en contra de la hipótesis,
luego el conjunto es no singular. Dado que el conjunto es transitivo, será invariante
y por el lema hiperbólico será un conjunto hiperbólico.
Entonces por la observación anterior, ya que es transitivo, aislado y contiene una
variedad estable local, este conjunto es un repeller hiperbólico. Además este conjunto
es hiperbólico tipo silla, pues;
1. Si Eux = 0 para algún x en ese conjunto, entonces estaríamos diciendo que
Ecx = E
X
x , así E
X
x expande contradice el hecho que es seccional hiperbólico.
2. Si Esx = 0 para algún x en ese conjunto, entonces como el conjunto es par-
cialmente hiperbólico, estaríamos diciendo que Eux = 0 contrae, lo cual es
imposible.
Lema 3.2. Sea Λ un conjunto hiperbólico. Si Λ ⊂ Ω(X) y tiene interior no vacío
entonces Λ = M .
Demostración: Esta demostración es similar a la que aparece en [ABD04], salvo que
acá estamos trabajando con flujos y no con difeomorfismos.
Como Λ tiene interior no vacío, tomamos x en el interior de Λ, entonces existe
 > 0 fijo, tal que la bola de radio  centrada en x está contenida en Λ. Dado que
Λ ⊂ Ω(X), existe una sucesión de puntos xn ∈ Λ que converge a x y una sucesión
tn → ∞ tal que Xtn(xn) converge a x. Para n suficientemente grande, el disco
de radio /2 centrado en xn, en la variedad inestable de xn, está contenido en Λ.
Usando la expansión uniforme de X en la dirección inestable y la continuidad de
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las variedades inestables, observamos que la variedad inestable de x está contenida
en la adherencia del interior de Λ. Esto mismo se aplica para y ∈ Λ pues Λ es un
conjunto compacto, de hecho, para todo y ∈ Λ, W u(y) ⊂ Λ. Obtenemos la misma
propiedad para variedades estables usando −X en lugar de X.
Supongamos por contradicción que Λ no es toda la variedad M, consideremos un
punto z ∈ ∂Λ, la union de las variedades estables de los puntos de W u(z) es una
vecindad de z contenido en Λ, lo cual es una contradicción.
El siguiente corolario es la segunda aplicación del teorema principal.
Corolario 3.2. Si Λ es un subconjunto propio de M, transitivo y seccional hiper-
bólico, entonces Λ tiene interior vacío.
Demostración: Ver [Mor07].
Si el subconjunto Λ posee singularidades y suponemos tiene interior vacío, entonces
contiene un punto interior y así una variedad fuerte estable local, lo cual contradice
el teorema principal. Si el conjunto Λ no posee singularidades y como el hecho de ser
transitivo lo convierte en un conjunto invariante, entonces, por el lema hiperbólico,
Λ es un conjunto hiperbólico. Usando la contrarecíproca del lema anterior, lema
(3.2) tendríamos que Λ * Ω(X) o Λ tiene interior vacío.
Como Λ es transitivo,
Λ = Λ ∩ Per(X)
⊆ Λ ∩ Per(X)
⊆ Per(X)
⊆ Per(X) ∪ Sing(X)
= Per(X) ∪ Sing(X)
⊆ Ω(X)
= Ω(X)
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Esta última igualdad es debida a que Ω(X) es un conjunto compacto. Así Λ ⊆ Ω(X)
y por lo tanto Λ tiene interior vacío.
Las siguientes definiciones extraídas de [HW84], nos permitirán entender el concepto
de dimensión topológica, para después encontrar relación con los sistemas dinámicos.
Definición 3.1. 1. El conjunto vacío, y solamente este, tiene dimensión -1.
2. Un espacioX tiene dimensión ≤ n (n ≥ 0) en un punto p, si p tiene vecindades
arbitrarias suficientemente pequeñas cuya frontera tiene dimension ≤ n− 1.
3. X tiene dimensión ≤ n, dimX ≤ n, si X tiene dimensión ≤ n en cada uno
de sus puntos.
4. X tiene dimension n en un punto p, si X tiene dimensión ≤ n en p y es falso
que X tiene dimensión ≤ n− 1 en p.
5. X tiene dimensión n, si dimX ≤ n se cumple y es falso que dimX ≤ n− 1.
6. X tiene dimensión ∞ si dimX ≤ n es falso para todo n.
Ejemplo 3.1. [HW84] El n-espacio euclidiano, En, tiene dimensión ≤ n.
Esto se sigue, haciendo inducción sobre n.
Si n = 0, dimE0 es la dimensión de un punto, luego dimE0 = 0 es decir, dimE0 ≤ 0.
Supongamos que dimEn ≤ n.
dimEn+1 = dimEn + 1 ≤ n+ 1.
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Lema 3.3. Una condición suficiente y necesaria para que un subconjunto N de En
sea n-dimensional es que N contenga un subconjunto no vacío el cual es abierto en
En.
Demostración: Ver [HW84].
(⇒) Sea N ⊆ En con dimensión n, veamos que N contiene un subconjunto abierto
no vacío. Demostremos la contrarecíproca, es decir, si N ⊆ En no contiene un
subconjunto abierto no vacío entonces dim(N) ≤ n− 1, pero, esto es equivalente a
demostrar que si N ′ es denso entonces dim(N) ≤ n − 1, pues por un resultado de
topología, el hecho que un conjunto F no contenga algún subconjunto abierto no
vacío es equivalente a que el complemento de F sea un conjunto denso.
Supongamos, sin pérdida de generalidad, que N ′ es un conjunto contable. Como
N es subconjunto de un espacio separable, entonces el contiene un subconjunto
denso A, y dim(En − A) ≤ n − 1 implicaría que dim(En − N) ≤ n − 1. Esto es
cierto si tomamos a N como el conjunto contable de todos los puntos de En cuyas
coordenadas son racionales. Para concluir que esto es cierto para un conjunto denso,
contable, arbitrario, es suficiente probar la propiedad de homogeneidad de espacios
Euclidianos, la cual se expresa de la siguiente manera:
A) Dados dos conjuntos densos contables A y B de En existe un homeomorfismo
de En en sí mismo el cual envía A sobre B.
Antes de probar la proposición A) haremos algunas observaciones previas.
Sean (x1, x2) y (y1, y2) dos pares ordenados de puntos de En. Si los ejes coordenados
están en posición general (es decir, si ningún hiperplano paralelo contiene más de un
punto x1 o x2 o más de un punto y1 o y2), entonces decimos que (x1, x2) y (y1, y2)
están ubicados similarmente si los vectores x1 − x2 y y1 − y2 están contenidos en
el mismo cuadrante de En, en otras palabras, si para todo i = 1, . . . , n los números
reales x1i −x
2
i y y
1
i − y
2
i tienen el mismo signo, donde xi y yi representan las i-ésimas
coordenadas de x y de y respectivamente.
Sean X = x1, x2, · · · , xi, · · · y Y = y1, y2, · · · , yi, · · · dos sucesiones contables de
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puntos o dos conjuntos finitos del mismo cardinal. Siempre será posible elegir un
sistema coordenado tal que los ejes están en posición general (ningún hiperplano
paralelo contiene más de un punto x o un punto y), pues esta condición es requerida
para evitar un número contable de direcciones. Asumiendo esto, decimos que X y Y
están ubicados similarmente si, los dos pares ordenados (xµ1 , xµ2) y (yµ1, yµ2) están
ubicados similarmente para todo par de índices µ1, µ2.
Para demostrar la propiedad [A)], necesitamos demostrar la siguiente propiedad:
B) Sean A y B dos conjuntos contables densos de En y supongamos que el eje
coordenado está en posición general con respecto a A y B. Entonces A y B
pueden ser reordenados en sucesiones ubicadas similarmente.
Demostración. Demostración de [B)].
Sean A yB conjuntos ordenados arbitrariamente: A = a1, · · · , ai, · · · yB = b1, · · · , bi, · · · .
Definimos las sucesiones C = c1, · · · , ci, · · · y D = d1, · · · , di, · · · las cuales estarán
ubicadas similarmente y serán reordenamientos de A y B.
Esta construcción será inductiva y cada paso de la inducción consistirá en selec-
cionar:
1. Un elemento de C a partir de A.
2. Un elemento de D a partir de B.
3. Otro elemento de D a partir de B.
4. Un elemento de C a partir de A.
Comenzamos tomando c1 = a1 y d1 = b1, a continuación, tomamos d2 = b2 y c2 = aσ,
donde σ es el menor entero tal que (c1, aσ) y (d1, d2) están ubicados similarmente.
Notemos que c2 existe pues la sucesión A es densa en En.
Supongamos que c1, · · · , c2j y d1, · · · , d2j han sido elegidos de tal forma que es-
tán ubicados similarmente. Denotemos por c2j+1 el primer a que no está incluido
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entre c1, · · · , c2j y por d2j+1 el primer b tal que c1, · · · , c2j , c2j+1 y d1, · · · , d2j+1
están similarmente ubicados, d2j+1 existe pues B es denso. Ahora, denotemos por
d2j+2 al primer b no incluido entre d1, · · · , d2j , d2j+1 y c2j+2 el primer a tal que
c1, · · · , c2j , c2j+1, c2j+2 y d1, · · · , d2j.d2j+1, d2j+2 están ubicados similarmente, c2j+2
existe pues A es denso.
Este hecho completa la inducción. Notemos que C y D están ubicados similarmente
y que C incluye todo elemento de A, y D todo elemento de B, es decir, C y D son
reordenamientos de A y B.
Ahora si, procedemos a demostrar la proposición A).
Demostración. La proposición B) nos permite considerar las sucesiones contables
densas A y B como si estuvieran ubicadas similarmente. Esta proposición quedará
probada extendiendo la correspondencia uno a uno
f : ai  bi
de A y B a un homeomorfismo de En en sí mismo.
Sea x = (x1, · · · , xn) un punto arbitrario de En, que no pertenece a A. Definimos
y = f(x) determinando para cada k, k = 1, · · · , n la k−sima coordenada yk de y.
Los puntos de A pertenecen a dos clases de conjuntos disjuntos, dependiendo de si
su k−sima coordenada es menor o igual que xk o mayor que xk. Asociada a esta
descomposición de A existe una descomposición de B en dos clases disjuntas, en
virtud del carácter uno a uno de la correspondencia f(A) = B. La descomposición
de B induce una descomposición en dos clases disjuntas del conjunto K, formado
por todas las k−simas coordenadas de elementos de B. Debido a que A y B están
ubicados similarmente, esta descomposición de K tiene la característica que cada
elemento de una clase es menor que cada elemento de la otra clase. Como K es denso
en la recta real, este cortamiento define un número real, el cual llamaremos yk.
Notemos que la función f así extendida, esta bien definida, pues el punto al que le
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hemos asignado yk es único ya que K es denso. Veamos ahora, que f extendida es
un homeomorfismo de En en sí mismo.
1. f extendida es uno a uno, pues el punto al que llamamos yk es único y depende
únicamente de la k−sima coordenada del punto original.
2. f extendida es sobre, pues f(A) = B y por construcción f(En/A) = En/B.
3. f extendida es continua, ya que dados dos puntos cualquiera x = (x1, · · · , xn)
y z = (z1, · · · , zn) en En suficientemente cercanos , cada componente de la
imagen de x depende de su respectiva componente original y es cercana a esta
por la manera en que se construyó f extendida. Luego, las imágenes de z y x
están cercanas pues sus correspondientes componentes lo están.
(⇐) Sea N subconjunto de En que contienen un subconjunto no vacío abierto de En.
Entonces existe un punto x en N y δ > 0 tal que la bola Bδ(x) está completamente
contenida en N , como Bδ(x) es homeomorfo a En, entonces dimN ≥ n pero como
además dimN ≤ n, pues N ⊆ En, entonces dimN = n.
Del lema anterior, obtenemos el siguiente corolario.
Corolario 3.3. Una condición suficiente y necesaria para que un subconjunto N
de una variedad n-dimensional (un espacio conexo donde cada uno de sus puntos
tiene una vecindad homeomórfica a En) sea n-dimensional es que N contenga un
subconjunto abierto, no vacío de la variedad.
A partir de estas observaciones, surge el siguiente corolario que es la tercera apli-
cación del teorema principal. Recordemos que n es la dimension de la variedad M .
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Corolario 3.4. Un subconjunto propio, transitivo y seccional hiperbólico, tiene di-
mensión topológica ≤ n− 1.
Demostración: Ver [Mor07].
Por el corolario (3.2) este subconjunto tiene interior vacío, luego no puede contener
ningún abierto de la variedad que no sea vacío, entonces por la contrarecíproca del
corolario anterior su dimensión no es n, debe ser ≤ n− 1.
Definimos el índice de una órbita hiperbólica O de X como la dimensión de su
subfibrado estable EsO.
Definición 3.2. Un conjunto invariante Λ de un campo vectorial X de clase C1 en
una variedad compacta es:
Fuertemente homogéneo de índice Ind(Λ), si existe una vecindad U ⊂ M de
Λ tal que Ind(O) = Ind(Λ) para toda órbita periódica O ⊂ U de todo campo
vectorial de clase C1 cercano a X.
Robustamente transitivo de clase C1, si Λ es aislado y existe un bloque aislante
U de Λ tal que U(Y ) es un conjunto transitivo no trivial de Y , para todo campo
vectorial Y de clase C1 cercano a X en la topología C1.
Lema 3.4. Sea Λ un conjunto singular, fuertemente homogéneo, robustamente tran-
sitivo de un campo X de clase C1 en una variedad compacta M. Si toda singularidad
σ ∈ Λ de X es hiperbólica con Ind(σ) > ind(Λ) entonces Λ es seccional hiperbólico.
Un esquema de la demostración del lema anterior se encuentra en [?].
Las dos proposiciones siguientes nos permitirán concluir el teorema 3.1, el cual ha
sido de importante referencia en muchos de los artículos que hacen parte de nuestra
bibliografía. Sus respectivas demostraciones se encuentran en [Viv03].
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Proposición 3.1. Suponga que todas las singularidades de X son hiperbólicas y
suponga que existe una singularidad tipo silla. Entonces, el flujo lineal de Poincaré
no admite una descomposición dominada sobre M\Sing(X).
Proposición 3.2. Si X es robustamente transitivo, el flujo lineal de Poincaré admite
una descomposición dominada sobre M\Sing(X).
Teorema 3.1. Si el campo X es robustamente transitivo, entonces este no admite
ninguna singularidad.
Demostración: [Viv03]
Como X es un campo robustamente transitivo, por la proposición (3.2) el flujo de
Poincaré admite una descomposición dominada sobre M\Sing(X), ahora por la
contrarecíproca de la proposición (3.1), no existen singularidades.
En el corolario siguiente obtenemos la cuarta aplicación del teorema principal.
Corolario 3.5. Sea Λ un conjunto fuertemente homogéneo, robustamente transitivo
con singularidades todas hiperbólicas. Si Ind(Λ) ≤ dim(Esσ) para toda singularidad
σ ∈ Λ, entonces Λ tiene interior vacío y dimensión topológica ≤ n− 1.
Demostración: Ver [Mor07].
Como Λ tiene una singularidad, por el teorema (3.1), Λ es un subconjunto propio
y así, usando el lema (3.4), este conjunto es seccional hiperbólico. Por un lado si
usamos el corolario (3.2) obtenemos que tiene interior vacío. Por otro lado si usamos
el corolario (3.4) concluimos que su dimensión topológica es ≤ n− 1.
De las observaciones anteriores, se sigue que todo conjunto Λ seccional hiperbólico
atractor con singularidades en una variedad compacta, tiene interior vacío y dimen-
sion topológica menor o igual a n−1, esto última observación porque dicho conjunto
CAPÍTULO 3. RESULTADOS DEL TEOREMA PRINCIPAL 34
es subconjunto propio.
En este caso tenemos;
dim(EcΛ)− 1 ≤ dim(Λ) ≤ n− 1.
De hecho, para Λ como antes descrito, con orbitas periódicas se tiene el siguiente
resultado:
Corolario 3.6. Si Λ es un atractor, seccional hiperbólico con singularidades y or-
bitas periódicas, entonces
dim(EcΛ) ≤ dim(Λ) ≤ n− 1
Demostración: Ver[Mor07].
La última desigualdad ya fue demostrada, resta mirar solamente la primera. Si O es
una orbita periódica en Λ, entonces dim(W u(O)) = dim(EcΛ). Como Λ es atractor
tenemos que W u(O) ⊂ Λ, concluimos que dim(EcΛ) ≤ dim(Λ).
Definición 3.3. Un conjunto parcialmente hiperbólico, atractor Λ es expanding si
su dimensión topológica coincide con la dimension de su subfibrado central E cΛ.
El siguiente resultado, que es la sexta aplicación del teorema principal, nos da una
condición suficiente para que un conjunto seccional hiperbólico atractor sea expand-
ing. Diremos que un conjunto seccional hiperbólico atractor es de codimension uno
si su subfibrado estable EsΛ es unidimensional.
Corolario 3.7. Todos los atractores seccional hiperbólicos de codimension uno con
singularidades y orbitas periódicas son expanding.
Demostración: Ver [Mor07].
Sea Λ un conjunto atractor, seccional hiperbólico de codimension uno, entonces esto
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significa que dim(EsΛ) = 1 y por lo tanto dim(E
c
Λ) = n − 1. Ahora por el corolario
(3.6),
n− 1 = dim(EcΛ) ≤ dim(Λ) ≤ n− 1
Es decir, dim(Ec) = dim(Λ).
Los conjuntos singulares hiperbólicos se introdujeron por primera vez en [MPP] co-
mo una caracterización de los conjuntos C1 robustos transitivos singulares en 3-
variedades compactas.
En el siguiente teorema se darán las condiciones adicionales para que un conjun-
to singular hiperbólico aislado (no trivial) tenga una órbita periódica y cuya de-
mostración se encuentra en [BM].
Teorema 3.2. Cada conjunto singular hiperbólico attracting de un campo C1 en
una 3-variedad cerrada tiene una órbita periódica.
A partir de este último resultado podemos obtener el siguiente corolario, que es la
séptima aplicación del teorema principal.
Corolario 3.8. Todos los conjuntos singulares hiperbólicos atractores con singular-
idades en una 3-variedad compacta son expanding.
Demostración: Ver [Mor07].
Como en dimensión tres EsΛ es de dimensión uno y los conceptos de singular hiper-
bólico y seccional hiperbólico coinciden, entonces todo conjunto singular hiperbólico
atractor en dimension tres, es de codimension uno.
Ahora, por el teorema (3.2), todo atractor singular hiperbólico tiene orbitas periódi-
cas, entonces usando el corolario (3.7), obtenemos lo que buscábamos.
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Ahora daremos el último corolario del teorema principal.
De aquí en adelante G1(M) denotará el interior del conjunto de X ∈ X1(M) tal que
toda órbita cerrada de X es hiperbólica.
Definición 3.4. Dado un conjunto abierto A de X1(M) decimos que un subconjunto
R ⊂ A es residual si coincide con una intersección contable de subconjuntos abiertos
densos de A. Un espacio se dice de Baire, si se cumple que los conjuntos residuales
son densos.
Por último, con el siguiente corolario, se tiene la octava aplicación del teorema
principal.
Corolario 3.9. Si dim(M) = 3 existe un conjunto residual R de G1(M) tal que si
X ∈ R y Ω(X) tiene interior no vacío entonces X es transitivo.
Demostración: Ver [Mor07].
Se sigue, de un resultado en [MP03] que afirma: X en un residual R ⊂ G1(M),
Ω(X) = Λ1 ∪ . . . ∪ Λk donde {Λ1, . . . ,Λk} es una colección disjunta de conjuntos
transitivos donde cada uno es hiperbólico o singular hiperbólico para X o para −X.
Si Ω(X) tiene interior no vacío entonces para algún i∗ ∈ {1, . . . , k}, Λi∗ también
tiene interior no vacío. Entonces Λi∗ debe ser hiperbólico y por lema (3.2), Λi∗ = M .
Así M es un conjunto transitivo, lo que implica que X es transitivo.
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