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Abstract
This project aims to find an effective and non-invasive methodology to assist in the
diagnosis of skin lesions using 3D profile features. This interdisciplinary project gathers
groups from diverse sectors such as technology and health which collaborate towards novel
diagnosis methods, within a larger EU project named Diagnoptics (www.diagnoptics.eu).
Different research groups have developed different optical instruments to extract features
of different natures, and also realise the design of classification algorithms. In Hospital
Cl´ınic of Barcelona and Azienda Ospedaliero di Modena, real clinical cases are provided
to the experiments.
Within this work, three main classification strategies for data management are de-
scribed, implemented and tested on clinical results. Support vector machine, k-nearest
neighbours and discriminant analysis are trained using different 3D characteristics of the
lesions, and reasonably good accuracies (84% 77% and 82%, respectively) are reached using
different parameters. The results highlight the Discriminant Analysis as the best method in
order to take advantage of the parameters obtained for diagnosis. Moreover, this method-
ology needs be confirmed when more clinical cases are added in the future. Thereby, diag-
nosis of the lesions received by patients will be more precise using diagnostic information
previously unavailable, so the performance of clinical results are improved.
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Chapter 1
Introduction
1.1 Introduction & Motivation
Skin cancer is an expanding health problem around the world in recent years. Currently,
between 2 and 3 million non-melanoma skin cancer cases and 132,000 melanoma ones are
diagnosed each year[44]. Both solar exposition and its duration have significantly increased
due to changes in lifestyle such as the growth of leisure activities outdoors, the use of UV
rays in sunbaths to tan... Global UV radiation rise, caused by the depletion of the ozone
layer, and the ’culture of the sun’ pursued in Western countries, Australia and New Zealand
are the most relevant causes [5, 15, 27, 29]. Nevertheless, early detection and subsequent
early diagnosis of skin cancer is one of the key elements that contribute to improve the
survival rate to the disease [5].
The classification of skin cancer has conventionally relied on visual inspection and
experience to make initial diagnosis. However, due to its complexity, irregular variations
of skin lesions and the lack of experience of GPs and dermatologists today, new methods
to help for a better diagnosis are demanded. Researchers are working on vision computer
techniques and automated processes by pattern recognition and machine learning in order
to answer the need of a faster and more accurate diagnosis.
In general, many of these approaches do not take into account any information that
could additionally be provided by depth and the resulting three dimensional surface struc-
ture description of the skin area in question. However, a freshly trend, which investigate
this contribution in diagnosis, has emerged. In the Diagnoptics interdisciplinary project
[2, 13], we join this line and investigate whether the depth based information can in fact
help to distinguish between various types of skin cancer and other dermatological lesions.
Moreover, we aim to show that the actual skin surface structure may provide a valuable
source of features on which to base the classification. Experts would take advantage from
this new methodology in the interest of their diagnosis improvement.
1
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1.2 Objectives
Although ABCD rule is the most extended procedure, professionals ask for new and
more accurate criteria. The use of new kind of information to ease clinicians discard among
the different lesions is currently an important issue in dermatology. As is has been briefly
said, new procedures distinct form the dermoscopic rule are being developed such as digital
dermoscopy, confocal microscopy... Among them the new fashion of depth information as
possible discriminant element gains supporters. However, this does not mean to think the
3D information or any other as absolute discriminants, but as complementary classifier
which combined between them would greatly assist to experts.
The main goal of this project consists in applying the information supplied by depth
and surface skin structure in order to elaborate a novel methodology together with the
dermatologist that provides a robust and accurate diagnosis, in particular for the thorny
ones.
Hence, the goals pursued in this project are:
1. To obtain meaningful parameters from the processing of the 3D images, relevant for
more precise diagnostics.
2. To develop a methodology able to discriminate reliably the skin lesions, in partic-
ular, distinguish in a highly percentage melanomas cases, implementing statistical
analysis tools to clinical results.
3. Check whether this method meets expectations as more cases are received
To meet these objectives, we will proceed as it is briefly described in the next section.
1.3 Project overview
The core components of the project involve processing the data samples from hospital,
extracting the parameters and building a classification system for evaluating the features.
The flow of the data involves firstly, the processing of the image data collected at
the hospitals, to obtain the available depth based information. Each lesion, collected
under the proper privacy protection conditions, has a correspondent histopathological
analysis. The images are provided by our 3D hand-held device and the diagnosis from
the pathology department of the hospitals. Secondly, a statistical analysis is performed
on a set of different parameters in order to assess the usefulness of the different features.
Once the proper features are selected, three classification systems are built. Finally, a
comparison of the classifiers is carried out as for showing each the accuracy of each. With
this comparison, based on determined criteria values detailed in Chapter 6, we want the
usefulness for skin cancer classification to be demonstrated.
Chapter 2
State of the art
2.1 Skin lesion Overview
Here, we give an insight of the visual characteristics for each of the most common skin
lesions [1, 10, 15] in patients. These characteristics are used in current visual diagnosis,
the ABCDE criterion, although within this project they may help in determined which
ones are more influential in the accomplishment of a good classification rate, ergo, in the
selection features (Chapter 4) too.
Skin lesions are conventionally subdivided into benign and malignant categories. Ma-
lignant is the medical term used to describe severe and progressive worsening disease, per
se, these sort of lesions can be thought as highly dangerous [43]. On the other hand,
benign is the clinical term that refers to a condition that if untreated, does not become
life threatening [43]. These two categories are explained in sections . In the below image
(Fig. 2.1), the normal anatomy of the skin is drawn for a better understanding of the
lesions.
Fig. 2.1: Normal anatomy of the skin. (Source: National Cancer Institute)
3
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2.1.1 Malignant lesions
There are three main types of malignant skin lesions: Basal Cell Carcinoma, Squamous
Cell Carcinoma and Melanoma. These are described in sections 2.1.1 and 2.1.2.
Basal Cell Carcinomas
Basal cell carcinoma (BCC) is the most common form of non-melanoma skin cancer,
approximately 80%. This sort of cancer is a malignant neoplasm (also called tumour)
derived from the basal cells, see figure 2.1. Around 80% of all BCC occurs on the head
and neck, and clinical diagnosis is fairly straightforward [27]. They occur more often in
the elderly, particularly in men.
BCC is easily treated in early states and it almost never spreads (metastasizes) beyond
the original tumor site. Some causes of BCC appearance are, as the most common cause,
prolonged exposure to sun light, and others like exposure to radiation, contact with arsenic,
and complications in burns.
Most commonly, BCC presents as a small papule that may enlarge slowly over months
or years. BCC develops characteristically into shiny papules, with pearly borders, promi-
nent engorged vessels on the surface, and a central ulcer (Fig. 2.2(a)). Variants appear as
yellowish-white flat, scar-like patches [47]. Recurrent crusting or bleeding is common.
They sometimes may appear to resemble benign skin spots such as psoriasis or eczema.
Therefore only an expert or an experienced dermatologist can decide with a higher accu-
racy [1].
Squamous Cell Carcinoma
Squamous cell carcinoma, commonly referred to as SCC, comprises approximately 16%
skin cancer cases. SCC is a malignant tumour of epidermal keratinocytes (the upper layers
of epidermis) that invades the dermis (Fig. 2.1). They can occur almost anywhere in the
body, but most often in the areas which have maximum sun exposure.
If treated at an early stage, there are plenty of probabilities in success. However, if
left untreated, they can spread to other parts of the body and underlying tissue and can
become fatal. The primary cause for SCC is prolonged exposure to sun light. Secondary
causes can be burns, scars, sores, radiation or certain chemicals like arsenic. However,
sometimes SCC may occur spontaneously to normal healthy skin as well. There are some
precancerous conditions that result in SCC such as Actinic Keratosis, Bowens disease, etc
[1, 27].
Clinical manifestations include papules, plaques, or nodules, and smooth, crusty, or
erosive lesions. The tumour may begin as a patch with a scaly or rough surface and may
become nodular, sometimes with a warty surface or plaque. The tumour may bleed with
minimal provocation. In some cases, the bulk of the lesion may lie below the level of the
surrounding skin (Fig. 2.2 (b)).
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Melanomas
Melanoma (MM) represents only 4% of skin cancer cases but it is the most serious
type, representing 65% of all skin cancer-related deaths. It is derived from epidermal
melanocytes (Fig. 2.1) and can occur in any tissue containing these cells.
If diagnosed at an initial stage and treated, it is 100% curable. However, if the cancer
advances and spreads to other parts of the body, it could become life threatening. There-
fore, it is evident that early diagnosis is crucial to its treatment. Just like any form of skin
cancer, melanoma is caused due to prolonged exposure to the sun.
It most often appears as an asymmetrical, irregularly bordered growth that continues
to increase in size over time (Fig. 2.2 (c)). Roughly the 2% to 8% are reportedly amelanotic
(without pigment). Thus melanomas can also be skin-coloured, pink or red [31].
There are four basic types of melanoma [10] and they vary in appearance. They are
the superficial spreading melanoma, the most common (70%), lentigo maligna melanoma,
acral lentiginous melanoma and the fourth and deadliest, the nodular melanoma.
Melanoma exists in two states. The first state is the early or localized state in which
lesion only occupies the uppermost layers of the skin. The second one is the invasive state
which penetrates more deeply into the skin. The first three types of melanoma are usually
localized in the beginning and then become invasive if not treated. The fourth type is
invasive from the start.
(a) (b) (c)
Fig. 2.2: (a) BCC, (b) SCC and (c) Superficial spreading melanoma. (Source:[1])
2.1.2 Benign lesions
Here, melanocytic acquired nevus and actinic keratosis are detailed as they are the most
remarkable benign lesions. Besides, dysplastic nevus is appended in the former as it can
be related with melanoma.
Melanocytic nevus
Common melanocytic nevus, also known as birthmarks or moles, may appear at birth
or at any time in early childhood and adolescence, and reach a peak in the third decade
of life. With increasing the age, they tend to regress.
They are common small brown spots or growths on the skin that appear. They can be
either flat or elevated and are generally round and regularly shaped (Fig. 2.3 (a)). Many
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are caused by sun exposure. Melanocytic nevi are benign and completely harmless but
may be confused with other forms of skin cancer.
Regarding about dysplastic nevus, these are one of the most important risk factors for
melanoma. Clinically, these moles can look like melanomas. They are often asymmetrical,
there are colour variation and irregularity (Fig. 2.3 (b)). Most commonly located on the
back, chest, abdomen and extremities; may also occur on normally unexposed areas such
as the buttocks, groin or female breasts.
Actinic Keratosis
Actinic Ketatosis (AK) is the most common form of precancer, in specific, the precursor
of a SCC [1]. The main cause for AK is prolonged exposure to sunlight.
The most common locations for AK are face, lips, ears, scalp, neck, hands, forearms,
shoulders and back. They usually affect fair skinned people with blonde or red hair or
light coloured eyes.
AK may be small in size in initial stages, but grows gradually. It appears to be crusty,
scaly or bumpy on the skin surface. The colour may vary and is typically tan, pink red
or a combination of these (Fig. 2.3 (c)). There is a tendency to become inflamed with
surrounding redness or bleeding.
(a) (b) (c)
Fig. 2.3: (a) Melanocytic nevi, (b) Dysplastic nevi and (c) AK. (Source: [1])
2.2 Related research
There exists a pretty well established frame of work related to the problem of automated
skin lesion classification. It has been nearly thirty years since the first mention of employing
a computer as a tool for assisting clinicians in diagnosing. Above all, melanoma diagnosis
is a relevant problem extensively studied in literature [21, 22, 32].
Conventionally, images of skin lesions are captured using different techniques and
subsequently analysed in the pursuit of certain numerical-represented features. Then,
these features can be used to classify the lesion and report a diagnosis.
Hereafter, a general outlook of the diverse techniques relevant in this area of research
is detailed.
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2.2.1 Data acquisition
Previous to 1985, melanoma diagnosis focused on advanced nodular tumours with sig-
nificant Breslow depth (how deeply tumour cells have invaded the tissue) with related poor
patients outcomes. Afterwards, dermatologists and GPs would use the ABCDE criteria to
support melanoma detection. ABCDE stands for Asymmetry, Border Irregularity, Colour
Variegation, Diameter and Evolving. Despite not all criteria will be present in every
melanoma, the mere presence of these features should be take as an important indicator
[10]. Even though the most critical component of the clinical diagnosis is the visual skill
of the expert, a variety of devices have been developed to enhance the lesion inspection.
Dermoscopy, also referred as epiluminescence light microscopy (ELM) or dermatoscopy,
was implanted in 1985, as well as, the attempt of its computer image analysis [6, 11]. It
consists in the use of a hand-held lighted magnifier, generally using oil immersion, which
applies polarized light to analyse the gross topography of skin lesions and subsurface
structures that may prove characteristic of a particular lesion. It has been shown this
technique improves the accuracy of diagnosis by 5-30%, even so it depends on the expertise
of the professional [5, 26, 30].
The need to detect thin melanomas while avoiding unnecessary biopsies has also
stimulated the research into developing technology to aid in non-invasive diagnosis of
melanoma. Ultrasound technology, optical coherence tomography and confocal scanner
laser microscopy are currently being studied as tools for enhanced real-time in-vivo imag-
ing [26].
Another popular technique is the multispectral digital dermoscopy, the logical evo-
lution of ELM. Here, features of interest apart form 2D topography related (roundness,
smothness, size) are intensity and colour related such as reflectance, absorbance, lumi-
nance, level of RGB [26]. X. Delpueyo et al. [14] produced a multispectral system
which takes sequences of images at eight different wavelengths using LEDs coupled with
computer-based analysis in order to extract the previous mentioned features and their
posterior analysis. A. Bono et al. [7] developed a system using a CCD camera and se-
lecting the wavelengths with filters to obtain such parameters. As it can be deduced, all
chosen features try to represent the clinical characteristics included in the ABCD rule in
an attempt to evaluate objectively the lesion for a further more precise diagnosis [4, 35],
and as such, helping the clinician to decide, for example, whether the lesion should be
biopsied.
Most of the image analysis are founded on the colour features, i.e. melanin absorption
spectroscopy [23], and 2D topography, as already said. Nevertheless, an incipient interest
on depth and 3D skin structure features has recently emerged. Several studies have shown
that combining 3D topography information with the 2D used in discrimination increases
reliability of cancer detection [18].
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2.2.2 Previous work with 3D data
Various devices have been created with the purpose of 3D topography acquisition. The
techniques on which are based can be differentiate into two classes: ”active” vision or
”passive” vision. The former is the projection of light patterns on surfaces that are imaged
with a video camera. These light patterns may be created with a laser beam or with a video
projector. The measurement principle is based on 3D triangulation from the deformation of
the projected light over the surface to be measured. The ”passive” vision or ”stereovision”
makes use of multiple simultaneous views and image correlation to reconstruct 3D surfaces.
The basic principle is similar to the human visual perception.
M.Ares et al. [3] designed an ”active” vision system which measures in-vivo the 3D
topography from affordable commercial components. In addition, L.N.Smith et al. [42]
developed a photometric stereo device, known as ”Skin Analiser”, that allows to recover
high resolution 2D and 3D skin patterns. H.Skvara et al. [41] used a 3D stereovision
camera, LifeVizTM, employing multiple views and correlations to construct the 3D image
(”passive” vision system) .
Apart from novel manners of 3D image acquisition, several different topographic fea-
tures from the typical have been used such as texture information: skin tilt pattern ,
skin slant pattern, skin base line and skin surface disruptions [16, 17] and curvatures [50].
The texture information is an important measure to estimate the structure , orientation,
roughness and smoothness, or regularity of various regions. These parameters seem, when
developed, they will be an efficient discriminant because they describe the histological
differences between nevi and melanomas, for example the irregularity of skin pattern in
melanoma as they have a rapidly growth. In addition, some studies are carried out in the
field of curvatures which describe the 3D local shape.
2.2.3 Classification methods
Once features are selected, algorithms for sample classification must be implemented.
During the survey of the related literature, it was noted that classification techniques tend
to vary from paper to paper. Some scientists commit to a statistical analysis employing
Bayesian classifiers [33, 46], whereas a numerous group tend to big data analysis: that
encloses machine learning and artificial neural networks [17].
Big data analysis has become a worldwide hot topic because of the facilities provided to
manipulate large amount of data from current problems. In recent years, artificial neural
networks (ANN), have been used as pattern classifiers in medical diagnosis, speech and
pattern recognition, and artificial intelligence applications. The trend of using machine
learning as well as ANN has been accelerated by the availability of high-speed computers
with large amount of processing power and memory. Adaptive non-parametric classifiers
frequently provide reduced error rates when compared to more conventional statistical
approaches [21, 28]. There exists several types of machine learning classifiers, for instance,
decision trees [19], k-Nearest Neighbour (KNN) [24, 39] and Support Vector Machine
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(SVM) [9, 49]. The main difference between them and ANN is the lower computational
cost. ANN are more effective when a large number of samples and powerful computers
are available. Otherwise, a low number of layers must be used and the results will not be
as good as desired. The election of one type or another of classifier strongly depends on
the number of samples, the power of the computer and, in a lesser extent, the number of
extracted features.
Chapter 3
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3.1 3D hand-held equipment
Fig. 3.1: 3D device in
medical cart
The 3D acquisition system was developed by CD6, M. Ares et
al. [3]. It is based on a combination of two of the technologies
mentioned in Section 2.2.2, stereovision and structured light
projection. Commercially available cost-effective components
were used so that the device is relatively cheap with components
easily replaceable in case of damage.
This device has a compact design with a size of
220x240x120mm. It consists of a pair of megapixel monochrome
cameras placed in a standard stereo geometry and a light pico-
projector located in the middle of the cameras (Fig. 3.1). Both
cameras have an optical fixed focal lens (25mm) designed for
imaging a 19x14mm2 field of view of the skin surface at work-
ing distance of 110mm. A personal computer is required to
control the system by USB 2.0 and 3.0.
The measuring principle comes from the combination of the
stereovision techniques with the fringe patterns projection [3].
The process consists in projecting a set of sequences of sinusoidal
patterns shifted over the skin. For each projected pattern, both stereo cameras capture the
images in a synchronized manner. The recorded fringe images are processed by a phase-
shifting algorithm in order to obtain the wrapped phase maps for both cameras. Then,
these ones are unwrapped by using a Goldstein algorithm [25]. To finish, the corresponding
phases between both cameras are identified and then 3D data is recovered by triangulation
and the system calibration parameters, previously computed.
10
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3.2 Data description
The data produced by the equipment just described in Section 3.1 is a 19x14mm2 full-
field scanning of the skin surface, bringing out a dense 3D cloud of points with also the
intensity information from the patterns projected over the skin {X, Y, Z, Intensity}. The
original monochromatic images have a spatial resolution of 1280x960 pixels with a 8-bits
resolution. An example of a monochromatic image from one of the stereo cameras and
depth data obtained after processing the fringe projections are shown in Fig. 3.2.
(a) (b)
Fig. 3.2: Monochromatic (a) and depth data (b) recovery from a skin lesion.
The skin lesion data used in this project has been provided by the Department of
Dermatology at the Hospital Cl´ınic de Barcelona. On the whole, 57 usable skin lesion
images categorised into eleven original classes were available to us. They were origi-
nally categorised as Actinic keratosis, Dysplastic nevus, Basal cell carcinoma, Blue nevus,
Melanocytic nevus, Melanoma, Reed nevus, Seborrheic keratosis, Solar lentigo, Vascular
Angioma. All images were captured during clinical examinations by employing the previ-
ous system in a working dermatology clinic department. The clinical diagnosis made by
an expert from the Department of Dermatology help us to categorized the lesions.
The number of samples per class was not equally distributed so many of the original
data set had a extremely few number of samples for the purposes of model building and
testing, for instance, there were only two specimens of Angioma in the data set. Therefore,
three classes of skin lesion were derived from the original set of ten classes so that a
meaningful experimentation could be realised. These were Benign lesions (BB), Basal cell
carcinoma (BCC) and Malignant melanoma (MM). The former was the result of gathering
not only melanocytic naevus but all the remaining benign skin lesions. No lesion was left
since the main goal, by consensus with the doctors, was the distinction between benign
lesions and, especially, melanomas. The number of samples per group are in Table 3.1
Lesion group Number of samples
BB 35
BCC 6
MM 16
Table 3.1: Skin lesion groups and its occurrence frequency.
Chapter 4
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Methodology & Implementation
The following workflow presents the general methodology used for data analysis. Firstly,
some preprocessing must be executed before segmenting the surface which we will collect
the features from. The main block consists in acquiring the different parameters from
the image using the 3D specialized MountainsMap software and performing a statistical
analysis to find the best parameters to introduce in the classifiers.
Along this Chapter we will present some of this procedures in more detail, including
some examples.
Fig. 4.1: The methodology framework
12
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4.1 Preprocessing
The initial stage involves the preprocessing. It covers the necessary steps to reach a
monochromatic image to segment the lesion, as well as, that ones which lead to a smooth
3D lesion surface from which extract the parameters afterwards.
Firstly, we apply an algorithm called leer curvatura.bpp that modifies the informa-
tion of the cloud of points substituting the z-component by the intensity (Fig. 4.2). In
this manner, we get a monochromatic image whose xy points are the same as the 3D ones.
This correlation will allow us to perform a more accurate segmentation than if made on
the depth image.
Fig. 4.2: Initial 3D image (left) and intensity image (right).
Segmentation
Segmentation refers to the process of extracting meaningful regions out from the image
background. Just after obtaining the intensity image, we segment the lesion manually
using MountainsMap software (Fig. 4.3). The segmentation must be carried out by
drawing the perimeter as accurate as possible since the depth information will be loaded
over this one in a few steps.
Fig. 4.3: Segmentation over intensity image
4.2 Processing
Once segmentation is done, we proceed to smooth its surface. 3D acquisition device
is very sensitive to movement, even to the breath, so all these artefacts are meant to be
reduced, if not removed.
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In order to do this, we select a square surface containing the segmentation and save
this selection so as to introduce it in a self-developed code zernike.bpp algorithm where
the smoothing is performed.
After all this process, this last file is opened in MountainsMap, overwriting the previous
one where segmentation was done. Despite this, the segmentation is performed automat-
ically on the new file ensuring the xy points remain the same, as mentioned before (Fig.
4.4). Now, the sample image is ready to proceed with the feature selection.
Fig. 4.4: 3D image already segmented.
4.2.1 Feature extraction
The following features were thought to be useful in classification: maximum and mean
height, perimeter and width, surface and volume, height and mean curvature. All of them
obtained by means of MountainsMap software.
Features: Maximum and Mean Height
To extract these parameters, a profile series conversion operator is applied. This oper-
ation calculates all the sections of the selected surface. As outcomes, all the sections and
the mean profile are given. Maximum and mean heights are calculated from the mean
profiles, by applying the step measurement study (Fig. 4.5), which measures the distance
between peaks.
Fig. 4.5: Maximum and Mean Height extraction.
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Features: Perimeter and Width
Similar to the previous process, perimeter and width are calculated using the intensity
image. Again, the perimeter selection is done by hand, as well as the width (Fig. 4.6).
Fig. 4.6: (a) Perimeter and (b) width selection.
Features: Surface and Volume
These two features are automatically calculated by the Volume of peak/hole operator
(Fig. 4.7) using the prior perimeter selection (Fig. 4.6(a)). Five different options are
available: vertical lines, horizontal lines, mean quadratic plane, polynomial surface of
degree 2 and 6. As the calculations depend on the shape and orientation of the lesion, we
decide to use all the options and perform a mean over the results excluding the major and
the minor.
Fig. 4.7: Surface and volume calculation.
Features: Height and Curvature
All the previous features give a unique parameter per sample, whereas the next ones
provide a value per pixel. For this reason, some descriptors from their histogram such as
energy, entropy and 3rd central moment, are derived to give only one value per character-
istic and sample so that can be comparable to the rest of extracted features.
Height feature is obtained by saving the surface segmented at the preliminary step just
before starting with the features (Fig. 4.4).
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Mean curvature extraction requires a few stages before get the desired surface. Firstly,
mean curvatures must be calculated over the 3D image using Paraview 5.0 software. As
it was done before, once curvature is calculated, this file overwrites the intensity one in
MountainsMap remaining the segmentation on the former, just like in the 3D file. Similarly
to the height feature, this surface is saved.
Descriptors
These two last features provide information per pixel, therefore some descriptors taken
from their histograms are used so as to have a few parameters per sample. These de-
scriptors are the energy, the entropy and the 3rd central moment and they will provide
information about the histogram distribution, just like [4] did by using a conditional en-
tropy to measure the border irregularity.
The energy shows how uniform a sample is. It is calculated with the following equation:
E =
n−1∑
i=0
p(xi)
2 (4.1)
where the p(xi) stands for the probability density function of the feature xi, satisfying∑
i
p(xi) = 1, and n represents the total number of bins in histogram.
The entropy can be described as a measure of information, the degree of uncertainty
or unpredictability of a sample. As we are treating with discrete variables, we will use the
Shannon entropy equation [40]:
S = −
n−1∑
i=0
p(xi) · log2 p(xi) (4.2)
In the case of p(xi) = 0 for some i, the value corresponding to the summand 0 log2 is
taken to be 0, as it is consistent with the limit: lim
p→0+
p log2 p = 0.
The 3rdcentral moment indicates the skewness of the histogram of the feature distri-
bution, assuming a Gaussian one. The general central moment equation is used by setting
3 as degree:
µ3 =
n−1∑
i=0
(xi −m)3 · p(xi) (4.3)
where m represents the mean value of the distribution: m =
n−1∑
i=0
xi · p(xi).
As stated before 3rdcentral moment is truly related with the skewness. Nevertheless,
it is the 3rd standardised moment which give us an idea of the order of skewness. Here, it
is not necessary calculate them since all the comparisons among histograms are realised
between samples of the same feature and the same order of magnitude [37].
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Observations
Despite not many parameters are collected from the images, the whole process takes
a lot of time because of the segmentation. It cannot be automatized if we want to take
advantage of the possibilities MoutainsMap offers to us.
Furthermore, the high sensitivity of the 3D technique to the patients movements in-
volves the existence of undesired fringes in the 3D result. In some cases, a FFT filter must
be applied so that samples can be recovered.
From now on, the parameters related with the mean curvature were not used since the
Paraview software requires a lot of computational power and during the mean time many
samples must have been processed.
4.2.2 Feature selection
Up to here, different parameters have been extracted from the 3D images. Feature
selection is a very important step before applying the machine-learning algorithm. The
purpose is to reduce the dimensionality of the feature space by eliminating irrelevant, su-
perfluous or noisy features. From the classification perspective, there are several potential
benefits associated with this second stage: (i) reduce feature extraction time and stor-
age requirements, (ii) reduce classifier complexity, (iii) increase prediction accuracy, (iv)
reduce training and testing times and, (v) enhance data understanding and visualization.
In this project, each feature is evaluated by means of the statistical analysis: One Way
- ANOVA [46]. Henceforth, the theoretical background is presented, as well as, a brief
discussion about the outcomes.
One-Way analysis of variance or ANOVA is a useful tool in order to compare more
than two distributions. This model allows to compare the means of arbitrary number of
groups, each of which follows a normal distribution with the same variance [38, 45]. It can
be expressed mathematically as:
yij = µ+ αi + eij (4.4)
where yij is the jth observation in the ith group, µ is a constant, αi is a constant specific
to the ith group, and eij is an error term, which is normally distributed with mean 0 and
variance σ2. Thus, a typical observation from the ith group is normally distributed with
mean µ+ αi and variance σ
2.
These parameters can be interpreted as follows:
(1) µ represents the underlying mean of all groups taken together.
(2) αi represents the difference between the mean of the ith group and the overall mean.
(3) eij represents random error about the mean µ + αij for an individual observation
from the ith group.
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Here, a constraint is needed since if there are k groups, k+1 parameters must be
estimated using only the k available ones. Therefore, we use the typical constraint that
the sum of the αi’s is set to 0.
F Test for Overall Comparison of Group Means
The null hypothesis (H0) is that the mean of each of the groups is the same. This
hypothesis is equivalent to stating that each αi = 0 as the αi sum up to 0. The alternative
hypothesis (H1) is that at least two group means are not equal. This one is equivalent to
asserting at least one αi 6= 0.
If we denote the mean of the ith group as y¯i and the total mean over all the groups as
y¯, the deviation of individual observations from the total mean can be written as:
yij − y¯ = (yij − y¯i) + (y¯i − y¯) (4.5)
This term (yij−y¯i) represents the deviation of an individual observation from its group
mean and is an indication of within-group variability. The second term on the right-hand
side (y¯i − y¯) represents the deviation of a group mean from the overall one and is an
indication of between group variability.
Generally speaking, if the between-group variability is large and the within group one
is small, then H0 is rejected and the underlying group means are declared significantly
different. On the contrary, if the between-group variability is small and the within-group
one is large, then H0 is accepted.
If both sides of Equation 4.5 are squared and the squared deviations are summed over
all observations and over all groups, then the following relationship is obtained:
k∑
i=1
ni∑
j=1
(yij − y¯)2 =
k∑
i=1
ni∑
j=1
(yij − y¯i)2 +
k∑
i=1
ni∑
j=1
(y¯i − y¯)2 (4.6)
The previous Equation 4.6 can be summarized as:
Total Sum of Squares (Total SS) = Within SS + Between SS
Some definitions below to simplify the test procedure resume:
Between Mean Square = BetweenSS/(k − 1) (4.7)
Within Mean Square = WithinSS/(n− k) (4.8)
To test the hypothesis H0: αi = 0 for all i vs. H1: at least one αi 6= 0, use the following
procedure:
1. Compute the Between SS, Between MS, Within SS, and Within MS
2. Compute the test statistic F=Between MS/ Within MS, which follows an F distri-
bution with k-1 and n-k degrees of freedom under H0.
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3. If F ≥ Fk−1,n−k,1−α then reject H0
If F ≤ Fk−1,n−k,1−α then accept H0
4. The exact p-value is given by the area to the right of F under an Fk−1,n−k distribution
= Pr(Fk−1,n−k ≥ F)
The results given by the ANOVA are typically displayed in an ANOVA table, as in
Table 4.1
Table 4.1: ANOVA outputs.
Multiple Comparison
When the Overall F test for One - Way ANOVA gives a p-value ≤ 0.05, then multiple
comparison, using Bonferroni approach [38], is performed so as to know which groups are
statistically significant different.
Application in the data
First of all, these analysis are performed with our self-developed codes in Matlab. Before
conducting the ANOVA analysis, a normality test must be done to fulfil the normally
assumption, each population comes from a normal distribution, and the equal variance
assumption. For this purpose, a Shapiro-Wilk test is performed with a p-value of 0.1 and
a Equal variance test with a p-value of 0.5.
Although BCC group is expected to be not significantly different due to the low num-
ber of samples, multiple comparisons are performed. The resulting variables which find
the benign lesions group (BB) and the Malignant Melanoma one (MM) as statistically
significant different are: maximum height, mean height, perimeter, width, surface and
volume.
Here, we see which of the individual parameters lets distinguish the different groups.
However, this may change in classification as distinct algorithms to categorized are exe-
cuted and subsets that were initially useless by themselves, might be the optimal for the
classifier.
Chapter 5
Classification methods
This chapter explains the fundamentals in which the project is built on. Supervised
Machine learning methods, as reported in Section 2.2.3, are an emergent trend to classify
samples belonging to diverse groups. Several types of classifiers are available since many
different principles are developed to predict the new incomes. We have chosen three
classifiers: Support Vector Machine (SVM), k-Nearest Neighbour (KNN) and Discriminant
Analysis (DA). Here we give a formal definition of each classification technique and provide
some discussion towards justifying this choice.
5.1 Support Vector Machine
Here, theoretical background description of Support Vector Machine (SVM) classifier is
presented, based on [8, 9]. SVM algorithm classifies the new inputs depending on where
they lie respect to the separating hyperplane between classes, previously found in the
training phase.
Training Phase
Consider a set of n training data points {xi, yi} ∈ Rd × {−1,+1}, i = 1, ..., n where
xi represents a point in the d-dimensional space and yi is a two-class label. Suppose we
have a hyperplane that separates the positive from the negative states. Then, the points
x which lie on the hyperplane satisfy ~w · ~x + b = 0, where ~w is the normal vector of the
hyperplane, |b| / ‖~w‖ is the perpendicular distance from the hyperplane to the origin, and
‖~w‖ is the Euclidean norm of ~w.
In the linear separable case, the whole data can be separated by a hyperplane in
two classes, the support vector machine (SVM) algorithm simply seeks for the separating
hyperplane with largest margin, the distance between the closest samples of each class to
the hyperplane. This can be formulated as follows: Suppose that all training data satisfy
the constraints:
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~xi · ~w + b ≥ +1 for yi = +1 (5.1)
~xi · ~w + b ≤ −1 for yi = −1 (5.2)
These can be rewritten as:
yi(~xi · ~w + b− 1) ≥ 0 ∀i (5.3)
Consider the points for which inequality 5.1 or 5.2 holds (requiring that there exist
such a point is equivalent to choosing a scale for ~w and b). These points lie neither in
hyperplane Π+ : ~w · ~x+ b = 1 or in hyperplane Π− : ~w · ~x+ b = −1, with normal vector ~w
and perpendicular distance |1− b| / ‖~w‖ or |−1− b| / ‖~w‖ respectively. Let define d+ (d−)
as the shortest distance from the separating hyperplane to the closest positive (negative)
sample and the ”margin” as d+ + d−. Hence, d+ = d− = 1/ ‖~w‖ and the margin is simply
2/ ‖~w‖. Note that Π+ and Π− are parallel and no training points fall between them
(Fig. 5.1). Therefore, the problem of finding the hyperplane with largest margin equals
to minimize ‖~w‖2 , subject to constraints 5.3.
One more definition before going on, support vectors are those training points which
fulfil the equality 5.3 and whose removal change the solution found.
Fig. 5.1: Linear separating hyperplanes for the separable case. Support vectors are circled.
This can be cast into an optimization problem using the Lagrange formulation. There
are two reasons for reformulating it. The first is that the constraints 5.3 will be replaced
by constraints on the Lagrange multipliers themselves, which simplifies the treatment.
The second is that in this manner, the training data will only appear in the form of dot
products between vectors.
Thus, we introduce the positive Lagrange multipliers αi ≥ 0, i = 1, ..., n, one for each
of the inequality constraints 5.3. Recall the Lagrangian is compound by the objective
function subtracted by the inequality constraints multiplied by the positive multipliers:
h(~x, λ) = f −∑nk=1 λkgk, where gk(~x) = 0.
In this case:
LP =
1
2
‖~w‖2 −
n∑
i=1
αiyi(~xi · ~w + b) +
n∑
i=1
αi (5.4)
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Now, LP must be minimized with respect ~w and b: ∇LP (~w, b), simultaneously require
that ∂LP∂αi = 0, subject to αi ≥ 0. As it is a convex quadratic programming problem
since the objective function is itself convex, and those points which satisfy the constraints
also form a convex set, we can equivalently solve the following dual problem: maximize
LP , submit to the constraints ∇LP (~w, b) = 0, and αi ≥ 0. This is called the Wolfe dual
formulation. It has the property that the maximum of LP , submit to the latest constraints,
occurs at the same values of the ~w, b and αi, as the minimum of LP , subject to the former
ones.
The constraint ∇LP (~w, b) = 0 give the conditions:
~w =
∑
i
αiyi ~xi (5.5)
∑
i
αiyi = 0 (5.6)
Substituting them in 5.3 as they are equality constraints in the dual formulation:
LD =
∑
i
αi − 1
2
∑
i,j
αiαjyiyj(~xi · ~xj) (5.7)
Notice the two formulations are different: Lp and LD arise from the same objective
function but distinct constraints. The solution is found by minimizing LP or by maximiz-
ing LD.
There exists a Lagrange multiplier αi for every training point. In the solution, those
for which αi > 0 are called ”support vectors”, and lie on one of the hyperplanes H1, H2.
All other training points have αi = 0 and lie either on H1 or H2. They are critical elements
of the training test in the calculation of the hyperplane.
Equation 5.6 does not apply to non-linearly separable data. In order to extend the for-
mulation, constraints 5.1 and 5.2 must be relaxed, but only when necessary, by introducing
positive slack variables ξi, i = 1, ..., n (Fig. 5.2):
~xi · ~w + b ≥ +1− ξi for yi = +1 (5.8)
~xi · ~w + b ≤ −1 + ξi for yi = −1 (5.9)
ξi ≥ 0 ∀i (5.10)
In order to control the trade-off between the model complexity and the empirical risk,
a penalty parameter C, chosen by the user, is introduced, so the objective function to be
minimized is ‖~w‖2 + C(∑i ξi)k.
LP =
1
2
‖~w‖2 + C(
∑
i
ξi)
k −
∑
i
αi{yi(~xi · ~w + b)− 1 + ξi}+
∑
i
µiξi (5.11)
where µi are the Lagrangian multipliers introduced to enforce the positivity of the ξi.
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As it stands, this is a convex programming problem for any positive integer k but if
k = 1, neither the ξi nor their Lagrange multipliers appear in the Wolfe dual problem:
LD =
∑
i
αi − 1
2
∑
i,j
αiαjyiyj(~xi · ~xj) (5.12)
subject to: 0 ≤ αi ≤ C and ∑i αiyi = 0.
The solution is again given by
~w =
∑
i
αiyi ~xi (5.13)
where Ns is the number of support vectors. Thereby, the only difference from the separable
data solution is that αi now have an upper bound of C.
Fig. 5.2: Linear separating hyperplanes for non-separable cases.
To generalize these equations for non-linear decision functions, the concept of a kernel
is developed. The data seen in the equations so far appears in the form of dot products
~xi · ~xj . If we were to map the data to some other Euclidean space H, using mapping φ, the
training algorithm would depend on the data though dot products in H, i.e. φ(~xi) · φ( ~xj).
However, if there were a ”kernel function” K such that K(~xi, ~xj) = φ(~xi) ·φ( ~xj), we would
only need to explicitly know the training algorithm, and would never need to explicitly
know what φ is. Substituting the kernel K into the dual SVM Lagrangian:
LD =
n∑
i=1
αi − 1
2
n∑
i=1
n∑
j=1
αiαjyiyjK(~xi, ~xj) (5.14)
subject to 0 ≤ αi ≤ C and ∑i αiyi = 0
This formulation allows us to handle with extremely high dimensional mappings with-
out having to do the associated computation. Some kernels used are:
• Linear: K(~xi, ~xj) = ~xiT · ~xj
• Polynomial: K(~xi, ~xj) = (γ ~xiT · ~xj + r)d, γ > 0
• Radial basis function (RBF): K(~xi, ~xj) = e−γ‖~xi− ~xj‖2/2σ2
• Sigmoid: K(~xi, ~xj) = tanh(γ ~xiT · ~xj + r), γ > 0
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Test Phase
Once the SVM is trained, we simply have to determine on which side of the decision
boundary (the hyperplane lying half way between Π+ and Π− and parallel to them) a
given test feature ~x lies and assign the corresponding class label.
5.2 k - Nearest Neighbours
k-Nearest Neighbours (KNN) is a non-parametric method used for classification which
assigns to an unclassified point the class most heavily represented among its kn nearest
neighbours. While the k-nearest neighbour algorithm was first proposed for arbitrary k
by Fix and Hodges [12, 20],the issue of determining the error bound was first solved for
k = 1.
5.2.1 The Nearest Neighbour Rule
Consider a set of n pairs {(~xi, θi)}n is given, where ~xi take values in a metric space X
upon which is defined a metric d, and θi takes values in the set {1, 2, ...,M}. Each θi is
considered to be the index of the category to which the ith individual belongs, and each
~xi is the outcome of the set of measurements made upon that individual. Henceforth, we
shall say ”~xi belongs to θi”, when we mean the ith individual, upon which measurements
~xi have been observed, belongs to category θi.
A new pair (~x, θ) is given and it is desired to estimate θ by using the information
contained in the set of correctly classified points. We will call
~xn
′{ ~x1, ~x2, ..., ~xn}
a nearest neighbour to ~x if
min d(~xi, ~x) = d( ~xn
′, ~x) i = 1, 2, ..., n. (5.15)
The nearest neighbour rule decides whether ~x belongs to the category θ′ of its nearest
neighbour ~xn
′. A mistake is made if θ′n 6= θ. Note the NN rule uses only the classification
of the nearest neighbour, the remaining n− 1 are ignored.
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5.2.2 Bayes Procedure
Here, we present the simplest version of the Bayes decision procedure for minimizing
the probability of error in classifying a given observation ~x into one of the M categories.
Let ~x denote the measurements on an individual and X the sample space of the possible
values of ~x, referred as observation. On the basis of ~x a decision must be made about the
membership of the individual in one of M classes.
For the purpose of defining the Bayes risk, we assume f1(~x), f2(~x), ..., fM (~x) the prob-
ability densities at x with respect to a σ−finite measure νi such that an individual in
category i produces an observation ~x according to density fi. Let L(i, j) be the loss of
assigning an individual from category i to the j one.
Let p1, p2, ..., pM ≥ 0, ∑i pi = 1, be the prior probabilities of the M categories. The
conditional probability Pi(θi| ~x) of an individual with measurements ~x belonging to cate-
gory i is, by the Bayes theorem,
Pi(θi| ~x) = pifi∑M
j=1 pjfj
=
ki
k
i = 1, 2, ...,M (5.16)
Therefore, the random variable ~x transforms the prior probability p into the poste-
rior probability vector Pi(θi| ~x). If the statistician decides to place an individual with
measurements ~x into category j, the conditional loss is:
ri(~x) =
M∑
i=1
Pi(θi| ~x)L(i, j) (5.17)
For a given ~x the conditional loss is minimum when the individual is assigned to the
category j for which ri(~x) is the lowest. Minimizing the conditional expected loss evidently
minimizes the unconditional expected loss. Hence, the minimizing decision rule δ∗, called
the Bayes decision rule with respect to p, is given by deciding the category j for which ri
is lowest. Utilizing δ∗, the conditional Bayes risk r∗(~x) is
r∗(~x) = min
i
{
M∑
i=1
Pi(θi| ~x)L(i, j)} (5.18)
and the resulting overall minimum expected risk R∗, called the Bayes risk, is given by
R∗ = E[r∗(~x)] (5.19)
where the expectation is done with respect to the compound density
f(~x) =
M∑
i=1
pifi(~x) (5.20)
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5.2.3 Convergence of Nearest Neighbours
Most of the properties of the NN rules depend on the assumption the conditional dis-
tributions of θ′n and θ approach one another when ~x′n → ~x. In order to put bounds on
the NN risk for as wide a class of underlying statistics as possible, it will be necessary
to determine the weakest possible conditions on the statistics which guarantee the above
convergence.
Lemma (Convergence of the Nearest Neighbour) Let ~x and { ~x1, ~x2, ..., ~xn} be indepen-
dent identically distributed random variables taking values in a separable metric space X.
Let ~x′n, denote the nearest neighbour to ~x from the set { ~x1, ~x2, ..., ~xn}. Then ~x′n → ~x with
probability one.
In particular, ~x′n → ~x with probability one for any probability measure in Euclidean
n-space. Since convergence of the nearest neighbour to ~x is independent of the metric on
x, the bounds on the risks of the NN rule too. The proof can be found in [12].
5.2.4 Nearest Neighbour Probability Error
Let ~xn
′{ ~x1, ~x2, ..., ~xn} be the nearest neighbour to ~x and let θ′n be the category to
which the individual having measurement belongs. If θ is indeed the category of θ′n the
NN rule incurs loss L(θ, θ′n). If (~x, θ), ( ~x1, θ1), ..., ( ~xn, θn) are random variables, we define
the n-sample NN risk R(n) by the expectation:
R(n) = E[L(θ, θ′n)] (5.21)
and the (large sample) NN risk R by
R = lim
n→∞R(n) (5.22)
In this discussion we assume that the pairs (~x, θ), ( ~x1, θ1), ..., ( ~xn, θn) are independent
identically distributed random variables in X × θ. Of course, except in trivial cases, there
will be some dependence between the elements ~xi, θi of each pair.
Considering the probability of error criterion given by the 0 - 1 loss matrix
L =

0 1 . . . 1
1 0 . . . 1
... .
...
1 1 . . . 0

nxn
(5.23)
where L counts an error whenever a mistake in classification is made. The following
theorem is the main result of this discussion.
Theorem
Let X be a separable metric space. Let f1, f2, ..., fM be probability densities with
respect to some probability measure ν such that, with probability one, ~x is either 1) a
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continuity point of f1, f2, ..., fM , or 2) a point of nonzero probability measure. Then the
NN probability of error R has the bounds
R∗ ≤ R ≤ R∗(2− M
M − 1R
∗) (5.24)
These bounds are as tight as possible. The demonstration is developed in [12, 20]
5.2.5 The k-NN Rule
An obvious extension of the nearest-neighbour rule is the k-nearest-neighbour rule. As
one would expect from the name, this rule classifies ~x by assigning to it the label most
frequently represented among the k nearest samples; in other words, a decision is made
by examining the labels on the k nearest neighbours and taking a vote (Fig. 5.3).
From Section 5.2.3 it is possible to conclude the kth nearest neighbour to ~x converges
to ~x with probability one as the sample size n increases with k fixed. Since each of the
nearest neighbours releases conditionally independent votes to the category of ~x, we may
conclude, in the 2-category case for odd k, that the conditional k-NN risk rk(~x) is given
in the limit (with probability one) as n increases, by
rk(~x) = P1(θn| ~x)
∑(k−1)/2
j=0
(k
j
)
P1(θn| ~x)j(1− P1(θn| ~x)k−j
+ (1− P1(θn| ~x))
k∑
j=(k+1)/2
(
k
j
)
P1(θn| ~x)j(1− P1(θn| ~x)k−j (5.25)
where P1(θn| ~x) stands for P1(θn| ~x) = 1−R∗.
As it can be notice, the conditional NN risks rk(~x) are monotonically decreasing in k.
Thus, the least upper bounds on the unconditional NN risks Rk will also be monotonically
decreasing in k (to R∗), as it is shown in Fig. 5.3.
Fig. 5.3: kNN rule (left) and error-rate tendency to the Bayes rate when k =∞ (right).
Regarding to equation 5.25, rk is symmetric in P (θn| ~x) and 1 − P (θn| ~x). Hence rk
may be expressed in terms of r∗ = min {P (θn| ~x), 1− P (θn| ~x)} in the form:
rk = ρk(r
∗) =
r∗
(k−1)/2∑
j=0
(
k
j
)
(r∗)j(1− r∗)k−j + (1− r∗)
k∑
j=(k+1)/2
(
k
j
)
(r∗)j(1− r∗)k−j (5.26)
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Let ρ¯k(r
∗) be defined to be the least concave function grater than ρk(r∗). Then
rk = ρk(r
∗) ≥ ρ¯k(r∗), (5.27)
and, by Jensen’s inequality,
Rk = E[rk] = E[ρk(r
∗)] ≥ E[ρ¯k(r∗)] ≥ E[ρ¯k(r∗)] = ρ¯k(R∗) (5.28)
So, ρ¯k(R
∗) is an upper bound on the large sample k-NN risk Rk. It may further be
shown in [12], that for any R* ρ¯k(R
∗) is the least upper bound on Rk by demonstrating
simple statistics which achieve it. Hence me have the bounds:
R∗ ≥ Rk ≥ ρ¯k(R∗) ≥ ρ¯k−1(R∗) ≥ ... ≥ ρ¯1(R∗) = 2R∗(1−R∗) (5.29)
where the upper and lower bounds on Rk are as tight as possible.
5.2.6 Metrics
The nearest-neighbour classifier relies on a metric or distance function between patterns.
While so far we have assumed the Euclidean metric in d dimensions, the notion of a metric
is far more general, and we now turn to the use alternate measures of distance to address
key problems in classification. First, recall the properties of a metric. A metric D(·, ·) is
simply a function that gives a generalized scalar distance between two argument patterns.
A metric must have four properties: for all vectors ~a,~b and ~c
non-negativity: D(~a,~b) ≥ 0
reflexivity: D(~a,~b) = 0 if and only if ~a = ~b
symmetry: D(~a,~b) = D(~b,~a)
triangle inequality: D(~a,~b) +D(~b,~c) ≥ D(~a,~c)
It is easy to verify that if the Euclidean formula for distance in d dimensions,
D(~a,~b) = (
d∑
k=1
(ak − bk)2)1/2 (5.30)
obeys the metric properties.
One general class of metrics for d-dimensional patterns is the Minkowski metric
Lk(~a,~b) = (
d∑
i=1
|ai − bi|k)1/k (5.31)
also referred as the Lk norm; thus, the Euclidean distance is the L2 norm. The L1 norm
is sometimes called the Manhattan or city block distance, the Manhattan shortest path
between a and b, each segment of which is parallel to a coordinate axis [20].
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5.3 Discriminant Analysis
Also known as Fisher Discriminant, it uses linear discriminant function approach to
supervised classification. To train the classifier, the parameters of an assumed Gaussian
distribution for each class are estimated, so as to predict the class of the new data finding
the smallest misclassification cost [34, 48].
Let X1 = { ~x11, , ~xl11} and X2 = { ~x12, , ~xl22} be samples from two different classes ω1
and ω2, and X = X1 ∪ X2 = { ~x1, ~xl}. Using this design set, we seek a weight vector ~w
and a threshold w0 such that:
~wT~x+ w0 =
 > 0< 0 ⇒ ~x ∈ =
 ω1ω2 (5.32)
Fishers linear discriminant is given by the vector ~w which maximizes
JF (~w) =
~wTSB ~w
~wTSW ~w
(5.33)
where
SB := ( ~m1 − ~m2)( ~m1 − ~m2)T (5.34)
SW :=
∑
i=1,2
∑
~x∈Xi
(~x− ~mi)(~x− ~mi)T (5.35)
are the between and within class scatter matrices (estimation of the covariance matrix)
respectively and ~mi is defined by ~mi :=
1
li
∑li
j=1 ~xj
i, the group mean.
The idea behind maximizing JF (~w) consists in finding a direction which maximizes the
projected class means (the numerator) meanwhile minimizing the classes variance in this
direction (the denominator). It can be calculated by differentiating JF (~w) with respect to
~w and equalling to zero:
~wT ( ~m1 − ~m2)
~wTSW ~w
{2( ~m1 − ~m2) + ( ~w
T ( ~m1 − ~m2)
~wTSW ~w
)SW ~w = 0 (5.36)
Since we are interested in the direction of ~w (and noting that ~w
T ( ~m1− ~m2)
~wTSW ~w
is a scalar),
we must have:
~w ∝ S−1W ( ~m1 − ~m2) (5.37)
If we wish to determine an allocation rule, we must specify a threshold w0, so that we
may assign ~x to class ω1 if ~w
T~x+ w0 > 0.
If data is normally distributed with equal covariance matrices, then the optimal deci-
sion rule is linear: assign ~x to ω1 if ~w
T~x+ w0 > 0 where
~w = S−1W ( ~m1 − ~m2) (5.38)
w0 = −1
2
( ~m1 − ~m2)TS−1W ( ~m1 − ~m2)− log(
p(ω2
p(ω1)
) (5.39)
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Thus, the direction onto which ~x is projected is the same as that obtained through
maximization of 5.33 and given by 5.37. This suggests if we take ~w = S−1W ( ~m1− ~m2), then
we may choose a threshold to be given by w0 above, although we note that it is optimal
for normally distributed classes.
Least Mean Squared Error Procedures
In this section, all the data samples are used and we attempt to find a solution vector for
which the equality constraints: ~w~x+w0 = ti. In general, it will not be possible to satisfy
these constraints exactly and we seek a solution for ~w that minimizes a cost function of
the difference between ~w~x+ w0 and ti . The particular cost function we shall consider is
the mean squared error.
If we consider a specific choice like:
ti =
 t1 for all ~xi ∈ ω1t2 for all ~xi ∈ ω2 (5.40)
According to [48], after some calculations the expression for w0 in terms of ~w can be
obtained from the sum-squared error criterion
∥∥∥~w~x− ~w0 = ~t∥∥∥2:
w0 =
−1
n
(n1 ~m1
T + n2 ~m2
T )~w +
n1
n
t1 − n2
n
t2 (5.41)
where n is the total number of samples, n1 is the number of samples in class ω1 and n2 in
ω2. Moreover, the expression for ~w:
~w =
α
n
S−1W ( ~m1 − ~m2) (5.42)
the same solution obtained for Fisher’s linear discriminant (equation 5.37)
Test phase
In the spirit of this approach, discrimination may be performed according to whether
w0 + ~w
T~x is closer to t1 in the least squares sense than −w0 − ~wT~x is to t2. That is,
assign ~x to ω1 if
∥∥∥t1 − (w0 + ~wT~x)∥∥∥2 < ∥∥∥t2 − (w0 + ~wT~x)∥∥∥2. Substituting for w0 and ~w,
this simplifies to (assuming α(t1 + t2) > 0): assign ~x to ω if
(S−1W ( ~m1 − ~m2))T (~x− ~m) >
t1 + t2
2
n2 − n1
α
(5.43)
where ~m is the sample mean, (n1 ~m1 + n2 ~m2)/n. The threshold on the right-hand side of
the inequality above is independent of t1 and t2.
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Summary
These classifiers are linear so that implementation in coding and comprehension of the
results are easier. Each of them use a principle which let us interpret the results in a
different perspective. That is why we want to assess which one has the best performance
employing the 3D features.
Linear SVM classifier uses Lagrangian multipliers to obtain an optimal separating
hyperplane. It is chosen because of its good relative performance to the computational
costs compare to the ANN in low-dimensional problems.
KNN classifier uses the nearest neighbours rule, according to the euclidean distance, to
predict the new sample class. As it is less complex than SVM and its results in literature
are quite good, we find interesting to compare their performance.
Finally, Linear Discriminant Analysis is selected since its principle is based in Gaussian
distribution parameters. In addition, it gives relative good results in low-dimensions and
we find interesting to contrast its performance as well.
Chapter 6
Results and validation
6.1 Experimental methodology
In order to study the contribution of the 3D information in discriminating skin cancer
lesions from the benign ones, different classification experiments based on the previous
classifiers are conducted. The comparison will be carried out according to, not only the
accuracy rate, but especially the sensibility and sensitivity, as well as, the associated ROC
curves.
6.1.1 Experiment outline
The classification experiments involve splitting the available samples into disjoint sub-
sets: the training set and testing set where the training set can be considered the develop-
ment samples for the systems. Keeping the training and testing sets disjoint ensures that
we are measuring how well the systems perform on previously unseen samples.
Each experiment involves searching the best feature subset and training one of the
classifiers. Afterwards, the previously test set is introduced in the classifiers. The results
are validated comparing them with the gold standard, necessary to measure the correctness
of the classifications, and provided by the Department of Dermatology of the Hospital
Cl´ınic.
6.1.2 Performance metrics
It is understood that the sample size is relatively small due to patients’ attendance
rate at the collaborating clinic. Therefore, we need to employ a convincing method to
see the performance of the trained classifier and choose the best one before testing and
comparing with the other types. Cross-validation is chosen because it can give classification
performance for each subset feature even with a low and finite number of lesions. The
cross-validation scheme consists in dividing the training set into k folds, in this case 10
partitions, and the classifier will be tested on one of the folds but trained on the remaining
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samples. So training and test samples are independent with each other. The 10-fold cross-
validation performance for the subset feature is evaluated as the average classification
result of all samples.
Classification accuracy metric
The classification error of the cross-validation method is calculated, as mentioned above,
from the average classification result as the proportion of misclassified observations.
L =
∑N
j=1wjej∑N
j=1wj
(6.1)
where wj is the weight for observation j and ej = 1 if the predicted class of observation j
differs from its true class, and 0 otherwise. As it can be seen, this equation comes from
the cost matrix explained in section 5.2.4.
The classification accuracy is calculated as: Accuracy = 1− L
This loss can be calculated by changing the weights of the cost matrix, for example
defining a higher penalty to the melanoma’s wrong labelling so as to give preference in
their correct classification. However, in this project we want to assess the performance in
classification depending on the selected features so all weights are equal wj = 1.
This accuracy rate is strongly biased to favour the majority, if all weights are equal.
Thereby, a better performance measurements in unbalance domains are the sensitivity and
sensibility joint with the ROC curve.
Sensitivity & Specificity
In medicine, the result of a specific test may classify the patient as ill or healthy. Nor-
mally, the positive result is associated with the presence of the disease, while the negative
result with the absence thereof. When patients are studied, data can be represented in
a 2x2 matrix, known as the confusion matrix (Fig.6.1). In this table are represented the
results of the diagnosis test, in this case the classification labels (columns), against the
gold standard, the real diagnosis of the patients (rows).
Fig. 6.1: Confusion matrix
The outcome of the test can either be correct: true positive (TP) and true negative
(TN) or incorrect: false positive (FP) and false negative (FN). Its validity analysis can be
assessed calculating the sensitivity and specificity values [36]:
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Sensitivity
Sensitivity (Se) is the probability of classifying an ill individual correctly, that is to
obtain a positive value if the patient is sick. In conclusion, sensitivity is the capacity of
the test to detect the disease:
Se =
TP
TP + FN
(6.2)
Specificity
Specificity (Sp) is the probability of classifying a healthy individual correctly, that is to
obtain a negative value if the patient is sound. In other words, specificity is the capacity
of the test to detect the absence of the disease:
Sp =
TN
TN + FP
(6.3)
Sensitivity and specificity are two very important parameters for performances eval-
uation of a classifier. A comparison based on one of these parameters may result in
misleading interpretation of results. On the other hand, a comparison based on both,
which are correlated in some extent, is difficult to understand fully. Using the accuracy
rate, which takes into account both parameters, is not suitable approach, in this case, as
there exists imbalance between classes (35 benign lesions versus 16 melanomas).
Hence, a new parameter like the one A.Sboner et al. defined in [39] is introduced.
Given the ideal classifier has both sensitivity and specificity equal to 1.0, the distance of
a real classifier from the ideal is calculated as:
dclass =
√
(1− Se)2 + (1− Sp)2 (6.4)
ROC curve
The receiver operating characteristic (ROC) curve is a plot of the true positive (TP)-
rate versus false positive (FP)-rate, also referred as Se vs (1-Sp). The points for a ROC
curve are obtained by varying a threshold on a classifiers continuous output between its
extremes and plotting the (TP-rate, FP-rate) for each threshold value.
The area under the ROC curve (AUC) represents the expected predictive performance
as a single scalar value. AUC exhibits several desirable properties compared to accuracy.
For example, it is independent of the decision threshold and is invariant to a priori class
probability distributions [9].
As it can be appreciated in Fig. 6.2, the ideal classifier AUC equals to 1.0, which
means 100% of TP and 0% of FP. Otherwise, a random classifier has an AUC=0.5, while
a significant classifier possesses an AUC ≥ 0.8.
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Fig. 6.2: ROC curve
Another interpretation to the parameter dclass: The optimal point in an ideal classifier
in the ROC curve is (0,1). Therefore, this parameter can be interpreted as the Euclidean
distance from the classifier to the ideal one. The less distance, the better classifier.
6.2 Experimental results
In this section, the outcomes from the different experiments are presented. Firstly, the
feature sets selected for each training are explained. Then, the three trained classifiers
and their respective performance are described. Finally, we discuss briefly the comparison
between classifiers.
All the classifiers are implemented by self-developed algorithms with Matlab based
on the theory already explained in Chapter 5. The training set consists of 44 samples,
32 BB and 12 MM; BCC are excluded from the classification due to its low number.
The accuracy rate, dclass and AUC are calculated with 10-fold cross-validation. Then,
the trained classifiers predict 7 new samples (3 BB and 4 MM) in order to observe the
performance with previously unseen examples.
6.2.1 Support Vector Machine
Features sets
The feature subset selection has been initiated when ANOVA and Multiple Compar-
isons provided the following 6-parameter subset (subset I): maximum height, mean height,
perimeter, width, surface and volume.The results obtained with subset I may be improved
if we try to reduce the dimensionality so such that the classifier complexity does. Hence,
the best performing subset found with respect to the criterion parameters is compound
by 5 parameters (subset II): mean height, width, surface, entropy and 3rd moment.
Classification results
The training set is introduced in our linear SVM algorithm and trained on the subset II
with 44 samples giving an accuracy rate of 84.09%. After 10-fold cross-validation, the Se
and Sp are 58.33% and 93.75%, respectively, and its correlated parameter dclass = 0.421.
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The ROC curve can be seen in Fig. 6.3 providing an AUC = 0.89. In the table 6.1, the
confusion matrix of training validation is shown:
MM BB
MM 7 5
BB 2 30
Table 6.1: SVM cross-validation confusion matrix
When predicting the new set of samples, the resulting confusion matrix (Table 6.2):
MM BB
MM 1 3
BB 1 2
Table 6.2: SVM test confusion matrix
6.2.2 k - Nearest Neighbour
Feature sets
Just like in SVM feature selection, the initial subset I was proven with not pretty good
results. So, we try to reduce the dimensionality again, at the same time the classifier
complexity. The best performing subset found with respect to the criterion parameters is
compound by 5 parameters (subset III): maximum height, perimeter, surface, entropy and
3rd moment.
Classification results
A KNN classifier based on Euclidean distance for the calculation of the k=3 nearest
neighbours is trained on the subset III giving an accuracy rate of 77.27%. After the 10-
fold cross-validation, Se and Sp obtained are 50.00% and 81.25%, respectively, and its
correlated parameter dclass = 0.534. The ROC curve can be seen in Fig. 6.3 providing an
AUC = 0.79. In the table 6.3, the confusion matrix of training validation is shown:
MM BB
MM 6 6
BB 6 26
Table 6.3: KNN cross-validation confusion matrix
When adding the new set of samples, the resulting confusion matrix (Table 6.4):
MM BB
MM 0 4
BB 0 3
Table 6.4: KNN test confusion matrix
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6.2.3 Discriminant Analysis
Feature sets
As we have done with the other classifiers, we search the optimal subset from the initial
subset I. In this case, the best performing subset found with respect to the criterion
parameters is compound by 7 parameters (subset IV): maximum height, mean height,
perimeter, width, surface, entropy and 3rd moment.
Classification results
A linear DA classifier trained on the subset IV giving an accuracy rate of 81.82%.
After 10-fold cross-validation, the Se and Sp are 66.70% and 93.75%, respectively, and its
correlated parameter dclass = 0.338. The ROC curve can be seen in Fig. 6.3 providing an
AUC = 0.88. In the table 6.5, the confusion matrix of training validation is shown:
MM BB
MM 9 3
BB 2 30
Table 6.5: DA cross-validation confusion matrix
When predicting the test set, the resulting confusion matrix (Table 6.6):
MM BB
MM 1 3
BB 1 2
Table 6.6: DA test confusion matrix
ROC curves
The ROC curves of the different classifiers are superposed in just one graphic. A table
containing all the information about the ROCs is annexed below (Table 6.7)
Figure 6.3: ROC curves for Linear SVM, KNN and DA classifiers
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Table 6.7: ROC curves parameters
6.3 Discussion
The results presented in this Chapter 6 are quite satisfactory, despite the low number
of samples held. It can be suggested DA classifier possesses the best performance after
comparing the AUC and the correlated distance dclass with the SVM’s and KNN’s. As it
is obvious, the classification validation scores better Se and Sp values in contrast to the
test set. The results in the test set is more biased to BB since more of this lesions were
employed in training.
The existence of imbalance in the data affects to the performance in KNN, as the
prediction is the result of the most present class in the k = 3 nearest neighbours. If the
feature points are mixed in space, the query point will be more likely to be surrounded
by BB training lesions. The better performance of DA than SVM may be due to non-
separable data type. SVM relies on the seek of a separable hyperplane, otherwise SVM
performance decreases. In contrast, DA performance, based on probabilities, seems it is
not too affected.
Chapter 7
Conclusions
In this project we have studied the performance of several statistical classifiers for dis-
criminating between benign and malignant skin lesions when 3D features of the lesions are
available. These 3D features were calculated by processing the original 3D scanned topog-
raphy of the lesions, using both self-developed algorithms and the commercial Mountains
Map software.
The first part of the project involved segmentation, after pre-processing the images.
It was decided to perform the task manually so as to take advantages from the Moun-
tainsMap software when extracting the features. The second part enclosed the feature
extraction and calculation, a total of 9 useful parameters were obtained. The next step
before classification, involved a priori feature selection using both implemented One-Way
ANOVA analysis and Multiple Comparisons in Matlab: subset I was initially proposed
for classification experiments. This primary subset was compound by the features which
individually discriminate between BB and MM groups.
Since our goal was to prove the effectiveness of 3D information as a good discriminant,
three different types of machine learning classification methods were implemented. The
main reason was compare the outputs of the three classifiers because each one treats the
information in a distinct manner and the results provide different kind of shades. Linear
SVM allows to visualize the hyperplane projections in all possible 2-dimensional subspaces
from subset II. In other words, dermatologists gain access to the relevant features and
values used by SVM to classify a lesion, the distance from the hyperplane projection and
its position in the subspace. in addition, KNN algorithm permits retrieval and visualization
of the ”most similar” cases to those at hand. This aspect partly resembles the medical
reasoning and allows a dermatologist to directly compare unknown lesions whit other
known skin lesions. Finally, linear DA gives an estimate of the probability that a lesion
at hand belongs to each one of the two classes (BB or MM).
The results obtained during the experiment suggested that if there is sufficient avail-
able training data, the classifier would work effectively. The best classifier performance
corresponds to the linear DA with an AUC=0.88 and a dclass = 0.388. The SVM outcomes
are quite similar but using less features. This endorses the type of interpretation varies
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on the kind of classifier. Nevertheless, the KNN performance is not good as expected.
Taking into account the low number of available samples from hospital at the moment,
one explanation could be the sparse data nature.
This study has several points than can be further improved in future works, whose
solution and future development are explained below:
First of all, the low number of malignant lesions is due to the low frequency they are
diagnosed. In the next months, more lesions will be provided by the collaborating hospital.
That is why BCC lesions cannot be disjoint in two sets and they are not included in the
classification phase of this project. In a nearly future, new cases will arrive and experiments
will be performed between BB and BCC, and the three at the same time.
In second term, more features may be added, especially the ones related with curva-
tures (at least 5 more). Novel features such as height variation in specific directions and
roundness might be developed and their influence on the discrimination might be studied.
Also, the combination of colour and depth characteristics would be interesting.
As it has already been commented in Section 6.3, the accuracy calculation can be
modified in order to give more importance to the correct melanoma classification as more
cases will be at hand. Furthermore, the classification and statistical codes will be revised
and adapted to optimize the computational cost.
To sum up, it is observed skin lesion classification is an extremely complex task. Na-
ture is wide and changeable, thus it is natural that lesions vary significantly within the
class, to such an extent that might mislead to belong to another class. This randomness
and variation of lesions makes it extremely difficult to diagnose both logically and sys-
tematically. Nevertheless, we have experimentally demonstrated that statistical classifiers
provide a relatively good discrimination of BB and MM skin lesions when 3D relevant
information of the lesions is available.
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