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Abstract
The relationship between housing costs and homelessness has important implications for the
way that city and county governments respond to increasing homeless populations. Though
many analyses in the public policy literature have examined inter-community variation in
homelessness rates to identify causal mechanisms of homelessness (Byrne et al., 2013; Lee
et al., 2003; Fargo et al., 2013), few studies have examined time-varying homeless counts within
the same community (McCandless et al., 2016). To examine trends in homeless population
counts in the 25 largest U.S. metropolitan areas, we develop a dynamic Bayesian hierarchical
model for time-varying homeless count data. Particular care is given to modeling uncertainty
in the homeless count generating and measurement processes, and a critical distinction is
made between the counted number of homeless and the true size of the homeless population.
For each metro under study, we investigate the relationship between increases in the Zillow
Rent Index and increases in the homeless population. Sensitivity of inference to potential
improvements in the accuracy of point-in-time counts is explored, and evidence is presented
that the inferred increase in the rate of homelessness from 2011-2016 depends on prior beliefs
about the accuracy of homeless counts. A main finding of the study is that the relationship
between homelessness and rental costs is strongest in New York, Los Angeles, Washington,
D.C., and Seattle.
1 Introduction
Counts of people experiencing homelessness in cities such as Seattle, Los Angeles, and New York
reveal alarming year-over-year increases in the raw numbers of enumerated individuals. In addition
to rising counts of homeless, rental costs in these cities are significantly increasing as well. The
relationship between housing costs and homelessness is a topic of great public importance and has
received considerable attention (Hanratty, 2017; Fargo et al., 2013; Byrne et al., 2013; Stojanovic
et al., 1999; O’Flaherty, 1995; Sclar, 1990).
Several challenges exist in quantifying the impact of increased rental costs on the size of the
homeless population. The first challenge is that point-in-time homeless counts often occur on
a single night in January and are thus subject to significant sampling variability. The second
challenge is that the accuracy of the count itself is not the same from one year to the next.
Differences in the number of volunteers, weather, and count methodologies lead to counts that
are difficult to compare year-over-year.
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These facts beg the question: are homeless populations across the county increasing? Or
do the reported counts simply represent a higher fraction of the homeless population? Changing
count accuracy over time directly impacts inferred trends in the size of the homeless population.
In light of this fact, we investigate the impact of different count accuracy trajectories on the
inferred change in homelessness rates from 2011-2016.
Inference on the relationship between trends in rental costs and trends in the homeless pop-
ulation is related to other trend analyses with data quality challenges (Tokdar et al., 2011; Coles
and Sparks, 2006; Cornulier et al., 2011; Kery and Royle, 2010). Although we observe the number
of counted homeless, we do not observe the true size of the homeless population. Plant-capture
methods (Laska and Meisner, 1993; Schwarz and Seber, 1999) have demonstrated that homeless
counts systematically understate the size of the total homeless population (Hopper et al., 2008).
One strategy to include the uncounted number of homeless in the analysis is to build a mechanism
for the imperfect counting process into the statistical model, as McCandless et al. (2016) have
done with plant-capture data from Edmonton, Canada.
In this paper, the total size of the homeless population is imputed, and uncertainty in the
total homeless population and count accuracy is propagated to our assessment of the relationship
between rental costs and homelessness. Our goal is to jointly model the collection of homeless
count time series from the 25 largest metropolitan areas in the United States. In contrast to
McCandless et al. (2016), who treat time-indexed counts as exchangeable, we directly model
temporal dependence. We develop a Bayesian dynamic modeling framework to investigate the
relationship between the number of homeless and rent costs subject to different prior beliefs about
count accuracy over time.
The data in our analysis comes from three sources: the U.S. Census Bureau; the U.S. De-
partment of Housing and Urban Development (HUD); and the housing website Zillow. The data
include the total population, point-in-time homeless counts, and the Zillow Rent Index (ZRI) for
continuums of care that service the 25 largest metro areas from 2011-2016.
Numerous previous studies have utilized inter-community variation in homelessness rates
to identify potential causal mechanisms of homelessness (Fargo et al., 2013; Byrne et al., 2013;
Raphael, 2010; Lee et al., 2003; Early and Olsen, 2002; Quigley and Raphael, 2001; Quigley et al.,
2001; Troutman et al., 1999; Hudson, 1998; Grimes and Chressanthis, 1997; Honig and Filer,
1993; Burt, 1992; Bohanon, 1991; Appelbaum et al., 1991; Quigley, 1990). Studies that model
homelessness rates, defined as total homeless
total population
, assume that both the numerator and denominator
are observed without error. In practice, there is significant uncertainty in both the numerator
and denominator in any such homelessness rate calculation. To account for that uncertainty, we
directly model time-varying counts within the same community. Working with time series of count
data has two advantages. First, statistical models of counts more aptly characterize the sampling
variability in the observed data; and second, focusing on within community variation over time
avoids drawing conclusions from data generated across different municipal and state governments,
climates, and social structures. A major contribution of our work is the development of a statistical
framework that enables researchers, policymakers, and local continuum coordinators to address
five specific questions for each metro:
(Q1) When adjusting for increases in count accuracy and total population growth, is
the rate of homelessness increasing?
(Q2) If ZRI increases by x%, what are the predicted increases in the counted and
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total number of people experiencing homelessness?
(Q3) Expense and logistical challenges preclude more than one homeless count per
year in many metros. If a second point-in-time count were to be conducted
in a given year, what is the expected range in the number of homeless to be
enumerated?
(Q4) Given that C homeless are counted and count accuracy is imperfect, what is
the expected range in the total number of people experiencing homelessness at
a point in time?
(Q5) What is the one-year-ahead forecast of the total homeless population in 2017?
We identify New York, Los Angeles, Seattle, and Washington, D.C. as metros where (i)
the inferred rate of homelessness significantly increased from 2011-2016 and (ii) there exists a
strong relationship between housing costs and homelessness. We find that predicted increases in
counted homeless due to increased ZRI are robust to different prior beliefs about time-varying
count accuracy; however, we present evidence that the inferred change in the homelessness rate
from 2011-2016 is sensitive to the trajectory of count accuracy. This point is emphasized to
encourage researchers, policymakers, and continuum leaders to carefully quantify their beliefs
and uncertainty about count accuracy.
The prior beliefs that we incorporate in this analysis are informed by existing literature
and discussions with count coordinators, volunteers, and homelessness experts from around the
country. Incorporating the expert opinions of count coordinators in every metro in the sample will
lead to a more informed study. Our goal in this paper is to advance the statistical methodology
utilized by researchers to analyze data on homelessness. We view this as a demonstration of a
modeling framework that will benefit from a partnership between private companies with relevant
data, HUD, and local continuums of care.
In Section 2, we discuss the data used in our analysis and necessary pre-processing steps to
account for geographic mismatches between counties and continuums of care. Section 3 describes
the Bayesian dynamic model that hierarchically shares information across all metros under study.
Efficient information sharing, both locally in time and hierarchically across all metros, facilitates
sharper inference on the relationship between rental costs and homelessness. Our hierarchical
dynamic model allows us to estimate local relationships between homelessness and rental costs
whereas the cross-sectional regression model in Byrne et al. (2013) estimates a single global effect.
We discuss prior information and how that information translates to prior distributions for model
parameters in Section 4. Model fitting with a custom Markov chain Monte Carlo algorithm is
discussed in Section 5, and Section 6 presents results and addresses questions (Q1) - (Q5). Section
7 concludes with a discussion of our findings.
2 Data
The data in our study comes from three different sources: the U.S. Census Bureau, HUD, and
the housing website Zillow. For the continuums of care in the 25 largest metros, we observe a
collection of three time series that correspond to (i) the total number of people living in the metro,
(ii) the counted number of homeless in the continuum(s) of that metro, and (iii) the ZRI for the
metro.
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For the total population data, we use county-level population estimates reported by the U.S.
Census Bureau (U.S. Census Bureau, 2016). The homeless counts are the number of individuals
experiencing homelessness (both sheltered and unsheltered) at a point-in-time as reported by
HUD (U.S. Department of Housing and Urban Development, 2016). While the first two series of
interest are fairly self-explanatory, the ZRI warrants further detail. Below is a description from
Zillow (Bun, 2012).
Similar to the Zillow Home Value Index (ZHVI), we created the Zillow Rent Index
(ZRI) to track the monthly median rent in particular geographical regions. Like the
ZHVI, we sought to create an index for rents that is unaffected by the mix of homes
for rent at any particular time. This makes temporal comparisons of rents more valid
since the index is tracking the rents for a consistent stock of inventory.
The geographic coverage of Zillow’s housing data, the temporal invariance in the rental stock un-
derlying the metric, and ease of temporal comparison make ZRI a natural choice for summarizing
time-varying rental costs across all U.S. metropolitan areas.
Table 1: HUD continuums of care and state counties that correspond to the 25 largest metropolitan
areas under study. In cases where more than one continuum of care is in a county, we aggregate
homeless counts to form a synthetic continuum for that county. When a single continuum spans
multiple counties, we construct a population-weighted ZRI measure and aggregate total population
figures across the multiple counties.
Metro area HUD continuum of care Counties
1 New York, NY NY-600 New York, Bronx,
Queens, Kings, Richmond
2 Los Angeles-Long Beach-Anaheim, CA CA-600, CA-606, CA-607, CA-612 Los Angeles
3 Chicago, IL IL-510, IL-511 Cook
4 Dallas-Fort Worth, TX TX-600 Dallas
5 Philadelphia, PA PA-500 Philadelphia
6 Houston, TX TX-700 Harris, Fort Bend
7 Washington, DC DC-500 District of Columbia
8 Miami-Fort Lauderdale, FL FL-600 Miami-Dade
9 Atlanta, GA GA-500, GA-502 Fulton
10 Boston, MA MA-500 Suffolk
11 San Francisco, CA CA-501 San Francisco
12 Detroit, MI MI-501, MI-502 Wayne
13 Riverside, CA CA-608 Riverside
14 Phoenix, AZ AZ-502 Maricopa
15 Seattle, WA WA-500 King
16 Minneapolis-St Paul, MN MN-500 Hennepin
17 San Diego, CA CA-601 San Diego
18 St. Louis, MO MO-500, MO-501 St. Louis
19 Tampa, FL FL-501 Hillsborough
20 Baltimore, MD MD-501, MD-505 Baltimore
21 Denver, CO CO-503 Adams, Arapahoe, Boulder,
Broomfield, Denver, Douglas,
Jefferson
22 Pittsburgh, PA PA-600 Allegheny
23 Portland, OR OR-501 Multnomah
24 Charlotte, NC NC-505 Mecklenburg
25 Sacramento, CA CA-502 Sacramento
One of the challenges in working with the HUD point-in-time data is that the jurisdiction of
the HUD-defined continuums of care do not always agree with the boundaries of cities or counties.
Often, each county will have a single continuum; however, cases exist where this is not true. In
some counties, there may be more than one continuum (e.g, Cook County, IL and Fulton County,
GA have two). Other times, there may be multiple counties in a single continuum (e.g., the
Denver, CO continuum spans seven different counties, and the New York City continuum spans
five). Table 1 maps the 25 metros under study to the underlying HUD continuum(s) of care. In
each metro, if the continuum does not match up with a single county, we construct a synthetic
unit of analysis by following one of two approaches. If a county includes multiple continuums,
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we aggregate homeless totals reported by each continuum in the county. If a continuum includes
multiple counties, we aggregate population totals reported by the different counties that make up
a single continuum and construct a population-weighted ZRI metric.
We also focus on year-over-year changes in the metro-specific ZRI rather than the absolute
level of the ZRI itself. This standardizes the analysis of rental markets across metros. The
result is a data set of synthetic continuums that properly record the counted number of homeless,
total population, and changes in rent levels in each metro. Because the ZRI is only available after
October 2010, the time series for these three quantities are observed from 2011 - 2016 at an annual
frequency. The homeless count data and ZRI are recorded each January, but the intercensal total
population estimates from the Census Bureau are dated July 1. There is a six month temporal
mismatch in both the homeless count and ZRI and the total metro population series. Although we
could perform a linear interpolation to align the data, for this analysis we assume the mismatch
to be inconsequential. Figure 1 presents these three time series for the All Home King County
continuum in Seattle, WA.
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Figure 1: Data from the All Home King County (WA) continuum of care from 2011 - 2016. Left:
the total population in King County has rapidly increased in recent years. Increased population
creates increased demand for rental housing and community services. Middle: The number of
homeless counted in King County has dramatically increased since 2014. Right: The median
rent, as measured by the ZRI, demonstrates the same basic pattern of increases as the count of
people experiencing homelessness.
The count of homeless in Seattle/King County has dramatically increased since 2014 (Figure
1b); however, the total population (Figure 1a) also significantly increased over that same time
period. The King County, WA data demonstrate the need for modeling the homelessness rate to
control for increases in the total population. The ZRI for King County, shown in Figure 1c, has
similarly increased.
In order to properly calculate the homelessness rate, it is necessary to account for time-
variation in the count accuracy. We define the count accuracy to be the probability that a person
who is homeless will be accounted for in the homeless count. If the count accuracy improves
over time, more homeless are likely to be counted. In a scenario where the homeless count has
improved, an increase in the number of homeless counted does not necessarily imply that the total
size of the homeless population has increased. The count may simply represent a higher fraction
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of the total homeless population.
To account for the homeless not included in the HUD-reported count data, we impute the
total homeless population in each metro from 2011-2016 and examine the impact of different
trajectories in the count accuracy on the inferred homelessness rate. Figure 2 illustrates the
distribution of the unobserved total number of homeless over time in King County, WA if we
assume that the count accuracy does not improve with time and approximately 75% of homeless
are included in the count.
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Figure 2: Counted number of homeless (black line) and imputed mean (blue line) and 95% pre-
dicted interval (shaded blue) of the total number of homeless in King County. In this illustration,
we assume the expected count accuracy is constant over time when inferring the distribution of
the total number of homeless.
It is reasonable to assume time variation in the count accuracy: in many continuums, the
count accuracy may incrementally improve each year; in some continuums, the count accuracy
could degrade over time due to lack of funding; in others, the accuracy may jump at a single
year. A primary objective of our study is to assess the impact of different trajectories in the
count accuracy on the relationship between homelessness rates and changes in ZRI. The model
and prior distribution for different trajectories of the count accuracy will be discussed further in
Sections 3.3 and 4.1.
3 Model
In this section, we develop a joint statistical model for collections of population-level and sub-
population counts. For each metro, we model (i) the number of homeless counted, (ii) the true
number of homeless, and (iii) the total number of people living in the metro. Of the three quan-
tities, only two are observed: the homeless counted and the total number of people. The true
number of people experiencing homelessness is not observed, and we treat it as missing data. The
total population of a metro (as reported by the Census) is modeled as a noisy observation of the
true total population.
Figure 3 is the graphical representation of our dynamic Bayesian hierarchical model. The
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random variable Ni,t is the total number of people that live in metro i in year t. The Ni,1:T
variables depend on the dynamic process governing population growth, λi,1:T . The expected
increase in population from one year to the next in metro i is modeled by parameter νi, and the
global population growth is modeled by parameter ν¯. Section 3.1 develops the total population
model in greater detail.
The total number of homeless, Hi,t, depends on Ni,t and the probability of being homeless,
pi,t. The log odds of homelessness, ψi,t = log
(
pi,t
1−pi,t
)
, is modeled by a dynamic process that
depends on changes in ZRI. The effect of change in ZRI on log odds of homelessness is modeled
hierarchically by parameter φi with global mean φ¯. The full model for Hi,t and the dynamics of
ψi,t are discussed in Section 3.2. The counted number of homeless, Ci,t, depends on Hi,t and the
probability that a homeless person is counted, pii,t. We call pii,t the count accuracy and discuss
the count data generating process in Section 3.3.
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Figure 3: Graphical model of the continuum-level homeless population. In metro i in year t, the
total population is modeled by Ni,t, the homeless population is modeled by Hi,t, and the number
of homeless counted is modeled by Ci,t. The dynamical processes and associated parameters are
outlined in Sections 3.1 - 3.3.
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3.1 Total population model
Significant interest lies in homelessness rates that facilitate comparison across different metros.
The total population of the metro, or the denominator in a rate calculation, is uncertain. The
intercensal population estimates reported annually by the U.S. Census Bureau are noisy. To
properly quantify the uncertainty in the estimated homelessness rate of each metro, it is necessary
to account for the uncertainty in the total population size.
A secondary reason for modeling the total population is that it facilitates forecasting. In order
to forecast the size of the homeless population in future years, it is necessary to know the size
of the future total population. A dynamic model for the total population enables a model-based
forecast of the homeless population.
The total population size for metro i in year t, Ni,t, is modeled as a time-indexed Poisson
random variable that allows for growth and decay in the population of each metro.
Ni,t ∼ Poisson(λi,t) (1)
λi,t = λ¯iθi,t (2)
The Poisson rate, λi,t, is the product of a static scale factor, λ¯i, and a latent time-varying
component θi,t. The dynamics of λi,t are driven by a dynamic process on the unit interval,
θi,t ∈ (0, 1). Modeling λi,t as the product of the scaling factor and the dynamic term θi,t provides
an intuitive and computationally tractable dynamic model for Poisson counts. An auxiliary
Poisson-Binomial thinning step for efficient computation is discussed in Section 5.1. The unit-
interval-constrained dynamic process θi,1:T is constructed with the logistic transformation and a
real-valued stochastic process ηi,1:T .
θi,t =
eηi,t
1 + eηi,t
(3)
ηi,t = ηi,t−1 + νi + vi,t, vi,t ∼ N(0, σ2ηi) (4)
The nonstationary ηi,1:T process is a random walk with a metro-specific drift term, νi. The drift
component is aimed at modeling population dynamics in cities like Seattle and Detroit. In Seattle,
the population is rapidly growing which would correspond to a positive drift (νi > 0). On the
other hand, the population in Detroit has recently decreased, which would correspond to negative
drift (νi < 0). To borrow information across metros, we model the drift components hierarchically.
The parameter ν¯ may be interpreted as the expected drift in population across all metros.
νi = ν¯ + i, i ∼ N(0, σ2νi) (5)
ν¯ ∼ N(0, σ2ν¯) (6)
Because ηi,1:T is nonstationary, the Poisson marginals p(Ni,t|λi,t), . . . , p(Ni,T |λi,T ) are not
identically distributed. Consequently, Ni,1:T |λi,1:T is a nonstationary process for the total popu-
lation counts. While the PoINAR method of Aldor-Noiman et al. (2016) would be suitable for
stationary population modeling, the expected total populations in these metro areas are clearly
changing over time. A second modeling alternative would be to transform the large counts with a
natural logarithm and model the transformed response with a Gaussian dynamic model. Despite
the computational simplicity of such a model, we prefer to directly model the count data with
discrete, time-varying distributions to more aptly characterize the uncertainty in the observed
data.
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3.2 Homeless population model
In a metro with Ni,t total residents, some small fraction of the residents will be homeless. For this
reason, it is natural to model the total number of people experiencing homelessness, Hi,t, with
a time-indexed binomial distribution. The binomial parameter pi,t is the unobserved probability
that a person in metro i is homeless in year t (i.e., the homelessness rate).
Hi,t|Ni,t, pi,t ∼ Binomial(Ni,t, pi,t) (7)
One of our primary objectives is to include ZRI as a covariate in the dynamic model for the
homeless probability pi,t. We achieve this by modeling the log odds of homelessness.
pi,t =
eψi,t
1 + eψi,t
(8)
ψi,t = ψi,t−1 + φi∆ZRIi,t + wi,t, wi,t ∼ N(0, σ2ψ) (9)
The dynamic process that controls the homelessness rate, ψi,1:T , linearly depends on the year-
over-year rate of change in the ZRI, ∆ZRIi,t.
∆ZRIi,t =
ZRIi,t − ZRIi,t−1
ZRIi,t−1
(10)
The regression coefficient φi models the relationship between change in rent levels and change in
homelessness rates. As a concrete example, if ZRI increases by 1% in continuum i from one year
to the next, the expected log odds of homelessness will increase by .01φi.
The connection between increased rental costs and homelessness rates is well established in
the homelessness literature (Hanratty, 2017; Fargo et al., 2013; Byrne et al., 2013; Stojanovic
et al., 1999; O’Flaherty, 1995; Sclar, 1990)). To explicitly model this positive relationship, the
regression coefficient φi is truncated at zero. This guarantees that increasing rent levels result in
higher homelessness rates. The parameter φi is modeled hierarchically across metros to borrow
strength and provide a more robust estimation of the impact of rent increases on homelessness.
φi ∼ N(φ¯, σ2φi)1φi>0 (11)
φ¯ ∼ N(mφ¯, σ2φ¯)1φ¯>0 (12)
As noted at the beginning of Section 3, Hi,t, is not observed. Only the imperfect homeless
count, Ci,t, is observed. In our study, we treat Hi,t as missing data and impute it to estimate
each φi. By modeling the relationship between ∆ZRIi,t and the imputed Hi,t, we obtain a more
reliable quantification of the uncertainty in the posterior distribution for φi and φ¯.
3.3 Homeless count model
Plant-capture studies and postcount surveys have demonstrated that homeless counts systemat-
ically understate the number of people experiencing homelessness (Hopper et al., 2008). While
single night counts are imperfect, it is not clear that there exist feasible alternatives. Logistics,
expenses, and privacy concerns preclude volunteers and continuums from counting every person
without a home.
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We model the imperfection in the homeless counts with a binomial thinning step. Of the
true number of homeless, Hi,t, only Ci,t of them are counted. It is Ci,t that we observe.
Ci,t ∼ Binomial(Hi,t, pii,t) (13)
pii,t ∼ Beta(ai,t, bi,t) (14)
The parameter pii,t is the probability that a person experiencing homelessness is counted, and
it is modeled with a beta distribution. In other words, pii,t is the accuracy of the count. If pii,t = 1,
the count in metro i in year t is perfectly accurate and every unsheltered person is counted.
Observe that we model pii,t and pii,t−1 as independent random variables. While the count
accuracy is surely time-varying and may exhibit trends, we believe there is no clear dependence of
pii,t on pii,t−1. Factors driving count accuracy such as weather and volunteer turnout are unrelated
across years. Even the count methodology utilized by a continuum may change from one year to
the next. As an example, in 2017, the All Home King County continuum of care overhauled its
count methodology to enhance the accuracy (Beekman, 2016). Rather than sending volunteers to
known areas where homeless congregate, as in previous years, volunteers covered each census tract
in the county. In addition, volunteers were lead by guides who were either currently or recently
homeless themselves.
As a result, the number of homeless counted in January 2017 was significantly higher than the
number counted in January 2016. Due to changes in methodology, it is not necessarily accurate
to conclude that the size of the homeless population, Hi,t, dramatically increased. By providing
a mechanism for changes in count accuracy in each metro from one year to the next, it is possible
to more reliably assess the local relationship between increased rental costs and the homeless
population.
The count accuracy itself is an unknown quantity, and since we do not observe Hi,t, it is
not possible to learn pii,t. Instead of trying to learn pii,t, we marginalize it out so that Ci,t|Hi,t ∼
Beta-binomial(Hi,t, ai,t, bi,t). Despite the lack of an underlying dynamic model for the count
accuracy, we examine the impact of different time trends in E[pii,t] on posterior inference for φi.
The trends are achieved through specification of the ai,t and bi,t parameters. Given the sequences
of expected values and variances for pii,t – which we assume are provided by the agencies conducting
the counts – the hyperparameters ai,t and bi,t may be computed from (15) and (16).
ai,t = E[pii,t]
(
(1− E[pii,t])E[pii,t]
V ar(pii,t)
− 1
)
(15)
bi,t =
V ar(pii,t)
E[pii,t]2
(
a2i,t
E[pii,t]
+ ai,t
)
(16)
By modeling each pii,t with an independent beta distribution, it is possible to easily achieve
different types of accuracy trajectories. We discuss three trajectories of specific interest in Section
4.1.
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4 Prior Distributions
With limited data for each metro, it is critically important to elicit well-informed prior distri-
butions. Information from data that predates 2011, existing literature, and the expert opinion
of homeless count coordinators have been combined to elicit prior distributions for four compo-
nents of the model: (i) the count accuracy that is formalized through pii,1:T (Section 4.1); (ii)
the relationship between homelessness and rising rental costs, which is modeled with the regres-
sion coefficient φi (Section 4.2); (iii) the dynamic process ηi,1:T that governs the total population
(Section 4.3); and (iv) the dynamic process ψi,1:T that governs the total homeless subpopulation
dynamics (Section 4.4).
4.1 Priors for count accuracy
We base our prior distribution for count accuracy on a study by Hopper et al. (2008), who report
evidence that 60-70% of unsheltered individuals in New York were visible and included in the city’s
2005 count. They discuss one plant-capture study where only 59% of participants were counted.
The number of homeless used in our study includes sheltered homeless as well. Hopper et al.
(2008) note that counts of sheltered homeless are more reliable than the counts of unsheltered
homeless. To elicit our prior for count accuracy, we compute a weighted average of accuracy for
sheltered and unsheltered populations, respectively. We use homeless counts from 2010, Ci,0, to
compute this weighted average in year t = 0.
E[pii,0] = (1.0)
C shelteredi,0
Ci,0
+ (0.6)
C unshelteredi,0
Ci,0
. (17)
Our prior expectation is that the probability that a sheltered homeless person is included
in the homeless count is unity. From the Hopper study, we believe the probability that an
unsheltered homeless person is included in the homeless count to be approximately 0.6. Because
each metro has a different proportion of sheltered and unsheltered homeless, each metro is assigned
a unique baseline prior distribution for count accuracy based on the 2010 data. We develop prior
distributions for pii,1:T that exhibit different expected trajectories: constant, linear, and step
functions in time. In each of these cases, V ar(pii,t) = .0005 is chosen so that reasonable prior
mass covers the E[pii,t]± 0.05 interval.
The constant case corresponds to a count that utilizes relatively consistent procedures and
resources from one year to the next. In this case, the mean and variance of the accuracy are
constant over time (for all t, E[pii,t] = E[pii,0]). With E[pii,t] and V ar(pii,t), calculation of ai,t and
bi,t follows directly from (15) and (16). The prior for pii,1:T with constant count accuracy in King
County, WA is presented in Figure 4a.
The linear case corresponds to a count where the accuracy incrementally improves by a
fixed amount (called δi) until it reaches one, as shown in (18). We assume that δi is known
and is ideally specified by the agency conducting the count. Alternatively, δi can be adjusted
to examine sensitivity of inference to different accuracy scenarios. This is the approach adopted
here. As an example, to consider an increase of δ¯ in the accuracy of the unsheltered homeless
count, δi is computed as in (19). We assume that sheltered homeless are perfectly counted, and
the improvement in accuracy of δ¯ applies only to the unsheltered count.
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Figure 4: Different prior beliefs about the trajectory of pii,1:T in King County, WA. The blue lines
are the expected count accuracy over time, and the shaded blue interval corresponds to the 95%
prior uncertainty interval. Left: constant count accuracy. Middle: incremental (linear) increases
in count accuracy. Right: Step in count accuracy.
E[pii,t+1] = min(E[pii,t] + δi, 1) (18)
δi = δ¯
(
C shelteredi,0
Ci,0
)
(19)
In the step scenario, the accuracy dramatically increases at a specific point in time due
to improved count methodology. This is observed in practice with the All Home King County
continuum as discussed in Section 3.3. In this case, we assume that the year of change for metro
i, τi, is known. For t < τi, E[pii,t] = E[pii,0]. For t ≥ τi, E[pii,t] = E[pii,0] + δi. A step in E[pii,t]
occurs at time τi. Figure 4c illustrates a hypothetical step in count accuracy for King County
in 2014. It is possible that there could be multiple steps for each metro and that there exists
sequences τ1i , τ
2
i , . . . and δ
1
i , δ
2
i , . . . where steps of different size occur in different years. Because
we do not know τi for each metro, we do not investigate the step scenario further; however, with
consultation of each local coordinator, this may be a very promising area of future work.
4.2 Priors for φi and φ¯
We use previous work by Byrne et al. (2013) to form the basis of our prior distribution for φ¯.
Byrne et al. (2013) found that in metropolitan continuums, when median rent increased by $100,
the expected homelessness rate increased by 6.34%. The average log odds of homelessness across
all continuums in 2010 was f¯0 := −5.5. The average ZRI across continuums in 2010 was $1534.
So a $100 increase in median rent would translate to a percent change in ZRI of 1001534 ≈ 6.5%.
This leads to calculation of the expectation of φ¯ based on f¯0, the 6.5% increase in ZRI, and the
expected increase in the homelessness rate of 6.34%:
1 + exp
{−f¯0}
1 + exp
{
−f¯0 − $100$1534mφ¯
} = 1.0634. (20)
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We calculate that mφ¯ = 0.94. Because of differences in methodology and data, we use
σ2
φ¯
= 0.005 so that there is reasonable prior uncertainty about φ¯. We let σ2φi = 0.05 so that
there is modest shrinkage of each local effect toward the global mean φ¯. To examine the prior
uncertainty in the relationship between increases in ZRI and increases in homelessness implied
by our choices of mφ¯, σ
2
φ¯
, and σ2φi , we simulate from the marginal prior distribution for percent
changes in the homelessness rate (see Figure 5).
Although we inform our prior using the results from Byrne et al. (2013), whose methodology
we are trying to advance, notice a few things in Figure 5. One is that our prior is diffuse, and it
becomes increasingly diffuse with larger percent increases in ZRI. Second, the inferred posterior
concentrates on different values than the prior, indicating that we are indeed learning from data.
The conclusion is that using the Byrne et al. result is a useful way to center our prior.
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Figure 5: Implied prior and posterior distribution of % change in homelessness rate with increases
in ZRI for an arbitrary metro i. The red (blue) line is the prior (posterior) mean, and the shaded
red (blue) region is the 95% prior (posterior) credible interval.
4.3 Prior for ηi,1:T
The sampling distribution for the total population, Ni,t, depends on ηi,t through the Poisson rate,
λi,t (refer to (1) - (3)). Recall that λi,t is the product of a scaling factor, λ¯i, and a dynamic
process on the unit interval, θi,t. We let the expectation of λi,0 be the 2010 population, Ni,0. This
is achieved by fixing λ¯i = 2 ×Ni,0 and E[θi,0] = 0.5 (i.e., E[ηi,0] = 0). The prior variance of ηi,0
is fixed to be 0.0001, as we are confident that the Poisson rate of the total population in 2010 is
the observed total population.
We let νi ∼ N(ν¯, 0.01) and ν¯ ∼ N(0, 0.005). The innovation variance of the ηi,1:T process is
fixed to be 0.0001 so that νi primarily drives changes in the Poisson rate. The implied marginal
distribution of Ni,1:T in King County, WA is presented in Figure 6a. Observe that the distribution
is centered at the 2010 King County population and allows significant uncertainty over the six
year period. While the prior variance on each ηi,t is relatively small, the large magnitude of the
scaling factor, λ¯i, results in a relatively diffuse marginal distribution for Ni,t.
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Figure 6: Marginal prior distributions for Ni,t and Hi,t|ZRI1:T in King County, WA. The blue
lines are the the prior means and the shaded blue regions are the 95% prior uncertainty inter-
vals. Left: implied prior distributions for the total population, Ni,1:T . Right: Prior for total
homeless population, Hi,1:T |ZRI1:T . The upward trend in the implied prior for the total homeless
population is due to observed increases in ZRI.
4.4 Prior for ψi,1:T
We utilize the counted number of homeless in 2010 to specify the prior expectation E[ψi,0].
The conditionally binomial sampling distribution for Hi,0|ψi,0, Ni,0 in (7) yields the expectation
E[Hi,0|ψi,0, Ni,0] = 1
1+e−ψi,0
Ni,0. Solving for ψi,0 results in (21).
ψi,0 = log
(
E[Hi,0|ψi,0]/Ni,0
1− E[Hi,0|ψi,0]/Ni,0
)
(21)
Because we observe the noisy total population Ni,0 from the Census estimate in 2010, we
can compute a value for ψi,0 given the expectation E[Hi,0|ψi,0]. Though we do not observe
E[Hi,0|ψi,0], we use an approximation to center the prior distribution of ψi,0 and compensate for
the approximation with moderate prior uncertainty. We approximate the expected total number
of homeless in 2010 as an expected inflation of the observed count, E[Hi,0|ψi,0] ≈ E
[
1
pii,0
]
Ci,0.
Ci,0 is the 2010 homeless count value and E[1/pii,0] is the expectation of the reciprocal count
accuracy in 2010. The multiplier E[1/pii,0] is evaluated by Monte Carlo simulation. This leads to
a prior expectation as defined in (22).
E[ψi,0] := log
 E
[
1
pii,0
]
Ci,0/Ni,0
1− E
[
1
pii,0
]
Ci,0/Ni,0
 (22)
The time zero variance is chosen to be σ2ψ0 = 0.01, as this provides a three standard deviation
interval of ±0.3 around the prior mean. The result is that ψi,0 ∼ N(E[ψi,0], σ2ψ0). One reason
that the prior specification of ψi,0 is important is that the implied prior distribution for the total
homeless population, Hi,t, depends on ψi,t (refer to (7) and (8)). The implied prior distribution
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for Hi,1:T |ZRI1:T is presented in Figure 6b. The 95% prior interval spans a very reasonable range
for each Hi,t.
The innovation variance of the dynamic process is fixed to be σ2ψ = 0.001 (see (9)). We
observe in synthetic data experiments that the innovation variance of ψi,1:T must be small in
order to accurately learn φi and φ¯. If σ
2
ψ is large relative to V ar (φi∆ZRIi,t), changes in the
homelessness rate are modeled as noise in ψi,t rather than driven by changes in ZRI. The ratio
V ar(φi∆ZRIi,t)
σ2ψ
can be thought of as a signal-to-noise ratio for ψi,t.
We also observe in synthetic data experiments that reliably inferring ψi,1:T and φi requires
that a metro’s homelessness rate exceed 0.05% of the total population. Because pi,t is the logistic
transformation of ψi,t (see (8)), the derivative
dpi,t
dψi,t
→ 0 as |ψi,t| increases. Flat tails of pi,t as a
function of ψi,t mean that in metros with very low homeless rates, practically observed changes in
homeless counts are consistent with a wide range of changes in ZRI. Under such conditions, it is
not possible to reliably estimate φi. Inference on φi degrades along the continuum of decreasing
ψi,t, but we set a limit based on our empirical studies. We do not trust inference for metros where
the homelessness rate is less than 0.05%, or when ψi,t < −7.6.
5 Markov chain Monte Carlo
Our objective is to sample from the posterior distribution
p(H1:25,1:T , η1:25,1:T , ψ1:25,1:T , φ1:25, φ¯, ν1:25, ν¯|N1:25,1:T , C1:25,1:T ). (23)
To sample from the posterior, we develop a custom Po´lya-Gamma Gibbs sampler for dynamic
Bayesian logistic regression (Polson et al., 2013; Windle et al., 2013, 2014). The Po´lya-Gamma
augmentation strategy allows us to harness a forward filtering and backward sampling (FFBS)
algorithm that is commonly used to fit Bayesian dynamic models (Fruhwirth-Schnatter, 1994;
Carter and Kohn, 1994). We found that a burn-in of 15,000 samples and 25,000 samples collected
after burn-in were sufficient for reproducible inferences. The MCMC simulation took approxi-
mately 4 hours to run on a MacBook Pro.
5.1 Sampling steps
There are ten different sampling steps required in the MCMC algorithm. The first step is for
an auxiliary random variable whose only purpose is to facilitate computation when Ni,t|λ˜i, θi,t
∼ Poisson(λ˜iθi,t) (refer to (1) and (2)). To construct this marginal distribution, we model
the auxiliary Zi,t ∼ Poisson(λ˜i) and the observed Ni,t conditionally binomial, Ni,t|Zi,t, θi,t ∼
Binomial(Zi,t, θi,t). The Binomial-Poisson thinning strategy results in the desired marginal dis-
tribution for Ni,t and a computationally tractable method for making inference on ηi,t, νi, and ν¯.
The full conditional for the auxiliary Zi,t is shown in Step 1.
Step 2 and Step 6 use Po´lya-Gamma data augmentation to allow a forward filtering backward
sampling strategy. Step 3 and Step 7 sample the auxiliary Po´lya-Gamma variables ωi,t and ζi,t.
The collection of auxiliary variables Z1:25,1:T , ω1:25,1:T , and ζ1:25,1:T are numerically integrated out
from the posterior by discarding posterior samples. Each sampling step is outlined below.
1. For each i, t, sample the auxiliary Zi,t from a shifted Poisson by first sampling
j = Zi,t −Ni,t|λ˜i, θi,t ∼ Poisson
(
(1− θi,t)λ˜i
)
and then fixing Zi,t = j +Ni,t.
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2. For each i, sample the dynamic process that governs total population growth, ηi,1:T |Ni,1:T , ωi,1:T ,
with an FFBS algorithm.
(a) compute forward filtered distribution ηi,t|Ni,1:t, Zi,1:t, νi, ωi,1:t ∼ N(mi,t, Si,t)
• Si,t :=
(
ωi,t +
1
Si,t−1+σ2η
)−1
• mi,t := Si,t
(
Ni,t − 12Zi,t +
mi,t−1+νi
Si,t−1+σ2ν
)
(b) sample recursively ηi,t|ηi,t+1, Ni,1:t, ωi,1:t ∼ N(m˜i,t, S˜i,t)
• S˜i,t :=
(
1
Si,t
+ 1
σ2η
)−1
• m˜i,t := S˜i,t
(
mi,t
Si,t
+
ηi,t+1−νi
σ2η
)
3. For each i, t, sample the auxiliary Po´lya-Gamma random variates to augment the total
population variable, ωi,t|Zi,t, ηi,t ∼ PG(Zi,t, ηi,t).
4. For each i, sample the parameter controlling expected population growth in metro i, νi|ν¯, ηi,1:T ∼
N(m˜νi , σ˜
2
νi).
• σ˜2νi :=
(
1
C0+σ2η
+ T−1
σ2η
+ 1
σ2νi
)−1
• m˜νi := σ˜2νi
(
ηi,1
C0+σ2η
+ 1
σ2η
∑T
t=2(ηi,t − ηi,t−1) + ν¯σ2νi
)
5. Sample the expected total population growth globally across metros,
ν¯|ν1:25 ∼ N
((
N
σ2νi
+ 1
σ2ν¯
)−1
1
σ2νi
∑25
i=1 νi,
(
N
σ2νi
+ 1
σ2ν¯
)−1)
.
6. For each i, sample the dynamic process for the log odds of homelessness, ψi,1:T |Ni,1:T , Hi,1:T , φi, ωi,1:T ,
with an FFBS algorithm.
(a) compute forward filtered distribution ψi,t|Ni,1:t, Hi,1:t, ζi,1:t ∼ N(fi,t, qi,t)
• qi,t :=
(
ζi,t +
1
qi,t−1+σ2ψ
)−1
• fi,t := qi,t
(
Hi,t − 12Ni,t +
fi,t−1+φi∆ZRIi,t
qi,t−1+σ2ψ
)
(b) sample recursively ψi,t|ψi,t+1, Ni,1:t, Hi,1:t, ζi,1:t, φi ∼ N(f˜i,t, q˜i,t)
• q˜i,t :=
(
1
qi,t
+ 1
σ2ψ
)−1
• f˜i,t := q˜i,t
(
fi,t
qi,t
+
ψi,t+1−φi∆ZRIi,t
σ2ψ
)
7. For each i, t, sample the auxiliary Po´lya-Gamma random variates to augment the total
homeless variable, ζi,t|Ni,t, ψi,t ∼ PG(Ni,t, ψi,t).
8. For each i, sample the parameter governing the relationship between change in ZRI and
change in homelessness in metro i, φi|ψi,1:T , φ¯ ∼ N (mφi ,Σφi)1φi>0.
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• Σφi :=
(
(∆ZRIi,1)
2
σ2ψ0
+σ2ψ
+
∑T
t=2(∆ZRIi,t)
2
σ2ψ
+ 1
σ2φ
)
• mφi := Σφi
(
φ¯
σ2φi
+
∆ZRIi,1(ψi,1−fi,0)
σ2ψ0
+σ2ψi
+
∑T
t=2 ∆ZRIi,t(ψi,t−ψi,t−1)
σ2ψi
)
9. Sample the global mean parameter for the change in ZRI and change in homelessness,
φ¯|φ1:25 ∼ N
((
25
σ2φi
+ 1
σ2
φ¯
)−1(
1
σ2φi
∑25
i=1 φi +
mφ¯
σ2
φ¯
)
,
(
25
σ2φi
+ 1
σ2
φ¯
)−1)
.
10. For each i, t, sample the total number of people experiencing homelessness in metro i
and year t, Hi,t, from p(Hi,t|Ni,t, Ci,t, pi,t, pii,t) ∝
(Hi,t
Ci,t
)
pi
Ci,t
i,t (1− pii,t)(Hi,t−Ci,t)
(Ni,t
Hi,t
)
p
Hi,t
i,t (1−
pi,t)
(Ni,t−Hi,t).
Step 10 requires sampling from a discrete distribution with support [Ci,t, Ni,t]. This large
range creates a computational bottleneck as it involves evaluating densities at each value in the
support. In practice, though, posterior probability is concentrated on values much closer to the
lower end of the support. It is possible to speed up computation by setting a threshold after which
the support is truncated. Once posterior probability falls below 1× 10−8, we stop evaluating the
densities and truncate the support.
5.2 Posterior Predictive Distributions
To examine the impact of increased ZRI on total homeless populations and counts, we utilize the
posterior predictive distribution for the total homeless population in each metro, Hi,t|C1:25,1:T , N1:25,1:T .
The main quantify of interest is the distribution of the increase in the homeless population
when the observed change in ZRI, ∆ZRIi,t, increases by an x > 0. The increase is modeled
by
(
Hxi,t −Hi,t
)
|C1:25,1:T , N1:25,1:T , which is the difference between the predicted homeless total
for a change in ZRI of ∆ZRIi,t + x and the baseline prediction at ∆ZRIi,t.
We draw samples from this posterior with a three step procedure that approximates the
integral:
p
(
Hxi,t −Hi,t|N1:25,1:T , C1:25,1:T
)
=
∫
p
(
Hxi,t −Hi,t|ψi,t, φi, N1:25,1:T , C1:25,1:T
)
p (ψi,t, φi) dψi,tdφi. (24)
The procedure relies on the mth posterior sample of (i) the relationship between ZRI and home-
lessness, φ
(m)
i , (ii) the log odds of homelessness, ψ
(m)
i,t , and (iii) the Census reported estimate of
the total population Ni,t. The procedure is detailed below.
1. Construct the mth sample of log odds of homelessness where ∆ZRIi,t is increased by x.
ψ
(m),x
i,t = ψ
(m)
i,t + φ
(m)
i x (25)
2. Generate a prediction for the total homeless population at ∆ZRIi,t + x by sampling
H
(m),x
i,t ∼ Binomial(Ni,t, pxi,t) (26)
where pxi,t is the same logistic transformation of ψ
x
i,t as in (8).
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3. Compute the difference
H
(m),x
i,t −H(m)i,t (27)
We go one step further and also examine the predicted change in counted homeless under
increased ZRI,
(
C∗,xi,t − C∗i,t
)
|C1:25,1:T , N1:25,1:T . Samples from this distribution are drawn by
thinning the mth MCMC samples H
(m),x
i,t and H
(m)
i,t with a binomial step
C
(m),∗,x
i,t ∼ Binomial
(
H
(m),x
i,t , pi
(m)
i,t
)
(28)
and computing the difference C
(m),∗,x
i,t −C(m),∗i,t . The count accuracy is integrated out by sampling
pi
(m)
i,t ∼ Beta(ai,t, bi,t) from the prior distribution.
5.3 Reproducible MCMC inference
We verify that our MCMC simulation generates reproducible inference about the relationship
between increases in homelessness and increases in ZRI by examining the posterior distribution
for φi. Ten different MCMC simulations are run, and inferences from two simulations j and j
′
are compared by computing |E[φ(j)i ] − E[φ(j
′)
i ]|. Figure 7 illustrates the largest deviation across
simulations by computing maxj |E[φ(j)i ] − E[φ(1)i ]| for each metro. Each point in the histogram
corresponds to the largest difference in posterior mean in reference to the first simulation for each
of the 25 metros. The small values of these maximum differences in Figure 7 give us confidence
that our MCMC simulation generates reproducible inferences.
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Figure 7: The maximum difference in posterior means of φ1, . . . , φ25 for 10 different MCMC
simulations. Each of the 25 points in the histogram corresponds to maxj |φ(j)i − φ(1)i |, for each of
the 25 metros denoted by i. The superscript index j denotes the MCMC simulation. The very
small differences indicate that our MCMC simulations generate reproducible inference in φi.
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6 Results
We seek to answer five questions, (Q1) - (Q5). Each of these questions is answered (in order)
in Sections 6.1 - 6.5. In Section 6.1, we examine changes in homelessness rates from 2011-2016
across all metropolitan areas. In Section 6.2, the inferred relationship between increased ZRI and
increases in homelessness is presented. Posterior predictive distributions for additional homeless
counts are presented in Section 6.3, and the imputed distributions for the total number of homeless
in each metro are presented in Section 6.4. Though the one-night-counts for January 2017 have
already occurred, the results have not been fully released. Section 6.5 discusses our forecasts for
the total homeless populations in 2017.
6.1 Percent changes in the homelessness rate
The inferred increases in homelessness rates from 2011 - 2016 are illustrated in Figure 8a. We
present results under two scenarios for the trajectory of the count accuracy: (i) the mean of the
count accuracy is constant over time (i.e. δ¯ in (19) is zero); and (ii) the mean of the unsheltered
count accuracy increases by 2% annually until it reaches 100% (i.e. δ¯ = .02).
Metros where the rate of homelessness increased by at least 4% include New York, Los
Angeles, Washington, D.C., San Francisco, and Seattle when δ¯ = 0. For these cities, the 95%
posterior credible interval for the percent change in the homelessness rate is bounded below by
4%. In response to its growing homeless population, the City of Seattle has declared an official
state of emergency (Beekman and Broom, 2015). We adopt this moniker and characterize these
metros as in similar states of emergency.
Metros where the homelessness rate has decreased by at least 4% include San Diego, Phoenix,
St. Louis, Portland, Detroit, Baltimore, Atlanta, Charlotte, Houston, Riverside, and Tampa
when δ¯ = 0. For these cities, the 95% posterior credible interval for the percent change in the
homelessness rate is bounded above by −4%. It seems as though real progress has been made
in reducing homelessness in this group, with the caveat that our method does not account for
homeless relocation. It is possible that people experiencing homelessness relocate to another
nearby metro or continuum of care. Though homelessness in one continuum may decrease, it may
increase in another. We view relocation and network effects as outside the scope of our present
study.
A third group of cities exists where the percent change in the homelessness rate has neither
significantly increased nor decreased in either scenario. For these cities, the 95% posterior credible
interval is not bounded away from the ±4% interval. These cities are Boston, Miami, Dallas,
Minneapolis, Philadelphia, Denver, Sacramento, Pittsburgh, and Chicago. The situation remains
largely unchanged in this group, and the current homelessness rate is the status quo.
Observe in Figure 8a that New York and Los Angeles exhibit different sensitivities to change
in the count accuracy over time. In New York, a city with a predominantly sheltered population,
the inferred percent increase is essentially unchanged between the two scenarios. In Los Angeles,
a warm-weather city with a large unsheltered population, the difference between the δ¯ = 0 and
δ¯ = 0.02 cases is large, as demonstrated by separation of the posterior means. Equation (19)
demonstrates that, in metros with large unsheltered populations, a δ¯ increase in the accuracy of
an unsheltered homeless count leads to large changes in the overall count accuracy, pii,t.
In Figure 8b, we examine how inference on the change in homelessness rates from 2011 - 2016
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Figure 8: Left: Posterior distribution in percent change in homelessness rate from 2011 to 2016.
The middle point in each segment is the posterior mean and the line segment encompasses the
95% posterior credible interval. For each metro, there is a posterior presented when the count
accuracy is modeled with a constant mean over time (δ¯ = 0 in blue) and a posterior when the
count accuracy of unsheltered homeless improves by 2% each year (δ¯ = .02 in orange). The solid
vertical lines mark the ±4% boundaries for distinguishing significant increases and decreases in
the homelessness rate. Right: Sensitivity of the percent increase in homelessness rate from 2011
- 2016 to different choices of δ¯ in Los Angeles.
can change with different values of δ¯. We focus in on Los Angeles, above considered in a “state
of emergency”and see that if δ¯ = 4% instead of 2%, the posterior credible interval contains 0; in
this case, we are unable to confidently say that the homelessness rate increased over this time
period. The conclusion again is that any inferences drawn about changes in homeless populations
are highly sensitive to assumptions about the count accuracy. Sensitivity analyses similar to the
one presented in Figure 8b are presented for each metro in Appendix A.
6.2 Rental costs and homelessness
To examine the predicted increase in homelessness and homeless counts as ZRI increases, we
focus on the posterior predictive distributions
(
Hxi,t −Hi,t
)
|C1:25,1:T , N1:25,1:T and
(
C∗,xi,t − C∗i,t
)
|C1:25,1:T , N1:25,1:T . Section 5.2 provides complete details for sampling from these distributions.
We find that, for a fixed percent increase in ZRI of x = 10%, the predicted increase in
homelessness is largest in New York and Los Angeles (see Figure 10). Predicted increases in
homeless counts are robust to whether we set δ¯ = 0 or δ¯ = .02, as one would hope; however, the
predicted count increases map to different increases in total homelessness under different prior
beliefs about pii,t. In Figure 9, the posterior predictive distributions for the increase in total and
counted homeless are illustrated for different increases in ZRI in New York and Los Angeles.
In New York, the large sheltered population and high count accuracy imply that the distri-
butions of increased counts and total homeless populations are nearly identitical (Figure 9a). If
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Figure 9: Posterior predictive distributions of increased homeless counts (C∗,xi,t −
C∗i,T |C1:25,1:T , N1:25,1:T ) and total homeless populations (Hxi,t−Hi,T |C1:25,1:T , N1:25,1:T ) associated
with increases in ZRI for both New York and Los Angeles when δ¯ = 0. The blue lines and shaded
intervals correspond to the posterior mean and 95% predictive interval of increases in the homeless
count. The red lines and shaded intervals correspond to the posterior mean and 95% predictive
interval of increases in the total homeless population.
the ZRI in New York increases by x = 10%, given 2016 levels of homelessness, we expect that the
homeless population will increase by 6,048 people, with 95% posterior probability of the home-
lessness increase in New York being more than 3,680 people and less than 10,712 people. In Los
Angeles, the lower overall count accuracy implies more separation between the distributions of
increased counted and total homeless (Figure 9b). Under the same x = 10% increase in ZRI in
Los Angeles, we expect that 4,072 people will become homeless, with 95% posterior probability
of more than 1,930 people and less than 8,268 people.
Figure 10a summarizes the predicted increase in the total homeless population when ZRI
increases by x = 10% across all metros. The distributions of increases presented in Figure 10
account for the different sizes of metros with binomial sampling as shown in (26) and (28) (i.e.
the values Ni,t are larger for larger metros). We expect the largest increases to occur in the largest
metros (New York and Los Angeles), and this is confirmed by our analysis of the data. For the
increase in the homeless population associated with increases in ZRI, we report the one-sided 95%
posterior credible interval to shed light on the far right tail of the distribution.
In Seattle (523 people), Washington, D.C. (474 people), Chicago (331 people), Philadelphia
(303 people), Minneapolis (218 people), Detroit (166 people), and Pittsburgh (92 people), we
also see statistically meaningful increases in the predicted homeless populations when the ZRI
increases by 10% and δ¯ = 0 (see Figure 10b). For these metros, the 95% posterior credible
intervals on the increase in the homeless population are bounded below by zero.
In the remaining metros, the data do not support concluding that the homeless populations
will meaningfully increase when a 10% increase in ZRI occurs. While the expected increases in
these metros may be large (e.g., San Diego), the variance in the posterior predictive distribution
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Figure 10: Effect of increasing ZRI by x = 10% on the homeless population in 2016. The points
are the posterior mean of
(
Hxi,T −Hi,T
)
|C1:25,1:T , N1:25,1:T . The line segment spans the one-sided
(right-tail) 95% posterior credible interval. In the left panel, results are presented for all metros.
In the right panel, New York and Los Angeles are excluded for more careful inspection of the
remaining 23 metros.
precludes us from confidently concluding that the predicted increases are strictly greater than
zero. Predicted increases in homelessness as a function of increases in ZRI, as shown in Figure 9
for New York and Los Angeles, are available in Appendix A for each metro.
6.3 Additional homeless counts
The number of homeless that HUD reports in each continuum is from an annual point-in-time
count conducted in January. Expense and logistical challenges preclude more frequent counts in
many metros. In this section, we predict the outcome of a second hypothetical count in each metro
each year. We report the posterior predictive distribution for this hypothetical second homeless
count. The prediction, denoted by C∗i,t|C1:25,1:T , N1:25,1:T , conditions on both the observed counts
and the census reported total populations in all metros. Figure 11a presents the predicted outcome
from additional homeless counts for San Francisco, a metro with one of the larger increases in
the homelessness rate from 2011-2016. Observe that the posterior mean of C∗i,t|C1:25,1:T , N1:25,1:T
is a filtered and retrospectively smoothed quantity. The smoothing is apparent in 2013, when
the HUD reported count appears to be an outlier relative to prior and subsequent HUD reported
counts. Though the 2013 posterior mean is pulled slightly upward toward the reported count, the
model does not overfit the data. In the remaining years, the posterior mean closely tracks the
reported HUD counts. In 2016, the HUD reported count of homeless in San Francisco was 6,996.
If a second count were conducted in 2016, we expect the counted number of homeless would have
been 6,984, with 95% posterior probability of being more than 6,499 and less than 7,492.
The predictive distribution C∗i,t |C1:25,1:T , N1:25,1:T provides policymakers and resource con-
strained counting agencies with a principled and data-driven way of conducting synthetic “addi-
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Figure 11: Predicted homeless totals for San Francisco, CA. Left: Predicted number of counted
homeless in additional (hypothetical) counts and predicted number of total homeless in San Fran-
cisco. The black ‘x’marks are the actual HUD reported counts, and the green line is the filtered and
retrospectively smoothed mean of the posterior predictive distribution C∗i,1:T |C1:25,1:T , N1:25,1:T .
The blue line is the mean of the posterior predictive distribution Hi,1:T |C1:25,1:T , N1:25,1:T , and
the shaded blue region is the 95% predictive interval. Right: Predicted number of total homeless
in San Francisco, CA in 2017, Hi,T+1|C1:25,1:T , N1:25,1:T , ZRIi,T+1 The black line is mean of the
out-of-sample prediction for 2017, and the orange shaded region is the out-of-sample predictive
interval.
tional”homeless counts. The posterior predictive distributions for additional 2016 counts in all
metros are summarized in Table 2. Each metro has its own version of Figure 11a in Appendix A.
6.4 Imputed total number of homeless
Imperfect count accuracy leads to count totals that are less than the size of the total homeless
population. By modeling the mechanism of count accuracy, we are able to include the uncounted
number of homeless in our estimate of the size of the total homeless population. In this section, we
predict the total number of homeless in each metro and year. We report the posterior distribution
Hi,t|C1:25,1:T , N1:25,1:T . Observe that the posterior distribution does not condition on the count
accuracy parameter, pii,t. The count accuracy has been integrated out; however, the variance of
Hi,t|C1:25,1:T , N1:25,1:T is inextricably linked to the prior variance of the count accuracy, pii,t. In
this analysis, we fixed the prior variance to be 0.0005 so that prior mass would span the ±0.05
interval. Though it is appealing to specify a diffuse prior for count accuracy, we found in practice
that such a prior does not provide sufficient regularization. In settings with overly diffuse priors for
count accuracy, inference for φi was not reproducible across MCMC simulations. This highlights
the importance of reliable prior information about count accuracy as it pertains to estimating the
relationship between trends in ZRI and homelessness.
In Figure 11a, observe that, because the counting process is imperfect, the expected total
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Metro HUD Synthetic count Total homeless Forecast (2017)
New York 73,523 74,633 (69,423, 79,426) 76,411 (73,683, 80,735) 76,341 (70,375, 83,079)
Los Angeles 46,874 46,149 (42,950, 49,279) 59,508 (57,024, 61,842) 61,398 (56,400, 66,508)
Chicago 6,841 7,158 (6,657, 7,679) 7,614 (7,271, 8,085) 7,641 (6,997, 8,362)
Dallas 3,810 3,782 (3,537, 3,967) 3,866 (3,811, 4,017) 4,019 (3,671, 4,406)
Philadelphia 6,112 6,082 (5,691, 6,428) 6,281 (6,132, 6,567) 6,345 (5,840, 6,898)
Houston 4,031 4,364 (4,070, 4,617) 5,032 (4,818, 5,152) 5,224 (4,788, 5,677)
Washington, D.C. 8,350 8,273 (7,740, 8,661) 8,498 (8,358, 8,794) 8,703 (8,047, 9,408)
Miami 4,235 4,263 (3,979, 4,546) 4,624 (4,437, 4,852) 4,701 (4,296, 5,139)
Atlanta 4,546 4,775 (4,427, 5,116) 5,447 (5,164, 5,722) 5,605 (5,109, 6,129)
Boston 6,240 6,291 (5,849, 6,696) 6,418 (6,242, 6,770) 6,557 (6,029, 7,150)
San Francisco 6,996 6,984 (6,499, 7,492) 8,752 (8,390, 9,170) 8,815 (8,104, 9,581)
Detroit 2,612 2,778 (2,538, 3,022) 2,872 (2,678, 3,097) 2,898 (2,602, 3,217)
Riverside 2,165 2,368 (2,174, 2,545) 3,207 (3,034, 3,316) 3,352 (3,036, 3,669)
Phoenix 5,702 5,840 (5,430, 6,259) 6,918 (6,604, 7,270) 7,162 (6,548, 7,838)
Seattle 10,730 10,720 (9,991, 11,458) 12,240 (11,734, 12,848) 12,763 (11,677, 13,940)
Minneapolis 3,056 3,250 (2,977, 3,532) 3,359 (3,141, 3,622) 3,531 (3,178, 3,923)
San Diego 8,669 8,775 (8,096, 9,446) 11,149 (10,572, 11,720) 11,455 (10,416, 12,524)
St. Louis 1,713 1,730 (1,611, 1,848) 1,879 (1,802, 1,976) 1,926 (1,740, 2,125)
Tampa 1,817 1,974 (1,794, 2,150) 3,090 (2,919, 3,226) 3,204 (2,909, 3,514)
Baltimore 3,488 3,508 (3,267, 3,753) 4,088 (3,914, 4,285) 4,121 (3,762, 4,504)
Denver 5,728 5,830 (5,431, 6,243) 6,320 (6,047, 6,670) 6,457 (5,917, 7,056)
Pittsburgh 1,156 1,268 (1,153, 1,367) 1,318 (1,217, 1,401) 1,375 (1,225, 1,529)
Portland 3,914 3,972 (3,688, 4,255) 4,674 (4,458, 4,906) 4,807 (4,374, 5,264)
Charlotte 1,818 1,913 (1,768, 2,050) 2,139 (2,027, 2,251) 2,249 (2,035, 2,475)
Sacramento 4,145 4,182 (3,884, 4,481) 5,107 (4,881, 5,350) 5,288 (4,820, 5,796)
Table 2: Summary of posterior distributions across metros for 2016. The number of counted
homeless reported by HUD is presented the first column. The Synthetic counts column corre-
sponds to the posterior predictive distribution for a second hypothetical count in metro i in 2016,
C∗i,T |C1:25,1:T , N1:25,1:T . The Total homeless column corresponds to the posterior predictive distri-
bution for the total number of homeless in metro i in 2016, Hi,T |C1:25,1:T , N1:25,1:T . The Forecasted
homeless (2017) column is the posterior predictive distribution for the total homeless population
in 2017, Hi,T+1|C1:25,1:T , N1:25,1:T . In all cases, the first number reported is the posterior mean,
with the 95% posterior predictive interval in parenthesis.
number of homeless is more than the counted number of homeless. In San Francisco, we expect
that, in 2016, there were 8,752 people experiencing homelessness, with 95% posterior probability
that there were more than 8,390 and fewer than 9,170. Table 2 presents the posterior mean and
95% credible interval for the total number of homeless in 2016 for each metro.
6.5 Forecasts for 2017
Resources to address the needs of a homeless population are budgeted well in advance of the Jan-
uary point-in-time count. In order to allocate resources in communities with growing (shrinking)
homeless populations, a forecast of the next year’s total homeless population is needed. In this
section, we forecast the total homeless population in each metro in January 2017.
Our forecasts of the homeless population for 2017 take into account both predicted increases in
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the 2017 total population and the January 2017 ZRI value. We report the one-year-ahead forecast
Hi,T+1|C1:25,1:T , N1:25,1:T , ZRI1:25,T+1. For true out-of-sample forecasting when ZRIi,T+1 is not
yet available, we could utilize Zillow’s forecasted ZRI for metro i, ˆZRIi,T+1.
Figure 11b illustrates the year-ahead forecast in San Francisco. Forecasting the total homeless
population one year in the future requires forecasting both the year-ahead total metro population
and log odds of homelessness. The uncertainty in these component year-ahead forecasts accu-
mulates, and the result is an uncertainty interval for the 2017 year-ahead forecast that increases
relative to the intervals presented from 2011-2016. This is observed in Figure 11b as the orange
interval fans out relative to the blue interval.
We predict that 8,815 people experienced homelessness in San Francisco on any given January
night in 2017, with 95% posterior probability of more than 8,104 and less than 9,581 people.
Although the January 2017 ZRI decreased 3.6% relative to its January 2016 value, we still expect
a slight increase in San Francisco’s total homeless population. The increase is largely driven by
the model-based forecasted increase in San Francisco’s total population. Each metro has a figure
corresponding to Figure 11b presented in Appendix A. The forecasted mean and 95% posterior
predictive intervals for each metro are shown in Table 2.
7 Discussion
We presented statistical evidence that the relationship between rental costs and homelessness
depends on one’s beliefs about the time-varying accuracy of homeless counts. We highlight this
fact to encourage public policy researchers, policymakers, and continuum leaders to carefully
quantify their beliefs and uncertainty about count accuracy or the inferences drawn from studies
relying on these counts. While the prior beliefs about count accuracy that we elicit in this paper
are informed by existing literature and our discussions with count coordinators and homelessness
experts from around the country, we believe that collecting expert opinions from every continuum
can lead to a more robust and informed study. We encourage other researchers in this area to
explicitly model variation in count accuracy when conducting their own analyses.
We found in synthetic data experiments that making accurate inference on the relationship
between ZRI and homelessness with the model outlined in this paper requires homelessness rates
that exceed 0.05% of the total population (Section 4.4). To work with counts as large as possible,
this implies that sheltered and unsheltered homeless totals should be combined in a single analysis
of a metro’s total homeless population. Furthermore, reliable estimates of the entire homeless
population are significantly aided by a metro having either a large sheltered population or high
count accuracy of the unsheletered population; utilizing data on unsheltered homeless populations
alone does not yield reliable results. This observation fits with our broader theme of data quality.
Modeling count accuracy is another place where we have directly addressed data quality chal-
lenges. Acknowledging that a continuum’s homeless counts are imperfect and that the accuracy
varies from one year to the next should not be viewed in any way as a failure of the count coordi-
nators or volunteers. We view quantifying the count accuracy as an important step in accounting
for the uncertainty inherent in such a difficult undertaking.
In our analysis, we have used the time-varying count accuracy to impute the size of the
total homeless population. We believe it is natural in this application to think of the total
homeless population as missing data. Assuming that the total population size is the observed
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count has two flaws. First, it understates the size of the homeless population. Second, it leads
to overly confident estimates of regression coefficients φ1, . . . , φ25. Imputing the missing homeless
population size naturally resolves both of these problems.
In this application, proper uncertainty quantification is critical. Counties, city governments,
shelters, and health care providers are likely to benefit from an expected range of the homeless
population size when they budget resources. By reporting the 95% posterior credible intervals on
the total homeless population predictions and the 2017 forecasts, we emphasize the uncertain size
of homeless populations now and in the future.
We provide evidence that the homelessness rate increased by at least 4% from 2011 - 2016
in five metros: New York, Los Angeles, Washington, D.C., San Francisco, and Seattle. We also
found that large increases in ZRI lead to significant increases in the homeless population in four
of those five metros: New York, Los Angeles, Washington, D.C., and Seattle. Homelessness in
these four metros has significantly increased in recent years and is severely affected by increases
in rental costs.
Metro-specific estimates of the relationship between rental costs and homelessness allow for
each metro to make more informed policy decisions about affordable housing initiatives. Forecasts
of year-ahead homeless populations can guide resource allocation. While we are not public policy
experts, we believe that our results provide context for policy discussions that are happening in
cities across the United States.
There are a few limitations of our current approach. One is that it does not account for
relocation in homeless populations. It is possible that people experiencing homelessness move
to cities with more services and away from cities with fewer services. In this scenario, increases
in the population of one metro are driven by decreases in another. Our present approach does
not take into account network effects, and we assume that homeless relocation patterns are not a
significant driver of trends across metros. At present, we do not know of data that would allow us
to further investigate network effects. A second limitation of our work is that it relies on January
count data. It is likely that seasonal patterns in homelessness exist, though our current annual
data set does not provide insight into such seasonal fluctuations. Modeling network effects and
seasonal fluctuations in homeless populations are important areas of future work.
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A Results for remaining metros
The figures for each metropolitan area (ordered by descending population) are presented below.
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Figure 12: Results for New York, NY. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 13: Results for Los Angeles, CA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 14: Results for Chicago, IL. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 15: Results for Dallas, TX. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 16: Results for the Philadelphia, PA. Top left (a): Posterior predictive distribution for
homeless counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population
size, Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw)
homeless count by year. The count accuracy is modeled with a constant expectation. Top
right (b): Predictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T .
Bottom left (c): Posterior distribution of increase in total homeless population with increases in
ZRI. Bottom right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 -
2016 to different annual changes in count accuracy.
34
ll
l
l
l
l
l
l
l
l
l
l
4000
6000
8000
20
11
20
12
20
13
20
14
20
15
20
16
Year
# 
of
 p
eo
pl
e
l
l
Counted
Total
(a) # of homeless
l
l
l
l
l
l
l
5000
6000
7000
8000
9000
2012 2014 2016
Year
# 
ho
m
el
es
s
(b) 2017 forecast
l l l
l l
l l l
l ll l
l l
l l l
l l
l
0
100
200
300
400
2.
5
5.
0
7.
5
10
.0
x % increase in ZRI
# 
Pe
o
pl
e
Count
Total
(c) ZRI effect
l
l
l
l
l
l
l
−55
−50
−45
−40
−6 −3 0 3 6
delta bar % change in accuracy
%
 c
ha
ng
e 
in
 ra
te
(d) Rate
Figure 17: Results for Houston, TX. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 18: Results for Washington, D.C.. Top left (a): Posterior predictive distribution for
homeless counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population
size, Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw)
homeless count by year. The count accuracy is modeled with a constant expectation. Top
right (b): Predictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T .
Bottom left (c): Posterior distribution of increase in total homeless population with increases in
ZRI. Bottom right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 -
2016 to different annual changes in count accuracy.
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Figure 19: Results for Miami, FL. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 20: Results for Atlanta, GA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 21: Results for Boston, MA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 22: Results for San Francisco, CA. Top left (a): Posterior predictive distribution for
homeless counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population
size, Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw)
homeless count by year. The count accuracy is modeled with a constant expectation. Top
right (b): Predictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T .
Bottom left (c): Posterior distribution of increase in total homeless population with increases in
ZRI. Bottom right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 -
2016 to different annual changes in count accuracy.
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Figure 23: Results for Detroit, MI. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 24: Results for Riverside, CA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 25: Results for Phoenix, AZ. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 26: Results for Seattle / King County, WA. Top left (a): Posterior predictive distribution
for homeless counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population
size, Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw)
homeless count by year. The count accuracy is modeled with a constant expectation. Top
right (b): Predictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T .
Bottom left (c): Posterior distribution of increase in total homeless population with increases in
ZRI. Bottom right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 -
2016 to different annual changes in count accuracy.
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Figure 27: Results for Minneapolis, MN. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 28: Results for San Diego, CA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 29: Results for St. Louis, MO. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 30: Results for Tampa, FL. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 31: Results for Baltimore, MD. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 32: Results for Denver, CO. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 33: Results for Pittsburgh, PA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 34: Results for Portland, OR. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 35: Results for Charlotte, NC. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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Figure 36: Results for Sacramento, CA. Top left (a): Posterior predictive distribution for home-
less counts, C∗i,1:T |C1:25,1:T , N1:25,1:T , in green, and the imputed total homeless population size,
Hi,1:T |C1:25,1:T , H1:25,1:T , in blue. The black ’x’ marks correspond to the observed (raw) homeless
count by year. The count accuracy is modeled with a constant expectation. Top right (b): Pre-
dictive distribution for total homeless population in 2017, Hi,2017|C1:25,1:T , N1:25,1:T . Bottom left
(c): Posterior distribution of increase in total homeless population with increases in ZRI. Bottom
right (d): Sensitivity of the inferred increase in the homelessness rate from 2011 - 2016 to different
annual changes in count accuracy.
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