Abstract-Matched-field beamforming used in combination with a generalized likelihood ratio test is the most common detector structure in array processing situations. Unfortunately, various array perturbations caused by phase, calibration, propagation effects, or modeling errors can cause the sensor observations to become only partially correlated, limiting the performance of traditional matched-field beamformers that assume perfect coherence of the signal wavefronts. Quadratic array processing is optimal for many perturbed array problems; however, direct implementation poses a significant computational burden. We show that under certain conditions, the optimal quadratic detector for dealing with perturbed arrays can be approximately realized efficiently and robustly employing only discrete Fourier transforms to deal with spatial processing. In addition, we show that the proposed spatial processing allows for convenient integration of conventional frequency-domain methods for angle-of-arrival searches. Our proposed array detection structure provides the robustness and performance benefits of complicated quadratic processing at a computational cost comparable with that of traditional matched-field beamforming.
I. INTRODUCTION
T HE detection of signals in noise is a classical hypothesis-testing problem. The use of a sensor array can considerably enhance signal detection by providing a large gain in the SNR and allowing for signal source localization. The long-lasting interest devoted to the field of sensor array processing can be traced to the large number of applications where data is collected in both space and time [1] . Some important applications include radar/sonar signal processing; ultrasonic, optical, and tomographic imaging; earth geophysical exploration such as crust mapping and oil exploration; and, more recently, space-time processing for wireless communications [2] . We will assume the very popular uniform linear array (ULA) geometry and a single signal source arriving from the far-field at some angle with respect to the array. We are interested in detecting the presence of this signal source from observations contaminated by additive noise at the sensors. For digital processing, an A/D converter is used to obtain a discrete set of samples at each sensor. Using narrowband array assumptions, the observation at the th sensor may be written as [3] (1)
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where -sample observation vector; -sample signal source; -sample additive noise component, which is typically modeled as white Gaussian noise. The quantity is the angle-of-arrival dependent amplitude and phase response of the th sensor. More details about the space-time signal structure will be provided in Section II. Conventional detection techniques for array problems in radar/sonar and wireless communications employ the space-time matched filter detector. This detector is matched to the array response in space and the signal source in time and is optimal if these quantities are known exactly.
Unfortunately, the assumption of a known array response is rarely satisfied in practice. Due to changes in the weather, the surrounding environment, and sensor location, the response of the array may be significantly different than when it was last calibrated [5] . In addition, complicated propagation environments such as those encountered in underwater applications have been shown both theoretically and experimentally to lead to loss of spatial signal coherence [6] - [10] ; such coherence loss may be modeled through its effect on the covariance of the array response. If the perturbations in the array response are deterministic and known, then it is easy to compensate for them, and the traditional space-time matched filter can still be used [3] , [6] , [11] . However, array perturbations are most often at least partly unknown and must be modeled as random, leading to optimal detection structures that are quadratic in the observations and, hence, require complicated matrix combining in space. Such detectors achieve robustness to array perturbations at the expense of increased computational complexity. While it is relatively straightforward to derive the form of the optimal quadratic processor, its implementation is computationally too expensive for many real-time applications. For this reason, most literature regarding random perturbations in arrays has focused only on the effects of such perturbations on the performance of traditional processors that ignore the perturbations; the effect of phase errors is studied in [12] , the effect of spatial calibration errors on detection performance in space-time adaptive processing (STAP) is studied in [13] - [15] , the effect of model errors on the performance of the MUSIC algorithm is studied in [5] , and [16] - [19] , and loss of signal coherence as it propagates across the array is studied in [6] and [20] . The results of these analyses demonstrate that random array perturbations can cause significant degradation in the performance of traditional processors.
As an example of degradation caused by a perturbed array, consider the situation shown in Fig. 1 . Here, we have a four-element ULA with a unit-amplitude sinusoidal signal source ar-riving at an angle of 25 . Additive white Gaussian noise was added such that the SNR of each sensor observation was 10 dB. The array was perturbed by adding an independent zero-mean complex Gaussian random variable with a variance of 0.1 to each array response element ; we will see later that this is a common technique of modeling array perturbations. Note the reduction in SNR after spatial matched-filtering using the assumed nominal array response as compared with using the actual array response . Given that the perturbations are random, a reasonable approach for dealing with them is to estimate them from the observed data and then use this estimate in a conventional space-time matched filter (correlator). However, this estimator-correlator implementation is precisely the form of the quadratic detector for dealing with Gaussian random perturbations. That is, a quadratic detector for Gaussian signals in Gaussian noise can be interpreted as optimal linear minimum mean-square-error (LMMSE) estimation followed by correlation [23] . Therefore, rather than attempt ad hoc estimation of the perturbation, we deal directly with quadratic detection, which implicitly obtains an optimal LMMSE estimate.
In this paper, we propose a highly efficient technique of implementing an asymptotically optimal quadratic detector for dealing with random array perturbations. Use of a fast Fourier transform algorithm (FFT) to deal with the quadratic nature of the detection problem is central to our work; specifically, we show that under certain conditions, the discrete Fourier transform (DFT) is asymptotically optimal for spatial processing in the presence of array perturbations. Furthermore, we show that conventional frequency-domain techniques for angle-of-arrival searches can easily be incorporated into our framework. In the end, our proposed processor provides a significant improvement in performance over existing, traditional matched-filter-based processors while achieving a comparable cost of implementation.
II. MATHEMATICAL PRELIMINARIES
Let us assume that we are dealing with an -sensor uniform linear array (ULA) with spacing and that a single known -sample signal comes in to the array at an angle , where may be unknown. We will denote the -sample observation at the th sensor with the column vector , . Each sensor observation will have a component due to the signal and an additive noise component we denote by . Let denote the sensor observations concatenated into an column vector, and let be similarly defined. We assume the noise is white, Gaussian, and uncorrelated between sensors; we write its covariance matrix as . We will discuss how to deal with nonwhite noise in space and time later.
As in previous work that examines the effect of array perturbations, we use the narrowband array assumption [3] , [13] ; this assumes that the inverse signal bandwidth is large compared with the travel time across the array. This allows the observation to be written in Kronecker form [21] as (2) Fig. 1 . Matched filtering in a perturbed four-sensor array. The signal source is a unit-amplitude sinusoid arriving at an angle of 25 . Waveforms after spatial matched filtering are shown in the plots. If there were no perturbation or the perturbations were known, the gain in SNR is proportional to the number of sensors, and the matched filter is optimal. Random perturbations (unknown ) degrade the SNR gain of a conventional matched filter, and more complicated quadratic processing is necessary for optimal performance.
where is the lengthcomplex array response vector. The vector contains all information as to how the signal component is related between sensors. Often, is taken to be a deterministic quantity; for a signal with carrier frequency and speed of propagation , we have, for a ULA [3] (3) which represents a pure phase delay between each element. 1 Due to the similarity with the DFT basis functions, such an array response vector allows for computationally efficient FFT algorithms to search over the unknown angle of arrival . However, as discussed in the introduction, there are often random perturbations in the array. A very popular method of modeling these random perturbations is to assume that the array response is a random quantity. Here, it is common to assume that has a mean (nominal, calibrated) value , such as in (3), plus a zero-mean random component
. To see what form the perturbation takes, let us examine the case of a random gain and phase perturbation at each sensor. Let the nominal array response at the th sensor be given by e . Consider the perturbed response as (4) where (5) which may or may not depend on the angle of arrival . Therefore, defining the diagonal matrix diag diag , we may write the perturbed array response as (6) where the random term , with the elements of given as in (5) . The elements of are complex random quantities that incorporate the gain and phase errors; typically, this vector is assumed to have a Gaussian distribution with known covariance [5] , [13] , [18] , [22] . This covariance matrix may or may not depend on the angle of arrival . Angle-independent errors may result from errors in the antenna receiver electronics such as mismatched filters on different sensors, differences in the automatic gain controls, imperfect synchronization of the analog-to-digital converters, or uncalibrated mutual coupling [5] . Angle-dependent errors occur in situations where the perturbations are due to imprecise knowledge of sensor locations or where the sensor gain and phase patterns do not distort uniformly in . To make the basic ideas of our work clear, we assume angle-independent errors. However, many of these techniques carry over to the angle-dependent case; for example, in the case of sensor position errors, we may think of breaking the problem down into a set of angle ranges where within each range the angle-independent approximation is valid. As for the structure of , a diagonal matrix would imply the array errors are uncorrelated; off-diagonal terms would indicate sensor-to-sensor correlations that result if some sensors, such as adjacent elements, tend to perturb uniformly. The covariance of the total perturbation in (6) is given by . Given that the signal is present, the observation is given as (7) The net signal component may be written as the sum of two terms: a mean component and a zero-mean random component (8) Because the random quantity is modeled as Gaussian, the optimal detector will involve terms that are quadratic in the observations. In what follows, we will propose Fourier-transform techniques that efficiently deal with the quadratic processing in space.
III. OPTIMAL LINEAR-QUADRATIC ARRAY PROCESSOR
Now that we have set up the necessary mathematical preliminaries, we are in a position to describe how to optimally deal with random array perturbations. Due to the Gaussian nature of the perturbations, the optimal detector is quadratic in the observations and implementation requires decorrelating the observations in space. In fact, the Kronecker form in (7) will allow for independent spatial and temporal processing in the optimal detector. Decorrelation in space, while providing robustness to the array perturbations, will require matrix combining of matched-filter outputs and be the source of most of the computational burden. In this section, we describe the optimal, albeit computationally expensive, linear-quadratic detector. In Section IV, we will see that there is an alternative asymptotically optimal but highly efficient spatial combining strategy that can be used.
In statistical hypothesis testing, for an observation , a realvalued test statistic is compared with a threshold to decide in favor of , where only noise is present, or , where the signal is present. Assuming the noise is independent of the perturbation, the optimal test statistic based on the likelihood ratio is given by the following linear-quadratic form [23] , [25] :
Re (9) where represents the covariance of the random signal component . Note that (10) and we have decomposed the covariance of the random signal component of the observations into a spatial covariance and a temporal covariance via a Kronecker product. Retaining only those terms that depend on the observations, we may write the optimal test statistic as
Re (11) and we see that there is a term that is quadratic in the observations and a term that is linear in the observations. The linear term is similar to that which is used in traditional matched-field processing with no array perturbations (the optimal test statistic in that case is simply Re ); it is the quadratic term that provides the robustness to random perturbations but also causes the greatest computational burden. In the rest of this section, we focus on implementation of the quadratic term of the optimal test statistic:
. We return to implementation of the linear term in Section V.
We first represent in terms of its eigenexpansion as (12) where rank of ; eigenfunctions; corresponding eigenvalues of The matrix denotes the eigenvectors stacked next to each other; that is, . The matrix is the Karhunen-Loeve (KL) transform for the multisensor signal since it decorrelates, or diagonalizes, the correlation matrix and concentrates the signal energy into the smallest possible subspace. We may refer to such a KL transform as the spatiotemporal KL transform because it decorrelates the multisensor signal both in time and space. The eigenexpansion of is given by . This leads to the following characterization of the quadratic term in the optimal array processor: (13) where denotes the sensor observations decorrelated in space and time. To provide an efficient implementation of the quadratic term, we need to examine the interplay between the spatial and temporal signal contributions to the structure of the spatio-temporal KL transform. In what follows, we show that the spatio-temporal KL transform may be decomposed into the temporal and spatial KL transform via a Kronecker product. This observation leads to the development of an efficient implementation of the quadratic term in which the spatial and temporal processing are separable.
A. Spatio-Temporal Decomposition
Recall that
. We can obtain a spectral decomposition for the spatial correlation matrix with (14) where is the rank of . Let us stack the eigenvectors of in the matrix . Using elementary properties of Kronecker products [21] , the eigenvalues of are given by (15) and because is diagonal, the eigenvectors of in (12) are given by (16) revealing that the spatio-temporal KL transform may be decomposed into the spatial KL transform and the temporal KL transform via a Kronecker product.
We may now write an expression for the quadratic term in (13) that explicitly deals with spatial and temporal processing. First, note that , where the vector denotes the matched-filtered sensor observations. Letting (17) Fig. 2 . Implementation of the quadratic term of the optimal array processor requires matrix combining in space to achieve spatial decorrelation. Here, the angle of arrival is assumed to be known, and3 = ( )=( jjsjj + ).
denote the aligned, spatially decorrelated matched-filtered samples, the quadratic term of the optimal array processor in (13) takes the form (18) The detection structure is illustrated in Fig. 2 .
IV. APPROXIMATE DECORRELATION VIA THE DFT
In the previous section, we derived the form of the quadratic term present in the likelihood ratio for the optimal array processor. While providing robustness to random array perturbations, we see from (18) that implementation requires spatially decorrelating the aligned, matched-filter samples via the matrix , which can be computationally quite expensive for large arrays. In this section, we illustrate that the discrete Fourier transform may be used as an efficient, asymptotically optimal spatial combiner. In Section V, we further illustrate that the use of such a transform allows for convenient integration of conventional frequency-domain techniques for dealing with an unknown angle of arrival. This multipurpose functionality of the DFT is what allows the quadratic detector to be implemented at a cost comparable with that of traditional space-time matched filtering using a generalized likelihood ratio test (GLRT) for angle search.
It is often reasonable to assume that the spatial correlation between sensors depends only on the sensor separation [5] , [26] - [28] . In a ULA, this would imply that the covariance matrix of the perturbations is Toeplitz. One example would be in the case of mutual coupling considered in [5] , where the response of each sensor is angle-independently coupled with that of a number of other sensors. Clearly, the amount of mutual coupling would depend on only the spatial separation between sensors. In addition, random perturbations in sensor locations fit within this Toeplitz covariance model; for example, it is shown in [5] that what we refer to as is given by , where and are the covariances of the displacments in the and -plane, respectively. Because these two matrices can be modeled as Toeplitz, will be Toeplitz. The Toeplitz nature of is further shown to be a valid assumption in many applications, including sonar, where it is a consequence of the assumption of isotropic coherence [27] . Isotropic coherence means that the loss of spatial coherence across the array is the same for all wavefronts, irrespective of their direction of arrival.
Based on this Toeplitz property, spatial decorrelation required in implementing the optimal quadratic detector in (18) can be achieved asymptotically using the discrete Fourier transform (DFT) [29] ; that is, we may substitute the DFT matrix for . The basic idea is that as we increase the number of sensors, the matrix grows in dimension and asymptotically becomes a circulant matrix, which is diagonalized by the DFT matrix . Although the DFT approach is asymptotically optimal, we are also interested in how the decorrelating power of the DFT depends on the number of sensors and the spatial correlation matrix . To quantify the effect of only approximate decorrelation, we need a measure of the residual correlation still remaining after application of the DFT; a good measure is provided by the norm of the matrix containing the off-diagonal covariance elements of the transformed coefficients [29] . Defining as a diagonal matrix containing the same diagonal elements as the matrix , a measure of residual correlation is given by the weak (Hilbert-Schmidt) norm of the difference matrix defined by (19) The practical implications of the norm in (19) have been demonstrated in coding and filtering applications [29] . Under the assumption that is Toeplitz, the matrix is completely specified by its first row, which we denote by , . Provided is square summable, the norm in (19) vanishes as [29] , and we say that the DFT matrix asymptotically diagonalizes , i.e., it asymptotically decorrelates the matched-filter samples. For a fixed number of sensors , the residual correlation is given by [29] (20)
In our simulation section, we will illustrate how well this asymptotic argument holds on arrays of modest size, and we will also explore what happens if deviates from its assumed Toeplitz structure.
As for a DFT-based detector implementation, we can no longer use the eigenvalues of the matrix in the combining weights as we did in (18) , where . We now have an approximate diagonal representation of given by , where , are the columns of . Therefore, the new weights used in the DFT-based detector are given by (21) Fig. 3 . DFT-based approximation of the quadratic term in the optimal array processor involves substituting a DFT matrix as an efficient, asymptotically optimal spatial combiner; the angle of arrival is assumed to be known. Here,
Note that may be obtained simply as the diagonal elements of , that is, the eigenvalues of the circulant approximation to . The DFT-based implementation of the quadratic term of the optimal array processor corresponding to (18) is given by (22) where are the approximately spatially decorrelated, aligned matched-filter samples. The DFT-based detector structure is illustrated in Fig. 3 , where the advantage of this implementation is that fast algorithms exist to compute the DFT. Note that the aligned observations are now transformed into the full channels instead of the channels.
V. INCORPORATING THE ANGLE-OF-ARRIVAL SEARCH
Thus far, we have seen how the DFT may be used as an efficient and asymptotically optimal method of achieving spatial decorrelation to deal with the array perturbations. We now show that the choice of a DFT as a spatial combiner serves yet another function: circularly shifting the DFT coefficients implements a GLRT for dealing with an unknown angle of arrival. We begin this section by briefly reviewing how DFTs are used in conventional GLRT-based detection with no array perturbations and then show how it may be incorporated into our proposed processor that deals with random perturbations.
Let us assume that there are no perturbations in the array and that the angle of arrival is unknown. The optimal test statistic for detecting the array signal in the presence of additive white Gaussian noise based on a GLRT is given by the matched filter 2 [23] , [30] (23)
where the column vector contains the samples of each observation matched-filtered with . Using the form of for a ULA in (3) and letting denote the mapping from angle to spatial frequency, we may expand as (24) where is the discrete-time Fourier transform (DTFT) of the sequence . This DTFT may be sampled with , to obtain a DFT, and hence, the GLRTbased test statistic may be obtained efficiently by computing the DFT of the matched-filtered samples and choosing the maximum value of the real part. This conventional GLRT space-time matched filter is illustrated in Fig. 4 . We note that sampling the DTFT with an -point DFT results in quantization of the continuous angle-of-arrival parameter. The worst-case scenario is when the actual angle of arrival falls between two of the DFT bins. We can enhance the angle resolution with finer sampling of the spatial DTFT, which would be implemented by zero padding the matched-filter samples and computing a larger-length DFT.
A. Angle Search with Optimal Combining
For detection in randomly perturbed arrays, we found that the detection structure was quadratic in space. The angle of arrival plays a role in the optimal test statistic of (18) through the diagonal matrix . We now show that alignment via may be carried out efficiently via Fourier transforms as in traditional matched-field processing. We see from (17) that we must process the matched-filtered samples with the matrix . Note that , where we have again let represent the mapping from angle to spatial frequency. The next step in implementing the quadratic term of the optimal detector is to spatially decorrelate via ; the th element of the column vector resulting from the matrix product is given by
Letting , we may write each decorrelated, aligned matched-filter sample as (26) where denotes the DTFT of the weighted matched-filter samples . Hence, each decorrelated, aligned matched-filter sample in can be obtained as a function of the angle of arrival through a DTFT, which may be sampled to obtain an -point DFT, allowing the use of computationally efficient FFT-based algorithms. Making the connection between the angle-of-arrival dependence in the quadratic detector and the DFT allows for efficient frequency-domain algorithms. However, we still have the overhead of weighting each set of matched-filter samples differently with each column of as in (25) prior to taking the DFT, which we resolve in the following section. Fig. 4 . Implementation of the conventional space-time matched filter using a DFT to incorporate the GLRT for angle search. This detector is optimal in the absence of array perturbations.
B. Angle Search with DFT Combining
We have illustrated thus far that taking a DFT of the matched-filter samples serves to align observations via a mapping from angle of arrival to spatial frequency. However, we showed from a completely different point of view in Section IV that taking a DFT of the matched-filter samples serves to asymptotically decorrelate the observations in space. In this subsection, we show how approximate decorrelation via the DFT matrix substitution can be combined with the frequency-domain method for angle search of the previous subsection to obtain a highly efficient implementation of the quadratic term in the likelihood ratio. The effect of the DFT substitution as an approximate decorrelator on the angle-of-arrival search is as follows. From Section IV, the approximately decorrelated, aligned matched-filter samples are given by . Analagous to (25) , the th element of this vector may be expressed as (27) where is the DTFT of the matched-filter samples . That is, . Therefore, each approximately decorrelated, aligned matched-filter sample may be obtained efficiently as the spatial DTFT of the matched-filter samples with appropriate frequency shifts. We see that the weights in (25) are now elements of the spatial DFT basis functions, which translate into frequency shifts. In practice, we would sample , to obtain a spatial DFT, resulting in , where now denotes the th DFT sample of the matched-filter sequence. If we desire a higher resolution for our angle search, we could zero pad the matched-filter samples to obtain a sequence that is some multiple of and compute a DFT. For example, say we wished to have an angle search with values where is an integer oversampling factor; then, we would let , , and . For simplicity, in the remainder of this paper, we assume no oversampling (i.e.,
). This reveals that the search over angle (now represented through the discrete variable ) is achieved by simply circularly shifting the DFT coefficients of each matched-filter sample. Therefore, instead of taking multiple DFTs of differently weighted matched-filter samples as in the case of optimal combining, we need only take one DFT of the matched-filter samples and shift the coefficients appropriately. Recall from Fig. 3 that the approximately decorrelated matched-filter samples are magnitude-squared, multiplied by a set of weights, and then summed together. To search through angle, we circularly shift the DFT of the matched-filter samples; however, we see from Fig. 3 that we may equivalently circularly shift the combining weights. Therefore, to search through the angle, we circularly shift the weights, multiply, and sum the result. This may be implemented by simply circularly convolving the magnitude-squared DFT coefficients of the matched-filter samples in with the combining weights for which fast FFT-based convolution algorithms exist [34] . Choosing the maximum value of this circular convolution implements the GLRT-based test statistic. Letting denote the DFT of the matched-filter samples, we may write a GLRT for the quadratic term as the maximum value of the circular convolution of two sequences: (28) where denotes circular convolution. Our efficient detector structure is illustrated in Fig. 5 .
C. Computational Cost Comparison
Let us now illustrate the potentially enormous computational savings offered by our multipurpose use of the DFT as an asymptotically optimal spatial combiner and angle search tool. First, note that all detector structures have temporal matched filters as the front end, reducing the problem to that of proper spatial combining. Therefore, the various detectors do not differ in computational cost in terms of the number of snapshots collected; the difference arises in the spatial combining. Consider direct implementation of the quadratic term in (18) , as illustrated in Fig. 2 . Assume the general case where has full rank (i.e., ). For a fixed angle of arrival, spatial combining requires multiplies (all multiplies are complex) for beamsteering via the nominal array response vector, multiplies for processing via the matrix , multiplies for magnitude-squaring, and multiplies for weighting each channel properly, resulting in a cost of . If we are to search over discrete angles of arrival and pick the maximum (as in a brute-force GLRT), the total cost in complex multiplies for optimal spatial processing is given by (29) Fig. 5 . Implementation of the DFT-based approximation of the quadratic term of the optimal array processor incorporating a GLRT for an unknown angle of arrival. Here, the circular convolution block denotes circularly convolving with the sequence f = jjsjj + g . Now, consider the reduction in cost offered by using a DFT to implement the angle search with optimal combining as in (26) . We now require multiplications to form the weighted observations , multiplies to compute the DFT of these observations, then multiplies to compute the squared magnitude, and multiplies to weight each channel before adding them together. We do this for , resulting in a total computational cost of (30) Hence, the savings in using the DFT as an angle search tool reduces complex multiplies to complex multiplies.
Finally, when the DFT is used as both an angle search tool and as an asymptotic decorrelator (i.e., a substitute for ) as in Fig. 5 , spatial processing requires multiplies for the DFT and multiplies to compute the squared magnitude. As for the circular convolution, direct implementation would require multiplies, whereas a DFT implementation of circular convolution would require , which is the preferred implementation for a reasonably large number of sensors. Hence, the total computational cost is given by (31) For example, for an array of 64 sensors, optimal combining with direct angle-search requires 274 432 multiplies, optimal combining with DFT angle-search requires 24 576 multiplies, and multipurpose DFT combining/angle-search requires only 704 multiplies. Even for an array of only 16 sensors, the costs are , , . This significant computational savings comes at only a slight loss in performance, as illustrated in the simulation section.
One last issue with regard to computational cost is dealing with the case of nonwhite noise. Thus far, we have assumed that the noise is white in both space and time, which can be unrealistic in many situations such as STAP applications. The case of nonwhite noise can be converted to the problem we have considered by simply prewhitening the observations; however, this must be done efficiently, or otherwise, the computational savings gained by our DFT approach to quadratic detection may be insignificant compared with the cost of prewhitening the observations. Let us assume that the noise covariance matrix is given by the matrix . Direct prewhitening requires multiplying the observations by the matrix , incurring a cost of multiplies. If we make the often reasonable assumption that the noise is at least wide-sense stationary in space and time, then is Toeplitz and, hence, characterized by the correlation sequence of its first row, which we denote by , . The spectrum of this sequence is given as the squared-magnitude of its discrete-time Fourier transform, which we denote as . The whitening filter will have a spectrum given by , and let us denote the corresponding discrete-time sequence as . Hence, convolving the sequence with the observation will serve to prewhiten the observations. This convolution can be carried out very efficiently using the DFT, and algorithms such as overlap-add or overlap-save exist to aid real-time processing [34] , reducing the cost to the order of multiplications.
VI. IMPLEMENTING THE LINEAR TERM
Thus far, we have been concerned with implementation of the quadratic term in the expression for the optimal test statistic in (11) . However, care must also be taken in implementing the linear term Re so that efficient FFT-based algorithms may still be used for the angle-of-arrival search. The fact that we are taking the real part of the inner product implicitly assumes that we know the relative phase of the received signal source ; however, there is often an unknown phase (i.e., carrier phase offset) associated with the signal. This can be suppressed by taking the magnitude of the linear term:
. We will make these statements more precise when we discuss application to radar/sonar in the next section. As for implementation, let diag and use the same notation as before to obtain (32) where we have let the column vector , and denotes the vector of matched-filtered samples. In Section IV, we realized that we may substitute the DFT matrix for the Toeplitz spatial correlation matrix , resulting in an approximate but efficient implementation of the linear term as (33) where , diag , and again, the s are the diagonal elements of . We may simplify the expression for by making a few observations. First, recall that we sample an angle via , ; hence, may be represented in terms of the discretization as diag e . Next, as we pointed out in the previous section, multiplying each channel by the complex exponentials in followed by taking a DFT may be represented equivalently as taking the DFT first and then circularly shifting the resulting coefficients; hence, , where denotes the identity matrix with the rows circularly shifted up spaces. 3 We may move the circular shift matrix on the other side of the diagonal matrix , provided the diagonal elements of are reverse-circularly shifted spaces, which we denote by ; hence, we write as . Finally, we know from the relationship between multiplying by complex exponentials and circularly shifting DFT coefficients that the inverse DFT of a circularly shifted vector may be equivalently written as the inverse DFT of the vector followed by multiplication by the appropriate complex exponentials. Hence, we write . Since , our final expression is . As for dealing with the angle-of-arrival search, we saw in Section V that the inner product may be represented as a particular DFT sample of the vector . For discrete angle of arrival [corresponding to ]
where denotes the th row of the DFT matrix . Appropriately, canceling terms, we get (35) where the subscript denotes the th element of the vector. Therefore, a GLRT would require us to choose the largest element of the vector in (35). Hence, the GLRT for the linear term may be written as (36) where denotes the DFT of the matchedfilter samples.
Since the optimal test statistic of (11) contains both the linear and quadratic term, using (28), the DFT-based linear-quadratic detector incorporating a GLRT for angle search may be written as
The GLRT-based detection structure for this problem that incorporates the angle-of-arrival search is illustrated in Fig. 6 . Observe that the front-end processing involving matched filtering followed by a spatial DFT is the same processing as in the conventional space-time matched filtering of (24) and Fig. 4 . The only extra processing involved for dealing with the array perturbation is the circular convolution of the DFT of the magnitude-squared matched-filter coefficients with the fixed sequence .
VII. APPLICATION TO MISCALIBRATED ARRAYS IN RADAR/SONAR
In this section, we apply our formulation of efficient detection in perturbed sensor arrays to the important problem of detection with miscalibrated arrays in radar/sonar problems. Typical coherent radars/sonars possess a reliable time base so that the temporal response is well calibrated. The spatial response of the array is not so reliable, however, since it either depends on a mathematical model that cannot account for physical tolerances or on a field calibration that provides the response for only a set of discrete angles and only for the conditions under which the measurements are taken. Such calibration errors cannot be easily characterized by a deterministic or structured model. Instead, it is often more appropriate to use a probabilistic model where the actual array response differs from its mean (nominal, calibrated) value according to some distribution [13] , [22] . This type of model is consistent with the manufacture of electronic components to within certain specified tolerances.
Thus far, we have assumed that the signal source is completely known. However, in radar/sonar problems, the signal source often contains an unknown scaling factor. Let us now assume that a known signal is transmitted, and if a target is present, the reflected signal is assumed to be , where is a deterministic but unknown complex number. For the moment, assume that so that the SNR of the reflected signal is known. Assuming an -sensor ULA and that samples are collected from a signal source arriving at angle , the array observation is given by (38) It is common to use a GLRT to deal with the unknown parameter , but first, we must form the quadratic detector as a function of prior to maximization. Note that the mean signal component of (38) is , the random signal component is , and the covariance of the signal is . The log-likelihood ratio for this problem is given by Re (39)
The second and third terms are quadratic and linear in the observations, respectively, whereas the first and fourth terms are just constants. However, all terms must be considered until maximization over the unknown phase factor is performed. Using our assumption that , only the linear term has a dependence on . Maximizing over yields the GLRT-based test statistic, which, retaining only those terms that depend on the observations, may be written as (40) where represents the quadratic term, and represents the linear term. The reasoning behind considering the magnitude of the linear term rather than the real part in the previous section is now clear; maximizing over the unknown phase results in taking the magnitude of the linear term to suppress the unknown phase. Due to the similarity with the linear-quadratic test statistic in (11) with which we have worked in the previous sections, we may apply our previous results to obtain an efficient linear-quadratic processor based on the DFT for dealing with array miscalibration in radar/sonar; the detector is exactly that shown in Fig. 6 . Just as before, the DFT serves two purposes: efficiently dealing with random array perturbations and allowing for an efficient angle-of-arrival search. Again, the only additional processing involved over conventional space-time matched filtering with a GLRT is the circular convolution of the DFT of the matched-filter samples. We show in the following section how this simple additional processing can yield significant gains in performance.
If the unknown scaling factor is not simply a phase factor but both an unknown amplitude and phase, then obtaining a closed-form expression for the maximum likelihood estimate of directly from (39) becomes intractable in this linear-quadratic setting. To deal with this problem, we suggest treating the unknown scaling factor in a unique fashion. When computing the covariance , we suggest treating here as a random parameter with a known variance so that the covariance, which is now denoted by , is
This way, the new covariance matrix does not depend on the actual value of the unknown parameter itself but rather only its variance, which may be estimated based on the expected target returns. The log-likelihood ratio of (39) now becomes Re (42) Maximization over the unknown complex scaling , retaining only those terms that depend on the observations, yields the following GLRT test statistic:
The techniques used to implement the linear term in the previous section can be used on the second term in this expression for the optimal test statistic.
VIII. SIMULATION
For simulation, we assume sensors in a ULA with half-wavelength spacing with the SNR of each sensor observation set to dB, with only an unknown phase offset in the signal (the magnitude is assumed known). The radar waveform and returns are generated with Matlab code modified from the Mountaintop Matlab toolbox. 4 The radar waveform consists of a burst of identical pulses with a pulse bandwidth of 500 kHz, pulse width of 100 s, PRI of 1.6 ms, and transmit frequency of 435 MHz.
samples were collected at each sensor. A uniformly distributed angle of arrival was generated between and for each trial. Array miscalibration was accounted for by assuming a symmetric Toeplitz covariance matrix for with first row equal to [13] (44)
where is the variance of the array errors. A value of was used in the simulations. Such contributions from perturbation can be expected, especially in complicated underwater scenarios [7] - [10] ; in fact, in these studies, a purely random model was used for the received signal source. Fig. 7 shows the residual correlation defined in (20) as a function of . Note that over a large range of , the residual correlation is quite low; the worst-case occurs for . Fig. 8 illustrates the receiver operating characteristic (ROC) for optimal combining, DFT combining, and matched filtering 5 (which ignores array miscalibration), all for . Even 4 This toolbox is available at ftp://ftp.ee.gatech.edu/pub/users/yaron/ 5 The test statistic for the matched filter is L (X) = jS Xj. in this worst-case scenario for , DFT combining significantly outperforms matched filtering, and there is only a slight loss in performance over optimal. Keeping , we reduced the contribution of spatial miscalibration by setting . Fig. 9 illustrates the ROC for the three combining techniques with an SNR of dB at each sensor. 6 With such small array miscalibration, the gain in performance offered over optimal or DFT combining is small compared with the matched filter. Hence, DFT combining is useful only if array perturbations are significant. Finally, we reduced the number of sensors to while returning to 0.5. The SNR was increased to dB at each sensor to compensate for the small number of sensors. For sensors, we found from (20) that the largest residual correlation for the DFT occurs at . The ROC for this worst-case scenario is illustrated in Fig. 10 . We then reduced the number of sensors even further to only ; the ROC for the worst-case spatial correlation (which occurs for ) is illustrated in Fig. 11 . Note that even for such a small number of sensors and worst-case spatial correlation, DFT combining continues to outperform matched filtering and provide near-optimal performance.
Finally, we wish to evaluate the performance of the DFTbased detector when the perturbation covariance matrix deviates from its assumed Toeplitz structure since it is conceivable that scenarios exist where this matrix may not be exactly Toeplitz. Let us consider a perturbation covariance matrix of the form (45) where is a matrix whose elements are unit variance Gaussian random variables and is a real constant. Fig. 12 illustrates the ROC for the 64-sensor DFT-based detector with and 
IX. CONCLUSION
Fusing data collected from an array of sensors considerably enhances signal detection, provided the data is processed in the proper fashion. Extensive previous studies have shown that random array perturbations cause significant degradation in the performance of traditional matched-field beamformers that ignore the perturbations; the linear-quadratic processor developed in this work provides a highly efficient method of dealing with the random perturbation. Deriving the form of the optimal detector is relatively straightforward; implementation requires three main steps: matched-filtering in time, alignment, and then decorrelation in space. The main obstacle preventing use of the optimal linear-quadratic detector in practice is the extensive processing required by the spatial processing, that is, the matrix processing that is necessary to spatially decorrelate the observations. The DFT can be used as an efficient alternative to the optimal spatial processing. Spatial processing via the DFT serves two purposes simultaneously: efficient spatial decorrelation to deal with the random perturbations and convenient integration of conventional frequency-domain methods for angle-of-arrival search. Simply circularly shifting the DFT coefficients allows for a search over the unknown angle of arrival.
Our efficient detector can be applied directly to the problem of miscalibrated arrays in radar in addition to the problem of reduced spatial coherence in sonar. The resulting detector, which incorporates efficient DFT combining and angle-of-arrival search, has the same front-end processing as that of traditional GLRT-based matched-field beamforming; the only extra processing involved to achieve robustness to array perturbations is a circular convolution in space. Simulation results reveal that the suggested DFT combining strategy not only significantly outperforms matched-filtering techniques (which ignore miscalibrations in the array) but provides near-optimal performance over a wide range of spatial correlation caused by the miscalibration. Our simulations further reveal that the performance gains and near-optimal performance hold even for arrays of modest size and worst-case spatial correlation scenarios, suggesting that our technique of implementing detectors robust to random array perturbations may be useful in a wide variety of applications in array processing. In the end, our efficient implementation provides the robustness and performance benefits of complicated quadratic processors at a cost comparable with that of traditional matched-field beamformers. 
