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We investigate the ability of correlation measures to witness non-Markovian open quantum system dynamics.
It is shown that the mutual information and any entanglement measure between the system and an ancilla do
not witness all non-Markovian dynamics. A new correlation measure is introduced, and it is proven that, in an
enlarged setting with two ancillary systems, this measure detects almost all non-Markovian dynamics, except
possibly a zero-measure set of dynamics that is non-bijective in finite time-intervals. Our proof is constructive
and provides different initial states detecting the non-Markovian evolutions. These states are all separable and
some are arbitrarily close to a product state.
I. INTRODUCTION
The dynamics of open quantum systems [1–3] has been
investigated extensively in recent years for both fundamen-
tal and applicative reasons. In particular the phenomenon
of reservoir memory effects has been studied since such ef-
fects can induce a recovery of correlations or coherence and
are therefore viewed as a potential resource for the perfor-
mance of quantum technologies. The problem of character-
ising memoryless dynamics, the so-called Markovian regime,
and dynamics exhibiting memory effects, the non-Markovian
regime, has been considered in a wide range of different ways
(for extended reviews see [4, 5]). While a unique agreed upon
concept of quantum Markovianity does not exist, it is fre-
quently identified with the property of Completely Positive
divisibility (CP-divisibility). An evolution is CP-divisible if
between any two points in time it can be described by a CP-
map. This idea generalises the semigroup property [6, 7] of
classical Markovian processes.
A complementary way of addressing this problem consists
of identifying operational quantities that can detect the infor-
mation backflow expected in non-Markovian evolutions [8–
12]. A common approach is to study functions that are
monotonically non-increasing under local CP-maps. An in-
crease of such a quantity implies that the evolution is not CP-
divisible, although the converse may not be true in general.
Investigating for which quantities of this kind a non-increase
is in one-to-one correspondence with CP-divisibility, or un-
der what conditions such a relation holds for a given quan-
tity, is thus relevant for evaluating current methods for non-
Markovianity detection, finding new ones, and understand the
operational consequences of non-Markovianity. It is also rel-
evant to understand how these different detection methods are
related, and to what extent they are equivalent. In particu-
lar, it has been shown that the guessing probability of min-
imum error state discrimination can be used to witness any
non-Markovian dynamics [9]. However, no method for con-
structing state ensembles required for this is known. A con-
structive method to witness any bijective non-Markovian dy-
namics using the trace distance between evolving states has
subsequently been proposed [10].
In this work we investigate the relation between non-
Markovianity and correlations. Seeking to understand the
general circumstances under which correlations are recovered
in non-Markovian dynamics, we first show that the quantum
mutual information between system and ancilla as well as any
entanglement measure, both commonly used for characteriza-
tions of non-Markovianity, are unable to witness all non CP-
divisible dynamics. The next natural question is to understand
whether there exist such correlation measures. To investigate
this, we first introduce a new bipartite correlation measure
based on the distinguishability of an ensemble of remotely
prepared states. We then use this measure in an extended set-
ting consisting of the system and two ancillary systems and
prove that the non-increase of this measure is in one-to-one
correspondence with CP-divisibility for almost all evolutions.
More precisely, we show how to detect a correlation backflow
for all non CP-divisible evolutions that are bijective or at most
point-wise non-bijective. Our method is constructive and pro-
vides a family of initial states able to detect the correlation
backflow. Moreover, the states in this family are all separable
and include states that are arbitrarily close to un-correlated.
II. NON-MARKOVIAN DYNAMICS
We consider a quantum system S with a finite dimensional
Hilbert spaceHS . The set of bounded operators onHS is de-
noted by B(HS ) and the positive semidefinite trace one oper-
ators, i.e., the set of quantum states, is denoted by S (HS ). An
ancillary system A with Hilbert space HA is introduced with
the set of bounded operators and states B(HA) and S (HA),
respectively. The set of bounded operators and states on the
combined Hilbert spaceHA ⊗HS are denoted by B(HA⊗HS )
and S (HA ⊗HS ).
The evolution of S from initial time 0 to a later time
t is described by a dynamical map, i.e., a linear operator
Λt : B(HS ) → B(HS ) that is completely positive and trace
preserving (CPTP). The dynamics of the system is thus de-
scribed by the family of maps {Λt}t parametrized by t. An
important concept for the study of non-Markovian effects is
the divisibility of the dynamical map, as well as Positive (P)
and Completely Positive (CP) -divisibility in terms of inter-
mediate maps Vs,t.
2Definition 1. A dynamical map Λs is called (P/CP) divisible
if it can be expressed as a sequence of linear trace preserving
(P/CP) maps Λs = Vs,tΛt, where Vs,t is a linear trace preserv-
ing (P/CP) map, for any 0 ≤ t ≤ s.
CP-divisibility of a family of dynamical maps has been
taken by many authors as a definition of Markovian evolu-
tion [3].
For a differentiable evolution, any dynamical map Λt, and
any intermediate map Vs,t, can be expressed as a time ordered
exponential
Λt = T e
∫ t
0
Lτdτ, Vs,t = T e
∫ s
t
Lτdτ, (1)
where Lt is the Gorini-Kossakowski-Sudarshan-Lindblad
generator [3, 6, 7] of the evolution, defined as
Lt(ρ) ≡ i[H(t), ρ] +
∑
k
γk(t)
(
Gk(t)ρG
†
k
(t) −
1
2
{
G
†
k
(t)Gk(t), ρ
})
,
(2)
where the γk(t) are real time dependent functions, theGk(t) are
time dependent operators and H(t) is a Hermitian time depen-
dent operator. The generator Lt gives rise to Markovian evo-
lution if and only if it can be written on a form where γk(t) ≥ 0
for all k (See e.g. [3]).
III. CORRELATIONMEASURES THAT ARE
INSUFFICIENT AS WITNESSES
We start by showing the limitations of the ordinarily used
correlation measures in identifying all non-Markovian dy-
namics. In particular, we consider correlation measures be-
tween system S and an ancilla A where Λt acts only on S .
A correlation measure is a function M such that, (i) M ≥ 0;
(ii) M(ρ) = 0 if ρ is a product state; (iii) M is non-increasing
under local operations. Condition (iii) implies that all correla-
tion measures are non-increasing for local CP-divisible evolu-
tions. Thus, if an increase in correlation occurs between time
t and s there is no CP intermediate map Vs,t. This property ex-
plains why correlation measures have been utilized to witness
and quantify non-Markovian effects [8, 11].
A. Entanglement measures
An entanglement measure ME [13] is a correlation measure
that satisfies the additional condition of non-increase under
local operations aided by classical communication. This im-
plies that ME(ρ) = 0 if ρ is a separable state. The idea of
using an entanglement measure to witness non-Markovinity
was first introduced in Ref. [8]. However, for any entangle-
ment measure there are non CP-divisible dynamics that cannot
be witnessed. Consider for instance an evolution that consists
first of an entanglement breaking [15] dynamical map Λt that
maps any state to a separable state, e.g. a sufficiently depo-
larizing map. Any entanglement measure is zero everywhere
on the image of such an evolution. If the dynamics following
this entanglement breaking evolutionΛt is non-Markovian but
P-divisible, separable states are mapped to separable states.
Then any entanglement measure is non-increasing, because
it remains equal to zero, and thus fails to detect the non-
Markovianity.
B. The mutual information
Another commonly used measure is the quantum mutual
information I(ρ) [14]. For states ρAS ∈ S (HA ⊗ HS ) it is
defined as
I(ρAS ) ≡ S (ρA) + S (ρS ) − S (ρAS ), (3)
where S (·) is the von Neumann entropy, and ρA, ρS are the re-
duced states of A and S , respectively. The mutual information
is non-increasing under local CP evolutions. A measure of
non-Markovian effects based on the mutual information was
proposed in Ref. [11]. However, here we demonstrate that the
mutual information does not increase for all non-Markovian
dynamics. There exist evolutions described by random unitary
dynamics that are P-divisible but not CP-divisible for which
no increase in the mutual information occurs.
Random unitary dynamics for a qubit is defined by the dy-
namical maps
Λt(σx)= e
−
∫ t
0
γz(τ)+γy(τ)dτσx, Λt(σy) = e
−
∫ t
0
γz(τ)+γx(τ)dτσy,
Λt(σz)= e
−
∫ t
0
γx(τ)+γy(τ)dτσz, Λt(1) = 1, (4)
where γk(t) are real valued functions of t. The dynamics is CP-
divisible if and only if γk(t) ≥ 0 for k = x, y, z, and P-divisible
if and only if γi(t)+γ j(t) ≥ 0 for all i , j since the intermediate
map Vs,t is then contractive in the trace norm [17–19]. See also
Ref. [20]. The stationary states of the dynamics are 1/2ρA ⊗ I
where ρA is any state in S (HA).
We can introduce an orthonormal basis {ei} of B(HA ⊗HS )
with corresponding coordinates a¯ ≡ {ai}, i.e., Tr(eie j) = δi j
and ai = Tr(ρei). Then, if γk(t) are continuous functions of t,
the time derivative d
dt
I(a¯, t) as a function of a¯ is analytic in the
interior of S (HA⊗HS ) (See appendix A). Where it is analytic
d
dt
I(a¯, t) can be described in a neighbourhood of the stationary
states by Taylor expansions in a¯.
By definition, d
dt
I(a¯, t) = 0 at any stationary state. For the
case dimHA = 2 the first and second derivatives, ∂∂ai
d
dt
I(a¯, t)
and ∂
2
∂ai∂a j
d
dt
I(a¯, t), were calculated at the stationary states in
the interior of S (HA⊗HS ), using a method adapted from [16]
(See Appendix B). All first derivatives are identically zero.
From the second derivatives the eigenvalues of the Hessian
matrix were obtained. Each non-zero eigenvalue is propor-
tional to [γi(t) + γ j(t)] for some i , j, and is non-positive for
P-divisible dynamics and negative if γi(t) + γ j(t) > 0. On the
zero eigenspace of the Hessian and in the neighbourhood of
3the stationary states in the boundary of S (HA ⊗ HS ) we di-
rectly evaluated d
dt
I(a¯, t). On the zero-eigenspace d
dt
I(a¯, t) is
non-positive for P-divisible dynamics, and the neighbourhood
of the stationary states in the boundary of S (HA ⊗ HS ) con-
tains only product states where d
dt
I(a¯, t) = 0 (see Appendix
C).
In conclusion there exist non-Markovian P-divisible dy-
namics for which there is a neighbourhood of the stationary
states where the time derivative of the mutual information is
non-positive. Moreover, for the considered dynamics, it is al-
ways possible to tune the rates γk(τ) for 0 ≤ τ ≤ t so that
the image of Λt is contained in this neighbourhood at the time
t when the non-Markovian regime starts (See Appendix D).
Therefore, there exist evolutions for which the non-Markovian
character cannot be witnessed by an increase in the mutual in-
formation.
IV. A NEW CORRELATIONMEASURE
We saw how ordinarily used correlations measures fail to
detect many cases of non-Markovian dynamics. Now, we seek
to understand if this limitation applies to any correlation mea-
sure or, on the contrary, if there exists a correlation measure
that witnesses any non-Markovian dynamics. Working to-
wards this we introduce a novel correlation measure based on
the distinguishability of the ensembles one party prepares for
the other party by performing local measurements on half of a
bipartite state. To define this measure, we first need to discuss
several concepts related to the distinguishability of quantum
states.
A. Maximally entropic measurements
Consider a system in a quantum state ρ. An n-outcome
measurement on this system is represented by a positive-
operator valued measure (POVM), i.e., a collection of pos-
itive semi-definite operators {Pi}i=1,...,n where the condition∑n
i=1 Pi = 1 holds. Each Pi represents a possible outcome
with the probability of occurrence pi equal to pi = Tr
[
ρPi
]
.
We say that a POVM {Pi}i=1,...,n is maximally entropic (ME-
POVM) for ρ if, when applied on ρ, each outcome has
the same probability of occurrence: pi = 1/n. Indeed, if
S ({pi}i) = −
∑
i pi logn pi is the Shannon entropy of the re-
sulting n-outcome probability distribution, where we take as
the basis of the logarithm in the entropy the number of out-
puts, S ({pi}i) = 1 if and only if pi = 1/n. We define the set of
ME-POVMs for ρ as
Π (ρ) ≡
{
{Pi}i : S ({pi}i) = 1
}
. (5)
For any state ρ, this collection is non-empty (see Appendix E).
Note that the set of ME-POVMs contains measurements with
different number of outputs.
B. Guessing probability of an ensemble
Consider an ensemble of states E = {pi, ρi}i (with i =
1, . . . , n) defined on a finite dimensional state space S (H).
Assume that we know the composition of the ensemble E, and
we want to answer the question: What is the average probabil-
ity to correctly identify a state extracted from E, maximized
over all possible measurements? This quantity is called the
guessing probability of the ensemble
Pg(E) ≡ max
{Pi}i
n∑
i=1
piTr
[
ρi · Pi
]
, (6)
where the maximization is performed over the space of the
n-output POVMs. It is clear that Pg(E) ≥ p, where p =
maxi{pi}i ≥ 1/n, and Pg(E) = p if the states of the ensem-
ble are identical: ρi = ρ for any i = 1, . . . , n. This means that,
if we fix the number of states of an ensemble to n, the mini-
mum value of the guessing probability, i.e. 1/n, is obtained if
the distribution is uniform and the states are identical.
Note that when the ensemble is composed by two equiprob-
able states, i.e. Eeq = {{p1,2 = 1/2}, {ρ1, ρ2}}, Pg(Eeq) can be
expressed in terms of the distinguishability between ρ1 and ρ2
Pg(E
eq) =
1
4
(2 + ||ρ1 − ρ2||1) , (7)
where || · ||1 is the trace norm. The distinguishability is defined
as D(ρ1, ρ2) ≡ ||ρ1 − ρ2||1/2 and Pg(Eeq) − 1/2 = D(ρ1, ρ2)/2.
C. Definition of the correlation measure
We now have all the ingredients needed to define our
correlation measure. Consider a bipartite state ρAB defined
on a finite dimensional state space of a composed system
S (HA ⊗ HB). A measurement {PA,i}i performed on system
A prepares on B the ensemble of states
pi = Tr
[
ρA · PA,i
]
, ρB,i =
TrA
[
ρAB · PA,i
]
pi
, (8)
where ρA = TrA
[
ρAB
]
is the reduced state on A.
A correlation measure CA is obtained by maximizing the
guessing probability of these ensembles over all ME-POVMs
on A,
CA(ρAB) ≡ max
{PA,i}i∈ΠA(ρA)
Pg
(
E
(
ρAB,
{
PA,i
}
i
))
−
1
2
. (9)
Alternatively, we could perform a ME-POVM on the system
B (instead of A) and obtain a measure
CB(ρAB) ≡ max
{PB,i}i∈ΠB(ρB)
Pg
(
E
(
ρAB,
{
PB,i
}
i
))
−
1
2
. (10)
A natural way to construct a symmetric measure with respect
to A and B is the following:
C(ρAB) ≡ max {CA(ρAB), CB(ρAB)} . (11)
4FIG. 1. Left: in the standard setting, an initial state between system
S and ancilla A is used. An increase of correlations between these
two parts witnesses the presence of non-Markovian effects. Right:
in our extended setting, the whole system consists of 3 parts, system
S ans ancilla A as before, plus an extra ancilla A′. An increase of
the correlations over the bipartition A versus S A′ is used to witness
non-Markovian evolutions.
Operationally, this correlation measure is defined by the most
distinguishable ensemble of equiprobable states of either sys-
tem A or B that can be obtained by performing measurements
on the other subsystem.
To show that C(ρAB) is a proper correlation measure, we
must prove that it is: (i) non-negative: C(ρAB) ≥ 0, (ii) zero-
valued for product states: C(ρA ⊗ ρB) = 0 and (iii) monotone
under local operations.
We prove (ii) only for CA because the generalization for C
is obvious. For any product state ρAB = ρA ⊗ ρB and measure-
ment on A, the output states are identical, i.e. ρB,i = ρB, ∀i.
Considering that the guessing probability of an equiprobable
ensemble of n identical states is 1/n (Section IVB), and since
the minimum number of outcomes is two, we conclude that
C(ρA ⊗ρB) = 0. Consequently, the property (i) is trivial, while
the proof for (iii) is given in Appendix F.
V. WITNESSING NON-MARKOVIAN DYNAMICSWITH
THE NEW CORRELATIONMEASURE
After presenting the new correlationmeasure, we show how
to use it to detect non-Markovian evolutions. In what follows,
we prove that for any non-Markovian evolution that is at most
point-wise non-bijective, we can find an initial state ρ(τ)
AB
(0)
such thatC(ρ(τ)
AB
(t)) increases between time t = τ and t = τ+∆t
if and only if there is no CP intermediate map Vτ+∆t,τ. At the
moment we are unable to extend the proof to non-Markovian
evolutions that are non-bijective in finite time intervals. Note
however that the set of non-Markovian evolutions not cov-
ered by our result has zero measure in the space of evolutions.
More precisely, if we take an evolution that is non-bijective
in a finite time interval and add a perturbation chosen at ran-
dom with respect to a Borel measure, this yields an at most
point-wise non-bijective evolution with probability one [21].
To take full advantage of the new measure, we extend the
standard setting and consider a scenario where A is an an-
cillary qubit and B is composed of the system S undergoing
evolution and a suitably chosen ancilla A′, see Fig.1. First,
we construct the state ρ(τ)
AB
(t) to be used as a probe. Second,
we show that for the class of non-Markovian dynamics spec-
ified above, CA(ρ
(τ)
AB
(t)) shows correlation backflow. Finally,
we show that C(ρ(τ)
AB
(t)) behaves in the same way.
A. The probe
Let Λt represent a bijective or pointwise non-bijective non-
Markovian dynamical map that acts on the system S and in-
troduce an ancillary system A′. As shown in Ref. [10], it is al-
ways possible to find a pair of initial states {ρ′(τ)
B
(0), ρ′′(τ)
B
(0)} ∈
S (HB) = S (HA′ ⊗ HS ) that show an increase in distinguisha-
bility between time t = τ and t = τ + ∆t
∣∣∣∣∣∣ρ′(τ)
B
(τ + ∆t) − ρ′′(τ)
B
(τ + ∆t)
∣∣∣∣∣∣
1
>
∣∣∣∣∣∣ρ′(τ)
B
(τ) − ρ′′(τ)
B
(τ)
∣∣∣∣∣∣
1
, (12)
if and only if there is no CP intermediate map Vτ+∆t,τ, where
the evolution of the system B is given by the dynamical map
1A′ ⊗Λt. A recipe to derive these states was provided in [10].
The particular bipartite states ρ(τ)
AB
(t) for which we exam-
ine the correlation CA are classical-quantum states, where the
system A is a qubit. Our “probe” state is
ρ
(τ)
AB
(t) ≡
1
2
(
|0〉〈0|A ⊗ ρ
′(τ)
B
(t) + |1〉〈1|A ⊗ ρ
′′(τ)
B
(t)
)
, (13)
where BA ≡ {|0〉A, |1〉A} is an orthonormal basis forHA. Since
only the system B is involved in the evolution, ρ(τ)
AB
(t) is given
by Eq. (13) for any t ≥ 0. Note that from Eq. (13) it follows
that ρ(τ)
AB
(t) does not contain any entanglement. Moreover, the
state can be chosen arbitrarily close to an uncorrelated state
since, as shown in [10], one can always choose states ρ′(τ)
B
(0)
and ρ′′(τ)
B
(0) arbitrarily close to each other.
B. Detecting the correlation backflow
In this section we show how the correlation measure
CA(ρ
(τ)
AB
(t)), and later C(ρ(τ)
AB
(t)), witnesses bijective non-
Markovian dynamics. We study CA(ρ
(τ)
AB
(t)) considering only
2-output ME-POVMs on A, since these are optimal for ρ(τ)
AB
(t)
(see Appendix I).
In order to evaluate CA(ρ
(τ)
AB
(t)), we need to understand
which {PA,i}i provides the highest guessing probability of
the associated output ensemble E(ρ(τ)
AB
, {PA,i}i) = {{p1,2 =
1/2}, {ρB,1, ρB,2}}. Considering Eq. (7), we conclude that the
maximization in CA(ρ
(τ)
AB
) selects a ME-POVM that provides
the largest ||ρB,1 − ρB,2||1. Let λ ∈ [0, 1] and η ∈ [0, 1] be the
diagonal elements of PA,1 in the orthogonal basisBA. It is easy
to show that λ + η = 1 for ME-POVMs. The corresponding
output states are
ρB,1 = λρ
′(τ)
B
(t) + ηρ′′(τ)
B
(t) ,
ρB,2 = (1 − λ)ρ
′(τ)
B
(t) + (1 − η)ρ′′(τ)
B
(t) , (14)
and their distinguishability is
||ρB,1 − ρB,2||1 = |λ − η| · ||ρ
′(τ)
B
(t) − ρ′′(τ)
B
(t)||1 . (15)
5Since 0 ≤ |λ − η| ≤ 1, the maximum is obtained when either
λ or η is equal to 1. In both cases the output states are ρ′(τ)
B
(t)
and ρ′′(τ)
B
(t) and we get:
CA(ρ
(τ)
AB
(t)) =
||ρ
′(τ)
B
(t) − ρ′′(τ)
B
(t)||1
4
. (16)
In Appendix G we prove that CA(ρ
(τ)
AB
(t)) ≥ CB(ρ
(τ)
AB
(t)),
i.e., C(ρ(τ)
AB
(t)) = CA(ρ
(τ)
AB
(t)) . It follows that C(ρ(τ)
AB
(t)) =
D(ρ′(τ)
B
(t), ρ′′(τ)
B
(t))/2 and, using Eq. (12), we conclude that
C
(
ρ
(τ)
AB
(τ + ∆t)
)
> C
(
ρ
(τ)
AB
(τ)
)
, (17)
if and only if there is no CP intermediate map Vτ+∆t,τ.
VI. DISCUSSION
Themain motivation of this work is to understand the power
of correlations to witness non-Markovian evolutions. We have
first provided examples of non-Markovian random unitary
qubit evolutions for which the quantum mutual information
between system and ancilla never increases. Moreover, we
have pointed out that any entanglement measure is insuffi-
cient for witnessing any P-divisible non-Markovian dynam-
ics that takes place after an initial Markovian entanglement
breaking evolution. We then introduced a new correlation
measure and showed that, in an extended setting with a sec-
ond ancilla, it displays backflow for almost all non-Markovian
evolutions. More precisely, it displays backflows for all non-
Markovian evolutions that are bijective or at most point-wise
non-bijective. In particular, for such a dynamic we have
shown how any increase in distinguishability of an equiprob-
able two-state ensemble on the system-ancilla, implies an in-
crease in the correlations between the system-ancilla and a
second ancilla qubit. For a given dynamics we described how
states that exhibit such an increase in correlations can be con-
structed. These states have no entanglement across the given
bipartition and can be chosen to be arbitrarily close to an un-
correlated state.
The question if there exists a measure of correlation with
the property of being non-increasing if and only if the dynam-
ics is CP-divisible, without any restrictions on the dynamics,
is still open, both in the case of system-ancilla correlations
and in the extended setting with a second ancilla. A possi-
ble avenue consists of understanding how to adapt the results
in [9], valid for any non-Markovian evolution, to our correla-
tion measure. Another open question is to understand if the
use of the second ancilla provides an advantage for other cor-
relation measures, as it happened for the correlation measure
considered in this work.
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6Appendix A: Taylor expansion of the time derivative of the
mutual information
As a tool to investigate the time dependence of the mutual
information we delineate how the time derivative of the of the
mutual information d
dt
I(a¯, t) ≡ d
ds
I[a¯,Vs,t]
∣∣∣
s=t
can be described
by a Taylor expansion in the ai at a¯. In particular we consider
its behaviour in neighbourhoods of the stationary states of a
given evolution.
The mutual information I(ρ) is analytic for all ρ of full
rank, i.e., everywhere in the interior int[S (HA ⊗ HS )] of
the set of states. Thus, for any open neighbourhood U ⊂
int[S (HA⊗HS )] of ρ the mutual information equals its Taylor
series and we can use Taylor expansions to analyse its local
properties. Moreover, the time derivative of the mutual infor-
mation is also analytic if the dynamics is differentiable. To
see this note that the time derivative d
dt
I(a¯, t) ≡ d
ds
I[a¯,Vs,t]
∣∣∣
s=t
can be expressed as d
dt
I(a¯, t) =
∑
i, j a j
dVi j(s,t)
ds
∣∣∣
s=t
∂
∂ai
I(a¯, t) where
Vi j(s, t) ≡ Tr[eiIA ⊗ Vs,t(e j)] . Next, assume that
dVi j(s,t)
ds
∣∣∣
s=t
is well defined for each i j. Then, since products, linear
combinations, and derivatives of analytic functions are ana-
lytic it follows that d
dt
I(a¯, t) is analytic as a function of a¯ in
int[S (HA ⊗HS )].
Thus, if Vs,t is differentiable ddt I(a¯, t) can be described in an
open neighbourhood of any state in int[S (HA ⊗ HS )] by its
Taylor expansion. On the boundary of S (HA ⊗ HS ) on the
other hand the partial derivatives in a¯ need not even be well
defined to all orders.
Let a¯0 be the coordinate of a stationary state in int[S (HA ⊗
HS )] of a linear divisible dynamic described by Λt. Since
d
dt
I(a¯0, t) = 0 the sign of ddt I(a¯, t) in a neighbourhood of a¯0
is determined by the terms of higher order than zero of the
Taylor expansion of d
dt
I(a¯, t) with respect to a¯.
1. Neighbourhoods of critical points
Unless all first derivatives are non-zero it is necessary to
consider higher order terms of the Taylor expansion. In par-
ticular this is true if all first derivatives with respect to a¯ are
zero, i.e., if a¯0 is a critical point of ddt I(a¯, t).
The nature of a critical point a¯0 can be investigated by cal-
culating the eigenvalues of the Hessian matrix, i.e., the matrix
Hi, j =
∂2
∂ai∂a j
d
dt
I(a¯, t). However, at a stationary state, the Hes-
sian Hi, j does not have full rank since ddt I(a¯, t) = 0 on the
set of stationary states S s of Vs,t, and on all product states
S p. Therefore any eigenvector of the Hessian that is tangent
to S s ∪ S p corresponds to a zero eigenvalue. The behaviour
of d
dt
I(a¯, t) on the zero-eigenspace E0 of Hi, j cannot be de-
termined from the Hessian matrix since it depends on higher
order derivatives.
On the complement of E0, i.e., on EC0 ≡ B(HA ⊗ HS )\E0,
the Hessian does describe the behaviour of d
dt
I(a¯, t) in some
neighbourhood of a¯0. In particular, if all eigenvalues of the
Hessian that correspond to eigenvectors tangent to EC0 are neg-
ative there exist some neighbourhoodU−a¯0 of a¯0 where
d
dt
I(a¯, t)
is negative in U−a¯0 ∩ E
C
0 . If all eigenvalues of the Hessian that
correspond to eigenvectors that are tangent to EC0 are positive
there exist some neighbourhood U+a¯0 of a¯0 where
d
dt
I(a¯, t) is
positive in of U+a¯0 ∩ E
C
0 .
Appendix B: Calculating partial derivatives
A direct calculation of the derivatives of d
dt
I(a¯, t) with re-
spect to the ai can be demanding since the eigenvalues of ρ are
the roots of a degree dim(HA ⊗HS ) polynomial. To avoid this
difficulty we use a method for calculating the derivatives and
second derivatives in a point a¯ adapted from Ref. [16]. The
method given there is valid for real symmetric matrices but the
generalization to Hermitian complex matrices is straightfor-
ward. We describe this method in the following paragraphs.
Let f be a spectral function defined on a set of n×n Hermi-
tian matrices A parametrized by real numbers ai. By spectral
function we mean a function that only depends on the eigen-
values {λk}nk=1 of A but not on the ordering of the eigenvalues.
Furthermore, assume that f is analytic in the point a¯ and let
uk(a¯) be the normalized eigenvector of A(a¯) corresponding to
the eigenvalue λk(a¯).
Then the first and second order partial derivatives of f with
respect to the parameters ai in point a¯ can be expressed as
∂ f (a¯)
∂ai
=
∑
k
∂ f [λ(a¯)]
∂λk
hki (a¯), (B1)
and
∂2 f (a¯)
∂ai∂a j
=
∑
k,l
∂2 f [λ(a¯)]
∂λk∂λl
hki (a¯)h
l
j(a¯)
+
∑
k
∂ f [λ(a¯)]
∂λk
hki j(a¯) + ηi j(a¯), (B2)
respectively, where
hki (a¯) =u
†
k
∂A(a¯)
∂ai
uk,
hki j(a¯) =u
†
k
∂2A(a¯)
∂ai∂a j
uk +
∑
l|λk,λl
αkl
i j
(a¯)
λk(a¯) − λl(a¯)
,
αkli j(a¯) =
(
u
†
k
(a¯)
∂A(a¯)
∂ai
ul(a¯)
) (
u
†
l
(a¯)
∂A(a¯)
∂a j
uk(a¯)
)
+
(
u
†
k
(a¯)
∂A(a¯)
∂a j
ul(a¯)
) (
u
†
l
(a¯)
∂A(a¯)
∂ai
uk(a¯)
)
,
ηi j(a¯) =
∑
k,l|λk=λl ,k<l
αkli j(a¯)
∂2 f [λ(a¯)]
∂2λk
. (B3)
Note that when some eigenvalues coincide the choice of
eigenvectors is not unique. However, while e.g. hk
i
depends
on this choice the partial derivatives themselves are indepen-
dent and can be evaluated using any choice of eigenvectors.
When the diagonal form of A and the eigenvectors uk(a¯)
are known the method described here can greatly simplify the
computation of the partial derivatives.
7Appendix C: Mutual information for random unitary dynamics
We here show that the mutual information is non-increasing
for some cases of non CP-divisible random unitary qubit dy-
namics by studying a neighbourhood of the stationary states
using the methods described in Appendix A and Appendix B.
Random unitary dynamics for a qubit is defined by the dy-
namical maps
Λt(σx)= e
−
∫ t
0
γz(τ)+γy(τ)dτσx,
Λt(σy)= e
−
∫ t
0
γz(τ)+γx(τ)dτσy,
Λt(σz)= e
−
∫ t
0
γx(τ)+γy(τ)dτσz,
Λt(1)= 1, (C1)
where γk(t) are real valued functions of t. The dynamicalmaps
are bijective for all t and the intermediate maps are given by
Vs,t(σx)= e
−
∫ s
t
γz(τ)+γy(τ)dτσx,
Vs,t(σy)= e
−
∫ s
t
γz(τ)+γx(τ)dτσy,
Vs,t(σz)= e
−
∫ s
t
γx(τ)+γy(τ)dτσz,
Vs,t(1)= 1. (C2)
The corresponding generator of the dynamics is
Lt(ρ) =
∑
k=x,y,z
γk(t)(σkρσk − ρ). (C3)
The dynamics is CP-divisible if and only if γk(t) ≥ 0 for all
k. Moreover, the dynamics is P-divisible if and only if the
conditions
γy(t) + γz(t) ≥ 0,
γx(t) + γz(t) ≥ 0,
γx(t) + γy(t) ≥ 0, (C4)
are satisfied since the intermediate maps are then contractive
in the trace norm [17–19].
We consider an ancilla that is also a qubit and explicitly
introduce coordinates ai for B(HA ⊗ HS ) with respect to an
orthonormal basis {ei}15i=0 defined by
e0 = 1 ⊗ 1, e8 = σy ⊗ 1,
e1 = 1 ⊗ σx, e9 = σy ⊗ σx,
e2 = 1 ⊗ σy, e10 = σy ⊗ σy,
e3 = 1 ⊗ σz, e11 = σy ⊗ σz,
e4 = σx ⊗ 1, e12 = σz ⊗ 1,
e5 = σx ⊗ σx, e13 = σz ⊗ σx,
e6 = σx ⊗ σy, e14 = σz ⊗ σy,
e7 = σx ⊗ σz, e15 = σz ⊗ σz, (C5)
where all operators are of the form χA ⊗ χS for χA ∈ B(HA)
and χS ∈ B(HS ). A state ρ is represented as
ρ =
1
4
1 ⊗ 1 +
15∑
i=1
aiei, (C6)
where ai = 14 Tr(ρei).
We begin the analysis of d
dt
I(a¯, t) in the neighbourhood of
the stationary states by considering int[S (HA ⊗ HS )] where
d
dt
I(a¯, t) is analytic. We calculate the first and second deriva-
tives of d
dt
I(a¯, t) at the stationary states in the interior of the set
of states and find the eigenvalues of the Hessian matrix. On
the subset of states that fall in the zero eigenspace of the Hes-
sian we then directly evaluate d
dt
I(a¯, t). Finally, we describe
the neighbourhood of the intersection of the stationary states
with the boundary of the set of states.
The stationary states are of the form 1/2ρA ⊗1 for arbitrary
ρA. For these states all first derivatives ddt I(a¯, t) with respect
to a¯ are zero. Therefore, there exists some sufficiently small
neighbourhood of the set of stationary states where the second
order terms of the Taylor expansion in a¯ determines the sign of
d
dt
I(a¯, t), in every direction where the second derivative is non-
zero. For the purpose of calculating these derivatives we note
that unitary transformations on the ancilla do not change the
mutual information and it is sufficient to consider diagonal ρA.
Thus, the purity of the state of the ancilla is the only relevant
parameter. The diagonal stationary states are of the form 141⊗
1 + a12σz ⊗ 1 for −1/4 ≤ a12 ≤ 1/4. The states for which
−1/4 < a12 < 1/4 are in int[S (HA ⊗ HS )] and the states with
coordinates a12 = ±1/4 are at the boundary of the set of states.
The second derivatives at the diagonal stationary states
were calculated using the method described in Appendix B
and the Hessian matrix was diagonalized. The Hessian has 6
eigenvalues that are identically zero for all stationary states in
int[S (HA ⊗ HS )] regardless of the values of the parameters
γk(t) and 9 eigenvalues that can take non-zero values. These 9
eigenvalues are
32[γy(t) + γz(t)]
16a
2
12 + 1
16a212 − 1
 ,
32[γx(t) + γz(t)]
16a
2
12 + 1
16a212 − 1
 ,
32[γx(t) + γy(t)]
16a
2
12 + 1
16a212 − 1
 ,
−8[γy(t) + γz(t)]
atanh(4a12)
a12
,
−8[γy(t) + γz(t)]
atanh(4a12)
a12
,
−8[γx(t) + γz(t)]
atanh(4a12)
a12
,
−8[γx(t) + γz(t)]
atanh(4a12)
a12
,
−8[γx(t) + γy(t)]
atanh(4a12)
a12
,
−8[γx(t) + γy(t)]
atanh(4a12)
a12
. (C7)
8The eigenvalues in Eq. (C7) are all non-positive if and only
if the conditions in Eq. (C4) are satisfied, i.e., if and only if
the dynamics is P-divisible. In particular they are all strictly
negative if γi(t) + γ j(t) > 0 for all i, j. In this case there ex-
ists a sufficiently small neighbourhood of the stationary states
where d
dt
I(a¯, t) is negative in all the directions that have a non-
zero component orthogonal to the zero-eigenspace of the Hes-
sian .
Next, we investigate d
dt
I(a¯, t) on the eigenspace of the
eigenvalues that are identically zero, where its sign is deter-
mined by higher order derivatives. Here it is straightforward
to evaluate d
dt
I(a¯, t) directly. The zero eigenspace E0(a12) as a
function of a12, is spanned by the six vectors (1+4a12σz)⊗σi
and σi ⊗ 1 for i = x, y, z. These vectors are tangent to the set
of product states, but the tangent plane E0(a12) also contains
correlated states. Consider the point 141⊗1+ a0σz ⊗1 on the
set of stationary states. The states in the subspace E0(a0) are
of the form
1
4
1 ⊗ 1 + (1 + 4a0σz) ⊗ (a1σx + a2σy + a3σz)
+(a4σx + a8σy + a12σz) ⊗ 1. (C8)
Since the mutual information is independent of unitary trans-
formations on the system we can diagonalize a1σx + a2σy +
a3σz. Let ±λ(s) = ±
√
a21(s) + a
2
2(s) + a
2
3(s) be the corre-
sponding eigenvalues as functions of time where
a1(s)= a1e
−
∫ s
t
γz(τ)+γy(τ)dτ,
a2(s)= a2e
−
∫ s
t
γz(τ)+γx(τ)dτ,
a3(s)= a3e
−
∫ s
t
γx(τ)+γy(τ)dτ. (C9)
The density matrix is now block-diagonal and the characteris-
tic polynomial factorizes into two quadratic polynomials. The
mutual information I[E0(a0)] calculated from the correspond-
ing eigenvalues, as a function on E0(a0), is
I[E0(a0)] =
(
1
4
− λ(s) − ω−
)
ln
(
1
4
− λ(s) − ω−
)
+
(
1
4
− λ(s) + ω−
)
ln
(
1
4
− λ(s) + ω−
)
+
(
1
4
+ λ(s) + ω+
)
ln
(
1
4
+ λ(s) + ω+
)
+
(
1
4
+ λ(s) − ω+
)
ln
(
1
4
+ λ(s) − ω+
)
−
(
1
2
+ 2λ(s)
)
ln
(
1
2
+ 2λ(s)
)
−
(
1
2
− 2λ(s)
)
ln
(
1
2
− 2λ(s)
)
−
(
1
2
+ 2η
)
ln
(
1
2
+ 2η
)
−
(
1
2
− 2η
)
ln
(
1
2
− 2η
)
, (C10)
where ω± =
√
a24 + a
2
8 + [a12 ± 4a0λ(t)]
2 and η =√
a24 + a
2
8 + a
2
12. Since the only dependence of s in I[E0(a0)]
is in λ(s), the time derivative of the mutual information can be
expressed as dI[E0 (a0)]
dt
=
dI[E0 (a0)]
dλ(s)
dλ(s)
ds
∣∣∣
s=t
, where dλ(s)
ds
∣∣∣
s=t
has
the form
a21[γz(t) + γy(t)] + a
2
2[γx(t) + γz(t)] + a
2
3[γx(t) + γy(t)]√
a21 + a
2
2 + a
2
3
.
(C11)
When the conditions in Eq. (C4) are satisfied, i.e., when
the dynamics is P-divisible, dλ(s)
ds
∣∣∣
s=t
is non-negative for all
a1, a2, a3. Since
dI[E0 (a0)]
dt
≤ 0 for all a¯ ∈ E0(a0) when the
dynamics is CP-divisible it follows that dI[E0 (a0)]
dλ(s)
∣∣∣
s=t
is non-
positive for all a¯ ∈ E0(a0). Therefore we can conclude that
dI[E0 (a0)]
dt
≤ 0 for all a¯ ∈ E0(a0) when Vs,t is P-divisible.
The above analysis shows that there exist non-Markovian
P-divisible dynamics for which there is a neighbourhood of
the stationary states in int[S (HA ⊗ HS )] where no increase
of the mutual information occurs. It remains to consider the
neighbourhood of the set of stationary states in the boundary
of the set of states, i.e., the neighbourhood of 1/4(1+σz) ⊗ 1
and 1/4(1−σz)⊗1. The states for which a12 = ±1/4 are of the
form 1/4(1 ± σz) ⊗ ρ, where ρ ∈ B(HS ). This can be seen by
noting that if a12 = ±1/4, it follows that a4 = a8 = 0 to ensure
non-negative eigenvalues of the reduced state on HA. Thus,
for such states the reduced state of the ancilla is pure, which
implies that all states in this neighbourhood of 1/4(1±σz)⊗ρ
are product states. Since any product state has zero mutual
information and remains a product state during the evolution it
follows that d
dt
I(a¯, t) is zero for all states in any neighbourhood
of 1/4(1 ± σz) ⊗ 1 where a12 = ±1/4.
Finally, we can conclude that there exist non-Markovian P-
divisible dynamics for which there is a neighbourhood of the
stationary states where no increase in the mutual information
occurs. Moreover, the rates γk(τ) for 0 ≤ τ ≤ t can be chosen
such that the image of Λt is contained in this neighbourhood.
Therefore, there exist evolutions for which the non-Markovian
character can not be witnessed by an increase in the mutual
information.
Appendix D: Tuning the rates to resize the image of Λt
Here we describe how the image of Λt for a random unitary
dynamics can always be contained in a given neighbourhood
of the stationary states by tuning the rates γk.
Consider the random unitary dynamics defined by
Λt(σx)= e
−
∫ t
0
γz(τ)+γy(τ)dτσx, Λt(σy) = e
−
∫ t
0
γz(τ)+γx(τ)dτσy,
Λt(σz)= e
−
∫ t
0
γx(τ)+γy(τ)dτσz, Λt(1) = 1. (D1)
For any ǫ > 0 we can choose the functions γk(τ) such that
e−
∫ t
0
γi(τ)+γ j(τ)dτ < ǫ for all i , j. Moreover, the value of the in-
9tegral
∫ t
0
γi(τ)+γ j(τ)dτ can be made arbitrarily large indepen-
dently of the γk(t). This can be done for example by choos-
ing γk(τ) such that the integral
∫ t2
t1
γk(τ)dτ > − ln(ǫ) where
0 < t1 < t2 < t, for each k.
Therefore, for any neighbourhood of the stationary states at
time t and any γk(t) we can choose the γk(τ) for 0 < τ < t
such that the image of Λt is contained in this neighbourhood.
Appendix E: The set of maximally entropic measurements is
non-empty
We explicitly construct an element {Pi}i of Π(ρ) for an ar-
bitrary state ρ. The method that we use should convince the
reader that there are innumerable other ways to construct a
ME-POVM with any number of outputs.
By definition {Pi}i=1,...,n ∈ Π(ρ) if the output ensemble
E(ρ, {Pi}i) = {pi, ρi}i is characterized by pi = 1/n. In gen-
eral, we have that pi = Tr
[
ρPi
]
,. Using an orthogonal de-
composition of ρ, we can always write it as ρ =
∑d
i=1 πi|i〉〈i|,
where {|i〉}i is an orthonormal basis of the Hilbert space H .
The condition
∑d
i=1 πi = 1 implies that there exist an i, such
that S (i) ≡
∑i
i=1 πi > 1/2 and S (i − 1) ≡
∑i−1
i=1 πi ≤ 1/2. We
consider the following class of 2-output POVM that depends
on a real parameter ω ∈ [0, 1]: P1(ω) =
∑i−1
i=1 |i〉〈i| + ω|i〉〈i| ,
P2(ω) = (1 − ω)|i〉〈i| +
∑d
i=i+1
|i〉〈i| . We evaluate p1 for a gen-
eral value of ω and we obtain: p1(ω) =
∑i−1
i=1 πi + ωπi =
S (i − 1) + ωπi . It is clear that, since p1(0) = S (i − 1) ≤ 1/2
and p1(1) = S (i) > 1/2, the valueω = ω ≡ (1/2−S (i−1))/πi,
gives the uniform distribution p1,2(ω) = 1/2 and consequently
{Pi(ω)}i ∈ Π(ρ), i.e„ is a ME-POVM for ρ.
Appendix F: Monotonic behaviour of C(ρAB) under local
operations
Firstly, we prove that CA(ρAB) is monotone under local op-
erations of the form ΛA ⊗ 1B, and secondly we consider the
case where the local operation is 1A ⊗ ΛB, where ΛA (ΛB) is
a CPTP map on A (B). The proof for CA(ρAB) easily general-
izes to CB(ρAB) andC(ρAB). We denote the set of ME-POVMs
acting on A for the state ρAB by ΠA(ρAB) and similarly for B.
In order to show the effect of the application of a local oper-
ation of the formΛA⊗1B onCA(ρAB), we look atΠA(ρAB) in a
different way. Each element of this collection is a ME-POVM
for ρAB, i.e. they generate sets of equiprobable ensembles
of states (EES) from ρAB. In fact, Eq. (9) is a maximization
over all the possible EES that we can generate from ρAB with
a measurement procedure on A.
The effect of the first local operation that we consider is:
ρ˜AB = (ΛA ⊗ 1B) (ρAB) =
∑
k (Ek ⊗ 1B) · ρAB · (Ek ⊗ 1B)
† ,
where {Ek}k is the set of the Kraus operators that defines ΛA.
What is the relation between ΠA(ρAB) and ΠA(ρ˜AB)? Given an
n-output ME-POVM for ρ˜AB, i.e. {PA,i}i ∈ ΠA(ρ˜AB), the prob-
abilities and the states of the output ensemble E
(
ρ˜AB, {PA,i}i
)
are p˜i = Tr
[
ρ˜AB · PA,i
]
= 1/n and ρ˜B,i = TrA
[
ρ˜AB · PA,i
]
/ p˜i.
Now we look at the term:
TrA
[
ρ˜AB · PA,i
]
= Tr
[
(ΛA ⊗ 1B)(ρAB) · PA,i
]
=
= TrA

∑
k
(Ek ⊗ 1B) · ρAB · (E
†
k
⊗ 1B) · PA,i
 =
= TrA
ρAB
∑
k
(E†
k
⊗ 1B) · PA,i · (Ek ⊗ 1B)
 =
= TrA
[
ρAB · Λ
∗
A(PA,i)
]
= TrA
[
ρAB · P˜A,i
]
,
and we rewrite the probabilities and the output states as:
p˜i = Tr[ρAB · P˜A,i] = 1/n and ρB,i = TrA[ρAB · P˜A,i]/ p˜i.
This ensemble is an EES. Next we show that: {P˜A,i}i ={
Λ
∗
A
(
PA,i
)}
i
= {
∑
k E
†
k
· PA,i · Ek}i , is a POVM. The elements
of {P˜A,i}i sum up to the identity:
∑
i P˜A,i =
∑
k,i E
†
k
PA,i Ek =∑
k E
†
k
(∑
i PA,i
)
Ek =
∑
k E
†
k
Ek = 1B , and they are posi-
tive operators: P˜A,i =
∑
k E
†
k
PA,i Ek =
∑
k E
†
k
M
†
A,i
MA,i Ek =
M˜
†
A,i
M˜A,i , where the decomposition PA,i = M
†
A,i
MA,i exists
since PA,i is positive-semidefinite and M˜A,i =
∑
k MA,i Ek. It
follows that, {P˜A,i}i is a ME-POVM for ρAB, i.e. {P˜A,i}i ∈
ΠA(ρAB). Thus, for every ME-POVM {PA,i}i ∈ ΠA(ρ˜AB) for
ρ˜AB, there is a ME-POVM {P˜A,i}i ∈ ΠA(ρAB) for ρAB, such
that the output ensembles are identical: E(ρ˜AB, {PA,i}i) =
E(ρAB, {P˜A,i}i). Thus, any EES that can be generated from ρ˜AB,
is obtainable from ρAB as well:⋃
{PA,i}i∈ΠA(ρ˜AB)
E
(
ρ˜AB, {PA,i}i
)
⊆
⋃
{PA,i}i∈ΠA(ρAB)
E
(
ρAB, {PA,i}i
)
.
Finally, because CA(ρAB) could be thought as the maximum
guessing probability of the EESs that can be generated from
ρAB (see Eq. (9)), we conclude that:
CA (ρAB) ≥ CA ((ΛA ⊗ 1B) (ρAB)) , (F1)
for any state ρAB and CPTP map ΛA.
Next we show the property of monotonicity of CA(ρAB)
under the action of local operations of the form 1A ⊗ ΛB.
We find that the collection of the ME-POVMs for ρ˜AB =
(
1A ⊗ ΛB) (ρAB), i.e. ΠA(ρ˜AB), coincides with ΠA(ρAB).
In order to prove this, we apply a general POVM {PA,i}i
on both ρAB and ρ˜AB and we show that the respective out-
put ensembles are defined by the same probability distri-
bution. We can write pi = Tr
[
ρAB · PA,i
]
and p˜i =
Tr
[
(1A ⊗ ΛB)(ρAB) · PA,i
]
= Tr
[
ρAB · PA,i
]
, where the last
step uses the trace-preserving property of the superoperator
1A ⊗ ΛB. Consequently, pi = 1/n if and only if p˜i = 1/n and
{PA,i}i ∈ ΠA(ρAB) if and only if {PA,i}i ∈ ΠA(ρ˜AB):
ΠA(ρAB) = ΠA(ρ˜AB) . (F2)
Given a ME-POVM for both ρAB and ρ˜AB, we relate the output
states:
ρ˜B,i = ΛB · TrA
[
ρABPA,i
]
/pi = ΛB(ρB,i) . (F3)
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From Eq. (F3) and the definition of the guessing probability,
it follows that:
Pg
({
pi, ρB,i
}
i
)
≥ Pg
({
pi, ΛB(ρB,i)
}
i
)
, (F4)
and, considering Eq. (F2), Eq. (F3) and Eq. (F4):
CA (ρAB) ≥ CA ((1A ⊗ ΛB) (ρAB)) , (F5)
that is true for any state ρAB and CPTP map ΛB. We underline
that from this proof we automatically obtain the invariance
under local unitary transformations.
Appendix G: Proof that CA(ρ
(τ)
AB
) ≥ C(2)
B
(ρ(τ)
AB
)
In this appendix (where we omit the time dependence of
ρ
(τ)
AB
(t), ρ′(τ)
B
(t) and ρ′′(τ)
B
(t)) we show that CA(ρ
(τ)
AB
) ≥ C(2)
B
(ρ(τ)
AB
),
where C(2)
B
(ρ(τ)
AB
) is defined by:
C
(2)
B
(ρ(τ)
AB
) = max
{PB,i}i∈Π
(2)
B
(
ρ
(τ)
AB
)Pg
(
E
(
ρ
(τ)
AB
,
{
PB,i
}
i
))
−
1
2
,
where Π(2)
B
(ρ(τ)
AB
) is the set of the 2-output ME-POVMs acting
on B. In Appendix H we show that C(2)
B
(ρ(τ)
AB
) = CB(ρ
(τ)
AB
) and
this completes the proof that CA(ρ
(τ)
AB
) ≥ CB(ρ
(τ)
AB
).
We apply a general but fixed 2-output ME-POVM for ρ(τ)
AB
,
where now the measured system is B: {P(2)
B,i
}i = {PB, PB} ∈
ΠB(ρ
(τ)
AB
), where PB = 1B − PB. The output ensemble
E(ρ(τ)
AB
, {P
(2)
B,i
}i) = {pA,i, ρA,i}i is composed by an uniform distri-
bution (by definition of ME-POVM) and states in the follow-
ing form:
pA,1 =
1
2
TrB
[(
ρ
′(τ)
B
+ ρ
′′(τ)
B
)
PB
]
=
1
2
, (G1)
pA,2 =
1
2
TrB
[(
ρ
′(τ)
B
+ ρ
′′(τ)
B
)
PB
]
=
1
2
, (G2)
ρA,1 = |0〉〈0|ATrB
[
ρ
′(τ)
B
PB
]
+ |1〉〈1|ATrB
[
ρ
′′(τ)
B
PB
]
, (G3)
ρA,2 = |0〉〈0|ATrB
[
ρ
′(τ)
B
PB
]
+ |1〉〈1|ATrB
[
ρ
′′(τ)
B
PB
]
. (G4)
If we use Eq. (7) to get Pg(E(ρ
(τ)
AB
, {P
(2)
B,i
}i)), firstly we have to
evaluate ||ρA,1 − ρA,2||1. Hence, with Eqs. (G1)-(G4), we can
write it as:
|||0〉〈0|ATrB
[
ρ
′(τ)
B
· ∆PB
]
+ |1〉〈1|ATrB
[
ρ
′′(τ)
B
· ∆PB
]
||1 =
= |TrB
[
ρ
′(τ)
B
· ∆PB
]
| + |TrB
[
ρ
′′(τ)
B
· ∆PB
]
| ,
where ∆PB = PB − PB. Hence:
||ρA,1 − ρA,2||1 = max
±
|TrB
[
(ρ′(τ)
B
± ρ
′′(τ)
B
) · ∆PB
]
| .
Using Eq. (G1) and Eq. (G2) we see that:
|TrB
[
(ρ′(τ)
B
+ ρ
′′(τ)
B
)∆PB
]
| = |TrB
[
(ρ′(τ)
B
+ ρ
′′(τ)
B
)PB
]
−
TrB
[
(ρ′B + ρ
′′(τ)
B
) · PB
]
| = 2|pA,1 − pA,2| = 0 . Hence:
||ρA,1 − ρA,2||1 = |TrB
[
(ρ′(τ)
B
− ρ
′′(τ)
B
)(2PB − 1B)
]
| =
2|TrB
[
(ρ′(τ)
B
− ρ
′′(τ)
B
)PB
]
| , from which follows that C(2)
B
(ρ(τ)
AB
)
is equal to:
max
{P
(2)
B,i
}i∈ΠB(ρ
(τ)
AB
)
|TrB
[
(ρ′(τ)
B
− ρ
′′(τ)
B
) · PB
]
|
2
. (G5)
To compare with CA(ρ
(τ)
AB
), we write it as:
CA(ρ
(τ)
AB
) = Pg({{pA,1,2 = 1/2}i, {ρ
′(τ)
B
, ρ
′′(τ)
B
}}) −
1
2
=
= max
{PB,i}i∈ΠB
TrB
[
ρ
′(τ)
B
· PB + ρ
′′(τ)
B
· PB
]
2
−
1
2
=
= max
{PB,i}i∈ΠB
TrB
[
(ρ′(τ)
B
− ρ
′′(τ)
B
)PB
]
2
=
= max
{PB,i}i∈ΠB
|TrB
[
(ρ′(τ)
B
− ρ
′′(τ)
B
)PB
]
|
2
.
We have used the definition Eq. (6): ΠB is the collection of
all the POVMs that we can perform on B. It follows that the
only difference between C(2)
B
(ρ(τ)
AB
) and CA(ρ
(τ)
AB
) is in the max-
imization procedure: in the former we maximize only over
the ME-POVMs ΠB(ρ
(τ)
AB
), while in the latter we can pick any
POVM: CA(ρ
(τ)
AB
(t)) ≥ C(2)
B
(ρ(τ)
AB
(t)) follows as a natural conse-
quence.
Appendix H: Proof that CB(ρ
(τ)
AB
) = C(2)
B
(ρ(τ)
AB
)
In this Appendix, in contrast to Appendix G, we consider
the action of any ME-POVM over B for ρ(τ)
AB
. We want
to show that for each ME-POVM {P(n)
B,i
}i that we can con-
sider in CB(ρ
(τ)
AB
), where i runs from 1 to n > 2, we can
always find at least one 2-output ME-POVM acting on B,
i.e. {PB,1, PB,2} ∈ ΠB(ρ
(τ)
AB
), that provides an ensemble with
a higher value of Pg(·). Starting from a general n-output ME-
POVM {P(n)
B,i
}i, we construct the corresponding 2-output ME-
POVM {PB,1, PB,2} ∈ ΠB(ρ
(τ)
AB
) that accomplishes this task.
For every given n-output ME-POVM {P(n)
B,i
}i for ρ
(τ)
AB
, we
can generate an equiprobable ensemble of states (EES) of
the form E(ρ(τ)
AB
, {P
(n)
B,i
}i) = {{pi = 1/n}, {ρA,i}}i. The guess-
ing probability of this ensemble, which we denote by P(n)g =
Pg(E(ρ
(τ)
AB
, {P
(n)
B,i
}i)), is:
P(n)g = Tr
ρ(τ)AB ·

n∑
i=1
P
(n)
A,i ⊗ P
(n)
B,i

 , (H1)
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where {P
(n)
A,i}i is a POVM that maximizes Eq. (6). If n is even
we consider the following 2-output POVM:
P
(2)
B,1 =
∑
i∈E1
P
(n)
B,i
, P
(2)
B,2 =
∑
i∈E2
P
(n)
B,i
, (H2)
where E1 and E2 are any two sets of n/2 indices such that
E1 ∪ E2 = {1, 2, . . . , n}. This structure guarantees that Eq.
(H2) is a 2-output ME-POVM for ρ(τ)
AB
. We compare Eq. (H1)
with the guessing probability of the output ensemble that we
obtain applying Eq. (H2) on ρ(τ)
AB
:
P(2)g = max
{PA,i}i=1,2
Tr
ρ(τ)AB ·

2∑
i=1
PA,i ⊗ P
(2)
B,i

 ≥
≥ Tr
ρ(τ)AB ·

2∑
i=1
P
(2)
A,i
⊗ P
(2)
B,i

 , (H3)
where the POVM {P(2)
A,i
}i is defined by
P
(2)
A,1 =
∑
i∈E1
P
(n)
A,i , P
(2)
A,2 =
∑
i∈E2
P
(n)
A,i . (H4)
P(2)g ≥ Tr
[
ρ
(τ)
AB
·
(
P
(2)
A,1 ⊗ P
(2)
B,1 + P
(2)
A,2 ⊗ P
(2)
B,2
)]
=
= Tr
ρ(τ)AB ·

n∑
i=1
P
(n)
A,i ⊗ P
(n)
B,i
+ PmixAB

 =
= P(n)g + Tr
[
ρ
(τ)
AB
· PmixAB
]
≥ P(n)g , (H5)
where Pmix
AB
is a sum of mixed terms of the form P
(n)
A,i ⊗ P
(n)
B, j
with i , j, and it provides a non-negative contribution.
On the other hand, if n is odd, we define:
P
(2)
B,k
=
1
2
P
(n)
B,x
+
∑
i∈Ox
k
P
(n)
B,i
(k = 1, 2) (H6)
P
(2)
A,k
=
1
2
P
(n)
A,x +
∑
i∈Ox
k
P
(n)
A,i (k = 1, 2) (H7)
where Ox1 and O
x
2 are any two sets of (n − 1)/2 indices such
that Ox1 ∪ O
x
2 = {1, 2, . . . , n} \ x (the value of x will be fixed
later). We consider again Eq. (H3), where {P(2)
B,i
}i is now given
by Eq. (H6) and and P(2)
A,i
is now given by Eq. (H7). Since P(2)
A,i
is not necessarily a POVM that maximizes Eq. (6) we have
the following inequality for P(2)g
P(2)g ≥ Tr
ρ(τ)AB ·

∑
i,x
P
(n)
A,i ⊗ P
(n)
B,i
+
1
2
P
(n)
A,x ⊗ P
(n)
B,x
+
1
2

∑
i,x
P
(n)
A,i
 ⊗ P(n)B,x + PmixAB

 ≥
= Tr
ρ(τ)AB ·

n∑
i=1
P
(n)
A,i
⊗ P
(n)
B,i
−
1
2
P
(n)
A,x ⊗ P
(n)
B,x
+
1
2

∑
i,x
P
(n)
A,i
 ⊗ P(n)B,x

 =
= P(n)g + Tr
ρ(τ)AB ·

−P
(n)
A,x
2
⊗ P
(n)
B,x
+
∑
i,x P
(n)
A,i
2
⊗ P
(n)
B,x

 = P(n)g + Tr
ρ(τ)AB ·
1A − 2P
(n)
A,x
2
⊗ P
(n)
B,x
 ,
where Pmix
AB
represents terms that provide positive contribu-
tions to P(2)g . We have to find a value of x that makes the
second term of the last relation positive. Let ax and bx be the
diagonal elements of P
(n)
A,x in the orthonormal basis {|0〉A, |1〉A}.
We recall the explicit form Eq. (13) of the probe state ρ(τ)
AB
and
we obtain:
P(2)g ≥P
(n)
g + TrB
[(
1 − 2ax
4
ρ′B+
1 − 2bx
4
ρ′′B
)
P
(n)
B,x
]
, (H8)
where the second term on the right-hand side of the inequality
is definitely positive when ax, bx ≤ 1/2. From
∑
i P
(n)
A,i = 1A
follows that
∑n
i=1 ai = 1 and
∑n
i=1 bi = 1. Therefore, if ax >
1/2 (bx > 1/2), then ay ≤ 1/2 (by ≤ 1/2) for any y , x.
In order to fix the value of x, we must consider that ax and bx
could be bigger than 1/2 for two different values of x: let’s say
xa and xb. Even in this “worst-case” scenario we still have n−2
other possible choices for x such that (1− 2ax), (1− 2bx) ≥ 0.
We pick one of these values, and we call it x ∈ {1, . . . , n} \
{xa, xb}. Finally, if we use x in the definition of the POVMs
{P
(2)
A,i
}i and {P
(2)
B,i
}i, from Eq. (H8) we obtain:
P(2)g ≥ P
(n)
g . (H9)
Equations (H5) and (H9) show that, when we evaluate
CB(ρ
(τ)
AB
), the guessing probability of the ensembles gener-
ated by the n-output ME-POVMs is never bigger than the one
12
that we obtain if we only consider the 2-output ME-POVMs:
C
(2)
B
(ρ(τ)
AB
) = CB(ρ
(τ)
AB
) . Thanks to this result we can finally
say that CA(ρ
(τ)
AB
(t)) ≥ CB(ρ
(τ)
AB
(t)) and C(ρ(τ)
AB
(t)) = CA(ρ
(τ)
AB
(t)).
This result is valid if we consider ρ(τ)
AB
, but in general it is not
true.
Appendix I: Proof that CA(ρ
(τ)
AB) = C
(2)
A (ρ
(τ)
AB)
In Section VB, where we considered CA(ρ
(τ)
AB
), we have
seen that if the maximization over the ME-POVMs is consid-
ered only over the 2-output ones, the maximum is obtained for
{P
pro j
A,i
}i = {|0〉〈0|A, |1〉〈1|A}. In order to complete the proof, we
need to show that even if we consider general n-output ME-
POVMs (as in the definition (9)), we don’t get higher guessing
probabilities of the corresponding output ensembles. In other
words, if we use the definition:
C
(2)
A
(ρ(τ)
AB
) = max
{PA,i}i∈Π
(2)
A
(
ρ
(τ)
AB
)Pg
(
E
(
ρ
(τ)
AB
,
{
PA,i
}
i
))
−
1
2
,
where Π(2)
A
(ρ(τ)
AB
) contains only the 2-output ME-POVMs of
ρ
(τ)
AB
, then CA(ρ
(τ)
AB
) = C(2)
A
(ρ(τ)
AB
).
To see this we can make the same analysis as done in Ap-
pendix H for CB(ρ
(τ)
AB
) but we switch the role of A and B in Eq.
(H2) and Eq. (H4) when n is even and Eq. (H6) and Eq. (H7)
when n is odd. The definitions for P(n)g , P
(2)
g , E1,2 and Ox1,2 are
preserved.
The guessing probability of an EES generated by a ME-
POVM {P(n)
A,i
}i with an even number of outputs is:
P(n)g = Tr
ρ(τ)AB ·

n∑
i=1
P
(n)
A,i
⊗ P
(n)
B,i

 ,
where {P
(n)
B,i}i is a POVM that maximizes the guessing prob-
ability in Eq. (6). The 2-output ME-POVM that provides a
higher guessing probability is:
P
(2)
A,1 =
∑
i∈E1
P
(n)
A,i
, P
(2)
A,2 =
∑
i∈E2
P
(n)
A,i
. (I1)
We define the following POVM on the system B:
P
(2)
B,1 =
∑
i∈E1
P
(n)
B,i , P
(2)
B,2 =
∑
i∈E2
P
(n)
B,i . (I2)
Consequently, we consider the following inequality:
P
(2)
g ≥ Tr
[
ρ
(τ)
AB
·
∑
i=1,2 P
(2)
A,i
⊗ P
(2)
B,i
]
=
= P
(n)
g + Tr
[
ρ
(τ)
AB
·
∑2
k=1
∑i, j∈Ek
i, j
P
(n)
A,i
⊗ P
(n)
B, j
]
,
which shows that P(2)g ≥ P
(n)
g . If n is odd, we use again the
technique from Appendix H, where we switch the role of A
and B, to obtain the inequality
P(2)g ≥ P
(n)
g + Tr
ρ(τ)AB ·
1A − 2P
(n)
A,x
2
⊗ P
(n)
B,x
 ,
where the right-hand side is greater than P(n)g if x is suitably
chosen.
