Based on the analysis of Xin'anjiang model parameters, a multi-objective parameter optimization model is established. An improved genetic algorithm is proposed to solve inferior local search ability, premature convergence and slow convergence speed which are the defects of genetic algorithm. The suggested algorithm narrows the range of parameter constraints and at the same time makes use of direct comparison-proportional method and niche operator to achieve step-by-step parameter optimization. The improved genetic algorithm is successfully applied to parameter calibration of the Xin'anjiang model for the Zhuganhe watershed. The better parameter results obtained from the algorithm meet the accuracy requirements in calibration and verification. The calculated results and a comparison with Traditional Genetic Algorithm and SCE-UA algorithm show that the proposed IGA has not only higher rate of convergence, but also better optimization results. It provides an efficient and reliable optimization algorithm for the calibration of Xin'anjiang model parameter.
INTRODUCTION
Among many models which are widely used in the simulation of water cycle and hydrological forecasting, the Xin'an jiang model has been widely used in China. The model involves many parameters which are directly related to the effect of simulation results (Li et al., 2015; Casano and Piva, 2015) , so the optimization of the model parameters calibration is one of the difficult points of the study. In recent years, in order to overcome problems of time-consuming of artificial adjusting parameters, subjective factors and so on, many artificial intelligence algorithms have been introduced to automatically adjust the parameters. At the same, it makes parameter adjusting easier for the abecedarian Li et al., 2007; Liu et al., 2010) .The comparison of GA, SM, Rosenbrock method and SCE-UA algorithm, which are commonly used algorithms of model parameters optimization, was made by Tan Bingqing, Song Jiyun and Zhang Gang. They believe that the results of genetic algorithm (GA) is better, but the convergence rate is slow, it is necessary to continue to optimize the results of the GA (Tan, 1996; Liu et al., 2011; Zhang et al., 2011) . Therefore, an improved step by step genetic algorithm is adopted to optimize the parameters on the basis of comprehensive empirical parameter values. This proposed algorithm reduces the individual dimension and improves the convergence rate. It provides an efficient algorithm for model parameter optimization and reliable parameters for forecasting.
MATERIALS AND METHODS

Xin'anjiang model
Xin'anjiang model is a conceptual distributed hydrological model that divides the rainfall-runoff process into four structural layers including evapotranspiration, runoff, water division and confluence, to simulate or predict. The division of the rainfall-runoff process is based on the theory of the runoff yield and concentration. Xin'anjiang model is suitable for the wet and semi-humid regions in China and its structure is shown in Figure 1 . Model mechanism and applications will not be detailed here, which can be found in the literature (Zhao, 1984 
Parameter analysis
Taking the four layers divided by Zhao Renjun of the model parameters as reference, sixteen parameters that need to be optimized in the model are divided into 4 categories. The classification, physical meaning and optimization scope of parameters are shown in table 1. In the above optimization of parameters, the difficulty of optimization is increased due to the large number of parameters and larger calculation dimension, which often leads to the parameter sets with no unique solution. It can even lead to the phenomenon of "equifinality for different parameters". According to Li Zhijia's idea of reducing the dimension of "equifinality for different parameters" , combined with the analysis of parameters sensitivity and the independence between layers (Li, 2010) , the model parameters are treated as follows:
In the course of watershed simulation, if conditions permit, unit hydrograph can be used to get the process of total inflow of river network and flow per unit area. Select several rainfall with such features as short durations and uniform space-time distribution to form a single peak flood which is used to obtain the dimensionless unit hydrograph UH. While parameters such as Cs and L can skip over the optimization. For lower sensitivity parameters such as WUM, WLM, C, WM, B, IM, EX, XE, the optimal range can be reduced according to the empirical value of the simulation or prediction. They can also be given their empirical value or not involved in the optimization. For the remaining sensitive parameters, the following objective function is established according to the layer division of the parameters:
1) Minimum error of the Water balance
2) Minimum error of Logarithmic absolute value
where N is the total time periods; Qobs,i is the measured Discharge in the i time interval; Qsim,i(x) is the simulative flow in the i time interval; X is the optimized parameter vector; obs is the mean value of measured flow.
Improved Genetic Algorithm
The above parameter optimization model, using Hierarchical sub objective optimization based on the independence of parameters between different levels, is a multi-objective optimization model. A large number of previous calculations show that the realization of each target can determine a set of parameters, and it also restricts the realization of the other objectives. So each set of parameters is not the global optimal solution Dai et al., 2011) . Therefore, in order to obtain the global optimal solution, this paper will regard the solution of each object as the edge of the solution space that constraint range of each parameter, denoted as [X , is also likely to be the optimal solution. Hence, in the process of further search, we can't focus only on values within the small scope of constraints. Here, the degree function which measure its violation of small scope of constraints is introduced and the step by step genetic algorithm is proposed. And the different penalty functions are added at each step to make it converge quickly to the optimal solution in the complex constrained region. The first step is satisfying constraint algorithm. The DCPM method is adopted to search the small scope of constraint and its perimeter. A supplementary penalty function introduced to small scope of constraint is used to measure the extent to which the individual does not satisfy the constraints. Before introducing the auxiliary function, all equality constraints are changed into forms of hj(X)=0 (such as changing Kss+KG=0.7 into Kss+KG-0.7=0), and all the inequality constraints are changed into forms of gj(X)0 (such as changing 20SM50 into SM-500, 20-SM0). Based on these, the following functions are defined:
where X= (x1, x2, x3, ……, xn) R n is n-dimensional real vector, gj(X) is the inequality constraint, hj(X) is the equality constraint. There are m constraints, among which there are q inequality constraints.
The penalty function is introduced to deal with each individual, and there will be the value of degree that does not meet the constraints, which is denoted as viol(X). Then according to the selection principle of the DCPM method (Lin et al., 2001 ), the individual is selected.
The second step is the objective optimization algorithm. It introduces the basic idea of niche genetic algorithm and improves the local searching ability on the basis of the first step (Li et al., 2007; Li, 2002) . According to the precision require of hydrological forecasting, it is necessary to have a value defined to measure the similar degree between the two individuals. The genetic calculation is carried on to the next generation by comparing the value D with the hamming distance L between any two individuals. If LD, it shows that the similarity between individuals is bigger, then a stronger penalty term is applied to individuals with smaller fitness to increase the chance of elimination. If LD, it is indicated that the similarity between individuals is small or not in the same feasible region. In this case, it is needed to retain the data for the next generation optimization.
Realization of the improved algorithm
Code selection
There are many decision variables in the model parameter optimization problem. The length of the chromosome of binary code is excessively long, and the optimal feasible space is huge. In comparison, floating-point coding is robustness and efficient. Therefore, floating point representation is used to encode.
Taking model parameter sequence as optimizing individual, the accuracy of each parameter is determined by its sensitivity. According to the floating-point coding rule and the parameter accuracy, the individual generated within a small range of parameters [X 
can be denoted as: (K, WUM, WLM, C, WM, B, IM, SM, EX, Kss, KG, KKSS, KKG, CS, L, XE)
Design of the fitness function
The fitness function is obtained by the appropriate transformation of the objective function.
The solution obtained from the realization of each target is a Pareto solution. The global optimization is also determined from the Pareto set, so it is necessary to determine a quantitative standard in the solution set, which is used as the fitness function of this optimization. Flow interval determined by the Pareto front is too narrow, so the selection of the degree of violation of the flow range is selected as the optimal criterion, according to reference.
The fitness function is defined as follows: 
Where X is optimized parameter vector; H(X) is the degree of violation of the flow range, it is also the fitness function; V1(X) is the sum of the value of the deviation from lower limit of the flow interval; V2(X) is the sum of the value of the deviation from upper limit of the flow interval; Q Therefore, the lower value of the H(X) indicates the higher precision of the flow and better parameters.
Basic steps of improved algorithm
The first step:
(1): The parameters are optimized by using the basic genetic algorithm, and the weight of each objective function is adjusted to obtain a set of Pareto solutions. The restricting range [X 2 min, X 2 max] is narrowed by the Pareto solutions.
(2): Initialize the population P(0), set the algebra t=0, and calculate the fitness value H and the degree of violating the constraints; (3): t=t+1, the population P'(t) is screened on the basis of the rule of DCPM method, then the population PM(t) can be obtained by the crossover and mutate operator; (4): Calculate the ratio of violating the constraint value  and control its rate. The value of  is automatically adjusted every certain generations, and return to the step (2); (5): according to the value of H and V, sort and mark the M individuals of the last generation, which is denoted as P(t).
The second step:
(1): Initialize the algebra t and set the value of t equal to 100. Have P(0)=PM(t). Mark the top N(NM) individuals in ascending order.
(2) Have t=t+1, the population P(t) can be obtained by the genetic operator; (3) Combine the group PM(t) obtained in the first step and the group P(t) in the second step. Then the population ′( ) can be screened on the basis of the niche algorithm rule; (4) Calculate the value of N in the population ′( ). And mark the top N individuals according to the ascending order of the value of H; (5) The termination condition: the relative error range or the prescribed algebra. If the condition is not met, the step(2) will be done, or the results will be output.
RESULTS AND DISCUSSION
General situation of study watersheds
In this paper, the Xin'anjiang model was applied to the Zhuganhe Watershed. The Zhuganhe, a branch of the Huai River, covers an area of approximately 1639 km 2 and is situated in Luoshan County of Henan Province. The Zhuganhe River Basin lies in the semi-humid region and its annual average precipitation is 1200 mm. The annual average evaporation is 900 mm.
The Zhuganpu hydrological station is the only one control site in the Zhuganhe Watershed. The whole basin is calculated as a unit basin. The available hydrological data including daily rainfall, evaporation and runoff data selected from 1997 to 2006 were used for parameter calibration.
Parameter determination of improved algorithm
The improved algorithm optimization involves many parameters. The results of the procedure debugging show that the choice of the parameter has an influence on the rate of convergence. The results of the parameter debugging are as follows:
The first step: We set the number of group size equal to 100. The number of maximum genetic generation is taken as 100. Adaptive crossover probability and mutation probability ranges from 0.4 to 0.9 and 0.001 to 0.1 respectively. To the ratio of violating the constraint value η， the value of 0.05-0.2 is suggested. The initial value of the ε， which has an influence on the ratio of violating the constraint value and is related to the sensitivity of the optimization parameter, is determined by the actual scheduling. It will be automatically adjusted every 5 generations according to the ratio of violating the constraint value.
The second step：We set the population number equal to 100 and the maximum genetic algebra between 300 and 500. The range of the crossover probability and mutation probability is the same as the first step. The labeled algebra N is between 50 and 80, and the niche parameter D is taken as 0.2. To the parameter of the Late penalty function, Penalty=10 
Results analysis
Muskingum Method is not used to calculate parameter XE , because the whole basin is calculated as a unit. Typical Single peak flood discharge process, which is formed by several typical rainfall, is selected to calculate the dimensionless unit hydrograph UH. And then the recession curve can also be derived. Furthermore, the depletion coefficient of the underground runoff KKG in this basin can be calculated. The number of decision variable can be reduced by not involving, KKG, Cs and L into optimization calculation. According to the underlying condition of the Zhuganhe Watershed, the insensitive parameters can be given experience value and calculated value. The experiential value of fixed parameters are shown in Table 2 . The parameter optimization results with different algorithms differ greatly according to the results listed in the table 3. Because of the limitation of the equality constraint Kss+KG=0.7, which narrows the optimization range of the two parameters, the optimization result of the parameter Kss is close to the result of the parameter KG. The number of generations in improved genetic algorithm proposed in this paper is only 600, while the number of generations in genetic algorithm and SCE-UA method is close to 3000 and 1000 respectively. Thus, the improved genetic algorithm is much better than the other two methods in convergence speed. Comprehensively, the genetic algorithm cannot converge into the most appropriate model parameters, though its number of generations is relatively greater. However, the improved genetic algorithm which is based on the genetic algorithm has faster convergence and higher accuracy, which show that the algorithm is of higher practical and efficient in parameter optimization of the Xin'anjiang model.
CONCLUSION
Due to the shortcomings of the GA in parameter optimization of the Xin'anjiang model, mainly including poor local search ability and the slow convergence rate, it is improved by introducing
Step-by-step genetic algorithm and fixing some insensitive parameter to reduce the dimension of decision variables. The direct comparison-proportional method and niche operator are also adopted to calibrate the other parameters and then verify the optimum parameters. The results show that the improved genetic algorithm has fast convergence rate and reaches the forecast precision requirement. It can be used for the formal forecast and provides a reliable and efficient method for the automatic parameter optimization of the Xin'anjiang model.
Though the improved genetic algorithm has higher efficiency, it increases the complexity of the algorithm at the same time. In practical application, some parameters of the algorithm have a certain dependence on the precision of the optimization. So the parameters of the algorithm need to be further discussed in the future.
