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Abstract
Multiplicative unitaries are described in terms of a pair of commut-
ing shifts of relative depth two. They can be generated from ambidex-
trous Hilbert spaces in a tensor C∗–category. The algebraic analogue
of the Takesaki-Tatsuuma Duality Theorem characterizes abstractly C∗–
algebras acted on by unital endomorphisms that are intrinsically related
to the regular representation of a multiplicative unitary. The relevant
C
∗–algebras turn out to be simple and indeed separable if the corre-
sponding multiplicative unitaries act on a separable Hilbert space. A
categorical analogue provides internal characterizations of minimal rep-
resentation categories of a multiplicative unitary. Endomorphisms of the
Cuntz algebra related algebraically to the grading are discussed as is the
notion of braided symmetry in a tensor C∗-category.
Research supported by MURST and CNR–GNAFA.
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1 Introduction
An interesting open problem in the duality theory of tensor C∗–categories is to
decide which ones admit a (tensor–preserving) embedding into the tensor C∗-
category of Hilbert spaces. A first positive result in this direction is the duality
theorem of [7] asserting that symmetric tensor C∗–categories with conjugates
and irreducible tensor unit admit such an embedding. On the other hand, the
theory of dimension introduced in [13] allows one to see that certain tensor
C∗–categories with conjugates and irreducible tensor unit cannot be embedded.
For such tensor C∗–categories admit an intrinsic dimension function defined on
objects. Under certain circumstances, the embedding functor must preserve di-
mensions. This is well known to be so in the rational case, i.e. when the set of
equivalence classes of irreducibles is finite, since it is a simple consequence of the
Perron–Frobenius Theorem. However, it is also true in the amenable case[13].
We are in the amenable case whenever the category admits a unitary braid-
ing, see Theorem 5.31 of [13]. This means that the tensor C∗–categories with
conjugates and a braiding appearing in low dimensional quantum field theory
cannot be embedded whenever the dimensions are non–integral. On the other
hand, the finite dimensional unitary representation theory of compact quantum
groups provides us with examples of tensor C∗–categories with conjugates and
irreducible tensor units with non–integral dimensions which are embeddable by
construction. The duality theorem of Woronowicz [18] generalizing Tannaka–
Krein to compact quantum groups provides a way of recognizing such categories
if the embedding is given.
We will not treat the embedding problem here in full generality; we shall
instead present a positive solution for abstract tensor C∗–categories with specific
additional structure. Such structure is present in a class of model tensor C∗–
categories namely the minimal tensor C∗–categories generated by the regular
representation of locally compact groups or of multiplicative unitaries in the
sense of Baaj and Skandalis [1]. We prove that abstract tensor C∗–categories
with this additional structure are isomorphic to a model tensor C∗–category
and are hence embeddable.
Our result, Thm. 6.13, is thus a duality theorem for multiplicative unitaries
and is hence applicable to the case of locally compact quantum groups [11]. Mul-
tiplicative unitaries have already played a role in Tatsuuma’s duality theorem
for locally compact groups [17] where the group elements are identified in the
regular representation using the multiplicative unitary and in Takesaki’s Hopf
von Neumann algebra version of duality [16]. Multiplicative unitaries express
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the fundamental property of the regular representation V , namely that V ×V is
equivalent to a multiple of V . This can also be expressed through the existence
of a remarkable Hilbert space H of intertwiners from V to V × V (cf also [6]).
Our minimal model is the smallest tensor C∗–category containing the regular
representation as an object and H as a subspace of arrows.
A closely related result, Thm. 6.11, characterizes a class of C∗–algebras A
acted on by an endomorphism ρ encoding the regular representation. Intertwin-
ers between powers of this endomorphism encode intertwiners between tensor
powers of the regular representation. The minimal model here is obtained as
follows: take the regular representation V considered as an object in the tensor
C∗–category of representations of the multiplicative unitary and associate to it
as in [7] the C∗–algebra OV and its endomorphism ρV . Then the minimal model
is the smallest ρV –stable C
∗–subalgebra containing H acted on by the restric-
tion of ρV . The C
∗–algebra obtained in this way is simple and is separable if
and only if the given multiplicative unitary acts on a separable Hilbert space.
Further variants of these duality results are Theorems 6.5, 6.6, 6.7 and 6.12.
In connection with the above results, attention should be drawn to Longo’s
characterization of actions of finite dimensional Hopf algebras [12] which has
a similar algebraic and categorical flavour. However, his axiomatic structure
involving Q–systems is quite distinct from those used here. Despite this, the
Hilbert space H puts in an appearance here too and a multiplicative unitary
appears in his proof.
The principal results in the remaining sections may be summarized as fol-
lows. Section 2 gathers together some elementary results on categories of Hilbert
spaces. The discussion centres round the concept of shift, a category of Hilbert
spaces with objects labelled by the integers, 0 being irreducible, and equipped
with a normal ∗–functor adding one on objects. Such a structure is isomorphic
to the category of tensor powers of a given Hilbert space K with the functor
being tensoring on the right by 1K .
In Section 3, it is shown how two commuting shifts of relative depth two
are equivalent to giving a multiplicative unitary for the tensor product defined
by one of the commuting shifts. Duality for multiplicative unitaries reflects the
symmetry between the commuting shifts. The representation category for a
multiplicative unitary finds a natural expression within this framework.
In Section 4, it is shown how two commuting shifts of relative depth two and
hence multiplicative unitaries arise naturally in terms of ambidextrous Hilbert
spaces in a tensor W ∗–category.
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Section 5 is devoted to studying Hilbert spaces in and endomorphism of the
Cuntz algebra which are algebraic with respect to the natural grading. We show,
for example, how the problem of determining intertwiners between algebraic
endomorphisms can be reduced to a purely algebraic problem. These results
are used in the final section to arrive at the duality results already announced
earlier in the introduction. The paper concludes with an appendix on braided
symmetry.
In this paper we prefer to work with strictly associative tensor products and
a simple way of achieving this is to use as the underlying Hilbert spaces the
Hilbert spaces in some fixed von Neumann algebra since these are objects in a
strict tensor W ∗–category. We will be concerned here with the representation
categories of multiplicative unitaries and recall the basic definitions from [1]. If
K is such a Hilbert space then a unitary V on the tensor square K2 is said to
be multiplicative if
V12V13V23 = V23V12,
where we use the usual convention regarding indices and tensor products. A
representation of V on a Hilbert space H is a unitary W ∈ (HK,HK) such
that
W12W13V23 = V23W12, on HK
2.
If W and W ′ are representations of V on H and H ′ respectively, we say that
T ∈ (H,H ′) intertwines W and W ′ and write T ∈ (W,W ′) if T × 1KW =
W ′T × 1K . We define the tensor product of W and W
′ to be the representation
W ×W ′ on HH ′ given by W ×W ′ := W13W
′
23. The usual tensor product of
intertwiners is again an intertwiner and in this way we get a strict tensor W ∗–
category R(V ) of representations of V . In fact this assertion does not depend
on V being multiplicative. When it is then V itself is a representation of V
called the regular representation.
A corepresentation of V on H is a unitary W ∈ (KH,KH) such that
V12W13W23 =W23V12 on K
2H.
If W and W ′ are corepresentations on H and H ′ respectively, we say that
T ∈ (H,H ′) intertwines W and W ′ and write T ∈ (W,W ′) if 1K × TW =
W ′1K × T . The tensor product W × W
′ of corepresentations is defined by
W × W ′ := W12W
′
13. Just as in the case of representations we get a strict
tensor W ∗–category now denoted by C(V ). If ϑ = ϑK,K denotes the flip on
K2 then ϑV ∗ϑ is again a multiplicative unitary and the mapping W 7→ W˜ :=
ϑH,KW
∗ϑK,H defines a 1–1 correspondence between representations of V and
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corepresentations of ϑV ∗ϑ. However, it does not define an isomorphism of tensor
W ∗–categories sinceW×W ′ 7→ W˜ ′13W˜12 and so leads to an alternative definition
of the tensor product of corepresentations. In fact the two expressions for the
tensor product will be equal if and only if ϑW,W ′ ∈ (W ×W
′,W ′ ×W ), and
this corresponds to the case of a group cf. [19], Prop. 2.5. Thus exchanging
the definitions of tensor product corresponds to exchanging representations of a
multiplicative unitary and corepresentations of the dual multiplicative unitary.
2 Preliminaries on Categories of Hilbert Spaces
We begin our considerations with a simple but useful lemma on natural trans-
formations in the context of W ∗–categories. Elementary results and definitions
on W ∗–categories can be found in [9] and Lemma 2.1 below is just a slight
generalization of Corollary 7.4 in [9]. The notion of direct sum will be used
in the Hilbert space sense rather than in the purely algebraic sense. Thus A
is a direct sum of objects Bi, i ∈ I, if there are isometries Wi ∈ (Bi, A) such
that
∑
iWi ◦W
∗
i = 1A, where the convergence is in, say, the s–topology. In
particular if the Bi = B for all i, the condition amounts to saying that there is
a Hilbert space of support 1A in (B,A). The isometries Wi form an orthonor-
mal basis of such a Hilbert space. An object B has central support one or is a
generator if given any object A there are partial isometries Wi,A ∈ (B,A) such
that
∑
iWi,A ◦W
∗
i,A = 1A, see Proposition 7.3 of [9].
2.1 Lemma Let T and K be W ∗–categories and E and F be normal ∗–functors
from K to T. Suppose K has a object B of central support one. Then a natural
transformation t from E to F has form
tA =
∑
i
F (Wi,A) ◦ T ◦ E(Wi,A)
∗,
where the sum is taken over partial isometries Wi,A of (B,A) with
∑
iWi,A ◦
W ∗i,A = 1A and T is an arbitrary element of (E(B), F (B)) satisfying the inter-
twining relation TE(S) = F (S)T , S ∈ (B,B). t is automatically bounded and
tB = T .
Proof. The sum defining tA converges in the s–topology, say, and ‖tA‖ ≤ ‖T ‖.
(Consider a finite sum and use the C∗–property of the norm.) Noting that
tB = T , we conclude that ‖t‖ = ‖T ‖. Pick Y ∈ (A,C), then
tC ◦ E(Y ) =
∑
i,j
F (Wi,C) ◦ T ◦ E(W
∗
i,C ◦ Y ◦Wj,A ◦W
∗
j,A).
2 PRELIMINARIES ON CATEGORIES OF HILBERT SPACES 6
But W ∗i,B ◦ Y ◦ Wj,A ∈ (B,B) so using the intertwining property of T , we
deduce that tCE(Y ) = F (Y )tA and we have a bounded natural transformation.
Conversely, suppose t ∈ (E,F ) and W ∈ (B,A) then tA ◦ E(W ) = F (W ) ◦ tB
implying that t is obtained by the above construction with T = tB.
Note that if E(B) = F (B) and B is irreducible, then we even have a canon-
ical natural transformation t ∈ (E,F ), satisfying tB = 1E(B). We use the
notation (F, T,E) for the natural transformation constructed as above from
T ∈ (E(B), F (B)) satisfying the intertwining relation. The usual operations on
natural transformations have simple expressions in this notation. Thus com-
position of natural transformations corresponds to composing these symbols in
the obvious way:
(F, T,E) ◦ (E, S,D) = (F, T ◦ S,D).
In fact, the map t 7→ tB is a full and faithful
∗–functor from the category of
normal ∗–functors from K to T to the category of normal representations of
(B,B). If G is a normal ∗–functor from T, then acting on (F, T,E) on the left
with G gives (GF,G(T ), GE). If D is a normal ∗–endofunctor of K then acting
on (F, T,E) on the right by D gives (FD, S,ED), where S = (F, T,E)D(B).
2.2 Lemma With the above notation, suppose that GE = ED and GF = FD.
Then if G(T ) = S, G× (F, T,E) = (F, T,E)×D. If G× (F, T,E) is invertible,
then
(F, T,E)×D = G× (F, T,E) ◦ (ED,G(T )−1 ◦ S,ED).
Proof. As the natural transformations are uniquely determined by their values
in B, the result follows by evaluating in B.
By a category of Hilbert spaces, we mean a W ∗–category whose objects are
Hilbert spaces and whose mappings are all bounded linear mappings between
these Hilbert spaces. Any object in such a category has central support one.
AnyW ∗–category with an irreducible object of central support one is a category
of Hilbert spaces in a natural way.
We now consider a category K of Hilbert spaces whose objects are labelled
by N0 with (0, 0) = C and equipped with a normal
∗–functor F from K to K
such that the action of F on objects is given by F (n) = n+ 1, n ∈ N0.
Since (0, 0) = C, (0, n) is a Hilbert space of support 1 for each n and we let
ψi,n, i ∈ In, be an orthonormal basis of (0, n) and set
Fˆ (X) :=
∑
i
Fn(ψi,1) ◦X ◦ F
m(ψ∗i,1), X ∈ (m,n).
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Then, with the notation of Lemma 2.1, Fˆ (X) = (Fn, X, Fm)1 and Fˆ is another
normal ∗-functor with Fˆ (n) = n+ 1, n ∈ N0.
It is obvious that F and Fˆ commute. If we iterate Fˆ , we find that
Fˆ k(X) =
∑
i
Fn(ψi,k) ◦X ◦ F
m(ψ∗i,k) = (F
n, X, Fm)k.
Since Fˆ has the properties assumed for F , we can form
ˆˆ
F . Calculating, we
find that
ˆˆ
F (X) =
∑
i,j,k
F (ψj,m) ◦ ψi,1 ◦ ψ
∗
j,n ◦X ◦ ψk,m ◦ ψ
∗
i,1 ◦ F (ψk,m)
∗
=
∑
j,k
F (ψj,m) ◦ F (ψ
∗
j,n ◦X ◦ ψk,m) ◦ F (ψk,m)
∗ = F (X).
Thus the operationˆis involutive.
From Lemma 2.1, we know that the natural transformations between powers
of the functor F are automatically bounded, and furthermore, that a natural
transformation t ∈ (F r, F s) has the form tn = Fˆ
n(T ) with T ∈ (r, s). Finally,
we know that T 7→ t is an isomorphism of W ∗–categories between K and the
category of natural transformations between the powers of F . The latter cate-
gory is, however, a tensorW ∗–category, so we may use the isomorphism to equip
K with a tensor product making it into a tensorW ∗–category. We compute this
tensor product. If y ∈ (F r, F s) and y′ ∈ (F r
′
, F s
′
), then y×y′ = y×F s
′
◦F r×y′.
In other words, (y × y′)n = yn+s′ ◦ F
r(y′n) = Fˆ
n+s′(Y ) ◦ F rFˆn(Y ′). Setting
n = 0, we see that the tensor product in K is given by
Y × Y ′ := Fˆ s
′
(Y ) ◦ F r(Y ′).
Thus Fˆ is the functor of tensoring on the right by the object 1 and F the functor
of tensoring on the left by the same object.
The above result can also be seen in a different way: there is a functor F
from K into the category of endofunctors of K defined on objects by F(n) = Fˆn
and on arrows by F(X)r := F
r(X), X ∈ (m,n). It combines the operations. In
fact if T is any arrow of K,
F × 1F(1) = FF (T ), 1F(1) × F(T ) = FFˆ (T ).
In view of this result, we refer to a normal ∗–endofunctor onK with F (n) = n+1
as being a shift on K.
As is well known, any two definitions of the tensor product on a category
of Hilbert spaces are equivalent, i.e. the identity functor extends to a relaxed
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tensor functor. To be specific in the case at hand, if we have two shifts F and
G on K and we define Vm,n := (Gˆ
n, 1n, Fˆ
n)m then
Vm′,n′ ◦ Fˆ
n′(Y ) ◦ Fm(Z) = Gˆn
′
(Y ) ◦Gm(Z) ◦ Vm,n,
where Y ∈ (m,m′) and Z ∈ (n, n′). Furthermore,
Gˆp(Vm,n) ◦ Vm+n,p = G
m(Vn,p) ◦ Vm,n+p.
If we now define inductively K := (0, 1) and Kn := F (Kn−1) ◦ K, where
the norm closed linear span is understood, then the above result shows that
Kn = (0, n).
We now make some remarks on the automorphisms of K. Such an automor-
phism will be a normal ∗–functor Γ and we suppose, as part of the definition that
Γ leaves the objects fixed. Since an automorphism of a Hilbert space is given by
a unitary operator, any automorphism of K will be inner, meaning that there
is a unitary natural transformation u from the identity functor to Γ. Lemma
2.1 tells us that u is determined by u0 ∈ C. Since we are interested in Γ rather
than u, we fix the free phase by requiring that u0 = 1. An inner automorphism
is then determined by a sequence of unitaries un ∈ (n, n) with u0 = 1. We now
look for the inner automorphisms which commute with F . They must therefore
commute with Fˆ and preserve the tensor product structure determined by F .
Applying Lemma 2.2, we derive the condition un+1 = F (un)Fˆ
n(u1). Solving
the recurrence relation gives un+1 = F
n(u1)F
n−1Fˆ (u1) · · · Fˆ
n(u1). In terms of
the tensor product structure determined by F , this means that the un are just
tensor powers of u1. If u1 is a phase, we get automorphisms which commute
with every shift and are the analogues of the grading automorphisms of the
Cuntz algebra. Of course, if Γ does not commute with F it maps the tensor
product structure determined by F onto that determined by ΓFΓ−1.
Our next goal is to characterize all normal ∗–functors on K that commute
with the given functor F . Note first that the action of such a functor G on
objects must be of the form G(n) = r + n = F r(n), n ∈ N0, for some r ∈ N0.
Thus (G, 1r, F
r) will be a natural unitary transformation from F r to G and
since F commutes with these two functors, we may apply the second identity
of Lemma 2.2 to deduce that
Rn+1 = F (Rn) ◦ Fˆ
n(R1),
where we have written R for (F r, 1r, G).
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Conversely, given a unitary R1 ∈ (r + 1, r + 1), take R0 to be the unit on r
and define Rn, n > 1, inductively using the above formula. Finally, define
G(X) = Rn ◦ F
r(X) ◦R∗m.
Then G is obviously a normal ∗–functor with G(n) = n + r, n ∈ N0. Further-
more, if X ∈ (m,n),
GF (X) = Rn+1 ◦ F
r+1(X) ◦R∗m+1 = F (Rn) ◦ Fˆ
n(R1) ◦ F
r+1(X) ◦R∗m+1
= F (Rn) ◦ F
r+1(X) ◦ F (Rm)
∗ = FG(X).
Thus F and G commute and we have proved the following result.
2.3 Proposition Normal ∗–functors G commuting with F on K are of the form
G(ψ) = R ◦ F r(ψ), ψ ∈ (0, 1), R ∈ (r + 1, r + 1).
r is called the rank of G.
Note that since we have already computed all natural transformations be-
tween the tensor powers of F , we have implicitly computed all natural transfor-
mations betwen two functors G and G′ commuting with F . Note, too, that G
may be obtained from F r by acting on the left with an inner automorphism.
It is easy to compute what composition of functors means for the corre-
sponding unitary operators. If we use the notation GR to denote the functor
corresponding to the unitary R ∈ (r + 1, r + 1), then GRGS = GT , where
T = GR(S) ◦ F
s(R). Note that Proposition 2.2 is closely related to Cuntz’s
result[4] characterizing the endomorphisms of the Cuntz algebra in terms of
unitary operators.
We now consider another category H of Hilbert spaces whose objects will
be denoted Hn with n ∈ N0. Suppose we have a normal
∗–functor H from K
to H whose action on objects takes n to Hn. Then we may define a normal
∗-endofunctor A on H by setting
A(X) :=
∑
i
HFˆn(ψi,1)◦X◦HFˆ
m(ψi,1)
∗ = (HFˆn, X,HFˆm)1, X ∈ (Hm, Hn),
where, as before, the sum runs over an orthonormal basis. We see at once that,
with this definition, AH = HF . H is to be thought of as tensoring on the left
by H0 and A as tensoring on the right by the object 1 of K. An easy calculation
now shows that
As(X) ◦HFˆm(Y ) = HFˆn(Y ) ◦Ar(X), X ∈ (Hm, Hn), Y ∈ (r, s).
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These equations show that we may define a functor H from K to EndH by
setting H(r) = Ar and H(Y )n = HFˆ
n(Y ) for Y ∈ (r, s).
2.4 Lemma There is a 1−1 correspondence between normal ∗–functors H from
K to H with H(n) = Hn and normal
∗–functors H from K to EndH such that
H(Y )× Fˆ = HFˆ (Y ) given by H(Y ) := H(Y )0.
Proof. We have seen above how to construct the functor H from H .
(H(Y )× F )r = H(Y )r+1 = HF
n+1(Y ) = (HF (Y ))r.
Conversely, given H, we obtain H by evaluating in 0: H(Y ) := H(Y )0. Now
HFn(Y ) = H(Fn(Y ))0 = H(Y )n. Thus H is the functor associated with H .
We have seen how K with the functor F is isomorphic to the category of
tensor powers of (0, 1) such that F becomes the functor of tensoring on the left
by the object 1. There is a similar result for H with the functor H .
2.5 Proposition Let H be a category of Hilbert spaces and H : K → H a
normal ∗–functor with H(r) = Hr. Then there is a unique isomorphism Φ of
(H0, H0)⊗K into H such that Φ(T ⊗ Y ) = A
s(T )H(Y ), Y ∈ (r, s).
Proof. Noting that As(T )H(Y ) = H(Y )Ar(T ), we see that Φ extends uniquely
to the algebraic tensor product. Now given X ∈ (Hr, Hs), write
X =
∑
i,j
H(ψi,s) ◦Xij ◦H(ψj,r)
∗,
where Xij := H(ψi,s)
∗ ◦ X ◦ H(ψj,r) ∈ (H0, H0). Hence X =
∑
i,j A
s(Xij) ◦
H(ψi,s ◦ ψ
∗
j,r) showing that Φ extends by continuity to a full functor. But any
normal ∗–functor from K is faithful hence Φ is an isomorphism.
In view of the above results, given a shift F on K, we may say that a normal
∗–functor H from K to H with H(r) = Hr determines an action of (K, F ) on
H via Lemma 2.4 making H into a (right) (K, F )–module.
We clearly should be able to define the tensor product of two K–modules H
andH′ and it should just involve replacing (H0, H0) and (H
′
0, H
′
0) by (H0, H0)⊗
(H ′0, H
′
0). Let H and H
′ be actions of K on H and H′, respectively. Then
the tensor product of the two actions is an action H ⊗ H ′ on a category of
Hilbert spaces H ⊗H′ together with normal ∗–functors D : H → H ⊗H′ and
D′ : H′ → H ⊗H′ such that H ⊗H ′ = DH = D′H ′ and DA = A ⊗ A′D and
D′A′ = A⊗A′D′, where A⊗A′ is the endofunctor on H ⊗H′ associated with
H ⊗ H ′. In restriction to (H0, H0) and (H
′
0, H
′
0), we require that D and D
′
should define ((H ⊗H ′)0, (H ⊗H
′)0) as a tensor product of the von Neumann
algebras (H0, H0) and (H
′
0, H
′
0). It should be noted that D and D
′ are uniquely
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determined by their values on (H0, H0) and (H
′
0, H
′
0), respectively. In fact,
we have seen that with a suitable definition of tensor product the action H
becomes 1(H0,H0)⊗ : K→ (H0, H0)⊗K with a similar expression for H
′. Taking
H⊗H′ = (H0, H0)⊗ (H
′
0, H
′
0)⊗K and H⊗H
′(Y ) := 1(H0,H0)⊗(H′0,H′0)⊗Y and
defining D to be the normal ∗–functor such that D(T ⊗Y ) := T ⊗ 1(H′
0
,H′
0
)⊗Y ,
for T ∈ (H0, H0) and Y ∈ (r, s), with a similar expression for D
′ we do get a
tensor product of H and H ′.
In fact, every tensor product of actions is of this form, since, writing H ′′
for H ⊗ H ′, we may use D and D′ to realize (H ′′0 , H
′′
0 ) as a tensor product of
(H0, H0) and (H
′
0, H
′
0). Then since H
′′ is an action, we have an isomorphism
Φ′′ from H ′′ ⊗ K to H ⊗ H′ and Φ and Φ′ from H ⊗ K and H ′ ⊗ K to H
and H′, respectively. If we then define d(T ⊗ Y ) := T ⊗ 1(H′
0
,H′
0
) ⊗ Y and
d′(T ′ ⊗ Y ) := 1(H0,H0) ⊗ Y using the tensor product structure on (H
′′
0 , H
′′
0 )
coming from D and D′, we have Φ′′ d = DΦ and Φ′′ d′ = D′Φ. Thus the action
H ′′ is ismorphic to an explicit tensor product of actions.
We now look for generalizations of our result characterizing categories K of
Hilbert spaces with (0, 0) = C which admit a shift by dropping the condition
that 0 should be irreducible.
2.6 Lemma Let H and K be Hilbert spaces and F a unital normal homomor-
phism from (H,H) to (K,K). Then we can pick matrix units Eab in (H,H)
and Ear,bs in (K,K) such that F (Ebc) =
∑
r Ebr,cr.
Proof. Pick matrix units Eab in (H,H) then for a fixed a, F (Eaa) is a non-zero
projection and we may pick matrix units Ear,as for the Hilbert space F (Eaa)K.
Thus, in particular, F (Eaa) =
∑
r Ear,ar. Now define
Ebr,cs := F (Eba)Ear,asF (Eac).
A routine computation shows that
Ebr,csEdt,ev = δcdδstEbr,ev
∑
r
Ebr,cr = F (Ebc) = I.
Thus we have defined a set of matrix units with the required properties.
2.7 Lemma Let H and K be Hilbert spaces and F a unital normal homomor-
phism from (H,H) to (K,K) then there is a Hilbert space L of support one in
(H,K) such that
ψT = F (T )ψ, ψ ∈ L, T ∈ (H,H).
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Proof. Pick orthonormal bases ea and ear in H and K in such a way that the
corresponding matrix units are as in Lemma 2.6. Define ψr ∈ (H,K) by ψrea :=
ear and a computation shows that ψr is a basis of a Hilbert space L of support
one in (H,K). Now ψrEbced = δcdebr and F (Ebc)ψred =
∑
sEbs,csedr = δcdebr,
completing the proof.
Now let H be a category of Hilbert spaces with objects labelled by N0 and
F a normal ∗-functor from H to H acting on objects as F (n) = n+1. We have
analyzed the situation when 0 is irreducible and we begin a similar analysis in
the general case.
By Lemma 2.7, there is a Hilbert space L of support one in (0, 1) inducing
F on (0, 0). We now define as before
Fˆ (X) =
∑
i
Fn(ψi) ◦X ◦ F
m(ψ∗i ).
Fˆ will be a normal ∗–functor with Fˆ (n) = n + 1 and commuting with F and
ˆˆ
F = F . The
Fn−1(ψi1 ) ◦ · · · ◦ F (ψn−1) ◦ ψin
form an orthonormal basis ψi,n of a Hilbert space of support one in (0, n). We
find
Fˆ k(X) =
∑
i
Fn(ψi,k) ◦X ◦ F
m(ψ∗i,k).
We can interchange the role of F and Fˆ . But care is required as we need
another Hilbert space of support one in (0, n). It follows from Lemma 2.7 that
Fˆ (T ) = F (T ) for T ∈ (0, 0) so that L remains the correct Hilbert space in (0, 1).
In (0, n) we need a Hilbert space with orthonormal basis
Fˆn−1(ψi1 ) ◦ · · · ◦ Fˆ (ψn−1) ◦ ψin
denoted ψˆi,n. Then
F k(X) =
∑
i
Fˆn(ψˆi,k) ◦X ◦ Fˆ
m(ψˆ∗i,k).
We now define a W ∗–subcategory K of H whose arrows consist of those
S ∈ (m,n) such that S ◦ Fm(T ) = Fn(T ) ◦ S. This subcategory is invariant
under F and the object 0 is now irreducible. By Lemma 2.7, L is a Hilbert
space of support one in this category so that this is actually a category of
Hilbert spaces. So our previous result is applicable and K is isomorphic to the
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category of tensor powers of a Hilbert space K in such a way that F is the
functor of tensoring on the right by 1K .
But the inclusion functor of K in H is now a normal ∗–functor which is
the identity on objects. The associated endofunctor A is just F . Our previous
analysis yields the following result.
2.8 Proposition Let H be a category of Hilbert spaces with objects labelled
by N0 and F a normal
∗-functor fromH to H acting on objects as F (n) = n+1.
Then H is isomorphic to the category of Hilbert spaces whose objects are of the
form H ⊗ Kn, n ∈ N0, for Hilbert spaces of H and K in such a way that F
becomes the functor of tensoring on the right by 1K .
3 Shifts and Multiplicative Unitaries
We used above the characterization of endomorphisms of the Cuntz algebra
in terms of unitaries given by Cuntz who also showed[5] that if K is a finite-
dimensional Hilbert space then a unitary V ∈ (K2,K2) is a multiplicative uni-
tary if the endomorphism λR of the Cuntz algebra OK satisfies
λRλR = ρλR,
where R = V θ, θ being the flip on K2, and ρ the endomorphism generated by
the defining Hilbert space K. This result remains valid in the extended Cuntz
algebra ifK is infinite dimensional[15]. The multiplicativity of V is alternatively
expressed by the identity λV ∗λR = ρλV ∗ . The corresponding identities for
normal ∗-functors on K commuting with F imply that a unitary V ∈ (2, 2) is
multiplicative for the tensor structure induced by Fˆ , i.e. where F corresponds
to tensoring on the right and Fˆ to tensoring on the left by the object 1. The
role of the endomorphism ρ of the Cuntz algebra is played by Fˆ = Gθ. In other
words, the following result holds.
3.1 Proposition Let F and G be two commuting shifts on K. Let R ∈ (2, 2)
be the unitary such that G(ψ) = R ◦ F (ψ), ψ ∈ (0, 1). Set V := R ◦ θ, where
θ is the flip on (2, 2) derived from the tensor structure induced by Fˆ , then the
following conditions are equivalent.
a) V is a multiplicative unitary.
b) GG = FˆG.
b’) FF = GˆF .
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c) n 7→ Fn+1(ψ) is a natural transformation from G to GG, ψ ∈ (0, 1).
c’) n 7→ Gn+1(ψ) is a natural transformation from F to FF , ψ ∈ (0, 1).
d) GG(ψ) ◦ F (ψ′) = FF (ψ′) ◦G(ψ), ψ, ψ′ ∈ (0, 1).
e) GV ∗G = FˆGV ∗ .
f) n 7→ Fn+1(ψ) is a natural transformation from GV ∗ to GV ∗G, ψ ∈ (0, 1).
g) GV ∗G(ψ) ◦ F (ψ
′) = FF (ψ′) ◦GV ∗(ψ), ψ, ψ
′ ∈ (0, 1).
Proof. The equivalence of a), b) and e) is a simple computation whose origins
were explained above. Suppose a) is valid and pick X ∈ (m,n) then
∑
i
Fn+1(ψi,1) ◦G(X) ◦ F
m+1(ψi,1)
∗ = FˆG(X) = GG(X).
Hence Fn+1(ψ) ◦G(X) = G(X) ◦ Fm+1(ψ) for ψ ∈ (0, 1), giving c). d) follows
as a special case. But if d) holds, then
FˆG(ψ) =
∑
i
F 2(ψi,1)G(ψ)F (ψi,1)
∗ = GG(ψ).
But the set of arrows X in K such that FˆG(X) = GG(X), is aW ∗–subcategory
of K which is invariant under the action of F , seeing that F commutes with Fˆ
and G. Thus d) implies b). In the same way, we can prove that e), f) and g) are
equivalent. Finally, the symmetry between F and G, visible in d), shows that
b’) and c’) are also equivalent to the remaining conditions.
We have seen that the situation in Proposition 3.1 is symmetric in the two
commuting shifts F and G. Interchanging F and G obviously corresponds to re-
placing R by R−1 and hence V := R ◦ θ by Vˆ = R−1 ◦ θ, the dual multiplicative
unitary. The multiplicative unitaries on (0, 2) for the tensor structure deter-
mined by F are clearly in 1− 1 correspondence with the shifts commuting with
F and satisfying the equivalent conditions of Proposition 3.1. Equivalent multi-
plicative unitaries correspond to shifts conjugate under (inner) automorphisms
of K commuting with F .
We can also characterize the intertwining operators between the tensor pow-
ers of V , regarded as an object in the category of representations of V , in terms
of the commuting shifts.
3.2 Lemma Let F and G be commuting shifts on K with GG = FˆG and let V
be the associated multiplicative unitary. Set G′ := GϑV then
(V r, V s) = {Y ∈ (r, s) : G′(Y ) = Fˆ (Y )}.
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Proof. Interpreting F as tensoring on the right by 1, the condition G′(Y ) =
Fˆ (Y ) reads
(ϑV )s ◦ Y × 1 ◦ (ϑV )
∗
r = ϑs ◦ Y × 1 ◦ ϑ
∗
r .
Hence, it suffices to show that ϑ∗s ◦ (ϑV )s = V1s+1V2s+1 · · ·Vss+1, where we have
used the index notation on the right hand side. However, this may be proved
by induction. In fact
ϑ∗s ◦ (ϑV )s = 1s−1 × ϑ ◦ ϑ
∗
s−1 × 1 ◦ (ϑV )s−1 × 1 ◦ 1s−1 × (ϑV )
= ϑss+1V1sV2s · · ·Vs−1sϑss+1Vss+1 = V1s+1V2s+1 · · ·Vss+1.
3.3 Corollary Let F and G be two commuting shifts on K such that GG = FˆG
and V the corresponding multiplicative unitary. Let G′ := GϑV and consider a
sequence tn ∈ (r+n, s+n) that defines simultaneously a natural transformation
t in (Gˆ
′r, Gˆ
′s) and (Fˆ r, Fˆ s). Such natural transformations form a tensor W ∗–
subcategory of the tensor W ∗–category of all natural transformations between
the powers of Gˆ′. Evaluating t in 0 establishes an isomorphism with the tensor
W ∗–category of intertwiners between powers of V .
Proof. If t ∈ (Gˆ
′r, Gˆ
′s)∩(Fˆ r, Fˆ s), then, by Lemma 2.1, tn = G
′n(t0) = F
n(t0).
Thus t is uniquely determined by t0 and, as G
′ and F commute, the only
constraint on t0 is that G
′(t0) = F (t0). Lemma 3.2 shows that we have an
isomorphism ofW ∗–categories and a computation shows that it preserves tensor
products.
We now comment on the role of multiplicative unitaries, seen in this light. As
we have seen, F determines a tensor product structure on K and G determines
another so it is natural to interpret R as describing the transition from one
tensor product to another. However, any unitary R ∈ (2, 2) would serve here.
We do not need V := Rθ to be a multiplicative unitary. Although it is perfectly
correct to say that F determines a tensor product structure on K, this structure
really involves two commuting shifts F and Fˆ which we interpret as tensoring on
the right by 1 and on the left by 1. Thus taking two commuting shifts F and G
can be regarded as generalizing the idea of a tensor product. It is less symmetric
in that θ has been replaced by R and Fˆ by G and does not give rise to a bifunctor
as a true tensor product unless G = Fˆ . Looked at this way, the condition of
V being multiplicative being equivalent to b) has a simple interpretation. It
is a ‘depth 2’ condition: it is not necessary to apply G more than once since
in successive applications it can always be replaced by Fˆ . The justification for
adopting this terminology from the theory of subfactors is Lemma 6.3 of [12].
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We shall say that the two commuting shifts have relative depth two to stress
that the notion involves the two shifts symmetrically.
Let us look at some examples of actions of K on H. A first example is
suggested directly by Proposition 2.5. Given a Hilbert spaceH , takeH := H⊗K
and then define H : K → H by H(Y ) := 1H ⊗ Y . With this definition we find
A(X) = X ⊗ 1K . We get other normal
∗–functors from K to H by picking for
each r a unitary Wr ∈ (Hr, Hr) and then defining E(Y ) :=Ws ◦ 1H ⊗ Y ◦W
∗
r ,
Y ∈ (r, s). In fact, we are in the situation of Lemma 2.1 andWs = (E, 1H0 , H)s.
A computation shows that in this case the corresponding endofunctor B, say, is
given by
B(X) =Wn+1 ◦A(W
∗
n ◦X ◦Wm) ◦W
∗
m+1, X ∈ (Hm, Hn).
In particular, suppose we start from a multiplicative unitary V on K2 and
a representation W on H . We can define H and E as above but making the
particular choice
Ws :=W12W13 . . .W1s+1,
using index notation.
3.4 Lemma LetW be a representation of a multiplicative unitary then defining
functors E,H : K→ H, as above and letting G be the endofunctor on K defined
by R := V θ, as before, we have EG = HG.
Proof. It suffices to show that EG(ψ) = HG(ψ) for each ψ ∈ (0, 1). Now
HG(ψ) = H(R)HF (ψ), whereas
EG(ψ) = E(R) ◦ EF (ψ) = E(R) ◦W12W13HF (ψ)W
∗
12 = E(R) ◦W12HF (ψ).
However E(R) = W12W13R23W
∗
13W
∗
12 and H(R) = R23, so the identity in
question follows from the definition of a representation W of V , W12W13V23 =
V23W12.
We can therefore adopt the following point of view. Regard a multiplica-
tive unitary as a category K of Hilbert spaces, as above, equipped with two
commuting shifts F and G satisfying GG = FˆG. A representation of such a
multiplicative unitary is a category of Hilbert spaces H, as above, equipped
with two normal ∗–functors E and H from K to H of rank zero such that
EG = HG. An intertwining operator between two representations is a bounded
linear operator T ∈ (H0, H
′
0) such that, setting
A(X) :=
∑
i
H ′Fˆn(ψi,1) ◦X ◦HFˆ
m(ψi,1)
∗, X ∈ (Hm, H
′
n),
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r 7→ Ar(T ) defines a natural transformation from E to E′. In fact, if we pick
ψ ∈ (0, 1), this gives
A(T )W1H ⊗ ψ =W
′1H′ ⊗ ψT =W
′A(T )1H′ ⊗ ψ.
Since A(T ) = T ⊗ 1K , T ∈ (W,W
′). On the other hand, if T ∈ (W,W ′),
then Ar(T )Wr =W
′
rA
r(T ) and this implies that r 7→ Ar(T ) is a natural trans-
formation from E to E′. Note, however, that Ar(T ) = (H ′, T,H)r, so that
T ∈ (H0, H
′
0) is in (W,W
′) if and only if r 7→ Ar(T ) defines an element of
(H,H ′) ∩ (E,E′).
Superficially, the relation GG = FˆG looks like a special case of EG = HG.
However, E and H have rank zero, whereas G and Fˆ have rank one. However,
if we delete the object 0 from K to give a full subcategory K+ and let G+ and
Fˆ+ denote the functors obtained by restricting the range to K+, the relation
G+G = Fˆ+G is a special case of EG = HG and we are considering V as an
object in its category of representations.
The relation EG = HG is symmetrical in E and H . Exchanging E and H
corresponds to replacing W by W−1 which will not, in general be a represen-
tation of the multiplicative unitary V . However, the tensor product notation
involved in the definition of representation refers to H .
H is to be interpreted here as the trivial representation on the same space
H0 as E. Since (E,E
′) ∩ (H,H ′) ⊂ (H,H ′), the category of representations of
V automatically comes equipped with a faithful functor into the subcategory of
trivial representations.
When we have two commuting shifts and two actions E and H , as above, it
seems appropriate to refer to H as a K–bimodule. We have already considered
the tensor product of K–modules in the last section and we now extend these
considerations to bimodules. Given therefore two action E′ and H ′ on H′, we
form H⊗H′ and H ⊗H ′. Of course, we could equally well have formed E⊗E′
instead, but what we really need is the relation between the two actions. We
therefore use the functors D and D′, expressing H⊗H′ as a tensor product and
set
(E ⊗ E′)(Y ) = D(Ws) ◦D
′E′(Y ) ◦D(W ∗r ), Y ∈ (r, s)
where Wr = (E, 1H0 , H)r. It is easy to check that E ⊗E
′ is a normal ∗–functor
and that this definition applied to H and H ′ gives H ⊗H ′. Expressing E′ in
terms of H ′ using W ′r = (E
′, 1H′
0
, H ′)r, the definition is equivalent to
(E ⊗ E′, 1(H⊗H′)0 , H ⊗H
′)r = D(Wr) ◦D
′(W ′r).
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There is obviously a convention involved here because we have chosen to write
the primed terms to the right of the unprimed terms. However, this convention
is consistent with that used for multiplicative unitaries in that it corresponds to
taking the tensor product of representations W and W ′ as W13W
′
23. It is easily
checked that EG = HG and E′G = H ′G imply E ⊗ E′G = H ⊗H ′G.
4 Multiplicative Unitaries and Tensor Categories
We now exhibit a mechanism leading from objects in a tensor W ∗–category to
multiplicative unitaries. It will involve a category of Hilbert spaces K, equipped
with two commuting shifts F and G. Let ρ be an object in a strict tensor
W ∗–category and suppose that K is a Hilbert space of support one contained
in (ρ, ρ2). We then define inductively Kn := Kn−1 × 1ρ ◦K, where the norm
closed linear span is understood. Then Kn is a Hilbert space of support 1 in
(ρ, ρn+1). K0 will denote C1ρ. We now set
(Km,Kn) := {X ∈ (ρm+1, ρn+1) : X ◦Km ⊂ Kn}.
We see that Kn = (K0,Kn) and thus we have defined a W ∗–subcategory K
of Hilbert spaces of the tensor W ∗–category Tρ whose objects are the tensor
powers of ρ. We claim that K is invariant under tensoring on the right by 1ρ.
In fact, it suffices to show that K × 1ρ ⊂ (K,K
2), i.e. that K × 1ρ ◦K ⊂ K
2
but this is true by construction. If F denotes the restriction of ×1ρ to K, K
has unique structure of tensor W ∗–category such that F becomes the functor
of tensoring on the right by 1K .
4.1 Lemma Let K ⊂ (ρ, ρ2) be a Hilbert space of support one in a tensor
W ∗–category and let K be the subcategory of Hilbert spaces defined as above,
then the following conditions are equivalent.
a) 1ρ ×K ⊂ (K,K
2).
b) K is an invariant subcategory for 1ρ×.
c) Kn = 1ρ ×K
n−1 ◦K, n ∈ N.
d) K2 = 1ρ ×K ◦K.
Proof. K is the smallest W ∗–subcategory containing K and invariant under
×1ρ. Furthermore 1ρ× and ×1ρ commute, thus a) implies b). Given b), we
know from Proposition 2.3 that 1ρ × ψ = Rn ◦ ψ × 1ρ, for ψ ∈ K
n with Rn
unitary, giving c). c) implies d), trivially and d) implies a).
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We call a Hilbert space K satisfying the equivalent conditions of Lemma 4.1
ambidextrous.
4.2 Theorem Let K ⊂ (ρ, ρ2) be an ambidextrous Hilbert space of support
one in (ρ, ρ2). Let F and G denote the restrictions of ×1ρ and 1ρ× to K then
there is a unique V ∈ (K2,K2) such that
G(ψ) = V ◦ Fˆ (ψ), ψ ∈ K.
V is a multiplicative unitary.
Proof. V is unique and is unitary because it is given by
V =
∑
i
G(ψi,1)Fˆ (ψi,1)
∗
where the sum is taken over an orthonormal basis. Now since K ∈ (ρ, ρ2), for
X ∈ (Km,Kn),
FˆG(X) =
∑
i
Fn+1(ψi,1) ◦ 1ρ ×X ◦ F
m+1(ψi,1)
∗ = 1ρ2 ×X = G
2(X).
Thus G2 = FˆG and V is a multiplicative unitary by Proposition 2.3.
Every multiplicative unitary can be realized in this manner.
4.3 Proposition Let V be a multiplicative unitary V ∈ (K2,K2), then GV ∗(K)
is an ambidextrous Hilbert space H ⊂ (K,K2) of support one and if U ∈ (K,H)
is the unitary taking ψ to GV ∗(ψ) the multiplicative unitary defined by H is
U × U ◦ V ◦ (U × U)−1.
Proof. H := V ∗ ◦K × 1K = GV ∗(K) is obviously a Hilbert space of support
one in (K,K2). To verify that H is ambidextrous, it suffices by Proposition 2.4
to verify that
ψ∗2 × 1K ◦ V ◦ 1K × ψ
∗
1 ◦ 1K × V ◦ V
∗ × 1K ◦ ψ3 × 1K2 ◦ V
∗ ◦ ψ4 × 1K
is a multiple of 1K for any choice of ψi ∈ K, i = 1, 2, 3, 4. Using the multiplica-
tivity of V , this reduces to
(ψ∗2 × ψ
∗
1 ◦ V
∗ ◦ ψ3 × ψ4)× 1K
and hence is a multiple of 1K . It remains to compute the operator S defined by
S ◦ V ∗ × 1K ◦ ψ × 1K2 = 1K × V
∗ ◦ 1K × ψ × 1K , ψ ∈ K.
Writing φi ∈ H for V
∗ ◦ψi× 1K and computing using the multiplicativity of V ,
we find
φ∗1 × φ
∗
2 ◦ S ◦ φ3 × φ4 = ((ψ1 × ψ2)
∗ ◦R ◦ ψ3 × ψ4)× 1K .
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Thus the multiplicative unitary associated with H is as asserted.
An analogous computation shows that we may replace GV ∗ by GR in Propo-
sition 4.3.
We now ask how the multiplicative unitary depends on the choice of am-
bidextrous Hilbert space H ⊂ (ρ, ρ2). Let H ′ be another such Hilbert space
then there is a unitary U ∈ (ρ2, ρ2) such that U ◦ H = H ′. Let V and V ′
denote the multiplicative unitary operators associated with H and H ′ and set
R := V θ, R′ := V ′θ′, where θ and θ′ are the flips on H2 and H
′2, respectively.
We compute the relation between R and R′. Let ψ ∈ H , then
R′ ◦ (U ◦ ψ)× 1ρ = 1ρ × (U ◦ ψ) = 1ρ × U ◦R ◦ ψ × 1ρ.
Thus R′ = 1ρ×U ◦R◦U
∗×1ρ. This is in contrast to the transformation law of θ,
namely θ′ = u2◦θ◦u2
∗ where u2 := U×1H ◦1H×U is the tensor power of U . It
should be remembered however that R′ is intrinsically determined byH ′ whereas
U is not. The interesting question is whether the associated multiplicative
unitaries V and V ′ are necessarily equivalent and for which unitaries U , U ◦H
is ambidextrous.
We present an example. Let K denote the W ∗–tensor category of tensor
powers of a Hilbert space K. Let V ∈ (K2,K2) be a multiplicative unitary,
then, as we have seen, H := V ∗ ◦K is an ambidextrous Hilbert space in (K,K2)
whose associated multiplicative unitary is equivalent to V . Since we are free
to choose any multiplicative unitary V , this makes it clear that the associated
multiplicative unitaries can depend in an essential way on the ambidextrous
Hilbert space.
We may sum up the results to date in this section as follows.
4.4 Theorem Let K be a category of Hilbert spaces with objects Kn, n ∈ N0
and (K0,K0) = C equipped with commuting shifts F and G such that GG =
FˆG. Let V ∈ (K2,K2) be the multiplicative unitary such that G(ψ) = V ◦Fˆ (ψ),
ψ ∈ K1, then H := V
∗ ◦F (K1) is an ambidextrous Hilbert space. Let H be the
resulting category of Hilbert spaces with commuting shifts D and E obtained by
restricting F and Fˆ to H, then the shift G∗ on K defined by G∗(ψ) = V ∗◦F (ψ),
ψ ∈ K1 yields an isomorphism of K, F, G with H, D, E.
Proof. We know from Proposition 3.1 that V is a multiplicative unitary and
from Proposition 4.3 that G∗(K1) is an ambidextrous Hilbert space. The re-
sulting category H of Hilbert spaces is thus G∗(K). Since G∗ commutes with F
and by Proposition 3.1, G∗G = FˆG∗, G∗ does yield the desired isomorphism.
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Remark. The construction of this section deriving a multiplicative unitary
from an ambidextrous Hilbert space is invariant under tensor ∗–functors since
the image of an ambidextrous Hilbert space of support one is again such a
Hilbert space and a tensor ∗–functor commutes with tensoring on the right and
left.
We have seen in Theorem 4.2 how an ambidextrous Hilbert space leads to
a multiplicative unitary. There is a variant of this result which instead yields
a representation of a multiplicative unitary. To motivate this result, we let
V be a multiplicative unitary on the tensor power of a Hilbert space L and
W a representation of V on a Hilbert space M . Then V and W are objects
of the tensor W ∗–category R(V ) and, as we know, K := V ∗ ◦ L × 1L is an
ambidextrous Hilbert space in (V, V 2). However, W being a representation of
V , H0 := W
∗ ◦M × 1L is a Hilbert space of support one in (V,WV ). Hence
Hn := Hn−1 × 1V ◦K is a Hilbert space of support one in (V,WV
n+1). Thus
just as we have a category K of Hilbert spaces associated with K, there is a
category H associated with H0. We claim that tensoring on the left with 1W
restricts to a ∗–functor from K to H. It suffices to show that 1W ×K ◦H0 ⊂ H1
and, expressing K and H0 in terms of L and M , this is again a consequence of
W being a representation of V . We have here an obvious generalization of the
notion of ambidextrous Hilbert space involving K and H0.
We use this as the basis of a definition. Let T be a tensor W ∗–category and
ρ and σ objects of T. Let K ⊂ (ρ, ρ2) and H0 ⊂ (ρ, σρ) be Hilbert spaces of
support one and K and H the corresponding categories of Hilbert spaces with
objects Kn := Kn−1 × 1ρ ◦K and Hn := Hn−1 × 1ρ ◦K, n ∈ N0, respectively.
We say that H is K–ambidextrous if 1σ× restricts to a
∗–functor from K to H.
Lemma 4.5 Let T be a tensor W ∗–category and K ⊂ (ρ, ρ2) and H ⊂ (ρ, σρ)
be Hilbert spaces of support one then the following conditions are equivalent.
a) 1σ ×K ⊂ (H0, H1),
b) H is K–ambidextrous,
c) Hn = 1σ ×K
n ◦H0,
d) H1 = 1σ ×K ◦H0.
Proof. K is the smallest W ∗–subcategory containing K and invariant under
×1ρ. Furthermore 1σ× and ×1ρ commute, thus a) implies b). Since both sides
of c) are Hilbert spaces of support one, b) implies c). c) implies d), trivially and
d) implies a).
4 MULTIPLICATIVE UNITARIES AND TENSOR CATEGORIES 22
4.6 Theorem Let K ⊂ (ρ, ρ2) be an ambidextrous Hilbert space of support
one in (ρ, ρ2) and H a K–ambidextrous Hilbert space in (ρ, σρ). Let F , G, E
and H denote the restrictions of ×1ρ, 1ρ×, 1σ× and 1H0×, respectively, to K
then there is a unique V ∈ (K2,K2) such that
G(ψ) = V ◦ Fˆ (ψ), ψ ∈ K,
and a unique W ∈ (H1, H1) such that
E(ψ) =W ◦H(ψ), ψ ∈ K.
V is a multiplicative unitary and W is a representation of V on H0.
Proof. In view of Theorem 4.2, we need only prove the assertions relating to
W . W is unique and is unitary because it is given by
W =
∑
i
E(ψi,1) ◦H(ψi,1)
∗
where the sum is taken over an orthonormal basis of K. Now since H0 ∈ (ρ, σρ),
for X ∈ (Km,Kn),
HG(X) =
∑
i
Fn+1(φi) ◦ 1ρ ×X ◦ F
m+1(φi)
∗ = 1σρ ×X = EG(X),
where φi is an orthonormal basis of H0. Thus HG = EG and W is a represen-
tation of V by the discussion following Lemma 3.4.
Theorem 4.6 does not really refer to the whole tensor W ∗–category T but
only to the full subcategory with objects ρn and σρn and the structures induced
on this subcategory by tensoring on the left and right by 1ρ and on the left by
1σ. Introducing T enables us to avoid spelling out the structures.
We now show how a representation of multiplicative unitaries gives rise to
an interchange law.
4.7 Proposition Let F and G be two commuting shifts on K with GG = FˆG
and E and H normal ∗–functors from K to H with EG = HG, then given
X ∈ (Hm, Hn) and Y ∈ (p, q),
Bq+1(X) ◦ EGm+1(Y ) = EGn+1(Y ) ◦Bp+1(X),
where B is the normal ∗–functor on H associated with E:
B(X) :
∑
i
EFn(ψi,1) ◦X ◦ EF
m(ψi,1)
∗, X ∈ (Hm, Hn).
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Thus defining X ×′ Y := Bq+1(X) ◦ EGm+1(Y ) gives an action of the tensor
W ∗–category K+ on the category H of Hilbert spaces. If K is given the ten-
sor structure determined by F then there is a unique normal tensor ∗–functor
G∗ from K+ to K such that G∗(ψ) := V ∗ ◦ F (ψ), ψ ∈ K, where V is the
multiplicative unitary associated with F and G.
Proof. To prove the interchange law, write EGm+1 = HFˆmG and EGn+1 =
HFˆnG and use the interchange law between A and HFˆ discussed before Lemma
2.4. The remarks above show that K+ is a tensor W ∗–category and allow us to
check that G∗ is a tensor ∗–functor using Proposition 3.1e.
As we shall be considering Hilbert spaces L ⊂ (Kr,Kr+g) in Section 5,
it is natural to ask to what extent the results can be generalized to Hilbert
spaces K of support one in (ρr, ρr+g), where we suppose, of course, that g 6= 0.
The initial construction can be easily modified. We define inductively Kn :=
Kn−1× 1ρg ◦K, the norm closed linear span being understood. K
n is a Hilbert
space of support 1 in (ρr, ρr+ng). We now set
(Km,Kn) := {X ∈ (ρr+mg, ρr+ng) : X ◦Km ⊂ Kn}.
In this way we have a W ∗–subcategory K of Hilbert spaces whose objects are of
the form ρr+ng, n ∈ N0. K is now invariant under tensoring on the right by 1ρg .
Letting F be the restriction of this functor to K we have a shift on K that can
be regarded as tensoring on the right by 1K . The analogue of Lemma 4.1 now
holds if we consider tensoring on the left by 1ρg and can be used to define the
notion of ambidextrous Hilbert space. Thus we are again led to a category of
Hilbert spaces K equipped with two commuting shifts. At this point there is the
essential difference: we cannot use the exchange law in Tρ to get an analogue of
Theorem 4.2 unless r ≤ g.
4.8 Theorem Let K be an ambidextrous Hilbert space of support one in
(ρr, ρr+g) where r ≤ g. Let F and G denote the restrictions of ×1ρg and
1ρg× to K then there is a unique V ∈ (K
2,K2) such that
G(ψ) = V ◦ Fˆ (ψ), ψ ∈ K.
V is a multiplicative unitary.
The proof follows that of Theorem 4.2, bearing in mind that r ≤ g. If r > g,
there is the possibility of starting with the ambidextrous Hilbert space Kn, for
n sufficiently large.
There is another interesting general result involving Hilbert spaces in Tρ.
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4.9 Theorem Let K be a Hilbert space of support one in (ρr, ρr+g) and define
the associated category of Hilbert spaces K as above. Suppose that
(ρr, ρr)× 1ρrg ⊂ (K
r,Kr).
Then
(ρr+mg, ρr+ng)× 1ρrg ⊂ (K
r+m,Kr+n).
Hence defining, for X ∈ (ρr+mg, ρr+ng),
F (X)ψ := X × 1ρrg ◦ ψ, ψ ∈ K
r+m,
F is a faithful ∗–functor from the full subcategory of Tρ whose objects are ρ
r+ng,
n ∈ N0 to the category K of Hilbert spaces and
F (X × 1ρrg ) = F (X)× 1K .
Proof. K ⊂ (ρr, ρr+g) implies Kn ⊂ (ρr, ρr+ng) and K∗n ◦ (ρr+mg, ρr+ng) ◦
Km ⊂ (ρr, ρr). Since (ρr, ρr) × 1ρrg ⊂ (K
r,Kr), tensor the above on the right
with 1ρrg and compose on the right withK
r and on the left withK∗r to conclude
that
K∗r+n ◦ (ρr+mg, ρr+ng)× 1ρrg ◦K
r+m ⊂ K∗r ◦ (Kr,Kr) ◦Kr ⊂ C1ρr .
Since Kr+m has support one, we conclude that
(ρr+mg, ρr+ng)× 1ρrg ⊂ (K
r+m,Kr+n).
The remaining assertions are now obvious.
We show that the hypotheses of Theorem 4.9 with r = g = 1 are fulfilled,
when V is a multiplicative unitary, considered as an object of R(V ). In fact,
V ∈ (V 2, ι(V )V ), so V ∗ ◦ (C, ι(V ))× 1V is a Hilbert space H of support one in
(V, V 2). Using the condition for T ∈ (K,K) to be an arrow of (V, V ), we get
T × 1V ◦ V
∗ = V ∗ ◦ ι(T )× 1V ,
showing that (V, V )× 1V ◦H ⊂ H , as required. The hypothesis of Theorem 4.3
does imply for the tensor unit ι that (ι, ι) = C.
Theorem 4.9 raises some interesting questions. Let Tr,g denote the full sub-
category of Tρ whose objects are of the form ρ
r+ng with n ∈ N0. Then we have
∗–functors X 7→ 1ρs×X×1ρg−s , 0 ≤ s ≤ g, defined on Tr,g through the ambient
tensor category Tρ. Restricting the domain of the functors to the subcategory
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K and composing with the functor F of Theorem 4.9 gives us ∗–endofunctors
of K taking Km to Kr+m. This raises the question of whether the composition
with F is necessary, or, more precisely, whether 1ρs ×K × 1ρg−s ⊂ (K,K
2)? In
fact, we know that this is true by construction for s = 0 and the basis of the
definition of ambidextrous for s = g. When it is valid for some s > r there is
some analogue of a multiplicative unitary.
We have seen how two commuting shifts F and G onK cannot be interpreted
as tensoring on the right and tensoring on the left with the object 1 unless
G = Fˆ because the interchange law would fail to hold. On the other hand,
we have, in this section, been using the interchange law in a tensor category
to produce commuting shifts tied to multiplicative unitaries. We want, now, to
show how this process can be reversed. We first describe a tensor category in
terms of tensoring on the right and tensoring on the left. Let T be a category
and give for each object ρ endofunctors Fρ and Gρ such that for X ∈ (µ, ν) and
Y ∈ (π, ρ),
Fρ(X) ◦Gµ(Y ) = Gν(Y ) ◦ Fpi(X),
where this identity defines X × Y and expresses the interchange law. It is
understood to imply that Fρ(µ) = Gµ(ρ) for each pair ρ, µ of objects. The
set of these endofunctors is supposed to commute pairwise and FFρ(σ) = FρFσ
and GGµ(ν) = GµGν implying that × is associative. If we further require that
for some object ι Fι and Gι are the identity functors then T becomes a (strict)
monoidal category with monoidal unit ι. A functor J between two such monoidal
categories is a (strict) monoidal functor if for each object ρ of T,
JFρ = FJ(ρ)J, JGρ = GJ(ρ)J.
To have corresponding statements for tensor categories or tensor C∗–categories
or tensor W ∗–categories we need only add the obvious conditions that the func-
tors involved be linear, ∗–preserving or normal as the case may be.
4.10 Proposition Let F and G be two commuting shifts with GG = FˆG, then
given X ∈ (m,n) and Y ∈ (p, q),
F q+1(X) ◦Gm+1(Y ) = Gn+1(Y ) ◦ F p+1(X).
Thus defining X ×′ Y := F q+1(X) ◦Gm+1(Y ) gives a tensor W ∗–category K+
after adjoining an irreducible tensor unit C with no arrows to any other object.
If K is given the tensor structure determined by F then there is a unique normal
tensor ∗–functor G∗ from K+ to K such that G∗(ψ) := V ∗◦F (ψ), ψ ∈ K, where
V is the multiplicative unitary associated with F and G.
4 MULTIPLICATIVE UNITARIES AND TENSOR CATEGORIES 26
Proof. Write Gm+1 = FˆmG and Gn+1 = FˆnG and use the interchange law
between F and Fˆ . The remarks above show that K+ is a tensor W ∗–category
and allow us to check that G∗ is a tensor ∗–functor using Proposition 3.1e.
Note that ×′ is not addition on the objects of K. Instead we have m× n =
m+n+1. However as we have adjoined a tensor unit C to give K+, it is natural
to renumber the objects by adding one and ×′ is then addition on the objects
of K+.
We now generalize some of our results so that we can work with tensor C∗–
categories rather than just tensor W ∗–categories. We begin with an object ρ in
a strict tensor C∗–category and a Hilbert space K in (ρ, ρ2) such that K × 1ρm
has left annihilator zero for m ∈ N0. We can define K
n and (Km,Kn) as at
the beginnning of this section to get a C∗–category K. K will now not be a
category of Hilbert spaces but just some subcategory. K is obviously an invariant
subcategory for ×1ρ. The category K can be completed in an obvious way to
give a category of Hilbert spaces K˜, say, by identifying X ∈ (Km,Kn) with the
corresponding linear map φ 7→ X ◦ φ, φ ∈ Km. The concept of ambidextrous
Hilbert space is dealt with in the following lemma.
4.11 Lemma Let K ⊂ (ρ, ρ2) be a Hilbert space such that K × 1ρm has left
annihilator zero for m ∈ N0. Let K be the C
∗–category defined above, then the
following conditions are equivalent.
a) K is an invariant subcategory for 1ρ×.
b) 1ρ ×K ⊂ (K,K
2).
c) Kn = 1ρn−1 ×K ◦K
n−1, n ∈ N0.
d) K2 = 1ρ ×K ◦K.
Proof. If b) holds, then 1ρ×ψ ◦ψ
′
∗×1ρ maps K
2 into K2 if ψ, ψ′ ∈ K. Hence
∑
i 1ρ×ψi ◦ψ
∗
i ×1ρ converges in, say, the s–topology to a unitary arrow U in K˜,
where the sum is taken over an orthonormal basis in K. But U ◦ ψ × 1ρ ◦ ψ
′ =
1ρ × ψ ◦ ψ
′ and this proves d). c) follows from d) by induction since
K × 1ρn−1 ◦ 1ρn−2 ×K = 1ρn−1 ×K ◦K × 1ρn−2 ,
Composing on the right withKn−2 and using the induction hypothesis we obtain
c). But just as K is invariant under ×1ρ, c) implies that it is invariant under
1ρ×. But b) implies a), trivially.
We can now prove an analogue of Theorem 4.2.
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4.12 Theorem Let ρ be an object in a tensor C∗–category and K an am-
bidextrous Hilbert space in (ρ, ρ2) such that K × 1ρm has left annihilator zero
for m ∈ N0. Let K be as above and K˜ its completion to a category of Hilbert
spaces, then the endofunctors onK determined by ×1ρ and 1ρ× extend uniquely
to commuting shifts F and G on K˜ with G2 = FˆG and there is a multiplicative
unitary V ∈ (K˜2, K˜2), such that G(ψ) = V ◦ Fˆ (ψ), ψ ∈ K.
Proof. The functor ×1ρ defines each K
n as a tensor power of K and hence
there is a unique shift F on K˜ such that F (ψn) = ψn × 1ρ, for ψn ∈ Kn and
n ∈ N0. If X ∈ (K
m,Kn), then
X × 1ρ ◦ F (ψm) ◦ ψ = X × 1ρ ◦ ψm × 1ρ ◦ ψ = F (X ◦ ψm)ψ.
Thus F (X) = X × 1ρ. In the same way, in view of Lemma 4.11, there is a
unique shift G on K˜ with G(X) = 1ρ×X . F and G obviously commute and, as
in Theorem 4.2, we see that GG = FˆG. Thus there is a multiplicative unitary
V with the properties claimed.
The asymmetry in the formulation of Theorem 4.12 is only apparent: its
hypotheses imply that 1ρm ×K has left annihilator zero for m ∈ N0.
5 Algebraic Endomorphisms of the Cuntz Alge-
bra
As a preliminary to our main duality result, we present in this section results
on Hilbert spaces in the Cuntz algebra and endomorphisms of that algebra that
are ‘algebraic’ with respect to the natural grading of the Cuntz algebra.
When K is a finite dimensional Hilbert space, OK will denote the Cuntz
algebra, a simple unital C∗–algebra introduced by Cuntz[3]. When K is infi-
nite dimensional, it denotes the extended Cuntz algebra, a simple C∗–algebra
introduced in [2]. These algebras are special cases of a more general construc-
tion needed in §6, where the Hilbert space is replaced by an object in a tensor
C∗–category. OK has a Z–grading derived from the automorphic action α of T
with αλ(ψ) = λψ, λ ∈ T. Thus the part of OK of grade k is given by
O
k
K := {X ∈ OK : αλ(X) = λ
kX, λ ∈ T}.
It is this grading in the case of the Cuntz algebra OK which will allow us
to refer to certain Hilbert spaces in this algebra and endomorphisms of this
algebra as being ‘algebraic’. Here K can be a finite dimensional or infinite di-
mensional Hilbert space and in the latter case OK is the extended Cuntz algebra
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introduced in [2]. The results can be roughly summarized by saying that com-
putations involving these algebraic objects reduce to problems involving linear
operators between Hilbert spaces that can be identified a priori. These results
will prove useful in other contexts when dealing with concrete endomorphisms
on the Cuntz algebra.
The problem has its origins in the relation between the Cuntz algebra OK
and the tensorW ∗–category of bounded linear mappings between tensor powers
of K. The Cuntz algebra is obtained from the category by factoring out the
operation of tensoring on the right by 1K whilst the operation of tensoring on
the left is retained in the shape of the canonical endomorphism ρK . Then a
direct sum is taken over the grading and finally the algebra is completed in
the unique C∗–norm. This raises certain questions when proving results using
the Cuntz algebra. A result may be purely algebraic in nature involving only
the algebraic part of the Cuntz algebra. The manipulations may have been
simplified by factoring out the operation of tensoring on the right by 1K . At
the same time their significance may have been obscured by the asymmetric
treatment of tensoring on the two sides.
The problems treated in this section illustrate both the analytic and the
algebraic aspects of the problem and we have had more success with the analytic
aspects proving that the set of solutions of these problems involves only the
algebraic part.
If H is a Hilbert space in a C∗–algebra A, Y ∈ A, and L1(H) denotes the
trace class operators on H , then there is a unique continuous linear mapping
T 7→ TrH(Y T ) from L
1(H) to A such that
TrH(Y ψ
′ψ∗) = ψ∗Y ψ′, ψ, ψ′ ∈M.
The norm of this mapping is ≤ ‖Y ‖ and TrH(Y T ) =TrH(TY ). As the notation
suggests, we are taking a partial trace relative to H .
5.1 Lemma. Let C be a Z–graded ∗–subalgebra of OK , i.e. C is generated by
the subspaces Ck := C∩OK
k . Then Ck ⊂ H for some k and some Hilbert space
H in OK of dimension > 1 implies C
nk = 0 for n ∈ Z 6= 0.
Proof. If n ∈ N, then Cnk ⊂ Hn so it suffices to show Ck = 0. Let ψ ∈ Ck,
then ψψψ∗ ∈ Ck ⊂ H . Hence ψ∗ψψψ∗ ∈ CI, but ψψ∗ is a multiple of a minimal
projection in (H,H) so ψ = 0.
In our applications, the Z–grading will be that introduced above and H =
Kk. We next give results on computing the relative commutant of certain
Hilbert spaces of support I in the Cuntz algebra. This amounts to the same
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thing as determining the fixed points under the inner endomorphism generated
by the Hilbert spaces in question. If λ is an endomorphism of the Cuntz algebra,
then (λ, λ) is just the relative commutant of λ(K) and we give our result in a
generality to include computing certain spaces of intertwining operators. We
consider Hilbert spaces of support I that are algebraic in the sense that they
are contained in some (Kr,Kr+g). g will be referred to as the grade of the
Hilbert space and we shall only consider the case that g ≥ 1. Indeed if K is
finite–dimensional g ≥ 0 and g = 0 implies that the Hilbert space has dimension
one. The minimal value for r will be referred to as the rank of the Hilbert space.
If K is finite dimensional, then every such Hilbert space is of the form WK,
where W ∈ (Kr+1,Kr+g) is an isometry. In infinite dimensions, we need to
consider coisometries W , too. As these Hilbert spaces have a fixed grade, the
endomorphisms they generate commute with αλ and their fixed–point algebras
are graded C∗–subalgebras of OK . The basic observation is that if L and M are
such Hilbert spaces of grade g and rank q and r, respectively, then
L∗(Km,Km+k)M ⊂ (Km−1,Km−1+k), m ≥ q − k + g, r + g, 1
L∗(Km,Km+k)M ⊂ (Kr,Kr+k), r + g ≥ m, q − r ≤ k,
L∗(Km,Km+k)M ⊂ (Kq−k,Kq), q − k + g ≥ m, q − r ≥ k.
This will be used in the following way. Pick ϕ ∈ L and ψ ∈M of norm ≤ 1 and
consider the linear mapping X 7→ ϕ∗Xψ of norm ≤ 1 on OK . Let Φ denote a
limit point of iterates of such mappings in the pointwise weak operator topology
of some locally normal representation of OK on some Hilbert space H. A priori
Φ maps OK into B(H), however since the subspaces of the form (K
m,Kn) are
weak operator closed in such representations[2], Φ will map OkK into (K
r,Kr+k)
or (Kq−k,Kq) according as k ≥ (q − r) or k ≤ (q − r). Hence Φ maps OK into
itself.
We now consider the following intertwining problem. Given a bounded linear
mapping Y ∈ (M,L) of norm ≥ 1, find the set C of elements X of OK satisfying
one of the following equivalent conditions
a) Xψ = Y ψX, ψ ∈M ,
b) ψ
′
∗Xψ = ψ
′
∗Y ψX, ψ ∈M, ψ′ ∈ L,
c) ψ
′
∗X = Xψ
′
∗Y, ψ′ ∈ L,
1For convenience, we regard expressions involving the compositions of linear spaces as
referring to the norm closed linear span.
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d) X∗ψ′ = Y ∗ψ′X∗, ψ′ ∈ L,
e) X = Y ρM (X).
Notice that as we have chosen Hilbert spaces L andM of equal grade, C is stable
under the automorphisms αλ defining the Z–grading. To compute C it therefore
suffices to compute Ck for each k. The first step is to use an appropriate mapping
Φ. If we can pick ϕ ∈ L and ψ ∈M of norm ≤ 1 such that ϕ∗Y ψ = I, then by
b), the map X 7→ ϕ∗Xψ leaves C pointwise invariant, and letting Φ be a limit
point of iterates of this particular mapping, we conclude that
C
k ⊂ (Kr,Kr+k), k ≥ (q − r),
C
k ⊂ (Kq−k,Kq), k ≤ (q − r).
In general, we could define Φ to be a pointwise weak operator limit point of X 7→
ϕ∗nn Xψ
n
n, where the ϕn and ψn are chosen of norm ≤ 1 such that (ϕ
∗
nY ψn)
n → I
as n → ∞, this being possible since ‖Y ‖ ≥ 1 by assumption. But we want to
go further and reduce the problem of computing Ck to a purely local problem.
5.2 Proposition Let L and M be algebraic Hilbert spaces of equal grade and
rank q and r, respectively and Y ∈ (M,L) of norm ≥ 1. Let C denote the set
of X ∈ OK such that
Xψ = Y ψX, ψ ∈M,
then if k ≥ q−r, X ∈ Ck if and only if X ∈ (Kr,Kr+k) and one of the following
equivalent conditions hold
a) Xϑ(Kr,M) = Y ϑ(Kr+k,M)X .
bn)XTrMn(TY
×nϑ(Kr,M)) = TrLn(Y
×nTY ϑ(Kr+k,M))X , T ∈ L1(Ln,Mn).
Here L1 is used to denote the set of trace class operators. If k ≤ q − r, then
X ∈ (Kq−k,Kq) and we need only replace r by q − k in the above.
Proof. We have already seen that X ∈ (Kr,Kr+k) if k ≥ q − r and a) now
follows noting that:
Xϑ(Kr,M) = Y ρM (X)ϑ(K
r,M) = Y ϑ(Kr+k,M)X.
Conversely, a) implies X = Y ρM (X) sinceX ∈ (K
r,Kr+k). Now a) also implies
that
Xψ
′
∗Y ϑ(Kr,M)ψ = ψ
′
∗Y ϑ(Kr+k,M)Y ψX, ψ′ ∈ L, ψ ∈M.
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This is b1) for rank one operators T and hence equivalent to b1). On the other
hand, a) follows from b1) since M and L have support one. The same argument
shows that bn) is equivalent to bn−1), completing the proof.
Let us comment on these conditions: a) is a simple canonical condition that
already serves to make the basic point that Ck is determined by intertwining
conditions between fixed tensor powers of K and is in this sense algebraic.
However the permutation operators map between higher tensor powers of K
than is really necessary if X ∈ (Kr,Kk+r) is to intertwine. By using the partial
trace, we can reduce the powers of the tensor spaces involved at the cost of
increasing the number of intertwining relations. In fact, for n sufficiently large,
the operators involved on the left hand side are in (Kr,Kr) and those on the
right hand side in (Kq,Kq).
In concrete cases, the following strategy for computing Ck proves useful. Let
X ∈ Ck and V ∈ (K,M); in practice, V can usually be picked unitary. Then
ϑ(Kn,M)ρn(V ) = V ϑ(Kn,K), n ∈ N0,
where we have written ρ for ρK . Since X ∈ (K
r,Kr+k), Xρr(V ) = ρr+k(V )X ,
and using a) of Proposition 5.2, we get
XV ϑ(Kr,K) = Y V ϑ(Kr+k,K)X.
If V has a right inverse, we can, conversely, deduce a) of Proposition 5.2 from
this equation. If wished, the permutations operators can be eliminated in favour
of the endomorphism ρ. In fact, since ϑ(Kr+k,K)X = ρ(X)ϑ(Kr,K), we get
XV = Y V ρ(X),
but this is best derived directly from d), above. Similarly, if U ∈ (K,L), we
may conclude that
UX = ρ(X)UY.
This is equivalent to a) of Proposition 5.2, if V has a left inverse.
After these results, let us try and clarify whether more might be expected
by relating the set of solutions to questions posed entirely in terms of a category
of Hilbert spaces and hence independent of the identifications used to define the
Cuntz algebra.
In place of OK we consider a category K of Hilbert spaces with objects
N0 and equipped with a shift F to be thought of as the tensor powers of a
Hilbert space K, as described in detail in Section 2. Instead of considering a
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Hilbert spaces L ⊂ (Kq,Kq+g) and M ⊂ (Kr,Kr+g), we consider another such
category L with a shift G and two normal ∗–functors J and J ′ from L to K such
that JG = F gJ , J ′G = F gJ ′ and J(0) = q and J ′(0) = r. We consider natural
transformations t ∈ (J ′, J)∩ (Fˆ , Fˆ ). As we know from computations in Section
2, such a natural transformation is uniquely determined by t0 := X ∈ (K
q,Kr)
satisfying
F g(X) =
∑
j
J(ψj) ◦X ◦ J
′(ψj)
∗,
where the sum is taken over an orthonormal basis of M . If we write this in
the Cuntz algebra we obtain our condition e), X = Y ρM (X), where Y =∑
j J(ψj)J
′(ψj)
∗ in the Cuntz algebra and is unitary. There is no difficulty
in generalizing to include cases where Y is not unitary.
We learn from this that it is quite natural to expect solutions of grade r− q.
Furthermore, by composing J or J ′ with tensoring on the right by 1K , we can
replace q by q+1 or r by r+1. Thus we have potential solutions for any grade.
We see, therefore that the identifications involved in defining the Cuntz algebra
mean that one problem at the level of the Cuntz algebra involves a countable
set of problems at the level of TK .
We conclude that the results obtained using the spaces (Km,Kn) in the
Cuntz algebra are the best that can be expected in complete generality. How-
ever, we now show how the estimates on the localization of Ck can be improved
under conditions involving the relative localization of YM and Kg or Y ∗L and
Kg. Note that Mn∗Kgn ⊂ (Kr,Kr) for all n.
5.3 Lemma Let m denote the smallest integer ≥ r
g
and ℓ the smallest integer
≥ q
g
. If the weak operator closed linear span of the (L∗Y )nKgn, n ≥ m, in
(Kr,Kr) contains I then Ck ⊂ Kk for k ≥ q and Ck ⊂ (Kq−k,Kq) for q ≥ k ≥
q − r. Similarly, if the weak operator closed linear span of the (M∗Y ∗)nKgn,
n ≥ ℓ, in (Kq,Kq) contains I then Ck ⊂ K∗−k for k ≤ −r and Ck ⊂ (Kr,Kr+k)
for −r ≤ k ≤ q − r.
Proof. We know that Ck ⊂ (Kr,Kr+k) if k ≥ q − r. But Ln has rank q and
grade ng and Kng has rank 0 and grade ng. Thus from previous computations
Ln∗CkKng ⊂ Kk, k ≥ q, ng ≥ r,
Ln∗CkKng ⊂ (Kq−k,Kq), q ≥ k ≥ q − r, ng ≥ r.
But if X ∈ C,
Ln∗XKgn = X(L∗Y )nKgn.
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Thus if the weak operator closed linear span of the (L∗Y )nKgn contains I, X
will be in the weak operator closed linear span of the Ln∗XKgn and the first
part follows. The second part can be proved similarly or deduced from the first
by using X∗ and Y ∗ in place of X and Y .
Recalling Lemma 5.1 at this point, we get the following corollary.
5.4 Corollary Suppose L = M and Y is a projection or a unitary. Let m
denote the smallest integer ≥ q
g
and suppose the weak operator closed linear
span of the (L∗Y )nKgn, n ≥ m, in (Kr,Kr) contains I, then Ck = 0 for k ≥ q
and k ≤ −q and Ck ⊂ (Kq−k,Kq) for q ≥ k ≥ 0.
Proof. When Y is a projection, we need only remark that C is a Z–graded
∗–subalgebra of OK . If Y is unitary, then X ∈ C
k implies XXX∗ ∈ Ck and this
is all that is used in Lemma 5.1.
To give a simple example, ρr(K) is an algebraic Hilbert space of grade one
and rank r. Its relative commutant is (ρr, ρr) which was shown in [8], using tech-
niques similar to those above, to be equal to (Kr,Kr). In this case, ρr(Kn∗)Kn
is the space of finite rank operators on Kr for n ≥ r and the space of compact
operators from ρr−n(Kn) to Kn if 1 ≤ n ≤ r.
The theory of multiplicative unitaries provides us with further examples of
algebraic Hilbert spaces L and M of equal grade, where the weak operator
closure of L∗M and hence of M∗L contains I. For example, if V ∈ (K2,K2)
is a regular multiplicative unitary then the weak operator closures of K∗V K,
K∗ϑV ϑK and K∗V ϑK in (K,K) are even ∗–algebras containing the unit [1].
Of course, K could be replaced here by any other algebraic Hilbert space of
support I. Note that if Li and Mi are algebraic Hilbert spaces such that I is in
the weak operator closure of L∗iMi, i = 1, 2, then I is also in the weak operator
closure of L∗1L
∗
2M2M1.
Let us now return to the special case used to motivate our basic intertwining
relation. If we take Y = 1M then C is just the relative commutant of M and
it is of interest to ask when M has trivial relative commutant. C0 will reduce
to the complex numbers by b1) of Proposition 5.2 if M
∗ϑ(Kr,M)M has trivial
commutant in (Kr,Kr). We again have examples with r = 1 drawn from the
theory of a regular multiplicative unitary and this leads to the following result.
5.5 Proposition Let V be a regular multiplicative unitary in K2, then the fol-
lowing Hilbert spaces have trivial relative commutant in OK : V
∗K and ϑV ϑK.
In the case of the Hilbert spaces ϑV K and V ∗ϑK, the relative commutants are
the commutants of K∗V K and K∗ϑV ∗ϑK in (K,K), respectively.
Proof. We need only remark that in each case we know that Ck = 0 for k ≥ 1.
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Furthermore, C0 is, in each case, as claimed since, for a Hilbert space of the form
UK with U ∈ (K2,K2) unitary, b1 of Proposition 5.2 just reduces to saying
that C0 is the commutant of the first component of Uϑ.
Following [1], we denote K∗V K and K∗ϑV ∗ϑK by A(V ) and Aˆ(V ), re-
spectively. If V is a regular multiplicative unitary, these algebras are actually
∗–algebras [1].
We now come to the second application we had in mind, namely to study
intertwiners between certain endomorphisms of the Cuntz algebra. We say that
an endomorphism τ has grade g if τ(K) has grade g+1 and is algebraic of rank r
if τ(K) is algebraic of rank r. There is a unique unitary V such that τ(ψ) = V ψ,
for ψ ∈ K and τ has rank r if and only if r is the smallest integer such that
V ∈ (Kr+1+g,Kr+1+g). If σ is an algebraic endomorphism of grade f and rank
q then the composition στ is of grade f + g and rank ≤ q + r + g + (r + g)f .
Now suppose that we have endomorphisms σ and τ as above of equal grade
g, then the space of intertwiners (τ, σ) is Z–graded and if X ∈ (τ, σ), then
Xψ = Y ψX, ψ ∈ τ(K),
where Y ∈ (τ(K), σ(K)) is the unitary taking τ(ψ) to σ(ψ) for each ψ ∈ K.
Thus the analysis of Proposition 5.2 holds. In particular, we have
(τ, σ)k ⊂ (Kr,Kr+k), k ≥ q − r,
(τ, σ)k ⊂ (Kq+k,Kq), k ≤ q − r.
6 An Algebraic Version of Takesaki–Tatsuuma
Duality
After these results on algebraic Hilbert spaces and endomorphisms, our aim is
to describe an algebraic model for a dual of a multiplicative unitary. We present
a duality result for ‘locally compact’ multiplicative unitaries in terms of the C∗–
algebra generated by the regular representation considered as an object in the
tensor C∗–category of representations of the multiplicative unitary. Thus we
get, in particular, an algebraic version of a duality result for the representation
categories of locally compact groups.
We recall that OH is a simple C
∗–algebra and every unitary operator X ∈
(H,H ′) extends to a unital morphism OH → OH′ , which we denote by λX .
Let V be a regular multiplicative unitary acting on K2 and W a represen-
tation contained in M((H,H) ⊗ A(V )) , the multiplier algebra of the minimal
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tensor product (H,H) ⊗ A(V ) . Let us identify A(V )ρK(OH) = A(V ) ⊗ OH .
Then
λϑH,KW (H
r, Hs)A(V ) +A(V )λϑH,KW (H
r, Hs) ⊂ A(V )ρK(H
r, Hs).
Here in the definition of λϑH,KW we consider H and K as Hilbert spaces of
support I in some B(H) and regard ϑH,KW as mapping H onto ϑH,KWH . The
arguments of [5] or [14]; Section 6 generalize to show that the monomorphism
λϑH,KW : OH →M(A(V )⊗OH) defines a coaction of A(V ) on OH , i.e. λϑH,KW
is a unital ∗–homomorphism satisfying
δ ⊗ i ◦ λϑH,KW = i⊗ λϑH,KW ◦ λϑH,KW ,
where δ is the coproduct of A(V ) induced by the adjoint action of
ϑK,KV [1]. The corresponding fixed point algebra is
O
W = {T ∈ OH : λϑH,KW (T ) = ρK(T )} .
Direct computations show that OW ∩ (Hr, Hs) = (W×r,W×s). We recall
that any object W in a tensor C∗–category T has a canonically associated C∗–
algebra OW with a unital endomorphism ρW [7]. This construction can be used
in two quite different ways. On the one hand it provides one with a large class of
model endomorphisms with rather well defined properties. In favourable cases,
the associated ∗–functor FW from TW , the tensor C
∗–category whose objects
are the tensor powers ofW with arrows taken from T, to the tensor C∗–category
whose objects are the powers of ρW and whose arrows are intertwining operators
is even an isomorphism. This illustrates the second aspect of the construction
that it also encodes properties of the object W in question. W is C∗–amenable
when FW is an isomorphism, in the terminology of [13], where related notions
of amenability are discussed.
Now TW carries an automorphic action of the circle group T defined by
αλ(T ) := λ
s−rT, T ∈ (W r,W s),
and the induced automorphic action of T on (OW , ρW ) is also denoted by α.
The spectral subspaces of the action make OW into a Z–graded C
∗–algebra:
OW
k = {T ∈ OW : αλ(T ) = λ
kT , λ ∈ T} .
The construction is functorial so, given a ∗–functor F from T, it yields a
morphism F∗ : OW → OF (W ) of C
∗–algebras intertwining the canonical endo-
morphisms and the actions of T. In particular, if we have a faithful functor
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into a tensor C∗–category of Hilbert spaces as is the case for the categories
R(V ) or C(V ) , then it yields an inclusion OW ⊂ OH of C
∗–algebras such that
ρH ↾ OW = ρW . Here H = F (W ) is the Hilbert space of W . If OW has trivial
relative commutant in OH then the group of automorphisms of OH leaving OW
pointwise fixed can be identified with
GW := {U ∈ U(H) : TU
×r = U×sT, T ∈ (W×r,W×s), r, s ∈ N}.
Furthermore,
(ρrW , ρ
s
W ) = (H
r, Hs) ∩ OW .
Returning to the fixed point algebra under the above action, we have OW ⊆
O
W . As in the case of a group action, equality follows from an amenability
condition on V .
6.1 Theorem Let W ∈ M((H,H) ⊗ A(V )) be a unitary representation of V
and suppose that there is an invariant mean m on (A(V ), δ) . Then there is a
conditional expectation E : OH → O
W satisfying E(Hr, Hs) = (W×r,W×s) .
In particular, OW = O
W .
Proof. We extend m to the multiplier algebra of A(V ) via strict continuity.
Let ω be a normal state of some faithful representation π of OH where π(H)
has support I. Then i ⊗ ω induces a strictly continuous positive map from
M(A(V )⊗ OH) to M(A(V )) , and setting
ω(E(T )) := m ◦ i⊗ ω ◦ λϑH,KW (T ) , T ∈ OH ,
gives a positive map E of norm one from OH to B(Hpi) satisfying E(AT ) =
AE(T ) , A ∈ OW , T ∈ OH . Now the arguments of [14]; Proposition 6.5,
except that ρK(H
s)∗λϑH,KW (H
r, Hs)ρK(H
r) ⊆M(A(V )) here, show that E is
the desired conditional expectation.
In particular, if V is compact and T ∈ K is a fixed normalized vector
then m(A)I = T ∗AT , A ∈ A(V ) , is the unique Haar measure on A(V ) ,
the conditional expectation corresponding to the representation W is E(X) =
T ∗λϑH,KW (X)T .
6.2 Theorem Let V be a regular multiplicative unitary, then V is C∗–amenable
as an object of R(V ), i.e.
(ρrV , ρ
s
V ) = (V
r, V s), r, s ∈ N0.
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Proof. The pentagon equation expressing the multiplicativity of V is equivalent
to V ∗K ⊂ (V, V 2). V ∗K has trivial relative commutant, by Proposition 5.5, if
V is regular. Thus O′V ∩ OK = C and, consequently,
(ρrV , ρ
s
V ) = (K
r,Ks) ∩ OV .
On the other hand, a computation, cf. §6 of [15], shows that
(V r, V s) = (Kr,Ks) ∩ OV ,
where OV = {X ∈ OK : λϑV (X) = ρK(X)}.
It is not clear whether V is C∗–amenable as an object of C(V ), when V is
regular. The analogous proof does not work. The pentagon equation is now
equivalent to
V ρK(K) = V ϑK ⊂ (V, V
2).
But if V is regular, the relative commutant of V ϑK is, by Proposition 5.5, the
commutant of K∗ϑV ϑK, the first component of V , in (K,K). This difference
between C(V ) and R(V ) relates to the alternative definition of tensor product
pointed out in the introduction. With the alternative tensor product for C(V ),
we would find ϑV ϑK ⊂ (V, V 2) and ϑV ϑK does have trivial relative commutant
in OK .
In virtue of Theorem 6.2, the model endomorphism (OV , ρV ) is a natural
candidate for a dual of V . So we pose the following question. When does a pair
(A, ρˆ) consisting of a unital C∗–algebra and a unital endomorphism arise from
a system of the form (OV , ρV )?
At the same time we have seen that the Cuntz algebra allows a simple
description of a large variety of interesting model endomorphisms, giving rise
to systems of the form (OK , λR), where OK is the (extended) Cuntz algebra
over the Hilbert space K and λR the algebraic endomorphism determined by
the unitary operator R, R ∈ (Kr+1,Kr+1+g) for an algebraic endomorphism of
grade g and rank r. In fact, we would like our model systems to combine two
features: they should be of the form (Oρ, ρˆ), where ρ is an object in a tensor
C∗–category. This means that Oρ is generated by the intertwiners between the
powers of ρˆ. The second feature is that there should be a Hilbert space K of
intertwiners between powers of ρˆ.
Now the Cuntz algebra and the extended Cuntz algebra OK are derived
from the tensor W ∗-category of Hilbert spaces whose objects are the tensor
powers of K. If we begin, as in previous sections, simply with a W ∗–category
of Hilbert spaces K we need a shift F to give OK . Giving a second commuting
6 AN ALGEBRAIC VERSION OF TAKESAKI–TATSUUMA DUALITY38
shift G amounts to giving an algebraic endomorphism λR of grade zero and
rank one. Here R ∈ (K2,K2) is determined by G(ψ) = R ◦ F (ψ), ψ ∈ K.
Natural transformations yield intertwiners of endomorphisms: more precisely,
if t ∈ (Gr , Gs) ∩ (Fˆ r, Fˆ s) then t0 ∈ (λ
r
R, λ
s
R) but it is not clear whether all
intertwiners arise in this way.
Looking at Theorem 4.4 in this light gives us the following result.
6.3 Theorem Let V be a multiplicative unitary on K2, viewed as an element
of OK . Let H := V
∗K and let λ∗ be the induced isomorphism of OK onto OH ⊂
OK , then ρλ
∗ = λ∗λR, where R = V θ and ρ is the canonical endomorphism of
OK .
Remark In fact, OH = OV since (V
r, V s)×1K ⊂ (H
r, Hs) for r, s > 0 but this
still leaves the finer details open on how the intertwiner spaces (V r, V s) sit in
OH .
We now take up the situation of Theorem 4.9. Thus we suppose that Tρ is
a tensor W ∗–category whose objects are the powers of ρ with a Hilbert space
K of support one in (ρr, ρr+g) and suppose that (ρr, ρr) × 1ρrg ⊂ (K
r,Kr).
We now compare C∗–algebra Oρ with the Cuntz algebra OK . Obviously, in
constructing OK , we use only spaces of arrows between objects of the form
ρr+ng with n ∈ N0. But these spaces define the C
∗–algebra Oρg . If we use
ρˆ to denote the endomorphism of Oρg induced by tensoring on the left by 1ρ,
then the estimates of Theorem 4.9 show that ρˆ(K) ⊂ (Kr+1,Kr+2) in Oρg
and that Oρg can be identified canonically with OK . Hence there is a unitary
R ∈ (Kr+2,Kr+2) such that Rψ = ρˆ(ψ), ψ ∈ K. In other words ρˆ can be
identified with λR, an algebraic endomorphism of grade zero and rank ≤ r + 1.
This estimate on the rank is only an upper bound. In fact, if K is ambidextrous,
then ρˆg(K) ⊂ (K,K2). We summarize the discussion as follows.
6.4 Proposition Let ρ be an object in a tensor W ∗–category and K a Hilbert
space of support one in (ρr, ρr+g) with (ρr, ρr) × 1ρrg ⊂ (K
r,Kr). Then
(Oρg , ρˆ) = (OK , λR), where R ∈ (K
r+2,Kr+2) is the unitary operator in Oρ
such that Rψ = ρˆ(ψ), for all ψ ∈ K.
Returning to the question of when a pair (A, ρˆ) consisting of a unital C∗–
algebra and a unital endomorphism arises from a system of the form (OV , ρV ),
where V is a multiplicative unitary, we shall see that the following conditions
are necessary and sufficient:
a) A is generated by a tensorW ∗–category which is a tensor subcategory of the
category of intertwiners between the powers of ρˆ. The generating object
will be denoted by ρ;
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b) there is a Hilbert space of support I, K ⊂ (ρ, ρ2);
c) ρ(K) ⊂ (K,K2);
d) (ρ, ρ) ⊂ (K,K).
We shall see in Theorem 6.11 that Oρ is simple, so, in virtue of a), (A, ρˆ) is
the system (Oρ, ρˆ) associated with the object ρ of the tensor W
∗–category.
We recognize that c) just says that λR of Proposition 6.4 has grade zero and
rank ≤ 1, or equivalently that R ∈ (K2,K2). b), on the other hand, tells us
that λRλR = ρKλR, or, equivalently that V := Rϑ is a multiplicative unitary.
If V is even regular then c) can be strengthened to K∗ρ(K) = KK∗.
Notice that, as a consequence of Theorem 6.3 and the following remark,
(OV , ρV ) satisfies a) to d) above relative to the Hilbert space H := V
∗K.
As Theorem 6.3 establishes the isomorphism of (OV , ρV ) and (OK , λR),
(OK , λR) satisfies a) to d), above, too. Indeed, except for d), this is easily seen
directly. However, (λR, λR) being just the relative commutant of the Hilbert
space λR(K) = RK, we do get (λR, λR) ⊂ (K,K) by Corollary 5.4 if V is
regular. We now prove our first duality result.
6.5 Theorem Let (A, ρˆ) satisfy a) to d) then there is a unique multiplicative
unitary V on the Hilbert spaceK2 , such that (A, ρˆ, K) = (OV , ρV , V
∗K) , where
V is regarded as a representation of V . Two systems of the form (OV , ρV , V
∗K)
for multiplicative unitaries V on K2 are isomorphic if and only if the multiplica-
tive unitaries are equivalent.
Proof. By Proposition 6.4, there is a unitary V ∈ A such that (A, ρˆ, K) =
(OK , λV ϑK,K ,K). But c) implies that V ∈ (K
2,K2) and b) may be read as
ρˆ2 = ρK ρˆ so that V is a multiplicative unitary on K
2 [5],[15]. By Theorem 6.3
again, we can consider isomorphisms of systems of the form (OK , λR,K). So if
τ is an isomorphism from OK to OK′ with τ(K) = K
′ and τ ◦ λR = λR′ ◦ τ .
Then τ(R) = R′ and, since τ(ϑK,K) = ϑK′,K′ , τ(V ) = V
′. So if U is the unitary
from K to K ′ such that τ(ψ) = Uψ, for ψ ∈ K, its second tensor power will
intertwine V and V ′, realizing the desired equivalence. The converse is obvious.
In the case of a regular multiplicative unitary we can even obtain a categori-
cal rather than an algebraic duality theorem. The following result characterizes
tensor W ∗–categories of the form TV for a regular multiplicative unitary V .
6.6 Theorem Given a tensor W ∗–category Tρ whose objects are the tensor
powers of a C∗-amenable object ρ, suppose there is an ambidextrous Hilbert
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space K of support one in (ρ, ρ2) with (ρ, ρ)× 1ρ ⊂ (K,K) and
K∗ × 1ρ ◦ 1ρ ×K = K ◦K
∗
then the unitary V on K2 defined by
V ◦ ψ1 × 1ρ ◦ ψ2 = 1ρ × ψ2 ◦ ψ1, ψ1, ψ2 ∈ K,
is multiplicative and Tρ and TV are isomorphic.
Proof. The fact that V is multiplicative follows from Theorem 4.2 and the
condition K∗ × 1ρ ◦ 1ρ × K = K ◦ K
∗ just says that K is regular. We now
consider the image of Tρ in Oρ under the canonical map, then the conditions
a) to d) above are satisfied by Oρ and we conclude from Theorem 6.5 that
(Oρ, ρˆ, K) = (OV , ρV , V
∗K). Now ρ is C∗–amenable by assumption and V is
C∗–amenable by Theorem 6.2 and, with an obvious notation, Tρˆ and TρV are
isomorphic hence Tρ and TV are isomorphic.
We now want to give an algebraic characterization of the situation where the
multiplicative unitary V on K2 is endowed with a standard braided symmetry
ε, a concept explained in the appendix. In this case the system (O
Vˆ
, ρ
Vˆ
, Vˆ ∗K) ,
with ε = V ϑK,K Vˆ , satisfies conditions a) to d). As pointed out in the ap-
pendix, (O
Vˆ
, ρ
Vˆ
) = (OV , ρV ) , where V is the regular corepresentation and Vˆ
the regular representation. A direct computation shows that the condition for
being standard, namely that Vˆ and V23 commute on (K
3,K3) , is equivalent to
ρV (εψ) = ρH(εψ), ψ ∈ H := Vˆ
∗K. We start with the following result.
6.7 Theorem Let (A, ρ) be a pair consisting of a C∗–algebra and a unital
endomorphism satisfying a) to d). Let ε be a braided symmetry for ρ satisfying
e) ρ(εψ) = ρK(εψ) , ψ ∈ K .
Then there is a multiplicative unitary V on a Hilbert space H whose regular
corepresentation V is endowed with a standard braided symmetry εV of V and
an isomorphism Φ : A→ OV such that
1) Φ ◦ ρ = ρV ◦ Φ ;
2) Φ(ε) = εV ;
3) Φ(K) = Vˆ ∗H , where εV = V ϑVˆ .
The multiplicative unitary V is determined, up to equivalence, by the above
conditions. If ε is a permutation symmetry then (A, ρ) correponds to a locally
compact group G and ε to the usual permutation symmetry.
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Proof. By Theorem 6.5 we can find a regular representation Vˆ acting on a
Hilbert space H such that the triples (A, ρ,K) and (O
Vˆ
, ρ
Vˆ
, Vˆ ∗H) are isomor-
phic via an isomorphism Φ . If we write εV := Φ(ε) = V ϑVˆ then by e) V23 and
Vˆ commute on H3 , so as shown in the appendix, V is multiplicative and εV
is a standard braided symmetry of V . It will follow from the next proposition
that V is unique up to equivalence. If ε is a permutation symmetry then, by
Proposition A.4, V is cocommutative, thus coming from a locally compact group
G [1].
6.8 Proposition. Let V and V ′ be multiplicative unitaries on Hilbert spaces
H2 and H ′
2
endowed with standard braided symmetries εV = V ϑH,H Vˆ and
εV ′ = V
′ϑH′,H′ Vˆ ′ respectively. If there is an isomorphism Φ : OV → OV ′
satisfying
a) Φ ◦ ρV = ρV ′ ◦ Φ ;
b) Φ(εV ) = εV ′ ;
c) Φ(K) = K ′ , where K = Vˆ ∗H and K ′ = Vˆ ′
∗
H ′ ,
then V and V ′ are unitarily equivalent.
Proof. By c), Φ◦ρK = ρK′◦Φ on OV . Thus by a) and b) Φ◦λVˆ ∗(V ) = λVˆ ′∗(V
′)
since λ
Vˆ ∗
(V ) = ρV (ε
∗
V )ρK(εV ) with a similar result for V
′ . Now by c) there is
a unitary operator U : H → H ′ extending to an isomorphism α : OH → OH′
such that Φ ◦ λ
Vˆ ∗
= λ
Vˆ ′
∗ ◦ α, on OH . It follows that α(Vˆ ) = Vˆ ′ . Let us define
ε˜V = Vˆ εV Vˆ
∗ = Vˆ V ϑH,H . Then εV = λVˆ ∗(ε˜V ) since (V
×2, V ×2) is generated
by K(V, V )K∗ as a weakly closed subspace and Vˆ commutes with (V, V ) . If
we define the operator ε˜V ′ corresponding to V
′ , as above, then we deduce
α(Vˆ V ϑH,H) = Vˆ ′V
′ϑH′,H′ , from b) and the previous relation intertwining Φ
and α. Clearly α(ϑH,H) = ϑH′,H′ , so α(V ) = V
′. Now the adjoint action of
U × U on (H2, H2) implements α, completing the proof.
Remark. We can now complement the discussion following Theorem 6.2. With
a standard braided symmetry, C(V ) and R(V ) are isomorphic as tensor W ∗–
categories embedded in Hilbert spaces. Hence by Theorem 6.2, a V with a
standard braided symmetry and Vˆ regular is C∗–amenable in C(V ). Indeed
Vˆ ∗K ⊂ (V, V 2) has trivial relative commutant in OK .
We now examine model endomorphisms which are more C∗–algebraic in
nature. In fact, when K is infinite dimensional, the above systems are not really
C∗–algebraic in nature since OK is the norm closure of subspaces endowed with
a W ∗–topology and is not even separable when K is an infinite dimensional
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separable Hilbert space. To cure this defect, we might replace (OK , λR) by
(PK , τR), where PK is the smallest C
∗–subalgebra of OK containing K and
stable under λR and τR denotes the restriction of λR to PK . Note that, since
K ⊂ PK ,
(τmR , τ
n
R) = (λ
m
R , λ
n
R) ∩ PK .
At the same time, we would now like our model endomorphisms to have the
form (Oρ, ρˆ) where ρ is an object in a tensor C
∗-category. We still want a
Hilbert space K of intertwiners between powers of ρ. We say that a Hilbert
space H ⊂ (ρ, σ) in a C∗–category has zero left annihilator if X ◦ ψ = 0 for all
ψ ∈ H implies X = 0. It obviously suffices to take X to be a positive element
of (σ, σ).
We first prove a result that will imply that the C∗–algebras of interest are
simple C∗–algebras.
6.9 Theorem Let Tρ be a tensor C
∗–category whose objects are the powers of
the object ρ. Let K ∈ (ρr, ρr+g) be a Hilbert space such that K × 1ρm has left
annihilator zero for m ∈ N0 and suppose that
(ρr, ρr)× 1ρr ⊂ (K
r,Kr).
Then Oρ is a simple C
∗–algebra.
Proof. The proof follows that of the simplicity of the extended Cuntz algebra
Theorem 3.1 of [2]. Obviously, K must now play the role of the generating
Hilbert space. We identify the arrows of Tρ with their images in Oρ. It suffices
to show that any non-degenerate representation π of Oρ is faithful. π is trivially
isometric on Hilbert spaces in Oρ and in particular onK
n, n ∈ N0. But then π is
also isometric on (Km,Kn), defined as in the discussion preceding Lemma 4.11.
Given k ∈ Z, we let
o
Oρ
k := ∪k(K
r,Kr+k), r ≥ 0, r + k ≥ 0
and let oOρ denote the
∗–subalgebra of Oρ obtained by taking finite sums of
elements from the oOρ
k. We have seen that π is isometric on each oOkρ. If K
is infinite dimensional, we can continue as in the proof of Theorem 3.1 of [2]
to show that π is isometric on oOρ. However this algebra is dense in Oρ, since
arguing as in Theorem 4.9, we have (ρr+m, ρr+n)×1ρr ⊂ (K
r+m,Kr+n). Hence
π is isometric and Oρ is simple. If K is finite dimensional, we need only remark
that (Km,Kn) is the set of all linear mappings from Km to Kn, so that, as a
C∗–algebra, Oρ = OK which is a simple C
∗–algebra.
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Thus instead of considering (OV , ρV ), we consider the smallest C
∗–subalgebra
AV of OV containing H := V
∗K and stable under ρV , equipped with the endo-
morphism σV obtained by restricting ρV . The system (AV , σV ) is then a natural
candidate for such a minimal C∗–model system and we therefore address the
question of finding necessary and sufficient conditions on a system (A, σˆ) for it
to be of the form (AV , σV ). We shall only discuss the case where V is its regular
representation, as the case of a corepresentation can, as before, be reduced to
this case, for systems endowed with a standard braided symmetry. (This is not
completely trivial, in that the concept of a braided symmetry not taking values
in the intertwiner spaces, but just in their weak closures in some Hilbert space
representation with support I has to be formalized.)
We start by pointing out that the smallest tensor C∗–subcategory SV of TV
containing V and the intertwining space H = V ∗ ◦K×1K is, up to tensoring on
the right by 1V , W
∗–dense in TV . More precisely, (V
r, V s)× 1V is contained in
the W ∗–closure of HsHr∗ in (V r+1, V s+1). Note that (AV , σV ) is the canonical
system derived from σ = V regarded as an object of the tensor C∗–category
SV . It is therefore canonically associated with TV . The following simple result
relates the systems associated with V considered as an object of SV and TV ,
respectively.
6.10 Proposition For r, s = 0, 1, 2 . . . , (σV
r, σV
s) = (ρV
r, ρV
s) ∩AV
Proof. As H generates OV , T ∈ (ρV
r, ρV
s) if it intertwines the restrictions of
the corresponding endomorphisms to the space of intertwiners H = V ∗K. Now
this space is contained in AV , therefore (ρV
r, ρV
s) ∩AV ⊃ (σV
r, σV
s), and the
reverse inclusion is obvious.
Summarizing, the above discussion and conditions a)–d) lead to the following
necessary conditions for (A, σˆ) to be of the form (AV , σV ) with V a regular
multiplicative unitary:
a′) A is the smallest σˆ–stable C∗–subalgebra containing a Hilbert spaceK with
zero left annihilator,
b′) K ⊂ (σˆ, σˆ2),
c′) K∗σˆ(K) = KK∗,
d′) (σˆ, σˆ)K = K.
To see that these conditions are necessary, we need only remark that c′)
just expresses the regularity of the multiplicative unitary and ensures that the
hypotheses of Lemma 5.3 hold for L =M = σˆ(K) as we have already remarked.
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d′) is now a consequence of Corollary 5.4. The sufficiency of these conditions
follows from the next result.
6.11 Theorem Let (A, σˆ,K) satisfy conditions a′) to d′) then A is simple and
there is a regular multiplicative unitary V , unique up to equivalence, such that
(A, σˆ,K) is isomorphic to the model dual object (AV , σV , V
∗K), where V is
regarded as a representation of V .
Proof. A is simple by Theorem 6.9. From condition c′) it follows that
K∗K∗σˆ(K)K ⊂ C
and hence, since K has left annihilator zero that σˆ(K) ⊂ (K,K2). We now may
apply Lemma 4.11 and Theorem 4.12 to the tensor C∗–category of intertwiners
between the powers of σˆ to conclude that there is a multiplicative unitary V
on K2 with V θψ = σˆ(ψ), ψ ∈ K. V is regular by c′), therefore the remaining
conclusions follow using arguments similar to those of Theorem 6.5.
We can also give necessary and sufficient conditions for (A, σˆ) to be of the
form (AV , σV ) for a general multiplicative unitary. We retain a
′) and b′) above
and replace c′) and d′) by
c′′) σˆ(K) ⊂ (K,K2),
d′′) If we consider the tensor C∗–subcategory T of the tensor C∗–category
of intertwiners between the powers of σˆ generated by K and denote its
objects by σn, where n ∈ N0, then (σ, σ)K = K.
6.12 Theorem Let (A, σˆ,K) satisfy conditions a′), b′), c′′) and d′′) then A is
simple and there is a multiplicative unitary V , unique up to equivalence, such
that (A, σˆ,K) is isomorphic to the model dual object (AV , σV , V
∗K), where V
is regarded as a representation of V .
The proof is a simplified version of that of the previous theorem seeing that
regularity now plays no role. Finally, as a pendant to Theorem 6.6, we give
a characterization of tensor C∗–categories of the form SV for a multiplicative
unitary V
6.13 Theorem Let Tρ be a tensor C
∗–category whose objects are the tensor
powers of an object ρ and suppose Tρ is generated by an ambidextrous Hilbert
space K in (ρ, ρ2) such that K × 1ρm has left annihilator zero for m ∈ N0.
Let V be the associated multiplicative unitary of Theorem 4.12, then Tρ, K is
isomorphic to SV , V
∗ ◦K × 1ρ.
Proof. We let K˜ be the category of Hilbert spaces with commuting shifts F
and G associated with the ambidextrous space K ∈ (ρ, ρ2) as in Theorem 4.12.
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Then the functor GV ∗ not only commutes with F but satisfies GV ∗G = FˆGV ∗
by Proposition 3.1e. If we interpret GV ∗ as a tensor
∗–functor as in Proposition
4.10, we recognize that the image of Tρ is the tensor C
∗–subcategory generated
by H := V ∗ ◦ K × 1ρ ∈ TV . But this is, by definition, the minimal C
∗–
subcategory SV .
7 Appendix. Braided Symmetry
This appendix is devoted to the notion of braided symmetry. This evolved from
a notion of the same name introduced in [2] in the context of endomorphisms
of C∗–algebras to generalize a previous more restricted notion of permutation
symmetry in [7]. Expressed in the context of a general tensor category, this
notion can be expressed as follows. Let σ denote the endomorphism of the
braid group B∞ = ∪Bn that shifts the braids b ∈ Bn on n threads to the right.
By a braided symmetry for an object V in a tensor category T we mean a
representation ε of B∞ in T such that
ε(b) ∈ (V ×n, V ×n) , b ∈ Bn ,
ε(σ(b)) = 1V×ε(b) , b ∈ B∞ = ∪Bn ,
ε(s, 1) ◦X × 1V = 1V ×X ◦ ε(r, 1) , X ∈ (V
×r, V ×s) ,
where (1, 1) = b1 is the braid on the first two threads and (s, 1) = b1σ(b1) . . .
σs−1(b1) .
Obviously, if the full subcategory whose objects are the tensor powers of V
can be made into a braided tensor category then this braiding does define a
braided symmetry. However, not all braided symmetries arise in this way. An
application of this notion of braided symmetry is Theorem 5.31 of [13] relating
notions of amenability to the existence of a unitary braided symmetry.
Whilst this definition, with a view to simplicity, focused attention on the
full subcategory whose objects are the tensor powers of V , we here need to
consider the full tensor category and we will hence call T braided relative to a
distinguished object V ∈ T if for any object W in T there is an invertible arrow
εW ∈ (W × V, V ×W ) such that
εW×W ′ = εW × 1W ′ ◦ 1W × εW ′ ,
εW ′ ◦ T × 1V = 1V × T ◦ εW , T ∈ (W,W
′) .
The second equation just says that ε is a natural transformation from the functor
of tensoring on the right by V to that of tensoring on the left by V . The first
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equation implies in particular that this natural transformation takes the value
1V on the tensor unit. If ε is a braided symmetry for V then we may define
braided symmetries for the tensor powers V ×n of V inductively, setting
ε×nW := 1V × ε
×n−1
W ◦ εW × 1V n−1 .
It is easy to see that if εW is defined on a subset of objects, closed under tensor
products, and such that every object of T is a subobject of a (finite) direct sum
of objects from the subset and the equations are satisfied for W and W ′ in the
subset, then εW extends uniquely to a braided symmetry on the whole category.
This remains true if T is a W ∗–category and we allow infinite direct sums.
Braided symmetries in this sense have appeared as the starting point of
the centre construction in tensor categories, see eg. [10] where references to the
original articles are given. But in view of its simplicity, the notion may well have
appeared in other contexts, still unknown to the authors. We recall, however,
the notion of an arrow between braided symmetries. If ε and ε′ are braided
symmetries for V and V ′, respectively, then an arrow T ∈ (ε, ε′) is an arrow
T ∈ (V, V ′) such that
ε′W ◦ 1W × T = T × 1W ◦ εW ,
for each object W of T.
When does an arrow εV ∈ (V × V, V × V ) define a braided symmetry? To
give some kind of answer, we consider a strict tensor category T and an object
V with the property that the functor of tensoring on the right by V is faithful
and such thatW ×V is a direct sum of copies of V for each objectW of T. This
property is related to the notion right regular representation. The corresponding
property of V ×W being a direct sum of copies of V is similarly related to the
notion of left regular representation.
Given an invertible εV ∈ (V × V, V × V ) such that
εV ◦ T × 1V = 1V × T ◦ εV , T ∈ (V, V ),
there is, for each object W of T a unique invertible
εW×V ∈ (W × V × V, V ×W × V )
such that
εW×V ◦ S × 1V = 1V × S ◦ εV , S ∈ (V,W × V ).
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In fact, we have only to pick Xi ∈ (V,W × V ) and Yi ∈ (W × V, V ) such that∑
iXiYi = 1W×V and we see that we have no option but to set
εW×V :=
∑
i
1V ×Xi ◦ εV ◦ Yi × 1V .
A routine computation shows that
εW ′×V ◦ S × 1V = 1V × S ◦ εW×V , S ∈ (W × V,W
′ × V ).
Now consider the set Σ of objects W such that
εW×V ◦ 1W × ε
−1
V ∈ (W × V, V ×W )× 1V
and define εW by
εW × 1V = εW×V ◦ 1W × ε
−1
V .
If W and W ′ are in Σ and T ∈ (W,W ′),
εW ′ × 1V ◦ T × 1V×V = εW ′×V ◦ 1W ′ × ε
−1
V ◦ T × 1V×V
= εW ′×V ◦ T × 1V×V ◦ 1W × ε
−1
V = 1V × T × 1V ◦ εW×V ◦ 1W × ε
−1
V ,
so that
εW ′ ◦ T × 1V = 1V × T ◦ εW , T ∈ (W,W
′).
The set Σ trivially contains the tensor unit. Suppose both W and W ′ are in Σ
then
εW×W ′×V ◦ 1W × ε
−1
W ′×V ◦ 1W×V × S = εW×W ′×V ◦ 1W × S × 1V ◦ 1W × ε
−1
V
= 1V × 1W × S ◦ εW×V ◦ 1W × ε
−1
V
= 1V × 1W × S ◦ εW × 1V = εW × 1W ′×V ◦ 1W × 1V × S,
where S ∈ (V,W ′ × V ). Now since W ′ × V is a direct sum of copies of V we
conclude that
εW×W ′×V ◦ 1W × ε
−1
W ′×V = εW × 1W ′×V .
But since W ′ ∈ Σ, εW ′×V = εW ′ × 1V ◦ 1W ′ × εV . Thus
εW×W ′×V = εW × 1W ′×V ◦ 1W × εW ′ × 1V ,
so that W ×W ′ ∈ Σ. Furthermore,
εW×W ′ = εW × 1W ′ ◦ 1W × εW ′ .
It is also easy to see that Σ is closed under subobjects and direct sums.
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We have now proved the following result.
A.1 Proposition Let T be a tensor category, V an object such that W × V is
a direct sum of copies of V for each W . Let εV ∈ (V × V, V × V ) be a unitary
such that
εV ◦ T × 1V = 1V × T ◦ εV , T ∈ (V, V ),
εV × 1V ◦ 1V × εV ◦ S × 1V = 1V × S ◦ εV , S ∈ (V, V × V ).
then there is a unique maximal tensor subcategory with a braided symmetry ε
whose value at V coincides with the given invertible εV . This is a full subcate-
gory closed under subobjects and direct sums.
Proof. We need only remark that the second equation above implies that
εV×V = εV × 1V ◦ 1V × εV
and hence V is in Σ and the two definitions of εV coincide.
We now consider the category C(V ) of corepresentations of a multiplicative
unitary V with its forgetful functor ι into the underlying category of Hilbert
spaces. We let ϑ denote the braided symmetry relative to ι(V ) derived from
the symmetry on the category of Hilbert spaces but write ϑW in place of ϑι(W ).
The relevance of braided symmetries to this paper lies in the fact that there
are many cases where C(V ) admits a braided symmetry ε relative to V with
the further property that Vˆ defined by V ϑVˆ = εV is another multiplicative
unitary on the same space. Such a braided symmetry will be called standard.
Vˆ determines and is uniquely determined by ε.
Theorem A.2 A braided symmetry ε on C(V ) relative to V is standard if and
only if
Vˆ12V23 = V23Vˆ12.
If ε is standard and W is a corepresentation of V , then Wˆ defined by
WϑW,KWˆ = εW
is a representation of Vˆ and for any pair W , W ′ of corepresentations, we have
Wˆ12W
′
23 =W
′
23Wˆ12,
Ŵ ×W ′ = Wˆ × Wˆ ′.
Proof. Whether ε is standard or not, a simple calculation shows that T ∈
(W,W ′) if and only if T ∈ (Wˆ , Wˆ ′). Since Wˆ ∈ (W × V, ι(W )× V ), this yields
Wˆ12Ŵ × V = ̂ι(W )× V Wˆ12.
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Now
Wˆ13Wˆ
′
23 = Wˆ13ϑ23W
′
−1
23 ε23
= ϑ23Wˆ12W
′
−1
23 ε23.
If Wˆ12W
′
23 =W
′
23Wˆ12 then we get
Wˆ13Wˆ
′
23 = ϑ23W
′
−1
23 ϑ
−1
12 W
−1
12 εW×W ′ = ϑ
−1
W×W ′W
′
−1
13 W
−1
12 εW×W ′ .
So Wˆ13Wˆ
′
23 = Ŵ ×W
′. Thus if Wˆ12 and V23 commute, we could conclude from
our first identity that
Wˆ12Wˆ13Vˆ23 = Vˆ23Wˆ12,
and, in particular, if Vˆ12 and V23 commute that Vˆ is a multiplicative unitary.
We now show that Vˆ12V23 = V23Vˆ12 implies Wˆ12W
′
23 =W
′
23Wˆ12. Now
V23Vˆ12W24W34 = Vˆ12V23W24W34 = Vˆ12W34V23,
V23W24Vˆ12W34 = V23W24W34Vˆ12 =W34V23Vˆ12,
where we have used the multiplicativity of V . But these expressions are equal,
so cancelling, we find Vˆ12W24 = W24Vˆ12 and we have replaced V by W . The
proof is completed by a similar step using the multiplicativity of Vˆ .
Wˆ12Wˆ13W
′
34Vˆ23 = Wˆ12Wˆ13Vˆ23W
′
34 = Vˆ23Wˆ12W
′
34,
Wˆ12W
′
34Wˆ13Vˆ23 =W
′
34Wˆ12Wˆ13Vˆ23 =W
′
34Vˆ23Wˆ12.
Again these two expressions are equal and cancelling gives Wˆ13W
′
34 =W
′
34Wˆ13,
as claimed. Hence, our previous computation shows that Wˆ is a representation
of Vˆ , completing the proof.
Remark. Since a braided symmetry relative to V might not be defined on the
whole of C(V ), it is worth remarking that C(V ) can be replaced by a full tensor
subcategory in the above theorem.
Note that the above theorem shows that when ε is a standard braided sym-
metry, C(V ) and R(Vˆ ) are canonically isomorphic as tensor W ∗–categories. Of
course, we could start with the multiplicative unitary Vˆ and then use ε to de-
fine V and V would again be multiplicative if and only if Vˆ12V23 = V23Vˆ12. We
conclude by showing that the interesting standard braided symmetries cannot
be permutation symmetries.
A.3 Lemma Let ε = V ϑVˆ define a standard braided symmetry of V . Then
Vˆ −1Vˆ −123 Vˆ = ε
−1
23 Vˆ
−1ε23Vˆ
−1
23 .
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Proof.
ε−123 Vˆ
−1ε−123 Vˆ23 = (V ϑVˆ )
−1
23 Vˆ
−1(V ϑ)23 =
Vˆ −123 Vˆ
−1
13 = Vˆ
−1
12 Vˆ
−1
23 Vˆ12 ,
since V23 and Vˆ commute and Vˆ is multiplicative.
A.4 Proposition Let ε = V ϑVˆ be a standard braided symmetry for V . Then
ϑ = εVˆ −123 ε23Vˆ (ε
−1
23 )
2Vˆ −1ε23Vˆ23 . In particular if ε is a permutation symmetry
then ε = ϑ and V is cocommutative.
Proof. (V ×2, V ×2) is generated, as a weakly closed subspace, by H(V, V )H∗ ,
with H = Vˆ −1K , thus setting ε˜ = Vˆ εVˆ −1 = Vˆ V ϑ then ε = Vˆ −1Vˆ −123 ε˜ Vˆ23Vˆ .
So ε commutes with Vˆ −1Vˆ −123 Vˆ . Thus by the previous lemma
ε = Vˆ23ε
−1
23 Vˆ ε23εε
−1
23 Vˆ
−1ε23Vˆ
−1
23 .
Now ε defines a braided symmetry for V , thus for any ψ = Vˆ −1ϕ ∈ H ⊂
(V, V ×2) , εε23ψε
−1 = (Vˆ −1ϕ)23 = Vˆ
−1Vˆ −123 Vˆ Vˆ13ϑϕ since Vˆ is multiplicative,
and, again by Lemma A.3, ε−123 Vˆ
−1ε23Vˆ
−1
23 ϑVˆ23 = εε23Vˆ
−1ε−123 hence
ϑ = Vˆ23ε
−1
23 Vˆ ε23εε23Vˆ
−1ε−123 Vˆ
−1
23
and the conclusion follows.
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