The article presents an approach to the maximum flow problem in parametric networks with linear capacity functions of a single parameter, based on the concept of shortest conditional augmenting directed path. In order to avoid working with piecewise linear functions, our approach uses a series of parametric residual networks defined for successive subintervals of the parameter values where the parametric residual capacities of all arcs remain linear functions. Besides working with linear instead piecewise linear functions, another main advantage of our approach is that every directed path in such a parametric residual network is also a conditional augmenting directed path for the subinterval for which the parametric residual network was defined. The complexity of the partitioning algorithm is where
Introduction
Efficient algorithms for computing maximum flows in networks are important not only because they are applied directly to the analysis of traffic or communication networks, but also because they are often employed as subproblems in other general network problems. Fundamental algorithms for network flow were designed and efficient algorithms exist (Ahuja, Magnanti, & Orlin) [1] to solve different instances of this problem. A natural generalization of the maximum flow problem can be obtained by making the capacities of some arcs functions of a single parameter. The parametric maximum flow problem is to compute all maximum flows for every possible value of the parameter. For the parametric maximum flow problem with zero lower bounds and linear capacity functions of a single parameter, Hamacher and Foulds [2] investigated an approach for determining in each iteration an improvement of the flow defined on the whole interval of the parameter while for the same problem, Ruhe [3] , [4] proposed a "piece-by-piece" approach. The partitioning type approach, which is presented in this paper, proposes an original algorithm for computing the maximum flow in networks with constant lower bounds and linear upper bound functions.
Partitioning technique in network has been, in the latest years, a more and more active research topic in both engineering and theoretical research. The reason why the problem under consideration is of genuine practical and theoretical interest lies in that graph partitioning applications are described on a wide variety of subjects as: data distribution in parallel-computing, VLSI circuit design, image processing, computer vision, route planning, air traffic control, mobile networks, social networks, etc. [5] . Unfortunately, graph partitioning is an NP-hard problem, and therefore all known algorithms for generating partitions merely return approximations to the optimal solution.
Further on, this paper is organized as follows; Section 2 presents the basic network flow terminology and results used in the rest of the paper. More specialized terminology is developed in later sections. In Section 3, we introduce the parametric maximum flow problem and Section 4 presents the partitioning algorithm for solving this problem. Finally, Section 5 gives an example of how  
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where is a real valued function associating to each arc
the real number , referred to as the parametric part of the upper bound of the arc
is the upper bound of the arc
For the problem to be correctly formulated, the upper bound function of every arc , ; 
The parametric maximum flow (PMF) problem is to compute all maximum flows for every possible value of
This problem looks like a classic maximum flow problem with the decisive difference that the variables   , ; f i j λ of this problem are piecewise linear functions instead of real numbers and that the upper bounds 
, together with a partitioning of the interval
Definition 5. For the parametric maximum flow problem, the capacity  
partitioning is a linear function on every subinterval k J , , defined as:
0, ,
with the subintervals k J assuring that every cut is a minimum cut   within the subinterval ,
λ λ is referred to as a parametric minimum s t  cut and is denoted by 
Definition 9. Given a feasible flow f in the parametric network G , the network denoted by
being the set consisting only of arcs with positive parametric residual capacities, is referred to as the parametric residual network with respect to the given flow f for the parametric maximum flow problem.
Definition 10. A conditional augmenting directed path is denoted by P  and is a directed path from the source s to the sink t in the parametric residual network
with the restriction that: 
Partitioning Algorithm for the Parametric Maximum Flow Problem
The partitioning algorithm (PA) for the parametric maximum flow problem presented in this paper determines in each of its iterations an improvement of the flow over a subinterval of the parameter values generated by the partition induced by the first (in increasing order of their λ values) of the breakpoints of the piecewise linear parametric residual capacity of the conditional augmenting directed paths P  in the parametric residual network. 
, where the parametric residual capacities of all arcs can be written as
As can be easily seen, the restriction
The SSADP procedure maintains a partly conditional au gmenting directed path   P i  which is memorised in the predecessor vector π and executes ADVANCE and RETREAT operations from the current node i until the sink node t is reached, i.e. the partly conditional augmenting directed path is transformed in a conditional augmenting directed path P  . pute the exact distance labels  
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