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The study of nonequilibrium phenomena in correlated lattice systems has developed into one of the most active
and exciting branches of condensed matter physics. This research field provides rich new insights that could
not be obtained from the study of equilibrium situations, and the theoretical understanding of the physics often
requires the development of new concepts and methods. On the experimental side, ultrafast pump-probe spec-
troscopies enable studies of excitation and relaxation phenomena in correlated electron systems, while ultracold
atoms in optical lattices provide a new way to control and measure the time evolution of interacting lattice sys-
tems with a vastly different characteristic time scale compared to electron systems. A theoretical description of
these phenomena is challenging because, first, the quantum-mechanical time evolution of many-body systems
out of equilibrium must be computed and second, strong-correlation effects which can be of nonperturbative na-
ture must be addressed. This review discusses the nonequilibrium extension of the dynamical mean field theory
(DMFT), which treats quantum fluctuations in the time domain and works directly in the thermodynamic limit.
The method reduces the complexity of the calculation via a mapping to a self-consistent impurity problem, which
becomes exact in infinite dimensions. Particular emphasis is placed on a detailed derivation of the formalism, and
on a discussion of numerical techniques, which enable solutions of the effective nonequilibrium DMFT impurity
problem. Insights gained into the properties of the infinite-dimensional Hubbard model under strong nonequi-
librium conditions are summarized. These examples illustrate the current ability of the theoretical framework
to reproduce and understand fundamental nonequilibrium phenomena, such as the dielectric breakdown of Mott
insulators, photodoping, and collapse-and-revival oscillations in quenched systems. Furthermore, remarkable
novel phenomena have been predicted by the nonequilibrium DMFT simulations of correlated lattice systems,
including dynamical phase transitions and field-induced repulsion-to-attraction conversions.
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2I. INTRODUCTION
a. Strongly correlated systems out of equilibrium There is a
growing realization that nonequilibrium physics is a major
avenue in condensed matter physics. Of particular interest
are nonequilibrium phenomena in strongly correlated electron
systems. This class of materials has been intensively stud-
ied since the discovery of high-Tc superconductivity in the
cuprates. Already in equilibrium, strong electronic correla-
tions bring about a tantalizing variety of novel phenomena,
such as metal-to-Mott insulator transitions and transitions to
magnetic and superconducting states. If such a system is
driven out of equilibrium, we can expect even richer physics,
of which only a tiny fraction has been discovered so far, and
of which even less can be considered as being “understood”.
The present article reviews a recently developed theoretical
approach to study those strongly correlated many-body sys-
tems out of equilibrium, namely the nonequilibrium dynami-
cal mean-field theory (DMFT), and illustrates its strength and
versatility with numerous applications that have led to new
physical insights in several cases.
Over the last two decades, DMFT has greatly contributed
to our present understanding of strongly correlated systems
in equilibrium, in particular, to Mott physics (Georges et al.,
1996; Kotliar et al., 2006). It provides the exact solution
of lattice models in the infinite-dimensional limit (Metzner
and Vollhardt, 1989). The method treats spatial correlations
in a mean-field manner, which allows a self-consistent for-
mulation in terms of an effective single-site impurity prob-
lem (Georges and Kotliar, 1992), but accurately treats the
temporal quantum fluctuations that are essential for describ-
ing strong-correlation phenomena such as the Mott transi-
tion. Another virtue of DMFT was realized when Schmidt
and Monien (2002) proposed a nonequilibrium generaliza-
tion of DMFT, by introducing the Keldysh formalism (see
Sec. II.A.2) to describe nonequilibrium steady states of corre-
lated electrons driven by time-periodic external fields. While
the set-up considered in this pioneering paper (a spatially uni-
form scalar potential) did not correctly capture the effect of an
applied electric field, nor the dissipation mechanism which is
essential for the description of nonequilibrium steady states
(see Sec. II.A.2), it laid the groundwork for the formalism
we now call nonequilibrium DMFT. A general formulation
of the nonequilibrium DMFT and its application to an elec-
tric field driven lattice system was then given by Freericks
et al. (2006), who employed the Kadanoff-Baym formalism
(see Sec. II.A.1) to describe general transient real-time evolu-
tions from a thermal initial state.
The essential approximation underlying DMFT, both in
and out of equilibrium, is the local nature (or momentum-
independence) of the self-energy Σ. This approximation al-
lows to map the lattice problem onto an impurity problem
with a single correlated site embedded in an uncorrelated bath.
The hybridization between the impurity site and the bath (the
dynamical mean field) is represented by a two-time function
∆(t, t′), which is subject to a self-consistency condition (see
Fig. 1). Once a self-consistent solution has been obtained, the
impurity self-energy Σimp, which is local but time-dependent,
FIG. 1 A schematic picture of the nonequilibrium DMFT formalism.
∆(t, t′) is the hybridization function, while Σ(t, t′) is the self-energy.
yields the approximate lattice self-energy, so that the DMFT
approximation reads
Σlati j (t, t′) ≈ δi jΣimp(t, t′). (1)
In a time-dependent problem, the self-energy Σ becomes a
function of two time arguments (t, t′), not just the time dif-
ference, and the theory thus incorporates an overall temporal
evolution of correlated systems, as well as quantum fluctua-
tions.
The DMFT formalism represents the lattice system as a col-
lection of local entities (atoms or sites) rather than in terms of
extended Bloch states, and is thus well suited to treat strong
local interactions such as the on-site Hubbard interaction U in
a non-perturbative manner. While the reduction from a corre-
lated lattice system to an impurity model is a drastic simplifi-
cation, the quantum impurity model is still a highly non-trivial
many-body system, which must be solved with suitable nu-
merical methods. Over the past several years, the DMFT for-
malism and various numerical techniques for solving the ef-
fective impurity model have been extended to time evolutions
(see Sec. II), and subsequently applied to a broad range of
problems, including electric-field- and quench-induced phe-
nomena (see Sec. III).
What are the advantages of the nonequilibrium DMFT over
other methods for studying nonequilibrium phenomena in cor-
related systems? A naive approach would be to solve the time-
dependent Schro¨dinger equation for a many-body wavefunc-
tion numerically, which is, however, quite restricted in terms
of the system size, due to exponential growth of the Hilbert
space dimension. For one-dimensional systems, the time-
dependent density matrix renormalization group (DMRG)
method (Daley et al., 2004; Schollwo¨ck, 2005; White and
Feiguin, 2004) and its variants have been widely adopted
to accurately simulate the temporal evolution of relatively
large (or infinite-size) systems. The restrictions here are the
one-dimensionality and the accessible time range, which is
severely limited, since entanglement grows rapidly in highly
excited systems. The nonequilibrium DMFT, by contrast,
3is formulated directly in the thermodynamic limit and can,
in principle and in practice, access longer times. The main
limitation of the nonequilibrium DMFT lies in the local ap-
proximation for the self-energy, which may not be appro-
priate in low dimensional systems where spatially non-local
correlations can become relevant. These nonlocal correla-
tions may however be incorporated into the DMFT formal-
ism through cluster extensions or diagrammatic extensions
(Sec. II.E). Within DMFT the nonequilibrium problem is thus
approached by starting from a solution which captures the lo-
cal dynamics in high dimensions correctly, and and then trying
to build in nonlocal correlations.
An alternative approach that has conventionally been
used employs quantum kinetic or quantum Boltzmann equa-
tions (Rammer, 1998), based on the nonequilibrium Green’s
function formalism. It is usually derived from a weak-
coupling perturbation expansion, in combination with a semi-
classical approximation or gradient expansion. On long time
scales quantum Boltzmann equations describe the relaxation
towards a thermal state, while the fast dynamics on short time
scales is not captured. While nonequilibrium DMFT can be
compared or combined with these methods, it has the advan-
tage that it is nonperturbative and can capture both the short-
time and long-time evolutions for any strength of the interac-
tion.
b. Physical background Before we start the detailed discus-
sion of nonequilibrim DMFT, we briefly overview the evo-
lution of nonequibrium physics in a broader context. The
previous decade has witnessed a remarkable development in
the field of ultrafast time-resolved spectroscopies in solids,
in which an intense pump laser pulse is used to drive the
system into highly excited states, while the temporal evolu-
tion of the system is tracked with subsequent probe pulses.
The “pump-probe” technique has enabled the study of ex-
citation and relaxation processes in correlated electron sys-
tems on their intrinsic microscopic time scale, defined by the
electron hopping between the crystal lattice sites (Wall et al.,
2011). In strongly correlated materials, quantum fluctuations,
inherent in correlated electronic states, are highly intertwined,
which makes it difficult to resolve the origin of given physi-
cal properties. Real-time spectroscopy introduces a “new di-
mension” on top of energy and momentum, and can provide
an additional perspective on the correlated system by disen-
tangling complicated electronic and lattice processes in, e.g.,
the cuprates (Dal Conte et al., 2012). Often, the relaxation
pathways in complex materials are not at all intuitive, and
their study may lead to new concepts for the description and
understanding of quantum many-body systems with no sim-
ple relation to the familiar equilibrium physics. Pioneering
experiments in the field include photo-induced insulator-to-
metal transitions in correlated Mott and charge-transfer insu-
lators (Iwai et al., 2003; Ku¨bler et al., 2007; Ogasawara et al.,
2000; Okamoto et al., 2007; Perfetti et al., 2006, 2008), the
pump-induced melting and recovery of charge density waves
(Hellmann et al., 2010; Petersen et al., 2011; Schmitt et al.,
2008) with studies combining structural and electronic dy-
namics (Eichberger et al., 2010), and ultrafast dynamics in-
duced in ferromagnets (Beaurepaire et al., 1996) or antiferro-
magnets (Ehrke et al., 2011), to name only a few.
Remarkably, ultrafast pump-probe spectroscopies have not
only unveiled the response to strong external fields, but also
provide means to manipulate phases of correlated electron
systems. One manifestation of strong correlations, in equi-
librium, is the Mott insulator, where the large cost in energy
of putting two electrons on the same site leads to a charge ex-
citation gap and inhibits conduction. Using an intense laser
pulse, one can excite electrons across the charge gap, which
drives the system into a nonequilibrium but relatively long-
lived conducting state (Iwai et al., 2003; Ogasawara et al.,
2000; Okamoto et al., 2007; Perfetti et al., 2006). Such a pro-
cess, sometimes called photo-doping (Nasu, 2004), is a typical
example of a pathway to new phases, where mobile carriers
are introduced in situ, as distinct from techniques employed in
equilibrium, where the carrier concentration is typically con-
trolled by chemical doping (Imada et al., 1998).
A major difficulty in describing strongly correlated systems
is the huge dimension of the Hilbert space, which is a prob-
lem already in equilibrium and becomes an even more serious
challenge in nonequilibrium. One factor that makes the treat-
ment of time-evolving quantum many-body systems challeng-
ing is the wide range of relevant time scales. One might first
expect that strong interactions would help to quickly restore
an equilibrium state after a perturbation, due to fast inter-
particle scattering. However, contrary to the naive expecta-
tion, the dynamics of correlated systems generally exhibits a
variety of time scales, which can be orders of magnitude dif-
ferent from the intrinsic microscopic time scale of the system,
as sketched in the left panel of Fig. 2. The initial dynamics
of a system excited by pumping is governed by the electronic
degrees of freedom. The excitation during photo-irradiation
takes place via Fermi’s golden rule (linear-response theory) or
the Schwinger mechanism (Landau-Zener tunneling in strong
fields), depending on whether or not the photon energy is
larger than the energy gap. During the laser application, the
system may also reach a nonequilibrium time-periodic steady
state (a so-called Floquet state, see Sec. II.D) for which the ef-
fective (temporal-Fourier transformed) Hamiltonian can dras-
tically differ from the original one.
After the pulse irradiation, electronic relaxation processes
set in (Fig. 2). In Mott insulators, e.g., doublons (doubly-
occupied sites) and holes, which are created in the first stage,
start to annihilate in pairs. The relaxation time of doublons
in a gapped system scales as (Strohmaier et al., 2010) τ ∝
W−1 exp[α(U/W) ln(U/W)], where U is the on-site Coulomb
repulsion, W is the electronic bandwidth, and α ∼ O(1) a di-
mensionless constant. Thus one can see that there emerges a
new time scale, which can be orders of magnitude longer than
the intrinsic time scales (W−1 and U−1). Even in the course of
thermalization of correlated metals, different time scales may
emerge due to prethermalization (Berges et al., 2004), the pas-
sage by nonthermal fixed points (Berges et al., 2008), and dy-
namical phase transitions (Sec. III.B). At a certain point, the
relaxation process enters a second phase (Relaxation (elec-
tron+phonon) in Fig. 2), where classical degrees of freedom
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FIG. 2 Left panel: Schematic time evolution of the system in a pump-probe experiment with various physical processes (see text). Right panel:
Comparison of a short-time approximation (Eckstein et al., 2010a; Moeckel and Kehrein, 2008), which approaches a prethermalization plateau,
and nonequilibrium DMFT (Tsuji and Werner, 2013), which also describes the crossover towards a thermal state, for a sudden switching-on of
the Hubbard interaction to U = 0.375W.
such as lattice distortions start to play a role. This regime can
be understood within the Frank-Condon picture (Nasu, 2004)
(inset of Fig. 2). New time scales can also appear through
criticality in the dynamics of long-range order, such as spin-
density waves or superconductivity, which may behave classi-
cally on a long time scale (time-dependent Ginzburg-Landau
picture), but are predicted to traverse through metastable
supercritical phases (Mathey and Polkovnikov, 2010; Tsuji
et al., 2013b) on intermediate time scales.
Another unique feature of correlated systems is that an ex-
ternal perturbation may cause cooperative changes through
many-body interactions, and even drive the system into hid-
den states which are not accessible via adiabatic or thermal
pathways (Ichikawa et al., 2011). While photo-doping of-
ten puts the system in a highly excited state in which the
effect of correlations can be smeared, more recently much
lower photon energies (in the terahertz range) are being used
to control material properties by selectively driving certain
optical phonon modes. With this technique it is possible to
control metal-insulator transitions (Caviglia et al., 2012; Rini
et al., 2007), or to induce superconductivity in a stripe-ordered
cuprate (Fausti et al., 2011) on ultrafast time scales. An in-
triguing further step in this direction would be to stabilize
otherwise unstable many-body states by a continuous driving,
and thus design material properties by external modulations.
An example of this type of nonequilibrium control, namely
the sign conversion of the interaction strength by AC electric
fields, will be discussed in Sec. III.A.4.
The nonequilibrium phenomena and underlying concepts
considered here are quite universal. One manifestation of this
universality is the fact that phenomena known from condensed
matter physics are now being realized with cold atomic gases
in optical lattices (Bloch et al., 2008). Although these dilute
gases are a totally different class of systems, they provide an
almost ideal realization of the many-body lattice models that
have long been studied as low-energy effective theories of real
materials. Cold gases are unique in terms of their controlla-
bility, which is currently unthinkable in electron systems. For
example, one can tune the inter-particle interaction almost ar-
bitrarily using a Feshbach resonance, or by changing the lat-
tice potential depth, and thus realize the Mott metal-insulator
transition for both bosonic (Greiner et al., 2002) and fermionic
(Jo¨rdens et al., 2008; Schneider et al., 2008) atomic systems.
The basic time scale for the temporal evolution is orders of
magnitudes longer (∼ 1 ms) than that for correlated electron
systems (∼ 1 fs), making it much easier to keep track of the
time evolution. Furthermore, cold atom systems may usu-
ally be regarded as isolated from the environment on the time
scale of typical experiments. These unique properties make
cold atom systems a valuable testing ground for the study of
nonequilibrium physics.
Figure 3 shows an obvious parallelism between condensed
matter and cold-atom systems. The top panel plots the num-
ber of excited carriers in a Mott insulator as a function of
time after photoexcitation (Iwai et al., 2003), while the bot-
tom panel plots the relaxation of the double occupancy, i.e.,
the probability that a single site is occupied by two fermions
with opposite (hyperfine)spins, generated by a periodic mod-
ulation of the optical lattice (Strohmaier et al., 2010). Doubly
occupied sites play the role of carriers in a Mott insulating
background, so that the two panels plot essentially the same
quantity. While it has been difficult to measure the doublon
density directly in electronic systems, one can see for the cold-
atom system that the double occupancy decays exponentially,
and that the relaxation time changes significantly as the in-
teraction strength is varied. In both systems the bottleneck
for the decay of the excited carriers is the transformation of
a high energy excitation into many low-energy excitations via
many-body processes (Sensarma et al., 2010; Lenarcˇicˇ and
Prelovsˇek, 2013). Although the absolute time scales in the two
systems are vastly different, a physical understanding of basic
nonequilibrium phenomena can thus be developed along sim-
ilar lines. Furthermore, with cold gases in optical lattices, it
has been demonstrated that non-perturbatively strong external
fields of oscillating (Struck et al., 2011) or DC nature (Simon
et al., 2011) can be used not only to change the state of the sys-
tem, but to modify its microscopic Hamiltonian in a controlled
fashion. While this is yet to be realized for condensed-matter
systems, interdisciplinary interactions between the fields of
condensed-matter and cold-atom physics may help to achieve
5probe
pump
(a)
time (ps)
∆
N
  
  
[a
.u
.]
 
ef
f
(b)
U/6J = 2.6
D
o
u
b
le
 o
cc
u
p
an
cy
 
time (s)
U/6J = 4.7
FIG. 3 (a) Temporal evolution of the density of photo-induced carri-
ers in a correlated electron system (a Ni complex) for two values of
the excitation density (from Iwai et al., 2003). The inset schemati-
cally shows a pump-probe experiment. (b) Temporal evolution of the
doublon occupation in a cold-atom system on an optical lattice (as
schematically depicted in the inset) (from Strohmaier et al., 2010).
this goal in the near future.
The study of nonequilibrium many-body physics extends to
broad areas involving high-energy physics, as stressed in the
concluding section of this review. A long-standing issue, in
both condensed-matter and high-energy physics, concerns the
thermalization in isolated quantum systems (Deutsch, 1991;
Polkovnikov et al., 2011; Rigol et al., 2008; Srednicki, 1994).
It is a highly nontrivial and deep question how and when ther-
malization takes place as a result of the unitary time evolution
of a quantum system. Integrable systems usually do not re-
lax to the Gibbs ensemble, but rather to a generalized Gibbs
ensemble (Rigol et al., 2007) which also fixes the large num-
ber of constants of motion on average. Motivated by cold-
atom experiments, these questions have been addressed partic-
ularly in the context of quantum “quench” problems (Barmet-
tler et al., 2009; Calabrese and Cardy, 2006; Cassidy et al.,
2011; Cazalilla, 2006; Dziarmaga, 2010; Eckstein and Kol-
lar, 2008b; Eckstein et al., 2009b; Kollath et al., 2007; Man-
mana et al., 2007; Moeckel and Kehrein, 2008; Polkovnikov
et al., 2011), where a parameter in the Hamiltonian is sud-
denly changed to generate a nonequilibrium dynamics. After a
quench, correlated systems often exhibit “prethermalization”
(Berges et al., 2004; Moeckel and Kehrein, 2008), i.e., relax
to a state in which certain local observables look nearly ther-
malized, even though the whole momentum distribution still
deviates from the thermal one. The right panel of Fig. 2 shows
the Fermi surface discontinuity in the momentum distribution
after a moderately large interaction quench in the Hubbard
model in infinite dimensions. The weak-coupling expansion
(Eckstein et al., 2010a; Moeckel and Kehrein, 2008) describes
the transient behavior up to the prethermalization time scale.
While the nonequilibrium DMFT result (Tsuji and Werner,
2013) agrees with the perturbative treatment for short times,
it also describes the crossover towards the thermal state. This
thermalization process may be approximately reproduced by
a quantum kinetic approach (Stark and Kollar, 2013). We will
discuss these topics in more detail in Sec. III.B.
Another arena of nonequilibrium physics is correlated sys-
tems in strong DC fields. There, one of the simplest questions,
in the regime beyond the linear-response, is to ask what will
happen when we apply a strong electric field to an insulator.
While a weak field causes only a polarization of the system,
stronger fields will induce a dielectric breakdown, and lead to
a nonzero current. In a band insulator (Oka and Aoki, 2009a),
valence and conduction bands may be modeled, around the
band gap, by a two-band Hamiltonian for the valence and con-
duction bands. When we apply a constant electric field E,
the wave vector evolves, in the Bloch picture, according to
k = k(0) − eEt/~ (in a temporal gauge with a vector poten-
tial taking care of the field). Non-adiabatic transitions from
the lower to the upper band can thus occur, in accord with
the nonadiabatic Landau-Zener quantum tunneling (Landau,
1932; Zener, 1932), when the field exceeds a scale set by the
gap. The situation is totally different for the breakdown in
correlated electron systems, where the relevant gap is a many-
body (Mott) gap. Here, the theoretical description becomes a
formidable problem, since there are two non-perturbative ef-
fects involved: the Landau-Zener tunneling which is already
non-perturbative (with regards to the electric field E), and the
Mott transition which is also non-perturbative (with regards
to the interaction U). The dielectric breakdown in Mott in-
sulators can then be understood as a field-induced quantum
tunneling of many-body states across the Mott gap, which re-
sults in a finite doublon-hole creation rate in a strong field
(Oka and Aoki, 2005, 2009a, 2010; Oka et al., 2003, 2005).
Hence there is a continuous crossover from the AC laser ex-
citation (∼ photon energy Ω) across the gap, to the physics
in strong DC fields with field strength E: quantum tunneling
dominates the nonlinear DC regime, while (generally multi-)
photon absorption dominates the AC regime.
One of the ultimate goals in the field of strongly correlated
nonequilibrium physics is to induce some kind of long-range
“order” that emerges in systems driven out of equilibrium. In
this context, an important and still open theoretical issue is
how to characterize a nonequilibrium phase transition and the
associated critical behavior (Hohenberg and Halperin, 1977).
It has been argued that there exist certain universality classes
for quantum phase transitions in low dimensional systems
driven out of equilibrium (Feldman, 2005; Mitra et al., 2006).
In addition to the criticality at the phase transition point, one
may further pose the question of whether one can realize qua-
sistationary “nonequilibrium phases” that are thermally inac-
cessible through adiabatic pathways. One idea along this line
is the concept of a “nonthermal fixed point” (Berges et al.,
2008), where the system does not immediately relax to a ther-
6mal final state after excitation, but is trapped for a while in a
nonthermal quasisteady state.
II. METHODS
A. Nonequilibrium Green’s function approach
There exists a variety of methods to deal with the prob-
lem of a time-evolving quantum many-body system, rang-
ing from direct wave-function-based techniques such as ex-
act diagonalization and DMRG, quantum master equations
(Breuer and Petruccione, 2002), or quantum kinetic equations
(Rammer, 1998), to the Keldysh formalism for nonequilib-
rium Green’s functions (Kadanoff and Baym, 1962; Keldysh,
1964; Schwinger, 1961). The nonequilibrium Green’s func-
tion method is an extension of the standard equilibrium for-
mulation on the imaginary-time axis (Abrikosov et al., 1975).
Using the Keldysh formalism, many theoretical techniques
which have been developed for the study of strongly cor-
related systems, including DMFT, can be straightforwardly
adapted to nonequilibrium on a formal level.
The nonequilibrium Green’s function approach is applica-
ble to arbitrary time evolutions of correlated systems, and
does not involve any assumption on the statistical distribu-
tion of particles out of equilibrium, since the time evolution of
the distribution function is determined by the initial condition
(initial-value problem). A different formulation is needed if
one focuses on nonequilibrium steady states of open systems,
where driving by an external force is balanced by dissipation
to an external heat bath. By assuming that the system has
arrived at a nonequilibrium steady state, so that the Green’s
functions do not change any more as a function of ‘average
time’, they are determined by the boundary condition intro-
duced by the heat bath (boundary-value problem). In this case,
the formulation is greatly simplified because one can drop the
‘average time’ dependence of Green’s functions as well as cor-
relations between the time evolving state and the initial state
(initial correlations). We will review the general formulation
of nonequilibrium Green’s functions (Kadanoff-Baym formal-
ism) in Sec. II.A.1 and then discuss a more specific formula-
tion (Keldysh formalism) for nonequilibrium steady states in
Sec. II.A.2.
1. Kadanoff-Baym formalism for time evolution from a thermal
initial state
a. Contour-ordered formulation Let us consider a general
quantum system driven out of equilibrium by an external field,
whose time evolution is described by a time-dependent Hamil-
tonian H(t). Initially (at t = 0) the system is assumed to be in
a mixed state described by a density matrix,
ρ(0) = 1
Z
e−βH(0), (2)
where β = 1/T is the inverse temperature (with kB = 1),
H(t) = H(t) − µN(t) [µ is the chemical potential, N(t) is the
number operator for the particles], and Z = Tr e−βH(0) is the
equilibrium partition function. At t = 0 we switch on a driv-
ing field, and the system starts to evolve from its initial state.
The time evolution of the density matrix is determined by the
von Neumann equation,
i
d
dtρ(t) = [H(t), ρ(t)], (3)
where the bracket ‘[, ]’ represents the commutator, and ℏ = 1.
Formally, one can write down the solution of Eq. (3) as
ρ(t) = U(t, 0) ρ(0) U(0, t), (4)
where we have defined the unitary evolution operator,
U(t, t′) =


T exp
(
−i
∫ t
t′
dtH(t)
)
t > t′
T exp
(
−i
∫ t
t′
dtH(t)
)
t < t′
. (5)
Here T (T ) denotes the (anti-)time-ordering operator, i.e.,
it arranges the operators so that an operator with time argu-
ment t comes left (right) to operators with earlier time argu-
ments t′ < t. Note that the Hamiltonians at different times
do in general not commute with each other ([H(t),H(t′)] ,
0). With this ordering, the evolution operator satisfies a fu-
sion rule, U(t, t′)U(t′, t′′) = U(t, t′′), and becomes unitary,
U(t, t′)[U(t, t′)]† = U(t, t′)U(t′, t) = 1.
Using the time-dependent density matrix (4), the expecta-
tion value of an observableO measured at time t is given by
〈O(t)〉 = Tr [ρ(t)O]. (6)
By substituting ρ(0) in Eq. (4) with Eq. (2) and considering
ρ(0) as the evolution along the imaginary time axis from 0 to
−iβ (with imaginary-time ordering), we can express Eq. (6) in
a more convenient form,
〈O(t)〉 = 1
Z
Tr [U(t, 0)e−βH(0)U(0, t)O]
=
1
Z
Tr [U(−iβ, 0)U(0, t)OU(t, 0)]. (7)
In the second line, we have permuted the operators under the
trace. If one reads the operators from right to left, one can
see that the operators follow the time ordering of 0 → t →
0 → −iβ. This motivates us to adopt an L-shaped contour
C with three branches, C1: 0 → tmax, C2: tmax → 0, and C3:
0 → −iβ, as shown in Fig. 4, where tmax is the maximal time
up to which one wants to let the system evolve (Kadanoff and
Baym, 1962). Then the expectation value (7) can be written
as
〈O(t)〉 = Tr
[TC e−i ∫C dtH(t)O(t)]
Tr
[TC e−i ∫C dtH(t)] , (8)
where TC is a contour-ordering operator that arranges opera-
tors on the contour C in the order 0 → tmax → 0 → −iβ
(as indicated by the arrows in Fig. 4), O(t) indicates that the
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FIG. 4 The L-shaped contour C = C1∪C2∪C3 in the Kadanoff-Baym
formalism. The arrows indicate the contour ordering. For example, t
lies ahead of t′ in the ordering (t ≻ t′).
operator O is inserted at time t on the contour C (we are
working in the Schro¨dinger picture), and we have used the
fact that the evolution along the forward (C1) and backward
(C2) contours cancels if no other operator is inserted, so that
e−βH(0) = TC exp
(−i ∫C dtH(t)).
The contour-ordered formalism reveals its full power when
it is applied to higher-order correlation functions,
〈TC A(t)B(t′)〉 ≡ 1Z Tr
[
TC e−i
∫
C
dtH(t)A(t)B(t′)
]
. (9)
Here A and B are combinations of particle creation and anni-
hilation operators. We call them “fermionic” if they contain
odd number of fermion creation or annihilation operators, and
“bosonic” otherwise. In this expression, t and t′ can lie any-
where on C, and the contour-ordered product of two operators
A and B is defined as
TC A(t)B(t′) = θC(t, t′)A(t)B(t′)± θC(t′, t)B(t′)A(t), (10)
where θC(t, t′) = 1 when t′ comes earlier than t in the con-
tour ordering (denoted by t ≻ t′, see Fig. 4) and 0 otherwise
(t ≺ t′). The sign ± is taken to be minus when the operators
A and B are both fermionic and plus otherwise. Whenever
an operator appears in a contour-ordered product, one has to
specify which branch its time argument lies on. For t = t′ (on
the same branch of C), we adopt a normal ordering conven-
tion, which puts all creation operators to the left of all annihi-
lation operators (Abrikosov et al., 1975), unless the ordering
is irrelevant (when t or t′ is integrated over) or explicitly indi-
cated.
Contour-ordered correlation functions provide a concise
way to keep track of both spectral information and occupa-
tion functions in a many-particle system out of equilibrium.
Before explaining this in further detail (Sec. II.A.1.b), let us
comment on the relation between the formulation presented
here and the one used in field theories at zero temperature,
where one usually works with a single-branch time axis rang-
ing from −∞ to ∞. The latter is possible due to Gell-Mann
and Low’s theorem (Fetter and Walecka, 2003; Gell-Mann
and Low, 1951), which states that the ground states |Ψ(0)〉 and
|0〉 of the interacting and noninteracting system are related by
|Ψ(0)〉 = U(0,−∞)|0〉 where the interaction is adiabatically
turned on from t = −∞ to t = 0 (the ground states are as-
sumed to be nondegenerate). Then the expectation value (6)
is given by
〈O(t)〉 = 〈0|U(−∞, tmax)U(tmax, t)O(t)U(t,−∞)|0〉. (11)
We can similarly assume that the interaction is adiabatically
switched off in the far future and let tmax → ∞. Then, the
wavefunction goes back to the noninteracting ground state
|0〉 up to a phase factor eiL (L is a real number) (Fetter and
Walecka, 2003; Gell-Mann and Low, 1951): U(∞,−∞)|0〉 =
eiL|0〉. Taking its Hermite conjugate and inserting it to
Eq. (11) gives an expression for the expectation value,
〈O(t)〉 = 〈0|T e
−i
∫
+∞
−∞
dtH(t)O(t)|0〉
〈0|T e−i
∫
+∞
−∞
dtH(t)|0〉
, (12)
in which the time argument t ∈ (−∞,∞) moves on a single
branch of the real time axis. However, for general nonequi-
librium systems one cannot use Eq. (12), since the initial state
|0〉 would be driven into excited states and never return after
the whole time evolution, i.e., U(∞,−∞)|0〉 , eiL|0〉. This
forces one to use the analogy of Eq. (8) instead of Eq. (12),
with a round trip (−∞ → ∞ → −∞), and 〈0| · · · |0〉 in-
stead of the Tr. The idea of this multi-branch formalism
was originally introduced by Schwinger (1961) and Keldysh
(1964). They assumed that many-body interactions are adi-
abatically switched on from a noninteracting initial state, so
that there should be no correlation between the initial state
and the time-evolving state. Under this condition it is suf-
ficient to consider two branches C1 and C2 for the time axes
(Kamenev, 2011). After that, their approach has been ex-
tended to arbitrary initial states with initial correlations taken
into account (Danielewicz, 1984a,b; Wagner, 1991) by em-
ploying the triple-branch contour depicted in Fig. 4.
b. Contour-ordered Green’s functions Single-particle Green’s
functions are the fundamental objects of many-body theories.
They describe single-particle excitations as well as statistical
distributions of particles, and play a central role in the formu-
lation of nonequilibrium DMFT, which will be reviewed in
Sec. II.B. We define the nonequilibrium Green’s function as
the contour-ordered expectation value,
G(t, t′) ≡ −i〈TC c(t) c†(t′)〉, (13)
where c†(c) is a creation (annihilation) operator of particles,
and t, t′ ∈ C. For simplicity, spin and orbital indices asso-
ciated with the operators are not shown. Due to the three
branches, on which the time arguments t and t′ can lie, the
Green’s function has 3 × 3 = 9 components: G(t, t′) ≡
Gi j(t, t′) (t ∈ Ci, t′ ∈ C j, i, j = 1, 2, 3). Conventionally we
express them in a 3× 3 matrix form,
ˆG =

G11 G12 G13G21 G22 G23
G31 G32 G33

 . (14)
8In general, one can shift the operator with the largest real-time
argument (e.g., t′ in Fig. 4) from C1 to C2 (and vice versa), be-
cause the time-evolution along C1 and C2 to the right of that
operator cancels. This kind of redundancy implies the follow-
ing relations among the components of the matrix (14),
G11(t, t′) = G12(t, t′) (for t ≤ t′), (15a)
G11(t, t′) = G21(t, t′) (for t > t′), (15b)
G22(t, t′) = G21(t, t′) (for t < t′), (15c)
G22(t, t′) = G12(t, t′) (for t ≥ t′), (15d)
G13(t, τ′) = G23(t, τ′), (15e)
G31(τ, t′) = G32(τ, t′). (15f)
Equations (15a)-(15d) can be summarized as
G11 +G22 = G12 +G21. (16)
The violation of this relation at t = t′ in the normal ordering
convention is negligible under the time-integrations used be-
low. The relations (15) thus allow one to eliminate three com-
ponents out of nine in the Green’s function (14). To this end,
let us introduce six linearly independent “physical” Greens
functions, called the retarded (GR), advanced (GA), Keldysh
(GK), left-mixing (G¬), right-mixing (G ¬), and Matsubara
Green’s function (GM). They are explicitly given by
GR(t, t′) = 12 (G11 −G12 +G21 −G22)
= −iθ(t − t′)〈[c(t), c†(t′)]∓〉, (17a)
GA(t, t′) = 12 (G11 +G12 −G21 −G22)
= iθ(t′ − t)〈[c(t), c†(t′)]∓〉, (17b)
GK(t, t′) = 12 (G11 +G12 +G21 +G22)
= −i〈[c(t), c†(t′)]±〉, (17c)
G¬(t, τ′) = 12 (G13 +G23) = ∓i〈c†(τ′)c(t)〉, (17d)
G ¬(τ, t′) = 12 (G31 +G32) = −i〈c(τ)c†(t′)〉, (17e)
GM(τ, τ′) = −iG33 = −〈Tτ c(τ)c†(τ′)〉. (17f)
In the above formulas, we choose the upper (lower) sign if the
operators c and c† are bosonic (fermionic), [, ]−(+) denotes an
(anti-)commutator, t, t′ ∈ C1 ∪ C2, τ, τ′ ∈ C3, θ(t) is a step
function, and Tτ is the time-ordering operator on the imag-
inary time axis. Note that the anti-commutator is used for
bosonic operators while the commutator is used for fermionic
operators in GK (17c). For convenience, we also define the
lesser and greater Green’s functions:
G<(t, t′) = G12 = ∓i〈c†(t′)c(t)〉, (17g)
G>(t, t′) = G21 = −i〈c(t)c†(t′)〉, (17h)
which are related to the retarded, advanced, and Keldysh
Green’s functions via
G< = 12 (GK −GR +GA), (18a)
G> = 12 (GK +GR −GA). (18b)
In addition to the redundancy (15), the components of (14)
are related via their hermitian conjugates. For the physical
Green’s function components, conjugation yields
G<,>,K(t, t′)∗ = −G<,>,K(t′, t), (19a)
GR(t, t′)∗ = GA(t′, t), (19b)
G¬(t, τ′)∗ = ∓G ¬(β− τ′, t), (19c)
where we take the upper (lower) sign in Eq. (19c) for bosons
(fermions). Finally, if a fermionic system has particle-hole
symmetry, the Green’s function is antisymmetric,
G(t, t′) = −G(t′, t). (20)
In addition to these symmetries, it follows from the cyclic in-
variance of the trace and the definition of TC that G(t, t′) sat-
isfies a boundary condition on C in both arguments,
G(0+, t) = ±G(−iβ, t), (21a)
G(t, 0+) = ±G(t,−iβ), (21b)
where 0+ ∈ C1 and −iβ ∈ C3 denote the two end-points of C,
and the upper (lower) sign corresponds to the case of bosons
(fermions).
The Matsubara component GM plays a somewhat special
role, since it is always translationally invariant GM(τ, τ′) ≡
GM(τ− τ′) (H does not depend on imaginary time). Further-
more, it is real (hermitian), GM(τ)∗ = GM(τ), and as a con-
sequence of Eq. (21) it is periodic (antiperiodic) for bosons
(fermions), GM(τ) = ±GM(τ+β). One can thus use its Fourier
decomposition in terms of Matsubara frequencies,
GM(τ, τ′) = T
∑
n
e−iωn(τ−τ
′)GM(iωn), (22a)
GM(iωn) =
∫ β
0
dτ eiωnτGM(τ). (22b)
Using the physical Green’s function components instead of
the full matrix (14) can be quite beneficial in numerical sim-
ulations, since with this one almost automatically exploits the
symmetries and redundancies and thus reduces the amount of
data to be handled (see Sec. II.A.1.e). Moreover, the com-
ponents (17) are often used to interpret the results of calcu-
lations since they have an intuitive interpretation, which orig-
inates from their physical meaning in equilibrium: When H
does not depend on time, real-time components of G depend
on the time difference only and can be represented via their
Fourier transform. The imaginary part of the retarded (or
advanced) Green’s function gives the single-particle spectral
function (Abrikosov et al., 1975),
A(ω) = −1
π
Im GR(ω) = 1
π
Im GA(ω), (23)
which represents the density of single-particle excitations at
energy ω of the many-body state, as can be seen from the
Lehmann representation (Mahan, 2000),
A(ω) = 1
Z
∑
mn
(∓ e−βEn + e−βEm)|〈n|c†|m〉|2δ(ω− En + Em).
(24)
9Out of equilibrium, one can still define the spectral function
using the partial Fourier transformation,
A(ω, tav) = −1
π
Im
∫
dtreleiωtrelGR(t, t′), (25)
with tav = (t + t′)/2 and trel = t − t′, which satisfies the sum
rule ∫
dωA(ω, tav) = 1. (26)
Higher moment sum rules have also been derived (Turkowski
and Freericks, 2008, 2006)). These relations hold exactly in
and out of equilibrium, so that they are quite useful in bench-
marking calculations.
In equilibrium, all components of G can be related to the
spectral function
G(t, t′) = −i
∫
dω e−iω(t−t
′) A(ω) [θC(t, t′)± f (ω)], (27)
where f (ω) = 1/(eβω ∓ 1) is the Bose (Fermi) occupation
function. Equation (27) follows from the analytic properties
of the Green’s function components as a function of the time-
difference, together with the Kubo-Martin-Schwinger bound-
ary condition (21) (Kubo, 1957; Martin and Schwinger, 1959),
and can also be read off a Lehmann representation. In particu-
lar, the imaginary part of the lesser (greater) Green’s function
thus yields the density of occupied (unoccupied) states,
∓Im G<(ω) = 2π A(ω) f (ω) ≡ 2πN(ω), (28a)
−Im G>(ω) = 2π A(ω)[1± f (ω)]. (28b)
In essence, Eq. (28) is the fluctuation-dissipation relation
(Kubo, 1957; Mahan, 2000) for single-particle excitations,
GK(ω) = F(ω)[GR(ω)−GA(ω)], (29a)
where
F(ω) = 1± 2 f (ω) =
{
coth
(
βω
2
)
for bosons
tanh
(
βω
2
)
for fermions
. (29b)
In equilibrium, the density of occupied (unoccupied) states is
often taken as a first approximation to understand (inverse)
photoemission spectroscopy in correlated materials. Sim-
ilarly, intensities for time-resolved (inverse) photoemission
spectroscopy can be obtained from the real-time Green’s func-
tions G<(t, t′) and G>(t, t′) (Sec. II.B.5).
Let us conclude this subsection with the remark that all re-
lations concerning contour-ordered Green’s functions remain
valid if one replaces the time-ordered exponential in Eq. (9)
by a more general action, for example
S = −i
∫
C
dtH(t)− i
∫
C
dt dt′ c†(t)∆(t, t′)c(t′), (30)
where ∆(t, t′) is a function on the contour with the same
boundary and symmetry properties as the Green’s function.
1) t
±, t ∈ [0, tmax] : point on C1,2
−iτ, τ ∈ [0, β] : point on C3
2)
∫
C
dt g(t) =
∫ tmax
0
dt g(t+)−
∫ tmax
0
dt g(t−)− i
∫ β
0
dτ g(−iτ)
3) [a ∗ b](t, t′) =
∫
C
dt a(t, t)b(t, t′)
4) ∂tg(t) =
{
∂tg(t±) t ∈ C1,2
i∂τg(−iτ) t = −iτ ∈ C3
5) θC(t, t′) =
{
1 t ≻ t′
0 else
6) δC(t, t′) = ∂tθC(t, t′),
∫
C
dt δC(t, t)g(t) = g(t) ∀g(t)
TABLE I Notation for the contour calculus used in this text: 2) and
3): Contour integration and convolution. 4): Time derivative (not
a derivative along the contour). 5) and 6): Contour theta and delta
functions.
In this case, the contour-ordered Green’s function is defined
as
G(t, t′) = −i〈TC c(t)c†(t′)〉S , (31)
where the expectation value of observables with respect to S
is
〈· · · 〉S = Tr[TC exp(S) · · · ]Tr[TC exp(S)] . (32)
The action (30) arises naturally when parts of a system are
traced out in order to derive an effective description of the rest.
Expressions like Eq. (32) can conveniently be rephrased in
terms of path integrals over Grassmann variables (Kamenev,
2011; Negele and Orland, 1988), but throughout this review
we stay with the equivalent formulation in terms of time-
ordered expectation values.
c. Noninteracting contour-ordered Green’s functions In this
paragraph we discuss equations of motion for noninteract-
ing Green’s functions. For a tight-binding model H0(t) =∑
k[ǫk(t) − µ]c†kck one can directly compute the time-
derivatives of G0,k(t, t′) = −i〈TCck(t)c†k(t′)〉,[
i∂t + µ− ǫk(t)
]
G0,k(t, t′) = δC(t, t′), (33a)
G0,k(t, t′)
[− i←−∂t′ + µ− ǫk(t′)] = δC(t, t′), (33b)
where we used the notation for contour calculus introduced
in Table I ( f (t)←−∂t ≡ ∂t f (t) is acting to the left). The two
equations are equivalent, and each determines G0,k uniquely
if solved with the boundary condition (21) (Turkowski and
Freericks, 2005),
G0,k(t, t′) = −i[θC(t, t′)± f (ǫk(0)− µ)]e−i
∫ t
t′ dt[ǫk(t)−µ]. (34)
The two equations of motion (33) can be rephrased by intro-
ducing the inverse of the Green’s function
G−10,k(t, t′) =
[
i∂t + µ− ǫk(t)
]
δC(t, t′), (35)
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which is a differential operator on the contour. Equations (33)
then simply read G−10,k ∗ G0,k = G0,k ∗ G−10,k = δC, where the
star (∗) denotes a convolution (Table I). Closed equations of
motion can also be derived for the general case in which the
action is nonlocal in time [cf. Eq. (30)], andH0 is not diagonal
in orbitals,
S = −i
∫
C
dtH0(t)− i
∑
i j
∫
C
dt dt′ c†i (t)∆i j(t, t′)c j(t′), (36)
with H0(t) =
∑
i j[vi j(t)− µδi j]c†i c j. In this case, both G0 and
G−10 are matrices in orbital indices, and
(G−10 )i j(t, t′)=
[
δi j(i∂t + µ)− vi j(t)
]
δC(t, t′)− ∆i j(t, t′). (37)
For ∆ , 0, the solution of the equation of motion G−10 ∗G0 =
δC in general requires a numerical technique, which will be
discussed in Sec. II.A.1.e.
d. Dyson equation To describe nonequilibrium correlated
systems using Green’s functions, one has to take account of
self-energy corrections Σ to the noninteracting Green’s func-
tion G0. In the language of Feynman diagrams, the self-energy
is the sum of all one-particle irreducible diagrams of the in-
teracting Green’s function G, i.e., diagrams that cannot be
separated into two parts by cutting a single G0 lines. (The
diagram rules are the same for imaginary time ordered and
contour-ordered Green’s functions when imaginary time inte-
grals over internal vertices are replaced by contour integrals.)
The self-energy is defined on the contour C (Fig. 4), so that it
satisfies symmetry and boundary conditions analogous to that
of the Green’s functions (Sec. II.A.1.b). The fully interacting
Green’s function G = G0+G0∗Σ∗G0+G0∗Σ∗G0∗Σ∗G0+· · ·
is then given by the Dyson equation,
G = G0 +G0 ∗ Σ ∗G (38a)
= G0 +G ∗ Σ ∗G0. (38b)
To evaluate the self-energy is truly a nonequilibrium quan-
tum many-body problem, and one generally needs additional
techniques, which will be explained in the following sections.
Once the self-energy is fixed, the full Green’s function is de-
termined from one of the two equivalent integral equations
(38), which is still a formidable numerical task that will be
discussed in the remainder of this section.
We can transform the Dyson equation and its conjugate
from its integral form into a differential form by convolut-
ing with the operator G−10 from the left [Eq. (38a)], or right
[Eq. (38b)], respectively,
[G−10 − Σ] ∗G = G ∗ [G−10 − Σ] = δC . (39)
The result is conveniently expressed by the definition G−1 =
G−10 −Σ. In this abstract notation, the Dyson equation is iden-
tical to the form used in equilibrium (Mahan, 2000). How-
ever, equation (39) has conceptually a very different meaning
for Matsubara and contour-ordered Green’s functions. Using
a differential form for G−10 analogous to Eq. (35), one can see
that the two Eqs. (39) are integral-differential equations of the
generic form,
[i∂t − h(t)]G(t, t′)−
∫
C
dt Σ(t, t)G(t, t′) = δC(t, t′), (40a)
G(t, t′)[−i←−∂t′ − h(t′)]−
∫
C
dt G(t, t)Σ(t, t′) = δC(t, t′). (40b)
The time derivative ∂tG in these equations is related to the
value of G at different times via the convolution Σ ∗ G. The
equations are causal, and thus provide a non-Markovian time-
propagation scheme for G, in which the self-energy takes
the role of a memory kernel (Sec. II.A.1.e). On the imagi-
nary branch, on the other hand, the same equations provide
a boundary value problem for the (Matsubara) Green’s func-
tions of an equilibrium state (which play the role of an initial
value for the time propagation). The solution of the integral-
differential equation (40) has numerous applications in vari-
ous areas of physics, including condensed matter physics, nu-
clear physics, high-energy physics, and cosmology (Bonitz,
2000; Bonitz and Balzer, 2010; Bonitz and Filinov, 2006;
Bonitz and Semkat, 2003). The biggest challenge is to deal
with the memory effects in a proper way. Traditionally one
tries to reduce the memory depth by deriving quantum Boltz-
mann equations (Haug and Jauho, 2008; Kadanoff and Baym,
1962; Mahan, 1984; Rammer, 1998), or by using decou-
pling schemes like the generalized Kadanoff-Baym ansatz (Li-
pavsky´ et al., 1986). While those approaches usually work
well for weakly interacting systems or in the semiclassical
limit, one must account for the full memory when dealing with
the ultrafast time-evolution in strongly correlated systems.
e. Numerical Solution In this section, we discuss the numer-
ical solution of the generic contour equation (40). On a
suitable time grid, with N time slices ∆t = tmax/N on C1,2
and M imaginary time slices ∆τ = β/M on C3, the operator
(i∂t − h(t))δC(t, t′)− Σ(t, t′) can be written as a (2N + M + 1)-
dimensional matrix (with some care to correctly discretize the
singular operators δC(t, t′) and ∂tδC(t, t′)), such that the solu-
tion for G becomes a matrix inversion (Freericks, 2008). On
the other hand, there is a slightly tedious but rather power-
ful approach which is based on an equivalent set of integral-
differential equations for the physical components (17) of G,
known as Kadanoff-Baym equations (Bonitz, 2000; Kadanoff
and Baym, 1962) This approach, which has been introduced
to nonequilibrium DMFT by Tran (2008), interprets Eq. (40)
as a non-Markovian time-propagation scheme, which can be
of great value both conceptually and numerically, and it auto-
matically exploits the symmetries (15) and (19).
For this procedure we choose a subset of the components
(17) that completely parametrize G, taken into account the
symmetries (15) and (19), e.g., GM, GR, G¬, and G<. Us-
ing their definition (17) and the definition of the convolution
(Table I), one can express the physical components of a con-
volution Σ ∗ G in terms of the components of G and Σ (using
the Langreth rules (Langreth, 1976)), and hence derive four
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coupled integral equations,
[−∂τ − h(0−)]GM(τ)−
∫ β
0
dτΣM(τ− τ)GM(τ) = δ(τ), (41a)
[i∂t − h(t)]GR(t, t′)−
∫ t
t′
dt ΣR(t, t)GR(t, t′) = δ(t − t′), (41b)
[i∂t− h(t)]G¬(t, τ′)−
∫ t
0
dt ΣR(t, t)G¬(t, τ′)=Q¬(t, τ′), (41c)
[i∂t − h(t)]G<(t, t′)−
∫ t
0
dt ΣR(t, t)G<(t, t′) = Q<(t, t′), (41d)
with
Q¬(t, τ′),=
∫ β
0
dτΣ¬(t, τ)GM(τ, τ′), (41e)
Q<(t, t′) =
∫ t′
0
dt Σ<(t, t)GA(t, t′)− i
∫ β
0
dτΣ¬(t, τ)G ¬(τ, t′).
(41f)
Here, the integral limits take into account that retarded func-
tions vanish for t < t′. Together with the boundary condition
(21) these “Kadanoff-Baym equations” determine G uniquely.
To see how these Kadanoff-Baym equations represent the
above mentioned time-propagation scheme, one may first no-
tice that Eq. (41a) for GM is decoupled from the rest: It must
be solved with the boundary condition GM(τ) = ±GM(τ + β)
for bosons (+) or fermions (−). Hence one can solve it by
Fourier transformation (22), and its solution is the Green’s
function of the initial equilibrium state,
GM(iωn) = [iωn − h(0−)− ΣM(iωn)]−1, (42)
independent of the subsequent perturbation of the system. The
remaining equations (41b) - (41d) have an inherent causal
structure: If Gt = {GR(t, t′),G¬(t, τ),G<(t, t′)| 0 ≤ τ ≤
β, t′ ≤ t} denotes the values of G at “time slice t”, then ∂tGt
is determined by GM (the initial state), Σt, and Gt′ for t′ ≤ t
(Fig. 5). One can therefore always solve (41b) - (41d) by suc-
cessively increasing t. Furthermore, when one keeps the sec-
ond time argument of G fixed in Eqs. (41b) - (41d) one obtains
a set of one-dimensional integral-differential equations of the
type
d
ds y(s) = q(s) + p(s)y(s) +
∫ s
0
ds k(s, s)y(s), (43)
i.e., Volterra equations of the second kind (Brunner and
van der Houwen, 1986). The causal structure of this equa-
tion is evident from the limits of the integral. For example,
for Eq. (41b) we define y(s) = GR(t + s, t), and k(s, s) =
ΣR(t + s, t + s − s), and the initial condition is provided by
y(s < 0) = 0. In practice, one thus solves a large number of
coupled Volterra equations, for which very stable and accurate
high-order algorithms can be found in the literature (Brunner
and van der Houwen, 1986; Linz, 1985; Press et al., 1992).
In Appendix A, we show one of them, namely the implicit
Runge-Kutta method or the collocation method.
FIG. 5 Causal structure of the Kadanoff-Baym equation (41), when
G is computed on one time-slice of an equally spaced grid (shaded
area): The computation of derivatives for the propagation from the
previous time-slice (bold arrows) addresses G only at earlier times,
marked by a diagonal pattern for ∂tGR, diamond pattern for ∂tG¬,
and checkerboard pattern for ∂tG<. Hermitian symmetries (19) are
used to relate GA with GR, G<(t, t′) with G<(t′, t), and left-mixing
with right-mixing components.
Detailed descriptions of the numerical implementation of
the Kadanoff-Baym equations can be found in (Balzer and
Bonitz, 2013; Eckstein et al., 2010a; Ko¨hler et al., 1999;
Stan et al., 2009). In general, the required resources scale
like O(M2) for memory and O(M3) for CPU time, where M
is the number of time-discretization steps. In particular the
memory can be a limiting factor, (when Green’s functions
carry many orbital indices), such that efficient shared mem-
ory or even (distributed-memory) parallelization schemes can
become necessary (Balzer and Bonitz, 2013). To validate the
accuracy of the numerics, checking nonequilibrium sum rules
(Turkowski and Freericks, 2008, 2006) can be very helpful.
Let us conclude this section by mentioning two other
generic contour equations, which appear frequently in
nonequilibrium DMFT. These are
[1 + F] ∗G = Q, (44)
F ∗G = Q, (45)
to be solved for G, where Q and F are contour Green’s func-
tions. Both equations have a causal structure analogous to
Eq. (40). Their numerical solution differs only in that there
is no derivative term, and the existence of the source term on
the right hand. Hence an analogous time-propagation scheme
exists (Eckstein et al., 2010a), in which Eqs. (44) and (45) are
reduced to Volterra integral equations of the second and first
kind, respectively (Brunner and van der Houwen, 1986),
y(s) +
∫ s
0
ds k(s, s)y(s) = q(s), (46)∫ s
0
ds k(s, s)y(s) = q(s). (47)
A this point, it may be interesting to note that in general high-
order accurate propagation schemes for Volterra equations of
the first kind are unstable (Brunner and van der Houwen,
1986; Press et al., 1992). Fortunately, within nonequilibrium
DMFT one can always rewrite the equations in order to take
advantage of the “stabilizing 1” in Eq. (44).
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FIG. 6 The Keldysh contour CK = C1 ∪ C2 with the two branches
ranging from −∞ to ∞.
2. Keldysh formalism for nonequilibrium steady states
a. Keldysh formalism An alternative and simpler approach to
nonequilibrium Green’s functions is the Keldysh formalism
(Keldysh, 1964), which is particularly well suited to describe
nonequilibrium steady states of open systems, in which the
energy supplied to the system by an external driving field is
balanced by the energy flowing out to the environment. In
the original Keldysh theory, it is assumed that the initial state
is noninteracting, and an interaction is adiabatically turned
on from t = −∞. Since no interaction vertex can be in-
serted on the imaginary-time axis, correlations between the
initial state and the time-evolving state represented by the
mixed self-energy Σ¬ and Σ ¬(initial correlations) vanish.
The imaginary-time contour C3 is thus decoupled from C1
and C2, and one can restrict oneself to the real-time branches
CK = C1 ∪ C2 (Keldysh contour, Fig. 6). The contour-ordered
Green’s function is closed on a 2× 2 subspace of (14),
ˆG =
(
G11 G12
G21 G22
)
. (48)
One can conveniently carry out the transformation to physical
Green’s functions (17) by introducing the matrices
L =
1√
2
(
1 −1
1 1
)
, τ3 =
(
1 0
0 −1
)
. (49)
L is a unitary matrix, while τ3 represents the sign of the mea-
sure dt that appears in an integral along CK . Using these, we
perform a linear transformation (Keldysh rotation (Keldysh,
1964; Larkin and Ovchinnikov, 1975; Rammer, 1998)), ob-
taining
G ≡ Lτ3 ˆGL† =
(
GR GK
0 GA
)
. (50)
Convolutions along CK are then simply written
as one-dimensional time integrals, A ∗ B (t, t′) =∫∞
−∞ dt A(t, t) B(t, t′).
In general, initial correlations are supposed to be relevant in
a realistic situation, since the interaction always exists in the
initial state. However, in a dissipative system coupled to an
external heat bath the initial correlation is expected to disap-
pear in the long-time limit, since the large number of degrees
of freedom in the heat bath would influence the long-time dy-
namics, and wipe out the information of the initial state and
initial transient dynamics. In this case, the Keldysh formalism
is applicable to the nonequilibrium steady state without the
use of adiabatic switching of interactions. Although the inde-
pendence on the initial state is assumed to be true in general,
it is extremely hard to prove this fact rigorously for a given
model, as it is ultimately related to the fundamental question
of thermalization of the system ((Polkovnikov et al., 2011),
see also Sec. III.B).
b. Free-fermion bath To describe a nonequilibrium steady
state in a dissipative system, one may consider a system cou-
pled to an environment (open system),
Htot = Hs + Hmix + Hbath. (51)
Here Hs and Hbath are Hamiltonians of the system and envi-
ronment, respectively, and Hmix represents a coupling between
them. Hbath is assumed to have a much larger number of de-
grees of freedom than Hs, so that Hbath acts as a heat bath for
the system. When the system is excited by an external field,
the energy injected from the field flows to the bath, resulting
in the energy dissipation.
The simplest model of the heat bath, that can be solved an-
alytically, is a free-fermion bath (Amaricci et al., 2012; Aron,
2012; Han, 2013; Tsuji et al., 2009; Werner and Eckstein,
2012) defined by
Hmix =
∑
i,p
Vp(c†i bi,p + b†i,pci), (52)
Hbath =
∑
i,p
(ǫb,p − µb)b†i,pbi,p, (53)
where c†i (ci) creates (annihilates) the system’s fermions, b†i,p
(bi,p) creates (annihilates) fermionic degrees of freedom of the
bath, ǫb,p is the bath level energy, and Vp is the hybridization
between the system and the mode p of the bath. The ther-
mal bath is assumed to be equilibrated with temperature T .
The chemical potential of the bath (µb) is determined such
that no current flows between the bath and the system. This
model is equivalent to the one where an electrode is attached
to every site of the system’s lattice, such that the fermions can
hop between the lattice and the electrodes (Fig. 7). In other
words, the model can be seen as a set of coupled quantum
dots connected to independent electrodes (cf. Bu¨ttiker model
(Bu¨ttiker, 1985, 1986)). This is one explicit realization of a
grand canonical ensemble, in which the system is coupled to
a particle reservoir.
The bath’s degrees of freedom can be analytically in-
tegrated out (Caldeira and Leggett, 1981; Feynman and
F. L. Vernon, 1963), since Hmix + Hbath is quadratic in b†i,p and
bi,p. To this end, we introduce the contour-ordered Green’s
function of the bath,
Gbath(p; t, t′) = −i〈TCK bi,p(t)b†i,p(t′)〉bath. (54)
Since the bath’s fermions are noninteracting, Gbath can be
evaluated exactly. After integrating out b†i,p and bi,p, one can
show that the effect of the bath is an additional self-energy
correction to the system Green’s function,
Σbath(t, t′) =
∑
p
VpGbath(p; t, t′)Vp, (55)
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FIG. 7 Schematic representation of a free-fermion bath model. Each
site of the system is connected to an electrode with a coupling Γ at
temperature T . The arrows indicate the motion of particles.
which is local in space (or does not have momentum depen-
dence in k-space). As a result, the Dyson equation for the
system Green’s function can be symbolically written as
G =
[
G0−1 − Σbath − Σ
]−1 (56)
in the Keldysh formulation. Since the bath Green’s function
has a time translation invariance, it is convenient to represent
the self-energy Σbath in real frequency space. The retarded
component of Σbath is
ΣRbath(ω) =
∑
p
V2p
ω + µb − ǫb,p + iη , (57)
where η is a positive infinitesimal. By using the formula
1
ω+iη = P 1ω − iπδ(ω) (with P the principal value), one can
divide ΣRbath(ω) into real and imaginary parts. The imaginary
part defines a spectral function of the heat bath,
Γ(ω) =
∑
p
πV2pδ(ω + µb − ǫb,p). (58)
A simple treatment of dissipation is to omit the ω dependence
of ΣRbath(ω). This corresponds to considering a flat density of
states [Γ(ω) = Γ] for the reservoir. The presence of the imagi-
nary part of ΣRbath is a manifestation of irreversibility, i.e., dis-
sipation of energy (and particles) via the fermionic bath. The
real part of ΣRbath, a potential shift due to the coupling to the
bath, can be absorbed into the chemical potential µ of the sys-
tem, so that only the imaginary part affects the dynamics of the
system. Recall that the bath is always in equilibrium with tem-
perature T = β−1. Hence the fluctuation-dissipation relation
(29a) holds for the bath Green’s function, which determines
the Keldysh component of the dissipation term. Thus, one has(
ΣRbath(ω) ΣKbath(ω)
0 ΣAbath(ω)
)
=
(
−iΓ −2iΓF(ω)
0 iΓ
)
(59)
with F(ω) = tanh(βω/2) (29b). The retarded and advanced
components are damping terms that cause a relaxation, while
the Keldysh component represents thermal fluctuations from
the heat bath. Although the model defined by Eqs. (52) and
(53) might look somewhat artificial, one can consider it as a
phenomenological treatment of dissipation with two parame-
ters Γ and T , where the damping rate is simply parametrized
by a constant Γ, and the heat-bath temperature by T (analo-
gous to a relaxation time approximation in the classical Boltz-
mann equation (Mahan, 2000)).
The Keldysh component of Σbath in Eq. (56) works as a
boundary condition and allows one to determine a distribution
function for the nonequilibrium steady state. If it is absent, the
Keldysh Green’s function reads GK = GR[−(G−10 )K + ΣK]GA,
where (G−10 )K ≡ −GR0−1GK0 GA0−1 contains information about
the initial condition. In general, (G−10 )K is proportional to iη in
frequency space, and vanishes in the limit of η→ 0 (since the
noninteracting systems is dissipationless). Thus one ends up
with GK = GRΣKGA (Keldysh equation), which is, however,
homogeneous in the sense that it does not have a source term
to determine the Keldysh component of the Green’s function.
Due to the lack of an input for the distribution function, it is
impossible to find a unique solution for the distribution. On
the other hand, in the Dyson equation (56) we have a nonzero
source term ΣKbath(ω) = −2iΓF(ω) in the Keldysh component,
which acts as a boundary condition. Then we can totally ne-
glect the noninteracting term (G−10 )K , i.e., the initial condition
is wiped out by dissipation. Equation (56) becomes an inho-
mogeneous equation, enabling one to determine the nonequi-
librium steady state from the boundary condition. This mech-
anism allows a description of nonequilibrium steady states in
dissipative systems within the Keldysh formalism.
B. Nonequilibrium dynamical mean-field theory
1. Overview of equilibrium DMFT
Many of the ideas underlying nonequilibrium DMFT are
direct generalizations of the conventional equilibrium DMFT
formalism (Georges et al., 1996), so it is worthwhile to start
this chapter with a brief overview of equilibrium DMFT and
its foundations. Static mean-field theories, such as the Weiss
mean-field theory for a spin system H =
∑
i j Ji jSi ·S j+
∑
i hi ·
Si, have been known for a long time. In the latter, the spin
〈S〉 at a given site i is determined by the (thermal) average
Tr[e−βHeffS]/Z, taken with an effective single-site Hamilto-
nian Heff = (hi + hmf) · S which describes one spin in the
average (“Weiss”) field hmf =
∑
j Ji j〈S j〉 due to the interac-
tion with its neighbors. For interacting electrons on a lattice,
the simplest static mean-field theory is the Hartree approach,
which approximates the Coulomb interaction between the par-
ticles by an averaged time-independent potential. Electrons
can thus avoid each other only by forming a static long-range
order, which is clearly not the true story: Interacting elec-
trons correlate their motion in time, so that they almost never
occupy the same orbital simultaneously. A theory of Mott in-
sulators and correlated metals (in particular, the paramagnetic
state) must necessarily keep track of these non-trivial time-
dependent correlations. DMFT can achieve this goal because
it is not an effective theory for the electron density, but for
the local frequency-dependent Green’s function G(ω), which
contains the information about these time-dependent fluctua-
14
tions. Besides this important difference, a formal analogy to
the static mean-field theory remains: G(ω) is obtained from
an effective model that involves only one site of the lattice.
This site is coupled to a “fluctuating Weiss field” ∆(ω) that
resembles the exchange of particles with the rest of the lattice
and must be determined self-consistently as a functional of G.
In the following we first state and then discuss the equilib-
rium DMFT equations for the case of a single-band Hubbard
model (generalizations are being discussed below),
H =
∑
〈i j〉,σ
vi j c
†
iσc jσ +
∑
i
H(i)loc, (60)
H(i)loc = U
(
c
†
i↑ci↑ − 12
)(
c
†
i↓ci↓ − 12
)
. (61)
Here, c†iσ (ciσ) creates (annihilates) an electron with spin σ in
a Wannier orbital at site i of a crystal lattice, vi j is the hop-
ping matrix element (we use the symbol v in order to avoid
later confusion with time t), and electrons interact via a local
Coulomb interaction U. The key approximation of DMFT is
that the electronic self-energy is taken to be local in space,
Σi j(iωn) = δi j Σii(iωn), (62)
(where σ is suppressed for simplicity). Furthermore, it is as-
sumed that Σii(iωn) and the local Green’s function Gii(τ) =
−〈Tτciσ(τ)c†iσ(0)〉 = T
∑
n e
−iωnτG(iωn) can be computed
from an effective impurity model with action (Georges and
Kotliar, 1992)
Si = −
∫ β
0
dτHloc(τ)−
∫ β
0
dτdτ′
∑
σ
c†σ(τ)∆i(τ−τ′)cσ(τ′), (63)
where ∆ is the hybridization to a fictitious bath. One has
Gii(τ) = −Tr
[TτeSi c(τ)c†(0)]/Z, (64)
Gii(iωn)−1 = iωn + µ− ∆i(iωn)− Σii(iωn), (65)
where the second equation is the Dyson equation for the im-
purity model that defines the self-energy Σii(iωn). Because Σii
and Gii are related by the Dyson equation of the lattice model,
G−1i j (iωn) = δi j
[
iωn + µ− Σii(iωn)
]− vi j, (66)
the auxiliary quantity ∆ can be eliminated to close the equa-
tions. The hybridization function ∆(ω) plays the role of a
(frequency-dependent) Weiss field, and Eqs. (65) and (66)
provide the (implicit) functional relation between G(ω) and
∆(ω). Closed relations ∆[G] can be obtained, for example, for
hopping models on the Bethe lattice, in particular for nearest-
neighbor hopping v∗/
√
z with coordination number z → ∞,
which gives (Georges et al., 1996)
∆(iωn) = v2∗G(iωn). (67)
For a translationally invariant system, with Σii(iωn) ≡
Σ(iωn), Eq. (66) can be solved for Gii in the form
Gii(iωn) = 1L
∑
k
Gk(iωn) = 1L
∑
k
1
iωn + µ− Σ(iωn)− ǫk
=
∫
dǫ D(ǫ)
iωn + µ− Σ(iωn)− ǫ , (68)
where L is the number of lattice sites, Gk(τ) =
−〈Tτckσ(τ)c†kσ(0)〉 is the momentum-resolved Green’s func-
tion, and D(ǫ) = 1L
∑
k δ(ǫ − ǫk) is the local density of states.
An important case is the semielliptic density of states
D(ǫ) = 12πv2∗
√
4v2∗ − ǫ2, (69)
which corresponds to nearest-neighbor hopping on the Bethe
lattice with infinite coordination number and thus implies
Eq. (67).
The starting point for the derivation of the DMFT equations
(62)-(66) has been the limit of infinite dimensions (Metzner
and Vollhardt, 1989). A meaningful limit d → ∞ is obtained
when the hopping matrix elements are rescaled such that the
average kinetic energy remains finite, and the physically rel-
evant competition between kinetic and interaction energy is
preserved. For a hypercubic lattice with nearest neighbor hop-
ping, one chooses
v =
v∗√
2d
, (70)
where v∗ is kept constant as d → ∞. While the limit d →
∞ leads to many simplifications in fermionic lattice mod-
els (Vollhardt, 1991, 1993), its most important consequences
are arguably the local nature of perturbation theory (Metzner
and Vollhardt, 1989) and in particular the locality of the self-
energy [Eq. (62)] (Mu¨ller-Hartmann, 1989a,b). These proper-
ties lead to the mean-field equations (62)-(66), which provide
the exact solution of the Hubbard model in the limit of infi-
nite dimensions (Georges and Kotliar, 1992; Jarrell, 1992). A
proof can be given in various ways, including a linked cluster
expansion around the atomic limit (Georges et al., 1996; Met-
zner, 1991), a field-theoretical approach (Janisˇ, 1991; Janisˇ
and Vollhardt, 1992), or the cavity method (Georges et al.,
1996).
In the following, we briefly review a diagrammatic argu-
ment which shows that for d → ∞ DMFT reproduces the
Feynman diagrams for Σ to all orders in perturbation theory.
For this purpose one considers the self-energy Σ[G] as a func-
tional of the interacting Green’s function G. In terms of Feyn-
man diagrams, Σ[G] is the sum of all self-energy diagrams
where internal lines have no self-energy insertions (skeleton
diagrams), but represent G instead of G0. A power count-
ing argument then shows that for d → ∞ contributions from
nonlocal diagrams should vanish for Σ: Each pair of vertices
in a skeleton diagram for Σ (with space indices j and l) is at
least connected by three independent path of Green’s function
lines. If one vertex is an internal vertex, summation over its
space index contributes∼ d|l− j| terms with distance |l− j| be-
tween l and j, while the factor due to the three G-lines scales
as ∼ d−3|l− j|/2 for d → ∞ due to Eq. (70). Hence only the
term l = j survives for d →∞. This shows that the functional
relation between G and Σ is the same as the one for a general
single-impurity Anderson model (63),
Σii[G] = ΣS IAM[Gii]. (71)
By choosing the auxiliary quantity ∆i such that Eq. (64)
yields a given Gii, one thus ensures that the self-energy ob-
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tained from Eq. (65) gives the correct value of the func-
tional Σii[G]. In this form, the argument was first stated
for the Falicov-Kimball Model (Brandt and Mielsch, 1989,
1990, 1991). Because the skeleton expansion is the deriva-
tive of the Luttinger-Ward functional (Luttinger and Ward,
1960), Σ[G] = δΦ[G]
δG , DMFT can be rephrased by stating that
Φ[G] = ∑i ΦS IAM[Gii]. This statement provides a suitable
starting point for the formulation of nonequilibrium DMFT.
2. Nonequilibrium DMFT formalism
Quite generally, the mean-field concept can also be used
to describe the time evolution of lattice systems, e.g., based
on time-dependent Hartree or Gross-Pitaevskii equations. In
a direct extension of the static Weiss mean-field theory for
spins, the effective Hamiltonian would simply determine the
time-evolution of S, and not only its statistical average. This
would result in a nonlinear initial value problem,
∂t〈Si(t)〉 =
[
hi +
∑
j
Ji j〈S j(t)〉
]
× 〈Si(t)〉, (72)
where the term in brackets is the time-dependent mean-field.
The initial value is obtained from the static mean-field the-
ory. Similar to the equilibrium case discussed at the begin-
ning of Sec. II.B.1, the time-dependent generalization of static
(Hartree) mean-field theory would fail to correctly describe
the dynamics of correlated electrons. Instead, one must make
the dynamical mean-field ∆(ω) time-dependent, thus going
from a Weiss field ∆(ω) which captures particle fluctuations
in equilibrium to a time-dependent “Weiss field” ∆(t, t′) which
depends on two times. This defines an effective model for the
two-time Green’s function G(t, t′) in terms of an effective ac-
tion that involves only local degrees of freedom coupled to
the Weiss field ∆(t, t′), which in turn depends on G at earlier
times.
The precise set of equations can again be obtained from the
limit d → ∞ in the Hubbard model. As long as the total
length of the contour is finite, the power counting arguments
based on the rescaling (70) remain valid for contour-ordered
Green’s functions (Schmidt and Monien, 2002). Hence one
may conclude that for d → ∞ the (contour-ordered) self-
energy is local in space,
Σi j(t, t′) = δi j Σi(t, t′), (73)
(spin indices are suppressed to simplify the notation), such
that contour-ordered lattice Green’s functions Gi j(t, t′) =
−i〈TCciσ(t)c†jσ(t′)〉 can be obtained from a Dyson equation
(Sec. II.A.1.d)
(G−1)i j(t, t′) =
[
δi j(i∂t+µ)−vi j(t)
]
δC(t, t′)−δi jΣii(t, t′), (74)
where the first term (G−10 )i j(t, t′) =
[
δi j(i∂t+µ)−vi j(t)
]
δC(t, t′)
is the inverse of the noninteracting lattice Green’s function.
Furthermore, Eq. (71) still holds, i.e., in order to evaluate the
correct functional Σii[G] in d → ∞ it is sufficient to solve a
general local model with action
Si = −i
∫
C
dt Hloc(t)− i
∑
σ
∫
C
dtdt′ c†σ(t)∆i(t, t′)cσ(t′), (75)
where the auxiliary field ∆(t, t′) is chosen such that
Gii(t, t′) = −i〈TCc(t)c†(t′)〉Si , (76)
and Σ is implicitly defined via the Dyson equation
G−1ii (t, t′) = (i∂t + µ)δC(t, t′)− Σii(t, t′)− ∆i(t, t′). (77)
Equations (73)-(77) provide the closed set of equations for
nonequilibrium DMFT. Although these equations look for-
mally identical to Eqs. (62)-(66) for equilibrium DMFT, they
are conceptually very different: As discussed in Sections
II.A.1.d and II.A.1.e, Eq. (77) can be viewed as a non-
Markovian equation of motion for Gii, and through Eq. (71)
the memory kernel Σ has a non-linear dependence on Gii. Like
Eq. (72), nonequilibrium DMFT (on the L-shaped contour C)
is in essence a nonlinear initial value problem for Gii(t, t′).
Let us conclude this section with a brief remark on the limit
of d → ∞ for nonequilibrium. In general, small terms in
the Hamiltonian or action can completely modify the long-
time behavior of a system, even when they are irrelevant for
the equilibrium properties. For example, one may imagine an
ideal Fermi gas which is initially excited, such that its mo-
mentum distribution n(k, t = 0) deviates from a Fermi dis-
tribution. For a noninteracting gas, n(k, t) is given by n(k, 0)
for all times, but for an arbitrary weak interaction n(k, t) is
supposed to eventually reach a thermal equilibrium distribu-
tion. Hence the limit t → ∞ is necessarily non-perturbative
in terms of the interaction. In the same way, one cannot gen-
erally expect the limit of t → ∞ and d → ∞ to commute.
In the Weiss mean-field theory (which is exact for d = ∞
with the scaling J ∼ J∗/d (Brout, 1960)), e.g., spin-flip terms
are absent in a collinear antiferromagnet, but in a real system
such terms may completely modify the long-time limit. The
importance of nonlocal effects on the long-time dynamics of
strongly correlated systems is an open question that can finally
only be addressed by extensions of DMFT (some of which are
mentioned in Sec. II.E.2).
3. Models
a. Overview Nonequilibrium DMFT can be applied to a large
class of problems, including arbitrary electromagnetic driv-
ing fields, dissipative and non-dissipative systems, and many
different types of local interaction terms. The general lattice
Hamiltonian for the relevant (non-dissipative) models is of the
form
H =
∑
i j,αα′
viα jα′ (t)c†iαc jα′ +
∑
i
H(i)loc, (78)
where i and α denote site and orbital/spin labels. The second
term in this equation is a sum of local interaction and single-
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particle terms. Apart from the Hubbard model [Eq. (61)], im-
portant examples include, (i) the periodic Anderson model
Hloc = U f †↑ f↑ f †↓ f↓ + E f
∑
σ
f †σ fσ +
∑
σ
(V f †σcσ + h.c.), (79)
where conduction electrons hybridize with localized f -
orbitals, (ii) the Kondo lattice model,
Hloc = J
∑
σ,σ′
c†στσσ′cσ′ · S, (80)
which describes electrons (with spin τ) that interact with a
local spin S, (iii), the Holstein model,
Hloc = ω0(b†b + 12 ) + g(b† + b)(n↑ + n↓ − 1), (81)
for electron-phonon coupled systems, and (iv) the Hubbard-
Holstein model
Hloc = Un↑n↓ + ω0(b†b + 12 ) + g(b† + b)(n↑ + n↓ − 1). (82)
The first two models play an important role in the theory of
heavy Fermion materials (Coleman, 2007), and all four have
been studied intensively within equilibrium DMFT (De Leo
et al., 2008; Meyer et al., 2002; Otsuki et al., 2009; Werner
and Millis, 2007).
The Falicov-Kimball model,
H =
∑
i j
vi j(t)c†i c j + E f
∑
i
f †i fi + U
∑
i
f †i fi c†i ci , (83)
describes itinerant c electrons and immobile f electrons on a
lattice, interacting via a repulsive local interaction U (Brandt
and Mielsch, 1989; Falicov and Kimball, 1969; Freericks and
Zlatic´, 2003).
b. Time-dependent electric fields The first term in Eq. (78),
with arbitrary hoppings viα jα′ (t), can include time-dependent
electromagnetic fields (Sec. III.A). For a single-band model,
the Peierls substitution (Kohn, 1959; Luttinger, 1951; Peierls,
1933) introduces the vector potential A(r, t) as a phase factor
in the hopping matrix elements,
vi j(t) = vi j exp
(
− ie
~
∫ R j
Ri
dr · A(r, t)
)
, (84)
and adds a scalar potential term e
∑
iσΦ(Ri, t)c†iσciσ to the
Hamiltonian (e is the charge of an electron, and we use units in
which the speed of light is set to c = 1). The Peierls substitu-
tion can apparently not describe inter-band Zener tunneling in
multi-band systems, because dipole matrix elements between
bands of different symmetry are neglected (Foreman, 2002).
We will not discuss inter-band tunneling in this review. On
the technical level, however, the DMFT formalism will not be
modified when those dipole matrix elements are incorporated
into the single-particle part of the general model (Eq. (78)).
The Peierls substitution is derived from the requirement that
the Hamiltonian is invariant under the gauge transformation
c jσ → c jσ exp
( ie
~
χ(R j, t)
)
, (85a)
A(r, t) → A(r, t) +∇χ(r, t), (85b)
Φ(r, t) → Φ(r, t)− ∂χ(r, t)
∂t
. (85c)
The (gauge-invariant) current operator can be obtained from
the derivative j(r) =−δH/δA(r) (Scalapino et al., 1992), such
that it satisfies the continuity equation for the charge density
ρ(r) = e∑iσ δ(r − Ri)c†iσciσ. Usually one is concerned with
situations in which the applied field varies only slowly on the
atomic scale, which is the case even for optical frequencies.
When the r-dependence of A is neglected, the Peierls substi-
tution leads to a time-dependent dispersion
ǫk(t) = ǫ
(
k− e
~
A(t)
)
, (86)
where ǫ(k) is the dispersion for zero field, and a is the lat-
tice spacing, so that the hopping part of the Hamiltonian reads
H =
∑
kσ ǫk(t) c†kσckσ. Correspondingly, the current operator
in the limit of long (“optical”) wavelengths becomes
j(t) = e
V
∑
kσ
vk(t)nkσ, (87)
where V is the volume, and vk is the group velocity of the
Bloch electrons,
vk(t) = 1
~
∂kǫk(t) = 1
~
∂kǫ
(
k− e
~
A(t)
)
. (88)
Note that although the right-hand side of Eq. (87) in-
volves gauge dependent quantities, the current itself is of
course gauge independent (see also the later discussion in
Sec. II.B.5.a).
c. Dissipative systems To describe dissipation of energy to
other degrees of freedom, the Hamiltonian (78) may be cou-
pled to some environment, like in Eq. (51). When the envi-
ronment is traced out, one obtains an effective description of
the system with an additional self-energy contribution Σbath,
Σ = Σbath + Σloc. (89)
Here Σloc contains all diagrams due the local interaction Hloc.
In the spirit of DMFT, it is local and will be evaluated by
the solution of the impurity model, i.e., the functional rela-
tion (71) is not modified by the dissipation. For a general
Hamiltonian (51), this decoupling into bath and interaction
self-energies is not exact, as it neglects vertex corrections.
However, when discussing “dissipation” one is interested in
a regime in which results become universal with respect to the
type of dissipation. This is usually the regime of weak system-
bath coupling. The decoupling (89) fails in the opposite limit
of strong system-bath coupling, where the dynamics is clearly
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no longer universal and the “bath” should rather be considered
as an integral part of the system.
Two dissipation mechanisms have so far been considered
within DMFT: (i) The free-fermion bath (Bu¨ttiker model,
Sec. II.A.2.b), in which one additional reservoir of particles
is coupled to each lattice site (Amaricci et al., 2012; Aron,
2012; Han, 2013; Tsuji et al., 2009; Werner and Eckstein,
2012), and (ii) the coupling to a bath of harmonic oscillator
modes (Eckstein and Werner, 2013a,c; Kemper et al., 2013).
For the Bu¨ttiker model, the system-bath coupling is bilinear
in the fermion creation and annihilation operators, such that
additional degrees of freedom can be integrated out exactly.
Equation (89) is then exact with Σbath given by Eq. (55). In
spite of its apparent simplicity and the absence of momen-
tum scattering, the model can lead to a physically meaning-
ful steady state (Amaricci et al., 2012; Han, 2013). For the
bosonic bath, one considers an infinite set of phonons, cou-
pled via the Holstein coupling (81). In this case the decou-
pling in bath and interaction self-energies holds only at weak
coupling. Consequently we take Eq. (89) with a first-order
electron phonon diagram
Σbath[G] = g2G(t, t′)D(t, t′), (90a)
D(t, t′) = −i
∫
dω e−iω(t−t
′) Γ(ω)[θC(t, t′) + b(ω)], (90b)
where D is the propagator for free bosons with a density of
states Γ(ω), b(ω) = 1/(eβω − 1) is the bosonic occupation
function, and g measures the coupling strength. In general,
the precise mechanism of dissipation should be irrelevant for
the physics. The fermion bath has the conceptual advantage
of treating the system-bath coupling exactly, while the phonon
bath is particle-number conserving by construction.
In pump-probe spectroscopy experiments on solids, the lat-
tice acts as a heat bath for the electrons, but in many situations
a quasi-equilibrium description such as the two-temperature
model (Allen, 1987) is not applicable. It is therefore impor-
tant to develop a formalism which can treat the quantum me-
chanical time-evolution of electron-phonon coupled systems,
such as Eqs. (81) and (82). Lattice perturbation theory has
been used in (Sentef et al., 2012) to study the time evolution
of a photoexcited electron-phonon system in the weak corre-
lation regime. A DMFT formalism for the Holstein-Hubbard
model, which captures the effect of the nonequilibrium state
of the electrons on the evolution of the phonons, and the feed-
back of the phonons on the electronic relaxation, has recently
been presented in (Werner and Eckstein, 2013).
4. Implementation of the self-consistency
a. Stable time propagation scheme Typically, the self-
consistent solution of the DMFT equations is achieved by
some kind of iterative procedure (Fig. 1): Starting from a
guess for ∆, one must, (i) compute G from Eq. (76), (ii) solve
Eq. (77) for Σ, (iii) solve Eq. (74) for Gii, (iv) solve Eq. (77)
with the new G to get a new ∆, and iterate steps (i)-(iv)
until convergence is reached. In nonequilibrium DMFT, this
procedure can be implemented as a time-propagation scheme:
If self-consistent solutions G(t1, t2) and ∆(t1, t2) have been
obtained for t1, t2 ≤ t, one can extrapolate ∆ to the next
timestep (t1 = t + ∆t or t2 = t + ∆t) and again converge
steps (i)-(iv), thereby updating only the data at t1 = t + ∆t or
t2 = t + ∆t. Matsubara functions are obtained from a separate
equilibrium DMFT calculation, i.e., by iterating steps (i)-(iv)
for Green’s functions on the imaginary branch of C.
In this section we discuss the “self-consistency” part in the
above procedure [steps (ii)-(iv)], while the “impurity solver”
[step (i)] is deferred to Sec. II.C. In contrast to equilibrium
DMFT, the self-consistency can be numerically costly, as one
must manipulate contour-ordered Green’s functions that de-
pend on two time variables. For an arbitrary spatially inho-
mogeneous system with L inequivalent lattice sites, the mem-
ory to store a Green’s function Gi j scales like N2L2 (where N
is the number of time-discretization steps), which can reach a
terabyte for N ≈ 1000 and L ≈ 100. In this section we re-
strict the discussion to translationally invariant systems. The
inhomogeneous problem can be handled for layered systems,
as discussed in Sec. II.E.4.
The problem of computing Σ [step (ii) above] or ∆ [step
(iv)] from Eq. (77) is not a contour equation of the type (40) or
(44), whose numerical solution was discussed in Sec. II.A.1.e.
In contrast, it seems more closely related to the numerically
less favorable Volterra equations of the first kind (45). One
can solve these equations in time-discretized form on the full
contour (Freericks, 2008; Freericks et al., 2006), but with a
slight reformulation it is also possible to take full advantage
of the Kadanoff Baym propagation scheme discussed in Sec.
II.A.1.e. For this purpose we introduce the isolated impurity
Green’s function g, which is defined via the impurity Dyson
equation for ∆ = 0,
g−1(t, t′) = (i∂t + µ)δC(t, t′)− Σ(t, t′). (91)
(For simplicity, the following equations are first stated for the
single-band case without spin dependence.) In order to com-
pute g one can reformulate Eq. (77) in an integral form,
G = g + g ∗ ∆ ∗G (92a)
= g +G ∗ ∆ ∗ g, (92b)
which leads to a Kadanoff-Baym equation of the type (44),
[1 + F] ∗ g = Q, F = G ∗ ∆, Q = G. (93)
[If the impurity solver gives Σ, as is the case for the weak-
coupling solver (Sec. II.C.4) and CTQMC (Sec. II.C.3), solv-
ing for g is a standard Kadanoff-Baym equation (40).]
Next one computes momentum-resolved Green’s functions
Gk from the Dyson equation (74) in the momentum represen-
tation,
G−1k = (i∂t + µ)δC(t, t′)− Σ(t, t′)− ǫk(t, t′) ≡ g−1 − ǫk, (94)
with ǫk(t, t′) = δC(t, t′)ǫk(t). I reads in the integral form,
Gk = g + g ∗ ǫk ∗Gk. (95)
Hence, Gk can again be obtained by solving Kadanoff-Baym
equations of the type (44),
[1 + Fk] ∗Gk = Qk, Fk = −g ∗ ǫk, Qk = g. (96)
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To compute the updated ∆ we start by summing Eq. (95) over
k,
G = g + g ∗
∑
k
(ǫk ∗Gk), (97)
where we used the normalization
∑
k = 1, and the relation∑
k Gk = G. Comparison with Eq. (92a) gives
∆ ∗G =
∑
k
ǫk ∗Gk ≡ G1. (98a)
Solving this integral equation for ∆ would still be an integral
equation of the less stable type (45). However, after inserting
the conjugate of Eq. (95) and Eq. (92b) into the r.h.s. and l.h.s.
of Eq. (98a), respectively, one finds
∆ + ∆ ∗G ∗ ∆ =
∑
k
(
ǫk + ǫk ∗Gk ∗ ǫk
) ≡ G2, (98b)
such that also ∆ can be obtained from a Kadanoff-Baym equa-
tion (44),
[1 +G1] ∗ ∆ = G2. (98c)
In an implementation of nonequilibrium DMFT that uses this
scheme, steps (ii), (iii) above are replaced by the solution of
Eq. (93) and (96), respectively. Instead of step (iv), one com-
putes the k sums (98a) and (98b) and solves Eq. (98c) for a
new ∆ (Eckstein and Werner, 2011b).
If one adopts an impurity solver based on the weak-
coupling expansion (Sec. II.C.4), one can skip step (ii), as Σ
is directly given by a functional of the Weiss Green’s function
G0, which is defined by
G−10 (t, t′) = (i∂t + µ)δC(t, t′)− ∆(t, t′). (99)
In this case, one can take G0 to represent the dynamical mean
field, and ∆ does not explicitly appear in the self-consistency
calculation. In step (iii), one solves the Kadanoff-Baym
Eq. (74) for G with the given Σ. A new G0 is derived from
the impurity Dyson equation of the form
[1 + F] ∗ G0 = Q, F = G ∗ Σ, Q = G. (100)
For dissipative systems, it is convenient to include the dis-
sipative self-energy (89) into the definition of g,
g−1(t, t′) = (i∂t + µ)δC(t, t′)− Σ(t, t′)− Σbath(t, t′), (101)
and define a corresponding “lattice hybridization function”
∆lat = ∆ − Σbath. Then Eqs. (92) - (98) hold with the replace-
ment ∆→ ∆lat, and the only additional step in the DMFT self-
consistency is to compute the hybridization function ∆ from
∆ = ∆lat x + Σbath (Eckstein and Werner, 2013c).
b. Momentum summations The momentum summations ap-
pearing the DMFT self-consistency [e.g., Eqs. (98a) and
(98b)] can be simplified in special situations. First, with-
out external electromagnetic fields ǫk is time independent,
such that k-dependent quantities depend on k only via ǫk,
and momentum sums can be reduced to integrals over a one-
dimensional density of states,
∑
k
g(ǫk) =
∫
dǫ g(ǫ)
∑
k
δ(ǫ − ǫk) ≡
∫
dǫ D(ǫ)g(ǫ). (102)
In particular, for a semielliptic density of states (69) one
can collapse the whole self-consistency into a single equa-
tion ∆(t, t′) = v2∗G(t, t′) (Eckstein et al., 2009a), like for equi-
librium [Eq. (67)]. If the hopping is such that the (positive)
bandwidth (= 4v∗) depends on time, this equation generalizes
to (Eckstein and Kollar, 2010)
∆(t, t′) = v∗(t)G(t, t′)v∗(t′). (103)
The situation is more involved in the presence of electro-
magnetic fields, where one might have to do the k-sum ex-
plicitly. A simplification is possible for a hypercubic lattice
with bare dispersion ǫk = −2v∗/
√
2d
∑
α cos(kα) and gaus-
sian density of states
D(ǫ) = 1√
2πv∗
e−ǫ
2/2v2∗ , (104)
when a homogeneous field A = A(t)(1, 1, 1, ...) points along
the body diagonal of the unit cell (Turkowski and Freericks,
2005). One has
ǫ(k − A(t)) = −2v
∑
α
cos(kα − A(t))
= cos(A(t))ǫk + sin(A(t))ǫk, (105)
with ǫk = −2v
∑
α sin(kα) (taking a = e = ~ = 1). Mo-
mentum summations then reduce to integrals over a two-
dimensional joint density of states D(ǫ, ǫ) =∑k δ(ǫ−ǫk)δ(ǫ−
ǫk),
∑
k
g(ǫ(k− A)) =
∫
dǫdǫ D(ǫ, ǫ) g(ǫ cos(A) + ǫ sin(A)).
(106)
For the hypercubic lattice, one has D(ǫ, ǫ) = D(ǫ)D(ǫ)
(Turkowski and Freericks, 2005). For other examples of an
infinite-dimensional lattice structure, see Tsuji et al., 2008.
5. Observables and conservation laws
a. Equal-time observables Equal-time observables (6) of
the lattice model can directly be computed from the lattice
Green’s functions. Before we define the observables, we make
an important remark that in the presence of external electro-
magnetic fields the Green’s functions are not a priori gauge
invariant. Under the gauge transformation (85), the Green’s
function Gi j(t, t′) = −i〈TCci(t)c†j (t′)〉 transforms as
Gi j(t, t′) → Gi j(t, t′) exp
(
ie
~
[χ(Ri, t)− χ(R j, t′)]
)
. (107)
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Since physical observables should not depend on the choice
of the gauge, the gauge dependent Green’s function cannot
be generally used in the present form. A widely adopted
prescription is to put an additional phase factor (“string”) to
the Green’s function (Bertoncini and Jauho, 1991; Boulware,
1966; Davies and Wilkins, 1988),
˜Gi j(t, t′) = exp
(
−ie
~
∫ (Ri ,t)
(R j ,t′)
[
dr · A(r, t)− dtΦ(r, t)]
)
Gi j(t, t′).
(108)
The phase factor cancels the change of the phase of G (107),
hence ˜G remains gauge invariant. However, ˜G depends on
the path of the line integral in the exponential. A standard
convention is to take a straight line in the four dimensional
spacetime connecting (Ri, t) and (R j, t′) (Boulware, 1966).
For a uniform electric field which is often studied with the
nonequilibrium DMFT (see Sec. III.A), one can take the tem-
poral gauge [Φ = 0 and A = A(t)]. In this case (which is fo-
cused on in the following), the local Green’s function is gauge
invariant, Gii(t, t′) = ˜Gii(t, t′). The equal-time Green’s func-
tion, on the other hand, becomes gauge invariant if one shifts
the momentum, Gk+A(t)(t, t) = ˜Gk(t, t).
Using the gauge invariant Green’s function, one can safely
construct “physical” observables. For example, the number of
particles on site i with spin σ is
ni,σ(t) = 〈c†iσ(t)ciσ(t)〉 = −iG<ii,σ(t, t) = −i ˜G<ii,σ(t, t), (109)
and the current (87) is
j(t) = − ie
V
∑
kσ
vk−A(t)G<k,σ(t, t) = −
ie
V
∑
kσ
vkG<k+A(t),σ(t, t)
= − ie
V
∑
kσ
vk ˜G<k,σ(t, t), (110)
both of which are explicitly gauge invariant. The momentum
occupation defined by n(k, t) = −iG<k,σ(t, t) is apparently not
gauge invariant. Instead, one can take a co-moving wave vec-
tor ˜k = k + A(t) (Davies and Wilkins, 1988), with which
n( ˜k, t) = −iG<k+A(t),σ(t, t) = −i ˜G<k,σ(t, t) (111)
becomes gauge invariant, and hence can be interpreted as a
physically meaningful observable.
Energies are also calculated from the Green’s functions.
The kinetic energy per spin and site is (denoting the number
of sites by L)
Ekin(t) = −iL
∑
jl
v jl(t)G<l j,σ(t, t) =
−i
L
∑
j
[∆ j ∗G j j,σ]<(t, t),
(112)
where the second equation follows from a comparison of
Eqs. (74) and (77). The interaction energy can be computed
from the self-energy, using equations of motion. In general,
comparison of the equation of motion and the lattice Dyson
equation gives
〈c†iα[Hloc, ciα′ ]〉 = i
∑
α′′
[Σiα,iα′′ ∗Giα′′ ,iα′ ]<(t, t). (113)
For the Hubbard interaction (61) and a homogeneous state,
one has
U(t)〈niσ(t)[niσ(t)− 12 ]〉 = −i[Σ ∗Gii,σ]<(t, t), (114)
which allows to compute the double occupancy d(t) =
〈ni↑(t)ni↓(t)〉.
Finally let us remark that DMFT (with an exact impurity
solver) is a conserving approximation in the sense of Baym
and Kadanoff (Baym, 1962; Baym and Kadanoff, 1961), be-
cause the self-energy is related to the Green’s function as a
functional derivative of a Luttinger-Ward functional. The lat-
ter can be used to prove, along the lines of (Baym, 1962),
particle number conservation and energy conservation,
d
dt 〈H(t)〉 = j(t) · E(t), (115)
where E is the electric field.
b. Photoemission spectrum Time and angular-resolved pho-
toemission spectroscopy (ARPES) is the most direct experi-
mental tool to probe the time evolution of both the electronic
spectrum and the occupation on ultrafast time scales. Static
photoemission spectroscopy in equilibrium is often analyzed
in terms of the momentum-resolved spectral function,
I(k f , E) =
∑
k
|Mk|2δk||+q||,k f || Nk(E − ~ωq −W), (116)
where Nk(ω) = f (ω)Ak(ω) is the occupied density of states
at momentum k [cf. Eq. 28a], q is the momentum of the in-
coming photon, and I(k f , E) is the photoemission intensity at
final momentum k f and energy E, and W is the work func-
tion. The delta function accounts for momentum conservation
parallel to the surface, and the Mk denote matrix elements,
which are often taken as k-independent as a first approxima-
tion. The most important approximation entering this expres-
sion is the so-called sudden approximation (Hedin and Lee,
2002), which neglects interactions between the outgoing elec-
tron and the bulk and thus allows to express the photoelectron
current in terms of single-particle properties of the sample.
In time-resolved ARPES one probes the state of a system
with a short pulse with center-frequency Ω, and counts the
total number of electrons emitted with a certain momentum
k f and energy E. The electric field of the probe pulse is
of the form cos[Ω(t − tp + φ)]S (t − tp), where S (t) is the
probe envelope, tp is the probing time, and φ is the carrier-
envelope phase. The system can be in an arbitrary nonequilib-
rium state due to an earlier pump excitation. Equation (116)
can directly be generalized to this situation (Freericks et al.,
2009): In the sudden approximation, the electric probe field
couples the electronic orbitals in the sample to the outgoing
electron states |k f 〉 via some dipole matrix element. If we
again disregard for a moment the k-dependence of this matrix
element, straightforward second-order time-dependent pertur-
bation theory gives (after averaging over the carrier-envelope
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phase φ )
I(k f , E; tp) ∝
∑
k
δk||+q||,k f || Ik(E − ~ωq −W; tp), (117)
Ik(ω; tp) = −i
∫
dtdt′ S (t)S (t′)eiω(t′−t) ˜G<k(t + tp, t′ + tp),
(118)
where ˜Gk is the Fourier transform of the gauge invariant
Green’s function (108). This expression provides a conve-
nient starting point to analyze time-resolved ARPES in terms
of the contour Green’s functions determined in DMFT. (In
contrast, the imaginary part of a partial Fourier transform
G<(ω, t) = ∫ dteiωtG<(t + t/2, t− t/2) is not always positive.)
The equation contains the fundamental frequency-time uncer-
tainty (Eckstein and Kollar, 2008a): When the probe pulse is
very short, S (t) = δ(t), one measures instantaneous occupa-
tions, Ik(ω; tp) = nk(tp) but all energy resolution is lost. In
the limiting case of a stationary state, Eq. (118) reduces to
a convolution of the equilibrium result (116) with the spec-
tral density | ˜S (ω)|2 of the probe pulse. For a quasi-stationary
state, when G(t, t′) can be approximated as translationally
invariant in time during the probe-pulse, Ik(ω; tp) is given
by a corresponding convolution of the partial Fourier trans-
form G<(ω, tp). Applications of this formula are discussed in
Sec. (III.A.3).
c. Optical conductivity Another very powerful tool to probe
the time evolution of strongly correlated systems is the elec-
tromagnetic response, ranging from terahertz, which is suit-
able for the analysis of carrier mobilities or phonons, to opti-
cal frequencies, which can be used to study, e.g., inter-band or
charge transfer excitations. In this frequency range, the elec-
tromagnetic response is described by the conductivity in the
limit q → 0, i.e., the response of a translationally invariant
current j to a translationally invariant electric probe field δE,
σαβ(t, t′) = δ〈 jα(t)〉
δEβ(t′) , (119)
[δ jα(t) =
∫ t
−∞
dt σαβ(t, t) δEβ(t) in integral notation.] This re-
sponse function of the nonequilibrium state can be computed
from the contour-ordered current-current correlation function
(Kubo relation), which can be evaluated in nonequilibrium
DMFT (Eckstein and Kollar, 2008c; Tsuji et al., 2009) in anal-
ogy to equilibrium (Pruschke et al., 1993). For this purpose it
is convenient to define the susceptibility
χαβ(t, t′) = δ〈 jα(t)〉
δAβ(t′) , (120)
which is related to the optical conductivity σαβ(t, t′) via
σαβ(t, t′) = −
∫ t
t′
dt χαβ(t, t) (t ≥ t′), (121)
within the chosen gauge E(t) = −∂t A(t). The susceptibility
(120) can be obtained by taking the derivative of the expres-
sion (110), where the vector potential enters both in the vertex
vk(t) (leading to the diamagnetic contribution to χ) and in the
Green’s function G<kσ(t, t) (leading to the paramagnetic contri-
bution) (Eckstein and Kollar, 2008c),
χαβ(t, t′) = χdiaαβ (t, t′) + χpmαβ (t, t′) , (122a)
χdiaαβ (t, t′) = −
ie
V
∑
kσ
δvαk(t)
δAβ(t′) G
<
kσ(t, t) , (122b)
χ
pm
αβ (t, t′) = −
ie
V
∑
kσ
vαk(t)
δG<kσ(t, t)
δAβ(t′) . (122c)
The paramagnetic contribution can be found from a variation
of the lattice Dyson equation (94)
δGkσ = −Gkσ ∗ [−δǫk − δΣσ] ∗Gkσ, (123)
where the term in brackets is δG−1k . In equilibrium DMFT, the
contribution from δΣ, which is related to the vertex δΣ/δG of
the impurity model, vanishes in Eq. (122c) because (i) Σ is k-
independent, and (ii) GkσGkσ and vkσ are even and odd with
respect to k, respectively (Khurana, 1990). This symmetry
argument leads to the drastic simplification that the conduc-
tivity can be expressed in terms of the product of two Green’s
functions (bubble diagram), without local vertex corrections.
In nonequilibrium, conditions (ii) can be violated in several
ways: The vertex (88) is no longer antisymmetric when an
electric field is present in addition to the probe field, e.g.,
when the system is constantly driven by an ac field (Tsuji
et al., 2009), or when the pump and probe fields overlap in
time. Furthermore, the isotropy Gkσ = G−kσ is lost whenever
the system is driven out of equilibrium by a polarized pump
pulse (the system is clearly not isotropic as long as a current
is flowing). However, in this case the isotropy of Gk is often
restored on a much faster time scale than other interesting re-
laxation processes, such that one can still neglect the vertex
δΣ for most of the time. Otherwise, one would have to com-
pute a Bethe-Salpeter equation for the vertex on the Keldysh
contour, which has been done for the ac-field-driven Falicov-
Kimball model (Tsuji et al., 2009). In the most general case,
solving the Bethe-Salpeter equation for a vertex that depends
on four different time arguments is a formidable numerical
task, so that it might be easier to compute the induced current
j for small probe fields directly from Eq. (110), and take the
numerical derivative.
Neglecting the vertex, one obtains the following expres-
sions (Eckstein and Kollar, 2008c) for the susceptibility
χ
pm
αβ (t, t′) = −2χ0
∑
kσ
vαk(t)vβk(t′)Im[GRkσ(t, t′)G<kσ(t′, t)],
(124a)
χdiaαβ (t, t′) = −χ0δ(t− t′)
∑
kσ
∂kα∂kβǫk(t)
~
ImG<kσ(t, t), (124b)
with χ0 = e2/(V~). Together with (121), they constitute the fi-
nal DMFT expressions for the optical conductivity. In equilib-
rium, these equations reduce to the familiar relation (Pruschke
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et al., 1993)
Reσαβ(ω) ω>0= πχ0
∑
kσ
vαkv
β
k
×
∞∫
−∞
dω′ Akσ(ω
′)Akσ(ω + ω′)[ f (ω′)− f (ω + ω′)]
ω
. (125)
Even out of equilibrium, one can generally show from ana-
lytic properties of σ(ω, t) = ∫ dteiωtσ(t + t/2, t− t/2) that the
(nonequilibrium) f -sum rule (Shimizu and Yuge, 2011; Tsuji,
2011),∫ ∞
0
dωReσαβ(ω, t) = πe
2
2V
∑
kσ
∂kα∂kβǫk(t)
~2
nkσ(t) ≡ π2ε0ω
2
p(t)
(126)
holds, which gives the familiar result for the plasma frequency
ω2p = ne
2/ε0m
∗ of electrons near the bottom of a parabolic
band ǫk = ~2 k2/2m∗.
C. Real-time impurity solvers
1. General remarks
In this section we discuss methods to solve the nonequilib-
rium impurity models which play a central role in the DMFT
formalism (Sec. II.B). A general impurity action defined on
the L-shaped contour C (Fig. 4) has the form
Simp = Sloc + Shyb, (127a)
Sloc = −i
∫
C
dt Hloc[d†p(t), dp(t), t], (127b)
Shyb = −i
∫
C
dt1dt2
∑
p1,p2
d†p1(t1)∆p1 ,p2 (t1, t2) dp2(t2). (127c)
Here dp and d†p denote, respectively, annihilation and creation
operators for an electron in the impurity level p (p labels spin
and orbital degrees of freedom), and Hloc is the local Hamil-
tonian of the impurity site, which can be interacting and time-
dependent in general. The hybridization function ∆p1 ,p2 (t1, t2)
gives the amplitude for the hopping of an electron from the
p2-orbital into the bath at time t2, its propagation within the
bath, and the hopping back into the impurity orbital p1 at time
t1. It is related to the Weiss Green’s function G0,p1,p2 (t, t′) in
DMFT by
G−10,p1,p2 (t, t′) = (i∂t + µ)δC(t, t′)δp1,p2 − ∆p1 ,p2 (t, t′). (128)
The action (127) can be derived from an impurity Hamil-
tonian with a time-dependent coupling between the impurity
and the bath,
Himp(t) = Hloc(t) + Hbath(t) + Hhyb(t), (129a)
Hbath(t) =
∑
ν
ǫν(t)c†νcν, (129b)
Hhyb(t) =
∑
p,ν
[Vp,ν(t) d†pcν + h.c.], (129c)
by tracing out the bath degrees of freedom cν. The hybridiza-
tion function is given by
∆p1,p2 (t, t′) =
∑
ν
Vp1,ν(t)gν(t, t′)Vp2,ν(t′)∗ (130)
with
gν(t, t′) = i[ f (ǫν(0))− θC(t, t′)]e−i
∫ t
t′ dtǫν(t) (131)
being the noninteracting bath Green’s function without cou-
pling to the impurity site.
By “solving the impurity problem”, we essentially mean
computing the single-particle Green’s function of the impurity
model (127),
Gp,p′ (t, t′) = −i〈TC dp(t)d†p′ (t′)〉Simp . (132)
The nonequilibrium impurity solvers may be classified into
two classes: diagrammatic approaches and a Hamiltonian-
based approaches. The former treat the impurity action (127)
using diagrammatic techniques without direct reference to
a given Hamiltonian formulation, while the latter solve the
time-dependent Hamiltonian (129) directly. In nonequilib-
rium DMFT calculations, the Hamiltonian approach requires
one to reconstruct a given hybridization function ∆(t, t′) by
optimizing the (time-dependent) bath parameters ǫν(t) and
Vp,ν(t), which is a nontrivial problem. The Hamiltonian ap-
proach has been used in combination with the numerical
renormalization group (Joura et al., 2008), and very recently
with the exact-diagonalization-based method (Arrigoni et al.,
2013; Gramsch et al., 2013). In the case of a steady state, the
effective Matsubara method (Han and Heary, 2007) based on
Hershfield’s expression (Hershfield, 1993) for a steady-state
density matrix has been tested as an impurity solver (Aron
et al., 2013). In the following, we focus on the diagrammatic
approaches, which have been used in various types of appli-
cations.
2. Falicov-Kimball model
The Falicov-Kimball (FK) model [Eq. (83)] may be re-
garded as a simplified version of the Hubbard model, because
only one electron species (c, c†) can hop between lattice sites.
The localized electrons ( f , f †) provide an annealed disor-
der potential, i.e., their equilibrium distribution is not gov-
erned by a fixed probability distribution (which would corre-
spond to quenched disorder), but it is determined by statisti-
cal mechanics, which assumes that all f configurations are in
principle accessible and can contribute to the partition func-
tion. In nonequilibrium, however, the FK model is special
because each f †i fi is a constant of motion and therefore thef electrons will maintain their initial distribution. The FK
model is a useful starting point for DMFT studies, because
the effective local DMFT action for the c particles becomes
quadratic. Thus the c-electron Green’s function can be calcu-
lated exactly (Brandt and Mielsch, 1989; van Dongen, 1992;
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van Dongen and Vollhardt, 1990). In thermodynamic equilib-
rium, the model exhibits correlation-induced transitions be-
tween metallic, insulating, and charge-ordered phases (Freer-
icks and Zlatic´, 2003).
In nonequilibrium DMFT, the single-site action and the
c-electron Green’s function for the homogeneous phase are
given by (Freericks et al., 2006; Turkowski and Freericks,
2005)
S = −i
∫
C
dtdt′ c†(t)∆(t, t′)c(t′)− i
∫
C
dt U(t)nc(t)n f (t),
(133a)
G(t, t′) = −iTrc, f [e
−βH0TCeSc(t)c†(t′)]
Trc, f [e−βH0TCeS] . (133b)
Here C is the L-shaped contour in Fig. 4, nc = c†c, n f =
f † f , and the operators are in the interaction representation
with respect to H0 = (E f − µ) f † f − µc†c. The f electrons can
thus be traced out and the c Green’s function is obtained as
G(t, t′) = w0Q(t, t′) + w1R(t, t′) . (134a)
Here w1 = 〈 f † f 〉 = 1−w0, and Q(t, t′) and R(t, t′) are defined
as G(t, t′) in Eq. (133b) but without Tr f and with f †(t) f (t)
replaced by 0 and 1, respectively, i.e., they are determined by
the equations of motion
[i∂t+ µ]Q(t, t′)− (∆∗Q)(t, t′) = δC(t, t′) , (134b)
[i∂t+ µ− U(t)]R(t, t′)− (∆∗R)(t, t′) = δC(t, t′) , (134c)
with an anti-periodic boundary condition (see Sec. II.A.1.b).
These equations must be solved together with the self-
consistency condition (see Sec. II.B). The solution for abrupt
and slow interaction changes is discussed in Secs. III.B.1
and III.B.2.
3. Continuous-time quantum Monte Carlo algorithms
a. General remarks A general strategy for evaluating expecta-
tion values such as Eq. (132) is to write Himp as a sum of two
terms: one, H1, for which the time evolution can be computed
exactly and another, H2, which is treated by a formal perturba-
tive expansion. The expansion in H2 generates a series of dia-
grams which are sampled stochastically, using an importance
sampling which accepts or rejects proposed diagrams on the
basis of their contributions to the partition function of the ini-
tial state. We discuss two types of expansions: In the “weak
coupling” method, Himp is split into a quadratic part H0 and an
interacting part Hint, and the expansion is performed in terms
of Hint. In the “strong coupling” approach, Hloc and Hbath are
treated exactly, while Hhyb is treated as a perturbation.
These so-called continuous-time quantum Monte Carlo
(CTQMC) algorithms provide very efficient and flexible
solvers for equilibrium quantum impurity problems at temper-
ature T > 0 (for a review, see Gull et al., 2011a). In equilib-
rium, the expansion can be formulated on the imaginary time
branch, and at least for single-site impurity problems with di-
agonal bath, the fermionic sign problem can be avoided. In
the nonequilibrium extension of these methods (Mu¨hlbacher
and Rabani, 2008; Werner et al., 2009), the expansion must
also be performed on the real-time branches of the contour C,
where the convergence of the perturbation theory is oscillatory
rather than monotonic. The weights of the diagrams become
complex, and the resulting dynamical sign problem limits the
time range over which accurate results can be obtained.
For nonequilibrium DMFT applications, the times which
can be reached with the strong-coupling CTQMC approach
are usually too short. We introduce this formalism mainly
to set the stage for more useful approximate strong-coupling
methods (see Sec. II.C.5). The weak-coupling CTQMC
method on the other hand, thanks to a simplification of the
diagrammatic structure in half-filled single-band systems, has
proven useful in situations where the interesting phenomena
happen on a fast time scale and where a numerically exact
treatment, e.g., of the intermediate correlation regime, is
essential. This method has enabled some pioneering nonequi-
librium DMFT studies of the Hubbard model (Eckstein et al.,
2009b; Tsuji et al., 2011).
b. Weak-coupling CTQMC We will first discuss the imple-
mentation of the weak-coupling continuous-time Monte Carlo
algorithm (Gull et al., 2008; Rubtsov et al., 2005; Werner
et al., 2010, 2009) for the Anderson impurity model
Hloc(t) = U(t)(n↑−α↑)(n↓−α↓)−
∑
σ
[µ−U(t)ασ]nσ, (135)
where a spin-dependent chemical potential shift [U(t)ασ] has
been introduced to avoid a trivial sign problem in the repul-
sively interacting case (Rubtsov et al., 2005) with σ =↓, ↑ for
σ =↑, ↓. The impurity action (127) is split into an interaction
term,
Sint = −i
∫
C
dtHint(t) = −i
∫
C
dtU(t)(n↑ − α↑)(n↓ − α↓),
(136)
and the rest, S0 = Simp − Sint, which is quadratic in the
fermionic operators. Expanding the partition function Z =
Tr[TCeSimp ] = Tr[TCeS0+Sint] in powers of Sint leads to an ex-
pression
Z =
∞∑
n=0
(−i)n
n!
∫
C
dt1 . . .
∫
C
dtnTr
[
TCeS0 Hint(t1) . . .Hint(tn)
]
.
(137)
After separating the trace into spin-up and spin-down factors
and using the definition (32), we obtain
Z
Z0
=
∞∑
n=0
(−i)n
n!
∫
C
dt1 . . .
∫
C
dtnU(t1) . . .U(tn)
×
∏
σ
〈(nσ(t1)− ασ) . . . (nσ(tn)− ασ)〉S0 , (138)
with Z0 = Tr[TCeS0 ]. Wick’s theorem allows to express the
expectation values in (138) as the determinant of an n × n
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matrix M−1σ , with elements
(M−1σ )i, j = −iG0,σ(ti, t j)− ασδi, j, (139)
G0,σ(t, t′) = −i〈TCdσ(t)d†σ(t′)〉S0 , (140)
and the convention G0,σ(t, t) ≡ G<0,σ(t, t) (note that these func-
tions depend on the choice of ασ). Equation (138) there-
fore expresses Z/Z0 =
∑
c w(c) as a sum over configurations
c = {t1 ≺ t2 ≺ · · · ≺ tn}, which are collections of time-points
on the contour C, with a weight
w(c) = (−i)n(U(t1)dt1) . . . (U(tn)dtn)
∏
σ
det M−1σ . (141)
Here, dti = dt for ti on the forward branch C1, −dt for ti on
the backward branch C2, and−idτ for ti on the imaginary-time
branch C3 (Fig. 4).
A Monte Carlo sampling over all configurations c can then
be implemented on the basis of these weights (Werner et al.,
2009). The determinants in Eq. (141) sum up all the n! con-
nected and disconnected bare diagrams for a given set of n
interaction vertices. An example of such a diagram is shown
in the top panel of Fig. 8. While this summation (for a proper
choice of the ασ) absorbs the sign cancellations originating
from Fermi statistics, the weights w(c) are in general com-
plex, so the sampling suffers from a “phase problem” (dy-
namical sign problem). This phase problem grows exponen-
tially with the number of interaction vertices on the real-time
branches, and hence the length of the real-time contour (i.e.,
〈phase〉 ∼ Ce−αtmax ).
In a practical implementation, one generates a Markov
chain of configurations c1 → c2 → c3 → · · · in such a way
that every configuration can be visited from any other within a
finite number of steps (ergodicity) and that the probability for
the configuration to change from ci to c j [p(ci → c j)] satisfies
the detailed balance condition,
p(ci → c j)|w(ci)| = p(c j → ci)|w(c j)|. (142)
This guarantees that the configuration c is realized with a
probability ∝ |w(c)|. To sample the configurations, one
usually adopts the Metropolis-Hastings algorithm (Hastings,
1970; Metropolis et al., 1953). One proposes to insert an nth
interaction vertex at tn ∈ C with probability pprop(n − 1 →
n) = |dtn|/(2tmax + β), or to remove the nth vertex with prob-
ability pprop(n → n − 1) = 1/n. Then one accepts the
propoed insertion (removal) with the probability min[1,R(n)]
(min[1,R(n)−1]), where
R(n) =
pacc(n− 1 → n)
pacc(n → n− 1) =
pprop(n → n− 1)|w(n)|
pprop(n− 1 → n)|w(n− 1)|
= |U(tn)|2tmax + β
n
∏
σ
| det(M(n)σ )−1|
| det(M(n−1)σ )−1|
. (143)
The ratio of two determinants in Eq. (143) can be obtained
by a fast-update algorithm with a computational cost of O(n2)
(Gull et al., 2011a).
To measure an observable by the Monte Carlo sampling,
〈O(t)〉MC , we perform a similar expansion in the presence of
the operator O at time t. The measurement formula becomes
〈O(t)〉MC =
∑
c wc
Oc
wc∑
c wc
=
∑
c |wc|phasec Ocwc∑
c |wc|phasec
, (144)
where Oc is the “weight” corresponding to the collection c of
operators in the presence of O(t), and phasec = wc/|wc|. In the
case of the Green’s function (132), the ratio Oc/wc (or rather
the analogue for two-time operators) becomes G0,σ(t, t′) +
i
∑n
i, j=1 G0,σ(t, ti)(Mσ)i, jG0,σ(t j, t′), and the measurement for-
mula reads
Gσ(t, t′) = G0,σ(t, t′) +
∫
C
ds1
∫
C
ds2G0,σ(t, s1)G0,σ(s2, t′)
×
〈
i
n∑
i, j=1
δC(s1, ti)(Mσ)i, jδC(s2, t j)
〉
MC
. (145)
It is therefore sufficient to accumulate the quantity (improper
self-energy) (Gull et al., 2008; Werner et al., 2010)
Xσ(s1, s2) =
〈
i
n∑
i, j=1
δC(s1, ti)(Mσ)i, jδC(s2, t j)
〉
MC
. (146)
Comparison of Eq. (145) to the Dyson equation shows that X
is related to the (proper) self-energy Σ by X ∗ G0 = Σ ∗ G, so
the measurement of X allows to extract Σ. This equation is a
Volterra integral equation of the first kind (45), for which nu-
merical solutions are known to be unstable. We may however
combine it with the Dyson equation Gσ = G0,σ+Gσ∗Σσ ∗G0,σ
to find
(1 + Xσ ∗ G0,σ) ∗ Σσ = Xσ. (147)
This equation is a Volterra equation of the second kind (44)
with unknown G = Σ and kernel F = Xσ ∗ G0,σ, which can be
solved in the same way as the Dyson equation (Sec. II.B.2).
Let us briefly mention the relationship of the above al-
gorithm to the continuous-time auxiliary field method (Gull
et al., 2008; Werner et al., 2009). In practice, it is advanta-
geous to symmetrize the ασ, which amounts to introducing an
Ising spin degree of freedom at every vertex position. For ex-
ample, up to irrelevant constants we may write the interaction
term Un↑n↓ in the form (Assaad and Lang, 2007)
U(t)
2
∑
s=±1
(n↑− 12 − sδ)(n↓− 12 + sδ)+
U(t)
2
(n↑ + n↓), (148)
and absorb the last (quadratic term) into G0. The configura-
tion space then becomes the space of all Ising spin configu-
rations on the contour C: c = {(t1, s1), (t2, s2), . . . (tn, sn)}. To
avoid a fermionic sign problem in the repulsively interacting
case (away from half-filling) one has to choose δ > 1/2. At
half-filling, one should use δ = 0, i.e., the symmetric form
Hint = U(t)(n↑ − 12 )(n↓ − 12 ). In this case, all odd-order dia-
grams vanish, which leads to a less severe sign problem. The
interaction expansion based on (148) is equivalent to the aux-
iliary field algorithms described in (Gull et al., 2008; Werner
et al., 2009), as was shown in (Mikelsons et al., 2009).
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FIG. 8 Illustration of the CTQMC method. Top panel: Example of
a sixth order diagram appearing in the weak-coupling expansion. In-
teraction vertices (red) are linked by bath Green’s functions G0 (black
lines). Bottom panel: Example of a fourth order diagram appearing
in the-strong coupling expansion: full (empty) dots represent impu-
rity creation (annihilation) operators. Pairs of creation and annihila-
tion operators are linked by hybridization functions ∆ (dashed lines).
In both methods, all the diagrams obtained by linking a given col-
lection of operators by Green’s functions or hybridization lines are
summed up into a determinant.
c. Strong-coupling CTQMC A complementary diagrammatic
Monte Carlo algorithm can be obtained by performing an ex-
pansion in powers of the hybridization term Hhyb (Mu¨hlbacher
and Rabani, 2008; Schiro´ and Fabrizio, 2009; Werner et al.,
2009). We will sketch here the derivation for the general im-
purity model defined in Eq. (129a). In the hybridization ex-
pansion approach the time evolution of the operators is given
by Hloc + Hbath, and the starting point is the identity
Z = Tr
[TCe−i ∫C ds(Hloc(s)+Hbath(s))−i ∫C dsHhyb(s)]. (149)
Expanding the contour-ordered exponential into a power se-
ries yields
Z = Tr
[
TCe−i
∫
C
ds(Hloc(s)+Hbath(s))
∞∑
n=0
(−i)n
n!
∫
C
dt1 . . .
∫
C
dtn
× Hhyb(t1) . . .Hhyb(tn)
]
. (150)
We may now proceed in exactly the same way as in equilib-
rium (Werner et al., 2006; Werner and Millis, 2006), namely
separate the Hhyb factors into impurity creation terms (time ar-
guments t′i ) and impurity annihilation terms (time arguments
t j). Then, because the bath is noninteracting, we can eval-
uate the trace Trbath[. . .] over the bath Hilbert space exactly.
Wick’s theorem yields a determinant det N−1, with the size
of the matrix N−1 given by the number of impurity creation
(or annihilation) operators on the contour C, and with matrix
elements given by the hybridization functions ∆:
(N−1)i, j = ∆p′i ,p j (t′i , t j). (151)
Here, t′i denotes the position of the ith creation operator and t j
the position of the jth annihilation operator, with flavor pi and
p j, respectively. The weight of a Monte Carlo configuration
with n creation and n annihilation operators on the contour
then becomes
w({(t′1, p′1), . . . , (t′n, p′n); (t1, p1) . . . (tn, pn)}) =
Trloc
[
TCe−i
∫
C
dsHloc(s)d†p′1 (t
′
1)dp1 (t1) . . . d†p′n (t
′
n)dpn(tn)
]
× dt1 . . . dt′n
(−1)n
(n!)2 detN
−1, (152)
where the dti again contains factors +1, −1 or −i, depend-
ing on the branch corresponding to ti. The trace over the
impurity states, Trloc[. . . ], is calculated explicitly, for exam-
ple by expressing the impurity creation and annihilation op-
erators, as well as the time-evolution operators U(t2, t1) =
TCe−i
∫ t2
t1
Hloc(s)ds as matrices in the eigenbasis of the Hamil-
tonian Hloc(0). This is particularly simple if the eigenbasis of
Hloc is the occupation number basis, and if the eigenbasis does
not change in time (as is the case, for example, for the Ander-
son impurity model with a time-dependent interaction term).
Monte Carlo configurations are then generated stochastically
by insertion and removal of pairs of impurity creation and an-
nihilation operators, based on the absolute value of the weight
(152).
The interpretation of the determinant of the n×n hybridiza-
tion matrix N−1 is that it sums all the strong-coupling di-
agrams which can be obtained for a given collection of n
creation and n annihilation operators, by connecting pairs of
these operators by hybridization functions∆, see bottom panel
of Fig. 8.
The Green’s function can be measured by removing a sin-
gle hybridization line, in complete analogy to the equilibrium
case (Werner et al., 2006). This leads to a measurement pro-
cedure which accumulates delta-functions with weights given
by the matrix elements of (N) j,i at times t′i and t j. Partic-
ularly simple is the measurement of local observables O(t),
such as the density or double occupancy. They can be mea-
sured by inserting the corresponding operator into the trace
factor Trloc[. . . ].
4. Weak-coupling perturbation theory
The phase problem of CTQMC techniques can be avoided
if subclasses of diagrams are summed up analytically using
Dyson’s equation (38). In this approach, the object of interest
is the self-energy, whose diagrammatic expansion is truncated
at some given order. We will discuss here the weak-coupling
perturbation theory for the Anderson impurity model with the
local Hamiltonian defined in Eq. (135).
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FIG. 9 The self-energy diagrams up to third order. The thin lines
represent G0σ(t, t′), the bold line Gσ(t, t′), and the dashed lines the
interaction vertices.
Perturbation theory for nonequilibrium impurity problems
(Fujii and Ueda, 2003; Hershfield et al., 1991, 1992) is a
straightforward generalization of the equilibrium perturba-
tion theory formulated on the Matsubara branch (Abrikosov
et al., 1975; Mahan, 2000; Yamada, 1975; Yosida and Ya-
mada, 1970, 1975). The weak-coupling perturbation theory
has been used for a long time as an impurity solver in equi-
librium DMFT calculations (Freericks, 1994; Freericks and
Jarrell, 1994; Georges and Kotliar, 1992; Georges et al., 1996;
Zhang et al., 1993), and in the nonequilibrium DMFT context,
it has enabled a range of studies of the Hubbard model (Amar-
icci et al., 2012; Aron et al., 2012; Eckstein et al., 2010a; Eck-
stein and Werner, 2011a; Heary and Han, 2009; Schmidt and
Monien, 2002; Tsuji et al., 2013b, 2012; Tsuji and Werner,
2013) and of the Falicov-Kimball model (Turkowski and Fre-
ericks, 2007a).
We again split the impurity action into a quadratic term
S0 and an interaction term (136), and expand exp(Simp) =
exp(S0 + Sint) in Eq. (132) into a Taylor series with respect
to the interaction term,
Gσ(t, t′) = (−i) 1Z
∞∑
n=0
(−i)n
n!
∫
C
dt1 · · · dtn
× Tr [TCeS0 Hint(t1) · · ·Hint(tn)dσ(t)d†σ(t′)] . (153)
The linked cluster theorem ensures that all the disconnected
diagrams that contribute to Eq. (153) can be factorized to give
a proportionality constant Z/Z0 with Z0 = Tr
[TCeS0]. As a
result, the expansion of the Green’s function may be written
as
Gσ(t, t′) = (−i)
∞∑
n=0
(−i)n
∫
C,t1≺···≺tn
dt1 · · · dtn
× 〈TCHint(t1) · · ·Hint(tn)dσ(t)d†σ(t′)〉conn.S0 . (154)
where ‘conn.’ means that we only consider the connected di-
agrams. The factor n! has been cancelled by specifying the
contour ordering as t1 ≺ · · · ≺ tn. Owing to Wick’s theorem,
one can evaluate each term in Eq. (154) using the bath Green’s
function (140).
In the weak-coupling perturbation theory, one usually con-
siders an expansion of the self-energy Σσ(t, t′) instead of the
Green’s function. This allows to generate an infinite series
of diagrams for the Green’s function by solving the Dyson
equation (38). The self-energy consists of the one-particle ir-
reducible parts of the expansion (154). We show topologically
distinct Feynman diagrams of the self-energy up to third order
in Fig. 9. Due to the chemical potential shift µ→ µ−U(t)ασ
in Eq. (135), a tadpole diagram with a bold or bare line
amounts to nσ(t)−ασ or n0σ(t)−ασ, where nσ(t) = −iG<σ(t, t)
and n0σ(t) = −iG<0σ(t, t).
The Feynman rules to calculate the self-energy diagrams on
the contour C are: (1) Draw topologically distinct one-particle
irreducible diagrams. (2) Associate each solid line [bold line]
with the Weiss Green’s function (−i)G0σ(t, t′) [the interact-
ing Green’s function (−i)Gσ(t, t′)]. (3) Multiply (−i)U(t) for
each interaction vertex (dashed line). (4) Multiply nσ(t)− ασ
[n0σ(t) − ασ] for each bold [bare] tadpole diagram. (5) Mul-
tiply (−1) for each Fermion loop. (6) Multiply an additional
factor (−i), coming from the definition of the Green’s function
(132). (7) Carry out a contour integral along C for each inter-
nal vertex. For example, the first-order diagram [the Hartree
term, Fig. 9(a)] is given by
Σ(1)σ (t, t′) = U(t)(nσ(t)− ασ)δC(t, t′), (155)
and the second-order diagram [Fig. 9(b)] by
Σ(2)σ (t, t′) = U(t)U(t′)G0σ(t, t′)G0σ(t′, t)G0σ(t, t′). (156)
At half filling in the paramagnetic phase, it is natural to
choose ασ = 12 . This cancels all the tadpole diagrams since
nσ−ασ = n0σ−ασ = 0, and due to the particle-hole symme-
try [i.e., G0σ(t, t′) = −G0σ(t′, t)], all the odd-order diagrams
vanish as well. On the other hand, away from half filling or
in a spin-polarized phase (whenever n↑ , n↓), it is nontrivial
how to deal with the Hartree and other tadpole diagrams. One
may take bold diagrams [such as Fig. 9(a)] with the interact-
ing density nσ, which is self-consistently determined, or bare
diagrams with the noninteracting density n0σ. One can also
explicitly expand the Hartree diagram with respect to the in-
teraction up to a given order. For the antiferromagnetic phase
at half filling, the best accuracy is obtained when one takes
ασ =
1
2 and expands all the bold loops in the tadpole diagrams
up to the same order as the rest of the self-energy (Tsuji et al.,
2013b; Tsuji and Werner, 2013).
One issue with the expansion of Σ into bare diagrams is that
the resulting perturbation theory is not a conserving approxi-
mation. As a consequence, the total energy of the system will
drift with increasing time, even if the Hamiltonian is time-
independent. In DMFT simulations of the Hubbard model,
one finds that this drift is very small for weak-to-intermediate
coupling (U . Uc/2, with Uc the critical value for the Mott
transition in the paramagnetic phase). The drift “saturates” at
a certain time scale, so that the bare perturbation theory can
be trusted up to very long time for these U (Tsuji and Werner,
2013). A similar behavior is found when second order pertur-
bation theory is used to study the Hubbard model driven by
an electric field: For small U, energy conservation in the form
of Eq. (115) is satisfied for long times (Eckstein and Werner,
2011a).
For stronger coupling, the perturbation theory can however
fail rapidly and quite abruptly. This contrasts with the equi-
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FIG. 10 Nonequilibrium DMFT results for the kinetic, potential and
total energy of the Hubbard model after an interaction quench from
U = 0 to U = 2 (left panel) and U = 5 (right panel). Symbols
show the weak-coupling CTQMC result, dashed lines the result from
bare second order perturbation theory, and the solid lines the result
from self-consistent second order perturbation theory. (Adapted from
Eckstein et al., 2010a.)
librium case, where the second-order perturbation theory ac-
cidentally reproduces the correct strong-coupling limit at half-
filling, gives a reasonable interpolation between the weak- and
the strong-coupling regime, and even captures the Mott tran-
sition (Georges et al., 1996; Zhang et al., 1993). A simple
way to fix the problem with the drifting energy might seem
to switch to self-consistent perturbation theory. Here, one re-
places the bare propagators G0 in the self-energy diagrams by
bold propagators G, and considers only the diagrams which
are two-particle irreducible. However, even though this ap-
proximation is conserving, it reproduces the time evolution
of the system very poorly (Eckstein et al., 2010a; Tsuji and
Werner, 2013). Figure 10 shows the kinetic and potential en-
ergy, as well as the total energy after a quench in the Hub-
bard model (semi-circular density of states, bandwidth 4),
from a noninteracting initial state to U = 2 (left panel) and
U = 5 (right panel). Self-consistent perturbation theory con-
serves the total energy, but gives wrong values for the kinetic
and potential energy, already after a very short time. While
bare second-order perturbation theory fails for the quench to
U = 5, it at least reproduces the short-time dynamics cor-
rectly. For driven steady states (Amaricci et al., 2012), the
accuracy of the weak-coupling approach has yet to be tested
in detail. Here, non-conserving nature of the approximation
becomes apparent when the energy current to the reservoir
differs from the power injected by the field [Eq. (115)].
5. Strong-coupling perturbation theory
a. General remarks The strong-coupling CTQMC approach
(Sec. II.C.3.c) sums all diagrams generated by a hybridiza-
tion expansion on the contour C. While the summation into
a determinant allows to absorb some of the sign cancellations
between these diagrams, the Monte Carlo weights are com-
plex, and the resulting phase problem restricts simulations to
relatively short times. To avoid this sign problem, one can an-
alytically sum certain subsets of the strong-coupling diagrams
using a Dyson equation. This approach is expected to work
well in the strong-coupling regime, in particular the Mott in-
sulating phase, where the hybridization can be treated as a
perturbation.
The lowest order perturbative strong-coupling method is
called the “non-crossing approximation” (NCA), because it
sums all diagrams without crossing hybridization lines. It was
originally proposed as an approximate solution for the An-
derson impurity model (Grewe and Keiter, 1981; Keiter and
Kimball, 1971; Kuramoto, 1983), where it gives a reasonable
description of the physics down to the Kondo temperature TK ,
but fails in the Fermi liquid regime for T ≪ TK (Mu¨ller-
Hartmann, 1984). The deficiencies of NCA are partly cured
by higher order summations (Haule et al., 2001; Pruschke and
Grewe, 1989). In particular, the simplest extension of NCA,
the so called one-crossing approximation (OCA) (Pruschke
and Grewe, 1989), largely corrects the underestimation of TK
of the NCA at U <∞. From early on (Pruschke et al., 1993)
until today (see, e.g., Shim et al., 2007a,b), both the NCA and
the OCA have been used as impurity solvers for DMFT. In
the context of nonequilibrium DMFT, an attractive feature of
the perturbative strong-coupling expansion is its conserving
nature, and its good convergence properties with increasing
order of the approximation in the Mott phase (Eckstein and
Werner, 2010).
Within any approximation to the strong-coupling expan-
sion, one must re-sum parts of the series to infinite order to
avoid severe artifacts and make the theory conserving. There
exist various derivations of a resummed strong-coupling ex-
pansion (Barnes, 1976; Bickers, 1987; Bickers et al., 1987;
Coleman, 1984; Grewe and Keiter, 1981; Keiter and Kim-
ball, 1971; Kuramoto, 1983), that all circumvent the prob-
lem that Wick’s theorem does not apply, because the unper-
turbed action is not quadratic. A detailed derivation of the
strong-coupling equations on the Keldysh contour in the con-
text of nonequilibrium DMFT (Eckstein and Werner, 2010)
employed the pseudo-particle technique (Coleman, 1984) (for
earlier real-time formulations and applications of the NCA,
see (Nordlander et al., 1999; Okamoto, 2008)). Here, we pro-
vide an alternative derivation of the same equations, which
builds on the strong-coupling CTQMC formalism introduced
in Sec. II.C.3.c.
b. Self-consistent strong-coupling equations The starting point
for NCA and its extensions is a Taylor expansion of the action
(127) in terms of the hybridization ∆, analogous to Eq. (150).
To re-sum terms of this expression to infinite order, one must
decouple trace terms like Tr[TCeSlocd†p1 (t1)dp2 (t2) · · · ]. Wick’s
theorem does not apply, but for any given collection of the
times t1, t2, ... along C, one can insert a complete set of states
of the impurity Hilbert space,
∑
n |n〉〈n|, between consecu-
tive operators, and thus factor the trace into a matrix-product
of impurity propagators g and hybridization vertices F p and
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F p ≡ (F p)†,
gnm(t, t′) t≻t
′
= −i〈n|TCe−i
∫ t
t′dt Hloc(t)|m〉, (157)
F pnm = 〈n|dp|m〉, F
p
nm = 〈n|d†p|m〉. (158)
The factor −i in g is inserted for convenience. For example,
Tr[TCeSlocd†p(t)dq(t′)] =−i Tr[ g(−iβ, t)F
pg(t, t′)Fqg(t′, 0)] for
t ≻ t′, and i Tr[ g(−iβ, t′)Fqg(t′, t)Fpg(t, 0)] for t′ ≻ t. With
a suitable graphical representation of vertices F and propa-
gators g (Fig. 11a), one can represent the Taylor expansion
of Z[∆] as a sum of diagrams constructed according to the
following rules: (i) The n-th order contribution to Z[∆] is
given by all topologically inequivalent diagrams consisting of
one sequence of 2n + 1 directed lines g (“backbone”), sep-
arated by 2n three-leg vertices (n annihilation events F, n
creation events F), which are connected by n (directed) hy-
bridization lines in all possible ways. (ii) External time ar-
guments (0 and −iβ) and internal times are contour-ordered,
−iβ ≻ t2n ≻ · · · ≻ t1 ≻ 0. Perform the trace over the product
of g and F-factors, sum over all internal flavor indices, and in-
tegrate over the internal times (keeping the contour ordering).
(iii) The sign of the diagram is (−1)s+ f , where s is the num-
ber of crossings of hybridization lines, and f is the number of
hybridization lines that point opposite to the direction of the
backbone. (iv) An overall factor in+1 is added. For example,
the expression for the simplest diagram in Fig. 11b is
∑
p1,p2
∫
−iβ≻t2≻t1≻0
dt2dt1Tr
[
g(−iβ, t2)F p2 g(t2, t1)Fp1 g(t1, 0)
]
∆p1 p2 (t1, t2),
where the sign is −(−i)2 = +1.
To re-sum the series, one can define an impurity level self-
energy Snm(t, t′) as the sum of all parts of the above dia-
grams that cannot be separated into two by cutting a sin-
gle g-line, without the outer trace and the outer two g fac-
tors, and with an overall factor in instead of in+1. For ex-
ample, the self-energy part in the first diagram in Fig. 11b
is S(t, t′) = −i∑p,q F pg(t, t′) Fq∆qp(t′, t). One can then in-
troduce renormalized propagators G via the Dyson equation,
G = g + g ∗S ∗G = g + G ∗S ∗g, (159)
where, for t ≻ t′, [a ∗b](t, t′) denotes the convolution∫
Cdt a(t, t)b(t, t′) restricted to contour-ordered time arguments
t ≻ t ≻ t′. Since there are no symmetry factors associated
with the diagrams, the partition function is given by
Z = iTr
[G(−iβ, 0+)]. (160)
Observables in the initial state can simply be evaluated by
computing 〈O(0)〉 = iTr[OG(−iβ, 0)]/Z, where O is the ma-
trix with elements 〈n|O|m〉. For time t > 0, however, a di-
agram for 〈O(t)〉 in general contains “initial state vertex cor-
rections” (shaded part of Fig. 11c), i.e., it is not proportional
to Tr[G(−iβ, t)OG(t, 0)]. To obtain a consistent description
of the self-energy S and these initial state corrections, one
can show that the latter can be viewed as the “lesser” part
of S, i.e., a self-energy S(t, t′) with t ≺ t′. Since spectral
functions and occupations are no longer related for conven-
tional nonequilibrium Green’s functions, one must separately
compute the “lesser” (t ≺ t′) and “retarded” (t ≻ t′) compo-
nents of S(t, t′) and G(t, t′) within the nonequilibrium strong-
coupling expansion. To be precise, we first define the lesser
component of the bare propagators (157),
g(t, t′) = −iξg(t, 0+)g(−iβ, t′) for t ≺ t′, (161)
i.e., the time-evolution is performed in “clockwise order”
along C, from t′ to −iβ and then from 0 to t. For later con-
venience a sign ξ is included in the definition: ξ is a diagonal
matrix, with ξm = −1 (+1) when the number of particles in
|m〉 is odd and even, respectively ([ξ, g] = [ξ,G] = 0, because
Hloc conserves the particle number). One can then define the
lesser self-energy by the same diagram rules as before, and
G by the Dyson equation (159), only extending the contour-
ordering constraint in the time integrals to clock-wise order,
[a ∗b](t, t′) =
=
{ ∫ t
C,t′ dt a(t, t)b(t, t′) t ≻ t′∫ −iβ
C,t′ dt a(t, t)b(t, t′) +
∫ t
C,0+ dt a(t, t)b(t, t′) t ≺ t′
.
(162)
These definitions for g, G, andS are actually equivalent to the
“projected pseudo particle” propagators used in the alternative
formulation (Eckstein and Werner, 2010). We can now write
the partition function in terms of the lesser propagators,
Z = iTr
[
ξG(t+, t−)], (163)
〈O(t)〉 = i 1
Z
Tr
[OξG(t+, t−)], (164)
where t± is a time on the upper (lower) branch of C. The
equality of Eqs. (163) and (160) can be verified most easily
order by order: A given term in the expansion of G(t+, t−)
can be mapped onto a term of the expansion of G(−iβ, 0) by
using Eq. (161) and cyclically permuting operators under the
trace. The change of the sign of the diagram, associated with
the number of ∆-lines which are flipped with respect to the
g-lines, is accounted for by the ξ factors in Eqs. (161) and
(163).
Approximations for G, Z, and any observable are obtained
by truncating the series for S. Since there are no symme-
try factors in the diagrams for S, one can formally reproduce
all terms in the series by replacing g-lines in a diagram by
fully renormalized G-lines, and in turn omitting all diagrams
in which the lines have self-energy insertions (skeleton dia-
grams). All skeleton diagrams up to third order are shown
in Fig. 11d. The truncation of this skeleton series at a given
order defines a conserving approximation. More generally,
an approximation is conserving when S[G,∆] is a derivative
δΦ/δG(t′, t) of some functional Φ, where the exact Φ is the
Luttinger-Ward functional. While it is not a priori clear that
conserving approximations are necessarily better than non-
conserving ones, the perturbative strong-coupling impurity
solvers which have been tested so far are self-consistent ap-
proximations which are conserving and satisfy
∑
n |n〉〈n| = 1
at any time.
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FIG. 11 Elements of the strong coupling expansion: (a) Vertices
[Eq. (158)] and lines [Eq. (157)]. (b) Some diagrams for Z, in open-
contour representation (from 0+ on the upper branch of C, to −iβ).
(c) Diagram for 〈O(t)〉 (star) in the open contour representation. The
shaded part can be viewed as an initial state correction, or lesser self-
energy. (d) All skeleton diagrams S[G,∆] up to third order. The
first two diagrams define the NCA and OCA, respectively. (e) All
skeleton diagrams G[G,∆] up to third order.
The most imporant observable for DMFT is the Green’s
function
Gpp′ (t, t′) = − 1Z
δZ[∆]
δ∆p′p(t′, t) . (165)
One can derive diagrammatic rules for G and reformulate
them in terms of fully interacting propagators G similar to
time-local observables (164). Again, it is convenient not to
deal with initial state correlations but instead “close” the con-
tour at−iβ and 0+ and include lesser components. The follow-
ing rules for G result: (i) The n-th order contribution consists
of all topologically inequivalent loops of 2n G-lines which
connect n F-vertices and n F-vertices, where one of each type
is an external vertex. The internal vertices are connected by
∆ lines such that no G-line has a self-energy insertion. (ii)
Sum over all internal flavor indices, and integrate over times,
respecting their clockwise order. (iii) To determine the sign
of a diagram, reinsert the ∆-line between the external vertices,
open the loop at any point, insert the sign ξ, and add the factor
(−1)s+ f , where s is the number of crossings of hybridization
lines, and f is the number of hybridization lines that point
opposite to the g lines. (iv) Add a pre-factor in.
It can be shown that G is the derivative of the Luttinger-
Ward functional, G(t, t′) = − 1Z δΦ[∆,G]δ∆(t′ ,t) (at fixed G). Hence con-
sistent self-consistent diagrammatic expansions for S and G
are obtained by choosing one approximation to the Luttinger-
Ward functional. All skeleton diagrams for S and G up to
third order are shown in Fig. 11d and Fig. 11e.
c. Numerical implementation Within DMFT, one numerically
computes the integrals for S (lesser and greater components),
solves the Dyson equation (159), computes the diagams for G,
and feeds the result into the self-consistency (II.B.4) to update
∆. The numerical effort is mainly determined by the contour
integrals over the internal vertices in the evaluation of the dia-
grams, and scales like N3, N4, and N5 for the first, second and
third order, respectively (where N is the number of timesteps
(Eckstein and Werner, 2010)). For solving the Dyson equation
(159) one can switch to a differential notation, starting from
the equation of motion for bare propagators (157) and (161),
[i∂t − Hloc(t)]g(t, t′) = 0, (166)
g(t, t′)[−i←−∂ t′ − Hloc(t′)] = 0. (167)
which must be solved with the initial condition g(t−, t+) = −i.
Applying the term in brackets to Eq. (159), one obtains two
equivalent integral-differential equations for G,
[i∂t − Hloc(t)]G(t, t′)− [S ∗G](t, t′) = 0, (168)
G(t, t′)[−i←−∂ t′ − Hloc(t′)]− [G ∗S](t, t′) = 0, (169)
which must be solved for t , t′ with the initial condition,
G(t−, t+) = −i. Although this is an initial value problem
instead of a boundary value problem (even on the Matsub-
ara branch), and integrals are time-ordered, this equation is a
causal contour equation like Eqs. (40) (more details are given
in (Eckstein and Werner, 2010)). Hence, the whole set of
nonequilibrium DMFT equations can again be implemented
in the form of a time-propagation scheme.
Results up to third order, for the time-evolution of the dou-
ble occupancy after an interaction quench in the Hubbard
model (DMFT calculation for a semi-circular density of states
with bandwidth 4), are shown in Fig. 12. For not too low
temperatures (which is often the relevant regime in experi-
ments, such as pump-probe experiments which strongly ex-
cite electrons), one finds a good convergence of the results
with increasing order. (Note that in the correlated metal phase
(U0 = 3), NCA cannot provide an adequate description of the
initial equilibrium phase.)
d. Monte Carlo sampling around NCA A numerically exact
Monte Carlo method based on NCA (or OCA) propagators
has been described in (Gull et al., 2010). The idea here is to
stochastically sample all the strong-coupling diagrams using
a worm-type Monte Carlo algorithm (Prokof’ev et al., 1998).
Since the building blocks of the diagrams are NCA propaga-
tors, the number of diagrams is reduced with respect to the
strong-coupling CTQMC method, and longer times can be
reached. The method is particularly suitable for the study of
insulating phases, where NCA is a good starting point and the
corrections from crossing diagrams are small. In the metal-
lic regime, where diagrams with complicated topologies be-
come relevant, the sampling of individual bold-line diagrams
(instead of summing up collections of bare diagrams into a
determinant) leads to a fermionic sign problem, in addition to
the dynamical sign problem. In practice, all the contributing
bold-line diagrams are summed up at factorial cost to reduce
this problem.
Applications of this method to nonequilibrium quantum im-
purity models have been presented by (Gull et al., 2011b).
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FIG. 12 Nonequilibrium DMFT results for the time-evolution of the
double occupancy in the Hubbard model after a quench from U(t =
0) = U0 to U. The symbols show weak-coupling CTQMC results,
and the lines results from strong-coupling perturbation theory. (From
(Eckstein and Werner, 2010).)
While it has not yet been used in the context of nonequilibrium
DMFT, such an application, in appropriate parameter regimes,
seems promising. The Monte Carlo sampling around NCA
or higher-order approximations could also become a useful
tool to estimate the errors accumulated in perturbative strong-
coupling calculations.
The method has also been used to evaluate the mem-
ory function of the Nakajima-Zwanzig-Mori equation (Mori,
1965; Nakajima, 1958; Zwanzig, 1960), a quantum master
equation for the reduced density matrix of the impurity prob-
lem, which enables one to compute the time evolution of the
reduced density matrix up to longer times (Cohen et al., 2013;
Cohen and Rabani, 2011).
D. Floquet formalism for periodically driven systems
When a quantum system is continuously driven by a time-
periodic external force, it may enter a nonequilibrium steady
state in which the overall time-dependence of the system is
periodic. For example, the pump-pulse in ultrafast pump-
probe experiments may be viewed (during irradiation) as a
time-periodic ac electric field if the laser pulse contains many
oscillation cycles. A theoretical approach to treat periodically
driven states is the Floquet method (Dittrich et al., 1998; Gri-
foni and Ha¨nggi, 1998; Ritus, 1966; Sambe, 1973; Shirley,
1965; Zel’dovich, 1966). It originates from Floquet’s theo-
rem (Floquet, 1883; Hill, 1886; Magnus and Winkler, 1966), a
temporal analogue of Bloch’s theorem for a spatially periodic
system. Due to the periodicity of external fields, the time-
dependent problem can be mapped onto a time-independent
eigenvalue problem. Recently, the Floquet method has been
employed in combination with DMFT to study nonequilib-
rium steady states of periodically driven correlated systems
(Freericks and Joura, 2008; Joura et al., 2008; Lubatsch and
Kroha, 2009; Schmidt and Monien, 2002; Tsuji et al., 2008,
2009). An advantage of the Floquet DMFT is that one does
not have to calculate the full time evolution until a nonequi-
librium steady state is reached. It suffices to solve small-size
matrix equations for nonequilibrium Green’s functions repre-
sented in frequency space, which greatly reduces the compu-
tational cost.
The Floquet formalism has been used in the study of Flo-
quet topological insulators (Kitagawa et al., 2011; Lindner
et al., 2011; Oka and Aoki, 2009b). The topology of quantum
systems can be controlled by external time-periodic pertur-
bations; For example, by applying circularly polarized light
to graphene (or other many-band systems), one can change
a trivial state into a quantum Hall insulator (Kitagawa et al.,
2011; Oka and Aoki, 2009b). The methods which we describe
here can be applied to such problems.
1. Overview of Floquet’s theorem
Floquet’s theorem (Floquet, 1883; Hill, 1886; Magnus and
Winkler, 1966) is a general statement about the solution of an
ordinary differential equation dx(t)/dt = C(t)x(t) with time-
periodic coefficients C(t). Here we apply the theorem to the
time-dependent Schro¨dinger equation,
i
d
dtΨ(t) = H(t)Ψ(t), (170)
where the Hamiltonian H(t) is assumed to be periodic in time
with period T , H(t + T ) = H(t). Floquet’s theorem states
that there exists a solution of Eq. (170) of the form
Ψα(t) = e−iεαtuα(t), (171)
where uα(t) = uα(t + T ) is a periodic function of t, and the
real number εα is called the quasienergy, which is unique up
to integer multiples of Ω = 2π/T . To prove this, let us write
the formal solution of Eq. (170) as
Ψ(t) = U(t, t0)Ψ(t0), (172)
with the time-evolution operator U(t, t0) = T e−i
∫ t
t0
dt H(t)
.
Then we consider the operator
U(t +T , t0) = U(t +T , t0 +T )U(t0 +T , t0), (173)
which is split into two via the chain rule. The first part is U(t+
T , t0+T ) = U(t, t0) due to the periodicity of the Hamiltonian.
The second part U(t0 + T , t0) is called the Floquet operator,
which we can write in terms of a Hermitian operator Q(t0),
e−iQ(t0)T ≡ U(t0 +T , t0). (174)
Multiplying both sides of Eq. (173) with eiQ(t0)(t+T ) from the
right, we thus have
U(t +T , t0)eiQ(t0)(t+T ) = U(t, t0)eiQ(t0)t, (175)
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which shows that the unitary operator P(t, t0) ≡ U(t, t0)eiQ(t0)t
is periodic in t, i.e., P(t + T , t0) = P(t, t0). The solution
(172) of the Scho¨dinger equation (170) has thus been writ-
ten in terms of a (t-independent) Hermitian operator Q(t0) and
a unitary time-periodic operator P(t, t0),
Ψ(t) = P(t, t0)e−iQ(t0)t Ψ(t0). (176)
When the initial state Ψ(t0) is an eigenstate of Q(t0) [de-
noted by Ψα(t0)] with eigenvalue εα, the solution is given
by Eq. (171) with uα(t) = P(t, t0)Ψα(t0). One can see that
uα(t) is a periodic function [uα(t + T ) = uα(t)], and that the
quasienergy spectrum εα does not depend on t0.
To determine εα, one can Fourier expand uα(t) as uα(t) =∑
n e
−inΩt unα (with Ω = 2π/T ), where unα is called the nth
Floquet mode of the Floquet state (171). Then Eq. (170) gives∑
n
(Hmn − nΩδmn)unα = εαumα , (177)
where
Hmn ≡ 1
T
∫ T
0
dt ei(m−n)ΩtH(t) (178)
is the Floquet matrix form of the Hamiltonian. Thus the
quasienergies εα are the eigenvalues of the infinite dimen-
sional Floquet matrix Hmn−nΩδmn. Note that if εα is an eigen-
value of Hmn − nΩδmn, the same holds for εα + nΩ, for arbi-
trary integer n. To avoid the redundancy in εα, we impose the
condition that −Ω2 < εα ≤ Ω2 . As a consequence of the Flo-
quet theorem, the time-dependent differential Eq. (170) has
been transformed into a time-independent eigenvalue problem
(177), which can be solved by simple linear algebra (if one
truncates the matrix size).
2. Floquet Green’s function method
a. General formulation We now apply the Floquet method to
the nonequilibrium Green’s function formalism (Sec. II.A.2),
as introduced earlier in several papers (Althorpe et al., 1997;
Brandes and Robinson, 2002; Faisal, 1989; Martinez, 2003,
2005; Martinez and Molina, 2006). In general, Green’s func-
tions GR,A,K(t, t′) in the Keldysh formalism (Sec. II.A.2) have
two independent time arguments, t, t′ ∈ (−∞,+∞) (two-time
representation) , or equivalently, relative time trel ≡ t − t′ and
averaged time tav ≡ (t + t′)/2 (Wigner, 1932). We will say
that a periodically driven system has reached a nonequilib-
rium steady state (NESS) when its Green’s functions become
periodic as a function of tav, i.e.,
GR,A,K(t +T , t′ +T ) = GR,A,K(t, t′). (179)
The Floquet Green’s function formalism (and Floquet DMFT)
can describe such NESSs not only for the unitary evolution of
isolated systems as considered in Sec. II.D.1 but also for the
dissipative evolution of open systems coupled to environment.
For the latter, one can determine the Floquet Green’s function
without considering the earlier transient dynamics. Mathe-
matically, it is hard to prove that a driven system approaches a
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FIG. 13 Diagrammatic representation of the Floquet Green’s func-
tion Gmn(ω). The wavy lines denote photon propagators of the pump
light, and the arrows indicate the energy flow.
NESS in the long-time limit (in the same way as it is difficult
to prove “thermalization” for an isolated system). However,
for a dissipative system that is continuously driven by a time-
periodic perturbation, NESS solutions obtained by the Floquet
method usually exist and are unique, so that one may simply
assume that this state is indeed established after the depen-
dence on the initial condition is wiped out in the presence of
dissipation.
For a Green’s function G(t, t′) that satisfies the periodic-
ity condition (179), we first define the Wigner representation
(Wigner, 1932) by a Fourier-transformation with respect to
relative time,
G(ω, tav) =
∫ ∞
−∞
dtrel eiωtrel G(t, t′). (180)
From this we introduce the Floquet matrix form of G,
Gmn(ω) ≡ 1
T
∫ T
0
dtav ei(m−n)Ωtav G
(
ω +
m + n
2
Ω, tav
)
.
(181)
In this Floquet representation, we will use the reduced zone
scheme to avoid degeneracies, i.e., the range of ω is restricted
to a “Brillouin zone” −Ω/2 < ω ≤ Ω/2. To reconstruct
Gmn(ω) outside the Brillouin zone, one can shift the frequency
with an integer l such that −Ω/2 < ω − lΩ ≤ Ω/2, using the
symmetry relation Gm,n(ω) = Gm+l,n+l(ω − lΩ). In Fig. 13,
we show a diagrammatic representation of Gmn(ω), a fermion
propagator with multiple photon absorption/emission (exter-
nal wavy lines). As a fermion propagates in the presence of
the driving field, its energy changes from ω +mΩ to ω + nΩ.
For time-periodic NESSs, the two-time representation, the
Floquet representation, and the Wigner representation for
Green’s functions are equivalent. The relations among these
three representations are summarized in Table II. The advan-
tage of the Floquet representation is that a convolution in the
two-time representation (or a Moyal product in the Wigner
representation) can be translated into a simple matrix product
in the Floquet representation. This greatly simplifies the solu-
tion of the Dyson equation (38), since the problem is reduced
to a matrix inversion in the Floquet representation, and one
can usually truncate the Floquet matrix to a relatively small
size as long as higher order nonlinear processes (multi-photon
absorption/emission) are suppressed.
To further establish the formalism, we start from the re-
tarded Green’s function for a noninteracting system, which
satisfies the Dyson equation (or equation of motion),
[i∂t − H(t)]GR(t, t′) = δ(t− t′), (182)
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Two-time representation Wigner representation Floquet representation
G(t, t′) =
∫
∞
−∞
dω
2π
e
−iωtrelG(ω, tav) G(ω, tav) =
∫
∞
−∞
dtreleiωtrel G(t, t′) Gmn(ω) = 1
T
∫
T
0
dtavei(m−n)ΩtavG
(
ω +
m + n
2
Ω, tav
)
=
∑
mn
∫ Ω/2
−Ω/2
dω
2π
e
−i(ω+mΩ)t+i(ω+nΩ)t′Gmn(ω) =
∑
m−n
e
−i(m−n)ΩtavGmn
(
ω−
m + n
2
Ω
)
=
1
T
∫
T
0
dtav
∫
∞
−∞
dtrelei(ω+mΩ)t−i(ω+nΩ)t
′
G(t, t′)
convolution: Moyal product: (A ⋆ B)(ω, tav) = matrix product:
(A ∗ B)(t, t′) =
∫
∞
−∞
dtA(t, t)B(t, t′) A(ω, tav) exp
(
i
2 [
←−
∂ω
−→
∂tav −
←−
∂tav
−→
∂ω]
)
B(ω, tav) (A · B)mn(ω) =
∑
l
Aml(ω)Bln(ω)
TABLE II Three representations of nonequilibrium Green’s functions.
where H is the single-particle Hamiltonian, and all objects
are regarded as matrices in orbital indices. A solution of
Eq. (182) is explicitly given in terms of the Floquet wave func-
tions Ψα(t) = e−iεαtuα(t) (171) as
GRα(t, t′) = −iθ(t − t′)Ψα(t)Ψ†α(t′). (183)
Since Ψα(t + T ) = e−iεαT Ψα(t), the Green’s function (183)
manifestly satisfies the periodicity condition (179). Its Flo-
quet representation is given by (Tsuji et al., 2008),
GRα(ω) = Uα · Qα(ω) · U†α, (184)
with a unitary matrix
(Uα)mn = 1
T
∫ T
0
dt ei(m−n)Ωtuα(t), (185)
and a diagonal matrix
(Qα)mn(ω) =
1
ω + nΩ + µ− εα + iη δmn. (186)
Thus, GRα(ω) has poles at the Floquet quasienergies ω =
εα−nΩ (n = 0,±1,±2, . . . ). For a noninteracting single-band
system described by the Hamiltonian H0(t) =
∑
k ǫk(t)c†kck,
εα is given by the time-averaged band dispersion 〈〈ǫk〉〉 ≡
1
T
∫ T
0 dt ǫk(t), and the Floquet wave function is Ψk(t) =
e−i〈〈ǫk〉〉tuk(t) with uk(t) = e−i
∫ t
0 dt[ǫk(t)−〈〈ǫk〉〉] (Tsuji et al.,
2008). Effectively, the band dispersion in the periodically
driven system is renormalized from the original ǫk to the time-
averaged 〈〈ǫk〉〉, and the renormalized band splits into replicas
with a spacing Ω.
In practice, it is convenient to use the inverse GR−10 (k, ω)
rather than GR0 (k, ω) when one solves the Dyson equation
(56). Using the relation (184) and the unitarity of Uk, one
has GR−10 (k, ω) = Uk Q−1k (ω) U†k, which reads
(GR−10 )mn(k, ω) = (ω + nΩ + µ + iη)δmn − (ǫ k)mn. (187)
Here ǫ k is the Floquet matrix defined by
(ǫk)mn = 1
T
∫ T
0
dt ei(m−n)Ωtǫk(t). (188)
The Keldysh component of the noninteracting Green’s func-
tion is not uniquely determined by Eq. (182). One
way to state this fact is to say that (G−10 )Kmn(k, ω) ≡
−(GR−10 GK0 GA−10 )mn(k, ω) = 2iηF(ǫk − µ)δmn is proportional
to the infinitesimal η and an arbitrary distribution function.
The latter is usually fixed by the equilibrium distribution
F(ω) = tanh(βω/2) [Eq. (29b)] for fermions. However, any
other nonzero term in the Keldysh self-energy (e.g., a bath
self-energy ΣKbath) dominates (G−10 )K and thus completely de-
termines the steady state distribution.
b. Simple example To see how the Floquet Green’s func-
tion technique works, we consider a one-dimensional electric-
field-driven tight-binding model (Han, 2013) coupled to free-
fermion baths (Sec. II.A.2.b). In the temporal gauge, the
Hamiltonian is
Hs(t) = −2γ
∑
k
cos(k− A(t))c†kck, (189)
where the dc electric field is introduced as the Peierls phase
A(t) = −Ωt, with the Bloch-oscillation frequency Ω = eEa.
Although A(t) is not periodic in time, the Hamiltonian (189)
has the periodicity with period T = 2π/Ω, and we can apply
the Floquet method to this dc-electric-field problem. In the
present case, we have ǫk(t) = −2γ cos(k + Ωt), which leads to
〈〈ǫk〉〉 = 0 and
(Uk)mn = e−i(m−n)k−2i
γ
Ω
sin kJn−m
(
2γ
Ω
)
, (190)
where Jn is the nth order Bessel function. The Floquet
Green’s function is derived from the Dyson equation (56),(
GR GK
O GA
)−1
=
(
GR−10 (G−10 )K
O GA−10
)
−
(
Σ
R
bath Σ
K
bath
O ΣAbath
)
, (191)
where(
Σ
R
bath(ω) ΣKbath(ω)
O ΣAbath(ω)
)
=
(
−iΓ1 −2iΓF(ω)
O iΓ1
)
(192)
is the Floquet representation of the bath self-energy (59), with
Fmn(ω) ≡ tanh
(
ω + nΩ
2T
)
δmn (193)
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being the Floquet representation of the Fermi distribution
function for fermions with the bath temperature T . With the
decomposition (184), we have the retarded Floquet Green’s
function GR = Uk · [Q−1k (ω) + iΓ1]−1 · U†k , which reads
(GR)mn(k, ω) = e−i(m−n)k
∑
l
Jl−m
(
2γ
Ω
)
Jn−l
(
2γ
Ω
)
ω + lΩ + iΓ . (194)
The lesser Floquet Green’s function is given by G< = 2iΓGR ·
f · GA with the Fermi distribution function f mn = f (ω +
nΩ)δmn. Using this, we obtain the momentum distribu-
tion function n(k, t) = −i ∫ Ω/2−Ω/2 dω2π ∑mn e−i(m−n)ΩtG<mn(k, ω),
which can be evaluated analytically for temperature T = 0
(Han, 2013),
n(k, t) = Γ
π
∑
m,n
ei(m−n)(k+Ωt)
Jm
(
2γ
Ω
)
Jn
(
2γ
Ω
)
(n− m)Ω + 2iΓ ln
(
mΩ− iΓ
nΩ + iΓ
)
.
(195)
The function n(k, t) defined in this way is not gauge invariant.
To obtain a physical observable, we must evaluate it at a co-
moving wave vector ˜k = k − Ωt (see Sec. II.B.5). Hence
the gauge-invariant momentum distribution function n˜(k, t) ≡
n(˜k, t) = n(k − Ωt, t) is time-independent. In the weak-field
limit (Ω≪ γ, Γ), we have
n(˜k) = 1
2
+
1
π
arctan
(
2γ cos(˜k− δk)
Γ
)
+ O(Ω2) (196)
with the momentum shift
δk = Ω
Γ
[
1 +
(
2γ cos ˜k
Γ
)2]−1
. (197)
At zero field, n(k) = ∫ dω Γ/π(ω−ǫk)2+Γ2 f (ω) = 12+ 1π arctan (−ǫkΓ ).
When the field is turned on, the momentum distribution shifts
in the field direction by δk ∼ Ω/Γ near the Fermi surface,
which is expected from Boltzmann’s semiclassical transport
theory with the relaxation time approximation (τ ∼ Γ−1).
The current is obtained from j = ∫ dk2π v(k − A(t))n(k, t) =∫ dk
2π v(k)n˜(k) with the group velocity v(k) = ∂ǫ(k)/∂k. It is
time independent (no Bloch oscillations), and consistent with
the linear-response result in the weak-field limit,
j = 2γ
2
πΓ
√
4γ2 + Γ2
Ω + O(Ω2). (198)
When Γ≪ γ, it reproduces the Drude formula,
j ∼ γΩ
πΓ
∝ Eτ
m∗
, (199)
with γ ∼ 1/m∗ (m∗: effective mass) and Γ ∼ 1/τ (τ: relax-
ation time). This shows that that although the free-fermion
bath model (Sec. II.A.2.b) is somewhat artificial in the sense
that it only includes single-particle processes, it correctly
reproduces the conventional semiclassical transport picture
without momentum scattering, so that it serves as a minimal
model for dissipation mechanisms.
3. Floquet dynamical mean-field theory
a. General formalism In this section, we describe the appli-
cation of Floquet theory to nonequilibrium DMFT, to study
periodically driven states of strongly correlated systems. The
original idea goes back to the pioneering work of Schmidt and
Monien, 2002. The formalism was further developed by Fre-
ericks and Joura, 2008; Joura et al., 2008, and Tsuji et al.,
2008, 2009. In the Floquet DMFT formalism, one considers a
dissipative system continuously driven by a time-periodic per-
turbation. It is assumed that a time-periodic NESS exists in
the long-time limit, after all memory on the initial condition
has been wiped out by the dissipation. (These assumptions
have been numerically tested for the driven Hubbard model
coupled to a heat bath by Amaricci et al., 2012.) Floquet
DMFT can directly access this time-periodic NESS, without
computing the full time evolution from the initial state, by
mapping the time-periodic NESS of the lattice model to the
corresponding time-periodic NESS of an effective single-site
impurity model.
As an example, let us take the Hubbard model, for which
the action S NESSimp of the effective impurity problem is the same
as Eq. (75), but on the Keldysh contour CK (Fig. 6) instead
of the L-shaped contour, and with a hybridization function
∆σ(t, t′), that has the time periodicity ∆σ(t + T , t′ + T ) =
∆σ(t, t′). Due to the periodicity in time, the impurity Green’s
function defined by
Gimpσ (t, t′) = −i〈TCK cσ(t)c†σ(t′)〉S NESSimp (200)
also satisfies Gimpσ (t + T , t′ + T ) = Gimpσ (t, t′). As described
in Sec. II.D.2, the time-periodic Green’s function can thus
be represented by a Floquet Green’s function Gimpσ (ω) in fre-
quency space. Each Green’s function or self-energy in the
Floquet representation then has a supermatrix structure of the
Larkin-Ovchinnikov form,
G =
(
GR GK
O GA
)
. (201)
The mapping from the lattice to the impurity model is defined
such that the local part of the lattice Floquet Green’s function
is reproduced by the impurity Floquet Green’s function,
Gimpσ (ω) =
∑
k
Glatσ (k, ω), (202)
and one makes the approximation that the lattice Floquet self-
energy Σlatσ is local in space (or independent of k) and can be
identified with the Floquet self-energy of the impurity,
Σ
lat
σ (k, ω) = Σimpσ (ω). (203)
The lattice Floquet Green’s function satisfies the Dyson equa-
tion for the lattice model,
Glatσ (k, ω) =
[
G−10σ (k, ω)− Σbath(ω)− Σlatσ (k, ω)
]−1
, (204)
where G0σ(k, ω) is the noninteracting Floquet Green’s func-
tion, and Σbath(ω) is a dissipation term coming from the cou-
pling to the external heat bath. Usually Σbath(ω) is a local
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function, such as the Floquet representation (192) of Eq. (55)
for the free-fermion bath. The impurity Floquet Green’s func-
tion satisfies the Dyson equation for the impurity model,
Gimpσ (ω) =
[
ω + µ1− ∆σ(ω)− Σimpσ (ω)
]−1
, (205)
with ωmn = (ω + nΩ)δmn. The self-consistency condition of
the Floquet DMFT consists of Eqs. (202), (203), (204), and
(205) in combination with the solution of the effective impu-
rity problem (200).
b. Impurity solver In practical implementations of the Flo-
quet DMFT, one has to solve the time-periodic nonequilib-
rium impurity problem (200). Since the length of the real-time
axis is infinite by construction, the available impurity solvers
(Sec. II.C) are limited. For example, quantum Monte Carlo
techniques cannot be used due to the dynamical sign prob-
lem. Joura et al., 2008 applied the numerical renormalization
group technique (Bulla et al., 2008) to calculate the density
of states for the NESS of the driven Hubbard model based on
the approximation of using the thermal density matrix. Tsuji
et al., 2009 studied the Falicov-Kimball model (Freericks and
Zlatic´, 2003) driven by an ac field with the Floquet DMFT, for
which an exact solution for the impurity problem out of equi-
librium can be used. Lubatsch and Kroha, 2009 employed
the iterated perturbation theory as an impurity solver to study
the Hubbard model driven by an ac field, where the field was
introduced to linear order by the j · A coupling. In general,
one can directly apply diagrammatic techniques such as the
weak-coupling (Sec. II.C.4) and strong-coupling (II.C.5) per-
turbation theories to the impurity problem. In the presence
of a heat bath, numerical simulations usually become stable,
even for nonconserving approximations.
E. Extensions of DMFT and alternative approaches
Single-site dynamical mean field theory provides a quali-
tatively correct description of high-dimensional lattice mod-
els. Since nonequilibrium applications often involve highly
excited systems, and nonlocal correlations tend to become less
relevant in equilibrium models at high temperature, one might
expect that the local self-energy approximation of single-
site DMFT is even better in the nonequilibrium context than
it is in equilibrium. On the other hand, as mentioned in
Sec. II.B.2, even small perturbations to the Hamiltonian can
have a pronounced influence on the long-time behavior of a
system out of equilibrium. It is thus not a priori obvious how
severely the single-site DMFT approximation affects the time-
evolution. To study the nonequilibrium properties of models
with reduced dimensionality, it is important to develop meth-
ods which take spatial correlations into account. Extensions
of the DMFT formalism are also needed to study inhomoge-
neous systems, such as hetero-structures or cold atoms in a
trapping potential.
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FIG. 14 Illustration of a system consisting of N correlated layers
(full dots) between noninteracting leads (open dots). The intra-layer
hopping t, inter-layer hopping tp, interaction U, chemical potential
µ, can be layer- and time-dependent.
1. Cluster perturbation theory
A simple and computationally cheap method which allows
to treat short-range correlations explicitly is the cluster pertur-
bation theory (CPT) (Gros and Valentı´, 1993; Se´ne´chal et al.,
2000). This method has recently been adapted to nonequilib-
rium systems (Balzer and Potthoff, 2011; Knap et al., 2011).
The idea is to decompose the system into small clusters,
whose dynamics can be computed exactly, for example using
exact diagonalization or Krylov-space methods (Balzer et al.,
2012), and to treat the inter-cluster hopping as a perturbation.
An example of such a decomposition is shown in Fig. 14, for
a system consisting of several layers with local interactions
U, sandwiched between two noninteracting leads, where we
chose clusters of length Lx = N and width Ly = 2 (dashed
lines). If we denote the cluster part (local terms and intra-
cluster hoppings) of the Hamiltonian by h and the inter-cluster
hopping terms by T , we obtain the decomposition
H = h + T. (206)
Let us denote the Green’s function and self-energy corre-
sponding to H by G and Σ, and those corresponding to the
unperturbed Hamiltonian h by g and Σh. When these func-
tions are viewed as matrices in intra-cluster orbital and spin
indices, the Dyson equation becomes
G = g + g(T + δΣ)G, (207)
with δΣ = Σ−Σh. In a nonequilibrium calculation, G and g are
Keldysh Green’s functions, and the product is some convolu-
tion (depending on whether one works within the Kadanoff-
Baym formalism, the Floquet formalism, or the Keldysh for-
malism for steady states). The CPT approximation neglects
δΣ, i.e., we compute an approximate lattice Green’s function
GCPT using the Dyson equation
GCPT = g + gTGCPT. (208)
Only Σh is taken into account (in the exact calculation of g).
In a setup with leads like in Fig. 14, we can restrict the de-
scription to the correlated region, and denote the full Green’s
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reference system zero order 5 bath
FIG. 15 Time evolution of the magnetization in a semi-infinite chain
with interaction U = 1 on the first (impurity) site. The hopping
between the noninteracting bath sites is t = 1 and the initial state
is the impurity, occupied with a spin-up electron, decoupled from
the bath. The time-evolution is triggered by the sudden switch-on
of the hopping between the impurity and the bath. The curves show
the time-evolution of the spin-polarization in the impurity, computed
in a finite chain with five bath sites, the CPT result for a reference
cluster C′ that consists of only the impurity and one bath site (“zeroth
order”), and for the isolated cluster C′ (“reference system”). (From
Jung et al., 2012.)
function and the Green’s function of the cluster part by Gc
and gc, respectively. The effect of the noninteracting leads is
to add a lead selfenergy Σleads = ΣL + ΣR, with ΣL = TLcgLTcL
[cf. Eq. (55)] and similarly for ΣR (here, gα denotes the
Green’s function for lead α and Tcα the hopping between the
correlated region and lead α). Hence, we have to solve the
Dyson equation
Gc = gc + gc(Tc + Σleads)Gc, (209)
for known gc, which can be done using the techniques de-
scribed in Sec. II.B.
It was shown in (Balzer and Potthoff, 2011) by compari-
son to the exact solution that nonequilibrium CPT correctly
reproduces the short-time dynamics in small lattice systems.
The advantages of this approach are that it respects causality,
treats correlations exactly within the cluster, and is moderate
in terms of computational cost. Both the noninteracting limit
(U = 0) and the isolated cluster limit T = 0 are recovered
exactly. Furthermore, although the dynamics of the exactly
solved small cluster shows severe finite-size artifacts, such as
persistent beating oscillations after a perturbation, the Dyson
equation (208) can restore the relaxation that is characteris-
tic for an infinite size system (Jung et al., 2012). This fact is
illustrated in Fig. 15.
Nevertheless, a main limitation of the approach is the lim-
ited feed-back to the exactly solved sub-system. A possibil-
ity to partly resolve this issue is to perform a self-consistent
re-summation of certain classes of correction terms to the
isolated cluster (or single-site) self-energy (Mikelsons et al.,
2012), in the spirit of a linked cluster expansion around the
atomic limit (Metzner, 1991). As an alternative way to im-
prove the method by including a feedback to the reference
system, Knap et al., 2011 proposed a nonequilibrium gener-
alization of the variational cluster approach (VCA) (Potthoff
et al., 2003) for nonequilibrium steady states. This general-
ization exploits the fact that the decomposition (206) of the
Hamiltonian into a cluster contribution h and a perturbation T
is not unique. We can add arbitrary single-particle terms δh to
h, provided that we subtract them from T , that is, we can write
H = ˜h+ ˜T with ˜h = h+ δh and ˜T = T − δh. By optimizing the
parameters of these additional single-particle terms one can
hope to achieve a better description of the system. The main
question is how the optimization should be done in practice.
For nonequilibrium steady states, Knap et al., 2011 proposed
the following: let us denote the variational parameters (intra-
cluster hoppings and on-site energies) by p, and the operators
coupled to these parameters by Op (Op = dδh/dp). The self-
consistency condition which fixes the parameter p demands
that the expectation value of the operators Op are the same in
the unperturbed and in the perturbed state. With an infinite
number of variational parameters, corresponding to an infinite
number of bath sites attached to the cluster, the above pro-
cedure allows to optimize the system in such a way that the
cluster Green’s function gc becomes identical to the cluster
projection of the full Green’s function Gc. This is precisely the
self-consistency condition which determines the bath param-
eters in the cluster extension of DMFT (cellular DMFT). The
extension of the corresponding variational principle to time-
evolving systems, rather than steady states, has been proposed
recently (Hofmann et al., 2013), but has not yet been imple-
mented numerically.
2. Cluster extension of nonequilibrium DMFT
In cluster extensions of DMFT (Maier et al., 2005), one
maps the lattice model to a multi-site cluster embedded in a
dynamical mean-field bath, which is self-consistently deter-
mined. When the number of cluster sites Nc is 1, the for-
malism reduces to the original DMFT. By increasing Nc, one
can systematically introduce the momentum dependence of
the self-energy, which has been neglected in DMFT. This al-
lows to address the role and importance of spatially nonlocal
correlations in the nonequilibrium dynamics of correlated sys-
tems, especially in low dimensions.
The mapping to the cluster model is not unique unlike the
single-site DMFT. There are two well-established approaches
to construct a cluster extension of DMFT, namely the cel-
lular DMFT (Kotliar et al., 2001; Lichtenstein and Katsnel-
son, 2000) and the dynamical cluster approximation (DCA)
(Hettler et al., 2000, 1998). They differ in the way the ef-
fective cluster problem is constructed. Since the nonequilib-
rium generalization of both methods is straightforward, we
briefly review here, as an example, the nonequilibrium DCA
for the Hubbard model (Tsuji et al., 2013a), which enforces
translational symmetries. The action of the effective cluster
problem for DCA is a functional of a hybridization function
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∆σ(R; t, t′),
S clust[∆] =
∑
RR′σ
∫
C
dt (vR,R′ − µδR,R′)d†Rσ(t)dR′σ(t)
+
∑
RR′σ
∫
C
dt
∫
C
dt′d†Rσ(t)∆σ(R− R′; t, t′)dR′σ(t′)
+ U
∑
R
∫
C
dt nˆR↑(t)nˆR↓(t), (210)
where C is the L-shaped contour contour (Sec. II.A), and the
cluster sites are labeled by R and R′ with a hopping amplitude
vR,R′ . By solving the cluster problem, one obtains the clus-
ter Green’s function Gclustσ (R; t, t′) = −i〈TCdRσ(t)d†0σ(t′)〉S clust .
After Fourier transformation, it is represented in momentum
space as Gclustσ (K; t, t′), where K is a reciprocal vector of R.
The Brillouin zone is then divided into Nc patches, centered
at the wave vectors K. In the lattice problem, an arbitrary
wave vector k is represented by k = K + ˜k, where ˜k is a wave
vector of the superlattice defined by the clusters. The cluster
problem is constructed such that the cluster Green’s function
corresponds to the lattice Green’s function averaged over each
patch, i.e.,
Gclustσ (K; t, t′) =
Nc
N
∑
˜k
Glatσ (K + ˜k; t, t′), (211)
with N the total number of k points in the Brillouin zone. The
approximation of the method is to identify the lattice self-
energy with the cluster self-energy,
Σlatσ (K + ˜k; t, t′) = Σclustσ (K; t, t′), (212)
i.e., the ˜k dependence of Σlatσ (K + ˜k; t, t′) is neglected. With
this, the equations for the Green’s function and self-energy
are closed, and one can obtain the self-consistency condition
using the lattice Dyson equation,
(i∂t + µ− ǫk)Glatσ (k)− Σlatσ (k) ∗Glatσ (k) = δC(t, t′), (213)
and the cluster Dyson equation,
(i∂t + µ− ǫK)Gclustσ (K)− ∆σ(K) ∗Gclustσ (K)
− Σclustσ (K) ∗Gclustσ (K) = δC(t, t′), (214)
with ǫK = (Nc/N)
∑
˜k ǫK+ ˜k.
An open issue is how to solve the nonequilibrium cluster
problem. The impurity solvers used for the nonequilibrium
DMFT (Sec. II.C) are in principle applicable to cluster prob-
lems. The CTQMC is a numerically exact method, but its
applicability for cluster problems is very limited since the dy-
namical sign problem is expected to become even more se-
vere than for single-site impurity problems. In the weak-
coupling regime, the weak-coupling perturbation theory is
most promising, since it is easily generalized by assigning
cluster-site labels R to each interaction vertex, and is compu-
tationally feasible for large clusters (Tsuji et al., 2013a). In the
strong-coupling regime, the NCA-type expansion can be ex-
tended straightforwardly. However, the bare level-propagators
g then have a D × D orbital matrix structure, where D is the
dimension of the Hilbert space of the cluster (respecting sym-
metries). The memory requirements for g are of the order
of ∼ D2N2t complex numbers (where Nt is the number of
timesteps), such that NCA in nonequilibrium is restricted to
rather small clusters (e.g., Dmax = 12 for Nc = 4, using spatial
symmetries).
3. Dual fermions
A systematic diagrammatic extension of single-site DMFT,
which is also related to the VCA, is the dual-fermion method
(Rubtsov et al., 2008). The idea here is to represent the lattice
model as a collection of impurity models (with the same local
interactions as in the lattice), plus quadratic terms, and to for-
mulate a systematic expansion in the quadratic terms which
provide the coupling between the impurities. The extension
of this method to nonequilibrium systems has been detailed in
(Jung et al., 2012).
At present, the dual-fermion method has been implemented
and tested for the nonequilibrium dynamics of impurity sys-
tems, within the framework of “superperturbation theory”
(Hafermann et al., 2009). In this scheme, one chooses a ref-
erence impurity model with a small enough Hilbert space that
the impurity Green’s functions and vertex functions can be
computed exactly. As in the VCA case, the parameters of the
impurity model may be treated as parameters which can be
optimized to achieve a better description within a low-order
approximation. We briefly summarize this formalism, follow-
ing Jung et al., 2012. The action of the impurity system is
S [d†, d] = −i
∫
dtdt′
∑
a,b
d†a(t)∆ab(t, t′)db(t′) + S loc
≡ −i d†1∆12d2 + S loc, (215)
where a denotes spin and orbital indices and ∆ is the hy-
bridization function, which is related to the bath Green’s func-
tion G0 by (128). In the second line, we introduce subscripts
which represent combined spin, orbital and time indices, and
assume a summation (contour-integration) over repeated in-
dices. The idea is to introduce a reference impurity system
with a finite number of bath levels, corresponding to the hy-
bridization function ˜∆,
˜S [d†, d] = −i d†1 ˜∆12d2 + S loc, (216)
such that the original action is given by the sum of the ac-
tion of the reference system and a quadratic correction term
i d†1( ˜∆12 − ∆12)d2. In order to formulate the perturbation ex-
pansion around the reference system, dual fermions f † and
f are introduced via a Gaussian integral with coupling term
i f †(t)g−1(t, t′)d(t′), and g the Green’s function of the refer-
ence problem, leading to the action
S [d†, d, f †, f ] = ˜S [d†, d] + S c[d†, d, f †, f ]
+ i f †1 [g−1( ˜∆− ∆)−1g−1]12 f2, (217)
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FIG. 16 Time evolution of the impurity occupation in a two-site sys-
tem (one impurity with interaction U = 2, one noninteracting bath
site, hopping v = 0.5 switched on at t = 0). The exact solution is
compared to various approximations within the dual fermion method
(see text). (From Jung et al., 2012.)
with S c[d†, d, f †, f ] = −i f †1 g−112 d2 − id†1g−112 f2. The last step
is to integrate out the original d-fermions, which leads to the
dual action
S d[ f †, f ] = −i f †1 ∆d12 f2 − i
1
4
γ41234 f †1 f2 f †3 f4 + . . . . (218)
Here, γ(4) is the two-particle vertex of the reference system:
γ41234 = g
−1
11′g
−1
33′(χ1′2′3′4′ − χ01′2′3′4′ )g−12′2g−14′4, (219)
with χ and χ0 the full and disconnected two-particle Green’s
function of the reference problem. The bare dual Green’s
function is defined as Gd0 = −g[g + ( ˜∆ − ∆)−1]−1g. The
partition function of the dual theory may now be expanded
in powers of γ, which leads to the dual self-energy
Σd12 = −iγ41234(Gd0)43 + . . . . (220)
Because of the complexity of calculating and storing higher-
order vertices, practical implementations of the dual-fermion
scheme will likely be restricted to the lowest-order diagram.
Once an approximate solution for the dual Green’s function
Gd has been obtained, the Green’s function G of the original
impurity problem is calculated using the relation
G = ( ˜∆− ∆)−1 + [g( ˜∆− ∆)]−1Gd[( ˜∆− ∆)g]−1. (221)
A test calculation which illustrates the potential of the dual-
fermion method is shown in Fig. 16. The impurity system it-
self is only a two-site problem, consisting of one impurity (in-
teraction U = 2) coupled to one bath site. A hopping v = 0.5
is switched on at time t = 0. The reference system is the same
model with a different hopping (v′ = 0.4, also switched on at
t = 0), and an expansion is performed in the difference v− v′.
Taking into account only the first dual diagram (220) leads to
a considerable improvement over the zeroth order (Σd = 0,
which is equivalent to VCA), or the solution of the reference
problem alone.
4. Inhomogeneous DMFT
An approximate treatment of inhomogeneous systems is
possible with the “inhomogeneous” or “real-space” extension
of DMFT (Freericks, 2004; Potthoff and Nolting, 1999), in
which the self-energy is local, but site-dependent. This tech-
nique can be adapted to nonequilibrium situations (Eckstein
and Werner, 2013b; Okamoto, 2007, 2008) in order to de-
scribe, e.g., the nonlinear transport through correlated het-
erostructures, the trapping potential in cold-atom experiments,
or time-dependent surface phenomena in condensed matter
systems, such as the propagation of excitations from the sur-
face of a sample into the bulk (Andre´ et al., 2012). In the
most general setup, the two space and two time arguments
of the Green’s function Gi j(t, t′) cannot be decoupled, nei-
ther by introducing momentum-dependent Green’s functions
Gk(t, t′) (as in homogeneous nonequilibrium DMFT), nor by
using frequency-dependent Green’s functions Gi j(ω) (as in in-
homogeneous equilibrium DMFT). Inhomogeneous nonequi-
librium DMFT simulations thus require a very large amount of
memory in general. The problem turns out to be numerically
tractable for a simpler layered geometry (Freericks, 2004; Pot-
thoff and Nolting, 1999), in which the properties depend on
the lattice position in one direction, but are homogeneous in
the d − 1 other dimensions.
To describe the approach, we consider the model illustrated
in Fig. 14, consisting of N correlated layers and connected to
uncorrelated leads, with inter-layer hopping tp. (The equa-
tions can easily be generalized to a time and layer-dependent
inter-layer hopping (Eckstein and Werner, 2013b).) After
Fourier transformation within the layers (y-direction), we have
the following N × N matrix expression for the momentum-
dependent Green’s function Gk:
(G−1k )m,n = (i∂t+µ−ǫk,m−Σm)δm,n−tp(δm,n+1+δm+1,n), (222)
where ǫk,n is the intra-layer dispersion of layer n. (Time argu-
ments t, t′ on both sides of the equation are omitted for sim-
plicity). For the inhomogeneous DMFT calculation, we have
to compute the local Green’s functions Gn = 1Nk
∑
k(Gk)n,n
for the different layers, and hence we only need the diagonal
elements (Gk)n,n of the momentum dependent Green’s func-
tion. Because Eq. (222) is essentially the Dyson equation for
a linear hopping chain, the diagonal elements (Gk)n,n can be
obtained recursively, instead of treating the full N × N matrix
problem:
(Gk)−1n,n = i∂t + µ− ǫk,n − Σn − t2pG[n]k,n−1 − t2pG[n]k,n+1, (223)
where (G[n]k ) denotes the Green’s function for a chain with site
n removed. The latter satisfy the Dyson equations
(G[n±1]k,n )−1 = i∂t + µ− ǫk,n − Σn − t2pG[n]k,n∓1, (224)
for n = 1, . . . , N. Boundary conditions must be defined for
G[1]k,0 (left lead) and G[N]k,N+1 (right lead). (For a free surface,
the hopping tp is set to 0 between the surface layer and the
vacuum.) Once the G[n]k,n−1 and G[n]k,n+1 for a given layer n have
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been updated, one computes (Gk)n,n using Eq. (223), and de-
termines the hybridization function ∆n = ∆n[Gn] by solving
the impurity Dyson equation
Gn =
1
Nk
∑
k
(Gk)n,n ≡ [i∂t + µ− Σn − ∆n]−1. (225)
The hybridization function is the input for the impurity solver,
which in turn yields an updated Gn and Σn. A detailed descrip-
tion of the nonequilibrium implementation of inhomogeneous
DMFT can be found in (Eckstein and Werner, 2013b).
III. APPLICATIONS
In this section, we review nonequilibrium DMFT results for
different types of nonequilibrium situations. On the one hand,
for the theoretical investigation of pump-probe spectroscopy
for solid-state systems, the effect of time-dependent electric
fields on the electrons must be determined on the femtosec-
ond time scale [Sec. III.A]. On the other hand, a parameter in
the Hamiltonian might be changed as a function of time, ei-
ther abruptly (“quench”) [Sec. III.B.1] or gradually (“ramp”)
[Sec. III.B.2]. These changes are most readily realized in ex-
periments on cold atomic gases in optical lattices, which allow
precise control of the interaction and hopping parameters and
can be very well isolated from the environment (Bloch et al.,
2008).
A. Electric fields
1. Overview of field-induced phenomena
Electron systems in strong electric fields raise a broad range
of interesting issues, from linear and nonlinear transport to the
fundamental question whether it is possible to control phase
transitions by external fields. On the experimental side, the
effect of an electric field in solids can be studied either by
a nonlinear transport measurement or by studing the nonlin-
ear optical response. For an insulator, one can roughly distin-
guish the regimes of nonlinear optics (ac response) and non-
linear transport (dc response) as a function of the field strength
F and the laser frequency Ω by the Keldysh line FK ∼ Ω/ξ
(ξ is the correlation length that characterizes the length scale
of an insulator) (Fig. 17): Nonlinear transport is character-
ized by electron-hole production due to field-induced quan-
tum tunneling across the gap, while in the regime of nonlinear
optics one has generally multi-photon absorptions and emis-
sions (Oka, 2012). In the following, we briefly describe vari-
ous electric field-induced phenomena which are of interest in
strongly correlated systems, and can possibly be investigated
using nonequlibrium DMFT.
Non-linear transport: Many interesting phenomena have
been reported on nonlinear transport properties in correlated
electron systems, such as the colossal electroresistance, which
corresponds to a large memory effect in the IV-characteristics
(Asamitsu et al., 1997; Liu et al., 2000; Oshima et al., 1999;
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FIG. 17 Various regimes of electric field induced phenomena plotted
against the field strength F and frequency Ω.
Sawa et al., 2004), the thyristor effect, in which current oscil-
lations emerge (Sawano et al., 2005), or a negative differential
resistance, which is observed in many correlated insulators
(Inada et al., 2009; Mori et al., 2009; Taguchi et al., 2000).
Photo-induced phase transitions: Nonequilibrium phase
transitions can be realized by applying a laser with photon en-
ergy exceeding the energy gap of a given system (Nasu, 2004;
Tokura, 2006; Yonemitsu and Nasu, 2008). Since nonequi-
librium phase transitions can result in large responses, these
phenomena are expected to lead to novel devices such as all
optical memories.
Dielectric breakdown of insulators: When a dc electric field
in an insulator exceeds a critical value, quantum tunneling
causes pair-creation of charge carriers. For a band insulator,
this is known as the Landau-Zener breakdown, which corre-
sponds to the Schwinger effect in non-linear QED. Another
possible mechanism for the dielectric breakdown is the elec-
tron avalanche effect: when the kinetic energy of thermal elec-
trons accelerated in an electric field exceeds the pair-creation
energy, an exponential growth in the carrier density occurs.
This was demonstrated in semiconductors irradiated with THz
lasers (Hirori et al., 2011b) as well as in a Mott insulator in
DC fields (Guiot et al., 2013).
Non-linear optical responses: In the context of correlated
electron systems, a giant nonlinearity in the optical response
has been reported in 1D Mott insulators (Kishida et al., 2000;
Mizuno et al., 2000).
Bloch oscillations: Bloch oscillations result from coher-
ent periodic motions of particles in a lattice system driven
by strong electric fields. In strong electric fields, the electron
wave function becomes localized in the direction of the field.
This phenomenon is called Wannier-Stark localization, and
results in a ladder structure in the energy spectrum. DMFT
allows to study the interplay of interactions and field-induced
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localization.
Hopping renormalization: The hopping parameter is renor-
malized in strong AC-fields with a Bessel function, c.f., see
Eq. (228). This can lead to a band flipping.
Many of the above-listed strong-field effects have recently
been studied with nonequilibrium DMFT and in the following
subsections, we summarize some key results.
2. dc electric fields
a. Bloch oscillations In the absence of electron scattering, a
DC electric field applied to a metallic system will result in an
undamped oscillating current, a phenomenon known as Bloch
oscillations (Bloch, 1929; Zener, 1934). Because the period
of the Bloch oscillations is typically much longer than the
scattering time for experimentally accessible field strengths,
these oscillations can hardly be observed in metals. On the
other hand, they have been studied intensively in semiconduc-
tor heterostructures (Glu¨ck et al., 2002). Also cold-atom sys-
tems (Ben Dahan et al., 1996) are ideally suited to study this
intrinsic nonequilibrium phenomenon, and its dependence on
the underlying lattice structure (Tarruell et al., 2012).
In a noninteracting tight-binding model, the origin of the
oscillations can be understood either as arising from a time-
dependent shift of the occupied momentum states in k-space
with reflections at the Brillouin zone boundary, or alterna-
tively as a localization of the wave packet in a linear poten-
tial gradient. An interesting theoretical question is what will
happen to this oscillating current if electron-electron scatter-
ing is taken into account. In particular, one may wonder if and
how a dc response is established at long times. A numerical
investigation of Bloch oscillations in the half-filled Falicov-
Kimball model (83) has been undertaken in the pioneering
nonequilibrium DMFT papers by Freericks and collaborators
(Freericks, 2008; Freericks et al., 2006; Turkowski and Fre-
ericks, 2007b) (see also Tran, 2008). Figure 18 shows the
(rescaled) current induced by a constant electric field F = 1
(in a model with a Gaussian density of states, whose variance
sets the unit of energy). This model has a Mott transition at
U =
√
2, so the curve for U = 0.5 corresponds to a moder-
ately correlated metal, U = 1.0 to a strongly correlated metal,
while U = 1.5 shows the current induced in a Mott insulat-
ing, but nearly critical system. One can clearly see the damp-
ing of the Bloch oscillations with increasing electron-electron
scattering, which becomes quite incoherent as one goes across
the metal-insulator transition point. Similar investigations in
the metallic phase of the Hubbard model (using second-order
weak-coupling perturbation theory and CTQMC as an impu-
rity solver) show a sharp crossover between a DC regime, in
which the current at long times is given by the linear response
conductivity, and an AC regime in which Bloch oscillations
persist for all times until the system reaches an infinite tem-
perature state with zero current (Eckstein and Werner, 2011a).
The many-body density of states approaches a steady-state
limit characterized by Wannier-Stark resonances separated by
multiples of the electric field (Eckstein and Werner, 2011a,
2013a; Freericks, 2008; Freericks and Joura, 2008; Joura
FIG. 18 Damped Bloch oscillations in the Falicov-Kimball model
with a constant electric field F = 1, and indicated values of the inter-
action U. (From Freericks et al., 2006.)
FIG. 19 Many-body density of states of the Falicov-Kimball model
with U = 0.5 and a constant electric field F = 0.5 (a) and F = 1 (b).
(From Freericks, 2008.)
et al., 2008; Tsuji et al., 2008). Figure 19 shows results for the
Falicov-Kimball model at U = 1. The Wannier-Stark peaks
are broadened into bands, whose width is approximately given
by U. The central peak is split due to interaction effects, which
leads to a beating pattern in the time-dependent current (Fre-
ericks, 2008). The interaction effects are effectively enhanced
by the electric field, because a steep potential gradient leads
to an additional localization of carriers. The extreme limit of
this localization is the phenomenon of field-induced dimen-
sional reduction, which occurs when the electric field along
one crystallographic direction is so strong that the potential
difference between neighboring sites exceeds all other energy
scales (Aron et al., 2012).
b. Steady-state current in a dissipative system While Bloch os-
cillations are a typical transient phenomenon, a true stationary
state with nonzero current in an interacting system can only be
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FIG. 20 DC field induced current in the Hubbard model with cou-
pling to a thermostat. Current for U = 6 and F = 4.7 and indicated
values of the heat-bath coupling Λ. The field is suddenly switched
on at time t = 0. The DMFT impurity problem is solved with 2nd or-
der perturbation theory (IPT). (inset) time-evolution of the effective
temperature for U = 6 and F = 1.9. (Adapted from Amaricci et al.,
2012.)
reached when the system is coupled to an external heat bath.
(The bath might also be part of the model, as in the situation
of a single carrier in a many-body background (Golezˇ et al.,
2013; Mierzejewski et al., 2011).) Otherwise, the Joule heat-
ing of the system leads to a time-dependent change in the to-
tal energy. The dynamics in the DC-driven Hubbard model
coupled to a local electron heat-bath of the type described in
Sec. II.A.2 was studied by Amaricci et al., 2012. Figure 20
shows the time evolution of the current in a Hubbard model on
a square lattice with U = 6 (strongly correlated metal) after a
sudden switch-on of a DC field in the diagonal direction. The
large initial spike in the current is associated with the build-
up of a polarization. Without coupling to the heat-bath, the
current eventually decays to zero in an oscillatory manner. As
the coupling Λ to the fermionic heat-bath is switched on, the
current approaches a non-zero stationary value, because the
system relaxes to a nonequilibrium steady state whose mo-
mentum distribution is shifted to a position at which the elec-
tric field driving is balanced with the dissipative effects from
interactions and the heat-bath coupling. The heat-bath thus
prevents the electrons from reaching an infinite-temperature
distribution, so that they contribute to a direct current in the
long-time limit. For fixed values of U and Λ, the current is
a nonmonotonic function of the field strength: in the weak-
field regime one finds Ohmic behavior ( j ∝ F), whereas in
the strong-field regime the current decreases with increasing
F, because at fixed Λ the rate of energy transfer to the bath is
limited, while the heat production is proportional to the cur-
rent and to F.
c. Dielectric breakdown The previous examples have focused
on correlated metallic systems subject to a DC field. For inter-
actions larger than approximately the bandwidth, and at low
temperatures, the half-filled Hubbard model is in a Mott insu-
lating state. A strong electric field F can lead to a metalliza-
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FIG. 21 Panel (a): Illustration of the dielectric breakdown of a
Mott insulator in a strong electric field due to many-body quantum
tunneling. The many-body energy (solid curve) is plotted against
the separation of doublons and holes, ldh. For the dielectric break-
down the state has to tunnel (dashed line) through an energy barrier
∆Mott ∼ U related to the creation of charge excitations (doublon-hole
pairs). Since the electric field reduces the energy of a pair by Fldh,
the quantum tunneling among many-body states takes place when
∆Mott − Fldh ∼ 0, i.e. when ldh = ℓU . The tunneling probability de-
pends on the overlap between the groundstate and excited-state wave
functions. (Adapted from Oka and Aoki, 2009a.) Panel (b): The
threshold field Fth(U) from DMFT calculations for the hypercubic
lattice with density of states ρ(E) ∝ exp(−E2) (OCA results from
Eckstein et al., 2010b).
tion of the Mott insulator via a production of doublon-hole
pairs: In the scalar potential gauge, the field gives rise to a
potential energy difference F between two neighboring lattice
sites in the direction of the field (in units in which the lattice
constant a = 1 and electron charge e = 1). An electron can
thus gain the energy U = ℓU F from the field by tunneling over
a distance ℓU , which will produce a doublon and leave a hole
behind (Fig. 21a). The tunneling process is thus expected to
contribute a current
Γdh(t) ∼ ℓU ˙d(t), (226)
where ˙d is the production rate of doublon-hole (dh) pairs.
For F ≪ 1 the tunneling takes place over many lattice sites,
and hence at an exponentially small rate. The scaling for the
electric current is expressed, with a threshold field Fth, as
j ∝ F exp(−Fth/F). (227)
Observables related to the doublon-production rate are in-
deed found to exhibit this threshold behavior (with differ-
ent powers of F in the pre-factor) in studies of the Hub-
bard model in one dimension (Heidrich-Meisner et al., 2010;
Lenarcˇicˇ and Prelovsˇek, 2012; Oka, 2012; Oka and Aoki,
2005, 2010; Oka et al., 2003), and in infinite dimensions (Eck-
stein et al., 2010b; Eckstein and Werner, 2013a). The steady
state properties of a system coupled to dissipative bath have
been studied in Ref. (Aron, 2012). Here we briefly discuss the
nonequilibrium DMFT results (Eckstein et al., 2010b; Eck-
stein and Werner, 2013a) for the half-filled Hubbard model on
an infinite-dimensional hypercubic lattice.
In these calculations, which do not involve a coupling
to a thermostat, one observes a quasi-steady current j(t) at
long times which is nonzero and strongly field-dependent.
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The highly nonlinear j-F characteristics obtained from these
quasi-steady values can be well fitted by Eq. (227), where the
threshold field Fth associated with the dielectric breakdown
of the Mott insulator extrapolates to zero around the Mott
crossover (see Fig. 21b). (Note that the analysis has been per-
formed above the critical temperature).
Although the current becomes almost stationary at long
times, the system is not in a true steady state: energy in-
creases at a rate given by ˙Etot(t) = j(t) · F(t), and also the
number of doublons grows almost linearly with time (Eckstein
et al., 2010b; Eckstein and Werner, 2013a). A constant cur-
rent might be surprising at first sight if doublons are viewed
as charge carriers, but the observation has a simple interpre-
tation (Eckstein and Werner, 2013a): One finds that the mea-
sured current is given almost entirely by the quantum mechan-
ical tunneling current (227). This suggests that in the present
of an external field both thermally excited carriers and field-
induced carriers rapidly reach an infinite temperature state
(zero kinetic energy), in which their average mobility van-
ishes. Such a behavior was found for transport in various other
isolated systems (Eckstein and Werner, 2011a; Mierzejewski
and Prelovsˇek, 2010). For the Mott insulator, the picture is
confirmed by several findings (Eckstein and Werner, 2013a),
most notably by (i), an analysis of the occupation function
(which becomes flat in the quasi-steady state), and (ii), the be-
havior of the current in the presence of a thermostat (carriers
now maintain a finite temperature, and the current thus in-
creases with time proportional to the number of field-excited
carriers). The scenario is also supported by an analytical cal-
culation performed for one-dimensional Hubbard model with
a nonequilibrium extension of the Bethe ansatz (Oka, 2012;
Oka and Aoki, 2010).
We must mention that the theoretical results obtained from
nonequilibrium DMFT and also 1D time-dependent DMRG
studies of the Hubbard model do not entirely agree with non-
linear transport experiments. In experiments, a rather strong
temperature dependence is seen in the threshold field (Taguchi
et al., 2000), and a negative differential resistance is observed
in many correlated materials (Mori et al., 2009; Tokura et al.,
1988). Also the electron avalanche mechanism plays an im-
portant role (Guiot et al., 2013). The origin of the negative dif-
ferential resistance is not fully understood yet. It might be ex-
plained by different Joule heating scenarios (Altshuler et al.,
2009; Mori et al., 2009), or possibly by a nonequilibrium first-
order phase transition, where the negative differential resis-
tance is explained through a phase bi-stability (Ajisaka et al.,
2009). A negative differential resistance is also found in a
model in high energy physics, namely the supersymmetric
QCD in the large-N limit (Nakamura, 2010, 2012). It is hence
an interesting challenge to develop a microscopic understand-
ing of the nonlinear transport properties of correlated systems
from a universal viewpoint.
3. Photoexcitations and photodoping
Short laser pulses provide a powerful tool to excite and
probe the dynamics of electrons and phonons in correlated
FIG. 22 Time-resolved photoemission spectrum of the half-filled,
spin-less Falicov-Kimball model, after excitation by a mono-cycle
pulse. Panel (a): Pulse shape. Panel (b): metallic system with U =
0.5t∗. Panel (c): insulating system with U = 2t∗. (From Moritz
et al., 2013.)
materials on the femtosecond time scale. For the excitation
one mainly uses (i), mid-IR pulses (≈ 10− 100 THz), which
can control the properties of complex materials by selectively
addressing certain optical phonons (Fausti et al., 2011; Rini
et al., 2007), (ii), THz pulses, which act like static fields on
the electron time scale (Hirori et al., 2011a; Liu et al., 2012;
Watanabe et al., 2011), and (iii), pulses in the eV photon-
energy range, which can promptly generate electron and hole-
like carriers (photo-doping) (Iwai et al., 2003). Photo-doping
in correlated materials can induce, e.g., metal-insulator tran-
sitions in Mott and charge-transfer insulators, and ultrafast
melting of charge and spin order (see Introduction). Previ-
ous studies of photo-induced phase transitions have been per-
formed in 1D using exact diagonalization and time-dependent
DMRG for the Hubbard model (Oka and Aoki, 2008; Taka-
hashi et al., 2008), and for the Hubbard-Holstein model (Mat-
sueda et al., 2012) as well as for a spin-charge coupled system
(Kanamori et al., 2009, 2011; Matsueda and Ishihara, 2007).
Nonequilibrium DMFT can potentially simulate the corre-
sponding dynamics in extended higher-dimensional systems,
and make predictions for time-resolved optical and photo-
emission spectroscopy (Sec. II.B.5). So far, DMFT was used
to study photo-doping and the subsequent relaxation in param-
agnetic metals and Mott insulators on short times (disregard-
ing lattice dynamics), within the Hubbard model (Eckstein
and Werner, 2011b, 2013c) and the Falicov-Kimball model
(Moritz et al., 2010, 2013). Two important questions in this
context, which we will briefly discuss in the following, con-
cern the validity of the two-temperature model in this regime,
and the formation of quasi-particles after a photo-induced
Mott-insulator to metal transition.
In simple metals and semiconductors, the photo-excited
state can often be understood in terms of the two-temperature
model of “hot electrons” in a colder lattice (Allen, 1987).
For this description to work, electron-electron scattering must
equilibrate the electrons to a quasi-equilibrium state much
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FIG. 23 (a) Double occupancy in the Hubbard model after photo-
doping (hyper-cubic lattice, field along the body diagonal of the lat-
tice, see Sec. II.B.4). The system is excited with a Gaussian field
pulse F(t) = F0 cos(Ωt)e−t2/∆t2 (frequency Ω = U). The initial tem-
perature is T = 0.2 (above the critical endpoint of the metal-insulator
line), and the field amplitude is chosen such that the final effective
temperature is Teff = 0.5. (b) Thermalization time, obtained from
exponential fits to the data in the left panel. Solid lines correspond to
the relation τ ∝ exp[α(U/v) log(U/v)]. The strong-coupling expan-
sion (see Sec. II.C.5) was used to solve the DMFT impurity model,
and the results for first (NCA), second (OCA) and third order (3rd
o.) converge. (Adapted from Eckstein and Werner, 2011b.)
faster than energy is transferred to the lattice. Thermaliza-
tion in isolated correlated systems, where simple approaches
like the Boltzmann equation fail, is a question of fundamental
interest (see Sec. III.B.1). Thermalization after photo-doping
is observed in the metallic phase of the Hubbard model (Eck-
stein and Werner, 2011b) and to excellent accuracy even in
the Falicov-Kimball model (Moritz et al., 2010, 2013), where
true thermalization of single-particle quantities does not oc-
cur (Eckstein and Kollar, 2008b). In the Mott phase, on the
other hand, the hot-electron picture breaks down (Eckstein
and Werner, 2011b; Moritz et al., 2010, 2013). As a result,
e.g., photoemission spectra explicitly depend on the energy
distribution of the excitation pulse, and not only on the total
amount of absorbed energy (Eckstein and Werner, 2011b).
Figure 22 plots time-resolved spectra of a spin-less Falicov-
Kimball model during and after the perturbation by a mono-
cycle pulse, as shown in panel (a). In this calculation, it is
assumed that the localized particles are uniformly distributed
with a density of 0.5 per site. The unit of energy is given
by the hopping t∗ of the conduction electrons, and at half-
filling, there is a metal-insulator transition at Uc =
√
2t∗.
Panel (b) shows the photoemission response of a metallic sys-
tem (U = 0.5t∗). Here, the signal rapidly relaxes back to an
almost thermal, but significally broadened spectrum. In the
insulating model (U = 2t∗, panel (c)), the pulse leads to a
significant spectral weight transfer across the gap. While the
distribution relaxes within the upper and lower bands, there is
no relaxation across the Mott gap and the spectral function is
not compatible with a thermal distribution.
The slow thermalization of a photo-excited Mott-insulator
can be related to the long lifetime of photo-excited dou-
blons and holes, because changing the interaction energy to
its quasi-equilibrium value requires the creation or annihila-
tion of doublon-holes pairs. This can happen either via the
emission of spin excitations (of order v2/U), or by chang-
ing the kinetic energy (of order v) of other charge excita-
tions. In the Hubbard model, for U ≫ v, the process involves
many scattering partners and is thus exponentially suppressed
(Strohmaier et al., 2010; Lenarcˇicˇ and Prelovsˇek, 2013). Fig-
ure 23a shows the evolution of the double occupancy d(t)
for a laser-excited Hubbard model at various U in the metal-
insulator crossover range (U ≈ 3) and the Mott insulating
phase (Eckstein and Werner, 2011b). After an initial tran-
sient during and after the pulse, d(t) follows an exponential
relaxation to a final value d(Teff), which can be independently
obtained as the thermal expectation value of d in a system
with the same energy as the pump-excited one. The time
scale extracted from exponential fits to these curves exponen-
tially increases with U (Fig. 23b), in agreement with a Fermi-
golden rule type argument (Strohmaier et al., 2010) for high-
excitation densities (where the decay to spin-excitations is not
important).
In the Mott regime, where doublons and holes are stable,
a long-lived metallic state is created. Due to its long life-
time up to a few picoseconds, the initially large kinetic en-
ergy of photo-exited carriers can be dissipated to phonons be-
fore recombination occurs. This raises the intriguing question
whether and on what time scale Fermi-liquid quasi-particles
might emerge when the kinetic energy is reduced below some
“coherence scale”. A recent DMFT study has investigated
this question by coupling the photo-excited Mott insulator at
U ≫ v to a dissipative environment (Eckstein and Werner,
2013c). Although a reconstruction of electronic states occurs
as the kinetic energy is reduced, the formation of a Fermi-
liquid like state is not observed on accessible time scales.
4. ac electric fields
a. General remarks In this section, we review some recent
nonequilibrium DMFT studies of correlated systems driven
by time-periodic (AC) electric fields. In contrast to the pulse
excitations discussed in Sec. III.A.3, which are designed to in-
duce rapid changes of the states, we will consider here time-
periodic modulations that allow dynamical, nonequilibrium
control of system parameters on a microscopic level. In real
solid-state experiments, one has to use pulsed laser fields in
order to attain large field intensities. Even in this case, pulses
with many oscillation cycles may often safely be regarded as
a sinusoidal AC field during irradiation. In the following we
give a brief overview of theoretical and experimental works
on AC-field problems, and then move on to nonequilibrium
DMFT calculations. We will distinguish between isolated sys-
tems, where the energy accumulates in the system, and open
systems, where the energy injected by the external field is bal-
anced by the energy flowing out of the system.
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FIG. 24 Dynamical modification of the hopping amplitude observed
for a Bose-Einstein condensed cold atoms in a periodically shaken
optical lattice (from Lignier et al., 2007). A is the ratio of the am-
plitude to the frequency of the driving ac field, and veff (v) is the
effective (bare) hopping amplitude of particles.
b. Isolated systems An isolated system, in which the total en-
ergy and the number of particles are conserved, is ideally real-
ized in cold atom experiments, whereas electron systems can
be regarded as isolated only on a time scale which is short
enough that energy dissipation can be ignored. The effect
of AC fields has been theoretically studied for a noninteract-
ing tight-binding model (Dunlap and Kenkre, 1986; Holthaus,
1992) in a time periodic electric field E(t) ≡ E cos(Ωt). For
simplicity, let us take a hypercubic lattice in a field along
E = E(1, 1, . . . , 1). We can then show that the hopping vi j is
renormalized by the periodic driving to an effective hopping
(Dunlap and Kenkre, 1986; Holthaus, 1992),
veffi j = J0(A) vi j, (228)
where J0 is the zeroth-order Bessel function, and A = E/Ω.
Since J0 is an oscillating function, the effective hopping van-
ishes at zero points, J0(A) = 0, resulting in immobile par-
ticles (dynamical localization). This effect is analogous to
the coherent destruction of tunneling in periodically driven
two-level systems (Grossmann et al., 1991; Grossmann and
Ha¨nggi, 1992).
The relation (228) can be easily understood within the Flo-
quet theory (Sec. II.D). For this we can take the tight-binding
Hamiltonian in the temporal gauge (i.e., in terms of the vector
potential, A(t) = −E sin(Ωt)/Ω) as
H0(t) =
∑
k
ǫk−A(t)c
†
kck, (229)
where ǫk = −2v
∑
α cos kα (α = x, y, . . . ) is the band disper-
sion. The Floquet quasienergy of a single-band tight-binding
model is given by (Grifoni and Ha¨nggi, 1998; Holthaus, 1992;
Tsuji et al., 2008)
〈〈ǫk〉〉 − nΩ (n = 0,±1,±2, . . . ), (230)
where 〈〈ǫk〉〉 = T −1
∫ T
0 dtǫk−A(t) is the dispersion averaged
over one period of the ac field (see also Sec. II.D.2). For the
model with nearest-neighbor hopping [Eq. (229)], we end up
with 〈〈ǫk〉〉 = −2v
∑
α J0(A) cos kα, hence Eq. (228). The en-
ergy (230) defines “Floquet quasiparticles”, i.e., the energy
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FIG. 25 (color online). Nonequilibrium DMFT result for the time
evolution of the double occupancy for the ac-field-driven Hubbard
model (symbols with error bars) with U = 1, Ω = 2π, and various
values of A ≡ E/Ω (from Tsuji et al., 2011). Solid curves are the cor-
responding results for the interaction quench U → Ueff = U/J0(A)
with time rescaled as t/|J0(A)|. The inset shows the Bessel function
J0(A).
dispersion is not only renormalized due to the coupling to
the AC field, but a series of “Floquet (n-photon dressed) side-
bands” appears (n = 0,±1, · · · ) with a spacing Ω.
The dynamics of systems driven by AC fields has been re-
cently studied in several experiments. Lignier et al., 2007
used Bose-Einstein condensed (BEC) cold atoms trapped in
an optical lattice, where the AC modulation is induced by
shaking the lattice potential in real space. They observed the
dynamical suppression of the absolute value of the hopping
parameter (Fig. 24), in excellent agreement with the predicted
Bessel form (228). The coherent control of single-particle
tunneling was also reported in a driven double-well system
(Kierig et al., 2008). It has been suggested that for interacting
systems one can effectively control the dimensionless inter-
action strength U/W (U: on-site interaction, W: bandwidth)
using ac fields, and induce a superfluid-Mott insulator phase
transition in the Bose-Hubbard model (Creffield and Mon-
teiro, 2006; Eckardt et al., 2005; Zenesini et al., 2009a). One
can even reverse the sign of vi j when J0(A) < 0, which was
used to realize frustrated classical spin systems on a triangular
lattice (Struck et al., 2011).
For fermionic systems, the ac-field problem has been theo-
retically studied by means of the nonequilibrium DMFT for
the half-filled Hubbard model [Eqs. (60) and (61)] (Tsuji
et al., 2011). Let us consider a hypercubic lattice, with the
same hopping and field as in Eq. (229). The system is initially
in thermal equilibrium, and the AC field is suddenly switched
on at t = 0. Figure (25) shows the result for the double occu-
pancy d(t) = 〈nˆ↑(t)nˆ↓(t)〉 for various values of A ≡ E/Ω with
a fixed Ω. Initially d is smaller than the noninteracting value
〈nˆ↑〉〈nˆ↓〉 = 0.25, due to the repulsive interaction. Switching
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on an AC field with small amplitude leads to a decrease of d,
accompanied by rapid oscillations with frequency 2Ω due to
the nonlinear effect of the ac field. The suppression of d can
be interpreted as coming from an increased U/W due to the
hopping renormalization (228).
Remarkably, the double occupancy in Fig. 25 exceeds the
noninteracting value of 0.25 in the region where J0(A) < 0
(hence veffi j < 0). This indicates that the many-body inter-
action indeed turns into an attraction [Ueff < 0]. This AC-
field-induced attractive interaction may lead to an s-wave su-
perconducting state with high Tc. Note that in equilibrium,
the inverted sign of vi j does not change the physics due to
the particle-hole symmetry. In the present nonequilibrium sit-
uation, however, the sign change in vi j between the initial
state and the time-evolving state cannot be absorbed by the
particle-hole transformation. Physically, it can be interpreted
as a dynamical band flipping (Tsuji et al., 2011). As long
as the field is ramped up quickly, the occupation in momen-
tum space does not change significantly, resulting in a popu-
lation inversion, or so-called “negative absolute temperature”
(Teff < 0) (Klein, 1956; Ramsey, 1956) in the flipped band. If
the system thermalizes to the negative-temperature state, the
density matrix takes a form of ρ(t) ∼ e−[J0(A)H0+Hint]/Teff =
e−[H0+Hint/J0(A)]/[Teff/J0(A)]. Hence the AC-quench amounts to
an interaction quench,
U → Ueff = U/J0(A). (231)
In other words, a positive (repulsive) U at a negative T trans-
lates to a negative (attractive) U at a positive T . We can con-
firm this by comparing the ac-quench results with those of
an interaction-quench calculation (solid curves in Fig. 25),
where the interaction parameter is quenched as above. For
a consistent comparison, time is also rescaled as t/|J0(A)| in
each interaction-quench simulation. We can see that the re-
sults for the interaction quench and the AC-field driving agree
with each other very well (except for the 2Ω oscillations).
Recently, the negative absolute temperature state has been
realized in an experiment on ultracold bosonic atoms (Braun
et al., 2013), following theoretical proposals (Mosk, 2005;
Rapp et al., 2010). In real materials, however, it might be diffi-
cult to experimentally realize a negative-temperature state us-
ing continuous ac fields, since a continuous illumination with
an intense laser may result in violent heating. A different pro-
posal for realizing the negative-temperature state is to use a
half-cycle or mono-cycle pulse (Tsuji et al., 2012). If one
applies a pulse field E(t) to a noninteracting system, the mo-
mentum distribution is shifted according to k → k + ϕ, where
ϕ =
∫∞
−∞
dt E(t) is the dynamical phase. If the momentum
shift is about π, one would have a similar inverted popula-
tion. However, in a usual experimental situation Maxwell’s
equation dictates that ϕ should vanish. The nonequilibrium
DMFT calculation for the interacting system shows that with
an asymmetrically shaped mono-cycle pulse that satisfies ϕ =∫∞
−∞
dt E(t) = 0, the many-body interaction can exert differ-
ent effects for the first half-cycle and the second half-cycle, so
that one may end up with a nonzero shift with an inverted pop-
ulation (Tsuji et al., 2012). Recently, a similar phenomenon
has been demonstrated in a cold-atom system, where the com-
Ω
LHB
UHB
k
FIG. 26 (color online). (a) The “Floquet spectrum” A(k, ω) for the
AC-field-driven Falicov-Kimball model with U = 3, E = 0.8 and
Ω = 1.8 (from Tsuji et al., 2008). (b) A schematic band structure in
the ac field, where the upper (lower) Hubbard band are represented in
red (blue), while their Floquet sidebands with a spacing Ω are shown
by dashed lines.
plex phase of the hopping vi j was controlled by a train of sinu-
soidal pulses separated by a certain waiting time (Struck et al.,
2012).
c. Open systems In real materials, the system of interest is
usually coupled to an environment with energy and/or particle
dissipation, whose effect should be taken into account in a re-
alistic calculation. When one continuously drives an open sys-
tem with an AC field, the injection of energy from the external
field is balanced by the dissipation of energy into the heat bath,
and a nonequilibrium steady state will emerge. This can be
thought of as an approximate description of excited states of
materials realized during irradiation with a continuous-wave
laser or a pulsed laser with many cycles. Theoretically, the
nonequilibrium steady state of strongly correlated fermionic
systems driven by AC fields has been studied for the Falicov-
Kimball model (Tsuji et al., 2008, 2009) and the Hubbard
model (Lubatsch and Kroha, 2009) with the nonequilibrium
DMFT technique. The Falicov-Kimball model [Eq. (83)]
was studied at half-filling with a body-diagonal field A(t) =
−E sin(Ωt)/Ω, The heat bath was modeled by free fermions
(Sec. II.A.2.b). One can solve this problem exactly, since the
Hamiltonian is quadratic in itinerant fermionic operators (Sec.
II.C.2).
Figure 26a shows the momentum-resolved single-particle
spectral function averaged over one period of the AC field,
A(k, ω) (“Floquet spectrum”), constructed from the gauge in-
variant Green’s function. A salient feature is that, even in
the correlated system, Floquet sidebands appear, on top of the
original Mott-Hubbard bands, with spacing Ω [Fig. 26b]. In
particular, for the Mott insulating state with Ω < U, Floquet
sidebands penetrate into the original Mott-Hubbard gap, gen-
erating a “photoinduced midgap band” (Tsuji et al., 2008).
The optical conductivity σ(ν) has also been calculated
for the AC-field-driven Falicov-Kimball model (Tsuji et al.,
2009) (Fig. 27). As we increase the amplitude E, the charge-
transfer peak of the Mott insulator at ν ∼ U collapses due
to the bleaching effect. For Ω . U [Fig. 27b], a broad pos-
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FIG. 27 (color online). Optical conductivity for the ac-field-driven
Falicov-Kimball model coupled to a fermionic heat bath with U = 3,
Γ = 0.05, T = 0.05 and (a) Ω = 1.8, (b) 2.7, and (c) 3.3 (from
Tsuji et al., 2009). The dashed curves illustrate (for specific values
of E) the results without vertex correction. The arrows indicate the
frequency Ω of the AC field. Inset: diagrams of the bubble and vertex
correction.
itive peak appears around ν ∼ 0, implying that the system
is driven into a bad metal state. For Ω > U [Fig. 27c], a
negative optical conductivity appears, which suggests that the
system gains energy from the photon. This comes from a par-
tial population inversion within the upper (lower) band of the
Mott insulator. For Ω < U [Fig. 27a], a midgap absorption
is observed at ν ∼ U − Ω, which is attributed to an excita-
tion from the Floquet sidebands to the original band (or vice
versa). Another feature in σ(ν) is that there appears kinks
[Fig. 27a] and dips [Fig. 27b,c] at ν ∼ Ω. By comparing
the results with and without vertex-correction for the optical
conductivity (Fig. 27), we can conclude that the vertex correc-
tion contributes to σ(ν) significantly around ν ∼ Ω, creating
resonance-like spectral structures. Since there is no such cor-
rection in the equilibrium DMFT (Khurana, 1990), these fea-
tures can be considered as a genuine nonequilibrium quantum
many-body effect.
B. Time-dependent parameter changes
In the following two subsections we discuss two types of
parameter changes in isolated many-fermion systems: abrupt
quenches and gradual ramps. For quenches the main inter-
est is in the subsequent relaxation of the system, in particular
the question how the system relaxes and whether it thermal-
izes, as discussed below. The energy is typically conserved
after the quench because the evolution of the isolated system
is governed by a time-independent Hamiltonian. For ramps
the main goal is to understand how the excitation of the sys-
tem depends on the ramp protocol, e.g., how much energy is
transferred to the system and how to minimize it.
1. Quenches, relaxation, and thermalization
a. Comparison with the thermal state. Suppose the initial state
is given by the density matrix ρ(0) and the time evolution is
determined by the constant Hamiltonian H after the quench.
The many-body density matrix
ρ(t) = e−iHtρ(0)eiHt (232)
will not relax to a stationary limit for long times, but each
of its components oscillates forever. On the other hand,
quantum-mechanical expectation values of a large system can
relax to steady values, because many oscillating components
usually contribute to them. This raises the question of whether
the time-dependent expectation values relax to the thermal ex-
pectation values as obtained from a standard microcanonical,
canonical, or grand-canonical ensemble. If this happens, for
momentum-integrated as well as momentum-dependent quan-
tities, the system is said to thermalize. At first glance it is
surprising that this should be possible, as the thermal state de-
pends only on the (constant) mean energy and particle number
of the system, whereas the time-evolved state may depend on
details of the initial state. The so-called eigenstate thermaliza-
tion hypothesis (see Polkovnikov et al. (2011) for a review)
explains this in terms of the observation that for generic inter-
acting systems, expectation values in energy eigenstates usu-
ally depend only on the eigenenergy, not on the details of the
eigenstate. For integrable systems, on the other hand, a large
number of conserved quantities lead to a dependence of ex-
pectation values on the individual eigenstates and not just their
energy. (Possible criteria for defining integrability in quantum
systems have been discussed in Caux and Mossel, 2011.) As
a consequence, integrable systems usually do not thermalize.
However, they can often be described by generalized Gibbs
ensembles (GGEs) which take the conserved constants of mo-
tion into account(Jaynes, 1957a,b; Rigol et al., 2008); for re-
views see Dziarmaga (2010); Polkovnikov et al. (2011). On
the other hand, even small integrability-breaking terms in the
Hamiltonian can lead to thermalization after sufficiently long
times (Rigol, 2009a,b).
b. Interaction quench in the Falicov-Kimball model and the role of
conserved quantities For an interaction quench in the Falicov-
Kimball (FK) model [see Eq. (83) and Sec. II.C.2] from U− to
U+ and hopping vi j corresponding to a semielliptical density
of states (69) with v∗ = 1, the set of equations (134b)-(134c)
can be solved analytically (Eckstein and Kollar, 2008a,b,c).
In this setup, a metal-insulator transition occurs at the criti-
cal interaction Uc = 2 for half-filling, nc = n f = 12 . Time-
dependent observables such as the double occupancy d(t) =
−iw1R<(t, t) and the momentum distribution n(ǫ, t) [Eq. (111)]
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FIG. 28 Double occupation d(t) for quenches to (a) U+ = 1, (b) U+
= 3, and (c) U+ = 8, starting from an initial metallic (U− < 2) or
insulating state (U− > 2). The half-bandwidth is 2. For (a) and (b)
the energy is the same after both quenches, but the long-time limit
(left-pointing arrows) is different for both and also different from the
expected thermal value (thick right-pointing arrows). The inset in (a)
shows a magnification. From Eckstein and Kollar (2008b).
relax from their values in the initial state to steady-state val-
ues. The energy per site E = 〈H〉/L + µnc is increased by
∆E = (U+ − U−)d(0−) at the quench. In general, however,
the equilibrium state corresponding to this new energy value
is not reached by time-evolving the initial state, as discussed
below.
Figure 28 shows the double occupation d(t) for different
quenches, both within and between the two phases. The relax-
ation to a new stationary value d(∞) occurs on the time scale
of inverse hopping, with damped collapse-and-revival oscilla-
tions (Fig. 28c) after quenches to large interactions. As can
be seen from the arrows in Fig. 28, the stationary value d(∞)
differs from the double occupation in the thermal state with
the same density and energy. Moreover, the two initial states
in Fig. 28(a,b) have the same energy after the quench, and
thus the same thermal state is expected, but the steady state
maintains a more detailed memory of the initial conditions.
Thermalization is also lacking for the momentum occupation
n(ǫ, t).
The exact solution of the Falicov-Kimball model after
an interaction quench allows to make analytic statements
about the limit of infinite times. One can show for t →
∞ that the time-dependent occupation function G<(ω, t) =∫
ds eiωsG<(t + s/2, t− s/2) approaches a steady-state form,
g<∞(ω) = 2πih(ω)A+(ω) , (233)
where A+(ω) = −i Im[GR+(ω)]/π denotes the (temperature-
independent) equilibrium spectrum for U+. Equation (233)
has the same form as the fluctuation-dissipation relation in
equilibrium [cf. Eq. (28a)], but the Fermi distribution f (ω)
is replaced by a real and positive function h(ω), which can
be expressed analytically in terms of the initial-state distri-
bution f (ω) and the equilibrium propagators at U+ and U−
(Eckstein and Kollar, 2008b). The function h(ω) determines
steady-state quantities such as the energy, E(t > 0) = ∫ dω
h(ω) (ω + µ) A+(ω), the double occupation d(∞) = w1
∫
dω
h(ω) Im[rA+(ω)]/π, and the momentum occupation n(ǫ,∞) =∫
dω h(ω) Im[(ω− i0− ǫ−ΣA+(ω))−1]/π. In general one finds
h(ω) , f (ω), which is evidence for the absence of thermaliza-
tion in the Falicov-Kimball model.
This lack of thermalization implies that either the f or the c
particles (or both) do not reach their thermal state. The equi-
librium f occupation numbers correspond to annealed disor-
der, but in the paramagnetic phase in DMFT the occupation
numbers n f ≡ { f †i fi} are independently distributed on all
sites for all temperatures. Therefore the observed nonthermal
steady state must be attributed to the lack of thermalization of
the c particles, and indeed, the c Hamiltonian is quadratic for
given nf . After diagonalization one obtains a set of single-
particle states |α[nf ]〉, and the occupation numbers nα[nf ] are
entirely determined by their equilibrium values before the
quench. Nonthermal steady states are therefore expected. For
infinitesimal interaction quenches δU, a GGE built from the
conserved nα[n f ], averaged over nf with the statistical weight
taken from the initial state, provides a correct prediction of
the final steady state with Green’s function g<∞(ω) + δg<∞(ω).
The general scenario of nonthermal steady states and their de-
scription by GGEs, originally developed for one-dimensional
integrable models, thus also applies to the DMFT solution of
the FK model, i.e., for infinite-dimensional lattices.
c. Interaction quench in the Hubbard model, prethermalization and
thermalization The Hubbard model [Eqs. (60) and (61)] at
half-filling, with a time-dependent interaction term, was stud-
ied using nonequilibrium DMFT by Eckstein et al. (2009b,
2010a) for the paramagnetic phase and a semielliptic density
of states (69) with v∗ = 1. The system is prepared in the
ground state of the noninteracting Hamiltonian, i.e., U(t<0)
= 0. At t = 0 the Coulomb repulsion is switched to a finite
value, U(t≥0) = U. The impurity problem is solved with
CTQMC, and observables of the lattice model are computed
as described in Sec. II.B.5. For the noninteracting initial state
the weak-coupling method has the advantage that the imag-
inary branch of the contour does not enter the CTQMC cal-
culation, so that even zero-temperature initial states can be
studied.
Figure 29 shows the momentum distribution n(ǫk, t) =
〈c†k,σ(t)ck,σ(t)〉 for different final values of U as a function of
the band energy ǫ ≡ ǫk. It evolves from a step function for
the initial Fermi sea towards a continuous function of ǫ. The
discontinuity ∆n at ǫ = 0 does not disappear at once, rather
it remains sharp while its size decreases with time. This de-
crease is directly related to the decay of electron and hole ex-
citations which are created at time t = 0 at the Fermi surface.
This follows from the equation
∆n(t) = n(0−, t)− n(0+, t) = |GRǫ=0,σ(t, 0)|2 , (234)
(valid for a noninteracting initial state at half-filling), where
GRǫk,σ(t, 0) is the retarded component of the momentum-
resolved Green’s function. The double occupation d and the
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FIG. 29 Momentum distribution n(ǫ, t) after an interaction quench in the Hubbard model from the noninteracting ground state (U = 0) to
interaction (a) U = 2, (b) U = 3.3, (c) U = 5; the half-bandwidth is 2. The solid line at t = 3.5 in (b) is the equilibrium expectation value for
the momentum distribution at the same total energy (temperature T = 0.84). Adapted from Eckstein et al. (2010a).
discontinuity ∆n are shown as a function of the time after the
quench in Fig. 30.
Three different regimes are apparent in the relaxation after
the interaction quench: small and large values of U, separated
by a sharp crossover or transition near the intermediate scale
U ≈ 3.2 = Udync . Near U = Udync , the momentum distribu-
tion quickly relaxes to the thermal distribution for all ener-
gies ǫ (solid line in Fig. 29b, obtained from a grand-canonical
DMFT equilibrium calculation for the temperature that gives
the same total energy E), and thermalization on the same time
scale of ≈ 2 is observed for the double occupancy (thick ar-
rows in 30a,b), as well as for dynamical observables like the
 0.13
 0.17
 0.21
 0.25
d(t
)
U=0.5
U=1
U=1.5
U=2
U=2.5
U=3 U=3.3
U=4
U=5
U=6
U=8
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1  2  3  
∆
n
(t)
t
U=0.5
U=1U=1.5
U=2
U=2.5
U=3
 0  1  2  3
t
U=3.3
U=8
U=6
U=5
U=4
(a)
(d)
(c)
(b)
 4
FIG. 30 Fermi surface discontinuity ∆n and double occupation d(t)
after quenches to U ≤ 3 (left panels) and U ≥ 3.5 (right panels).
Horizontal dotted lines in panel (c) are the prethermalization plateaus
predicted by Moeckel and Kehrein (2008). Horizontal arrows indi-
cate thermal values of the double occupation. Adapted from Eckstein
et al. (2009b).
retarded Green’s function GR(t + s, t) (as a function of time
difference s) and the two-time optical conductivity σ(t, t + s)
(Eckstein et al., 2010a). After the relaxation it is thus ap-
propriate to regard the system as thermalized, establishing the
infinite-dimensional Hubbard model as one of the few isolated
quantum many-body systems for which thermalization can be
demonstrated (see Polkovnikov et al. (2011) for other exam-
ples).
For quenches to interactions U above and below Udync the
system does not relax directly to a thermal state. Rather,
metastable states are observed on intermediate time scales.
For quenches to weak coupling, U ≤ 3, the double occu-
pation d(t) relaxes from its initial uncorrelated value d(0) =
1/4 almost to its thermal value dth, whereas the Fermi sur-
face discontinuity ∆n(t) approaches a quasistationary value
and remains finite for t ≤ 5. This so-called prethermaliza-
tion (Berges et al., 2004) was predicted for a quenched Fermi
liquid by Moeckel and Kehrein (2008) on the basis of a weak-
coupling calculation: while the kinetic and potential energy
thermalize on time scales 1/U2, the Fermi surface continuity
only reaches the plateau ∆nstat = 1− 2Z, where Z is the quasi-
particle weight in equilibrium at zero temperature. The mo-
mentum occupations are then redistributed as the thermal state
is approached. In the limit of infinite dimensions for a half-
filled symmetric band the weak-coupling result of Moeckel
and Kehrein (2008) for the transient towards the prethermal-
ization plateau describe the transient behavior and the prether-
malization plateau well for U . 1.5 (Eckstein et al., 2009b),
even though at the larger U values the time scales 1/U2 and
1/U4 are no longer well separated. Prethermalization plateaus
after an interaction quench are also correctly predicted by
a GGE built from approximate constants of motion (Kollar
et al., 2011). Recently a quantum kinetic equation was used
to describe the subsequent crossover from the prethermaliza-
tion plateau to the thermal state (Stark and Kollar, 2013).
For quenches to strong coupling (U ≥ 3.3 in Fig. 30b,d),
the relaxation exhibits damped collapse and revival oscilla-
tions of approximate periodicity 2π/U, due to the exact pe-
riodicity of the propagator e−iHt without hopping (Greiner
et al., 2002). For large values of U both d(t) and n(ǫ, t) os-
cillate around nonthermal values. Using strong-coupling per-
47
turbation theory, Eckstein et al. (2009b) showed that the mean
value of d(t) for these oscillations is dstat = d(0)− ∆d with ∆d
= (1/2U)〈Hkin/L〉t=0 (for the quench from U = 0, in infinite
dimensions at half-filling). The thermal value is obtained from
a high-temperature expansion as dth = d(0) + (1/U)〈Hkin/L〉0.
Hence during the initial stage of the relaxation the double oc-
cupation relaxes only halfway towards dth. Although longer
times cannot be accessed with the weak-coupling CTQMC
method, a relaxation to the thermal state is expected after the
oscillations have decayed, as in the case of a pump-excited
Mott insulator (Eckstein and Werner, 2011b). In general this
crossover will set in only on times scales that are exponen-
tially large in the interaction U (Sensarma et al., 2010); see
also Sec. III.A.3.
The rapid thermalization at U ≈ Udync occurs at the bor-
der between the delayed thermalization either due to weak-
coupling prethermalization plateaus or strong-coupling oscil-
lations around nonthermal values. Indeed, no finite width
was detected for the width of this crossover region, so that
a dynamical phase transition might occur at Udync . This sharp
crossover was unexpected because the corresponding equilib-
rium temperature Teff after the quench is much higher than the
critical endpoint of the Mott metal-insulator transition in equi-
librium (Tc ≈ 0.055 (Georges et al., 1996), but Teff = 0.84 for
U = 3.3). Interestingly, a good approximation for the critical
interaction, Udync ≈ 3.4, is obtained from a time-dependent
variational theory using the Gutzwiller approximation (Schiro´
and Fabrizio, 2010, 2011). A similar strong dependence on
the quenched interaction was observed in Heisenberg chains
(Barmettler et al., 2009). Several possible origins for nonequi-
librium phase transitions have been proposed (Gambassi and
Calabrese, 2011; Hamerla and Uhrig, 2013; Heyl et al., 2013;
Karrasch and Schuricht, 2013; Sciolla and Biroli, 2010).
d. Interaction quench in the presence of long-range order Corre-
lated lattice systems exhibit various types of long-range order
including antiferromagnetism, superconductivity, and charge
order, in the presence of which the relaxation behavior after an
interaction quench changes qualitatively. A symmetry-broken
state on a bipartite lattice can be treated within DMFT by
solving impurity problems for each sublattice (Georges et al.,
1996). For the antiferromagnetic phase and the semielliptic
density of states (69), the hybridization function ∆A,σ (∆B,σ)
for the A (B) sublattice is given by the self-consistency condi-
tion ∆A,σ = v2∗GB,σ (∆B,σ = v2∗GA,σ), where G is the local lat-
tice Green’s function. Together with the relation ∆A,σ = ∆B,σ
(for pure Ne´el-type symmetry breaking), this leads to a single
impurity calculation with the self-consistency ∆σ = v2∗Gσ.
The DMFT phase diagram for the half-filled, repulsive
Hubbard model exhibits an antiferromagnetically ordered in-
sulating phase at low temperature (denoted by AFM in the top
panel of Fig. 31). For attractive U, one finds an analogous
phase diagram with AFM order replaced by s-wave supercon-
ductivity (Keller et al., 2001; Micnas et al., 1990) (at half-
filling the superconducting state is degenerate with a charge
ordered phase due to a symmetry between the repulsive and
attractive models (Shiba, 1972), but in the doped system, su-
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FIG. 31 Top panel: Antiferromagnetic phase diagram for the half-
filled Hubbard model (semi-elliptic DOS, bandwidth 4). The QMC
data are taken from (Koga and Werner, 2011), the NCA and OCA
phase-boundaries from (Werner et al., 2012), and the third-order
weak-coupling perturbation results from Tsuji et al. (2013b). The
time evolution of the order parameter (staggered magnetization) is
shown for quenches U = 2 → 1.9, 1.8, . . . , 1.0 [bottom left, from
Tsuji et al. (2013b)], and for quenches U = 4 → 6, 7, 8 [bottom
right, from (Werner et al., 2012)]. The arrows indicate the corre-
sponding thermal values of the order parameter reached in the long-
time limit.
perconductivity is more stable). The nature of the AFM in-
sulating (or s-wave superconducting) state changes qualita-
tively as |U| crosses the value corresponding roughly to the
maximum in the critical temperature. This is known as the
“BCS-BEC” crossover in the literature on cold atomic gases.
Besides the exact CTQMC result (Koga and Werner, 2011),
Fig. 31 shows the phase boundaries obtained using the third-
order weak-coupling perturbation theory (II.C.4), as well as
the first- and second-order strong-coupling perturbation the-
ory (NCA and OCA) (II.C.5) as an impurity solver. These
solvers have been used in (Tsuji et al., 2013b) and (Werner
et al., 2012) to compute the dynamics of the order parameter
after interaction quenches from the AFM insulating phase into
the paramagnetic metallic phase.
In the bottom left panel of Fig. 31, we plot the time evo-
lution of the magnetization m after quenches from Ui = 2 to
U f = 1.9, 1.8, . . . , 1.0 (Tsuji et al., 2013b). These nonequi-
librium DMFT calculations are based on third-order weak-
coupling perturbation theory (II.C.4). The arrows indicate the
values of the magnetization expected for the thermalized state
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in the long-time limit. After the quench, the order parameter
shows coherent oscillations (“amplitude mode”), followed by
a slow decay. A remarkable observation is that even though
the system, after quenches to U f < 1.5, is highly excited
and will eventually relax to a high-temperature paramagnetic
state, the magnetization oscillates for a long time around a
non-zero value. This nonthermal magnetized state persists up
to a “nonthermal critical point”, where the frequency of the
amplitude mode vanishes, and the dephasing time constant di-
verges (Tsuji et al., 2013b). The behavior of the system in the
trapped state is similar to the Hartree solution, which is mathe-
matically equivalent to an integrable BCS equation (Barankov
and Levitov, 2006; Yuzbashyan and Dzero, 2006), so that the
system may be considered as evolving in the vicinity of the
nonthermal “Hartree” fixed point. The slow relaxation of the
nonthermal order is followed by a faster thermalization pro-
cess.
Trapping phenomena of a different origin are found in
quenches to large U. The bottom right panel of Fig. 31 shows
the magnetization for quenches from Ui = 4 to U f = 6, 7 and
8, obtained from the nonequilibrium DMFT with the NCA im-
purity solver (Werner et al., 2012). Again the magnetization
does not immediately decay to zero after a quench to U = 8,
but remains trapped at a remarkably large value. The state af-
ter such a quench is similar to a photo-doped state, and the
trapping of the magnetization is linked to the exponentially
long life time (∼ Aeα(U/2) log(U/2)) of artificially created dou-
blons in a Mott insulator with large gap (see also Sec. III.A.3).
If the density of frozen-in (or “photo-doped”) carriers is larger
than some critical value, the trapping disappears, and the mag-
netization relaxes to zero exponentially, with a relaxation time
which depends like a power law on the distance from the
trapped phase (Werner et al., 2012).
2. Ramps and nonadiabaticity
a. Excitation energy after a continuous parameter change The
intention in the study of continuous parameter changes
(“ramps”) is often to excite an isolated quantum system as
little as possible. The adiabatic theorem of quantum me-
chanics (Avron and Elgart, 1999; Born and Fock, 1928; Kato,
1950) states that in the limit of infinitely slow changes the sys-
tem (described by a pure state ρ(t) = |ψ(t)〉〈ψ(t)|) remains in
the ground state of the Hamiltonian H(t). However, for ramps
that take place in a finite time, 0 ≤ t ≤ τ, the excitation en-
ergy, defined as
∆E(τ) = E(τ)− E0(τ), (235)
is positive in general, and can only be zero if the final time-
evolved state |ψ(τ)〉 is a ground state of the final Hamiltonian
H(τ). Here E(t) = 〈ψ(t)|H(t)|ψ(t)〉 is the energy at time t and
E0(t) is the ground-state energy of H(t). Note that the energy
E(t) is thus always well-defined, in contrast to the entropy,
which is defined only for equilibrium states. In equilibrium
thermodynamics, the entropy remains constant during adia-
batic processes (defined as quasistatic processes without heat
exchange with the environment), but increases for processes
that take place in a finite time and are hence no longer re-
versible. The simplest nontrivial quantum system that illus-
trates the crossover from adiabatic to nonadiabatic behavior
is the exactly solvable Landau-Zener model (Landau, 1932;
Zener, 1932): a two-level system HLZ(t) = vtσz + γσx that
is driven through an avoided level crossing with finite speed
v > 0 (σi denote the Pauli matrices). If the system is in the
ground state |φ0(−∞)〉 =
(1
0
)
at time t = −∞, the probabil-
ity p to find the system in the excited state |φ1(∞)〉 =
(1
0
)
at
time t →∞ vanishes exponentially when the speed v is small
compared to the scale γ2/~ set by the gap γ at the avoided
crossing, p ∼ exp(−πγ2/v~). This prediction was recently
confirmed in cold-atom experiments with accelerated optical
lattices (Zenesini et al., 2009b). An analogous mechanism
also explains the amount of energy injected into a system upon
crossing a quantum-critical point or parameter changes in a
gapless phase (Dziarmaga, 2010), as obtained from adiabatic
perturbation theory (Grandi and Polkovnikov, 2010). In these
cases the excitation energy typically behaves as ∆E(τ) ∼ τ−η
for large ramp times, τ → ∞, with the positive exponent η
depending on the details of the system and the ramp protocol.
The behavior can be understood in terms of the Kibble-Zurek
mechanism (Dziarmaga, 2010): The dependence of ∆E on τ is
due to excitations that are ‘frozen in’ when the rate of change
of the Hamiltonian exceeds the fastest possible relaxation rate
of the system (estimated by the energy gap divided by ~).
As a generic case, suppose a system is in the ground state of
a Hamiltonian H0 at time t = 0 and a ramp protocol is given by
the Hamiltonian H(t) = H0 + δκr(t/τ)W. Here the ramp shape
r(t) starts at r(0) = 0 and ends at r(1) = 1, i.e., after the ramp
time τ the operator δκW has been added to the Hamiltonian
H0, where δκ determines the strength of the perturbation. If no
phase boundary is crossed by this ramp and the magnitude of
the ramp is small, the excitation energy can be estimated from
lowest-order adiabatic perturbation theory (APT) as (Eckstein
and Kollar, 2010),
∆E(τ) = δκ2
∞∫
0
dω
ω
R(ω)F(ωτ) +O(δκ3), (236)
R(ω) = 1
L
∑
n,0
|〈φn|W|φ0〉|2 δ(ω− ǫn0), (237)
F(x) =
∣∣∣∣∣
∫ 1
0
ds r′(s)eixs
∣∣∣∣∣
2
, (238)
in terms of the initial spectrum, H0|φn〉 = ǫn0|φn〉. The cor-
relation function R(ω) measures the spectral density of exci-
tations created by W and depends neither on the ramp time
τ nor on the ramp shape r(x), while the ramp spectrum F(x)
depends only on the ramp shape. In particular for fast ramps,
τ . τquench ≈ 1/Ω, where Ω is the bandwidth of R(ω), the
ramp shape does not matter, as one can then replace F(ωτ)
by F(0) = 1 in Eq. (236). On the other hand, for large τ and
continuous ramps, F(ωτ) develops a peak at ω = 0 and its
finite width is responsible for the positive excitation energy
∆E(τ). In general, smoother ramps lead to a faster decay of
F(x). For a continuous ramp without finite steps, F(x) falls
49
off at least as 1/x2. The simple linear ramp, r1(x) = x, cor-
responds to F1(x) = 2(1 − cos(x))/x2, but this can usually
be improved by making one or more of its derivatives con-
tinuous (Eckstein and Kollar, 2010), or by allowing r(x) to
oscillate (Eurich et al., 2011).
b. Linear ramps in the Falicov-Kimball model. The solution for
quenches in the Falicov-Kimball (FK) model [Eq. (83)] can
also be adapted for continuous changes v(t) or U(t) (Eckstein
and Kollar, 2010). For a semielliptic density of states a Mott
metal-insulator transition occurs at Uc = 2v∗ in equilibrium
DMFT, and for a time-dependent bandwidth [Eq. (69) with
v∗ = v(t)] the self-consistency equation is given by Eq. (103).
For linear ramps of the hopping parameter from vi to v f
the resulting excitation energy depends on the thermodynamic
phase, namely (Eckstein and Kollar, 2010)
∆E(τ) τ→∞∼


τ
−
1
2 across the transition,
τ−1 in the metallic phase,
τ−2 in the insulating phase.
(239)
Here the exponents for ramps inside one of the phases
can be explained in terms of the perturbative result (236).
For an insulating initial state, the function R(ω) can be ap-
proximated by a sharp peak near U due to the charge gap,
R(ω) ∝ δ(ω − U), and hence δE(τ) ∝ F1(ωτ) ∝ τ−2. This
indicates that for such a ramp the excitation as a function of
τ strongly depends on the ramp shape, which is confirmed by
the numerical analysis. Also the asymptotic power-law be-
havior for large τ is then determined by the ramp shape rather
than by intrinsic properties of the system.
For ramps inside a gapless phase, on the other hand, not
only the ramp shape r(x), but also the excitation spectrum
R(ω) matters. Following Eckstein and Kollar (2010), we sup-
pose a ramp is performed inside the metallic phase of the FK
or, for comparison, the Hubbard model, i.e., starting from U =
0 we turn on a (small) interaction U linearly during the ramp
time τ. In DMFT it follows from perturbation theory in U
that for this ramp R(ω) ∝ ω for the FK model, while R(ω)
∝ ω3 for the Hubbard model, i.e., more excitations are cre-
ated in the former non-Fermi liquid than the latter Fermi liq-
uid. It now depends on the ramp shape whether this behavior
R(ω) ∼ ων can be observed. Suppose the ramp shape is such
that F(x) ∼ 1/xα (e.g., α = 2 for the linear ramp). Then only
for sufficiently smooth ramps with α > ν the excitation energy
is indeed given by ∆E ∼ τ−ν, otherwise the ‘intrinsic’ ex-
ponent ν is hidden and ∆E ∼ τ is determined by α. Hence
for the FK model, any continuous interaction ramp leads to
∆E ∼ τ−1. On the other hand, for the Hubbard model the ex-
citations caused by a linear ramp, ∆E ∼ τ−2 (also obtained by
Moeckel and Kehrein (2010)), already mask the intrinsic be-
havior of R(ω). This ‘universal’ dependence of the excitation
energy on the ramp time due to the ramp shape was also dis-
cussed for a veriety of systems by Haque and Zimmer (2013).
c. Oscillating ramps in the Hubbard model Interaction ramps
from 0 to U with arbitrary ramp shapes for the Hubbard model
in DMFT were studied by Eurich et al. (2011), with the aim
of minimizing the excitation energy by suitably shaping the
ramp for a given ramp time τ. By optimizing the expres-
sion (236) it was found that ramps with oscillations, e.g.,
r(x) = x + a sin(2πnx) can lead to a lower excitation energy
∆E than linear ramps, where n is an integer and a is on the or-
der of unity. For such ramps the function F(x) first decays
from F(0) = 1 for small x, then grows again to large val-
ues for larger x. Nevertheless the excitation energy remains
small because R(ω) has a finite bandwidth and, depending on
τ, may collect only a part where F(ωτ) is small, as supported
by DMFT weak-coupling CTQMC data, which agree with the
APT estimates [Eq. (236)]. Physically this means that if one
cannot take sufficient time to slowly change the Hamiltonian,
it may in some cases be better to change it so quickly that the
system cannot follow at all.
In practice, not only a small excitation energy may be de-
sirable, but also a speedy thermalization after the ramp is fin-
ished. Eurich et al. (2011) found that a similar critical value
of Uc for rapid thermalization exists as in the case of a sudden
quench (Sec. III.B.1), for which rapid thermalization occurs
after the ramp. For fixed ramp time τ = 1.25 they obtained
U linearc ≈ 3.75 for linear ramps, while Uoscillatingc ≈ 4.25 for
oscillating ramps with r(x) = x + 0.87 sin(4πx). This may be
compared to variational results by Sandri et al. (2012), who
found that Uc increases towards the equilibrium critical value
for the Mott transition as τ tends to infinity. The study of
ramps may thus help to understand the relation between the
critical interaction values in equilibrium and nonequilibrium.
IV. CONCLUDING REMARKS AND PROSPECTS
We have given an overview of the nonequilibrium DMFT
formalism for the study of nonequilibrium phenomena in cor-
related fermionic lattice systems. While the extension of the
DMFT formalism to nonequilibrium situations involves, for-
mally, only the replacement of the imaginary-time interval
with a suitable contour, we have shown that the solution of the
DMFT equations on this contour is different and requires sig-
nificantly elaborate techniques. While in thermal equilibrium
the Green’s functions and self-energies are time-translation
invariant, these quantities depend on two time variables in
nonequilibrium, and the DMFT equations either acquire an
additional Floquet matrix-structure (for periodically driven
systems), or they become integral-differential equations on
the contour (for temporal evolutions after a disturbance). The
integral-differential equations are best solved by implement-
ing a step-by-step propagation on the real-time axis, starting
from some equilibrium DMFT solution. Furthermore, while
distribution functions and spectral functions in equilibrium are
related by the fluctuation-dissipation relation, their relation in
nonequilibrium is only fixed by the initial condition or by the
balance between the external driving and the dissipation. In
nonequilibrium DMFT, one thus has to solve a set of coupled
equations for the lesser, retarded and greater Green’s func-
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tions, known as the Kadanoff-Baym equations.
A challenge for the implementation of the contour-
equations is that typical applications require a high accuracy.
For example, one often wants to characterize the relaxation
and thermalization of some excited state that involves tiny dif-
ferences between the time-dependent observable and an inde-
pendently computed expectation value in thermal equilibrium.
In order to achieve a high accuracy, while keeping a relatively
large time step, it is important to use a high-order scheme for
the solution of the integral-differential equations.
While insights into the nonequilibrium DMFT formalism
can be gained from the Falicov-Kimball model, which has the
virtue of being exactly solvable within DMFT, generic mod-
els of correlated electron systems such as the Hubbard model
and its multi-orbital extensions require a numerical solution
of the effective quantum impurity model. Various techniques
familiar from the study of impurity problems in equilibrium
have recently been adapted to nonequilibrium situations, and
tested as impurity solvers for nonequilibrium DMFT. One
of these techniques is the continuous-time Monte Carlo ap-
proach, which is the method of choice for most equilibrium
applications. This method has the advantage that it is numeri-
cally exact and can cover the weak, intermediate and strong
correlation regimes. However, the implementation on the
Keldysh contour leads to a severe sign problem, which effec-
tively restricts the applicability of this technique to nonequi-
librium situations where the interesting dynamics is very fast
(∼ femto-seconds in the case of electron systems).
We have also discussed and illustrated the use of low-order
weak-coupling and strong-coupling perturbation theories as
impurity solvers for DMFT. These methods are computation-
ally less demanding than the Monte Carlo approach, and give
reliable results in the weak and strong-coupling regimes. In
the weak-coupling perturbative method, it is often better to use
a diagrammatic expansion based on bare (rather than renor-
malized) propagators. While the approximation is then not
conserving, it can still accurately reproduce the dynamics in
the weak-coupling regime. The strong-coupling perturbative
method, on the other hand, involves renormalized propaga-
tors (and is hence conserving), but still shows good conver-
gence with the order of the approximation. The perturbative
solvers have been important in the study of phenomena that
require simulation times ∼ 100 fs, as in relaxation processes
in a photo-doped Mott insulator, or the calculation of the evo-
lution of order parameters in symmetry-broken states. While
the lowest-order implementations of the perturbative solvers
are similar, in terms of computational effort, to the solution of
the contour equations, the effort increases polynomially with
the order of the approximation.
The impurity solvers described in this review have lead to
interesting insights into the nonequilibrium dynamics of cor-
related systems as typically described by the Hubbard model
in quite a wide range of applications, and have thus been es-
sential for establishing the formalism as a viable tool for the
description of electronic excitation and relaxation phenomena
in strongly correlated systems. We have reviewed the major
topics which have been successfully addressed with nonequi-
librium DMFT over the past several years. These applications
can be grouped into (i) simulations of phenomena occurring in
correlated lattice systems driven by strong electric fields, and
(ii) the study of relaxation phenomena after time-dependent
parameter changes. The former are relevant to pump-probe
experiments on correlated electron systems, while the latter
is more directly related to cold-atom systems, where parame-
ters such as the depth of the lattice potential or the interaction
strength can actually be varied. Both types of applications
demonstrate that nonequilibrium DMFT calculations not only
reproduce phenomena seen in experiments but also theoreti-
cally expected ones, such as collapse-and-revival oscillations
after a quench into the strong-coupling regime (Eckstein et al.,
2009b), or Bloch oscillations in metallic systems subject to a
strong DC field (Freericks et al., 2006). More importantly,
these calculations gave new insights into phenomena which
emerge specifically in nonequilibrium correlated electron sys-
tems. Prime examples are the numerical demonstration of a
dynamical phase transition in the relaxation dynamics after an
interaction quench (Eckstein et al., 2009b), or the finding that
the effective Coulomb interaction can be tuned and even be-
come attractive by the application of periodic electric fields
(Tsuji et al., 2011).
The technical challenge in coming years will be to de-
velop powerful and flexible impurity solvers for nonequilib-
rium DMFT. Besides the obvious extension to multi-orbital
systems, an important direction for future will be the study
of electron-phonon coupled systems (Werner and Eckstein,
2013). A remarkable experimental result has recently been
obtained by coherently exciting phonons in cuprates (Fausti
et al., 2011), and nonequilibrium DMFT may provide in-
sights into such phenomena. Cluster extensions of DMFT
(Tsuji et al., 2013a) will enable the study of the dynamics
of d-wave superconductors. The extension of the DMFT for-
malism to spatially inhomogeneous systems will enable us to
simulate nonequilibrium phenomena around surfaces or inter-
faces (Eckstein and Werner, 2013b). Let us also mention that
equilibrium DMFT has recently been applied with remarkable
success to bosonic systems (Anders et al., 2010, 2011), so that
it will be desirable to extend it to a nonequilibrium bosonic
DMFT (with bosonic impurity solvers).
For realistic materials calculations, the combination of
electronic-structure input with DMFT is becoming an estab-
lished and powerful method (Held, 2007; Kotliar et al., 2006).
Thus a desirable direction is to combine the nonequilibrium
DMFT formalism with the first-principles electronic struc-
ture, which will enable us to quantitatively analyse e.g. time-
resolved photoemission spectra. This step raises intriguing
and fundamental questions, e.g., how the down folding of the
electronic structure into an effective lattice model should be
done in nonequilibrium, and how one can treat electromag-
netic fields far beyond linear response.
Finally, we emphasize that the study of nonequilibrium
quantum systems has a long and very interdisciplinary his-
tory. Many important concepts were indeed developed in par-
allel in condensed matter physics and field theory, and some
of them were put forward at the emerging stage of quantum
mechanics. (i) For instance, the application of intense lasers
may drive a nonequilibrium phase transition of the vacuum (in
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the field-theoretic language) (Itakura et al., 2011), and this is
intimately related to the photo-induced phase transitions dis-
cussed here, although there are orders of magnitude differ-
ences in the relevant energy scales. (ii) The dielectric break-
down of the Mott insulator is related to the Schwinger mech-
anism for the breakdown of the QED vacuum in high-energy
physics (Heisenberg and Euler, 1936; Schwinger, 1951). The
latter refers to a quantum tunneling across the mass gap of the
electron (the energy required to create an electron-positron
pair), which is ∆ = 2mec2 ∼ 106eV with me = 5 × 105eV
the electron mass and c the speed of light. The threshold
field strength Fth, at which ξeFth ∼ ∆, with ξ the size of
an electron-positron pair ∼ Compton wavelength ~/mec, is
given in QED by FQEDth = m2ec3/e~ ∼ 108 V/Å. This is gigan-
tic, although the possibility of realizing it with free-electron
lasers is being discussed, while in condensed-matter physics,
the energy gap, ∆ ∼ 1 eV, is orders of magnitude smaller.
In strongly-correlated systems, where the gap is a many-body
(Mott) gap ∆Mott, a Mott insulator in an intense electric field
is predicted to become metallic with the threshold field (Oka,
2012; Oka and Aoki, 2010) EMottth ∼ ∆Mott/ξ ∼ 0.1V/Å, where
ξ ∼ 10Å in this case is the size of a doublon-hole pair for a
typical Mott insulator with doublon-hole recombination cor-
responding to pair annihilation in field theory. The maximum
intensity of ultrashort laser pulses currently available is well
above this condensed-matter version of the Schwinger limit.
(iii) Floquet picture described in the present review also has a
field-theoretic counterpart as Furry picture. (iv) The interdis-
ciplinary concepts extend to the relaxation processes. In fact,
the concept of prethermalization (Berges et al., 2004) was
originally proposed in the study of the quark-gluon plasma
production in hadrons out of equilibrium, as typically realized
experimentally in the relativistic heavy-ion colliders (RHIC).
Another example is the Kibble-Zurek mechanism (Kibble,
1976; Zurek, 1985) originally proposed for phase transitions
in the early universe, which is now being studied in connection
with quench dynamics near quantum critical points (Dziar-
maga et al., 1999), in cold atom systems (Horiguchi et al.,
2009; Sadler et al., 2006; Saito et al., 2007; Weiler et al.,
2008) and even in real materials (Griffin et al., 2012).
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Appendix A: Numerical solution of Volterra
integral-differential equation
In this supplementary material, we briefly discuss the nu-
merical implementation of the Volterra integral-differential
equation
d
dt y(t) = q(t) + p(t)y(t) +
∫ t
0
dt k(t, t)y(t). (A1)
This type of equation frequently appears in nonequilibrium
DMFT calculations (Sec. II.B, Eq. (43)), in particular in solv-
ing the nonequilibrium Dyson equation (Sec. II.A.1.d). One
also encounters a Volterra integral equation of a form
y(t) = q(t) +
∫ t
0
dt k(t, t)y(t), (A2)
which is a special case of Eq. (A1), and can be solved in the
same way as Eq. (A1).
Various numerical algorithms to solve Eq. (A1) are found
in the literature (Brunner and van der Houwen, 1986; Linz,
1985; Press et al., 1992). Here we present the implicit Runge-
Kutta method (or the collocation method) (Tsuji and Werner,
2013), which may not be the most efficient one, but it allows
us to discuss the relevant issues. In practice, we discretize the
time with equal spacing, ti = i × ∆t (i = 0, 1, . . . , n), with
∆t = tmax/n. It is crucial to employ higher-order schemes to
accurately simulate the long-time evolution. The mth order
scheme has numerical errors of O(n(∆t)m+1) = O(tmax(∆t)m).
Typically we require m ≥ 2 to control the errors. In the fol-
lowing, we explicitly give expressions for the second-order
and fourth-order schemes.
Equation (A1) can be solved by increasing tmax = tn step by
step on the discretized grid from the initial condition y(t0) =
y(0) due to the causality. To get y(tn), we replace the differen-
tial operator on the left hand side of Eq. (A1) by an integral,
which is numerically evaluated by an appropriate numerical
integration formula,
y(tn)− y(t0) =
∫ tn
t0
dt y′(t) ≈ ∆t
n∑
i=0
wn,iy′(ti) (A3)
with wn,i (i = 0, 1, 2, . . . , n) the corresponding weights. Since
y(tn−1) is already known from the previous calculation, we
also use the relation
y(tn−1)− y(t0) =
∫ tn−1
t0
dt y′(t) ≈ ∆t
n−1∑
i=0
wn−1,iy′(ti) (A4)
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By subtracting Eq. (A4) from Eq. (A3), we get
y(tn)− y(tn−1) = ∆t
n−1∑
i=0
(wn,i − wn−1,i)y′(ti) + ∆twn,ny′(tn).
(A5)
Here y′(tn) is evaluated from Eq. (A1) as
y′(tn) = q(tn) + p(tn)y(tn) +
∫ tn
0
dt k(tn, t)y(t)
≈ q(tn) + p(tn)y(tn) + ∆t
n∑
i=0
wn,i k(tn, ti)y(ti), (A6)
Equations (A5) and (A6) consist of a set of linear equations
for y(tn), so that one can explicitly solve them,
y(tn) =
[
1− ∆twn,n p(tn)− (∆twn,n)2k(tn, tn)
]−1
×
{
y(tn−1) + ∆t
n−1∑
i=0
(wn,i − wn−1,i)y′(ti)
+∆twn,n
[
q(tn) + ∆t
n−1∑
i=0
wn,i k(tn, ti)y(ti)
]}
. (A7)
As we will see below, wn,i − wn−1,i vanishes for most i’s so
that one has to store y′(ti) for only a few i (i = n − 1 in the
second-order scheme, and i = n− 3, n− 2, n− 1 in the fourth-
order scheme). For the use in the next steps (tmax = tn+1, . . . ),
we calculate y′(tn) from Eq. (A6) with y(tn) substituted with
the result of (A7). To avoid repeated calculations of the sum
in Eqs. (A6) and (A7), it is efficient to store them in memory.
In the same way, the Volterra integral equation (A2) is
solved as
y(tn) =
[
1− ∆t wn,nk(tn, tn)
]−1 [q(tn) + ∆t n−1∑
i=0
wn,ik(tn, ti)y(ti)
]
.
(A8)
In the mth order scheme, we employ the numerical in-
tegration formula with numerical errors of O(n(∆t)m+1) =
O(tmax(∆t)m). In the second-order scheme, one can use the
trapezoid rule with weights
wn,i =
{
1/2 i = 0, n,
1 1 ≤ i ≤ n− 1. (A9)
In the fourth-order scheme, one can use Simpson’s rule for
n = 2,
w2,i =
{
1/3 i = 0, 2,
4/3 i = 1,
(A10)
Simpson’s 3/8 rule for n = 3,
w3,i =
{
3/8 i = 0, 3,
9/8 i = 1, 2,
(A11)
the composite Simpson’s rule for n = 4,
w4,i =


1/3 i = 0, 4,
4/3 i = 1, 3,
2/3 i = 2,
(A12)
and the fourth-order Gregory’s rule for n ≥ 5,
wn,i =


3/8 i = 0, n,
7/6 i = 1, n− 1,
23/24 i = 2, n− 2,
1 3 ≤ i ≤ n− 3.
(A13)
The remaining task is to get the starting value y(t1). Since
the higher-order integral formulae need at least three points,
the above approach cannot be directly applied for n = 1. One
way to get around this is to take very fine grids on t0 ≤ t ≤ t1,
and use a lower-order integral formula (trapezoid rule). An-
other way is to take the middle point t1/2 = ∆t/2 (Linz, 1985),
and apply Simpson’s rule to the integral from t0 to t1,
y(t1)− y(t0) ≈ ∆t6
[
y′(t0) + 4y′(t1/2) + y′(t1)
]
. (A14)
The value at the middle point is obtained from the quadratic
interpolation,
y′(t1/2) ≈ 38y
′(t0) + 34y
′(t1)− 18 y
′(t2), (A15)
which has an error of O((∆t)3) for the smooth function y(t).
Since y′(t1/2) is multiplied with ∆t in Eq. (A14), the overall er-
ror is of O((∆t)4), which is compatible with that for the fourth-
order scheme. y′(t0) is known from the initial condition. y′(t2)
is derived from Eq. (A6). y′(t1) is calculated by Simpson’s
rule with the middle point,
y′(t1) ≈ q(t1) + p(t1)y(t1)
+
∆t
6 [k(t1, t0)y(t0) + 4k(t1, t1/2)y(t1/2) + k(t1, t1)y(t1)].
(A16)
One can repeat the quadratic interpolation to get the middle-
point values,
y(t1/2) ≈ 38y(t0) +
3
4
y(t1)− 18y(t2), (A17)
k(t1, t1/2) ≈ 38k(t1, t0) +
3
4
k(t1, t1)− 18 k(t1, t2). (A18)
Thus, the equations for y(t1) depend on y(t2). On the other
hand, y(t2) can be determined from y(t0) and y(t1) as described
above. In total, we have a combined set of linear equations
that determines y(t1) and y(t2) simultaneously.
The middle-point approach has a subtle problem when it is
applied to a retarded kernel that has a causality, k(t, t′) = 0
(t < t′). Since k(t, t′) is smooth only for t ≥ t′, the quadratic
interpolation (A18) using k(t1, t2) (t1 < t2) is inapplicable in
the present form. This problem can be avoided by taking the
mirror image for k(t, t′) in t < t′ to realize a function that is
smooth in the entire (t, t′) and is equal to k(t, t′) for t > t′
(Tsuji and Werner, 2013).
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Appendix B: Sample programs
For a pedagogical purpose, we provide sample program
codes for the nonequilibrium DMFT, in both C++ and For-
tran, as Supplemental Material. To enhance the readability of
the codes, we focus on a particular set-up: the program solves
an interaction-quench problem (Sec. III.B.1) for the single-
band Hubbard model (60) with the semicircular density of
states at half-filling. It assumes a paramagnetic phase with
no long-range orders. The impurity solver is the second-order
weak-coupling perturbation theory (iterated perturbation the-
ory) (Sec. II.C.4), where the self-energy is given by
Σ(t, t′) = U(t)U(t′)G0(t, t′)G0(t′, t)G0(t, t′) (B1)
with G0(t, t′) the Weiss Green’s function. To solve the Dyson
equation (Sec. II.A.1.d), we use the second-order scheme (Ap-
pendix A) for the Volterra integral-differential equation.
To install the codes, download the tar file from Supplemen-
tary Material and untar them in a certain working directory:
$ tar zxvf noneq-dmft.tar.gz
It generates the subdirectories ‘cxx’ and ‘fortran’, which
contain the C++ and Fortran codes, respectively. To compile
them, one needs the FFTW library for fast Fourier trans-
formation, which can be downloaded.1 One should specify
the path for the FFTW library in the make file, which is by
default set to /usr/local. To build the code, execute make
in the directory in which it is installed:
$ make
If the build is successful, it generates an executable file
a.out. It requires input parameters, which are listed in
the file parm.sh. In the sample programs, the parameters
‘dos’ (density of states) and ‘solver’ (impurity solver)
are restricted to be ‘semicircular’ and ‘IPT’ (iterative
perturbation theory), respectively, while the other parameters
can be freely changed. After choosing the parameters, run the
program by typing:
$ ./parm.sh
During the execution, it outputs a measure of the DMFT
convergence (|G0 new-G0 old|) as well as the time up to
which the system has been evolved. After the simulation has
finished, it automatically creates the following output files:
density
double-occupancy
interaction-energy
kinetic-energy
total-energy
1 See http://www.fftw.org.
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0.2
 0.22
 0.24
 0  1  2  3  4  5
d(t
)
t
Uf=0.5
Uf=1.0
Uf=1.5
Uf=2.0
Uf=2.5
Uf=3.0
FIG. 32 The results of the sample program for the time evolution of
the double occupancy d(t) after interaction quenches from Ui = 0 to
U f with β = 16.
In Fig. 32, we show some results obtained with the sample
program. These results can be used to check the correctness
of the program output.
The sample programs have been designed and implemented
by N. Tsuji, one of the authors. The codes can be used and
modified for non-commercial purposes, but their use must be
acknowledged in publications with a citation to this review
article.
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