We study the statistics of local energy minima in the configuration space of two-dimensional lattice Coulomb glasses with site disorder and the behavior of the Coulomb gap depending on the strength of random site energies. At intermediate disorder, i.e., when the typical strength of the disorder is of the same order as the nearest-neighbor Coulomb energy, the high energy tail of the distribution of the local minima is exponential. We furthermore analyze the structure of the local minima and show that most sites of the system have the same occupation numbers in all of these states. The density of states (DOS) shows a transition from the crystalline state at zero disorder (with a hard gap) to an intermediate, probably glassy state with a Coulomb gap. We analyze this Coulomb gap in some detail and show that the DOS deviates slightly from the traditional linear behavior in 2D. For finite systems these intermediate Coulomb gap states disappear for large disorder strengths and only a random localized state in which all electrons are in the minima of the random potential exists.
Introduction
Possible phases and the corresponding dynamic behaviors of strongly correlated disordered systems remain among the central unresolved issues. Doped semiconductors in the insulating state are exemplary systems, endowed with strong long range Coulomb interactions and strong disorder. It was hypothesized that their combined action imposes a glassy phase, resulting in the term electron or Coulomb glass [1] . Ever since, the Coulomb glass has been a subject of intensive research; see [2] . However, despite impressive developments, a consistent picture of its nature is still not available and consensus on the interrelation between its inherent properties, like the Coulomb gap, slow dynamics, and ageing, and the nature of the low lying metastable states and the mechanism of hopping transport is not yet achieved. A classic qualitative derivation [3] of the Coulomb gap induced in the single-particle density of states due to pair correlations remains the major result in the field.
One of the main characteristics of the glassy state of an infinite system is the existence of an infinite number of low lying states (valleys in the rugged free energy relief) separated by barriers growing infinitely in the thermodynamic limit. This picture emerged from the study of the infinite range interaction model for spin glasses (Sherrington-Kirkpatrick spin glass) [4] and was later shown to imply an ultrametric structure of the configurational space [5] .
There was important recent progress in relating the appearance of the Coulomb gap in electron systems to the generic glassy behavior [6] , where a lattice model of spinless interacting electrons in the presence of randomness was considered and a non-linear screening theory was formulated to tackle Coulomb gap formation and its relation to glassy freezing. The formation of the glass phase with a large number of metastable states was identified via the emergence of a replica symmetry breaking instability.
In [7, 8] , the connection between the glass phase characteristics and a Coulomb gap was argued for, noting that within the locator approximation the correlated electron system shares several key properties with the Sherrington-Kirkpatrick spin glass. Remarkably, recent experimental studies of low frequency resistance noise in silicon inversion layers indicated glassy freezing and the presence of long range correlations, consistent with the hierarchical picture of glassy dynamics [9] .
In this paper we re-examine in the first part the distribution of local minimal states (which we define as states that are energetically stable against all single-particle jumps) of the lattice model for a disordered Coulomb system (cf [10] ), using an improved minimization algorithm which is explained in detail. We show that the high energy tail of the distribution of the numerically found local minimal states of the system can be fitted with an exponential distribution and study the structure of these local minima to some detail. The overlap between all local minima obtained is calculated and shows that the number of difference sites of two arbitrarily chosen states is almost invariant (7.4% for a 100 2 -site system). A spatial analysis of the overlap reveals that the occupation numbers of most sites (about 75% for a 100 2 -site system) are frozen in all local minima. It has been suggested [11] that flips of local, multi-site aggregates are responsible for the low frequency noise of such systems. We tried to identify such aggregates by identifying localized clusters of sites that appear in two different occupation states in our set of local minima. However, we were not able to identify such aggregates from analyzing the overlaps of our local minimal states. The numerically obtained overlap map of the calculated minima rather suggests that a transition between two minima has to occur by a global rearrangement of electrons on all 'active' sites (sites which have a non-frozen occupation number throughout all minima). Since the total number of local minima for the 100 2 -site system studied is probably very large (the number of all possible states is of order 10 3008 ), we cannot prove that the idea of such aggregates is wrong; we could have missed identifying them in the set of 20 000 analyzed minima. More work is needed to reveal the mechanisms of the low temperature dynamics of Coulomb glass systems.
In the second part, the distribution of addition or single-particle energies of these low energy local minima for a half-filled Coulomb glass is analyzed numerically for differing disorder strength. For small disorder strength the systems exhibits a hard Coulomb gap in this density of states (DOS) indicating a global crystalline electron structure, whereas at intermediate values a linear Coulomb gap forms (glassy/microcrystalline structure) which vanishes for strong disorder (random localized state) at finite disorder strength in finite systems. We analyzes the 'linear' Coulomb gap for a large set of single-particle energies (of order 10 8 ) and found that it follows a power law with exponent close to 1.23 rather than the classical linear behavior.
In the last part of the paper we study the width of the hard gap Δ h with increasing disorder U, starting with an initial Wigner crystal configuration. This crystalline structure is stable for U < U c , which manifests itself in a linear decrease of Δ h and breaks down at U c where Δ h drops to zero.
Model and simulation
In the present work we study the low energy properties of the lattice Coulomb model with on-site disorder potential (no positional disorder). The Hamiltonian for this system is defined as where i and j label the lattice sites, r ij = |r i − r j |, Uα i with α i ∈ [−1; 1] define the quenched uniformly distributed random site energies, and n i are the occupation numbers (values 0 or 1) with average ν. Apart from the site energies ε i , another energy associated with a single site is useful to introduce: the energy difference needed to add an additional electron to an empty site of the system or remove one from an occupied site: the addition energy. Assume that the system is in a state with energy H m and that at an unoccupied site i (i.e., n i = 0) an additional electron is inserted into the system. The energy needed for this process is given by
If we neglect the change of the filling factor ν inH m this energy can be written as
This expression is equivalent to the 'single-particle energy' proposed by Efros and Shklovskii [3, 12, 13] :
For an occupied site this expression gives the energy needed to remove the electron from this site.
In this paper, we are interested in the static low energy properties of model (1). Therefore, the central numerical method which is used here is the minimization algorithm which we describe in some detail in the following. First, the system is initialized with a state according to the filling factor which is either a random distribution of electrons or, in the second part of the paper, with an ordered crystalline configuration.
The most important elementary process which is needed for the minimization algorithm is the pair exchange. It is necessary to have an efficient way to calculate the total system energy difference of the states before and after an exchange of particles/holes. We denote the initial energy as H and the energy of the system after an electron has been moved between sites k and l asH. The occupation numbers are n i andñ i with
with γ lk = Θ(r M − r kl ) where Θ(x) is the Heaviside unit step function. r M denotes the maximal interaction radius in the simulation and therefore restricts the sums for the Coulomb interaction parts. Since we use sufficiently large systems here, we set r M = L/2 and therefore avoid Ewald summation for the Coulomb interaction. Using the occupation number relations and the site energies of H the above expression can be written as
or, in terms of the addition energy,
The minimization algorithm consists of several steps. In the initial step all nearestneighbor (NN) pair exchange energies for one site are calculated and the exchange which lowers the total energy most is executed, resulting in a complete recalculation of H. All sites in the system are addressed by a random permutation of the site indices. If no NN pair exchange in the whole system can lower the system energy further, an addition energy optimization is performed, meaning that first the electron with the maximal addition energy of all occupied sites Δε max which according to (6) lowers the system energy. Second, we calculate the differences δ of Δε (1) max and the addition energies of all occupied sites. If δ < e 2 /a all possible pair exchanges within a radius of e 2 /δ are checked (see (6) ) and the one minimizing the energy most is executed. After this step we start over again until no further pair exchange is possible, i.e., all possible pair exchanges in this final state lead to an increase of the system energy. We define these final states as local minima in the present work. Additionally, multi-site exchanges can be checked using expressions similar to (5) or (6) . Additionally to pair exchanges, we checked compact four-site aggregates, and found that those cannot lower the system energy significantly and can be neglected in the following considerations. The simulations were performed for two-dimensional systems of size (number of lattice sites) N between 50 2 and 1000 2 with periodic boundary conditions and filling factor ν = 0.5. In the following we use dimensionless units: distances are measured in units of the lattice constant a and the disorder strength U and Coulomb energy in units of e 2 /a.
Statistics of the local minimal states
In the first part we study the distribution of the local minima states of the lattice model (1) at intermediate disorder strengths. We consider the system in which the disorder spread, U, is equal to the Coulomb interaction at the distance of the lattice constant, i.e., U = 1.
In general, the behavior of the systems depends on the interplay between disorder and Coulomb interaction: for vanishing disorder the system has a crystalline structure which goes over to glassy behavior upon increasing U. With U = 1 we believe that we are well into the glassy regime. Energy distribution of local minimum states of systems of size N in half-log representation with a linear fit (i.e., an exponential distribution) at the high energy tail. Left: for 8 × 10 6 local minima of a N = 50 2 system. The black diamonds represent the 'square root' of the distribution (in arbitrary units), i.e., a straight line here would indicate a Gaussian distribution. While at the central peak it is close to that, the right tail shows a clear curvature, and we conclude that the tail is not Gaussian. Right: for 2 × 10 4 local minima of a N = 100 2 system. As a guide to the eye a Gaussian distribution at the maximum is shown (dashed red curve). For the low energy tail not enough data points are available for a reasonable analysis.
Starting from many initial random distributions of electrons we use the minimization algorithm to calculate the local minimal states. The distribution of the energies for those states is shown in figure 1 (right) for 20 000 local minimum states of the N = 100 2 system used for the analysis of overlaps (see below). It seems that the high energy tail can be fitted with an exponential law, n min (E) ∼ e −E/E 0 . In order to further substantiate this claim we repeated the procedure for a smaller system (N = 50
2 ) which allows us to get better statistics (8 × 10 6 minima). The results are shown in figure 1 (left) and confirm that the high energy tail is better fitted with an exponential than a Gaussian.
Additionally to the two distributions discussed, with good statistics, we calculated the distributions of many more system sizes N between 50 2 and 100 2 as well as for 150 2 and 200 2 systems. For all these distributions we calculated the mean energy E m and standard deviation (figure 2 (left)) as well as the collapsed distribution, where we shifted the distribution by E m and rescaled the axis by the standard deviation σ ( figure 2 (right) ). E m shows clearly a linear dependence on the system size N = L 2 , whereas σ shows a square root dependence on N. The linear behavior of E m on N shows that the energy is an extensive variable, as would be expected if the system could be considered as a sum of individual subsystems weakly interacting with each other. In the presence of long range Coulomb interactions this is not obviously the case, and our results show that for the local minimal states screening is sufficient for this to happen. Using this picture, it follows directly from probability theory that the square of the standard deviation would be the sum of all variances of the subsystems and therefore lead to the square root dependence on N. At this point we remark that the number of calculated local minimum states represents only a small fraction of all possible metastable states of the systems considered. However, in the absence of correlation between the energy of a minimum and the probability of reaching this minimum using our algorithm, our histograms will still be representative. At the present time we are checking this correlation, and our preliminary results for small systems indicate some correlation. More work is required to verify this and to understand how the correlation scales with the system size. We also plan to understand the relation between our algorithm for finding local minima and a physical relaxation process (modeled by a kinetic Monte Carlo algorithm).
For all computed minima of the N = 100 2 system, we also calculated the normalized site occupation number difference The distribution of Δ αβ , i.e., the fraction of the system which have different occupation numbers for two different minima, is shown in figure 3 (left) . For the filling factor used, 0.5, about 7.4% of all sites (not only the occupied ones, as shown in [10] ) have different occupation numbers when comparing different minima. This can be seen in the spatially resolved 'activity' map in figure 3 (right) : the color coded regions show the places in the system where electrons/holes differ between different local minima-the color is determined by the numbers of differences between all calculated low energy states at a particular site. One sees that the occupation numbers of most sites are frozen in all local minima (about 75% of all sites have the same occupation in all local minima). In order to understand the structure of the local minima, we compared the occupation numbers of all sites i which have the same local occupation difference counts α,β Δ αβ (i). There are only a few of these collections of sites which have more than four sites, but even these do not represent n-site aggregates, which are collections of n sites fixed throughout all statespossibly spread over the whole system-having only two complementary states. This observation suggests that transitions between different local minima occur through global rearrangements of electrons on the active sites and in particular cannot be understood in terms of flips or inversions of different n-site aggregates.
Due to the small-compared to the total-number of local minima, we cannot exclude the possibility that n-site aggregates are important for the low temperature dynamics of Coulomb glasses. However, the study of these transitions at finite temperatures is beyond the scope of this work and will be the subject of further investigations.
Coulomb gap
In the second part of the paper we analyze the dependence of the density of states of the local minima on the disorder strength U. It is clear that a crystalline configuration defines the ground state of the system for U = 0, meaning that all occupied/free sites have the same (negative/positive) addition energy Δε max . In the opposite limit U → ∞ the disorder potential dominates the Coulomb interaction such that the electrons are in the minima of the random potential and therefore the addition energies are uniformly distributed (see figure 4 (lower, right) ). Increasing the disorder strengths also decrease Δ h until the low temperature DOS approaches the linear/quadratic Coulomb gap for intermediate disorder strength for 2D/3D systems, respectively [13] . In figure 4 (top) the DOS for a 2D N = 1000 2 is shown-the (apparently) linear dependence is stable for a certain interval of U. As mentioned before, all simulations are done for half-filling ν = 1/2 which results in the symmetrical structure of the DOS.
The above is the classical Efros-Shklovskii picture [3, 13] for states which are stable against single-particle jumps or pair exchanges-which we can easily reproduce with our algorithm. However, a closer look at the Coulomb gap at U = 1 reveals deviations from this well known linear behavior of the Coulomb gap: we calculated the averaged DOS for 56 local minima of a N = 1000 2 system in order to get a good statistical foundation, and analyzed the gap in a log-log representation. Although not visible in the linear representation, the gap shows a |Δε| α behavior with an exponent α = 1.23 ± 0.02 rather than α = 1, see figure 5 . First indications of this deviation were already reported in [14, 15] , however with rather low, non-conclusive accuracy. In order to understand this discrepancy, further analytical studies are needed.
In the following we study the transition from the crystalline state to the Coulomb glass state with increasing disorder strength in more detail. Therefore we start the minimization algorithm with the two possible crystal configurations for half-filling at given U and calculate the hard gap at the end. The average of these is plotted in figure 6 . One clearly sees a sharp transition of Δ h at a critical disorder strength U c to zero. For the simulated system of size N = 256 2 we have U c ≈ 1/4. Below U c , Δ h decreases linearly since Δε (1) max ∝ Uα max + E c with α max ≈ 1 and E c = −e 2 /aU c,max = const being the Coulomb certain active sites and in particular cannot be understood in terms of flips or inversions of different, independent n-site aggregates. However, due to the large number of possible local minima states, the possibility of a role of aggregates in the dynamics cannot be excluded completely. Finally, we studied the distribution of addition energies of these low energy minimal states for a half-filled Coulomb glass at different disorder strengths. For small disorder strength the systems exhibits a hard gap in the density of states (DOS) indicating a global crystalline electron structure, whereas at intermediate values an apparently linear Coulomb gap forms (glassy/microcrystalline structure) which vanishes for strong disorder (disordered electron distribution). The crystalline structure is stable for U < U c , which manifests itself in a linear decrease of Δ h with a breakdown at U c where Δ h drops to zero. The value found numerically for U c is in agreement with a simple consideration of the stability of the addition energy in infinite systems.
An interesting observation is the deviation of the Coulomb gap from the classical Efros-Shklovskii behavior at intermediate disorder strength. However, further analytical investigation of this result is needed.
