Functional data analysis has became an increasingly popular class of problems in statistical research. However, functional data observed over time with serial dependence remains a less 
Introduction
Functional data analysis has received much attention over the last few decades, and has been widely applied in many fields, including medical science (Houghton, Flannery, and Vola, 1980;  Xialu Liu is Assistant Professor, Management Information System Department, San Diego State University, San Diego, CA 92182. Email: liuxialu0328@gmail.com Aue, Noriho, and Hörmann (2012) , Horváth and Kokoszka (2012) , Horáth, Kokoszka, and Reeder (2012) , Berkes, Horváth, and Rice (2013), and Hörmann, Horváth, and Reeder (2013) .
In this article, we develop a new class of functional time series models called the convolutional functional autoregressive (CFAR) models, along with its associated estimation procedure using splines and sieve methods. As a special case of the FAR model, our model provides an intuitive and direct interpretation of the dynamics of a stochastic process. It assumes that the function at time t is a result of the sum of convolutions of the past functions and convolution functions plus a noise process, mimicking the autoregressive process commonly used in scalar time series. It is also an extension of the vector autoregressive process. For the FAR model, Bosq (2000) proposed a Yule-Walker type estimator of the autocorrelation operator, obtained using functional principal component analysis. In contrast, our method fully exploits the advantage of the convolution structure and the assumption that the impact of the past on the present is smooth. Both simulated and real examples show that the sieve estimator outperforms in estimation and prediction. The paper makes contributions to the literature in three aspects. First, we proposes a new class of functional time series model, and introduces the sieve estimation of the autoregressive operators.
Second, we establish the central limit theorems and convergence rates for the convolution function estimators. For the FAR model, Bosq (2000) only contained consistency, and a partial result on the weak convergence of the autoregressive operator. Third, we develop model building and model validation procedures for CFAR models, while the study of FAR models is less complete due to lack of specific model assumptions.
The rest of the paper is organized as follows. In Sections 2 and 3, the CFAR model and the associated statistical inference procedures are introduced. The asymptotic theories are developed in Section 4. Simulation results are presented in Section 5 and a real example is analyzed in Section 6. All proofs are collected in the Appendix.
We first introduce some notations. For a vector µ, pµq i denotes its i-th entry. For a matrix A, pAq ij denotes its pi, jq-th entry. Without loss of generality, we only consider time series on the function space L 2 pr0, 1s, B r0,1s , λq, abbreviated as L 2 r0, 1s, where B r0,1s is the Borel σ-field, and λ is the Lebesgue measure. For a function f P L 2 r0, 1s, }f } :" }f } 2 denotes its L 2 norm. If f is also continuous, we use }f } 8 to denote its maximum norm. We consider the following classes of smooth functions: Lip h r´1, 1s " tf P r´1, 1s : |f px`δq´f pxq| ď M δ h , M ă 8, 0 ă h ď 1u, Lip ζ 2 r´1, 1s " tf P C r r´1, 1s : f prq P Lip h r´1, 1s, ζ ą 1, r " tζu, h " ζ´ru, If f P Lip ζ 2 r´1, 1s, then ζ is called moduli of smoothness of f p¨q.
Convolutional Functional Autoregressive Models
A sequence of random functions X " pX t , t P Zq in L 2 r0, 1s is called a convolutional functional autoregressive model of order p, denoted by CFAR(p), if
φ i ps´uqX t´i puq du`ε t psq, s P r0, 1s,
where φ i P L 2 r´1, 1s for i " 1, . . . , p, are called convolution functions, and ε t are i.i.d. OrnsteinUhlenbeck (O-U) processes defined on r0, 1s, following the stochastic differential equation, dε t psq " ρε t psqds`σdW s , ρ ą 0, and W s being a Wiener process. φ i ps, uqX t´i puq du`ε t psq, s P r0, 1s.
From a pointwise view, the function at time t and point s is a weighted sum of p past functions plus noise. The CFAR(p) model is a special case where the weight functions for the argument s are determined by the relative locations with respect to s. More specifically, φ i ps´¨q is the i-th weight function for the argument s.
Remark 2. For functional data, it is common to assume that it is continuous for both practical and technical reasons; see Ramsay and Silverman (2005) . For this reason, we choose the noise process with continuous sample paths. To reduce model complexity, we also require spatial dependence to be stationary. Due to these considerations, we assume that the error processes ε t follow the O-U process, which is Gaussian with the following covariance structure: ε t ps 1 q " N p0, σ 2 2ρ q, Corrpε t ps 1 q, ε t ps 2" e´ρ |s 1´s2 | , @s 1 , s 2 P r0, 1s.
To account for spatial heteroscedasticity, we can include a variance function of the noise process in the model. φ i ps´uqX t´i puq du`wpsqε t psq, s P r0, 1s,
where wpsq is a heteroscedasticity function for the noise process. We note that O-U process is just one of many possible choices here. Other noise process, including various Gaussian processes, can be used here, though we do require a parametric family for our estimation procedure. Our asymptotic results is derived under O-U process but can be extended to other noise processes.
If all the convolution functions tφ i p¨q, i " 1, . . . , pu are continuous, X t is also continuous, but not differentiable. The skeleton of X t p¨q, excluding the noise process, defined as f t psq "
In model (1), convolution functions tφ i p¨q, i " 1, . . . , pu allow various sample paths of the X t p¨q process, Figure 1 shows two simulated examples. The top panel uses φpsq " 1, s P r´1, 1s, and X 0 p¨q " 0 and the bottom one uses φpsq " Ips ą 0q, s P r´1, 1s, and X 0 p¨q " 10. Both use ρ " 5, σ 2 " 10. The solid lines and dashed lines are X t p¨q and f t p¨q, respectively, t " 1, 2, 3 and 100.
In the top panel, since φp¨q is a constant function, f t p¨q is simply the average of X t p¨q hence a constant function. In the bottom panel, φp¨q is an indicator function on p0, 1s, so the skeleton of f t psq would be a partial integration of X t´1 p¨q on the left of s in r0, ss. At s " 0, X t p0q contains no information of X t´1 , but only noise; as s increases, the weight φps´¨q increases and information carried by X t psq on X t´1 p¨q increases as well; at s " 1, X t p1q is the integration of the function X t´1 p¨q in the entire range of r0, 1s plus noise. It is worth noting that the process in the top panel is nonstationary. We start at X 0 " 0, but X t p¨q becomes explosive as time increases. The process shown in the bottom panel is stationary. Although we start at a large value, X 0 psq " 10 for case(ii), the process becomes close to 0 when t " 100.
Definition 1. A sequence of random functions X " pX t , t P Zq in L 2 r0, 1s is (weakly) stationary, if the mean and covariance functions do not vary with time, i.e., for @h P Z, s 1 , s 2 P r0, 1s, EpX t ps 1" µps 1 q, and CovpX t`h ps 1 q, X m`h ps 2" CovpX t ps 1 q, X m ps 2 qq.
Theorem 1 presents a sufficient condition for the stationarity of CFAR(1) models.
Theorem 1. The CFAR(1) process X " pX t , t P Zq, defined in (1) is (weakly) stationary, if
Here weak stationarity is actually equivalent to strong stationarity, since we assume that the noise process is Gaussian. It is easy to see that }φ} 2 2 ă 1 is also a sufficient condition for stationarity. However, the condition in Theorem 1 is a weaker one, since for any s, ş 1 0 φ 2 ps´uqdu ď ş 1 1 φ 2 puqdu. Note that ş 1 0 φ 2 ps´uqdu is the sum of squares of the convolution weight of X t´1 p¨q to obtain f t psq.
The preceding condition can be generalized to provide a sufficient condition for the stationarity of CFAR(p) models.
Theorem 2. The CFAR(p) process X " pX t , t P Zq defined in (1) is (weakly) stationary, if all the roots of the characteristic function
are outside the unit circle, where
Condition in Theorem 2 is similar to the sufficient condition for scalar AR(p) models to be stationary, replacing the AR coefficients by the maximum of the norms of the weight functions φ i ps´¨q, s P r0, 1s.
Corollary 1. Assume the CFAR(1) process X " pX t , t P Zq satisfies (3). Define a sequence of functions on r0, 1s 2 :
Then X t has the following functional MAp8q representation
Corollary 2. The CFAR(p) process X " pX t , t P Zq satisfies (4). Define a sequence of functions on r0, 1s 2 :
Then X t has the following representation
Corollary 1 and Corollary 2 are derived from Theorem 3.1 and Theorem 5.1 of Bosq (2000) directly. This is similar to that of the stationary scalar AR(p) case when there is no intercept in the model. To include nonzero mean function µp¨q, we can use X t psq´µpsq "
Estimation, Prediction and Order Determination
For simplicity, we assume that each X t p¨q is observed at discrete points, s " n{N , n " 0, . . . , N , for time t " 1, .., T .
Estimation
Since the convolution operator guarantees continuous path of X t p¨q, we approximate it by linearly interpolating the observations. For any s P r´1, 1s, if s n´1 ď s ă s n , let r X t psq " ps n´s qX t ps n´1 q`ps´s n´1 qX t ps n q 1{N .
Linear interpolation is used to approximate ş φ i ps´uqX t´i puqdu since X t p¨q is continuous but not differentiable.
We approximate the unknown convolution functions φ i p¨q using B-splines. Specifically,
where tB k,j p¨q, j " 1, . . . , ku are uniform cubic B-spline basis functions with k degrees of freedom.
Plugging in the linear interpolation of X t´i p¨q and B-spline approximation of φ i p¨q into (1), we haveε t,n :" ε t ps n q « X t ps n q´p
Let r ε t " pr ε t,0 , . . . , r ε t,N q 1 . We can rewrite (10) as r ε t " X t psq´M t r β k , where M t " pM t,1 , . . . , M t,p q, M t,i is an pN`1qˆk matrix with entries pM t,i q nj " ş 1 0 B k,j ps n´u q r X t´i puqdu, and r β k is a ppkqˆ1 vector with entries r β k " p r β 1 k,1 , . . . r β 1 k,p q 1 , and pβ k,i q j " r β k,i,j . Since B k,j p¨q are fixed and known functions, M t is known, given the observations. Under the O-U process, for equally spaced s n , tε t ps n q, 0 ď n ď N u follows an AR(1) process with AR coefficient e´ρ {N and covariance matrix Σ, where pΣq ij " e´ρ |i´j|{N σ 2 {2ρ. Therefore, β " tβ ij , i " 1, . . . , p, j " 1, . . . , ku, σ 2 , and ρ can be estimated by maximizing the approximated log-likelihood function,
where
After reparameterization, the objective function can be written as
where ϕ " e´ρ {N , ω " σ 2 {2ρ, Σ 0 " 2ρΣ{σ 2 , epβ, ϕq " ř T t"p`1 ε 1 β,t Σ´1 0 ε β,t , and Σ 0 is the correlation matrix of tε t ps n q, n " 0, . . . , N u.
Given β and ϕ, the maximizer of w is
Hence max β,ϕ,ω
where c is a constant and
Then this problem becomes a one-parameter optimization problem, and the estimator of ϕ can be easily obtained by maximizing (14). Together with (13) and (15), we have the estimators for σ 2 , ρ, β. Consequently, the convolution function φ i p¨q can be estimated by p φ k,i p¨q "
Remark 3. With the linear interpolation, our method can deal with irregularly spaced ts n , n " 0, . . . , N u as well. It can also be extended to cover the situation that at different times, X t are observed at different spatial locations, as long as certain uniformity conditions are satisfied. For ease of theoretical analysis, we assume equally spaced ts n " n{N u at every time t.
Remark 4. Comparing with the method proposed by Bosq (2000) that combines Yule Walker estimation and functional principal component analysis, our method exploits the assumption that the convolution functions are smooth, and takes advantages of the convolution structure. Both simulated and empirical examples show that our method provides more accuracy predictions when model is correctly specified.
Fitted values
Given estimated φ i p¨q, the continuous process X t p¨q can be interpolated more precisely than the simple linear interpolation. By taking advantage of information from the observed tX t ps n q, n " 0, . . . , N u and the Markovian property of the O-U process, we obtain a better approximation of X t p¨q. Specifically, for a fixed s P ps n , s n`1 q, let r f t psq "
and let r Xt psq " r f t psq`´e´p ρps´snq e´p ρps n`1´s q¯p Σ´1 0¨X t ps n q´r f t ps n q
where p Σ 0 is the estimated correlation matrix of ε t ps n q and ε t ps n`1 q, with diagonal entry 1 and off-diagonal entry e´p ρ{N . When s " s n , r Xt psq " X t psq. Here r f t p¨q is the estimated skeleton of X t p¨q process, and X t ps n q´r f t ps n q is the approximated residual process.
Remark 5. Plugging (17) into (16), we can fit r f t`1 p¨q, and r Xt`1psq iteratively. However, empirical results show that its impact is minor with large N .
Prediction
Given X 1 , . . . , X t , the least squares prediction of X t`1 psq is
where r Xt`1´ip¨q is the fitted processes of X t`1´i p¨q in (17). The residual is defined as
In addition, if X t`1 p¨q is partially observed at s " 0, 1 N , . . . , s˚, the prediction of X t`1 psq, for s P ps˚, 1s can be obtained by
where p X t`1 psq is from (18).
Determination of the B-spline approximation order
As in all nonparametric estimation, smoothness choice is crucial in balancing the estimation bias and variance (Ruppert, Sheather, and Wand, 1995; Fan and Gijbels, 1996) . For spline methods, the tuning parameter is the number of degrees of freedom k (Zhou et. al, 1998; Huang, 2003) . We propose to choose k to minimize the out-sample rolling forecasting error instead of the typically used cross validation criterion due to the time series nature of our problem. Specifically, for a given k, and each t " T 0 , . . . , T , we use data tX h ps n q, h " 0, ..., t´1, n " 0, . . . , N u, observed before time t to estimate the convolution functions using B-spline with k degrees of freedom, and obtain the prediction of X t ps n q, p X k,t ps n q as in (18). Define an overall squared rolling forecasting error Spkq "
The optimal k is chosen to be the one that minimizes Spkq.
CFAR order determination
F-test can be constructed for hypothesis testing of the significance of the convolution functions as well as for CFAR order determination. For testing H 0 : φ r`1 p¨q " . . . " φ p p¨q " 0 vs H 1 : not
where SSE pf q and SSE prq are sum of squared estimated residuals of the approximated model in (10) for full CFAR(p) and reduced CFAR(r) model respectively, for an optimally chosen k.
Specifically,
where p Σ 0 is the estimate of Σ 0 , the correlation matrix of ε t psq, whose pi, jq-th entry is e´ρ |i´j|{N , from full and reduced models, respectively; tp ε t,i ps n q, t " p`1, . . . , T, n " 0, . . . N u, i " 1, 2 are the residuals of the full and reduced models, respectively. This test can be used for model specification. We begin with the CFAR(1) model, and sequentially add more lags of X t , until the newly introduced lag is not significant.
In addition, define the cross-sectional residuals of ε t , e t ps n q " ε t ps n q´e´p ρ{N ε t ps n´1 q.
Under our model, te t ps n q, n " 1, . . . , N u is a white noise process, for t " p`1, . . . , T . Let p e t ps n q " p ε t ps n q´e´p ρ{N p ε t ps n´1 q. Hence, the features of tp e t ps n q, n " 1, . . . , N u, can be studied with standard residual analysis for time series model validation.
Theoretical Properties
We study the asymptotic properties of our estimator as both N and T go to infinity. Then we discuss how the bias and asymptotic variance of the point estimate of the convolution function φ i psq would decrease and increase respectively, as the number of spline basis functions k approaches infinity.
Sieve Framework
In this section we formulate our method under the sieve estimation framework.
The sieve method is designed for estimation of a parameter in an infinite-dimensional space Θ. Often optimizing the objective function over the parameter space cannot be directly solved.
Instead, we optimize the function over a sequence of subspaces tΘ k , k P Z`u, which are called sieve spaces. If the sieve spaces satisfy certain conditions, the sequence of estimators, called sieve estimators, is expected to be consistent, as the complexity of sieve spaces goes to infinity with the sample size, see Chen (2008) , Halberstam and Richert (2013) .
The parameter space Θ for CFAR(p) models contains all the functions in L 2 r´1, 1s that satisfy the stationary condition specified in Theorem 2. The sieve space, Θ k , used to approximate the parameter space Θ, is defined as
and tB k,j p¨q, j " 1, . . . , ku are the uniform cubic B-spline functions defined on r´1, 1s with k degrees of freedom. In other words, S k is the cubic spline space with k´4 uniform interior knots at t´1,´1`1{m, . . . , 1´1{m, 1u, where m " pk´3q{2.
The population objective function to maximize is,
where ε t psq " X t psq´ř p i"1 ş 1 0 φ i ps´uqX t´i puqdu, and Qpφ, σ 2 , ρq is the expectation of loglikelihood of the O-U process ε t p¨q; see Rao (1999) . Define the population objective function
where ε t psq " X t psq´ř
When X t p¨q is only observed at discrete points, with (8) we have the sample objective function Q k,T,N pβ, σ 2 , ρq as in (12), then the sieve estimator in space Θ k is
Asymptotic Properties for CFAR(1) Models
Let Q k be the linear operator defined in Section 6.4 of Schumaker (1981) , which maps Cr´1, 1s
Theorem 3. X t is a stationary CFAR(1) process defined in (1). p β k and r β k are the B-spline coefficients of p φ k and r φ k . Assume φ P Lip ζ 2 r´1, 1s with ζ ą 1. Then with given σ 2 and ρ, as T Ñ 8 and N 2 {T Ñ 8, ?
Γ´1 k µ k , and the entries in u t , z t , A t , µ k and Γ k are listed as follows
where γpu, vq " CovpX t puq, X t pvqq, and A is a bivariate functional operator, A : C 1 r´1, 1s b
Theorem 3 provides the asymptotic distribution of the estimated B-spline coefficients when the dimension of the sieve space is fixed. We note that the asymptotic result does not involve N directly. As long as N goes to infinity fast enough with T such that N 2 {T Ñ 8, the error introduced by the linear interpolation is of a smaller order.
As a consequence of Theorem 3, we have the following central limit theorem for the pointwise estimate of the convolution function when k is fixed.
Corollary 3. Assume φ P Lip ζ r´1, 1s with ζ ą 1. For each fixed k, define B k psq " pB k,1 psq, . . . , B k,k psqq 1 , and
Then as T Ñ 8 and N 2 {T Ñ 8,
Theorem 4. Assume φ P C ζ r´1, 1s, where ζ ě 2 is an integer. Then as k Ñ 8, and
where ζ 0 " mintζ, 4u.
Theorem 4 shows that the asymptotic bias converges with rate Opk´ζ 0`3 {2 q, where k is the number of basis functions, which reflects the complexity of the sieve space; and ζ is indicates the smoothness of the convolution function. We note that even if ζ ą 4, the use of cubic splines is not able to take advantage of the additional smoothness. The asymptotic variance grows at the rate Opkq as k increases. This is a common phenomenon that the model complexity controls the trade-off between bias and variance. When k is small, the bias dominates, since there are not enough knots to approximate the convolution function. When k is large, the variance dominates, and the estimation of extra B-spline coefficients introduces too much variability. Theorem 4 also hints on the selection principle of the number of knots. When the convolution function is smooth, a small k is favorable; when the sample size is large, we can afford to have more knots.
Remark 6. By balancing the bias and variance, the optimal convergence rate of the estimation error is attained at k -OpT 1{p2ζ 0´2, then both the squared bias and variance will be OpT´2
If the moduli of smoothness of φ is greater than 4 and k " OpT´1 {4 q, the optimal convergence rate is OpT´5 {12 q. If B-splines with higher order are adopted, the estimator is expected to converge faster.
Asymptotic Properties for CFAR(p)
The asymptotic properties of the estimators of CFAR(p) models are very similar to these of
Theorem 5 provides the bound of the B-spline coefficients estimation error, and is a higher dimension version of Theorem 3.
Theorem 5. Assume X t is a stationary CFAR(p) process defined in (1). Let p β k and r β k be the
2 r´1, 1s with ζ i ą 1, for i " 1, . . . , p. Then with given σ 2 and ρ, as T Ñ 8 and N 2 {T Ñ 8, ?
T
The entries in u t , z t , A t , b k and Γ k are listed as follows
for i, j " 1, . . . , k and l, h " 1, . . . , p, where γ q pu, vq " CovpX t puq, X t`q pvqq, q P Z.
The central limit theorem for the point estimate of the convolutions functions is obtained as a consequence of Theorem 5.
and as T Ñ 8 and N 2 {T Ñ 8.
The behavior of the asymptotic bias and variance as k increases is similar with the CFAR (1) case, as shown in the next theorem.
Theorem 6. Assume φ i P C ζ i r´1, 1s with ζ i ě 2. It holds that as k Ñ 8,
where ζ 0 " mintζ 1 , . . . , ζ p , 4u.
Simulations
In this section, we illustrate the performance of the proposed estimators, demonstrate the impacts of k, T and N , and compare our models with FAR models through two simulated examples.
For each model, we generate the functional time series and estimate the convolution functions, with 100 repetitions. The performance of estimation is evaluated by the integrated squared error,
Consider a simple CFAR(1) model with the convolution function φp¨q being the normal density function with mean 0 and standard deviation 0.1, truncated at r´1, 1s. For the noise process, we use ρ " 5 and σ 2 " 10, and assume that they are known. We summarize the results for different combination of (k, N , T ) in Table 1 . We also use figures to demonstrate various features of the model and the method. Most of the figures are based on a typical data set, whose estimation error is the median value among the 100 simulated sets. For the plots we set N " 100, T " 100, and consider various k.
The second column of Table 1 shows the estimation performance of φp¨q with different combination of pk, N, T q. If T and N are fixed, as k increases, the average of E decreases first, due to the improvement of sieve approximation, and then increases because of the introduction of extra B-spline coefficients. If k and N are fixed, as T increases, the estimates become more accurate and stable since the average and standard error of E decrease. The error E decreases approximately at the rate of 1{T which confirms the theoretical results. If k and T are fixed and N is small, increasing N improves the performance of the estimators. However, when N is large enough, E stays at the same level. Because of the strong spatial correlation in the error process, denser observations do not provide much extra information.
The third and firth columns of Table 1 display the sums of squared out-of-sample forecasting errors for CFAR and FAR models, respectively. It is seen that our method has a better prediction accuracy when model is correctly specified. The last column reports the frequency of the determined order p p using the F test in Section 3.5 is the correct order p p " p for 100 data sets. It is seen that the sequential F-tests performs reasonably well.
Figures 2 to 4 demonstrate the results for the chosen typical data set. predicted X t p¨q using (18) from time 2 to 9, using k " 15, T " 100 and N " 100. The predictions (dotted lines) are close to the skeletons (dashed lines). Also note that the noise process is large in magnitude with strong spatial correlation, hence a direct smoothing of X t p¨q will be far away from the true skeleton f t p¨q. Figure 3 demonstrates the use of out-of-sample rolling forecasting in choosing k, for T " 100,
T 0 " T {2 and N " 100 . The left panel of Figure 3 displays the sum of squared forecasting error across k for the typical data set. For small k, the forecasting error is very large, due to the lack of knots to approximate φp¨q well. As the complexity of the sieve space k increases, forecasting error reduces very quickly, until the minimum prediction error is reached. After that, the error increases gradually with k because of the variability introduced by the extra splines. It is interesting to note that when k is odd, the prediction error is smaller than that when k is even.
This is due to the fact that φp¨q and its second derivative reach their maximum value at 0. The estimate benefits from a knot at 0 when k is odd. The right panel of Figure 3 shows a histogram of the 100 optimal k of the 100 data sets.
Figure 4 displays the estimated φp¨q for the typical data set when k takes different values.
As expected, the accuracy of the estimate improves first and then becomes worse as k increases.
The top panels show the estimates when the bias dominates, and the bottom panels show the estimates when the variance dominates.
Example 2. This simulated example is based on the estimated model obtained for the real data example presented in Section 6. Here we consider a CFAR(2) model, and an irregular setting with different observation locations at different times and a spatially nonstationary noise process. We set φ 1 psq " 15ps`0.7qps`0.3qps´0.3qI tsď0.3u`3 ps´0.3qps´1.3qI tsą0.3u and φ 2 psq " 15ps`0.6qps`0.4qps´0.2qI tsď0.2u`7 ps´0.2qps´0.5qps´0.8qI tsą0.2u . By examining the variance of the real data in Section 6, the heteroscedasticity weight function of the noise process as defined in (2) is chosen as
Let N t " 40`m t , where N t is the number of observations at time t, and tm t u are generated independently from the Poisson distribution with mean 5. The observation location ts 0 , . . . , s Nt u at time t are generated independently from the uniform distribution on r0, 1s. We set ρ " 1, and σ 2 " 2, but assume they are unknown. We also choose k " 6 for the estimation.
The simulation results are summarized in Table 2 . The estimates of convolution functions, ρ and σ 2 improve as T increases, as shown in the columns 2-5 of 
Data Analysis
A European call option is a contract which gives the holder the right to buy an underlying asset at a specified strike price on a specified expiration date; see Hull (2006) . Its value is determined by the volatility of the underlying asset and other directly observed parameters including risk-free rate and maturity, in the most widely used Black-Scholes pricing formula; see Black and Scholes (1973) Our aim is to construct the volatility curve against moneyness, study its evolution dynamics, and make forecasts.
The left panel of Figure 5 displays the implied volatility curves as functions of moneyness over time, where the volatility smiles are clearly demonstrated, since deep in-the-money or out-themoney options have larger implied volatility than others. As the expiration date approaches, the implied volatilities of at-the-money options decrease, those of out-the-money options increase, and the location where the volatility curve reaches a minimum value approaches to 1 from the right side, as shown in the top left panel of Figure 5 . It indicates that the process may not be stationary, so we eliminate this trend before fitting the CFAR model by taking Z t psq " X t ps`τ t {500q, and
. . , T , where τ t is the time to maturity, X t psq is the implied volatility with moneyness s, and r Z t p¨q is the linear interpolation of Z t p¨q as defined in (8). All the curves Y t p¨q are transformed to have the common support r0, 1s, and they are plotted in the right panels of Figure 5 . The standard deviation function of X t p¨q is plotted in top left panel of Figure 6 , which shows that data for deep in-the-money and out-the-money options are much more volatile than those of at-the-money options. Therefore, we set a heteroscedasticity function (26) for the noise process when modeling tY t u.
The p-values of the sequential F-tests for testing H 0 : φ i " 0 vs H 1 : φ i ‰ 0 for i " 1, 2, 3
in Table 3 indicate that CFAR(2) model should be used to fit the data. The top right panel of Figure 6 displays the sums of squared out-of-sample forecasting errors against k where out-ofsample forecasting period is from T 0 " p4{5qT to T . The number of basis functions k is chosen to be 6, where the error reaches its minimum value. The bottom left and bottom right panels of Figure 6 display the estimated φ 1 and φ 2 , respectively.
Set the residuals as p ε t ps i q " X t ps i q´p X t ps i q wps i q p e t ps i q " p ε t ps i q´e´p
The sample spatial autocorrelation functions of tp e t ps i q, i " 2, . . . , N t for t " 3, . . . , 38 are shown in Figure 7 . Overall, most of the sample autocorrelations of p e t p¨q are not significant, which implies that the CFAR(2) model fits data well.
One-step-ahead out-of-sample forecasting error of X t p¨q is used to compare the prediction performance of the estimated CFAR(2) model with the FAR model by Bosq (2000) and the functional random walk model, where p Y t`1 ps i q " 0 (i.e. p X t`1 ps i q " X t ps i q), @s i P r0, 1s . Table   4 shows the estimated ρ and σ 2 using the CFAR (2) 1938e´04 Figure 1: Plots of X t p¨q and f t p¨q, t " 1, 2, 3, 100 with two models in Section 1. Figure 2: Plots of predicted X t p¨q when k " 15, N " 100, and T " 100, t " 2 to 9, for the typical data set for Example 2. The solid lines are X t p¨q; the dashed lines are f t p¨q; the dotted lines are the predictions; the black circles are the observations. 5, 7, 11, 15, 19, 101 for the typical data set for Example 2. By Lemma 3.1 in Bosq (2000), X t is stationary.
Proof of Theorem 2:
Let H p r0, 1s be the Cartesian product of p copies of the random function space Hr0, 1s. The norm in H p r0, 1s is defined as
where I denotes the identity operator, ∆ i is a convolution operator associating with φ i , i.e.
And all the roots of the characteristic function are eigenvalues of the matrix K. Let λ max be the maximum eigenvalue in modulus of K, and |λ max | ă 1. Hence, there exists an integer j, such that }∆ j } ď }K j } ă 1. By Theorem 5.1 in Bosq (2000), CFAR(p) model is stationary if (4) is satisfied. Lemma 1. Let f, g P Lip ζ 2 r´1, 1s, and ζ ą 1, ts 0 " 0, s 1 , . . . , s N " 1u is an equally spaced partition of r0, 1s. For any u, v P r0, 1s, let f u and g v be pN`1qˆ1 vectors, f u " pf ps 0´u q, f ps 1´u q, . . . , f ps N´u1 , g v " pgps 0´v q, gps 1´v q, . . . , gps N´v1 . Σ is defined in Section 3.1, where pΣq ij " e´ρ |i´j|{N σ 2 {2ρ.
where ζ 0 " mintζ, 2u, and A is the binary functional operator defined in (25).
Proof: Define ϕ " e´ρ {N . From Sutradhar and Kumar (2003) , it is known that
Using Cholesky decomposition and rearranging the rows and columns, we are able to find U and prove that Σ´1 "
And we have
Ug v has a similar expression, hence
pf ps n´u q´ϕf ps n´1´upgps n´v q´ϕgps n´1´v" 2ρ σ 2 f p´uqgp´vq`2 ρ p1´ϕ 2 qσ 2 N ÿ n"1 rf ps n´u q´f ps n´1´u qs rgps n´v q´gps n´1´v qs 2ρ p1´ϕ 2 qσ 2 N ÿ n"1 p1´ϕq rf ps n´u q´f ps n´1´u qs gps n´1´v q 2ρ p1´ϕ 2 qσ 2 N ÿ n"1 p1´ϕqf ps n´1´v q rgps n´v q´gps n´1´v qs
Since f, g P Lip ζ 2 r´1, 1s, |f 1 puq´f 1 pvq| ď M |u´v|, if ζ ě 2; |f 1 puq´f 1 pvq| ď M |u´v|´ζ`1, if ζ ă 2, for some positive constant M . It follows that
Similarly, we obtain L 3 " ρ σ 2
0 f ps´uqgps´vqds`OpN´ζ 0`1 q. Using integration by parts, we have
Lemma 2. If the CFAR(1) process X " pX t , t P Zq satisfies (3) and φ P C 2 r´1, 1s, we define γ h pu, vq " CovpX t puq, X t`h pvqq, then there exists a positive constant ι which only depends on φ and ρ such that:
(ii) }γ h } 8 ď σ 2 ικ |h| for h P Z.
and when h " 0, for any u 1 , u 2 , v P r0, 1s,
and when h " 0,
BuBvˇˇˇˇ,ˇˇˇˇB 2 γpu, vq
Proof: By Cauchy-Schwarz inequality, for any u, v P r0, 1s,
Hence, Lemma 2(i) can be proved inductively.
By the definition of Ψ, for h ě 2, 
By Corollary 1, the covariances γpu, vq have the expression:
It follows that, for any u, v P r0, 1s,
where d " maxtd 2 1 , d 2 κu. For h ě 1, the autocovariances γ h pu, vq " CovpX t puq, X t`h pvqq is given by
Hence, for h ě 1, we have
Lemma 3. The CFAR(1) process X " pX t , t P Zq satisfies (3). Let ε0 be an i.i.d. copy of ε 0 , and Xt be obtained by replacing ε 0 with ε0 in the definition of X t . If f : r0, 1s 2 Ñ R be a continuous function, and set }f } 8 :" max u,v |f pu, vq|. Define
f pu, vqX t puqX t pvq dudv, and Yt "
Then, for each q P N and q ě 1, and t ě 0,
Proof: By Cauchy-Schwarz inequality,
Proof of Theorem 3: Define δ t p¨q " X t p¨q´r X t p¨q. For any function f P Cr´1, 1s, denote pf˚gqpuq " ş 1 0 f pu´vqgpvqdv. We first observe that X t can be decomposed as
Let r v t and r w t be two pN`1q-dimensional vectors whose i-th entries are pr k˚r X t´1 qppi´1q{N q and pφ˚δ t qppi´1q{N q respectively. Let ε t be the pN`1q-dimensional vector whose i-th entry is ε t ppi´1q{N q. The estimator p β k can be decomposed as
If we represent ε t puq as
then similar to proof of Lemma 1, we get
The vector-valued process u t`zt`At b k is a stationary process. For any fixed unit vector θ P R k , by Lemma 3, the physical dependence measures defined in Wu (2005) of the process θ 1 pu t`zt`At b k q decay geometrically fast, and therefore the martingale approximation used in
Wu (2005) can be applied to obtain the central limit theorem for ř T t"2 θ 1 pu t`zt`At b k q. By the Cramer-Wold device, we have
where Υ k is the long-run variance of the process u t`zt`At b k .
Now we prove the claim (A.4). We proceed by showing that each entry of the vector converges to zero in probability. The j-th entry of M t Σ´1 r w t can be written as
By Lemma 1 , there exists a constant c 1 ą 0 such that
Let r γ h pu, vq " CovpX t puq, δ t`h pvqq,γ h pu, vq " Covpδ t puq, δ t`h pvqq, By Lemma 2, there exists a constant c 2 ą 0 such that
It follows that
so it suffices to prove ř T t"2 y jt " o p pT 1{2 q, where
By (A.8),
Ey jt "
The autocovariance is
By (A.8) and Lemma 2, we know there exist a constant c 3 ą 0 such that
It follows that .10) Combining (A.9) and (A.10), and using the condition T " opN 2 q, we have ř T t"2 y jt " o p pT 1{2 q, and the proof of claim (A.4) is complete.
The difference between the two expressions in (A.5) and (A.6 ) is due to the approximation of X t by r X t , so the proof of claim (A.6) is in the same fashion of that of claim (A.4). We omit the details.
Lemma 4. The distance of two adjacent knots for uniform cubic B-spline functions defined on r´1, 1s with k degrees of freedom is 1{m, and m " pk´3q{2. Define two pm`4qˆpm`4q matrices P s and V s : Proof: Rescale the uniform B-spline functions,
The support of B q p¨q is rq, q`4s and we denote Bpuq " B´2puq. P s and V s can be written as there exists a constant c 3 ą 0 such that
Thus there exists an s P r3, 4s such thatˇˇˇˇˇ3
On the other hand, there exists a constant c 4 such that for all s P r3, 4s,ˇˇř
. As a result, there exists an interval I α of length c 5 ą 0, which is contained in r3, 4s, such that for each s in this intervaľˇˇˇˇ3
where 0 ă c 6 ă 1 is an absolute constant.
Define the functions:
and let f puq " f 1 puq`f 2 puq`f 3 puq. Using the identity
we have
Similarly, Neuman (1981) showed the Fourier transform of the central spline B´2puq is
Let gpλq " ř m´1 j"4 b j e ipj`2qλ , we have .12) and a similar inequality holds for the Fourier transform of f 3 puq.
We will consider two cases.
Case 1: max λPr0,2{ms |gpλq| ď m |f 1 psq|{3. on the interval λ P rπ{p6mq, 11π{p6mqs, by law of cosines, it holds thaťˇˇ´f 1 psqe isλ`f 3 pm`sqe ipm`sqλˇě |f 1 psq sinpmλq| ě |f 1 psq|{2, and with (A.11) and (A.12), we havěˇˇˇ´f
Therefore, for Case 1, there exists a constant c 7 ą 0, such that when m ě c 7 , it holds that
Case 2: max λPr0,2{ms |gpλq| ą m |f 1 psq|{3. This implies that there exists a λ 0 P r0, 2{ms such that |gpλ 0 q| ě m |f 1 psq|{3 ě c 6 ? m{6. Since b is a unit vector, |gpλq| ď ? m, and it follows that By Zygmund (2002) , the derivative of gpλq satisfies |g 1 pλq| ď m 3{2 . Therefore, on an interval I 1 Ă r0, 3{ms of length c 6 {p12mq, |gpλq| ě c 6 ? m{12. On this interval, it holds thaťˇˇˇż
There exists a c 8 ą 0 such that when m ě c 8 ,ˇˇˇż
.
It follows that
Note that
Similarly, we have b 1 V s b ě 0, so both P s and V s are non-negative definite. Hence, the proof is completed by setting c 1 " maxtc 7 , c 8 u, and c 2 " c 5 6 ρ mintρ 2 , 1u 18252πpρ 2`9 q .
Lemma 5. The minimum eigenvalue of Γ k , defined in Theorem 3 is Opk´1q.
Proof: Γ k could be written as sum of the following four matrices.
In a similar way, we can show that
`2 q be a unit vector, and
and
For each j P D 1 and j ď m´1, by Lemma 4 , There exists an interval I j Ă r´1`j{m,´1`pj`1q{ms of length c 5 {m, such that for each s P I j
By applying reverting the order of the rows and the columns, we can show that for each j P D 1 and j ě m, there exists an interval I j Ă r´1`j{m,´1`pj`1q{ms of length c 5 {m, such that for
So similarly,
Therefore,
and the proof is complete.
Lemma 6. Assume Ξ : r0, 1s 2 Ñ r0, 1s is a function, and satisfies Define the kˆk matrix Λ with the pj, lq-th entry
Then }Λ} " Opk´1q.
Proof: Let S j be the support of B k,j , and let S jl be the set of s which makes the integral .15) nonzero. Define two subsets of S jl ,
and S jl2 :" S jl zS jl1 . Use λ to denote the Lebesgue measure. Let k " 2m`3, and note that 1{m is the mesh size. For each 1 ď j ď k, we consider the entries in the j-th row of the matrix Λ.
There are three cases.
Case 1. If ||l´j|´m| ď 3, then λpS jl q ď 7{m, and it follows that |pΛq jl | ď C 1 {k, where C 1 is a constant depending only on Ξ. Observe that for each j, the inequality ||l´j|´m| ď 3 only holds for at most 14 different values of l.
Case 2. If |j´l| ď 3, then λpS jl1 q ď 7{m, and integrating (A.15) over s P S jl1 leads to a value bounded by C 1 {p2kq. For s P S jl2 , the integral (A.15) can be written as
Let uj be the left boundary of S j , theňˇˇˇˇż .16) Since λpS jl2 q ď 1, we have |pΛq jl | ď C 1 {k.
Case 3. If 3 ă |j´l| ă m´3, then for each s P S jl1 , it must holds that either S j Ă rs´1, ss or S l Ă rs´1, ss. Similar as (A.16), it holds that for each s P S jl1 , the integral (A.15) has an absolute value less than C 1 {k. For s P S jl2 , since S j and S l has no intersection, we have .17) Since λpS jl1 q ď 8{m and λpS jl2 q ď 1, it holds that
where C 2 is a constant which only depends on Ξ.
Combining these three cases, we see that there exists a constant C 3 which only depends on Ξ, such that }Λ} 8 ď C 3 {k, and }Λ} 1 ď C 3 {k. Therefore,
Proof of Theorem 4: By Corollary 6.26 of Schumaker (1981) , 
Let
S j " ts : λpS j X rs´1, ssq ą 0u, and S j1 " ts P S j : S j Ć rs´1, ssu, S j2 " S j zS j1 . When s P S j1 , it holds thaťˇˇˇż
where C is constant which only depends on ρ, σ 2 and φ. When s P S j2 and 3 ă j ă k´2, using the fact that ş Noticing that λpS j1 q ď 4{m, and combining the previous two cases, we see thaťˇˇˇż It can be shown that the other three terms in the definition of ApB k,j , r k q have the same order Opk´ζq, and hence |pµ k q j | ď Ck´ζ.
By Lemma 5,
It follows that }b k p¨q} 8 ď }B k p¨q 1 b k } 8`} r k p¨q} 8 " Opk´ζ`3 {2 q.
For the statement regarding }σ 2 k p¨q} 8 , it suffices to show that
We proceed by calculating the long-run variances of the three processes u t , z t and A t b k . First we observe that z t is a martingale, and
Varpz t q " Γ k .
The covariance between u tj and u t`h,l is Covpu tj , u t`h,l q " ż r0,1s 4
ApB k,j , r k qpu 1 , v 1 qApB k,l , r k qpu 2 , v 2 q rγ h pu 1 , u 2 qγ h pv 1 , v 2 q`γ h pu 1 , v 2 qγ h pv 1 , u 2 qs du 1 du 2 du 3 du 4 .
By (A.18), we have
ApB k,j , r k qpu, vq ď C ρ k´ζ`1, where C ρ is constant which only depends on ρ. .20) Let B k be the set of the pairs pj, lq such that either |j´l| ď 3, or ||j´l|´m| ď 3. Lemma 2 gives bounds on derivatives of γ h pu, vq. Using these bounds, and a similar argument as the proof of Lemma 6, we can show that there exists a constant c 2 ą 0 such that the absolute value of ( A.20) can be controlled as
c 2 κ 2h {k 2 if pj 1 , l 1 q P B k and pj 2 , l 2 q P B k ; c 2 κ 2h {k 3 if one and only one of pj 1 , l 1 q and pj 2 , l 2 q belongs to B k ; c 2 κ 2h {k 4 if pj 1 , l 1 q R B k and pj 2 , l 2 q R B k .
It can be shown that the other 15 terms have the same bounds, and we omit the details. Let C be a kˆk matrix whose pj, lq-th entry is 1{k when pj, lq P B k , and 1{k 2 when pj, lq R B k , then Therefore, the long-run variance of A t b k is of the order Opk´2 ζ`3 q, and the proof is complete.
Lemma 7. If the CFAR(p) process X " pX t , t P Zq satisfies (4) and φ i P C 2 r´1, 1s for i " 1, . . . , p, then X t " ř 8 j"0 ∆ j ε t´j is a stationary process, where X t " pX t , X t´1 , . . . , X t´p`1 q 1 , ε t " pε t , 0, . . . , 0q 1 , and ∆ is defined in (A.1). There exist three constants ι, t 0 and λ which only depend on tφ i , i " 1, . . . , pu and ρ such that:
(i) }∆ h } ď ιλ h for h ě 2.
(ii) }γ h } 8 ď σ 2 ιλ |h| for h P Z. (2000), it is straightforward to see that X t has the following expression: X t " ř 8 j"0 ∆ j ε t´j . Since we show that }∆ j } 1{j Ñ λ max ă 1 in the proof of Theorem 2, there exists an integer t 0 such that }∆ h } ď λ h , for h ě t 0 , where λ " p1`λ max q{2.
For h ě t 0 , any u, v P r0, 1s, .
We see that Ω 3 is positive semi-definite, and Ω 1`Ω2 " Ω 3`¨Ω´p c´1´1qΩ 11 0 0 p1´cqΩ 22‚
Since Ω ľ c 1 I pq´1qk and }Ω 11 } ď c 2 , it holds that Ω´pc´1´1qΩ 11 ľ pc 1´p c´1´1qc 2 qI pq´1qk .
By taking c " 2c 2 {pc 1`2 c 2 q, we have
c 1`2 c 2 I qk , and the proof is complete.
Lemma 10. Assume that φ 1 , . . . , φ p P C 2 r´1, 1s, The minimum eigenvalue of Γ k , defined in Theorem 5 is Opk´1q.
Proof: For any function Ψ i , denote by pΨ i ε t qpuq the random variable ş 1 0 Ψ i pu, vqε t pvq dv. Define γ 11 pu, vq :" σ 2 e´ρ |u´v| . For each 2 ď i ď p, let γ 1i pu, vq :" Covrε t puq, pΨ i´1 ε t qpvqs and γ i1 pu, vq :" γ 1i pv, uq. For every pair 2 ď i, j ď p, define γ ij pu, vq " CovrpΨ i´1 ε t qpuq, pΨ j´1 ε t qpvqs. Now for each pair 1 ď i, j ď p, define a kˆk matrix Ξ ij , with ph, lq-th entry pΞ ij q hl " Using the representation (7), we know
