Abstract-Apriori algorithm is one of the most popular data mining techniques, which is used for mining hidden relationship in large data. With parallelism, a large data set can be mined in less amount of time. Apart from the costly distributed systems, a computer supporting multi core environment can be used for applying parallelism. In this paper an improved Apriori algorithm for multi-core environment is proposed.
I. INTRODUCTION
Data mining comprises of many techniques, out of which association rule mining is very popular. Association mining involves finding out hidden relationships It has been used in many diverse areas like searching for relevant articles from a document repository [Ji, Y., Ying, H., Tran, J., Dews, P., & Massanari, R. M., 2015], predicting adverse drug reactions after taking inputs from social media [ have been used Limitations with these systems are 1) increased cost due to increased hardware; 2) Decreased throughput of the system due to time taken in communication between multiple processors. The existing association mining techniques should be enhanced to take advantage of commonly available multi core systems. These systems provide the advantage of reduced cost as they are based on shared memory architecture.
Algorithms have been developed to take the advantage of multi core environment [Yu, K. M., & Wu, S. H., 2011]. In this paper Apriori algorithm has been redesigned to gain better performance in multi-core environment. The paper has been organized as following: In section 2 Apriori algorithm, Apriori algorithm with TID table and parallel versions of Apriori are discussed. In section 3, the proposed algorithm and its working with an example is discussed. In section 4 simulation results are explained using two datasets. In section 5 conclusions of this work and future work is presented.
II. RELATED WORK
There are many algorithms which fall in the category of association mining. Of all the algorithms Apriori and FP growth are the most popular algorithms. First we are going to look into the popular algorithms used for association, namely Apriori and FP-growth. After this we are going to study the parallel implementations of Apriori algorithm.
Apriori:
The first serial algorithm of Apriori was proposed in [Agrawal, 
III. PROPOSED ALGORITHM
To take advantage of the multicore architecture of computers, the existing algorithm needs to be modified. And for this parallelism has to be applied. To apply parallelism, data or task parallelism can be used [Garg, R., & Mishra, 2011]. Data contains a set of transactions. Each transaction contains a set of items. In this work data parallelism and scatter gather approach [Holmes, D. W., Williams, J. R., & Tilke, P., 2010] has been used. Data parallelism means splitting the data among multiple cores. Then each core will perform same processing on the data assigned to it.
In the proposed algorithm there are three phases: initial, scatter and gather phase. In initial phase, TID table will be generated. In scatter phase, each core performs its task and generates output. In gather phase, the output generated by each core is gathered and further actions are taken. Table 1 is the database example which will be used to explain the proposed algorithm. Table 3 is the TID table after candidate-2 itemsets has been generated. After this candidate-3 itemsets will be generated using candidate-2 itemsets. Since TID1 ⊄ TID2 and TID1 ⊅ TID2 so TID list not generated for 1,3,4.
Gather Phase:
The main thread prunes the candidate itemsets. If the count of the candidate key is less than the minimum support then the candidate key is discarded. Fig.3 . Gather Phase
IV. EXPERIMENTAL RESULTS
Algorithm is implemented in multicore environment and compared with the algorithm given by author in [Yu, K. M., & Wu, S. H., 2011]. Following are the specifications of the system: Intel(R) Core (TM) i3-4030 CPU @ 1.90GHz, RAM 4GB. Two datasets are used to compare the algorithms. Dataset A has been generated by using IBM data generator [17] . Dataset B is a retail dataset [Tank, D. M., 2014] . Table 4 shows the characteristics of the data set A. Table 5 shows the execution time of MATI algorithm in seconds [Yu, K. M., & Wu, S. H., 2011] and the improved parallel algorithm for dataset A. For this experiment minimum support is varied and then execution time is observed. Fig. 4 is graphical representation of table 5. From the figure it can be observed that execution time is less in case of improved parallel algorithm. The algorithm is evaluated for speedup for multiple cores. Speedup = T(1)/T(n), where T(1) is the time taken in serial execution and T(n) is the time taken by using n processors. It indicates the impact of using multiple processors or cores on the execution time of the algorithm. For computing speedup, dataset is T10I4D10K and support is .03.This experiment is conducted by using serial Apriori algorithm and the improved parallel algorithm. From table 6 it is clear that execution time decreases when using parallel algorithm and speedup increases with increase in number of cores. Fig. 5 is the graphical representation of table 6. As shown in Fig. 5 , speedup increases with increase in number of cores. This indicates that as the number of cores increases the speedup increases. Table 7 shows the characteristic of dataset B. Table 8 shows the execution time of MATI and improved parallel algorithm, for Retail dataset. Fig. 6 is the graphical representation of table 8. Fig. 6 shows that execution time is less in case of the improved parallel algorithm. Table 9 and fig. 7 shows speedup for dataset B. Experiment is conducted with minimum support as 0.03. As per the table and figure, it is evident that speedup increases with increase in number of cores. V. CONCLUSION AND FUTURE WORK Apriori algorithm is one of the popular algorithms used for association mining. The proposed algorithm reduces the execution time of the algorithm by using data parallelism in multi-core environment, which is evident from the experiment results. It has been observed that the proposed algorithm executes in a lesser time in comparison to other such parallel algorithm and serial algorithm. Also it has been observed that speedup increases with increase in number of cores. Thus it can be concluded that with increase in number of cores, execution time of the proposed algorithm will decrease and speedup will increase.
Although an efficient Apriori algorithm for multi-core has been proposed, it can be analyzed from the point of view of load on the cores. Also the load can be managed dynamically, while the algorithm is in execution.
