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The 2012 AAU Workshop on Human-Centered Robotics took place on 15 Nov. 2012, at 
Aalborg University, Aalborg. The workshop provides a platform for robotics researchers, 
including professors, PhD and Master students to exchange their ideas and latest results.  
The objective is to foster closer interaction among researchers from multiple relevant 
disciplines in the human-centered robotics, and consequently, to promote collaborations 
across departments of all faculties towards making our center a center of excellence in 
robotics.  The workshop becomes a great success, with 13 presentations, attracting more 
than 45 participants from AAU, SDU, DTI and industrial companies as well.  
 
The proceedings contain 7 full papers selected out from the full papers submitted 
afterwards on the basis of workshop abstracts. The papers represent major research 
development of robotics at AAU, including medical robots, social, serving robots and 
HRI, and innovative robot design, control and vision technologies as well.  
 
The full papers were reviewed by a board of external reviewers, which include: 
• Dr. Stephane Caro, Institut de Recherche en Communications et Cybernetique de 
Nantes (IRCCyN), France 
• Professor Heping Chen, Texas State University-San Marcos, Texas, US 
• Professor Tomoko Koda, Dept. of Information Science and Technology, Osaka 
Institute of Technology, Osaka, Japan 
• Professor Markus Vincze, Institut für Automatiserungs- und Regelungstechnik, 
TU Wien, Austria 
• Professor Antonios Gasteratos, Dept. of Production and Management Engineering, 
Democritus University of Thrace, Xanthi, Greece 
• Professor Yukiko Nakano, Dept. of Computer and Information Science, Seikei 
Univeristy, Tokyo, Japan 
 
Their time and effort to ensure the quality of the proceedings are greatly appreciated. 
 
 
 
We wish you an interesting reading!  
 
The Workshop Organizing Committee 
 
 Ole Madsen, Matthias Rehm, Jesper A. Larsen, Shaoping Bai 
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Persuasive Educational and Entertainment Robotics 
(PEERs) 
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Aalborg, Denmark 
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Abstract— This paper explores and develops the concept of 
Persuasive Educational and Entertainment Robotics (PEERs) as 
a theoretical framework for designing robots to facilitate 
motivation for play and learning in schools. 
Keywords— Persuasive Design, Human-Robot Interaction, 
Didactic design 
I.  INTRODUCTION  
According to EUROP’s Strategic Research Agenda for 
robotics in Europe, education and entertainment will be among 
the primary areas of application for the advanced robotics of 
tomorrow [1]. Robotic trainers, teachers and playmates will 
interact with us physically and socially and often act as a 
medium – a platform for communication, experimentation and 
collaboration. Research within Human-Robot Learning or r-
learning show that minimally expressive and thus easily 
readable robots can be used to teach children with an autism 
diagnosis how feelings are expressed, experienced and 
interpreted [2-3]. In addition, an increasing number of studies 
within Human-Robot Interaction (HRI) explore the use of 
robots as educational technologies in teaching specific 
curricula such as science [4] and language learning [5]. These 
results suggest that robots, in addition to their intrinsic 
entertainment value, do have a certain ability to facilitate 
motivation for learning. However, few studies have been 
conducted on how the design of these robots (e.g. physical 
appearance, interaction patterns and communication modalities 
etc.) mediate motivation and how this can be used strategically 
to facilitate learning. Thus, a demand for heuristics for 
designing robots to motivate play and learning has emerged. 
This paper argues that the combination of research within 
Human-Robot Interaction, Persuasive Design and didactics can 
provide a theoretical framework for this specific purpose.  
In the following section, key principles within the 
theoretical framework of HRI, Persuasive Design and didactics 
are presented. In section III the concept of Persuasive 
Educational and Entertainment Robotics (PEERs) is introduced 
and related to the previously presented principles. In section 
IV, the applicability of PEERs to the Danish educational 
system is discussed and directions for future research within 
PEERs are proposed.    
II. THEORETICAL FRAMEWORK 
In this section the theoretical frameworks of Persuasive 
Design, Human-Robot Interaction and didactics are briefly 
introduced. Their contribution to the development of PEERs is 
specified and shortcomings identified. 
1. Persuasive Design 
Persuasive Technology as a concept defining technologies 
that aim to motivate attitude or behavior change was first 
introduced in 1998 [6] and established as its own field of 
research in 2003 [7]. Persuasive technology is defined as “any 
interactive computing system designed to change people’s 
attitudes or behaviors or both without using coercion or 
deception”, and the research field of Persuasive Design (PD) 
thus concerns specifically with the design and development of 
these technologies, e.g. to promote a healthier or more 
sustainable lifestyle and thus increase the quality of life for the 
user, the society and the environment. The theoretical 
framework of Persuasive Design revolves around the 
Functional Triad, which describes three different roles that the 
technology can take on and utilize when attempting to motivate 
behavior change [7]. A persuasive technology can thus act as a: 
1. Tool; simplifying or guiding tasks, tailoring the 
interaction to the user, providing the possibility of 
self-monitoring and surveillance, suggesting and 
rewarding behavior 
2. Medium; providing compelling experiences and 
the opportunity to explore complex cause/effect 
relationships through the simulation of 
environments or objects 
3. Social Actor; interacting with the user socially, 
providing feedback and social support, gaining 
trust through similarity or authority and eliciting 
reciprocity (i.e. similar to what has elsewhere been 
termed relational agents [8]) 
Although emphasizing robots as natural social actors, few 
studies within PD investigate the persuasiveness of feedback 
from a robot as opposed to other types of social support [9]. 
The concept of PEERs will thus need to include reflections 
regarding persuasiveness compared to both the teacher and 
other technologies within the educational context. 
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2. Human-Robot Interaction 
In 2003, Socially Interactive Robotics was introduced to 
define robots whose sole purpose is to engage in social 
interactions and the following taxonomy of the characteristics 
and the key components of HRI was developed [10]:    
TABLE I.  SOCIALLY INTERACTIVE ROBOTS (SIR) 
Socially Interactive Robotics 
Attribute Description Example 
Morphology 
Establishes social expectations 
of the interaction and provides 
information about the intended 
use and function of the robot 
Anthropomorphic 
Zoomorphic 
Caricatured 
Functional 
 
Emotions 
Facilitate credibility in HRI and 
serve as feedback to the user 
about the robots internal state. 
Anger, fear, 
sadness, joy, 
surprise, neutral 
and combinations 
 
Dialogue 
 
Exchange and interpretation of 
symbols and information about 
the content and context of the 
interaction 
  
Synthetic 
language 
Natural language 
Non-verbal cues 
 
Personality 
A set of qualities which are 
particularly significant for a 
specific robot.  
Tool (reliable) 
Pet (lovable) 
Character 
Supernatural 
Human-like 
Perception 
 
In addition to features such as 
localization, navigation and 
obstacle avoidance, a social 
robot must possess number of 
perceptual abilities to engage in 
social interaction with humans 
 
Face/gaze 
tracking 
Speech/Gesture 
recognition 
Tone of voice 
User 
Modeling 
 
The ability to create different 
user models so as to adapt to 
and shape the interaction in 
relation to a specific user 
characteristics 
 
Qualifications 
Experience 
Cognitive abilities 
Situated 
Learning 
 
The ability to transfer 
information, skills and tasks 
between robots and humans 
 
Imitation 
Learning  
Intentionality 
 
For people to be able to assess 
and predict behavior in HRI, it 
is necessary that the robot  
expresses intentionality  
 
Targeted behavior 
Theory of Mind 
Joint attention 
  
 Although providing an overview of key components in 
HRI, this taxonomy does not evaluate the different 
characteristics of social robots in relation to the context of the 
interaction, and does not provide a framework for prioritizing 
components when designing robots for a specific purpose. 
Thus, the concept of PEERs must include reflections regarding 
the strategic choice of components in HRI when designing 
specifically for play and learning. 
3. Didactics 
Learning as a concept can be considered both a product, i.e. 
the knowledge, skills, attitudes or values that the learner 
acquires through experience or education, and a process 
through which such product is obtained. In this context, 
didactics relate to the initiation and maintenance of this 
particular process. [11]. It is, however, possible to study 
didactics from many different paradigms and perspectives with 
as many different definitions of learning, which in turn reflects 
different concepts of knowledge and motivation. Thus, this 
section provides only a brief introduction to the three main 
schools; behaviorism, cognitivism, and constructivism and 
argues the latter as the basis for the development of PEERs.  
Behaviorism developed by Thorndyke (1887-1949) and 
Skinner (1904-1990), deals as a psychological discipline only 
with what is observable, i.e. behavior. Behaviorists believe 
human behavior to be predictable and mediated solely by 
external consequences and not by internal motives [12]. Thus, 
a behavioral approach to teaching will be based on pre-
determined goals and a systematic didactic design divided into 
sub processes, which may be the subject of reward. Today 
behaviorism is often criticized as dehumanizing and the 
behavioristic perspective on learning often rejected in didactic 
design [13]. Yet many educational institutions bear a relic of 
this early approach to learning, often through the strategic use 
of “playtime” as a reward and “learning” as punishment 
(detention). It is argued, though, that the otherwise relatively 
mechanical behaviorist learning process can be made dynamic 
through increased reflection on conditioning as something we 
ourselves orchestrate, as is the case with self-reward [14]. 
Cognitivism rejects the idea that a teacher can “load” 
knowledge onto students through various stimuli, and instead 
considers learning as a mental process through which a learner 
constructs new knowledge. Jean Piaget’s (1896-1980) stage 
theory is one of the most important within the field of 
cognitivism [15]. In this theory existing knowledge is 
organized as a series of schemes, which are used to interpret 
new information either by assimilation (unconscious adaptation 
of the outside world to existing understandings and schemes) 
or accommodation (rejection and further development of 
schemes to make sense of the world). According to Piaget’s 
developmental psychology these activities are mutually 
dependent and constantly interacting as part of the learning 
process, but the concepts have since been used to identify 
different forms of learning. The assimilative learning is thus 
articulated as the hallmark of traditional teaching, whereas 
project-based learning has been highlighted as significant 
accommodative learning [16]. 
Constructivism also views learning as a construction, but in 
contrast to cognitivism rejects the idea, that psychological 
development is a progression through stages and emphasizes 
social interaction as the basis for learning rather than mental 
processes. Lev Vygotsky (1896-.1934) is often referred to as 
the founder of the constructivist approach to learning. He 
argued that social interaction has a profound effect on cognitive 
development, and thus that learning is mediated through social 
interaction between the learner and a so-called more 
knowledgeable other and defines the zone of proximal 
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development as the distance between the current capacity of 
problem solving and the potential capacity for problem solving 
under the guidance of or in collaboration with such more 
knowledgeable others [17]. With a constructivist approach to 
learning, developing daily didactic designs thus requires a great 
commitment from the more knowledgeable other in addition to 
a profound knowledge of and ability to adapt to the student’s 
individual zone of proximal development. When designing 
robots that interact with us physically and socially to motivate 
play and learning, it is valuable to view learning as a process of 
social interaction between the learner and a more 
knowledgeable other, and the persuasive potential of the 
didactic design as mediated by and affecting the zone of 
proximal development.  
III. PEER: REVIEWED 
Based on the above reflections on the strengths and 
shortcomings in the existing theoretical frameworks of HRI, 
PD and didactics it is argued, that the combination of the 
principles within these fields of research provides a new and 
useful framework for designing robots specifically to motivate 
play and learning. In addition, the PEERs model (fig. 1) can 
categorize related technologies; A. Persuasive Robotics; B. 
Educational Robotics, and C. Persuasive Learning Designs. 
This creates the opportunity to compare these research fields 
theoretically and compile their respective design strategies and 
principles when designing robots specifically with the purpose 
of motivating play and learning in schools. 
1. Persuasive Robotics 
This term covers the group of robots designed to motivate 
behavior change through social support. This is also referred 
to as Socially Assistive Robotics (SAR) [18], which is most 
often used to describe assistive robotic technologies within 
rehabilitation supporting training not by physical manipulation 
but through social interaction. In addition to the existing 
taxonomy for social robots, the SAR framework includes the 
following concepts; User group; Task; Modality and Role 
[18]. It can be argued, that these concepts defines the overlap 
between PD and HRI which distinguishes SAR from other 
types of social robots, since having a predefined user group 
and task entails a specific (persuasive) intention within the 
design. These taxonomic additions contribute to the PD-
concept of technologies as social actors, as they describe some 
of the benefits that robots have in the intervention when 
compared to humans, such as the use of different modalities 
(text, audio, image, speech and gesture), or the ability to 
assume different roles depending on the user and task. For 
instance, in the field of PD, technologies can take on the role 
as an authority to elicit trust and thus motivation. However, in 
some cases, realizing a persuasive intention requires an 
inverse relationship between user and robot, as is the case with 
the robotic seal Paro, which motivates behavior change by 
taking on the role as the care-receiver when interacting with 
people suffering from dementia, and thus providing these 
otherwise solely care-receiving users the unique opportunity to 
take on the role as the care-giver, providing purpose and thus 
increasing quality of life [19]. 
Fig. 1. Persuasive Educational and Entertainment Robotics (PEERs) terms 
the intersection between Persuasive Design, Human-Robot Interaction and 
didactics. Related fields are; A. Persuasive Robotics; B. Educational Robotics; 
and C. Persuasive Learning Designs 
2. Educational Robotics 
This term represents the relatively small range of robotic 
devices currently used in schools for educational purposes. 
Most often these are modular robots or robotic kits such as 
LEGO Mindstorms [20] used to teach topics within Science, 
Technology, Engineering, and Math (STEM). These robots are 
often highly adaptable, rebuildable and programmable and 
thus facilitate experimentation, reflection and collaboration 
[21]. Research within this application of robotics focuses 
primarily on the embodied learning that such educational 
robots provide and the way in which abstract theoretical 
concepts can be translated through physical interaction and 
bodily experience [22].  
 
3. Persuasive Learning Designs 
This concept share a common goal with what has been 
termed e-learning, technology-enhanced learning [23] or 
computer-supported collaborative learning [24], i.e. the goal 
of enhancing learning through the use of ICT tools. In this 
context, Persuasive Learning Designs (PLD) specifically deals 
with the strategic design of Human-Computer Interaction 
(HCI) to facilitate motivation for learning. Different didactic 
views and paradigms affect the way in which such design can 
be approached, and the vast influence that behaviorism has 
traditionally had on teaching is also reflected in many didactic 
ICT tools, often based on pre-determined goals and a 
systematic (and somewhat rigorous) training process 
concluded with a reward. However, it has been argued, that 
constructive alignment can also be obtained through a 
constructivist rethinking of persuasive and didactic principles 
such as praise and rewards [25, 26]. Concepts within PLD 
such as persuasive learning objects and technologies are being 
explored in depth in [27] and theories and methodologies of 
PLD have been developed in [28].    
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IV. DISCUSSION AND DIRECTIONS FOR FUTURE WORK 
The increasing use of persuasive learning technologies in 
schools provides the opportunity of utilizing strategies 
associated with HCI such as multimodality and adaptivity to 
strengthen teaching within each individual’s zone of proximal 
development. However, not all challenges can be met with 
screen-based persuasive learning designs. These devices are 
often personal and highly individualized and thus may not 
facilitate and support the development of important skills such 
as communication and collaboration. In this relation, the 
potential of PEERs is the possibility that robotic technologies 
in addition to the persuasive (technological) strategies are also 
able to exploit strategies otherwise associated with and limited 
to persuasion in the interaction between humans. Obviously, 
social robots can utilize the persuasive strategies related to 
being a social actor, but with the expansion of the HRI 
taxonomy to include distribution of roles between robots and 
humans, robots can be persuasive in the way in which they 
break down otherwise rigid, social constructions and 
structures and create opportunities for new relations and new 
knowledgeable others. 
To explore the applicability of PEERs in the Danish 
educational system, its design theories and methodologies of 
implementation are currently being further developed in larger-
scale, long-term and cross-contextual case studies in real-world 
educational settings. These studies focus on the persuasive 
potential of PEERs to facilitate interdisciplinary exploration, 
collaboration and reflection and particularly the possibility of 
PEERs as means of both differentiating education and 
gathering students in communities of play and learning across 
individual needs and skills, by creating new relations between 
learners and more knowledgeable others as well as a discourse 
free space for collaborative learning. 
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Design of a Passive Exoskeleton for the Upper Extremity through
Co-simulation with a Biomechanical Human Arm Model
Lelai Zhou, Shaoping Bai and John Rasmussen
Department of Mechanical and Manufacturing Engineering,
Aalborg University
Fibigerstraede 16, 9220 Aalborg, Denmark
{lzh, shb, jr}@m-tech.aau.dk
Abstract— An approach of designing exoskeletons on the
basis of simulation of the exoskeleton and a human body model
is proposed in this paper. The new approach, addressing the
problem of physical human-exoskeleton interactions, models
and simulates the mechanics for both the exoskeleton and the
human body, which allows designers to analyze and evaluate
an exoskeleton for its functioning, effectively. A simulation
platform is developed by integrating a biomechanical model of
human body and the exoskeleton. With the proposed approach,
two types of exoskeletons with gravity compensating capability
are designed for assisting patients with neuromuscular injuries.
Results of the design analysis and optimization are included.
Keywords: exoskeleton, human-centered design optimiza-
tion, biomechanics, physical human-exoskeleton interaction
I. INTRODUCTION
Exoskeleton robots have prospective applications in re-
habilitation and patients assistance. They can help users to
retain independent life by regaining mobility and manipula-
bility.
Exoskeletons can be categorized into two major groups,
passive and active exoskeletons. Several passive exoskeleton
robots have been developed recently. Wilmington Robotic
Exoskeleton (WREX), a two-segment, 4-DOF (degree of
freedom) passive orthosis provided by Nemours [1], is a
modular body-powered orthosis which can be mounted to
a person’s wheelchair or to a body jacket. WREX uses
linear elastic elements to balance the effects of gravity
in three dimensions. A variable impedance powered elbow
exoskeleton named NEUROExos [2] was developed for the
rehabilitation task of stroke patients. The robot utilizes a
double shell link structure and 4-DOF passive mechanism,
which has a perfect kinematic compatibility with the user.
NEUROExos makes use of an adaptive, passive-compliant
actuator through a bio-inspired antagonistic non-linear elastic
actuation system. An upper limb exoskeleton with 3-DOF
shoulder joint and 1-DOF elbow joint has been designed in
[3]. The grounding device can increase resistance through
adjusting the spring length to train more muscle groups.
A number of active exoskeletons were also reported re-
cently. The ARMin III [4] is an arm therapy exoskeleton
robot with three actuated DOFs for the shoulder and one
DOF for the elbow. It was designed to improve the reha-
bilitation process in stroke patients. The IntelliArm [5] is a
whole arm robot, which has a total of eight actuated DOF
and another two passive DOF at the shoulder. Besides, the
IntelliArm has an additional DOF for hand opening and
closing. Several other types of actuated exoskeleton robots
were also proposed, such as ABLE [6], CADEN-7 [7], MGA
[8], RehabExos [9], and Pneu-WREX [10]. A detail review of
the state-of-the-art exoskeleton robots for upper limb could
be referred to [11].
It is realized that a successful design of an exoskeleton
depends on a better understanding of the biomechanics of
the upper extremity motion and sensory mechanisms, which
is a critical problem in the physical human-robot interaction.
Researchers have tried to model the physical human-robot
interaction through musculoskeletal modeling. An attempt
was made to model interactions between the human and
rehabilitation devices by musculoskeletal simulation [12],
where parametric design of devices based on musculoskeletal
performance has been conducted.
In this work, a simulation platform is developed for
the modeling of the physical human-robot interaction of
exoskeletons. The work is conducted based on a preliminary
work present in [13]. Our interest is to design a passive ex-
oskeleton with gravity compensation capability. An advanced
biomechanical model of the upper extremity is developed
by virtue of the AnyBody Modeling System (AnyBody
Technology A/S, Aalborg, Denmark), which allows us to
understand the mechanics of the bio-robotic system, i.e.,
the exoskeleton, and finally to design exoskeletons with
optimized human-robot interaction.
II. EXOSKELETON DESIGN
The exoskeleton utilizes two spring-loaded parallelogram
mechanisms to form a serial linkage to support the human
arm. Such a design is inspired by the similar mechanisms
found in the table lamp stands.
The passive exoskeleton utilizes two parallelogram mech-
anisms with springs to compensate the gravity, as shown in
Fig. 1. In each parallelogram mechanism, the spring is set
co-linearly with the lower bar to save the space for the spring.
The other end of the spring is anchored at the vertical bar,
as A1 or A2 in Fig. 1(b), while passing through B1 or B2.
The springs are installed so that when θe1 = π/2 or θe2 = π ,
the springs have their natural lengths. The distances A1B1
and A2B2 are the elongation of the upper and lower spring,
respectively.
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Fig. 1. Gravity compensation system of the exoskeleton, (a) parallel
structure, (b) schematic diagram of the spring system.
When the lower parallelogram mechanism is balanced, the
torque generated by the gravity force shall be balanced by
the spring force. The equilibrium equation of the mechanism
can be expressed as
m1gc1 cos(θe1)− k1a1h1 sin(π/2−θe1) = 0 (1)
The stiffness coefficient of the spring in the lower parallel-
ogram mechanism can be solved as
k1 =
m1gc1
a1h1
(2)
where m1 is the mass of the lower link, c1 locates the center
of mass, h1 and a1 are the distances from the anchoring and
wrapping point to the joint, as illustrated in Fig. 1. According
to Eq.(2), the spring stiffness k1 required for the equilibrium
condition is independent to the joint angle θe1. A spring with
constant stiffness can be selected for the lower parallelogram
mechanism.
When the upper link is balanced, the moment generated
by the weight is calculated as
TG = m1g(c1 cos(θe1)+ l2 sin(θe2)+ l3)
+m2gc2 sin(θe2)+m3g(c3 + l2 sin(θe2)) (3)
where m2 and m3 are the mass of the upper parallelogram
mechanism and middle link respectively. l2 and l3 are lengths
of the upper and middle links. c2 and c3 locate the centers of
mass of the upper and middle links. The moment generated
by the spring force can be obtained as
TS = k2a2h2 sin(θe2) (4)
Given that TG −TS = 0, the stiffness of the spring is solved
as
k2 =
m1g(c1 cos(θe1)+ l3)+m3gc3
a2h2 sin(θe2)
+
m1gl2 +m2gc2 +m3gl2
a2h2
(5)
The spring in the upper link requires a variable stiffness
in order to statically compensate the gravity at any point,
as the stiffness co-efficient is related to the joint angles θe1
and θe2. If the parameters in Fig. 1(b) are given as m1 = 2kg,
m2 = 3kg, m3 = 1kg, c1 = c2 = 0.2m, c3 = 0.02m, l2 = 0.26m,
l3 = 0.04m, h1 = h2 = a1 = a2 = 0.04m, the stiffness of the
spring has a profile as in Fig. 2.
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Fig. 2. Contour plot of spring stiffness.
III. MODELING OF THE BIO-EXOSKELETON SYSTEM
A bio-exoskeleton system refers in this work to an ex-
oskeleton working cooperatively with human muscles and
nerves. The interaction between the exoskeleton and the
human body determines whether the exoskeleton can imple-
ment the desired functions. A central issue in the modeling
work is thus to simulate the response of human body subject
to external force/torques exerted by the exoskeleton.
The bio-exoskeleton system model consists two modules:
a musculoskeletal model and an exoskeleton model. The
musculoskeletal model deals with biomechanics analysis, and
the exoskeleton model conducts the kinematics and dynamics
simulation.
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A. Biomechanical Modeling
In a musculoskeletal model, the human body is modeled
as a multibody system, in which bones and joints are treated
as mechanical links and joints, while muscles exert force
on the system. It is known that the system is statically
indeterminate, the muscle recruitment can be formulated as
an optimization problem as
min G(f(M))
s.t. Cf = d
f (M)i ≥ 0, i ∈ {1, . . . ,n(M)} (6)
where f = [f(R), f(M)] is composed of a n-dimensional vector
of joint reaction forces f(R) and muscle forces f(M). The
vector d is the external force, and C is a coefficient matrix
generated from the arm anatomy and muscle attachments.
The choice of the objective function G(f(M)) depends on the
muscle recruitment criterion. The possible criteria include
soft saturation, min/max [14] and polynomial muscle recruit-
ment, etc. The polynomial criterion is adopted as
G(f(M)) = ∑
i
(
f (M)i
Ni
)p
(7)
where Ni are normalization factors or functions, which take
the form of muscle strength in this work. The power p
indicates the synergy of muscles. p = 3 is recommended as
it yields good results for most submaximal muscle efforts.
The ratio f (M)i /Ni refers to the muscle activity.
In certain cases of simulations with paralyzed muscles, the
model needs to disable any single piece of muscle. In the
model, a muscle is disabled by setting its isometric strength
to zero. When several muscles are disabled, their forces
are correspondingly set to zero. In return, the equilibrium
equation Cf = d in Eq. (6) implies that the other muscles
must be recruited differently to balance the external load.
When too many muscles are paralyzed, to make sure that
the muscle recruitment always has a solution, weak artificial
muscles are included in the model.
B. Bio-exoskeleton Model
The bio-exoskeleton is developed through integrating the
human arm model and the exoskeleton. A musculoskeletal
model of the right arm was built in the AnyBody Modeling
System. The whole musculoskeletal model is comprised of
39 joints and 134 muscles. The model is derived from the
repository models in AnyBody.
The exoskeleton model was built in SolidWorks and then
exported to AnyBody. Several reference nodes were defined
on the human model for placing the armor and brackets
of the exoskeleton. The mass properties of the exoskeleton
can be calculated in SolidWorks, and redefined in AnyBody
afterwards. All joints need to be defined in AnyBody. The
attachment of the lower parallelogram mechanism to the
wrist was modelled as a spherical joint.
The force in the spring is defined as
Fs = k ∗∆l (8)
where k is the spring stiffness and ∆l is the variation of the
spring length.
When integrating the exoskeleton with the arm model in
AnyBody, the muscle recruitment in Eq. (6) is transformed
as
min G(f(M))
s.t. C∗f = d∗ (9)
where the external force d∗ contains the force generated by
the exoskeleton. The exoskeleton attaching to the arm also
transforms the coefficient matrix C∗.
IV. SIMULATIONS
Simulations were conducted using the model developed.
The motion of the musculoskeletal model uses the motion
capture data of people’s activities of daily living.
A. Arm Motion
The motion data is used to drive the musculoskeletal
human arm model for kinematics analysis. In this work, a
customized motion capture system is built by two KinectT M
sensors. A motion of picking up a cup and drinking is
captured within 3 seconds.
The arm trajectory of the captured motion is depicted in
Fig. 3. In the captured motion, the movement of the two wrist
joints and the elbow pronation were ignored. Only the other
four joints of the human arm are actuated in the simulation.
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Fig. 3. Arm joint rotation in the motion of picking up a cup. (GH denotes
the glenohumeral joint.)
B. Exoskeleton Configurations
Two types of exoskeletons, i.e. Type I and II, are proposed,
as shown in Fig. 4 and Fig. 5. The only difference between
the Type-I and Type-II is the direction of joint 1 (θ1). In the
Type-I, the joints 1, 2 and 3 form a spherical joint. If the
upper arm abducts, the joint 1 rotates to follow the motion
such that the two parallelogram links could not be always in
vertical planes.
In the Type-II, the axis of the joint 1 is set parallel to
joints 2 and 4. In the design, the whole system can be always
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1θ
2θ
3θ
4θ
5θ
Fig. 4. The kinematic model of the exoskeleton (Type-I).
kept perpendicular to the ground. The exoskeleton can fully
exhaust its capability to compensate the gravity in the vertical
direction. The Type-II has a drawback as if the upper arm
abducts externally, the exoskeleton has to leave some space
to the arm in case of collision. Whereas, the Type-I can be
attached to the human arm closely.
1θ
2θ
3θ
4θ
5θ
Fig. 5. The kinematic model of the exoskeleton (Type-II).
C. Exoskeleton Kinematics
With the same human arm motion, the solved exoskeleton
kinematics for the Type-I and Type-II are different, as shown
in Figs. 6 and 7. The kinematic simulation shows that the
Type-II exoskeleton needs more space to the human arm for
effective moving.
The solved trajectories of the Type-I and Type-II exoskele-
tons are shown in Fig. 8 and Fig. 9, respectively.
(a) t = 0s (b) t=1s
(c) t=2s (d) t=3s
Fig. 6. Motion of picking up a cup (Type-I)
D. Design Case
A medical case called brachial plexus injury is studied
in this work. The brachial plexus is a network of nerves
that conducts signals from the spinal cord, which is housed
in the spinal canal of the vertebral column (or spine), to
the shoulder, arm and hand. These nerves originate in the
fifth, sixth, seventh and eighth cervical (C5-C8), and first
thoracic (T1) spinal nerves, as demonstrated in Fig. 10(a).
They innervate the muscles and skin of the chest, shoulder,
arm and hand. Injuries of brachial plexus, or lesions, often
caused by trauma conditions such as traffic accidents can
have serious effect on the mobility of limbs [15].
The branches of the brachial plexus and their associated
muscles are listed in Table I, sorted with respect to their
roots. The spinal nerves and their cord related to brachial
plexus are shown in Fig. 10(a) and Fig. 10(b).
E. Optimization on the Exoskeleton
In this work, the design of the exoskeleton is formed as an
optimization problem through biomechanical simulation. The
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TABLE I
BRANCHES OF BRACHIAL PLEXUS.
No. Nerve Roots From Muscles
1 axillary C5, C6 posterior cord deltoid, teres minor
2 radial C5, C6, C7, C8, T1 posterior cord triceps brachii, supinator, anconeus, the extensor mus-
cles of the forearm, brachioradialis
3 upper subscapular nerve C5, C6 posterior cord subscapularis(upper part 1 2)
4 lower subscapular nerve C5, C6 posterior cord subscapularis(lower part 3 4 5 6), teres major
5 thoracodorsal nerve C6, C7, C8 posterior cord latissimus dorsi
6 lateral pectoral nerve C5, C6, C7 lateral cord pectoralis major
7 musculocutaneous nerve C5, C6, C7 lateral cord coracobrachialis, brachialis, biceps brachii
8 suprascapular nerve C5, C6 upper trunk supraspinatus, infraspinatus
9 long thoracic nerve C5, C6, C7 root serratus anterior
10 dorsal scapular nerve C5 root rhomboid muscles, levator scapulae
(a) t = 0s (b) t=1s
(c) t=2s (d) t=3s
Fig. 7. Motion of picking up a cup (Type-II)
stiffness coefficient of the spring in the upper parallelogram
link is defined as ku. The stiffness of the lower spring is
kl . In the biomechanics simulation, the muscle recruitment
criterion in Eq. (6) and (7) is to minimize the polynomial
function of muscle activation with p = 3. When set p = 1
to Eq. (7), we can get the sum of all the muscles activation.
The objective of the exoskeleton is to reduce the maximal
muscle activation (MMA). The objective function is defined
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Fig. 8. Type-I exoskeleton joint angles in the motion of picking up a cup.
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Fig. 9. Type-II exoskeleton joint angles in the motion of picking up a cup.
as
min
x
f (x) = max
{
∑
i
f (M)i
Ni
}
(10)
x = [ku,kl ]
s.t. min G(f(M))
C∗f = d∗
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Fig. 10. The spinal nerve cords of the nervous system.
There are two design variables in the optimization prob-
lem. The optimization problem is solved by the Complex
method [16], [17]. This optimization problem is wrapped
around the full inverse dynamic analysis of the model. In
each iteration, the maximal MMA is calculated over the
motion duration after inverse dynamics is completed.
V. RESULTS AND DISCUSSIONS
A. Maximal Muscle Activation
The muscle activity is a fraction of maximum voluntary
contraction (MVC). When it exceeds 1, the arm does not
have the strength to complete the required motion. To allow
the simulation to complete in cases of inadequate muscle
strength, weak artificial muscles have been added to the
joints, thus allowing all the cases of lesions to be simulated,
albeit in some cases with very high activation levels.
The maximal muscle activation is calculated for different
nerve lesion conditions. We categorized the muscles into
groups according to the nerve root and origin, as shown in
Table I. For example, if the nerve root C5 has a lesion, all
the muscles list in the table except No.5 will be paralyzed.
The payload at hand is 0.5kg. The calculated maximal MMA
of different nerve lesion is shown in Fig. 11. Note that the
case BASE refers to the motion without any nerve lesion.
It is found that paralyzing nerve C5 or C6 will lead to
very high MMA. It is reasonable as lesion on C5 or C6
paralyzes most of the functional muscles in the upper arm
and shoulder. The highly required muscle activity indicates
that if there is lesion at C5 or C6, it might be hard to design
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Fig. 11. Maximal MMA of different nerve lesion cases.
a pure passive orthosis for the arm. The maximal MMA of
nerve lesions C8, T1, Posterior cord, Lateral cord, Upper
trunk and Root does not exceed 1, such that these nerve
lesions do not need the assistance of the exoskeleton. The
case C7 with a maximal MMA of 25.1 is then selected as
the patient case of the exoskeleton.
B. Optimization Results
Optimization is executed on the Type-II exoskeleton. For
the case C7 in the motion of picking up a cup, we set
a population number of 10 to the Complex method for
executing optimization. The objective convergence tolerance
is 0.001, and the convergence tolerance for the design
variables is 0.001. The maximal muscle activation is reduced
from 25.1 to 0.54 after optimization with 202 iterations. The
convergence of the maximal muscle activation is plotted in
Fig. 12.
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Fig. 12. Optimization of the maximal MMA.
The optimal design variables are obtained as
ku = 5423 N/m
kl = 2774 N/m (11)
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The converging history of stiffness co-efficient is shown in
Fig. 13. The optimization results provide useful information
for the optimal design of the exoskeleton.
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Fig. 13. Convergence of the stiffness co-efficient.
With the optimal parameters, the MMA is calculated for
the case without exoskeleton and the one with the optimal
design, as plotted in Fig. 14. Wearing the optimal designed
exoskeleton, the MMA of the arm is always below 1 in
the motion. The patient can perform the activity with the
proposed exoskeleton.
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Fig. 14. The comparison of the MMA with and without exoskeleton
assistance.
VI. CONCLUSIONS
An approach of designing exoskeletons through biome-
chanics simulation was proposed. The approach integrated
the exoskeleton model with a biomechanical arm model
to optimally design the exoskeleton. Two types of pure
passive exoskeletons were proposed and simulated with the
developed model. The exoskeleton was optimized based on
evaluation of the performance of the musculoskeletal human
arm model. The prototype will be built to testify the model
and validate its application in patients’ daily living.
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ABSTRACT
Much research is directed at developing increas-
ingly efficient and flexible production, and one
important potential advancement is Autonomous
Industrial Mobile Manipulators (AIMM’s). The
idea behind AIMM’s is to have robots that have
the ability to perform a wide variety of tasks,
and which can easily and efficiently be recon-
figured when the requirements changes. In this
paper, the paradigm of skill based programming
is investigated, and in particular how computer
vision abilities can be integrated in this. Three
applications of computer vision developed in a
skill based framework are presented; namely vision
pick, quality control, and fast calibration. All three
are implemented on Aalborg University’s AIMM,
Little Helper, and tested in a real-life industrial en-
vironment at the Danish company Grundfos A/S.
1. INTRODUCTION
The globalization has for several decades moved manufac-
turing jobs from western countries to low-wage developing
countries. This has put pressure on both wages and the
productivity of production in the industrialized countries.
One efficient way of increasing productivity is to automate
production by using robots. A major limitation for the
application of robots is, however, the scale of production.
Construction of an automated production line is a major
investment, and configuration of robots to perform the
required operations is a time consuming task, that must
be performed by highly specialized engineers. Thus, in-
stallation of a new, fully automated production line can
only be justified if the quantity of identical items to be
produced is very large. Robots have therefore proven to
be particularly useful in industries such as in the car
manufacturing industry, where a large quantity of identical
products have to be produced.
For many kinds of production, the amount of identical
items is, however, not large enough to justify investment in
automated robotic production lines. Much research have
therefore been directed towards developing more flexible
types of automation. The organization European Robotics
? This research was partially funded by the European Union project
TAPAS under the Seventh Framework Programme.
Technology Platform (EUROP) published in 2009 a Strate-
gic Research Agenda for European Robotics (SRA), which
outlined areas that European robotics research should
focus on as well as metrics for each area EUROP (2009a,b).
The core requirements for future robotics include:
• Reconfigurability: It must be possible to reconfigure
both robots and other production hardware fast and
easy, to prevent expensive idle time for long periods
between production of (possibly small) production
series.
• Human Robot Interaction: The communication be-
tween robot and human operators must be intuitive
and to an increasing degree use languages and inter-
faces that are natural to humans.
• Autonomy (ability to function in less structured en-
vironments): On a car manufacturing plant, robots
work in highly structured environments, virtually
without any human presence at all. This approach
is not sufficient for smaller production series. Thus,
the robots must have a larger degree of autonomy,
enabling them to perform tasks in dynamic envi-
ronments, that cannot be precisely modeled before
production begins.
One type of industrial robot that is well suited for such a
production scenario, is the Autonomous Industrial Mobile
Manipulator (AIMM). Although AIMM’s are not yet in
industrial use, they are already able to move autonomously
around in changing environment and perform a wide vari-
ety of tasks. Since AIMM’s must be designed to function in
less than fully structured environments, they depend very
much on their ability to sense both objects and the world
around them. The focus of this paper is to investigate
methods to do such sensing by using computer vision in a
fast and easily reconfigurable way.
1.1 Related Research
Ordinary RGB cameras are used to give vision functional-
ity to robots in various fields, including navigation, object
manipulation, and interaction with humans, cf. Hvilshøj
et al. (2009); Guizzo and Ackerman (2012); Nava et al.
(2011). The human visual system includes additionally
information about depth, and several approaches have
been taken to provide this information to robots also,
including stereo vision (Murray and Little, 2000), time-
of-flight (TOF) depth cameras (Klank et al., 2009), and
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depth cameras based on structured light (Siegwart and
Nourbakhsh, 2004). While stereo vision is the closest ana-
logue to the human visual system, it is far simpler to
use active technologies such as TOF or structured light.
With the launch of the Microsoft Kinect in 2010, which
combines an ordinary RGB camera with a depth camera
based on structured light, the price and accessibility of
quality depth video imaging was all of a sudden reduced
dramatically (Shotton et al., 2011; El-laithy et al., 2012).
This dramatically increased the scientific interest in taking
advantage of depth information in combination with RGB
images for all areas, where RGB images was also previ-
ously used Tölgyessy and Hubinskỳ (2010); Benavidez and
Jamshidi (2011); León et al. (2011). Recently, the smaller
but equally powerful competitor Asus Xtion Pro Live was
launched.
Since AIMM’s must have the ability to move between
workstation, calibration to new workstations is a partic-
ular useful aspect, which has also received some attention
in the literature. In 2000, a general method for camera cal-
ibration was developed by Zhang (2000). This has later be-
come extremely popular, due to implementations provided
both for C/C++ in OpenCV and for Matlab in the Matlab
camera calibration toolbox. This is designed specifically
for estimating parameters, intrinsic as well as extrinsic,
for cameras, and not directly applicable for calibration of
robots. Another approach by Alici and Shirinzadeh (2005)
calibrates industrial robots with very high precision, but
this require a laser tracker to be located close to the
calibration point. Thus, it is not suitable for AIMM’s,
which should be able to work in industrial environments
without requiring extensive and/or expensive changes.
Two approaches from Hvilshøj et al. (2010) are specifically
developed to AIMM’s. A fast approach use in addition to
a camera a laser for distance measurements, and a slower
but very precise method makes only use of a camera on the
tool. Both methods have, however, disadvantages: The fast
approach requires that a laser is mounted on the tool of
the robot. More equipment on the tool means less possible
payload, and must therefore be avoided if possible. In
the more precise approach, a large number of images are
captured of a calibration board, and the execution time
is about 60 seconds. If the robot is moving frequently
between workstations, such non-productive time must be
minimized.
A last approach, described in Pedersen (2011), applies
haptic rather than vision based calibration. This approach
is a able to calibrate very precisely in about 30 seconds
by measuring locations on the workstation in three or-
thogonal directions. The disadvantage with this method
is, in addition to the relatively long execution time, that
the workstation must be have large surfaces in all three
directions. Also, it is only applicable on robots with force
feedback control.
1.2 Skill Based Computer Vision
A traditional and widely used way of programming robots
is the Sense-Plan-Act (SPA) paradigm (Nilsson, 1993).
Using this, the robot moves between the three states:
Sense, plan and act. In the sensing state, information from
sensors are used to update and maintain a world model.
In the planning state, high level logic plans on basis of this
world model what the robot has to do, and in the acting
state the plan is carried out, typically using control theory.
Two limitations of the SPA paradigm is that it does not
well support reusability of code, and that the complexity
of maintaining a complete world model can be very high.
The paradigm of robot skills attempts to counter both
limitations of the SPA paradigm by introducing a layered
architecture, where each layer executes its own SPA loop.
The idea of using layers to provide better possibilities for
reusing code was presented as early as in 1986 by Brooks
(1986), but research to provide even more reusable and
more generic solutions continue, cf. Gat (1998); Bjorkelund
et al. (2011). In the skill paradigm, programming is divided
in three layers. Different naming conventions exist, and
here the layers are named device primitives, skills, and
tasks. The purpose of the layered programming structure
is to wrap the difficult and low level robotic knowledge
in the lower levels, allowing non-expert users to focus on
teaching tasks on a much higher level.
In the ongoing research project ’Little Helper’ at Aalborg
University, AIMM’s have been developed on the basis of
the skill paradigm since 2008. In close collaboration with
both academic and industrial partners, it is attempted to
make the technology ready for industrial use.
In this paper, the integration of computer vision in the skill
based framework is presented. The vision algorithms are
implemented using a commercial computer vision system
based on Labview as well as the open source library
zbar, and the focus here is on how to integrate and use
this in the skill based robotic framework. First, the skill
paradigm and the vision system applied are described
in detail. Subsequently, three developed applications of
computer vision are described: A generic pick skill using
vision, quality control integration, and a fast calibration
based on recognizing QR codes. Finally it is discussed how
the results can be generalized, and where future research
should be directed. The results presented in the paper are
from a midway demonstration in the EU project TAPAS,
performed in a factory owned by the Danish company
Grundfos A/S.
2. METHODS
2.1 The Concept of Robot Skills
The architecture in the skill paradigm used here consists
of three layers:
(1) Device primitives: Basic functions of one device,
such as the robot, tool or a camera. Example: Open
gripper.
(2) Skills: A predefined sequence of device primitives,
that form a coherent action. In Björkelund et al.
(2011), a skill is defined as “productive sensor-based
robot motions”. Example: Pick up object O1.
(3) Tasks: Responsible for achieving the overall goals of
the robot, while at the same time completely decou-
pled from the internals of the robot. The robot itself
can thus in principle be replaced without replacing
the task layer, as long as the new robot provides the
same skills. Example: Pick up 10 units of object O1 at
location L1, and place them in a bin at location L2.
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It does only make sense to execute a place skill, if the robot
is holding an object. This means that a precondition for a
place skill is, that an object is held. In general a skill has
both pre- and post-conditions, and the skill only functions
if these are met. This property is in general called that
skills are situated.
In the skill paradigm, each skill has a teach and an execute
phase. If the user wants the robot to pick up an object of
type O1 from location L1, a pick is chosen and taught.
After teaching is completed, the robot is able to execute
the same skill, thus picking a new object of the same type
from location L1 on its own. Prerequisites include here
include that the robot is already located at (or close to)
location L1, and that an object of type O1 is present at
the location.
2.2 Flexible Setup with External Computer Vision System
The computer vision system used here is based on the
Vision Builder software in Labview. It is able to perform a
large number of 2D vision tests, and it employs an intuitive
interface, allowing non-experts to configure it with very
little training. A screen image is shown in Figure 1.
This paper is, however, not concerned with the vision
system itself, but with the integration and use of vision
systems in general in the skill based robotic framework.
The vision system is not installed on the robot itself.
Instead, a protocol based on TCP/IP has been developed,
which allows the robot to communicate with an external
vision system. To be able to integrate the robot in different
kinds of production lines, support for both local camera
(mounted on the robot) as well as external cameras has
been included in the protocol. For the experiments using
the vision system that are described here, two cameras
are used; one placed on the tool of the robot, and one
fixed at an assembly cell. Both cameras are of the type
DMK 31BF03-Z2, which have motorized zoom and a
resolution of 1024×768. The first camera is used to detect
and pose estimate rotor caps to be able to pick them
up, while the fixed camera is used to perform quality
control during assembly. Each of these cases are presented
in the following subsections, along with the remaining
experiment; providing fast calibration by pose estimation
of QR codes.
2.3 Generic Vision Pick
The developed vision pick skill consists like all skills of a
training and an execution phase. In the training phase, the
following parameters are taught:
Fig. 1. Vision detection system in execution mode.
Start and end position of camera: These positions de-
fine both the route the camera will take when searching
for an object to pick up, as well as an acceptance region
for objects. During execution, the robot will move the
camera from the start towards the end position. With
short intervals, the robot will stop and grab an image
in search of an object to pick up. Whenever an object
has been found, it is calculated if the object is located
in the acceptance region; between the two points. If this
is the case, the robot cancels the movement towards the
endpoint and picks up the object instead.
Detection height: Height of the feature, that the vision
system is able to detect.
Grasping height: Appropriate height for grasping the
object.
All the required parameters are taught by manually mov-
ing the robot arm around, and thus no programming skills
are required. The parameters are illustrated in Figure 2.
The principle for execution is to first capture an image,
and then try to detect the location of a particular feature
on the object to pick up in this image. This 2D position
can be transformed into a 3D vector from the camera’s
focal point to the image plane, by applying the intrinsic
parameters of the camera. By extending this vector, it will
ultimately intersect the plane with the (taught) detection
height, as illustrated in Figure 2. If this 3D intersection
point is located in the acceptance region, the object can be
picked. An additional height; the grasping height, is taught
during training, and this enables the robot to grasp the
object on a suitable position. The algorithm for execution
of the vision pick skill is described in detail in Table 1.
Fig. 2. Execution of the vision pick algorithm require
the parameters pcam,start, pcam,end, hdetect, and hgrasp
which are shown in the figure. All the parameters are
specified during teaching.
The setup is shown in Figure 3 for two different locations.
The Figures 3(a) and 3(c) show the robot searching for
rotor caps, while Figure 3(b) and 3(d) show the robot
actually picking up a robot cap. Note that the same skill
is used at the different locations; only the parameters that
are set during teaching differ.
2.4 Quality Control
As with the vision pick skill, also the quality control
is developed by utilizing the vision system described in
Section 2.2. Thus, both cameras on the robot as well as
external cameras can be used. Configuring quality control
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(1) Move camera to (taught) start position, pcam,start.
(2) Capture image and send it to the vision system.
(3) Vision system detects object in the (2D) image, and
returns this position to the AIMM.
(4) IF the AIMM does not receive a valid position
THEN
• Move camera one step along the line from pcam,start
to pcam,end.
• IF the camera already was at pcam,end
THEN the skill has failed
ELSE continue at 2.
(5) Calculate a 3D line from the camera through the
(undistorted) image location, received from the vision
system.
(6) Calculate the intersection point between the line and
the horizontal plane with the (taught) height hdetect.
This gives the 3D position of the object in camera
space.
(7) Transform the object position from the camera space to
the robot’s base space.
(8) Replace the height of the position with the (taught)
value, hgrasp, to make the robot grasp the object at a
suitable location.
(9) Project the object position on the line between
pcam,start and pcam,end.
(10) IF the projected object position is between pcam,start
and pcam,end
THEN pick up the object at the calculated 3D position
ELSE the object position is not in the acceptance
region, continue at 2.
Table 1. Algorithm for execution of vision
based pick skill.
(a) Search for rotor caps (b) Pick up of rotor cap
(c) Search for rotor caps (d) Pick up of rotor cap
Fig. 3. Execution of vision pick skill. The robot captures
images while moving in (a). The images are send to
the quality control system shown in Figure 1, and
whenever a rotor cap is detected, the robot picks it
up, as shown in (b). Figures (c) and (d) show the same
skill executed at a different location.
is mainly done at the vision system, and the robot itself
only needs to know the name of the particular test to
perform. In the skill framework, quality control can in
general be viewed as a post-condition check, and if this
fails, appropriate handling must be implemented. For the
tests described here, this can either be to report an error,
or to wait a short while and try again. The algorithm for
execution of the developed quality control skill is shown in
Table 2.
(1) The AIMM signals to vision system to perform (taught)
quality control.
(2) Vision system performs control, and replies
success/failure.
(3) IF success
THEN the AIMM continues
ELSE perform appropriate error handling (wait and try
again, or call operator).
Table 2. Algorithm for execution of quality
control skill.
2.5 Fast calibration
As mentioned in the introduction, the purpose of this
skill is to provide calibration in three dimensions, faster
than the existing calibration approaches developed by
Hvilshøj et al. (2010), which have durations of 10 seconds
and above. This is attempted by using the Kinect-like
camera Asus Xtion Pro Live, that provides calibrated
and undistorted images in both RGB and depth. In our
approach, the calibration is implemented as a unique skill,
thus having both a teaching and an execution phase. The
phases are, however, almost identical. The purpose of both
teaching and execution is to find the coordinate system
of the (fixed) QR code; the QR frame. Subsequently all
locations must be given relative to this frame.
When initiating the calibration skill, the RGB images from
the Xtion camera are searched for QR codes. There are
several libraries available that provide this functionality,
and here zbar is chosen, because this directly provide the
location of the corners in the images. When a QR code
has been found, the depth at each corner of the QR code
is averaged over a number of images, and the QR code’s
coordinate system can then be calculated as:
x =
c0 − c3
|c0 − c3|
(1)
y =
c2 − c3
|c2 − c3|
(2)
z =
x× y
|x× y| (3)
where cn is the location of the n’th corner of the QR code,
and the corners are numbered clockwise.
To be able to work in this coordinate system it must be
converted into a complete transformation matrix. This
is done by calculating a translation and a rotation. The
translation tQR is defined by the center of the QR code,
and is thus calculated as the mean of the corners:
tQR =
3∑
n=0
cn
4
(4)
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The rotation rQR is best defined as Euler angles, which can
be calculated directly from the axes. The transformation
from the QR code to the camera, CQRT , can be determined
by combining the translation and rotation. The desired
transformation is between the robot’s base and the QR
code, BQRT , and this is computed as:
B
QRT =
B
CT · CQRT (5)
where BCT is the (fixed) transformation from the camera
to the robot’s base.
Finally, the coordinate system given by this transforma-
tion is applied to the robot. The exact sequence of execu-
tion of the calibration skill is given in Table 3.
(1) WHILE correct QR code not found
• Search for QR code in RGB images
• Read QR code
• IF the text of the QR code matches taught string
THEN exit while loop
(2) Capture a number of depth images.
(3) FOR each corner of the QR code
• At the location of the corner, calculate the mean
of the depth values (ignore 0-values).
(4) IF one or more corners have no depth values
THEN the skill has failed. Exit.
(5) Define a coordinate system at the QR code as in
Equations (1)-(3).
(6) Calculate the translation of the QR code tQR as the
mean of the corners.
(7) Calculate the rotation of the QR code’s coordinate
system rQR in Euler angles.
(8) Combine translation and rotation into a transformation
matrix, CQRT.
(9) Calculate the transformation from the QR code’s
coordinate system to the robots base coordinate
system, BQRT, as in Equation (5).
(10) Set the robots frame base to BQRT.
Table 3. Algorithm for execution of calibration
skill based on QR codes. The Asus Xtion Pro
Live was used for capturing RGB and depth
images.
3. RESULTS
The three applications of computer vision have all been
implemented on Aalborg University’s AIMM Little Helper,
and tested in a real-life industrial environment at a Grund-
fos factory. The vision pick skill was able to successfully
pick an arbitrary number of rotor caps from two different
locations, as shown in Figure 3. The precision was within
±5 mm, which was sufficient to correctly place the rotor
caps at the desired locations afterwards.
The quality control was used for a variety of different
tests. The application of this integration is only limited
by the capabilities of the vision system itself, which is not
described here. An example is shown in Figure 4, where it
is detected that a magnet has been correctly placed beside
the rotor core.
The setup for using the calibration skill is shown in Figure
5. The switch in the Figure is used to enable and disable
the conveyor belt. The purpose of the calibration is here
to make it possible for the robot to operate the switch,
(a) Assembly (b) Quality control
Fig. 4. Quality control setup. The robot is performing
assembly tasks to the left in (a), while the quality
control system is running externally, shown on the
screen to the right. Figure (b) shows a close up of the
result. The green box is the region of interest (ROI),
and the red marking is the detected magnet.
and the position of the switch can thus be considered as a
position of interest. The position of the QR code relative
to the position of interest of course affects the calibration
precision, and especially three factors affect the overall
precision:
(1) The position estimate of the corners of the QR code
the the cameras RGB image. These positions can be
determined with sub-pixel accuracy, and at a distance
of about 1 m as used in this setup, the precision of
the corners is within ±1 mm.
(2) The relative error in the depth values at the corners
for repeated measurements. The depth sensor in the
Asus Xtion is the same as in the Kinect, and the
absolute precision of the depth values provided by
the Kinect has been shown to be within ±10 mm for
distances between 0.8 m and 3.5 m when used indoor
(El-laithy et al., 2012). No data are available on the
relative repeatability error, but it has proven to be
significantly smaller.
(3) The relative error in the depth values between the
corners. No data are available on this precision, but
this has also proven to be significantly less that the
absolute error.
Especially the third factor; the relative error between
the corners, is of interest, because this will cause the
coordinate system at the QR code to have a slightly
wrong orientation. A wrong orientation makes the error
increase the longer the distance between the QR code and
Fig. 5. Fast calibration using the Asus Xtion camera
featuring calibrated RGB and depth images. The
camera detects the pose of the fixed QR code, and
subsequent movements with the robot are corrected
accordingly.
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the position of interest, and this is also what was found
to be the case in the test scenario. Although no formal
measurement of the precision has been carried out, visual
inspection has shown that the precision is at least ±10
mm at any position. This precision proved to be sufficient
to make it possible to operate the switch. In Table 4, the
proposed calibration is compared to existing methods.
4. DISCUSSION
Integration of computer vision abilities into a skill based
framework proved to be possible, and in this paper, three
applications were successfully implemented. In particular
the implemented quality control is very generic, and using
the developed TCP/IP based protocol, the vision system
could be changed without making any changes to the robot
itself. This is also the case for the pick skill; however
this has in the current implementation some limitations.
It is currently assumed that the items to pick up are
approximately placed in a line, as is for instance the case
on a conveyor belt. Thus during teaching, the start and end
location of the camera are taught. A further development
should make it possible to define an arbitrary search region
during teaching of the skill. For this, an optimal search
pattern should automatically be calculated by the robot,
taking into account that objects closest to the robot must
be picked first. Positions and orientations of the camera
during search should also be automatically determined.
The implemented calibration skill makes it possible to
perform a very fast calibration compared to existing meth-
ods. This is especially important for industrial robots that
are moving frequently between workstations. The precision
was sufficient to perform the experiments described here,
but for high-precision tasks it will be insufficient. There
are two obvious ways of doing this:
• The Asus Xtion camera used, does in principle sup-
port RGB images with a 1280 × 960. A bug in the
available open source drivers limited, however, the
available resolution in our implementation to 640 ×
480. Use of the full resolution images will definitely
increase the precision of the QR code detection.
• From the depth image, only the four corner points
were used. A better performance could be achieved by
using the entire surface of the QR code, for instance
by applying the RANSAC algorithm to filter out
outliers.
It is impossible to say how much the precision can be
improved. However, an experiment should be carried out
to determine the precision exactly.
Method Duration Precision
Haptic1 30-45 sec ±1.0 mm
High speed2 10 sec ±1.0 mm
High precision2 60 sec ±0.1 mm
Proposed method <1 sec < ±10 mm
Table 4. Comparison of calibration methods. 1
are from Pedersen (2011); 2 are from Hvilshøj
et al. (2010).
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Abstract—Based on current research into skill-based robot
programming and human-robot interaction this paper presents
a practical implementation and testing in a real life industrial
environment. An Autonomous Industrial Mobile Manipulator
(AIMM) offers a high level of hardware flexibility compared to
stationary robot cells. In order to benefit from this flexibility in
the industry the demand for new approaches to operating and
programming new tasks is inevitable as traditionally robot pro-
gramming is time-consuming and often requires robot expertise.
Research within this topic has proposed a skill-based approach,
where robot programming is generalized into a selection of skills.
By the introduction of task-level-programming, robot program-
ming is no longer based on motions of the robot, but based
on object-related manipulations. In this paper the task-level-
programming approach along with a three layered architecture
is the foundation for the underlying work. This paper presents a
human assisted intuitive programming interface based primarily
on physical human interaction with the robot. This programming
interface is a step towards bringing the robot programming and
instructing from the robotics experts to the production floor
operator. The system has been tested in two different scenarios,
one at Aalborg University and one at Grundfos A/S. In both
scenarios shop floor operators with limited robotics knowledge
have programmed an industrial pick and place task. After
receiving a 15 minutes introduction both operators successfully
programmed a pick and place task in less than 5 minutes.
I. INTRODUCTION
During the past decade the production paradigm has started
changing from mass production and Dedicated Manufacturing
Lines towards mass customization and more flexible and agile
production systems. This change is necessary in order to
cope with the globalization of markets, the trade instability,
and the explosion of product variety, which are stressing
the time to market and the need for increased adjustment
and responsiveness [1]. From this shift a demand for more
flexible production equipment emerges, not least in the field
of robotics. A solution to the inflexibility of traditional robots
is to mount the robot to a moveable platform and thus creating
an Autonomous Industrial Mobile Manipulator (AIMM). An
AIMM presents a highly flexible and automated production
resource, but this technology has not made it to the industry
yet as it still faces several issues. One of these issues is
how the AIMM is instructed (programmed) to a new task.
Given the flexible concept of AIMM this instruction must
be available to the shop floor personal [2], [3], [4], hence it
must not require extensive robotics or programming expertise.
Furthermore the instructing should be relatively quick and
robust.
To meet these demands traditional robot programming is
not sufficient. Instead the programming must be brought from
a robot-specific programming language to a higher level of
abstraction. A paradigm that have proven feasible in research
is the task-level-programming, as it is focused on object
related goals and not the robot motions to achieve it.
Several researchers have attended the issue of instructing
mobile manipulators with the approach of automatic
sequencing of actions. One of the first approaches was the
STRIPS-rules presented by R. Fikes and N. Nilsson in 1971
[5] in which a problem space is formulated by an initial
state, a goal condition and a set of actions. From the problem
space a search tree is formulated and the ”optimal” route (or
sequence) from the initial state to the goal is identified.
Another approach is the Knowledge Integration Framework
(KIF) [6], [7], [8]. In this work the sequencing of a task
relies on knowledge from previous and similar tasks stored
in the knowledge framework KIF. The knowledge obtained
from one task is stored as a ”recipe” and is used to generate
sequences for similar tasks.
Task-level-programming is also being used without the
purpose of automatic task generation, but to obtain a higher
level of abstraction in programming methods for robotics.
This is the focus of the SKill Oriented Robot Programming
(SKORP) [9]. Research at Aalborg University has focused on
the identification, formulation and integration of skills aimed
at tasks in the industrial manufacturing environment [10],
[11], [12].
Inspired by the SKORP and building on the current
research at Aalborg University this paper presents an intuitive
interface for instructing AIMMs, without requiring extensive
robotics training. This interface is based on a graphical
Man-Machine-Interface (MMI) intended for a portable tablet
and direct interaction with the manipulator. In order to
create a higher level of abstraction in relation to traditional
robot programming, the task-level-programming is used. The
purpose of this interface is to demonstrate a functional robot
programming method that can be used by the shop floor
operators in the production environment.
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This paper is organized as follows: Section II intro-
duces ”Little Helper”, an AIMM research platform from
Aalborg University. In section III the concept of task-level-
programming is presented. The intuitive instruction interface
is described in section IV and section V describes two tests,
where shop floor operators use the intuitive interface to instruct
Little Helper to perform industrial pick and place tasks. The
results are presented in section VI.
II. LITTLE HELPER
In 2007 the first AIMM at Aalborg University was designed
and assembled. The fundamental vision was to create a ”little
helper” to assist the shop floor operators in industrial manufac-
turing by attending some of the simple repetitive tasks in the
production. From this vision the mobile robot and the project
itself got the name ”Little Helper” [3]. Today a total of three
versions of Little Helper has been built at Aalborg University,
but only two of them remain in use. The latest version, Little
Helper 3 from 2012, is shown in figure 1.
(a) CAD drawing. (b) Photography.
Fig. 1: Little Helper 3, an AIMM at Aalborg University
designed for attending complex assembly tasks.
Little Helper 3 is primarily assembled from commercial-
of-the-self (COTS) components, but a custom aluminium
frame structure to interface the different components had to
be designed. The key components are:
• Neobotix MP-655 non-holonomic platform
• KUKA Light Weight Robot
• Schunk WSG-50 electric parallel gripper
• Two onboard computers, one of them an accessible
laptop
• Wireless emergency stop
The software and thus control of Little Helper uses a
distributed architecture where the low-level and real-time
control of each device is carried out on the device itself.
The Robot Operating System (ROS) [13] is used to link the
distributed nodes. A central node utilises all the distributed
device nodes and thus creates the higher level of control. This
node also incorporates the user interface including task-level-
programming, which is described in the next section.
III. TASK-LEVEL-PROGRAMMING
If the AIMM is to be programmed by an operator with
limited robotics knowledge at the shop floor during production
runtime, the programming interface must be easier and faster
to use, than conventional robot programming interfaces. In
order to do this it is chosen to bring the robot programming
from the level of simple device specific commands to a
task focused level. The approach of task-level-programming
is divided into three layers consisting of device primitives,
skills, and tasks; inspired by [14]. Figure 2 shows the setting
and the interaction between the individual layers. Tasks, skills,
and device primitives are described in the following sections.
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Fig. 2: This figure shows the three layers of abstraction used
on Little Helper. The lowest level is the device primitive layer,
which is basic functionalities and motions of the different
devices; hence this layer is the closest to real-time. The middle
layer is the skill layer, which are object-centred capabilities of
the AIMM as a whole. Sequencing and parameterizing skills
creates a task and thus the layer above skills. This architecture
is inspired by [14].
A. Device Primitives
Device primitives are described as basic motions and func-
tionalities e.g. Grasp, Move to XYZ or Search in x-direction.
The motions or functionalities of a skill is conducted as a result
of the device primitives. A device primitive is declared as a
command conducting a motion or functionality while the level
below is described as the hardware embedded driver.
B. Skills
One of the key elements in bringing robot instruction from
a robot-specific programming language to a higher abstraction
level is skills. On one hand the skills represent the foundation
of the task, and thus the building blocks used by the oper-
ator. On the other hand skills are defined as a higher level
abstraction of functionalities and motions of the individual
devices of the robot; that is a higher level abstraction of device
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primitives. A skill utilises these device primitives as motions
and combining them with sensor input, advanced mathematics
and advanced robotics the skill manipulates an object in order
to achieve a production-related goal. That is, a skill is an
object-oriented capability of the AIMM as a whole, i.e. ”pick”,
”place”, ”rotate” etc.
It is in the skill layer the robotic experts can bring advanced
robotics software into the system, yet keeping an object-
oriented, and thus task-oriented, level of abstraction for the
operator, compared to a level of simple device specific com-
mands.
Based on the skill definition a general skill model is established
in figure 3.
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Fig. 3: Skill model. A skill is composed of an execution
routine, preceded by a precondition check to verify that the
initial state is feasible to this skill. Subsequent to the execution
routine a postcondition check verifies the outcome of the skill
and compares it to a predicted outcome. [10]
A skill relies on a defined motion sequence, but the motions
themselves are adapted to a specific task by a set of parameters,
thus making the skills generic within a certain scope. The
parameters are established during the instructing of the robot
and stored in a task file along with the skill sequence.
During execution of the skill these parameters are given to the
system together with a set of state variables. A precondition
check is conducted by examination of the given input parame-
ters compared to the measured state. If the precondition check
is performed successfully the execution part is conducted. In
other words, the precondition check serves as a safety net.
The postcondition check is conducted based on a prediction
of the desired goal and an evaluation of the outcome. If the
comparison between the evaluation and the predicted outcome
is consistent within a given range, the postcondition check is
successful. As outcome the state variables are changed and
updated based on the accomplished skill.
C. Tasks
A task is described as a sequence of skills and contains an
overall goal e.g. pick up the rotor at station A. In this way a
task is established on the basis of a library of skills. A task
is defined as a sequence of skills each parameterised to the
specific task and thus the task itself is merely a file containing
the sequence of skills and the parameters for each skill. The
task has a set of measurable state variables that are changed
continuously during the skill sequence.
IV. USER INTERFACE
The user interface on Little Helper is structured around the
concept of task-level-programming and skills. It is apparent
that the purpose of instructing a new task is to later execute
it and this implies that a routine for obtaining these param-
eters must be defined. This is met by implementing both a
programming routine and an execution routine in each skill.
By giving each skill a dedicated programming routine it is
ensured that the needed parameters for the execution routine
are obtained. This coherency in the skills is also reflected in the
user interface, which also includes a section for programming
and a section for execution. The correlation between task
programming and execution is illustrated in figure 4
Task file Execution
Precondition check
Task sequence
Postcondition check
Programming
Specification
Teaching
Fig. 4: Illustration of the correlation between the programming
part and the execution part of a task. During the programming
part the sequence of skills is established and a set of parameters
is obtained through a programming routine. This information is
stored in a task file, from which the task can later be executed.
The programming part is divided into a specification phase and
a teaching phase.
A. Programming
As shown on figure 4 the programming part is divided
into a specification phase and a teaching phase. During the
specification phase the sequence of skills is chosen and partly
parameterised, and during the subsequent teaching phase the
locational parameters are obtained through direct interaction
with the AIMM.
Specification
The specification phase is conducted in a graphical MMI on
a PC or on a tablet thorough a remote desktop application.
During the specification phase the skill sequence is chosen
from the library of skills and several parameters are obtained
through user input. These inputs are given by clicking and
selecting in boxes and drop-down menus and to simplify the
interface several parameters are preselected to standardised
values, which are concealed in an advanced tab.
Figure 5 shows two screenshots of the graphical MMI; a
screenshot of an established sequence and a screenshot of the
parameters selected for a skill.
During the specification phase several parameters are
given for each skill. Some of these parameters correlate to
the execution of the skill where others correlate to how the
following teaching phase is conducted.
Teaching
Once the skill sequence has been configured the teaching
phase is commenced, during which the operator directly
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(a) Skill sequence
(b) Skill parameters
Fig. 5: Two screenshots of the graphical MMI. The upper
figure shows the window for creating a new task where a skill
sequence has been established. The lower figure shows the
window for selecting a skill along with parameters for it.
interacts with the manipulator of the AIMM. During the
teaching phase each skill in the skill sequence is taught
sequentially. In this way the teaching sequence correspond
directly to the execution sequence and thus creates a clear
overview of the progress and outcome. The teaching of the
skills follows the teaching routines for each skill, during which
the operator is guided through written instructions in the
graphical MMI and ”beep” sound outputs. The KUKA LWR
has a build-in control mode called ”Gravity Compensation”.
In this mode the manipulator only compensates for its own
weight (including tool) by use of integrated torque sensors
in each joint and thus any measured external force results in
an acceleration. In Gravity Compensation mode the operator
can directly interact with the manipulator and pilote it to a
given coordinate. Furthermore these force-sensors facilitate
the measuring force applied to the end-effector, which provide
a convenient method of obtaining user input.
Fig. 6: Photograf of an operator interacting with the manipu-
lator and piloting it to a coordinate.
Teaching a 3D coordinate is central in many skills. This
starts by the operator applying force to the end-effector to
start the teaching process. This puts the manipulator into
gravity compensation mode and the operator drags the tool to
the location. The location is stored when the tool center point
(TCP) is held steady for three consecutive seconds.
B. Execution
When implementing AIMMs on a larger scale in an
industrial production environment, determining which tasks
it should carry out during the day should be handled by
a centralised mission planner with access to the Enterprise
Resource Planning (ERP) system. In this way the AIMM is
automatically assigned to the tasks, where the capacity needs
are the highest and thus the full benefit of the flexibility of
the AIMM is achieved.
In several scenarios the operator might need to execute a
task or assign a small mission to the AIMM, i.e. to test a
newly programmed task or if the AIMM is used to assist the
operator for shorter periods of time.
The graphical MMI incorporates both functionalities. It has
an automatic mode, where it responds to missions from a
mission planner, and it has a simple execution mode, where
the operator selects one or several tasks to execute.
In both cases the system will open the selected task file,
interpret it and execute the given skills with the parameters
from the task file, while following the skill model in figure 3.
V. TEST OF THE USER INTERFACE
The presented user interface has been tested in a scenario
at Aalborg University and in a scenario at the Danish pump
manufacture Grundfos A/S in Bjerringbro, Denmark. In both
scenarios an operator is given a 15 minutes introduction,
including both an introduction to the hardware devices of
Little Helper, the different skills, the interaction with the
manipulator, the graphical MMI and the task. In the actual
programming phase the operators works independently, but a
robotics expert stands by to provide help when requested by
the operator.
The operators have both a laptop with the graphical MMI
at their disposal along with an iPad tablet making the MMI
accessible through a remote desktop application.
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A task is successfully taught if the execution of the task
achieves the specified goal. It is observed how long time the
programming takes and how many times the operator requests
help from the expert.
A. Aalborg University scenario
In the scenario at Aalborg University a shop floor operator
from the machine shop at the Department of Mechanical and
Manufacturing engineering, has been challenged to program
a pick and place task. The task is a replication of an actual
industrial production scenario at Grundfos where a rotor-cap
for a Grundfos SQFlex pump arrives on a conveyor. Little
Helper will pick this rotor-cap and place it in a fixture on
itself. Figure 7 shows the setup of the task.
Fig. 7: Setup of the pick and place task in the Aalborg
University scenario.
The task can be described as follows:
1) Align the gripper to the rotor cap
2) Pick the rotor cap from the conveyor
3) Align the gripper and the picked object to the fixture
4) Place the rotor cap on the fixture
B. Grundfos scenario
The Grundfos scenario takes place in the production facility
of the Grundfos SQFlex submersible pump. The shop floor
operator is from Grundfos. To avoid interference with the
running production it is chosen to use the components from
the Cranfield benchmark to perform a pick and place task. The
setup at Grundfos and the Cranfield components are shown in
figure 8. In the test a square component from the Cranfield
test is picked from one of the two main plates and placed in
the other main plate.
The task can be described as follows:
1) Pick the square from the first main plate
2) Place the square into the other main plate
VI. RESULTS
In this section the results of both test scenarios are pre-
sented.
Fig. 8: Setup of the pick and place task in the Grundfos
scenario. The Cranfield components are shown in the lower
right corner. The two main plates are placed next to each other,
while the five square and cylindrical components are placed in
one of the main plates.
A. Aalborg University Scenario
In the scenario from Aalborg University the operator
chose the following skill sequence to complete the task of
picking a rotor-cap from a conveyor belt and placing it in a
fixture on the platform of the Little Helper.
1) Home
2) MoveTo
3) Pick
4) MoveTo
5) Place
6) MoveTo
7) Home
A fast-forward video of the operator instructing the task
is found via the link provided in the footnote 1. During the
test the operator successfully programmed the task in the first
attempt using 4 minutes and 13 seconds. From the following
execution the programmed sequence is verified and although
it is less refined than the work of a robotics expert, the task
is executed with success. During the programming of the task
the operator requested help once.
This paper will not elaborate on the various skills used in
the scenarios, but it should be noted, that the ”MoveTo” skill
is used to both align the gripper to the object and to ensure
collision free cartesian paths between locations.
Through the test issues regarding the remote desktop interface
used to transfer the MMI interface to the tablet were
experienced and consequently the intuitive interface was
effected by this. As a result the specification phase was
conducted on the laptop while the iPad was used during
the teaching part where the issue is counterbalanced by the
portable benefits of the iPad.
In conclusion of the test, the operator is quoted:
”Using this system for a few hours, I reckon that I would
master it sufficiently to configure a more complex task.”
1A fast-forward video of the operator instructing the task:
http://youtu.be/hmFPnNIifZM
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”It wouldn’t take long before I don’t need the instructions
on the iPad in order to interact with the manipulator.”
B. Grundfos Scenario
The operator in the Grundfos scenario selected the
following skill sequence:
1) Home
2) Pick
3) MoveTo
4) MoveTo
5) PlaceInto
6) MoveTo
7) Home
The operator successfully programmed the task in the
first attempt using 4 minutes and 48 seconds. As seen in the
skill sequence he used two ”MoveTo” skills consecutively, as
he during the specification phase couldn’t recall the motion
sequence of the ”Pick” and ”PlaceInto” skills.
It was observed, that at the production scene the noise-level
was relatively high and as a result the sounds intended to
inform the operator during the teaching phase could not be
heard. This significantly increased the complexity during
the teaching phase. As a consequence the operator was not
completely confident in the teaching of the different skills,
even though the sequence was actually executed successfully
later.
The operator did not require any assistance during the
programming of the task, but he was unable to execute the
programmed task due to an improperly chosen name for
the task file. This is merely a technical issue with the software.
After the test the Grundfos operator gave several comments
on his experience. First of he found it rather easy to use
and not difficult to learn. Despite that he encountered a few
difficulties during the teaching phase, he was certain that with
a few hours of practice he could program pick and place
operations easily. Concludingly he had several comments on
how to improve the interface especially during the teaching
phase. He suggested using visual instructions in the form of
video or pictures instead of the written instructions during the
teaching phase. This would significantly clarify what he (as an
operator) was to do next. Furthermore he suggested that the
operator is presented with the a visual overview of the entire
motion sequence of a skill prior to teaching it.
VII. CONCLUSION AND FUTURE WORK
In this paper a user interface to program and execute
industrial tasks on the Little Helper, an AIMM from Aalborg
University, has been presented. The Foundation for the
interface is a three layered architecture with skills as the
building blocks for the operator to compose a task from.
The user interface is aimed at being an intuitive interface
making the programming of industrial tasks available to a
shop floor operator. Even though the implementation of a new
task is configured in a user-friendly graphical MMI it should
be noticed that the teaching of a skill still requires general
knowledge about robotics. In this way the operator should
be able to predict singularities, speed limits, torque limits,
collisions, and joint limits.
Dividing the programming part into separate phases, hence the
specification phase and a teaching phase, is disadvantageous
for a complicated task as it is difficult to predict the individual
skills in the total sequence when selecting the entire sequence
in the specification phase.
In both tests the shop floor operators with very limited
robotics knowledge were able to program a pick and place
task in the first attempt in under 5 minutes given only a
15 minutes introduction. Even though a few issues was
encountered, both the operators were able to program a task
that could be executed to achieve the desired goal.
Both operators found the interface intuitive and easy to use
and both felt confident that with a little practise they would
no longer need the instructions.
The conclusion is, that with the presented system the
programming of industrial pick and place tasks are both
expedite and at the same time brought to a level where
robotics expertise is no longer needed. This makes the
technology available to the shop floor operators. The interface
still requires better instructions to support the operator during
the teaching phase and basic issues from the robotic domain
still needs to be addressed, such as avoiding singularities,
avoiding joint limits and choosing collision free paths.
As a concept, the presented interface with the task-level-
programming and direct human robot interaction presents a
platform for making technology available to the shop floor
operators. As a result their production insight and knowledge
will be transfered to the robot-sequence.
The presented user interface proves, that even though a
highly complex and fully automatic skill sequencing system
could further ease the robot programming, the idea of letting
the shop floor operator instruct the task step-by-step is feasible.
In future work a motion planner will be integrated to auto-
matically generate collision free paths, which will significantly
aid the operator in the teaching phase. Furthermore the written
instructions during teaching will be replaced with animated
figures, videos or voice commands.
Pick and place are very common in industrial productions,
but a more substantial and profound test will be carried out
on a larger group of operators. Furthermore the tasks will be
carried out using traditional robot programming to serve as a
reference.
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Abstract — Combining multiple scientific disciplines, robotic 
technology has made significant progress the last decade, and so 
did the interactions between humans and robots. This article 
updates the agenda for robotic research by highlighting the 
factors that affect Human – Robot Interaction (HRI), and 
explains the relationships and dependencies that exist between 
them. The four main factors that define the properties of a robot, 
and therefore the interaction, are distributed in two dimensions: 
(1) Intelligence (Control - Autonomy), and (2) Perspective (Tool - 
Medium). Based on these factors, we introduce a generic model 
for comparing and contrasting robots (CCM), aiming to provide 
a common platform for robot designers, developers and users. 
The framework for HRI we propose stems mainly from the 
vagueness and the lack of clarity that has been observed in the 
definitions of both Direct and Indirect HRI. 
Keywords— human - robot interaction; robot properties; 
interactions; operator; autonomy; control; tool; medium 
I.  INTRODUCTION  
The emerging field of Human-Robot Interaction (HRI), 
which has recently received global scientific attention [1], is a 
multidisciplinary area that not only encloses the fields of 
Humanities, Social Sciences, Computer Science and 
Engineering, but also expands towards directions connected to 
Education, Medicine and the Life Sciences [2 - 4]. A shift 
towards a more human-centered design of HRI has been 
observed, including issues such as perceptions of robots, robot 
behavior, believability of interaction, and meeting people’s 
expectations [6, 7]. This human-centered perspective does not 
imply that the constant technical challenges that arise are of 
trivial importance. On the contrary, they continue to be taken 
into serious consideration. 
 
Nevertheless, we still have difficulties in unlocking the 
mechanisms that steer human thought and action, and we still 
cannot provide a solid well-formulated definition of what a 
robot is, as the field of robotics is evolving following the 
Moore’s Law exponential curve [5]. Humans and Robots are 
two entities that our knowledge about them keeps constantly 
expanding; we are on the process of understanding the former, 
and exploring the boundaries of the latter. We believe that 
through the process of interaction we can approach all the 
above mentioned issues. However, it is important to realize 
that the nature of HRI is related to, but is different from 
human – human, or human - computer interaction.  
 
This study proposes a model that allows comparisons and 
contrasts among robots from all the scientific fields, by 
exploiting the four main factors that affect the properties of a 
robot: Control, Autonomy, Tool, and Medium. In the next 
sections we will justify the reason why we have chosen these 
four factors, the relationships and dependencies that exist 
between them, and present a platform for comparing robots 
with the Compare-Contrast Model (CCM). 
 
 
II. INTERACTIONS 
Interactions between humans and robots that pertain to the 
flow of information and control can be separated into two main 
discrete categories (even though the human-robot 
communication may take several forms) according to their 
proximity [1, 8]. 
1) Direct or Proximate Interaction, where humans and 
robots are co-located (physical interaction). 
2) Indirect or Remote Interaction, where humans and robots 
are dislocated, and are separated spatially, or even temporally 
(teleoperation / supervisory control /  telemanipulation).  
 
With the rise of Human - Centered Robotics, the role of the 
human started to claim its own space within the area of HRI, 
and issues like the types of interaction in HRI, which until 
now looked well established, started to be questioned. A 
special kind of mediation is required depending on the 
position and location of the operator of the robot, and the robot 
itself, in accordance to the surrounding environment. Most of 
the definitions about Direct Interaction are referring to the 
communication between the robot and its surrounding 
environment (composed of humans/ other robots/ objects/ 
nature), while in the Indirect Interaction are referring to the 
communication between the robot and its operator [8]. Until 
now we have approached the matter of Direct and Indirect 
Interaction by comparing two different entities. Even in the -so 
far accepted as- “Indirect” interaction, the communication 
between the robot and its surrounding environment is still 
direct. We firmly believe that there should be a distinction 
between the flow of information, and the flow of control. Fig. 
1 depicts schematically the flow of information for these 
interactions, when on the other hand, the flow of control is 
strictly limited to the interaction between the operator and the 
robot,  with  a  direction  from the operator  towards  the robot. 
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Figure 1. Flow of information in Human-Robot Direct and Indirect 
Interaction: (a) Operator and Robot Dislocated, (b) Operator and Robot Co-
located (operator part of the surroundings), (c) Operator and Robot Co-located 
(operator part of the robot). 
 
 
According to the degrees of freedom the operator has, the 
robot can be more or less controlled, and consequently less or 
more autonomous. Autonomy refers to a robot’s ability to 
accommodate variations in its environment, and is a 
determining factor of HRI with regards to the tasks a robot can 
perform, and the level at which the interaction takes place [8]. 
Control, which is the inversely proportional quantity of 
autonomy, is added to the factors affecting the HRI 
 
Fig. 1 reveals also another factor that affects interactions, 
the one of location. This is indeed a critical factor, because 
when the operator and the robot are co-located, the operator is 
either part of the surroundings, or part of the robot (meaning 
the operating system).  Further research towards that direction 
may reveal to what extent the presence, or absence of the 
operator affects interactions between humans and robots. Due 
to the insufficiency of information on the location factor at this 
point of research, we decided not to consider it as one of the 
critical factors for our model. 
 
A. Interaction Paradigms  
The three primary interaction paradigms are computer-as-
tool (addressed mainly by the research community of Human-
Computer Interaction), computer-as-partner (addressed 
mainly by the research community of Artificial Intelligence), 
and computer-as-medium (addressed mainly by the research 
community of Computer-Supported Cooperative Work) [9].  
The computer-as-tool paradigm extends human capabilities 
through a tool, the computer-as-partner paradigm embodies 
anthropomorphic means of communication in the computer, 
and the computer-as-medium paradigm allows technology to 
serve as a mediator of communication between geographically 
distributed environments [10].  
 
In the field of robotics, Artificial Intelligence is spread 
over almost all its applications, meaning that there are robots 
serving both as tools [11], and as mediums [12] that can be 
characterized as partners.  Hence, we can consider Tool and 
Medium as our next two key factors that affect the HRI. 
Again, the factors Tool and Medium are inversely 
proportional, just like a robot built for industrial use, and a 
robot intended for social interaction. In most of the cases, we 
will not choose to design our robotic tools with social 
relational personas [13].  
 
 
III. CLASSIFICATION OF ROBOTS 
The best way to describe the notion of robotics is to look 
into the different types of robots that exist. Under the prism of 
Autonomy, Control, Tool, and Medium, we make an attempt 
to shed some light on the various applications, and fields of 
practice a robot can be engaged in. We separate these four 
factors in the dimensions of Intelligence (Autonomy-Control), 
and Perspective (Tool-Medium). 
 
A. Intelligence  
The degrees of freedom an operator has, makes the robot 
more or less controlled, and consequently less or more 
autonomous. It is highly likely to find a robot that combines 
elements from both of these sub-categories [23-29]. 
 
 
1) Control 
 
a) Teleoperated, is a remotely controlled robot guided by 
a human operator who views, and senses the environment 
through the robot sensors. Such robots are used mainly as 
mediums for communication (e.g., the Geminoid series [12]). 
b) Telepresence, is a robot that provides a two way audio, 
and video communication for embodied video conferencing 
using wireless connections (e.g., the Anybots’ Virtual 
Presence Systems [32]).  
c) Manually controlled, is a robotic interface contolled in 
a non-autonomous manner. For example, a hand-operated tool 
used in surgical operations [33], a gaze-controlled robot [35], 
a gesture, or voice control robot [36], fall under this sub-
category.  
d) Brain  controlled, is a robot operated through a system 
that picks up electrical signals stemming from the brain, and 
translates them into commands [34].  
 
 
2) Autonomy 
 
a) Autonomous, is a robot able to fulfill the given tasks 
by obtaining information solely from its surrounding 
environment without human intervention [27]. The human 
operator is substituted by an operating system located inside 
the robot. An Epigenetic, or a Developmental Robot can fall 
under this category since it uses metaphors from neural 
development and developmental psychology to develop the 
mind for autonomous robots [16]. It’s a type of robot inspired 
by the fact that most complex and intelligent biological 
organisms (as opposed to artificial ones) undergo an extended 
period of development before reaching their adult form and 
adult abilities.  
b) Semi-autonomous is a robot acting as an autonomous 
one, except for the occasions that a human operator interrupts 
its routine, and is involved so as to handle  an event, or add 
perceptual input/ feedback.   
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c) Neuro controlled, is a robotic system coupled with a 
network of living neurons coming from the cortex of a 
vertebrate [37]. 
 
B. Perspective 
 
1) Tool, aiming to extend the human capabilities, with 
Industrial Robots to be the most characteristic example. 
According to the ISO 8373 definition they are 
“…automatically controlled, reprogrammable, multipurpose, 
manipulator programmable in three or more axes, which may 
be either fixed in place or mobile for use in industrial 
automation applications” [31].  
 
2) Medium, indicating communicative activity mediated via 
robots. Within this category fall Social Robots which are 
embodied agents, part of a heterogeneous group (including 
humans and other robots), and are able to recognize the 
members of its group, engage in social interaction, 
communicate within the social and cultural structure, and also 
learn [17, 28]. Embodiment means establishing a basis for 
structural coupling by creating the potential for mutual 
perturbation between system and environment [17]. Social 
robots are described as relational artifacts that convey 
intentionality, presenting themselves as having “states of 
mind” [18, 19].  There are two classes of social robots; the 
utilitarian robot, and the affective social robot, both assisting 
humans in achieving better physical, mental and emotional 
health [19]. Utilitarian robots, or domestic robots, or service 
robots, are designed to interact with humans mainly for 
instrumental, or functional purposes, helping them with their 
tasks. Affective social robots on the other hand, are robots 
designed to interact with humans on an emotional level, and 
are used as entertainment, therapeutic companions.  
 
C. Locomotion and Appearance 
Two of the features that all the above factors share are 
Locomotion, and Appearance. Locomotion does not constitute 
a dimension since it has a binary value, either static or mobile, 
forbidding us to define the degree to which its measurement 
extends. Consequently, it is not considered as a critical factor, 
yet we analyze bellow briefly its components. 
 
 Static Robot, which usually performs with precision 
dangerous difficult, or dull repetitive tasks like lifting 
objects, picking and placing, handling chemicals, or 
performing assembly work. The term static is 
interwoven with heavy industrious work, but today 
exist static robots that perform socially related tasks. 
One of them is the iCAT platform from Phillips 
Research [38]. 
 Mobile Robot, which can move and navigate in the real 
world and can be either autonomous, or controlled. The 
type of the mobile robot movement varies from 
floating, swimming, and flying to rolling, crawling, or 
walking [27].  
Maybe the interface is the most important component of a 
robot because it uncovers immediately the purpose that it 
serves, and sets the interaction rules. Nevertheless, appearance 
is also not a dimension, and will also not be considered among 
the critical factors, because its components cannot be valued in 
one direction. A summary of the available interfaces follows.  
 Mechanoid: A robot with a machine-like appearance 
which has no overtly human like features and bears no 
resemblance to a living creature [20].  
 Zoomorphic: A robot built to imitate living creatures. 
For this kind of robots, a zoomorphic embodiment is 
important for establishing human–creature 
relationships. Usually their objective is to create 
robotic “companions” [21]. 
 Anthropomorphic (anthrobots): Anthropomorphism is 
a term coming from the Greek term “anthropos” for 
man and “morphe” for form, and is attributing human 
characteristics to robots aiming to rationalize their 
actions [30].      
 Humanoid: A robot which is not realistically human-
like in appearance, but possesses some human-like 
features, which are usually stylized, simplified or 
cartoon-like versions of the human equivalents, 
including some or all of the following: a head, facial 
features, eyes, ears, eyebrows, arms, hands, legs.  
 Android: A robot which is built to mimic humans both 
in appearance, and behavior. Androids have a broad 
range of applications and can sometimes combine the 
features of various types of robots [20], [22]. 
 Caricatured: The principle of exaggeration is at the 
heart of caricature. It involves amplifying the distinct 
features that identify the kinetic display in order to 
make the content of the behavior more convincing. 
This involves isolating the features that uniquely 
identify the content of the expression [14].  
 Virtual: These robots act like virtual simulators in 
order to test the software of a robot while the real robot 
is still at the stage of development. It predicts the result 
of a command before the command is send to the 
remote robot [39].  
IV. THE COMPARE - CONTRAST MODEL  
As we have discussed in the previous sections, autonomy 
and control are two inversely proportional quantities, meaning 
that the more autonomy a robot has, the less controlled it is. In 
that case, the Robot Properties are depending on the Control 
and Autonomy Properties the robot encloses. The line tangent 
to the function Autonomy = 1/Control (Fig. 2a) is the 
hypotenuse of the (always) right triangle that is formed, and 
represents the Robot Properties.  Likewise, tool and medium 
are also two inversely proportional quantities (Tool = 
1/Medium) that define the Robot Properties, and a second right 
triangle is formed (Fig. 2b).  
The reasoning process described so far, leads to the 
following four extreme situations that can characterize a robot: 
(1) totally Medium - totally Controlled, (2) totally Medium - 
totally Autonomous, (3) totally Tool - totally Autonomous, and 
c© 1st AAU Workshop on Human-Centered Robotics 31
 
(a)                    (b) 
 
Figure 2. The hypotenuse of each right triangle depicts the Robot Properties 
for the (a) Intelligence dimension (Control and Autonomy), and the (b) 
Perspective dimension (Medium and Tool). 
 
(4) totally Tool - totally Controlled.  Before we proceed further, 
we should note that our study is taking into consideration not 
only the existing robotic technology, but also future scenarios 
where robots may be a naturally integrated part of human life, 
or even act independently of humans. 
 To be totally a Medium and totally Controlled. This is 
the usual scenario for most of the teleoperated and 
telepresence robots. The Giraff “caregiving” robot is a 
characteristic example [15].   
 To be totally a Medium and totally Autonomous. If a 
robot is used as a medium, then it cannot take decisions 
automatically. It is built to communicate messages 
from one person to another. For instance, an 
“autonomous” virtual agent with a set of pre-
programmed responses, or with the ability of adjusting 
its behavior to the user via fuzzy logic algorithms, can 
be described only as a medium and will never obtain 
total autonomy since it will always be serving its 
programmer. We can safely state that the Medium 
factor, and the Autonomous factor are two inversely 
proportional quantities (Medium = 1/Autonomy).  
 To be totally a Tool and totally Autonomous.  An 
industrial robot (e.g., a robotic arm) is the perfect 
example of this scenario.  
 To be totally a Tool and totally Controlled. When a 
robot is totally controlled, all and only the 
intentionality and the capabilities of the operator are 
transferred to the robot, and mediated to the 
surrounding environment. On the contrary, a robot as a 
tool is extending the capabilities of the human, in this 
case the capabilities of the operator. The robot needs to 
have at least a very small percentage of automation 
embedded inside in order to fulfill the expectations of a 
tool.  A robot functioning as a tool cannot be totally 
controlled. Therefore, Tool is inversely proportional to 
Control (Tool = 1/Control). 
Fig. 3a visualizes all the above relationships into the 
generalized Compare – Contrast Model (CCM) for robots, 
where the Robot Properties are depending on the Control, 
Autonomy, Tool, and Medium features that every robot 
possesses.  The model suggests neither that the fluctuation rate 
of Control is exactly the same as the fluctuation rate of 
Medium, nor the fluctuation rate of Autonomy is the same 
with the fluctuation rate of Tool. The model  implies only that 
their relations are proportional; if one of them increases, then 
the other one will increase too, but not to the same degree. 
 
The purpose of CCM is to provide a common ground of 
communication -a baseline- where robot designers, developers 
and even users can share a mutual understanding of the 
potentialities, and the limitations of every robot. Thus, 
comparisons and contrasts between different types of robots 
are possible. Our interaction model has descriptive power 
(ability to describe a significant range of existing robots), 
evaluative power (ability to help assess robots), and generative 
power (the ability to help designers develop new robots). A 
tag on each robot with a schematic diagram that illustrates 
these relationships can reveal very easily its purpose, and its 
characteristics with just a glimpse. 
 
V. CONCLUSION 
We had made an attempt to present all the possible ways 
that could define the properties of a robot, and consequently 
the interactions. The expectations towards a robot functioning 
as a tool, are completely different from the expectations 
established if the robot is used as a medium of 
communication. The starting point for this study was a 
limitation the theory of HRI presented, by not having 
explicitly defined the notions of Direct and Indirect 
Interaction. Based on our observations we showcased the four 
main factors that affect the robot properties and the HRI, 
namely Control, Autonomy, Tool, and Media. The selected 
factors were justified by presenting a classification of robots 
according to them, and by explaining the reasons why we 
excluded the three, also important, factors of Location, 
Locomotion, and Appearance. Finally, we analyzed the 
relationships between these factors and presented the theory, 
the concept, the architecture, and the objectives behind the 
Compare-Contrast Model for robots. The proposed model 
aims to be used as a platform for characterizing, comparing, 
and contrasting robots from all the scientific areas and 
purposes. The CCM is easy to comprehend, and is targeting 
the robot designers and developers, as well as the ordinary 
user. Future work includes research on finding all the possible 
attributes of the presented factors, in order to finalize our 
model with a formula for the Robot Properties that would fully 
describe the characteristics of each robot. 
 
 
 
 
 
 
 
 
 
 
                (a)                                           (b)                                      (c) 
Figure 3. (a) Generic schematic diagram for the Compare-Contrast Model 
(CCM). (b) Variation for a robot that is more Autonomous and less 
Controlled, or more of a Tool than a Medium,  (c) Variation for a robot that is 
less Autonomous and more Controlled, or more of a Medium than a Tool. 
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Abstract—This paper considers the development of a central-
ized controller for the purpose of navigating a small Autonomous
Surface Vehicle (ASV). The centralized controller is using a
Kalman filter as a state predictor to improve the precision of the
navigational aids mounted aboard. This work presents the design
of the motion control system as well as an estimator designed to
cope with packet losses.
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I. INTRODUCTION
Seaborne measurements are often an expensive and time-
consuming task. They could however in many cases have a
large impact on the area where they are obtained. At the
Fukushima accident in 2011 the area of effect in the water and
the safety margin around it was primarily based on estimates,
as only a few measurements were available, and the risk of
sending people into radiated areas was considered too large.[1].
Another area the could benefit, is the coast around Green-
land, as up to date maps are currently not available. This causes
the ships which need to pass near the coast to have a higher
safety margin, which in turn lowers the traffic throughput. If up
to date maps were available, the risk of a cruise ship running
aground would be lowered. This need is acknowledged and is
considered important for the flourishing Greenlandic industri-
alization by the government of Denmark, but the project does
not have sufficient funding. [2].
One way to reduce the cost of such maritime measurements
would be to develop small autonomous drones to carry out
the task. These should be controlled by a mother ship to
enable easy scalability and coordination. Further, they should
communicate using a simple data link to preserve bandwidth
and limit power consumption. The system should be robust to
dataloss and measurementnoise which can be expected from
low cost sensors. This can be achieved through sensor fusion.
Currently the main focus of autonomous vehicles have
been on aerial, ground and underwater vehicles, while there is
close to no research going on about small autonomous surface
vessels. An example of such a vessel is the Stingray USV
developed by Isreali based Elbit Systems.
Figure 1 depicts the Stingray. It is primarily developed as
an aid in the battle agains pirates and for SAR (search and
rescue) missions, but can also be equipped with other sensory
Fig. 1. The Unamnned Surface Vehicle (USV) Stingray by Israeli based Elbit
Systems in action [3].
equipment, which can be used to map the sea bed, or measure
the amount of radiation in coastal areas.
The scope of this project is however to develop a smaller
vehicle, which in turn could function as part of a measuring
swarm, controlled by a mother ship, thus making measuring
missions more efficient and less time consuming. As the price
of such a swarm system for measurement purposes would be
high if systems like the Stingray is to be used, the suggestion
of this project, is to develop a small cost-efficient vessel.
Throughout this project, a prototype vessel AAUSHIP.01 have
been developed, taking into account the hull design, choosing
electronics and so forth.
This paper will only describe the development of the esti-
mation and control algorithms. Figure 2 depicts the prototype
used in the project. This ship is fitted with two 1200W engines
which are run as a differential system (making it a ship without
rudders), making the ship turn by reducing the input on one
engine and increasing it on the other, and vice-versa.
A. Problem Statement
Is it possible to develop a centralized state estimator for
use in the maritime environment using a small data link?
II. METHODS
This project is primarily based around the linearised state
space model derived for the ship, which are then utilized as
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Fig. 2. AAUSHIP.01—a prototype of an autonomous maritime surface
oceanographer, as this is only a prototype, the lid is held in place with clamps.
a reference for developing the control strategy used in the
project. The notations in the report is based on the SNAME
[4] notation.
A. Physical Modeling of the Ship
As Aalborg University does currently not own any small
maritime vessels, such a ship would have to be developed.
A quick draft of the onboard electronics quickly sketched
the outlines and dimensions of the project, and by using
3D modeling techniques the design depicted on figure 3 was
reached.
The ship is designed as a non-planing displacement hull.
This design is primarily used on cargo vessels, as these travel
at a low speed and are able to carry big payloads, allowing
for AAUSHIP.01 to carry a big payload, whilst sailing at a
low enough speed to carry out measurements. The ship is
equipped with two 1.2 kW engines to provide the thrust needed
to propel the ship along (even though it might experience
strong down-stream currents from glacial rivers), which are
run differentially, providing torque by reducing the input to
one engine and increasing it on the other.
Initial tests of these powerful engines, proved the ship to
start planing even at low speeds and initiated ventilation of the
propellers, thus reducing the thrust [5]. To counter this, an aft
hydrofoil was mounted, and the pitch of the propellers were
inversed to avoid ventilation and reduce pitch and planning.
Tests proved this to increase stability in pitch, even at high
cruising speeds.
The ship can be retrofitted with a tunnel thruster to help
tight quarter navigation if this is required at low speeds, but
this has not been implemented on the prototype.
B. Mathematical Modeling of the Ship
AAUSHIP.01 is designed as a non-planing displacement
ship, which are not to sail in any form of rough sea, which
makes for the simplification of the vessel being modeled as a
2 degree of freedom vessel, with the states given as surge,
yaw and yaw rate [x, ψ, r]T , describing the motion in the
x-direction, the angle about the z-axis ψ and the rotational
Fig. 3. AAUSHIP.01 – 3D rendering of the prototype hull, before being
produced. The blue boxes indicate space for on-board computers and other
hardware.
velocity about the z-axis r.
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In (1) β denotes the skin frictional drag resistance divided
by the mass m (βẋ) and the inertia I (βψ̇) respectively.
This equation is of course a simplified version of the entire
system, where the effects of damping, coriolis and the like
have not been accounted for. This simplification is fair as
AAUSHIP.01 is relatively small, and the areas it is built to map
are small as well. For the purpose of controlling the vessel, an
LQR feedback controller have been implemented alongside a
reference tracking gain, these are described in (16) and (17).
The system is implemented on the on-board controller, and is
discretised using zero-order hold.
C. Navigation
The path planner computes the reference heading for
the heading controller. In order to efficiently and accurately
navigate along the path, a set of sub-waypoints is calculated
for each path segment between two waypoints, these sub-
waypoints are then used as a navigational aid. The main control
strategy is to navigate through all of these sub-waypoints in a
predefined order, one by one. The heading of the ship is defined
using the NED1 frame[6]. The required heading is determined
based on the position and heading of the ship and the position
of the next sub-waypoint. This topic it not the focus of this
paper and will not be described further.
D. State Estimation
To give a better estimate of position and the attitude of the
vessel, a Kalman filter have been implemented to improve the
accuracy of the sensors mounted aboard the ship. To develop
a such, the discrete time state model of the ship have been
derived to be:
Φ = diag{Φx,Φy,Φψ} (2)
Where the diagonal entries Φx,Φy,Φψ are given by the same
equation, with different entries:
Φx,y,ψ(k) =
[
1 ts 0
0 1 ts
0 −βx,y,ψ 0
]
(3)
1[North, East, Down]
c© 1st AAU Workshop on Human-Centered Robotics 35
In equation (3), βx,y,ψ denotes the skin frictional drag resis-
tance in the x, y and ψ direction respectively, m is the mass
of the vessel, I is the inertia and ts is the sampling time of
the filter. The acceleration of the vessel u̇, v̇ and ṙ are omitted
as the error grows exponentially (due to a linear filter trying
to estimate a non-linear problem). The states to be estimated
for the controller are thus:
bx̂k = [x u y v ψ r]
T (4)
The onboard sensory equipment are able to output the follow-
ing measurement vector vl:
vk = [x u u̇ y v v̇ ψ r ṙ]
T (5)
To tune the filter, the covariance matrices Rk and Qk have to
be tuned. These are function of the measurement distribution
and the input distribution. The input to the system is given as:
wk = Bu (6)
Where B is an augmented version of the system input matrix
defined in (1) and u is the inputs to the system given as a
force X and a moment N . B is given as
B =
[
0 0 1m 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1I
]T
(7)
And the input is given as u = [X N ]T . As B is a static
matrix, it is only the distribution of the force F and the torque
τ that is of interest. The distribution of the force affecting
the ship can be split into an x- and y-component, as the ship
is also expected to move slightly sideways. The distributions
of the force is given as white Guassian noise processes, thus
stating:
X ∼ N (µX ,σ2X) (8)
N ∼ N (µN , σ2N ) (9)
Where the tuning through simulations have yielded the best
results using µX = [5.4355 0]
T . The first entry is because
to the ship is for most of the time moving along at 1 m/s and
that is the estimated force required to thrust the ship forward at
1 m/s with the frictional drag the ship experiences. The latter
is the force in the y-direction which is given as a zero-mean
process as the ship generally is expected not to move sideways.
The torque is also given as a zero-mean process as the ship for
most of the time is moving straight. The covariance matrix for
the input, can thus be given as the covariance of Bu which
gives the following:
Rk = diag{0, 0, σ2X(1,1), 0, 0, σ2X(2,1), 0, 0, σ2N} (10)
The measurement covariance is more interesting, as this con-
tains the actual variance of the measurements, and play a
big part in how much each of these are weighted in Kalman
Filter K̄. Static tests have been conducted to estimate these
variances, and all the sensors are assumed to be Gaussian white
noise processes, thus defining:
vk ∼ N (µv,σ2v) (11)
As all the measurements are independent, the covariance
matrix is given as a diagonal matrix:
Qk = diag{σ2v} (12)
Where the individual entries of this is defined to be:
σ2v =
[
σ2x σ
2
u σ
2
u̇ σ
2
y σ
2
v σ
2
v̇ σ
2
ψ σ
2
r σ
2
ṙ
]T
(13)
As the velocity output of the GPS device ẋ is an absolute
value, the distribution of this is a bit different from the other
sensors. To estimate the variance of ẋ the unbiased sample
variance formula is used, which computes the variance, even
though the samples only consist of absolute values.
The actual implementation of the filter is an altered version
of an Linear Minimum Mean Square Error filter – the alteration
lies in the Kalman gain, where a matrix mask Λ is post
multiplied. This matrix mask is to zero out the measurements
that are invalid. This matrix mask is defined as:
Λ = diag{λx, λu, λu̇, λy, λv, λv̇, λψ, λr, λṙ} (14)
This ensures that when a measurement is invalid (the checksum
is not true) the receiver zeros out the gain, and runs the filter
on the other estimates. The individual λs are thus given as a
function of the checksum:
λ =
{
1 if checksum is valid
0 otherwise (15)
This makes sure to zero out the Kalman gain K̄ if a packet
is corrupted instead of making the filter run on faulty data.
When this is implemented, the system handles packet loss by
making the filter run on estimates for the next sample, rather
than running on a faulty measurement.
E. Modelling and Controls
The model of the ASV, can in continuos time be given as
the state space equation defined in (1) – the model considers
the motion of the ship with 2 degrees of freedom, movement in
the x-direction, angle about the z-axis ψ and rotational velocity
about the z-axis r. This reduced model is sufficient as it is only
the velocity and the angle that are controllable in the current
configuration.
The control strategy for this project is to track the input
reference, and use an optimal feedback gain to reach the
desired values and a reference gain used to zero out the steady
state error. This is done as in [7] resulting in the following gain
matrices:
Fopt =
[
15.1668 0 0
0 2.5165 0.7134
]
(16)
Nref =
[
24.0668 0
0 2.5165
]
(17)
For implementation purposes the system is discretised using
the MATLAB command c2d with a samping time of ts = 1/3
(the rate at which measurements are available from the GPS),
and then using the same algorithms as in equation (16) and
(17) for computing the optimal feedback and reference gain
respectively, thus resulting in the gains (18) and (19):
DFopt =
[
10.6956 0 0
0 2.2743 0.6681
]
(18)
DNref =
[
19.5956 0
0 2.2743
]
(19)
As the controller outputs a desired force X and a torque N
dependent on the reference angle ψ and velocity u. This output
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Fig. 4. Test 1 of the control and position estimation. The test was performed
in the Klingenberg Pond at Aalborg University. As seen on the figure, the ship
looses GPS signals due to the surroundings, but are still able to navigate the
track.
must be converted to a set-point revolution, as an input to
the low-level system handling the engines. The force of the
forward motion of the ship is given as a function of the number
of revolutions of the propeller n, this relation is defined by [8]
to be as in (20):
X = ρ ·D4 ·KT · |n| · n (20)
As the two engines both produce both a force and a torque, as
a function of the revolution vector [n1, n2], the matrix equation
x = A−1b can be solved for the number of revolutions the
engines need to produce as in (21):
[
n21
n22
]
=
[
C1 C1
C1 · l · sin(ψstbd.) C1 · l · sin(ψport)
]−1
·
[
Xdesired
Ndesired
]
(21)
The revolutions of the propeller can assume negative values
(if the ship is reversing), so what is left to do now, is to solve
for n1 and n2. These can be solved by rearranging (21), such
that the setpoints is calculated as:
nport = sign(n21) ·
√
|n21| (22)
nstbd. = sign(n22) ·
√
|n22| (23)
Thus giving the engine setpoints as a function of the desired
forward force X and torque N of the system.
F. Controller Verification
To verify wether the system actually works, tests have been
conducted in a small lake at the Klingenberg Lake at the
Aalborg University campus area. The goal of the test, was to
verify that the theory used in developing AAUSHIP.01 actually
worked. The test was performed in calm water, and the ship
was programmed to follow a path defined by the black asteriks
(*) on figure (4).
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Fig. 5. Error between measured and actual path from figure 8. Two “tests”
were performed, where test 1 is when the filter looses no GPS samples. Test
2 is with GPS samples missing for about 60 seconds, this increases the error,
but the vessel is still able to navigate using the Kalman filter.
The reason for the ship not converging towards the track
on the straights line segments is due to a software bug, that
could not be solved at the current time. The algorithem has
worked for the same kind of scenarios in simulations as the
field test. Therefore the only place where the ship actually
converges properly towards the track is in the corners.
To verify that the Kalman filter improves the estimate and
thus produces better state measurements to the system, 6 is
a figure representing the different states of the system, as the
ship traverses the route depicted on figure 4. The error plot
have been produced to verify that the controller actually acts
on the input. On figure 8 and 5 it is seen that the estimator
still produces an estimate of the actual position, while this is
off, it is still valid as a position estimate (better than sailing
blindly). The error converges to near zero as soon as the ship
receives a new valid GPS measurement.
G. System Verification
To ensure that the track sailed on figure 4 was not just a
one of, the system was run multiple times with the same track
as a reference. This produced as shown on figure 7. On the
figure it is clearly seen that the ship consistently follows the
contours of the track, but the estimates sometimes wander of
due to loss of GPS reception.
H. Errors
As seen on figure 5, 7 and 8 the estimates wander off when
the ship navigates in areas of bad GPS reception, this is due to
the unknown and uncompensated bias of the IMU measuremts,
which will cause fast divergence under dead-reckoning.
I. Discussion
To further improve on the system, the Kalman filter should
be extended to allow for the acceleration data also to be
included in the position estimates, thus increasing the precision
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Fig. 6. Measured and estimated position of the vessel, during a 180 degree
turn (on shore). This test was carried out to validate the performance of the
Kalman filter, before implementing the design on the vessel.
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Fig. 7. System verification with multiple tests run and plotted on top of the
track. As seen the vessel consistently follows the contours of the track, whilst
at some points loosing some precision (due to the nature of the surroundings,
not allowing for optimal GPS reception).
further when the GPS is offline. To make this feasible the bias
of the IMU should be included in the model. Another feature
of the Kalman filter would be to estimate the environmental
forces and moments, which would cause the ship to veer off
course.
Throughout the tests the IMU have been assumed to always
be level, which is hard to realise, so a slight bias is added, and
with a linear Kalman filter which is hard compensate for as
the IMU needs to always have the same bias for this to work.
III. CONCLUSION
To sum up the project, a state estimator have been devel-
oped to improve on the GPS estimates allowing for a better
precision if the GPS is offline (dead-reckoning). To make
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Fig. 8. Measured and estimated states of the vessel. As seen on the velocity
plot, the ship tracks the velocity. The reason for the Kalman filter not being
able to track the velocity for the 330 samples, is due to the bad GPS reception.
The Engine input plot, is however a lot better and smoother for the estimated
states, whereas the measured states would have the ship sail in circles for the
first period of time. The last figure is the heading (do note that the angles
might be 360 degrees of).
the ship traverse a desired path, a path planner has been
implemented to guide the low level contol such that path
folowing can be achieved in an sensible way.
A final test of the combined system have not been con-
ducted, as the waters around Aalborg have been frozen solid.
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Abstract—Surgical robots have become increasingly
used as a tool for performing certain abdominal pro-
cedures without requiring open surgery. This form of
minimally invasive surgery has the advantages that it
can be performed with less trauma to the patient and the
surgeon can be seated in a more comfortable position.
However, this currently comes at the cost of complete
loss of touch and the surgeon must instead rely on visual
cues. In this paper a prototype for a haptic feedback
system is presented that will reenable the sense of touch
through the remotely placed joystick. This system is able
to estimate the forces exerted by the end-effector through
modelling of the implemented motors and available
measurements. Tests show this is indeed possible and
haptic feedback can be applied even with considerable
delay between joystick and end-effector.
Keywords—Force-Feedback, Tele-surgery, Parameter Esti-
mation.
I. INTRODUCTION
In certain environments or situations where humans are not
capable of performing tasks, remotely controlled robots are
commonly used in today’s society. In the field of surgery,
remotely controlled robots have been in use for some time.
Typically in such a setup the surgical robot end-effectors and
cameras are the only things inside the patient. The surgeon
can then perform the operation remotely by using a set of
control handles and by visual feedback from the cameras.
The small size of cameras and end-effectors makes minimal
invasive surgery possible, which puts much less stress on the
patient, reduces scarring and also minimizes the chance for
post operational infection due to the relatively small inci-
sions1. This also means that the patient recovers faster which
is highly beneficial for the society, as hospitalization is ex-
pensive. However, the surgeon is via the surgical robot able
to apply pressure only with the visual confirmation of his
actions. By giving the surgeon, the ability to feel the im-
pact of his instruments in the remote operating environment
could improve the perception of the reality at and in the pa-
tient. The added sense could help improve the quality and
speed of surgery by combining more of the surgeons senses
with the benefits of the steady robotic hands and the minimal
invasive endoscopic surgery. There are different methods of
simulating the sense of touch at the joystick depending on the
hardware, complexity and/or lifelikeness. An example of two
1This claim is based on information given by nurses and surgeon from
Aalborg University Hospital.
such methods could be either the simple one utilized among
other places in many joysticks intended for games and nearly
all cell phones, where a small motor with an offset mass on
the rotating axis can create a rumbling sensation of varying
intensity. The other method is able to give a more realistic
feeling by being able to counter the motion of the users hand
with an adjustable force and direction. This is also known as
force feedback.
The advantages of adding the sense of touch to a telesur-
gical system can basically be described as countering the ma-
jor disadvantage that telesurgery introduces in the first place.
For surgeons new to the system the learning curve can be
very steep as they have to get used to losing a critical sense,
and even experienced users could possibly improve by hav-
ing the ability to feel what they are doing as when doing nor-
mal surgery.
The concept of telesurgery is one that has been re-
searched for many years and has resulted in the world’s first
transatlantic surgery in 2001 by [1], with the surgeon sitting
in an office in New York and performing a cholecystectomy2
on a woman in Strasbourg. This was done over a dedicated
fiber-optic connection with a mean round trip time of 155 ms.
Further studies into the effects of time-delay in a telesurgical
environment has been done such as [2], who concludes that
delays of 400 ms or below had no significant impact on nei-
ther task time nor error rate when performing surgical like
tasks. [3] have studied the combination of time-delay and
force-feedback concluding that in a suturing task the skill of
the surgeon outweighed the negative effects of 165 and 270
ms delay. Neither did force feedback increase completion
time for experienced surgeons, however it did significantly
reduce forces exerted upon the sutured fabric. Both of these
studies confirm [4] who concludes that time-delays of 600 ms
significantly increases task times. In addition they also show
that asynchrony in video and control feedback improves per-
formance compared to further delaying one of the signals to
obtain synchronised feedback.
This paper describes the work done to design and imple-
ment a robotic surgery system in relation to tele-surgery. The
solution also includes an implementation of force feedback.
The design includes precautions discovered in the analysis
phase of the project, however only core functionalities were
included in the implementation. A prototype is constructed,
and is tested. The test are conducted on local networks with
simulated reproducible network delays.
In Section II, the design, the prototype and the environ-
ment will be further described along with any definitions and
assumptions made during the design of the system. Further-
2Removal of the gallbladder.
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Figure 1: The use case diagram shows the core functionalities of
the system. The Systems, Actors and Use cases are shown
in the diagram. Here JP is Joystick Position, FF is Force
Feedback and VF is Video Feed.
more, the ideas and methods behind both control design and
the development of the parameter estimator will be described
before introducing the practical tests, through which the re-
sults have been obtained. Section III, will take a closer look
upon the details of the data gathered in the specified tests of
the system. Lastly, Section IV, will conclude on the obtained
results while Section V, will leave suggestions regarding ar-
eas for further research and development.
II. METHODS
A Design
When designing the surgical robot, an extremely important
issue is safety. Therefore there is needed to be implemented
safety protocols ensuring that errors, of human and technical
origin, will affect the patient as little as possible.
A.1 Functionality
To identify the cases where errors could emerge, the use case
diagram shown in Figure 1 This use case diagram is used as a
framework for the project, as it describes the core functional-
ities of the product. However the use case diagram does not
limit the project, and there is still opportunity for expanding
the project. The use cases are divided into two subgroups,
given by the system that contains them. These subgroups are
Surgical Console and Surgical Robot and the most critical
use cases and security measures taken are described here:
Surgical Console - Read Joystick Position
Normal scenario:
1. Operator: Moves the Joystick.
2. Surgical Console: Reads the current position of the Joy-
stick.
Security measures:
• Joystick position is not available for the surgical console.
The Operator gets an error indicating that the position is
unavailable, and the read position is set to N/A.
• Joystick position is exceeding the limit values set for the
Joystick Interface.
The Operator gets an error indicating that the limits are
exceeded, and the read position is set to the maximum
allowed value in that direction.
Surgical Console - Apply Force Feedback
Normal scenario:
1. Surgical Console: Retrieve FF data by using the Handle
Console Communication use case.
2. Surgical Console: Apply actual transformed FF to Joy-
stick.
Security measures:
• The FF data is unavailable or corrupt.
The Operator gets an error indicating that the FF data
is unavailable, and the applied FF is set to the FF re-
ceived in the previous data, if it exists, otherwise no FF
is applied.
• The FF corresponds to a force, applied by the End-
effector, which exceeds the limit for force allowed.
The Operator gets an error indicating that the force-limit
is exceeded, and FF corresponding to the limit is applied.
Surgical Robot - Control End-effector
Normal scenario:
1. Surgical Console: Retrieve FF data by using the Handle
Console Communication use case.
2. Surgical Console: Apply actual transformed FF to Joy-
stick.
Security measures:
• JP data is unavailable.
Keep End-effectors in the same position.
• End-effectors are defect.
The End-effectors are kept in the same position.
Surgical Robot - Monitor End-effector
Normal scenario:
1. Surgical Robot: Monitor force applied, which is mea-
sured by the End-effectors.
Security measures:
• Unable to read force.
Set FF data to N/A.
• Failure Detected in End-effectors.
Set FF data to indicate error on console.
A.2 Network
When performing surgery over longer distances, also known
as telesurgery, a critical component of the system is the net-
work used to connect the console with the operating robot.
The two dominating factors are the bandwidth of the con-
nection between the two stations, and the time delay intro-
duced by the connection. Where the bandwidth can limit the
amount of information sent between the stations, the time de-
lay can impact on the surgeons perception of the procedure.
Dedicated links between locations could be a solution to
ensure a connection, as seen on the da Vinci Surgical System
[6]. The two systems are connected with a cable made for
that purpose, capable of handling the required transmission.
However in general it could be advantageous to instead use
an Internet connection, if it is possible to meet demands in
both bandwidth and time delay.
The bandwidth requirement to the connection can be cal-
culated from the known amount of information needed to
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be sent, which should be well defined during design of the
system. Time delay requirements on the other hand can be
more difficult to define. While longer delays might not affect
the workings of the system itself it could have catastrophic
effects on the surgeon’s perception of what goes on in the
patient, and in the end the success of the operation. Stud-
ies show that delays in the range of 0-400 ms, from input
to visual feedback, have no significant impact on either er-
ror rate or speed of tasks [12]. However any larger delay
will result in both significantly more time used and errors
made. These results are supported by the previously used
study that concludes delays of 270 ms did not strongly im-
pact procedures [13]. This study furthermore concludes that
the skills of the operator is what compensates for the delay
since inexperienced operators were around 50% slower on
task-completion.
It is decided to use the Internet (Ethernet connected to
the Internet) as network for this project. This is mainly done
for the purpose of examining whether or not it is actually
possible and what considerations should be taken when using
it. Due to the availability of it, it could be an easy solution
for making it possible to perform telesurgery using existing
networks instead of investing in a whole new infrastructure.
The packets sent within the system are mainly of two
types, video- and control packets. The video module have
to send approximately 20 kB, between 10 and 25 times/s.
depending on the network traffic. This gives a required max-
imum throughput of 500 kB/s. The control modules have two
send position, velocity, acceleration and force feedback info
from each joint. A robot arm with end-effector consists of up
to 10 joints and it is estimated that 4 robot arms will be suf-
ficient for now. It is estimated that 4 bytes will be sufficient
for each parameter and the control loop packets need to be
sent up to 1000 times/s [11, p. 194]. Then the control loop
packet size becomes:
Packet Size = 4 Info ·10 Joint ·4 Arm ·4 bytes = 640 bytes
(1)
Whilst the estimated packet size the required throughput be-
comes:
Throughput = 640 bytes ·1000 s−1 = 640 kB/s (2)
As it is possible to make the network run in full duplex mode,
the highest required throughput is from the robot to the con-
sole, where both video feed and control loop packets need
to be sent. The maximum required throughput thereby be-
comes:
Max Required Throughput= 500kB/s+640kB/s= 1140kB/s
(3)
This gives a bit rate of 9.12 Mbit/s, excluding any overhead
required for data transfer. It is deemed realistic that an Inter-
net connection could support this.
B Implementation
The implementation of the remote surgical system is done by
constructing a modular and easily expandable system, to en-
sure future modification and feature adding possible. There-
fore interfaces between subsystems have been defined, i.e
the interface between the workstations and the motors are
processed by separate motor drivers. The hardware setup is
shown in Figure 2.
Figure 2: Setup of the developed remote surgical system prototype.
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Figure 3: Concept overview of the control system.
The two computers are running a low latency Linux ker-
nel, which has a considerably lower latency than the corre-
sponding generic kernel [5], but still do not apply hard real
time. The motors, applying force feedback to the joystick
and driving the end-effector, are handled by motor drivers,
implemented as embedded systems, through a serial link.
The end-effector used for the prototype system is a part taken
from the da Vinci Surgical Systems [6] and has four degrees
of freedom. A corresponding joystick has been developed,
also with four degrees of freedom by Aalborg University.
The link between the workstations, consist of an Ethernet
communication channel. This is utilised by using the User
Datagram Protocol (UDP) of the Internet Protocol Suite.
B.1 Control
The control design are implemented as two systems, being
the surgical console and the surgical robot. An overview of
the control design is shown in Figure 3. The objective of the
surgical consoles control design is ensuring the force applied
by the end-effector is fed back, unscaled through the joystick,
to the user. Meanwhile the control design of the surgical
robot, ensure the position of the joystick is matched by the
end-effector. Each plant model has one input and two outputs
as shown in Figure 4 on the next page. This is done such that
it is possible to control the internal loops and give reference
points to the corresponding control loop. The feedback from
the surgical robot to the surgical console is negated, in order
to counter act the movement of the end-effector and hand.
The two inner loops, closed loop transfer functions, are
stated in Eq. 4 on the following page and 5 on the next page.
Hc is the surgical consoles closed loop and Hr is the surgiccal
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robots closed loop.
Hc =
Cc ·G1c
1+Cc ·G2c
(4)
Hr =
−Cr ·G2r
1+Cr ·G1r
(5)
To analyse the stability of the system an open loop transfer
function is used, derived in Eq. 6
Hol = Hc ·Hr · e−2st (6)
To ensure a stable system considerations are made to all
the transfer functions originating from the multiple inputs
and outputs of each subsystem. By using the principle of in-
ternal stability, the surgical console and surgical robot mod-
els have been individually analysed for stability across all of
their transfer function, by checking the poles of the system.
Hereafter by considering a single transfer function through
the system, the complete system can be proven stable [8].
This transfer function, IrobIref , is used to determine the effects of
time-delay.
With the designed controllers the system is stable, how-
ever the phase margin is as low as 5◦. As this makes it possi-
ble for model inacuracies to push the system into instability,
a lead compensator is designed in series with the main loop.
Furthermore Smith predictors are implemented to suppress
the destabilizing effects of the pure time delay. The smmith
predictor is implemented as a model of the surgical robot.
Both the lead compensator and the Smith predictor are shown
on Figure 5. The smith predictor utilises the roundtrip time
of the system, which must be provided to it. And it is there-
fore implemented into the protocol, that the roundtriptime is
measured.
B.2 Parameter Estimation
The current through the DC-motors are used to calculate the
torque of them, as this is directly proportional. To avoid
adding sensors to the system, an estimation of the torque,
based on the position sensor is used. This sensor is used
as it is a crusial part of any robotic surgery solution, and is
therefore deemed most likely to be available in most robotic
surgery systems. When the position and the sampling fre-
quency is known, it is trivial to calculate the velocity.
A state space DC-motor model is found with the states
being the current, i, and the angular velocity, ω , and the input
being the motor voltage, u. The model in Eq. 7 and 8 is in
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Figure 4: Expanded block diagram of the control system, with the
different transfer functions. Cc is the console controller
and Cr is the robot controller. G1c,r = θU , G2c,r =
I
U .
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Figure 5: Illustration of how the lead compensator and Smith pre-
dictor is incorporated into the control scheme. The lead
compensator makes sure that the open loop system has
a phase margin of 45° or above and the Smith predictor
handles the varying delays imposed by the network chan-
nel.
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Figure 6: Illustration of how the system and observation model are
connected to the Kalman filter.
continuous time.
ẋ = A ·x+b ·u, x =
[
i
ω
]
(7)
y = c ·x, y = ω (8)
This state space model is used to estimate the current
based on the voltage and the velocity of the motor. By adding
a Kalman filter the estimation can be even more accurate. For
implementation purposes the model is as shown in Eq. 9 and
10. The sampling frequency is chosen fast enough to ensure
that tha dynamics of the motor is not suppressed.
x(n) = Ad ·x(n−1)+bd ·u(n−1) (9)
y(n) = cd ·x(n) (10)
The Kalman filter model is seen in Eq. 11, 12 and 13 and
the design is illustrated in Figure 6, which shows how the
Kalman filter uses the model to predict the states x(n).
x̂p(n) = Ak · x̂u(n−1)+ z(n), x̂ =
[
î
ω̂
]
(11)
ŷ(n) = ck · x̂p(n), ŷ = ω̂ (12)
x̂u(n) = x̂p(n)+B(n) · (y(n)− ŷ(n)) (13)
With this filter design it is possible to use the velocity and
voltage to estimate the current and thereby the torque.
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C Test Description
Because of the extent of the project and the resources avail-
able it was not possible to implement all features wanted in
the requirements, therefore only the following three tests of
the system is conducted. Each tests is performed using a lo-
cal network at Aalborg University. the delays are are gener-
ated with the use of the network simulator Netem, such that
they are both known and reproducible3. Only data from one
joint will be presented in this paper.
C.1 1st Test - Position Tracking
Position data from the motors of both surgical console and
surgical robot are logged, while the test are conducted with
delays of 0, 100, 200 and 400 ms. In each delay the joystick
is moved 45 degrees right of the centre position, then 45 de-
grees left of the centre position and finally moved back into
the centre position. This is done to test how well the joy-
sticks position is matched by the robot. For each test posi-
tion the grip is loosened for two seconds, to test if instability
is present.
C.2 2nd Test - Torque Tracking
Estimated current at both surgical robot and surgical console
is logged. The test is performed with 0, 100, 200, and 400 ms
delays. The test is conducted by fixating the end-effector and
then applying force to the joystick. As the surgical robots
motor is now fixated, the current, and thereby torque will
rise, and it will be possible to see how well the surgical con-
sole tracks and applies this.
C.3 3rd Test - Parameter Estimation
The actual motor current is measured and logged together
with the estimated current. force is applied to the joystick,
in one direction and then in the opposite direction. The end-
effector is the fixated and the force is applied to the joystick
in a similar manner. It will then be exposed how well the
estimator is able to estimate the actual motor current and its
direction.
III. RESULTS
The results are presented as graphs of the transient behaviour
to inputs described in the previous section. Only the tests
where the round trip time is 0 and 400 ms are shown. This is
done as 400 ms is the maximum allowable delay in the sys-
tem, and for systems with less delay, the transient behaviour
is better in both theory and tests. Throughout all test the la-
tency measurer built into the system was tested and was in
all cases found functional.
A 1st Test - Position Tracking
First, a test with 0 ms round-trip time is seen in Figure 7
on the following page. It shows how the robot tracks the
position of the joystick. The steady state error seen on the
position tracking is most likely due to an insufficient integral
term, resulting in the more aggressive controller on the joy-
stick compensating for the error once it is released. By fine
tuning the robot’s controller, the tracking should be improved
3The round-trip time between the two computers, is found to have mean
0.4 ms and standard deviation 0.1 ms. This delay is treated as zero during
the tests.
without having the joystick move. Increasing the round-trip
time to 400 ms the response is as seen in Figure 8 on the next
page. While the system is still stable, a damped oscillation
is now present. The steady state behaviour appears to suffer
from the same problem as without delay, that is the joystick
is compensating for the slower integral term on the robot.
B 2nd Test - Torque Tracking
When the movement of the robot is restrained and the test is
performed without delay the systems’ responses can be seen
in Figure 9 on the following page. There is a clear over-
shoot of approximately 40% with no significant steady state
error. Additionally, it appears that the motor input reaches
saturation as the position is tracked poorly compared to the
previous test while the current for the most part is bounded
at ±115 mA. Adding a round-trip time of 400 ms will result
in Figure 10 on the next page. The most notable effect of
the delay is again a damped oscillation, now for the current,
whenever the joystick is moved. Though it is still stable.
C 3rd Test - Parameter Estimation
The parameter estimation test compares the estimated with
the measured current on the robot side of the setup. The
comparison is depicted in Figure 11. It shows that the cur-
rent measured by use of the motor driver is only positive and
cannot be below 50 mA. This is caused by the motor driver,
and the way its current sensor works.
As seen, the current estimation tracks the measured cur-
rent well. In the scenario where the robot is fixated (after 6
seconds) the estimation does not reach the measured current.
This is assessed to be caused by simplifications in the model.
Otherwise it is seen how the estimated current describes a lot
of the dynamics of the measured.
IV. CONCLUSION
Throughout this paper the design and implementation of a
surgical robotic system have been presented. Security mea-
sures and functionalities have been used in the design, how-
ever not all design functionalities and requirements have
been implemented and thereby not tested. The implemen-
tation is done in a modular manner onto two PC’s running
low-latency Ubuntu kernels, whilst simulating the delay in
the network by Netem.
The control design makes it possible to each individual
loop separately, by ensuring internal stability is guaranteed
within these. Hereafter a single path of the outer loop is ex-
amined. The outer loop had a phase margin of 5°, and a
lead compensator was used to raise the phase margin above
45°. Also to decrease destabilising effects of the time delays
Smith predictors are implemented. As the current was not
measured on the motor drivers, a Kalman filter was imple-
mented to estimate this, thereby a estimated torque was also
acquired.
The results of this paper was obtained by testing the core
functionalities of a surgical robotic system. The results im-
pose it possible to design a control scheme that is stable when
inflicted with time delays of considerable sizes. It is also
shown it is possible to apply force feedback to the user of a
surgical robotics system, by only using the input and position
of the motor, to estimate the current.
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Figure 7: Test of system at 0 ms round-trip time and robot moving
freely. The first plot shows how the position of the joy-
stick and robot behaves, while the second plot shows the
estimated current on the robot and the estimated current
on the joystick.
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Figure 8: Test of system at 400 ms round-trip time and robot mov-
ing freely. The time-axis for the robot is shifted by 200
ms in order to improve comparability.
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Figure 9: Test of system at 0 ms round-trip time and robot
restrained.
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Figure 10: Test of system at 400 ms round-trip time and robot re-
strained. The time-axis for the robot is shifted by 200
ms in order to improve comparability.
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Figure 11: Test of the parameter estimator. The joystick is moved
back and forth, and from time 6 s, the robot is fixated.
The current sensor can only measure in absolute values
and cannot show below 50 mA.
V. PERSPECTIVES
The position of the robot corresponds to the position of the
joystick. The relationship between joystick and robot posi-
tion in the test setup is 1:1. This relationship in commercial
products, like the da Vinci Surgical System, is 5:1 seen from
the console side, as this filters shaky hand movements and
makes it possible to conduct more precise procedures. Us-
ing robotics, it is possible for the surgeon to perform under
more comfortable conditions, such as sitting in a chair and
avoid wearing caps, face mask and gloves. However, hav-
ing to also apply the same force, instead of merely moving
a joystick, could result in unnecessary fatigue. Depending
on the procedure performed it could be beneficial to be able
to reduce the amount of force fed back, at the surgeon’s dis-
cretion, when it is irrelevant for the quality of the procedure.
Taking this a step further, it could prove useful to make on-
the-fly changes to feedback ratio in both directions. Meaning
that the surgeon would also be able to enhance the sense of
touch for when performing the most delicate procedures, in-
corporating the studies of [10], such that telesurgery in the
future could utilise and enhance the surgeon’s sense of touch
instead of completely eliminating it as it currently does.
Additionally, control methods not relying on knowing the
time-delay could be studied for a more robust solution to the
problems of latency. Similarly, further research into the ef-
fects of packet loss, and how it can be handled, could also be
relevant.
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