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A WASSERSTEIN INEQUALITY AND MINIMAL
GREEN ENERGY ON COMPACT MANIFOLDS
STEFAN STEINERBERGER
Abstract. Let M be a smooth, compact d−dimensional manifold, d ≥ 3,
without boundary and let G : M ×M → R∪{∞} denote the Green’s function
of the Laplacian −∆ (normalized to have mean value 0). We prove a bound on
the cost of transporting Dirac measures in {x1, . . . , xn} ⊂M to the normalized
volume measure dx in terms of the Green’s function of the Laplacian
W2
(
1
n
n∑
k=1
δxk , dx
)
.M
1
n1/d
+
1
n
∣∣∣∣∣∣∣∣
n∑
k,ℓ=1
k 6=ℓ
G(xk, xℓ)
∣∣∣∣∣∣∣∣
1/2
.
We obtain the same result for the Coulomb kernel G(x, y) = 1/‖x− y‖d−2 on
the sphere Sd, for d ≥ 3, where we show that
W2
(
1
n
n∑
k=1
δxk , dx
)
.
1
n1/d
+
1
n
∣∣∣∣∣∣∣∣
n∑
k,ℓ=1
k 6=ℓ
(
1
‖xk − xℓ‖d−2
− cd
)∣∣∣∣∣∣∣∣
1
2
,
where cd is the constant that normalizes the Coulomb kernel to have mean
value 0. We use this to show that minimizers of the discrete Green energy on
compact manifolds have optimal rate of convergence W2
(
1
n
∑n
k=1 δxk , dx
)
.
n−1/d. The second inequality implies the same result for minimizers of the
Coulomb energy on Sd which was recently proven by Marzo & Mas.
1. Introduction
The problem of distributing points evenly over a compact domain is classical. It
is usually ascribed to a 1904 paper of Thomson [32] who was concerned with the
position of n electrons on S2 in such a way that
n∑
i,j=1
i6=j
1
‖xi − xj‖ is minimized.
This problem is known to be very hard, the case n = 5 was only solved very
recently [29]. Problems of this flavor have appeared in countless settings, we refer
to [3, 9, 12, 14, 17, 23, 24, 30], the surveys [10, 19] and the textbooks [8, 27].
Recently, Beltra´n, Corral and Criado del Rey [5] introduced the notion of Green
energy: if M is a smooth, compact d−dimensional manifold without boundary and
G : M ×M → R ∪ {∞} is the Green’s function of the Laplacian (normalized to
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2have mean value 0), then we can consider the problem of minimizing
n∑
i,j=1
i6=j
G(xi, xj) over all sets of n points.
This is an exceedingly natural functional insofar as the Green’s function is an
intrinsic object on the manifold defined as the kernel solving the equation −∆u = f ,
i.e.
−∆x
∫
M
G(x, y)f(y)dy = f(x).
We note that this object has a singularity on the diagonal, we have G(x, y) ∼
1/|x− y|d−2 for d ≥ 3 (and a logarithmic singularity for d = 2 dimensions). This
ensures that having lots of points very close to each other will result in a large Green
energy and motivates minimizing it. The special case of M = S2 has attracted a
lot of attention [6, 17, 19, 33], the functional is
n∑
i,j=1
i6=j
log ‖xi − xj‖−1 and known as the logarithmic energy.
Beltra´n [4] discusses this quantity in terms of a facility location problem. Beltra´n,
Corral and Criado del Rey [5] established that minimizing sets {x1, . . . , xn} con-
verge weakly to the Lebesgue measure in the sense that
lim
n→∞
1
n
n∑
k=1
δxk ⇀ dx.
More recently, Criado del Rey [13] proved that any minimizing configuration of the
Green energy has optimal separation: for all i 6= j
|xi − xj | ≥ c
n1/d
.
On Rn, the Green’s function is merely the Coulomb energy G(x, y) = cd/‖x−y‖d−2
and such sets of points, possibly confined by a growing potential, have been studied
intensively, we refer to [7, 11, 18, 21, 26] and references therein.
2. Main Result
2.1. Main Result. The purpose of our paper is to give an inequality connecting
this type of quantity to the Wasserstein distance. The Wasserstein distance [35, 36]
is a natural notion of distance between measures (roughly ‘how much mass has to
be transported how far from an initial measure to achieve a target measure’). We
introduce the p−Wasserstein distance between two measures µ and ν as
Wp(µ, ν) =
(
inf
γ∈Γ(µ,ν)
∫
M×M
|x− y|pdγ(x, y)
)1/p
,
where | · | is the usual distance on the torus and Γ(µ, ν) denotes the collection of
all measures on M ×M with marginals µ and ν, respectively (also called the set of
all couplings of µ and ν). Our two measures under consideration are
µ =
1
n
n∑
k=1
δxk and ν = dx,
3where dx refers to the normalized volume measure. It is relatively easy to see that,
we have an (optimal) lower bound that is independent of the set {x1, . . . , xn}
W2
(
1
n
n∑
k=1
δxk , dx
)
&
1
n1/d
.
It is now natural to ask how quickly this Wasserstein distanceW2
(
1
n
∑n
k=1 δxk , dx
)
tends to 0 in n. It is not difficult to see that if the point set {x1, . . . , xn} is not
asymptotically uniformly distributed, then the Wasserstein distance does not tend
to 0. A quantitative rate of convergence can thus be understood as an improvement
over uniform distribution (which is established for many problems of the flavor dis-
cussed above and, in particular, for minimizers of the Green energy in [5]).
Our main result is a general inequality connecting the Wasserstein distance between
a discrete set of points and the Green’s function. This may be understood as
yet manifestation of the phenomenon that Wasserstein distance, like the Green
function, operates approximately at Sobolev scale H˙−1 (see [25, 36]).
Theorem 1. Let M be a smooth, compact d−dimensional manifold without bound-
ary, d ≥ 3, and let G : M ×M → R ∪ {∞} denote the Green’s function of the
Laplacian normalized to have average value 0 over the manifold. Then, for any set
of n points {x1, . . . , xn} ⊂M , we have
W2
(
1
n
n∑
k=1
δxk , dx
)
.M
1
n1/d
+
1
n
∣∣∣∣∣∣
∑
k 6=ℓ
G(xk, xℓ)
∣∣∣∣∣∣
1/2
.
If the manifold is two-dimensional, d = 2, then we have
W2
(
1
n
n∑
k=1
δxk , dx
)
.M
√
logn
n1/2
+
1
n
∣∣∣∣∣∣
∑
k 6=ℓ
G(xk, xℓ)
∣∣∣∣∣∣
1/2
.
The result is sharp for d ≥ 3 and sharp up to possibly the factor of √logn in d = 2.
One way to see this is by computing asymptotics on the Green energy which follows
as a byproduct from our approach (this Corollary can be interpreted as related to
the work of Wagner [34] for Coulomb energy on the sphere).
Corollary. Let M be a smooth, compact d−dimensional manifold without boundary
and d ≥ 3, then
n∑
k,ℓ=1
k 6=ℓ
G(xk, xℓ) &M −n2−2/d.
If the manifold is two-dimensional, then
n∑
k,ℓ=1
k 6=ℓ
G(xk, xℓ) &M −n logn.
The Theorem and the Corollary combined then show that for points minimizing
the Green energy for d ≥ 3 we have
W2
(
1
n
n∑
k=1
δxk , dx
)
.M
1
n1/d
which is best possible.
4This also refines [5] showing that minimizers of the Green energy equidistribute on
the manifold: if we have an infinite sequence of points for which
lim
n→∞
1
n2
n∑
k,ℓ=1
k 6=ℓ
G(xk, xℓ) = 0,
then the sequence is asymptotically uniformly distributed (because the Wasserstein
distance tends to 0).
This result should have an analogue for the Coulomb energy 1/|x|d−2 which has
Fourier decay 1/|ξ|2 corresponding to the space H˙−1 (which in turn is connected
to the Wasserstein distance). We make this precise for the sphere Sd.
Theorem 2. Let d ≥ 3 and let {x1, . . . , xn} ⊂ Sd, then
W2
(
1
n
n∑
k=1
δxk , dx
)
.
1
n1/d
+
∣∣∣∣∣∣∣
1
n2
n∑
k,ℓ=1
k 6=ℓ
(
1
‖xk − xℓ‖d−2 − cd
)∣∣∣∣∣∣∣
1
2
,
where
cd =
1
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2
is the constant that normalizes the Coulomb energy to mean 0.
If {x1, . . . , xn} ⊂ Sd is a set of points minimizing the Coulomb energy, then a result
of Wagner [34] implies that the expression in Theorem 2 is smaller than . cdn
−1/d
and we obtain the desired result stating that minimizers of the Coulomb energy
have optimal convergence rate in W2 – this optimal convergence speed was very
recently proven by Marzo & Mas [24, Theorem 1.5]; they also ask in [24] whether
such results are possible for Green energies on manifolds, this is answered by our
Theorem 1. Our proof of Theorem 2 is rather straightforward adaption of the proof
of Theorem 1 and uses an equivalent definition of the Sobolev norm H˙−1 in terms
of spherical harmonics on the sphere. The special function of the Laplacian of the
Riesz kernel is used to compensate for the lack of identities satisfied by the Green
function. It is not clear to us whether W2 is the endpoint or whether the optimal
rate of convergence can also be proven in W2+ε for some ε > 0.
2.2. Related results. Our proof of Theorem 1 follows an underlying philosophy
going back to Rougery & Serfaty [26], Chafa¨ı, Hardy & Ma¨ıda [11] and Garc´ıa-
Zelada [18]: we smooth the measure a bit, obtain a regular enough object that
allows us to go from the Wasserstein distance to H˙−1 which is the natural scale for
the Green energy, and control the errors. Superharmonicity of the Green function
plays a role and this motivates the use of the heat kernel on compact manifolds [18].
In particular, several of the error estimates we will use can also be found in [18]. One
notable difference in our use of the heat kernel is an application of Aronson’s bound
simplifying some of the steps. Another notable difference is that the previous results
are all phrased in W1 whereas our results are phrased in W2 (using an inequality of
Peyre´ [25]). This suggest the possibility that at least some of the previous results
may also hold for W2 (this was posed as a problem in [11]). However, many of
the previous results work with bounds for W1(µ, ν) for two arbitrary measures in
terms of the energy and this is unlikely to generalize: our argument uses Peyre´’s
5inequality which would then result in bounds in terms of the weighted space H˙−1(ν).
We always work with ν = dx allowing us to recover H˙−1(ν) = H˙−1(dx) = H˙−1.
Our proof of Theorem 2 relies on the smoothing procedure in Theorem 1 and then
uses, implicitly, the Funk-Hecke formula for spherical harmonics to establish an
equivalence between the renormalized Green energy and the Sobolev space H˙−1
(see [24]). The Laplacian of the Green’s function has, by definition, a particularly
simple form and this is no longer true for the Coulomb kernel; however, its Laplacian
is simple enough to bootstrap the necessary estimate up to the critical time scale.
2.3. An Application in Number Theory: Diaphony. We sketch an interesting
application to the case of d = 1 on the one-dimensional torus T = [0, 1] (with
endpoints identified). The Green’s function is translation invariant and given by
G(x, y) = G(x− y) = |x− y|
2
2
− |x− y|
2
+
1
12
.
Given a finite set {x1, . . . , xN}, we associate the measure
µ =
1
N
N∑
k=1
δxk .
A natural quantity that is frequently studied (see e.g. [15, 16, 20]) is the discrepancy
DN (µ) = sup
J⊂T
J interval
|µ(J)− |J ||.
It is easy to see that N−1 ≤ DN ≤ 1. The inequality
W1(µ, dx) . DN (µ)
is easy to see and follows from Monge-Kantorovich duality (see e.g. [31]). Another
notion of regularity is Zinterhof’s diaphony [37] and can be defined as (though it is
not usually defined in this manner, see also [16] for more details)
FN (µ) =
∑
k∈Z
k 6=0
|µ̂(k)|2
k2

1/2
=
 1
N2
N∑
k,ℓ=1
G(xk − xℓ)
1/2
=
 1
N2
N∑
k,ℓ=1
G(xk, xℓ)
1/2 .
This establishes a re-interpretation of Zinterhof’s diaphony in terms of Green energy
and vice versa. Some estimates for the W2 distance of number-theoretic sequence
to their equilibrium have been carried out in [31]. We explicitly note
W1(µ, dx) . DN (µ)
W2(µ, dx) . FN (µ)
Existing work on the size of the diaphony of very regularly distributed sets of points
that are defined via regular structures in number theory (inversion in finite field,
irrational rotations on the torus, ...) immediately carry over as examples for the
Green energy.
63. proofs
3.1. Proof of the Theorem. We first give a proof for d ≥ 3 dimensions to simplify
exposition. The necessary changes for d = 2 dimensions are outlined at the end
of the proof. The first step of the argument, control of the Wasserstein under the
heat equation is known; the short argument is repeated here for convenience of the
reader (the argument would go through for Wp distance for all 1 ≤ p <∞).
Lemma (see also [18, 31]). Let µ be a probability measure on the compact manifold
M . Then
W2(µ, e
t∆µ) .M
√
t,
where the implicit constant depends only on the manifold.
Proof. We apply the heat equation for a short time to µ. We interpret the heat
equation as convolution with the heat kernel and we interpret the heat kernel as a
transport plan. The result of this transport plan will be a new mass distribution
given by
g(x) =
∫
M
et∆δx(y)dµ(y) at W
2
2 -cost
∫
M
∫
M
|x− y|2et∆δx(y)dµ(y)dx.
This transportation cost is easy to bound: we use a classical bound of Aronson [1],
that will also play a role in the proof of our main result,
et∆δx(y) ≤ c1
td/2
exp
(
−|x− y|
2
c2t
)
for some c1, c2 depending only on (M, g) and obtain∫
M
∫
M
|x− y|2et∆δx(y)dµ(y)dx .(M,g)
∫
M
∫
M
|x− y|2
td/2
exp
(
−|x− y|
2
c2t
)
dµ(y)dx.
However, it is easily seen that for some universal constants depending on the man-
ifold ∫
M
|x− y|2
td/2
exp
(
−|x− y|
2
c2t
)
dx .c2,(M,g) t.
Altogether, this implies the squared W2 transportation cost is bounded by (since
c2 .(M,g) 1) ∫
M
∫
M
|x− y|2et∆δx(y)dµ(y)dx .(M,g) t‖µ‖L1 = t.

Proof of Theorem 1. We abbreviate
µ =
1
N
N∑
k=1
δxk
and first use the triangle inequality
W2(µ, dx) ≤W2(µ, et∆µ) +W2(et∆µ, dx),
where et∆ is the solution of the heat equation at time t. We can define this operator
spectrally via
et∆f =
∞∑
k=0
e−λkt 〈f, φk〉φk,
7where φk denotes the sequence of Laplacian eigenfunctions on the manifold, i.e.
−∆φk = λkφk (normalized to have ‖φk‖L2 = 1). We have already seen in the
Lemma above that W2(µ, e
t∆µ) .
√
t. For the second term, we use an estimate of
Peyre´ [25] that implies
W2(e
t∆µ, dx) .
∥∥∥∥− 1vol(M) + et∆µ
∥∥∥∥
H˙−1
=
∥∥et∆µ∥∥
H˙−1
,
where H˙−1 is a Sobolev space whose norm can be defined spectrally via
‖f‖2
H˙−1
=
∞∑
k=1
〈f, φk〉2
λk
.
The one-dimensional case of Peyre´’s inequality is an identity and can also be found
in [28, Exercise 64]. We note that the Green function is defined in a similar way,
i.e. spectrally via ∫
M
G(x, y)f(y)dy =
∞∑
k=1
〈f, φk〉
λk
φk(x).
As a consequence, we have that∫
M×M
G(x, y)f(x)f(y)dxdy =
〈∫
M
G(x, y)f(y)dy, f(x)
〉
=
∞∑
k=1
〈f, φk〉2
λk
= ‖f‖2
H˙−1
.
We note that the heat equation and the Green function are both spectral multipliers
and thus, whenever s1 + t1 = s2 + t2 and all four numbers are positive,∫
M
∫
M
G(x, y)es1∆f(x)et1∆g(y)dxdy =
∞∑
k=1
e−s1λk
〈f, φk〉 〈g, φk〉
λk
e−t1λk
=
∞∑
k=1
e−s2λk
〈f, φk〉 〈g, φk〉
λk
e−t2λk
=
∫
M
∫
M
G(x, y)es2∆f(x)et2∆g(y)dxdy.
We can now write∥∥et∆µ∥∥2
H˙−1
=
∫
M
∫
M
G(x, y)et∆µ(x)et∆µ(y)dxdy
=
1
N2
∑
k,ℓ
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxℓ(y)dxdy
=
1
N2
∑
k
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxk(y)dxdy
+
1
N2
∑
k 6=ℓ
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxℓ(y)dxdy.
We use the self-adjointness of spectral multipliers (and both convolution with G
as well as the heat kernel are spectral multipliers, moreover the heat kernel is a
8semigroup and et∆et∆ = e2t∆) and rewrite the first term as∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxk(y)dxdy =
∫
M
∫
M
G(x, y)δxk(x)e
2t∆δxk(y)dxdy
=
∫
M
G(xk, y)e
2t∆δxk(y)dy
We have a very good understanding of the heat kernel since
e2t∆δxk(y) .
{
t−d/2 if dg(x, y) ≤
√
t
exponentially decaying otherwise.
More formally, we use a classical bound of Aronson [1] for the heat kernel on
manifolds stating that for constants c1, c2 depending on the manifold
et∆δx(y) ≤ c1
td/2
exp
(
−|x− y|
2
c2t
)
,
where |x − y| = dg(x, y) denotes the geodesic distance (we will use this notation
henceforth). We can couple this with the estimate (see e.g. Aubin [2])
G(x, y) .M
1
|x− y|d−2
and obtain∫
M
G(xk, y)e
2t∆δxk(y)dy .
∫
Rn
e2t∆δ0(x)
|x|d−2 dx
.
∫ ∞
0
c1
td/2
exp
(
− r2c2t
)
rn−2
rn−1dr . t1−
d
2 .
This implies
1
N2
∑
k
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxk(y)dxdy .
t1−
d
2
N
.
It remains to bound the second term. We can again use that Fourier multipliers
commute to argue that∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxℓ(y)dxdy =
∫
M
∫
M
G(x, y)δxk(x)e
2t∆δxℓ(y)dxdy
=
∫
M
G(xk, y)e
2t∆δxℓ(y)dy.
We understand this value for t very small since the Green function is integrable and
lim
t→0
∫
M
G(xk, y)e
2t∆δxℓ(y)dy = G(xk, xℓ)
and will now control the variation in time. We note that if xk = xℓ for some k 6= ℓ,
then our upper bound is infinity/undefined and the entire statement is vacuous.
We can thus assume xk 6= xℓ for k 6= ℓ. The heat kernel solves the heat equation
and thus
∂
∂t
et∆δxℓ(y) = ∆ye
t∆δxℓ(y)
which we use in combination with
∆yG(x, y) =
1
vol(M)
− δx and
∫
M
e2t∆δxℓ(y)dy = 1,
9where the first identity is in the sense of distributions (and will be used paired
against a smooth function). We write
1
2
∂
∂t
∫
M
G(xk, y)e
2t∆δxℓ(y)dy =
∫
M
G(xk, y)∆ye
2t∆δxℓ(y)dy
=
∫
M
∆yG(xk, y)e
2t∆δxℓ(y)dy
=
∫
M
(
1
vol(M)
− δxk
)
e2t∆δxℓ(y)dy
=
1
vol(M)
− (e2t∆δxℓ) (xk)
≤ 1
vol(M)
This implies
1
N2
∑
k 6=ℓ
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxℓ(y)dxdy ≤
2t
vol(M)
+
1
N2
∑
k 6=ℓ
G(xk, xℓ).
Altogether, collecting all the estimates, we have
W2(µ, dx) .W2(µ, e
t∆µ) +W2(e
t∆µ, dx)
.
√
t+
 t1− d2
N
+
2t
vol(M)
+
1
N2
∑
k 6=ℓ
G(xk, xℓ)
1/2 .
Setting t = N−2/d results in
W2
(
1
N
N∑
k=1
δxk , dx
)
.M
1
N1/d
+
1
N
∣∣∣∣∣∣
∑
k 6=ℓ
G(xk, xℓ)
∣∣∣∣∣∣
1/2
.
We observe that the Green energy may actually be negative and, at first glance, it
may look like one could get improved results. However, we will show in the proof
of the corollary that
1
N
∣∣∣∣∣∣
∑
k 6=ℓ
G(xk, xℓ)
∣∣∣∣∣∣
1/2
&M −N−1/d
and thus our application of the triangle inequality in this form is not lossy. We
quickly note the necessary changes for the case d = 2. We observe that in that case
G(x, y) . | log |x− y||
and thus, for the first term,∫
M
G(xk, y)e
2t∆δxk(y)dy .
∫
Rn
| log |x||e2t∆δ0(x)dx
.
∫ ∞
0
c1
t
| log r| exp
(
− r
2
c2t
)
rdr . log (1/t).
10
The off-diagonal term behaves exactly as before and we obtain
W2(µ, dx) .M
√
t+
 log (1/t)
N
+ t+
1
N2
∑
k 6=ℓ
G(xk, xℓ)
1/2 .
Setting t = 1/N results in the desired statement. 
3.2. Proof of the Corollary. The Corollary follows from the argument developed
in Theorem 1. We again first deal with the case d ≥ 3 and then discuss the necessary
modifications to deal with d = 2.
Proof. We make use of the trivial identity∥∥et∆µ∥∥2
H˙−1
≥ 0.
At the same time, we can control its expansion in terms of Green’s function and
the bounds obtained in Theorem 1 via
0 ≤
∥∥et∆µ∥∥2
H˙−1
≤ 1
N2
∑
k
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxk(y)dxdy
+
1
N2
∑
k 6=ℓ
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxℓ(y)dxdy.
We have the inequalities
1
N2
∑
k
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxk(y)dxdy .
t1−
d
2
N
1
N2
∑
k 6=ℓ
∫
M
∫
M
G(x, y)et∆δxk(x)e
t∆δxℓ(y)dxdy ≤
t
vol(M)
+
1
N2
∑
k 6=ℓ
G(xk, xℓ)
Setting t = N−2/d results in the desired bound. Using the modified bounds yields
in the result for d = 2. 
We quickly sketch how one would derive, via an explicit construction, for d ≥ 3 sets
of points that establish
inf
x1,...,xn
∑
k 6=ℓ
G(xk, xℓ) . −n2−2/d.
Our construction is asymptotic as n → ∞ (so that our considerations are local
instead of global) and we illustrate it for the flat torus Td. We assume that n is
of the form n = md and partition the manifold into boxes (Qj)
n
j=1 of sidelength
m−1 = n−1/d and put points in the middle of these cubes. We fix a point x1 and
want to estimate the expression
∑n
k=2G(x1, xk). We start by remarking that
0 =
∫
Td
G(x1, y)dy =
∫
Q1
G(x1, y)dy +
n∑
j=2
∫
Qj
G(x1, y)dy,
where Q1 is the cube containing x1. We observe that∣∣∣∣∫
Q1
G(x1, y)dy
∣∣∣∣ . ∫ n−1/d
0
1
rn−2
rn−1dr = n−2/d.
11
As for the remaining cubes, we can expand
G(x1, y) = G(x1, xk) +∇G(x1, y)
∣∣
y=xk
(y − x1)
+
1
2
〈
y − xk, D2G(x1, y)
∣∣
y=xk
(y − xk)
〉
+ l.o.t.
Integrating this over Qk results in cancellation of the linear term and yields∫
Qj
G(x1, y)dy − 1
n
G(x1, xk) =
∫
Qk
1
2
〈
y − xk, D2G(x1, y)
∣∣
y=xk
(y − xk)
〉
∼ n−2/d|Qj |.
Multiplying by n, summing over all n − 1 cubes and then adding over all other n
points results in the desired scaling. One could see how this, in the general case
where a subdivision into boxes may not be feasible, can be interpreted as a facility
location problem (see Be´ltran [4]).
3.3. Proof of Theorem 2. The new ingredient is a folklore Lemma that relates the
Green function on the sphere to the Coulomb kernel by showing that the Coulomb
kernel has exactly the appropriate decay in terms of Fourier coefficients. That
computation is carried out using the Funk-Hecke formula, a recent and very nice
presentation can be found in Marzo & Mas [24].
Lemma (Folklore, see e.g. [24]). Let f ∈ L2(Sd). Then
‖f‖2
H˙−1
=
∫
Sd
∫
Sd
G(x, y)f(x)f(y)dxdy
∼d
∫
Sd
∫
Sd
f(x)f(y)
‖x− y‖d−2dxdy −
(
1
|Sd|
∫
Sd
f(x)dx
)2 ∫
Sd×Sd
dxdy
‖x− y‖d−2 .
Proof. We note that G is normalized to have mean value and thus annihilates
constants. Rewriting f as a constant function and a function having mean value 0
results in
f =
1
|Sd|
∫
Sd
f(x)dx +
(
f − 1|Sd|
∫
Sd
f(x)dx
)
and plugging this into the right-hand side shows that it remains to deal with func-
tions with mean value 0. It then suffices to test the equivalence on Laplacian
eigenfunctions (spherical harmonics) since
f =
∞∑
k=1
akφk
results in ∫
Sd
∫
Sd
G(x, y)f(x)f(y)dxdy =
∞∑
k=1
a2k
λk
.
However, we also have∫
Sd
∫
Sd
f(x)f(y)
‖x− y‖d−2dxdy =
∞∑
k,ℓ=1
akaℓ
∫
Sd
∫
Sd
φk(x)φℓ(y)
‖x− y‖d−2dxdy
and the desired result now follows from the orthogonality relation
12
∫
Sd
∫
Sd
φk(x)φℓ(y)
‖x− y‖d−2dxdy =
{
0 if k 6= ℓ
∼d λ−1k if k = l
.
This computation is carried out using the Funk-Hecke formula (see e.g. [24]). 
Proof of Theorem 2. We set again
µ =
1
N
N∑
k=1
δxk
and use, as before,
W2(µ, dx) ≤
√
t+W2(e
t∆µ, dx)
.
√
t+
∥∥et∆µ∥∥
H˙−1
.
We use the equivalence of the Green energy and the Riesz kernel discussed in the
Lemma and obtain (note that the quantity on the right-hand side is always positive)∥∥et∆µ∥∥2
H˙−1
.d
1
N2
N∑
k,ℓ=1
∫
Sd
∫
Sd
et∆δxk(x)e
t∆δxℓ(x)(y)
‖x− y‖d−2 dxdy
− 1|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2 .
We split in diagonal and off-diagonal terms, the same computation as in the proof
of Theorem 1 (where the only property of the Green’s function that we used in this
step was |G(x, y)| . 1/‖x− y‖d−2) implies
1
N2
N∑
k=1
∫
Sd
∫
Sd
et∆δxk(x)e
t∆δxk(y)
‖x− y‖d−2 dxdy .
t1−
d
2
N
.
It remains to deal with the off-diagonal terms: since everything can be interpreted
as a spectral multiplier, we can write∫
Sd
∫
Sd
et∆δxℓ(x)e
t∆δxk(y)
‖x− y‖d−2 dxdy =
∫
Sd
∫
Sd
δxk(x)e
2t∆δxℓ(y)
‖x− y‖d−2 dxdy
=
∫
Sd
e2t∆δxℓ(y)
‖xk − y‖d−2dy.
We understand this expression as t = 0 and try to understand its variation in time.
As before, we differentiate in time and obtain
1
2
∂
∂t
∫
Sd
e2t∆δxℓ(y)
‖xk − y‖d−2dy =
∫
Sd
1
‖xk − y‖d−2∆ye
2t∆δxℓ(y)dy
=
∫
Sd
∆y
(
1
‖xk − y‖d−2
)
e2t∆δxℓ(y)dy.
In the proof of Theorem 1, we used that the Laplacian of the Green’s function has
a particularly simple form. This is different here but the Laplacian of a Coulomb
kernel is still explicit and we have, for some positive constants c1, c2 depending only
on the dimension (and could be found, for example, in [24]),
∆y
1
‖xk − y‖d−2 = c1
1
‖xk − y‖d−2 − c2δxk .
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This implies
1
2
∂
∂t
∫
Sd
e2t∆δxℓ(y)
‖xk − y‖d−2dy ≤ c1
∫
Sd
e2t∆δxℓ(y)
‖xk − y‖d−2dy
and therefore ∫
Sd
e2t∆δxℓ(y)
‖xk − y‖d−2dy ≤
ec1t
‖xk − xℓ‖d−2 .
This allows us to bound the off-diagonal terms as
1
N2
N∑
k,ℓ=1
k 6=ℓ
∫
Sd
∫
Sd
et∆δxk(x)e
t∆δxℓ(x)(y)
‖x− y‖d−2 dxdy ≤
ec1t
N2
N∑
k,ℓ=1
k 6=ℓ
1
‖xk − xℓ‖d−2 .
Let us now fix the abbreviation
X =
N∑
k,ℓ=1
k 6=ℓ
(
1
‖xk − xℓ‖d−2 − cd
)
,
where cd is chosen so that the Coulomb kernel has average value zero over the
sphere. Then, for 0 < t < c−11 , we use
1
N2
N∑
k,ℓ=1
k 6=ℓ
∫
Sd
∫
Sd
et∆δxk(x)e
t∆δxℓ(x)(y)
‖x− y‖d−2 dxdy ≤
ec1t
N2
N∑
k,ℓ=1
k 6=ℓ
1
‖xk − xℓ‖d−2
=
ec1t
N2
(
N2
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2 + |X |
)
≤ 1|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2
+ ec1t
N2
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2
+
ec1t
N2
|X |
We pick t = N−2/d and thus obtain the estimate
1
N2
N∑
k,ℓ=1
k 6=ℓ
∫
Sd
∫
Sd
et∆δxk(x)e
t∆δxℓ(x)(y)
‖x− y‖d−2 dxdy ≤
1
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2
+ ec1
N2−2/d
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2
+ ec1
1
N2
|X |
Collecting all the estimates now results in
∥∥et∆µ∥∥2
H˙−1
. N−2/d +
|X |
N2
14
and thus
W2
(
1
N
N∑
k=1
δxk , dx
)
. N−1/d +
1
N
|X |1/2
= N−1/d +
1
N
∣∣∣∣∣∣∣
N∑
k,ℓ=1
k 6=ℓ
(
1
‖xk − xℓ‖d−2 − cd
)∣∣∣∣∣∣∣
1
2
as desired. 
We conclude by remarking that, as in the proof of the Corollary, we can use the
argument to show that for any {x1, . . . , xN} ⊂ Sd, for d ≥ 3, we have
N∑
k,ℓ=1
k 6=ℓ
1
‖xk − xℓ‖d−2 −
N2
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2 ≥ −cdN
2−2/d
which is a result of Wagner [34].
Sketch of the Argument. We define, as above,
µ =
N∑
k=1
δxk and use ‖et∆µ‖2H˙−1 ≥ 0.
In short, we use
‖et∆µ‖2H−1 = diagonal + off-diagonal,
and we have shown above that
diagonal ≤ c1 t
1−d/2
N
≤ c1N2−2/d,
where c1 depends only on the dimension. We have also seen that, for constants
c2, c3 depending only on the dimension
off-diagonal ≤ c2ec3N
−2/d
N∑
k,ℓ=1
k 6=ℓ
1
‖xk − xℓ‖d−2 .
Suppose now,
N∑
k,ℓ=1
k 6=ℓ
1
‖xk − xℓ‖d−2 =
N2
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2 − c4N
2−2/d,
for some c4 sufficiently large (depending on c1, c2, c3), then
‖et∆µ‖2H−1 <
N2
|Sd|2
∫
Sd×Sd
dxdy
‖x− y‖d−2
and then
‖et∆µ‖2
H˙−1
< 0 which is a contradiction.

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