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a b s t r a c t
In this paper, we investigate the initial-boundary problemof a degenerate parabolic system
with nonlinear localized sources. We classify the blow-up solutions into global blow-up
cases and single-point blow-up cases according to the values of m, n, pi, qi. Furthermore,
we obtain the uniform blow-up profiles of solutions for the global blow-up case. Finally, we
give some numerical examples to verify the results. These extend and generalize a recent
work of one of the authors [L. Du, Blow-up for a degenerate reaction–diffusion systems
with nonlinear localized sources, J. Math. Anal. Appl. 324 (2006) 304–320], which only
considered uniform blow-up profiles under the special case p1 = p2 = 0.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study the following degenerate reaction–diffusion system coupled with nonlinear localized sources:
ut = 1um + up1vq1(x0, t), x ∈ Ω, t > 0,
vt = 1vn + vp2uq2(x0, t), x ∈ Ω, t > 0,
u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω,
(1.1)
where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω , x0 ∈ Ω is a fixed point, and constants m, n >
1,max{p1, p2} > 0,max{q1, q2} > 0. The initial data u0, v0 ∈ C2+α(Ω)⋂ C(Ω) are nonnegative bounded continuous
functions and they vanish on ∂Ω .
This problem describes the flow of a fluid through a porous medium with internal localized sources (see [1,2]) or a
physical phenomenon where the reactions in a dynamical system are driven by the temperature at a single point (see [3]).
It also can be used in population dynamics (see [4,5]).
In the past decades, many important results on these blow-up solutions have been obtained for nonlinear degenerate
parabolic systems (see [6–9,1,10–13] and the references therein). We will introduce some in the following.
In [8,10], the authors have studied the single equation
vt = 4vm + avpvq(x0, t), for x ∈ Ω, t > 0, (1.2)
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with the null Dirichlet boundary condition. The criteria of global existence and nonexistence have been obtained. In
particular, when p ≤ 1, Du and Xiang obtained the following theorem.
Theorem A. Assume that p ≤ 1 and (A1)–(A3) (see [10]) hold, and suppose that v(x, t) is a classical solution of (1.2), which
blows up in finite time T ∗; then the blow-up set is thewhole domainΩ and the following limits converge uniformly on any compact
subset of Ω .
(1) If p < 1,
lim
t→T∗
(T ∗ − t)− 1p+q−1 v(x, t) = lim
t→T∗
(T ∗ − t)− 1p+q−1 ‖v(·, t)‖∞ = (a(p+ q− 1))−
1
p+q−1 .
(2) If p = 1,
lim
t→T∗
|log(T ∗ − t)|−1 log v(x, t) = lim
t→T∗
|log(T ∗ − t)|−1 log ‖v(·, t)‖∞ = 1/q.
In [11], the author considered the special case p1 = p2 = 0 of (1.1) and proved that the blow-up solution blows up every-
where.We call this phenomena ‘‘global blow-up’’. Furthermore, the author obtained the followinguniformblow-upprofiles:
lim
t→T∗
(T ∗ − t)(q1+1)/γ u(x, t) = γ−(q1+1)/γ (q2 + 1)q1/γ (q1 + 1)1/γ , (1.3)
lim
t→T∗
(T ∗ − t)(q2+1)/γ v(x, t) = γ−(q2+1)/γ (q1 + 1)q2/γ (q2 + 1)1/γ , (1.4)
where γ = q1q2 − 1.
In [14], the authors considered system (1.1) withm = n = 1, and they found that when p1, p2 ≤ 1 the system possesses
uniform profiles, while when p1, p2 > 1 it presents single-point blow-up patterns.
Motivated by the above cited works, in this paper our main aim is to classify the blow-up solutions into global blow-up
cases and single-point blow-up cases, according to the roles of local terms and localized terms. In [11], the author proved
that, when q1q2 > (m− p1)(n− p2), there are solutions (u, v) to system (1.1) which blow up in finite time T ∗ <∞ in the
L∞ norm, using the comparison principle. Therefore, throughout this paper we assume that q1q2 > (m − p1)(n − p2) and
that the initial data satisfy1u
m
0 (x) ≤ 0, ∆vn0(x) ≤ 0 inΩ,
1um0 (x)+ up10 (x)vq10 (x0) ≥ 0, ∆vn0(x)+ vp20 (x)uq20 (x0) ≥ 0 inΩ,
1um0 (x)+ up10 (x)vq10 (x0) = 0, ∆vn0(x)+ vp20 (x)uq20 (x0) = 0 on ∂Ω.
(A)
Under the hypothesis (A), the existence of a nonnegative classical solution to problem (1.1) can be proved by the standard
and similar method in [11,13,15].
We give the classification as follows.
(1) If p1, p2 ≤ 1, this means that the localized terms uq2(x0, t) and vq1(x0, t) play a leading role; then system (1.1) has global
blow-up. Moreover, modifying the method in Souplet’s elegant work [16] and applying it to degenerate coupled system, we
can obtain the uniform blow-up profiles in this case.
(2) If p1 > m and p2 > n, the local sources dominate the localized ones; then problem (1.1) presents single-point blow-up
patterns.
Now we give the definitions of blow-up set and global blow-up.
Definition. A point x∗ ∈ Ω is a blow-up point of (u, v) if there exists a sequence {xn, tn} such that tn → T ∗, xn → x∗ and
lim
n→∞(‖u(xn, tn)‖∞ + ‖v(xn, tn)‖∞) = +∞.
The set of all blow-up points is called blow-up set denoted by S. If S = Ω , we say that system (1.1) has global blow-up or
total blow-up.
For the other related works on global blow-up and single-point blow-up of solutions of reaction–diffusion systems
(specially with nonlinear localized reactions), we refer the readers to [17,8,10,11,18–20] and the references therein.
This paper is organized as follows. In the next section, we consider the case of global blow-up and give the uniform blow-
up profiles. In Section 3, we will show that blow-up only occurs at a single point. Some numerical examples are given in the
last section.
2. The case of global blow-up
In this section, we will show that the solution (u, v) of problem (1.1) blows up everywhere, provided that p1, p2 ≤ 1. To
this end we assume that (u, v) blows up in finite time T ∗. Our results are as follows.
Theorem 2.1. Assume that (u, v) is a classical solution of (1.1) which blows up in finite time T ∗. If p1, p2 ≤ 1, then the system
has global blow-up; that is, all points of Ω are blow-up points. Moreover, the following statements hold uniformly on any compact
subset of Ω .
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(i) If p1, p2 < 1, then
lim
t→T∗
u(x, t)(T ∗ − t)θ = σ
q1
q1q2−(1−p1)(1−p2) θ
1−p2
q1q2−(1−p1)(1−p2) ,
lim
t→T∗
v(x, t)(T ∗ − t)σ = θ
q2
q1q2−(1−p1)(1−p2) σ
1−p1
q1q2−(1−p1)(1−p2) ,
where θ = 1+q1−p2q1q2−(1−p1)(1−p2) , σ =
1+q2−p1
q1q2−(1−p1)(1−p2) .
(ii) If p1 = 1 or p2 = 1, then
lim
t→T∗
log u(x, t)|log(T ∗ − t)|−1 = 1+ q1 − p2
q1q2
, lim
t→T∗
log v(x, t)|log(T ∗ − t)|−1 = 1+ q2 − p1
q1q2
.
Remark. Clearly, in the special case of p1 = p2 = 0, the uniform blow-up profiles in Theorem 2.1 are consistent with (1.3)
and (1.4). On the other hand, in the special case of m = n, p1 = p2, q1 = q2, the results are consistent with those of the
scalar equation in [10].
To prove Theorem 2.1, we first introduce some transformations. Let U(x, τ ) = um(x, t), V (x, τ ) = (n/m)n/n−1vn(x, t),
τ = mt; then problem (1.1) becomes the following system:
Uτ = U r1(1U + aUp3V q3(x0, τ )), x ∈ Ω, τ > 0,
Vτ = V r2(1V + bV p4Uq4(x0, τ )), x ∈ Ω, τ > 0,
U(x, τ ) = V (x, τ ) = 0, x ∈ ∂Ω, τ > 0,
U(x, 0) = U0(x), V (x, 0) = V0(x), x ∈ Ω,
(2.1)
where 0 < r1 = (m − 1)/m < 1, 0 < r2 = (n − 1)/n < 1, p3 = p1/m, q3 = q1/n, p4 = p2/n, q4 = q2/m, a =
(m/n)q1/(n−1) > 0, b = (m/n)(p2−n)/(n−1) > 0,U0(x) = um0 (x), V0(x) = (n/m)n/(n−1)vn0(x). Thus the solution (U, V ) blows
up in finite time T∗ = mT ∗.
For convenience, we denote
f (τ ) = Uq4(x0, τ ), F(τ ) =
∫ τ
0
f (s)ds, g(τ ) = V q3(x0, τ ), G(τ ) =
∫ τ
0
g(s)ds.
Lemma 2.2. Assume that (U, V ) is a classical solution of (2.1) which blows up in finite time T∗. If p1 ≤ 1, p2 ≤ 1, then
lim
τ→T∗
g(τ ) = lim
τ→T∗
G(τ ) = ∞, lim
τ→T∗
f (τ ) = lim
τ→T∗
F(τ ) = ∞.
Moreover, U and V blow up simultaneously.
Proof. Since (U, V ) blows up in finite time T∗, we have
‖U(·, τ )‖∞ + ‖V (·, τ )‖∞ →∞, as τ → T∗.
Without loss of generality, wemay assume that ‖U(·, τ )‖∞ →∞ as τ → T∗. Suppose on the contrary that limτ→T∗ g(τ ) <∞. So, from the equation of U in system (2.1), we know that U(x, τ ) exists globally for any U0(x), since 0 < p3 =
p1/m ≤ 1 (see [21,22] for details). This leads to a contradiction. Therefore limτ→T∗ g(τ ) = ∞. It can be deduced that
limτ→T∗ ‖V (·, τ )‖∞ = ∞ from g(τ ) = V q3(x0, τ ) and limτ→T∗ g(τ ) = ∞. Then we claim that U and V blow up
simultaneously.
Next we infer that limτ→T∗ G(τ ) = ∞. Set U˜(τ ) = maxx∈Ω U(x, τ ). By Theorem 4.5 of [23], we know that U˜(τ ) is
Lipschitz continuous and
U˜ ′(τ ) ≤ U˜ r1+p3(τ )g(τ ) a.e. in [0, T∗). (2.2)
Since r1 + p3 = 1+ (p1 − 1)/m, integrating (2.2) over (0, τ ), we obtain
1
1− r1 − p3 U˜
1−r1−p3(τ ) ≤ aG(τ )+ 1
1− r1 − p3 U˜
1−r1−p3(0), if p1 < 1,
log U˜(τ ) ≤ aG(τ )+ log U˜(0), if p1 = 1.
(2.3)
From limτ→T∗ U˜(τ ) = ∞, it follows that limτ→T∗ G(τ ) = ∞.
Furthermore, from limτ→T∗ ‖V (·, τ )‖∞ = ∞, mentioned above, applying similar arguments as above to the equation of
V in system (2.1), we have limτ→T∗ f (τ ) = limτ→T∗ F(τ ) = ∞. 
Next, we try to show the relationships among U(x, τ ), V (x, τ ), F(τ ) and G(τ ). We use the notation f (τ ) ∼ g(τ ), for
limτ→T∗
f (τ )
g(τ ) = 1.
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Lemma 2.3. Under the conditions of Theorem 2.1, the following statements hold uniformly on any compact subset of Ω .
(i) If p1 < 1 and p2 < 1, then
U1−r1−p3(x, τ ) ∼ a(1− r1 − p3)G(τ ), V 1−r2−p4(x, τ ) ∼ b(1− r2 − p4)F(τ ).
(ii) If p1 < 1 and p2 = 1, then
U1−r1−p3(x, τ ) ∼ a(1− r1 − p3)G(τ ), log V (x, τ ) ∼ bF(τ ).
(iii) If p1 = 1 and p2 < 1, then
logU(x, τ ) ∼ aG(τ ), V 1−r2−p4(x, τ ) ∼ b(1− r2 − p4)F(τ ).
(iv) If p1 = p2 = 1, then
logU(x, τ ) ∼ aG(τ ), log V (x, τ ) ∼ bF(τ ).
Proof. (i) From p1 < 1, we have 1− r1 − p3 > 0; then a direct computation yields
(U1−p3)τ = U r1(∆U1−p3 + p3(1− p3)U1−p3 |∇U|2 + a(1− p3)g(τ )) ≥ U r1(1U1−p3 + a(1− p3)g(τ )),
which shows that U1−p3(x, τ ) is a supersolution of the following problem:wτ = w
r1
1−p3 (∆w + a(1− p3)g(τ )), x ∈ Ω, 0 < τ < T∗,
w(x, τ ) = 0, x ∈ ∂Ω, 0 < τ < T∗,
w(x, 0) = U1−p30 (x), x ∈ Ω.
Since 0 < r1/(1− p3) < 1, it follows from (4.15) in [8] that
lim
τ→T∗
w
r1
1−p3 (x, τ )
a(1− r1 − p3)G(τ ) = limτ→T∗
‖w(·, τ )‖
r1
1−p3∞
a(1− r1 − p3)G(τ ) = 1 (2.4)
holds uniformly on any compact subset ofΩ . By comparison methods (in [6,7]), we obtain
U1−p3(x, τ ) ≥ w(x, τ ), for (x, τ ) ∈ Ω × [0, T∗).
Hence, from (2.4), the following limits hold on any compact subset ofΩ:
lim inf
τ→T∗
U1−r1−p3(x, τ )
a(1− r1 − p3)G(τ ) ≥ 1 , lim infτ→T∗
‖U(·, τ )‖1−r1−p3∞
a(1− r1 − p3)G(τ ) ≥ 1. (2.5)
On the other hand, it follows from the case p1 < 1 in (2.3) that
lim sup
τ→T∗
U˜1−r1−p3(τ )
a(1− r1 − p3)G(τ ) ≤ 1. (2.6)
From U˜(τ ) = maxx∈Ω U(x, τ ), the inequalities (2.5) and (2.6) guarantee that
lim
τ→T∗
U1−r1−p3(x, τ )
a(1− r1 − p3)G(τ ) = limτ→T∗
‖U(·, τ )‖1−r1−p3∞
a(1− r1 − p3)G(τ ) = 1
holds uniformly on any compact subset ofΩ .
If p2 < 1, by similar arguments, we have that
lim
τ→T∗
V 1−r2−p4(x, τ )
b(1− r2 − p4)F(τ ) = limτ→T∗
‖V (·, τ )‖1−r2−p4∞
b(1− r2 − p4)F(τ ) = 1
holds uniformly on any compact subset ofΩ .
(ii) If p1 < 1, analogously to case (i), we have
U1−r1−p3(x, τ ) ∼ a(1− r1 − p3)G(τ ).
If p2 = 1, i.e. 1− r2 − p4 = 0, using similar computations as in case (i), we obtain
Vτ ≥ V
(
1V 1−p4
1− p4 + bf (τ )
)
.
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Hence V 1−p4 is a supersolution of the following problem:
zτ = z(∆z + b(1− p4)f (τ )), x ∈ Ω, 0 < τ < T∗,
z(x, τ ) = 0, x ∈ ∂Ω, 0 < τ < T∗,
z(x, 0) = V 1−p40 (x), x ∈ Ω.
Set
α(x, τ ) = b(1− p4)F(τ )− log z, β(τ ) =
∫
Ω
α(y, τ )ϕ(y)dy,
where ϕ(y) is the positive eigenfunction corresponding to the first eigenvalue λ1 of −∆ in Ω with
∫
Ω
ϕ(y)dy = 1. Using
similarmethods to those in Theorem4.3 in [8], we have that the following statement holds uniformly on any compact subset
ofΩ:
lim
τ→T∗
log z(x, τ )
b(1− r2 − p4)F(τ ) = limτ→T∗
‖logz(·, τ )‖∞
b(1− r2 − p4)F(τ ) = 1.
Proceeding as in case (i), we arrive at the corresponding conclusion.
Cases (iii) and (iv) can be treated similarly. 
Lemma 2.4. Under the assumptions of Theorem 2.1, for any given positive constants 0 < δ,  < 1, γ > 1, there exists T˜ such
that, for all τ ∈ [˜T , T∗), the following statements hold.
(i) If p1 < 1 and p2 < 1, then
δa(1+ q4 − r1 − p3)(b(1− r2 − p4)F(τ ))
1+q3−r2−p4
1−r2−p4
≤ γ b(1+ q3 − r2 − p4)(a(1− r1 − p3)G(τ ))
1+q4−r1−p3
1−r1−p3 , δb(1+ q3 − r2 − p4)(a(1− r1 − p3)G(τ ))
1+q4−r1−p3
1−r1−p3
≤ γ a(1+ q4 − r1 − p3)(b(1− r2 − p4)F(τ ))
1+q3−r2−p4
1−r2−p4 .
(ii) If p1 < 1 and p2 = 1, then
1+ q4 − r1 − p3
1− r1 − p3 log(a(1− r1 − p3)G(τ ))+ log δγ + log
bq3
a(1+ q4 − r1 − p3) ≤ bq3γ F(τ ),
bq3δF(τ ) ≤ 1+ q4 − r1 − p31− r1 − p3 log(a(1− r1 − p3)G(τ ))+ log
γ δ

+ log bq3
a(1+ q4 − r1 − p3) .
(iii) If p1 = 1 and p2 < 1, then
1+ q3 − r2 − p4
1− r2 − p4 log(b(1− r2 − p4)F(τ ))+ log δγ + log
aq4
b(1+ q3 − r2 − p4) ≤ aq4γG(τ ),
aq4δG(τ ) ≤ 1+ q3 − r2 − p41− r2 − p4 log(b(1− r2 − p4)F(τ ))+ log
γ δ

+ log aq4
b(1+ q3 − r2 − p4) .
(iv) If p1 = p2 = 1, then
log
aq4γ
bq3δ
+ bq3δF(τ ) ≤ aq4γG(τ ),
aq4δG(τ ) ≤ log aq4δbq3γ + bq3γ F(τ ).
Proof. (i) p1 < 1 and p2 < 1. Since F ′(τ ) = f (τ ) = Uq4(x0, τ ),G′(τ ) = g(τ ) = V q3(x0, τ ), from case (i) of Lemma 2.3, we
have
F ′(τ ) ∼ {a(1− r1 − p3)G(τ )}
q4
1−r1−p3 , G′(τ ) ∼ {b(1− r2 − p4)F(τ )}
q3
1−r2−p4 as τ → T∗.
Then, for chosen positive constants δ < 1 < γ , there exists t0 < T∗, such that, for all t0 ≤ τ < T∗,{
δ(a(1− r1 − p3)G(τ ))
q4
1−r1−p3 ≤ F ′(τ ) ≤ γ (a(1− r1 − p3)G(τ ))
q4
1−r1−p3 ,
δ(b(1− r2 − p4)F(τ ))
q3
1−r2−p4 ≤ G′(τ ) ≤ γ (b(1− r2 − p4)F(τ ))
q3
1−r2−p4 .
And thus
δ(a(1− r1 − p3)G(τ ))
q4
1−r1−p3
γ (b(1− r2 − p4)F(τ ))
q3
1−r2−p4
≤ dF
dG
≤ γ (a(1− r1 − p3)G(τ ))
q4
1−r1−p3
δ(b(1− r2 − p4)F(τ ))
q3
1−r2−p4
for τ ∈ [t0, T∗). (2.7)
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From the right-hand side of (2.7), we get
δ(b(1− r2 − p4)F(τ ))
q3
1−r2−p4 dF ≤ γ (a(1− r1 − p3)G(τ ))
q4
1−r1−p3 dG for τ ∈ [t0, T∗).
Integrating from t0 to τ , it follows that
δ
b(1+ q3 − r2 − p4) (b(1− r2 − p4)F(s))
1+q3−r2−p4
1−r2−p4
∣∣∣∣τ
t0
≤ γ
a(1+ q4 − r1 − p3) (a(1− r1 − p3)G(s))
1+q4−r1−p3
1−r1−p3
∣∣∣∣τ
t0
≤ γ
a(1+ q4 − r1 − p3) (a(1− r1 − p3)G(τ ))
1+q4−r1−p3
1−r1−p3 . (2.8)
Since limτ→T∗ F(τ ) = ∞ and 1 − r2 − p4 = (1 − p2)/n > 0 for given constant 0 <  < 1, there exists t˜0 : t0 ≤ t˜0 < T∗
such that
F
1+q3−r2−p4
1−r2−p4 (t0) ≤ (1− )F
1+q3−r2−p4
1−r2−p4 (τ ) for τ ∈ [t˜0, T∗).
Hence, from (2.8), it can be deduced that, for all τ ∈ [t˜0, T∗),
δa(1+ q4 − r1 − p3)(b(1− r2 − p4)F(τ ))
1+q3−r2−p4
1−r2−p4 ≤ γ b(1+ q3 − r2 − p4)(a(1− r1 − p3)G(τ ))
1+q4−r1−p3
1−r1−p3 . (2.9)
Application of a similar analysis as that above to the left-hand side of (2.7) guarantees that there exists t∗0 < T∗, such
that, for all τ ∈ [t∗0 , T∗),
δb(1+ q3 − r2 − p4)(a(1− r1 − p3)G(τ ))
1+q4−r1−p3
1−r1−p3 ≤ γ a(1+ q4 − r1 − p3)(b(1− r2 − p4)F(τ ))
1+q3−r2−p4
1−r2−p4 . (2.10)
Set T˜ = max{t˜0, t∗0 }; then (2.9) and (2.10) ensure case (i) of Lemma 2.4.
Analogously to case (i), we can draw the other conclusions of Lemma 2.4. 
Proof of Theorem 2.1. Choose {δi}∞i=1, {i}∞i=1, {γi}∞i=1, satisfying 0 < δi, i < 1 and γi > 1, i = 1, 2, . . . ,∞, with
δi, i, γi → 1, as i → ∞. Putting (δ, , γ ) = (δi, i, γi) in Lemma 2.4, we get T˜i < T∗ such that the corresponding
(i)–(iv) of Lemma 2.4 hold for all T˜i ≤ τ < T∗.
(i) p1 < 1, p2 < 1. From case (i) of Lemma 2.4, it follows that, for such sequences {δi}∞i=1, {γi}∞i=1, there exists {ti}∞i=1 : ti < T∗,
with ti → T∗, as i→∞, such that, for all τ ∈ [ti, T∗),
δi(a(1− r1 − p3)G(τ ))
q4
1−r1−p3 ≤ Uq4(x, τ ) ≤ γi(a(1− r1 − p3)G(τ ))
q4
1−r1−p3 . (2.11)
Denote T ∗i = max{ti, T˜i}; then (2.11) and case (i) of Lemma 2.4 assert that, for all T ∗i ≤ τ < T∗,
F ′(τ ) ≥ δi(a(1− r1 − p3)G(τ ))
q4
1−r1−p3
≥ δi
(
iδi
γi
) q4
1+q4−r1−p3
(
a(1+ q4 − r1 − p3)
b(1+ q3 − r2 − p4)
) q4
1+q4−r1−p3
(b(1− r2 − p4)F(τ ))
q4(1+q3−r2−p4)
(1+q4−r1−p3)(1−r2−p4) , (2.12)
F ′(τ ) ≤ γi
(
γi
iδi
) q4
1+q4−r1−p3
(
a(1+ q4 − r1 − p3)
b(1+ q3 − r2 − p4)
) q4
1+q4−r1−p3
(b(1− r2 − p4)F(τ ))
q4(1+q3−r2−p4)
(1+q4−r1−p3)(1−r2−p4) . (2.13)
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Notice that
1− q4(1+ q3 − r2 − p4)
(1+ q4 − r1 − p3)(1− r2 − p4) = −
q1q2 − (1− p1)(1− p2)
(1− p2)(1+ q2 − p1) = −
1
σ(1− p2) < 0,
where σ = 1+q2−p1q1q2−(1−p1)(1−p2) is defined in Theorem 2.1.
Integrating (2.12) and (2.13), we obtain that, for all T ∗i ≤ τ < T∗,
ci
b
nσ
(
a(1+ q4 − r1 − p3)
b(1+ q3 − r2 − p4)
) q4
1+q4−r1−p3 ≤ (T∗ − τ)−1(b(1− r2 − p4)F(τ ))
−1
σ(1−p2)
≤ Ci bnσ
(
a(1+ q4 − r1 − p3)
b(1+ q3 − r2 − p4)
) q4
1+q4−r1−p3
, (2.14)
where ci = δi
(
iδi
γi
) q4
1+q4−r1−p3 , Ci = γi
(
γi
iδi
) q4
1+q4−r1−p3 .
By letting i→∞ in (2.14), we can deduce that
(b(1− r2 − p4)F(τ ))
−1
σ(1−p2) ∼ b
nσ
(
a(1+ q4 − r1 − p3)
b(1+ q3 − r2 − p4)
) q4
1+q4−r1−p3
(T∗ − τ).
Since 1− r2 − p4 = (1− p2)/n, it follows from case (i) of Lemma 2.2 that
(T∗ − τ)σV 1/n(x, τ ) ∼
(
b
nσ
)−σ (a(1+ q4 − r1 − p3)
b(1+ q3 − r2 − p4)
) −q4σ
1+q4−r1−p3
(2.15)
holds uniformly on any compact subset ofΩ .
Similarly as above, it can be inferred that
(T∗ − τ)θU1/m(x, τ ) ∼
( a
mθ
)−θ (b(1+ q3 − r2 − p4)
a(1+ q4 − r1 − p3)
) −q3θ
1+q3−r2−p4
(2.16)
holds uniformly on any compact subset ofΩ , where θ = 1+q1−p2q1q2−(1−p1)(1−p2) .
Combining (2.15), (2.16)with the transform about (u(x, t), v(x, t)), we can draw the conclusion of case (i) of Theorem2.1.
(ii) p1 = 1 or p2 = 1. We divide this case into three subcases:
(a) p1 < 1, p2 = 1, (b) p1 = 1, p2 < 1, (c) p1 = p2 = 1.
We first discuss subcase (a).
Analogously to the beginning of the proof of case (i), it follows from case (ii) of Lemma 2.3 and case (ii) of Lemma 2.4
that, for all T ∗i ≤ τ < T∗,
F ′(τ ) ≥ δi(a(1− r1 − p3)G(τ ))
q4
1−r1−p3
≥ δi
(
i
τiδi
) q4
1−r1−p3
(
a(1+ q4 − r1 − p3)
bq3
) q1
1+q1−p2
exp
(
bq3q4δi
1+ q4 − r1 − p3 F(τ )
)
,
F ′(τ ) ≤ γi(γiiδi)−
q4
1−r1−p3
(
a(1+ q4 − r1 − p3)
bq3
) q1
1+q1−p2
exp
(
bq3q4δi
1+ q4 − r1 − p3 F(τ )
)
.
Application of a similar analysis as in case (i) gives
lim
τ→T∗
bF(τ )|log(T ∗ − t)|−1 = 1+ q4 − r1 − p3
q3q4
. (2.17)
Since δi , i, γi → 1, as i→∞ and G(τ ), F(τ )→∞, as τ → T∗, then by case (ii) of Lemma 2.4
lim
τ→T∗
bF(τ )
log(a(1− r1 − p3)G(τ )) =
1+ q4 − r1 − p3
(1− r1 − p3)q3 .
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Hence
lim
τ→T∗
log(a(1− r1 − p3)G(τ ))| log(T∗ − τ)|−1 = 1− r1 − p3q4 . (2.18)
By combining (2.17), (2.18) and case (ii) of Lemma 2.3, we have
log V (x, τ ) ∼ bF(τ ) ∼ 1+ q4 − r1 − p3
q3q4
|log(T∗ − τ)|, (2.19)
logU(x, τ ) ∼ 1
1− r1 − p3 log(a(1− r1 − p3)G(τ )) ∼
1
q4
|log(T∗ − τ)| (2.20)
uniformly on any compact subset ofΩ .
The corresponding conclusion in Theorem 2.1 of subcase (a) can be directly drawn by combining (2.19), (2.20) with the
transformation about (u(x, t), v(x, t)).
Finally, we can verify subcases (b) and (c) by similar means as in subcase (a) and case (i). So we complete the proof of
Theorem 2.1. 
3. The case of single-point blow-up
In this section, we will show that, if p1 > m and p2 > n, single-point blow-up occurs.
Throughout this section, we assume thatΩ = BR(0) = {x ∈ RN : |x| < R} and x0 = 0. To obtain that the blow-up only
occurs at the single point x = 0, we give an additional assumption for the initial data u0 and v0.
(B) u0(x), v0(x) : BR(0) → R are nontrivial radially symmetric non-increasing continuous functions, and they vanish on
∂BR(0).
Using the modified method [17,19] to the degenerate system, we obtain the following theorem.
Theorem 3.1. Assume that (B) holds and that (u, v) is a classical solution of (1.1) which blows up in finite time T ∗; then x = 0
is the only blow-up point of (u, v).
Proof. First, consider the auxiliary problem (2.1). Under assumption (B), applying standardmethods, we can easily find that
the following results are true.
(1) U(x, τ ) > 0 and V (x, τ ) > 0 in BR(0)× (0, T∗).
(2) The solutions (U, V ) of (2.1) in BR(0) are radially symmetric and non-increasing in r , i.e.
U(x, τ ) = U(r, τ ), V (x, τ ) = V (r, τ ) and Ur(r, τ ) ≤ 0, Vr(r, τ ) ≤ 0 in (0, R)× (0, T∗),
where r = |x|.
(3) U(0, τ ) = maxx∈BR(0) U(x, τ ), V (0, τ ) = maxx∈BR(0) V (x, τ ).
From (3) above, it follows that if (U, V ) blows up in finite time T∗, it must blow up at x = 0, namely limτ→T∗(U(0, τ )+
V (0, τ )) = ∞.
Next, we prefer that x = 0 is the unique blow-up point of (U, V ) in BR(0). Assume on the contrary that (U, V ) blows up
at another point x∗ 6= 0. Without loss of generality, we assume that U blows up at point x∗, i.e. limτ→T∗ U(x∗, τ ) = ∞. Set
r∗ = |x∗|; then limτ→T∗ U(r, τ ) = ∞, for any r ∈ [0, r∗]. Let d = r∗/3 and
B+d (0) = {x|x ∈ BR(0), x1 > d}.
Define
J(x, τ ) = Ux1(x, τ )+ ε(x1 − d)2Up(x, τ ), (x, τ ) ∈ B+d (0)× [0, T∗),
where 1 < p < p3 = p1/m and ε is a small positive constant to be determined.
A direct computation yields
Jτ − U r1∆J = (Uτ − U r11U)x1 + pε(x1 − d)2Up−1(Uτ − U r11U)
− 4pε(x1 − d)U r1+p−1Ux1 − p(p− 1)ε(x1 − d)2U r1+p−2|∇U|2 − 2εU r1+p
≤ (a(r1 + p3)U r1+p3−1V q3(0, τ )− 4pε(x1 − d)U r1+p−1) · J
− c1(x)U r1+p
(
a(r1 + p3 − p)Up3−1V q3(0, τ )− 4pε(x1 − d)Up−1 + 2
(x1 − d)2
)
≤ kJ − c1(x)U r1+p
(
a(r1 + p3 − p)Up3−1V q3(0, τ )− 4pε(x1 − d)Up−1 + 2R2
)
, (3.1)
where k = a(r1 + p3)U r1+p3−1V q3(0, τ )− 4pε(x1 − d)U r1+p−1.
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From V (r, τ ) > 0 in (0, R)× (0, T∗) and V (0, τ ) = maxx∈BR(0) V (x, τ ) for t ∈ [0, T∗), we have V (0, τ ) > c > 0 for some
constant c. Since p < p3 and U(x, τ ) > 0, then we can choose a sufficiently small ε1 > 0 such that, for any 0 < ε < ε1, the
following holds:
a(r1 + p3 − p)Up3−1V q3(0, τ )− 4pε(x1 − d)Up−1 + 2R2 ≥ 0 in B
+
d (0)× (0, T∗). (3.2)
Consequently, (3.1) and (3.2) ensure that
Jτ − U r1∆J − kJ ≤ 0, (x, τ ) ∈ B+d (0)× (0, T∗). (3.3)
Moreover, U0(x) being nontrivial yields that U0r 6≡ 0. Combining U0r ≤ 0, by standard methods we can deduce that
Ur(r, τ ) < 0 provided that r 6= 0 and τ > 0. And thus
Ux1(x, τ ) = Ur(r, τ )
x1
r
< 0, (x, τ ) ∈ B+d (0)× (0, T∗).
In the following discussion, we may assume that ux1(x, τ ) < 0 holds in B
+
d (0)× [0, T ∗). Hence
J(x, t) = Ux1(x, τ ) < 0, (x, τ ) ∈ ∂B+d (0)× [0, T∗). (3.4)
On the other hand,
J(x, 0) = Ux1(x, 0)+ ε(x1 − a)2Up0 (x)
≤ Ux1(x, 0)+ εR2 max
x∈BR(0)
Up0 (x)
≤ 0, for any x ∈ B+d (0) (3.5)
provided that 0 < ε ≤ ε2 for some sufficiently small ε2.
Set ε = min{1, ε1, ε2}; applying the maximum principle to (3.3)–(3.5), we have
J(x, τ ) ≤ 0, (x, τ ) ∈ B+d (0)× [0, T∗).
Namely,
−U−pUx1 ≥ ε(x1 − d)2, (x, τ ) ∈ B+d (0)× [0, T∗).
Integrating from y = (2d, 0, . . . , 0) to z = (r∗, 0, . . . , 0), it follows that
1
p− 1U
1−p(x, τ )
∣∣∣∣x=z
x=y
≥ 7ε
81
(r∗)3 > 0, 0 < τ < T∗. (3.6)
Since p > 1 and limτ→T∗ U(r, τ ) = ∞ for any r ∈ [0, r∗], then (3.6) leads to a contradiction as τ → T∗. Therefore, U(x, τ )
blows up only at a single point x = 0. Application of similar arguments to V (x, τ ) gives the same result to V (x, τ ).
Obviously, according to the transformations about (u, v), we can claim that (u, v) also blows up at the single point x = 0.
This completes the proof of Theorem 3.1. 
4. Numerical example
In this section, we use a standard finite difference scheme in an adaptive mesh generated by iterative grid redistribution
(IGR, described in [24]) for the computation of numerical solutions of Eq. (1.1). Since the solution to Eq. (1.1) may blow up,
the IGR method will be used here to obtain the adaptive mesh which is more efficient to detect the formation of blow-up.
Mesh distribution is usually obtained by minimizing a functional of the coordinate mapping between the physical domain
and the computational domain. Consider the two-dimensional case: the functional is chosen so that theminimum is suitably
influenced by the desired properties of the solution u(x, y) of the PDEs themselves. The mesh concentrates more grid points
in the blow-up regions after each iterative remeshing process and this enables us to get more accurate solutions.
Now we give a numerical example to show the case of single-point blow-up. The initial condition is given by
u0(x, y) = v0(x, y) = 5e−10(x2+y2), (4.1)
the computational domain is [−1, 1] × [−1, 1], and m = n = 3/2, p1 = p2 = 2, q1 = q2 = 2. From the numerical results
in Fig. 1, we observe that when (x0, y0) = (0, 0) in Eq. (1.1) and t approximates to T ∗, the solution u and v blow up and the
mesh concentrates more grid points around the central point. To verify the blow up occurs only in the center, we choose an
arbitrary point as (x0, y0) = (−0.75,−0.75) (not the central point); the numerical experiment shows that the solution u
and v become flat (do not blow up) in Fig. 2.
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Fig. 1. (a) Surface plot of u at t = 0; (b) surface plot of v at t = 0; (c) plot of grid distribution at t = 0; (d) surface plot of u at t = T ∗ ≈ 0.00754; (e)
surface plot of v at t = T ∗ ≈ 0.00754; (f) plot of grid distribution at t = T ∗ ≈ 0.00754.
Fig. 2. (a) Surface plot of u at t = 1.0; (b) surface plot of v at t = 1.0;.
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