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I N T R O D U C C I O N 
1.1.- Resumen 
El principal objetivo de la presente tesis es obtener herramientas que permitan un mejor 
análisis de los Controladores basados en Lógica Difusa, en particular para el estudio de su 
estabilidad. Las herramientas, que se desarrollan en esta tesis, se basan fundamentalmente en 
la equivalencia que se puede establecer entre estructuras particulares de Controladores 
Difusos y Redes Neuronales. 
Un Controlador Lógico Difuso (CLD) es en escencia un algoritmo que convierte una 
estrategia de control lingüística a una estrategia de control automático, con lo que es posible 
automatizar sistemas complejos usualmente controlados en lazo abierto por un operador 
experto, quien realiza dicha acción utilizando información heurística adquirida por la 
experencia. Este conocimiento se expresa de manera lingüística, por lo que la aplicación de un 
CLD en este tipo de procesos es atractiva. Desafortunadamente la forma en que se han 
desarrollado estos controladores no facilita un análisis de estabilidad formal, esencial para 
obtener una aplicación confiable. Una de las principales motivaciones de esta tesis es la de 
analizar las características funcionales de dichos controladores, para poder establecer bases 
que permitan un análisis formal de su estabilidad en lazo cerrado con los procesos a controlar. 
1.2.- Objetivos 
Los objetivos de esta tesis son dos. explotar conjuntamente las propiedades de las Redes 
Neuronales Artificiales (RNA) y el Controlador Lógico Difuso (CLD), y desarrollar una 
estructura que permita el uso de herramientas conocidas para el análisis riguroso de 
estabilidad del controlador surguido de la integración de RNA y CLD. 
1.3.- Estructura de la tesis 
La tesis está organizada como sigue: el capítulo dos presenta los conceptos básicos de la 
Lógica Difusa y las características principales de un Controlador Lógico Difuso (CLD). En el 
capitulo tres se trata el tema de las Redes Neuronales Artificiales (RNA) en general y en 
particular el caso de las Redes Neuronales con Funciones Bases Radiales (RFBR), después se 
describe un tipo de CLD: el Algoritmo de Control Difuso Simplificado (ACDS) y al final del 
capítulo se hace un análisis de la equivalencia entre estos dos métodos. En el capítulo cuatro 
se realiza el análisis de estabilidad de un controlador basado en la equivalencia mencionada 
anteriormente, cuando se aplica a Sistemas Lineales; éste se denomina Controlador Neuronal 
Difuso (CND), primeramente se define la condición sector que sirve para caracterizar las 
propiedades de estabilidad mediante el Teorema de Popov, después de este análisis se 
presentan algunas aplicaciones a un Sistema de Tercer Orden, así como el control de la 
posición de la bola en el proceso conocido como "la bola y la barra". En el capítulo cinco se 
estudian algunos conceptos de la teoría de pasividad, empezando con conceptos básicos de los 
espacios L p y sus extensiones, para proseguir con pasividad y poder plantear el análisis de 
estabilidad de algunos Sistemas no Lineales en lazo cerrado con el CND, finalmente, en este 
capítulo, se presentan cuatro aplicaciones prácticas del CND en sistemas no lineales, como 
son: el control de la velocidad angular del penduleo de un Generador Síncrono conectado a un 
Bus Infinito, el control de posición de un Robot de un grado de libertad, el control de posición 
de un Robot de dos grados de libertad, y como última aplicación se tiene el control de la 
velocidad de rotación de un Motor de Inducción de 500 HP de C.A. En el capítulo seis se 
establecen las conclusiones que se tienen al final del desarrollo de esta tesis, con lo que finaliza 
este trabajo. Se incluyen además dos anexos; en el primero se presentan las estructuras de los 
CND utilizados, y en el segundo un artículo aceptado para "American Control Conference" de 
1995. 
Capituío (Dos 
CONTROL DIFUSO: UNA INTRODUCCION 
2.1 Breve Reseña 
La lógica difusa, base fundamental del control difuso, fue introducida por Zadeh [1] en 
1962 en un trabajo que vincula la teoría de circuitos eléctricos con la de sistemas. Tres años 
más tarde, en 1965, el mismo Zadeh crea la llamada teoría de conjuntos difusos que hecha los 
cimientos de la llamada síntesis lingüística, mostrando cómo pueden utilizarse planteamientos 
lógicos no precisos para obtener conclusiones a partir de información no precisa. Aunque 
estos trabajos se enfocan a aplicaciones en sistemas humanísticos, la lógica difusa fue aplicada 
al control de procesos industriales, por vez primera, por E. Mamdani y su grupo del Queen 
Mary College de Londres, Inglaterra. A partir de los años 70, un numeroso grupo de 
científicos de varias nacionalidades europeas se convirtieron en pioneros en la aplicación de la 
lógica difusa a sistemas automáticos [1], Esta aplicación creó una estructura de control: el 
Controlador Lógico Difuso. El reciente auge del Control Difuso se debe a su aplicación 
exitosa en Japón [2], en diferentes productos como aparatos electrodomésticos, aparatos 
electrónicos, sistema de transporte masivo, . . . , etc. 
En el campo específico de los sistemas de control, es frecuente el caso de procesos o 
plantas en las que controladores convencionales o diseñados con técnicas modernas como 
control óptimo, control adaptable, etc., no dan los resultados deseados o fallan 
completamente. Se trata de procesos de elevada complejidad, que en la mayoría de los casos 
son controlados satisfactoriamente por operadores humanos experimentados. Al investigar el 
proceder de estos expertos, se puede concluir que utilizan la información acerca del estado del 
proceso de un modo básicamente cualitativo [1], 
Esta manera de proceder es común para un humano, aún en casos relativamente simples. 
Por ejemplo, en el caso de la conducción de un automóvil, el conductor al girar el volante, 
nunca lo hace de un modo cuantitativo, o sea en términos de radianes o grados ni acciona el 
pedal del acelerador o freno en términos de milímetros o Newtons. Ante la necesidad de 
realizar una vuelta cerrada, gira el volante mucho; así como cuando se acerca a un alto 
presiona el freno macho. 
Los diseñadores de sistemas de control investigan nuevos métodos para controlar 
procesos cada vez más complejos, especialmente en los casos en donde no existe un modelo 
preciso y la información que se tiene acerca de éstos es de carácter esencialmente cualitativo. 
Por otro lado, determinar las acciones de control adecuadas constituye un problema típico de 
toma de decisiones, para el cual la lógica difusa resulta una poderosa herramienta en 
situaciones de imprecisión en los modelos, en la información, y con restricciones en las 
acciones de control [2], 
Las aplicaciones de la lógica difusa abarcan, además del control automático, muchas otras 
disciplinas como son las ciencias biológicas, la medicina, economía . . . etc. Aunque la lógica 
difusa tiene una amplia gama de aplicaciones, el reconocimiento a su validez, rigor y 
aplicabilidad no está exento de controversias, ha sido señalada como una ingenuidad 
filosófica, con carencia de aplicabilidad, y bases matemáticas rigurosas [1], Sin embargo, las 
aplicaciones y el desarrollo teórico derivados de los últimos años, la hacen meritorio de 
trabajos de investigación [3], 
A continuación se presentan los conceptos básicos de la lógica difusa, así como su 
utilización en sistemas de control automático. También se discuten las estrategias para el 
diseño de un Controlador Lógico Difuso (CLD) 
2.2 Conceptos Básicos de Lógica Difusa 
Estos conceptos fueron tomados principalmente de [A] y [5] 
Universo de Discurso.- Sea (J un conjunto cuyos elementos toman valores discretos o 
continuos. U es llamado el universo de discurso y u representa un elemento genérico de U. 
Conjunto Difuso.- Un conjunto difuso F definido en un universo de discurso U, está 
caracterizado por una función de pertenencia m , la cual toma valores en el intervalo [0,1], y 
se representa por |ip: U —>[0,1], Un conjunto difuso puede ser visto como una 
generalización del concepto de un conjunto ordinario para el cual las funciones de pertenencia 
toman solamente dos valores {0,1}. Un conjunto difuso F definido en U se representa como el 
conjunto de pares ordenados: elemento genérico u y su grado de función de pertenencia: 
= ( 2 . 1 ) 
Cuando V es continuo (figura 2.1), un conjunto difuso F puede ser escrito como: 
r = \ u i x F ( u ) / u (2.2) 
donde J no significa integral sino unión de los pares ordenados (nF(u),u) 
'H(u) 
Cuando U es discreto, un conjunto difuso F puede ser representado como: 
F = 2 > F ( U Í ) / U Í ( 2 . 3 ) 
donde £ n 0 significa sumatoria sino unión de los pares ordenados (p.p(u),u). 
Por ejemplo: 
si U = 1 + 2 + . . . + 10, 
F 0.3/2 + 0.5/3 + 0.8/4 + 1/5 + 0.8/6 + 0,5/5 + 0.3/8 
donde "+" significa la unión de los pares ordenados 
Unión.- La función de pertenencia \.ia<jb de la unión A ^J B se define para toda u e U por: 
donde A y B son conjuntos difusos definidos en U 
Intersección.- La función de pertenencia de ' a intersección A r\ B se define para toda 
u e ( /por : ^AnB = m i " í ^ A ( u ) ' M B ( u ) } - í 2 ' 5 ) 
Complemento.- La función de pertenencia ji ¡ del complemento de un conjunto difuso A está 
definida para toda u s U por: 
n s ( u ) = i - n A ( u ) . (2-6> 
Producto Cartesiano- Si A, An son conjuntos difusos en U, , . . ., Un , 
respectivamente, el producto Cartesiano de A¡, . . An es un conjunto difuso en el espacio 
producto U¡ x . . .x Un con la función de pertenencia definida por: 
MAIx...xAn(ui'- '"n) = min{^ A 1 (u i ) M A n W ) (2-7) 
con u j e U | , Ui e U] , . . . , u n e Un. 
Relación Difusa.- Una Relación Difusa es un conjunto difuso definido en U, x . . .x Un y se 
expresa como; 
RUiX...XUn= K ( u i , . . . , u n ) ^ R ( u i , - -,Un))í(ui,...,Un) eUiX. . .xU n}- (2-8) 
donde es la función de pertenencia del punto (uj , . . . ,un) 
Variable Lingüística - Una variable lingüistica puede ser caracterizada por el trio ordenado 
(x,T(x),U), donde: 
x: es el nombre de la variable 
T(x): es el conjunto calificativo de r 
U: es el universo de discurso 
Por ejemplo, si velocidad es una variable lingüística, entonces su conjunto calificativo 
T{yelocidad) puede ser T(velocidad) {lenta, media, rápida, muy lenta, más o menos 
rápida,...}. Cada término en T(velocidad) está determinado por un conjunto difuso definido en 
un universo de discurso U. Si éste está definido de 0 a 100 km/h, se puede interpretar "lenta" 
como una velocidad abajo de los 40 Km/h, "media" como una velocidad cerca de los 55km/h y 
"rápida" como una velocidad mayor a 70 Km/h. Estos términos pueden ser caracterizados por 
conjuntos difusos con funciones de pertenencia como se muestran en la figura 2.2. 
velocidad 
lenta media rqpiHa 
0.5 
0 km/h 
40 55 70 velocidad 
Fig. 2.2.- Representación diagramática de velocidades difusas 
2.3 Componentes del Controlador Lógico Difuso 
La figura 2.3 muestra la configuración básica de un Controlador Lógico Difuso (CLD), 
cuyos cuatro principales componentes son: una interface de difusificación, una base de 
conocimiento, una máquina de inferencia, y una interface de desdifusificación. 
La presentación de! Controlador Lógico Difuso (CLD), de sus componentes y parámetros 
se basa principalmente en [4] y [5], 
Interface de 
di rusif icación 
d i tuso 
Base de 
Conoc imien to 
M á q u i n a de 
inferencia 
In tcr íace d e 
Desdi lu s i f icacior 
di fu s 
sa l idas 
del p roceso Sis tema 
Con t ro l ado 
acción de control 
no d i fu so 
Fig. 2.3.- Configuración básica de un Controlador Lógico Difuso 
1) La interface de difusificación realiza las siguientes funciones: 
a) adquiere los valores de las variables numéricas 
b) transforma estos valores a funciones de pertenencia de conjuntos difusos definidos en 
los correspondientes universos de discurso 
2) La base de conocimiento comprende el conocimiento específico de la aplicación. Esta 
consiste de una "base de datos" y una "base de reglas de control lingüísticas": 
a) la base de datos provee definiciones necesarias, para activar las reglas de control 
lingüísticas y para manipular los datos difusos en un CLD. 
b) la base de reglas caracteriza las tácticas de control heurísticas extraidas de los expertos 
y codificadas como reglas lingüísticas. 
3) La máquina de inferencia es el núcleo de un CLD; ésta tiene la capacidad de inferir acciones 
de control difusas empleando implicaciones difusas y reglas de inferencia de la lógica difusa. 
4) La interface de desdifúsificación determina una acción de control numérica a partir de una 
acción de control difusa previamente calculada. 
2.4 Parámetros de un Controlador Lógico Difuso (CLD) 
En un CLD, el comportamiento está caracterizado por un conjunto de reglas lingüísticas 
basadas en conocimiento heurístico, usualmente de la forma. 
SI (un conjunto de condiciones son satisfechas) ENTONCES (un conjunto de consecuencias 
son inferidas). 
Los antecedentes y los consecuentes de estas reglas SI -ENTONCES son asociados con 
conceptos difusos (términos lingüísticos), frecuentemente llamados declaraciones 
condicionales difusas. Una regla de control difusa es una declaración condicional en la que el 
antecedente es una condición en el dominio de aplicación y el consecuente es una acción de 
control, ambas expresadas en variables lingüísticas. Además varias variables lingüísticas 
pueden ser involucradas en los antecedentes y en los consecuentes de estas reglas (Sistemas 
multi-entradas, multi-salida, MIMO). 
Los principales parámetros de un CLD son los siguientes: 
1) estrategias de difusifícación 
2) base de datos: 
a) cuantización/normalización de los universos de discurso 
b) partición difusa de los espacios de entrada y salida 
c) completez 
d) elección de las funciones de pertenencia 
3) base de reglas: 
a) elección de las variables de entrada y las variables de salida de las reglas de control 
difuso. 
b) fuente y derivación de reglas de control difuso 
c) consistencia 
4) lógica de decisión. 
a) selección de una implicación difusa 
b) selección de un operador composicional 
c) mecanismo de inferencia 
5) estrategias de desdifusificación 
a) selección del mecanismo de desdifijsificación 
A continuación se detallan estos parámetros. 
2.4.1 Estrategias de Difusificación 
Son evaluaciones que transforman una medición precisa en un concepto subjetivo; se 
definen como un mapeo desde un espacio de entrada de mediciones a conjuntos difusos 
definidos en los universos de discurso de entrada. En aplicaciones de control, los datos 
medidos son numéricos. 
2.4.2 Base de Datos 
Los conceptos asociados con la base de datos son usados para caracterizar las reglas de 
control difuso y el manejo de la información difusa en el CLD. Estos conceptos son definidos 
subjetivamente y se basan en conocimientos heurísticos. A continuación se presentan los más 
importantes aspectos relacionados con la construcción de la base de datos en un CLD. 
a) Cuantización y Normalización de Universos de Discurso 
Cuantización.- La cuantización divide un universo de discurso en cierto número de 
segmentos. Cada segmento es rotulado como un nombre genérico. Un conjunto difuso es 
entonces definido asignando grados de pertenencia a cada elemento genérico definido en el 
universo de discurso. 
Normalización.- La normalización de un universo de discurso requiere su cuantización en un 
número finito de segmentos, con cada segmento transformado en segmentos adecuados del 
universo normalizado. La escala de transformación puede ser uniforme y/o no uniforme. Por 
ejemplo, si se quiere normalizar el universo de discurso [-6.0, +4 5] en el intervalo cerrado [-
1,+ I], se tiene que hacer la transformación representada en la tabla 2.1 
Tabla 2.1.- Normalización y Conjuntos Difusos Primarios (C.D.P.) Usando una Definición 
Funcional 
Universo 
Normalizado 
Segmentos 
Normalizados 
Rango C.N.P 
[-1.0,-0.5] [-6.9,-4.1] NG 
[-0.5,-0.3] [-4-1,-2 2] NM 
[-1.0, 1.0] [-0.3,-0.0] [-2.2,-0.0] NP 
[-0 0+0.2] f-O.O+I.Ol CE 
[+0.2+0.6] [+1.0,+2 5] PP 
[+0.6+1 0] [+2.5 +4.5] PM 
PG 
donde: 
NG = Negativo Grande, NM = Negativo Mediano, NP = Negativo Pequeño, CE - Cero, PP = 
Positivo Pequeño, PM = Positivo Mediano, PG = Positivo Grande. 
b) Partición Difusa de espacios de Entrada y Salida 
Una variable lingüística en el antecedente de una regla de control difusa es una entrada 
difusa definida en un universo de discurso, mientras que en el consecuente de la regla es una 
salida difusa. En generai, una variable lingüística está asociada con un conjunto calificativo. 
Una partición difusa determina cuantos calificativos existirán; esto es equivalente a encontrar 
el número de conjuntos difusos y determina indirectamente la precisión del control obtenible 
con un CLD. Los conjuntos difusos usualmente usan calificativos como los mencionados 
anteriormente; mientras más conjuntos difusos se agreguen, se tendrá una determinación más 
fina y por lo tanto una acción de control más exacta. 
Además la cantidad de conjuntos calificativos de las entradas difusas determina el máximo 
número de reglas de control difuso que se pueden construir. Por ejemplo: en el caso de un 
sistema de dos entradas (x) y (y) con un número de conjuntos difusos, 5 y 9 respectivamente, 
el máximo número de reglas será 5 x 9= 45 reglas 
c) Complétez 
La complétez se refiere al hecho de que los universos de discurso de entrada y de salida 
deben de estar completamente cubiertos por los conjuntos difusos; de manera que para todos 
los valores numéricos, pertenecientes al universo de discurso, exista una acción de control 
inferida por el CLD. La complétez de un CLD está relacionado con su base de datos, con su 
base de conocimientos o con ambos. 
Estrategia de la Base de Datos.- La estrategia de la base de datos está relacionada con 
los soportes en los que los conjuntos difusos están definidos. La unión de estos soportes 
deberán cubrir el universo de discurso con un traslape de por lo menos un 8 , como se 
muestra en la figura 2.4 para los conjuntos difusos A y B 
Estrategia de la Base de Reglas. - La propiedad de complétez se incorpora a las reglas de 
control difuso a través de la experiencia y conocimiento heurístico. Si una condición no 
está incluida en la base de reglas, se requiere agregar una regla adicional para 
incorporarla. 
H(u) 
a B C D 
e 
Fig. 2.4.- Estrategia de la base de datos 
u 
d) Elección de la Función de Pertenencia de un Conjunto Difuso 
Existen dos métodos para definir conjuntos difusos, funcional o numérico. 
Definición Funcional. Una definición funcional expresa la función de pertenencia de un 
conjunto difuso por una función que puede ser de tipo Gaussiana, triangular, trapezoidal, etc; 
por ejemplo: 
Hf (x) ng nm 
Fig 2.5.- Definición funcional con funciones tipo gaussianas 
La definición funcional para estos conjuntos difusos es de tipo gaussiana y está dada por: 
l¿ f(x) = exp« 
- ( x - u f ) ' 
a ? 
(2.9) 
donde: 
Uf = es el valor medio de la función 
Gf = es la mitad del ancho de la función 
Definición numérica: En este caso, la función del grado de pertenencia de un conjunto difuso 
es representada como un vector de números cuya dimensión depende del grado de 
cuantización. Por ejemplo: 
M f ( u ) = S a i / u i ( 2 . 1 0 ) 
i - 1 
donde: 
a = [0.3, 0.7, 1.0, 0.7, 0.3] 
u=[l, 2, 3, 4, 5] 
2.4.3 Base de Reglas 
Un sistema difuso es caracterizado por un conjunto de declaraciones lingüisticas basadas 
en conocimiento heurístico, usuaimente en la forma de reglas "si-entonces". Estas son 
fácilmente implementadas por declaraciones condicionales difusas. La colección de reglas 
difusas expresadas como declaraciones condicionales forman la base de reglas o el conjunto 
de reglas de un CLD. 
a) Elección de Variables de entrada y de salida 
La elección apropiada de las variables del proceso y de las acciones de control es esencial 
en la caracterización de la operación de un sistema difuso. Como fue establecido 
anteriormente, la experiencia y el conocimiento heurístico juegan un papel muy importante 
durante la etapa de selección. Normalmente, las variables lingüísticas en un CLD son: el error, 
la derivada del error, la integral del error, etc 
b) Fuente y Derivación de Reglas de Control Difuso 
Existen cuatro maneras para derivar las reglas de control difuso, que no son exclusivas ni 
excluyentes; en algunas ocasiones es necesario combinarlas. Estas son: 
Experiencia del experto.- Las reglas de control difuso proveen una manera 
conveniente para expresar ei conocimiento del experto. Esto explica el porque la 
mayoría de los CLD están basados en el conocimiento heurístico expresado en reglas 
"si-entonces". La formulación de reglas de control difuso pueden lograrse por medio 
de dos metodologías. La más común es la verbalización de la pericia humana. Un 
ejemplo típico de tal verbalización es un manual de operación. La otra incluye la 
interrogación de operadores experimentados usando un cuestionario organizado. De 
esta manera, podemos formar un prototipo de reglas de control difuso para una 
aplicación particular Para optimizar el desempeño del CLD, es necesario el uso de 
procedimientos de prueba y error. 
Basado en acciones de control del operador.- En muchos sistemas de control, la 
relación entrada-salida no son conocidas con suficiente precisión para hacer posible el 
empleo de la teoría de control clásico para modelado y simulación, aún así, operadores 
humanos experimentados, pueden controlar estos procesos sin tener en mente ningún 
modelo cuantitativo. En efecto, el operador humano emplea un conjunto de reglas si-
entonces para controlar el proceso. Así para automatizar un proceso, es conveniente 
expresar las reglas de control del operador como reglas si-entonces difusas empleando 
variables lingüísticas. En la práctica, tales reglas pueden ser deducidas de la 
observación de las acciones de control del operador en función de las condiciones de 
operación del proceso. 
Basado en un modelo difuso del proceso.- En la caracterización lingüística, la 
descripción de las características dinámicas del proceso controlado pueden ser vistos 
como un modelo difuso del proceso. Basándose en el modelo difuso, se puede generar 
un conjunto de reglas de control difuso para alcanzar el desempeño deseado del 
sistema dinámico. 
Basado en aprendizaje.- Muchos CLD han sido construidos para emular el 
comportamiento humano, pero pocos se basan en el aprendizaje humano, o sea, la 
habilidad para crear reglas de control difuso y modificarlas basándose en experiencias. 
Esto se puede lograr, teniendo en cuenta la creación de dos bases de reglas. La 
primera, es la base de reglas general del CLD La segunda está constituida por "meta-
reglas", las cuales tienen la habilidad de aprendizaje del humano para crear y modificar 
la base de reglas general basándose en el desempeño total deseado del sistema. 
c) Propiedades de Consistencia. 
Estas propiedades se refieren a: 
Número de Reglas de Control Difuso: No hay un procedimiento general para decidir un 
número óptimo de reglas. Sin embargo existe un número máximo de reglas, analizado 
anteriormente, que está dado por la cantidad de conjuntos difusos de entrada. 
Consistencia de las Reglas : Si la derivación de reglas de control difuso está basada en la 
experiencia del operador humano, éstas podrían ser sujetas a diferentes criterios de 
desempeño. En la práctica, es importante verificar la consistencia de las reglas a fin de 
minimizar la posibilidad de contradicción. Por ejemplo, se puede tener que un mismo proceso 
es controlado satisfactoriamente por dos operadores, cada uno reacciona de forma diferente 
ante una circunstancia específica y por lo tanto se tiene dos criterios distintos que analizar 
para crear las reglas que rigan al proceso, por lo que se necesita seleccionar una forma única 
de hacerlo. 
2.4.4 Lógica de Decisión 
Es la parte más importante del Controlador Difuso, pues determina las acciones de 
control. 
a) Funciones de Implicación Difusa 
En general, una regla de control difuso es una relación difusa que es expresada como una 
implicación difusa [5], Existen muchas maneras para definirlas, la elección de una en particular 
refleja no solamente el criterio intuitivo para implicación, sino también el efecto del conectivo 
además 
Existen dos reglas importantes de implicación difusa. Ellos son "modus ponens" 
generalizado y "modus tollens" generalizado. Específicamente' 
Modus ponens: 
premisa 1. x es A' 
premisa 2: si x es A entonces y es B 
consecuencia . y es B' 
Modus Tollens. 
premisa I : y es B' 
premisa 2: si x es A entonces y es B 
consecuencia : x es A' 
Se han descrito cerca de cuarenta funciones diferentes de implicación difusa [5], En 
general, pueden clasificarse en tres principales categorias: la conjunción difusa, la disyunción 
difusa y la implicación difusa. 
Las primeras dos están relacionadas con un producto cartesiano difuso. La última es una 
generalización de implicación en lógica multivaluada y se relaciona con "modus ponens" y 
"modus tollens". 
Definición 1: Normas triangulares1 .- es una función de [0,1]X[0,1] a [0,1], que incluye 
intersección, producto algebraico, producto acotado y producto drástico. La norma triangular 
de mayor valor numérico es la intersección y la de menor valor numérico es el producto 
drástico. 
Las operaciones asociadas con normas triangulares están definidas para toda x,y e [0,1] 
por: 
intersección x A y = min{x,y} (2.11) 
producto algebraico x * y = xy (2.12) 
producto acotado x 0 y= max {0,x + y -1} (2.13) 
'Esta definición no cumple con las condiciones de norma definidas en el análisis matemático: asi se llama en 
la literatura especializada y se conserva la misma denominación en esta tesis 
x, si y = 1 
producto drástico x r i y = < y, si x = l 
0, si x,y<1 
(2.14) 
Definición 2: Co-Normas triangulares.- La co-norma triangular (+) es una función de 
[0,1]X[0,1] a [0,1], que incluye unión, suma algebráica, suma acotada, suma drástica, y suma 
dísjunta. 
Las operaciones asociadas con co-normas triangulares están definidas para toda x,y E 
[0,1], como: 
unión x V y = max{x,y} (2.15) 
suma algebráica x + y = x + y - xy (2.16) 
suma acotada x © y = min {l ,x + y} (2.17) 
Las normas triangulares son empleadas para definir conjunciones en razonamiento 
aproximado, mientras las co-normas triangulares sirven para las disyunciones. 
Como se puede ver, estas funciones incluyen las operaciones definidas con anterioridad 
para los conjuntos difusos. Una regla de control difuso "si x es A entonces y es B" es 
representada por una función de implicación difusa y es denotada por A—>B, donde A y B 
son conjuntos difusos definidos en los universos de discurso U y V, con funciones de 
pertenencia y respectivamente. 
suma drástica 
x, si y = 0 
y, si x = 0 
1, si x ,y > 0 
(2.18) 
suma disjunta x A y = max { min(x,l-y),min(l-x,y)| . (2.19) 
Definición 3: Conjunción difusa: La conjunción difusa está definida para toda u e U y v e V 
por: 
A—>B = A X B 
J u x v W ^ V B ^ » ' ^ * ) ( 2 . 2 0 ) 
donde * es un operador representando una norma triangular y J significa la unión de los 
pares ordenados. 
Definición 4: Disyunción difusa. - La disyunción difusa está definida para toda u e U y v e V 
donde + es un operador representando una co-norma triangular y J significa la unión de los 
pares ordenados. 
Definición 5: Implicación difusa.- La implicación difusa está asociada con cinco familias de 
funciones de implicación difusa en uso. Como antes * denota una norma triangular y + 
denota una co-norma triangular. 
Implicación material: 
por 
A—>B = A X B 
( 2 . 2 1 ) 
A—»B - ( no A) + B ( 2 . 2 2 ) 
Cálculo proposicional: 
A—>B = ( no A) + (A* B) (2.23) 
Cálculo proposicional extendido: 
A—>B - ( no A X no B) + B (2.24) 
Generalización de "modus ponens": 
A—>B = sup {c e [0,1], A *c < B} (2.25) 
Generalización de "modus tollens": 
A—>B = inf {t € [0,1], B + t < A} (2.26) 
Basadas en estas definiciones, muchas implicaciones difusas pueden ser generadas 
empleando las normas y co-normas triangulares. 
Las siguientes implicaciones difusas son frecuentemente utilizadas en Control Difuso: 
regla operación mini de implicación difusa [Mamdani]: 
=Íuxv(^A<u)a^B(v))/(u'v) (2-27> 
regla operación producto de implicación difusa [Larsen]: 
R p - A X B 
J u x v ^ A ^ W * » ' * 1 1 ^ (2-2 8> 
regla maxmin de implicación difusa [Zadeh]: 
R m = (A X B) u (no A X V) 
- J U X V ( M A ( U ) A H B ( V ) ) V ( 1 - ^ A ( U ) ) / ( U , V ) (2.29) 
reala de implicación difusa de secuencia normal. 
Rs = A X B —>U X B 
donde: 
En todas estas definiciones v significa máximo, A significa minimo y J significa la unión 
de los pares ordenados. 
En aplicaciones del CLD, una acción de control es determinada por las entradas y las 
reglas de control, la consecuencia de una regla no se convierte en antecedente de otra. 
Interpretación del conectivo y 
En la mayoría de los CLD existentes, el conectivo y es usualmente implementado como 
una conjunción difusa en un espacio producto cartesiano. Como una ilustración, en "si (A y 
B) entonces C", el antecedente es interpretado como un conjunto difuso en el espacio 
producto U x V, con la función de pertenencia dada por: 
Con los conjuntos difusos A y B definidos en los universos de discurso U y V 
respectivamente 
b) Selección de un operador composicional. 
En una forma general, un operador composicional puede ser expresado como la 
composicion sup-star, donde "star" denota una operación, como por ejemplo: minimo, 
producto, etc., y el término sup significa el máximo. 
Regla Composicional Sup-Star de Inferencia [6] .- Si R es una relación difusa en U x V, y x 
es un conjunto difuso en U, entonces la "regla composicional sup-star de inferencia" establece 
que el conjunto d i f u s o d e f i n i d o en el universo de discurso Vinducido p o r * está dado por: 
(2.32) 
o 
(2.33) 
y x o R (2.34) 
donde x ° R es la composición sup-star de x y R. 
En aplicaciones de CLD, los operadores composicionales sup-min y sup-producto son 
los más frecuentemente usados. 
c) Mecanismos de inferencia 
Los mecanismos de inferencia empleados en un CLD son generalmente mucho más 
simples que los usados en un sistema experto típico, además, como ya se mencionó, en un 
CLD la consecuencia de una regla no es antecedente de otra. En otras palabras, en un CLD, 
no se usan mecanismos de inferencia encadenados. 
Típicamente la base de reglas tiene la forma 
R - { R l , R 2 R n ! (2.35) 
donde R j representa la regla: si (x esv4/, y . . . , y y es Bi) entonces (zi es O , . . . , zq es Cq). 
El antecedente de R¡ forma un conjunto difuso Ai X . . . X Bi en el espacio producto (J X . . . 
X V. El consecuente es la unión de q acciones de control independientes. Así la i-ésima regla 
Rj puede ser representada como una implicación difusa 
R¡ : (Ai X . . . X Bi) —> (z I + . . . +zq) (2.36) 
donde "+" no se refiere al símbolo aritmético convencional sino que representa la unión de las 
diferentes acciones de control. La base de reglas se puede representar como la unión de todas 
las reglas 
R = { U R¡ } (2 37) 
/'-1 
= { í / [ ( A i X . . . X B i ) - > ( z 1 + . - +Zq)]} 
- U [(A, X . . X B¡) —» z,]+ U [(A¡ X . X Bj) —> z2], . - .,+ V [fA¡ X . . . X B,) 
/_1 /=1 / - I 
= { ü II [ ( A 1 X . . . X 8 i ) - > z k ] | 
k-1/=1 
A continuación se describe en detalle la forma en cómo se calcula la inferencia en un 
CLD, suponiendo dos entradas y una salida, considerando la forma general de reglas de 
control. Esta consideración no es restrictiva, se hace solo para facilitar la explicación; la 
extensión a más entradas y salidas es trivial. 
donde x, y , y z son variables lingüísticas representando las variables del proceso y la variable 
de control, respectivamente; A,, B, y C, son valores lingüísticos de las variables x,y y 2 en los 
universos de discurso V, V, y W, respectivamente 
La regla de control difuso "si (x es Ai y y es Bi) entonces (z es O')" es implementada 
como una implicación difusa y está definida como: 
entrada: x es A' y y es B' 
RI: sixesAjyyesB/ entonces z es C¡ 
además R2: si x es A2 y y es B2 entonces r es C2 
además Rn: si x esAn y y es Bn entonces z es C, n 
^ R i = Ai y B i - > C i ) 
(u,v, w) (2.38) 
(2.39) 
donde: 
"Ai y Bi" es un conjunto difuso Ai X Bi en U X V 
Ri A ( Ai y Bi) —> Ci es una implicación difusa en U X V X W 
—> denota una función de implicación difusa. 
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El consecuente C¡ se deduce por la regla composicional de inferencia "sup-star" 
empleando las definiciones de una función de implicación difusa y los conectivos "y" y 
"además" 
En procesos en línea, las entradas al controlador difuso son usualmente medidas por 
sensores y tienen un determinado valor numérico. Este valor determinístico puede ser tratado 
como un conjunto difuso de elemento único. Entonces el antecedente de las reglas pueden ser 
expresado como: 
a 2 = H A 2 ( x o ) A | i B 2 ( y o ) (2.41) 
donde j iA i (xo) y | iB i (yo) son los valores de la función de pertenencia que corresponden 
a los valores numéricos xo y yo respectivamente. 
Se supone que un valor numérico dado activa solo dos conjuntos difusos. Suponer que 
activa más de dos complica innecesariamente la explicación. 
A continuación se describen los cuatro tipos de razonamiento difuso comúnmente 
empleados en aplicaciones de CLD 
1) Razonamiento Difuso de primer tipo.- Regla de operación mínimo de Mamdani como 
función de implicación difusa 
El razonamiento difuso de primer tipo está asociado con el uso de la regla de operación 
mínimo de Mamdani (Rc), para el cálculo de la función de implicación difusa. 
En este modo de razonamiento, la i-ésima regla lleva a la decisión de control 
M-c'i ( w ) ~ cxi A P c (w) (2.42) 
lo cual implica que la función de pertenencia Hf de , a consecuencia total inferida C está 
dada por: 
n c ( w ) = i y , v n c ' 2 (2.43) 
a i A n c (w) v a 2 A ^ c 2 W 
El proceso de razonamiento difuso se ilustra en la figura 2.6. 
mm 
Fig 2.6.- Representación esquemática del razonamiento difuso 1 
2) Razonamiento difuso de segundo tipo.- Regla de operación producto de Larsen como 
función de implicación difusa 
El razonamiento difuso de segundo tipo está basado en el uso de la regla de operación 
producto de Larsen (Rp) como una función de implicación difusa. En este caso, la i-ésima 
regla lleva a la decisión de control 
M-Ci' ( w ) = O-i • | J . Q ( W ) ( 2 . 4 5 ) 
Consecuentemente, la función de pertenencia p.Q de la consecuencia total inferida C está 
dada por: 
| i c ( w ) = n c i v n c 2 ( 2 . 4 6 ) 
= [ a r U c l ( w ) ] v [ a 2 ^ W ] < 2 - 4 7 ) 
El proceso de razonamiento difuso es ilustrado en la figura 2.7. 
3) Razonamiento difuso de tercer tipo.- Método de Tsukamoto con términos lingüísticos 
como funciones de pertenencia monotónicas: 
Este método fue propuesto por Tsukamoto [7] y es un método simplificado basado en el 
razonamiento difuso de primer tipo en el que las funciones de pertenencia de conjuntos 
difusos Aj, Bj, y Cj son monotónicos. 
En este método el resultado inferido de la primer regla es a t - C](yi). El resultado 
inferido de la segunda regla es a 2 = C2(y2). Correspondientemente, una acción de control 
puede ser expresada como la combinación ponderada: 
aiYi +a2Y? uo = 1 ¿ J l (2.48) 
a i + a.2 
uo es el valor numérico de la acción de control 
La figura 2.8 muestra este proceso. 
Fig. 2.8.- Representación esquemática del razonamiento difuso 3 
4) Razonamiento difuso de cuarto tipo.- La consecuencia de una regla es una función de 
variables lingüisticas de entrada: 
Este método fue propuesto por Takagi y Sugeno [8]. 
En este modo de razonamiento, la i-ésima regla de control difiaso tiene la forma: 
Rj. si(x es Aj, . . ,yy es B¡) entonces z - f¡(x,. . . ,y) (2.49) 
donde f j es una función de las variables del proceso. 
Por simplicidad, suponemos que tenemos dos reglas de control difuso como sigue: 
R l . s i x e s A l y y es B1 entonces z-fl(x, y) (2.50) 
R2 si x es A2 y y es B2 entonces z _ f2(x,y) (2.51) 
El valor inferido de la acción de control de la primer regla es a j f l (xo ,yo ) El valor 
inferido de la acción de control de la segunda regla es ct2f2(xo,yo). Correspondientemente, 
una acción de control está dada por: 
a i f 1(XQ, y 0) + CC2 f 2(xp, y0) 
a i + a2 
(2.52) 
uo es el valor numérico de la acción de control. 
2.4.5 Estrategias de Desdifúsificación 
Básicamente, la desdifusiflcación es una transformación de las acciones de control difusos 
definidos sobre un universo de discurso a acciones de control numéricas. 
Desafortunadamente, no hay ningún procedimiento sistemático para la elección de una 
estrategia de desdifúsificación. Las estrategias comúnmente usadas pueden ser descritas como 
el criterio max, la media del máximo, el centro del área, y el de centro promediado. 
a) Método del criterio max 
El criterio max determina el punto en que el conjunto difuso resultante de la acción de 
control alcanza un valor máximo. Como ejemplo se utiliza el resultado de la figura 2.6 (c), que 
se grafica de nuevo en la figura 2.9. Se puede ver que la función de pertenencia alcanza un 
valor máximo para diferentes puntos de la acción de control. Este método establece que el 
valor de la acción de control resultante (u0) es el primer punto, en el sentido de los valores de 
u crecientes, en que se alcanza dicho valor máximo. 
M-
Mo u 
Fig. 2.9.- Método de desdifúsificación "Max ti 
b) Método de la media del máximo (MDM) 
La estrategia del MDM genera como acción de control al valor de u que representen la 
media de todas las acciones de control, cuyas funciones de pertenencia alcanzan el máximo. 
u 0 = ¿ H l (2.53) 
J=l ' 
donde: 
uj. es el valor del soporte para el cual la función de pertenencia alcanza su valor máximo 
1: es el número total de tales valores 
Utilizando el mismo ejemplo anterior, como se observa en la figura 2.10, para este 
método el resultado de desdifúsifícación es: 
c) Método del centro de área (CDA) 
La extensamente usada estrategia CDA calcula la acción de control (u0) como el centro 
de gravedad de! conjunto difuso resultante de la acción de control difusa. En el caso de un 
universo de discurso continuo, la acción de control se representa como: 
f u-HuOOdu 
J Hu(u)du 
donde: 
J" : significa integral. 
HuC ): función de pertenencia de los elementos del subconjunto de salida 
u: elementos del subconjunto de salida 
Un ejemplo se presenta con la gráfica 2.11. 
M 
o u 
Fig. 2.11.- Método de desdifusificación CDA 
d) Método del centro promediado (CPM) 
Este método fue propuesto originalmente en [3], La acción de control (u0) se calcula por: 
I i H , U i 
uo - — 
Z i * 
(2.55) 
donde: 
i - i-ésima regla aplicable 
Mj = es el valor verdadero del antecedente de la i-ésima regla 
U¡ = el CDA si la i-ésima regla fuera la única aplicable 
como ejemplo, se retoma el resultado de la figura 2.6 (c), que se presenta de nuevo en la 
figura 2.12. 
-2 ¿ i W 
Fig. 2.12.- Método de desdifúsificación CPM 
en este caso la acción de control está dada por: 
u o = (2.56) 
CapituCo Tres 
REDES NEURONALES ARTIFICIALES DE BASE RADIAL Y SU 
EQUIVALENCIA CON EL CONTROLADOR NEURONAL DIFUSO 
3.1 Introducción 
Las Redes Neuronales Artificiales (RNA) derivan su nombre de las redes neuronales 
biológicas. Aunque una gran parte de detalles es eliminada en estos modelos computacionales, 
las RNA proveen un modelo básico del comportamiento de las neuronas biológicas [9], 
Los elementos básicos o unidades de procesamiento de información que constituyen las 
RNA se conocen como neuronas artificiales. Las neuronas normalmente operan en paralelo, 
están organizadas en capas y tienen conexiones de retro alimentación dentro de la misma capa 
y hacia las capas adyacentes. La intensidad o fuerza de esta unión está representada por un 
valor numérico llamado peso [10]. 
Su aplicación cubre una amplia gama de campos: robótica, control de procesos, 
aproximación de funciones, procesamiento de voz, procesamiento de imágenes, optimización, 
pronósticos financieros, etc [10]. 
3.2 Estructura básica 
La figura 3.1 representa una unidad tipica de procesamiento de una red neuronal artificial 
[10], Las entradas múltiples a la unidad de procesamiento conocida como neurona llegan 
desde otras unidades, y se conectan a ésta por pesos de conexión, denominados w¡, w2 
wn. La unidad de procesamiento suma las entradas y usa una función de activación no lineal {/) 
para calcular el valor de salida, que es enviado por las conexiones de salida a otras unidades. 
pesos 
de 
ccr>e¡c or 
iTtOaó 
te 
procesamiento 
saldas (neurona) 
Fig. 3.1.- Unidad de procesamiento esquemático de una red neurona! artificia! 
Las redes neuronales artificiales están constituidas por la interconexión múltiple de capas 
de neuronas. La red neuronal mostrada en la figura 3.2 tiene tres capas: una capa de unidades 
de entrada, una capa intermedia (oculta) y la capa de salida. Una red neuronal puede contar 
con más de una capa oculta. 
patrones de sal Na 
/ 
patrones oe entrada 
untdades de salida 
unidades ocultas 
unidades de entrada 
Fig.3.2.- Una red neuronal artificial con tres capas interconectadas totalmente. 
Algunas aplicaciones de redes neuronales tienen pesos de interconexión fijos; estas redes 
operan cambiando el nivel de activación de las neuronas sin cambiar los pesos. La mayoría de 
las redes, sin embargo, son sometidas a un proceso de entrenamiento durante el cual los pesos 
de la red son ajustados. El entrenamiento puede ser supervisado: se le presentan a la red 
respuestas correspondientes a cada patrón de entrada y la red ajusta sus pesos para reproducir 
estas respuestas En algunas arquitecturas, el entrenamiento es sin supervisión (la red ajusta 
sus pesos en respuesta a los patrones de entrada sin respuestas específicas). En aprendizaje sin 
supervisión, la red clasifica los patrones de entrada dentro de categorías de similitud. 
Las Redes Neuronales no son programadas, aprenden con ejemplos Típicamente, se les 
presenta un conjunto de entrenamiento del cual la red aprende Estos ejemplos son conocidos 
como patrones de entrenamiento y se representan como vectores de entrada-salida. El 
escenario más común de entrenamiento utiliza aprendizaje supervisado, durante el cual se le 
presenta a la red un patrón de entrada-salida La salida usualmente constituye la respuesta 
correcta, o la clasificación correcta para el patrón de entrada. En respuesta a estos ejemplos, 
la red neuronal ajusta los valores de sus pesos internos. Si el entrenamiento es exitoso, éstos 
son entonces ajustados de tal forma que la red puede producir las respuestas correctas 
correspondientes a cada patrón de entrada. Usualmente el conjunto de ejemplos de 
entrenamiento es presentado muchas veces para permitir a la red ajustar sus parámetros 
internos gradualmente. 
Porque aprenden de ejemplos, las redes neuronales tiene el potencial de construir sistemas 
computacionales que no necesitan ser programados. Este es un enfoque radicalmente diferente 
de los métodos tradicionales de computación, los cuales involucran el desarrollo de programas 
específicos. En un programa tradicional cada paso que la computadora ejecuta es especificado 
previamente por el programador; un proceso que toma tiempo y recursos humanos. La red 
neuronal, en contraste, aprende con ejemplos, y determina las salidas correspondientes para 
cada entrada. 
3.3 Redes Neuronales de Función Base Radial (RFBR) 
Por su estructura simple, su base teórica bien establecida y su velocidad de aprendizaje 
[11], recientemente, las Redes Neuronales de Función Base Radial (RFBR) han generado un 
interés creciente, se han aplicado en campos tan diversos como reconocimiento de patrones, 
procesamiento de señales, modelado de sistemas, y también en el área de control automático. 
La rapida velocidad de aprendizaje es un factor crucial para aplicaciones en tiempo real. Este 
tipo de redes neuronales no se basan en aspectos biológicos, sino que están relacionados con 
la aproximación de funciones. 
En la figura 3 3 se presenta la estructura básica de una RFBR, La red está 
formada solamente por una capa oculta, similar a la estructura básica del perceptrón [11] Las 
conexiones de entrada a la capa oculta no tienen pesos, cada nodo oculto (neurona) recibe 
todos los valores de entrada inalterados. Los nodos ocultos son unidades de procesamiento 
que implementan una función base radial. Además, las funciones de activación son por lo 
general no monotónicas, en contraste con la función sigmoidal monotónica del perceptrón. Al 
igual que el perceptrón, las unidades de salida efectúan una sumatoria de sus entradas. Cada 
valor de salida de las funciones de activación es multiplicado por su respectivo peso. 
Una función base radial es una función multidimensional que depende de la distancia entre 
el vector de entrada r y el centro c previamente especificado; esta distancia está dada por: 
d = ||x-c| 2l (3.1) 
\i v 
> 
7 O 
J. 
i 
O 
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Fig. 3.3.- Red Neuronal con Funciones Base Radial 
1 x - cL denota la norma euclidcana del vector 
Existen varios tipos de funciones base radial [11], como: 
<£>(¿/)= d , aproximaciones lineales a tramos 
<£(¿/)= d3, aproximación cúbica 
exp(-¿/2 (72 ), función Gaussiana 
0(tìf) = (d2 a 2 ) 1 2 , función multicuadrática 
(d2 c 2 , función multicuadrática inversa 
(3.2) 
donde a es un coeficiente real llamado el ancho o parámetro de escala. 
De todas las funciones descritas anteriormente, la más usada y la más popular es la 
función Gaussiana, la cual alcanza su valor máximo en el centro (c) y decrece 
monotónicamente cuando la distancia al centro se incrementa. 
Una característica básica concerniente a una red neuronal con función base radial de una 
capa oculta, es que ésta puede aproximar una función no lineal específica razonablemente 
bien, combinando un conjunto de funciones base Uno de los métodos más simples para la 
aproximación de una función no lineal es representarla por una combinación lineal de las 
funciones base no lineales fijas (cp^x-)}, por ejemplo: 
La RFBR puede ser entrenada de muchas maneras. Por un lado todos los parámetros de 
la red pueden ser determinados usando el mecanismo de actualización de pesos conocido 
como descenso acelerado, esto si se tiene preespecificado el número de unidades ocultas. Por 
otro lado, fijando los parámetros en las funciones base, basándose en el conocimiento de ios 
datos de entrada, solamente es necesario ajustar los pesos de salida; los cuales se presentan en 
forma lineal y por lo tanto son fáciles de ajustar con algoritmos bien conocidos como el de 
mínimos cuadrados. 
(3.3) 
3.4 Descripción del Algoritmo de Control Difuso Simplificado (ACDS) 
Como se mencionó en el capítulo dos, los componentes más importantes del Controlador 
Lógico Difuso (CLD) son la interface de difusificación, la interface de desdifusificación, la 
base de conocimiento y la máquina de inferencia. Esta última comprende tres partes: cálculo 
de los grados de correspondencia entre las entradas difusas con respecto a parte si de cada 
regla, determinación de las reglas a activarse, y evaluación de la parte entonces de las reglas 
activadas. Para poder derivar el algoritmo que a continuación se describe, hay que determinar 
una transformación no difusa entrada/salida del CLD. El Algoritmo de Control Difuso 
Simplificado (ACDS) consiste de solamente dos componentes principales: correspondencia de 
patrones y promedio pesado. Con esto se eliminan la interface de difusificación y la de 
desdifúsificación [12]. 
Para describir el funcionamiento de este algoritmo se supone que el proceso a controlar 
es multivariable {n entradas y m salidas). La entrada del Controlador Difuso está compuesta 
de n variables numéricas denotadas por u,, las cuales pueden ser el error, la derivada del error, 
etc; a su vez la salida está compuesta por m variables numéricas denotadas por v¿. También se 
supone que existen P reglas, cada una de las cuales tiene la forma: 
Reglaj- SIÜiesAjy . . .yUn e s A J n 
ENTONCES Vi es B j y • - y V m e s BJm 
donde' 
Üi y Vk son variables lingüísticas correspondientes a las variables numéricas u¡ y 
A¡ y Bfc son subconjuntos difusos representando algunos términos lingüísticos definidos en 
los universos de discurso U, y V¡¡ 
Sean A¡ Y Bfc subconjuntos difusos con funciones de pertenencia definidas de tal manera 
que, cada uno de ellos esté caracterizado solamente por dos parámetros: M¿ ¡ y 5¿ ,, para 
los conjuntos difusos de entrada, y k y 5j¡ [ para los conjuntos difusos de salida. M¿ ¡ y 
k son los elementos centrales del conjunto soporte de Aj y respectivamente, asi 
como 5¿ ¡ y k son la mitad del ancho del conjunto soporte [12], Entonces las reglas se 
pueden escribir de la siguiente forma: 
A continuación se demuestra la equivalencia entre la estructura del Algoritmo de Control 
Difuso Simplificado (ACDS) y las Redes Neuronales de Función tipo Bases Radíales (RFBR). 
Si se consideran funciones de pertenencia Gaussianas, se evalúa el antecedente de las 
reglas como el producto de los valores de las funciones de pertenencia correspondientes a los 
valores numéricos de entrada, y la desdifúsificación como (2.55), entonces la salida del 
controlador se expresa por [12]: 
donde: 
vk= k-ésima componente del vector de salida del controlador 
Sj = evaluación de la activación de la parte condicional de la j-ésima regla 
MJ k = valor medio de la función de pertenencia del subconjunto difuso, correspondiente 
a la k-ésima acción de control (vjJ, activado por la j-ésima regla 
P=número de reglas 
La evaluación de la activación de la parte condicional de las reglas se calcula por: 
S I (M¿ , i , 5¿ , i )y - (M J u . „ . 6 J u . J 
HNTONCES(MÍ i i , 6 Í , 1 )y - (MÍ , m , 6 Í . m ) -
P 
(3.4) 
v [V], v2,vk vm]T , v k e R (3 5) 
n 
sj - n Aj(ui) 
1 - 1 
(3.6) 
u [uh u2,..., ttn]T uj s K (3.7) 
donde: 
Aj1 ~ valor numérico de la i-ésima función de pertenencia, correspondiente a «¡, 
de la parte condicional de la j-ésima regla 
Mj = i-ésimo componente del vector de entrada al controlador 
El valor numérico de la función de pertenencia está dado por : 
Aj" = exp 
M J u , j -u i 
6? 
(3.8) 
donde: 
M ¿ j - valor medio de la función de pertenencia del subconjunto difuso correspondiente 
a la i-ésima entrada de control (u\), que activa a la j-ésima regla 
S¡ = radio de la función de pertenencia El soporte es igual a 5 6¡ 
Finalmente la acción de control se expresa por: 
P n 
£ M J , k * n A J ( u , ) 
_ J - l ' 1 = 1 
<3-9> 
i n A;(U I) 
j-j'"1 
3.5 Demostración de la Equivalencia entre el ACDS y RFBR 
Sea la Red Neuronal de Base Radial Normalizada [12], a la cual se le aplica el mismo 
vector de entrada u: 
N 
(3-10) 
j=l 
(3.11) 
donde: 
gj, = k-ésima salida de la red neuronal 
N = número de neuronas 
w J = centro de la j-ésima base radial 
= pesos de salida de la red neuronal 
(j)J = j-ésima neurona de tipo base radial 
Seleccionando bases radiales Gaussianas, cada neurona se expresa por: 
El Algoritmo de Control Diíiiso Simplificado (ACDS) dado por la fórmula (3.9) y la Red 
Neuronal de Base Radial Gaussiana (RFBR) normalizada expresada como (3 10) y (3.12) son 
equivalentes. 
2 
4>J(u) = exp 
u - w 
(3 12) 
A continuación se establece la equivalencia mencionada 
Lema 1 
Prueba 
Considerando 
V 8 , - a J 
(3 13) 
(3.14) 
P N 
M-i • ~ wJ I V 1 U.L W I 
(3.15) 
(3-16) 
Es suficiente con demostrar que: 
U - W J = n AJ(UÍ) 
i - l 
(3-17) 
Desarrollando (3.12): 
d,j u - w J exp 
i 
- | u i u 2 - - - u n ] [wJ, w^ 
OO2 
WÜT 
2A 
(3.18) 
Realizando la resta de los vectores se tiene. 
exp 
[ u i ~ w j , U2 _ w-j , •••, un~ w^] .Ti 
M 
• \ 2 
(3.19) 
Valiéndose de la propiedad de que el exponencial de una suma de elementos es igual al 
producto de los exponenciales de cada uno de ellos, entonces: 
exp 
• i 2 
|u i~ wj | 
exp 
U2 -
o-
'exp 
Un~ w 
(3.20) 
Por último, sustituyendo las equivalencias (3.13), (3.14), (3 15) y (3.16) en (3.20) se 
obtiene: 
exp 
í 
M J u . i - u i 
(&i)2 
'exp 
MJu.2^U2 
(sO2 
2 \ 
* * exp ~
M í i . n ~ u " 
(8J 2 
2 A 
(3-21) 
Con lo que se llega a la expresión (3.6) 
= n A i ( u i ) (3.22) 
1=1 
Esto concluye la demostración del lema. 
• • • 
Este lema establece la equivalencia entre las dos representaciones, permite el análisis del 
ACDS en términos de la RFBR. Es necesario aclarar que no se implica que la RFBR se utilice 
para aproximar el ACDS. En los análisis de estabilidad que se realizan en los capítulos 
subsequentes no se hace uso de esta equivalencia. 
Una via alterna ya explorada en la literatura [13] es utilizar la equivalencia demostrada 
para implementar esquemas de Control Difuso Adaptable En esta tesis no se considera esta 
capacidad. 
Es importante también resaltar que los resultados de este capitulo permiten obtener una 
representación matemática estricta, para un Controlador Difuso basado en conocimiento 
heurístico expresado por reglas s i . . entonces. 
Capitulo Cuatro 
ANALISIS DE ESTABILIDAD DEL CONTROLADOR NEURONAL 
DIFUSO EN LAZO CERRADO CON SISTEMAS LINEALES 
4.1 Planteamiento del Problema 
En este capítulo se analiza la estabilidad de un Controlador Neuronal Difuso (CND) en 
lazo cerrado con un sistema lineal. El denominar al Controlador de esta forma se justifica por 
su equivalencia con una Red Neuronal de Función Base Radial (RFBR), demostrada en el 
capítulo anterior. El análisis de estabilidad se lleva a cabo utilizando el Teorema de Popov. 
En la figura 4.1 se presenta el esquema en lazo cerrado a analizar. 
Fig. 4.1.- Diagrama de bloques de un Sistema de Control Neuronal Difuso 
Se supone que la Planta en este análisis es lineal y monoentrada/monosalida (SISO). La 
ley de control está dada por: 
e r - y 
U O(é0 
y(s) g(s) u(s) (4.1) 
donde: 
e valor instantáneo del error del sistema 
r. valor instantáneo de la referencia 
y valor instantáneo de la salida del sistema 
G> ( e ) : características funcionales del Controlador Neuronal Difuso 
g(s)\ función de transferencia de la planta 
La formulación analítica de la ley de control para el Controlador Neuronal Difuso (CND) 
se deriva teniendo en cuenta que en un instante cualquiera se activan sólo dos reglas 
simultáneamente. Esto se debe a la forma en que están distribuidos ios subconjuntos difusos 
en todo el universo de discurso; pues solamente existe traslape entre subconjuntos difusos 
contiguos; por lo que para cualquier valor del universo solamente dos subconjuntos difusos 
son activados, como se observa en la figura 4.2. 
Fig. 4.2.- Distribución de los subconjuntos difusos en el universo de discurso 
Bajo estas condiciones el valor instantáneo de la acción de control (3.9) se expresa de la 
siguiente manera: 
Mi*exp 
í ( \2A 
- (mi - e ) 
u = O(e) = 
a 
+ M 2 * e x P ( r m - e ) ' 
o 
exp 
~(mi - e ) 
.2 
2\ 
a 
exp - ( m 2 - e ) _2 
2 A (4 2) 
donde: 
• m\ y fth son los valores medios de la función de pertenencia de los subconjuntos difusos 
de entrada, que activan a la primera y segunda regia respectivamente 
• A/i y M i son los valores medios de la función de pertenencia de los subconjuntos difusos 
correspondientes, definidos en el universo de discurso de salida 
• 50" es el soporte, en el universo de discurso de la función de pertenencia de los 
subconjuntos difusos 
Una vez que el error queda fuera del soporte de un conjunto difuso, el valor de la función 
de pertenencia es igual a cero, por lo que el valor de la exponencial correspondiente se hace 
idénticamente igual a cero. 
4.2 La Condición Sector 
Se dice que una función continua O pertenece al sector [kj, k2], si existen dos números 
no negativos k j y k2 tales que: 
Esta condición geométricamente implica que la función no lineal está siempre 
comprendida entre las dos líneas rectas k¡y y ky , como se puede ver en la figura 4.3. La 
ecuación (4.3) implica: 
Lo que significa que la gráfica de <J>(y) pertenece siempre al primer o al tercer cuadrante. 
Si k¡ = 0 entonces. 
y * 0 (4.3) 
y 
* y O ( y ) > 0 (4.4) 
(4 5) 
y 
a>i>i • 
Pendiente )c 2 
rendiente k > 
Fig. 4.3.- La condición sector (4.2) 
4.3 Sectoricidad de <&(e) 
En esta sección se demuestra que O(e) cumple con la condición sector. En la figura 4.4 se 
representa la evolución de <l>(e) para variaciones de e. Esta figura corresponde a universos de 
discursos de entrada/salida normalizados en el intervalo [-1, 1] Esto no es restrictivo pues 
para intervalos no normalizados solo cambian las escalas de la figura, pero no su forma 
O ( e ) 
08 
0 6 
0 4 
0 2 
0 
-0 2 
-0 4 
-0 6 
-0 8 
- 1 
-1 
/ / 
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/ 
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Fig. 4.4.- Característica del CND entrada-salida 
Como se observa en la figura 4.4, el ángulo a define una condición sector [0,k] Para 
conocer explícitamente k, la condición es que la derivada de la función (O(e)) sea igual a la 
tangente de a . 
d $ ( e ) _ $ ( e ) 
de e 
(4.6) 
Integrando ambas partes se obtiene: 
rd4>(e) r de 
ln(0(e)) = ln (e) + ln(k) = ln(ke) 
<D(e) = ke 
(4.7) 
(4.8) 
(4.9) 
Por lo que, el valor de k está dado por: 
= k (4.10) 
O(e) 
= k - tan(a) 
e = e o 
(4.11) 
Para determinar explícitamente el valor de e0 se procede como sigue: 
d<D(e) 
de 
= tan(a) 
<D(e) 
e = eo e = eo 
(4.12) 
2 * (Mi mi + M2 m2 ~ Mi m2 - M2 mi) * exp 
' 2 ^ 
~(mi e 0 ) 
/ 
2 * e x p 
V \ 
- ( m 2 " e o ) 
_2 
1 \ 
/ 
O 2* exp 
V V 
- ( m i ~ e 0 ) 2 
.2 o 
+ exp 
- ( m 2 ~ e 0 ) í 
.2 
n \ 2 
a 
Mi*exp ( m i - e o ) .2 
2 A 
a 
exp - ( m j - e o )
2 ^ 
a 
+ M2 * e x P 
( 
(m2 e0) 
.2 
2 
O 
+ exp 
/ 
- ( m 2 _ e 0 ) 
2 
2\ 
cr 
(4.13) 
e0 
El mayor valor de a se obtiene cuando los subconjuntos difusos activados corresponden 
al centrado en cero y al inmediatamente subsecuente como se puede ver en las figuras 4.2 y 
4.4. En este caso m j y M j son iguales a cero, entonces la igualdad anterior queda de la 
siguiente manera: 
2 M 2 m2 e x P - ( - e o ) ' _2 *exp 
- ( m 2 - e o ) ¿ 
.2 c 
M2exp 
(m2 - eo)' 
.2 a 
a 2* 
f / 
exp 
V v 
- ( - e 0 ) : 
7 
í , 
+ exp - (m2~e 0 ) ' ,2 a 
/ / 
eo exp 
-(-eo) 
2 
2\ 
O 
exp 
V v 
"(m2 - eo) 
.2 CJ 
Multiplicando los dos términos de la igualdad por : 
exp 2 + exp 
o v / 
~(m2 - e0)2 ^ 
a 2 
(4.15) 
Se obtiene: 
2 M2 m2 exp 
( ( ^ / 
2 *exp C 
\ V 
( n i 2 - e 0 ) 
.2 a 
2 1 ( 
M 2 exp 
( m 2 - e 0 ) 
.2 
2^ 
a 
i 
exp 
\ V 
- ( - e o ) 
. 2 
2^ 
a 
+ exp 
- ( m 2 - e 0 ) ' 
.2 a 
(4.16) 
Dividiendo ambas partes por 
M 2 exp - ( m 2 - e 0 V 
a' 
(4 17) 
resulta: 
a 2 * exp 
2 m2 exp 
- ( - í T 
a 2 
-(-e„) 
.2 
2 
o 
exp - ( m 2 - e 0 ) .2 
2 ^ 
o 
/ / 
(4 18) 
Despejando e0 de la ecuación anterior: 
( < i V^ 
. 2 a 
2 * 
t n = 
exp 
V v a 
+ exp —(m2 eo)' 
. 2 
\\ 
O 
2 m2 e x P 
. 2 o 
(4.19) 
y realizando la división correspondiente se tiene: 
eo = 
o 
m2 
1 + exp 
\ \ 
- ( m 2 - e 0 ) ' 
o 
( 2^ 
exp 0 2 
l O 7 
(4 20) 
Utilizando las propiedades de los exponenciales entonces' 
eo = 
rtl2 
l + exp - m 2
 + 2 m 2 e 0 
\\ 
a 
(4.21) 
Despejando el exponencial queda finalmente: 
2 e o m2 — a — 2 — y = exp 2 m2e0 - m2 
2 
O" 
(4 22) 
Con esta ecuación resultante es posible calcular explícitamente el valor de e0, 
desafortunadamente no es posible resolverla analiticamente, por lo que es necesario utilizar un 
método gráfico para calcularlo. 
4.4 Teorema de Popov 
Si el siguiente sistema [14]: 
r = 0 t u Sistema Lineal y 
G(s)=c(sl-A)'1b 
> 
Q(t.y) í Elemento V y 
No Lineal 
Fig. 4.5.- Sistema retroalimentado 
x = Ax + bu 
y = c T x 
u = - O ( y ) 
(4.23) 
satisface las condiciones: 
• la matriz A es Hurwitz (tiene todos sus valores propios estrictamente en el lado izquierdo 
del plano 5), el par (A,b) es controlable y el par (A,c) es observable. 
• la no linealidad <í> pertenece al sector [0,k] 
• existe un número estrictamente positivo a ta! que 
para un s > 0 arbitrariamente pequeño, entonces el sistema es asintoticamente globalmente 
estable. 
4.5 Demostración de Estabilidad 
En esta sección se establece un lema, basádo en el Teorema de Popov [14], acerca de la 
estabilidad asintotica global de sistemas lineales en lazo cerrado con el Controlador Neuronal 
Difuso. 
V c o > 0 (4.24) 
Lema 4.1 - Si un sistema lineal monoentrada-monosalida, en lazo cerrado con el Controlador 
Neuronal Difuso descrito por (4.2), cumple con las siguientes condiciones: 
• la matriz A es Hurwitz (tiene todos sus valores propios estrictamente en el lado izquierdo 
del plano s), el par (A,b) es controlable y el par (A,c) es observable. 
• existe un número estrictamente positivo a tal que: 
Veo > 0 Re[( 1 + ja&>)G(> ) ] + - > £ (4.25) 
K 
entonces el sistema es asintóticamente globalmente estable. 
Prueba: 
Para probar este lema es suficiente con aplicar directamente el Teorema de Popov ya que, 
como se demostró anteriormente, el Controlador Neuronal Difuso cumple con la condición 
sector [0,k], 
• • • 
4.6 Aplicaciones 
En esta sección se presenta la aplicación del Control Neuronal Difuso a dos sistemas: 
• Un sistema lineal de tercer orden. 
• El sistema de la "bola y la barra" linealizado. 
4.6.1 Sistema de Tercer Orden controlado por un Controlador Neuronal Difuso 
Se supone un sistema de tercer orden con la función de transferencia siguiente 
/ \ m 
G( s) = (4 26) ( s + a ) ( s + b ) ( s + c) 
donde: 
a -1 
1 0 2 0 0 9 1 1 5 1 
b=2 
c=3 
m=a*b*c*50 
La representación de estado asociada es. 
" 0 I 0 " " 0 " 
X = 0 0 1 x + 0 
- 6 - 1 1 6 6 
y - [ 1 0 0 ]x 
Este sistema es asintoticamente estable y controlable. 
Descomponiendo la función de transferencia en la parte real más la parte imaginaria: 
GGüO-G^f lO+ jGjCa ) 
entonces (4.26) puede ser desarrollada como sigue: 
(4.27) 
Re (l + ja©)(G.(co) + j G ? ( o ) ) 
1 
+ - > 8 
k 
(4.28) 
Calculando el producto: 
RefGj(o)) + j G 2 ( © ) +jacoGj(o) ) -ao)G 2 (o j ) ] + — > e 
k 
(4 29) 
se llega finalmente a: 
G](ca) - auG2(oj) > e 
k 
(4 30) 
Para el caso particular que se está analizando, se obtiene: 
G 1 ( o ) = 
n{-a co2 b © 2 - c© 2 + a¿>c) 
( - Í Jo 2 - ^CO 2 - c c o 2 + a 6 c ) +( co ^ -t-afoo -t- acto 
(4.31) 
G 2 ( O ) = 
- a c ó 2 - 6 c d 2 - c o ) 2 + abc) + +aba ±accsi -i-écco 
(4.32) 
De la descomposición de G(jco) se construye una función de transferencia asociada 
W(jco), con la misma parte real (Gj(jco)), pero con una parte imaginaria igual a ccrt^O®)-
La ecuación (4.30) implica que el sistema en lazo cerrado es globalmente asintóticamente 
estable si, en el plano complejo, la gráfica polar de W(jco) está por debajo de la linea x - ay + 
(! k) = 0 . En la figura 4.6 se puede observar que la gráfica polar de W(jco) efectivamente está 
por debajo de la linea mencionada anteriormente para una k adecuada. Esta figura es llamada 
Diagrama de Popov. El sistema cumple con todas las condiciones del teorema de Popov, por 
lo que es global asintóticamente estable. 
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Fig. 4.6.- Diagrama de Popov de un sistema de tercer orden 
Se realizó una simulación con el sistema de tercer orden mencionado anteriormente y un 
Controlador Neuronal Difuso de siete reglas, con una distribución de los subconjuntos difusos 
como se muestra en la figura 4.2. Esta simulación se compara con otra, en lazo abierto. En 
ambos simulaciones la condición inicial fue: xj(0) = 1. 
Los resultados de estas simulaciones están representadas en la figura 4.7. 
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Fig.4.7.- Sistema de Tercer Orden en lazo abierto y lazo cerrado 
4.6.2.- La Bola y la Barra 
La otra aplicación que se analiza en este capítulo es un sistema de cuarto orden 
correspondiente a la linealización de la "la bola y la barra", tomado de [15], Este sistema no 
cumple con las condiciones del Teorema de Popov, ya que no tiene todos sus valores propios 
estrictamente en el lado izquierdo del plano s. No fije posible controlar este proceso con un 
CND que utilice solamente el error, por lo que fue necesario utilizar uno con dos entradas' el 
error y su derivada. Los conjuntos difusos de las entradas y de la salida tienen la misma 
distribución que en el caso anterior 
En la figura 4.S se presenta un esquema del sistema 
\\ - 1 
\ \ — lazo ábierto 
lazoicerrado 
\ 
X 
i 
cable 
guia 
Reductor 
Acción de control 
Fig. 4.8.- Esquema de la bola y la barra 
El modelo linealizado correspondiente es el siguiente. 
X I " 0 1 0 0 X I 0 
X 2 0 - 1 / To KGc3/To 0 X 2 0 + 
0 X 3 0 0 0 1 X 3 
0 0 0 - 1 / T M . _a'/T_ 
u (4.33) 
y = [l 0 0 0]x 
donde: 
xj : posición de la bola (mts) 
x2: velocidad de la bola (mts/seg) 
X3: posición angular de la barra (rads) 
X4: velocidad angular de la barra (rads/seg) 
a': a/(n m) 
a: velocidad angular por voltaje de entrada (= 19 rad/s/volts ) 
n: razón de reducción de engranes ( = 64 ) 
m: razón de reducción de poleas ( = 15 ) 
T. constante de tiempo del motor ( = 0 022 s ) 
TQ: constante de tiempo de la bola y la barra (=1.73s) 
K: mg/f 
m: peso de la bola ( = 0.23 kg ) 
g: aceleración de gravedad ( = 9.81 m/s^ ) 
f: coeficiente de fricción. ( - 0.24 kg/s ) 
y: posición de la bola (m) 
u: voltaje del motor (volts) 
Gc3: ganancia del sensor de velocidad (-1.14) 
El esquema de control, que se utilizó en el ambiente computacional "Simulink", está 
representado en la figura 4.9, en donde se puede apreciar que las dos variables de entrada al 
CND son el error y la derivada del error y la salida es el voltaje de control que se le aplica al 
motor de CD 
fcfiD referencia Sumí "*{> • GíiriZ MUH Controlada DernuK Qam 
Mux Ccm'icJjdor 
Neuíoriál Diluso 
DífrrUH 
D*/ii'.*i)cv1 Gairi3 
« = AK-BU » y ; Cx-Du W 
'la bola y lí barra 
rcVilM 
ToFie 
salida 
Fig. 4.9.- Sistema de control de la bola y la barra con un CND de dos variables 
Utilizando los parámetros anteriores y el esquema de control representado en la figura 
4.9, se obtiene un resultado bastante favorable. Como se puede ver en la figura 4.10 la salida 
de la planta, que en este caso es la posición de la bola en la barra, tiende asintoticamente a 
cero, o sea, al centro de la barra. 
La estructura especifica de los Controladores Neuronales Difusos (CND) se presenta en 
el anexo 1. 
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Fig. 4.10.- La bola y la barra en lazo cerrado con un CND de dos variables 
Capitulo Cinco 
ANALISIS DE ESTABILIDAD Y APLICACIONES EN SISTEMAS NO 
LINEALES 
5.1 Introducción 
El análisis de estabilidad que se realiza en este capítulo utiliza la representación entrada-
salida, los conceptos de los espacios L p y de pasividadSe establece un teorema que 
garantiza estabilidad L j para sistemas no lineales en lazo cerrado con el Controlador Neuronal 
Difuso. Además se presentan aplicaciones al control de la velocidad angular en el penduleo de 
un Generador Síncrono conectado a un "bus" Infinito, al control de posición de un Robot de 
un grado de libertad, al control de posición de un Robot de dos grados de libertad, y por 
último, al control de velocidad de un Motor de Inducción de Corriente Alterna (C A.) 
trifásico. 
5.2 Espacios Lp y sus extensiones. 
La integración que comúnmente se utiliza en cálculo es la integración de Riemann. 
Existen muchas funciones que no son integrables en este sentido, es necesario un concepto 
más general de integración. Por lo que surge la motivación para el uso de espacios Lp, 
basados en la integral de Lebesgue, cuya discusión está más allá del alcance de esta tesis. Solo 
se mencionan algunos conceptos necesarios para el análisis por pasividad de sistemas no 
lineales; éstos son: 
• La función f: R^. R es medible si y solamente s\f(*) es el límite de una secuencia de 
funciones continuas a tramos 
• Vp e [ l , x ) , el conjunto Lp[0 ,x ) - l p consiste de todas las funciones medibles: 
' L o s conceptos básicos sobre espacios Lp > pasividad presentados en este capítulo fueros tomados de [16] 
f(-): R+ —> R tales que J | f ( t ) | dt < x (5.1) 
Para p e [ l , x ) , (a función norma ((• x p -> R+ está definida por 
R)IP = J | f ( t ) |
p d t 
Lo 
l / p 
(5.2) 
De la definición anterior, si se hace p = 2 se tiene lo siguiente: 
| f ( | 2 = t) dt 
1/2 1/2 
J f ( t ) f ( t ) d t (5.3) 
Estando definido el producto interior de funciones como: 
( f ( t ) ,g ( t )>= | f ( t ) g ( t ) d t 
o 
para p=2, éste induce la norma: 
(5.4) 
V ( f ( t ) , f ( t ) ) = |f(-)||- (5.5) 
• Supóngase f: R+—>R Entonces V T € R+, la función f j . R+—>R está definida como 
f T ( t ) = 
' f(t) , 0 < t < T 
0. T < t 
(5.6) 
El conjunto L p e consiste de todas las funciones medibles f : R + - > R con la propiedad de 
que f j e Lp para todo 7 finito, y es llamado el espacio Lp extendido ( L ^ ) 
Sea R una relación binaria (a cada x asocia una v) en Lpe - entonces R es L p estable si 
(x,y) e R , x e L n = > y £Lr (5 7) 
* R es L p estable con ganancia finita y sin bias, si ésta es L p estable, y ademas 3 una 
constante finita k tal que: 
( x , y ) G R , x e L p = > | y | p < k | x p (5.8) 
5.3 Conceptos Básicos de Pasividad. 
En esta sección se establecen algunos conceptos básicos relacionados con pasividad. 
• Un operador continuo G:L2e ~~* U2e e s pasivo si: 
T 
Jx ( t )G(x ( t ) )d t>0 VT > 0 V X E L 2 c (5 9) 
o 
• Un operador continuo G:L2c L2e e s estrictamente pasivo si 3 s > 0 tal que: 
T T 
Jx( t )G(x( t ) )d t>eJ(x( t )x( t ) )d t VT > 0 V x e L 2 c (5.10) 
0 o 
5.4 Propiedades del Controlador Neuronal Difuso 
El Controlador Neuronal Difuso cumple con algunas de las propiedades mencionadas, lo 
que permite establecer bases para formalizar la demostración de estabilidad L2 de sistemas no 
lineales controlados en lazo cerrado con el CND Estas propiedades son 
• El Controlador Neuronal Difuso es un operador continuo que mapea de un espacio L2C a 
un espacio L2 c En efecto, utilizando la ecuación (4 2) se puede constatar que para una 
entrada L 2 e la salida del CND sera L2e , por las propiedades de las funciones Gaussianas 
Por la misma razón esta propiedad puede ser extendida al CND multientrada, multisalida 
(ecuación 3.9), en cuyo caso el mapeo será L?c L^c, donde p.q son las dimensiones del 
vector de entrada y del vector de salida respectivamente 
• Es L2 estable con ganancia finita sin hias. Como se vio en la sección 4.3, el CND cumple 
con la condición sector; por lo tanto de la desigualdad (5 8), se establece que existe una k 
finita tal que: 
X? c c 
J f 2 ( y ) d t < k J y 2 d t (5 11) 
(i o 
donde: 
f - representa la característica funcional del CND 
y - representa la variable de entrada al CND 
• Es estrictamente pasivo, ya que tomando en cuenta (5.10) existe un s > 0 tal que: 
T T 
jyf(y)dt > £ j y dt (5.12) 
0 ü 
en efecto para el CND se cumple yf(y) > 0, entonces siempre es posible encontrar e > 0 tal 
que: 
jyf (y)dt 
(5 13) 
j y 2 d t 
o 
5.5 Análisis de Estabilidad 
Antes de realizar este análisis se presenta el siguiente corolario tomado de [16], 
Corolario 5.1El sistema retroalimentado representado en la figura 5 1 
Fig. 5.1.- Sistema retroalimentado 
es L2 estable sin "bias", si se cumple alguna de las siguientes condiciones: 
i) G | es estrictamente pasivo y de ganancia finita y G2 es pasivo. 
ii) G j es pasivo y G 2 es estrictamente pasivo y de ganancia finita. 
donde: 
G j L 2 e - > L 2 e 
G2: L2C ->L 2 C 
Con los conceptos expuestos anteriormente es posible establecer el siguiente teorema, 
que puede ser utilizado para analizar la estabilidad de sistemas no lineales controlados en lazo 
cerrado con el CND. 
Lema 5. Dado un sistema no lineal, si el operador que representa el mapeo entrada/salida es 
pasivo, entonces el lazo cerrado de este sistema con el CND propuesto (4 2) es L2 estable. 
prueba - En efecto, este lazo cerrado tiene la siguiente estructura: 
C N D 
11 S S N I / 
Fig. 5.2.- Sistema no lineal en lazo cerrado con un CND 
la que puede ser representada como: 
Fig. 5.3.- Representación equivalente del sistema de la figura 5 2 
Tomando en cuenta que el CND (Gj) es estrictamente pasivo, como se demostró 
anteriormente, entonces se puede aplicar la primer condición del corolario 5 1 para afirmar 
que un sistema no lineal pasivo (G2), en lazo cerrado con el CND, es L j estable 
• • • 
5.6 Aplicaciones 
Para ilustrar la aplicabilidad del lema 5.1 y/o del Controlador Neuronal Difuso (CND) en 
sistemas no lineales, se realizaron diferentes experimentos. Estos se llevaron a cabo utilizando 
el ambiente computacional "Simulink". Los sistemas no lineales utilizados fueron: 
• Control del penduleo de un Generador Síncrono conectado a un "bus" infinito. 
• Control de la posición de un robot rígido de un grado de libertad 
• Control de la posición de un robot rígido de dos grados de libertad 
• Control de la velocidad de un motor trifásico de corriente alterna 
De estos sistemas sólo el primero cumple estrictamente con el lema 5.1. Los otros se 
incluyen con el propósito de visualizar las capacidades del CND para controlar sistemas no 
lineales. 
5.6.1 Control del penduleo de un Generador Síncrono conectado a un "bus" Infinito 
El control del penduleo de un generador síncrono conectado a un "bus" infinito es una 
aplicación muy interesante, debido a su utilización en el análisis de Sistemas Eléctricos de 
Potencia. 
Una de las perturbaciones más importantes a las que está expuesto este sistema es una 
falla en la linea de transmisión que tenga como consecuencia la alteración en el valor ohmico 
de la reactancia de transmisión, que puede provocar la perdida de sincronismo. 
El modelo matemático que representa a este sistema fue obtenido de [17] y es el 
siguiente: 
Mq = Pm + Pe - a - Vs• sen(q) (5.14) 
donde: 
q: defasamiento angular de! voltaje en terminales del generador y el voltaje en el "bus" 
M: Inercia de la máquina (= 0 371 p.u.) 
Pm: Potencia mecánica constante suministrada al generador (= 2.0 p.u.) 
Pe: Potencia suministrada como acción de control (en p.u.) 
Ve - Vb 
V s = — 2 = 3.704 p.u. 
Xt 
Vg: Voltaje del generador (en p.u ) 
Vb: Voltaje del "bus" infinito (en p.u.) 
Xt: Reactancia de transmisión (en p u.) 
a: factor de falla, que representa el cambio de reactancia que provoca la falla 
Todos los valores expresados en por unidad (p u.) se calcularon con una base del sistema 
de 100 MVA. 
La figura 5.4 muestra un esquema gráfico del generador síncrono conectado a un "bus" 
infinito. 
"Bus" Infinito 
Fig. 5.4.- Generador Síncrono conectado a un "bus" infinito 
El objetivo de control es regular la velocidad angular del penduleo a cero para que la 
posición angular se restablezca, aún en presencia de fallas. La figura 5 5 muestra un esquema 
de control del sistema en lazo cerrado con un CND, con solamente el error como variable de 
entrada Este esquema cumple exactamente con el lema 5.1 pues el mapeo potencia mecánica 
a velocidad angular es pasivo. El modelo matemático es idéntico al del robot rígido, para el 
cual ya está demostrado la pasividad del mapeo par de entrada-velocidad angular [18]. En la 
figura 5.6 se representa el sistema en los términos del lema 5.1. 
Fig. 5.5.- Sistema de control del Generador Síncrono conectado a un "bus" infinito 
qre£=0 
CND ) 
q 
N flan 
Sine. 
Pe 
Fig. 5.6.- Esquema de control del Generedor Síncrono en términos del lema 5 1 
El sistema, con los valores en sus parámetros dados anteriormente, tiene el siguiente 
punto de equilibrio llamado de pre-disturbio: 
q 0 = sen 
Pm 
Es 
- sen 
2 . 0 
3.704 
= 0 57rads 
Esto significa que el generador, en condiciones normales de operación, alcanza una 
posición angular de 0.57 radianes; al presentarse un disturbio, como sucede cuando la 
reactancia de transmisión es modificada, ese ángulo cambia a un punto diferente al de 
condiciones nominales de operación. 
Como se requiere para las simulaciones diversos valores de falla en la linea de 
transmisión, a continuación se presenta una tabla con el significado de cada una de ellas. 
Tabla 5.1 Factores de falla del generador sincrono conectado a un "bus" infinito 
Tipo de falla Factor de falla Porcentaje de 
aumento en el valor 
ohmico de la 
reactancia de 
transmisión 
Significado 
a 0.6 6 6 % De seis lineas, dos de 
ellas quedan fuera de 
servicio 
b 0.5 100% La mitad de las 
lineas de transmisión 
quedan fuera de 
servicio 
c 0.33 200 % De seis lineas, cuatro 
de ellas quedan fuera 
de servicio 
Las fallas son hipotéticas, se seleccionan solo para ilustrar las capacidades del 
Controlados 
La primera simulación se realizó con el fin de comprobar la aplicabilidad del lema 5.1. 
Para este efecto se hizo vanar la potencia suministrada al generador (Pm), esta variación fue 
del valor de equilibrio a 3 p.u. a los 5 segundos y de 3 p.u. al valor de equilibrio, a los 25 
segundos. Los resultados de esta simulación se presentan en la figura 5.7, donde se aprecia 
que el sistema es L2, conforme el lema 5.1. 
Potencia mecánica (Pm) Posición angular (rads) 
Velocidad angular (rads/seg) 
0.21 1 1 1 
0 1 
• 0 1 
0 10 20 30 10 íü 
t iempo (segs 
Fig. 5.7.-Variación de la Potencia mecánica (Pm) suministrada al generador. 
Inicialmente no se consideran las dinámicas del gobernador ni de la turbina. En la 
siguiente simulación se inicia el sistema en condiciones normales de operación, para después 
de 5 segundos simular una falla con un factor de 0 6, y posteriormente a los 25 segundos, se 
restablece el sistema a condiciones normales. Los resultados de esta simulación se presentan 
en la figura 5 8. 
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Fig. 5.8.- Falla tipo a (0.6) sin integrador y sin ruido 
En fallas más fuertes, como es el caso de una falla con un factor de 0.5, el sistema se sale 
de sincronismo utilizando solamente el CND en el sistema de control. Los resultados de esta 
simulación son presentados en la figura 5.9. 
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Para lograr una regulación efectiva de la velocidad y poder mantener al generador en 
sincronismo con una falla de 0.5, fue necesario adicionar un integrador de ganancia unitaria en 
el sistema de control. La siguiente simulación se realiza con este esquema, introduciendo la 
falla a los 5 segundos y restableciendo el sistema a condiciones normales de operacion a los 25 
segundos. La figura 5.10 muestra los resultados de esta simulación. 
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Fig 5.9.- Falla tipo b (0.5) sin integrador y sin ruido 
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Fig. 5.10.- Falla tipo b (0.5) con integrador y sin ruido 
La siguiente simulación se realiza con una falla más fuerte que las anteriores, o sea con un 
factor de 0.33 y al igual que en la simulación anterior se adiciona un integrador de ganancia 
unitaria al sistema de control. Con los mismos tiempos de introducción de la falla y de 
restablecimiento a condiciones normales de operación que la prueba anterior se obtienen los 
resultados representados en la figura 5.11. 
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Fig. 5.11.- Falla tipo c (0.3) con integrador y sin ruido 
Una característica de la medición es que la señal medida se puede contaminar con ruido 
adicional. La siguiente simulación se realizó tomando en cuenta dicha característica en la 
medición de velocidad. Primeramente se tiene una prueba con un factor de fallía de 0 6. Los 
resutados se muestran en la figura 5 12. 
Fig. 5.12.- Falla tipo a (0.6) sin integrador y con ruido 
Luego se simuló una falla de 0.5 a los 5 segundos y volviendo a restablecer el sistema a 
los 25 segundos. Como lo mencionamos anteriormente, es necesaria la adición de un 
integrador en este tipo de fallas, por lo que la siguiente prueba se realiza con éste. Los 
resultados se presentan en la figura 5.13. 
Posición angular teds) Sel ¿fiou-gr rsislstgj 
09 
ü 35 
J B 
o 7=; 
D 7 
3 55 
Ul> 
TW 
ïtrr.pj (, ' * 111 ùts-i-Cs-gs) 
Fig. 5.13.- Falla tipo b (0.5) con integrador y con ruido 
La figura 5.14 muestra la simulación del generador con una falla de 0.33 y con ruido en la 
medición de la velocidad angular; la falla se presenta a los 5 segundos y se restablece el 
sistema a condiciones normales de operación a los 25 segundos. 
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Fig. 5.14.- Falla tipo c (0.33) con integrador y con ruido 
En las siguientes simulaciones de esta sección se agregan las dinámicas tanto del 
gobernador como de la turbina. Estas dinámicas tienen como consecuencia un retardo de 
tiempo en la acción de control suministrada al generador. La figura 5.15 muestra el esquema 
del sistema de control utilizado en esta prueba, donde se pueden apreciar las dinámicas antes 
mencionadas. 
Para estabilizar este sistema fue necesario utilizar un CND con dos variables de entrada: 
el error y su derivada, puesto que con solamente el error como variable de entrada no fue 
posible regular la velocidad angular. La utilización de un integrador en el esquema de control 
como se muestra en la figura 5.15 es necesaria para los casos donde el factor de falla es de 0.5 
y 0.33. 
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Fig. 5.15.- Sistema de control del generador síncrono conectado a un "bus" infinito con las 
dinámicas del gobernador y de la turbina 
En la figura 5.16 se presentan las trayectorias tanto de la posición como de la velocidad 
angular del generador cuando es afectada por una falla con factor de 0.6. En este caso no es 
utilizado el integrador en el sistema de control. 
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Fig 5.16.- Falla tipo a (0.6) sin integrador, sin ruido y con las dinámicas del gobernador y de 
la turbina 
La siguiente simulación se realizó con una falla de 0.5 y con un integrador adicional, ya 
que el generador se sale de sincronismo al no contar con el integrador mencionado. La figura 
5.17 muestra los resultados de esta prueba. 
T' sií-iír: angiiir (rj.Hí, V?lTjdad ¿.-pillar (rads'sc^  
jn y tiempo segs) Qt.TipC'íCgi 
Fig. 5.17.- Falla tipo b (0.5) con integrador, sin ruido y con las dinámicas del gobernador y de 
la turbina 
La figura 5.18 muestra la simulación del generador con una falla de 0 33 despues de los 5 
segundos para posteriormente restablecer el sistema a los 25 segundos. Se adiciona un 
integrador al sistema de control. 
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Fig. 5.18.- Falla tipo c (0.33) con integrador, sin ruido y con las dinámicas del gobernador y 
de la turbina 
El ruido en la medición de la velocidad angular es de nuevo utilizado para las siguientes 
simulaciones. En la figura 5.19 se muestra una falla de 0.6, en la cual no fue necesario utilizar 
el integrador. 
Porción angular (rads) '"•Widad angular M-t;/si-£J 
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Fig. 5.19.- Falla tipo a (0.6) con integrador, con ruido y con las dinámicas del gobernador y 
de la turbina. 
Otra de las simulaciones fue con una falla de 0 5 También como en las pruebas 
anteriores, con este tipo de falla, fue necesario adicionar un integrador para poder regular la 
velocidad. Los resultados de esta simulación se presentan en la figura 5 .20 
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Fig. 5.20.- Falla tipo b (0.5) con integrador, con ruido y con las dinámicas del gobernador y 
de la turbina 
Finalmente se realizó una simulación con una falla de 0.33. Los resultados de esta última 
prueba en esta sección se presentan en la figura 5.21. 
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Fig. 5.21.- Falla tipo c (0.33) con integrador, con ruido y con las dinámicas del gobernador y 
de la turbina 
Las simulaciones muestran el buen desempeño del Controlador para regular el penduleo 
del Generador Sincrono, tanto para cambios de potencia mecánica, como para fallas en las 
líneas de transmisión (cambios bruscos de parámetros). 
Es importante señalar que al agregar el integrador se obtiene el siguiente sistema. 
x2 = — ( - x l - f ( x 2 ) - a - V s - s e n ( x i ) + P m ) (5 15) 
M 
Con x j = q y x2 = q . 
El análisis de estabilidad de este sistema se puede efectuar por la metodología de 
Lyapunov. Dicho análisis no se realizó en esta tesis. 
Por otra parte, los resultados de las simulaciones indican que el esquema Integrador más 
Controlador Neuronal Dííiiso amerita de ser considerado para el control de Frecuencia 
Interáreas en Sistemas Eléctricos de Potencia. En efecto este control se realiza actualmente 
en forma mayoritaria por una acción integral, cuya ganancia es seleccionada como un 
compromiso entre respuesta rápida y bajo sobrepaso [19] Este controlador es lento y no 
permite tener en cuenta las no linealidades inherentes en el sistema. 
5.6.2 Control de posición de un Robot de un grado de libertad 
En esta sección se considera un robot manipulador rígido de un grado de libertad cuyo 
modelo matemático es: 
m l 2 q + b l2 q +mgi cos(q) = x (5 16) 
donde: 
m: peso del brazo (=15.91 kgs.) 
1. longuitud del brazo (=0.432 mts.) 
b: coeficiente de amortiguamiento (=0.53) 
g: aceleración gravitacional (-9.81 m/s2) 
q: posición angular del brazo (en radianes) 
T: torque mecánico (en Newton-mts) 
Los parámetros se tomaron de [20]. 
Un esquema gráfico de este sistema se presenta en la figura 5.22, donde se puede ver que 
la variable a controlar es la posición angular. 
Se hicieron simulaciones con dos esquemas de control diferentes, el primer esquema 
utiliza un CND con solamente el error como variable de entrada y un filtro en el lazo de 
control, el segundo utiliza un CND de dos variables de entrada: el error y su derivada En la 
figura 5.23 se muestra el primer esquema de control. En la figura 5.24 se muestra la posición 
angular con este primer esquema. 
Fig. 5.23.- Sistema de control de un robot de un grado de libertad con un CND de una 
variable de entrada 
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Fig. 5.24.- Trayectoria de la posición angular del robot con un CND de una variable de 
entrada 
El segundo esquema utilizado para el control de posición de un robot de un grado de 
libertad está representado en la figura 5.25. En la simulación correspondiente para este 
esquema se utiliza el modelo matemático expuesto anteriormente pero haciendo que el 
coeficiente de amortiguamiento sea igual a cero. Esto con el fin de probar la utilidad del CND 
en el caso de no contar con amortiguamiento. En la figura 5.26 se muestra el resultado de esta 
simulación. 
Fig. 5.25.- Sistema de control de un Robot de un grado de libertad con un CND de dos 
variables de entrada 
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Fig. 5.26.- Trayectoria de la posición angular del robot con un CND de dos variables de 
entrada 
Las simulaciones muestran que el agregar la velocidad del robot como entrada del CND 
mejora sustancialmente el desempeño del sistema. 
5.6.3 Control de posición de un Robot de dos grados de libertad 
En el control de posición de un robot de dos grados de libertad se utilizó un CND de dos 
variables de entrada: el error de posición y la velocidad angular de cada eslabón. El esquema 
gráfico de este robot se presenta en la figura 5.27, donde se puede apreciar las dos variables a 
controlar: qi y q2, las cuales son las posiciones angulares del robot. La figura 5 28 muestra el 
esquema de control de este sistema. 
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Fig. 5.27.- Esquema gráfico de un robot de dos grados de libertad 
Fig. 5.28.- Esquema de control de un Robot de dos grados de libertad 
El modelo que se utilizó para estas simulaciones, así como los valores de los parámetros 
fueron obtenidos de [20] y son: 
M(q)q +C(q ,q )q + g(q) - t (5.17) 
donde: 
f 7.2093 +4.240 J cos(q2) 2 12 + 0.5*4 24ülcos(q 2) 
M " 2.12 + 0 5*4 2401cos(q2) 2.12 
(" ( 4 . 2 4 0 ] s e n ( q 2 » * í q j q 2 + 
C " 4 2 4 0 1 s e n ( q 2 ) q | q , * 0 5 
"I l5.568cos(q)í + 48 I428cos(q, + q 2 ) 
S ~ 48 l 4 2 8 c o s ( q j + q 2 ) 
Este modelo es válido para ios siguientes parámetros del robot 
mi peso del primer eslabón ( - 15.91 kgs) 
m2 peso del segundo eslabón ( - 11 36 kgs) 
11 = 12 : longuitud de los eslabones 0,432 mts) 
g aceleración gravitacional ( - 9 81 m/s2) 
qi posicion angular del primer eslabón (en radianes) 
q 2 posición angular del segundo eslabón (en radianes) 
Se realizaron una serie de simulaciones con el robot de dos grados de libertad en lazo 
cerrado con el CND y también con un controlador PD convencional, a fin de comparar el 
funcionamiento, tanto en rapidez como en robustez 
La figura 5.29 muestra las trayectorias de q¡ y q2 del robot en lazo cerrado con el PD 
Esta simulación se realizó con condiciones normales de operación, sin ninguna perturbación 
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Fig. 5.29.- Posiciones del robot de dos grados de libertad en lazo cerrado con un controlador 
PD convencional 
Las ganancias utilizadas para el controlador PD fijeron obtenidas de [20] y son las 
siguientes: 
kpl = 680.0 
kp2 550.0 
kvl = 100.0 
kv2 = 90,0 
En la figura 5.30 se muestran las posiciones angulares del robot en lazo cerrado con el 
CND, que al igual que la simulación anterior, se realizó con condiciones normales de 
operación. 
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Fig. 5.30.- Posicion angular q¡ y q2 del robot de dos grados de libertad en lazo cerrado con 
un CND. 
Para visualizar el desempeño de los dos algoritmos se simulo que a los 1.2 segundos el 
robot sujetará un peso igual al del segundo eslabón. La figura 5 31 muestra el desempeño del 
Controlador PD y la figura 5 32 muestra el desempeño del CND 
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Fig. 5.31.- Posición angular q ( y q2 del robot de dos grados de libertad en lazo cerrado con 
un controlador PD convencional y un sobrepeso en el segundo brazo de un 100 % 
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Fig. 5.32.- Posición angular q i y q j del robot de dos grados de libertad en lazo cerrado con 
un CND y un sobrepeso en el segundo brazo de un 100 % 
Como se puede ver en las simulaciones, el CND asimila la perturbación sin ningún cambio 
en la posición del robot. 
5.6.4 Control de velocidad de un Motor de Inducción de C.A. 
En esta sección se presenta la aplicación al control de velocidad de un motor de indución 
trifásico de 500 HP. El modelo matemático y el valor de sus parámetros fueron obtenidos de 
[21] y son: 
co r s ( 
V V q s Wb vqs v l l"mq Vqs 
cob Xis 
(5.18) 
HMs^Wb - —•Vqs + r M M ' m d vl'ds) v d s v q s Wb M Xis 
(5 19) 
V 0 s = Ob 
U vos- — V 0 s 
Ais 
= 0 (5.20) 
M'qr « b Vqr 
C0 - o r r r , (521) 
Vdr " b Vdr 
03 COr 
cob 
Vnr + — ( V m d H>dr) qr X ! r 
(5 22) 
rs ,„ 
v o r " — - 0 (5 23) 
cor = T c - T l 
l 2 
(5.24) 
' q s = ~ " ( v q s V ' 'mq 
Xls 
ids 7 r ( M ' d s - ^ m d ) 
X|s 
J _ 
X|, iqr = — Wqr ^mq 
idr - Vmd) 
Xlr 
(5 25) 
(5.26) 
(5.27) 
(5.28) 
V mq ~ Xaq 
M'md Xad 
Xls + Xlr 
V 
Te ' 3 1 Í P 1 
( \ 
, 2 y v 2 J vtob, 
Xaq Xad~~ 
X l s X l r 
V q r i d r M ' d r i q r 
' i . i ^ 1 + + — 
X M Xls X i r 
(5 29) 
(5.30) 
(531) 
(5 32) 
donde. 
H^qg. flujo en el eje cuadrático del estator 
flujo en el eje directo del estator 
^Os- fluJ° en el eje cero del estator 
H-'qc flujo en el eje cuadratico del rotor 
cF íj r: flujo en el eje directo del rotor 
^Fqj- flujo en el eje cero del rotor 
^ m q mutuo en el eje cuadrático 
flujo mutuo en el eje directo 
cob: velocidad angular base 
velocidad angular del esquema de referencia 
cor: velocidad del rotor 
VqS: voltaje en el eje cuadrático del estator 
v ds : v o! t a j e en el eje directo del estator 
VQs: voltaje en el eje cero del estator 
Vqr: voltaje en el eje cuadrático del rotor 
v^p voltaje en el eje directo del rotor 
VQR: voltaje en el eje cero del rotor 
iqS: corriente en el eje cuadrático del estator 
corriente en el eje directo del estator 
iqr corriente en el eje cuadrático del rotor 
Í^p corriente en el eje directo del rotor 
rs: resistencia del estator 
r r. resistencia del rotor 
reactancia del estator 
X[r: reactancia del rotor 
XM: reactancia mutua 
J: parámetro de inercia 
TL. par mecánico 
^e: par eléctrico 
P: número de polos 
En la tabla 5.2 se muestran los valores nominales del motor. 
Tabla 5.2.- Valores nominales del motor de inducción trifásico seleccionado 
hp volts rpm 
T l 
N m 
I(abc) 
amps. 
rs 
homs 
Xls 
ohms 
X M 
ohms 
X|r 
ohms 
rr 
ohms 
J 
kg m2 
500 2300 1773 1980 93 6 0 262 1 206 54 02 1 206 0 187 11 06 
La primer simulación que se presenta es el funcionamiento del motor con condiciones 
normales de operación y en lazo abierto Los resultados de esta simulación se presentan en las 
figuras 5.33 y 5.34. 
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Fig. 5.33.- motor en lazo abierto en condiciones nominales de operación 
0 05 
S i l à à â i i l f f f f l i l 
. 5 3 
(a) (b) 
(•e.S) 
ía 
irtT 
(C) 
Fig. 5.34.- Comentes de las fases a, b y c del motor en lazo abierto 
Estos resultados son idénticos a los presentados en [21]. 
Suponiendo que los voltajes de alimentación al motor estén completamente equilibrados, 
esto es: la magnitud de voltaje entre fases sea igual para las tres y el defasamiento entre estas 
sea exactamente 120°, entonces en un esquema de referencia síncrono los voltajes en d,q son: 
VqS— Veff eos (0) = Veff 
vd s= -V2 Veffsen (0) - 0 
vos = 0 
V e f f - V3 Vab = V3 Vbc - V3 Vea 
Vab, Vbc, Vea = Voltaje entre fases. 
En las simulaciones que se reportan a continuación se supuso que siempre se cumplen 
estas condiciones 
El esquema de control se presenta en la figura 5.35. El objetivo es regular la velocidad 
angular en un valor de referencia (ref). El error (e) de velocidad es la entrada al CND, el cual 
genera una variación Ve que se suma al voltaje nominal Vk, esta suma da como resultado el 
voltaje eficaz (Veff) con el que se alimenta el motor. Los resultados de las simulaciones para 
las corrientes y voltajes, están dados en cantidades de fase (abe) del motor. 
Como acción adicional de control, se hace variar la frecuencia directamente proporcional 
al voltaje eficaz de la siguiente manera: 
(5 33) 
donde-
k = j 3 2 8 v o l « _ 2 2 1 3 3 
60 hz 
Por lo que la velocidad angular eléctrica vana proporcionalmente a la variación del 
voltaje eficaz quedando de la siguiente manera' 
co = 2nf (5.34) 
Fue necesario agregar esta acción de control para obtener una buena regulación de la 
velocidad. 
Tanto en la simulación anterior como en la siguiente, no se presentan las gráficas que 
muestren el comportamiento de los voltajes en las fases del motor, ya que estas simulaciones 
se realizan con condiciones normales de operación y por lo tanto no se tienen alteraciones 
importantes en la alimentación del motor 
Fig. 5.35.- Sistema de control del motor de inducción trifásico 
En la figura 5.36 se muestran la velocidad y el par electrico del motor en lazo cerrado con 
el CND y en la figura 5.37 se puede ver las corrientes de las fases a, b y c del motor 
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Fig. 5.36.- Velocidad y par eléctrico del motor de inducción en lazo cerrado con el CND 
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Fig. 5.37.- Corrientes de las fases a, b y c del motor en lazo cerrado 
Una vez comprobado el funcionamiento en condiciones nominales para el motor, en lazo 
cerrado con el CND, se procedió a experimentar la capacidad de regulación del Controlador 
Primero se cambió la velocidad nominal de 1773 rpm. a otra mas baja de 1510 rpm; este 
cambio se efectuó a los tres segundos Los resultados tanto en la velocidad como en el par 
eléctrico son presentados en la figura 5 38 Las corrientes en las fases se presentan en la figura 
5.39 y los voltajes en la figura 5.40. 
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Fig. 5.38.- Velocidad y par eléctrico en el motor en lazo cerrado con un CND con un cambio 
de velocidad de 1773 a 1510 r.p m. 
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Fig. 5.39.- Corrientes en las fases a, b y c del motor con un cambio de velocidad de 1773 a 
1510 r p m 
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Fig. 5.40.- Voltajes en las fases a, b y c del motor con un cambio de velocidad de 1773 a 1510 
r p m. 
La siguiente simulación se realizó disminuyendo el valor del par mecánico del valor 
nominal a 1000 N.m.; la disminución se efectuó a los 2.5 segundos Los resultados de la 
velocidad, par eléctrico, corrientes y voltajes en las fases están en las figuras siguientes 
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Fig. 5.41.- Velocidad y par eléctrico del motor de inducción con un cambio del par mecánico 
a 1000 N m. 
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Fig. 5.42.- Corrientes en las fases a, b y c del motor con un cambio del par mecánico a 1000 
N m 
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Fig. 5.43.- Voltajes en las fases a, b y c del motor con un cambio en el par mecánico a 1000 
N.m 
Finalmente se simuló la siguiente perturbación la alteración en el valor ohmico de la 
reactancia del estator. En esta simulación se cambio instantáneamente el valor de la 
inductancia a la mitad de su valor nominal: esto es, de 1 206 a 0 603 ohms. Este cambio se 
efectuó a los 2.2 segundos Los resultados en la velocidad, par, corrientes y voltajes de fase se 
presentan en las siguiente figuras 
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Fig. 5.44.- Velocidad y par electrico con la disminución del valor de la reactancia del estator 
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Fig. 5.45.- Corrientes en las fases a, b y c del motor con la disminución del valor de la 
reactancia del estator 
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Fig. 5.46.- Voltajes en las fases a, b y c del motor con la disminución del valor de la 
reactancia del estator 
Como las simulaciones muestran, también en la aplicación del motor, el CND presenta un 
buen grado de robustez a los cambios bruscos en los parámetros 
La estructura específica de los Controladores Neuronales Difusos (CND) utilizados en 
todas las simulaciones reportadas en este capítulo se presentan en el Anexo 1 
Capitufo Seis 
CONCLUSIONES 
No obstante el éxito obtenido por el Control Difuso en diferentes aplicaciones, el análisis 
de sus propiedades, particularmente la estabilidad, es un campo abierto El principal objetivo 
de esta tesis fue contribuir precisamente a establecer herramientas que faciliten este análisis 
Como resultado, se lograron establecer condiciones de estabilidad, para el lazo cerrado 
tanto de sistemas lineales como no lineales controlados con un tipo de controlador difuso, 
producto éste también del trabajo de investigación 
El controlador difliso que se desarrolló se denomino Controlador Neuronal Difiiso 
(CND), pues se basa en la equivalencia entre una cierta estructura de Redes Neuronales 
(Redes Neuronales de Función Base Radial) y Consoladores Difusos con funciones de 
pertenencia Gaussianas. La demostración estricta de esta equivalencia es aportación de la 
presente tesis. 
La equivalencia mencionada permite, a partir de conocimiento heurístico expresado en 
reglas del tipo SI . . ENTONCES, sintetizar un Controlador Neuronal Difuso (CND), cuyo 
mapeo entrada-salida tiene una representación matematica exacta. Esta representación 
también se dedujo como parte del presente trabajo de investigación 
A partir de esta representación matemática estricta, fije posible demostrar que el 
Controlador Neuronal Difuso cumple con la condición sector [0,k] Utilizando el Teorema de 
Popov, fue entonces posible derivar condiciones de estabilidad para Sistemas Lineales en lazo 
cerrado con el CND La aplicación fue ilustrada por simulaciones 
Cumpliendo el CND con la condición sector, se demostro que es estrictamente pasivo y 
de ganancia finita sin "bias" Con estas propiedades se pudo establecer las condiciones de 
estabilidad L2 para Sistemas No Lineales en lazo cerrado con el CND La aplicación de estas 
condiciones se visualiza con la regulación del péndulo de un Generador Síncrono conectado a 
un "bus" infinito. Para ilustrar la viabilidad de la aplicación del CND a Sistemas No Lineales 
también se simularon el control de posicion de un robot manipulador de uno y de dos grados 
de libertad, y el control de velocidad de un motor trifásico de corriente alterna. Las 
simulaciones muestran que el CND presenta un buen grado de robustez a cambios bruscos en 
los parámetros del Sistema No Lineal. 
La aplicación al problema del penduleo del Generador Síncrono conectado al "bus" 
infinito indica que, el esquema Integrador mas Controlador Neuronal Difuso amerita a ser 
considerado para el control de Frecuencia Interareas de Sistemas Eléctricos de Potencia, cuyo 
mejoramiento tiene una gran importancia para la Industria de la Energía Eléctrica. 
Es importante señalar que las condiciones de estabilidad, se establecieron para cuando el 
CND utiliza como señal de entrada solo el error Sin embargo las simulaciones muestran que 
utilizar la derivada del error o la velociadad angular, en el caso del robot, mejora el 
desempeño del sistema controlado. Este es un tema que queda abierto para trabajo futuro. 
Las condiciones de estabilidad L2 derivadas, solo garantizan acotamiento de las señales 
en el lazo de control. Reviste mayor importancia poder demostrar estabilidad asintotica del 
error. Este es un tema que también queda abierto para futuras investigaciones. 
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A N E X O 1 
En las simulaciones de esta tesis se utilizaron varios tipos de Controladores Neuronales 
Difusos. Esto en función del número de reglas, de la distribución de los conjuntos difusos en 
los correspondientes universos de discurso y del número de entradas al CND. A continuación 
se presentan las diferentes estructuras utilizadas en estas simulaciones 
En el control del Sistema de Tercer Orden, en el capítulo cuatro, se utilizo un CND con 
siete reglas como se representa en la tabla 1 A, y en las f igura 1 .A. 
(a) (b) 
Fig. I .A.- Distribución de los conjuntos difusos en los universos de discurso del error (a) y la 
acción de control (b) 
Tabla I.A.- Controlador Neuronal Difuso de siete reglas 
error ng nm np ce PP pm Pg 
acción 
de 
control 
ng nm np ce PP pm Pg 
El control de posicion de la "bola y la barra", también del capitulo cuatro, fue hecho con 
un C N D de dos variables de entrada el error y su derivada. En esta simulación se utilizó un 
CND de 49 reglas como está representado en la tabla 2 A y en la figura 2 A 
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Fig. 2.A.- Distribución de los conjuntos difusos en los universos de discurso del error (a), la 
derivada del error (b) y la acción de control (c). 
Tabla 2.A.- Controlador Neuronal Difuso de 49 reglas 
der\err ng nm np ce PP pm pg 
ng ng nm nm np np ce 
nm ng nm np np np ce PP 
np nm np np np ce PP PP 
ce np np np ce PP PP PP 
PP np np ce PP PP PP pm 
pm np ce PP PP PP pm Pg 
P8 ce PP PP pm pm PS Pg 
Para las simulaciones del control del penduleo en el generador síncrono conectado a un 
"bus" infinito se utilizaron dos tipos de CND el primero de 21 reglas representadas en la tabla 
3 A y en la figura 3 A para el esquema de control representado en la figura 5.5, y el segundo, 
de 121 reglas representado en la tabla 4. A y en la figura 4 A para el esquema de control 
representado en la figura 5.15 
: < 4 - 6 7 8 9 ! 1 ) 1 : n N ! < 1 6 1 7 2] 
n: o í 
(a) (b) 
Fig. 3.A.- Distribución de los conjuntos difusos en los universos de discurso del error (a) y la 
acción de control (b) 
Tabla 3.A.- Controlador Neuronal Difuso de 21 reglas 
error el e2 e3 e4 eS e6 e7 e8 e9 elO el 1 e l2 e l3 e l4 el 5 e l 6 el 7 el 8 e l 9 e20 e21 
acción ul u2 u3 u4 u5 u6 u7 u8 u9 ulO ul 1 u l2 u l3 u l4 u l5 u l6 u l 7 u l 8 u l 9 u20 u21 
de 
control 
1 J j L * 5 
Fig. 4.A.- Distribución de los conjuntos difusos en los universos de discurso del error y la 
derivada del error (a), y la acción de control (b) 
Ta )la 4.A.- Controlador N euronal Difuso de 121 reglas 
de\e el e2 e3 e4 e5 e6 e7 e8 e9 elO e l i 
del ul ul u2 u2 u3 u3 u4 u4 u5 u5 u6 
de2 ul u2 u3 u4 u4 u5 u5 u5 u5 uó u7 
de3 u2 u3 u4 u5 u5 u5 u5 u5 uó u7 u7 
de4 u3 u4 u5 u5 u5 u5 u5 u6 u7 u7 u7 
de5 u4 u5 u5 u5 u5 u5 uó u7 u7 u7 u7 
de6 u5 u5 u5 u5 u5 u6 u7 u7 u7 u7 u7 
de7 u5 u5 u5 u5 uó u7 u7 u7 u8 u8 u8 
de8 u5 u5 u5 u6 u7 u7 u7 u8 u8 u8 u9 
de9 u5 u5 uó u7 u7 u7 u8 u8 u8 u9 u9 
delO u5 uó u7 u7 u7 u8 u8 u8 u9 u9 u l l 
d e l l u6 u7 u7 u8 u8 u9 u9 u9 ulO ul 1 u l l 
En la simulación del robot de un grado de libertad utilizando el esquema de control 
representado en la figura 5.23, se utilizó un CND de cinco reglas como el representado en la 
tabla 5.A y en la figura 5 A La simulación del robot de un grado de libertad con el esquema 
de control representado en la figura 5 25 fue realizada con un CND de 15 reglas como las 
representadas en la tabla 6 A, y en la figura 6.A. Para el robot de dos grados de libertad se 
utilizo un CND de 15 reglas representado en la tabla 6. A y en la figura 7 A 
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Fig .5.A.- Distribución de los conjuntos difusos en los universos de discurso del error (a) y la 
acción de control 
Tabla 5.A.- Controlador Neuronal Difuso de cinco reglas 
error nm np ce PP pm 
acción de 
control 
nm np ce PP pm 
(c) 
Fig. 6.A.- Distribución de los conjuntos diflisos en los universos de discurso del error (a), la 
velocidad (b) y la acción de control (c) 
Tabla 6. A.- Controlador Neuronal Difuso de 15 reglas 
errAder np ce PP 
np ce np nm 
nm np nm ng 
ce PP ce np 
PP pm PP ce 
pm Pg pm PP 
np PP pm 
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Fig. 7.A.- Distribución de los conjuntos difusos en los universos de discurso del error (a)s la 
velocidad (b) y la acción de control (c) 
En las simulaciones del control de velocidad del motor de inducción de corriente alterna 
se utilizó un CND de siete reglas representado en la tabla 1 A y en la figura 8 A 
(a) (b) 
Fig. 8.A.- Distribución de los conjuntos difusos en los universos de discurso del error (a) y la 
acción de control (b) 
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Abstract 
T h e paper presents the s tabi l i t ) analysis for 
a c lass of N e u r o - F u / / \ Controllers . A representat ion 
of F u / / \ Sets as Radial Basis Neu ra l Network is 
util ized. Stability condit ions w h e n l inear plants are 
control led wi th this type of Contro l le r are obtained 
bv means of Popov Theorem Applicabi l i ty of these 
condi t ions is i l lustrated via s imulat ions . 
I. I N T R O D U C T I O N 
Since its introduction by L .A. Zadeh . almost 
t h i r n years ago. F u z / y Logic h a s mot iva ted a lot of 
interest and controversy. An excel lent introductory 
text is | 1 | ; unquestionably there has been a rapid 
growth of its use in a wide v a n e t v of consumer 
products and industrial systems | 2 . 3 | . Us application 
to Control Systems was initiated by E.H Mandani | 4 | 
and s ince then it has not stopped. O n e objection to 
Fuz /y Logic Control lers is the lack of formal 
ana lys is | 5 | . recently there h a v e appeared results 
which intend to solve this si tuation as in | 6 | 
Due to the strong rebi r th of Neural 
Ne tworks dur ing the last decade, there has been a 
great research interest to try to combine both 
p a r a d i g m s in order to exploit be t t e r their advantages 
| 7 | Pe rhaps the simplest a p p r o a c h is the one 
recently proposed in |8.9], there t h e relation between 
Radial Basis Neural Networks |1( ) | and a particular 
s t ruc ture of Fuz/y Control is es tabl ished Th i s 
relat ion al lows to implement Adapt ive Fuz/y 
Control 
For the researches reported in th i s paper, 
we reconsider the Neurofuzzy representa t ion scheme 
proposed in |8,9], Cons ide r ing Gauss ian 
membersh ip funct ions , the intersect ion opera t ion as 
the product of the m e m b e r s h i p values, and the 
defuzz i f ie r introduced in |11] , We were able to 
demonst ra te this Neurofuzzy Contro l le r fulfi l ls a 
sector condi t ion; then we appl ied Popov Theo rem to 
derive stability condi t ions. Th i s is the main 
contr ibut ion of the paper . 
T h e paper is o rgan ized as follows: first the 
Neurofuzzy Control ler is briefly described, then the 
stability condit ions arc der ived; to illustrate the 
applicabil i ty of these condi t ions s imula t ions are 
included; f inally the respect ive conclus ions are 
stated. 
II. C O N T R O L L E R D E S C R I P T I O N 
T h e Fuzzy Control ler , wh ich structure is 
described above, is equivalent to a n o r m a l i / e d Radial 
Basis Neural Network | 8 .9 | : it can be formula ted as: 
X MÍ L * r i c x p J 1 v-k I 1 
IM! 
12 \ 
u.i - Ui| 
sl (2.1) 
Vk -
P n 
i ricxp 
i n ' 
- M i , , -
12 A 
u.i - "il 
where : 
Sj. support, on the universe of discourse 11 
of the l-lh fuzzy set. co r re spond ing to the IF 
part of the rules 
lilis work was soported b\ CON'XCv 1 Proiecl U8e>A9206 
M u l) support value where the l-th fuz/> set 
membership , corresponding to the IF part 
a c t u a t e d b> the j-th rule. ach ic \es its 
m a x i m u m value. 
M v kj: support value where the j-lh f u / / \ 
set membership , corresponding to THEN 
part a c t u a t e d b> the j-th rule. ach ic \cs 
its m a x i m u m value. 
P = Number of IF-THEN rules 
(J>() N e u r o f u / / ) Control ler funct ion 
formulated as (2 I) 
For the analysis. the fuzz) sets defined on 
the interval | -1 .+ 1] are Gaussians. for \ a l u e s out of 
this interval the membersh ip is equal to 1 Fig 2 
presents the output of the Control ler as a funct ion of 
the error, it is an odd s>mmetric function. 
At this stage, we state and prove a theorem 
about the stability of the N e u r o f u / / } Controller. 
u j l-th component of the input Theorem 
\ \ k-th component of the output. 
Selecting adequately the Fu / /v Sets support 
corresponding to the different "IF-THEN" rules, it is 
possible to obtain a configurat ion with no 
over lapping between more than two of them The 
same conf igurat ion can be obtained for the control 
action f u / / \ sets Fig 1 shows this configuration 
with the universe of discourse normalized to the 
interval | - l . + l | . 
III. S T A B I L I T Y A N A L Y S I S 
After de te rmining the structure We proceed 
with the stabilit> ana l )s i s . for single input-single 
output (SISO) plant. The input to the N e u r o f u / / ) 
Control ler was the error between the reference and 
the output of the plant The N e u r o f u / / ) Controller 
output constituted the input to the plant So. if we 
assume the plant represented b) a linear system then 
the closed loop s>stcm is formulated as 
c = r - y 
u=CD(c) (3.1) 
>(s)=j>(s)u(s) 
where 
c. error 
g(s) t ransfer function of the plant 
r reference 
u output of the N e u r o f u / / ) Controller 
\ : output of the plant 
u(s) Laplace t ransform of u 
>(s) Laplace t ransform of \ 
The closed loop system described bv (1 1) is 
g lobalh as)mptot ical l ) stable if real number q exits, 
and if for all real en > 0 and an arbitrary small 6 ) 0 
then 
Rc[ (1 + joaq)g(m)) + — > 6 (3.2) 
K 
Proof 
Let assume, without loss of genera l i t ) . e 
bigger than or equal to zero, s imilar a rguments to 
the ones presented below can be made for c smaller 
than zero 
Due to the configuration of the f u / / \ sets, 
both for the rules and for the control action, only two 
of them will be active at an) time. Order ing the rules 
by the error magnitude, f rom smaller to bigger, then 
the activation of the first two rules is given by the 
equation. 
M l * cxp 
f ( e ) 
(m, - e ) 
2 
2 \ 
/ / 
cxp 
V V 
( e ) 
2 
2 \ ' 
cxp 
a 
( m l e ) 
2 
V J ) 
(3.3) 
w here 
m j support \ a l u e different f rom zero where 
the f u z / \ sets, corresponding to the IF-
T H E N rules, achieve its 
value. 
first max imum 
M ] - s u p p o r t value different f rom /cro, 
where the fuzzy sets, corresponding to the 
output, achieve its first max imum value. 
As it can be seen in Fig. 2, the angle a 
defines a sector condition |0.K]. To know K. the 
derivative of the function has to be equal to the 
tangent of the angle a . This condition can be 
formulated as: 
2mjC - a ' 
f 2 ^ 
2m,c m, 
exp (3.4) 
Unfortunately this equation can not be 
solved analytically, so a graphical procedure has to 
be utilized. Once K is known. Popov Theorem is 
directlv applied. • •• 
IV. S I M U L A T I O N S 
We tested, bv simulations, the stability 
condition for different plants. In this paper. We 
include two typical examples: a first order system, 
and a ball and beam system. 
l'irsi Order System 
The transfer function of the first order 
svstcm is as follows: 
g(s) 
t 
1 
T h e experiment consisted in regulating the 
plant start ing f rom initial conditions different from 
zero. As presented in Fig 3. the Neurofu/zy 
Control ler (3 I) was able to regulate the plant, since 
the svstcm fulfil ls the theorem 
R(s) -
> ( s ) a 'K 
u ( s ) S 2 ( l + T s ) ( l + v ) 
where* 
a': a/(n m) 
a input voltage to motor angular speed 
ratio ( 19 rad/s /vol ts ) 
n gear reduction ratio ( = 64 ) 
m: pulleys reduction ratio ( = 15 ) 
T motor t ime constant ( 0 .022s ) 
T ( ) ball and beam t ime constant (=1.73s) 
K. mg/f 
n r weight of the ball ( - 0 23 kg ) 
g gravity acceleration ( = 9 8 1 m / s 2 ) 
f friction coefficient. ( = 0.24 kg/s ) 
y: ball position (m) 
u: motor voltage (volts) 
T h e Neurofuzzy Controller (3.1) was unable 
to regulate this plant, since it docs not satisfy the 
theorem In order to obtain this regulation it was 
required to connect two Neurofuzzy Control lers (3.1) 
in parallel (he first one for the error and the second 
one for the derivative of the error; us ing this 
structure it was possible to regulate the plant as 
shown in Fig 4 
V. C O N C L U S I O N S 
We stated and proved a theorem about the 
stability of a specific structure of Neurofuzzy 
Controllers The applicability of the stability 
condit ions was illustrated by s imulat ions As this 
s imulat ions suggest including the derivative of the 
error improv es the stability of the closed loop 
svstcms This condition is being analyzed using the 
M u l t i v a r i a t e Popov Theorem 
It will be very useful to extend this stability 
analvsis to nonlinear plant Work is in progress, 
using the passivity approach, to determine the 
corresponding stability condit ions 
Bail and beam system R E F E R E N C E S 
We consider this system driven b\ a D C 
motor through pulleys connected by a cable The 
transfer funct ion of the l ineari /ed plant is. 
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