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Abstract
In this paper we characterize operator order A  B  O and chaotic operator order log A  log B for
positive and invertible operators A and B in terms of operator inequalities via the Furuta inequality and
operator equalities due to the Douglas’s majorization and factorization. Related results are obtained, which
include generalizations and characterizations of some well-known results.
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1. Introduction
Throughout this paper the capital letters represent bounded linear operators on a Hilbert space
H , and I denotes the identity operator.T  O andT > O respectively meanT is positive, andT is
positive and invertible. As usual, if A > O, then log A = limα→+0 Aα−Iα , and A = limn→∞
(
I +
1
n
log A
)n
. By the Löwner–Heinz inequality, i.e., Sα  T α if S  T  O for α ∈ [0, 1], log A 
log B if A  B > O. The relation is called log A majorizes log B, or chaotic order, and denoted
by A  B, which is weaker than the usual operator order A  B  O. It is essential to notice
that the Löwner–Heinz inequality does not hold in general if α > 1.
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Our aim in this paper is to characterize the operator order A  B  O and chaotic operator
order A  B, firstly in terms of operator inequalities via the Furuta inequality [4], and secondly
in terms of operator equalities due to the Douglas’s majorization and factorization theorem [2].
Let us recall both well-known results first.
Theorem F [4, Furuta inequality]. If A  B  O, then for each r  0,
(a) (Ar/2ApAr/2)1/q  (Ar/2BpAr/2)1/q and
(b) (Br/2ApBr/2)1/q  (Br/2BpBr/2)1/q
hold for p  0 and q  1 with (1 + r)q  p + r.
Moreover, both are equivalent to each other.
The domain drawn for p, q and r in the figure is the best possible one for the Furuta inequality
by Tanahashi [13].
Theorem D [2, Douglas’s theorem]. The following statements are equivalent:
(i) range(B) ⊆ range(A);
(ii) A∗ majorizes B∗, i.e., BB∗  λ2AA∗, i.e., ‖B∗x‖  λ‖A∗x‖ for some λ  0 and all
x ∈ H (majorization);
(iii) there exists C such that B = AC (factorization).
Moreover, ‖C‖2 = inf {μ| BB∗  μAA∗} (due to the equivalence of (ii) and (iii)).
In what follows we assume that A,B > O.
2. Characterizations of operator order A B > O and chaotic operator oder A B
Some reformations of the conditions (1 + r)q  p + r in Theorem F are the keynotes in this
section.
Theorem 2.1. For r  0, and a nonnegative integer n  0 such that (1 + r)(n + 1) = p + r
(so, p  1), the following are equivalent:
(2.1) A  B > O;
(2.2) A1+r  (Ar/2BpAr/2) 1n+1 ;
(2.3) (Br/2ApBr/2) 1n+1  B1+r ;
(2.4) there exists a unique S > O with ‖S‖  1 such that
Bp = A1/2S(A1+rS)nA1/2 = A1/2(SA1+r )nSA1/2;
(2.5) there exists a unique S > O with ‖S‖  1 such that Ap = B1/2S−1(B1+rS−1)nB1/2 =
B1/2(S−1B1+r )nS−1B1/2.
Proof. For r  0 and a nonnegative integer n  0 such that (1 + r)(n + 1) = p + r, we set q =
n + 1, then p+r
q
= 1 + r and conditions in Theorem F are satisfied. It follows that (2.1) ⇒ (2.2)
and (2.2) ⇔ (2.3) by Theorem F.
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(2.2) ⇒ (2.1). In (2.2) let r = 0, then p = n + 1.
(2.2) ⇒ (2.4). By Theorem D there exists C with ‖C‖  1 such that
(Ar/2BpAr/2)
1
2(n+1) = A 1+r2 C = C∗A 1+r2 .
Let S = CC∗, and so ‖S‖ = ‖C‖2  1. Then (Ar/2BpAr/2) 1n+1 = A 1+r2 SA 1+r2 and S is clearly
unique, here we may assume S > O without loss of generality. (2.4) follows immediately since
Ar/2BpAr/2 = (A 1+r2 SA 1+r2 )n+1 = A 1+r2 S(A1+rS)nA 1+r2 = A 1+r2 (SA1+r )nSA 1+r2 .
(2.4) ⇒ (2.2). By (2.4),
(Ar/2BpAr/2)
1
n+1 = (A 1+r2 S(A1+rS)nA 1+r2 ) 1n+1 = (A 1+r2 (SA1+r )nSA 1+r2 ) 1n+1
= (A 1+r2 SA 1+r2 ) n+1n+1 = A 1+r2 SA 1+r2  A1+r ,
the inequality is due to S  ‖S‖I  I as S is Hermitian, and we get (2.2).
Next, since (2.1) ⇔ (2.4), and since A  B if and only if B−1  A−1, (2.4) is equivalent to
the following equalities:
A−p = B−1/2S(B−(1+r)S)nB−1/2 = B−1/2(SB−(1+r))nSB−1/2.
Taking the inverse above yields (2.5), and this completes the proof of the theorem. 
Remark that in [8, Theorem 1] we proved the following result: For A  B  O, if p, r  0 and
a nonnegative integer n  0 such that (1 + r)(n + 1)  p + r, then, Ap+rn+1  (Ar/2BpAr/2) 1n+1 if
and only if there exists a unique S > O with ‖S‖  1 such that Bp = A p−rn2(n+1) S(Ap+rn+1 S)nA p−rn2(n+1) .
Theorem 2.2. For p, r > 0 and any integer n  1 such that r(n + 1) = p + r, the following are
equivalent:
(2.6) A  B;
(2.7) Ar  (Ar/2BpAr/2) 1n+1 ;
(2.8) (Br/2ApBr/2) 1n+1  Br ;
(2.9) there exists a unique T > O with ‖T ‖  1 such that
Bp = T (ArT )n = (T Ar)nT ;
(2.10) there exists a unique T > O with ‖T ‖  1 such that
Ap = T −1(BrT −1)n = (T −1Br)nT −1.
Proof. For p, r > 0 and any integer n  1 we set q = n + 1, and so 1
q
= 1
n+1 = rp+r . Now,
(2.6) ⇒ (2.7). Let A0 = I + 1m log A and B0 = I + 1m log B for sufficiently large natural number
m. Then
A0  B0  O
as A  B. We may apply the above condition to (a) in Theorem F, and replace r by mr and p by
mp. It follows that
Amr0 
(
A
mr
2
0 B
mp
0 A
mr
2
0
) 1
n+1
.
Since Amr0 =
[(
I + 1
m
log A
)m]r → Ar as m → ∞. Likewise A
mr
2
0 → A
r
2 and Bmp0 → Bp as
m → ∞, and we obtain (2.7).
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(2.7) ⇒ (2.6). Taking logarithm on both sides of (2.7) and noting 1
n+1 = rp+r yield
(p + r) log A  log(Ar/2BpAr/2),
and pass to the limit as r → +0 to get log A  log B, which is (2.6).
(2.7) ⇔ (2.8). The proof is clear since A  B if and only if B−1  A−1.
Proofs of (2.7) ⇔ (2.9) and (2.9) ⇔ (2.10) should be omitted as they are similar to proofs of
(2.2) ⇔ (2.4) and (2.4) ⇔ (2.5), respectively, in Theorem 2.1, and the proof of the theorem is
finished. 
Remark 2.1. Our proof of Theorem 2.2 is essentially based on the method of the proof in [7, The-
orem 1]. In relation to Theorems 2.1 and 2.2 we mention that the following two results appeared in
[7, Theorem A]: Firstly, if p  1 and r  0, then A  B if and only if A1+r  (Ar/2BpAr/2) 1+rp+r .
Secondly, for p, r > 0, A  B if and only if Ar  (Ar/2BpAr/2) rp+r . The former is due to the
Furuta inequality; and the latter was proved in [3, Theorem 1] by using a mean of binary operation
(here, p /= 0 or r /= 0, otherwise the sufficient condition does not hold).
3. Applications
Notice that the results in this section are consequences of Theorem 2.1 or 2.2.
Corollary 3.1. For p > 0 the following statements are equivalent:
(2.6) A  B;
(3.1) Ap  (Ap/2BpAp/2)1/2;
(3.2) (Bp/2ApBp/2)1/2  Bp;
(3.3) there exists a unique T > O with ‖T ‖  1 such that Bp = T ApT .
Proof. In Theorem 2.2 let n = 1, then r = p.
Remark that Corollary 3.1 is indeed characterizations of the Ando’s original result about
A  B, which says in a rephrased form that A  B if and only if Ap  (Ap/2BpAp/2)1/2 for
p > 0 [1].
It was proved in [11] that for H,K  O, H > O and some a > 0, (H 1/2KH 1/2)1/2  aH
holds if and only if there exists a unique T  O with ‖T ‖  a such that T HT = K. The result
was generalized in [5] as follows: For H,K  O, H > O, some a > 0 and a natural number
n, (H 1/2nKH 1/2n)
1
n+1  aH 1/n holds if and only if there exists a unique T  O with ‖T ‖  a
such that T (H 1/nT )n = K . Incidentally, in our paper [10, Theorem 2] a further generalization
was given. Next, we show first that a better result is obtained if a = 1. 
Corollary 3.2. For any integer n  1, the following are equivalent:
(2.6) A  B;
(3.4) A1/n  (A1/2nBA1/2n) 1n+1 ;
(3.5) (B1/2nAB1/2n) 1n+1  B1/n;
(3.6) there exists a unique T > O with ‖T ‖  1 such that
B = T (A1/nT )n = (T A1/n)nT ;
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(3.7) there exists a unique T > O with ‖T ‖  1 such that
A = T −1(B1/nT −1)n = (T −1B1/n)nT −1.
Proof. In Theorem 2.2 let p = 1, then r = 1/n. 
Corollary 3.3. For any integer n  1 and some a > 0 the following are equivalent:
(3.8) an+1A  B;
(3.9) aA1/n  (A1/2nBA1/2n) 1n+1 ;
(3.10) a(B1/2nAB1/2n) 1n+1  B1/n;
(3.11) there exists a unique T > O with ‖T ‖  1 such that
B = an+1T (A1/nT )n = an+1(T A1/n)nT ;
(3.12) there exists a unique T > O with ‖T ‖  1 such that
an+1A = T −1(B1/nT −1)n = (T −1B1/n)nT −1.
Proof. Replace A by an+1A in Corollary 3.2. 
Corollary 3.4. For some a > 0 the following are equivalent:
(3.13) a2A  B;
(3.14) aA  (A1/2BA1/2)1/2;
(3.15) a(B1/2AB1/2)1/2  B;
(3.16) there exists a unique T > O with ‖T ‖  1 such that B = a2T AT .
Proof. Let n = 1 in Corollary 3.3. 
The two corollaries above show characterizations of the results in [5] and [11], respectively. We
remark that the statement (3.11) in Corollary 3.3 is equivalent to saying that there exists a unique
T > O with ‖T ‖  a such that B = T (A1/nT )n = (T A1/n)nT ; and for (3.16) in Corollary 3.4
it is such that B = T AT .
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