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We consider an inverse acoustic scattering problem for identifying a non-convex penetrable
obstacle in three dimensions in a homogeneous medium. We apply the complex geome-
trical optics solutions with logarithmic phase, which is called complex spherical waves,
to reconstruction problem. The reconstruction schemes will be demonstrated in the last
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1. Introduction
We consider an acoustic scattering by a penetrable obstacle in a homogeneous medium. Let D be an unknown penetrable
obstacle with an unknown density 1/γD and an unknown compressibility nD , and embedded in a large homogeneous
medium Ω in three dimensions. We input an acoustic wave from the boundary of Ω . We assume that the boundary
measurements are given as the Dirichlet to Neumann map (DN-map). The inverse problem we consider in this paper is to
reconstruct the shape and the location of D from the DN-map. We remark here that this problem is closely related to the
inverse transmission scattering problem at a ﬁxed energy [12].
We formulate this problem mathematically. Let D ⊂ Ω ⊂ R3 satisfying D ⊂ Ω . We assume that D is a bounded domain
with C2 boundary, Ω is a large open ball for simplicity, and Ω \ D is connected. We also assume that γD ∈ C2(D) with
γD  cγ > 0 with some constant cγ and nD ∈ L∞(D) with nD  0. Then deﬁne γ˜ := 1 + γDχD and n˜ := 1 + nDχD , where
χD is the characteristic function of D . Consider the Dirichlet problem for the Helmholtz type equation with wave number
k > 0 in Ω:{∇ · (γ˜∇u)+ k2˜nu = 0 inΩ,
u = f on ∂Ω. (1.1)
Assuming that 0 is not an eigenvalue of (1.1) with f = 0, by the standard theory for the well-posedness of the boundary
value problem for elliptic equations, (1.1) has a unique solution u( f ) ∈ H1(Ω) for given f ∈ H 12 (∂Ω). Based on this, we
deﬁne the DN-map ΛD : H1/2(∂Ω) → H−1/2(∂Ω) as follows.
Deﬁnition 1.1.
ΛD f := ∂νu( f )|∂Ω
(
f ∈ H 12 (∂Ω)).
Then we consider the following inverse boundary value problem.
Inverse Problem. Identify the shape and the location of D from the DN-map ΛD .
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nuities, our method shares the same spirit as Ikehata’s enclosure method introduced in [7,8]. We refer to his survey [9]. The
main tool of the enclosure type method is the complex geometrical optics (CGO) solutions to the Helmholtz equation. We
deﬁne the mathematical testing machine called the indicator function by using the CGO solutions, and investigate the be-
havior of the indicator function. Then we can know whether the level set of the phase function touches the obstacle or not.
Ikehata [11] used the CGO solutions with linear phase function, and reconstruct the convex hull of the penetrable polygonal
obstacle from a single pair of Cauchy data in two dimensions. We use the CGO solutions with logarithmic phase function
which was obtained by Kenig, Sjöstrand, and Uhlmann [13]. This type of solutions was called the complex spherical waves
in [6]. By using the level set of the phase function, which is a sphere, we reconstruct more general non-convex obstacle
from the DN-map in three dimensions.
The advantage of using the enclosure type method is the special property of the indicator function. More precisely, we
can know the behavior of the indicator function even after the level set of the phase function touches the obstacle. Besides,
we can avoid to use Runge approximation theorem.
Recently, Nagayasu, Uhlmann and Wang [16] gave a reconstruction scheme for certain class of penetrable objects such as
star-shaped obstacles from the DN-map in two dimensions by using the CGO solutions with polynomial-type phase functions
for the Helmholtz equation. Our result is the three-dimensional case of their result. However, this type of solutions can be
obtained only in two dimensions. Thus, instead of such solutions, we use the complex spherical waves in three dimensions.
Nakamura and the author [17] gave a reconstruction scheme for some non-convex sound-hard obstacle by using this idea.
Also, some indices in the key estimate depend on the dimension, hence in the three-dimensional case, the index of some
norm in the key estimate is different from the case of two dimensions. So we need to treat it carefully. For detail, see
Remark 3.2.
On the other hand, for the enclosure type method in the Helmholtz equation unlike static equations and systems, we
need to analyze the effect coming from the existence of lower order term in the equation since it does not have positivity
if k > 0 is not small. In addition, by the loss of the regularity of coeﬃcient of the equation, we need to estimate L2 norm of
the reﬂected solution without the Sobolev embedding theorem.
Here, we would like to mention that the uniqueness results for identifying penetrable obstacle from the far ﬁeld patterns
at a ﬁxed energy were obtained by Isakov [12] and Kirsch, Kress [14].
The rest of this paper is organized as follows. In Section 2, we will deﬁne a support function associated with spheres
which is used to reconstruct concave parts of the obstacle. And we will give our main result which gives a reconstruction
scheme to recover a support function associated with spheres. Then, in Section 3, we will give the proof of our main
result. Next, we will summarize the steps for the reconstruction scheme in Section 4. Finally, in Appendix A, we explain
the construction of the complex spherical waves. Throughout this paper, we assume that 0 is not a Dirichlet eigenvalue
of + k2 in Ω .
2. Main result
In this section, we state our main result. As a preparation, we ﬁrst introduce the complex spherical waves which was
obtained by Kenig, Sjöstrand, and Uhlmann [13] for the Schrödinger equation. This type of solutions were obtained for the
magnetic Schrödinger equation [3], the isotropic elasticity system [19], the Stokes system [5], and the Dirac equation [18].
It is given as follows.
Proposition 2.1. Choose x0 ∈R3 \Ω and let ω0 ∈ S2 be a vector such that{
x ∈R3; x− x0 = λω0, λ ∈R
}∩ ∂Ω = ∅.
Then there exists a solution to the Helmholtz equation in Ω of the form
v(x;τ , t) := eτ (t−log |x−x0|)e−iτψ(x)(a(x)+ r(x;τ )), (2.1)
where τ (> 0), t ∈R are parameters, a(x) is a smooth non-vanishing function on Ω , ψ(x) is a function deﬁned by
ψ(x) := dS2
(
x− x0
|x− x0| ,ω0
)
with the distance function dS2 (·,·) on S2 and r ∈ H1(Ω) is a remainder term with the estimate:
‖r‖H1(Ω) = O
(
1
τ
)
as τ → ∞.
The proof is based on the Carleman estimate and the Hahn–Banach theorem. The details are given in Appendix A.
By using complex spherical waves, we deﬁne an indicator function Ix0(τ , t) as follows.
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Ix0(τ , t) :=
〈
(ΛD −Λ∅)v|∂Ω, v|∂Ω
〉
where v is the function given in Proposition 2.1.
We deﬁne the support function hD(x0) as follows, which is corresponding to the enclosure method’s support function.
Deﬁnition 2.3.
hD(x0) := inf
x∈D log |x− x0|
(
x0 ∈R3 \Ω
)
. (2.2)
Remark 2.4. Note that ehD (x0) is the distance between x0 and D .
Before we state our main result, we need some geometrical assumption for ∂D . Let x0 ∈ R3 \ Ω , and deﬁne κD(α) by
the smaller principle curvature of ∂D at α ∈ ∂D with respect to the normal of ∂D directed into D .
Deﬁnition 2.5. We say ∂D is relatively convex with respect to x0 ∈R3 \Ω if for any α ∈ {x ∈R3; |x− x0| = ehD (x0)} ∩ ∂D ,
κD(α) > − 1
ehD (x0)
.
Remark 2.6. Let α ∈ {x ∈ R3; |x − x0| = ehD (x0)} ∩ ∂D . By a rotation and translation, we may assume that α = 0 and the
vector α − x0 = −x0 is parallel to e3 = (0,0,1). Then, we consider a change of coordinates near α:{
y′ = x′,
y3 = log |x− x0| − hD(x0), (2.3)
where x′ = (x1, x2), y′ = (y1, y2), x = (x′, x3), y = (y′, y3). By this change of coordinates, the sphere {x ∈ R3; |x − x0| =
ehD (x0)} becomes ﬂat near α. If ∂D is relatively convex with respect to x0, there exist positive constants K1, K2 such that
K1
∣∣y′∣∣2  l(y′) K2∣∣y′∣∣2
where l(y′) is the parametrization of ∂D near α.
Now we are ready to state our main result.
Theorem 2.7. Let x0 ∈ R3 \ Ω . Assume that {x ∈ R3; |x− x0| = ehD (x0)} ∩ ∂D consists of only one point and ∂D is relatively convex
with respect to x0 . Then there are the following two characterizations of hD(x0).
(i) lim
τ→∞ Ix0(τ , t) = 0
(
t < hD(x0)
)
, (2.4)
lim inf
τ→∞ Ix0
(
τ ,hD(x0)
)
> 0, (2.5)
lim
τ→∞ Ix0(τ , t) = ∞
(
t > hD(x0)
)
. (2.6)
(ii) t − hD(x0) = lim
τ→∞
log |Ix0(τ , t)|
2τ
. (2.7)
Remark 2.8. A similar identity to (2.7) was ﬁrst given by Ikehata [10]. He considered an inverse scattering problem for a
polygonal shaped scatterer by one incident wave. Our identity (2.7) is for many incident waves case.
3. Proof of Theorem 2.7
We use the following two key estimates.
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∣∣Ix0(τ , t)∣∣ C
( ∫
D
|v|2 dx+
∫
D
|∇v|2 dx
)
, (3.1)
Ix0(τ , t) c
∫
D
|∇v|2 dx− C( J2 + J(‖v‖L2(D) + ‖∇v‖Lq(D))+ ‖v‖2L2(D)), (3.2)
where 3< q 4,
J :=
∫
∂D
∣∣∣∣∂v∂ν (x)
∣∣∣∣|x− α|ρ dσ(x),
0< ρ < 1, {x ∈R3; |x− x0| = ehD (x0)} ∩ ∂D = {α}.
Remark 3.2. In [16], q is chosen as 2< q 4 since it is in two dimensions. And we remark here that we can take ρ near 1.
Proof of Proposition 3.1. We give the proof brieﬂy by following [16] for the reader’s convenience. First, we prove (3.1). Let
w := u − v , then w satisﬁes{∇ · (γ˜∇w)+ k2˜nw = −∇ · ((γ˜ − 1)∇v)− k2( n˜ − 1)v inΩ,
w = 0 on ∂Ω. (3.3)
Multiplying the identity
0= ∇ · (γ˜∇w)+ ∇ · ((γ˜ − 1)∇v)+ k2˜nw + k2( n˜ − 1)v
by w and the integration by parts give
Ix0(τ , t) = −
∫
Ω
γ˜ |∇w|2 dx+ k2
∫
Ω
n˜|w|2 dx+
∫
Ω
(γ˜ − 1)|∇v|2 dx− k2
∫
Ω
( n˜ − 1)|v|2 dx. (3.4)
Hence,
Ix0(τ , t) k2
∫
Ω
n˜|w|2 dx+
∫
D
γD |∇v|2 dx. (3.5)
We claim that∫
Ω
|w|2 dx C
∫
D
|v|2 dx+ C
∫
D
|∇v|2 dx. (3.6)
To prove this, consider the boundary value problem{∇ · (γ˜∇p)+ k2˜np = w inΩ,
p = 0 on ∂Ω. (3.7)
Then there exists a unique solution p ∈ H1(Ω) to (3.7) with ‖p‖H1(Ω)  C‖w‖L2(Ω) . By using this solution, integration by
parts, and (3.3), we see that∫
Ω
|w|2 dx =
∫
Ω
w
(∇ · (γ˜∇p)+ k2˜np)dx = ∫
D
γD∇v · ∇p − k2
∫
D
nD vp dx. (3.8)
Hence we obtain (3.6).
Besides, multiplying the identity
0= ∇ · ((γ˜ − 1)∇u)+w + k2w + k2( n˜ − 1)u
by w and the integration by parts give
Ix0(τ , t) =
∫
Ω
|∇w|2 dx− k2
∫
Ω
|w|2 dx+
∫
Ω
(γ˜ − 1)|∇u|2 dx− k2
∫
Ω
( n˜ − 1)|u|2 dx. (3.9)
Hence,
Ix0(τ , t)
∫
γD
1+ γD |∇v|
2 dx− k2
∫
|w|2 dx− k2
∫
( n˜ − 1)|u|2 dx (3.10)Ω Ω Ω
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|∇w|2 + (γ˜ − 1)|∇u|2 = γ˜
∣∣∣∣∇u − 1γ˜ ∇v
∣∣∣∣2 +
(
1− 1
γ˜
)
|∇v|2.
Note that∫
Ω
( n˜ − 1)|u|2 dx C
( ∫
Ω
|w|2 dx+
∫
D
|v|2 dx
)
. (3.11)
Combining with (3.6), we obtain (3.1).
Next, we prove (3.2). Here, we claim that∫
Ω
|w|2 dx C( J2 + J(‖∇v‖Lq(D) + ‖v‖L2(D))+ ‖v‖2L2(D)). (3.12)
By (3.8) and integration by parts, we obtain∫
Ω
|w|2 dx = −
∫
D
∇γD · ∇vp dx+ k2
∫
D
(γD − nD)vp dx+
∫
∂D
γD
∂v
∂ν
p dσ . (3.13)
We estimate the ﬁrst term.∣∣∣∣
∫
D
∇γD · ∇vp dx
∣∣∣∣=
∣∣∣∣−
∫
D
v∇ · (p∇γD)dx+
∫
∂D
v
∂γD
∂ν
p dσ
∣∣∣∣ C(‖v‖L2(D) + ‖v‖H− 12 (∂D))‖p‖H1(D).
Here, we obtain ‖v‖
H−
1
2 (∂D)
 C‖v‖L2(D) by Lemma 1.1 in [1] and the fact that v is the solution of the Helmholtz equation.
Therefore, we obtain∣∣∣∣
∫
D
∇γD · ∇vp dx
∣∣∣∣ C‖v‖L2(D)‖w‖L2(Ω). (3.14)
Next, we can easily see the estimate of the second term as follows.∣∣∣∣
∫
D
(γD − nD)vp dx
∣∣∣∣ C‖v‖L2(D)‖w‖L2(Ω). (3.15)
Finally, to estimate the last term, we need the following two estimates of p.
Lemma 3.3.
‖p‖L∞(Ω)  C‖w‖L2(Ω), (3.16)
‖p‖Cρ(Ω)  C
(‖w‖L2(Ω) + ‖v‖L2(D) + ‖∇v‖Lq(D)), (3.17)
for any 3< q 4 and any 0<ρ < 1.
Proof. We ﬁrst prove (3.16). Since P := p satisﬁes the Dirichlet problem{∇ · (γ˜∇ P ) = −k2˜np + w inΩ,
P = 0 on ∂Ω, (3.18)
we obtain
‖p‖L∞(Ω)  C
∥∥−k2˜np + w∥∥L2(Ω) (3.19)
by using Theorem 8.16 in [4]. This implies (3.16).
Next, we prove (3.17). Applying Corollary 7.3 in [15] to the Dirichlet problem (3.18), we obtain
‖p‖Cρ(Ω)  C
∥∥−k2˜np + w∥∥L∞(Ω). (3.20)
Now, we claim that
‖w‖L∞(Ω)  C
(‖v‖L2(D) + ‖∇v‖Lq(D)). (3.21)
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‖w‖H1(Ω)  C
(‖v‖L2(D) + ‖∇v‖L2(D)). (3.22)
Since W := w satisﬁes the Dirichlet problem{∇ · (γ˜∇W ) = −k2˜nw − ∇ · ((γ˜ − 1)∇v)− k2( n˜ − 1)v inΩ,
W = 0 on ∂Ω, (3.23)
we obtain
‖w‖L∞(Ω)  C
(∥∥k2˜nw∥∥
L
q
2 (Ω)
+ ∥∥(γ˜ − 1)∇v∥∥Lq(Ω) + ∥∥k2( n˜ − 1)v∥∥L q2 (Ω))
 C
(‖w‖L2(Ω) + ‖∇v‖Lq(D) + ‖v‖L2(D))
 C
(‖w‖H1(Ω) + ‖∇v‖Lq(D) + ‖v‖L2(D))
 C
(‖∇v‖L2(D) + ‖∇v‖Lq(D) + ‖v‖L2(D))
 C
(‖∇v‖Lq(D) + ‖v‖L2(D))
by Theorem 8.16 in [4]. 
To end the proof of (3.2), we estimate the last term of (3.13). By using Lemma 3.3, we obtain∣∣∣∣
∫
∂D
γD
∂v
∂ν
p dσ
∣∣∣∣
∣∣∣∣
∫
∂D
γD
∂v
∂ν
(
p(x)− p(α))dσ ∣∣∣∣+
∣∣∣∣p(α)
∫
∂D
γD
∂v
∂ν
dσ
∣∣∣∣
 C
(‖w‖L2(Ω) + ‖v‖L2(D) + ‖∇v‖Lq(D)) J + C‖w‖L2(Ω)
∣∣∣∣
∫
∂D
γD
∂v
∂ν
dσ
∣∣∣∣.
By Green’s formula, we obtain∣∣∣∣
∫
∂D
γD
∂v
∂ν
dσ
∣∣∣∣ (‖v‖H− 12 (∂D) + ‖v‖L1(D)) C‖v‖L2(D). (3.24)
Therefore, we obtain∣∣∣∣
∫
∂D
γD
∂v
∂ν
p dσ
∣∣∣∣ C(‖w‖L2(Ω) + ‖v‖L2(D) + ‖∇v‖Lq(D)) J + C‖w‖L2(Ω)‖v‖L2(D). (3.25)
Combining (3.13), (3.14), (3.15), and (3.25), we obtain∫
Ω
|w|2 dx C‖w‖L2(Ω)‖v‖L2(D) + C
(‖w‖L2(Ω) + ‖v‖L2(D) + ‖∇v‖Lq(D)) J
 ε‖w‖2L2(Ω) +
C
ε
‖v‖2L2(D) + ε‖w‖2L2(Ω) +
C
ε
J2 + C(‖v‖L2(D) + ‖∇v‖Lq(D)) J .
This completes the proof of (3.2) by taking ε > 0 small enough. 
We ﬁrst prove (i) of Theorem 2.7. From (3.1), we obtain∣∣Ix0(τ , t)∣∣ Cτ 2e2τ (t−hD (x0)). (3.26)
Then, taking t < hD(x0), we obtain (2.4).
Next, we prove (2.5). We claim the following two lemmas.
Lemma 3.4. If t = hD(x0), then
lim inf
τ→∞
∫
D
|∇v|2 dx> 0.
Lemma 3.5. If t = hD(x0), then there exists a positive number δ such that
J2 + J (‖v‖L2(D) + ‖∇v‖Lq(D))+ ‖v‖2L2(D)∫
D |∇v|2 dx
 δ < 1 (τ  1).
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|∇v|2 dx Cτ 2
∫
D
e−2τ (log |x−x0|−hD (x0)) dx (τ  1). (3.27)
Hence using the change of coordinates of Remark 2.6 near α, for ε > 0 small enough, we obtain
∫
D
|∇v|2 dx Cτ 2
∫ ∫
|y′|<ε
dy′
ε∫
l(y′)
e−2τ y3 dy3
= Cτ
∫ ∫
|y′|<ε
e−2τ l(y′) dy′ + O (εe−2τε)
 Cτ
∫ ∫
|y′|<ε
e−2K2τ |y′|2 dy′ + O (εe−2τε)
= Cτ
∫ ∫
|˜y′|<τ 12 ε
e−2K2 |˜y′|2τ−1 dy˜′ + O (εe−2τε)
= O (1)
as τ → ∞.
Therefore
lim inf
τ→∞
∫
D
|∇v|2 dx C > 0. 
Proof of Lemma 3.5. Note that∫
D |v|2 dx∫
D |∇v|2 dx
 C
∫
D e
−2τ (log |x−x0|−hD (x0)) dx
τ 2
∫
D e
−2τ (log |x−x0|−hD (x0)) dx
= O
(
1
τ 2
)
(τ → ∞). (3.28)
Therefore,
lim
τ→∞
‖v‖2
L2(D)∫
D |∇v|2 dx
= 0. (3.29)
Next, we estimate ‖∇v‖Lq(D) and ‖v‖L2(D) . Deﬁne Dε and ∂Dε by D ∩ B(α, ε) and ∂D ∩ B(α, ε), respectively, where B(α, ε)
is an open ball centered at α with radius ε. By using the change of coordinates of Remark 2.6,∫
D
|∇v|q dx =
∫
Dε
|∇v|q dx+
∫
D\Dε
|∇v|q dx
 Cτ q
∫ ∫
|y′|<ε
dy′
ε∫
l(y′)
e−qτ y3 dy3 + O
(
τ qe−qcτ
)
= Cτ q−1
∫ ∫
|y′|<ε
e−qτ l(y′) dy′ + O (εe−qτε)+ O (τ qe−qcτ )
 Cτ q−1
∫ ∫
|y′|<ε
e−qK2τ |y′|2 dy′ + O (εe−qτε)+ O (τ qe−qcτ )
= Cτ q−1
∫ ∫
|˜y′|<τ 12 ε
e−qK2 |˜y′|2τ−1 dy˜′ + O (εe−qτε)+ O (τ qe−qcτ )
= O (τ q−2).
Therefore, we obtain
‖∇v‖Lq(D) = O
(
τ
1− 2q ). (3.30)
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‖v‖L2(D) = O
(
τ−1
)
. (3.31)
Finally, we estimate J . We estimate J only near α since the integrations far from α are exponentially decaying as τ → ∞.
By using the change of coordinates near α, we obtain∫
∂Dε
|α − x|ρτe−τ (log |x−x0|−hD (x0)) dσ(x) C
∫
y21+y22<ε2
(
y21 + y22
) ρ
2 τe−τ K1(y21+y22) dy1 dy2
= Cτ
∫
y21+y22<τε2
τ−
ρ
2
(
y˜1
2 + y˜22
) ρ
2 e−K1( y˜1
2+ y˜22)τ−1 dy˜1 dy˜2
 Cτ−
ρ
2
∫
R2
(
y˜1
2 + y˜22
) ρ
2 e−K1( y˜1
2+ y˜22) dy˜1 dy˜2
= O (τ− ρ2 ) (τ → ∞).
Therefore,
J = O (τ− ρ2 ). (3.32)
Hence, we obtain
J‖v‖L2(D) = O
(
τ−1−ρ
)
, J‖∇v‖Lq(D) = O
(
τ
1− 2q − ρ2 ). (3.33)
We need
1− 2
q
− ρ
2
< 0 (3.34)
for some 3< q  4. (3.34) is possible if we choose ρ as ρ > 23 . Thus, from Lemma 3.4, (3.28), (3.32), (3.33), and (3.34), we
obtain the conclusion of Lemma 3.5. 
Finally, to see (2.6), we ﬁrst observe
Ix0(τ , t) = e2τ (t−hD (x0)) Ix0
(
τ ,hD(x0)
)
, (3.35)
which can be easily seen from the deﬁnition of the indicator function. Then, (2.6) is a direct consequence of (3.35).
Next we prove (ii). By (3.35), we obtain
log |Ix0(τ , t)|
2τ
= t − hD(x0)+ log |Ix0(τ ,hD(x0))|
2τ
.
Therefore, it is enough to prove
lim
τ→∞
log |Ix0(τ ,hD(x0))|
2τ
= 0. (3.36)
By (3.26), we obtain∣∣Ix0(τ ,hD(x0))∣∣ Cτ 2 (τ  1).
Hence, we obtain
log |Ix0(τ ,hD(x0))|
2τ
 logC + 2 logτ
2τ
−→ 0
as τ → ∞.
To end the proof, we give a lower estimate. By (3.2) and Lemma 3.5, we obtain∣∣Ix0(τ ,hD(x0))∣∣ C
∫
D
|∇v|2 dx (τ  1).
This estimate and the proof of Lemma 3.4 imply
log |Ix0(τ ,hD(x0))|
2τ
 C
(
1
2τ
log
∣∣∣∣
∫ ∫
|˜y′|<τ 12 ε
e−2K2 |˜y′|2 dy˜′
∣∣∣∣+ logε2τ − 2ε
)
−→ −2Cε
as τ → ∞. Now, since ε > 0 is arbitrary small number, we obtain (2.7). This completes the proof of Theorem 2.7.
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4. Reconstruction scheme
In this section, we give two reconstruction schemes to identify the whole D by using our theorem. We assume that we
know the minimum of the principal curvature of ∂D with respect to the normal of ∂D directed into D , and denote this
by κD . If κD < 0, then we also have to assume that D satisﬁes dist(D, ∂Ω) < 1/|κD |. Furthermore we assume that we know
a point xD ∈ D and D is star shaped with respect to this point.
Our ﬁrst reconstruction scheme based on (i) in Theorem 2.7 consists of the following steps. Several ﬁgures given after
steps illustrate some of the steps.
Step 1. Choose a positive number R such that dist(D, ∂Ω) < R < 1/|κD |.
Step 2. Choose x0 ∈R3 \Ω , and deﬁne dx0 ∈ S2 as follows:
dx0 := xD − x0.
Step 3. Calculate the following limit:
Ix0(R) := limτ→∞ Ix0(τ , log R).
Step 4. If Ix0(R) = 0, move x0 toward ∂Ω along dx0 , and calculate Ix0 (R) again (see Fig. 1).
Step 5. Repeat Step 4, and ﬁnd x0 such that Ix0 (R) does not become 0 for the ﬁrst time.
Step 6. Draw the sphere centered at x0 with radius R (see Fig. 2).
Step 7. Choose another x0 and repeat Step 3–Step 6 (see Fig. 3).
Step 8. Obtain enough spheres and draw the envelope surface of these spheres to reconstruct ∂D (see Fig. 4).
Next, we give the idea of our second reconstruction scheme based on (ii) in Theorem 2.7. By the formula (2.7), one can
see that
t − hD(x0) ≈ log |Ix0(τ , t)|
2τ
for a ﬁxed large τ . Thus, {(t,−(2τ )−1 log |Ix0(τ , t)|); t ∈R} is close to the line {(t,−t+hD(x0)); t ∈R} as t moves. Calculate−(2τ )−1 log |Ix0(τ , t)| for several t and plot the associated point (t,−(2τ )−1 log |Ix0(τ , t)|) for these t , then one can ﬁnd
hD(x0) as the intersection of {(t,−(2τ )−1 log |Ix0 (τ , t)|)} and the line t = 0 (see Fig. 5).
Step 1′ . Choose x0 ∈R3 \Ω such that dist(x0, ∂Ω) < 1/|κD | − dist(D, ∂Ω).
Step 2′ . Fix a large τ , and consider the graph of {(t,−(2τ )−1 log |Ix0(τ , t)|)}.
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Step 3′ . Find the intersection of {(t,−(2τ )−1 log |Ix0(τ , t)|)} and the line t = 0, and denote it by r.
Step 4′ . Draw the sphere centered at x0 with radius er .
Step 5′ . Choose another x0 and repeat Step 2′–Step 4′ .
Step 6′ . Obtain enough spheres and draw the envelope surface of these spheres to reconstruct ∂D .
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Appendix A. Construction of the complex spherical waves
In this section, we describe the proof of Proposition 2.1 by following [13]. Let ϕ(x) := log |x− x0| and denote by H1scl(Ω)
and (H1scl(Ω))
∗ the semi-classical Sobolev space and its dual space, respectively, with associated norm
‖u‖2
H1scl(Ω)
= ‖u‖2L2(Ω) +
∥∥τ−1∇u∥∥2L2(Ω).
The method consists of the following two steps. First we construct approximate solutions to −( + k2)u = 0 by a WKB
method for the conjugated operator eτϕτ−2(− − k2)e−τϕ . Next we convert the approximate solutions to exact complex
spherical waves by solving an inhomogeneous equation. In the second step, the Carleman estimate plays very important
role.
A.1. Carleman estimate
To get the solvability result for the conjugated operator, we need the following Carleman estimate.
Proposition A.1. (See [13].) If τ is large enough, we obtain
‖u‖L2(Ω)  Cτ
∥∥eτϕτ−2(−− k2)e−τϕu∥∥
(H1scl(Ω))
∗ (A.1)
for all u ∈ C∞0 (Ω) with some constant C > 0.
Proof. We describe only the outline of the proof of Proposition A.1 since the details are given in [13]. We prove the following
dual estimate for u ∈ C∞0 (Ω):
‖u‖H1scl(Ω)  Cτ
∥∥eτϕτ−2(−− k2)e−τϕu∥∥L2(Ω), (A.2)
where we have denoted the general constant which is independent of τ by C > 0 and c > 0. Consider the conjugated
operator
Pϕ = eτϕτ−2(−)e−τϕ.
Then it is enough to show ‖Pϕu‖L2(Ω)  Cτ−1‖u‖H1scl(Ω) for u ∈ C
∞
0 (Ω) since the effect coming from the lower order term
is small enough. We write Pϕ = A + iB where A and B are self-adjoint operators of the form
A = −τ−2− (∇ϕ)2, B = ∇ϕ ◦ (−iτ−1)∇ + (−iτ−1)∇ ◦ ∇ϕ
having the Weyl symbols
a = ξ2 − (∇ϕ)2, b = 2∇ϕ · ξ.
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‖Pϕu‖2L2(Ω) = ‖Au‖2L2(Ω) + ‖Bu‖2L2(Ω) +
(
i[A, B]u,u)L2(Ω), (A.3)
where [A, B] = AB − B A is the commutator. We need a positivity for the operator i[A, B], so we use a convexity argument
and replace ϕ by
ϕε = ϕ + ϕ
2
2τε
,
where ε > 0 is a suitable small parameter which is independent of τ . This is the key idea of the proof in [13]. Let Aε and
Bε be the operators corresponding to A and B . Then (A.3) is also true for ϕε , and we obtain
‖Pϕεu‖2L2(Ω) = ‖Aεu‖2L2(Ω) + ‖Bεu‖2L2(Ω) +
(
i[Aε, Bε]u,u
)
L2(Ω).
Now, if ε is small enough, we can prove the following lower estimate:(
i[Aε, Bε]u,u
)
L2(Ω) 
C
ετ 2
‖u‖2
H1scl(Ω)
− 1
2
‖Aεu‖2L2(Ω) −
1
2
‖Bεu‖2L2(Ω).
This implies∥∥eτϕετ−2(−)e−τϕεu∥∥L2(Ω)  C√ετ ‖u‖H1scl(Ω).
Finally, note that
1 e
ϕ2
2ε  C
on Ω , then we obtain the Carleman estimate. 
Remark A.2. Note that the same estimate is true for −ϕ . Moreover, one can prove the Carleman estimate for the following
general function. Let ϕ be a smooth real-valued function with ∇ϕ = 0 near Ω , and satisﬁes
{a,b} = 0 when a = b = 0,
where {a,b} = ∇ξa · ∇xb − ∇xa · ∇ξb is the Poisson bracket. Then we say that ϕ is a limiting Carleman weight, and Proposi-
tion A.1 is true for these ϕ ’s. Note that the principal symbol of i[A, B] is τ−1{a,b}, and the positivity condition for i[A, B]
at the symbol level is {a,b}  0 when a = b = 0. Since {a,b} changes sigh when ϕ is replaced by −ϕ , one also need the
negative condition. One of the main examples of the limiting Carleman weights is, of course, the logarithmic function
ϕ(x) = log |x − x0|, and another is the linear function ϕ(x) = α · x. Moreover, harmonic functions are limiting Carleman
weights if n = 2. In addition, for more general limiting Carleman weights, we refer to [2].
A.2. Solvability for the conjugated operator
We have to solve an inhomogeneous equation for the conjugated operator eτϕτ−2(− − k2)e−τϕ to get the complex
spherical waves. The Carleman estimate gives us the solvability result for this equation.
Proposition A.3. (See [13].) If τ is large enough, then for any f ∈ L2(Ω), there exists u ∈ H1scl(Ω) such that
eτϕτ−2
(−− k2)e−τϕu = f , ‖u‖H1scl(Ω)  Cτ‖ f ‖L2(Ω)
with some constant C > 0.
Proof. Set T := eτϕτ−2(−−k2)e−τϕ , then the adjoint operator is given by T ∗ = e−τϕτ−2(−−k2)eτϕ . By Proposition A.1
and Remark A.2, we obtain the following estimate for any v ∈ C∞0 (Ω):
‖v‖L2(Ω)  Cτ
∥∥T ∗v∥∥
(H1scl(Ω))
∗ . (A.4)
Consider a bounded functional Φ deﬁned by
Φ
(
T ∗v
) := ∫
Ω
f v dx
(
v ∈ C∞0 (Ω)
)
.
By (A.4), we obtain∣∣Φ(T ∗v)∣∣ Cτ‖ f ‖L2(Ω)∥∥T ∗v∥∥(H1 (Ω))∗ .scl
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∗∗ , and denote this extension by Φ˜ . Then, by
Φ˜ ∈ (H1scl(Ω))∗∗  H1scl(Ω), there exists u ∈ H1scl(Ω) such that Φ˜(w) = w(u) for any w ∈ (H1scl(Ω))∗ . Taking w = T ∗v ,
v( f ) =
∫
Ω
f v dx= Φ(T ∗v)= Φ˜(T ∗v)= (T ∗v)(u) = v(T u).
Therefore, we obtain Tu = f and ‖u‖H1scl(Ω) = ‖Φ˜‖ = ‖Φ‖ Cτ‖ f ‖L2(Ω) . 
A.3. Construction of solutions by complex geometrical optics
We want to construct solutions of the Helmholtz equation of the form
U = e−τ (ϕ+iψ)(a+ r),
where ϕ + iψ is a phase function, a is an amplitude, and r is a remainder term. We write U = e−τϕV , and ﬁnd V as a
solution of
eτϕτ−2
(−− k2)e−τϕV = 0 (A.5)
by a WKB construction. Inserting e−iτψa in the left-hand side of (A.5), and arranging the terms by the order of τ , we obtain
eτϕτ−2
(−− k2)e−τϕ(e−iτψa)= e−iτψ (−(∇(ϕ + iψ))2 + τ−1(∇(ϕ + iψ) ◦ ∇ + ∇ ◦ ∇(ϕ + iψ))
+ τ−2(−− k2))a.
We choose ψ and a so that(∇(ϕ + iψ))2 = 0, (A.6)(∇(ϕ + iψ) ◦ ∇ + ∇ ◦ ∇(ϕ + iψ))a = 0. (A.7)
(A.6) is the eikonal equation for ψ , and can be written as
(∇ψ)2 = (∇ϕ)2, ∇ϕ · ∇ψ = 0. (A.8)
Now, the direct calculus implies that the distance function
dS2
(
x− x0
|x− x0| ,ω0
)
= π
2
− arctan ω0 · (x− x0)√
(x− x0)2 − (ω0 · (x− x0))2
satisﬁes (A.8) where ω0 is the unit vector in Proposition 2.1. If we choose ψ as above, (A.7) is the transport equation for a.
Here, if we change the coordinates so that x0 = 0, Ω ⊂ {xn > 0}, and ω0 = e1, we obtain
ϕ + iψ = log z,
where z = x1 + i|x′| is a complex variable. Then, (A.7) becomes the following Cauchy–Riemann equation in the z variable(
∂z − n− 22(z − z)
)
a(z, θ) = 0,
where θ = x′/|x′|. This has a solution given by
a(z, θ) = (z − z) 2−n2 .
Finally, to get the exact complex spherical waves, we choose r ∈ H1(Ω) by Proposition A.3 so that
eτϕτ−2
(−− k2)e−τϕ(e−iτψr)= −e−iτψτ−2(−− k2)a,
‖r‖H1scl(Ω)  Cτ
∥∥e−iτψτ−2(−− k2)a∥∥L2(Ω) = O
(
1
τ
)
.
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