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ABSTRACT 
According to Piaget and Bartlett, learning involves both assimilation of new memories 
into networks of preexisting knowledge and alteration of existing networks to 
accommodate new information into existing schemas.  Recent evidence suggests that the 
hippocampus integrates related memories into schemas that link representations of 
separately acquired experiences.  In this thesis, I first review models for how memories of 
individual experiences become consolidated into the structure of world knowledge.  
Disruption of consolidated memories can occur during related learning, which suggests 
that consolidation of new information is the reconsolidation of related memories.  The 
accepted role of the hippocampus during memory consolidation and reconsolidation 
suggests that it is also involved in modifying appropriate schemas during learning.  To 
study schema development, I trained rats to retrieve rewards at different loci on a maze 
while recording hippocampal calls.  About a quarter of cells were active at multiple goal 
sites, though the ensemble as a whole distinguished goal loci from one another.  When 
new goals were introduced, cells that had been active at old goal locations began firing at 
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the new locations.  This initial generalization decreased in the days after learning.  
Learning also caused changes in firing patterns at well-learned goal locations.  These 
results suggest that learning was supported by modification of an active schema of 
spatially related reward loci.  In another experiment, I extended these findings to explore 
a schema of object and place associations.  Ensemble activity was influenced by a 
hierarchy of task dimensions which included: experimental context, rat’s spatial location, 
the reward potential and the identity of sampled objects.  As rats learned about new 
objects, the cells that had previously fired for particular object-place conjunctions 
generalized their firing patterns to new conjunctions that similarly predicted reward.  In 
both experiments, I observed highly structured representations for a set of related 
experiences.  This organization of hippocampal activity counters key assumptions in 
standard models of hippocampal function that predict relative independence between 
memory traces.  Instead, these findings reveal neural mechanisms for how the 
hippocampus develops a relational organization of memories that could support novel, 
inferential judgments between indirectly related events. 
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Reappearance presumes disappearance, it may not be nice 
Or proper or easily analysed not to be static 
But none of your slide snide rules can catch what is sliding so fast 
And, all you advisers on this by the time it is that, 
I just do not want your advice 
Nor need you be troubled to pin me down in my room 
Since the room and I will escape for I tell you flat: 
One cannot live in the same room twice. 
 
-Louis MacNeice 
 
1   General Introduction 
The fundamental challenge for a memory system is to recognize past experiences 
that have utility for the present.  While no two situations are identical – we can never live 
in the same room twice – clearly we can use acquired knowledge to make inferences and 
devise rules to apply in novel situations.  Though little is known about the neural 
computations that allow for the interaction of memories formed at different times, several 
lines of research indicate an important role for the hippocampus in this process.   
 Past experience can shape future behavior in many ways and in the standard 
taxonomy of memory (Squire and Zola, 1996), different brain systems serve distinctive 
computational roles.  Typically, the hippocampus is thought to be responsible for the 
formation and retrieval of declarative memory, or the information which is available for 
conscious expression.    In particular, the field is unanimous that the hippocampus is 
required for the conscious recollection of life events, known as episodic memories.  
Models of how the hippocampus contributes to episodic memory emphasize its role in the 
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creation of distinct memory traces that do not interfere or interact with one another, at 
least within the intra-hippocampal circuitry. 
In addition to episodic memory, the classic memory taxonomy of declarative 
memory also includes our knowledge of facts and rules, our semantic memory.  This is 
the information that has lost its spatiotemporal source and is divorced from a feeling of 
personal involvement, or an autonoetic awareness.  While it is clear that episodic memory 
and semantic memory are mutually influential, it is unknown how episodic memories 
combine to form semantic memory, and accordingly what is the role of the hippocampus 
in the formation and retrieval of semantic memory.    
Recently, the hippocampus has been implicated in the formation of memory 
schema, the organization of related knowledge that contains semantic knowledge as well 
as episodic details.  The hippocampal role in forming memory schema is to build 
relational networks of episodic memories.  Under this model, memory for the common 
elements of different memories, often defined as semantic memories, can be used to 
associatively bridge the memory for the unique aspects of related experiences 
(Eichenbaum, 1999; Cohen and Eichenbaum, 1993; McKenzie and Eichenbaum, 2011).  
I will focus on two conflicting roles of the hippocampus: one account that 
emphasizes the storage of episodes with minimal interference and the other that 
emphasizes the storage of episodes to allow for their associative interaction.  In the 
remainder of this chapter, I will review evidence for both accounts of hippocampal 
function and describe models that describe each theoretical role.  In Chapter 2, I will 
discuss the findings from studies on systems consolidation and memory reconsolidation 
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and argue for a critical role of the hippocampus in schema formation. In Chapter 3, I will 
present findings from an electrophysiological study of the hippocampus during the 
formation of a spatial schema, providing evidence to support key predictions of a schema 
account of memory.  In Chapter 4, I will present neural evidence for a hippocampal 
schema for item and context memories.  Finally, in Chapter 5, I will discuss my 
experimental results within the context of the two divergent hypotheses of the 
hippocampus.  I propose that the primary goal of the hippocampus is to realize novel 
relationships between related memories by linking experiences that share common 
features, rather than storing minimally-interfering memory traces, as current dogma 
holds. 
 
1.1 Episodic memory is dependent upon hippocampal function 
1.1.1 Hippocampal damage in amnestic patients causes episodic memory deficits 
While there were hints of a relationship between the hippocampus and episodic 
memory in the late 19th and early 20th century (e.g. von Bechterew, 1900; Glees and 
Griffith, 1952), it was Brenda Milner’s seminal work on patient Henry Molaison (H.M.) 
that ignited decades of research as to how the hippocampus contributes to the conscious 
recollection of prior experience.  As an experimental treatment for intractable epilepsy, 
H.M. received bilateral resectomy of the hippocampus, amygdala and surrounding medial 
temporal lobe cortices including the entorhinal cortex, parahippocampal cortex and 
piriform cortex.  After the operation, Milner noted that H.M. could “no longer recognize 
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the hospital staff nor find his way to the bathroom, and he seemed to recall nothing of the 
day-to-day events of his hospital life” (Milner and Scoville 1957). 
Over 50 years of research on H.M. revealed that his anterograde declarative 
memory for stimuli of all modalities was severely impaired (Milner et al., 1968; Corkin, 
2002) along with his ability to recall information up to 11 years prior to his surgery, 
including day-to-day occurrences, tunes, news events, etc (Corkin, 1984; Sagar et al., 
1985).  Subsequent research on subjects with hippocampal-specific damage has 
confirmed combined retrograde and anterograde memory declarative memory deficits 
supporting a role for the hippocampus in storing old memories and making new ones 
(Bayley et al., 2006; Manns et al., 2003). 
An impressive dissociation between episodic and semantic memory has been 
reported in a case study of three people with childhood damage limited to the 
hippocampus (Vargha-Khadem et al., 1997).  Remarkably, these patients attended 
mainstream school, were competent in reading and writing, had normal vocabulary, and 
showed average performance on a test of verbal IQ that explicitly tests for common-
knowledge semantic information.  In stark contrast, the same patients showed profound 
amnesia for everyday events and were unable to navigate familiar environments or orient 
in time; the hippocampal damage caused a selective episodic memory deficit.  Other 
studies that have specifically tested for episodic memory in subjects with damage to the 
hippocampus have also shown impairments (e.g. Bayley et al., 2005, 2006; Steinvorth et 
al., 2005; Gilboa et al., 2006; Zola-Morgan et al., 1986; Rempel-Clower et al., 1996; 
Victor and Agamanolis, 1990; Manns and Squire, 1999), though there is debate as to 
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whether semantic memory is also affected (Manns et al., 2003).  There are also divergent 
findings as to whether episodic memories remain dependent on hippocampal function for 
all times or just within a consolidation window after learning (cf. Steinvorth et al., 2005; 
Kirwan et al., 2008), though there is a consensus that retrieval of recently formed 
episodic memories depends upon the hippocampus. 
It is impossible to conclude from patients with permanent damage to the 
hippocampus that both encoding and retrieval processes are disrupted, since intact 
encoding could be masked by deficits in retrieval.  However, in support of the conclusion 
that hippocampal damage affects both encoding and retrieval of episodic details, lesions 
of the CA1 region of the hippocampus are associated with transient global amnesia with 
retrograde episodic memory impairments lasting from hours to years (Bartsch et al., 
2006; Guillery-Girard et al., 2004).  Unlike in patients with permanent brain damage, 
those with transient global amnesia regain their ability to form new memories with intact 
general retrieval of episodic information learned before and after the acute episode, while 
events that took place during the amnestic period are forgotten (Sander and Sander, 
2005).  Furthermore, electrical stimulation of the medial temporal lobe of epileptic 
patients impairs encoding and subsequent retrieval of complex scenes (Halgren et al., 
1985). These studies, in addition to work done in animals, show a clear role for the 
hippocampus in encoding as well as in retrieval of episodic information. 
It is important to emphasize that not all mnemonic faculties are impaired after 
hippocampal damage or even medial temporal lobe damage.  H.M. had intact motor 
learning (Corkin, 1965) as well as visual priming for at least some types of material 
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(Gabrieli et al., 1990).  As discussed, the patients of Vargha-Khadem, with damage 
limited to the hippocampus, could learn a great deal of new information with a specific 
deficit for autobiographic information or information associated with a time or a place.  
The critical hippocampal contribution may be allowing one to explicitly  
‘remember’ the moment when some information was acquired rather than simply 
‘knowing’ that the information has been encountered before (Aggleton and Brown, 1999; 
Eichenbaum et al., 1994; Yonelinas et al., 2002; Tulving and Markowitsch, 1998).  This 
distinction between remembering and knowing was key in developing the concept of 
episodic memory, the expression of which requires remembering or recollecting the 
original experience (Tulving, 1972).   
Central to the notion of recollection is the association between elements of an 
experience (Diana et al., 2008).  For example, seeing an old friend can cue a memory of 
the last encounter with that person which in turn can bring to mind another friend who 
happened to be there at the time.  Recognition of your friend could be accomplished by 
successful recollection of this previous episode or simply by recognizing that your friend 
is not a stranger.  In the latter case, employing a vague sense of familiarity can be 
successful in the absence of any information about when or where or in what context that 
person entered your life.   
Dual process models of memory posit that the hippocampus and associated 
diencephalic regions enable recollection/knowing/episodic memory while the perirhinal 
cortex and other rhinal cortices support familiarity.  Several methods have been used to 
disentangle the contributions of familiarity and recollection in accurate recognition of 
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studied material.  The observation of poor free recall with intact recognition is often 
considered evidence for impaired recollection (Mayes et al., 2002) and this combined 
phenotype is accompanied with self reports of ‘knowing’ study items rather than 
‘remembering’ them (Aggleton et al., 2005).  Though recognition can be supported by 
familiarity alone, recall of paired associates has been reported to be particularly sensitive 
to hippocampal damage (Vargha-Khadem, 1997; Mayes et al., 2004).  Other model based 
methods such as analysis of Receiver Operator Characteristics (ROC) have also been 
used to argue for impaired recollection and spared familiarity in patients with damage 
primarily limited to the hippocampus (Quamme et al., 2004, Yonelinas et al., 2002; 
Aggleton et al., 2005; Diana et al., 2010).    
The dual process model is controversial and others find equivalent damage to both 
recollection and familiarity in patients with damage limited to the hippocampus (Wais et 
al., 2006; Dede et al., 2013).  Whether or not the recollection is the sole and proprietary 
function of the hippocampus, the hippocampus appears to have a privileged role in 
subjective experience of recollection while other brain structures can support familiarity 
judgments in the absence of hippocampal function. 
 
1.1.2 Neural recordings show hippocampal correlates of episodic memory 
As suggested by examination of amnestic patients, brain imaging studies have 
shown hippocampal activation associated with processing of episodic information.   As 
episodic memories require associating multiple aspects of an experience, experiments 
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have tried to capture this feature by using stimuli such as images of complex scenes or 
explicit pairing of an item (e.g. words, pictures of objects or faces) with information 
present during item presentation, such as: other items, a colored background, the item’s 
spatial location, instructed mental imagery, etc.  During learning, these kinds of stimuli 
consistently evoke activation of the hippocampus that correlates with subsequent 
successful retrieval of episodic (‘remembered’) or associative information (Stern et al., 
1996; Kirchhoff et al., 2000; Fernández et al., 1998; Eldridge et al., 2005; Song et al., 
2011; Davachi and Wagner, 2002; Ranganath and Rainer., 2003; Kumaran and Maguire, 
2006; Davachi et al., 2003; Staresina and Davachi, 2006).  Greater hippocampal 
activation is also observed during accurate retrieval of associative memories made within 
the lab (Eldridge et al., 2000, 2005; Montaldi et al., 2006; Diana et al., 2010; Yonelinas et 
al., 2005; Yamashita et al., 2009; Takashima et al., 2009) as well as autobiographic 
episodic memories formed in everyday settings (Smith and Squire, 2009; Haist et al., 
2001; Douville et al., 2005; Bayley et al., 2006).   
Interestingly, hippocampal activation has also been reported for confident 
retrieval of the contextual source of a studied word irrespective of accuracy of the source 
memory (Wais et al., 2010).  Indeed, the hippocampus is active during the imagination of 
events that have never occurred (Hassabis et al., 2007; Addis et al., 2007) and together 
these findings conform to the notion that episodic memory is a constructive process as 
opposed to a filing cabinet of personal experiences (Schacter, 1999).   
These studies done in humans, and others done in animal models, inspired the 
binding of item in context model (BIC) which states that the hippocampus creates 
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episodic memories by uniting the anatomical input stream carrying item information with 
that carrying contextual (source) information (Eichenbaum et al., 2007; Diana et al., 
2007; Ranganath, 2010).   In the BIC model context is defined broadly as either: spatial, 
temporal, semantic, social, affective, etc.  The association of items with their context is 
hypothesized to create ‘hippocampal firing patterns [that] reflect unique conjunctions of 
stimuli with their significance, the animal's specific behaviors, and the places and 
contexts in which the stimuli occur’ (Eichenbaum et al., 2007).  Reactivation of these 
cells is thought to drive cortical areas active during the original episode and thereby 
enable the conscious experience of recollection.  
Due to the poor spatial resolution of fMRI, it is impossible to determine the 
hippocampal firing patterns that give rise to a blood-oxygen-level dependent (BOLD) 
signal that correlates with good memory for item and context.  However, to partially 
address the issue of information content embedded within BOLD activity patterns, recent 
studies have employed multi-voxel pattern analysis (MVPA) and classification 
algorithms to determine whether a stimulus evokes reliable patterns related to recall.  In 
several such studies, hippocampal activity recorded after a cue to recall recent (minutes to 
two week-old) or remote (ten year-old) autobiographic memory could be accurately 
attributed to the appropriate individual memory (Chadwick et al., 2010; Bonnici et al., 
2012, 2013).  The observation of activity patterns that are predictive of memory for 
individual experiences assuage concerns that hippocampal activation observed during 
retrieval reflects general novelty detection or a mismatch signal inherited from another 
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brain region (Brewer et al., 1998) and lends credence to the theory that hippocampal 
computations allow for retrieval of episodic details. 
Several studies have also examined episodic encoding and retrieval in epileptic 
patients with electrodes implanted into their hippocampi as well as other regions.  These 
experiments serve as a crucial bridge between human studies linking neural activity with 
conscious episodic experience and the animal models discussed in the following section.  
In the first such study to link activity of the human hippocampus with memory, 
researchers found cells that responded to conjunctions of facial expressions and facial 
identity.  Averaging across all stimuli presentations, about 20% cells fired differently 
(both higher and lower rates observed) for novel images as compared to a second 
presentation 10 hours later (Fried et al., 1997).  The same percentage of cells 
discriminated old versus new pictures for both correct and incorrect assessments of 
familiarity indicating that the veracity of the hippocampal record of experience was 
superior to the subjects’ conscious awareness of the image memory.   
Even with the small number of neurons sampled in the study, the authors 
observed 37% of the cells fired robustly for any one of the specific conjunctions of task 
parameters, however, during the presentation of any single image only 1% of cells were 
active.  Other studies showed that most hippocampal cells are inhibited after repeated 
presentation of the same stimulus, while a small minority show increased firing with 
familiarity, a combination of firing patterns that supports a model in which learning 
potentiates a few cells that in turn inhibit their neighbors (Viskontas et al., 2006).  Since 
the stimuli in these studies were not specifically chosen to activate the recorded cells, 
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these results indicate a sparse network of cells that each are broadly tuned to a large 
number of stimuli, a point that I will return to in Chapter 1.3 and in Chapter 5.2. 
Follow up studies on single cell firing patterns revealed both the subsequent 
memory effect and important correlates of retrieval, thereby providing a mechanism for 
the fMRI studies discussed earlier.  In paired associate learning, a significant number of 
cells (~20%) in the hippocampus but not the entorhinal cortex or amygdala fired 
differentially to words for which the paired associate would be correctly recalled versus 
words for which memory would subsequently fail (Cameron et al., 2001).  Since analysis 
in this study was done across stimuli, these results suggest a global hippocampal process 
that enables subsequent memory.  Similarly, in a study in which images of different 
categories were presented only once during study, neurons were identified that detected 
either novelty or familiarity of multiple stimuli during a test viewing (Rutishauser et al., 
2006).  The firing rates of these cells during the subsequent item presentation predicted 
accurate recollection of the original location of the study item, with novelty detecting 
cells firing less and familiarity detecting cells firing more during test viewing for accurate 
subsequent recollection (Rutishauser et al., 2008).   
These studies by Rutishauser et. al are often used to argue in favor of a highly 
distributed global memory strength signal in the hippocampus (e.g. Wixted and Squire, 
2010).  Conversely, other studies have identified hippocampal cells that only detect 
novelty for specific stimulus types (Viskontas et al., 2006; Fried et al., 1997), though 
these results were not linked to memory performance.   
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Free recall studies have provided this important link between cells tuned to 
specific stimuli and memory.  For example, cells that were active while a patient viewed 
a movie fire again prior to voluntarily recall of the same movie clip (Gelbard-Sagiv et al., 
2008).  In another study, cells that fire when a patient occupies a virtual location in a 
first-person video game are preferentially reactivated when an item that was located in 
that ‘location’ is remembered (Miller et al., 2013).  Finally, the pattern of activity 
observed during the repeated presentation of a stimulus reflects encoding of the 
perceptual details of the stimulus itself, as well as elements of the temporal context of the 
item during its first presentation: ensemble activity recorded during repeated 
presentations of a stimulus correlates significantly with activity recorded before, during 
and after the item’s original presentation (Howard et al., 2012). Together, these studies in 
humans link episodic encoding and retrieval with specific hippocampal firing patterns 
and suggest that reactivation of particular hippocampal cells active during learning elicits 
conscious memory recall of the associated episode. 
In summary, the hippocampus is at least temporarily required for the encoding 
and retrieval of events that occurred once.  This is in contrast to the ability to recognize 
that single items have been encountered, a faculty which remains relatively intact after 
hippocampal damage and likely depends upon the perirhinal cortex (Aggleton and 
Brown, 1999; Eichenbaum et al., 1994).  These findings suggest an important role for the 
hippocampus in associating items with their spatiotemporal context (Aggleton and 
Brown, 1999) or source (Diana et al., 2008) to create unique patterns of neural activity 
that, when reactivated, define the conscious experience of an episodic memory.   
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1.2  Episodic memory depends upon the hippocampus in animals 
1.2.1 Hippocampal lesions cause episodic-like memory deficits 
Animal models offer two critical features that are not possible in studies on 
human patients.  First, with the modern pharmacological and genetic techniques it is 
possible to precisely control the extent and even the duration of a neural intervention such 
that the issues of ‘hidden pathology’ are far less of a concern (but see Rudy and 
Sutherland, 2008).  Second, in animals it is possible to dictate the timing between 
learning, hippocampal disruption, and test.   
Endel Tulving has perhaps been the most vocal proponent of the view that 
animals do not possess episodic memory due to their inability for autonoetic awareness, 
or conscious awareness of self (e.g. Tulving, 2005; see Cheke and Clayton, 2010 for 
counter-examples to Tulving’s ‘spoon test’).  However, due to the impressive cross-
species homology in hippocampal anatomy, physiology, and function (Manns and 
Eichenbaum, 2006; Clark and Squire, 2013) and the inability to definitely query the 
conscious state of another being (Nagel, 1974), parsimony suggests that the same neural 
processes that give rise to episodic memory in the human likely give rise to episodic 
memory animals as well. However, the major limitation of animal research is that 
animals cannot verbally report their recollections, and therefore operational definitions of 
‘episodic-like’ memories are required (e.g. Clayton et al., 1998). While early tests (e.g. 
the delayed non-match to sample task) of episodic memory could be solved with 
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familiarity judgments alone, contemporary animal studies recognize the importance of 
testing memory for an item’s context at the time of study and ideally employ tests of 
source memory or what happened where and when.  
The delayed matching to sample (DMS) and the delayed non-matching to sample 
(DNMS) tests were thought to be ‘benchmark’ tests for hippocampal-dependent memory 
in the non-human primate (Gaffan, 1974; Mishkin, 1978; Clark and Squire, 2010).  These 
tests require studying an item and then either selecting the same item (DMS) or a 
different item (DNMS) rather than a foil during a delayed memory test.  The key 
innovation in these tasks was to introduce a large number of ‘trial-unique’ stimuli, 
presumably tapping into the need to use episodic memory, rather than habit memory, for 
recognition judgments.  
Medial temporal lobe damage causes impairments of a monkey’s ability to 
recognize familiar stimuli for both the DNMS and DMS task.  The impairment depends 
upon the amount of time between study and test and the number of items studied before 
test (list length) as well as whether there are distractions between study and test (Mishkin, 
1978; Gaffan, 1974; Zola-Morgan and Squire, 1985).  Spared performance at short 
durations and with short lists controls for perception, motivation and attention during 
study and mirrors the observation that the medial temporal lobe is more related to long 
term memory than working memory or perception (Scoville and Milner, 1957).   
Decades of work done on the DNMS task have shown that the surrounding 
cortical regions, in particular the perirhinal cortex, can be solely responsible for 
successful performance on DNMS task (Meunier et al., 1993, 1996; Murray and Mishkin, 
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1998; Baxter and Murray, 2001; Nemanic et al., 2004).  However, other labs have shown 
memory impairments on the DNMS task after selective hippocampal lesions (Beason-
Held et al., 1999; Zola et al., 2000) and performance on a spontaneous item recognition 
task is severely impaired in monkeys with selective hippocampal damage (Nemanic et al., 
2004).  These results in the monkey parallel human studies that show that memory for 
single items can be supported either by the hippocampus or the rhinal cortices and 
highlight the need to test item and context associations in a model of episodic memory. 
Manipulations of either the rodent and monkey hippocampus have confirmed a 
dissociation between deficits on item and location associations versus item recognition.  
Since rats and monkeys, as well as human infants (Fagan, 1970), have a natural tendency 
to spontaneously attend to novelty, tasks can be designed to compare the time spent 
‘exploring’ novel versus familiar items.  As mentioned, lesions to the hippocampus in 
monkeys in some tasks can disrupt normal visual exploration of novel items (Nemanic et 
al., 2004) though in other tasks, attention to novel items is intact.  However, in versions 
of the task that test for the conjunction of item and place, hippocampal lesions reliably 
cause monkeys to fail to recognize spatial rearrangements of familiar items (Bachevalier 
and Nemanic, 2008).  Similarly, rats with hippocampal lesions fail to spend more time 
exploring an item that previously was presented within a different context (Mumby et al., 
2002) or within a different position of the same context (Ennaceur et al., 1997; Mumby et 
al., 2002; Eacott and Norman; 2004), showing a hippocampal role for item and place 
memory. Pharmacological studies have shown the inactivation of the mouse 
hippocampus with lidocaine or disruption of plasticity with scopolamine, NMDAR 
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antagonism, or anisomycin disrupts novelty preference for familiar items in a new 
positions (Assini et al., 2009) or for familiar items placed in a new context (Balderas et 
al., 2008) while sparing item recognition.  Therefore, under some circumstances item 
recognition does not depend upon the hippocampus proper, though disruption of 
hippocampal processing severely impairs recall of the spatial context in which an item 
was studied.  
Instrumental learning of item and place associations also depends upon the 
hippocampus.  When rats are cued with a flavored pellet, they can readily learn to 
retrieve pellets of the same flavor from a previously paired location (Day et al., 2003; Tse 
et al., 2007, 2011).  The ability to encode these flavor and place associations depends 
upon glutamatergic transmission in the hippocampus, since blocking AMPAR or 
NMDAR during initial flavor and position pairing disrupts subsequent ability to find the 
location associated with the flavor cue (Day et al., 2003; Tse et al., 2007).  Retrieval also 
depends upon AMPAR function in the hippocampus (Day et al., 2003), though only for 
recently formed item and place associations (Tse et al., 2007). Severe memory deficits for 
object and place associations with spared object recognition have also been identified in 
monkeys with fornix lesions (Gaffan et al., 1994), supporting a critical role for the 
hippocampus in association items with their spatial context. 
Even item and context associations can eventually be supported by extra 
hippocampal regions as shown in a different task, and one that is formally identical to 
that used in the experiments described in Chapter 4.  In this task rats are trained that 
reward is available when a particular CS is present in one of two contexts, while 
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presentation of a different CS signals reward in the other context (Good et al., 1998).  In 
one set of experiments, rats with pre-training lesions acquired the conditioned 
discrimination task for a first set of two CSs, revealing successful item and context 
association.  Training on the second set of CSs was done in stages, with single CSs 
initially presented in the context paired with reward.  Following this simple conditioning, 
CSs were then presented in both the conditioned context and, for the first time, in the 
non-conditioned, non-rewarded context.  Normal rats immediately used the change in 
context to respond less to the CS in the non-conditioned context while lesioned rats 
responded equally to the CS in both contexts.  Lesioned rats did not spontaneously bind 
the context with the CS in the absence of instrumental training (Good et al., 1998) despite 
being able to use contextual information to guide behavior as evidenced by intact 
biconditional discrimination of the first set of CSs and subsequent learning for the second 
set.  Other studies have confirmed that pre-training hippocampal lesions do not affect 
overall performance on this task (Coutureau et al., 2002).  In a similar task, mice with 
NMDAR ‘knocked-out’ in CA3 show retarded learning when both CSs and contexts  
were experienced after the gene deletion but intact learning when either paired associate 
was familiar (Rajji et al., 2006). Together these results suggest that multiple brain regions 
can associate specific stimuli with background context and the hippocampal involvement 
is especially evident for rapid binding of novel items with their context, as predicted for 
an episodic memory system. 
In support of a role of the hippocampus during item and context association, post-
training lesions of the entire hippocampus cause retrograde memory impairments in a 
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similar task (Komorowski et al., 2013).  These same rats rapidly relearned the pre-lesion 
associations and anterograde memory for new item and context pairings was intact 
(Robert Komorowski, personal communication). These studies show that the 
hippocampus can be involved in the normal association of items and context, though 
other brain regions can compensate when the hippocampus is lesioned.  
Although item and space are important to episodic memory, time may be the key 
feature that distinguishes episodic and semantic memory.  Clayton and Dickinson (1998) 
were the first to show episodic-like memory in scrub jays that could remember where and 
when they buried particular food items for later recovery.  To test “what”, “where”, and 
“when” memories, rodent studies have employed clever adaptations of the spontaneous 
object recognition (Dere et al., 2006; DeVito et al., 2010a), tests of fear generalization to 
contexts linked with a time of day (Iordanova et al., 2009), or explicit instrumental 
training to recognize sequential odor presentations (Ergorul and Eichenbaum, 2004; 
Fortin et al., 2002; Kesner et al., 2002).  These rodent experiments all show a critical role 
of the hippocampus in the association of what happened where and when – the 
association of an item with its spatiotemporal context. 
Many other studies have shown that hippocampal lesions cause contextual 
learning deficits (e.g. Bouton, 1993; Kim and Fanselow, 1992; Matus-Amat et al., 2004) 
and some have argued that the context must be incidentally encoded as a perceptual 
‘background’ to identify the unique hippocampal-dependent contribution (Wang and 
Morris, 2010; Kim and Fanselow, 1992).  Accordingly, it has been suggested that the 
hippocampus is a passive, ‘automatic’ recorder of the ongoing activity patterns in the 
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neocortex (Wang and Morris, 2010), and it is this dragnet approach to binding disparate 
cortical regions that makes the region so important for episodic memory. 
 
1.2.2 Recording studies reveal the ‘raw ingredients’ for episodic memory formation are 
present in the hippocampus 
The contemporary study of hippocampal single cell physiology began with the discovery 
of the ‘place cell’ (O’Keefe and Dostrovsky, 1971).  In their first characterization of the 
spatial correlate of hippocampal cells, O’Keefe and Dostrovsky (1971) mention a cell in 
dorsal CA1 that fired preferentially in a particular position and only when the rat was 
restrained.  This observation that hippocampal receptive fields are dependent upon the 
conjunction of spatial and transient non-spatial stimuli was overlooked for many years 
with the advent and success of the random foraging paradigm that equalizes behavior 
across all positions and reliably produces the spatial correlate, or place field (Muller and 
Kubie, 1987; Muller et al, 1987).  However, the importance of non-spatial information to 
hippocampal to the spatial receptive field has since been well-characterized in rodents, 
monkeys and humans (see section 1.1.2) and I will review the data from primarily 
experiments on rodents that are relevant to models of episodic memory storage.   
Decades of work on the place fields of hippocampal cells, and CA1 cells in 
particular, have shown preserved spatial correlates after a staggering number of neural 
manipulations.  Place fields in CA1 are preserved after lesions or disruptions to each of 
its inputs, including: the prefrontal cortex (Kyd et al., 2005; Hok et al., 2013), 
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anterodorsal thalamus and post-subiculum (‘head direction system’; Calton et al., 2003), 
the Schaffer Collaterals (Brun et al., 2002), CA3 (Brun et al., 2002; Nakashiba et al., 
2008); large entorhinal lesions of both LEC and MEC (Van Cauter et al., 2008; Miller 
and Best, 1980), Layer III of the EC (Brun et al., 2008; Suh et al., 2011), LEC (Lu et al., 
2013), perirhinal cortex (Lee and Park, 2013), the mammillary bodies (Sharp and 
Koester, 2008), the fornix (Miller and Best, 1980), or the medial septum (Leutgeb and 
Mizumori, 1999).  Combined, these studies show that no one region is necessary for 
formation of a place field, at least in area CA1. 
Many models of hippocampal place cells hypothesize that grid cells in the MEC 
combine to define the spatial firing field of hippocampal cells (e.g. Hafting et al., 2005; 
O’Keefe and Burgess, 2005; McNaughton et al., 2006; Moser et al., 2008; Rolls et al., 
2006; Hasselmo, 2009).  However, place fields are preserved after large lesions to the 
MEC (Van Cauter et al., 2008; Miller and Best, 1980).  Grid field organization is also 
severely disrupted after medial septal inactivation (Brandon et. al., 2011; Koenig et al., 
2011), which, when lesioned, spares the spatial firing fields in the hippocampus (Leutgeb 
and Mizumori, 1999).  On the other hand, disruption of the hippocampus causes grid cell 
firing fields to become disorganized leaving only some residual spatial information 
(Bonnevie et al., 2013; Fyhn et al., 2004).  Together, these results suggest that grid cells 
are not necessary for place cells, though they may be sufficient.  
Place fields largely persist in a variety of situations in which critical sensory 
information is impoverished, for example: in the darkness (Quirk et al., 1990), during 
involuntary motion (Song et al., 2005), in zero gravity (Knierim et al., 2000), in virtual 
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reality (Harvey et al., 2009), after surgical deafness and visual masking (Hill and Best, 
1981), and in pups that have not yet opened their eyes (Save et al., 1998).  As suggested 
by the lesion studies, these results show that multiple streams of input can produce a 
spatial correlate. 
A large number of experimental factors influence changes in the position of a 
place field (global remapping) and the firing rate (rate remapping) within a place field 
(Leutgeb et al., 2005; Muller et al., 1987). A cell’s firing field is displaced with 
discordant movements of local and distal cues (Shapiro et al., 1997), changes in either 
color or odor of the environment (Anderson and Jeffery, 2003), changes in the geometry 
of the testing chamber (Wills et al., 2005; Lever et al., 2002), estimates of path 
integration (Gothard et al., 1996a; Skaggs and McNaughton, 1998; Kraus et al., 2013; 
Ravassard et al., 2013), and other  features (e.g. recording room) which typically are 
thought of as defining spatial context (Leutgeb et al., 2005).   
In contrast, the firing rate of a cell can be dictated by changes in the geometry or 
color of an open arena (Leutgeb et al., 2005; Lu et al., 2013), the identity of sampled item 
(e.g. scented sand) (Komorowski et al., 2009; Tort et al., 2011; Wood et al., 1999; Manns 
et al., 2009; Rolls et al., 1989), the item sampled moments earlier (MacDonald et al., 
2011), the removal of landmarks (Hetherington and Shapiro, 1997), the interval of time 
after a salient event (Kraus et al., 2013; MacDonald et al., 2011; Pastalkova et al., 2008), 
conditioned stimuli (Moita et al., 2003), reward magnitude (Lee et al., 2012; Kobayashi 
et al., 1997) and the direction with which an animal is running (Navratilova et al., 2012; 
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McNaughton et al., 1983), was running (Ferbinteanu et al., 2003) or will run (Wood et 
al., 2000; Ferbinteanu et al., 2003).   
Combined these observations led to the hypothesis that the identity of the active 
ensemble defines the spatial reference frame, the location of the firing fields dictates 
position within that reference frame, and the firing rate of the cells the non-spatial events 
that occur within that position (Leutgeb et al., 2005; Lu et al., 2013).  This view conforms 
well to the notion that the hippocampus is a cognitive map within which events can take 
place (O’Keefe and Nadel, 1978). 
Manipulations that do not intuitively redefine the current spatial map (e.g. 
removing the rat and returning it to the same environment to do the same task; 
McNaughton et al., 1996) can also change the location in which a cell fires (e.g. Markus 
et al., 1995; Bostock et al., 1991; Bahar et al., 2011; Eschenko and Mizumori, 2007).  
Regardless, this global remapping has been considered evidence for a change in spatial 
reference frame (Samsonovich and McNaughton, 1997, McNaughton et al., 1996). Due to 
the circularity in this line of reasoning and since the extreme low end of rate remapping is 
equivalent to global remapping, the distinction between the two processes seems 
unsatisfactory and may simply reflect the degree of difference between the two 
conditions rather than the kind of difference. 
 Remapping experiments often emphasize that the location in which single cells 
fire and the distance between firing fields of pairs of cells are independent in two 
unrelated contexts (Kubie and Ranck, 1987; Leutgeb et al., 2004; Vazdarjanova 
Guzowski, 2004).  Extrapolation from these kinds of data led to the theory that the 
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hippocampus performs a ‘patter separation’ and ‘orthogonalization’ function on cortical 
traces to reduce the representational similarity of experiences with overlapping features 
(Norman and O’Reilly, 2003; Norman, 2010; McNaughton and Morris, 1987; Rolls, 
1989, 1990; O’Reilly and McClelland, 1994; Hasselmo and Wyble, 1997).  I will return 
to this critical point in Chapter 1.3, Chapter 4.4 and Chapter 5.2. 
These studies all show that the inputs required to form an episodic memory are 
available to the hippocampus, and show experience dependent changes that are 
suggestive of a memory process, though few studies have identified changes in 
hippocampal firing patterns that correlate with learning.  For example, cells remap after 
fear conditioning but no correlation between the degree of training-induced remapping 
and the subsequent fidelity of recall has been reported (Moita et al., 2004; Wang et al., 
2012); remapping was less in control conditions, however.   
Accumulation of firing fields at goal areas has been observed as rats learn to swim 
to escape platforms (Hollup et al., 2001) or to find hidden food locations (Dupret et al., 
2010, 2013; Pfeiffer and Foster, 2013).  These results suggest that firing at goals reflects 
the long-term memory for the events that happened at those locations.  However, the 
decrease in the over-representation with subsequent training does not reflect the 
elimination of the goal memory (Fyhn et al., 2002). Pharmacological blockade of 
NMDAR blocks both the overrepresentation of goal sites in CA1 and tendency to dwell 
at goal locations on non-rewarded probe trials; however, systemic delivery of NMDAR 
antagonists in the reported dose causes drastic changes in wait behavior (personal 
observations). Finally, global remapping does not alter the ability of rats to retrieve food 
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rewards within the equivalent position of an altered environment (Jeffery et al., 2003), an 
observation that highlights the ambiguous relationship between remapping and memory. 
Of the recording studies that have identified memory correlates, the majority 
report that learning parallels encoding similar experiences with different patterns of 
hippocampal activity, a process interpreted in the pattern separation framework described 
above.  For example, as monkeys learn to associate images of scenes with subsequent 
saccadic eye movements, hippocampal cells begin to discriminate scenes with changes in 
firing rate (Wirth et al., 2003).  Unlike other experiments that have reported experience 
dependent pattern separation (Bostock et al., 1991; Lever et al., 2002), in this study the 
degree of scene selectivity was correlated with an estimated learning curve.  Other studies 
have found that when rodents traverse opposite directions over the same space, cells fire 
differentially, and the degree to which CA1 cells, but not CA3 cells, differentiated the 
opposite trajectories correlated with rats’ ability to remember which of two overlapping 
journeys predicted reward (Bahar et al., 2011).  Cell firing rates also differentiate the 
same traversal through a position based off of the start location and the goal of a rat (i.e. 
journey-dependent coding).  This journey-dependent coding decreases when rats make 
errors on a matching-to-place task, suggesting a link between memory for specific routes 
and hippocampal differentiation of positions that are common to overlapping journeys 
(Bahar et al., 2012).  Finally, Komorowski et al. (2009) reported that cells become tuned 
to item and place conjunctions as rats learn to use context to predict which of two items 
contain reward.  Due to the striking correlation between item tuning and learning curve, 
this training protocol was adopted for the experiment reported in Chapter 4.  Therefore in 
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each of these studies, encoding was accompanied by increases in the degree to which the 
network discriminates experiences, as expected in a system that supports episodic 
memory via pattern separation. 
Studies on retrieval have also linked hippocampal activity to memory 
performance.  It is possible that the hippocampus activity during rhythmic bursts of 
activity known as sharp-wave ripples constitute the physiological basis for recollection 
(Buzsaki, 1986; Chrobak et al., 2000; Pfeiffer and Foster, 2013; Carr et al., 2011).  
Analysis of cell activity as rats run around linear tracks or open fields and subsequently 
stop or sleep have shown that cells that were active during an experience are reactivated 
during ripples at compressed timescales during ‘replays’ (Wilson and McNaughton, 
1994; reviewed in Carr et al., 2011).   To demonstrate a link between replay activity and 
recall, hippocampal activity was recorded as rats alternated between a random and 
stationary goal.  Replays recorded while the rat was still, transiently encoded future 
trajectories to the stationary goal location (Pfeiffer and Foster, 2013).  These results 
suggest that reactivation of the cells active during prior journeys elicited a memory that 
could be used in navigational decisions (see also Johnson and Redish, 2007).  
Information required for episodic memory (what, where and when) is encoded by 
hippocampal cells, hippocampal cells change firing properties as animals learn, and 
patterns of activity during recall contain information that directly relates to successful 
retrieval.  Overwhelmingly, the changes in firing patterns that correlate with learning lead 
to an increase in the discriminability of learned stimuli, findings that fit with the standard 
‘Hebb-Marr’ model of hippocampal function discussed in the following section. 
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1.3 The ‘Hebb-Marr’ model of episodic memory 
Many theories of memory have been proposed that link hippocampal physiology 
to specific computations that could underlie learning and memory.  Perhaps the most 
influential of these theories is the ‘Hebb-Marr’ model (Hebb, 1949, Marr, 1971) along 
with its variants (Hasselmo et al., 1996, McNaughton and Morris 1987, McNaughton and 
Nadel 1990, Treves and Rolls 1994; O’Reilly and McClelland, 1994).   The common 
thread in these models is that the role of the hippocampus is to store representations of 
correlated inputs in independent networks which can be queried with partial input to 
reinstate the pattern of activity that was present during initial learning. This reinstatement 
constitutes the episodic memory.  
Nearly all computational theories of memory model learning as changes in the 
connection strength between pre- and post-synaptic neurons that are coactive during 
learning.  This concept of memory was famously proposed by Donald Hebb (1949) and 
commonly summarized simply as: cells that fire together wire together.  Anti-correlation 
between pre- and post-synaptic cell firing can also lead to decreases in the connection 
strength between cells (Markram et al., 1997), thus bidirectional changes in synaptic 
strength reflect patterns of coactivity.   
Studies on activity-dependent changes in synaptic strength led to the hypothesis 
that associative learning can be accomplished by finding optimal connection strengths 
between every pre-synaptic cell and every post-synaptic cell.  This set of optimal 
connections strengths constitutes a weight matrix that defines the desired transform of the 
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input patterns to the associated output patterns (Rumelhart and McClelland, 1986; 
McCulloch and Pitts, 1943; Oja, 1989; Hopfield, 1982; Anderson, 1977, Hinton 1989, 
Kohonen, 1984).  Many learning rules for synaptic weight modification have been 
proposed, though regardless of the precise strategy, weight matrices in general can define 
a transform between a set of inputs and a set of outputs.  
However, when multiple items are sequentially stored within the same weight 
space, the adjustments to the synaptic weights driven by new items disrupts the ability of 
artificial neuron networks to recall old items.  In linear systems this interference is 
proportional to the correlation of the stored input patterns (Frean and Robbin, 1999), 
however, in non-linear training regimes (e.g. feedforward backpropogation), new 
learning can severely disrupt stored memories in what has been termed ‘catastrophic 
interference’ (McCloskey and Cohen, 1989).  The reason for this is that the solution to 
ideal weight matrix to associate two patterns of activity is distributed across all of the 
individual weights in the matrix.  Big differences in retrieval accuracy can occur with two 
similar conformations of the synaptic weight matrix, highlighting the existence of ‘weight 
cliffs’ in the solution space for an ideal transform function between inputs and outputs 
(French, 1999). 
Since interference is particularly detrimental for correlated patterns, one solution 
to the problem is to decorrelate the input patterns prior to storage (French, 1992).  
Decorrelation can occur by mapping a smaller representational space onto a larger one 
(Marr, 1971) and also by representing inputs with a sparse network of active cells with 
the majority silent (French, 1999).  The large number of mostly silent cells in the dentate 
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gyrus suggested that the first stop in the trisynaptic loop involves pattern separation of 
correlated inputs (McNaughton and Morris, 1987; O’Reilly and McClelland, 1994; 
Hasselmo and Wyble, 1997).  Adult neurogenesis in the dentate offers another 
mechanism by which to map inputs onto virgin weight space, thereby ensuring minimal 
interference (Wiskott et al., 2006). The sparse dentate code is hypothesized to be the 
result of a ‘winner-take-all’ computation in which a few cells fire only when specific 
conjunctions of stimuli (e.g. item in location) are present and once active inhibit their 
neighbors (Hasselmo and Wyble, 1997; Sloviter and Brisman et al., 1995).   The 
connections between the EC to the DG and from DG to CA3 are considered random 
(O’Reilly and McClelland, 1994) and therefore the EC input is mapped onto a few 
random dentate cells.  The combination of a random graph and the DG pattern separation 
strategies ensures that correlated inputs will be orthogonalized within the hippocampus.  
The pattern separation function of the dentate is thought to be the critical feature that 
allows storage of correlated episodic memories without catastrophic interference. 
After the dentate, information is propagated to CA3, a region that is known to 
have axons which synapse widely back over CA3 to form an autoassociative or recurrent 
network.  Once a pattern of activity is stored within the weight matrix of a recurrent 
network, subsequent presentations of degraded inputs can associatively recall the 
originally stored pattern, a process known as pattern completion (Hopfield, 1982; 
Kohonen, 1972; Anderson, 1972).  Therefore CA3 is hypothesized to be important for 
pattern completion, or recall, of familiar memories with degraded inputs (O’Reilly and 
McClelland, 1994) either from DG of from direction projections from EC. 
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Finally, CA3 inputs onto CA1 and finally back to the ECII.  Hippocampal signals 
must be inverted back into a form that can be read by the EC.  The CA1 to EC ‘point-to-
point’ topography is considered evidence for this translator role and therefore CA1 
patterns should reflect some of the correlations of the input structure, but, due to pattern 
separation in the DG and CA, represent correlated inputs with relatively distinct patterns 
(O’Reilly and McClelland, 1994; Hasselmo and Wyble, 1997).  
In Hebb-Marr models, the pattern completion function of CA3 is thought to be 
limited to recreating a pattern of activity during encoding.  Novel conjunctions of familiar 
elements would not associatively activate prior traces but instead create a new 
representation that is ideally independent of those representing the previously 
experienced conjunctions (Kumaran and McClelland, 2012; O’Reilly and McClelland, 
1994).  These transforms on the signal within the hippocampus, in the words and spirit of 
McClelland, “by nature tend to support episodic memory at the expense of capturing the 
higher order structure of a set of experiences” (Kumaran and McClelland, 2012).  It is 
this final conclusion that I will argue against throughout the rest of this thesis. 
 
1.4 The hippocampus supports memory schemas that define the relationships 
between episodic memories 
The important role of schemas in memory formation was introduced to cognitive 
science in classic studies of Piaget (1926) and Bartlett (1932), who proposed that new 
memories that are consistent with pre-existing knowledge are readily assimilated within 
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established memory networks, often requiring updating or modification of the existing 
schema to accommodate the new information. The relational theory of hippocampal 
function states that hippocampus encodes the relationships that compare and contrast 
items and that allow for “weaving new items into the existing organization of memory” 
(Cohen and Eichenbaum, 1993). 
The ‘Hebb-Marr’ account of episodic memory described above states that 
different hippocampal cells encode unique conjunctions of stimuli.  In contrast, the 
relational memory theory states that the hippocampus codes individual elements of a 
memory as well as their relationships to one another which in many cases may be 
evidenced by cells responding to both individual stimuli and their conjunctions. Due to 
this difference in models, the relational theory also hypothesizes that experiences with 
overlapping features would generate correlated hippocampal patterns with the correlation 
structure dictated by the features that are functionality equivalent or distinct as defined by 
motivational needs and/or predictiveness. This theoretical shift in hippocampal functions 
allows for the linking of the distinct elements of experiences that overlap in other 
respects.  This transitive association is possible due to cells representing distinct features 
of multiple episodes being associated with a subset of cells that encode the features 
common across episodes (Eichenbaum et al., 2004).   
McClelland et al. (1995) introduced the idea that the hippocampus supports 
schema assimilation and accommodation in an influential model of hippocampal-cortical 
interactions during consolidation.  In this model, the role of the hippocampus was to 
present patterns of activity for the cortex to discover the underlying correlation structure.  
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Subsequent modeling explicitly adopts “a theoretical ideal of perfect pattern separation in 
the hippocampus” (Kumaran and McClelland, 2012) which is “optimal for an 
unstructured episodic memory system in which each memory must be kept distinct from 
other memories” (Rolls, 2013).  I will argue against the notion that the hippocampus 
dismantles the correlation structure between memories in the following sections on 
hippocampal schemas. 
 
1.4.1  Disrupting hippocampal processing in animals and humans impairs relational 
memory schemas 
Much of the evidence reviewed above for the hippocampal role in episodic 
memory can be reinterpreted within the relational model of memory.  For example, the 
‘Hebb-Marr’ account hypothesizes that the failure of people, monkeys, and rats with 
hippocampal damage to recognize the novelty of different spatial reconfigurations of 
familiar items can be explained to the absence of conjunctive cells that respond only to 
the unique combination of an item in its position – the activity snapshot that defined the 
episodic experience.  Alternatively, the same deficit can be reinterpreted under the 
relational memory framework as a lack of a code for how the individual items were 
spatially related to one another (Eichenbaum, 1999). The episode was defined by a 
representation of the items, their spatial relationship to one another and their relationship 
to other aspects of the study context.  The code for the relationships rather than the 
unique conjunction is hypothesized to be the critical hippocampal contribution.  
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More formal tests of the relational memory theory are required that make 
differential predictions from the ‘Hebb-Marr’ models of episodic memory. Typically, 
these tests go beyond asking subjects to report whether a precise conformation of stimuli 
was present at study and instead test for whether subjects learned relationships acquired 
over multiple trials to make inferences when faced with novel recombinations of familiar 
material. 
Cognitive mapping experiments offer support for the relational memory theory.   
For example, the ability of rats to find a hidden platform in the Morris Water maze is 
known to depend upon the hippocampus when rats must begin from a position that 
differed from the start position during prior training (Eichenbaum et al., 1990; Morris et 
al., 1982).  In contrast, ‘navigation’ towards the platform can remain intact despite 
hippocampal lesions if the start location is held constant over trials (Eichenbaum et al., 
1990).  Therefore, the hippocampus is selectively required for using the acquired 
knowledge about spatial relationships to make novel inferences, as has been confirmed in 
other studies testing relational memory in mice on a radial arm maze (Etchamendy et al., 
2003).  These experiments are consistent with the hippocampus as a cognitive map 
(O’Keefe and Nadel, 1978); however, other experiments have demonstrated that non-
spatial schemas also require hippocampal function. 
By examining the non-spatial organization of related memories, Bunsey et al. 
(1996) showed that normal rats link overlapping paired associates and make new 
inferences about indirectly related elements.  Rats learned that odor A predicted reward 
with odor B which in turn predicted reward with odor C.  Rats were then tested on 
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whether odor A can be used to inferentially predict reward association with odor C 
(transitive probe) and whether rats could use odor C to predict reward with odor B 
(symmetry probe).  Both tests of flexibility were impaired with large hippocampal 
lesions.  Interestingly, in humans the ability to do this kind of transitive inference 
emerges around the same time that children learn to use maps (Piaget, 1928) which in 
turn correlates well with postnatal maturations in the hippocampal circuit (Lavenex et al., 
2013).    
In another test of transitive inference, subjects are first given overlapping 
‘premise pairs’ of items in which they must choose A>B, B>C, C>D, D>E and are then 
probed with a novel pairings (e.g. B>D) to determine whether relationships learned in 
separate experiences can integrated to make novel inferences.  Lesions of the rodent 
hippocampus prior to any training cause memory deficits specifically for the inferential 
probes leaving intact performance on the explicitly trained ‘premise pairs’ (Dusek et al., 
1997).  Studies in mice have shown that lesions between initial training on the ‘premise 
pairs’ and the inferential probe also cause memory deficits revealing an important role for 
the hippocampus in retrieval during inferential performance (DeVito et al., 2010b).  
Another lab showed a critical role for encoding but not retrieval (Van der Jeugd et al., 
2009) and the difference may be the number of days of training (mean number of days 
was 10 in DeVito et al. and 20 in the Van de Jeugd et al. study) on the premise pairs prior 
to hippocampal surgery (see Chapter 2.1).  Finally, inferential probe performance is 
selectively disrupted in human patients with damage limited to the hippocampus (Smith 
and Squire, 2005) and sleep turns out to be critical for probe performance suggesting an 
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‘offline’ role of the hippocampus in integrating memories into a unified schema 
(Ellenbogen et al., 2007) (see Chapter 2.1). 
In a separate test of relational processing, Tse et al. (2007) demonstrated that rats 
develop a schema of locations where different foods are buried by showing that once 
several food/location associations had been formed, new ones could be added within a 
single trial; however, in a different environment, the learning of new associations was 
much more gradual.  Moreover, when new associations could be integrated within a pre-
existing schema, hippocampal lesions after 3 hours, but not 48 hours, impaired 
subsequent performance, revealing a consolidation gradient considerably steeper than 
those reported in studies in which learning did not benefit from an existing schema.   
Follow up studies revealed the mPFC as the important brain region for memory recall for 
remote memories and, alongside the hippocampus, for learning new food and position 
combinations once a prior schema had been formed (Tse et al., 2011; Wang et al., 2012).  
Combined, these studies show that the hippocampus does more than allow 
successful memory for the contents of an episode, but it is also important for the 
integration of related episodes in order to make new inferences or to enhance the speed of 
learning.  These results are not obvious predictions from a model in which episodic 
memories are stored independently of one another, though updates to the ‘Hebb-Marr’ 
model have been suggested (Kumaran and McClelland, 2012; McClelland, 2013).  
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1.4.2 Imaging studies show a hippocampal role in activating and integrating related 
memories  
In humans, hippocampal activity has also been related to performance on a variety 
of transitive inference tasks.  Activity during ‘premise pair’ learning (Nagode and Pardo, 
2002; Greene et al., 2006; Shohamy and Wagner, 2008; Wimmer and Shohamy, 2012; 
Preston and Zeithamova, 2010, 2012; Kumaran et al., 2012) correlates with subjects’ 
future ability to make novel inferences based on information integrated over initial 
training.  Furthermore, there is higher hippocampal activity during inferential probe tests 
than during controls tests for recognition of study material (Heckers et al., 2004; Preston 
et al., 2004; Zalesak and Heckers, 2009) or during probe tests for which subjects failed to 
show correct inferential judgments (Preston and Zeithamova, 2010) showing 
hippocampal involvement during learning and test.  Hippocampal activity also scaled 
linearly with subjects’ hierarchical judgment of the value of individual stimuli (Kumaran 
et al., 2012) which were presented separated as overlapping ‘premise pairs’. 
Other tasks have also revealed hippocampal activity that relates to subjects’ 
discovery (implicit or explicit) of patterns that can only be achieved by integrating 
information across trials.  For example, hippocampal activation was seen in a motor task 
which contained embedded patterns that could only be learned by realizing the higher 
order structures of a set of sequences of in finger movements (Schendan et al., 2003).  In 
another demonstration that the hippocampus is required in combining episodes to extract 
commonalities, Kumaran et al. (2009) adapted the weather prediction task such that it 
was possible to predict an outcome in two ways: the episodic strategy of linking each 
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individual pattern with the outcome and a schema strategy where only a subset of the 
presented information was required for perfect performance, though realization of which 
subset required integrating knowledge over trials.  Hippocampal and VMPFC 
connectivity during learning strongly correlated with subjects’ ability to discover these 
hidden regularities and only hippocampal activity predicted subjects’ ability to use the 
conceptual information in novel circumstances.  These results highlight the dichotomous 
role of the hippocampus in forming unique episodic memories, but also in realizing the 
correlation structure between individual experiences.  
Clever task designs have enabled testing whether memories for individual 
episodes become integrated during encoding or only during inferential probes, a time in 
which hippocampal activation does not always correlate with performance (Shohamy and 
Wagner, 2008).  Since images of houses and faces activate different brain regions, it is 
possible to teach subjects an association between a house and a face, then in a second 
stage of encoding, present the originally paired face or house and look for covert 
reactivation of the non-presented stimuli.  Two studies using this type of design showed 
reactivation of the associated, though non-present stimulus category during this second 
stage of encoding (Zeithamova and Preston, 2012; Shohamy and Wagner, 2008).  
Changes in hippocampal activity correlated with the degree of associative reactivation 
(Zeithamova and Preston, 2012) which in turn correlated with inferential probe 
performance showing a compelling role for the hippocampus and relational recall during 
learning.  These results led to the integrative encoding hypothesis which states that stored 
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trace is dependent upon both the present stimuli as well as other stimuli evoked by the 
current situation (Gluck and Myers, 1993; Zeithamova and Preston, 2010, 2012). 
Few single unit recording studies have explicitly tested predictions from the 
relational memory theory and most supporting evidence is indirect.  For example, in 
studies in which a rat runs through the same location with different start and end 
positions, some cells differentiate the journeys (‘splitter cells’) while others do not 
(Wood et al., 2000).  It has been suggested that the cells that do not differentiate journeys 
“captured a set of regularities in stimulus relations that were common across both 
conditions—the nodal features” and that these cells could activate cells that do 
differentiate events to build a relational network of experience (Eichenbaum, 1999).  
However, another interpretation is that non-splitter cells were simply not tuned to journey 
differences and could no sooner help to link experiences than cells in V1 that fire for 
oriented lines irrespective of where the viewer was moments earlier.   
A more compelling case for these nodal cells comes from studies of functional 
equivalence in which the perceptual features of stimuli are distinct though the meaning is 
similar.  Striking examples of ‘nodal cells’ that show functional equivalence come from 
studies in human epileptic patients in which cells increase firing rate in response to 
pictures all from the same category of stimuli such as houses or faces (Kreiman et al., 
2000) or most remarkably from cells that respond only to symbols that represent an 
individual, such as a cell that responded to colored photographs, line drawing, and the 
written name of the actor Halle Barry (Quiroga et al., 2005).  Similar category cells have 
been reported in the monkey during a delayed matching task (Hampson et al., 2004).  
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Finally, as rats learn to run down the arms of a W-maze to retrieve reward, cells begin to 
fire at equivalent positions on each arm containing reward (Singer et al., 2010).   
It is unclear how these cells become tuned to diverse, equivalent stimuli.  The 
relational theory predicts that the tuning to equivalent stimuli is a function of associative 
properties of the hippocampus (Eichenbaum, 1999); however, some types of category 
learning are independent of hippocampal function (Knowlton and Squire, 1993; but see 
Zeithamova et al., 2008).  Therefore, equivalent firing in the hippocampus may be a 
reflection of category coding in afferent networks.   
One study suggests that the hippocampus reactivates experienced patterns in order 
to form novel combinations that are so critical in the inferential probes that test for 
‘flexible’ memory expression.  Gupta et al. (2010) reported replays of spatial 
representations that composed overlapping spatial trajectories that occasionally linked to 
form representations of novel routes that would be consistent with a navigational 
inference of related previous experiences.   
Few studies have linked learning with changes in single cell firing patterns that 
would be uniquely predicted by the relational theory of hippocampal function.  However, 
the existence of cells that reflect perceptually distinct though functionally equivalent 
stimuli show evidence that the correlation structure of memories has the potential to be 
stored within the hippocampus, not just in the cortex (Kumaran and McClelland, 2012; 
McClelland et al., 1995). 
 
1.5 Conclusions and motivation for current experiments  
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The episodic memory theory and relational theory of the hippocampus have not 
been satisfactorily wed.  The relational theory can account for a large body of data 
relating the hippocampus and episodic memory, such as the important role of context in 
dictating item representations.  However, the role of retrograde, catastrophic interference 
has not been addressed and computational studies show that preservation of the 
correlation structure of a set of memories within the same set of synapses imperils the 
stability of existing memories.  On the other hand, the ‘Hebb-Marr’ model of episodic 
memory solves the issue of interference through the use of a dedicated hippocampal 
system that is distinct, though coupled, with a cortical network in which schema is 
realized.  Unfortunately, the data on transitive inference and the observation of 
categorical coding schemes within the hippocampus challenge the notion of 
representational independence, a fundamental feature of the model that protects episodic 
memories from each other.   
Therefore, there is a need for further recording experiments to be conducted in 
which related memories are sequentially learned to understand the contribution of prior 
knowledge on learning and the influence of learning on the stability of existing networks.  
Data of this type are presented in Chapters 3 and 4.  My results support the relational 
theory and strongly argue against a model that strives for independent hippocampal codes 
for related experiences.  
Before turning to the electrophysiological evidence for hippocampal schema, I 
will argue in the next chapter that a large body of work done on consolidation and 
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reconsolidation has already shown a role of the hippocampus in updating and potentially 
creating related memory networks. 
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2 Reconsolidation and systems consolidation experiments support a schema model 
for hippocampal function 
Most studies on memory consolidation consider the new information as if it were 
imposed on a tabula rasa, but considerable evidence indicates that new memories must be 
interleaved within a large network of relevant pre-existing knowledge. Early studies on 
reconsolidation highlighted that a newly consolidated memory could be erased after 
reactivation, but new evidence has shown that an effective reactivation experience must 
also involve memory reorganization to incorporate new learning. The combination of 
these observations on consolidation and reconsolidation highlights the fundamental 
similarities of both phenomena as the integration of new information and old, and it 
suggests reconsolidation = consolidation as a never ending process of schema 
modification.   
I will present evidence that show a critical role of the hippocampus in schema 
modification, suggesting that the correlations between experiences are used by the 
hippocampus to update relevant schema via reconsolidation. 
 
2.1 Systems Consolidation and the hippocampus 
Since the pioneering studies on retrograde amnesia, it has been accepted that 
memories undergo a process of consolidation (Ribot, 1882; Müller and Pilzecker, 1900; 
Burnham, 1903).  Immediately after learning, memories are labile, that is, subject to 
interference and trauma, but later they are stabilized, such that they are not disrupted by 
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the same interfering events.  It is well recognized that memory consolidation involves a 
relatively brief cascade of molecular and cellular events that alter synaptic efficacy as 
well as a prolonged systems level interaction between the hippocampus and cerebral 
cortex (McGaugh, 2000; Dudai, 2004); I will focus on the latter.  As discussed in the 
Chapter 1, amnesic patients show a retrograde memory deficit with recall of information 
learned long before hippocampal damage spared relative to recently acquired memories. 
A major limitation on studies of retrograde amnesia in humans is that there is no 
control over the extent of exposure to events during acquisition, as well as no control 
over how often the memories for those events are re-experienced or remembered.  This 
problem has been addressed in several ‘prospective’ studies on amnesia in animals, 
where hippocampal damage occurs at different time points after learning and temporally 
graded amnesia emerges across multiple species and memory tasks (reviewed in Milner 
et al., 1998; but see Sutherland and Lehmann 2011; Broadbent and Clark, 2013).  The 
duration of the systems consolidation period is highly variable across species and tasks.  
The evidence for temporally limited hippocampal involvement is compelling; however, 
this observation does not provide direct evidence on what brain areas support memory 
when the hippocampus is no longer necessary.  
Insights about the relative engagement of other brain areas over the course of 
consolidation have come from recent experiments that have measured brain activation 
during memory retrieval at different times after learning in humans and animals.   In 
humans, activation of the hippocampus during accurate memory retrieval in normal 
subjects was maximal for recent news stories and declined over approximately 9 years, 
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parallel with the course of retrograde amnesia (Smith and Squire, 2009).  Conversely, 
activation of widespread cortical areas was lowest for the most recent accurately 
remembered events and increased for more remote memories (see also Haist et al., 2001; 
Douville et al., 2005; Bayley et al., 2006).   Recent ‘prospective’ studies using functional 
imaging have identified greater activation of the hippocampus during recall of recently 
over remotely studied paired associations and the opposite temporal gradient in cortical 
areas (Yamashita et al., 2009; Takashima et al., 2009).  Furthermore, in the latter study, 
functional connectivity between the hippocampus and cortical areas decreased, whereas 
connectivity within the cortical network increased, over time following learning. 
Studies on animals have employed 2-deoxyglucose (2DG) uptake and immediate 
early gene (IEG) activation as measures of neural activity in brain areas during memory 
retrieval for recently and remotely acquired memories. Bontempi et al. (1999) reported 
greater 2DG uptake in hippocampal area for recently acquired spatial discriminations, 
and conversely greater activation of frontal and temporal cortical areas for remotely 
acquired spatial memories. Similar patterns of decreasing hippocampal activation and 
increasing widespread cortical activation were observed using IEG expression as a 
reflection of neural activation in a contextual fear paradigm (Frankland et al., 2004; 
Maviel et al., 2004).  Whereas the latter studies have focused on the medial prefrontal 
area as a key site for post-consolidation spatial memory, other studies have localized 
greater activation of olfactory recipient cortical areas for remote social-olfactory 
memories (Ross and Eichenbaum 2006), and greater activation of a higher-order auditory 
cortical area for remotely acquired tone-cued fear conditioning (Sacco and Sacchetti, 
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2010).  The overall findings on cellular imaging studies in rodents impressively parallels 
the findings from functional imaging in humans, providing compelling evidence of 
systems consolidation characterized by early greater involvement of the hippocampus and 
later greater involvement of the task-relevant cortical areas. 
Additional evidence for cortical-hippocampal interactions during consolidation 
comes from studies on hippocampal “replay” of memories during sleep and other off-line 
states, suggesting that the strengthening of cortical linkages depends on inputs from the 
hippocampus (e.g., Wilson and McNaughton 1994; reviewed in Carr et al., 2011).   These 
interactions were highlighted in a study where, during sleep following maze running, 
populations of simultaneously recorded hippocampal and visual cortical cells fired in 
coordinated replays of the sequences of activity observed during awake behavior (Ji and 
Wilson, 2007).  Additional support for the idea that hippocampal replay drives memory 
consolidation came from a report that replay following new spatial learning predicts 
subsequent memory performance (Dupret et al., 2010), and findings that stimulation-
produced suppression of hippocampal sharp waves, when most replay events occur, 
impairs subsequent spatial memory, whereas stimulation at other times has no effect 
(Girardeau et al., 2009; Ego-Stengel and Wilson, 2010; see also Nakashiba et al., 2009).  
Other studies have focused on the cerebral cortex and shown development of a 
coordinated cortical neural network activation following learning (Alvarez and 
Eichenbaum, 2002; Takehara-Nishiuchi and McNaughton, 2008; Sakai and Miyashita, 
1991), and cortical reorganization that depends upon an early tag within the regions that 
subsequently support the memory (Lesburguères et al., 2011; Tse et al., 2011).   
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These recent findings support the classic idea that a newly acquired memory 
depends initially on the hippocampus and eventually on widespread areas of the cerebral 
cortex.  The classic and new observations have generated three current hypotheses about 
different aspects of the consolidation process (see Figure 1). 
 
Figure 1 Three models of systems consolidation, each of which also supports aspects of reconsolidation 
(parentheses – see text). The hippocampus and an idealized network of connections among nodes (neurons) 
in the cortex represent a pre-existing memory (grey nodes), a newly acquired memory (white nodes), and 
shared components (grey/white nodes).  The thickness of lines between cortical nodes reflects the strengths 
of intracortical connections. The dependence of cortical networks on the hippocampus is indicated by the 
arrows (dark = strong; gray = weak; open = no dependence).  Throughout, red indicates a network 
disrupted by amnestic agents.  A-C. The cortical linkage model.  (A) Immediately after learning, the pre-
existing memory has strong connections (thick lines) between nodes, whereas connections in the newly 
acquired memory network are weak (thin) and hippocampal dependent (dark arrows).  (B) Consolidation is 
accomplished by strengthening intracortical projections (thick lines) and eventually the hippocampal 
connections are not required (open arrows).  (C) Blocking consolidation prevents cortical strengthening of 
the new information (red, thin lines), leaving those cortical regions still dependent on the hippocampus (red 
arrow).  Pre-existing memories (thick lines) that are supported by cortical networks are spared.  D-F. The 
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semantic transformation model.  (D) Immediately after learning, hippocampal connections are critical (dark 
arrows) for pre-existing episodic memories as well as for the newly acquired memory.  (E) Consolidation 
involves strengthening (very thick lines) of intracortical connections shared by overlapping nodes to create 
a system that differs from either the first or second network (black nodes) and no longer depends upon the 
hippocampus (open arrow).  Network elements that represent unique (episodic) portions of those memories 
remain weakly connected (thin lines) and dependent on the hippocampus (dark arrows). (F) Blocking 
consolidation prevents the formation of a new episodic memory stored within the hippocampal-cortical 
networks (red thin lines) and also the strengthening of the overlapping portion of the cortical network, 
leaving the newly formed network (red arrow), as well as the pre-existing cortical networks, hippocampal-
dependent (dark arrows).  G-I.  The schema modification model. (G) Immediately after learning, the 
hippocampus is essential for supporting connections within the newly acquired memory, and important for 
the full elaboration of details of episodic memories (gray arrow). (H) During consolidation, the 
hippocampus supports both increases (thick lines) and decreases (thin lines) in connection strengths within 
the networks for pre-existing and new memories, resulting in an interleaving of the memories into a 
composite network (black nodes) that remains dependent on the hippocampus for the full range of detailed 
information (grey arrows). (I) Blocking consolidation after learning disrupts not only the consolidation of 
the newly acquired memory, but also corrupts the synaptic weight changes that support the interleaving of 
networks (reconsolidation), resulting in an altered set of cortical networks (red) still partially dependent on 
the hippocampus (red arrows).    
 
2.1.1 Consolidation as linking cortical representations. 
 There are several variations of the hypothesis that the hippocampus rapidly stores critical 
information for linking cortical representations and that during multiple iterations of 
cortical-hippocampal interaction, connections within the cortex are strengthened and 
eventually support these associations in the absence of hippocampal function (Marr 1971; 
Squire et al., 1984; Teyler and DiScenna, 1986; Damasio, 1989; Squire, 1992).   Each of 
these models proposes that, during learning, information from cortical areas that are 
activated in perceptual processing and working memory send inputs to the hippocampus, 
which encodes a “sketch” or “conjunction” of that information or “index” of loci within 
the cortex that contain the detailed information.  During the consolidation period, 
memory cues that replicate partial information from the learning experience reach the 
hippocampus, activating the hippocampal representation or index, which, via back 
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projections to the cortex reactivates the complete pattern of activations in cortical 
networks that were generated during learning (Figure 1A).  Each time this reactivation 
occurs, intracortical connections between the disparate active cortical networks are 
gradually strengthened.  After many such reactivations the intracortical connections are 
sufficiently strong to support reactivation of the entire set of cortical networks without 
assistance from the hippocampus (Figure 1B).  Under this model, blocking consolidation 
prevents the strengthening of the intracortical connections for a newly acquired memory, 
but leaves pre-existing, memories intact (Figure 1C). 
With regard to the functional imaging studies described above, it is notable that 
these models do not explicitly predict that the hippocampus should be less activated 
during effortful recall of remote memories.  Indeed, a recent experiment showed 
increased c-fos expression in the hippocampus for older memories for the escape location 
on the Morris water maze (Lopez et al., 2012) and greater CA3 overlap in the cells that 
were active during encoding and retrieval for remote memories (Tayler et al., 2013).   
Furthermore, these models predict that the relevant cortical networks should be activated 
for both recent and remote memories, albeit those activations might be generated 
differentially through the hippocampus for recent memories and directly for remote 
memories.  These issues remain to be resolved for models of the hippocampus as 
temporarily linking cortical representations. 
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2.1.2 Consolidation as semantic transformation.   
The multiple trace theory, frequently opposed with the cortical linkage view, proposes 
that memories are qualitatively transformed from episodic memories into semantic 
memories during the consolidation period (Nadel and Moscovitch, 1997; Winocur et al., 
2010).  On this view, memories that are initially stored in cortical-hippocampal circuitry 
are episodic, defined as context-specific, and repeated “off line” reactivations create 
multiple distinct traces (Figure 1D, ‘New Memory’) from which the common information 
is extracted and integrated within pre-existing semantic networks in the cortex.  
Eventually the cortical representations that are common among memories, i.e., semantic 
memories free of episodic/contextual detail (Figure 1E, thick lines), do not depend on the 
hippocampus (empty arrow), but retrieval of episodic details continues to depend upon 
cortical-hippocampal connections (black arrows).  In this model, blocking consolidation 
prevents the strengthening of intracortical connections that support semantic 
transformation, leaving new as well as remotely acquired episodic memories dependent 
on the hippocampus (Figure 1F, red). 
In support of this view are reports that amnesic patients show temporally 
ungraded retrograde impairment for episodic memories (e.g., Rosenbaum et al., 2001; 
Steinvorth et al., 2005). However, contrary to the view that episodic and contextual 
memories always depend on the hippocampus, there are also findings of spared remote 
autobiographical memories in patients with medial temporal lobe damage (Bayley et al., 
2003; reviewed in Squire and Bayley, 2007) and it is argued that flat retrograde gradients 
for episodic memory occur only following damage extending beyond the hippocampus 
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into cortical areas (Reed and Squire, 1998).  However, functional imaging studies have 
consistently reported that the hippocampus is activated for both recently and remotely 
acquired episodic and autobiographical memories (Ryan et al., 2001; Maguire et al., 
2001; Piolino et al., 2004; Addis et al., 2004; Gilboa et al., 2004; Viard et al., 2007).  
These findings contrast with the above described observations of declining hippocampal 
activation during retrieval of famous faces and names, news events, i.e. semantic 
memories (Smith and Squire 2009; Haist et al., 2001; Douville et al., 2005).   
Rodent studies also support the view that consolidation involves the semantic 
transformation of memories.  In these studies, a memory that generalizes to testing 
conditions that differ from original training is typically considered an animal model of 
semantic memory.  Parallel to the human literature, several experiments have shown that 
remote contextual memories become more generalized and independent of the 
hippocampus (Wiltgen and Silva, 2007; Wiltgen et al., 2010; Winocur et al, 2007; see 
also Lehmann et al., 2010; but also Weinberger et al., 2009).  Conversely, hippocampal 
damage results in ungraded retrograde amnesia for spatial memories (Clark et al., 2005; 
Martin et al., 2005; Winocur et al., 2005a), except under circumstances of extensive and 
varied experience in environments wherein remote spatial memories are spared following 
hippocampal damage in both humans (Teng and Squire, 1999) and rats (Winocur et al., 
2005b).  Notably, these findings are also consistent with a simpler view that details of 
memories and information not repeated or contradicted across repeated experiences are 
most likely to be forgotten or overwritten, which also would be expected to result in a 
residual and strengthened semantic memory. 
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2.1.3 Consolidation as schema modification.   
A distinct idea on memory transformation argues that newly acquired memories are not 
stored in isolation, but rather new memories are gradually incorporated into a “schema”, 
an organization of related knowledge that contains semantic knowledge as well as 
episodic details.  Unlike the semantic transformation view, schemas do not distinguish 
episodic and semantic memories, but rather interleave all memories via common 
elements and, unlike the focus on semantic transformation of multiple hippocampal 
traces, schemas involve the interleaving of new learning initially with previously 
acquired memories and subsequently with future memories.  The schema idea, as 
originally proposed by Bartlett in 1932, was extended from the perspective of 
consolidation theory by McClelland et al. (1995), who contrasted rapid synaptic 
modification in the hippocampus with slowly modified connections within the cortex, and 
suggested that that the hippocampus supports memory for a brief period after learning, 
during which system reactivations integrate the new information via modifications of a 
pre-existing schema that connects related memories (Figure 1G,H).  In this model, 
blocking consolidation disrupts the reorganization of pre-existing cortical representations 
and leaves newly acquired memories corrupted and dependent on the hippocampus 
(Figure 1I).   
An important set of studies supporting the role of the hippocampus and the 
prefrontal cortex showed that both the hippocampus and the prefrontal cortex are required 
for rapid learning of novel locations of a flavored pellet, but only when those memories 
were learned within the same context as prior associations between flavor and location 
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(Tse et al., 2007, 2011).  Learning in these experiments drove IEG expression in both the 
hippocampus and prefrontal areas, though in the mPFC expression was only observed 
when new flavor/place associations were learned within the same context where old 
associations had been made, suggesting a reorganization of mPFC traces that depends 
upon hippocampal function.   
Brain imaging studies in humans have shown schema-dependent interactions 
between the hippocampus and ventromedial prefrontal cortex (VMPFC).  Functional 
connectivity between these regions is low during repeat viewing of movies and high 
when subjects previously viewed a temporally scrambled version of the movie (van 
Kesteren et al., 2010), suggesting that prior exposure to the movie in the correct order 
established a schema that involved connectivity between the two regions.  Furthermore, 
hippocampal activity during learning was lowest and VMPFC activity highest when item 
and context could be plausibly linked according to a common sense world schema (van 
Kesteren et al., 2013), suggesting that the hippocampus becomes active with schema 
incongruent learning.   Other studies have found the converse result, that congruent 
information increases the correlation between hippocampal activity and subsequent 
memory (Staresina et al., 2009) and considering the hypothesis that lower activity may 
reflect efficient coding (Gonsalves et al., 2005; Demb et al., 1995), these results suggest 
an important role for the interactions between the hippocampus and prefrontal cortex in 
the formation and update of memory schema. 
The three models of consolidation described above are not mutually exclusive.  
The hippocampus plays a key role in linking elements of memories processed in the 
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cortex, including links that compose representations of discrete events and 
representations of episodes composed of sequences of events (Eichenbaum, 2004).  
Memories interact through ‘nodal’ representations of features common to multiple 
experiences. Importantly, these common nodal elements characterize information that is 
not bound to a particular event or episode, and is consistent across experiences, and in 
that sense underlie a “semantic transformation”.  Also, it is precisely via the nodal 
elements that memories are connected and therefore underlie the structure of schemas.   
The evidence presented above suggests a critical role for the hippocampus in the 
establishment of the cortical nodes that link and relate disparate experiences.  As 
illustrated in Figure 1, the different models of consolidation may best be viewed as 
focusing on different aspects of the larger process by which memories are interleaved 
during consolidation. 
 
2.2 Reconsolidation studies suggest that learning causes modification of cortico-
hippocampal networks that store related memories 
 Standard consolidation theories described above characterize consolidation as a 
one-time event, after which a memory is impermeable to subsequent disruption.  
However, this view was challenged in the late 1960’s by studies reporting that 
presentation of a “reminder” cue made a completely consolidated memory again labile to 
the same agents that would block consolidation (Misanin et al. 1968, Schneider and 
Sherman, 1968).  In 2000, Nader and colleagues raised this challenge again in 
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experiments that targeted the known role of the amygdala in synaptic consolidation of the 
Pavlovian association of a tone (CS) with a shock (US; Falls et al., 1992; Duvarci et al., 
2006), showing that a CS alone reminder delivered long after consolidation was complete 
re-engaged the temporary susceptibility of the memory.  They hypothesized that the 
reminder reactivated the original memory trace, making it necessary to “reconsolidate” 
the memory, or else suffer erasure of the memory.   Over the last decade, many 
experiments have supported the observation of memory susceptibility following 
reminders and these findings have been reviewed extensively in recent papers (Nader and 
Hardt, 2009; Dudai and Eisenberg, 2004; Lee, 2010; Alberini, 2011; Sara, 2010).  
Results supporting the existence of reconsolidation have been reported in several 
species across a broad range of learning tests, and using a variety of manipulations to 
block memory (e.g. Rose and Rankin, 2006; Pedreira et al., 2002, Eisenberg et al., 2003; 
Frankland et al., 2006; Lee et al., 2005; Hupbach et al., 2007; Monfils et al., 2009; 
Schiller et al., 2010).  Despite broad support for the generality of reconsolidation (Nader 
2009), several studies have failed to find that amnestic agents block memory in the 
reconsolidation paradigm (Biedenkapp and Rudy, 2004) or have observed that the 
memory deficits are temporary (Lattal and Abel, 2004; Power et al., 2006), leading to the 
idea that the reconsolidation phenomenon has ‘boundary conditions’ (Eisenberg et al., 
2003; Milekic and Alberini, 2002; Morris et al., 2006).  Several experimental parameters 
have been shown to be important in determining whether reconsolidation occurs, 
including how memories are reactivated (Debiec et al., 2006; Tronel et al., 2005), 
whether novelty is introduced during memory reactivation (Pedreira et al., 2004), and the 
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age and strength of a memory (Eisenberg et al., 2003; Milekic and Alberini, 2002).  I 
consider two main categories of boundary conditions: which memory is active at the time 
of amnestic treatment and whether the reminder generates new learning. 
Early in the recent series of studies on reconsolidation there were conflicting 
reports on whether reminders reinstated lability of memories for classical aversive 
conditioning.   Several studies (Berman et al., 2003; Vianna et al., 2001; Koh and 
Bernstein, 2003; Pedreira and Maldonado, 2003) noted that, in the Pavlovian 
conditioning studies, presentation of the CS alone can have two opposing effects: it can 
act as a reminder to engage the original memory trace, and it can generate extinction, 
which involves development of a new and competing memory trace.  Based on the dual 
roles of CS alone presentation, Eisenberg et al. (2003) suggested that the effects of 
amnestic agents differ depending on whether the original memory trace or the newly 
developed memory for extinction was dominant at the time of amnesic treatment. To test 
the trace dominance theory, subjects were given either more initial CS/US training or 
more CS alone trials after initial conditioning, with the assumption that more initial 
training would cause the fear memory to dominate during the reminder, while extinction 
memory would dominate after more sessions with the CS alone. Consistent with the trace 
dominance hypothesis, more CS/US pairings resulted in disrupted reconsolidation of the 
original aversive memory whereas more CS alone presentations resulted in subsequent 
loss of extinction and preserved fear memory, in different species and different memory 
tests (Eisenberg et al., 2003).  These findings can also explain why extensive training 
and/or specific time periods between initial training and reminder could result in strong, 
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original memory traces that are reactivated as dominant following a reminder (Suzuki et 
al., 2004; Wang et al., 2009; Milekic and Alberini, 2002; Eisenberg and Dudai, 2004; 
Robinson et al., 2010, but see Duvarci et al., 2006), and why effective reminders must be 
presented for reconsolidation of the original memory (Bozon et al., 2003). 
The other major factor in determining the efficacy of amnestic agents in the 
reconsolidation protocol is whether the reminder event involves new learning in addition 
to recovery of the initial memory trace.  One study reported that whereas original 
memories are blocked by an amnestic agent following a CS alone reminder, there was no 
loss of the original memory following reminder presentations that involve a combination 
of CS and US presentations, suggesting that CS alone reminder constituted a new 
learning experience (Pedreira et al., 2004). However, there are several examples of 
successful disruption of reconsolidation following presentation of both a CS and US 
(Duvarci et al., 2004; Rodriguez-Ortiz et al., 2008; Valjent et al., 2006).  In these studies, 
it is not clear that performance was at asymptote, leaving open the possibility that new 
learning still occurred during the reminder event, a factor that proved critical in another 
study (Rodriguez-Ortiz et al., 2005).  Also, Morris et al. (2006) directly compared 
reconsolidation following reminder trials in rats trained to asymptotic performance in 
standard (“reference memory”) water maze task versus a (“working memory”) variant of 
the task where new escape locations were learned daily, and found that anisomycin was 
effective after reminders only in the condition of new learning each day.  Also, in other 
studies on human declarative and motor memory, providing subjects with a reminder that 
involves new learning is key to alteration of existing memories (Walker et al., 2003; 
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Hupbach et al., 2007, 2008, 2009; Forcato et al., 2009). These findings and several other 
studies indicate that learning during the reminder session is a critical boundary condition 
for reconsolidation (Winters et al., 2009; Robinson et al., 2010; Lee, 2010). 
The combination of requirements for dominance of the original memory and new 
learning suggest that the key conditions for blockade of reconsolidation involve a re-
activated memory trace that is susceptible to modification and new related learning that 
occurs during the interfering event.   Thus, the encoding of new information occurs 
within the context of retrieval, and the circuits that are modulated by new information are 
the ones that are activated by the reminder.  At the same time, blockade of 
reconsolidation is only observed in conditions that favor new learning related to the re-
activated memory (e.g. additional training, extinction), suggesting that reconsolidation 
involves some kind of reconciliation or integration of a vulnerable memory trace and new 
relevant information (Eichenbaum, 2006).   
 
2.3 Reconsolidation and Systems Consolidation: the hippocampus can become re-
engaged when new information must be incorporated within existing networks 
 The three models of systems consolidation introduced earlier differ in the nature 
of interactions between pre-existing and new memory networks and their dependence on 
the hippocampus.  In the cortical linkage model, consolidated memories are independent 
of the hippocampus (Figure 1A,B).   Therefore, in a reconsolidation protocol, amnestic 
agents delivered to the hippocampus could only affect the newly acquired network, that 
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is, the reminder, but leave intact the previously consolidated memories (Figure 1C).  This 
outcome is not consistent with the findings that even consolidated memories are affected 
by reminders and damage to the hippocampus (Debiec et al., 2002; Winocur et al., 2009).  
Theories that hypothesize elimination of hippocampal connectivity to cortical networks 
during systems consolidation must be somehow updated to incorporate the findings that 
even consolidated memories can regain hippocampal dependence after a reminder 
(systems reconsolidation). 
In the semantic transformation model, newly acquired memories are overlaid with 
pre-existing semantic memory networks, such that the common elements and connections 
become hippocampal-independent and semantic (Figure 1D, E).  Reconsolidation has 
been suggested as having two roles: to potentiate intracortical connections to form 
semantic memories; and, to strengthen episodic memories when new learning, or a 
reminder, re-engages the hippocampal networks active during original learning (Figure 
1E; Hupbach et al., 2007; Winocur et al., 2009).   In this scheme, hippocampal amnestic 
treatments after a reminder should block the retention of any new episodic memory, 
prevent new semantic memory formation, and disrupt reconsolidation of other, similar 
episodic memories (Figure 1F, red); pre-existing, semantic memories would be left intact.  
Initial support for these claims came from a study that found systemic, but not 
hippocampal, delivery of amnesic agents disrupted reconsolidation of remote fear 
memories, findings that were interpreted to be evidence of corrupted semantic memory 
(Frankland et al., 2006).  However, other studies showed that hippocampal 
reconsolidation is necessary for consolidated memories (Debiec et al., 2002; Winocur et 
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al., 2009), and a recent experiment on remote memories showed that the generalized, 
‘semantic’, fear responding that normally occurs in non-conditioned contexts was also 
dependent on hippocampal reconsolidation (Winocur et al., 2009).  Therefore, somehow 
pre-existing semantic networks must become hippocampus-dependent, a condition that 
counters predictions of the original theory (Nadel and Moscovitch, 1997).  Indeed a 
recent optogenetic study has demonstrated that remote contextual fear memories thought 
to be independent of hippocampal function using standard pharmacological methods are 
revealed to actually depend upon the hippocampus using very rapid (ms) inhibition upon 
entry to a conditioned context (Goshen et al., 2011).  
In the schema modification model, consolidation occurs by integrating the new 
memory into active, pre-existing memories via reorganization of common elements 
within the hippocampus and the cortex (Figure 1G, H).  In reconsolidation experiments, 
the reminder determines which memories will be active during encoding and therefore 
which synapses will be affected by the new learning (Figure 1G).  In this model, systemic 
amnestic treatment after a reminder would result in a partial integration of the newly 
learned information into the hippocampal and cortical networks, resulting in a corruption 
of the reorganizing network (Figure 1I, red).  Manipulations limited to the hippocampus 
could cause disruption of cortical reconsolidation due to interrupted replay of the newly 
acquired learning (Eichenbaum, 2006) or errant discharges from a damaged hippocampus 
driving molecular changes in reorganizing cortical circuits (Rudy and Sutherland, 2008) 
or perhaps another mechanism that would affect cortical circuits undergoing plastic 
remodeling.  While each of the models described here captures some of the 
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phenomenology of reconsolidation experiments, none has compelling support, and this is 
likely to remain the case until we better understand the nature of neural representations in 
the hippocampus and cortex and how they change during consolidation and its 
breakdown. 
 
2.4 Conclusion 
Taken together, the findings on blockade of reconsolidation following molecular 
interventions, hippocampal lesions, and inference has led several to suggest that 
reconsolidation normally involves an “updating” of memories (Lewis, 1979; Sara, 2010; 
Morris et al., 2006; Lee 2009, 2010; Dudai and Eisenberg, 2004).  It has been suggested 
that updating can occur via two mechanisms, a destabilization of existing memory traces 
and modification of the contents of the original memory to add new related material (Lee 
2008, 2010).  Common among these views is the idea that reconsolidation is the 
mechanism by which initially consolidated memories are changed with new learning.   
I take a different view and propose that even initial consolidation occurs through a 
reorganization of pre-existing memories.  Thus, while there is still much to be discovered 
about the mechanisms of consolidation and reconsolidation, I suggest that it would be 
valuable to consider that reconsolidation = consolidation.  Dudai and Eisenberg (2004) 
adopted a very similar hypothesis, suggesting that reconsolidation is a manifestation of a 
"lingering" consolidation process.  Here I take this idea one step further and suggest that 
reconsolidation is the never-ending consolidation process.  When we refer to 
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consolidation, we cannot consider new learning to occur in a tabula rasa.  Rather, the 
consolidation of new learning, the first life of a memory, is a reorganization (and 
therefore a “re”-consolidation) of the existing schema.  Correspondingly, after the new 
learning has been consolidated into the existing schema, reminders and new related 
experiences normally constitute memories that must be consolidated by further 
reorganization of the current relevant schema.  Counter to models that state independence 
of hippocampal traces (see section 1.3), I suggest that reconsolidation will induce 
plasticity preferentially in pre-existing hippocampal networks that are relevant to 
learning. The fundamental conclusion here is that new information is continually being 
integrated and thereby repeatedly consolidated in a never-ending reorganization of 
memory networks.  
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3  Learning Causes Reorganization of Neuronal Firing Patterns to Represent 
Related Experiences within a Hippocampal Schema 
3.1 Introduction 
Despite evidence that the hippocampus plays a central role in schemas, our 
knowledge about how neuronal networks in the hippocampus integrate memories into 
schemas has received little attention. Indirect evidence has come from studies that 
observe a “partial remapping” of hippocampal spatial firing patterns following alterations 
in salient spatial cues, which could reflect both assimilation of new information and 
accommodation of existing network representations (reviewed in Eichenbaum et al., 
1999).  Several other studies have reported similarities in the firing patterns of 
hippocampal neurons associated with traversing similar routes through different mazes 
(Singer et al., 2010), with objects in different locations (Wood et al., 1999) or in different 
examples of the stimuli with the same meaning (Quiroga et al., 2005; Hampson et al., 
2004).  The common coding of events that are shared among memories could act as 
“nodes” that connect different memories within schematic networks. Yet, no studies have 
examined how common representations develop as new memories are added to a pre-
existing framework.  In the present study I extend previous findings on hippocampal 
neurons that develop firing patterns associated with goal locations when goals are moved 
in water mazes (Hollup et al, 2001) and open fields (Dupret et al., 2010), and I explore 
how the hippocampus represents the addition of new goals within an environment for 
which the spatial representation of pre-existing goals has been characterized.  Pursuing 
the neural representations that underlie characteristics of schemas described by Piaget 
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(1929), I explored how new goals are assimilated into a pre-existing hippocampal schema 
and how the original schema is modified to accommodate the new related information. 
The results show that a pre-existing schema assimilates new goal-memories while 
distinguishing pre-existing memories, and accommodates its structure to integrate the 
new knowledge within the pre-existing network representation. 
 
3.2 Methods 
3.2.1 Subjects.  Five male Long Evans rats (Charles River Laboratories, Wilmington, 
MA) were housed within the Laboratory Animal Care Facility on the Boston University 
Charles River Campus. Subjects were individually housed and kept on a 12 hour 
light/dark cycle. During behavioral testing, subjects were food and water deprived 
ensuring a minimum of 85% free feeding weight (300-500g) with access to 15 minutes of 
water per day. All animal protocols were approved by the Boston University Charles 
River Campus Institutional Animal Care and Use Committee. 
3.2.2 Surgery.  Rats were anesthetized using a mixture of 3% isoflurane in oxygen and 
were injected with atropine (0.03mg/kg SC) and buprenorphine (0.1mg/kg SC) prior to 
surgery and meloxicam (1mg/kg, SC) immediately following. An ophthalmic ointment 
was applied to the eyes and temperature was maintained between 37°C and 38°C. 
Ringer’s solution was injected to maintain hydration.  Stainless steel bone screws, 
including two ground screws, were inserted into the skull. A 2.0mm diameter hole was 
drilled into the skull using a dental drill and the dura was removed. The base of the 
microdrive was aimed at the CA1 region of the left dorsal hippocampus (−3.5 AP, +1.9 
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ML). The craniotomy was sealed with Kwik Sil (World Precision Instruments, Inc., 
Sarasota, FL), the microdrive and ground wires were secured in place using dental acrylic 
(Henry Schein, Melville, NY) and C&B Metabond (Parkell, Inc, Edgewood, NY), and the 
surgical site was sutured shut. 
3.2.3 Electrophysiological recordings. Individually movable 24-tetrode microdrives were 
built in-house.  Tetrodes were spun from 12.5µm NiCr Kanthal fine wire (Sandvik, Palm 
Coast, FL) and gold plated for an impedance of 200kΩ at 1kHz.  At the end of surgery, 
each tetrode was lowered ∼850 μm into the brain. After 5 days of recovery, the tetrodes 
were lowered over 7–14 days toward the CA1 layer. After the experiments, 25 μA of 
current was passed through each tetrode for 30 s before perfusion and histological 
confirmation of tetrode placement. 
As previously reported (MacDonald et al., 2011), the electrical signal was 
referenced to a common skull screw and differentially filtered for single unit activity (154 
Hz–8.8 kHz) and LFPs (1.5–400 Hz). The amplified spikes from each wire were digitized 
at 40 kHz while the field potential was digitized at 1 kHz and monitored with the 
Multineuron Acquisition Processor (Plexon Inc., Dallas). Individual pyramidal neurons 
were isolated using Offline Sorter (Plexon Inc.) by visualizing combinations of waveform 
features (peak-valley, valley, peak, principal components, and time-stamps) extracted 
from wires making up a single tetrode (i.e., “manual cluster cutting”). Single-neuron 
selectivity was verified by the interspike interval histograms that contained no successive 
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spikes within a 2 ms refractory period. Single-neuron stability was verified by comparing 
cluster stability across a recording session. 
3.2.4 Behavioral paradigm. Prior to surgery, water-deprived rats were trained to retrieve 
water at several locations on a symmetrical wooden circular track (107cm in diameter) 
that contained 20 potential reward sites.  The reward sites were small water dishes with 
adjacent LEDs connected by an angle bracket. The location of the goal for each trial was 
chosen pseudo-randomly among 4-5 evenly spaced locations, with the goal never 
repeating more than three consecutive times. Each trial began with a blinking LED 
(300ms on, 700ms off) at the selected location and, when the rat was within 15cm of an 
LED-cued goal location, the light was held on for 5 seconds, after which 75µL of water 
was delivered from the adjacent water port. If the rat did not wait at the reward site within 
two minutes, there was a 15s ITI and then the task progressed to the next trial.  
Following surgery, rats were retrained on the LED-cued version of the task.  
When tetrodes were positioned in dorsal CA1, three new spatially defined goal locations 
(SP1, SP2, SP3) were introduced over the course of a week; these goal locations were not 
cued by an LED and could only be identified by memory of their location relative to 
extra-maze cues (overhead lights and large white cue card).  On Day 1, 30 LED-cued 
trials were presented and then SP1 was introduced with water delivered to that site prior 
to the rats’ arrival.  Rats initially found the new site by first searching unsuccessfully for 
water at the well-learned cued sites and then searching each well around the maze.  After 
finding the new spatial goal, SP1 and LED-cued trials alternated such that, after 
65 
 
 
 
completion of each LED-cued trial, the rat could run to the SP1 location and await a 
reward delivery; over the course of the first seven SP1 trials, the interval between arrival 
to the SP1 site and reward delivery ramped from 0.3 - 5s.  Data collected at the new goal 
sites during ‘ramped-training’ trials were not included in neural or behavioral analysis.  
On Day 2, rats were trained to alternate between SP1 and LED-cued locations for the 
shorter of 100 trials or 60 minutes.  On Day 3, the rats were given a block of 30 SP1 and 
LED-cued trials before SP2 was introduced.  Between LED-cued trials, rats were 
required to first visit SP2 then SP1, waiting at each location for 5s before a reward was 
presented.  On Day 4 the rat continued to be trained on SP2-SP1 and LED-cued trials.  
Day 5 began with a block of 30 SP2-SP1 and LED-cued trials, before SP3 was 
introduced.  Between LED-cued trials, rats were required to visit three spatial locations in 
the order SP3-SP2-SP1, waiting for 5 sec to receive water at each place.  Day 6 involved 
continued training on the three spatial locations along with the original LED-cued 
locations.  Following this sequence, rats were overtrained on the sequence of three 
positions for 1-12 days and then given at least two days on LED-cued trials only before 
being trained on a second sequence of spatial locations that never overlapped with LED-
cued locations. One rat was also trained on a third sequence.   
To assess the development of a schema as reflected in facilitation of new spatial 
sequence learning following initial sequence acquisition, I compared the latency to arrive 
at SP1 leading to a reward for trials on the first sequence to that for the second sequence 
over initial blocks of training trials (Figure 2E).  Analyses of learning focused on the 
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trials after ‘ramped-training’ when rats were required to wait five seconds at the 
appropriate reward site. 
Neural data with only SP1 and the cued sites are reported from 11 sessions from 
five rats. Data with SP2 and SP1 are reported from nine sessions with four rats and neural 
data with SP1, SP2 and SP3 are reported from seven sessions from three rats.  Data are 
reported from 15 learning sessions (either SP1, SP2 or SP3) from five rats, seven sessions 
in which the new goal location is one day old (from four rats), three sessions when the 
new goal is two days old (from three rats), and 27 sessions in which the new goal is 
8.34±3.61 days old (from three rats).  
3.2.5 Analyses. The timestamps of unit action potentials, rat position, and reward delivery 
times were imported into MATLAB R2012b for all analyses.   
Behavioral events were distinguished as periods of waiting (WAIT) when the 
animal arrived at a goal and remained within 15 cm of the goal site for 5 seconds prior to, 
and not including, reward delivery, and epochs of running (RUN) at velocity over 10cm/s 
within 4.2cm of a goal site, excluding events 7s before through 3s after reward delivery.   
Three spatial firing rate maps were constructed: one for WAIT events, one for 
clockwise RUN events, and one for counter-clockwise RUN events.  Occupancy on the 
circle track was linearized and binned at 8.4cm and not smoothed.  Analyses were 
performed separately for rate maps in each running direction and then averaged for a 
single RUN metric.  
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Temporal analysis of WAIT epochs was based on peri-event time histograms 
(PETHs) centered on reward delivery and binned at 250ms. I also defined cells as 
activated during WAIT events if a cell had an average firing rate above 2Hz and 30% of 
the maximum firing rate around reward delivery in any 250ms bin during the WAIT 
epoch (-5s to 0s to reward delivery).  The maximal firing rate was calculated ±20s around 
reward delivery. 
The local field potential (LFP) was taken from a channel with spiking units.  
Theta power was the power of the LFP band-pass filtered between 6-10Hz.  Sharp-wave 
ripples were events that were seven standard deviations higher than the average LFP 
filtered at 140-200Hz with minimum duration of 20ms and maximum duration of 150ms.  
The time of the ripple was the timestamp of the maximum waveform. 
To probe the organization of the schema I assumed that similar neuronal activity 
patterns observed when the rat is at different locations encode the common features of 
those events, whereas divergent firing patterns represent the distinct features of those 
events.  The commonality and divergence of representations at multiple locations were 
assessed in six analyses that emphasize different aspects of similarity in neuronal firing 
patterns:   
3.2.5.1 Cross-place activity. The similarity of temporal patterns of firing at multiple 
locations was measured by pair-wise multiplication of the firing rate histograms (-10s to 
+5s centered on reward delivery and binned at 250ms) at each location (mean 
goals/session = 5.78, range 4-8), normalized by the maximal firing rate (Figure 3D; 
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Figure 7 B,C).  The average cross-place activity (𝐂𝐏𝐀������) was computed between every pair 
of locations for each cell during rewarded epochs.   
CPA(t)��������� = 〈𝜆𝑖(𝑡) ∗ 𝜆𝑗(𝑡)
𝜆𝑚𝑎𝑥 ∗ 𝜆𝑚𝑎𝑥
〉 
λi(t) is the trial averaged firing rate at position i at time t relative to reward onset.  λj(t) is 
the firing rate at the equivalent time t relative to reward onset at position j.  𝜆𝑚𝑎𝑥  is the 
maximum average firing rate observed for that cell in any time bin at any location.  Firing 
rates below a sliding threshold were then set to zero, driving the product to zero, and 
resulting in a metric of cross-place activity over time that captures when high activity is 
present in two locations.  With a threshold up to 5Hz, a significant increase in CPA was 
observed upon arrival to the goal location. 
3.2.5.2 Firing pattern selectivity index. The degree to which cells had different firing 
patterns across locations was measured with a selectivity index (SI; Komorowski et al., 
2009; Wirth et al., 2003): 
SI(t) = 𝑛 −� �𝜆𝑖(𝑡)/𝜆𝑝𝑟𝑒𝑓(𝑡))�𝑛𝑖=1
𝑛 − 1  
 
Where n is the number of goal locations, λi(t) is the trial averaged firing rate at position i 
at time t relative to reward onset, and λpref (t) is the maximal trial averaged firing rate at 
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any position at time t.  SI values range between 1, indicating activity at only one location, 
to 0, indicating equivalent activity at all locations (Figure 4 A,B).   
3.2.5.3 Spatial selectivity index. Spatial selectivity was calculated based on each of the 
three firing rate maps.  Unlike the firing pattern SI,  λi  and λpref   did not vary over time 
and were based upon the average firing rate recorded at the goal locations (8.4 cm bin) 
during either WAIT map (Spatial SI WAIT) or the RUN maps (Spatial SI RUN) (Figure 
4E).  
3.2.5.4 Temporal pattern ensemble correlation. Population vectors were composed of the 
mean firing rates for simultaneously recorded cells at each reward location at each time 
bin centered on reward delivery.  The average similarity over time, 𝑪𝑶𝑹(𝒕)����������, was 
measured by calculating the Pearson correlation coefficient of the population vectors, 
𝑿𝒊(𝒕) 𝐚𝐧𝐝 𝑿𝒋(𝒕), at every time point, t, at pairs of locations, i  and j. Only ensembles of 
cells with a more than eight units with a baseline rate less than 4Hz were considered (22 
ensembles, avg. number of cells 14.9, STD 5.63, range 8-30).  Low correlations indicate 
distinctive coding (Figure 4F).  
𝐶𝑂𝑅(𝑡)���������� = ⟨𝑐𝑜𝑟𝑟�𝑋𝑖(𝑡),𝑋𝑗(𝑡)�⟩ 
3.2.5.5 Spatial ensemble correlation. As with the selectivity index, ensemble correlations 
were also calculated using the same three spatial firing rate maps: the WAIT map and the 
two RUN maps. The spatial ensembles were constructed by average firing rates recorded 
at the goal locations (8.4cm bin) during either WAIT or RUN.  The spatial ensemble 
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correlation was calculated by taking the average Pearson correlation coefficient of the 
spatial ensembles recorded at each goal site (Figure 7 D,E,F).  
3.2.5.6 Bayesian decoding. The extent to which firing patterns across locations differ 
should be reflected in accurate decoding.  The spatial posterior distribution was 
calculated using the firing rates from both RUN and WAIT epochs using every other 
500ms block of spiking and positional data.  Time was binned at 250ms and the spatial 
firing rate map was binned as described above.  Decoding accuracy was defined as the 
conditional probability of occupying the actual location given the observed spike counts 
for the time blocks not used to create the posterior distribution (Zhang et al., 1998) 
(Figure 5).  Decoding was only applied to sessions with ensembles of cells of more than 
eight units with baseline rates less than 4Hz. 
3.2.5.7 Changes in firing patterns on the day of learning.  To measure the extent to which 
neuronal firing patterns changed with learning, spatial firing rate maps were made for all 
periods when the rat's velocity was over 10cm/s before and after introduction of the new 
goal or for the first and second half of a session without new learning. Remapping was 
measured by Pearson’s correlation of each cell's before and after rate maps.   
To measure learning-related changes in firing patterns during WAIT events, 
ensemble vectors of the average firing rates recorded at each WAIT site before and after 
learning were correlated (Figure 7F).   
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3.2.5.8 Changes in firing patterns over days.  Two methods were used to study how cells 
encoded WAIT events across days.  First, the spatial ensemble correlation was used to 
compare the new WAIT site to each of the well-learned, LED-cued sites.  The average of 
these pair-wise correlations was used as a metric for ensemble discrimination of the new 
WAIT event (Figure 7E).  Second, I used a single cell metric to analyze cells that were 
active at the new WAIT site on every day after learning.  For these active cells, a cell's 
average rate at the new site (8.4cm bin) was subtracted from its rate at the other LED-
cued WAIT sites.  The minimum firing rate difference between the new and original sites 
was then calculated to measure the degree to which new WAIT site was differentiated 
from any other WAIT site.    
3.2.5.9 Principal Component Analysis.  For visualization purposes, PCA was used to 
reduce the N-dimensional (N = number of cells in the ensemble) representation of the 
goals.  PETHs recorded on each trial were converted into z-scores based on overall firing 
rate means and standard deviations.  The firing rates were then transformed into principal 
component space using the covariance of firing rates between neurons recorded ±20s 
around goal delivery.  For each goal location, the trial-averaged scores of the first two 
components are plotted as a function of time to reward (Figure 8B).   
To show how the spatial representation of new and old WAIT events changed 
over days, firing rate maps for each cell were computed as described and then z-score 
normalized.  Ensemble vectors were created using the average rates for each cell at each 
goal location.  These vectors were then transformed into principal component space 
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based off of the covariance of the firing rates recorded across all locations. For each goal 
location, the first two components of the spatial ensemble representation are plotted 
(Figure 8C).   
3.2.5.10 Significance testing.  Metrics that were normally distributed were compared 
using ANOVAs and student's t-test.  However, most metrics were not normally 
distributed and therefore significance testing of means was done using Monte Carlo 
sampling with replacement with 10000 repetitions (bootstrap).  Changes from baseline 
were measured as the difference between the averages at every time point against a 
baseline calculated from the average -20 to +20s around reward delivery.   
3.3 Results 
3.3.1 Rats rapidly new spatial goal locations.   
Rats were trained on a task that required them to learn new goal sites in an 
environment with several well-learned goal locations (see Figure 2).  Rats first learned to 
wait five seconds at one of several LED-cued locations to retrieve a water reward. Over 
the course of six days, 1-3 new spatially defined goal sites were progressively introduced 
(SP1, SP2, SP3).  Rats learned these new goal locations as reflected in significantly 
increased percentage of time spent in the rewarded area (not including reward 
consumption) after introduction of the reward (Figure 2 C,D; 2-way ANOVA main effect 
of time F(1,24) = 91.55, p = 11.6-9).   
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Schemas are commonly characterized as facilitating new learning that is 
consistent with prior accumulated knowledge (e.g., Tse et al., 2007).  Here, to examine 
whether initial acquisition of a spatial goal sequence facilitated subsequent learning of 
second spatial goal sequence, I compared the latency to arrive at the first spatial goal 
(SP1) of the first learned spatial sequence to that for the second spatial goal sequence.  As 
shown in Figure 2E, during initial spatial sequence acquisition, rats arrived in 
substantially longer latencies in first trials after the response requirement reached 5 sec 
(see Methods), and thereafter latencies shortened.  During learning of the second spatial 
sequence, unlike in the first sequence, latencies were initially low (2-way ANOVA: main 
effect of sequence, F(1,3) = 19.93, p = 0.0004; time X sequence interaction, F(2,3) =0 
.0038, p = 0.0038;  post-hoc paired t-test for trials 1-4, t(3) = 5.11, p = 0.014) and 
remained low throughout testing.  Savings in learning, as reflected by the significantly 
lower latencies during the second sequence, suggest that rats developed a schema for 
learning goal sequences that occurred within the familiar context. 
3.3.2 Hippocampal neurons activate during multiple well-learned WAIT events  
I first characterized how learned WAIT events are organized within a well-
established schema of goal locations for which the rat has had at least two days of 
training. Within a well-established schema, it is expected that related memories will be 
both differentiated and linked via “nodes” that are characterized by similar 
representations of the common features between events. To investigate 
whether hippocampal networks contain a schema of WAIT events at multiple goal 
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locations, I first asked whether the same behaviors at different locations were represented 
similarly by firing patterns of hippocampal neurons.  Then I also asked whether these 
WAIT representations also differentiated distinct memories of goal locations. 
 
 
Several single neuron and ensemble analyses were adopted to characterize firing 
patterns of putative CA1 pyramidal cells (n = 410, avg. firing rate = 0.40 ± 0.021 Hz) 
through time and space.  These analyses focused on WAIT events when rats stopped at 
the goal loci prior to reward delivery and RUN epochs when rats ran through the 
locations and no reward was available. WAIT epochs allowed me to assess firing 
Figure 2 Summary of behavior at goal 
sites. (A) The rat must visit the two 
spatial positions (SP1 and SP2) in 
order, waiting at each for 5s for water 
reward. The next sequence begins with 
a LED-cued trial in one of four 
positions chosen pseudo-randomly.  
(B) The average velocity and 
acceleration profile as the rat 
approached and waited at the goal 
sites. (C) The percentage of time a rat 
spent in the new spatial position not 
including reward consumption in a 
sliding 2 minute window throughout 
an example session.  Red tick marks 
indicated the time in which the new 
spatial location was first introduced.  
(D) The average percentage of time 
rats spent in the new spatial location 
before and after its introduction for all 
rats and for one, two or three spatial 
goal locations, SP1, SP2, and SP3, 
respectively.  (E) The latencies to 
arrive at SP1 for the first and second 
spatial sequence significantly differed 
in the early trials (trials 1-4) at the full 
5 sec wait period thus showing that 
learning one spatial sequence 
facilitated the learning of another.  ** 
p = .01. 
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associated with anticipatory behavior at the goal location, whereas RUN epochs provide a 
baseline of spatial firing without the anticipatory behavior.   
Examination of firing patterns before and during WAIT events revealed that many 
cells fired at multiple goal locations (Figure 3A).  For example, Cell 1 in Figure 3A had 
two firing fields around the spatially separate goals sites 1 and 12 and did not fire at other 
goal locations, while Cell 2 fired at goals 1, 17 and 12.  An analysis of the number of 
locations where activation occurred during WAIT events revealed that 40% of neurons 
were active during WAIT events at one location, 15.6% at two locations, and 9.8% at 
more than two goal locations, indicating that 39% of the neurons that were active during 
at least one WAIT event fired during more than one WAIT event.   
Firing associated with WAIT events was not uniform in time such that, upon 
arrival to a subset of goal areas, neurons often released a burst of spikes followed either 
by a period of decaying activity or silence (Figure 3 B,C).  This firing pattern can be 
observed clearly in the firing behavior of Cell 6 in Figure 3B, which increased firing rate 
upon arrival to locations 1 and 12 and decreased firing at the other two locations.  
Comparing the average response from all cells that activated during WAIT events versus 
those that did not, activation during WAIT events was characterized by an increase in 
firing rate upon arrival (5s before water delivery) to the goal site followed by a slowly 
tapering level of firing during WAIT events.  In contrast, cells that did not exceed the 
activation threshold at WAIT locations decreased firing rates from baseline (Figure 3C).   
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Figure 3 Cells fire at multiple goal sites (A) Example rate maps (both RUN and WAIT events) for 12 cells 
that fired at multiple locations goal locations (numbered). The color for each rate map is scaled to each 
cell's maximum firing rate reported in parentheses by the cell label. (B) Histograms from two cells centered 
on reward delivery at t=0s. Each block is a different reward site.  The grey bars indicate the 5s the rat 
waited for reward.  Black arrows show burst of firing upon arrival, red arrows show slight decrease in 
baseline firing rate as rats wait for reward.  (C) Mean cell firing rate during active WAIT event (black) and 
during non-active WAIT event (red). Black bar is significant firing above baseline (p < .05) for the active 
cells, and red bar is significant firing below baseline for the non-active cells. (D) The cross-place activity 
was calculated as the product of a cell’s normalized firing rate during approach to two goal locations.  On 
average, cells were more likely to be active in multiple locations during the beginning of the WAIT period.  
(E) The power of theta decreases upon arrival to the goal site and further still after reward consumption.  In 
contrast, the number of sharp-wave ripples increased only after reward consumption, indication that the 
burst of activity upon arrival to the goal is not due to a ripple event. Black bars show data above baseline, 
red bars represent data below.  The top error bars show significance testing for theta power and the bars 
underneath correspond to analysis of sharp-wave ripples. 
 
To examine the similarity of activation patterns across locations, I measured 
cross-place activity (CPA) between all pair-wise combinations of WAIT events at well-
learned sites for all cells.  This analysis revealed a common activity peak at the beginning 
of WAIT events, followed by diminished cross-place activity during the course of the 
ensuing WAIT event (Figure 3D).  The CPA increase at the outset of WAIT events was 
observed even after setting rates below a sliding threshold to zero (see methods) to 
measure only time points of high activity in both goal locations.  
The activation of cells at the goal site coincided with the rat decelerating (Figure 
2B), thus possibly confounding a change neural activity due to reduction in running speed 
with firing that encodes the WAIT event per se.  The firing rate of hippocampal cells 
generally is positively correlated with running speed (McNaughton et al., 1983; Geisler et 
al., 2007), except for the brief bursts of activity during sharp-wave ripples when the 
animal is typically not moving (Buzsaki et al., 1983, O'Neill et al., 2006).   Here I also 
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observed a positive correlation between running speed and population firing rate in the 20 
seconds prior to arrival to goal sites (r = 0.24, p = 4.9-167) and a weak but significant 
positive correlation between acceleration and population rate during the same epoch (r = 
0.02, p = 0.01).   In contrast, during WAIT epochs population firing rate was negatively 
correlated with acceleration (r = -0.11, p=5.7-15) though the positive correlation with 
velocity was maintained (r = 0.25, p = 4.35-70).  Most important, even though the velocity 
and acceleration profiles were very similar at all goal sites, cells were never active at all 
the goal locations. Also, the probability of observing sharp-wave ripples was lowest upon 
arrival to the goal sites (Figure 3E).  Combined, these observations show that the burst of 
activity upon arrival to the goals cannot be explained simply by changes in running 
speed, acceleration, or spiking in a sharp-wave burst, suggesting they likely reflect neural 
processing related to behavior during the WAIT events. 
3.3.3 Hippocampal activity distinguishes well-learned WAIT events at different locations 
In addition to relating memories by their common features, schemas must 
distinguish memories by differences in their features.  There are potentially many ways 
by which hippocampal ensembles could discriminate memories.  A simple mechanism for 
generating a high degree of memory separation would be for cells to activate during a 
single event and remain silent for others.  Another possibility is that cells distinguish 
events based on firing rate and previous studies have shown that rate differences could 
allow for comparable discrimination as the simpler, binary coding scheme (Leutgeb et al., 
2005).  Finally, it is possible that while single cells may discriminate a subset of events  
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Figure 4 Ensembles differentiate well-learned goals (A) The average of cells' selectivity index (SI) as 
measured by the PETH recorded at each WAIT location.  The SI increased upon arrival to the goal site (t = 
-5s) and remained high until just after reward delivery.  (B) The same selectivity metric but calculated only 
for cells that were active at multiple sites.  The SI for only the sites in which a cell was active decreased 
upon arrival to the goal sites during the same period of high cross-place activity.  (C) The firing rates of 
two cells at each WAIT site as calculated from the firing rate map (left) and the PETH (right).  During 
WAIT epochs the firing rate is more selective to the preferred goal location. (D) The average z-score firing 
rate as calculated from the firing rate map is higher during RUN epochs at sites in which the cell does not 
activate during WAIT epochs, while there is no difference in rate at the sites for which a cell is active 
during the WAIT epoch. (E) For cells that are active for multiple WAIT epochs, the selectivity across the 
active sites is equally poor during WAIT and RUN epochs, though across all goal locations, selectivity is 
higher during WAIT epochs, indicating that cells are selective during WAIT epochs due to decreases in 
firing rate in locations where they were active during RUNs.  (F) The ensemble correlation decreased upon 
arrival to the goal location indicating more distinct neural representations.  Red bars show significant 
(bootstrap, p < .05) epochs below baseline and black lines shows epochs above baseline. 
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poorly, on the ensemble level those events are well discriminated due to the contribution 
of other cells that are selective to that subset.  I explored whether any of these three 
coding scenarios could describe how cells distinguish goal sites from one another. 
Though many neurons were active at the outset of multiple WAIT events, these 
events could be potentially discriminated by firing rate and differing temporal patterns of 
activity.  For example, Cell 6 depicted in Figure 3B fired during WAIT events in two 
locations with different firing rates at different times and decreased firing rate at the other 
two locations.  To evaluate the extent to which WAIT events at different locations were 
associated with distinct temporal firing patterns, I calculated the SI for each cell (n = 
410) during WAIT events at all well learned goal locations. There was a prominent 
increase in SI that began upon arrival at the goal and persisted throughout the 5s WAIT 
period, indicating that single neurons highly discriminated those events at different 
locations (Figure 4A).  When these analyses were restricted to cells that were active in 
multiple locations (n = 164), there was a drop in selectivity for the locations in which a 
cell showed cross-place activity (Figure 4B).  This drop in SI can be seen in Figure 4B 
upon arrival to the goal site, the same time in which cells showed high CPA.  While 
many cells discriminated WAIT events by being active only at a single site, other cells 
encoded a subset of the WAIT events similarly by increasing firing rate upon the outset 
of the events. 
While the SI analysis can capture the temporal dynamics as rats remain within the 
15cm of the goal site, this time series analysis is potentially confounded by differences in 
occupancy of specific locations; so, firing rates at the goal locations were additionally 
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analyzed based on the average firing rates, as calculated from the spatial rate map, at goal 
locations during WAIT and RUN events. As can be seen in the examples in Figure 4C, 
cells showed different firing rates during WAIT and RUN epochs through the same goal 
locations.  In the example shown in Figure 4C, Cell 1 fired in locations 6 and 17 during 
RUN epochs, but during WAIT epochs only fired in location 6 and was virtually silent in 
the other locations, as demonstrated by the low firing rates in locations 1, 12 and 17 
during the WAIT event in the adjacent histogram.   In both examples, the cells fired in 
more goal locations during RUN events.  The difference in firing rate during RUN 
epochs was not a general increase in drive to the cells since there was no difference in 
firing rate during WAIT epochs (mean rate = 2.30 ± 0.13 Hz) as compared to the RUN 
epochs (mean rate = 2.20 ± 0.11 Hz) through the goal location in which a cell was active 
(bootstrap, p = 0.56) (Figure 4D).  In goal locations in which a cell was not active during 
WAIT events, firing rates increased during RUN events (mean rate WAIT = 0.30 ± 0.03 
Hz; mean rate RUN = 0.49 ± 0.03 Hz; bootstrap, p < 0.0001) (Figure 4D).  It is 
important to note that cells never fired at all goal locations during WAIT events despite 
identical behavioral demands.  By definition, locations in which a cell was active were 
associated with significantly higher average firing rates than locations in which a cell was 
not active (bootstrap, p < 0.0001) 
As suggested by these rate differences, hippocampal neurons discriminated 
locations during WAIT events (spatial SI = 0.83 ±  0.01) better than during RUN events 
(spatial SI = 0.79 ±  0.01) through the same locations (bootstrap, p = 0.039).  This 
difference in spatial discrimination during WAIT and RUN epochs was more pronounced 
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in the cells that were active in multiple locations (spatial SI WAIT = 0.77 ± 0.01, spatial 
SI RUN = 0.72 ± 0.01; bootstrap, p =0.009)  (Figure 4E).  However, for the same cells, 
there was no difference in spatial SI when the analysis was restricted to only the subset of 
goals in which a cell was active (spatial SI WAIT = 0.58 ± 0.02, spatial SI RUN = 0.58 ± 
0.02; bootstrap, p =0 .93) (Figure 4E).  Therefore, single cells better discriminated goal 
locations during WAIT events by limiting the number of events for which they were 
active and not by increasing rate differences in the subset of active locations. 
Given that many cells fire at multiple locations, I tested the extent to which the 
pattern of population activity distinguished WAIT events at different locations.  As rats 
approached the reward site and waited for the water reward, the pair-wise correlation of 
ensemble activity of all putative pyramidal cells recorded at well-learned goal locations 
decreased upon arrival and remained low throughout the 5s WAIT epochs (Figure 4F).  
Therefore, as the rat arrived at different goal locations, there was a rapid change in 
hippocampal activity that resulted in the associated neural ensembles becoming less 
similar.  Spatial ensemble correlation also indicated that goal locations were less 
correlated during WAIT epochs (spatial ensemble correlation = 0.176 ± 0.02) than RUN 
events (spatial ensemble correlation = 0.22 ± 0.02) through the same location (bootstrap, 
p = 0.044).  These findings show that while a subset of cells showed common activity in 
a subset of WAIT locations, the ensemble of neurons discriminated WAIT events 
throughout the entire 5s WAIT period.  
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Figure 5 Decoding accuracy is maximal at goal sites (A) Bayesian decoding of hippocampal spiking data 
revealed the highest probability of the rat occupying its actual location upon arrival to the WAIT site. (B) 
Also during arrival, the probability of decoding the rats' position to the wrong location and (C) the overall 
uncertainty of the rats' location (Shannon's entropy) were less than baseline (red line).  Black bar indicated 
significant (p < .05) deviations from baseline. 
The analyses above relied upon averaging firing rates over space or over time and 
only considered how distinct goal locations were from one another rather than being 
globally distinguished from other maze locations.  To estimate the overall discrimination 
of WAIT events at each moment in time, I examined Bayesian decoding of neural 
activity for the locations of different WAIT events. The best decoding accuracy was 
observed at the beginning of the WAIT epochs when there was the highest probability of 
the rat occupying its actual location based on ensemble activity (Figure 5A).  Consistent 
with my results on high spatial selectivity and low ensemble correlation during WAIT 
epochs, the beginning of WAIT events was also associated with low probability of the rat 
occupying the other goal locations spatially separate from the rat's actual location (Figure 
5B).  In addition, the overall uncertainty of the rats' location (Shannon's entropy) was 
lowest during the beginning of the WAIT epochs (Figure 5C), showing that the rat was 
least likely to be in any other location other than its actual location during WAIT event.  
Therefore, despite the subset of cells that fired in multiple goal locations, on the ensemble 
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level WAIT events were well discriminated from one another and from locations 
elsewhere on the track. 
 
3.3.4 Hippocampal coding of new and previously-learned WAIT events changes over 
days 
I also explored characteristics of firing patterns prior to new learning that predict 
the assimilation of representations of new WAIT events with learning.  Based on the 
property of schemas by which new learning is accelerated for material that is most 
consistent with existing schema structure (Bartlett 1932; Tse et al., 2007), I hypothesized 
that cells that begin to fire during WAIT events with learning would be the same cells 
that already fired during WAIT events prior to new learning.   
To examine this prediction, I introduced a new, spatially-defined goal location 
mid-way into a recording session to determine how cells change firing at the new and old 
goal locations with learning.  I distinguished cells (n = 44/192) that were activated (see 
methods) during the WAIT event at the new goal site from those that fell below this 
activation threshold.  These cells showed clear activity at the new WAIT location, but 
also at previously learned WAIT locations (e.g. Figure 6, Cell 1 in locations 1,3, and 6).  
The average response during the WAIT event of all cells that were active at the new site 
was a strong initial burst of activity upon arrival to the site followed by a decrease in 
average firing rate as cells that were active stop firing (Figure 7A). Also, cells that were 
not active during new WAIT events showed a slight decrease in firing rate during the 
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WAIT event as can be seen by the lower than baseline firing rate starting 5s before 
reward delivery (Figure 7A).   
Before the new goal site was introduced, 91.3% of cells that would become active 
at the new goal site were active at the previously learned WAIT locations.  These active 
cells also fired at more of the previously learned WAIT locations (2.26 ± 0.22 sites) than 
those cells that were not active at the new site (1.39 ± 0.07 sites; bootstrap, p < 
0.0001)(Figure 7B, inset). CPA analysis showed that this activity common to multiple 
locations occurred as rats arrived to the goal locations (Figure 7B).  These results suggest 
that the networks that encoded the new goal locations were those that were active during 
other WAIT events. 
After introduction of the new WAIT site, cells that were active at the new WAIT site also 
showed activity at previously-learned WAIT sites (mean number of sites = 2.29 ± 0.20) as 
reflected in a high cross-place activity between the new goal location and the other goal locations 
at arrival (Figure 7C).  To determine whether the high CPA between new and original locations 
was associated with similar ensemble activity at new and original WAIT events, spatial ensemble 
correlations (10 ensembles with 16.0 ± 1.25 cells) were calculated in a pair-wise fashion between 
the new WAIT site and original WAIT sites before and after learning (52 pairs total).  These 
analyses showed that before learning, activity during RUNs through the to-be-rewarded site was 
poorly correlated (r = 0.10 ± 0.04) with activity during RUNs through the other goal sites (Figure 
7D).  However, after the introduction of the new WAIT site, the ensemble activity at the new 
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Figure 6  Six cells that fired during the new WAIT events. Cells that fired at the new WAIT locations also 
fired at original WAIT locations before learning (e.g. cell 2 in location 14) and/or after learning (e.g. cell 1 
in locations 1 and 6). Cells also increased firing rate at goal locations where they were not active prior to 
the new WAIT event (e.g cell 5 begins to fire in location 1). 
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Figure 7 New WAIT events are represented by cells that fired at old WAIT events. (A) The average firing 
rate at the new WAIT site for cells that were active and those that were not (blue). Red bar shows epochs of 
firing rate significantly above baseline for the active cells, the blue bar is epochs below baseline for non-
active cells. (B)  Cells that were active at the new goal site (red) fired upon arrival to multiple WAIT events 
prior to the introduction of the new goal site, as can be seen by the high CPA. Black bar shows epochs were 
the CPA prior to learning is above baseline and higher for cells active at the new goal site as compared to 
the CPA for cells not active at the new goal site (blue). Inset Distribution of the number of sites in which a 
cells (red=active at new site, blue=not active at new site) were active before the introduction of the new 
site. (C) Cells that fired at the new WAIT location fired at original WAIT locations after learning as seen 
by a high CPA between original and new sites. Inset Distribution of the number of sites in which a cells 
(red=active at new site, blue=not active at new site) were active after the introduction of the new site. (D) 
Before introduction of the new WAIT site, ensemble activity at the goal sites was poorly correlated (new vs 
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old).  After the new WAIT site was introduced, ensemble activity at the new site became more correlated 
with activity at the previously learned goal sites (new vs old). In contrast, ensemble correlation at the 
original goal locations remained low throughout learning (old vs old).  (E) In the days following the 
introduction of a new WAIT site, the average ensemble correlation between that location and the well 
learned LED-cued location decreased, indicating increased distinctiveness of the WAIT event 
representation over time. (F) The distribution of ensemble correlations of the over-trained LED-cued sites 
for the 1st and 2nd half of a recording session on learning days (blue) and days with only LED locations 
(red).  The distributions significantly differed and  the representation of the well learned locations changed 
more on learning days as shown by lower average ensemble correlations (inset).  
site became more correlated with activity at the previously learned goals during both 
RUN (r = 0.32 ± 0.04, p < 0.0001) and WAIT (r = 0.33 ± 0.08, p =0.003) events (Figure 
7D).  This high correlation between the new WAIT site and previously learned WAIT 
sites was in contrast to the low ensemble correlations restricted (r = 0.14 ± 0.04) to the 
previously learned WAIT events (bootstrap, p = 0.02) (Figure 7D).   
To address at what point activity at the new WAIT site became decorrelated with 
activity at other WAIT sites, I tracked activity during WAIT events in the days following 
learning.  Activity at the new WAIT site was only compared to the over-trained LED-
cued sites in order to see how new information was incorporated into the well-established 
schema.  On the first day of learning, the ensemble activity at the new WAIT site showed 
the highest correlation with activity at the LED-cued sites (Figure 7E). Over the course of 
days, the spatial ensemble correlation between the new WAIT site and the over-trained 
LED-cued sites decreased, such that there was a significant correlation between time 
since learning and the average spatial ensemble correlation between new and original 
WAIT sites (r = -0.45, p = 0.009).  
High average ensemble correlations between new and original WAIT sites were 
thought to be due to single cells that fired at a similar rate at the new WAIT and at one or 
more of the original WAIT sites.  As suggested by the change in ensemble correlation, 
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the smallest rate difference between the new and original sites was observed on the day 
of learning (rate = 1.73±.49 Hz) and increased over the course of days giving rise to a 
significant correlation between minimum rate difference and days post-learning (see 
methods) (r = 0.42, p = 0.02).  
The pair of locations that produced the minimum rate difference was not 
necessarily the closest two locations in actual space as there was no correlation between 
the distance between the goal sites and minimum rate difference (r = 0.12, p = 0.53).  
Furthermore, there was no correlation in the total amount of distance traveled during the 
WAIT epoch and the number of days since learning (r = -0.14, p = 0.36), suggesting that 
there was no systematic change in behavior at the new WAIT site in the days after 
learning.    
These data suggest that integrating the new goal location into the pre-existing 
schema involved cells initially generalizing the original WAIT events to the new WAIT 
event, but over extended time, the full set of goal locations became well distinguished by 
hippocampal cell activity. 
 
3.3.5 Learning induces modification of pre-existing schemas to accommodate new memories 
After characterizing the dynamics of the schema for previously acquired goal 
locations, I next analyzed how an established schema changes to assimilate new WAIT 
events. I observed that learning a new goal location caused a remapping of spatial firing 
90 
 
 
 
patterns as shown by a lower correlation of the spatial firing rate maps before and after 
learning (r = 0.44 ± 0.02) than the correlation of rate maps of the first and second half of 
a session without new learning (r = 0.53 ± 0.02; bootstrap, p = 0.002).  Rate map 
correlations did not differ between the learning sessions for the first (r = 0.45 ± 0.04), 
second (r = 0.45 ± 0.04) and third  goal locations (r = 0.43 ± 0.04)(all p > 0.19) and the 
rate map correlations for each of these three types of learning session were lower than the 
rate map correlations on days without learning (bootstrap, all p < 0.05). These results 
indicate that each new learning event caused an equivalent degree of reorganization in 
hippocampal networks.  
More specific to theories of schema modification, it is expected that the 
assimilation of new information causes changes in the pre-existing schema to 
accommodate new memories, and this should be reflected in substantial changes in firing 
rates during the WAIT events.  To calculate how the representation of a goal site changed 
over the course of a session, the spatial ensemble correlation was calculated between the 
1st and 2nd half of the recording sessions. Low correlations indicate a change in the 
representation of the WAIT sites. On days with only LED-cued locations, the majority of 
WAIT events had a stable representation as indicated by the high average spatial 
correlation between the first and second half of the session (Figure 7F).  In contrast, on 
days with learning, some sites maintained a stable representation throughout learning 
(e.g. in Figure 6, Cell 5 in location 6), while other locations were associated with cells 
that changed their firing rates as the new goal location was learned (e.g. in Figure 6, Cell 
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5 in location 1; Cell 1 in location 6).  The learning of the new goal site was 
accommodated by changes in firing rate in at least a subset of the original goal locations 
as seen by a lower average spatial correlation between the first and second half of 
sessions with learning (r =0.57 ± 0.05) versus days without (r = 0.79 ± 0.03; bootstrap, p 
= 0.002) and a significantly different distribution of correlations for days with and 
without learning (Kolmogorov-Smirnov statistic = 0.38, p = 0.004) (Figure 7F).  
 
Figure 8  Schemas are dynamic at multiple time scale. (A) The circle track consisted of 20 possible water 
ports 22cm apart of which 4-8 ports could be rewarded during a single session.  (B) The number boxes are 
the identity of a rewarded water ports and the new goal site is depicted in black with white text.  The 
ensemble representations of the WAIT events are plotted by the first two principal components at each time 
relative to reward. The top row is the pre-learning schema and the bottom row is the post-learning schema 
with the addition of the new goal location plotted in the same PC space. At arrival (-5s to reward), the 
representations of the goal locations became less correlated due to the fact that the ensemble representation 
of the goal locations occupy different regions of hippocampal state space.  In the post-learning schema, pre-
existing locations are represented differently by the same ensemble, but original WAIT events are still well 
discriminated by the hippocampal network.  (C) Immediately after learning, the new WAIT site is 
represented similarly to pre-existing WAIT sites, as visualized by the new and original WAIT sites 
occupying a similar region of PC space.  Over the course of days the new WAIT site is represented 
differently from the original WAIT sites as seen by an increase in the distance between the new WAIT site 
to the old.  The data are plotted from different sessions and different rats to clearly depict the trend 
described in Figure 7E.  
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3.3.6 Schemas are dynamic during task performance and across days 
I examined the structure of neural ensemble representations of the WAIT events 
at different locations (Figure 8A) in terms of projections onto the first two principal 
components of the ensemble (see methods) (Figure 8B, C). This analysis revealed that 
hippocampal schemas of WAIT events were dynamic in two ways.  First, during stable 
performance, as the rat traversed the maze and arrived at the goal there was a rapid 
distortion of the schema (Figure 8B). Upon arrival and as the rat awaited reward, the 
WAIT events were represented in different regions in hippocampal state space, thus 
increasing cells’ spatial selectivity and decreasing ensemble correlation between 
locations.  Thereafter the representations of WAIT events converged.   
Second, upon learning a new WAIT location, the existing schema accommodated 
during learning to assimilate the new WAIT events.  The WAIT events in the updated 
schema were represented in a different part of hippocampal state space, however, as 
before the pre-existing goals were well distinguished (Figure 8B). The new WAIT events 
in the updated schema were initially represented similarly to the pre-existing WAIT 
events.  Over the course of days, the new WAIT location became well distinguished from 
the old, as visualized by an increase in the distance between the new and original goal 
locations in the principal component space (Figure 8C).   
 
3.4 Discussion 
I observed that incorporating a new goal location into a pre-existing schema of 
goal locations changed the hippocampal network in several ways.  First, cells that fired at 
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original goals began to fire at the new goal site in addition to firing at the previously 
learned goal sites.  The common activity across the new and original goal locations 
diminished the discriminability of the new goal location by hippocampal cell firing.  Only 
in the days after learning did the representation of the new goal location become 
decorrelated from those recorded at the original goal locations. I also observed that firing 
at the original goal sites changed as the new goal location was learned.  Despite the 
plasticity that occurred as new goal information was accommodated, the ensemble 
continued to discriminate the well learned goals during reward anticipation. 
Several previous studies have reported that changing a goal location does not 
influence place cell firing (Speakman and O’Keefe, 1990; Trullier et al., 1999) while 
others report shifts in the mapping of goal locations (Gothard et al 1996b; Kobayashi et 
al., 1997) and more recent studies have shown that there may be an over-representation of 
goal areas in a water maze task (Hollup et al., 2001) and in paradigm that require 
association of reward and location (Dupret et al., 2010).  However, in all of these studies, 
goal locations were moved, rather than added as in the current study, and were aimed at 
examining the influence of the goal event on spatial mapping.  By exploring the addition 
of goal locations to a pre-existing and continuing representation of goal events I am able 
to observe the evolution of a schema for the same behavior at multiple goal sites within 
an environment.  
My findings that cells change their firing patterns at both original and new sites 
parallel several studies that have focused on the spatial firing patterns of hippocampal 
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place cells as animals explore multiple environments with overlapping features.   These 
studies have shown that alterations in salient spatial or non-spatial cues often result in a 
“partial remapping” of the spatial firing patterns of hippocampal neurons, reflected in a 
combination of subsets of place cells that maintain their spatial firing patterns and other 
cells that cease firing or develop a new spatial firing pattern.  Partial remapping has been 
observed when spatial cues are eliminated or reorganized (Shapiro et al., 1997), when rats 
move between environments with identical local spatial cues (Skaggs and McNaughton, 
1998), and in the same environment when task demands are changed (Markus et al., 
1995).  Partial remapping could both distinguish experiences that share overlapping 
features and bind related experiences via coding elements that are common across 
representations (Eichenbaum, 1999).   
Computational models (see Chapter 1.3) highlight the deleterious effects of 
learning on retrograde interference which would manifest as remapping.  Indeed, 
remapping at old sites occurred which suggests that new information was integrated 
within the existing related network.  However, despite this remapping, critical features of 
the code for the goal locations was preserved, such as their discriminability, suggesting 
that the interference was not ‘catastrophic’. The learning-induced partial remapping at the 
over-trained goal locations may be essential in maintaining the structure of original and 
new location memories and blocking this plasticity could result in the reconsolidation 
deficits observed in many studies (see Chapter 2)(Debiec et al., 2002; Morris et al., 
2006).   
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Other studies that have also included common stimuli or behavioral events in 
different places, have observed hippocampal neurons that fire in response to the common 
events.  Wood et al. (1999) reported similar firing patterns of hippocampal neurons when 
rats sampled the same odors in different places while performing a delayed non-match to 
sample task.  Similarly, Singer et al. (2010) reported “path equivalence” of spatial firing 
patterns of hippocampal neurons as rats traversed separate but parallel segments of routes 
through a maze.  Notably, in these experiments, and in several others where rats traversed 
a common path segment while pursuing different trajectories (Wood et al., 2000; Frank et 
al., 2000; Ferbinteanu and Shapiro, 2003; Smith and Mizumori, 2006; Bahar et al., 2012), 
some neurons have similar activity associated with the common events, whereas others 
fire distinctly, thus disambiguating overlapping memories.  In monkeys (Hampson et al., 
2004) and humans (Quiroga et al., 2005) neurons have been observed that fire similarly 
in response to stimuli that are visually quite various but are similar in meaning (e.g., a 
cell that fires to various views of the same famous person, and even the name of that 
person).  Such “categorical” (Lin et al., 2005; Hampson et al;, 2004) and “invariant” 
(Quiroga et al., 2005) firing patterns are consistent with the findings on rodents indicating 
that hippocampal neurons can link between related memories via common coding 
elements (Eichenbaum 2004).  
In the well-learned schema, the common coding of reward sites was not at the 
expense of pattern separation, though this was not the case for newly learned goal 
locations.  The cells that fired in the new goal learning were those that fired at other goal 
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sites suggesting the incorporation of new cells into related networks.  The stronger 
correlation between the new and original goal locations may share a common mechanism 
with the over-representation of the escape platform in a water maze paradigm (Hollup 
2001; Fyhn et al., 2002).  In those studies, when the goal was moved, cells that fired at 
the original goal locations tended to fire in the new goal location, though only during the 
early phase of learning.  Furthermore, just as I have reported, several of the cells had 
multiple fields on the annular water maze.  However, since the goal location was moved 
– and not added – in the water maze experiments, it is unclear whether cells in those 
studies came to relate the new and old goal locations through common firing.  
I observed that while cells fire at multiple locations during learning, the 
disambiguation of those locations takes days, potentially involving processes of 
consolidation.  These results are reminiscent earlier studies that have shown that multiple 
exposures can be necessary for CA1 cells to distinguish arenas that differ only by the 
color of a cue card (Bostock et al., 1991) or how rotations of proximal and distal cues 
affect place cell firing (Shapiro et al., 1997; Brown and Skaggs et al., 2002).  When a rat 
must choose between one of several well-learned trajectories through the same space, the 
different trajectories are encoded by anti-correlated representations in CA1 (Bahar et al., 
2011), suggesting that experience may increase the degree to which one representation 
suppresses competitors.  
Common firing across locations was especially prominent during running through 
goals as compared to waiting in the same locations.  In mice (Kentros et al., 2004) and 
rats (Fenton et al., 2010), goal directed behavior increases the spatial information (spatial 
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discrimination) of hippocampal activity, and it has been suggested that decreases in 
spatial information during foraging may be due to multiple representations that are 
transiently expressed (Harris et al., 2003; Jackson and Redish, 2007, Kelemen and 
Fenton, 2010, Jezek et al., 2011; Dupret et al., 2013).  Hok et al. (2007b) observed that a 
large proportion of the cells are active when rats run to an unmarked goal zone in an open 
arena, and proposed that the activity reflected a transient reward prediction signal (Hok 
2007a,b).  I also observed cell activity upon arrival to goal sites, though this activity 
clearly signaled more than the possibility of reward since decoding of this activity led to 
the best estimate of a rat’s location.  It is unknown whether cell assemblies are composed 
of cells that fire in response to multiple related events or whether the separate goals are 
encoded by cells that can be part of distinct cell assemblies that are not simultaneously 
active.  In either scenario, cell activity at multiple reward sites during running, and 
potentially upon arrival to the goals, may reflect a decision making process that requires 
transiently relating spatially separate events. 
I hypothesize that learning in a familiar environment adds new hippocampal 
neurons to a pre-existing neural network to support the memory of the relationship to the 
new memory with the old.  The addition of new information to an existing schema causes 
reorganization of related networks, in my case those that represent events at other goal 
locations.  The reorganization of original memories to accommodate new information 
establishes new meaningful relationships and also maintains the pre-existing similarities 
and differences of the original network.  I propose that consolidation of new memories 
within pre-existing networks is the reconsolidation of those existing networks, a process 
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that ultimately stores new and original relationships within a common schema 
(McClelland et al., 1995; Tse et al., 2007; McKenzie and Eichenbaum, 2011).   
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4 Hippocampal representation of related and opposing memories develop 
within distinct, hierarchically organized neural schemas 
 
4.1 Introduction 
Recording studies investigating hippocampal activity during memory formation 
have found that cells fire similarly in locations that involve the same behaviors (Singer et 
al., 2010; McKenzie et al., 2013). Conversely, when task demands require different 
behaviors in the same location, firing patterns of place cells can become anti-correlated 
(Markus et al., 1995; Bahar et al., 2011). These findings suggest that related memories 
within a spatial schema can be supported by common firing patterns by place cells, and 
that behavioral context can drive the generation of distinct schemas.  
To explore how hippocampal neural networks represent distinct experiences in the 
same and different behavioral and spatial contexts, I recorded from hippocampal neuronal 
ensembles while rats learned to use the spatial context they occupy to determine which of 
two objects to select in order to obtain rewards.  As rats learned about an initial set of 
stimuli (Context 1: choose stimulus A not B; Context 2: choose B not A), hippocampal 
neurons came to fire preferentially during stimulus sampling at one or more locations 
(Komorowski et al., 2009 ; Tort et al., 2011). Furthermore, when rats learned a second 
stimulus set (Context 1: choose C not D; Context 2: choose D not C), hippocampal 
ensembles represented a hierarchy of stimulus relationships during stimulus sampling.  
This representational schema embodied relevant relations among the two problems via 
their overlapping spatial and non-spatial features. 
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4.2 Methods 
4.2.1 Surgery 
Rats were anesthetized using a mixture of 3% isoflurane in oxygen and were 
injected with atropine (0.03 mg/kg, S.C.) and buprenorphine (0.1 mg/kg, S.C.) before 
surgery and meloxicam (1 mg/kg, S.C.) immediately after surgery. An ophthalmic 
ointment was applied to the eyes, and temperature was maintained between 36°C and 
38°C. Ringer's solution was injected to maintain hydration. Stainless steel bone screws, 
including two ground screws, were inserted into the skull over the cerebellum. A 2.0-
mm-diameter hole was drilled into the skull using a dental drill, and the dura was 
removed. The base of the microdrive was aimed at the CA1 and CA3 region of the right 
dorsal hippocampus (−3.6 mm anteroposterior, +2.9 mm mediolateral). The craniotomy 
was sealed with Kwik Sil (World Precision Instruments), the microdrive and ground 
wires were secured in place using dental acrylic (Henry Schein), and the surgical site was 
sutured shut. 
4.2.2 Electrophysiological recordings 
Individually movable 24-tetrode microdrives were built in-house. Tetrodes were 
spun from four nichrome wires (12.5 μm diameter; California Fine Wire, Grover Beach, 
CA, USA) and gold plated for an impedance of 200 kΩ at 1 kHz. At the end of surgery, 
each tetrode was lowered ∼850 μm into the brain. After 5 d of recovery, the tetrodes 
were lowered further over 7–14 d toward the CA1 layer and CA3 layers.  After the 
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experiments, 25 μA of current was passed through each tetrode for 30 s before perfusion 
and histological confirmation of tetrode placement.   
As reported previously (McKenzie et al., 2013) the electrical signal was 
referenced to a common skull screw and differentially filtered for single-unit activity 
(154 Hz to 8.8 kHz) and local field potentials (LFPs) (1.5–400 Hz). The amplified spikes 
from each wire were digitized at 40 kHz, whereas the field potential was digitized at 1 
kHz and monitored with the Multineuron Acquisition Processor (Plexon). Individual 
pyramidal neurons were isolated using Offline Sorter (Plexon) by visualizing 
combinations of waveform features (peak valley, valley, peak, principal components, 
nonlinear energy and timestamps) extracted from wires making up a single tetrode (i.e., 
“manual cluster cutting”). Single-neuron selectivity was verified by the interspike 
interval histograms that contained no successive spikes within a 2 ms refractory period. 
4.2.3 Apparatus. 
The apparatus consisted of two wooden chambers connected by an alleyway. 
Each chamber was 40.6 x 40.6 x 43cm.  The central alley connecting the chambers was 
40.6cm long.  Scented terra cotta pots could be positioned in two locations 30cm apart 
within each context at the corners of the context on the opposite side of the central 
alleyway.  Four contexts were used in the study, two in each chamber, that were textured 
and colored inserts on the walls and floor.  For shaping and pre-training, Context 0 was 
Clear Plastic taped to the wood chamber and Context 00 was Green Foam Strips taped to 
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the wood.  During the training, two new contexts were used in the same chambers: 
Context 1 was black anti-static cloth and Context 2 was white sand paper.     
Items were terracotta pots (diameter:10.2cm, height:10.2cm) weighted with sand, 
capped with melted wax, filled with different digging media (3cm deep), and scented 
with essential oils mixed with Crisco around the rim.  Scent concentration was calibrated 
for human just-noticeable-detection. Two items were used for pre-training: Item X 
(medium: purple plastic beads, scent: banana) and Item Y (medium: shredded paper, 
scent: hazelnut).  Four different items were used for training: Item A (scent: geranium, 
medium: multicolored triangle foam pieces), Item B (scent: maple, medium: gravel), Item 
C (scent: raspberry, medium: 1cm cut red coffee stirrers), and Item D (scent: cinnamon, 
medium: blue rubber mulch).   
4.2.4 Behavioral Training.   
4.2.4.1 Habituation and Shaping: Five male long-Evans rats were maintained at 85% of 
their free feed body weight throughout training and testing.  Rats were handled for 
approximately one week for 20 minutes daily during which point they were given Froot 
Loops which would later serve as motivation learning. 
On the first two habituation days, rats freely explored the apparatus with Context 
0 and 00 inserts for 20 minutes with Froot Loops placed randomly throughout the 
environment.  On the third day, Froot Loops were only placed in the corners of the two 
contexts where the pots would later be present (Positions 1 - 4). On the fourth day, Froot 
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Loops were placed inside of a pot that was filled 2/3 with wax and no other digging 
media. The single pot could appear in any of the four locations.  On subsequent days, 1/4 
Froot Loop pieces were used as reward buried within the pot that was to be associated 
with the context during pre-training (Item X in Context 0, Item Y in Context 00).   
4.2.4.2 Pre-training.  Once rats reliably dug in the pots in either context, they were 
introduced to the full version task. At the start of a trial, the rat was blocked into one 
chamber and allowed to explore for 10 seconds. A divider was then put down and the two 
pre-training items (Item X and Item Y) were placed in the corners of the chamber. The 
divider was lifted and the rat was free to dig in either pot. In the Context 0, Item X 
contained a buried reward and in Context00, Item Y contained the reward.  If the rat dug 
(snout or paws touching the media) in the non-rewarded pot, no reward was given, both 
pots were quickly removed, and the trial was over. Rats were permitted to sample each 
pot multiple times in the absence of digging.  The position of the pot (two positions per 
context) was pseudo-randomized for each trial such that the same item would not occur in 
the same location on more than two consecutive occasions.  Once the rat consumed the 
Froot Loop, the trial ended, the alley dividers were lifted and the rat shuttled to the other 
context for the next trial. Every 10 trials, the rat was kept in the same context for two 
trials in a row to ensure that the rats did not adopt an alternating strategy. Every 10 trials, 
there was one trial in which no pot contained a reward to ensure behavior was not guided 
by the Froot Loop odor.  Rats were rewarded on these trials after digging in the correct 
pot.  At the beginning of pre-training, rats were given 40 trials/day which increased to 80 
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trials/day over 1-2 weeks. Training was carried out for approximately 3-4 weeks until the 
rat reached a criterion of 85% correct within a session. Once rats reached criterion, they 
were scheduled for micro-drive implant surgery.  After at least one week of recovery, rats 
were retrained on the pre-training items while tetrodes were lowered into position (up to 
one month of daily training). 
4.2.4.3 Training.  Once tetrodes were in place, rats were introduced to a novel set of 
contexts (Context 1 and Context 2) and a new set of items (Item A and Item B).  Item A 
was rewarded in Context 1 and Item B was rewarded in Context 2.  Otherwise the task 
was identical to the pre-training protocol.  One 75-100 trials were given per day, though 
more sampling events could be recorded if rats correctly rejected the non-rewarded pot 
(or incorrectly rejected the rewarded pot). Rats learned the reward contingencies for Item 
A and Item B over three days (AB1, AB2, and AB3).  The day after AB3, rats were given 
a new item set (Item C and Item D) to be learned within the same contexts.  Item C was 
rewarded in Context 1, Item D was rewarded in Context 2.  Rats were given 75-100 trials 
per day for three testing days (CD1, CD2, CD3).  Rats were permitted to self correct on 
the first 10 trials of AB1 and CD1, though neural data collected on these trials was not 
analyzed and only the first dig response was considered for assessment of learning. The 
day after CD3, rats were given a block of 20 trials with only Items A and B as a reminder 
followed by a block of 124 trials (ABCD1) in which the rat could either receive the first 
item set (Item A and Item B) or the second item set (Item C and Item D) from one trial to 
the next.  Items belonging to different sets were never presented on the same trial.  The 
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order in which item sets were presented was pseudo-randomized with no more than three 
item set repetitions in a row. The two item sets were presented inter-mixed in the same 
fashion for the following two days (ABCD2 and ABCD3).  Data from AB1 from one rat 
was excluded due to experimenter error during behavioral training.    
I studied how hippocampal cells encoded several task dimensions (Item, set, 
valence, position and context).  Items (A,B,C, and D) that were presented together were 
part of the same set (AB and CD).  Items rewarded in the same context were of 
equivalent valence (AC and BD).  During ABCD sessions, any of the four items could 
appear in any of the four positions (1-4) so my analyses focused on how cells modulated 
firing for different items within the same position and how cells fired for the same item 
(or related items) in different positions and in different contexts (Context 1 and Context 
2). 
Three of the five rats also completed an open field recording session after each 
recording session.  The arena was 61x71cm and rats foraged for randomly distributed 1/4 
Froot Loops for 20-30 minutes to quantify place fields in a geometrically and visually 
distinct environment.  
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Figure 9 Histological confirmation of tetrode placement. (A) Histology from 3 rats showing tetrode lesion 
marks in CA1 and CA3. (B) Color coded distribution of lesion marks for 4 rats.  Histology from one rat 
was damaged and unit assignment was done based off of local field potential and turn count. 
4.2.5 Analysis 
4.2.5.1 Single neuron analysis. I recorded from 571 units from five rats: 292 units from 
CA1 and another 279 cells from CA3 (see Figure 9).  Since there were no obvious 
differences between cells recorded from CA1 or CA3.  I did not find any difference 
between the regions in my analyses (Figure 14).  Instead my analyses focused on 
ensemble representations sampled in both hippocampal subfields. 
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Rats could sample the two items presented on each trial multiple times, and all 
item sampling events in which the rat dug in the rewarded pot and refrained from digging 
in the non-rewarded pot were considered in my analysis.  To estimate the hippocampal 
representation of every item sampling event, for each cell the number of spikes fired was 
counted for up to the first 2s of item sampling and this count was divided by the sampling 
duration to give the average firing rate for each cell on each item sampling event. 
4.2.5.2 Population analyses. The goal of the experiment was to determine how the 
hippocampus codes related events.  In this task, events were the item sampling epochs 
that could be related by the following dimensions: context, position, item, valence or set.  
When neural activity for events that were within a condition for a particular dimension 
(e.g. all item sampling events in the same position) was more similar than activity 
recorded during events that were between conditions (e.g. events in different positions), I 
interpreted this as evidence for coding of that dimension within the hippocampus.  The 
within and between conditions for each dimension are given in Table 1. 
Based on firing rates from these units, two different ensemble metrics were used 
to measure event similarity: ensemble correlation and a naive Bayesian classifier. These 
methods are described below. 
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Task Dimension Within condition Between condition 
Context Same context, different 
position, any item 
Different context, different 
position, any item 
Position (Pos) Same position, same context, 
any item 
Different position, same 
context, any item 
Item in position (Item/Pos) Same item, same position, 
same context 
Different item, same valence, 
same position, same context 
Valence in position (Val/Pos) Same valence, difference item, 
same position, same context 
Different valence, different 
item, same position, same 
context 
Set in position (Set/Pos) Same set, different item, 
different valence, same 
position, same context 
Different set, different item, 
different valence, same 
position, same context 
Item in other position 
(Item/xPos) 
Same item, different position, 
same context 
Different item, same valence, 
different position, same 
context 
Valence in other position 
(Val/xPos) 
Same valence, difference item, 
different position, same 
context 
Different valence, different 
item, different position, same 
context 
Set in other position 
(Set/xPos) 
Same set, different item, 
different valence, different 
position, same context 
Different set, different item, 
different valence, different 
position, same context 
Table 1 Definition of the within and between filters for analysis. 
4.2.5.2.1 Ensemble Correlation. Firing rates for individual neurons were z-score 
normalized using the mean and standard deviation among all item sampling events to 
create a population vector of normalized rates for each event.  The Pearson's correlation 
coefficient of these population vectors was calculated for every pair of events.  
To calculate the strength of a coding dimension (e.g. item in position) using the 
ensemble correlation, I compared the average correlation for events within a condition 
(e.g. all item sampling events in the same position with Item A) for a task dimension (see 
table 1) versus events that were between conditions for that dimension (e.g. events in the 
same position with Item A versus Item B) (Figure 13C, Figure 15A,C).  For each coding 
dimensions, a single d' was generated either for individual sessions or for the experiment 
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as a whole by pooling the correlations recorded in different rats. The d' was calculated as 
follows: 
𝑑′ =  µ𝑊 − µ𝐵
�12 (𝜎𝑊2 +  𝜎𝐵2) 
 
where, µW is the mean correlation coefficient for within condition events for that 
dimension with variance, σ2W, and µB is the mean correlation coefficient for between 
condition events with variance,  σ2B.  The observed d' was compared to bootstrap data in 
which I randomly shuffled event identities 10000 times and then recomputed the 
correlation analysis and d' metric for each bootstrap sample (Figure 15B).  When the 
observed d' was greater than 95% of the 10000 shuffled d' metrics, the dimension 
captured by the d’ was considered to have been significantly coded by the hippocampus 
(Figure 15D).  
To assess when different dimensions emerged during item sampling, I ran a 
similar analysis though firing rates were taken at different 250ms time bins centered ±3s 
around pot sampling (Figure 17).  Only events for which the rat's head remained over the 
pot for over 1.5s were included.  Significance testing was done using the same bootstrap 
analysis at each time point and comparing whether the observed d' was significant at p < 
0.002 (Bonferroni correction for 24 time points). 
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4.2.5.2.2 Bayesian Classifier. As a separate test of event similarity that had a different set 
of assumptions, a naive Bayesian classifier was used to determine the probability that a 
pattern or neural activity was recorded for each item and place combination (four items in 
four positions).  Due to uneven sampling, rats often preferred a particular item and 
position combination and would sample those more often.  Therefore, I only considered 
the last six sampling events for each item and place combination.  When there were fewer 
than six events, that category of item and position trial was eliminated.  Next, the z-
scored population vector was calculated for each event, as described above.  The 
dimensionality of the ensemble representation for each event was reduced via principal 
component analysis (PCA) and only the first four components were used to categorize 
item/position combinations (Figure 16A,B).  Then, the mean, variance and covariance of 
each item/position four-dimensional ensemble representation was estimated with one 
event missing from each item and position combination.  Next, a multidimensional 
normal distribution with the estimated means, variance and covariance matrices were fit 
to the each cluster of item/position ensemble representations (maximum 16). Finally, the 
probability of the missing events being any of the possible item/position combinations 
was calculated based on the probability of that item/position combination given the 
ensemble representation as estimated by the normal distributions above.  Since there is a 
probability associated with each item/position combination, I could determine whether 
there is hierarchy of coding probability with the correct item and place conjunction 
generating the highest probability, followed by correct valence, correct set, correct 
position, and finally correct context (Figure 16C,D). 
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The degree of dimensional coding was calculated in a similar fashion as that for 
the correlation coefficients, though the d' was calculated based on the probability of 
classifying within a condition or between conditions for each dimension.  To test 
significance, I ran a bootstrap analysis in which event identities were scrambled 10000 
times and if the observed d' for the difference in probabilities was greater than the 95% 
confidence interval, I concluded that the hippocampus coded that dimension. 
4.2.5.2.3 Dendrogram. The hierarchical nature of the task schema was visualized using 
the MATLAB functions linkage and dendrogram.  On days in which Items A, B, C and D 
were presented, the median z-score firing rates were calculated for each of the 16 item 
and position combinations.  For each item and position combination, a large firing rate 
vector was created composed of the rates of every cell recorded from a session in which 
correct behavior was observed for every item in every position (N=560).  The 
agglomerative hierarchical cluster tree was then created using the unweighted average 
distance between pairs of vectors and the Pearson's correlation coefficient as the distance 
metric.  The nearest vector pairs were merged to form clusters.  Then the nearest clusters 
were merged iteratively until all 16 vectors were within a single cluster (Figure 13E). 
4.2.5.2.4 Cross-day analysis.  Due to the low number of cells recorded in each rat, using 
trial by trial ensemble analyses to compare activity across testing days was not possible.  
Therefore, to assess the similarity of unit activity for one item set (e.g. AB) versus that 
for the other item set (e.g. CD), the median z-score firing rates were calculated for each 
of the 16 item and position combinations from both days.  The z-score was calculated 
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using the mean and standard deviation recorded for that day.  As described for the 
dendrogram, each item and position combination (n=16) was associated with a firing rate 
vector composed of the rates of every cell (N=38).  The pair-wise correlating of these 
vectors  across days generated an 8x8 similarity matrix which reflects the overlap in 
neural activity for each item and place combination.  Statistical testing was done by 
shuffling the item/position identity of each median rate vector and recalculating the 
correlations on the randomized data set.   
4.2.5.3 Interneuron identification.  Three criteria of cell firing were considered to 
determine whether a unit was an interneuron, A) mean firing rate greater than 8 Hz, B) 
spike length at 25% of spike height  less than 0.4ms, and C) time to first moment of 
autocorrelogram greater than 9ms  (Csicsvari et al., 1999).  A unit was classified as an 
interneuron if conditions A and (B or C) were met.   
4.2.5.4 Cell stability criteria.  To determine whether the neural networks that coded the 
first item set (AB) were re-engaged to code related items of the second item set (CD), it 
was necessary to merge data across 24 hours therefore requiring assessment of recording 
stability.  To increase the chances of stable recordings, from two days before the 
beginning of the experiment until the final recording day, no tetrodes were moved.  
Thereafter, cell stability was assessed in four ways.  First, during manual cluster cutting, 
waveforms were viewed across time to visually confirm stability in the recording across 
days.  Second, to quantitatively ensure high waveform stability, the average waveforms 
on each tetrode (four concatenated waveforms) recorded on the first day were correlated 
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Figure 10  Stability analysis of six cells recorded over 24hrs.  For each cell each row is a day.  Left 
waveforms plotted by peak-valley for three electrodes, Middle Waveforms on each electrode, Right Rate 
map on open field scaled to max firing over both days. 
with those recorded on the second and only units with a waveform correlation greater 
than 0.90 were included.  Next, I computed the L-ratio (Schmitzer-Torbert et al., 2005) 
for the merged recording sessions using the energy of each electrode and the first 
principal component of the energy normalized waveform from each electrode and only 
accepted units with an L-ratio less than 0.08.  Finally, after completing each test session 
three of the five rats ran for 20-30 minutes on an open field retrieving scattered food 
114 
 
 
 
reward.  Place fields were identified by calculating mean firing rate in 5x5cm bins and 
smoothing the binned rate map with a Gaussian kernel with σ = 15cm.  Rate maps 
recorded across the two days were correlated, and only cells with a Pearson's correlation 
coefficients greater than 0.50 were retained.  For the merging of AB3 with CD1, these 
inclusion criteria yielded 38 cells in four rats (Rat1 = 9 cells, Rat2 = 20 cells, Rat3 = 1 
cell, Rat4 = 0 cells, Rat5 = 8 cells) (Figure 10).   Only four cells were excluded due to the 
rate map stability criterion alone, and the inclusion of these cells results did not change 
the conclusion of any of my analyses.  
4.3 Results 
 
Figure 11 Summary of behavior. (A) For three days, rats learned to associate Item A with Context 1 and 
Item B with Context 2.  For the next three days, rats learned to association Item C with Context 1 and Item 
D with Context 2. The items could be in one of four positions with the reward potential of an item is 
defined by the context (two positions per context).  Items A & C  are associated by common valence since 
they are rewarded (and not rewarded) in the same contexts; likewise for Items B & D.  After the first six 
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days of training all items are presented within the same session for three days, though Items A and B 
always co-occur as a set as do Items C and D (B) Mean performance across all nine days of training.  Rats 
performed higher than chance on Items A and B by the fifth trial block on the first day of training (day 1: 
AB1).  In contrast, rats performed higher than chance on Items C and D on the second trial block on the 
first day in which those items were introduced (day 4: CD1). There were 15 trials per block. Error bars are 
standard deviation.  
4.3.1 Rats rapidly acquired the association of items in context 
Over the course of three days, rats learned that Item A was rewarded in Context 1 and 
Item B in Context 2 (Figure 11B).  For the next three days, rats learned that Item C was 
rewarded in Context 1 and Item D in Context 2.  Rats learned each item set within a 
single day (AB1 and CD1), as shown by the increase in the number of correct responses 
from chance performance during the first 15 trials (AB t(3) = 1.67, p  =0.19; CD t(3) = 
0.63, p =0.57) to performance significantly above chance by the final block of trials (AB 
t(3) =5.19, p  =0.01; CD t(3) =8.34, p = 0.004; two-way repeated measures ANOVA item 
set X trial block, main effect of trial block, F(4,3)  = 8.39, p = 0.002).  Though there was 
no significant interaction between trial block and item set (F(4,3) = 0.39, p =0.77), rats 
reached above chance performance on the first item set only on the fifth training block 
(tr: 60 - 75), while on the second item set rats reached above chance performance by the 
second training block (tr: 16-30) (t(3) = 9.0, p = 0.003), at which point performance was 
marginally better than that observed during training on the first item set during the 
equivalent block of trials (t(3) = 2.83, p = 0.066).  These results show rapid acquisition of 
the second item set, with rats performing above chance after one or two trials on each of 
the 8 item-position combinations.  For both item sets, performance remained above 
chance on the subsequent two days of testing and throughout the three days in which all 
items were inter-mixed (all trial blocks, Ps <= 0.05).  These results show that rats   
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Figure 12 Example peri-event time histograms (PETHs). A-E. PETHs recorded for the four items presented 
within a location are grouped together with activity centered on item sampling.  The y-axis trial average 
firing rate and the grey shading indicated the minimal trial length for that average.  (A) A context cell fires 
in both positions in Context 1. (B) A position cell fires for any item in position 4, (C) A valence by position 
cell fires for rewarded (+) items (D & F) in position 4, (D) This conjunctive cell fired more for Item D in all 
positions but most of all in position 4. 
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associated items and context within a single recording session and suggest that learning 
of the second item set occurred faster than the first, similar to previous reports of rapid 
assimilation of new information into schemas (Tse et al., 2007). 
4.3.2 The hippocampus encodes context, place, valence and item 
I reasoned that rats could organize a schema of memories for the stimulus items 
by multiple dimensions: similarity in item reward assignment (valence), by the position 
in a context in which they were experienced, by the set of items that co-occur on each 
trial (Set AB, and Set CD), and by the context in which valence is defined.  My initial 
analyses focused on identifying the extent to which item sampling events were related by 
common neural activity along these dimensions. 
On the overtraining days in which all items were inter-mixed, I observed many 
single neurons that fired during stimulus sampling associated with one or more of these 
dimensions.  A 4-way ANOVA was conducted to compare how firing rates were 
modulated by: context, position nested within context, set, and valence.  The interaction 
of set and valence reflects item coding and interactions with those dimensions and 
position reflects the item and place conjunctive firing previously described (Komorowski 
et al., 2009).  I found that firing rates of many of the cells (n = 571, CA1: 292, CA3: 279) 
were significantly modulated by task dimensions.  I found that 40.8% of cells showed a 
main effect of context (CA1: 124, CA3: 109) , 34.2% of cells showed a main effect of 
position (CA1: 105, CA3: 90), 28.7% of cells showed a main effect for valence (CA1: 84, 
CA3: 80), 18.9% of cells showed a main effect for item set (CA1: 65, CA3: 43), and 
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13.3% of cells showed a significant interaction of valence and set reflecting item coding 
(CA1: 36, CA3: 40).  An equal number of CA1 and CA3 cells showed a significant main 
effect for each task dimension. 
Of the neurons that showed a main effect, 77.5% (n = 237/306) also showed an 
interaction between spatial (i.e. context and position) and non-spatial (i.e. set and 
valence) task dimensions.  For example, Figure 12A shows a neuron with a main effect of 
context (greater activity in Context 2) but not position and an interaction with context and 
valence (greater activity for rewarded items). There were other neurons that distinguished 
positions within a context; for example, the cell in Figure 12B showed a main effect of 
position (firing more in Position 4).  Some neurons fired during item sampling for either 
rewarded (or unrewarded) items; for example, the cell shown in Figure 12C that showed 
a position by valence interaction as well as a position by valence by set interaction (most 
firing for Item D in Position 4).  I also observed neurons that fired for an item in all 
positions, though at different rates, like the neuron in Figure 12D that showed significant 
interaction of valence and set reflecting an item code and an interaction between valence, 
set and position, reflecting the conjunctive item in place code. A summary of the average 
firing rates for each cell for each item and place combination is shown in Figure 13A.  
Most cells had a preferred position, as indicated by high firing rate in only one position, 
and a preferred item and/or valence within that position, reflected in very few cells 
displaying equally high rates for all four items in the preferred position.  Thus, the 
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activity of individual hippocampal neurons is most appropriately characterized as multi-
dimensional associated with relevant task parameters. 
 
Figure 13 Related experiences are represented by correlated hippocampal ensembles (A) Summary of cell 
firing rate for all cells recorded during ABCD sessions.  The color of the z-axis is the trial averaged z-
normalized firing rate.  The x-axis is each of the trial types sorted first by context, then by position, then by 
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valence, then by item.  The strong item coding is evident in that very few cells show equivalence firing for 
all items present in a location. (B) Simultaneously recorded ensembles for seven trials.  Each histogram is 
the firing rates (z-score) for each cell during one trial identified by Context (Con), Position (Pos), Item 
(A,B,C,D) and reward potential of the item in that pos (+,-). The range is the same for each trial (-1.5 to 7.5 
st. devs).  CPVSI is an acronym for each task dimension: Context Position Valence Set Item.  Black 
lettering indicates that recordings were from trials of the same condition for that dimension (e.g. all black 
test indicates repetition of the same item in the same positions).  Red lettering indicates that recordings 
were taken from trials between conditions (e.g. the red P shows ensembles from trials in Position 4 instead 
of Position 2.  (C) An example correlation matrix from one ABCD session showing the ensemble 
correlation for each trial with each other trial with the trials sorted as above.  The trials were presented in 
pseudo-random order, but were sorted them according to: context, place, valence, and then item.  Lines 
divide trial types and from thickest to thinnest: context, place, valence, item.  Red is positive correlation, 
blue is negative and white is zero. High ensemble correlation of trials with the same items in the same 
location can be seen by the high correlation in the square trial blocks along the diagonal. (D) The average 
correlation for within and between condition trials is shown for each task dimension (see table 1).  For all 
dimensions except set, the correlations are higher for within condition trials than between. The error bars 
are SEM for the 15 sessions.  CPVSI as defined above, with black indicating within condition correlations, 
red indicating between condition correlations and grey indicating both.  (E) A dendrogram showing that 
ensembles of the same valence in the same position are most similar, followed by ensembles associated 
with items of opposing valence within the same position.  Positions within the same context were also 
coded more similarly than positions in the opposing context. 
To measure the similarity of ensemble representations between item sampling 
events, I calculated the average z-normalized firing rate for each neuron during each item 
sampling epoch, and constructed a population vector for every trial based on these 
normalized rates.  Examples of activity patterns of a simultaneously recorded ensemble 
taken from one recording session are shown in Figure 13B.  The overall ensemble pattern 
was similar for repetitions of items sampling events with the same item in the same 
position (top two ensemble events).  Ensemble patterns for item sampling events with 
different items of the same valence were partially overlapping; several new cells joined 
the ensemble while others dropped out (top vs third events).  Ensemble patterns for 
events with different valence in the same position showed more divergent firing patterns 
(top vs fourth event), and the overlap in the ensemble pattern decreased further still for 
events in different positions and in different contexts (top vs fifth and sixth events, 
respectively). 
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Figure 14 CA1 and CA3 similarly code task dimensions.  The average correlation for within and between 
condition trials is shown for each task dimension for (A) CA3 and (B) and CA1.  (C) The d' value 
estimating the degree of dimensional discrimination.  All dimensions were significantly encoded except for 
set and both regions discriminated the dimensions equally after controlling for sample size (data not 
shown).  
 
I created similarity matrixes to quantify the degree of ensemble similarity across 
all item sampling events for each recording session.  Figure 13C shows an example 
similarity matrix for one session in which item sampling events have been sorted by four 
task dimensions: context, position, valence, and item; valence was chosen over set 
because, as will be presented below, set is not encoded by hippocampal ensembles. The 
similarity matrix shows that correlation of hippocampal ensembles recorded on different 
trials reflects the identified task dimensions. For example, in this similarity matrix, in the 
upper left corner it can be seen that ensemble patterns of Items A+ and C+ are strongly 
correlated, showing representational similarity of items that have the same valence in the 
same position.  Looking down the left row, it can also be seen that ensemble patterns for 
A+ and C+ are strongly correlated between Positions 1 and 2, showing similarity in 
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representations of these items across positions in the same context.  By contrast, looking 
further down the left row, ensemble patterns for A+ and C+ in Position 1 are inversely 
correlated with those all of the items in positions 3 and 4, showing anti-correlations with 
the same items and items of the same valence when sampled in the alternate context. 
To compare the similarity of ensemble representations associated with these 
dimensions, ensemble correlations were computed using the similarity matrices taken 
from all subjects and each session (n=15, 3 ABCD sessions from 5 rats).   Five different 
task dimensions were considered: context, position, valence, set, and item (Table 1).  To 
measure how distinctly hippocampal ensembles encode each dimension, I contrasted 
ensemble correlations for trials within the same condition of each dimension to those 
between conditions within a dimension while holding other dimensions constant.  For 
example, to measure the extent to which ensembles encoded items, I compared ensemble 
correlations on events that involved the same item to those that involved a different item 
of the same valence at the same position. Ensemble patterns among events with the same 
item in the same location were most similar (mean r = 0.25 ± 0.02), and were larger than 
that for events in the same position with different items of the same valence (mean r = 
0.18 ± 0.02; p < 0.0001), providing strong evidence that hippocampal ensembles 
differentiate items at specific locations.  To measure coding of valence I compared 
ensemble correlations among events that involved different items of the same valence to 
those that involved different items of different valences at the same position. The 
similarities of ensemble patterns for events involving different items with the same 
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valence were greater than those with different valence in the same position (r = 0.08 ± 
0.01, p < 0.0001), indicating strong coding evidence that hippocampal ensembles 
differentiate items by valence at each location.  To measure coding of sets (AB and CD) I 
compared ensemble correlations among events that involved different items from the 
same set versus different items across sets at the same position.  The similarities of 
ensemble patterns for events involving the item from the same and different sets were 
equivalent (within set mean r = 0.08 ± 0.01; between set mean corr. coef. = 0.08 ± 0.01), 
indicating that hippocampal ensembles do not represent co-occurrence of items within 
sets (p = 0.15).  To measure ensemble coding of positions, I compared the ensemble 
correlation of trials that occurred within the same position to the correlation of ensembles 
that occurred in different positions within the same context.  Ensemble patterns of events 
occurring within the same position were more similar (within position mean corr. coef. = 
0.16 ± 0.01) than those for events across positions (mean corr. coef. = 0.02 ± 0.01; p < 
0.0001), reflecting the well known place code.  Finally, hippocampal patterns were anti-
correlated between the two contexts (between context mean corr. coef = -0.09  ± 0.01, 
probability of the observed percentage of negative correlations  < 0.0001) , and the 
ensemble correlations for events that occurred in different contexts were significantly 
lower than the correlation of ensembles recorded in different positions within the same 
context (p < 0.0001), indicating that contexts that differentially define item valence are 
associated with distinct patterns of neural activity.  No differences between CA1 and 
CA3 were observed (Figure 14 A-C). The same overall conclusions were found when 
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significance testing for each dimension was done for individual sessions rather than for 
data pooled across rats (Figure 15D).   
 
Figure 15 Control analyses confirm dimensional discrimination (A) The cumulative distribution function of 
ensemble correlations recorded during trials with varying degrees of overlap in the identity and position of 
the sampled item.   CPVSI is an acronym for each task dimension: Context Position Valence Set Item.  
Black lettering indicates that trials were correlated within the same condition for that context (e.g. 
correlation of trials within Position 1).  Red lettering indicates that correlations were taken from trials 
between conditions (e.g. correlation of ensembles from trials in Position 1 with those in Position 3).  Grey 
lettering indicates correlation both within and between conditions for that dimension.  Distribution were 
compared with a d' metric. (B) The item and position labels for each trial were randomly shuffled 10000 
times and the d' metric specifying the degree of dimensional coding was for each of shuffled data set.  The 
observed d' was then compared to the distribution calculated from the bootstrapped data.  (C) Expansion of 
Figure 13D showing within (/Pos) and across position (/xPos) comparisons.  Item and valence were coded 
within and between positions.  Set was not encoded.   (D) The d' values for each dimension.  The number 
above each bar shows the percentage of sessions for which that dimension was statistically significant at p 
< 0.05. 
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This combination of results indicates a hierarchy of ensemble similarity during 
item sampling for events.  To illustrate this hierarchy, I constructed a dendrogram in 
which each item and position combination (n = 16) was associated with a firing rate 
vector from neurons across all sessions and all rats.  These rate vectors were correlated 
and rate vectors that produced the largest correlations were grouped into clusters (see 
methods).  This analysis shows that the highest average similarity of ensemble patterns 
for item sampling events of the same valence in the same position, followed that for 
events of opposite valence in the same position, followed by that for the same items in 
the other position in the same context, and finally, the anti-correlation for events that 
occurred in the alternate context where items had opposite reward contingencies (Figure 
13E).  There are a larger number of possible dendrograms (C15 = 9,694,845) and 
therefore the likelihood of observing this binary tree by chance is low. 
I confirmed these results by estimating the probability that a pattern of ensemble 
firing rates was recorded in each of the 16 item in position combinations using a 
Bayesian decoding algorithm. The decoding algorithm generated the same hierarchy of 
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Figure 16 Bayesian classification confirms dimensional discrimination.  (A) The principal component 
representation of every trial from one session (ABCD2) for one rat projected onto the first two PC axes.  
Context 1 = red, Context 2 = blue.  Pos1 = ◊ , Pos2 = o, Pos 3 = Δ , Pos 4 =+. Note how ensemble 
representation from the same positions and contexts cluster. (B) Each subplot shows the trials in one 
location plotted onto the first two PC axes for that position.  Color shows different valence, marker shows 
different items.  Valence difference is evident by color separation in Positions 1 and 4.  Item difference is 
shown by clustering of circles and diamonds in Position 4, for example. (C) The cumulative probability 
function of a Bayesian classifier estimating the probability that an ensemble was recorded in response to 
the same or different conditions from which the data was actually recorded.  (D)  The mean probability 
associated with decoding a trial to different item and place conjunctions that were the same and/or different 
as that in which the data was collected. The probability of classification to trials of the same condition was 
greater than classification between conditions within that dimension for: context, position, valence and item 
but not set.  These results are qualitatively similar as those found using correlation coefficients. Color 
coded CPVSI as in Figure 13, black  = decoded from same condition, red = decoded from different 
dimensions, grey = average of same and different. 
 
ensemble similarity as the correlational techniques described above (Figure 16).  
Ensembles were most likely to have been recorded from the correct item and position 
combination (mean probability = 0.38 ± 0.03) which was greater than the probability of 
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the unit activity originating from trials with a different item of the same valence in the 
same position (mean probability = 0.19 ± 0.02, p < 0.0001).  This significant difference 
in probability reflects the strong item coding.  The next most likely origin of the recorded 
ensemble was from trials occurring in the same position though containing an item of 
opposing valence (mean probability = 0.05 ± 0.01).  This significant difference in 
probability reflects the valence code.  Ensembles were equally likely to originate from 
trials of the same set (mean probability = 0.05 ± 0.01) as from trials of the other set 
(mean probability = 0.04 ± 0.01), confirming the lack of a distinct code for item pairing 
(p = 0.11).  The position code was reflected by the higher probability that ensemble 
activity was recorded in the correct position (mean probability = 0.20 ± 0.02 ) than the 
probability of being recorded in the incorrect position within the correct context (mean 
probability = 0.05 ± 0.01, p < 0.0001).   Finally, ensembles were least likely to have been 
recorded in the opposing context (mean probability = 0.03 ± 0.004), with a mean 
probability of decoding to the wrong context lower than decoding to the wrong position 
within the same context (p < 0.0001) and lower than decoding to the opposing context by 
chance (p = 0.0013). 
Based on these analyses, I conclude that items, their valence, and the location 
where they appear within a context are encoded by hippocampal ensembles during item 
sampling.  Notably, set (item pairing) is not encoded by hippocampal ensembles in the 
current task. Finally, hippocampal ensembles separate representations of events in 
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different contexts, suggesting opposing schemas are created for events in contexts that 
are meaningfully distinct. 
 
Figure 17 During item sampling, position is coded first, followed by item and finally valence (A) The 
ensemble correlation analyses was done using the rates taken from 250ms bins centered around sampling 
for trials in the same location.  Sampling epochs shorter that 1.5s were excluded.  Color coded CPVSI as in 
Figure 13. Error bar is SEM (n = 15). (B) The average d' for item (black) and valence (red) and position 
(green) for trials in the same position.  Color coded bar above graph shows time points in which that 
dimension was significantly coded. 
 
4.3.3 Task dimensions are expressed at different times during item sampling 
I next explored whether different dimensions of an event are encoded as a unified 
representation of the event, or whether each dimension is encoded distinctly.  I reasoned 
that, if an item's identity, valence and position are integrated within a unified 
representation, they should all be expressed simultaneously.  On the other hand, if these 
dimensions are distinctly encoded, then their representations might be expected to appear 
sequentially during the item sampling period. To address this question, firing rates for 
each item sampling event were calculated for 250ms bins centered around the onset of 
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item sampling and ensembles recorded on different trials were correlated at each time 
bin.  
These analyses indicated that information about item quality, valence, and 
position are expressed sequentially rather than simultaneously.  Position information was 
expressed first.  For all types of events that occurred within the same position, at the 
outset of item sampling there was an initial increase in the mean ensemble correlation 
irrespective of whether the trials contained the same item (Figure 17A, black), different 
items of the same valence (Figure 17A, red) or different items of opposing valence 
(Figure 17A, green) indicating a reliable position code at the onset of sampling.  In 
contrast, ensemble correlations between positions were, on average, low throughout item 
sampling (Figure 17A, grey).  The difference between the within position versus between 
position correlations was assessed with a d' metric that reflects the degree of position 
coding (Figure 17B, green).  Position d' was significant for approximately 1000ms before 
item sampling and peaked 250ms after item sampling before significantly decreasing 
(max d' - min d' = 0.19, probability observed d' range in bootstrap data < 0.001) (Figure 
17B, grey).     
I hypothesized that this decrease in position coding was caused by the onset of 
item and valence coding that increased the variability of firing within a position.  For 
trials with the same item in the same position, the average ensemble correlation increased 
upon arrival to the item and remained high throughout sampling (Figure 17A, black), 
indicating reliable coding throughout the sampling epoch.   Trials with different items of 
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the same valence (Figure 17A, red) showed the same initial increase in ensemble 
correlation, which subsequently decreased throughout item sampling, reflecting the 
divergence of neural firing patterns in response to different stimuli – the item code.  The 
d' metric for item coding (Figure 17B, black) was statistically significant from the onset 
of sampling until the reward was retrieved, and peaked 1000 ms after item sampling.  
Therefore, item information increased at the same time points when position coding 
decreased. 
Valence information influenced hippocampal firing rates last during item 
sampling.  When comparing trials with different items and different reward valence 
(Figure 17A, green), neural activity was initially well correlated, reflecting the position 
code.  However, 750ms after item sampling, ensembles recorded during trials with 
different items of the same valence were significantly more correlated than ensembles 
recorded during trials of items with different valence, as shown by the increase in the 
valence d' metric at these times (Figure 17B, red).  After 1000ms of item sampling, the 
correlation of neural activity recorded on trials with opposite valence became statistically 
indistinguishable from the randomly shuffled data (Ps > 0.2 at all time points 1000-1500 
ms), despite the rat occupying the same position throughout the 1500 ms sampling epoch.  
Therefore, neural patterns did not distinguish between items of opposing valence until 
late into item sampling.  However, once valence coding emerged, ensembles recorded in 
the same position for trials of opposing valence were completely uncorrelated, suggesting 
that item and valence inputs dominated over position input by the end of item sampling. 
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Firing rates were modulated by position early during item sampling followed by 
item identity and finally item valence.  The item identity and valence coding that 
emerged during sampling decreased position coding by increasing the variability of firing 
rates within a fixed location. Moreover, similar activity in response to the same item 
presented in different positions (Figure 15C) further diminished the position code.  These 
results show that different types of information dominate hippocampal computations at 
different times, suggesting that these task dimensions are encoded as distinct elements 
rather than integrated conjunctions.  
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Figure 18. New items are encoded within established schema (A) The firing rate for two neurons recorded 
on the last day of training on the first item set (AB3) and the first day of training on the second item set 
(CD1).  Cell 1 fired for Item B in both positions in Context 1 and the next day for the equivalent item in the 
same two positions.  Cell 2 fired for equivalent Items A and C, but only in Position 4.  (B) The mean z-
score firing rate recorded on the first and last encounter with each item, as identified on AB3 training.  
Initially, there was a non-significant trend for cells to fire at higher rates for the valence equivalent item in 
the preferred position and no difference between firing for the two items in the non-preferred position 
within the same context.  However, by the final trial for each item, cells fired significantly more for the 
valence equivalent item in both positions within the preferred context.  (C) Data from AB3 and CD1 were 
merged and the median ensemble rates for each item in place conjuction were calculated and ensemble 
vectors were correlated from AB3 to CD1 to create the 8x8 similarity matrix. (D) The valence, position and 
context coding that developed over CD training was preserved and extended to training with the new item 
set. Color coded CPVSI as in Figure 13  
 
4.3.4 New associations are encoded within related hippocampal networks 
I next explored how new information is assimilated within an existing 
representation of related memories.  Views on schemas suggest that new memories are 
stored within the structure of related existing memories (McKenzie et al., 2011; 
McClelland et al., 2013, 1995).  Therefore, I tested the hypothesis that neural activity 
recorded during training of the second item set (CD) would be similar to activity already 
established during training on the first item set (AB).  I expected a stable position and 
context code, because the meaning of these task dimensions was not altered by adding 
new items within the same spatial organizations.  Also, based on the view that schemas 
link closely related events, I also expected similarity in the ensemble representations of 
items that similarly predict reward or non-reward within a context.   
To determine whether firing patterns reflected the similarity of the two items sets, 
I first identified the item and position conjunction that generated the highest firing rate 
during the last day of training on the first item set (AB3).  I then used this preferred item 
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and position for each neuron to compare firing rates in responses to items of the same and 
different valence during the first day of training on the second item set (CD1).  This 
required comparing the activity patterns of the same neurons between two successive 
daily sessions, and so this analysis is focused on 38 neurons that were carefully selected 
as having identical characteristics across days (see Methods). As predicted, I observed 
that in 52.6% of the cells (n = 20/38), the median firing rate recorded during the second 
item set was higher for the same-valence item in the preferred position than in any of the 
other seven item and place combinations (χ2 = 52.4, p = 4.65-13).  For example, Cell 1 in 
Figure 18A fired for unrewarded Item B- in both positions in Context 1 and fired 
equivalently for unrewarded Item D- in both positions in Context 1 (main effect valence 
F(1,213) = 16.96, p = 0.0001, Item B vs Item D in Positions 1 and 2, Ps > 0.05).  
Similarly, Cell 2 showed equivalent firing for unrewarded Items A- and C- in only one of 
the positions in Context 2 (main effect valence F(1,213) = 171,1. p = 4.41-29; Item A vs 
Item C  in Position 3, t(8) = 0.33, p = 0.75).  
To examine when common firing across item sets emerged, firing rates were 
compared on the first and last encounter with each new item (Items C & D) for which 
animals made the appropriate behavioral response.  On both the first and last trials, firing 
rates were higher in the preferred positions (mixed-model repeated measured ANOVA, 
main effect position F1,37 = 10.68, p = 0.002, post-hoc t-tests at each time point, Ps < 
0.05) revealing a stable position code across item sets.  Even on the first encounter with 
each item in the preferred position (actual trial number 1-48, mean trial number = 11.25, 
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s.d. = 11.86), there was a trend that cells fired more for the same-valence item (mean z-
score rate  =  1.24 ± 0.35) than the different-valence item (mean z-score rate  = 0.38 ± 
0.28;paired t-test, t(37) = 1.99, p = 0.053) (Figure 18B, first trial) though an equal 
number of cells fired maximally to the same and different valence items (n=20/38; χ2 = 
0.02, p = 0.87) .  By the end of training, cells clearly showed a firing rate preference for 
the equivalent item.  On the last trial for each item in the preferred position, cells fired at 
a significantly higher rate for same-valence items (mean z-score rate  = 1.17 ±0.31 ) as 
compared to items of opposing valence (mean z-score rate 0.11±0.13, t(37) = 3.52, p = 
0.001) (Figure 18B, last trial) and far more cells  (n = 33/38) fired maximally to the 
equivalent item (χ2 = 19.2, p = 1.19-5).  
I then tested for differences in firing to the same- and different-valence items in 
the non-preferred location.  On the first trial with each item, there were no differences in 
firing rates (t(35) =  1.47, p = 0.15), though by the final trial there was greater firing to 
same-valence items (t(35) = 2.81, p = 0.008) (Figure 18B, non-preferred position).  These 
results show that during learning, cells rapidly developed a preference for the item of the 
same valence in both the preferred and non-preferred positions.  
I next asked whether the overall neural representation developed during training 
of the first item set was re-invoked during training of the second item set.  I adopted a 
similar correlation analysis as that previously described for analyzing days when all items 
were inter-mixed, though instead of comparing simultaneously recorded ensembles on 
individual trials, I calculated the median firing rate for each item and place combination 
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(four items in four positions) for each cell (n = 38) and concatenated these rates across 
rats for subsequent analysis.  The ensemble similarity in response to different item and 
position combinations was established by examining the correlations of cell activity 
recorded at every item and position combination for the first item set (two items in four 
positions) with firing rates recorded during initial training of the second item set (two 
new items in the same four positions).  The resulting 8x8 similarity matrix describes 
which item and position combinations result in overlapping hippocampal ensembles (high 
correlations), and therefore operationally defines the neural network organization of the 
task dimensions (Figure 18C).   
As suggested by the single cell findings, when analyses were limited to trials 
occurring in the same position, trials with different items of the same valence were more 
correlated (mean r = 0.60 ± 0.04) than trials with different items of opposing valence 
(mean r = 0.38 ± 0.04, p = 0.001), suggesting a subset of cells that fired during the first 
item set fired similarly for the equivalent item of the second item set.   
I also found evidence for a stable position and context code.  Trials recorded in 
the same position across days were more correlated (mean r = 0.49±0.04) than trials 
recorded in different positions (mean r = 0.02±0.04, p < 0.0001), which were in turn 
more correlated than trials recorded within the other context (mean r = -0.24±0.03, p < 
0.0001) (Figure 18D).  Together these data show that neural correlates of the entire task 
structure that developed during training on the first item set were adopted and extended to 
encode related items that occurred within the same context. 
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Together these data suggest that neural activity during learning of new item 
associations reflected binding of information acquired over multiple days into a unified 
task schema that represents equivalent item and position associations within overlapping 
hippocampal networks.  The item and place conjunctions that generated correlated neural 
activity at the end of learning both item sets were qualitatively the same as those 
observed during overtraining days in which all items were presented, suggesting that the 
schema that developed during learning was maintained until the final day of behavioral 
testing. 
4.4 Discussion 
The present findings show that hippocampal cells are driven by a hierarchy of 
multimodal inputs that influence their firing rates associated with relevant task 
dimensions. For both spatial and non-spatial stimuli, related features developed an 
overlapping hippocampal code, while features that required divergent behavior and 
differential reward expectation developed distinct hippocampal codes.  These data show 
that hippocampal functions go beyond unifying spatial and non-spatial information in the 
service of creating unique memory traces for places where particular events occur.  
Instead, the hierarchical nature of the single trial correlations suggests that the 
hippocampus encodes the relationships between items, their meaning, and the places they 
occur.  Moreover, the anti-correlation of the hippocampal representation of events that 
occur in meaningfully different contexts suggests the existence two schemas, one for 
each context. 
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Firing rates were modulated by spatial context, position within a context, item 
identity and item valence.  These results add to a confluence of evidence supporting the 
hypothesis that the hippocampus encodes spatial and non-spatial features of an 
experience.  Several studies on hippocampal neural activity in rodents have shown that 
cells respond to conditioned items and tones only within the place field for each cell (Tort 
et al., 2011; Moita et al., 2003), while others have reported responses to common stimuli 
across multiple locations (Wood et al., 1999; Manns et al., 2009; McKenzie et al., 2013; 
Singer et al., 2010; Eichenbaum et al., 1987).   I observed both types of responses as 
shown by the valence and item coding within and across positions. 
I observed that most cells were not spatial or non-spatial, but rather responded 
conjunctly to spatial and non-spatial dimensions (Komorowski et al., 2009; Manns et al., 
2009; Anderson and Jeffery, 2003; Wiebe et al., 1999; Deshmukh and Knierim, 2013).  
The convergence of the ‘what’ and ‘where’ pathways at the level of the hippocampus 
provides an anatomical basis for the spatial and non-spatial firing correlates (Witter et al., 
2000a).  The mnemonic importance of this conjunctive firing is suggested by studies in 
animals (Balderas et al., 2008; Komorowski et al., 2013; Tse et al., 2007; Day et al., 
2003; Parkinson et al., 1988) and humans (Holdstock et al., 2002; Vargha-Khadem et al., 
1997) that have reported profound deficits in the recollection of an item with its context 
after hippocampal damage.  Together, these results, and others (Davachi et al., 2003; 
Diana et al., 2010) have generated the hypothesis that the hippocampal contribution to 
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memory is binding of items within a contextual framework (Eichenbaum et al., 2007; 
Diana et al., 2007; Ranganath 2010).  
Many have argued that binding item in context increases the uniqueness of 
memory traces allowing the storage and recollection of distinct episodic memories 
(Gilbert et al., 1998; Yassa et al., 2011; Norman, 2010; Norman and O’Reilly 2003; Xu 
and Südhof, 2013; Hasselmo and Wyble, 1997).  This hypothesis is supported by reports 
that damage to the hippocampus (Wiltgen and Silva 2007, 2010; Frankland et al., 1998; 
Winocur et al. 2007, 2009) or the passage of time (Winocur 2007; Biedenkapp and Rudy, 
2007) causes learned behaviors to generalize to novel spatial contexts.  The observation 
that place cells generate independent 'maps' in different contexts (Paz-Villagrán et al., 
2004; Spiers et al., 2013; Leutgeb et al., 2004; Kubie and Ranck 1983; Hayman et al., 
2003) has also been interpreted as evidence that the hippocampus  generates distinct 
memory traces.    
Here I found strong evidence for a hippocampal code that distinguishes between 
different item and place conjunctions, but I also found evidence that related items and 
positions were associated with correlated hippocampal firing patterns. Other recording 
studies have also found a common hippocampal code for related events. When animals 
traverse visually similar parallel arms of a W-shaped maze to retrieve reward, cells begin 
to fire at the equivalent positions on each arm as learning progresses (Singer et al., 2010).  
Another study in which rats retrieved water at different location within a circular track 
found that the cells that fire at new goal locations are those that fire for other goal 
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locations that required the same behavioral demands to retrieve reward (McKenzie et al., 
2013).  Studies on human hippocampal cells have found that cells respond to categories 
of items (Kreiman et al., 2000) and also to a broad range of stimuli that gain functional 
equivalence, for example images of people from multiple angles and text strings of the 
person’s name (Quiroga et al., 2005).  With these coding properties, the hippocampus has 
the potential to record of experience by coding for both the unique and common features 
of events within overlapping networks (Eichenbaum, 2004). 
The overlapping code for related events hints at the critical computation 
performed by the hippocampus in tasks in which the correct behavioral response can only 
be realized when information learned across episodes is integrated and generalized. In a 
task similar to the one employed here, fear memory generalized between items that 
similarly predicted reward within a context (Honey and Watt, 1998), thus necessitating a 
mechanism by which items that shared a common contextual association become 
associated with one another.  In other tasks, hippocampal damage in rodents (Dusek and 
Eichenbaum, 1997; Bunsey and Eichenbaum 1996; DeVito et al., 2010b; Van der Jeugd 
2010) and people (Myers et al., 2003) causes memory deficits limited to probe tests that 
measure generalization to a novel condition.  In a direct parallel to my results, an fMRI 
study using multi-voxel pattern classification of the BOLD response has shown that when 
two images come to predict a third common image, the pattern of activity in the medial 
temporal lobe reflects this transitive association by responding similarly to the two 
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distinct images (Zeithamova et al., 2012).  I suggest that similar firing patterns associated 
with related events can potentially link those memories to allow accurate generalization. 
I found that events that took place in different contexts were associated with anti-
correlated hippocampal activity.  This is in contrast to the independent place code that is 
often reported for unrelated contexts and also distinct from observation of anti-correlated 
activity for different behaviors executed within the same space (Bahar et al., 2012; 
Markus et al., 1995). In my experiment, rats executed the same behaviors in both 
contexts, though in response to different items.  Therefore, the anti-correlation reflects 
either the context and item associations or the behavior and item associations, but cannot 
simply reflect behavior or arousal alone (O’Keefe, 1999).   
I conclude that related item and context associations are encoded within 
overlapping hippocampal networks, while item and context associations that lead to 
opposite outcomes are stored within distinct networks.  In tasks for which the same 
behavior is required, this overlapping contextual code can lead to enhanced transfer of 
knowledge through generalization (Eich, 1985; Tse et al., 2007), though in other 
circumstances, such as reversal training, a common code can lead to interference 
(McDonald et al., 2002; Spear et al., 1980; Corcoran and Maren, 2001). 
Previous studies have established that place cells maintain a somewhat stable 
place code across days (Ziv et al., 2013; Thompson and Best, 1990; Mankin et al., 2012).  
I extend these findings and show that cells also maintain a stable valence code across 
days and across different items. After characterizing the items that cells prefer, 79% of 
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those cells went on to fire more in response to other items of equivalent valence.  These 
results suggest that, at the time of learning, new information is encoded within extant 
networks that stored related information.  Reports of hippocampal ‘preplay’, where 
neural patterns recorded during behavior can be observed before the subject explores a 
well learned (Louie and Wilson, 2001) or novel (Dragoi and Tonegawa, 2011,2013) 
environment, suggest a potential mechanism by which retrieval at the time of learning 
can link past experience with present.  My findings suggest that this linkage could occur 
selectively for meaningfully related experiences.  I hypothesize that this overlapping code 
at the time of learning allows for a transitive association of the two items by virtue of 
their common association with a context. 
Central to the relational theory for hippocampal schema development is the notion 
that information is never stored in isolation, but rather assimilated within networks of 
related memory traces.   Here I show that a neural correlate of memory, item-in-place 
coding, generalized to new related experiences as predicted by models that require novel 
experiences to be integrated within hippocampal networks of related experiences 
(Eichenbaum, 2004).  Similarities in hippocampal activity between familiar and novel 
conditions likely reflect the integration and generalization of related memories, arguably 
a primary purpose of memory systems.   
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5 Discussion 
In this thesis, I have argued that the key function of the hippocampus is to 
incorporate new information within relevant existing memory networks to store memory 
schemas (Chapter 2).  In Chapters 3 and 4, I begin to explore the neural substrate of a 
hippocampal schema as reflected by network activity that links and distinguishes related 
associations, integrates new memories to pre-existing schemas, and modifies the pre-
existing schema to accommodate additional memories.  I have identified neural correlates 
that are consistent with the relational schema hypothesis and that challenge key 
assumptions that episodic memories are stored as unrelated traces within the 
hippocampus (Chapter 1.3).  
5.1 Novel findings that add to our understanding of schema 
I have taken advantage of two known correlates of memory –  firing at goal sites 
(Dupret et al., 2010; Chapter 3) and conjunctive firing fields for items in positions 
(Komorowski et al., 2009, 2013; Chapter 4) – to investigate how these signatures of  
memory change to reflect the overall structure of a set of experiences.  The results from 
the two recording experiments (Chapter 3 and Chapter 4) revealed several properties of 
hippocampal cells in CA1 and CA3 that are important ‘raw ingredients’ for a schema-
based memory system stored within the hippocampal circuitry.  
First, I have found evidence that related experiences are represented by correlated 
firing patterns while situations that require divergent behaviors are associated with anti-
correlated activity.  Data points from both studies speak to this conclusion.  From 
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Experiment 1, I observed that the cells that fired at novel goal locations were those that 
fired at previously learned goal locations.  This generalization of firing observed in a 
subset of cells caused an increase in correlation of firing patterns observed at old and new 
locations.  The related behavior or common reward expectancy in different positions was 
encoded by an overlapping set of cells.  From Experiment 2, I observed that activity 
recorded in locations that similarly predicted the reward potential of an item (i.e. 
locations within the same context) was more correlated than activity recorded in locations 
that differentially predicted reward potential (i.e. locations in opposite contexts).  
Similarly, activity recorded in response to items that predicted reward within the same 
locations was more correlated than activity recorded in response to items that 
differentially predicted reward.  These results show that information about spatial and 
non-spatial commonalities between experiences is present in the firing rates of 
hippocampal ensembles. Furthermore, the cells that fired in response to new items also 
fired in response to previously learned items that similarly predicted reward in the same 
position.  In both experiments, cells that fired in response to familiar stimuli generalized 
this firing to novel, related stimuli during learning.  These results suggest that related 
schemas are recalled during learning.  The cognitive effect of this neural generalization 
may correspond to known memory benefits of learning information that is consistent with 
prior schema (Chase and Simon, 1973).  
I also observed that cells responded to single elements and to conjunctions of 
elements.  From Experiment 1, there were cells that fired at a subset of locations in which 
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rats engaged in the same behavior to retrieve reward.  From Experiment 2, I observed 
cells that: fired for the same items in multiple positions, fired for multiple items of the 
same reward potential, fired for multiple items in the same position, and fired in multiple 
positions within the same context.  Therefore the majority of cells were tuned to related 
item and place conjunctions rather than to a unique item and place conjunction.  During 
item sampling, information about position, item identity and reward potential was 
expressed sequentially, further suggesting that the elements of the experience could 
separately or in conjunction drive cells to fire. The addition of the ‘OR’ gate allows for 
events with overlapping features to be encoded by similar ensembles of neurons.  Future 
studies will be needed to determine whether ‘nodal cells’ that fire for memories with 
common elements (e.g. cells that fire for rewarded items) actually associate cells that fire 
to distinct aspects of an experience (e.g. cells that fire for specific item and place 
conjunctions).  
Finally, data from Experiment 1 shows that learning in one position causes firing 
patterns at other well-learned goal sites to change, though not to the detriment of the 
amount of spatial information carried by cells that fired at the familiar goal locations. 
These data suggest that new information was stored via the reorganization and 
reconsolidation of related memory networks (Chapter 2).  Models of memory explicitly 
warn of the dangers of this kind of retrograde interference (Section 1.3), however, in my 
experiments reorganization did not disrupt the amount of spatial information nor the 
degree of correlation between ensembles recorded at well-learned goal locations. 
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I observed three basic ‘raw ingredients’ that are key requirements of a relational 
schemas model and that run counter to predictions of a model for episodic memory in 
which traces are stored independently of one another.  I found that, 1.) the correlation in 
activity patterns between situations reflects mnemonic relatedness, 2.) single elements of 
an experience can drive cell activity, not just conjunctions, and 3.) learning causes 
reorganization in related memories networks without causing ‘catastrophic inference’.   
The ‘Hebb-Marr’ model emphasizes that unique combinations of entorhinal 
inputs drive a random, small number of dentate cells.  This process of pattern separation 
produces decorrelated hippocampal traces which are stored in recurrent collaterals of 
CA3.  The goal of these transforms is to protect the episodic traces from subsequent 
interference and modeling work has shown that storing orthogonalized traces can achieve 
this goal. Despite the attractive theoretical advantage of orthogonalizing the code for a set 
of experiences, my results show that hippocampal firing patterns reflect both spatial and 
non-spatial relatedness. 
Abandoning pattern separation as the ideal computational goal of the 
hippocampus will ultimately require simultaneous recordings of the hippocampal inputs 
and the hippocampus to determine whether activity patterns recorded during related 
situations are less correlated within the hippocampus that within its inputs.  A set of 
studies that have rotated local and distal cues in opposite directions have indeed found 
that rotational discordance causes independent patterns of activity to emerge in the 
dentate gyrus while CA3 maintains stable and relatively cohesive representations that 
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rotate mostly with local cues (Neunuebel et al., 2014).  In a related study, cells were 
recorded in the rhinal cortices as animals performed the same task and were analyzed 
with the same analyses revealed that MEC rotates with distal cues while LEC rotates 
more with local cues.  Analysis of pattern separation within each entorhinal region 
reveals nearly orthogonal representations with the largest angular displacement of local 
and distal cues (Neunuebel et al., 2013).  Therefore, it is not at all clear whether the 
dentate gyrus orthogonalizes correlated patterns of activity or whether the independent 
codes are inherited from the LEC and MEC.  Furthermore, even if the dentate does create 
independent representations, this code was not inherited in area CA3.  Imaging studies 
that lack resolution to distinguish dentate activity from CA3 activity also confirm that 
pattern separation of activity patterns originating in DG/CA3 is not inherited in CA1 or 
the subiculum (Yassa and Stark, 2011; Bakker et al., 2008).  The Hebb-Marr model 
strongly predicts that the pattern separation function of the dentate must be preserved in 
its post-synaptic targets if catastrophic interference is to be avoided. 
My data shows that a rich hierarchical correlation structure exists and therefore is 
likely used by the hippocampus as evidenced by the hippocampal involvement in 
inference learning and rapid consolidation.   However, the pattern separation function of 
the dentate and CA3 was critical in computational models of episodic memory to prevent 
‘catastrophic interference’.  Below I discuss features of the hippocampal circuit that may 
allow the hippocampus to minimize the trade-off between long-term memory storage and 
rapid encoding while promoting the integration of memories across time. 
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5.2 The hippocampus as a plastic, recurrent hub: dimensional expansion realizes 
memory overlap and decreases interference 
Several features of the hippocampus make it well suited as a relational memory 
structure.  First, the hippocampus has one of the highest densities of NMDAR in the brain 
(Monaghan and Cotman, 1985) endowing its synapses with rapid plasticity that is 
contingent upon coincident pre- and post-synaptic activity (Bliss and Collingridge 1993).  
Second, the hippocampus has a large degree of intra- and inter-region recurrent 
connectivity (Kjonigsen et al., 2011).  Third, as reviewed in Chapter 1, there is a high 
degree of convergence of many brain regions upon the hippocampus; a large percentage 
of the brain is two synapses away from the hippocampus and therefore the hippocampus 
allows these regions to interact.  In the parlance of small world networks, the 
hippocampus is a hub.  These properties as well as several of those highlighted by the 
Hebb-Marr model potentially enable the hippocampus to store unique episodes and 
associate multiple related episodes within a common network or schema.  
An important aspect of the ‘Hebb-Marr’ model is the recognition of sparse firing 
in the hippocampus.  Sparse activity was theoretically accomplished in two ways: by cells 
only firing to unique feature conjunctions, and via lateral inhibition in which the most 
active neurons silence competitors.  I have argued against the notion that each 
conjunction is stored in independent traces; however, the observed sparse firing patterns 
need to be reconciled with correlated activity for related circumstances. 
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As suggested in the early models, it is useful and biologically feasible, for the 
hippocampal network to have a homeostatic ideal for a given number of cells to be active 
(Shew et al., 2011).  Many recording and imaging studies have confirmed that in general 
there are 20-40% of cells active in any given environment (Ziv et al., 2013; Wilson and 
McNaughton, 1994; Guzowski et al., 1999) though only 1-2% active in a given moment 
(Viskontas et al., 2006).  My data suggests that active cells are not a random subset, 
though the question remains: which cells are they? 
Like others, I propose that the recurrent circuitry is important for pattern 
completion, though not simply for recall of patterns originally elicited by a pure 
feedforward perceptual drive.  If the current input pattern is permitted to drive recall 
within the recurrent collaterals, then representations reflecting the present and past may 
be coactive and bound together (Wallenstein and Hasselmo, 1997; Hasselmo and 
Eichenbaum, 2005; Levy, 1996; Lisman, 1999).  Associating the past and the present 
within a recurrent network allows for some interesting properties to emerge and 
dramatically alters the observable representations to include not only what is present but 
what is related to the present.  Accordingly, hippocampal representations are sparse but 
not random.  Cells respond to a small number of stimuli, but the stimuli in which they 
respond to are related: hippocampal cells are fundamentally category cells.  
Several computational models (Gluck and Myers, 1993; Howard and Kahana, 
2002; Levy, 1996; Lisman, 1999; Wallenstein and Hasselmo, 1997) predict that the 
representational code may reflect future predictions or past states in addition to the 
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present stimuli.  For example, in a model put forth by Gluck and Myers (1993) 
hippocampal representations are defined both by the stimulus itself and the learned 
associations between current and future states.  Therefore stimuli with a common fate can 
transitively associate one another via the ‘nodes’ representing the same future prediction.  
The advantage of this coding scheme is a ‘compression’ of information such that multiple 
stimuli that lead to a common outcome can be coded by the same hippocampal cells.   
While Gluck and Myers do not model how network activity persists from one 
moment to the next, other models have proposed explicit solutions.  For example, the 
persistent activity observed in the entorhinal cortex (Egorov et al., 2002; Fransen et al., 
2006) or the hippocampus (Knauer et al., 2013) may constitute a ‘buffer’ that maintains 
representations from the past that can be associated with representations of the current 
state (Koene and Hasselmo, 2008; Jensen and Lisman, 2005).   Others have used 
recurrent connectivity in CA3 to allow previous states to influence future ones (Levy, 
1996; Wallenstein and Hasselmo, 1997).  Chaining one moment to the next allows for 
associative retrieval of entire sequences (Levy, 1996; Wallenstein and Hasselmo, 1997) 
and if this chaining occurs rapidly, rate estimates of a stimulus representation would 
include a code that partially reflects the future (Itskov et al., 2008).   It is possible that my 
observation of cells that responded to multiple items or behaviors that similarly predict 
reward arose due predictions of a common future.  
The temporal context model states that the current state is in part defined by a 
decaying trace of the past (Howard and Kahana, 2002).  If the entire temporal context is 
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bound together, then repeated presentations of an item can cue retrieval of its original 
temporal context through pattern completion.  If the retrieved temporal context can also 
be used to cue the recurrent network, then items with a common history or future can be 
associated (Rao and Howard, 2008) providing another mechanism by which correlations 
between related stimuli could be established.  
Several models of memory explicitly separate learning and retrieval phases to 
prevent recall of past associations during learning (Hasselmo, 1995; Hasselmo et al., 
2002; Hopfield, 1984; Amit, 1988).  There are two related problems that motivated this 
separation: runaway synaptic modification and higher-order interference (Hasselmo, 
1994).  Runaway synaptic modification occurs when multiple correlated patterns are 
stored within the same network.  In this scenario, presentation of a new pattern causes 
retrieval of old related patterns.  This retrieval causes association of units representing the 
new pattern but also units representing the old related pattern; synapses are modified 
between neurons representing the current state and past states.  If this hybrid 
representation can also cue recall, then further activation of other related patterns is 
possible thus driving higher-order interference.  Clearly some strategy is required to stop 
this associative expansion from consuming the entire brain.  Several solutions have been 
proposed such as ensuring a constant total strength of synaptic weights to a single cell 
(Oja, 1989) or using lateral inhibition to limit the total number of active cells (Grossberg, 
1976; Kohonen, 1993).   
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Associative networks where the influence of recurrent recall is minimized are 
often used to model formation of episodic memories within the hippocampus (e.g. 
Hasselmo 1994; Hasselmo et al., 1996).  According to these models, episodic memories 
are formed by creating unique ‘snapshots’ of the constellation of the current stimuli 
divorced from the associative influence of recurrent networks (Treves and Rolls, 1994; 
O’Reilly, 2010; Hasselmo et al., 1996).  Instead, I propose that the hippocampus stores a 
representation that is a composite of the current state and related past states.  This 
description of hippocampal function is consistent with a class of models in which 
information is stored within self-organizing networks (Grossberg and Merrill, 1996).  
In contrast to associative networks that only bind feedforward representations of 
present stimuli, self-organizing networks develop units that respond to categories of 
related inputs (Kohonen, 1984).  If categorical representations are stored within the 
hippocampus, as they appear to be (e.g. Quiroga et al., 2005; Chapter 4), then why does 
damage to hippocampal function cause such severe episodic memory deficits?  I propose 
that episodic memory reflects the unique association of a diverse set of categorical 
representations.  If episodic memory is conceptualized as a movie, then the movie is 
populated by categories of information encountered at the time of learning rather than 
imprints of specific states of neocortical activity.   Reactivating the unique set of 
categorical representations that were active during learning corresponds to the conscious 
experience of episodic memory. 
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As pointed out by others (Cohen and Eichenbaum, 1993; Eichenbaum, 1999) 
place cells represent the category of being within a particular location, which may be a 
particularly important category for demarcating one episodic memory from the next.  
Cohen and Eichenbaum (1993) suggested that episodic memory is encoded by a subset of 
cells being driven by complex conjunctions of stimuli and internal states whose unique 
combination defines a unique moment in life.  I take a different approach and suggest 
instead that the episode is defined by the population of active cells, none of which is 
uniquely tuned and all of which respond to different sets of related input patterns.  
According to this view, ensembles pattern separate similar stimuli during some learning 
tasks because in those studies reward depended upon discriminating previously neutral 
stimuli (e.g. Komorowski et al., 2009).  The increased pattern separation may reflect the 
emergence of a new category of information rather than an episodic memory code.  For 
example, no two learning trials are identical, so a subject must learn the necessary and 
sufficient features of a trial that constitute a category of circumstances that predict a 
reliable outcome.  Category boundaries may be supported by cells that discriminate the 
dimensions of an experience that differentially predict reward, or other commonalities 
that have significance.  I have shown that when animals learn that different stimuli 
predict a common outcome, cells show a pattern completion function instead (Chapter 4), 
which also could reflect the category of circumstances with common meaning. 
In some situations, category learning involves hippocampal processing (e.g. 
Kumaran et al., 2009; Zeithamova et al., 2008), while in others (Knowlton and Squire, 
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2000) category boundaries can be formed in the absence of hippocampal function.  The 
boundary conditions that define which categories depend on hippocampal function are 
poorly understood.  The hippocampal ability to reactivate and bind synaptically distant 
brain regions could allow for the discovery of relationships between stimuli that 
otherwise would not have been possible.   The hippocampus sits atop the ‘dorsal’ and 
‘ventral’ visual processing streams (Felleman and Van Essen, 1991) and these inputs are 
integrated along with monosynaptic and disynaptic inputs from the prefrontal cortex 
(Ohara et al., 2013), amygdala (Pitkänen et al., 2000), thalamus (Aggleton and Brown, 
1999), and topological projections to the hypothalamus amongst others (Wyss et al., 
1979; Witter et al., 2000a,b).  The role of the hippocampus as a hub connecting these 
diverse regions has long been recognized (Teyler and DiScenna, 1986; Battaglia et al., 
2011) and through this capacity it is thought that stimuli of different modalities can be 
associated.  Indeed the combination of the recurrent collaterals and its action as a hub 
suggests that the hippocampus allows for an associative expansion of a memory trace to 
include the stimuli present as well as the states associated with those stimuli.   I predict 
hippocampal involvement in category decisions that depend upon conjunctions of 
properties of stimulus that are represented in brain regions that do not have strong direct 
connections, such as combinations of color and spatial location.   
Network hubs may also have another important role in defining the 
dimensionality in which a memory ‘lives’ and the role of hubs on memory interference 
has barely been explored, if at all.   The role of hubs in small world networks is to allow 
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short paths between different nodes of the network without requiring full network 
connectivity (Watts and Strogatz, 1998; Barabasi and Albert, 1999). In the brain, this 
could be particularly important since neural activity that occurs within a short period of 
time can be integrated and associated via spike-timing dependent plasticity (Markram et 
al., 1997).  Therefore, the hippocampal role as a hub may increase the amount of 
connected brain – the dimensionality of the memory space – that can be mutually 
influential within critically brief time windows.   Computational work has shown that 
Hopfield’s fully connected graphs have the theoretical maximal memory capacity (Treves 
and Rolls, 1994), but the brain is not fully connected.  Small world networks with hubs 
fair better than other sparsely connected networks both in terms of the stability of 
established attractors when tested with a training pattern and the ability for corrupted 
training patterns to settle on learned inputs (McGraw and Menzinger, 2003).   Formal 
modeling efforts are required to determine whether patterns stored in network with a hub 
are more resilient to interference than a patterns stored in the same set of neurons that 
communicate solely via local connectivity.  I hypothesize that the small world created by 
a hippocampal hub allows for episodic memories that are less subject to ‘catastrophic 
interference’ by virtue of its role in increasing the functional dimensionality of the 
memory space. 
 Finally, the issue of interference and network capacity has largely focused upon 
static signals in the brain presumably after reaching equilibrium – point attractors in 
neural state space (e.g. Treves and Rolls, 1994).  However, recurrent connections offer 
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the opportunity for dynamic attractors of sequences of activity (Aihara and Adachi, 
1997).  Sequential activity is observed within theta periods (Dragoi and Buzsaki, 2006; 
Skaggs et al 1996; Gupta et al., 2012; see also Johnson and Redish, 2007) and during 
sharp-wave ripples (Wilson and McNaughton 1994; Davidson et al., 2009), suggesting 
that sequences may be a fundamental computational unit of the hippocampus.  
Furthermore, hippocampal networks can differentially fire in response to common inputs 
active in different orders (Hyde and Strowbridge, 2012; but see Liu et al., 2013 for 
evidence of a population code).  Therefore, the issue of network capacity and interference 
highly depends upon how downstream 'readers' integrate and differentially respond to 
ordered sequences of the same and different neurons (Buzsaki, 2010).  Current estimates 
of the number of stable attractors (memories) that can exist within the hippocampal 
network must be far too low since extant analyses have, for the sake of tractability, 
ignored the temporal dimension.  Additional consideration of the permutations of 
network patterns over time vastly increases the dimensionality of the memory space.  I 
observed snapshots of hippocampal activity whose correlations reflected meaningful 
relationships between experimental conditions. It is likely that each condition and 
potentially each moment was encoded by unique sequences of activity, the storage of 
which may not suffer from the catastrophic interference that has motivated most models 
of hippocampal function.  
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5.3 Conclusions 
Hippocampal research has focused on how to build a system that stores isolated, 
unique episodic memories.  Given the growing literature on the important role of the 
hippocampus in integrating information into a schema of related world knowledge, the 
time has come to reconcile these two potentially conflicting computational goals.  I found 
that hippocampal ensembles capture the higher-order structure of a set of experiences and 
that neural correlates of well-learned memories show plasticity during learning. These 
data suggest that new information is assimilated via the accommodation of cortico-
hippocampal networks that store related information.  How the hippocampus avoids the 
trade-off between encoding new information and long term memory stability is not clear.  
The hippocampus may solve this 'plasticity-stability dilemma' by increasing the 
dimensionality of the memory space by binding synaptically distant brain regions or by 
increasing the dimensionality in the temporal domain with neuronal sequences as the 
fundamental representational unit.  I propose that relational memory is particularly 
dependent upon the hippocampus because this region is a plastic, recurrent hub that 
changes quickly with experience and allows associative reactivation across modalities. 
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