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Resumen del Proyecto
Este proyecto fin de carrera describe el desarrollo de un sistema de estimacio´n de mapas de
profundidad densos a partir de secuencias reales de v´ıdeo 3D. Esta´ motivado por la necesidad
de utilizar la informacio´n de profundidad de un v´ıdeo este´reo para calcular las oclusiones en el
mo´dulo de insercio´n de objetos sinte´ticos interactivos desarrollado en el proyecto ImmersiveTV.
En el receptor 3DTV, el sistema debe procesar en tiempo real secuencias este´reo de escenas
reales en alta resolucio´n con formato Side-by-Side. Se analizan las caracter´ısticas del contenido
para conocer los problemas a enfrentar. Obtener un mapa de profundidad denso mediante co-
rrespondencia este´reo (stereo matching) permite calcular las oclusiones del objeto sinte´tico con
la escena. No es necesario que el valor de disparidad asignado a cada p´ıxel sea preciso, basta con
distinguir los distintos planos de profundidad ya que se trabaja con distancias relativas.
La correspondencia este´reo exige que las dos vistas de entrada este´n alineadas. Primero se com-
prueba si se deben rectificar y se realiza un repaso teo´rico de calibracio´n y rectificacio´n, resu-
miendo algunos me´todos a considerar en la resolucio´n del problema. Para estimar la profundidad,
se revisan te´cnicas de correspondencia este´reo densa habituales, seleccionando un conjunto de
implementaciones con el fin de valorar cua´les son adecuadas para resolver el problema, incluyen-
do te´cnicas locales, globales y semiglobales, algunas sobre CPU y otras para GPU; modificando
algunas para soportar valores negativos de disparidad.
No disponer de ground truth de los mapas de disparidad del contenido real supone un reto que
obliga a buscar me´todos indirectos de comparacio´n de resultados. Para una evaluacio´n objetiva, se
han revisado trabajos relacionados con la comparacio´n de te´cnicas de correspondencia y entornos
de evaluacio´n existentes. Se considera el mapa de disparidad como error de prediccio´n entre vistas
desplazadas. A partir de la vista derecha y la disparidad de cada p´ıxel, puede reconstruirse la
vista izquierda y, comparando la imagen reconstruida con la original, se calculan estad´ısticas de
error y las tasas de p´ıxeles con disparidad inva´lida y erro´nea. Adema´s, hay que tener en cuenta
la eficiencia de los algoritmos midiendo la tasa de cuadros por segundo que pueden procesar.
Observando los resultados, atendiendo a los criterios de maximizacio´n de PSNR y minimizacio´n
de la tasa de p´ıxeles incorrectos, se puede elegir el algoritmo con mejor comportamiento.
Como resultado, se ha implementado una herramienta que integra el sistema de estimacio´n de
mapas de disparidad y la utilidad de evaluacio´n de resultados. Trabaja sobre una imagen, una
secuencia o un v´ıdeo estereosco´pico. Para realizar la correspondencia, permite escoger entre un
conjunto de algoritmos que han sido adaptados o modificados para soportar valores negativos de
disparidad. Para la evaluacio´n, se ha implementado la reconstruccio´n de la vista de referencia y
la comparacio´n con la original mediante el ca´lculo de la RMS y PSNR, como medidas de error,
adema´s de las tasas de p´ıxeles inva´lidos e incorrectos y de la eficiencia en cuadros por segundo.
Finalmente, se puede guardar las ima´genes (o v´ıdeos) generados como resultado, junto con un
archivo de texto en formato csv con las estad´ısticas para su posterior comparacio´n.
Palabras clave:
Estereoscop´ıa, 3DTV, visio´n artificial, correspondencia este´reo, stereo matching, imagen, v´ıdeo,
calibracio´n, geometr´ıa epipolar, rectificacio´n, correspondencia densa, mapa de disparidad, ma-
pa denso, funcio´n de coste, me´todos locales, optimizacio´n global, GPU, block matching, belief
propagation, graph cuts, evaluacio´n de algoritmos.
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Cap´ıtulo 1
Introduccio´n
1.1 Presentacio´n y objetivos del proyecto
Hace apenas cinco an˜os aparecio´ la televisio´n de alta definicio´n y muchas
empresas trabajaron en su definicio´n empujadas por el intere´s en innovar y atraer a un
mayor nu´mero de usuarios, buscando nuevas formas de llegar al espectador. Una
manera de lograr este acercamiento ha sido intentar inducir en el espectador la sensacio´n
de pertenecer al escenario que se visualiza aumentando la inmersividad. Por este motivo,
en los u´ltimos an˜os se ha incrementado el esfuerzo en investigacio´n y desarrollo de la
tecnolog´ıa 3D, capaz de producir dicha sensacio´n de encontrarse dentro de la escena.
Sin embargo, el espectador mantiene un rol pasivo observa´ndola y es necesario eliminar
las barreras que lo separan de la escena visualizada.
En este contexto, se define la sensacio´n de inmersio´n como un mecanismo de
percepcio´n relacionado con el estado mental del observador por el cual siente la relacio´n
entre la autoconsciencia y el entorno que le rodea [1]. Por lo tanto, la industria tiende
a la convergencia de los medios tradicionales con la realidad virtual y aumentada,
apareciendo los sistemas inmersivos. Un paso ma´s alla´ es el desarrollo de programas
basados en la interactividad. Permitiendo a los espectadores interactuar con el con-
tenido en tiempo real, la audiencia se involucra activamente para vivir el evento segu´n
sus preferencias, dejando de ser un elemento pasivo. Se considera interaccio´n ocultar y
superponer detalles o informacio´n adicional, modificar objetos 3D insertados en la esce-
na (mover, escalar, ocultar), consultar estad´ısticas y otros datos textuales o crear vistas
personalizadas del evento mediante seleccio´n del punto de vista.
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La interactividad se aplica con e´xito en entornos sinte´ticos, donde la informacio´n
3D esta´ disponible como parte del modelo de la escena. Sin embargo, los flujos 2D
tradicionales presentan limitaciones como el punto de vista fijo y la carencia de definicio´n
3D completa de la escena, que se resuelven parcialmente bajo condiciones bien definidas
como las de los v´ıdeos estereosco´picos. Aunque la profundidad este´reo no proporciona
una idea completa de la geometr´ıa de todos los objetos 3D (se define como 2.5D), puede
ser utilizada para permitir la interaccio´n con modelos 3D integrados en el flujo original.
El trabajo realizado para este PFC forma parte del proyecto ImmersiveTV [2],
concebido para mejorar la experiencia de usuario de los espectadores de televisio´n
3D mediante el aumento de la sensacio´n de presencia y permitiendo un mayor grado
de interactividad con el contenido. ImmersiveTV tiene como objetivo aprovechar el
potencial inmersivo e interactivo del sistema de difusio´n de televisio´n HD durante la
emisio´n de un evento 3D en directo, para lo cual plantea dos escenarios de prueba.
El primer escenario se basa en un entorno inmersivo de tipo CAVETM
instalado en el CeDInt [3, 4] en el cual se visualiza un panorama este´reo de la ciudad de
Barcelona. En este escenario, la interactividad se logra con ayuda de una interfaz que
permite al usuario seleccionar y mover, haciendo uso de un Flystick R©, objetos sinte´ticos
3D que se insertan en el v´ıdeo. El segundo escenario, el salo´n inmersivo [4, 5],
representa un salo´n dome´stico del futuro, donde la inmersividad se consigue a trave´s
de audio binaural y de la creacio´n de un ambiente inmersivo con ayuda de dispositivos
actuadores que generan efectos sensoriales sincronizados con el contenido audiovisual. Se
visualiza un partido de fu´tbol en el cual se insertan objetos 3D interactivos que se hacen
visibles al producirse un evento concreto durante la emisio´n. Adema´s, se pueden consul-
tar estad´ısticas y contenido adicional en tiempo real con ayuda de una segunda pantalla,
que puede tratarse de una tablet o dispositivo mo´vil, aumentando la interactividad.
Segu´n la descripcio´n anterior, el elemento comu´n a ambos escenarios es la aparicio´n
de objetos sinte´ticos interactivos que se introducen en el v´ıdeo. Para lograrlo,
se ha desarrollado un mo´dulo de insercio´n de dichos objetos que necesita conocer la
informacio´n de profundidad de la escena para calcular las oclusiones con los elementos
que la componen. Concretamente, el trabajo descrito en esta memoria se ocupa
de resolver el problema de extraccio´n de informacio´n de profundidad a partir
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del v´ıdeo difundido a trave´s de la infraestructura de televisio´n y que se muestra en
el escenario salo´n.
Por lo tanto, el objetivo principal de este proyecto es encontrar una solucio´n
al problema de estimacio´n de la informacio´n de profundidad del contenido este-
reosco´pico que se plantea en el proyecto ImmersiveTV. Esta informacio´n es necesaria
para que el mo´dulo de insercio´n de objetos sinte´ticos interactivos sea capaz de calcular
correctamente las oclusiones de los objetos 3D con los elementos de la escena. Adema´s, el
sistema de estimacio´n debera´ ser capaz de procesar v´ıdeo estereosco´pico en tiempo real
al tratarse de un mo´dulo situado en un sistema de recepcio´n de televisio´n tridimensional.
Para realizarlo, se plantea el siguiente conjunto de objetivos parciales:
• Ana´lisis de los requisitos del mo´dulo de insercio´n de objetos sinte´ticos interacti-
vos y del tipo de contenido utilizado en el demostrador del proyecto ImmersiveTV
para localizar los problemas a enfrentar.
• Revisio´n y ana´lisis del estado del arte y seleccio´n de las te´cnicas de co-
rrespondencia este´reo. Atendiendo a los requisitos de la aplicacio´n, seleccionar
y evaluar de forma pra´ctica un subconjunto de dichas te´cnicas y algoritmos con el
fin de determinar cua´les pueden ser adecuadas para resolver el problema planteado.
• Desarrollo de un sistema de estimacio´n de mapas de profundidad densos
a partir de secuencias reales de v´ıdeo 3D. Implementacio´n de una herramien-
ta software capaz de, dadas dos secuencias de v´ıdeo correspondientes a las vistas
del ojo izquierdo y derecho, estimar el mapa de disparidad de la escena con la
calidad suficiente para llevar a cabo la insercio´n de objetos sinte´ticos interactivos
en escenas de v´ıdeo 3D.
• Ana´lisis comparativo del comportamiento y de los resultados de los al-
goritmos de correspondencia aplicados al problema real. Revisio´n del trabajo exis-
tente en el campo de la evaluacio´n de algoritmos de correspondencia con el fin de
encontrar un conjunto de criterios que permitan una comparacio´n fiable. Disen˜o e
implementacio´n de un mo´dulo software capaz de extraer estad´ısticas de los resulta-
dos para facilitar la evaluacio´n atendiendo a los criterios establecidos. Seleccio´n de
la te´cnica o algoritmo que ma´s se ajusta a las necesidades del mo´dulo de insercio´n
de objetos sinte´ticos interactivos.
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1.2 Estructura del documento
La estructura de cap´ıtulos que componen esta memoria es la siguiente:
Cap´ıtulo 1. Introduccio´n
En este cap´ıtulo introductorio se define el contexto de nuestro trabajo mediante la
descripcio´n detallada del proyecto ImmersiveTV y sus escenarios de prueba con el fin
de establecer los objetivos y definir el problema concreto que debemos resolver. Debido
a las caracter´ısticas propias del contenido y del proceso de estimacio´n de profundidad
(stereo matching) nos encontraremos con problemas asociados que debemos identificar.
Cap´ıtulo 2. El ciclo de vida de la 3DTV: fundamentos teo´ricos y tecnolog´ıas
Se introducen los fundamentos de la estereoscop´ıa y la visio´n estereosco´pica, definiendo
te´rminos como la estereopsis, la visio´n binocular o el paralaje, con el objetivo de
entender co´mo afectan a la percepcio´n de la profundidad. Por otra parte, se presenta
el ciclo de vida de los contenidos tridimensionales, haciendo un recorrido por las fases
que resultan de mayor intere´s aplicadas a la cadena de valor de la televisio´n 3D:
generacio´n de contenidos, formatos de transmisio´n del contenido y tecnolog´ıas de
visualizacio´n.
Cap´ıtulo 3. Calibracio´n y rectificacio´n
El primer requisito de los algoritmos de correspondencia es que las ima´genes de en-
trada este´n alineadas horizontalmente, cumpliendo la restriccio´n epipolar. En primer
lugar, hay que comprobar si el contenido con el que se va a trabajar esta´ alineado.
En caso negativo, es necesario aplicar rectificacio´n. En este cap´ıtulo se explican los
conceptos en torno a este proceso, desde el modelo de geometr´ıa proyectiva y for-
macio´n de imagen, pasando por los para´metros de la ca´mara, la geometr´ıa epipolar
y las matrices que definen la transformacio´n geome´trica proyectiva que compone la
rectificacio´n. Adicionalmente, se realiza una revisio´n de algunas implementaciones,
analizando cua´les pueden ser las ma´s adecuadas en el contexto de nuestra aplicacio´n.
Cap´ıtulo 4. Correspondencia y reconstruccio´n
En este cap´ıtulo se define el concepto de disparidad, que determina la profundidad per-
cibida de los objetos de la escena, y se plantean los fundamentos de la correspondencia
este´reo, tambie´n conocida como Stereo Matching. Se presenta un conjunto representa-
tivo de algoritmos de correspondencia densa con el fin de comparar las caracter´ısticas
Cap´ıtulo 1 Introduccio´n 5
de los diversos enfoques posibles para enfrentar el problema propuesto. Con el objetivo
de analizar cua´l es el ma´s adecuado para nuestra herramienta, se realiza un estudio de
las implementaciones de algunos algoritmos, adema´s de un ana´lisis de los entornos de
evaluacio´n ma´s habituales para compararlos de forma fiable y objetiva. Finalmente,
se describe, de manera teo´rica, la solucio´n adoptada.
Cap´ıtulo 5. Implementacio´n y funcionalidades del sistema
En este cap´ıtulo se describen las modificaciones realizadas sobre las implementaciones
de los algoritmos utilizados. Tambie´n se explica en profundidad la interfaz gra´fica de
usuario (GUI), para facilitar al lector la utilizacio´n de la herramienta, y se realiza un
recorrido detallado a trave´s de los mo´dulos que componen la herramienta desarrollada
para estimar mapas de disparidad densos, presentando sus funcionalidades.
Cap´ıtulo 6. Pruebas y evaluacio´n de resultados
En este cap´ıtulo se recopilan los resultados de los experimentos realizados sobre un
conjunto de capturas de prueba con el fin de comparar la calidad, tanto subjetiva como
objetiva, y la eficiencia de los diferentes algoritmos de correspondencia, justificando
la seleccio´n del algoritmo ma´s adecuado.
Cap´ıtulo 7. Presupuesto
Se presenta una tabla que resume los costes asociados al desarrollo de este Proyecto
de Fin de Carrera.
Cap´ıtulo 8. Conclusiones y trabajo futuro
En el cap´ıtulo final se resumen las conclusiones alcanzadas a lo largo del proyecto y
se plantean las posibles l´ıneas de trabajo futuro para la mejora y continuacio´n del
trabajo propuesto.
Anexo I. Co´digo de las modificaciones sobre los algoritmos
En este anexo se recoge el co´digo de ejemplo de las principales modificaciones o adapta-
ciones realizadas sobre las implementaciones de algoritmos de correspondencia este´reo.
Anexo II. Instalacio´n del DVD
En este anexo se explica el contenido del DVD adjunto a este documento y el proce-
dimiento de instalacio´n.
6 Cap´ıtulo 1 Introduccio´n
1.3 Contexto del PFC: El proyecto ImmersiveTV
ImmersiveTV es un proyecto tractor, cofinanciado por el Ministerio de Indus-
tria, Turismo y Comercio en el marco de Avanza Competitividad, con duracio´n 2010-
2013. Los socios participantes en el proyecto aparecen en la figura 1.1 [2]. Su objetivo es
investigar sobre las tendencias de produccio´n de contenidos digitales inmer-
sivos y toda la cadena de valor involucrada (produccio´n, transmisio´n y recepcio´n),
desarrollando la interactividad e inmersividad ma´s alla´ de la actual 3D, que es meramen-
te bidimensional. De este modo se pretende que el usuario final experimente la sensacio´n
de pertenecer al propio escenario que esta´ visualizando pudiendo interactuar con e´l en
cualquier direccio´n espacial.
(a) Indra (b) Ericsson (c) Eumo´vil (d) CeDInt-UPM
(e) GATV (f) UPV (g) A´gile contents (h) Inmoma´tica
Figura 1.1 – Socios del proyecto ImmersiveTV [2]
A continuacio´n describimos los dos escenarios que se contemplan dentro del pro-
yecto y pasaremos a explicar con cierto nivel de detalle las caracter´ısticas te´cnicas del
contenido utilizado para realizar pruebas y experimentos.
1.3.1 Escenarios de prueba
Los ambientes virtuales inmersivos son espacios tridimensionales reales o ima-
ginarios generados por ordenador con los que el usuario puede interactuar y que son
capaces de producir la sensacio´n de encontrarse situado en el interior. La sensacio´n
de presencia se genera al integrar varios elementos, como la generacio´n de un gran
nu´mero de ima´genes de alta calidad por segundo que cubran un amplio grado del cam-
po de visio´n del usuario, que son resultado de la interaccio´n con la escena por medio
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del movimiento, modifica´ndose el entorno y, adema´s, la utilizacio´n de sonido espacial
relacionado con todo el ambiente.
En este ambiente se busca la interaccio´n de la forma ma´s natural posible. Para
ello, se utilizan dispositivos como guantes, sistemas de rastreo o seguimiento del mo-
vimiento, o interfaces de entrada ma´s espec´ıficos vinculados al ambiente en el que se
trabaja. Por ejemplo, volantes y palancas de cambio de velocidades para un simulador
de conduccio´n, o simuladores de instrumentos y herramientas de ciruj´ıa.
Las experiencias inmersivas exploradas dentro de ImmersiveTV han sido selec-
cionadas y desarrolladas con el objetivo de alcanzar los criterios de inmersividad e
interactividad. Dicho objetivo se alcanza a trave´s de dos escenarios complementarios:
CAVE [6–8], y Salo´n Interactivo, que se describen brevemente a continuacio´n.
1.3.1.1. Entorno CAVETM
El primer escenario de prueba y validacio´n del ImmersiveTV hace uso de la CAVE
instalada en el CeDInt [3, 4]. Puesto que las instalaciones de la CAVE no contemplan
la posibilidad de recibir contenido por ningu´n medio, se ha decidido que este sea no
directo.
La CAVE permite desarrollar experiencias inmersivas en las que es posible cambiar
el punto de vista de los contenidos que se muestran por pantalla segu´n los movimientos
del usuario y la orientacio´n de su mirada. Esto es posible gracias al uso de la informacio´n
de posicio´n de la cabeza del usuario capturada por el sistema de tracking o´ptico de
la CAVETM. Si se colocan los objetos de forma que aparentemente salen de la pantalla
(dentro del volumen real que abarca la CAVETM), este sistema permite al usuario verlos
desde distintas perspectivas. Haciendo uso de esta caracter´ıstica y de las variaciones de
profundidad proporcionadas por los contenidos 3D, se busca enriquecer el contenido real
con informacio´n adicional como texto, ima´genes, v´ıdeo o audio.
En la figura 1.2 se presenta la arquitectura del demostrador. En el diagrama mos-
tramos la estructura de la CAVE, que consiste en un paralelep´ıpedo formado por
5 pantallas (lateral izquierdo, frontal, lateral derecho, inferior y superior) de resolucio´n
1400x1050 p´ıxeles y dimensiones 3,2 x 2,4 metros, con sus respectivos proyectores este-
reosco´picos activos. A causa de esta configuracio´n de pantallas consecutivas, es preferible
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proyectar un contenido panora´mico. Por otro lado se dispone de un conjunto de esta-
ciones de trabajo que controlan cada uno de los proyectores y en las cuales se almacenan
los contenidos pregrabados de su vista correspondiente. Un equipo central se encarga de
sincronizar y comunicar todas estaciones de trabajo y otro equipo gestiona el seguimien-
to del movimiento del usuario. La visualizacio´n puede ser con obturacio´n activa normal
o de tecnolog´ıa Infitec.
Figura 1.2 – Arquitectura del escenario CAVE (CeDInt)
1.3.1.2. Salo´n inmersivo
El proyecto ImmersiveTV pretende realizar una emisio´n real de contenido en
directo, abarcando todos los eslabones de la cadena de valor de una transmisio´n de
televisio´n 3D. Para que el resultado sea fiable es preciso validar cada uno de ellos. El
segundo escenario de prueba y validacio´n del ImmersiveTV trata de representar un
salo´n dome´stico del futuro, recibiendo contenidos v´ıa difusio´n (broadcast) y a trave´s
de banda ancha (broadband).
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Uno de los contenidos que ma´s seguimiento tiene en televisio´n es la retransmisio´n
de eventos deportivos. Por ello, este escenario [4, 5] reflejara´ la retransmisio´n broadcast
de un partido de fu´tbol en directo en una pantalla de 46 pulgadas. El contenido que se
debe generar para este escenario, por tanto, es un partido completo de fu´tbol profesional,
grabado mediante tecnolog´ıa estereosco´pica.
El hecho de presentar el contenido en 3D conlleva un aumento de la inmer-
sividad en la experiencia de visualizacio´n. Para acentuar au´n ma´s la inmersividad se
plantean tres aproximaciones diferentes que pueden aplicarse por separado:
• Interaccio´n con elementos 3D generados por ordenador que se integran con el
contenido de v´ıdeo: son contenidos de realidad aumentada, objetos 3D que apa-
recen superpuestos sobre la imagen original cuando ocurre un evento de intere´s
en un momento dado a lo largo del partido. El usuario tiene la opcio´n de visuali-
zar o no la capa de informacio´n correspondiente a dicho contenido enriquecido e
interactuar con e´l.
• Creacio´n de un ambiente inmersivo mediante la modificacio´n de las condiciones
de la sala de forma s´ıncrona con el contenido de v´ıdeo. Para lograrlo se utilizan
elementos domo´ticos como sensores, sistemas de audio 3D, iluminacio´n de am-
biente e iluminacio´n de acento, difusores de aromas y difusores de humo.
• Visualizacio´n en tiempo real de servicios adicionales en una segunda pan-
talla: la interactividad en este escenario viene dada por el contenido adicional
que se recibe a trave´s de banda ancha, visualizado en un dispositivo con navega-
dor de Internet, como puede ser una tablet o un dispositivo mo´vil, que permite la
interaccio´n individual sin afectar al resto de televidentes de la sala. La informacio´n
adicional interactiva que recibe el usuario en tiempo real son eventos relacionados
con el desarrollo del partido, como pueden ser estad´ısticas, la alineacio´n de ca-
da equipo participante, repeticiones de jugadas importantes o seleccio´n de vistas
adicionales de la misma jugada.
Este planteamiento sigue el concepto de televisio´n interactiva conocido como Hy-
bridTV , caracterizado por los receptores de reproducir la sen˜al proviente de las redes de
difusio´n e internet (banda ancha). En recepcio´n, se demultiplexa y enruta adecuadamen-
te el contenido segu´n el tipo de terminal de cada usuario utilizando la LAN dome´stica.
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En la figura 1.3 se presenta la arquitectura del demostrador, donde se puede
observar que el dispositivo central es el STB, que es capaz de recibir tanto la sen˜al
multimedia como la sen˜alizacio´n para los dispositivos domo´ticos y por otra parte acceder
a trave´s de Internet al resto de contenido adicional. Los dispositivos de presentacio´n son
una pantalla de gran taman˜o para el contenido de televisio´n 3D y una tablet para el
contenido interactivo adicional. Adema´s, se dispone de un mando de videoconsola para
interactuar con los objetos integrados en el v´ıdeo.
Figura 1.3 – Arquitectura del escenario salo´n [5]
1.3.2 Descripcio´n del contenido
1.3.2.1. Entorno CAVETM
En este escenario se utiliza una grabacio´n estereosco´pica de resolucio´n full
HD 1920x1080 p´ıxeles para cada ojo, realizada desde la azotea del edificio Imagina
de Mediapro en la Avenida Diagonal de Barcelona durante 24 horas. El contenido
consiste en cuatro vistas estereosco´picas parcialmente solapadas que, en conjunto,
abarcan un a´ngulo de visio´n de 270◦ (figura 1.4) con el objetivo de generar una vista
panora´mica este´reo (figura 1.5, arriba).
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Figura 1.4 – Captura de cuatro vistas de Barcelona (fuente: Eumo´vil)
La vista panora´mica este´reo se obtiene mediante una te´cnica conocida como stit-
ching (o cosido de ima´genes), que es una variante de la formacio´n de ima´genes en
mosaico. Se visualiza en las tres caras verticales de la CAVE (laterales y frontal) jun-
to con una interfaz gra´fica interactiva para poder mostrar todas las posibilidades del
demostrador.
Figura 1.5 – Vista panora´mica (arriba) y mapa de profundidad (abajo)
Cada una de las vistas se tomo´ con un conjunto de dos ca´maras Panasonic AG-
HPX371E colocadas en un rig este´reo con estructura Side-by-Side. Se trata de una
configuracio´n de ca´maras en paralelo con separacio´n entre los centros o´pticos (interaxial)
de 680 mil´ımetros. El eje de rotacio´n se situ´a en el centro de las dos ca´maras f´ısicas,
pero los sensores se situ´an 152 mil´ımetros por delante del mismo. Para poder capturar la
calle desde lo alto del edificio, las ca´maras tienen un a´ngulo de inclinacio´n con respecto
al suelo de −10, 55◦. Para no producir deformaciones, se establece una configuracio´n
sin zoom. Debido a la gran distancia que separa la ca´mara de la escena, la lente de
cada ca´mara tiene configuracio´n de foco en el infinito, que es el punto a partir del cual el
enfoque permanece constante, es decir, todos los objetos mas alla´ de la distancia mı´nima
de enfoque deber´ıan aparecer perfectamente claros y sin distorsio´n.
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Sobre el contenido descrito, el demostrador incluye una serie de contenidos adi-
cionales (figura 1.6) destinados a complementar la experiencia de usuario. Como fun-
cionalidad, se introduce la visualizacio´n selectiva (a demanda) de dichos contenidos, que
son realizados de forma previa a la transmisio´n y almacenadas en un repositorio local.
Pueden ser de tres tipos:
• Modelos 3D: un menu´ de interaccio´n permite seleccionar entre varios modelos
sinte´ticos asociados con la ciudad de Barcelona durante la reproduccio´n del v´ıdeo.
Se trata de edificios representativos de la ciudad que el usuario puede observar
desde cualquier posicio´n y a´ngulo mediante las interacciones con el Flystick R© de
la CAVETM. Adema´s, se pueden integrar dentro del panorama de v´ıdeo mediante
la accio´n correspondiente en el menu´ de interaccio´n.
• Audio: adema´s de la pista de audio general que se reproduce junto al panorama
de v´ıdeo, cada uno de los modelos 3D seleccionables tienen a su vez una pista de
audio descriptiva. Estas se reproducen a partir del momento en que se selecciona
alguno de los edificios 3D disponibles, pudiendo en cualquier momento pausar o
reanudad la reproduccio´n mediante las interacciones con el menu´ de seleccio´n.
• Fotograf´ıas 3D: al seleccionar un edificio 3D, sobre el panorama aparece un visor
que muestra fotograf´ıas relacionadas con el modelo. La secuencia de fotograf´ıas y
el tiempo que permanecen en escena vienen determinados automa´ticamente por
el audio asociado que se encuentre reproduciendo en ese momento. Adema´s, se
habilita la interaccio´n del usuario con este visor permitiendo avanzar o retroceder
la secuencia, o bien mostrar y ocultar el visor.
Figura 1.6 – Ejemplo del demostrador CAVE. Vista del demostrador en
funcionamiento con el menu´ interactivo donde se muestra un modelo
del estadio Camp Nou insertado en el v´ıdeo (parte izquierda) y
una presentacio´n de fotograf´ıas relacionadas con el modelo 3D (parte
derecha). Para interactuar se utiliza el Flystick R©.
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1.3.2.2. Salo´n inmersivo
El contenido multimedia que se mostrara´ en este demostrador corresponde a una
escaleta de un partido completo de fu´tbol profesional, grabado mediante tecnolog´ıa
estereosco´pica. El encuentro se realizo´ en el estadio Camp Nou de Barcelona entre el
Fu´tbol Club Barcelona y el Real Madrid durante la jornada 35 de la liga BBVA, el 21
de abril de 2012. La captura ha sido realizada utilizando una configuracio´n de ca´maras
habitual en cualquier retransmisio´n futbol´ıstica, siguiendo un esquema como el de la
figura 1.7.
Figura 1.7 – Esquema de ca´maras del partido: (1) principal SbS, (2-3) cortos
SbS, (4-5) detra´s de las porter´ıas SbS, (6) lateral TaB, (7) vista de las
gradas, (8) steady hacia banquillos, (9-10) fueras de juego.
La ca´mara principal, etiquetada como 1 es apoyada por las ca´maras 2 y 3, utilizadas
para tomar planos cortos de los jugadores en el terreno de juego. Las ca´maras 4 y 5 esta´n
situadas detra´s de cada porter´ıa para tomar planos cortos durante las jugadas que se
producen cerca de las porter´ıas y la ca´mara 6 recorre la banda lateral. Tambie´n se
dispone de dos ca´maras (9 y 10) para detectar y comprobar las situaciones de fuera de
juego. La ca´mara 8 esta´ colocada sobre un soporte de tipo steadycam y apunta hacia los
banquillos, mientras que la ca´mara 7 graba hacia las gradas durante el tiempo en el que
se llena y se vac´ıa el estadio.
Figura 1.8 – Ejemplo de cuadro de v´ıdeo para el escenario Salo´n (Eumo´vil)
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Las ca´maras HD utilizadas son del modelo GV LDK 8000, excepto la situada
tras la porter´ıa derecha, que se trata de una ca´mara 3D Panasonic AG-3DA1 que captura
cada vista en Full HD y SbS. Todos los rigs esta´n configurados en Side-by-Side, excepto
el de la banda lateral, que es Top-and-Bottom. La vista de cada ojo se captura en formato
720p (1280x720 p´ıxeles formato progresivo), por lo que el resultado del montaje final
es un v´ıdeo en formato HD Ready Side-by-Side , es decir un cuadro de dimensiones
2560x720 p´ıxeles que contiene las vistas de resolucio´n completa una al lado de la otra.
Como hemos explicado en el apartado 1.3.1.2, se utiliza un conjunto de modelos
tridimensionales que se insertan en el v´ıdeo como contenido adicional en momentos
determinados del partido. En la figura 1.9(a) se muestran todos los objetos que se han
modelado y que esta´n directamente relacionados con el contenido del v´ıdeo. En la figura
1.9(b) vemos la captura de un cuadro en el que se ha insertado uno de los objetos.
(a) Modelos 3D (b) Superposicio´n de un modelo
Figura 1.9 – Superposicio´n de contenidos de realidad aumentada (CeDInt)
Por otra parte, sabemos que es posible interactuar con los modelos 3D dentro
del v´ıdeo, como en la figura 1.10, donde se ilustra el desplazamiento de posicio´n de un
modelo en el v´ıdeo, pudie´ndose observar el efecto de las oclusiones entre elementos
situados a diferente profundidad como ocurre con el techo del estadio que se situ´a
por delante de la copa (imagen superior).
Figura 1.10 – Ejemplo de interaccio´n en el escenario Salo´n (fuente: CeDInt)
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Otra posible forma de interaccio´n hace uso de las vistas de las diferentes ca´ma-
ras con el objetivo de incrementar el nivel de implicacio´n del usuario, de forma que
tenga cierto control al poder seleccionar la que ma´s le interese. As´ı, los espectadores se
convierten en verdaderos realizadores de su propio contenido. Esta posibilidad supone
numerosos retos a nivel de produccio´n. Por un lado, se debe planificar cada una de las
distintas posiciones de ca´mara estereosco´pica y por otro, almacenar de forma coherente
las diferentes fuentes de v´ıdeo. En este sentido, se presenta un reto importante en cuanto
al taman˜o que ocupa el contenido en te´rminos de compresio´n sin alterar excesivamente
la calidad final y en cuanto a la adecuada sincronizacio´n entre las vistas. Por otra parte,
se debe prever el me´todo ma´s efectivo para dotar al usuario final de la capacidad de ir
alterna´ndolas.
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1.4 Especificacio´n del problema a resolver
1.4.1 Descripcio´n general del problema
En este Proyecto Fin de Carrera nos centramos en la estimacio´n de profundi-
dad del contenido visualizado en el escenario salo´n. Se trata de un v´ıdeo este´reo
en formato Side-by-Side correspondiente a la retransmisio´n de un evento deportivo en
directo, por lo tanto, disponemos de la informacio´n de dos vistas, una correspondiente
a cada ojo. Cuando se visualiza el contenido, cada vista alcanza el ojo correspondiente
y, gracias a la diferencia de posicio´n de un punto de la escena visible en ambas vistas, el
cerebro es capaz de interpretar la informacio´n de profundidad [9–12]. De manera similar,
en visio´n artificial, las te´cnicas de correspondencia este´reo o stereo matching aprovechan
las pequen˜as diferencias existentes entre ambas vistas para determinar la distancia que
separa la ca´mara de un punto cualquiera de la escena, esto es, su valor de profundidad.
Si las ima´genes de entrada esta´n alineadas, la diferencia entre una vista y la otra es
un desplazamiento horizontal conocido como disparidad. Este desplazamiento esta´ rela-
cionado con la profundidad percibida de los objetos de la escena [13–15]. Por lo tanto,
en el caso de ima´genes rectificadas, el problema reside en calcular la disparidad
existente entre ambas ima´genes.
En este trabajo se describe el desarrollo de un sistema de estimacio´n de mapas de
profundidad a partir de secuencias reales de v´ıdeo 3D. Para abordarlo, en primer
lugar es necesario conocer los requisitos del mo´dulo de insercio´n de objetos sinte´ticos
interactivos para poder determinar las caracter´ısticas del mapa de disparidad que se
tiene que calcular. En este caso, es deseable un mapa de disparidad denso, es decir,
aquel en el que todos los p´ıxeles de la imagen tienen un valor de disparidad va´lido
asignado, as´ı no existira´n agujeros al situar un objeto 3D sinte´tico dentro de la escena.
Por otra parte, no es necesario obtener un mapa preciso ya que es suficiente
con distinguir los diferentes planos de profundidad de la escena, puesto que el mo´dulo
de insercio´n de objetos trabaja con distancias relativas sin conocer el valor exacto de
profundidad de los objetos. Una vez conocidos los requisitos y, asumiendo que se dispone
de un contenido rectificado o que se puede rectificar, es necesario hacer una revisio´n
de las te´cnicas de correspondencia este´reo [16] para preseleccionar un conjunto
de muestra que pueda ser u´til para nuestra herramienta. El resultado de aplicar los
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algoritmos de correspondencia depende de las caracter´ısticas del contenido y, por
consiguiente, tambie´n la seleccio´n de algoritmos. Otro factor limitante en la bu´squeda
de algoritmos de correspondencia es la capacidad de trabajar en tiempo real, por lo que
resulta de intere´s utilizar implementaciones basadas en GPU.
Finalmente, para elegir adecuadamente el algoritmo que cumple mejor los requisi-
tos de la aplicacio´n, se debe realizar una comparacio´n de los resultados. Existen
muchos trabajos en torno a la evaluacio´n de algoritmos de correspondencia atendiendo
a aplicaciones concretas o centrados en alguna de las etapas que componen el proceso
de correspondencia [16–22], en ocasiones, dando lugar a entornos de evaluacio´n online
[23, 24] o bases de datos de contenidos de prueba [16, 25–27]. En nuestro caso, la prin-
cipal dificultad es que no se dispone de ground truth de referencia, por lo que se
debe buscar un criterio objetivo de comparacio´n indirecta [28–30]. Como resultado de la
revisio´n de estos trabajos, se propone disen˜ar un entorno de evaluacio´n de algoritmos
de correspondencia utilizando un conjunto de criterios de comparacio´n indirecta
basados en la reconstruccio´n de la imagen de referencia a partir del mapa de disparidad
obtenido.
1.4.2 Introduccio´n al problema de stereo matching
Partiendo de dos ima´genes tomadas desde diferentes puntos de vista de una mis-
ma escena correspondientes a la vista del ojo izquierdo, que sera´ referida como imagen
de referencia en la mayor´ıa de los casos, y del ojo derecho, que llamaremos imagen
objetivo o imagen de comparacio´n, el problema de stereo matching o correspondencia
este´reo consiste en encontrar e identificar en dichas ima´genes aquellos p´ıxeles que repre-
sentan al mismo punto de la escena tridimensional. De esta manera se puede estimar la
profundidad de cada punto de la escena a partir de un mapa de disparidad como el
de la figura 1.11(c), resultante del proceso de correspondencia.
En las especificaciones [31, 32] se define la disparidad como la diferencia entre
las posiciones horizontales de un p´ıxel que representa al mismo punto en el espacio
en las vistas derecha e izquierda. La disparidad positiva (segu´n el convenio en el que la
coordenada horizontal derecha es mayor que la coordenada horizontal izquierda) implica
una posicio´n detra´s del plano de pantalla, y la disparidad negativa implica una posicio´n
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(a) Vista ojo izquierdo (b) Vista ojo derecho (c) Mapa de disparidad
Figura 1.11 – Ejemplo de problema de correspondencia este´reo para la imagen de
prueba Tsukuba [16, 23]
delante de la pantalla. Esta definicio´n coincide con la definicio´n de paralaje de la seccio´n
2.2, donde se representan los tipos de paralaje en la figura 2.3.
Para realizar una buena correspondencia es imprescindible que las ima´genes este´n
bien rectificadas, como se explicara´ ma´s adelante, y una escena en la que se puedan
reconocer bien los elementos gracias a una buena iluminacio´n con ausencia de reflejos o
sombras excesivas. Tambie´n nos encontramos con el problema de las oclusiones, situacio´n
en la cual un conjunto de p´ıxeles de una imagen no aparece en la otra debido a la posicio´n
relativa de los objetos en la escena, lo cual dara´ lugar a errores en el proceso de ca´lculo
de la correspondencia. Todos estos problemas y restricciones relacionados tanto con el
tipo de contenido como con el proceso de correspondencia se comentara´n en ma´s detalle
en la pro´xima seccio´n 1.4.3 y en el cap´ıtulo 4.
Cuando hablamos de stereo matching o correspondencia este´reo en sentido amplio,
nos referimos al conjunto de las tres fases que lo componen:
1. Problema de calibracio´n y rectificacio´n (cap´ıtulo 3).
2. Problema de correspondencia (cap´ıtulo 4).
3. Reconstruccio´n o reproyeccio´n (cap´ıtulo 4).
En los cap´ıtulos posteriores profundizaremos en el problema de stereo matching.
En el cap´ıtulo 3 presentaremos los fundamentos teo´ricos de la calibracio´n y rectificacio´n
previas al proceso de correspondencia este´reo y dedicaremos el cap´ıtulo 4 para describir
me´todos y algoritmos de resolucio´n del problema de correspondencia, analizados me-
diante evaluaciones y tambie´n para explicar co´mo obtener el valor de profundidad en la
fase de reconstruccio´n.
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1.4.3 Problemas a enfrentar
Como se ha planteado en los apartados anteriores, una parte fundamental del
proyecto ImmersiveTV es la insercio´n de objetos sinte´ticos interactivos dentro
del video y la posibilidad de interaccio´n por parte del usuario. Para ello es
necesario utilizar un mo´dulo de superposicio´n gra´fica. Este mo´dulo debe cumplir una
serie de requisitos que se enumeran a continuacio´n, junto con algunas tareas que debe
ser capaz de realizar:
1. Bu´squeda de correspondencias este´reo y generacio´n de mapa de profundidad
(problema de stereo matching presentado en la seccio´n 1.4.2).
2. Formato de datos 3D capaz de describir la geometr´ıa, posicio´n y acciones de
los objetos sinte´ticos interactivos.
3. Insercio´n de objetos 3D: ca´lculo de oclusiones y fusio´n del objeto con el entorno.
4. Reproduccio´n de gra´ficos sobre v´ıdeo.
5. Interaccio´n con objetos: ejecucio´n de las acciones asociadas a los objetos.
6. Sincronizacio´n entre pantallas en el caso de sistemas de proyeccio´n multipantalla.
En este trabajo nos vamos a centrar u´nicamente en el punto 1 de la lista, ya
que es necesario inferir informacio´n de profundidad para calcular correctamente las
oclusiones de los objetos con el contenido del v´ıdeo. Como sabemos, en el proyecto Im-
mersiveTV se trabaja con una fuente de v´ıdeo estereosco´pico cuya salida es un par de
ima´genes este´reo correspondientes a la perspectiva del ojo derecho e izquierdo respecti-
vamente. A partir de la disparidad entre los p´ıxeles de las dos ima´genes y los para´metros
de la ca´mara, es posible inferir la profundidad de la escena que se esta´ visualizando y por
lo tanto regenerar la imagen que se muestra para incluir datos sinte´ticos a una determi-
nada profundidad. La inclusio´n de este tipo de informacio´n incrementa las posibilidades
de interaccio´n del usuario con los contenidos tradicionales de la televisio´n.
Para abordar la extraccio´n de informacio´n 3D fiable, necesitamos un algoritmo de
correspondencia este´reo capaz de enfrentarse a algunos problemas que pueden presen-
tarse y que vienen asociados, por un lado a las caracter´ısticas del contenido (en este
caso v´ıdeo deportivo) y por otro, al propio proceso de ca´lculo de correspondencias.
La tabla 1.1 presenta un resumen de los ma´s comunes, clasificados por su naturaleza.
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Tipo de problema Problema Causas
Caracter´ısticas de
eventos deportivos
Tiempo de procesado
Eventos en directo, contenido real,
ima´genes o v´ıdeos de alta resolucio´n
Cambios en para´metros de ca´mara Zoom, cambios (repentinos) entre ca´maras
Cambios en el rango de disparidad Zoom, cambios (repentinos) entre ca´maras
Disparidad pequen˜a o indetectable Distancia a la escena, a´ngulo de captura
Error residual de movimiento Movimientos ra´pidos de jugadores y objetos
Proceso de
correspondencia
este´reo
Ausencia de textura Regiones homoge´neas o de bajo contraste
Discontinuidades Bordes de objetos, planos 3D diferentes
Oclusiones Movimientos, objetos en diferentes planos,
entorno
Condiciones de iluminacio´n
Tiempo, exterior/interior, d´ıa/noche,
reflexiones, diferentes reflexiones entre
vistas
Tabla 1.1 – Ejemplo de problemas que se plantean al trabajar con el proceso de
correspondencia este´reo sobre v´ıdeos de eventos deportivos.
1.4.3.1. Problemas derivados del contenido
Las caracter´ısticas propias del contenido de v´ıdeo sobre el que se va a aplicar
el ca´lculo de correspondencia este´reo influyen directamente sobre el rendimiento y la
calidad del resultado. Por un lado, es fundamental que el tiempo de procesado sea
el mı´nimo posible ya que estamos planteando trabajar con eventos en directo en los
que la latencia y el retardo son factores cr´ıticos. Sin embargo, al tratar con ima´genes
o v´ıdeos de alta resolucio´n con contenido real donde la estructura de la escena
no esta´ controlada, el tiempo de computacio´n se incrementa con respecto al caso de
informacio´n de menor resolucio´n, por lo que habra´ que lograr un compromiso entre la
calidad y la eficiencia del algoritmo de correspondencia.
Las condiciones de captura determinan co´mo sera´ el contenido adquirido, por lo
que sus caracter´ısticas tambie´n afectan al resultado. En concreto, factores como el zoom
o los cambios ma´s o menos bruscos entre distintos puntos de vista alteran o
modifican los para´metros de ca´mara, que suele ser necesario conocer para obtener
la informacio´n de profundidad, y pueden cambian el rango de disparidad (ma´xima y
mı´nima disparidad posible entre vistas). Sin embargo, al tratarse de un acontecimiento
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deportivo, se puede conocer previamente la posicio´n de las ca´maras permitiendo sortear
algunos de estos problemas. Adema´s, la distancia a la escena, que generalmente es
grande excepto en los planos cortos y primeros planos, puede dar lugar a valores de
disparidad muy pequen˜os o casi indetectables obligando a que el algoritmo de
correspondencia este´reo tenga una resolucio´n mayor. Esto no siempre es posible, ya que
la resolucio´n del mapa de disparidad es una limitacio´n dada por los para´metros de los
algoritmos de correspondencia este´reo.
Otro tipo de aspectos relacionados con la captura son la distorsio´n de la lente
de cada ca´mara, que da lugar a una aberracio´n distinta para cada ojo, y aquellas
desviaciones asociadas al proceso de digitalizacio´n como son el error de cuantificacio´n,
que produce diferencias de intensidad en cada vista, y los efectos del submuestreo,
que generan artefactos distintos en cada imagen, aliasing o p´ıxeles desplazados. El ruido
tanto de la propia escena, que se puede presentar en forma de niebla o sombras, como el
del sensor, que da lugar a patrones de ruido distintos en cada vista, dificulta la bu´squeda
de correspondencias.
Finalmente, trabajar con v´ıdeo presenta otro tipo de problemas relacionados prin-
cipalmente con el movimiento. A parte de los cambios de plano, ca´mara o punto de vista
que ya hemos comentado, el movimiento de las ca´maras y de los elementos de la escena,
como los jugadores u objetos (el balo´n), dan lugar a ruido o error residual de mo-
vimiento que se manifiesta en forma de halos, emborronamientos u objetos fantasma.
Tambie´n se producen cambios en las condiciones de iluminacio´n, obligando a modificar
los para´metros del algoritmo de correspondencia en tiempo real.
1.4.3.2. Problemas derivados del stereo matching
El proceso de inferencia de informacio´n de profundidad por medio de te´cnicas
de stereo matching tiene ciertas restricciones que limitan su eficiencia y calidad. Las
principales restricciones que caracterizan la correspondencia este´reo se definen en el
cap´ıtulo 4 (seccio´n 4.2.2), por ahora comentaremos en que´ medida el contenido afecta a
algunas de ellas:
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• Las zonas con ausencia de textura que pueden encontrarse en la superficie
sobre la que se practica el deporte (e.g. hierba, tarima, hielo o agua) dan lugar a
ambigu¨edades en el resultado.
• Se producen discontinuidades o saltos de disparidad en los bordes de todos
los objetos que no forman parte del estadio (e.g. pu´blico, jugadores o balo´n).
• Se producen oclusiones debido al movimiento de los jugadores y objetos (balo´n)
que ocultan otros elementos de la escena. Se puede producir la situacio´n en la que
dos jugadores con la misma equipacio´n y pro´ximos en la imagen sean considerados
uno solo.
Otro tipo de cuestiones a tener en cuenta esta´n relacionadas con la eleccio´n de la
configuracio´n y los para´metros de los algoritmos de correspondencia, como puede ser el
tipo de me´trica utilizada para comprobar la semejanza (funcio´n de coste), taman˜o de
ventana, rango de bu´squeda o asumir superficies fronto-paralelas. Profundizaremos en
estos conceptos ma´s adelante.
Las condiciones de captura tambie´n influyen sobre los resultados. Por ejemplo, el
paralaje vertical producido por una mala alineacio´n vertical de las ca´maras impide
el correcto funcionamiento de una gran cantidad de algoritmos de correspondencia. Por
supuesto, las condiciones de iluminacio´n son ampliamente variables y dependen de
muchos factores como las condiciones meteorolo´gicas, la hora del d´ıa (d´ıa o noche) o
si la competicio´n se realiza en interior o exterior, que exige un control sobre el tiempo
de exposicio´n de la ca´mara. Se denomina distorsio´n radiome´trica a la variacio´n de
intensidad luminosa de la vista de un ojo con respecto de la del otro, que habitualmente
viene dada por una constante multiplicativa (ganancia) y una variacio´n aditiva (offset).
Este feno´meno exige la normalizacio´n de iluminacio´n. Adema´s, habitualmente se asumen
superficies lambertianas, es decir, aquellas en las que la luz se refleja uniformemente
en todas direcciones.
Una vez planteado el problema que nos ocupa con todas sus caracter´ısticas, en los
siguientes cap´ıtulos describiremos la solucio´n adoptada.
Cap´ıtulo 2
El ciclo de vida de la 3DTV: fundamentos teo´ricos
y tecnolog´ıas
2.1 Introduccio´n
La retransmisio´n de eventos 3D en directo es una actividad que ha salido reciente-
mente del terreno experimental, debido a los altos costes de produccio´n y escasa madurez
de la tecnolog´ıa existente. En los u´ltimos an˜os, los avances te´cnicos han empezado a ofre-
cer la posibilidad de que este tipo de eventos sea posible y que, en un futuro pro´ximo,
llegue a ser una realidad cotidiana. La reduccio´n de los costes de produccio´n sera´ uno
de los principales factores que impulsen el desarrollo de mejores tecnolog´ıas facilitando
la introduccio´n del 3D en la mayor´ıa de salas de cine y en la televisio´n. Por lo general,
en la actualidad el tipo de eventos en directo que se producen en 3D son los deportes y
los conciertos, pero la te´cnica es fa´cilmente generalizable, siendo posible retransmitir
en directo todo tipo de programas en 3D.
Por otra parte, desde 2010 ya existe gran variedad de contenidos 3D producidos y
grabados. La aparicio´n de las primeras ca´maras 3D dome´sticas junto con los sistemas de
conversio´n 2D a 3D han permitido al usuario generar sus propios contenidos. Adema´s,
la existencia de soportes de almacenamiento como el Blu-Ray han impulsado el mercado
de cine y videojuegos en 3D para el hogar. Por todo esto, las tecnolog´ıas 3D son objeto
de estudio y esta´n en continuo desarrollo y evolucio´n.
Para comprender un poco co´mo funciona el 3D, en este cap´ıtulo comenzamos defi-
niendo algunos te´rminos como la estereoscop´ıa y estereopsis, en los que se basan algunas
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herramientas de visio´n artificial para resolver determinados problemas relacionados con
la informacio´n tridimensional de una escena visual. A continuacio´n, se introduce el tema
de la televisio´n 3D, haciendo un recorrido por algunas de las fases del ciclo de vida, como
la generacio´n y produccio´n de contenidos, los formatos de transmisio´n y los modos de
visualizacio´n de contenidos.
2.2 Fundamentos de estereoscop´ıa y visio´n estereosco´pica
Se denomina estereopsis (de στερεός (stereos-), so´lido y ο˝ψις (-opsis), visio´n o
vista) al feno´meno de percepcio´n visual por el cual, a partir de dos ima´genes ligeramente
diferentes de la misma escena proyectadas en la retina de los dos ojos, el cerebro es capaz
de percibir sensacio´n de profundidad [12].
Con la visio´n binocular se captan dos ima´genes distintas de la escena debido
a que los ojos ocupan posiciones diferentes en la cabeza. La separacio´n entre los ojos
se denomina distancia interocular (DIO) o interpupilar y oscila entre 45 y 75 mm.,
tomando como valor medio t´ıpico 65 mm. La diferencia entre ambas ima´genes se conoce
como disparidad binocular, disparidad horizontal o disparidad retiniana ya
que la proyeccio´n de un punto sobre la retina de un ojo esta´ desplazada en la direccio´n
horizontal con respecto a la proyeccio´n sobre la retina del otro ojo [10, 33]. La sensacio´n
de profundidad depende de la disparidad, y la disparidad de la DIO: cuanto mayor
es la distancia interocular, mayor es la disparidad y se capta mejor la profundidad de
objetos lejanos; sin embargo, a menor DIO, menor disparidad y mejor captacio´n de la
profundidad de los objetos cercanos.
El te´rmino estereopsis se usa generalmente como abreviatura de visio´n binocular,
percepcio´n binocular de profundidad o percepcio´n estereosco´pica de profundidad aunque,
estrictamente hablando, la sensacio´n de profundidad asociada con la estereopsis se puede
obtener bajo otras condiciones como, por ejemplo, en el caso de un observador que ve la
escena con un u´nico ojo mientras se mueve [11]. El movimiento del observador produce
diferencias en la imagen retiniana simple a lo largo del tiempo de manera similar a
la disparidad binocular. Este efecto se conoce como paralaje de movimiento. Otras
sen˜ales visuales que el cerebro utiliza para percibir volumen, distancia y profundidad
son [9]:
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• Superposicio´n: un objeto superpuesto a los dema´s se interpreta como situado
ma´s cerca del observador.
• Perspectiva o puntos de fuga: mecanismo descrito por Leonardo Da Vinci
que consiste en la capacidad de calcular la distancia entre los objetos en base a la
perspectiva. Por ejemplo, si observamos unas v´ıas de tren que, segu´n la perspectiva,
parecen juntarse en el infinito y con a´rboles en los laterales, podemos tener una
idea de la distancia entre a´rboles y la distancia que nos separa de ellos.
• Taman˜o de objetos conocidos: se trata de la informacio´n que ya tenemos
interiorizada acerca de algunos objetos, como el taman˜o relativo entre diferentes
objetos.
• Taman˜o de la imagen sobre la retina: el cerebro calcula la distancia a un
objeto en funcio´n del taman˜o de la proyeccio´n sobre nuestra retina. Por ejemplo,
el taman˜o de un objeto en la retina aumenta a medida que disminuye la distancia
que nos separa de e´l.
• Convergencia: se trata del punto en el que intersecan los ejes o´pticos. Tambie´n
se llama punto de divergencia cero (o disparidad cero). Cuanto ma´s cercano
sea un objeto, mayor sera´ la convergencia. Este feno´meno determina la estereopsis,
puesto que a partir de cierta distancia no se puede distinguir la profundidad (segu´n
la persona, entre los 60 y 100 metros) ya que en puntos muy alejados los ejes o´pticos
son casi paralelos.
Como observacio´n importante, la estereopsis no esta´ presente cuando se observa
una escena con un solo ojo sin movimiento o cuando se ve la imagen plana de una escena
con ambos ojos. Habitualmente, tampoco esta´ presente cuando una persona con visio´n
binocular anormal (estrabismo) mira la escena con ambos ojos. Incluso en los tres casos
anteriores donde no existe estereopsis, los humanos son capaces de percibir relaciones de
profundidad. Sin embargo, la visio´n binocular es la mejor fuente de informacio´n que el
cerebro utiliza para calcular profundidad en la escena visual.
Se denomina estereoscop´ıa (de στερεός (stereos-), so´lido y ςκοpiέω (-skope o¯),
mirar o ver) a la te´cnica capaz de recoger informacio´n visual tridimensional y/o crear o
realzar la ilusio´n de profundidad a partir de una imagen estereogra´fica, un estereograma
o una imagen tridimensional [10, 33]. Se trata de inferir informacio´n de profundidad a
partir de las dos ima´genes bidimensionales que representan un par este´reo basa´ndose en
la estereopsis o visio´n binocular, es decir, presentando una imagen separada para cada
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ojo tal y como ver´ıamos la escena en la realidad. Como ya sabemos, las dos ima´genes
bidimensionales se fusionan en el cerebro otorgando la percepcio´n de profundidad 3D.
La primera fotograf´ıa estereosco´pica se capturo´ con una sola ca´mara realizando
una traslacio´n horizontal de 6 cm para simular la DIO. Para ver una imagen estereosco´pi-
ca es necesario un medio capaz de presentar cada imagen al ojo correcto para que el
cerebro interprete adecuadamente la informacio´n. El primer dispositivo que permitio´ la
visualizacio´n de este tipo de ima´genes es el estereoscopio. Segu´n la RAE [34], (( apa-
rato o´ptico en el que, mirando con ambos ojos, se ven dos ima´genes de un objeto, que,
al fundirse en una, producen una sensacio´n de relieve por estar tomadas con un a´ngulo
diferente para cada ojo )). T´ıpicamente, un estereoscopio dispone de una lente para cada
ojo que aumenta el taman˜o y la distancia aparentes de la imagen vista a trave´s de ella.
Adema´s, desplaza la posicio´n horizontal de forma que los bordes de ambas ima´genes se
funden en una ventana este´reo que parece contener a los objetos en su interior.
(a) Boceto (fuente: [35]) (b) Estereoscopio1
Figura 2.1 – Estereoscopio de Wheatstone
El cient´ıfico e inventor ingle´s Sir. Charles Wheatstone invento´ el estereoscopio, que
supuso una revolucio´n en su e´poca. De hecho, fue Wheatstone quien definio´ oficialmente
la estereopsis dentro de su estudio sobre la visio´n binocular en 1838 [36], por el cual
recibio´ un premio de la Royal Society de Inglaterra. El estereoscopio de Wheatstone
consta de dos espejos girados 45o con respecto a los ojos del usuario (etiquetados como
A y A’ en la figura 2.1), cada uno de los cuales reflejan una imagen colocada en el lateral
del ojo correspondiente (etiquetadas como E y E’).
1Imagen tomada de: http://www.ssplprints.com/image/129529/reflecting-stereoscope-originally-
used-by-charles-wheatstone-19th-century
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Posteriormente, Sir. David Brewster presento´ en 1845 una herramienta similar
introduciendo lentes correctivas para enfocar las ima´genes a una distancia ma´s cerca-
na, reduciendo el taman˜o del dispositivo [37]. Este equipo utilizaba pequen˜os pares de
transparencias en lugar de las grandes la´minas laterales del invento de Wheatstone, tal
y como se observa en la figura 2.2.
(a) Boceto2 (b) Estereoscopio3
Figura 2.2 – Estereoscopio de Brewster
Se denomina campo visual a la porcio´n del espacio que cada ojo es capaz de ver
y se mide en grados. La acomodacio´n es el enfoque o´ptico de un punto, es decir, hacer
coincidir dicho punto en el plano de proyeccio´n (en el caso de la visio´n, la retina), y la
fusio´n es el proceso conjunto de acomodar un punto y hacer converger los ejes o´pticos
en e´l, lo que significa hacer que los ejes o´pticos intersequen (punto de disparidad cero)
coincidiendo con el plano de proyeccio´n [10, 33]. En estos te´rminos, definimos la imagen
este´reo como la fusio´n de la imagen del ojo derecho con la del ojo izquierdo. Cada uno
de los dos elementos que componen la imagen este´reo recibe el nombre de campo.
Un concepto fundamental de la estereoscop´ıa es el paralaje (paralax ). Se trata de
la distancia entre las dos proyecciones de un mismo punto sobre el plano de proyeccio´n
(figura 2.3). El paralaje determina la disparidad y depende de la distancia interocular,
como ya se ha comentado, a mayor DIO, mayor paralaje y disparidad [15]. A continuacio´n
se enumeran los tipos de paralaje que podemos encontrarnos:
• Segu´n el eje: puede ser horizontal o vertical. Es un tipo de paralaje que no debe
producirse y no haremos demasiado hincapie´.
2Fuente: http://en.wikipedia.org/wiki/File:PSM V21 D055 The brewster stereoscope 1849.jpg
3Fuente: http://www.ebay.com/itm/RARE-EARLY-UNIS-FRANCE-BREWSTER-TYPE-WOOD-
ANTIQUE-3D-STEREO-VIEWER-STEREOSCOPE-/151040299088
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• Segu´n la distancia: consiste en la separacio´n de las proyecciones sobre la pantalla.
· Paralaje cero: los puntos de imagen homo´logos de ambas ima´genes coinciden
en la misma posicio´n sobre el plano de proyeccio´n (figura 2.3(b)).
· Paralaje positivo: se puede dar el caso en el que los ejes de ambos ojos son
paralelos, para objetos lejanos al observador, adema´s de aquel en el que los
ejes o´pticos convergen. La imagen que se produce parece estar detra´s del
plano de imagen (figura 2.3(a)). Cuando la distancia entre las ima´genes es
mayor que la DIO, los ejes o´pticos divergen, pero esto no ocurre al visualizar
objetos en el mundo real.
· Paralaje negativo: los ejes o´pticos se cruzan y los objetos parecen estar
delante del plano de imagen, es decir, entre la pantalla y el observador
(figura 2.3(c)).
(a) Paralaje Positivo (b) Cero Paralaje (c) Paralaje Negativo
Figura 2.3 – Tipos de paralaje [10].
Antes de finalizar esta seccio´n, enumeramos algunos de los problemas a tener en
cuenta en el campo de la estereoscop´ıa [10]:
• Relacio´n acomodacio´n/convergencia: como ya sabemos, el punto de enfoque
no es el mismo que el punto de convergencia. Tal y como se ha definido, la fusio´n
consiste en hacer coincidir ambos puntos mediante la acomodacio´n en la pantalla.
Los puntos de paralaje cero no presentan este problema, pero para el resto de pun-
tos existe dificultad en la fusio´n produciendo incomodidad. Esta relacio´n depende
de las caracter´ısticas del observador, del taman˜o de la pantalla (preferiblemente
grande), de la distancia d al plano de proyeccio´n (mejor cuanto mayor sea) y del
tipo de paralaje que sea positivo, tratando de no superar los 1,5o siguiendo la
expresio´n: paralaxmax = 2 · d · tan
(
1,5◦
2
)
.
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• Ima´genes congruentes: las dos ima´genes que muestran la misma escena deben
tener brillo congruente e igual intensidad y contraste. El incumplimiento de estos
requisitos dificulta la fusio´n.
• Bordes: las ima´genes que no esta´n contenidas totalmente en la pantalla generan
problemas sobre todo en el caso de las ima´genes con paralaje negativo, cuyos
objetos parecen estar delante de la pantalla. Se aprecia un efecto de incomodidad
visual en la interseccio´n de los objetos con los bordes de la pantalla. Por lo general,
se tiene ma´s tolerancia al recorte horizontal que al vertical.
• Ima´genes cruzadas: cuando un ojo capta parte o la totalidad de una imagen que
no le corresponde, se produce un efecto de imagen fantasma o ghosting. La causa
suele ser tecnolo´gica: problemas con filtros debido al movimiento de la cabeza del
espectador, problemas de sincronizacio´n entre dispositivos o problemas de latencia
de la pantalla o proyectores.
• Paralaje vertical y/o divergente: como hemos comentado antes, nunca debe
producirse. Provoca dificultades en la fusio´n, incomodidad e incluso malestar y
obliga al ojo a realizar un movimiento antinatural. Deriva principalmente de los
movimientos del usuario y de la utilizacio´n de algoritmos equivocados.
La visio´n artificial o computer vision es la disciplina tecnolo´gica que se encarga
de adquirir, analizar y comprender las ima´genes mediante un conjunto de herramientas
informa´ticas y matema´ticas. Comprende un gran abanico de campos, entre los que se
incluye la correspondencia este´reo (o stereo matching) o la reconstruccio´n 3D
basada en imagen (image-based 3D rendering), que explicaremos a lo largo de los
siguientes cap´ıtulos.
2.3 Televisio´n 3D
2.3.1 Definicio´n y ciclo de vida de la televisio´n tridimensional
Segu´n [38], la televisio´n 3D (3DTV por sus siglas en ingle´s) es la adicio´n de pro-
fundidad o volumen a las ima´genes de televisio´n. Los actuales sistemas trabajan con dos
ima´genes (izquierda y derecha) dispuestas de manera que el espectador vea cada una de
ellas con el ojo correspondiente. El cerebro es engan˜ado para interpretar las diferencias
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en las ima´genes (disparidad binocular) como profundidad en la escena, ya que ver´ıa
las mismas dos ima´genes si la profundidad estuviera realmente presente.
El aumento de la interactividad del usuario con el contenido y la inmersividad
ma´s alla´ del actual 3D son objeto de investigacio´n con el objetivo de que el usuario
final experimente la sensacio´n de pertenecer al propio escenario que esta´ visualizando al
poder interactuar con e´l. La realidad virtual permite un alto grado de interactividad
ya que el usuario es capaz de modificar la escena visualizada con ayuda de herramientas y
dispositivos auxiliares. Por otro lado, los contenidos en tres dimensiones aumentan la
inmersividad logrando que el usuario perciba el entorno de forma cercana a como se hace
en la realidad. Por este motivo, se busca generar unos buenos contenidos tridimensionales
y preservar la ma´xima calidad a lo largo de la cadena de valor de difusio´n de contenidos
televisivos.
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Figura 2.4 – Ciclo de vida del contenido en 3DTV.
Las principales fases del ciclo de vida del contenido de televisio´n tridimensional
(figura 2.4) son las siguientes:
• Adquisicio´n y creacio´n de contenidos: obtencio´n del contenido, ya sea por
medio de la grabacio´n con ca´maras de eventos en directo para su posterior difusio´n,
como de la creacio´n de contenidos a trave´s de herramientas de disen˜o.
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• Postproduccio´n: postprocesado del contenido para corregir errores, an˜adir infor-
macio´n adicional o elementos como ro´tulos de texto, aplicar filtros como la norma-
lizacio´n o la ecualizacio´n del histograma, y transformaciones como la rectificacio´n
de ima´genes.
• Codificacio´n: composicio´n del v´ıdeo que se va a enviar al canal de transmisio´n.
Habitualmente suele comprender dos etapas: procesado de fuente para organizar
y agrupar las vistas izquierda y derecha, y codificacio´n del v´ıdeo 2D resultante
utilizando los esta´ndares ya existentes.
• Transmisio´n: encapsulado del contenido 3D para obtener el flujo de datos que es
difundido a trave´s de las infraestructuras de cable, terrestres, satelitales y canales
de banda ancha.
• Recepcio´n: desencapsulado y recuperacio´n del contenido 3D.
• Interpretacio´n: descodificacio´n de las vistas izquierda y derecha a partir del v´ıdeo
3D.
• Proyeccio´n o visualizacio´n: presentacio´n del contenido al usuario.
• Interactividad: funcionalidades que permiten al telespectador modificar elemen-
tos de la escena visualizada.
En este cap´ıtulo nos centramos en las fases que consideramos ma´s importantes para el
desarrollo de este trabajo. La primera de ellas es la generacio´n de contenido, que se
engloba dentro de la etapa de adquisicio´n y creacio´n de contenidos. En la seccio´n 2.3.2 se
describe brevemente la configuracio´n de las ca´maras y dispositivos habituales de captura
de contenidos. La segunda etapa considerada forma parte de la transmisio´n. La seccio´n
2.3.3 explica los formatos de transmisio´n para comprender co´mo es la sen˜al que llega
al receptor. Finalmente, la seccio´n 2.3.4 muestra algunas de las principales te´cnicas de
presentacio´n del contenido al usuario.
2.3.2 Generacio´n de contenidos 3D
En este trabajo nos centraremos en los contenidos inmersivos capturados o
generados para la televisio´n 3D. El contenido de televisio´n esta´ compuesto general-
mente por uno o varios puntos de vista de una escena, que se alternan mediante cambios
de ca´mara, adema´s de distintas escenas que van cambiando y que disponen a su vez de
diversos puntos de vista. De esta manera, en un televisor se presenta un punto de vista
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de una escena en un determinado momento. En televisio´n tridimensional, cada punto
de vista puede ser generado como una imagen este´reo compuesta por una vista para
cada ojo, o bien por una vista RGB convencional junto con informacio´n de profundidad.
Existen ba´sicamente tres te´cnicas de creacio´n de contenido:
1. Generacio´n de ima´genes sinte´ticas por ordenador.
2. Filmacio´n digital de varias vistas de la escena mediante una o varias ca´maras.
3. Conversio´n del material de v´ıdeo 2D existente a 3D.
En la fase de adquisicio´n y creacio´n de contenido tridimensional se debe tener
en cuenta una serie de factores que afectan a la experiencia del usuario en te´rminos de
sensacio´n de profundidad. En primer lugar, se debe cuidar las condiciones de iluminacio´n,
evitando la existencia de brillos y sombras en las superficies de la escena, adema´s de
la obtencio´n de color realista. Por otra parte, es necesario que las sen˜ales de v´ıdeo y
de contenidos 3D adicionales, que se generan en una etapa de preproduccio´n, este´n
debidamente sincronizadas en tiempo de produccio´n.
En el caso del contenido que lleva asociado informacio´n de profundidad, en la
pra´ctica, esta se almacena en forma de mapa de profundidad. Se trata de una imagen
en escala de gris en la que el valor de intensidad de cada p´ıxel esta´ relacionado con la
distancia del objeto a la ca´mara. Es decir, la imagen representa de manera visual la
distancia comprendida entre la ca´mara y cada punto de la escena. Segu´n el convenio
escogido, los valores de menor intensidad (ma´s oscuros) pueden representar distancias
ma´s lejanas y los de mayor intensidad (ma´s brillantes) distancias cercanas, o viceversa.
Adicionalmente, se debe especificar la relacio´n entre intensidad y distancia (e.g. defi-
niendo el valor ma´s cercano y ma´s lejano del rango de intensidad). En la figura 2.5 se
muestra una vista de una escena y su mapa de profundidad asociado.
(a) Vista izquierda (b) Mapa de profundidad
Figura 2.5 – Vista izquierda de la escena cones y su mapa de profundidad [23, 39].
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Como veremos en la seccio´n 2.3.3.5, la utilizacio´n de formatos de transmisio´n ba-
sados en la informacio´n de profundidad facilita la grabacio´n de las ima´genes y simplifica
la postproduccio´n, ya que so´lo se necesita manipular una imagen. Sin embargo, como in-
conveniente, aumenta la complejidad en el receptor ya que se debe reconstruir la segunda
vista a partir de la primera y el mapa de profundidad.
Para obtener la informacio´n de profundidad en una escena se puede capturar direc-
tamente utilizando una ca´mara de profundidad (depth camera) o de rango (ranging
camera), tambie´n conocida como ca´mara RGB-D, Z-cam, tiempo de vuelo (time-of-flight
(ToF)) o LIDAR (radar la´ser sin esca´ner meca´nico) [40], que consiste en una ca´mara
RGB convencional con un dispositivo acoplado que proyecta patrones de luz estructura-
da infrarroja, de manera que, por medio de un sensor, es capaz de calcular la distancia
a los objetos basa´ndose en la velocidad de la luz y el tiempo que tarda en regresar. Un
ejemplo de ca´mara de profundidad de bajo coste es el conocido dispositivo KinectTMde
Microsoft. Otra opcio´n es la obtencio´n de informacio´n 3D a partir de informacio´n 2D,
como en el caso del v´ıdeo monosco´pico, mediante te´cnicas de reconstruccio´n a par-
tir del movimiento (structure from motion) [41]. Sin embargo, por lo general el
contenido 3D para televisio´n es capturado mediante ca´maras estereosco´picas, de manera
que es necesario otro tipo de tratamiento para la obtencio´n de profundidad como la
utilizacio´n de te´cnicas de visio´n artificial en el campo de la correspondencia este´reo
(stereo matching).
Actualmente, la mayor´ıa del material 3D que se difunde ha sido generado usando
una ca´mara con configuracio´n dual, proporcionando un par este´reo, donde las vistas del
ojo izquierdo y derecho esta´n grabadas por separado desde dos perspectivas ligeramente
diferentes. La obtencio´n de los para´metros de las ca´maras mediante calibracio´n
es un aspecto que trataremos en el cap´ıtulo 3.
Los para´metros de grabacio´n como la distancia base de la ca´mara (separacio´n
entre las dos ca´maras), la distancia de convergencia (distancia desde la l´ınea de
base hasta la interseccio´n de los ejes o´pticos) y la distancia focal de las lentes de las
ca´maras, se pueden utilizar para escalar la disparidad horizontal y, por lo tanto, el rango
de profundidad percibida [13, 14]. Se puede escoger entre dos tipos de configuracio´n: la
configuracio´n de ca´maras en paralelo y la configuracio´n de ca´maras convergentes.
En muchas ocasiones se recomienda la configuracio´n en paralelo para evitar distorsiones
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geome´tricas, como la distorsio´n trapezoidal (de piedra angular o keystone distortion) o
la curvatura de plano de profundidad (depth plane curvature) [42]. Por otra parte, la
posibilidad de ajustar los pares de ima´genes en postproduccio´n es limitada y requiere
gran cantidad de tiempo [43].
Figura 2.6 – Rig este´reo: configuracio´n de ca´maras en paralelo [44]
Las configuraciones de ca´mara doble se instalan sobre unos soportes llamados
rigs, como el de la figura 2.6 que consiste en una configuracio´n de ca´maras en paralelo.
Existen multitud de fabricantes con distintas configuraciones, precios y prestaciones.
Para los eventos 3D en directo, es pra´cticamente obligatorio el uso de rigs robotizados,
cuyos movimientos se pueden aplicar a las dos ca´maras por igual con total precisio´n,
as´ı como lentes robotizadas, que hacen lo propio con los ajustes de apertura (obturacio´n),
foco o zoom. Es posible usar rigs fijos en las producciones 3D en directo, pero su uso
impide la modificacio´n de los para´metros de estereoscop´ıa y del zoom, limitando el
aprovechamiento del potencial de la ca´mara.
Existen en el mercado ca´maras de doble o´ptica como la de la figura 2.7(a), con
interaxial fija, es decir aquellas en las que la distancia entre los ejes o´pticos permanece
constante. Este tipo de ca´maras obtienen resultados aceptables para televisio´n, aunque
cuentan con una limitacio´n en la distancia mı´nima de enfoque o captura, que oscila entre
2 y 2,5 metros, ya que a menor distancia producen problemas de visio´n. Por este motivo,
no pueden ser utilizadas en cualquier posicio´n de un evento en directo, reducie´ndose su
uso al de ca´mara de apoyo o para obtener planos con estabilizadores de ca´mara del tipo
steadycam (figura 2.7(b)). Sin embargo, estas ca´maras tienen una configuracio´n ma´s fa´cil
de manejar que el caso del rig con dos ca´maras.
Los ajustes de posicio´n de la ca´mara, como son las modificaciones de interaxial o
de angular (convergencia), son distintos en funcio´n del destino para el que se generan los
contenidos (televisio´n 3D, pantalla de cine,...) ya que el taman˜o de la pantalla es muy
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(a) Panasonic AG-3DP1 [45] (b) Steadycam [46]
Figura 2.7 – Ca´mara de doble o´ptica (izquierda) y estabilizador de ca´mara (derecha)
diferente y el paralaje ma´ximo tolerable var´ıa en cada caso. En el caso de contenidos
creados para varios tipos de pantalla, los ajustes se hacen siempre para la pantalla ma´s
grande, limitando la experiencia inmersiva de los usuarios de la pantalla ma´s pequen˜a.
2.3.3 Formatos de transmisio´n
Pese a que el mercado de la televisio´n 3D esta´ preparado para un enorme despe-
gue, las tecnolog´ıas de transmisio´n son de muy reciente creacio´n por lo que au´n no se
ha establecido un esta´ndar de uso general para la difusion de contenidos 3D, aunque la
especificacio´n DVB-3DTV es un claro candidato a ocupar dicho puesto. Por este mo-
tivo, permanece la incertidumbre sobre los formatos y me´todos de transmisio´n que se
impondra´n en un futuro a medio y largo plazo. Por ahora, a pesar del gran nu´mero de
te´cnicas diferentes que se usan para codificar v´ıdeos 3D, todos los televisores de alta de-
finicio´n 3D son capaces de procesar la sen˜al tridimensional entrante y recodificarla sobre
la marcha usando una especificacio´n y formato que les permite presentar el contenido
en pantalla.
Debido a la cantidad de formatos 3D que existen, entender la terminolog´ıa y co´mo
trabajan todos ellos puede parecer una tarea imposible. En esta seccio´n explicamos
algunos de los formatos ma´s habituales que nos podemos encontrar.
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2.3.3.1. El esta´ndar DVB-3DTV
El consorcio que forma el Digital Video Broadcasting Project (DVB) ha
formalizado un esta´ndar de difusio´n de contenidos 3D para acelerar su adopcio´n por
parte de la industria audiovisual centrada en el hogar. El 17 de febrero de 2011 se
publico´ la especificacio´n para la televisio´n en 3D en el BlueBook A154 con el nombre
Frame Compatible Plano-Stereoscopic 3DTV, ma´s conocido como DVB-3DTV [31]. Esta
especificacio´n fue enviada al ETSI para su estandarizacio´n en noviembre de 2012 [32].
DVB-3DTV incluye te´cnicas y procedimientos para difundir una sen˜al de v´ıdeo 3D
a trave´s de la infraestructura de televisio´n HD (HDTV) ya desplegada que comprende
sistemas por cable, terrestres, satelitales y canales de banda ancha, incluyendo a los
usuarios con receptores (o set-top boxes (STB)) de HDTV. El canal de 3DTV cumple
similares requisitos de tasa de bits que un canal HDTV comprimido sin pe´rdidas.
El esta´ndar DVB-3DTV propone una implantacio´n escalonada en dos fases:
• Fase 1: busca la compatibilidad hacia delante de los actuales sistemas HD, capaces
de recibir sen˜ales 3DTV, tras la actualizacio´n de firmware del STB. Los formatos
de sen˜alizacio´n o distribucio´n deben extenderse para soportar los nuevos formatos
de codificacio´n 3D. Se propone la utilizacio´n de formatos plano-estereosco´picos
frame compatible (FC), explicados en la seccio´n 2.3.3.2. Algunos operadores como
Sky3D [47] o Canal+3D [48] ya utilizan esta tecnolog´ıa, pensada principalmente
para televisio´n de pago.
• Fase 2: plantea el uso de te´cnicas de codificacio´n de v´ıdeo escalable (SVC)
y codificacio´n de v´ıdeo multivista (MVC) para evitar transmitir simulta´nea-
mente informacio´n 2D y 3D, ocupando solo un canal HDTV mediante la transmi-
sio´n de un u´nico flujo de v´ıdeo bidimensional de base y una capa ajustable con
informacio´n de profundidad 3D, de manera que los STB actuales no son compa-
tibles. Se busca que los sistemas HDTV sean capaces de mostrar una versio´n 2D
utilizando esquemas service compatible (SC), explicados en la seccio´n 2.3.3.3. Este
sistema esta´ pensado principalmente para las cadenas en abierto.
DVB-3DTV es independiente del tipo de tecnolog´ıa de presentacio´n al usuario. La
especificacio´n adema´s presenta opciones para sen˜alizar la posicio´n de los subt´ıtulos de
cada personaje de la escena en diferentes profundidades.
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2.3.3.2. Formatos frame compatible
La especificacio´n DVB-3DTV [31, 32] propone la adopcio´n de los formatos 3D
plano-estereosco´picos frame compatible en su primera fase de implantacio´n. Los forma-
tos frame compatible [49] son aquellos en los que la sen˜al este´reo es el resultado de
multiplexar las vistas izquierda y derecha en un u´nico cuadro HDTV. Han tenido una
buena acogida por parte de la industria ya que facilitan la introduccio´n de servicios
estereosco´picos a trave´s de la infraestructura y equipamiento existentes. En la mayor´ıa
de los casos, permite tambie´n reutilizar los receptores (STB) del usuario ya desplegados
para servicios HD.
La especificacio´n HDMI v1.4a [50] ha sentado prececentes adoptando los forma-
tos 3DTV plano-estereosco´picos frame compatible que son soportados por los dispositivos
de visualizacio´n en funcionamiento. Por este motivo, los formatos especificados para ser-
vicios 3DTV se corresponden con los formatos que puede transmitir la conexio´n HDMI,
que esta´ sujeta a las resctricciones de los sistemas de difusio´n de HDTV existentes.
Los formatos frame compatible realizan primero un submuestreo espacial o tem-
poral sobre las ima´genes izquierda y derecha originales de resolucio´n completa y a con-
tinuacio´n empaquetan o multiplexan las subima´genes resultantes en un u´nico cuadro
que puede ser tratado por el demodulador y el descodificador del receptor como una
imagen HDTV convencional. DVB-3DTV [31, 32] contempla dos tipos de submues-
treo y multiplexado espacial (horizontal para Side-by-side y vertical para Top-and-
Bottom). El flujo de v´ıdeo frame compatible se ajusta a los requisitos del formato de
v´ıdeo HDTV [51], con relacio´n de aspecto 16:9 y co´dec H.264/AVC [52], de manera que
el codificador de las ima´genes de v´ıdeo no necesita conocer el formato de v´ıdeo 3DTV
plano-estereosco´pico frame compatible, a excepcio´n de la sen˜alizacio´n en la capa de v´ıdeo
para diferenciar el tipo de flujo y poder alternar entre 2D y 3D. DVB-3DTV tambie´n
especifica los tipos de cuadro admitidos (e.g. 720p, 1080i, etc), diferenciando cua´les pue-
den aplicarse en sistemas de v´ıdeo de 25Hz y de 30Hz. Los flujos de audio y contenido
auxiliar tienen el mismo formato que los de los servicios HDTV DVB.
En el formato Side-by-Side (SbS), o lado a lado (figura 2.8), las dos ima´genes
se submuestrean horizontalmente a la mitad de su resolucio´n y a continuacio´n se
empaquetan en un cuadro conjunto de resolucio´n HD cuya mitad izquierda contiene la
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x x x x x x x
Figura 2.8 – Formato side-by-side: submuestrea horizontalmente las ima´genes y
las multiplexa en un u´nico frame.
vista izquierda, dedicando su otra mitad para la vista derecha. El receptor desempaque-
tara´ las ima´genes submuestreadas y las escalara´, recuperando las resoluciones originales
para generar de nuevo una secuencia de cuadros completos de v´ıdeo para cada ojo. Es-
te formato de transmisio´n es el ma´s comu´n por lo que es ampliamente utilizado por
operadores de teledifusio´n, sobre todo en Europa.
El formato Top-and-Bottom (TaB), over-under o encima-debajo (figura
2.9) realiza un submuestreo vertical de las ima´genes a la mitad de resolucio´n y las
empaqueta en un cuadro HD que contiene la vista izquierda en su mitad superior y la
vista derecha en la inferior. El receptor demultiplexa las versiones diezmadas y las escala
para obtener las resoluciones originales, generando la secuencia de cuadros completos.
Este formato es utilizado para la difusio´n de contenido, sobre todo en norteame´rica, y
es apropiado para las retransmisiones deportivas por tener mayor resolucio´n horizontal.
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Figura 2.9 – Formato top-and-bottom (over-under): diezma verticalmente cada
imagen las empaqueta en un u´nico frame.
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El diezmado o submuestreo puede realizarse preservando las muestras de las mis-
mas columnas (o filas) en ambas vistas (diezmado comu´n), eliminando las pares o las
impares de las dos ima´genes, o las columnas (o filas) complementarias (diezmado comple-
mentario), conservando las pares en una imagen y las impares en la otra. Hay que aclarar
que, aunque por lo general utilizaremos los te´rminos Side-by-Side y Top-and-Bottom pa-
ra referirnos a las te´cnicas de las figuras 2.8 y 2.9 (submuestreo y empaquetado), estos
te´rminos so´lo describen la disposicio´n espacial del mu´ltiplex tras el empaquetado (una
mitad para cada vista) pudiendo ser combinados con cualquier tipo de submuestreo.
Adema´s de los considerados por DVB-3DTV existen ma´s formatos frame compa-
tible como resultado de la combinacio´n de diferentes tipos de submuestreo y de multi-
plexado. La figura 2.10 recoge tres ejemplos habituales de empaquetado FC. El primero
(2.10(a)) es conocido como Line-by-Line (LbL) o l´ınea a l´ınea, que empaqueta las
ima´genes submuestreadas verticalmente, entrelazando las l´ıneas de manera alterna entre
las dos vistas. Ana´logamente, el formato Column-by-Column (CbC) o columna a
columna (2.10(b)) entrelaza las columnas de p´ıxeles de las ima´genes submuestreadas
horizontalmente. Por u´ltimo, el formato Checkerboard (2.10(c)) entrelaza p´ıxel a p´ıxel
las ima´genes submuestreadas. En este caso el submuestreo puede ser tanto horizontal
como vertical, o incluso tomando directamente el p´ıxel de la misma posicio´n.
x x x x x x x x x x x x x x
x x x x x x x x x x x x x x
x x x x x x x x x x x x x x
x x x x x x x x x x x x x x
x x x x x x x x x x x x x x
x x x x x x x x x x x x x x
(a) Line-by-Line
x x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x x
x x x x x x x
(b) Column-by-Column
x x x x x x xx x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
(c) Checkerboard .
Figura 2.10 – Otros formatos de empaquetado frame compatible
Sin embargo, estos formatos introducen altas frecuencias y disminuyen la correla-
cio´n entre las muestras, obligando a aumentar el ancho de banda. Los estudios de rendi-
miento y calidad de formatos frame compatible [49, 53–55] buscan te´cnicas de muestreo
que conserven el balance entre la resolucio´n vertical y horizontal, mejorando la calidad
de imagen. Como ejemplo, el submuestreo quincuncial o escalonado consiste en un
submuestreo horizontal y vertical simulta´neo preservando la mitad de los p´ıxeles en su
posicio´n original formando una estructura de tipo checkerboard obteniendo una mejora
visual con respecto a los formatos anteriores con el mismo ancho de banda. No existe
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un me´todo gene´rico de submuestreo quincuncial por lo que han aparecido co´decs pro-
pietarios como SENSIO R© Hi-Fi 3D [54], que realiza un submuestreo quincuncial seguido
del multiplexado en estructura side-by-side (figura 2.11, parte superior). Pero tambie´n
se puede empaquetar en forma de estructura checkerboard, como se muestra en la parte
inferior de la figura 2.11.
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x x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x xx x x x x x x
x x x x x x x
x x x x x x xx x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
x x x x x x x
Checkerboard
empaquetadocolapsado
Figura 2.11 – Formato basado en muestreo quincuncial: cada imagen se
submuestrea siguiendo el esquema quincuncial y se empaquetan juntas
en un u´nico frame utilizando alguno de los formatos anteriores.
Aunque se preserve la resolucio´n horizontal y vertical, el submuestreo quincuncial
pierde resolucio´n diagonal. El principal problema que tiene es que para generar la imagen
compuesta FC, los p´ıxeles deben ser desplazados de su posicio´n original para alinearlos
y como consecuencia se pierde correlacio´n, dando lugar a bordes dentados o abruptos
que en la etapa de codificacio´n pueden generar artefactos de compresio´n o requerir una
mayor tasa de bit para mantener una calidad satisfactoria.
Tambie´n es posible considerar formatos basados en el submuestreo temporal, como
field sequential o secuencia de campos, que genera un flujo de v´ıdeo entrelazado en el
que los campos impares corresponden a una vista y los pares a la otra. Es un buen me´todo
para transmitir informacio´n este´reo sin duplicar el ancho de banda necesario a costa de
perder resolucio´n temporal ya que el v´ıdeo resultante tiene la mitad de frecuencia que el
original. Es una te´cnica bastante antigua que tiene problemas de flickering o parpadeo
cuando se utiliza con televisio´n esta´ndar porque cada ojo solo recibe la mitad de la tasa
de campos total.
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2.3.3.3. Formatos service compatible
Constituye la segunda etapa de la fase de implantacio´n de DVB-3DTV [56, 57].
Consiste en disponer las ima´genes en el mu´ltiplex de manera que un receptor de HDTV
existente sea capaz de extraer una versio´n 2D del contenido de v´ıdeo a partir de un
servicio 3DTV plano-estereosco´pico frame compatible. Adema´s de la retrocompatibili-
dad tecnolo´gica, estos formatos tienen como ventaja la utilizacio´n del mismo ancho de
banda que los actuales servicios HDTV, pero como contrapartida se tiene que transmitir
simulta´neamente la informacio´n 2D y 3D.
Los servicios 3DTV Service Compatible (SC) adoptan el formato de v´ıdeo MVC
Stereo High Profile , que se trata de un perfil de MVC desarrollado espec´ıficamente
para v´ıdeo estereosco´pico de dos vistas. El servicio de v´ıdeo 3D contiene dos flujos
elementales de v´ıdeo:
• Capa Base Este´reo MVC o Capa Independiente, compatible hacia atra´s
con los flujos de v´ıdeo HDTV, de manera que un IRD no compatible con 3DTV
lo descodifica como si se tratase de un servicio HDTV convencional.
• Capa Dependiente Este´reo MVC que complementa a la capa base este´reo
para proporcionar la segunda vista de un par este´reo a una tasa de bit reducida
en comparacio´n con una codificacio´n independiente para un nivel de calidad de
imagen equivalente.
Otro formato va´lido para servicios SC es el SVC (Scalable Video Coding) al
disponer de una capa base compatible con los perfiles de H.264/AVC utilizados en los ac-
tuales servicios HD. La baja eficiencia que ofrecen ambos perfiles para v´ıdeo entrelazado,
como es el caso de 1080i, que no supera el 25 % con respecto a la transmisio´n simulta´nea
de ambas vistas, lleva a la utilizacio´n de tecnolog´ıas como 2D + Depth (seccio´n 2.3.3.5)
de manera que los dispositivos 2D puedan mostrar una vista con buena calidad y los
compatibles con 3D pueden reconstruir ambas vistas.
Adema´s de los considerados por DVD-3DTV existen mu´ltiples co´decs propietarios
como el formato 3D en mosaico service compatible de Sisvel Technology [58] (figu-
ra 2.12). Este sistema esta´ disen˜ado para v´ıdeo generado a 720p y permite almacenar las
dos vistas en un u´nico cuadro 1080p. Como se puede observar la vista izquierda perma-
nece inalterada, mientras que la derecha se divide en tres fragmentos (R1, R2 y R3) de
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manera que ocupan parte del espacio restante del frame de 1080p tras colocar la primera
vista. Una versio´n posterior (formato 3DZ en mosaico) permite an˜adir informacio´n de
profundidad en el fragmento que queda vac´ıo en la esquina inferior derecha. Se utiliza
un para´metro de sen˜alizacio´n del flujo H.264, llamado cropping rectangle (recta´ngulo
de recorte) que indica al descodificador que´ parte de la trama de datos tiene que ser
mostrada en la pantalla, de este modo un receptor HDTV puede mostrar correctamente
la imagen de la vista izquierda.
L
1280
720
1920
1080
R1 R2R3
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R2 R3
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640 640
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720
Figura 2.12 – Ejemplo de formato 3D en mosaico service compatible
2.3.3.4. Formatos full 3D
Son formatos 3D que mantienen la resolucio´n original de captura. La principal
desventaja es que necesitan cambios en la infraestructura de transporte de la sen˜al. Los
sistemas de 3DTV de resolucio´n full HD requieren dos flujos completos de contenido
1080p para ser capaces de mostrar una imagen HD 1080p completa a cada ojo de manera
secuencial.
El formato Frame Sequential (page flipping o secuencia de cuadros) consiste
en una secuencia alternada de cuadros que contienen la imagen correspondiente a cada
ojo. Es decir, si un cuadro contiene la imagen del ojo izquierdo, el siguiente contiene
la imagen del derecho (figura 2.13). La secuencia de v´ıdeo progresivo generada duplica
la tasa de transmisio´n de frames original de cada vista, duplicando el ancho de banda
necesario.
L R
Grabación
RL
PresentaciónTie
mpo
Figura 2.13 – Formato frame sequential : la imagen de cada ojo se presenta
alternadamente en el receptor.
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Este formato aparece en la especificacio´n 3D para Blu-Ray y es muy popular,
ya que es apropiado para los sistemas de televisio´n compatibles con 3D basados en
obturacio´n activa, capaces de mostrar de forma alterna las ima´genes del ojo izquierdo
y derecho secuencialmente. As´ı pues, se presenta directamente sobre la pantalla sin
necesidad de procesado adicional en el caso de las pantallas activas.
Frame Packing no es un formato propiamente dicho, sino una configuracio´n de
empaquetado de los cuadros. El te´rmino se usa para referirse al contenido 3D cuyas
subima´genes para el ojo izquierdo y derecho se combinan en un u´nico cuadro con estruc-
tura side-by-side o top-and-bottom sin reducir la resolucio´n original de cada imagen a la
mitad. Por este motivo, Frame Packing preserva la fidelidad y calidad del v´ıdeo ya que
cada subimagen permanece con la resolucio´n HD completa, obteniendo como resultado
un cuadro 3D cuyo contenido ocupa el doble de taman˜o del contenido HD bidimensional.
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Figura 2.14 – Formato frame packing : las ima´genes de ambos ojos se empaquetan
en u´nico frame 3D manteniendo la resolucio´n HD original.
Se denomina Full High Definition 3D (FHD3D) al formato de empaque-
tamiento de cuadros top-and-bottom 1080p. Segu´n la especificacio´n HDMI 1.4 [50], la
estructura top-and-bottom 3D es el me´todo preferible y obligatorio para el empaquetado
de cuadros como se describe en la especificacio´n de FHD3D, tambie´n conocida como
Blu-Ray 3D. FHD3D es el u´nico formato 3D sin pe´rdidas que proporciona verdade-
ra alta definicio´n. Aunque se puede usar el empaquetamiento side-by-side, donde cada
subimagen mantiene la resolucio´n completa 1080p o 720p, tal formato no es obligatorio
en HDMI 1.4 de manera que los fabricantes no tienen por que´ soportarlo (figura 2.14).
44 Cap´ıtulo 2 El ciclo de vida de la 3DTV: fundamentos teo´ricos y tecnolog´ıas
La mayor´ıa de los discos Blu-ray de pel´ıculas en 3D de 1080p y juegos 3D de PS3 de
720p utilizan esta te´cnica. Para representar el contenido frame packing, el dispositivo de
televisio´n compatible con HDMI 1.4 debe ser capaz de diferenciar una sen˜al en formato
frame packing y separar los cuadros individuales para cada ojo sin intervencio´n del
usuario, mostrando el contenido en pantalla en formato frame sequential.
2.3.3.5. Formatos para la conversio´n 2D a 3D
Figura 2.15 – 2D+Depth4
El formato 2D + Depth (o 2D+Z) transmite una
de las vistas con su resolucio´n original, junto con el mapa
de profundidad. Ambas ima´genes se pueden empaquetar
en un cuadro HD utilizando cualquiera de los forma-
tos descritos anteriormente. La figura 2.15 representa un
cuadro que se transmite con este formato, donde las vis-
tas se presenta en formato FHD3D.
El esta´ndar ISO MPEG-C [59, 60] permite que el mapa de profundidad sea tratado
como un flujo de video auxiliar, compatible con los esta´ndares 2D. El formato 2D+depth
no depende de la tecnolog´ıa de captura o presentacio´n del contenido siendo compatible
con la mayor´ıa de algoritmos de conversio´n 2D a 3D. La eficiencia de compresio´n puede
alcanzar una ganancia del 80 % frente a la transmisio´n simulta´nea de ambas vistas, resul-
tando atractivo para entornos con restricciones de ancho de banda. Otra caracter´ıstica
de flexibilidad es el control del usuario sobre el rango de profundidad global.
Por u´ltimo, el formato 2D + Delta facilita la codificacio´n de secuencias multivista
de modo eficiente, explotando la redundancia presente entre vistas. Surgio´ como un
me´todo propietario para la codificacio´n de v´ıdeo estereosco´pico que utiliza una de las
ima´genes como base 2D. La diferencia optimizada o disparidad (delta) entre esa vista y
la segunda se inyecta en el flujo de v´ıdeo como flujo auxiliar. La informacio´n delta puede
ser disparidad espacial, prediccio´n temporal o compensacio´n de movimiento bidireccional
u optimizada. Pertenece a la extens´ıon MVC Stereo High Profile definida en H.264 [52]
y mejora la transmisio´n simulta´nea de las dos vistas en torno al 30 %-50 %, por lo que
requiere un ancho de banda aproximado 1,5 veces superior al de una secuencia 2D.
4Fuente: http://en.wikipedia.org/wiki/File:2D plus depth.png
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2.3.3.6. Formatos avanzados y Free Viewpoint Television
Gracias a la tecnolog´ıa MVC, se han disen˜ado esquemas avanzados de codificacio´n
de contenido multivista como Multiview video plus depth (MVD), un paso ma´s alla´ del
formato 2D+depth, que an˜ade los mapas de profundidad a la codificacio´n MVC. Apro-
vecha la redundancia existente mediante codificacio´n predictiva y eficiente entre vistas
tomadas por ca´maras vecinas correladas ahorrando ancho de banda. El receptor puede
reconstruir ma´s vistas intermedias con ayuda de la informacio´n de profundidad.
Este tipo de formatos permiten el desarrollo de tecnolog´ıas como la Free View-
point Television (FTV) o televisio´n de libre punto de vista, que otorga al teles-
pectador la capacidad de elegir libremente el punto de vista desde el que se muestra la
escena. Por otra parte, la codificacio´n multivista junto con la reconstruccio´n de vistas
intermedias, aplicadas a los sistemas autoestereosco´picos, aumentan el a´rea de movi-
miento del observador e incrementan el nu´mero de usuarios que pueden visualizar el
contenido a la vez. El trabajo realizado dentro del campo FTV tiene el objetivo de dar a
la audiencia de televisio´n la oportunidad de experimentar ma´s alla´ del 3D convirtiendo
al usuario en un agente activo capaz de interactuar con el contenido de televisio´n.
2.3.4 Visualizacio´n de contenido estereosco´pico
Tras la recepcio´n y descodificacio´n, los dispositivos de visualizacio´n estereosco´pica
deben presentar en pantalla el contenido 3D de manera que el usuario vea cada vista con
el ojo correspondiente. Los rasgos que caracterizan estos dispositivos son los siguientes:
1. El me´todo aplicado para separar la vista del ojo izquierdo y derecho.
2. La capacidad de visualizar contenido multivista.
3. El nu´mero de espectadores que pueden ver el contenido simulta´neamente.
Actualmente se utilizan dos estrategias de filtrado y separacio´n de ima´genes pa-
ra cada ojo, distinguiendo entre dispositivos de visio´n estereosco´pica y autoeste-
reosco´pica [61]. En el primer caso, el espectador lleva un dispositivo o´ptico para dirigir
las ima´genes izquierda y derecha al ojo apropiado (visualizacio´n asistida) mientras
que en el segundo caso, la te´cnica para separar ambas vistas esta´ integrada en el dispo-
sitivo de visualizacio´n (visualizacio´n libre) siendo innecesario el uso de gafas u otro
complemento.
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Los dispositivos con visualizacio´n asistida esta´n ampliamente extendidos y pueden
mostrar ambas ima´genes simulta´neamente en una o dos pantallas (time parallel) o se-
cuencialmente (time sequential). Las tecnolog´ıas comunes de presentacio´n de contenido
estereosco´pico se pueden clasificar de la siguiente forma [62, 63]:
• Visualizacio´n asistida: uso de filtros o lentes. Sistemas basados en:
· Multiplexacio´n de color: uso de anaglifos, con filtros de color pasivos.
· Multiplexacio´n de polarizacio´n: con filtros de polarizacio´n pasivos.
· Obturacio´n activa: con gafas de obturacio´n activa.
· Visor montado sobre la cabeza (HMD): cascos de visualizacio´n, con una
pantalla independiente, separada para cada ojo y lentes para relajar el foco.
• Visualizacio´n libre: sistemas autoestereosco´picos. Pueden basarse en:
· Direccio´n multiplexada: barreras de paralaje o lentes lenticulares.
· Proyeccio´n de campos de luz.
· Holograf´ıa: sistemas hologra´ficos con modulacio´n en amplitud, fase, o basa-
dos en reflexio´n mediante espejos.
· Visores volume´tricos: con proyeccio´n sobre el espacio f´ısico tridimensional.
Estas tecnolog´ıas limitan la posicio´n del espectador y, en ocasiones, son costosas o
requieren que el usuario utilice dispositivos inco´modos o antieste´ticos. A continuacio´n,
describiremos las tecnolog´ıas aplicables a los contenidos de televisio´n pensados para el
consumo en el hogar, excluyendo cascos o dispositivos hologra´ficos y volume´tricos.
2.3.4.1. Multiplexacio´n de color
La multiplexacio´n de color es una de las te´cnicas ma´s primitivas para la separacio´n
de ima´genes. Se denomina anaglifo 3D al efecto estereosco´pico 3D que se logra al
codificar las ima´genes de cada ojo utilizando diferentes filtros de color, por lo general,
opuestos croma´ticamente (o complementarios). T´ıpicamente se usa rojo y cian, aunque
pueden ser rojo y azul, amarillo y violeta o rojo y verde, por ejemplo. Las ima´genes
para anaglifo 3D se forman superponiendo ambas ima´genes filtradas, como en la figura
2.16(a). Cuando se visualiza a trave´s de las gafas de anaglifo (figura 2.16(b)) codificadas
por color, cada ima´gen alcanza un ojo, revelando una imagen estereosco´pica integrada.
El co´rtex visual del cerebro lo fusiona interpretando la diferencia de color creando la
percepcio´n de una escena o composicio´n tridimensional.
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(a) Imagen multiplexada por color5 (b) Anaglifos6
Figura 2.16 – Visualizacio´n basada en multiplexacio´n por color
La principal ventaja que ofrece es su bajo coste, ya que este tipo de contenido se
puede reproducir en cualquier monitor o televisor siendo necesario u´nicamente el uso de
las gafas de anaglifo para filtrar correctamente las ima´genes. Sin embargo, presenta como
desventaja la llamada falta de extincio´n que consiste en un efecto de difusio´n de un ojo
a otro, es decir, el proceso de generacio´n de las ima´genes coloreadas no es perfecto y tras
el filtrado, hay elementos de una imagen que son vistas por el ojo contrario. Adema´s, este
tipo de filtrado produce una alteracio´n de los colores, pe´dida de luminosidad y cansancio
visual tras un uso prolongado.
Como se ha comentado, existen mu´ltiples versiones de esta te´cnica utilizando dife-
rentes combinaciones de filtros de color debido a la constante bu´squeda del compromiso
entre el efecto estereosco´pico y la precisio´n de los colores. La tecnolog´ıa Infitec ofrece
un aumento significativo de la calidad de imagen. Esta´ basada en la multiplexacio´n de
longitud de onda teniendo en cuenta la naturaleza del ojo humano, que se caracteriza
por su sensibilidad a los colores primarios rojo, verde y azul. En la figura 2.17 los filtros
utilizados para cada ojo presentan tres bandas de transmisio´n estrechas (una por cada
color) no solapadas entre ambos ojos, dentro del espectro visible. De esta manera se
logra una separacio´n o´ptima entre los canales y soporte para todos los colores.
Figura 2.17 – Gafas basadas en tecnolog´ıa Infitec [64]
5Fuente: http://commons.wikimedia.org/wiki/File:Dusk on Desert.jpg
6Fuente: http://es.wikipedia.org/wiki/Archivo:Anaglyph glasses.png
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2.3.4.2. Multiplexacio´n de la polarizacio´n
La visualizacio´n basada en multiplexacio´n de la polarizacio´n se nutre de los prin-
cipios f´ısicos de polarizacio´n de la luz. Sobre una pantalla o monitor, se proyectan
las ima´genes de cada ojo polarizadas ortogonalmente, superponie´ndolas de manera
sincronizada o mostra´ndolas secuencialmente. La polarizacio´n puede ser lineal o circular.
El espectador debe utilizar unas gafas polarizadas de manera que cada filtro deja pasar
una sola imagen a cada ojo bloqueando la luz polarizada en el sentido opuesto.
Los sistemas de polarizacio´n lineal (figura 2.18) utilizan dos filtros de polariza-
cio´n lineal ortogonales entre s´ı (e.g. horizontal y vertical, o +45o y -45o), uno para cada
vista. La utilizacio´n de estos filtros exige que el observador mantenga la inclinacio´n de
su cabeza para evitar el efecto ghosting o imagen fantasma por el que parte de la luz
correspondiente a un ojo alcanza el contrario (mezcla de canales).
En el caso de la polarizacio´n circular, se utiliza la polarizacio´n circular levo´gira
(o izquierda, en sentido antihorario desde el punto de vista del observador) para la imagen
de un ojo y dextro´gira (o derecha, en sentido horario) para la otra. A diferencia de la
polarizacio´n lineal permite al espectador inclinar la cabeza, mantenie´ndose la separacio´n
correcta de ambas ima´genes, por lo que es ma´s utilizada.
Como alternativa, la tecnolog´ıa RealD no necesita dos proyectores sincronizados,
sino un proyector u´nico que presenta las ima´genes del ojo izquierdo y derecho tres veces
cada una, a una frecuencia de 144 cuadros por segundo (seis veces la tasa de transmisio´n
normal). El proyector realiza un filtrado electro´nico que conmuta entre polarizacio´n
horaria y antihoraria s´ıncronamente con la emisio´n de los cuadros para cada ojo.
Polarización
vertical
Polarización
horizontal
Figura 2.18 – Visualizacio´n basada en multiplexacio´n de polarizacio´n lineal
Cap´ıtulo 2 El ciclo de vida de la 3DTV: fundamentos teo´ricos y tecnolog´ıas 49
Las gafas de polarizacio´n (figura 2.19(a)) son relativamente baratas (de 1 a 10 e)
y tienen mayor aceptacio´n que las basadas en ana´glifo ya que presentan una apariencia
ma´s parecida a las gafas de sol. Adema´s, este tipo de tecnolog´ıa admite un gran nu´mero
de espectadores visualizando el contenido simulta´neamente, u´nicamente limitado por la
cantidad de gafas disponibles. Como contraposicio´n, los filtros de polarizacio´n atenu´an
la intensidad de la luz, por lo que el dispositivo de visualizacio´n debe compensar este
efecto aumentando la luminosidad, aumentando los costes de produccio´n.
2.3.4.3. Sistemas de obturacio´n activa
Los sistemas 3D de obturacio´n activa (alternancia de cuadros o campos) se basan
en la presentacio´n secuencial mediante la activacio´n de la vista izquierda o derecha de
forma alternada. Esta multiplexacio´n temporal muestra los cuadros en formato frame
sequential, aprovechando que el sistema visual humano percibe como una sola imagen
este´reo dos ima´genes consecutivas percibidas en un intervalo de menos de 50 ms.
Ana´logamente a RealD, so´lo requieren un proyector capaz de trabajar a una tasa al
menos dos veces superior a la normal para presentar dos ima´genes en el mismo intervalo
de tiempo. Como requisito, la transicio´n y refresco de la pantalla del televisor debe ser
ra´pida para no producir solapamiento entre las ima´genes de ojos distintos. Las pantallas
LCD, de plasma (PDP) y de procesado digital de la luz (DLP) cumplen este requisito.
Para la visualizacio´n del contenido, el espectador debe utilizar gafas de obturacio´n
activa, que dejan paso a la imagen correspondiente para un ojo bloqueando la visualiza-
cio´n para el ojo contrario, alternadamente. Es decir, permiten el paso de la luz para el
ojo izquierdo mientras lo impiden para el ojo derecho y viceversa, de forma sincronizada
con la presentacio´n de cada imagen en la pantalla.
(a) Gafas pasivas RealD [65] (b) Gafas activas CrystalEyes [66]
Figura 2.19 – Tecnolog´ıas de visualizacio´n: gafas pasivas de polarizacio´n (izquierda)
y gafas de obturacio´n activa (derecha)
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Las gafas de obturacio´n son habitualmente de cristal l´ıquido o LCS (figura 2.19(b)),
que tiene la propiedad de volverse opaco cuando se le aplica una tensio´n, mantenie´ndose
transparente en cualquier otro caso. Adema´s, una sen˜al de temporizacio´n sincronizada
con la tasa de refresco de la pantalla controla el sincronismo de las gafas con la pantalla
a trave´s de un enlace inala´mbrico infrarrojo o de radiofrecuencia (e.g. bluetooth). Por
este motivo las gafas de obturacio´n son ma´s costosas que las anteriores (de 30 a 50 e).
La frecuencia de refresco debe ser superior a 100 Hz para evitar parpadeo, ya que
las gafas reducen la frecuencia efectiva de visualizacio´n a la mitad. Adema´s, requieren
mayor luminosidad porque las lentes dejan pasar la luz durante la mitad de tiempo,
atenua´ndola incluso en el modo transparente. Sin embargo, no se produce atenuacio´n
cuando se utiliza la pantalla para visualizar contenidos en 2D sin gafas.
2.3.4.4. Sistemas autoestereosco´picos
Los sistemas de visualizacio´n autoestereosco´pica son aquellos que proporcio-
nan sensacio´n tridimensional sin necesidad de accesorios adicionales como gafas. Las pan-
tallas autoestereosco´picas esta´n disen˜adas de manera que proyectan ima´genes diferentes
cuando se observan desde a´ngulos distintos. Si el observador esta´ colocado correctamente
en el a´rea de visualizacio´n, recibe una imagen diferente en cada ojo.
Estos sistemas son adecuados para televisio´n 3D ya que soportan visualizacio´n
libre mientras que las gafas limitan la libertad de movimiento de los espectadores. En
este apartado nos centramos en los dispositivos de direccio´n multiplexada, ya que los
hologra´ficos y volume´tricos no se aplican a la televisio´n 3D.
Los dispositivos basados en direccio´n multiplexada aplican te´cnicas basadas
en el efecto o´ptico producido por un feno´meno f´ısico como la difraccio´n, refraccio´n,
reflexio´n u oclusio´n para dirigir cada imagen al ojo correspondiente. Existen dos te´cnicas
autoestereosco´picas: las barreras de paralaje y las lentes lenticulares. En ambos tipos,
la resolucio´n espacial de la imagen base en 2D se reduce con el propo´sito de conseguir
el efecto este´reo deseado.
• Dispositivos de barrera de paralaje: se basa en oclusiones. La barrera de
paralaje se situ´a sobre la pantalla y actu´a como ma´scara capaz de direccionar la
luz de columnas alternas de p´ıxeles a cada uno de los ojos (figura 2.20(a)). Estos
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sistemas permiten conmutar de dina´micamente entre visualizacio´n 2D y 3D si la
barrera se fabrica con una capa de cristal l´ıquido capaz de volverse completamente
transparente, permitiendo funcionar como un monitor 2D convencional.
• Dispositivos de lentes lenticulares: basada en la refraccio´n, obtiene el mejor
rendimiento. La direccio´n de la luz se controla mediante lentes cil´ındricas (figura
2.20(b)) que disponen de una regio´n central, de entre 10 y 15 grados de amplitud
dentro de la cual se observa el efecto correctamente y con zonas adicionales a los
lados. Estas zonas adicionales permiten que varios usuarios puedan visualizar las
ima´genes de forma simulta´nea si se situ´an correctamente dentro de cada regio´n.
Tambie´n permiten un cierto grado de paralaje horizontal a trave´s del movimiento,
es decir la escena cambia segu´n se desplaza horizontalmente la vista del usuario
pero con un efecto perceptible de salto entre las vistas.
Los principales problemas que presentan los sistemas autoestereosco´picos explica-
dos en esta seccio´n es la limitacio´n de la posicio´n del espectador y el ma´ximo nu´mero de
observadores simulta´neos, debido a que el a´ngulo horizontal de observacio´n permitido
es bastante limitado. Sin embargo, se puede conseguir un a´ngulo ma´s amplio utilizando
dispositivos de visualizacio´n multivista, donde se presenta un nu´mero discreto de vistas
dentro del a´rea de visualizacio´n. Tambie´n se puede usar tecnolog´ıas de seguimiento de
posicio´n del usuario para ajustarse a los movimientos de las pupilas o de la cabeza.
(a) Barrera de paralaje (b) Lentes lenticulares
Figura 2.20 – Visualizacio´n autoestereosco´pica de direccio´n multiplexada7
7Modificacio´n de la figura obtenida de: http://en.wikipedia.org/wiki/Autostereoscopy

Cap´ıtulo 3
Calibracio´n y Rectificacio´n
3.1 Introduccio´n
Como se ha descrito en la presentacio´n del problema (Cap´ıtulo 1) uno de los
requisitos de partida del sistema de estimacio´n de mapas de profundidad ha sido que el
v´ıdeo estereosco´pico de entrada se encuentre correctamente calibrado y rectificado. Este
requisito esta´ motivado por la restriccio´n de bu´squeda a lo largo de una l´ınea horizontal
impuesta por la mayor´ıa de los algoritmos de correspondencia este´reo.
En el proyecto ImmersiveTV [3, 4] el socio encargado de la generacio´n del contenido
de v´ıdeo estereosco´pico era tambie´n responsable de que el par de ima´genes proporcio-
nadas estuviera correctamente alineado. Para ello, dicho socio realizo´ una calibracio´n
exahustiva de las ca´maras estereosco´picas utilizadas para la grabacio´n del contenido,
adema´s de prestar especial atencio´n a la calidad del este´reo en las fases de produccio´n
y post-produccio´n.
Dada la calidad del contenido proporcionado, solo ha sido necesario comprobar
que el v´ıdeo se encontraba correctamente calibrado para la consiguiente aplicacio´n de
un algoritmo de correspondencia este´reo. Para ello, hacemos uso de una herramienta
denominada brief match test, disponible en OpenCV [67]. Esta herramienta toma dos
ima´genes, encuentra puntos caracter´ısticos en ambas, busca las correspondencias entre
ellos y las representa sobre las ima´genes originales.
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Figura 3.1 – Comprobacio´n de ima´genes rectificadas
La figura 3.1 muestra el resultado de brief match test para algunas capturas de
nuestro contenido. Como se puede observar, las l´ıneas que unen los puntos de correspon-
dencia son horizontales. Esto quiere decir que las correspondencias se pueden encontrar
a lo largo de l´ıneas horizontales y por tanto, nuestro contenido esta´ rectificado.
Sin embargo, teniendo en cuenta que en la pra´ctica resulta dif´ıcil garantizar unas
condiciones tan estrictas para la produccio´n de v´ıdeo estereosco´pico y con el fin de poder
alcanzar conclusiones sobre la escalabilidad de la solucio´n propuesta, se han analizado
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los fundamentos teo´ricos y algunas de las soluciones de calibracio´n y rectificacio´n ma´s
relevantes que puedan ser aplicables al problema.
Teniendo en cuenta lo anterior, en el presente Cap´ıtulo se describe los procesos
de calibracio´n y la rectificacio´n, explicando en primer lugar el proceso de formacio´n de
imagen y los para´metros que definen una ca´mara, a continuacio´n se extiende la teor´ıa
para dos ca´maras y se explica la geometr´ıa este´reo, adema´s de comentar brevemente las
herramientas disponibles y su utilidad para nuestro problema [67, 68].
3.2 Fundamentos teo´ricos
En este apartado nos centraremos en las caracter´ısticas puramente geome´tricas
de la ca´mara. Para poder comprender el proceso de calibracio´n y rectificacio´n es nece-
sario introducir el modelo de formacio´n de imagen mediante la proyeccio´n de los rayos
luminosos. Una vez conocido en te´rminos generales el proceso de formacio´n de imagen,
podemos pasar a describir el modelo de ca´mara mediante sus para´metros intr´ınsecos y
extr´ınsecos. Por u´ltimo, explicamos el modelo geome´trico para un sistema binocular co-
mo el que se utiliza para generar el contenido estereosco´pico sobre el que se va a aplicar
la rectificacio´n.
3.2.1 Introduccio´n a la geometr´ıa proyectiva. El modelo pinhole
El modelo pinhole, tambie´n conocido como ca´mara oscura o estenopeica es
una representacio´n simplificada del sistema o´ptico de la ca´mara, que esta´ compuesto
por lentes, aperturas y dema´s elementos disen˜ados para hacer que los rayos procedentes
del mismo punto P en el espacio converjan en un u´nico punto p de la imagen. Este mode-
lo permite describir y entender de manera ma´s fa´cil la geometr´ıa de los rayos luminosos
que se proyectan a trave´s de la ca´mara generando una imagen. El modelo de proyeccio´n
perspectiva pinhole, tambie´n conocida como perspectiva central fue propuesta inicial-
mente por Brunelleschi a principios del siglo XV y, a pesar de su simplicidad, ofrece una
aproximacio´n bastante aceptable del proceso de formacio´n de imagen [68].
Se basa en la idea de reducir la apertura de la ca´mara a un u´nico punto, llamado
pinhole o estenopo y esta´ formado por una la´mina imaginaria que bloquea todos los
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rayos luminosos procedentes de la escena salvo aquellos que son capaces de atravesar
una apertura infinitamente pequen˜a situado en su centro. De esta manera solo llega
a la ca´mara un u´nico rayo procedente de cada uno de los puntos de la escena real
(correspondencia uno a uno entre los puntos de la escena y los de la imagen). Estos
rayos intersecan con un plano denominado plano de proyeccio´n, proyectivo o plano
de imagen que esta´ situado detra´s del plano de la la´mina que contiene el orificio,
demominado plano pinhole , como se puede observar en la figura 3.2. Todo el espacio
comprendido entre el plano pinhole y el de proyeccio´n se encuentra aislado o protegido
de la luz exterior de la misma manera que esta´ construida una ca´mara oscura, la cual
basa su funcionamiento en este modelo.
Supongamos, como ya se ha comentado, que la luz proviene de la escena o de
un objeto distante pero solo un u´nico rayo procedente de cada punto f´ısico entra en la
ca´mara. En una ca´mara pinhole f´ısica, toda proyeccio´n de un punto sobre el plano de
imagen se encuentra en el foco y el taman˜o de dicha imagen relativa al objeto distante
viene dada por la distancia focal de la ca´mara. Por ello, en nuestro modelo idealizado
de la ca´mara la distancia entre la apertura estenopeica y el plano de proyeccio´n es la
distancia focal (f). Todo esto se ilustra en la figura 3.2, donde f es la distancia focal de
la ca´mara, Z es la distancia desde la ca´mara al objeto, H es la longitud del objeto y h
es la imagen del objeto en el plano de proyeccio´n.
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Figura 3.2 – Modelo de proyeccio´n: funcionamiento de una ca´mara estenopeica.
Los rayos de luz provenientes de un objeto atraviesan una pequen˜a aper-
tura para formar la imagen.
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En la figura 3.2, podemos ver por semejanza de tria´ngulos:
− h
f
=
H
Z
=⇒ −h = f H
Z
(3.1)
donde h es una altura negativa, es decir, la imagen aparece invertida debido a la trayec-
toria rectil´ınea de la luz.
Consideremos ahora un sistema de coordenadas asociado a la ca´mara, cuyo origen
(C) se encuentra en el pinhole. Se denomina eje o´ptico a la l´ınea perpendicular al plano
de imagen que pasa por el origen, y el punto (c) de interseccio´n con el plano de imagen se
denomina centro de imagen. Este punto se puede utilizar como origen de coordenadas
en el plano de proyeccio´n y juega un papel fundamental en el proceso de calibracio´n de
la ca´mara.
Sea P un punto de la escena de coordenadas (X,Y,Z)T y p su imagen con coordena-
das (x,y,z)T (usaremos letras mayu´sculas para denotar puntos en el espacio y minu´sculas
para sus proyecciones en la imagen). Como p se encuentra en el plano de imagen, se tiene
que z=f. Puesto que los tres puntos P, C y p son col´ıneales, se tiene que
−→
Cp = λ
−−→
CP para
algu´n λ (puede ser negativo), luego

x = λX
y = λY ⇐⇒ λ = xX = yY = fZ
z = f = λZ
(3.2)
y por tanto  x = f XZy = f YZ (3.3)
estas relaciones no son l´ıneales debido a la aparicio´n del factor 1/Z.
La proyeccio´n perspectiva crea ima´genes invertidas, y suele ser conveniente reor-
ganizar nuestro modelo de manera que sea equivalente y los ca´lculos se simplifiquen.
Consideramos una imagen virtual colocando el plano de imagen delante del pinhole
en la posicio´n sime´trica (distancia f). La principal diferencia es que la imagen ahora no
aparece invertida pero es equivalente a la original. El punto C en la apertura se rein-
terpreta como centro de proyeccio´n. En este contexto, todo rayo une un punto del
objeto distante con el centro de proyeccio´n. El punto de interseccio´n del plano de imagen
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virtual con el eje o´ptico se denomina punto principal (PP). En este nuevo plano de
imagen frontal, la imagen del objeto es exactamente del mismo taman˜o que en el plano
de proyeccio´n y se genera mediante la interseccio´n de los rayos con el plano de imagen
virtual. Esta modificacio´n hace que la relacio´n de semejanza de los tria´ngulos de la figura
3.2 sea
h′
f
=
H
Z
=⇒ h′ = f H
Z
(3.4)
donde el signo negativo desaparece porque la imagen ya no esta´ invertida.
Las ima´genes obtenidas mediante este modelo son muy n´ıtidas y sin distorsio´n. Sin
embargo, dado que el tiempo de exposicio´n es inversamente proporcional al cuadrado
del dia´metro de la apertura y que e´sta es a su vez proporcional a la cantidad de luz
que entra en la ca´mara, el modelo pinhole no se puede aplicar de forma estricta en la
realidad porque no recoge suficiente luz en una exposicio´n de corta duracio´n. Por este
motivo, al igual que nuestros ojos, las ca´maras reales esta´n equipadas con lentes que
permiten captar ma´s luz de la que habr´ıa disponible en un u´nico punto y los sistemas
o´pticos pueden ser ajustados para trabajar con un rango muy amplio de condiciones de
iluminacio´n y tiempos de exposicio´n. La principal desventaja derivada de la utilizacio´n
de lentes es que introducen distorsio´n, complicando ma´s au´n todo procedimiento de
correccio´n.
Otro aspecto a tener en cuenta son los efectos de la proyeccio´n perspectiva sobre
el taman˜o aparente de los objetos en relacio´n a su distancia. Los objetos lejanos parecen
ma´s pequen˜os que los cercanos. Adema´s, no se preserva la distancia entre puntos ni los
a´ngulos entre rectas, y las ima´genes de l´ıneas paralelas intersecan en el horizonte.
3.2.2 Para´metros de la ca´mara
Las ima´genes digitales son espacialmente discretas y esta´n divididas en elementos
de imagen rectangulares, que denominamos p´ıxeles. En la pra´ctica, el sistema de coor-
denadas global se relaciona con el de la ca´mara a trave´s de un conjunto de para´metros
f´ısicos como la distancia focal de la lente, el taman˜o de los p´ıxeles, la posicio´n del centro
de la imagen o la posicio´n y orientacio´n de la ca´mara. Se llama calibracio´n geome´trica
de la ca´mara al proceso de estimacio´n de los para´metros antes mencionados.
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Para reconstruir la estructura 3D de una escena se necesita relacionar las coor-
denadas de los puntos del espacio 3D con las de sus correspondientes puntos 2D en la
imagen. La calibracio´n es fundamental para relacionar medidas de la ca´mara con medi-
das en el mundo real. Adema´s, en las escenas existen espacios f´ısicos con unidades f´ısicas,
por lo que la relacio´n entre las unidades naturales de la ca´mara (p´ıxeles) y las unidades
del mundo f´ısico (e.g. metros) es una componente cr´ıtica en cualquier intento de recons-
truir una escena tridimensional. Tambie´n, mediante el uso de la calibracio´n de ca´maras,
se puede corregir (matema´ticamente) las principales desviaciones que introduce el uso
de lentes respecto del modelo pinhole simple. Por lo tanto, el proceso de calibracio´n de
ca´mara nos devuelve tanto un modelo de la geometr´ıa de la ca´mara como un modelo de
distorsio´n de la lente.
Para poder entender mejor los siguientes pa´rrafos es necesario introducir el con-
cepto de coordenadas homoge´neas.
Como sabemos, la relacio´n que transforma el punto Pi en el mundo f´ısico de coor-
denadas (Xi, Yi, Zi)
T con los puntos en el plano de proyeccio´n con coordenadas (xi, yi)
T
se denomina transformacio´n proyectiva. Para trabajar con estas transformaciones es
conveniente utilizar las conocidas como coordenadas homoge´neas. Las coordenadas
homoge´neas asociadas a un punto perteneciente a un espacio proyectivo de dimensio´n n
suelen ser representadas por medio de un vector (n+1)-dimensional, con la restriccio´n
adicional de que cualesquiera dos puntos cuyos valores sean proporcionales, son equi-
valentes. En nuestro caso el plano de imagen es el plano proyectivo y tiene dos dimen-
siones, por ello representaremos los puntos de ese plano como vectores tridimensionales
p = (x, y, z)T . Teniendo en cuenta que todos los puntos que tienen valores proporcionales
en el espacio proyectivo son equivalentes, podemos recuperar las verdaderas coordenadas
del pixel, dividiendo por z.
Dado un punto P, su vector de coordenadas es (X,Y, Z)T en R3 y su vector de
coordenadas homoge´neas, (X,Y, Z, 1)T en R4. Las coordenadas homoge´neas son una
herramienta adecuada para representar varias transformaciones geome´tricas mediante
productos de matrices, como por ejemplo el cambio entre sistemas de coordenadas me-
diante una matriz de rotacio´n [R] de dimensiones 3x3 y un vector de traslacio´n
−→
t en R3.
Tambie´n proporcionan una representacio´n algebraica del proceso de proyeccio´n perspec-
tiva en forma de una matriz [M] de dimensiones 3x4, tal que el vector de coordenadas
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(X,Y, Z, 1)T de un punto P en un sistema fijado de coordenadas del mundo y el vec-
tor de coordenadas (x, y, 1)T de su imagen p en el plano de referencia de la ca´mara se
relacionan mediante la ecuacio´n de proyeccio´n perspectiva:
p =
1
Z
MP (3.5)
A continuacio´n distinguiremos entre para´metros intr´ınsecos, que relacionan el
sistema de coordenadas de la ca´mara con el sistema de coordenadas idealizado utilizado
en la seccio´n 3.2.1, de los para´metros extr´ınsecos, que relacionan el sistema de coor-
denadas de la ca´mara con un sistema fijado de coordenadas del mundo y especifica su
posicio´n y orientacio´n en el espacio.
C
X
Y
Z
f
PP
1
mx
1
my
x
y
θ eje
óptico
(a) Para´metros intr´ınsecos
O
C
(R, t )
X
Y
Z
X
Z
Y
(b) Para´metros extr´ınsecos
Figura 3.3 – Para´metros de la ca´mara
Los para´metros intr´ınsecos asocian las coordenadas en unidades de p´ıxel de un
punto de la imagen con sus correspondientes en el sistema de referencia de la ca´mara.
Los describimos a continuacio´n (figura 3.3(a)).
• Distancia focal (f): distancia desde el centro o´ptico hasta el plano de proyeccio´n.
Viene dada en unidades de longitud (m o mm).
• Relacio´n de aspecto de los p´ıxeles con respecto a las distancias. Aunque en
ocasiones se utiliza k y l [68] o sx y sy [67], en este trabajo llamaremos mx y my
al taman˜o efectivo de los p´ıxeles en las direcciones horizontal y vertical respecti-
vamente. Estos coeficientes relacionan las unidades de distancia con unidades de
p´ıxel y se miden en p´ıxeles por unidad de distancia (px/m o px/mm). De esta
manera un p´ıxel tendra´ dimensiones 1mxx
1
my
(m).
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Los dos para´metros anteriores suelen relacionarse entre s´ı, mediante las expresiones
3.6, dando lugar a αx y αy, que se corresponden con la distancia focal medida en
p´ıxeles en las direcciones horizontal y vertical, respectivamente. La distancia focal αx
(αy) es el producto de la distancia focal f´ısica f (m o mm) por el taman˜o mx (my) de
los elementos de imagen individuales (px/mm o px/m), por lo que αx (αy) esta´ en las
unidades de p´ıxel requeridas,
αx = fmx , αy = fmy (3.6)
donde el signo es positivo, porque este modelo utiliza la imagen no invertida en el plano
de proyeccio´n delante del pinhole.
No´tese que hemos introducido dos distancias focales diferentes. La razo´n es que
los p´ıxeles individuales en un sensor t´ıpico son rectangulares en vez de cuadrados. Es
importante tener encuenta que mx y my no pueden ser medidos directamente mediante
un proceso de calibracio´n. Tampoco la distancia focal es medible directamente. solo las
combinaciones de la expresio´n 3.6 pueden ser halladas sin tener que desmontar la ca´mara
y medir sus elementos directamente. Para lentes con zoom, la distancia focal puede variar
con el tiempo, trasladando a su vez el centro de imagen cuando el eje o´ptico de la lente
no es exactamente perpendicular al plano de imagen.
• Punto principal (x0,y0): proyeccio´n del centro o´ptico sobre el plano de proyec-
cio´n. Idealmente se encuentra en el centro de la imagen o punto de la imagen ma´s
cercano al centro de proyeccio´n. x0 e y0 son las coordenadas del punto principal
en la imagen y definen la posicio´n de c en unidades de p´ıxel.
Podr´ıamos pensar que el punto principal coincide con el centro de la imagen,
pero esto implicar´ıa que el sensor ha sido colocado con precisio´n exacta durante el
proceso de fabricacio´n. De hecho, el centro del chip habitualmente no esta´ en el eje
o´ptico. Por este motivo, se introducen dos nuevos para´metros x0 e y0 que modelan un
posible desplazamiento (del eje o´ptico) del centro de coordenadas en el plano de
proyeccio´n. El resultado es un modelo relativamente simple en el que un punto P del
mundo f´ısico, cuyas coordenadas son (X,Y, Z)T , es proyectado sobre la pantalla en un
p´ıxel de posicio´n dada por (x, y)T de acuerdo a las ecuaciones siguientes:
x = αx
X
Z
+ x0 , y = αy
Y
Z
+ y0 (3.7)
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• Distorsio´n geome´trica (γ): coeficiente de distorsio´n radial debido a la distorsio´n
geome´trica que introduce la o´ptica. Representa la relacio´n de distorsio´n entre los
ejes de coordenadas (idealmente 0, ortogonales). En la figura 3.3(a) se representa
θ como el a´ngulo formado por los dos ejes del sistema de coordenadas en el plano
de imagen y se relaciona mediante: γ = −αx cot θ.
El uso de las coordenadas homoge´neas permite organizar los para´metros que defi-
nen nuestra ca´mara en una u´nica matriz 3x3, que llamaremos matriz de para´metros
intr´ınsecos o matriz de la ca´mara [K].
K =

αx γ x0
0 αy y0
0 0 1
 (3.8)
La matriz de para´metros intr´ınsecos no depende de la escena sino que depende
exclusivamente de la ca´mara y, una vez estimada, se puede reutilizar (siempre y cuando
la distancia focal permanezca fija). La determinacio´n de estos para´metros nos permi-
tira´ compensar posteriormente la distorsio´n introducida por las lentes de las ca´maras.
La proyeccio´n de los puntos en el mundo f´ısico sobre la ca´mara se puede resumir mediante
la siguiente ecuacio´n:
p = KP, p =

x
y
1
 , P =

X
Y
Z
 (3.9)
Hasta ahora hemos considerado la proyeccio´n de un punto referido al sistema de
coordenadas de la ca´mara. Sin embargo, el sistema de referencia de la ca´mara esta´ locali-
zado dentro de otro sistema de referencia global. Los para´metros extr´ınsecos definen
la localizacio´n y orientacio´n del sistema de referencia de la ca´mara con respecto al siste-
ma de referencia global y especifican la transformacio´n entre ambos. Los resumimos en
los dos descritos a continuacio´n (figura 3.3(b)).
• Matriz de rotacio´n [R]: es el producto de tres rotaciones elementales bidimen-
sionales: Rx(ψ), Ry(ϕ) y Rz(θ), que se corresponden con la rotacio´n alrededor de
los ejes x, y, z respectivamente. La matriz [R] tiene la propiedad de ser ortogonal,
es decir, su inversa coincide con su traspuesta: RTR = RRT = I.
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• Vector de traslacio´n −→t : representa el desplazamiento u offset desde un sistema
de coordenadas a otro sistema cuyo origen ha sido desplazado a otra posicio´n,
en otras palabras, el vector de traslacio´n es la transformacio´n de posicio´n desde
el origen de coordenadas del primer sistema de coordenadas hasta el origen del
segundo sistema de coordenadas:
−→
t =Origen(global)-Origen(ca´mara).
Combinando ambas podemos obtener la expresio´n que transforma las coordenadas
de un punto de la escena referidas al sistema de coordenadas global en coordenadas
referidas al sistema de coordenadas de la ca´mara:
X
Y
Z

Camara
= [R]

X
Y
Z

Global
+
−→
t (3.10)
Denominamos matriz de para´metros extr´ınsecos a la matriz conjunta com-
puesta por la matriz de rotacio´n y el vector de traslacio´n [R | t]. Esta matriz se utiliza
para describir el movimiento de la ca´mara alrededor de una escena esta´tica, o viceversa,
el movimiento r´ıgido de un objeto delante de una ca´mara fija. Es decir, [R | t] transfor-
ma las coordenadas de un punto (X,Y, Z)T a algu´n sistema de coordenadas, fijado con
respecto a la ca´mara.
De manera ma´s general, la proyeccio´n de los puntos en el mundo f´ısico sobre la
ca´mara se puede resumir mediante la siguiente ecuacio´n:
p =
1
Z
MP (3.11)
donde M es la matriz de proyeccio´n perspectiva dada por:
M = K[R | t] (3.12)
utilizando coordenadas homoge´neas resulta:

x
y
1
 =

αx γ x0
0 αy y0
0 0 1


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3


X
Y
Z
1
 (3.13)
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De esta manera, conociendo las coordenadas de varios puntos 3D en el sistema
de referencia global y sus proyecciones sobre el plano de imagen de la ca´mara se puede
calcular los para´metros de la ca´mara.
3.2.3 Geometr´ıa epipolar
La geometr´ıa ba´sica de un sistema de ima´genes este´reo se denomina geometr´ıa
epipolar. En esencia, esta geometr´ıa combina dos modelos pinhole (uno para cada
ca´mara) y an˜ade dos puntos de especial intere´s llamados epipolos (ver figura 3.4). A
continuacio´n la describiremos y explicaremos la utilidad de dichos puntos.
Cada ca´mara tiene un centro de proyeccio´n asociado, OL y OR, y un plano de
proyeccio´n correspondiente, L y R. El punto P en el mundo f´ısico tiene una proyeccio´n
sobre cada uno de los planos mencionados y las etiquetamos como pl y pr, respectiva-
mente. Los puntos el y er se denominan epipolos de las ca´maras. El epipolo el (resp.
er) en el plano de imagen L (resp. R) es la proyeccio´n del centro o´ptico OR (OL) de la
segunda (primera) ca´mara observada por la otra ca´mara.
OL
PP'
P''
PPR
PPL
pr
ere l
pl
p'r
p''r
L R
ll
l r
OR
Figura 3.4 – Relacio´n epipolar: el conjunto de correspondencias posibles para el
punto pl de la vista izquierda esta´ restringido dentro de la l´ınea epipolar
asociada lr en la vista derecha.
El plano en el espacio formado por el punto P y los dos epipolos el y er (o los
dos centros de proyeccio´n OL y OR) se denomina plano epipolar, es decir los cinco
puntos P , el, er, OL y OR adema´s de las ima´genes pl y pr pertenecen a un plano definido
por los dos rayos OLP y ORP que intersecan. En particular, el punto pl se encuentra
en la l´ınea ll donde este plano corta con el plano de proyeccio´n L (ana´logamente, pr se
encuentra en lr, la interseccio´n del plano con R). Las l´ıneas plel y prer se denominan
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l´ıneas epipolares. La l´ınea lr es la l´ınea epipolar asociada al punto pl, y pasa por
el epipolo er, donde la l´ınea de base que une los centros o´pticos (OL y OR) corta con
el plano R (ana´logamente, ll es la l´ınea epipolar asociada al punto pr que pasa por la
interseccio´n el de la l´ınea de base con el plano L).
Como se ha dicho, si pl y pr son ima´genes del mismo punto, entonces pr debe estar
en la l´ınea epipolar asociada con pl. Esta restriccio´n epipolar juega un papel fundamental
en visio´n este´reo y ana´lisis de movimiento.
Para entender la utilidad de los epipolos primero recordamos que, cuando vemos
un punto del mundo f´ısico proyectado sobre nuestro plano de imagen izquierdo (o de-
recho), dicho punto podr´ıa estar realmente situado en cualquier posicio´n de la l´ınea
definida por el rayo que va desde OL, a trave´s de pl (OR a trave´s de pr) ya que, con
una u´nica ca´mara, no podemos conocer la distancia hasta el punto que estamos viendo.
Ma´s concretamente, tomamos como ejemplo el punto P visto desde la ca´mara izquierda.
Puesto que esa ca´mara u´nicamente ve pl (la proyeccio´n de P sobre L), el punto P real
podr´ıa estar situado en cualquier posicio´n de la l´ınea definida por pl y OL. Esta l´ınea
obviamente contiene a P , pero tambie´n contiene un gran nu´mero de puntos (P ′, P”,...).
Lo interesante es preguntarse que´ aspecto tiene esa l´ınea proyectada sobre el plano de
imagen derecho R; de hecho, sera´ la l´ınea epipolar definida por pr y er. En otras pala-
bras, la imagen de todas las posibles posiciones de un punto visto desde una ca´mara es
la l´ınea que atraviesa el punto correspondiente y el epipolo en la otra ca´mara.
Figura 3.5 – Planos epipolares: las rectas sobre las que se encuentran los puntos y
sus correspondencias forman un haz de planos cuya base es la recta que
une los epipolos (l´ınea de base).
A partir de ahora consideraremos que en nuestro sistema las ca´maras esta´n calibra-
das interna y externamente. La parte ma´s complicada de construir un sistema artificial
de visio´n este´reo es encontrar me´todos efectivos para establecer correspondencias entre
las dos ima´genes, esto es, decidir que´ puntos en la segunda imagen corresponden con
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puntos de la primera. La restriccio´n epipolar limita enormemente la bu´squeda de estas
correspondencias. De hecho, como asumimos que el rig esta´ calibrado, las coordenadas
del punto pl determinan completamente el rayo que une OL y pl, y por tanto el plano
epipolar asociado OLORpl y la l´ınea epipolar lr. La bu´squeda de correspondencias puede
restringirse a esta l´ınea en vez de la imagen completa.
A modo de resumen recogemos algunos aspectos de la geometr´ıa epipolar este´reo
que nos resultan interesantes y que tendremos en cuenta ma´s adelante.
• Cada punto 3D visto desde las ca´maras esta´ contenido en un plano epipolar que
interseca con cada imagen en una l´ınea epipolar.
• Dado un punto caracter´ıstico sobre una imagen, su vista correspondiente en la
otra imagen se debe encontrar a lo largo de la l´ınea epipolar respectiva. Esto se
denomina restriccio´n epipolar.
• La restriccio´n epipolar implica que la posible bu´squeda bidimensional para en-
contrar correspondencias en dos ima´genes se convierte en una bu´squeda unidi-
mensional a lo largo de l´ıneas epipolares, una vez conocida la geometr´ıa epipolar
del rig este´reo. Esto no solo supone un ahorro en el coste computacional, sino
que tambie´n nos permite descartar muchos puntos que en otros casos dan lugar a
correspondencias espu´reas.
• Se preserva el orden. Si dos puntos A y B son visibles en ambas ima´genes y
aparecen horizontalmente en ese orden en una imagen, entonces tambie´n aparecen
horizontalmente en el mismo orden dentro de la otra imagen. Hay que tener en
cuenta que debido a oclusiones y a´reas superpuestas entre vistas, es posible que
ambas ca´maras no vean los mismos puntos. Sin embargo, el orden se mantiene. Si
los puntos A, B y C esta´n dispuestos de izquierda a derecha en la imagen izquierda
y B no se ve en la derecha debido a oclusiones, entonces la ca´mara derecha vera´ los
puntos A y C de izquierda a derecha.
Como se explica a continuacio´n, se presta conveniente caracterizar la restriccio´n
epipolar en te´rminos relativos a matrices bidimensionales 3x3, conocidas como esencial
y fundamental.
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3.2.4 Matriz Esencial
La matriz esencial [E] contiene informacio´n sobre la traslacio´n y rotacio´n que
relaciona las dos ca´maras en el espacio f´ısico (ver figura 3.6). Esta matriz es puramente
geome´trica y no recoge informacio´n relativa a los sensores. Relaciona la posicio´n,
en coordenadas f´ısicas, del punto P visto por la ca´mara izquierda (denotado como
Pl) con la posicio´n del mismo punto visto desde la ca´mara derecha (definido como Pr).
Como aclaracio´n, no hay que confundir Pl con pl. Aunque se refieren al mismo punto
contenido en el plano de proyeccio´n de la ca´mara izquierda, el primero representa la
interseccio´n con el rayo que une OL y P en coordenadas espaciales, mientras que el
segundo representa las coordenadas del p´ıxel resultante dentro de la imagen.
OL
P
L R
Traslación
t
Rotación[R]
OR
Figura 3.6 – Matriz Esencial: la geometr´ıa esencial de las ima´genes este´reo es
capturada por la matriz esencial [E], que contiene toda la informacio´n
acerca de la traslacio´n [T] y la rotacio´n [R], que describe la posicio´n de
la segunda ca´mara con respecto a las coordenadas globales de la primera
ca´mara.
En esta seccio´n los para´metros intr´ınsecos de las ca´maras se suponen conocidos.
Dado un punto P , queremos obtener la relacio´n entre las posiciones observadas pl y pr
de las dos ima´genes. Esta relacio´n define la matriz esencial. Partimos de la relacio´n entre
Pl y Pr, posiciones f´ısicas de P visto en el sistema de coordenadas de cada ca´mara y que
pueden ser relacionados mediante la geometr´ıa epipolar, como ya hemos visto.
Tomando como sistema de coordenadas de referencia el centrado en OL de la
ca´mara izquierda, la posicio´n del punto observado es Pl y el origen de coordenadas de la
otra ca´mara esta´ localizado en T (posicio´n del afijo de
−→
t en el espacio). El punto P visto
por la ca´mara derecha es Pr en ese sistema de coordenadas, donde Pr = [R](Pl − T ).
De acuerdo con la restriccio´n epipolar, los tres vectores
−−−→
OLpl,
−−−→
ORpr y
−−−−→
OLOR deben ser
coplanares (figura 3.4). La ecuacio´n de los puntos x de un plano cuyo vector normal es
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−→n y que pasa por un punto a es la siguiente:
(x− a) · −→n = 0 (3.14)
Puesto que el plano epipolar contiene los vectores Pl y T , podemos sustituir
−→n = T × Pl en la ecuacio´n 3.14. De manera que la ecuacio´n de todos los puntos Pl
pertenecientes a un plano que contiene a T resulta:
(Pl − T )T (T × Pl) = 0 (3.15)
Como el objetivo es relacionar pl y pr a partir de la relacio´n de Pl y Pr, introdu-
cimos Pr en la ecuacio´n mediante la igualdad mencionada Pr = [R](Pl − T ) que puede
ser reescrita como (Pl − T ) = [R]−1Pr, y, utilizando la propiedad de ortogonalidad de
[R], sustituyendo [R]T = [R]−1 resulta:
([R]TPr)
T (T × Pl) = 0 (3.16)
Siempre es posible reescribir un producto vectorial como una multiplicacio´n de
matrices. Por lo tanto, definimos la matriz S tal que:
T × Pl = SPl =⇒ S =

0 −Tz Ty
Tz 0 −Tx
−Ty Tx 0
 (3.17)
Esto conduce al primer resultado. Sustituyendo en el segundo producto:
(Pr)
T [R]SPl = 0 (3.18)
Este producto [R]S define la matriz esencial [E], compactando la ecuacio´n:
(Pr)
T [E]Pl = 0 (3.19)
Si se sustituye utilizando las ecuaciones de proyeccio´n pl = fl
Pl
Zl
y pr = fr
Pr
Zr
y se
divide todo por ZlZrflfr , se obtiene el resultado final:
(pr)
T [E]pl = 0 (3.20)
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La matriz esencial [E] fue introducida por [69] y es una matriz 3x3 de rango 2, de
manera que la ecuacio´n 3.20 se puede interpretar como la ecuacio´n de una recta. En
concreto, lr = [E]pl es la l´ınea epipolar asociada al punto pl en la segunda imagen, y de
hecho la ecuacio´n 3.20 se puede reescribir como pTr · lr = 0, indicando que pr pertenece
a lr.
Los nueve coeficientes de [E] se pueden parametrizar con tres grados de libertad
de la matriz de rotacio´n [R] y dos grados de libertad que definen la direccio´n del vector
de traslacio´n
−→
t . Adema´s tiene dos restricciones adicionales: en primer lugar su determi-
nante es cero (matriz 3x3 de rango 2) y en segundo lugar, los dos autovalores distintos
de 0 (que caracterizan a las matrices esenciales segu´n [70]) son iguales debido a que la
matriz S es antisime´trica y [R] la matriz de rotacio´n. En total hay siete restricciones.
3.2.5 Matriz Fundamental
La matriz esencial contiene toda la informacio´n sobre la geometr´ıa que relaciona a
las dos ca´maras, sin embargo no proporciona informacio´n acerca de las mismas. Puesto
que en la pra´ctica trabajamos con coordenadas de p´ıxel, para encontrar una relacio´n
entre un p´ıxel de una imagen y la l´ınea epipolar asociada en la otra imagen, es necesario
introducir informacio´n intr´ınseca sobre las ca´maras. La matriz fundamental [F ] an˜ade
informacio´n sobre los para´metros intr´ınsecos de ambas ca´maras a la informacio´n de la
matriz esencial. Esta matriz relaciona la posicio´n, en unidades de p´ıxel, de un
punto del plano de imagen de la ca´mara izquierda (denotado como pl) con la posicio´n
del mismo punto visto en la imagen derecha (definido como pr).
Hasta ahora los para´metros de las ca´maras se supon´ıan conocidos y se ha tra-
bajado en coordenadas normalizadas de imagen. Para esta seccio´n debemos comenzar
reescribiendo la ecuacio´n 3.20 para considerar los efectos derivados de los para´metros
intr´ınsecos de la ca´mara:
(pˆr)
T [E]pˆl = 0 (3.21)
donde la relacio´n de pl y pr con pˆl y pˆr viene dada por pl = [K]lpˆl y pr = [K]rpˆr, res-
pectivamente. [K]l y [K]r son las matrices de para´metros intr´ınsecos de ambas ca´maras.
Sustituyendo pˆl = [K]
−1
l pl y pˆr = [K]
−1
r pr:
pTr ([K]
−1
r )
T [E][K]−1l pl = 0 (3.22)
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Definiendo la matriz fundamental como:
[F ] = ([K]−1r )
T [E][K]−1l (3.23)
de manera que la expresio´n se simplifica, resultando:
pTr [F ]pl = 0 (3.24)
No´tese la ecuacio´n 3.23 que relaciona la matriz fundamental con la esencial. Si
tenemos ima´genes rectificadas, normalizando los puntos dividiendo por las distancias
focales, la matriz intr´ınseca [K] se convierte en la matriz identidad con [F ] = [E].
La matriz fundamental, al igual que la esencial, tiene rango 2. Esta matriz tiene siete
para´metros, dos para cada epipolo y tres para la homograf´ıa que relaciona los dos planos
de imagen. El autovector de [F ] (resp. [F ]T ) correspondiente a su autovalor 0 es la
posicio´n del epipolo el (er). Ana´logamente, ll = [F ]pr (resp. lr = [F ]
T pl) representa
la l´ınea epipolar correspondiente al punto pr (resp. pl) en la primera (resp. segunda)
imagen.
Las matrices [E] y [F ] se pueden calcular directamente a partir de los para´metros
intr´ınsecos y extr´ınsecos. Las ecuaciones 3.20 y 3.24 tambie´n imponen restricciones so-
bre los elementos de las matrices, independientemente de la posicio´n 3D de los puntos
observados. En particular, esto implica que [E] y [F ] pueden ser calculados a partir de
un nu´mero suficiente de correspondencias entre las ima´genes sin utilizar un patro´n
de calibracio´n.
3.2.6 Rectificacio´n
Los ca´lculos asociados a los algoritmos este´reo se simplifican considerablemente
cuando las ima´genes de intere´s han sido rectificadas, es decir, sustituidas por dos ima´ge-
nes equivalentes con un plano de imagen comu´n paralelo a la l´ınea de base que une
los dos centros o´pticos (ver figura 3.7). Desafortunadamente, una configuracio´n perfec-
tamente al´ıneada es muy poco comu´n en un sistema este´reo real, ya que las dos ca´maras
casi nunca tienen planos de imagen exactamente coplanares, con las filas alineadas.
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Figura 3.7 – Rectificacio´n
El proceso de rectificacio´n consiste en reproyectar los planos de imagen de las
dos ca´maras de manera que se encuentren en el mismo plano, con las filas perfectamente
alineadas en una configuracio´n fronto-paralela. Queremos que las filas entre las dos ca´ma-
ras este´n al´ıneadas tras la rectificacio´n para que la correspondencia este´reo (encontrar el
mismo punto en dos vistas diferentes) sea ma´s fiable y manejable computacionalmente.
Con una eleccio´n apropiada del sistema de coordenadas, las l´ıneas epipolares rectificadas
sirven como l´ıneas de bu´squeda en las nuevas ima´genes, y son tambie´n paralelas a la
l´ınea de base. Este hecho facilita la bu´squeda de correspondencias.
Hay dos grados de libertad involucrados en la eleccio´n del nuevo plano de imagen:
• La distancia entre este plano y la l´ınea de base. Aunque es esencialmente
irrelevante porque modificarla solo cambia la escala de las ima´genes rectificadas,
que se puede compensar mediante el escalado inverso de los ejes de coordenadas
de imagen.
• La direccio´n de la normal del plano rectificado ha de ser la del plano perpen-
dicular a la l´ınea de base.
El resultado de alinear las filas horizontalmente dentro de un plano de imagen
comu´n que contiene ambas ima´genes es que los ejes o´pticos (o rayos principales) de
las ca´maras son paralelos, de manera que cortan en el infinito. Como consecuencia, los
epipolos se encuentran en el infinito, es decir, la imagen del centro de proyeccio´n en
una imagen es paralela al plano de la otra imagen, adema´s los planos epipolares de la
figura 3.5 sera´n paralelos entre s´ı. Puesto que existe un nu´mero infinito de planos fronto-
paralelos posibles entre los que elegir, es necesario an˜adir restricciones como maximizar
el solapamiento entre vistas o minimizar la distorsio´n, entre otros. El proceso da lugar
a ocho te´rminos, cuatro para cada una de las ca´maras. Para cada ca´mara tendremos
un vector de distorsio´n, una matriz de rotacio´n (para aplicar a la imagen), la matriz de
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para´metros de la ca´mara sin rectificar y la misma matriz rectificada. A partir de estos
te´rminos, se puede hacer un mapa sobre el cual interpolar p´ıxeles de la imagen original
para crear una nueva imagen rectificada.
Como hemos comentado, y como conclusio´n de esta seccio´n, la importancia del
proceso de rectificacio´n reside en que simplifica el problema de correspondencia
limita´ndolo a la bu´squeda en una l´ınea epipolar. Esta es una de las principales
asunciones de los algoritmos de correspondencia este´reo.
3.3 Revisio´n de implementaciones
Hay muchas formas de calcular los te´rminos de rectificacio´n, en OpenCV [67]
existen funciones implementadas que permiten desarrollar los dos siguientes algoritmos:
• Algoritmo de Hartley [71]. No requiere calibracio´n este´reo ya que solo utiliza
la matriz fundamental. Este algoritmo busca homograf´ıas que mapean los
epipolos con el infinito minimizando disparidades calculadas entre dos ima´genes
este´reo. Para ello, primero se halla un determinado nu´mero de correspondencias
entre las dos ima´genes evitando calcular los para´metros intr´ınsecos de las ca´maras,
ya que esta informacio´n va impl´ıcita. Por tanto, solo es necesario calcular la matriz
fundamental, que se puede estimar a partir de siete o ma´s correspondencias.
Como ventaja, permite la calibracio´n este´reo en tiempo real, sin embargo tiene
graves limitaciones debido a que no hay referencias sobre la escala de los objetos
(taman˜o y distancia) ni se puede tener conocimiento sobre la matriz de para´metros
intr´ınsecos, dando lugar a ambigu¨edades en la reconstruccio´n debido a la apariencia
de los objetos en funcio´n de la perspectiva.
• Algoritmo de Bouguet [72]. Es un trabajo que recopila y simplifica el me´todo
inicialmente presentado por Tsai [73] y Zhang [74] [75]. Jean-Yves Bouguet nunca
publico´ este algoritmo ma´s alla´ de la implementacio´n para Matlab, conocida como
Camera Calibration Toolbox. Conocidas las matrices de rotacio´n y traslacio´n
([R],
−→
t ), este algoritmo trata de minimizar los cambios o transformaciones que
la reproyeccio´n produce sobre cada una de las ima´genes originales (minimizando
las distorsiones y deformaciones del resultado) maximizando el a´rea comu´n de
la escena vista por ambas.
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El algoritmo de Hartley se puede utilizar para derivar estructura a partir del
movimiento capturado por una ca´mara simple pero puede dar lugar a ima´genes ma´s
distorsionadas que el algoritmo calibrado de Bouguet. En situaciones en las que se puede
utilizar patrones de calibracio´n (i.e. un tablero de ajedrez) lo apropiado es utilizar el
algoritmo de Bouguet.
Adema´s de Camera Calibration Toolbox, existen varias implementaciones de rec-
tificacio´n para Matlab:
• Epipolar Rectification Toolkit (RectifKitE) [76] utiliza la informacio´n de ca-
libracio´n de las ca´maras para rectificar las ima´genes. Se trata de un algoritmo
de rectificacio´n lineal para cualquier rig este´reo en general que toma las dos ma-
trices de proyeccio´n perspectiva de las ca´maras originales ([M ]) y calcula un par
de matrices proyeccio´n de rectificacio´n. El objetivo de los autores es la creacio´n
de un algoritmo compacto (22 l´ıneas de co´digo) lo ma´s fa´cilmente reproducible y
usable posible. En la figura 3.8 se presentan los resultados para el par de ima´genes
este´reo de ejemplo Sport (creada por INRIA-Syntim), donde se muestra el par de
ima´genes rectificadas en la parte inferior adema´s de las l´ıneas epipolares, sobre las
vistas derechas, correspondientes a los puntos marcados de las vistas izquierdas.
Figura 3.8 – Resultado de RectifKitE. Par este´reo Sport (arriba) y par rectificado
(abajo). Las ima´genes de la derecha representan las l´ıneas epipolares
correspondientes a los puntos marcados en las ima´genes de la izquierda.
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• Uncalibrated Epipolar Rectification Toolkit (RectifKitU) [77] trata la recti-
ficacio´n epipolar no calibrada intentando aproximar una transformacio´n sobre las
ima´genes al caso ideal (calibrado o eucl´ıdeo), donde se aplica una transformacio´n
colineal inducida por el plano en el infinito. Extendiendo esto al caso no calibra-
do para minimizar el error de rectificacio´n, se obtiene la rectificacio´n epipolar
quasi-eucl´ıdea. Se basa en un trabajo anterior [78] que propone un me´todo para
evitar el ca´lculo de la matriz fundamental. En el caso eucl´ıdeo, la rectificacio´n es
geome´tricamente una rotacio´n de los planos de imagen, que se induce considerando
el plano en el infinito (el lugar geome´trico de la disparidad cero en el par recti-
ficado). En el caso no calibrado, en el espacio proyectivo, cualquier plano puede
ser el de referencia en el infinito. Esto conduce a considerar que la rectificacio´n
quasi-eucl´ıdea es referida al plano que aproxima el plano en el infinito. Por lo tan-
to, se asume que los para´metros intr´ınsecos son desconocidos y que se dispone de
un conjunto de correspondencias entre puntos. Siguiendo la l´ınea de [78], busca
las transformaciones colineales que hacen que los puntos de las correspondencias
satisfagan la geometr´ıa epipolar del par de ima´genes rectificados. La figura 3.9
muestra los resultados para el par de ejemplo cporta.
Figura 3.9 – Resultado de RectifKitU. Par este´reo cporta (arriba) y par rectifica-
do (abajo). Las ima´genes de la derecha representan las l´ıneas epipolares
correspondientes a los puntos marcados en las ima´genes de la izquierda.
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En el proyecto denominado Uncalibrated Stereo Vision [79] retoman las ideas
expuestas en la descripcio´n del algoritmo de Hartley, es decir el proceso de determina-
cio´n de la matriz fundamental utilizando un conjunto de correspondencias conocidas o
me´todo de calibracio´n de´bil. En dicho proyecto se utiliza el me´todo de calibracio´n
de´bil para intentar determinar una matriz fundamental, rectificar la imagen y utilizar
los algoritmos de correspondencia existentes en OpenCV [80] para computar mapas de
profundidad. En esta aproximacio´n tratan de implementar un sistema iterativo de co-
rrespondencia este´reo con calibracio´n de´bil para determinar un mapa de profundidad a
partir de ima´genes este´reo no calibradas. La implementacio´n hace uso de un detector de
caracter´ısticas (feature tracker) para determinar algunas correspondencias iniciales. El
proceso sigue las siguientes fases:
1. Encontrar correspondencias iniciales utilizando el detector de puntos caracter´ısti-
cos. El detector utilizado es una implementacio´n en C de KLT (Kanade-Lucas-
Tomasi), basado en el primer trabajo de Lucas y Kanade [81] desarrollado ı´nte-
gramente por Tomasi y Kanade [82], cuya descripcio´n completa esta´ contenida en
[83] y cuya u´ltima modificacio´n fue realizada por Birchfield [84]. Sin embargo se
demuestra que funciona mal en la localizacio´n de correspondencias entre puntos
caracter´ısticos.
2. Determinar la matriz fundamental [F ].
3. Rectificar las ima´genes usando [F ] [85].
4. Aplicar el algoritmo de correspondencia este´reo calibrado de Birchfield y Tomasi
[86] para crear un mapa de profundidad.
5. Si el mapa generado es malo, encontrar nuevos puntos de correspondencia buscando
en el espacio cercano a las l´ıneas epipolares determinadas originalmente.
6. Repetir desde el paso 1 utilizando los nuevos puntos de correspondencia.
Existen muchas ma´s implementaciones, todas basadas en los mismos conceptos
que aparecen explicados en la seccio´n 3.2 de fundamentos teo´ricos. Parece suficiente
el ana´lisis de las te´cnicas anteriores para comprender las fortalezas y debilidades que
caracterizan la rectificacio´n calibrada y no calibrada, y as´ı poder tomar una decisio´n en
funcio´n del problema concreto a resolver.
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3.4 Discusio´n y conclusiones
En esta seccio´n describimos co´mo hemos afrontado finalmente el problema de la
rectificacio´n. Recordamos que la idea principal del proyecto ImmersiveTV es la difusio´n
de contenidos de televisio´n 3D en formato side-by-side donde el receptor se encarga de
estimar la informacio´n de profundidad a partir del contenido recibido. Como sabemos,
en este proyecto trabajamos con un contenido de v´ıdeo real procedente de la grabacio´n
en 3D de un partido de fu´tbol con varias ca´maras distribuidas en posiciones diferentes.
Lo que se deduce de todo esto es que, por lo general, no dispondremos de la informacio´n
de calibracio´n de todas las ca´maras. Por lo tanto nos interesa la rectificacio´n no
calibrada. Un algoritmo como el de Hartley, RectifKitU o Uncalibrated Stereo Vision
podr´ıa servirnos para rectificar las ima´genes.
Por ahora, hablar de rectificacio´n en tiempo real pra´cticamente carece de sentido
ya que es un proceso muy costoso y poco preciso. Sin embargo, se ha demostrado que
con un equipamiento correcto, una cuidadosa calibracio´n de las ca´maras y una adecuada
produccio´n y postproduccio´n del contenido es te´cnicamente posible generar contenido
rectificado en directo. La rectificacio´n en el lado del receptor es una cuestio´n cr´ıtica a
resolver, mediante el uso de algoritmos como los descritos en el presente cap´ıtulo.
La adicio´n de un algoritmo de rectificacio´n previo introduce cierto grado de com-
plejidad al sistema de difusio´n 3DTV propuesto. En primer lugar, podr´ıa ser necesario
verificar en tiempo real si el contenido que se esta´ recibiendo esta´ rectificado en cada
momento. Una posible solucio´n que no an˜ade apenas retardo, ser´ıa introducir algu´n tipo
de informacio´n de sen˜alizacio´n a trave´s de la cual el trasmisor sea capaz de indicar al re-
ceptor cua´ndo debe realizar el proceso de rectificacio´n. Otra posible solucio´n mucho ma´s
costosa ser´ıa la deteccio´n de contenido rectificado en el receptor, que deber´ıa trabajar
en tiempo real.
Una vez detectada o indicada la necesidad de rectificar, entra en juego el algorit-
mo o te´cnica de rectificacio´n. La introduccio´n de un proceso de rectificacio´n previo al
mo´dulo de correspondencia este´reo o una posible adaptacio´n de alguno de los algoritmos
que hemos explicado para permitir su aplicacio´n en tiempo real podr´ıa considerarse para
futuros trabajos en esta l´ınea. Pensemos por ejemplo en un algoritmo de rectificacio´n
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calibrada, para lo cual es necesario conocer los para´metros de todas las ca´maras involu-
cradas en la captura de un evento o programa concreto. En este caso, el retardo viene
dado por la transmisio´n o descarga de dicha informacio´n al principio del programa y a
continuacio´n, del proceso de ca´lculo de la transformacio´n geome´trica proyectiva que se
realiza para cada uno de los cuadros este´reo. Por otra parte, tambie´n tiene que existir
un me´todo de asociacio´n de los para´metros con cada ca´mara, es decir, en cada cambio
de punto de vista o escena deber´ıa recibirse algu´n tipo de sen˜alizacio´n que permita al
receptor cambiar los para´metros de transformacio´n que tiene que aplicar en cada mo-
mento, o producirse una transmisio´n de los nuevos para´metros. Todo esto complica los
receptores, aumentando los costes, y posiblemente implica algunas modificaciones sobre
los esta´ndares de formatos de transmisio´n y codificacio´n de v´ıdeo.
En el caso de utilizar un algoritmo de rectificacio´n no calibrada, no se transmite
ningu´n para´metro de ca´mara puesto que la transformacio´n proyectiva se estima a partir
de las dos vistas que llegan al receptor en cada momento. Por otra parte, este proceso
de rectificacio´n supone ma´s retardo que el caso calibrado, ya que implica ma´s ca´lculos
y adema´s puede ser menos efectivo porque causa ma´s deformaciones sobre las vistas
originales. Sin embargo, puesto que se tiene un nu´mero limitado de ca´maras o puntos
de vista en el programa que se transmite, la estimacio´n de las matrices de homograf´ıa
se podr´ıa realizar una vez al principio de cada cambio de escena y se mantendr´ıa hasta
que se produjese un cambio de punto de vista. Esto nos lleva de nuevo a la necesidad de
sen˜alizacio´n para los cambios de ca´mara. Adicionalmente, teniendo en cuenta el nu´mero
limitado de puntos de vista posibles, podr´ıa aplicarse un mecanismo de aprendizaje o
memoria en el receptor para que fuera posible asociar cada ca´mara con sus para´metros
estimados. Por ejemplo, el transmisor podr´ıa asignar un nu´mero o identificador la pri-
mera vez que cada enviara sen˜al proveniente de cada ca´mara conservando los mismos
identificadores durante la emisio´n del programa, y el receptor tener conocimiento de ello.
De nuevo los receptores ser´ıan ma´s costosos, aunque en el caso ma´s simple, todos los
para´metros se estimar´ıan cuadro a cuadro.
Por si todo esto no es suficiente, efectos como el zoom modifican los para´metros
de las ca´maras complicando bastante todo lo explicado en estos u´ltimos pa´rrafos.
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Como hemos demostrado en la introduccio´n de este cap´ıtulo (seccio´n 3.1), para
finalizar este cap´ıtulo podemos concluir que el contenido con el que trabajamos esta´ ali-
neado y no requiere rectificacio´n. Por ello, no hemos incluido un mo´dulo de rectificacio´n
en nuestra solucio´n, ya que adema´s introducir´ıa cierto grado de complejidad al ser ne-
cesario detectar en tiempo real si el contenido recibido esta´ o no rectificado. Adema´s
esta´ fuera del objetivo principal de este trabajo, que se centra fundamentalmente en el
estudio de los algoritmos de correspondencia este´reo. Sin embargo, al ser un requisito
fundamental de los algoritmos de correspondencia que el contenido este´ alineado, es
apropiado dedicar un cap´ıtulo a explicar los conceptos de calibracio´n y rectificacio´n, que
en un caso ma´s general y para cualquier tipo de contenido, ha de tenerse en cuenta.
Cap´ıtulo 4
Correspondencia y Reconstruccio´n
4.1 Introduccio´n
En este cap´ıtulo se hace un recorrido a lo largo de los algoritmos de corresponden-
cia, explicando las caracter´ısticas que los determinan tales como algunas restricciones a
las que esta´n sujetos, posibles clasificaciones de los tipos de algoritmos que nos podemos
encontrar, as´ı como la divisio´n de su estructura en fases o etapas comunes a la mayor´ıa
de ellos. Tambie´n se describe con cierto detalle algunas de las te´cnicas ma´s conocidas.
La tarea que sigue al problema de correspondencia es el llamado problema de
reconstruccio´n o reproyeccio´n, que consiste en la obtencio´n del valor de profundidad
(distancia a la ca´mara) de cada punto de la escena y se describe en la seccio´n 4.3
explicando su relacio´n con la informacio´n de disparidad.
En cuanto a la parte pra´ctica, hacemos un breve resumen de algoritmos de co-
rrespondencia con los que se ha experimentado y sobre todo, analizamos los trabajos
de evaluacio´n estudiados con el fin de obtener un criterio de eleccio´n consistente de los
algoritmos finalmente escogidos para resolver nuestro problema. Por tanto, la u´ltima
seccio´n del cap´ıtulo se centra en la descripcio´n razonada de los algoritmos de corres-
pondencia utilizados en nuestra aplicacio´n y co´mo evaluamos los resultados obtenidos a
partir de ellos. Ma´s adelante, en otro cap´ıtulo, se mostrara´ con mayor detalle las pruebas
realizadas y los resultados obtenidos.
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4.2 Correspondencia este´reo
4.2.1 Definicio´n de disparidad
El problema de correspondencia consiste en encontrar, a partir del p´ıxel que es
resultado de proyectar un punto dado de la escena sobre una ca´mara (en la imagen de
referencia), el p´ıxel correspondiente a su proyeccio´n sobre la otra ca´mara (en la imagen
de comparacio´n).
Partiendo de una configuracio´n de ima´genes rectificadas, que llamamos fronto-
paralela, en la cual las filas de ambas ima´genes esta´n correctamente alineadas, podemos
garantizar que dado un p´ıxel pl en la vista izquierda, su correspondiente pr en la imagen
derecha se encuentra en la misma l´ınea horizontal cumpliendo la restriccio´n epipolar
(cap´ıtulo 3). Definimos disparidad en el contexto de la correspondencia este´reo al des-
plazamiento horizontal entre dos p´ıxeles homo´logos, uno visto por la ca´mara izquierda
y el otro por la derecha, que son la proyeccio´n de un mismo punto 3D.
Suponiendo que un punto P del mundo f´ısico tiene una proyeccio´n visible en cada
imagen, pl y pr de coordenadas (xl, yl) y (xr, yr) respectivamente, obtenemos el valor de
disparidad como la diferencia:
d(xl) = xl − xr (4.1)
donde hay que matizar que se denota d(xl) al valor de disparidad asociado al p´ıxel situado
en la coordenada xl de la imagen izquierda, ya que la definicio´n cambia si se toma como
referencia la imagen derecha d(xr) = xr−xl, obteniendo el valor de disparidad asociado
al p´ıxel situado en la coordenada xr de la imagen derecha. Los valores |d(xl)| y |d(xr)|
idealmente deben coincidir, aunque ma´s adelante veremos que esto no siempre sucede
debido a causas como las oclusiones o las caracter´ısticas propias de los algoritmos de
estimacio´n, y que la comparacio´n sirve para comprobar la validez del valor estimado.
La disparidad so´lo se puede calcular en la regio´n visual en la que ambas vistas se
solapan. Conocidas las coordenadas f´ısicas de las ca´maras o los taman˜os de los objetos
en la escena, podemos inferir medidas de profundidad por medio de la triangulacio´n
de la disparidad medida entre los puntos correspondientes en las dos vistas. Sin algu´n
tipo de informacio´n f´ısica, so´lo se puede calcular la profundidad con un factor de escala.
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Si no se conoce los para´metros intr´ınsecos de las ca´maras, so´lo se puede computar las
posiciones de los puntos respecto a una transformacio´n proyectiva (hay ambigu¨edades).
Gracias a la disparidad, tenemos percepcio´n de profundidad. En la seccio´n 4.3
hablaremos de la relacio´n que existe entre los valores de disparidad y la profundidad
percibida. Es necesario aclarar, que por la definicio´n de la ecuacio´n 4.1, segu´n nuestro
convenio de signos, un valor negativo en la disparidad se corresponde con el caso descri-
to en la seccio´n 2.1 ilustrado en la figura 2.3(a) donde se produce un paralaje positivo
causando que el objeto parezca estar detra´s de la pantalla. As´ımismo, el valor de dispa-
ridad cero, coincide con el caso de paralaje cero de la figura 2.3(b) donde los objetos se
encuentran en el plano de la pantalla. Finalmente, un valor positivo de d(xl) refleja un
paralaje negativo (figura 2.3(c)) en el que los objetos parecen estar situados delante de
la pantalla.
4.2.2 Restricciones principales
En el ca´lculo de la correspondencia, existen restricciones (hipo´tesis) que se apli-
can a los algoritmos para hallar los puntos correspondientes. Estas restricciones esta´n
basadas en propiedades f´ısicas y geome´tricas de los objetos y superficies presentes en la
escena, y su relacio´n. Las restricciones en ocasiones se implementan y utilizan expl´ıci-
tamente, pero por lo general esta´n impl´ıcitas [87]. Las ma´s comunes son las siguientes:
• Restriccio´n epipolar: viene dada por la geometr´ıa epipolar del par este´reo ex-
plicada en la seccio´n 3.2.3. Determina que la correspondencia de un punto en una
imagen se debe buscar a lo largo de su l´ınea epipolar en la otra imagen.
Esta restriccio´n simplifica enormemente el proceso de correspondencias reduciendo
el coste computacional y elimina ambigu¨edades entre posibles candidatos.
• Semejanza (similarity): la restriccio´n de semejanza es fundamental y establece
que las intensidades o caracter´ısticas de los p´ıxeles correspondientes al mismo
punto de un objeto en las ima´genes izquierda y derecha deben ser casi ide´nticas
para todos los p´ıxeles correspondientes. Por tanto, sus valores de color e
intensidad no deben variar de manera significativa entre distintos puntos de vista.
El ma´rgen de variacio´n admisible depende en gran medida de la ca´mara con la que
se toman las ima´genes.
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• Unicidad (uniqueness): la restriccio´n de unicidad tambie´n es esencial y define
que, en la mayor´ıa de los casos, para cada p´ıxel de una imagen de entrada existe
a lo sumo uno correspondiente en la otra imagen. De hecho, se contempla que
pueda no existir p´ıxel correspondiente en la segunda imagen como puede ocurrir
en el caso de producirse una oclusio´n o que el p´ıxel correspondiente este´ fuera
de la imagen. Pero lo que no se puede admitir es que un p´ıxel tenga ma´s de una
correspondencia.
• Suavidad (smoothness) o continuidad (continuity): la restriccio´n de sua-
vidad, tambie´n conocida como restriccio´n de continuidad, aparece bastante en el
campo de la investigacio´n de los algoritmos de correspondencia este´reo modernos.
Esta restriccio´n postula que la profundidad de las superficies f´ısicas en el
mundo real es una propiedad que var´ıa suavemente, excepto en los bordes de
los objetos donde se producen discontinuidades.
• Restriccio´n de orden: esta restriccio´n determina que los puntos de la imagen de
referencia aparecen en el mismo orden dentro de la imagen de comparacio´n,
y aunque es posible que alguno de estos puntos no sea visible debido a alguna
oclusio´n, el resto de puntos aparecera´n en el orden original. Por ejemplo, si la
proyeccio´n del punto P esta´ a la izquierda de la proyeccio´n del punto Q en la
imagen izquierda, entonces la proyeccio´n del punto P estara´ a la izquierda de la
proyeccio´n del punto Q en la imagen derecha.
Las que se explican a continuacio´n pueden ser consideradas restricciones ya que
los algoritmos las tienen en cuenta en su implementacio´n, aunque ser´ıa ma´s correcto
clasificarlas como problemas a enfrentar.
• Ausencia de textura (textureness): las superficies con textura uniforme o
ausencia de textura generan ambigu¨edades dificultando el proceso de seleccio´n
del mejor candidato para establecer una correspondencia. Como consecuencia se
puede obtener correspondencias espu´reas, es decir, p´ıxeles a los que se les asigna
un valor de disparidad va´lido que no se corresponde con el correcto.
• Oclusiones: constituye un aspecto muy importante a tener en cuenta en el plan-
teamiento de la visio´n este´reo ya que sucede en puntos donde no es posible en-
contrar correspondencias. Se produce una oclusio´n cuando un punto en el espacio
tridimensional comprendido delante de las ca´maras es representado en una de
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las ima´genes mientras que aparece bloqueado en la otra. Esto ocurre por-
que puede haber un objeto visible delante de dicho punto y segu´n la perspectiva,
en una de las vistas resulta ocluido. Implican una discontinuidad en el valor de
profundidad de la escena y son fuente de numerosos errores en muchos algoritmos
este´reo. Sin embargo, estas regiones ocultas aportan informacio´n valiosa sobre la
estructura de la escena. No existe una solucio´n general al problema de las oclusio-
nes y puesto que una oclusio´n puede derivar en correspondencias espu´reas, uno de
los objetivos en la investigacio´n de la correspondencia este´reo es la minimizacio´n
del impacto de las oclusiones sobre el resultado final. Existe una clasificacio´n de
algoritmos en funcio´n de co´mo abordan el problema de las oclusiones [88]:
· Algoritmos que detectan oclusiones buscando discontinuidades de dis-
paridad. Pueden dar lugar a falsas detecciones.
· Algoritmos que disminuyen la sensibilidad a las oclusiones basa´ndose
en medidas de semejanza robustas (como census, tabla 4.1).
· Algoritmos que modelan las oclusiones teniendo en cuenta las restric-
ciones que implican, como por ejemplo en [89].
Otra manera de enfrentar el problema de oclusiones es la utilizacio´n de una tercera
vista, pero este caso se sale del a´mbito de la correspondencia este´reo.
4.2.3 Principales etapas del proceso de correspondencia
Los algoritmos que resuelven el problema de correspondencia pueden estructurarse,
por lo general, en cuatro fases principales: coste de correspondencia, agregacio´n de
coste, ca´lculo de disparidad y optimizacio´n, y refinamiento de disparidad. Aunque no
todos ellos atraviesen las cuatro etapas, esta divisio´n permite compararlos eficientemente
de forma gene´rica [16]. A continuacio´n describimos los cuatro bloques.
1. Coste de correspondencia:
Esta fase es fundamental, sobre todo para los algoritmos locales. Se realiza la
comparacio´n entre los p´ıxeles de las ima´genes izquierda y derecha. La medida
de semejanza se suele obtener a partir de una funcio´n de coste que compara
intensidades de los p´ıxeles de ambas ima´genes [90]. El coste de correspondencia se
computa y almacena. Normalmente, cuanto menor es el valor de coste, mayor es la
probabilidad de encontrar la correspondencia correcta. En la tabla 4.1 recogemos
las funciones de coste ma´s extendidas.
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Medida de semejanza Definicio´n
Diferencia Absoluta [90] CAD(x, y, d) = |IL(x, y)− IR(x− d, y)|
Diferencia al Cuadrado [16, 17, 91] CSD(x, y, d) = |IL(x, y)− IR(x− d, y)|2
Gradiente [90]
CGRAD(x, y, d)= |∇xIL(x, y)−∇xIR(x− d, y)|+
+ |∇yIL(x, y)−∇yIR(x− d, y)|
Birchfield-Tomasi (BT) [86, 92]
CBT =d(xL, xR) = mı´n
{
d¯(xL, xR, IL, IR), d¯(xR, xL, IR, IL)
}
d¯(xL, xR, IL, IR) = mı´n
xR− 12≤i≤xR+ 12
∣∣∣IL(xL)− IˆR(i)∣∣∣
d¯(xR, xL, IR, IL) = mı´n
xL− 12≤i≤xL+ 12
∣∣∣IˆL(i)− IR(xR)∣∣∣
Iˆk(i− 12 ) = 12 (Ik(i) + Ik(i− 1))
Suma de Diferencias
Absolutas (SAD) [16]
CSAD (x, y, d) =
∑
(i,j)∈N(x,y)
|IL(i, j)− IR(i− d, j)|
SAD de Media Cero (ZSAD) [28] CZSAD (x, y, d) =
∑
(i,j)∈N(x,y)
∣∣(IL(i, j)− I¯L)− (IR(i− d, j)− I¯R)∣∣
Suma de Diferencias al
Cuadrado (SSD) [16]
CSSD (x, y, d) =
∑
(i,j)∈N(x,y)
|IL(i, j)− IR(i− d, j)|2
SSD de Media Cero (ZSSD) [28] CZSSD (x, y, d) =
∑
(i,j)∈N(x,y)
∣∣(IL(i, j)− I¯L)− (IR(i− d, j)− I¯R)∣∣2
CNCC(x, y, d) =
∑
(i,j)∈N(x,y)
IL(i, j) · IR(i− d, j)√ ∑
(i,j)∈N(x,y)
I2L(i, j) ·
∑
(i,j)∈N(x,y)
I2R(i− d, j)
Correlacio´n Cruzada
Normalizada (NCC) [93]
CZNCC =
∑
(i,j)∈N(x,y)
(
IL(i, j)− I¯L
) · (IR(i− d, j)− I¯R)√ ∑
(i,j)∈N(x,y)
(
IL(i, j)− I¯L
)2 · ∑
(i,j)∈N(x,y)
(
IR(i− d, j)− I¯R
)2NCC de Media Cero(ZNCC) [28]
Suma de Gradientes [90]
CSGRAD(x, y, d)=
∑
(i,j)∈N(x,y)
|∇xIL(i, j)−∇xIR(i− d, j)|+
+
∑
(i,j)∈N(x,y)
|∇yIL(i, j)−∇yIR(i− d, j)|
Rank [94]
CRANK(x, y, z)=
∑
(i,j)∈N(x,y)
(
˙IL(i, j)− ˙IR(i− d, j)
)
;
I˙k(i, j)=
∑
(m,n)∈M×N
Ik(m,n) < Ik(i, j)
Census (SHD) [94]
CCENSUS(x, y, z)=
∑
(i,j)∈N(x,y)
HAMMING
(
˙IL(i, j), ˙IR(i− d, j)
)
;
I˙k(i, j)= BITSTRINGm,n (Ik(m,n) < Ik(i, j))
Tabla 4.1 – Funciones de coste o me´tricas de semejanza t´ıpicas.
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La notacio´n habitual para representar el coste es a trave´s de una funcio´n C(x, y, d)
de las coordenadas de la imagen de referencia y de la disparidad. La funcio´n de
coste devuelve el valor de desigualdad o diferencia para una coordenada (x, y, d) en
el espacio de disparidad. El espacio de disparidad esta´ definido por las coordena-
das de los p´ıxeles disponibles de la imagen y el rango de bu´squeda de disparidad.
Normalmente, el rango de bu´squeda de disparidad se tiene que especificar manual-
mente y depende de las caracter´ısticas del par de ima´genes de entrada.
La Correlacio´n Cruzada Normalizada (NCC) es el me´todo estad´ıstico esta´ndar para
determinar la semejanza. Su normalizacio´n, y en general la de cualquier funcio´n
de coste lo hace relativamente insensible a la distorsio´n radiome´trica. La Su-
ma de Diferencias al Cuadrado (SSD) es ma´s simple computacionalmente, al igual
que la Suma de Diferencias Absolutas (SAD) que suele ser utilizada por eficien-
cia computacional. Debido a la forma de las ima´genes (generalmente rectangular),
SAD se presta a la utilizacio´n de ventanas cuadradas (agregacio´n).
Otra de las funciones a destacar es la de Birchfield y Tomasi (BT), que garantiza
precisio´n a nivel de subp´ıxel, ya que hace uso de la interpolacio´n lineal de la
intensidad en el intervalo comprendido entre dos p´ıxeles vecinos logrando que la
funcio´n de coste no sea sensible al muestreo de la imagen.
2. Agregacio´n de coste:
Esta fase consiste en agrupar el coste de los p´ıxeles vecinos pertenecientes a una
regio´n. La forma de agrupar el coste puede ser una suma, el valor medio dentro
de la regio´n o el promedio de los valores de coste de los p´ıxeles vecinos de un p´ıxel
concreto. Las regiones de agrupacio´n pueden ser ventanas cuadradas de taman˜o
fijo o variable, que habitualmente son desplazables, o nu´cleos de convolucio´n como
el box filter (filtro de media separable), filtro binomial o me´todos de difusio´n, entre
otros. La principal ventaja de la agregacio´n es la reduccio´n de la alta sensibilidad
al ruido que sufre la comparacio´n de p´ıxeles individuales. Sin embargo, los me´todos
basados en a´rea tienden a generar resultados con menor detalle. Por lo tanto, se
debe alcanzar un compromiso entre la sensibilidad al ruido y la pe´rdida
de detalle cuando se selecciona el taman˜o de la ventana de agregacio´n.
3. Ca´lculo de disparidad y optimizacio´n:
En esta fase se aplica la lo´gica utilizada para la seleccio´n del valor de dispari-
dad entre los candidatos. Depende del me´todo escogido. En los me´todos locales,
partiendo de los costes agregados en el espacio de disparidad, podr´ıa buscarse el
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valor de coste mı´nimo (estrategia Winner-Take-All (WTA)). En los me´todos globa-
les, se minimiza una funcio´n ma´s compleja y la optimizacio´n depende de la te´cnica
concreta utilizada (programacio´n dina´mica, optimizacio´n de l´ıneas de bu´squeda,
enfriamiento simulado, corte de grafos,...).
4. Refinamiento de disparidad:
Etapa de posprocesado para refinar el resultado con el objetivo de reducir el ruido
y suavizar la imagen de profundidad. Este paso puede considerarse independiente
del algoritmo de correspondencia y puede consistir en el ajuste de precisio´n a nivel
de subp´ıxel o un filtrado paso bajo para eliminar falsos positivos, as´ı como verifica-
ciones de la validez de ciertas correspondencias que se pueden corregir (eliminacio´n
de agujeros).
4.2.4 Tipos de algoritmos de correspondencia
Es dif´ıcil definir una u´nica clasificacio´n de los algoritmos de correspondencia debido
a la existencia de mu´ltiples aspectos que los diferencian. En primer lugar se pueden
clasificar desde el punto de vista del tipo de resultado que se obtiene:
• Algoritmos de correspondencia discreta: establecen la correspondencia para
un conjunto discreto de p´ıxeles, por lo tanto so´lo se dispondra´ del valor de profun-
didad de un subconjunto de p´ıxeles de la imagen dando lugar a un mapa disperso.
Los me´todos ma´s conocidos son los denominados algoritmos en dos partes [95]:
· SIFT (Scale Invariant Feature Transform) [96]: en primer lugar, de-
tecta puntos caracter´ısticos (features) como bordes o esquinas y guarda in-
formacio´n de su posicio´n. Adema´s, se almacena informacio´n sobre los p´ıxeles
de su entorno como la posicio´n, orientacio´n y valores de intensidad en una
estructura de datos conocida como descriptor. De esta manera se puede re-
conocer el mismo punto en otras ima´genes que contengan al mismo objeto.
Las caracter´ısticas detectadas son invariantes al escalado y la rotacio´n
aunque sensibles a los cambios de iluminacio´n entre ima´genes. La segunda
parte consiste en la correspondencia entre caracter´ısticas detectadas en am-
bas vistas.
· SURF(Speeded Up Robust Features) [97]: se basa en los mismos princi-
pios explicados del me´todo anterior pero utiliza otras te´cnicas de optimizacio´n
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mediante la convolucio´n de ima´genes completas y las simplifica al mı´nimo ne-
cesario para realizar la deteccio´n de forma ma´s ra´pida y robusta.
• Algoritmos de correspondencia densa: se establece la correspondencia para
todos los p´ıxeles de la imagen de referencia.
En nuestro caso lo que interesa es obtener un mapa de disparidad denso ya
que es necesario conocer la profundidad de cada p´ıxel de la imagen para poder as´ı cal-
cular las oclusiones del elemento sinte´tico que se insertara´ posteriormente. El trabajo de
Scharstein y Szeliski [16] es la referencia ma´s importante de este campo ya que desarrolla
la primera taxonomı´a o clasificacio´n de algoritmos de correspondencia densa
basados en dos ima´genes. En ella se definen los siguientes tipos:
• Me´todos locales: se busca la correspondencia comparando p´ıxeles contenidos en
una ventana o vecindad, dentro de una regio´n de la imagen. Explotan informacio´n
puramente local, como la semejanza de patrones de brillo cerca de los candidatos
a la correspondencia. Los me´todos locales pueden ser muy eficientes, pero presentan
sensibilidad en las regiones localmente ambiguas (e.g. regiones ocluidas o regiones
con textura uniforme).
• Me´todos de optimizacio´n global: las te´cnicas de fusio´n este´reo presentadas en
el punto anterior son puramente locales, en el sentido de que comparan patrones de
brillo y bordes alrededor de p´ıxeles individuales, pero ignoran las restricciones que
pueden relacionar puntos pro´ximos. Como contraste, las aproximaciones globales
formulan el problema como una minimizacio´n de una funcio´n de energ´ıa u´ni-
ca incorporando restricciones de orden y suavidad sobre p´ıxeles adyacentes. Estas
te´cnicas pueden ser menos sensibles a los problemas locales ya que las restricciones
globales proporcionan ayuda adicional para las regiones dif´ıciles de corresponder
localmente. Sin embargo, estos me´todos suponen mayor coste computacional.
• Programacio´n dina´mica: es una te´cnica que se aplica para minimizar una fun-
cio´n global de energ´ıa en tiempo polinomial. Consiste en buscar el camino de
menor coste a lo largo de una l´ınea de bu´squeda (scanline). Aplica funda-
mentalmente la restriccio´n de orden.
• Algoritmos cooperativos: finalmente, los algoritmos cooperativos, inspirados
por los modelos computacionales de la visio´n este´reo humana, fueron pra´cticamen-
te los primeros me´todos propuestos para la computacio´n de disparidad [98–101].
Tales algoritmos realizan ca´lculos locales iterativamente, pero usan operaciones no
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lineales que dan lugar a un comportamiento general similar a los algoritmos de
optimizacio´n global. De hecho, para algunos de estos algoritmos, es posible espe-
cificar una funcio´n global para ser minimizada [102]. Una variante del algoritmo
original fue desarrollada en [103].
A lo largo de los an˜os se ha ido actualizando y matizando segu´n evoluciona la
investigacio´n. Por simplicidad, en [88] se diferencia a los algoritmos segu´n el tipo
de restricciones que aplican, distinguiendo u´nicamente dos: las restricciones locales
que se aplican a una pequen˜a cantidad de p´ıxeles que rodean al p´ıxel de intere´s y las
restricciones globales para referirse a aquellas restricciones sobre l´ıneas de bu´squeda o la
imagen completa. En la tabla 4.2 se recogen los principales me´todos excluyendo aquellos
que utilizan ma´s de dos vistas.
Aproximacio´n Referencias Descripcio´n
Me´todos locales
Busca el ma´ximo grado de correspondencia o el error mı´nimo
sobre una regio´n pequen˜a, t´ıpicamente usando variantes de co-
rrelacio´n cruzada o me´tricas de rango (rank) robusto.
Block Matching [94, 104–106]
Optimizacio´n basada
en gradiente
[81, 107]
Minimiza un funcional, t´ıpicamente la suma de diferencias al
cuadrado, sobre una regio´n pequen˜a.
Correspondencia de
caracter´ısticas
[108–113] Corresponde caracter´ısticas fiables en lugar de las propias
intensidades.
Me´todos globales
Determina la superficie de disparidad para una l´ınea de bu´sque-
da como el mejor camino entre dos secuencias de primitivas
ordenadas. T´ıpicamente, el orden viene dado por la restriccio´n
de orden epipolar.
Programacio´n
dina´mica
[86, 114–117]
Mapea las l´ıneas de bu´squeda epipolar al espacio de curvas
intr´ınsecas para convertir el problema de bu´squeda en un pro-
blema de bu´squeda de vecinos cercanos. Las ambigu¨edades se
resuelven usando programacio´n dina´mica.
Curvas intr´ınsecas [118, 119]
Corte de grafos
(graph cuts)
[19, 120–124]
Determina la superficie de disparidad como el mı´nimo corte
del flujo ma´ximo en un grafo.
Difusio´n no lineal [102, 125, 126] Aplica un proceso de difusio´n local para agregar el coste.
Belief Propagation [127] Resuelve las disparidades por medio del paso de mensajes en
una red de confianza.
Me´todos sin
correspondencias
[128–130]
Deforman un modelo de la escena basa´ndose en una funcio´n
objetivo.
Tabla 4.2 – Clasificacio´n de algoritmos de correspondencia segu´n [88]
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Por otra parte, se realizan clasificaciones de me´todos que implementan una sola
de las cuatro etapas del proceso de correspondencia explicadas sin tener en cuenta el
resto [21].
Hasta ahora, por lo general hemos hablado de me´todos locales, ma´s eficientes
computacionalmente en te´rminos de tiempo de proceso y memoria utilizada pero que dan
lugar a un mapa de disparidad de menor calidad que no tiene en cuenta propiedades de
la imagen completa; y de me´todos globales, que tienen en cuenta ciertas restricciones de
toda la imagen que ayudan a obtener un mapa de disparidad de mayor calidad a cambio
de un mayor coste computacional. Sin embargo, siempre se ha buscado un compromiso
entre eficiencia y calidad apareciendo te´cnicas h´ıbridas o semiglobales que tratan
de reunir las ventajas de ambos tipos de me´todos [131–133]. Adema´s, se pueden utilizar
otros tipos de te´cnicas de visio´n artificial como la deteccio´n de bordes o geometr´ıa de
la escena y la segmentacio´n, combinadas con los algoritmos de correspondencia para
obtener resultados ma´s robustos [134, 135].
4.2.5 Correspondencia densa
En esta seccio´n describimos los cuatro tipos de algoritmos de correspondencia
densa ma´s significativos para ilustrar los posibles planteamientos de la solucio´n que nos
podemos encontrar. Generalmente, sirven como punto de partida para otras aproxima-
ciones aunque tambie´n existen otras con un planteamiento radicalmente distinto.
4.2.5.1. Te´cnicas locales
En el caso de los algoritmos basados en me´todos locales, la disparidad en un punto
depende u´nicamente de los valores de intensidad en torno a una ventana finita, en la cual
se realiza suposiciones de suavizado mediante agregacio´n de costes. Estos algoritmos se
pueden descomponer en los pasos 1, 2 y 3. Por ejemplo, el algoritmo basado en la suma
de diferencias cuadradas (SSD) se puede describir como:
1. El coste de correspondencia es la diferencia al cuadrado de los valores de intensidad
entre p´ıxeles.
2. La agregacio´n se realiza mediante la suma de costes en ventanas cuadradas de
disparidad constante.
3. La disparidad se calcula eligiendo el menor coste de agregacio´n en cada pixel.
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Block Matching o correspondencia de bloques .
Se trata de un me´todo de correspondencia densa local donde se utiliza como sopor-
te de agregacio´n de costes un a´rea correspondiente a una ventana cuadrada [67, 136–
138]. En primer lugar, se divide la imagen de referencia en bloques de igual taman˜o.
Para cada uno de estos bloques, se computa una funcio´n de coste utilizando como com-
paracio´n las intensidades de los p´ıxeles contenidos en una ventana del mismo taman˜o y
desplazada de posicio´n dentro de la imagen de comparacio´n (figura 4.1).
Imagen de referencia
(xi,yi)
Imagen de comparación
(xi,yi) (xi + dmax,yi)
w
Figura 4.1 – Block Matching o correspondencia de bloques: se compara una
ventana de la imagen de referencia con versiones desplazadas de la misma
en la imagen de comparacio´n.
En cuanto a la funcio´n de coste (y agregacio´n) empleada, puede utilizarse cual-
quiera de las recogidas en la segunda parte de la tabla 4.1, que reu´ne aquellas que hallan
la suma dentro de una vecindad. La optimizacio´n utilizada para asignar un valor de
disparidad a cada bloque se basa en la estrategia Winner Take All , que consiste en
tomar para todo el bloque un u´nico valor de disparidad correspondiente al menor coste
de entre todos los candidatos.
Este me´todo es bastante ra´pido y sencillo de implementar. Sus para´metros fun-
damentales son el rango de bu´squeda de disparidad, definido por sus extremos dmin y
dmax y el ancho de la ventana cuadrada winsize.
El principal problema que presenta es que no tiene en cuenta la restriccio´n de
suavidad, en el sentido de que el valor de disparidad asignado para un bloque no se ve
afectado por la disparidad obtenida para los bloques vecinos, aunque s´ı en el sentido de
asignar un u´nico valor de disparidad para todo un bloque de p´ıxeles cercanos.
Es importante escoger un taman˜o adecuado de ventana, ya que si es demasiado
pequen˜a no tomara´ suficientes muestras de variacio´n de intensidad dando problemas en
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zonas sin textura. Por otro lado, si la ventana es demasiado grande, se obtiene un
mapa de disparidad suavizado y con pe´rdida de detalle. Para compensar estos efectos se
puede utilizar ventanas con taman˜o variable, para lo cual es necesario conocer alguna
informacio´n de bordes, o asignar pesos diferentes a los p´ıxeles dentro de una misma
ventana.
4.2.5.2. Te´cnicas globales y planteamiento del problema MRF
Los me´todos globales realizan el proceso de optimizacio´n minimizando una funcio´n
de energ´ıa determinada por ciertas restricciones aplicadas sobre toda la imagen. Se puede
plantear como un problema estad´ıstico basado en Markov Random Fields o Campos
aleatorios de Markov [20, 139].
Dado un conjunto de p´ıxeles P y un conjunto de etiquetas L, que sera´n las mag-
nitudes que queremos medir para cada p´ıxel (intensidades, disparidades o vectores de
movimiento), el objetivo es asignar una etiqueta fp a cada p´ıxel p. Consideramos que
las etiquetas var´ıan suavemente en casi todas las regiones, pero podr´ıa haber variacio´n
brusca en zonas como bordes de objetos. Para ello, se evaluara´ una funcio´n de energ´ıa
con la siguiente estructura:
E (fp) = EData (fp) + λ · ESmooth (fp) =
∑
p∈P
Dp (fp) + λ
∑
(p,q)∈N
V (fp, fq) (4.2)
donde el primer te´rmino Dp(fp) se denomina Data Cost definido como el coste de asig-
nar al p´ıxel p la etiqueta fp. El segundo te´rmino V (fp, fq) se denomina Discontinuity
Cost y se refiere al coste de asignar a dos p´ıxeles vecinos p y q las etiquetas fp y fq, res-
pectivamente, que habitualmente equivale al valor de la diferencia de ambas etiquetas.
Denotamos como N a una vecindad o un entorno de vecinos conectados a 4, es decir, se
consideran como vecinos aquellos p´ıxeles contiguos laterales, superior e inferior.
Se conoce como MAP (mı´nimum a-posteriori) al tipo de problema de estimacio´n
que tiene el objetivo de asignar las etiquetas que tengan menor coste de energ´ıa para
un MRF definido [140, 141]. La complejidad de este problema es ma´xima (NP-hard). A
continuacio´n se presentan algunas te´cnicas para abordar este problema.
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Graph Cuts o corte de grafos .
Este me´todo se basa en la construccio´n de un grafo plano cuyos nodos son los
p´ıxeles de la imagen y las aristas que interconectan dichos nodos tienen asociados
un coste o penalizacio´n relacionado con el discontinuity cost (Vrs en la figura 4.2(a)).
Es decir, se penalizan los nodos vecinos que tengan un salto de disparidad. Adema´s de
los nodos principales, existen unos nodos virtuales o terminales correspondientes a
las posibles etiquetas. En la figura 4.2(a) se representa un grafo que, por simplicidad,
admite u´nicamente dos etiquetas (f0 y f1), pero en el caso de la correspondencia este´reo
habra´ tantas etiquetas como niveles de disparidad (Nu´mero de etiquetas= dmax−dmin+
1). La arista que une cada nodo p´ıxel con el nodo terminal tiene asociado un coste
o penalizacio´n relacionado con el data cost (Dp(f0) y Dp(f1)). Es decir, se refleja la
penalizacio´n por asignar a cada p´ıxel las posibles etiquetas.
f0
f1
Dp(f0)
Dq(f1)
Vrs
(a) Grafo dirigido con dos etiquetas
f0
f1
Vrs
(b) Corte mı´nimo del grafo
Figura 4.2 – Graph cuts: se agrupan los nodos del grafo en funcio´n de la etiqueta
asignada a trave´s del corte que minimiza el coste.
El problema consiste en asignar el etiquetado o´ptimo de manera que se
minimice la funcio´n global de energ´ıa [142]. La forma de resolver el etiquetado
o´ptimo se puede plantear como la realizacio´n de cortes en las aristas del grafo de manera
que queden agrupados todos los nodos con la misma etiqueta (i.e. valor de disparidad),
como se esquematiza en la figura 4.2(b). Este planteamiento se denomina min-cut [19].
Otro planteamiento de resolucio´n es el denominado max-flow [122–124], que con-
siste en encontrar el camino por el cual se puede llevar la ma´xima cantidad de agua de
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f0 a f1, suponiendo que las aristas son tuber´ıas con capacidad proporcional a su coste.
Es importante destacar que max-flow es equivalente a min-cut, de manera que los cortes
en el grafo se resuelven habitualmente mediante algoritmos de max-flow.
Lo explicado anteriormente es una simplificacio´n, porque en nuestro caso traba-
jamos con mu´ltiples etiquetas, de manera que el problema resultante es de complejidad
NP. En este caso, se utilizan unos algoritmos denominados move-making , que se basan
en mantener o cambiar la etiqueta que un nodo tenga asignado en un momento deter-
minado, de manera que se puede considerar como un problema binario (cambiar o no
cambiar). Los ma´s conocidos son Swap y Expansion [120, 143], algoritmos iterativos
que realizan una serie de movimientos permitidos para reducir la energ´ıa global.
Las te´cnicas basadas en graph cuts teo´ricamente obtienen resultados con bastan-
te calidad, sin embargo consumen muchos recursos y sigue siendo un problema muy
complejo que requiere tiempo de computacio´n.
Belief propagation o propagacio´n de confianza .
Figura 4.3
Esta aproximacio´n permite reducir el problema a un simple
ca´lculo del valor mı´nimo de una suma [18, 127]. Se basa en el
traspaso de mensajes entre nodos vecinos a lo largo del grafo
definido por una malla que esta´ formada por los p´ıxeles de la
imagen conectados a 4, como en la figura 4.3.
En [144] se describe un algoritmo iterativo bastante sencillo que permite entender
los aspectos principales de la optimizacio´n basada en belief propagation. En cada instante
t, todos los nodos generan un mensaje que al final de la iteracio´n sera´ transmitido a sus
vecinos. Supongamos que el nodo p genera un mensaje, como el de la ecuacio´n 4.3,
dirigido a su nodo vecino q:
mtpq (fq) = mı´n
fp
V (fp, fq) +Dp (fp) + ∑
s∈N(p)\q
m(t−1)sp (fp)
 (4.3)
donde N(p) \ q representa al conjunto de nodos vecinos de p que no son vecinos de q.
V (fp, fq) es lo que hemos denominado discontinuity cost y se calcula como la diferencia
entre los valores de las etiquetas fp y fq asignadas a los nodos p y q, respectivamente,
para penalizar las discontinuidades o saltos de disparidad entre dos p´ıxeles vecinos.
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Finalmente, m
(t−1)
sp es el mensaje que llego´ a p procedente de un vecino s (que no es
vecino de q) en el instante de tiempo (o iteracio´n) anterior.
En la u´ltima iteracio´n, que denotamos como T, se calcula un vector de con-
fianza o belief vector para cada nodo. La longitud de este vector depende del rango
de disparidad considerado, es decir, se almacenara´n dmax − dmin + 1 mensajes finales
asociados a cada nodo. El mensaje final generado por el nodo q y asociado a la etiqueta
(o valor de disparidad) fq viene dado por la ecuacio´n siguiente:
bq (fq) = Dq (fq) +
∑
p∈N(q)
mTpq (fq) (4.4)
donde Dq (fq) se corresponde con el denominado data cost, esto es, el coste de asignar
al nodo q la etiqueta fq y puede ser calculado mediante alguna de las funciones de coste
de la tabla 4.1 que comparen p´ıxeles individuales. El te´rmino mTpq se refiere al mensaje
que llego´ a q desde p en la u´ltima iteracio´n T, siendo p cada uno de sus vecinos.
El valor resultante asociado a la etiqueta fq se almacena en la posicio´n de ı´ndice
fq dentro del vector de confianza. De esta manera, resulta sencillo escoger, para cada
nodo, la etiqueta fq que minimiza bq (fq).
La principal ventaja de este me´todo es la simplificacio´n de la resolucio´n del proble-
ma formulado como MRF, sin embargo requiere gran cantidad de memoria para compu-
tar todos los mensajes, siendo complejidad de orden O(nk2T), donde n es el nu´mero
de p´ıxeles de la imagen, k el nu´mero de etiquetas (o valores de disparidad) posibles
dado por el para´metro ndisp y T el nu´mero de iteraciones que viene determinado por el
para´metro niter.
Existe adema´s una variante multirresolucio´n o multiescala [145], con el para´me-
tro adicional nlevels que determina cuantos niveles de resolucio´n va a resolver, y permite
obtener un resultado bastante aproximado reduciendo el tiempo de computacio´n a costa
de perder precisio´n o nivel de detalle.
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Dynamic Programming Stereo o programacio´n dina´mica .
La programacio´n dina´mica es un me´todo aplicado en la resolucio´n de numerosos
problemas de ca´lculo. Se basa en reducir la complejidad de ca´lculo de la optimizacio´n
mediante la descomposicio´n en subproblemas menores. En visio´n este´reo, se trata de
un me´todo global que se resuelve en tiempo polinomial. Las principales asunciones de
esta te´cnica son la restriccio´n epipolar y de orden, ya que se basa en la bu´squeda de un
camino de mı´nimo coste a lo largo de una l´ınea de bu´squeda (o scanline) [115].
width
x
d
dmax
Figura 4.4 – DSI: Disparity Space Image
Para poder encontrar el camino de menor coste es necesario construir la imagen
del espacio de disparidad o DSI (disparity space image) correspondiente a cada
l´ınea de bu´squeda. La DSI almacena los costes de asignar a los p´ıxeles de cada l´ınea de
bu´squeda, cada uno de los posibles valores de disparidad. Es decir, como se esquematiza
en la figura 4.4, en el eje horizontal se representa la coordenada horizontal de cada p´ıxel
de la l´ınea y en el eje vertical los posibles valores de disparidad, por lo tanto en cada
celda de la DSI se almacena el coste correspondiente. Una vez obtenida, tratamos de
recorrerla de izquierda a derecha buscando el camino con menor coste posible.
Un ejemplo importante es el algoritmo de Bobick-Intille [89], donde se propone
modelar las oclusiones restringiendo los movimientos posibles a trave´s de la DSI para
construir el camino de menor coste:
• Horizontal: un desplazamiento horizontal a trave´s de la DSI significa un valor
constante de disparidad que se corresponde con un plano frontal. Es el resultado
de una buena correspondencia.
• Diagonal: un desplazamiento en diagonal hacia abajo representa una oclusio´n
en la scanline izquierda. Es decir, un p´ıxel en la imagen izquierda tiene varios
posibles candidatos en la derecha.
• Vertical: un desplazamiento hacia arriba en la DSI representa una oclusio´n en
la scanline derecha. Es decir, un p´ıxel en la imagen derecha tiene varios posibles
candidatos en la izquierda.
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La capacidad de la programacio´n dina´mica para minimizar la funcio´n de coste
en tiempo polinomial hace que sea un buen candidato para las aplicaciones en tiempo
real. Sin embargo, como no aplica la restriccio´n de suavidad entre l´ıneas de bu´squeda,
se obtiene un mapa de disparidad rayado, formado por l´ıneas horizontales, aunque
existen planteamientos donde se tiene en cuenta condiciones de continuidad entre scan-
lines [114, 117]. Tambie´n su precisio´n es peor que la de otros me´todos como semiglobal
matching [131–133], Belief Propagation o Graph Cuts, aunque actualmente se busca la
optimizacio´n del rendimiento aprovechando la potencia de GPU [146].
4.3 Reconstruccio´n o reproyeccio´n
Como sabemos de la seccio´n 2.2, una vez discriminada la imagen correspondiente
a cada ojo, la disparidad binocular produce sensacio´n de profundidad [13]. La figura
4.5 muestra la posicio´n de la profundidad percibida de los puntos debido a distintas
disparidades, segu´n nuestro convenio de signos. Tanto el signo como la magnitud
de la disparidad determinan la posicio´n del punto 3D percibido.
Como tambie´n se discute en trabajos anteriores [14, 15], la profundidad percibida
(Z) de un punto 3D se relaciona con la disparidad mediante la siguiente ecuacio´n:
Z =
b ·D
b+ d
(4.5)
donde b representa la distancia entre los dos ojos, y D la distancia de observacio´n, que
esta´ relacionada con la convergencia.
b
d
D
R
xr xl
x
L
Z
a) Disparidad positiva
b
d
D
R
xr xl
x
L
Z
b) Disparidad negativa
Figura 4.5 – Profundidad percibida en funcio´n del signo de disparidad: Los
objetos con disparidad positiva (paralaje negativo) parecen estar delante
de la pantalla, mientras que los objetos con disparidad negativa (paralaje
positivo aparecen detra´s de la pantalla.
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Una ca´mara este´reo imita el sistema visual humano tomando ima´genes de una es-
cena desde posiciones ligeramente desplazadas. Cuando la configuracio´n relativa de dos
ca´maras difiere u´nicamente por un desplazamiento en direccio´n horizontal, la configu-
racio´n se denomina paralela y la disparidad es un valor unidimensional a lo largo de la
direccio´n horizontal. La disparidad es funcio´n de la distancia de un punto 3D a
las ca´maras al igual que los para´metros de la geometr´ıa epipolar, como la l´ınea de base
y la distancia focal. La figura 4.6 muestra la relacio´n de la profundidad con la disparidad.
Por una simple semejanza de tria´ngulos, la conocida fo´rmula de la disparidad este´reo se
obtiene como sigue:
Z =
b · f
d
=
b · f
xl − xr (4.6)
donde b es la distancia entre dos ca´maras, denominada l´ınea de base o baseline y f es
la distancia focal.
Ol Orb
f
xl xr
X
Z
Figura 4.6 – Reconstruccio´n del valor de profundidad.
Puesto que la l´ınea de base y la distancia focal son para´metros establecidos durante
la etapa de captura, no pueden ser modificados posteriormente. Por lo tanto, la forma
ma´s pra´ctica de adjustar la profundidad percibida podr´ıa ser modificar la disparidad
mediante desplazamiento y escalado.
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4.4 Revisio´n de implementaciones de algoritmos de correspondencia
Con el fin de hallar una solucio´n para resolver nuestro problema a corto plazo
debido a las limitaciones temporales del proyecto ImmersiveTV, se ha planteado una
estrategia basada en aplicar algoritmos cuya implementacio´n sea accesible para calcular
el mapa de disparidad de nuestro contenido y decidir, segu´n los resultados, que´ te´cnica
utilizar. Como resultado, se han revisado algunas implementaciones disponibles que
vamos a describir brevemente. Todos los algoritmos e implementaciones mencionadas a
continuacio´n suponen que las ima´genes de entrada esta´n rectificadas.
Comenzamos con el conjunto de algoritmos de correspondencia densa accesibles
a trave´s del sitio web de visio´n este´reo de Middlebury [23] descrito en [16]. Este
grupo de implementaciones, que llamaremos stereoMatcher incluye algoritmos locales
basados en ventana, algoritmos de difusio´n y me´todos de optimizacio´n global mediante
programacio´n dina´mica, enfriamiento simulado, belief propagation y graph cuts. Esta´ or-
ganizado de forma modular, de manera que se pueden realizar combinaciones de las
cuatro fases de la correspondencia este´reo permitiendo experimentar diferentes aproxi-
maciones al problema. Dispone de los siguientes mo´dulos:
1. Funciones de coste: AD, SD, SAD, SSD, NCC, BT, SGRAD, rank.
2. Agregacio´n de coste: ventanas cuadradas, ventanas de taman˜o variable, filtro
binomial, box filter, modelos gaussianos y me´todos de difusio´n(regular, bayesiana).
3. Optimizacio´n: WTA, DP, SO (optimizacio´n de l´ıneas de bu´squeda), SA (enfria-
miento simulado), GC, BP.
4. Refinamiento: interpolacio´n a nivel de subp´ıxel, posfiltrados.
La siguiente implementacio´n es la librer´ıa de minimizacio´n MRF [20], que
es un trabajo posterior realizado por Middlebury. Su co´digo es accesible a trave´s de
[147]. La implementacio´n de esta librer´ıa incluye varias te´cnicas de optimizacio´n para
minimizar un problema de Markov Random Fields aplicado a la correspondencia este´reo:
1. ICM (Iterated Conditional Modes).
2. Graph cuts: algoritmos max-flow, α-expansion y swap [19, 120, 142].
3. Max Product Belief Propagation (BP): propagacio´n de mensajes a trave´s de los
nodos [18].
4. Sequential tree-reweighted message passing (TRW-S): propagacio´n de mensajes a
trave´s de una estructura en a´rbol [140, 148].
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Las dos implementaciones descritas anteriormente (stereoMatcher y MRF) no
cumplen los requisitos de nuestra aplicacio´n, ya que en el primer caso son bastante
antiguas e incluso obsoletas, y en el segundo caso, al tratarse de te´cnicas globales que
suponen un elevado coste computacional, pueden resultar poco eficientes y como
consecuencia, es posible que no sean capaces de procesar v´ıdeo en tiempo real. Adema´s,
esta´n disen˜ados para ima´genes de baja resolucio´n y condiciones de iluminacio´n definidas.
Todo esto nos lleva a buscar implementaciones ma´s eficientes. La librer´ıa libELAS
[149], cuya implementacio´n es accesible a trave´s de [150] y nos referiremos a ella como
ELAS, esta´ disen˜ada para trabajar sobre ima´genes de alta resolucio´n. Optimiza el es-
pacio de bu´squeda mediante la triangulacio´n a partir de un conjunto discreto de puntos
de control que han sido correspondidos de forma robusta. Para calcular la disparidad
del resto de p´ıxeles utiliza un modelo probabil´ıstico, reduciendo ambigu¨edades. Se
esperan buenos resultados en las zonas donde hay textura y una tasa en torno a 1 fps.
Una sencilla implementacio´n de belief propagation descrita en [144] y accesible en
[151], desarrolla el algoritmo loopy belief propagation explicado en la seccio´n 4.2.5.2.
La computacio´n de los mensajes esta´ optimizada ya que se actualizan siguiendo un patro´n
de tipo checkerboard. Tambie´n se recoge la versio´n multiescala de belief propagation. Es
determinante la eleccio´n adecuada del nu´mero de iteraciones (niter), que determina el
alcance de los mensajes entre nodos. Tambie´n es capaz de calcular los resultados a una
tasa de 1 fps, dando lugar a un mapa ruidoso en el que la suavidad depende del nu´mero
de iteraciones y del nu´mero de niveles (nlevels). En este u´ltimo caso la suavidad del mapa
se debe a la pe´rdida de detalle en la pira´mide multirresolucio´n.
La librer´ıa OpenCV [67] dispone de varias implementaciones basadas en GPU
[146], lo cual resulta apropiado para los contenidos de v´ıdeo en tiempo real, adema´s de
implementaciones ma´s modernas de algunos algoritmos ya comentados.
• Implementaciones basadas en GPU: esta´n desarrolladas en CUDA [152–154].
· Block Matching (BM GPU): se basa en [136] y utiliza la estrategia WTA
para minimizar la funcio´n de coste calculada como suma de diferencias al
cuadrado (SSD) agregada sobre ventanas de taman˜o fijo.
· Belief Propagation (BP GPU): implementacio´n de Loopy Belief propa-
gation multirresolucio´n [144] optimizada para GPU.
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· Constant Space Belief Propagation (CSBP): descrito en [155], se basa
en el anterior algoritmo de belief propagation iterativo, que va reduciendo
jera´rquicamente el rango de bu´squeda de disparidad de manera que para
resolver el problema se necesita un espacio de memoria constante, a diferencia
del anterior me´todo, que requiere una cantidad de memoria que se incrementa
en cada iteracio´n. Fijando los niveles posibles de disparidad en la resolucio´n
original, resuelve el problema en tiempo linealmente proporcional al nu´mero
de p´ıxeles de la imagen. En otras palabras, evita informacio´n redundante en
el intercambio de los mensajes.
• Implementaciones basadas en CPU: desarrolladas en C++ con las funciones
propias de la librer´ıa de OpenCV.
· Block Matching (BM CPU) de nuevo, basada en [136], utiliza la estra-
tegia WTA para minimizar la funcio´n de coste calculada como suma de dife-
rencias absolutas (SAD) utilizando ventanas de taman˜o fijo.
· Semiglobal Block Matching (SGBM): implementa una ligera modifica-
cio´n del algoritmo descrito en [132], utilizando agregacio´n de coste basada
en ventanas en vez de comparar p´ıxeles individuales y la penalizacio´n por
discontinuidad (discontinuity cost) se expresa como una funcio´n global. No
implementa la funcio´n de coste basada en informacio´n mutua, sino que utiliza
la me´trica de Birchfield-Tomasi de precisio´n sub-p´ıxel. Incluye un prefiltrado
y post-procesado definido por la restriccio´n de unicidad, realizando interpo-
lacio´n cuadra´tica y filtrado de puntos aislados.
· Variational Matching (StereoVAR): implementacio´n experimental del
algoritmo descrito en [156] que combina herramientas como la regularizacio´n
y el procesado multiescala para estimar la profundidad, preservando las dis-
continuidades.
· Graph Cuts (GC) [157]: minimiza la funcio´n de energ´ıa de complejidad NP
utilizando un algoritmo de graph cuts que computa un mı´nimo local. Preserva
las discontinuidades y comprueba la unicidad. Se considera una implementa-
cio´n obsoleta.
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La mayor´ıa de los algoritmos anteriores tienen un para´metro que define el nu´mero
de disparidades (ndisp), sin embargo, salvo excepciones, no permiten definir el valor mı´ni-
mo y ma´ximo del rango de disparidad (dmin y dmax). Esto se debe a que esta´n disen˜ados
para aplicarse sobre ima´genes creadas espec´ıficamente para los experimentos de labora-
torio, en las que se garantiza el cumplimiento de los requisitos principales (configuracio´n
paralela, ima´genes rectificadas), con un rango de disparidad bien controlado. Sabemos
que el signo de la disparidad depende de la posicio´n del objeto respecto al plano de
imagen y segu´n nuestro convenio, sera´ negativo cuando un objeto se situ´a por delante.
El principal problema de las escenas reales es la falta de control sobre estas restricciones,
producie´ndose situaciones de paralaje negativo y positivo dentro de la misma
imagen. Por lo tanto, llegamos a la conclusio´n de que es necesario considerar casos en
los que la disparidad sea negativa.
4.5 Revisio´n de evaluaciones de algoritmos de correspondencia densa
Para encontrar un criterio de seleccio´n del algoritmo de correspondencia este´reo
que proporcione los mejores resultados en nuestro caso particular, es necesario analizar
los algoritmos existentes. Debido a la relevancia y el amplio nu´mero de aplicaciones en
este campo, a lo largo de los an˜os se han realizado muchos trabajos de comparacio´n y
evaluacio´n. Se puede distinguir entre trabajos dedicados a medir el rendimiento de un
algoritmo de correspondencia, comparacio´n entre diferentes te´cnicas, evaluaciones
de una o varias fases de correspondencia (coste, agregacio´n, optimizacio´n y refina-
miento, seccio´n 4.2.3) y definicio´n o aplicacio´n de me´tricas de confianza, entre otros.
Algunos de ellos han dado lugar a entornos de evaluacio´n como Middlebury Stereo
Vision Page [23], descrito en [16, 17, 39, 158], The KITTI Vision Benchmark
Suite [24, 25, 159], o sitios web de proyectos que proporcionan referencias y contenidos
disen˜ados espec´ıficamente para la evaluacio´n de algoritmos, como .enpeda.. Image Se-
quence Analysis Test Site (EISATS) [26]. Sin embargo, cada uno de estos trabajos
fue concebido con un propo´sito espec´ıfico, y por lo tanto fueron desarrollados para dife-
rentes escenarios de aplicacio´n usando distintos tipos de contenidos de entrada y aten-
diendo a criterios de evaluacio´n particulares. Como consecuencia, esta´n generalmente
enfocados a los algoritmos o la fase concreta del proceso de correspondencia aplicados
sobre sus datos espec´ıficos.
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Inicialmente, el problema de correspondencia este´reo era tratado de forma
paralela al de prediccio´n de movimiento, ya que se puede considerar que cada vista
de una imagen este´reo es un desplazamiento horizontal de la otra vista de igual manera
que un cuadro de v´ıdeo es el resultado de aplicar un desplazamiento al cuadro anterior.
Una de las principales referencias es el trabajo de Szeliski [29], donde se utiliza el error
de prediccio´n como medida de calidad de los resultados. Para ello, partiendo de
mu´ltiples vistas (o cuadros) de una misma escena (o secuencia) sinte´tica, se haya el
mapa de disparidad (o error de prediccio´n) a partir de dos de ellas. El siguiente paso es
interpolar una tercera vista que no ha sido utilizada para calcular el mapa y comparar el
resultado con la tercera vista original. Hay que destacar que la comparacio´n se realiza sin
ground-truth , midiendo el error RMS entre las vistas original y reconstruida, adema´s
de la desviacio´n esta´ndar. Adicionalmente, se contabiliza el porcentaje de outliers
o p´ıxeles de la imagen de error que superan 3 veces la desviacio´n esta´ndar, que son
causados por oclusiones, distorsio´n radiome´trica y errores residuales de movimiento. En
un trabajo posterior [160], Szeliski describe la elaboracio´n manual de ground-truth para
mejorar la comparacio´n de resultados y diferencia entre regiones sin textura y ocluidas.
A continuacio´n, Scharstein y Szeliski establecieron una clasificacio´n o taxonomı´a
de los algoritmos de correspondencia [16] definiendo las cuatro fases principales que
componen la mayor´ıa de algoritmos y puede ser considerado la referencia principal para
la evaluacio´n de ima´genes esta´ticas, debido a que la base de datos elaborada para
realizar los experimentos han sido muy utilizadas despue´s. Se trata de escenas de
laboratorio formadas por un conjunto de vistas en las que podemos ver objetos reales
distribuidos de la mejor manera posible para los experimentos (predominando planos
frontales), o ima´genes sinte´ticas generadas para un propo´sito espec´ıfico. En trabajos
posteriores [17, 91, 158], nuevas ima´genes realistas con ma´s zonas sin textura, con
objetos geome´tricamente ma´s complejos y teniendo en cuenta variaciones de iluminacio´n,
fueron an˜adidas a la base de datos completando el sitio web de Middlebury [23],
donde se recoge el contenido de los experimentos. Los experimentos realizados en [16]
comparan los resultados de aplicar diversos me´todos este´reo sobre dos vistas alineadas:
• Experimentos sobre el coste: aplicando diversas funciones de coste en algorit-
mos locales (con diferentes me´todos de agregacio´n) y sobre algoritmos globales.
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• Experimentos sobre la agregacio´n: comparando ventanas cuadradas, despla-
zables, filtros iterativos y difusio´n.
• Experimentos sobre optimizacio´n: analizando el efecto de asignar distintos
pesos al te´rmino discontinuity cost.
• Experimentos sobre refinamiento subp´ıxel: analizando los efectos del mues-
treo de la disparidad.
• Rendimiento: analizando el tiempo de ejecucio´n de los algoritmos.
La comparacio´n de resultados de los experimentos se realiza de la siguiente manera:
• Conocido el ground-truth se calculan estad´ısticas de error sobre la imagen
completa y tambie´n diferenciando entre zonas con y sin textura, regiones
ocluidas y p´ıxeles en torno a discontinuidades. Las estad´ısticas son:
• Error cuadra´tico medio entre el mapa calculado y el ground-truth.
• Porcentaje de p´ıxeles mal correspondidos: superan un umbral de error.
• Sin ground-truth toman la idea de Szeliski [29] y utilizan la interpolacio´n o
prediccio´n de vistas.
• Forward warp: interpolar una vista que no ha sido utilizada para
obtener el mapa de disparidad a partir de la vista de referencia (utilizada
para extraer el mapa) y el mapa calculado.
• Inverse warp: reconstruir la imagen de referencia (utilizada para obte-
ner el mapa) a partir del mapa de disparidad y una tercera vista no utilizada
en el proceso, con el fin de calcular el error de prediccio´n.
Otra forma de analizar los resultados es verificar la validez de los valores de dispa-
ridad asignados a cada p´ıxel a trave´s de diversas medidas de validez, que no requieren
ground-truth. El trabajo de Banks [28] compara los resultados de aplicar varias me-
didas de semejanza (SAD, ZSAD, SSD, ZDSSD, NCC, ZNCC, Census, Rank) sobre
ima´genes exteriores para analizar la sensibilidad frente al ruido e inmunidad a
la distorsio´n radiome´trica. Para ello, introduce un conjunto de medidas de validez
comparando su capacidad de eliminar correspondencias falsas o establecer una magnitud
de confianza:
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• Inspeccio´n visual: interpretacio´n de resultados observando caracter´ısticas de la
imagen original.
• Consistencia izquierda-derecha (LRC): requiere dos mapas de disparidad, uno
para la vista izquierda y otro para la derecha, y se realiza una comprobacio´n
cruzada (cross-check) para verificar la validez de los mapas estimados.
• Identificacio´n de disparidades localmente ano´malas comparando con los valo-
res de los p´ıxeles vecinos.
• Identificacio´n de zonas sin textura.
• Identificacio´n de correspondencias aisladas.
• Comparacio´n de los valores de coste de correspondencia (MSM) obtenidos de
la medida de semejanza.
• Identificacio´n de correspondencias ambiguas debido a la existencia de candi-
datos con el mismo coste.
A lo largo de trabajos posteriores [161–163] se ha ido definiendo nuevas medidas
de confianza de los resultados obtenidos sobre ima´genes interiores y exteriores, y
se ha realizado la siguiente clasificacio´n de me´tricas basadas en:
• La medida del coste de correspondencia: MSM.
• Propiedades locales de la curva de coste en torno al mı´nimo: CUR.
• Mı´nimos locales de la curva de coste: PKR, PKRN, MMN, NLM.
• Curva de coste completa: PRB, MLM, AML, NEM, NOI, WMN, WMNN.
• Consistencia entre los mapas de disparidad izquierdo y derecho: LRC,
LRD.
• Rasgos distintivos: DTS, DSM, SAMM.
Posteriormente se han publicado bases de datos de v´ıdeo para evaluaciones de ste-
reo matching en el contexto espec´ıfico de conduccio´n por autopista [25, 159, 164, 165].
Puesto que son ima´genes reales en un entorno exterior, se producen ricas variacio-
nes de exposicio´n, luz y brillo, tanto como zonas con poca, ambigua o ninguna textura.
Las secuencias de v´ıdeo de conduccio´n se aproximan bastante a las caracter´ısticas de
nuestro contenido deportivo, con la pequen˜a diferencia de que la grabacio´n es continua
y no existen cambios (saltos) de escena o punto de vista. El entorno de pruebas de
KITTI [24, 25, 159] permite evaluar los resultados obtenidos al aplicar algoritmos de
correspondencia sobre los v´ıdeos de su base de datos realista mediante el ca´lculo de
diversas estad´ısticas, compara´ndolos con el ground-truth :
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• Out-Noc: porcentaje de p´ıxeles erro´neos (cuyo error supera un umbral) en a´reas
no ocluidas (visibles en ambas vistas).
• Out-All: porcentaje de p´ıxeles erro´neos en la imagen completa.
• Avg-Noc: disparidad media en a´reas no ocluidas.
• Avg-All: disparidad media en la imagen completa.
• Density: porcentaje de p´ıxeles para los cuales se dispone de ground-truth
La base de datos del proyecto .enpeda.. [26] esta´ compuesta por secuencias
largas de v´ıdeo real de alta resolucio´n con escenas de conduccio´n por autopista
bajo diferentes condiciones como la lluvia, la noche o movimiento muy ra´pido. Existen
numerosas publicaciones que utilizan esta base de datos para evaluar el comportamiento
de algoritmos de correspondencia aplicados sobre este tipo de contenido [30, 164–166].
El trabajo de Morales [165], que posteriormente completo´ en [30], vuelve a recurrir al
uso del mapa de disparidad como error de prediccio´n para interpolar una tercera
vista, aunque hay que comentar que esta te´cnica no se ha vuelto a utilizar con secuencias
este´reo del mundo real ya que habitualmente contamos con so´lo dos vistas. Comparando
la vista reconstruida con la original, se realizan las siguientes medidas de calidad:
• RMS en las regiones no ocluidas.
• NCC en las regiones no ocluidas.
De todo este conjunto de trabajos, Klette [166] introduce nuevas medidas de
error para evaluar la estabilidad y robustez de los algoritmos, sin embargo so´lo son
aplicables en el caso de disponer de ground-truth. Adema´s, proponen de nuevo el uso del
error de prediccio´n sin ground-truth.
Un aspecto importante a tener en cuenta en las aplicaciones de v´ıdeo es el tiempo
de proceso, suponiendo un reto minimizarlo para maximizar la eficiencia. Se han
desarrollado multitud de evaluaciones de algoritmos de correspondencia en tiempo
real [22, 146, 167–169] analizando los para´metros y fases del proceso que afectan ma´s a la
eficiencia con el fin de optimizar las implementaciones. Todos estos trabajos se centran
en implementaciones basadas en GPU que son comparadas mediante el nu´mero
de cuadros por segundo que son capaces de procesar o los recursos computacionales
(memoria) que consumen. Como principal ejemplo, Kalarot [22] evalu´a el rendimiento de
varias implementaciones de algoritmos en CUDA obteniendo las siguientes estad´ısticas:
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• Tasa de cuadros por segundo: depende del nu´mero de ca´lculos necesarios y
eficiencia de mapeo de la memoria a la GPU.
• Rendimiento o throughput : nu´mero de disparidades calculadas por unidad de
tiempo. Depende de la capacidad de paralelizacio´n, memoria disponible y niveles
de disparidad.
• Escalabilidad y l´ımites de configuracio´n: determina la resolucio´n ma´xima de
las ima´genes y el ma´ximo nu´mero de niveles de disparidad.
• Precisio´n o accuracy : Es inversamente proporcional a la velocidad. Se mide
calculando el RMS con respecto al ground-truth y el porcentaje de correspondencias
incorrectas.
Como hemos visto, la mayor´ıa de evaluaciones disponen de ground-truth (GT)
con el que comparar sus resultados. Sin embargo, nosotros no nos encontramos en esa
situacio´n, teniendo que prestar mayor atencio´n a las te´cnicas ma´s relevantes utilizadas
para evaluar sin GT. A parte de la inspeccio´n visual, la te´cnica ma´s empleada consiste
en el uso del error de prediccio´n, y puede estar basada en una trasformacio´n directa
(forward) o inversa (inverse warping) para interpolar una tercera vista o reconstruir la de
referencia. Por lo general, este planteamiento del error de prediccio´n se utiliza en el caso
de contenido multivista. En cuanto a la comparacio´n del mapa de disparidad calculado
con el GT o de la imagen reconstruida con respecto a la original, se utilizan medidas
de error t´ıpicas como el error cuadra´tico medio o la ra´ız del error cuadra´tico
medio y se extrae el porcentaje de p´ıxeles mal correspondidos, apoya´ndose en
una tolerancia de error. Adema´s, se pueden realizar estas medidas restringie´ndose a las
regiones con alta probabilidad de ser problema´ticas, como las zonas sin textura o las
regiones ocluidas y cercanas a bordes de objetos. Finalmente, lo ma´s habitual para
comparar la eficiencia es medir la tasa de cuadros por segundo que los algoritmos son
capaces de procesar.
4.6 Solucio´n propuesta
Esta seccio´n describe la solucio´n adoptada. En primer lugar se comentan los algo-
ritmos utilizados y a continuacio´n se define el criterio de comparacio´n y evaluacio´n.
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4.6.1 Preseleccio´n de algoritmos para nuestra evaluacio´n
En este apartado justificamos la seleccio´n de algoritmos que hemos incluido en
nuestra aplicacio´n. Para realizar un ana´lisis que abarque el mayor nu´mero posible de
tipos de algoritmo y que sea lo suficientemente sencillo como para tomar una decisio´n
correcta aplicada a nuestro problema, hemos escogido algunas representaciones de me´to-
dos locales y globales, adema´s de uno semiglobal. Adema´s, tomamos versiones tanto de
CPU como de GPU para estudiar el rendimiento.
En primer lugar, como ejemplo ma´s representativo de me´todos locales, tene-
mos BM CPU y BM GPU. El primero es el ma´s sencillo de implementar (SAD),
resultando bastante ra´pido (casi tiempo real) debido a la agregacio´n mediante ventanas
cuadradas. Sin embargo, la segunda mejora la implementacio´n anterior ya que es ma´s
robusta frente a errores al utilizar SSD, adema´s la eficiencia es enormemente ma´s alta
debido a su implementacio´n para GPU trabajando en tiempo real y, por u´ltimo, an˜ade
una etapa de posprocesado para eliminar outliers dando lugar a mapas de disparidad
ma´s suaves y densos.
El ejemplo por excelencia de optimizacio´n global es GC que, a pesar de requerir
un elevado coste computacional para alcanzar una solucio´n convergente y no ser preferi-
ble utilizarlo para contenidos en tiempo real, el tipo de resultados que propociona es de
gran calidad sobre todo en escenas donde predominan los planos frontales. Es interesante
para nuestro ana´lisis porque sirve como referencia para aproximaciones ma´s ra´pidas. Tal
es el caso de belief propagation cuyo potencial reside en su manera impl´ıcita de modelar
la restriccio´n de suavidad. Finalmente hemos tomado BP GPU y para poder realizar
comparaciones entre GPU y CPU, an˜adimos a nuestro entorno la implementacio´n en
C++ para CPU facilitada por el autor, y la llamaremos BPVISION. Adema´s hemos
inclu´ıdo CSBP para comprobar las mejoras frente a los anteriores ya que, segu´n sus
autores, es ma´s ra´pido y obtiene un resultado menos ruidoso.
Por otra parte, la aproximacio´n de correspondencia de bloques semiglobal
SGBM representa un compromiso interesante entre calidad y eficiencia por lo que pode-
mos obtener un resultado cuya calidad sea superior a la de una aproximacio´n local, pero
con un coste computacional inferior con respecto a los algoritmos globales, pudiendo
alcanzar una tasa razonable para trabajar casi a tiempo real.
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Finalmente, como en los v´ıdeos deportivos predominan las caracter´ısticas dina´mi-
cas, parece interesante aprovechar algoritmos en los que los para´metros puedan adap-
tarse automa´ticamente al contenido y autoajustarse en funcio´n de los resultados sobre
los cuadros anteriores. Por el momento, los algoritmos variacionales como StereoVAR
no son tan comunes pero tienen un gran potencial. Otra implementacio´n interesante por
su disen˜o para trabajar sobre ima´genes reales de alta resolucio´n es ELAS.
Como resumen, la tabla 4.3 recoge los algoritmos considerados en la aplicacio´n,
clasificados por tipo, indicando si se ejecutan sobre CPU o GPU, adema´s de las fases
que los componen.
Algoritmo Proc. Coste Agregacio´n Optimiza. Refinam.
Me´todos locales
BM CPU
[67, 136]
CPU SAD Ventana
Cuadrada
WTA Unicidad, textura
BM GPU
[67, 136]
GPU SSD Ventana
Cuadrada
WTA Textura
Me´todos globales
GC [157] CPU SD - Graph Cut Unicidad
BPVISION
[144]
CPU SAD +
Penal. lineal
- Belief Vector -
BP GPU
[67, 144]
GPU SAD +
Penal. lineal
- Belief Vector -
CSBP
[155]
GPU Data cost
Disc. cost
-
Belief Vector
jera´rquico
-
Me´todos mixtos
SGBM
[132]
CPU BT Ventana
Cuadrada
DP
Unicidad, Interp.
Cuadra´tica,
filtrado puntos
ELAS
[149]
CPU -
Triangulacio´n a
partir de puntos
de control
MAP
probabil´ıstico
Textura, unicidad
Me´todos variacionales
StereoVAR
[156]
CPU
Data term,
Smoothness
term
Difusio´n Regularizacio´n -
Tabla 4.3 – Algoritmos preseleccionados para nuestra evaluacio´n.
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4.6.2 Metodolog´ıa de evaluacio´n de los resultados
Adema´s de utilizar la inspeccio´n visual para comprobar el resultado del proceso
de correspondencia, es necesario calcular de forma objetiva el error obtenido. El principal
inconveniente que se presenta es la ausencia de ground-truth que sirva como referencia
para comprobar la calidad y validez de la correspondencia estimada. Por lo tanto, es
necesario recurrir a medidas de error indirectas.
Partimos de la idea de utilizar vistas reconstruidas a partir del mapa de
disparidad computado [28–30, 160], ya que de cierta manera, el mapa de disparidad
representa un error de prediccio´n entre vistas. La diferencia con respecto a estos trabajos
es que en nuestro caso so´lo disponemos de dos vistas de la misma escena, por lo que no es
viable reconstruir otros puntos de vista. Por lo tanto, nos centramos en la transformacio´n
inversa (inverse warping) o reconstruccio´n de la imagen de referencia. A partir
de la vista de comparacio´n (derecha) (IR) y del mapa de disparidad calculado, se puede
obtener una prediccio´n de la imagen de referencia (izquierda) (IL) (figura 4.7). Sea I˜L
la imagen de referencia reconstruida, de dimensiones M×N, la comparamos con la de
referencia IL a trave´s dos medidas de error diferentes.
d IR
IL~
Reconstrucción
IRIL
d
Correspondencia
L Rd(x  ,y ) = x  - x  L j Ĩ  (x  ,y ) = I   [x  - d(x  ,y ),y ]L Rj L L j jL
Figura 4.7 – Reconstruccio´n o interpolacio´n de la imagen de referencia a
partir del mapa de disparidad calculado y la imagen de comparacio´n
(derecha).
La primera medida es la ra´ız cuadrada del error cuadra´tico medio (RMS)
y viene dada por las expresiones siguientes:
RMS=
√
MSE,
MSE= 1M ·N
M−1∑
i=0
N−1∑
j=0
∣∣∣I˜L(xi, yj)− IL(xi, yj)∣∣∣2 (4.7)
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donde la segunda ecuacio´n representa el error cuadra´tico medio (MSE). Puesto
que el RMS depende directamente del MSE, tiene que ser bajo para considerar que el
resultado es bueno, por lo tanto se trata de minimizar este error.
La segunda medida de error es la relacio´n pico sen˜al a ruido (PSNR), dada
por:
PSNR = 10 log10
(
I2max
MSE
)
(4.8)
donde se observa que esta´ inversamente relacionada con el MSE, por lo tanto, el resultado
sera´ mejor cuanto mayor sea la PSNR.
Para reforzar la comparacio´n de los resultados, se calcula la imagen de error
normalizada a partir de la diferencia absoluta entre la imagen de prediccio´n I˜L y la de
referencia IL, de manera las regiones donde mayores errores se producen en la estimacio´n
de disparidad sean visualmente apreciables.
Idif =
∣∣∣I˜L − IL∣∣∣
ma´x
∣∣∣I˜L − IL∣∣∣−mı´n ∣∣∣I˜L − IL∣∣∣ × 255 (4.9)
Con todos estos datos, se puede calcular dos estad´ısticas ma´s: la tasa de p´ıxeles
inva´lidos (Pi) y la tasa de p´ıxeles erro´neos (Pe). Un p´ıxel se define como inva´li-
do cuando el algoritmo de correspondencia este´reo devuelve un valor no definido. Esto
ocurre, sobre todo, en zonas ocluidas. Por otra parte, la tasa de p´ıxeles erro´neos de
la imagen de error se define como el porcentaje de p´ıxeles que cumplen la condicio´n∣∣∣I˜(xi, yj)− I(xi, yj)∣∣∣ > th, donce th es un umbral que representa el ma´ximo error per-
mitido. La suma de ambos porcentajes, da lugar a la tasa de p´ıxeles incorrectos.
Perr = Pi + Pe =
invalidos
M ·N × 100 +
erroneos
M ·N × 100 (4.10)
Para comprobar la eficiencia de los algoritmos, se mide la tasa de cuadros por
segundo (fps) a la que trabaja cada me´todo. Para lograr una tasa aproximada al
tiempo real, es necesario alcanzar unos 25 fps.
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5.1 Introduccio´n
Para llevar a cabo la evaluacio´n de los algoritmos de correspondencia preseleccio-
nados en la seccio´n 4.6.1, se ha desarrollado una aplicacio´n en Visual C++ utilizando
el entorno Microsoft
TM
Visual Studio 2010 [170], haciendo uso de la librer´ıa de
visio´n artificial OpenCV (versio´n 2.4.0) [171] y de Qt (versio´n 4.8.0) [172, 173]
para el desarrollo de la interfaz gra´fica de usuario (GUI).
La herramienta desarrollada permite tomar como dato de entrada una imagen,
una secuencia de ima´genes contenidas en un directorio y v´ıdeos estereosco´picos, que
pueden estar en formato side-by-side o tratarse de dos vistas separadas. Se ha creado un
entorno que permite seleccionar los valores de los para´metros de entrada comunes a
la mayor´ıa de los algoritmos de correspondencia habituales, como puede ser la disparidad
mı´nima y el nu´mero de niveles de disparidad, que determinan el rango de disparidad, o
el taman˜o de ventana de agregacio´n de los algoritmos locales, el nu´mero de iteraciones
de los algoritmos iterativos y los niveles jera´rquicos de los algoritmos multirresolucio´n.
Un entorno comu´n permite evaluar el rendimiento y calidad de todos los algoritmos
bajo las mismas condiciones. Adema´s, la herramienta ofrece la posibilidad de guardar
los resultados en un formato que facilita su comparacio´n, por medio de un archivo de
texto que acompan˜a a las ima´genes de salida. En la figura 5.1 se representa un esquema
de las entradas y salidas de la herramienta.
111
112 Cap´ıtulo 5 Implementacio´n y funcionalidades del sistema
DatosFdeFsalida
ProcesoFdeF
correspondencia
CPU
GPU GuardarFresultados
EvaluarFresultados
MostrarFresultados
(SGBM) FPS: 29.3
MapaFdeFdisparidad
VistaFdeFreferenciaF
reconstruida
ImagenFdiferenciaF
normalizada
ImágenesF
deFsalida
ArchivosF
deFsalida
Procesado
DatosFdeFentrada
Formato
Side/by/Side
VistasFseparadas
ParámetrosFcomunesF
deFcorrespondencia
FFF·FDisparidadFmínimaF)dminN
FFF·FNivelesFdisparidadF)ndispN
FFF·FAnchoFdeFventanaF)winsizeN
FFF·FIteracionesF)niterN
FFF·FNivelesF)nlevelsN
Sí
No
Evaluar
Rutas
Ruta)sNFdeFentrada
RutaFdeFsalida
Guardar
Sí
No
Imagen
Secuencia
Vídeo
TipoFdeFdato
ImágenesFdeFsalidaF/Fcapturas
ArchivoF.csvFdeFresultados
VídeoFdeFsalida
ArchivoF.csvFdeFresultadosFdeFvídeo
Figura 5.1 – Esquema de entradas y salidas de la herramienta.
En cuanto a la implementacio´n, como detallamos ma´s adelante, ha dado lugar a
ciertas modificaciones sobre la librer´ıa basada en GPU de OpenCV. Con el objetivo de
optimizar la ejecucio´n, esta librer´ıa utiliza la arquitectura CUDA (utilizamos la versio´n
4.2) [152–154] propuesta por NVIDIA Corporation para paralelizar los hilos de ejecucio´n
cuando se procesan las ima´genes, incrementando considerablemente el rendimiento de los
algoritmos. Por lo tanto, la librer´ıa cv::gpu ha sido modificada dando lugar al conjunto
de funciones bajo el espacio de nombres cv bis::gpu para preservar las clases y funciones
originales y poder experimentar con valores de disparidad negativos. Todo este proceso
ha sido posible gracias a que el lenguaje de programacio´n CUDA esta´ basado en C++.
Adema´s de la librer´ıa GPU de OpenCV, tambie´n se han tenido que realizar adaptaciones
y modificaciones sobre otros algoritmos de correspondencia para poder integrarlos dentro
de un entorno comu´n y, en algu´n caso, para que soporten trabajar con valores negativos
de disparidad.
En este cap´ıtulo explicamos detalladamente la herramienta desarrollada haciendo
un recorrido a lo largo de las funcionalidades de las que dispone el sistema de estimacio´n
de mapas de profundidad. Comenzamos enumerando los para´metros y variables de la
aplicacio´n y a continuacio´n explicamos las modificaciones realizadas sobre los algoritmos
de correspondencia. Para finalizar el cap´ıtulo, describimos el aspecto visual que presenta
la herramienta.
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5.2 Para´metros y variables de la aplicacio´n
Comenzamos describiendo brevemente los principales para´metros y variables que
contiene nuestro programa. Nos referimos como para´metro a cualquier variable que
el usuario puede proporcionar o modificar durante la ejecucio´n, mientras que llamamos
variable a cualquier valor que el sistema utiliza internamente.
Los para´metros de la aplicacio´n se definen como una estructura (struct
Params) que los reu´ne de forma compacta. A continuacio´n realizamos una breve des-
cripcio´n de los para´metros, agrupados segu´n la relacio´n que tienen con la aplicacio´n:
• Tipo de entrada
type: tipo enumerado que puede tomar los valores IMAGE, SEQUENCE o VIDEO.
bool sidebyside: flag que indica si la entrada esta´ formada por dos vistas
separadas o por una en formato side-by-side.
• Archivos de entrada
string src: ruta de la imagen o v´ıdeo, o directorio de la secuencia en SbS.
string left param: ruta de la imagen o v´ıdeo, o directorio de la secuencia
de la vista izquierda.
string right param: ruta de la imagen o v´ıdeo, o directorio de la secuencia
de la vista derecha.
• Algoritmos de correspondencia
method: tipo enumerado que recoge los me´todos de correspondencia (BM CPU,
BM, GC, BPVISION, BP, CSBP, SGBM, ELAS y VAR).
int dmin: valor mı´nimo de disparidad (dmin). Puede ser negativo.
int ndisp: niveles de disparidad (ndisp), determina el rango de disparidad.
int winSize: ancho de ventana (winsize) de los algoritmos locales.
int iterations: nu´mero de iteraciones (niter) de los algoritmos iterativos.
int levels: nu´mero de niveles (nlevels) de los algoritmos multirresolucio´n.
• Evaluar y guardar
bool eval: flag que indica si se evalu´an o no los resultados.
bool guardar: flag que indica si se guardan o no los resultados.
string output dir: directorio donde se guardan los resultados.
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La aplicacio´n esta´ definida como una clase llamada StereoGUI que hereda de la cla-
se QMainWindow de Qt, la cual proporciona todas las herramientas para trabajar sobre
una interfaz gra´fica basada en ventanas (class StereoGUI : public QMainWindow).
A continuacio´n describimos las variables definidas en esta clase y que permitira´n la
correcta ejecucio´n del programa:
• Para´metros
Params p: estructura que contiene los para´metros descritos anteriormente.
• Datos de entrada
string path: directorio de trabajo.
string nombreFichero: nombre del archivo(s) de entrada.
string ext: extensio´n del archivo(s) de entrada.
• Ima´genes de entrada
cv::VideoCapture video: captura de v´ıdeo si el archivo es un v´ıdeo en SbS.
cv::VideoCapture left video: captura de v´ıdeo para la vista izquierda.
cv::VideoCapture right video: captura de v´ıdeo para la vista derecha.
cv::Mat source: matriz de OpenCV que guarda la imagen de entrada SbS.
cv::Mat left src: matriz que almacena la imagen de la vista izquierda.
cv::Mat right src: matriz que almacena la imagen de la vista derecha.
cv::Mat left: matriz de la vista izquierda transformada para pasarla como
para´metro de entrada a los algoritmos de correspondencia.
cv::Mat right: matriz de la vista derecha transformada para pasarla como
para´metro de entrada a los algoritmos de correspondencia.
• Acciones
bool running: flag que indica si se esta´ ejecutando la correspondencia.
• Algoritmos de correspondencia
cv::StereoBM bm cpu: objeto que representa BM CPU.
cv bis::gpu::StereoBM GPU bm: objeto que representa BM GPU.
CvStereoGCState* gc: estructura que representa GC.
Bpvision bpVision: objeto que representa BPVISION.
cv bis::gpu::StereoBeliefPropagation bp: objeto BP GPU.
cv bis::gpu::StereoConstantSpaceBP csbp: objeto que representa CSBP.
cv::StereoSGBM sgbm: objeto que representa SGBM.
Elas elas: objeto que representa ELAS.
StereoVar2 var: objeto que representa StereoVAR.
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• Ima´genes de salida
cv::Mat disp left: matriz de OpenCV que almacena el mapa de disparidad
de la vista izquierda.
cv::Mat disp right: matriz de OpenCV que almacena el mapa de dispari-
dad de la vista derecha.
cv::Mat disp left norm: matriz de OpenCV que almacena el mapa de dis-
paridad normalizado de la vista izquierda, para poder representarlo visual-
mente como una imagen.
cv::Mat disp right norm: matriz de OpenCV que almacena el mapa de dis-
paridad normalizado de la vista derecha, para poder representarlo visualmente
como una imagen.
• Evaluacio´n
StereoEval stEval: objeto de la clase StereoEval que contiene todos los
elementos necesarios para evaluar los resultados. Esta clase se explica en el
apartado 5.5.5.
• Resultados
fstream results: archivo de resultados de capturas individuales.
fstream res video: archivo de resultados de v´ıdeo.
• Otras variables
int frame number: indica el cuadro actual dentro de la secuencia o v´ıdeo.
int64 work begin: variable que almacena el instante de comienzo del proceso
de correspondencia. Ayuda a calcular la tasa de cuadros por segundo.
Esta seccio´n puede considerarse una referencia de consulta, ya que en los sucesi-
vos apartados explicamos el funcionamiento del programa y aparecen algunas de estas
variables representadas en los diagramas.
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5.3 Modificaciones sobre los algoritmos de correspondencia
En esta seccio´n vamos a describir las modificaciones y adaptaciones realizadas
sobre los algoritmos de correspondencia. En la mayor´ıa de los casos, ha sido necesario
realizar modificaciones para soportar valores de disparidad negativos, y en algunos
otros se ha tenido que adaptar la estructura para integrarlos adecuadamente en el
mismo entorno. Los algoritmos BM CPU, GC, SGBM y StereoVAR no han
sido modificados ya que, originalmente, son capaces de procesar valores de disparidad
negativos y, debido a que pertenecen a la librer´ıa OpenCV, son fa´cilmente integrables.
Comenzamos por los algoritmos pertenecientes a la librer´ıa basada en GPU
de OpenCV que se encuentran bajo el mismo espacio de nombres y, como conse-
cuencia, pueden ser utilizados fa´cilmente dentro de un mismo entorno. Los algoritmos
BM GPU, BP GPU y CSBP pertenecen al espacio de nombres cv::gpu y ninguno
de ellos admite valores de disparidad negativa. Para realizar modificaciones sobre es-
tas implementaciones y dejar intacto el co´digo original, se ha creado un nuevo espacio
de nombres llamado cv bis::gpu. A continuacio´n enumeramos los principales cambios
realizados sobre cada uno de los algoritmos:
• Modificaciones realizadas sobre BM GPU
· An˜adimos un nuevo atributo int dmin, que representara´ el valor mı´nimo
de disparidad, a la clase StereoBM GPU donde se define el algoritmo. Como
consecuencia, se debe an˜adir al constructor para establecer su valor:
StereoBM\_GPU (int preset, int dmin = DEFAULT_DMIN, int ndisparities = DEFAULT_NDISP, int winSize = DEFAULT_WINSZ);
· Se debe an˜adir el para´metro int dmin a todas las funciones que se llaman
a trave´s operador de la clase cv bis::gpu::StereoBM GPU, que actu´a como
envoltorio para acceder a las funciones implementadas en CUDA.
· Originalmente, la imagen de disparidad se inicializa a 0. Esto no es muy u´til,
por lo que se sustituye la inicializacio´n para que el valor por defecto sea un
valor de disparidad inva´lido correspondiente a dmin-1.
cudaSafeCall(cudaMemset2D(disp.data, disp.step, dmin-1, disp.cols, disp.rows)); // Inicializo la matriz a dmin-1
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· Los principales cambios se han realizado sobre el nu´cleo (kernel) de CUDA,
que implementa el algoritmo de correspondencia. Es necesario modificar los
l´ımites de los bucles for para que la bu´squeda comience a partir de dmin.
Por otra parte, para que la matriz de disparidad resultante contenga valores
negativos, se cambia el tipo de dato de unsigned char a signed char
admitiendo valores entre -128 y 127. El co´digo resultante se presenta en la
seccio´n del anexo I.1.1, donde las l´ıneas que han sido modificadas tienen un
comentario indicando la versio´n original.
• Modificaciones realizadas sobre BP GPU
· Ana´logamente a BM GPU, se an˜ade el atributo int dmin a la clase donde se
define el algoritmo, StereoBeliefPropagation, as´ı como al resto de funcio-
nes que se anidan para acceder a las funciones de CUDA. El constructor de
la clase resulta de la siguiente forma:
SStereoBeliefPropagation(int dmin, int ndisp, int iters, int levels, float max_data_term, float data_weight,
float max_disc_term, float disc_single_jump,int msg_type = CV_32F);
· Como en el caso anterior, se modifican los l´ımites de los bucles for para
comenzar la bu´squeda a partir de dmin.
· Como sabemos, las te´cnicas basadas en Belief Propagation utilizan el deno-
minado belief vector para llevar a cabo la optimizacio´n y seleccio´n del valor
de disparidad. A nivel de implementacio´n, esto se realiza mediante arrays
unidimensionales cuya longitud es igual al nu´mero de niveles de disparidad
(ndisp). En dichos arrays se almacena el coste asociado al valor de dispa-
ridad que coincide con la posicio´n del array, es decir, en la posicio´n 0
del belief vector se guarda el coste asociado a un valor de disparidad 0, en la
posicio´n 1, el coste de disparidad 1, y as´ı sucesivamente. Como consecuencia
de ello, puesto que los ı´ndices de un array son mayores o iguales que 0,
no es posible trabajar con valores de disparidad negativos. Por lo tanto, para
resolver este problema, aplicamos un offset d-dmin a los ı´ndices del array
al almacenar los costes en el vector. As´ı, el coste asociado a dmin, se almacena
en la posicio´n dmin-dmin=0, el coste asociado a dmin+1 se guarda en el ı´ndice
(dmin+1)-dmin=1, sucesivamente, hasta llegar al nivel de disparidad ma´ximo
dmin + ndisp− 1 en la posicio´n (dmin+ndisp-1)-dmin=ndisp-1. En el anexo I.1.2
se muestra el co´digo del nu´cleo para calcular el data cost y para calcular la
disparidad minimizando el coste.
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• Modificaciones realizadas sobre CSBP
· Esta implementacio´n es muy similar a BP GPU, por lo que experimenta las
mismas modificaciones. Se an˜ade el atributo int dmin a la clase donde se
define el algoritmo, StereoConstantSpaceBP, as´ı como al resto de funciones
que se anidan para acceder a las funciones de CUDA. El constructor de la
clase resulta de la siguiente forma:
StereoConstantSpaceBP(int dmin, int ndisp, int iters, int levels, int nr_plane,float max_data_term, float data_weight,
float max_disc_term, float disc_single_jump,int min_disp_th = 0,int msg_type = CV_32F);
· Se modifican los l´ımites de los bucles for para comenzar la bu´squeda a
partir de dmin.
· Se aplica un offset d-dmin a los ı´ndices del array al almacenar los costes en
el vector. En la seccio´n del anexo I.1.3 se adjunta el co´digo del nu´cleo para
inicializar los valores de data cost.
Las implementaciones de algoritmos que no pertenecen al entorno de OpenCV,
como BPVISION y ELAS, no esta´n dentro del mismo espacio de nombres y tienen
que ser adaptadas para integrarse adecuadamente con el resto. ELAS fue desarrollado
aprovechando parte del co´digo implementado en BPVISION originalmente, lo cual faci-
lita la integracio´n de ambos algoritmos. Parte de este co´digo comu´n se encuentra en el
archivo image.h, que contiene herramientas para leer, crear, guardar y modificar archi-
vos de imagen. Una de las modificaciones realizadas sobre este archivo ha sido an˜adir
una funcio´n para inicializar todos los p´ıxeles de una imagen con un valor por
defecto, y dos funciones para convertir una imagen en una matriz de OpenCV
y viceversa, tal y como se muestra en el anexo I.2.1.
A continuacio´n resumimos las modificaciones sobre BPVISION y ELAS:
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• Modificaciones realizadas sobre BPVISION
· Creamos la clase Bpvision para envolver todas las funciones originales, ha-
cie´ndolas privadas, y definimos la estructura de para´metros an˜adiendo int
dmin. El archivo bpvision.h mostrado en el anexo I.2.2 contiene la defini-
cio´n de la clase. Adema´s, se adjunta la definicio´n de una de las funciones que
permiten determinar el rango de disparidad.
· Al igual que en los casos anteriores, se modifican los l´ımites de los bucles
for para que la bu´squeda comience a partir de dmin. En el anexo se muestra
la funcio´n que minimiza el belief vector.
· De la misma manera que BP GPU y CSBP, se aplica el offset d-dmin a los
ı´ndices de los arrays al almacenar los costes. En el anexo se adjunta el co´digo
de la funcio´n que estima el data cost para cada valor de disparidad y de la
funcio´n que calcula los mensajes para cada nodo.
• Modificaciones realizadas sobre ELAS
· Se modifica la clase Elas para envolver todas las funciones originales, ha-
cie´ndolas privadas, y an˜adimos int dmin a la estructura de para´metros. El
resultado de la clase Elas esta´ en el anexo I.2.3.
· Originalmente, la imagen de disparidad se inicializa a -10, ya que se asume
que cualquier valor de disparidad menor que 0 es inva´lido. Por lo tanto, para
soportar valores negativos, se sustituye la inicializacio´n para que el valor por
defecto sea un valor de disparidad inva´lido correspondiente a dmin-1. En
el anexo I.2.3 se presenta el fragmento de co´digo que inicializa la imagen de
disparidad.
· Se modifican las condiciones if para que se verifiquen para valores mayores
de dmin-1 en vez de valores mayores o iguales a 0. En el anexo se presenta
como ejemplo la funcio´n que elimina las correspondencias inconsistentes de
los puntos de control.
A modo de resumen, la tabla 5.1 recoge los algoritmos considerados en la aplica-
cio´n, describiendo las modificaciones realizadas.
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Algoritmo GPU Implemen. Modificaciones y comentarios
Me´todos locales
BM CPU
[67, 136]
No
C++
OpenCV
No ha sido modificada.
Para´metros: dmin, ndisp y winsize.
BM GPU
[67, 136]
S´ı
OpenCV
CUDA/C++
Modificacio´n de la clase cv::gpu::StereoBM GPU y de sus
funciones para tomar como para´metro dmin y poder ajustar
el rango de disparidad.
Inicializacio´n de la imagen de disparidad a dmin-1 y cambio
de tipo de dato de unsigned char a signed char.
L´ımites de bucles for para comenzar por dmin.
Para´metros: dmin, ndisp y winsize.
Me´todos globales
GC [157] No
C++
OpenCV
No ha sido modificada.
Para´metros: dmin, ndisp y niter.
BPVISION
[144]
No C++
Creacio´n de la clase Bpvision para envolver las funciones
originales y an˜adir como para´metro dmin para poder ajustar
el rango de disparidad.
L´ımites de bucles for para comenzar por dmin.
Offset d-dmin al almacenar costes en los arrays.
Para´metros: dmin, ndisp, niter y nlevels.
BP GPU
[67, 144]
S´ı
OpenCV
CUDA/C++
Modificacio´n de la clase cv::gpu::StereoBeliefPropagation
y de sus funciones para tomar como para´metro dmin y poder
ajustar el rango de disparidad.
L´ımites de bucles for para comenzar por dmin.
Offset d-dmin al almacenar costes en los arrays.
Para´metros: dmin, ndisp, niter y nlevels.
CSBP
[155]
S´ı
OpenCV
CUDA/C++
Modificacio´n de la clase cv::gpu::StereoConstantSpaceBP y
de sus funciones para tomar como para´metro dmin y poder
ajustar el rango de disparidad.
L´ımites de bucles for para comenzar por dmin.
Offset d-dmin al almacenar costes en los arrays.
Para´metros: dmin, ndisp, niter y nlevels.
Me´todos mixtos
SGBM
[132]
No
C++
OpenCV
No ha sido modificada.
Para´metros: dmin, ndisp y winsize.
ELAS
[149]
No C++
Modificacio´n de la clase Elas an˜adiendo el para´metro dmin y
varias funciones para poder ajustar el rango de disparidad.
Inicializacio´n de la imagen de disparidad a dmin-1.
Condiciones if para valores mayores de dmin-1.
Para´metros: dmin y ndisp.
Me´todos variacionales
StereoVAR
[156]
No
C++
OpenCV
No ha sido modificada.
Para´metros: dmin y ndisp.
Tabla 5.1 – Modificaciones sobre los algoritmos de correspondencia.
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5.4 La Interfaz Gra´fica de Usuario (GUI)
Al arrancar la aplicacio´n, se muestra la interfaz gra´fica de usuario, que esta´ im-
plementada con la librer´ıa Qt [172, 173] y tiene el aspecto de la figura 5.2. Qt es una
librer´ıa desarrollada por Nokia para crear inferfaces gra´ficas interactivas multiplatafor-
ma. La GUI consiste en una ventana con t´ıtulo “StereoMatching” que permite seleccionar
los principales para´metros descritos en la seccio´n 5.2 y se distribuyen en la ventana si-
guiendo la misma agrupacio´n: tipos de archivo, rutas de archivos de entrada, para´metros
de los algoritmos de correspondencia, evaluacio´n y guardado de resultados.
Figura 5.2 – Interfaz de usuario.
En la esquina superior izquierda de la ventana de la interfaz se muestra el icono
disen˜ado para la herramienta.
En los pro´ximos apartados hacemos un recorrido por cada elemento que forma
parte la interfaz describiendo brevemente sus funcionalidades.
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5.4.1 A´rea de seleccio´n del tipo de contenido de entrada
Figura 5.3 – Tipo de entrada.
En el a´rea superior izquierda de la ventana
principal se encuentran las opciones para selec-
cionar el tipo de archivo de entrada. El tipo de
archivo esta´ definido por dos variables de la apli-
cacio´n: type y sidebyside. La primera variable
determina si el archivo es una imagen, un direc-
torio con ima´genes o un v´ıdeo. Un conjunto de
botones del tipo QRadioButton permite seleccio-
nar una de las tres opciones de forma exclusiva, es
decir, al marcar un tipo de archivo, el resto queda
deseleccionado. La segunda variable indica el formato de empaquetado del archivo o
archivos de entrada, que puede ser side-by-side o dos vistas separadas. Un cuadro de
seleccio´n QCheckBox activa el flag.
5.4.2 A´rea de seleccio´n de la ruta de los archivos
Figura 5.4 – Rutas de entrada.
El a´rea superior derecha de la ventana prin-
cipal esta´ reservada para la seleccio´n de las rutas
de los archivos o directorios de entrada. Se trata de
tres cajas de texto de tipo QLineEdit, una para la
vista izquierda, otra para la vista derecha y otra
para la entrada en side-by-side. A la derecha de
cada l´ınea de texto, un boto´n QToolButton abre
un dia´logo para seleccionar la ruta del archivo de
imagen o v´ıdeo o del directorio de la secuencia. El
cuadro de seleccio´n del formato de archivo, expli-
cado antes, esta´ asociado a las cajas de texto de manera que si esta´ seleccionado el
formato side-by-side, se deshabilita la posibilidad de seleccionar rutas separadas para
la izquierda y la derecha, mientras que si no esta´ seleccionado, se habilitan las rutas
izquierda y derecha y se deshabilita la ruta para side-by-side.
Cap´ıtulo 5 Implementacio´n y funcionalidades del sistema 123
5.4.3 A´rea de seleccio´n de para´metros
Figura 5.5 – Area de para´metros
de correspondencia.
En la mitad izquierda de la ventana, la par-
te central presenta los para´metros de correspon-
dencia principales. Estos se corresponden con las
variables p.method, p.dmin, p.ndisp, p.winSize,
p.iterations y p.levels, que hemos considera-
do comunes a la mayor´ıa de algoritmos. En la figu-
ra 5.2 vemos que aparece seleccionado el me´todo
BM y, al igual que ocurr´ıa con los tipos de archivo
de entrada, la seleccio´n es exclusiva (so´lo se admite
un elemento seleccionado). Segu´n el me´todo mar-
cado, se habilitan u´nicamente los para´metros que utiliza. Por ejemplo, como BM no tiene
iteraciones o niveles, estos para´metros esta´n deshabilitados. El resto de son nume´ricos,
por lo tanto, lo ma´s apropiado es utilizar objetos de la clase QSpinBox que establecen
valores nume´ricos modificables mediante texto o pulsando sobre las flechas superior e
inferior.
5.4.4 A´rea de imagen
Es la zona donde se muestra la vista izquierda durante la ejecucio´n del proceso de
correspondencia. La imagen original es escalada para ajustarse al taman˜o y la forma del
recuadro pudiendo aparecer ligeramente deformada. Cuando no se visualiza contenido
sobre el a´rea, se muestra el logo de la herramienta.
(a) A´rea de imagen. (b) Logo.
Figura 5.6 – A´rea de imagen y logo de la herramienta.
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5.4.5 Botones de accio´n
Figura 5.7 – Botones de accio´n.
Debajo del a´rea de imagen se situ´an tres
botones de tipo QPushButton. Cada uno de ellos
esta´ asociado a una accio´n diferente. Una pul-
sacio´n sobre el boto´n “RUN” ejecuta la accio´n
StereoGUI::run() encargada de iniciar la eje-
cucio´n. Esta funcio´n comprueba el tipo de ar-
chivo de entrada seleccionado y decide si se
tiene que llamar al subproceso runImage(),
runSequence() o runVideo(). El boto´n “STOP”
detiene la ejecucio´n lanzando una interrupcio´n
(StereoGUI::stop()), conservando los para´metros seleccionados y restaura el a´rea de
la imagen dejando de mostrar la vista de entrada. El boto´n “RESET” restablece los
para´metros por defecto (StereoGUI::reset()), volviendo de nuevo a la figura 5.2.
5.4.6 Evaluacio´n y captura de resultados
Figura 5.8 – Evaluacio´n y captura
de resultados.
En la esquina inferior izquierda tenemos las
opciones relacionadas con la evaluacio´n y guarda-
do de resultados, que representan los flags eval y
guardar, respectivamente. De nuevo un cuadro de
seleccio´n QCheckBox permite determinar si se van
a evaluar los resultados. Por lo tanto, si se selec-
ciona, se calculara´ la reconstruccio´n de la imagen
de referencia y la imagen diferencia normalizada
junto con los estad´ısticos, en cada iteracio´n. Otro
cuadro de seleccio´n QCheckBox activa el flag de
guardado de resultados, es decir, cuando esta´ marcado, se guardara´n los resultados.
Adema´s, se activa una l´ınea de texto QLineEdit asociada donde se debe escribir la ruta
de los archivos de salida (output dir) o buscarla utilizando el boto´n QToolButton que
abre un dia´logo para seleccionar la ruta. Hay que comentar que en el caso de las ima´ge-
nes y secuencias, al seleccionar el cuadro de guardar los resultados, tambie´n se marca el
de evaluar. Esto no sucede cuando se trabaja con v´ıdeos porque no tiene mucho sentido
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realizar la evaluacio´n cuadro a cuadro y porque interesa obtener los resultados en tiempo
real. A la derecha, el boto´n de tipo QPushButton etiquetado como “Capturar” desencade-
na la accio´n de realizar una captura individual de resultados (StereoGUI::capture()).
Es equivalente a pulsar la tecla ’f’. En este caso, si se trabaja con v´ıdeo, se realizara´ la
evaluacio´n de resultados u´nicamente sobre el frame actual para an˜adirlos al archivo de
resultados y almacenar las ima´genes reconstruida y de error normalizada.
5.4.7 La barra de menu´
Figura 5.9 – Barra de menu´.
Por u´ltimo, hablaremos de la barra de menu´,
situada en la parte superior de la ventana. La clase
QMenuBar proporciona las herramientas necesarias
para elaborar el menu´ y an˜adir todas las opciones
de forma flexible. La barra de menu´ consta de dos
menu´s (QMenu), uno titulado “Opciones” y otro
de “Ayuda”. El primero contiene las tres accio-
nes principales de nuestra herramienta (“Reset”,
“Run” y “Stop”) y son equivalentes a pulsar so-
bre los botones de accio´n situados bajo el a´rea de
imagen. La otra accio´n es la etiquetada como “Salir”, que finaliza la ejecucio´n de la
interfaz de usuario cerrando la aplicacio´n. Adema´s, se ha an˜adido una barra de estado
(QStatusBar) en la parte inferior de la ventana de manera que, al situar el puntero sobre
alguna de las opciones del menu´, se muestra una breve descripcio´n de la accio´n, como
se puede observar en la figura 5.10(a). El segundo menu´, el de ayuda tiene dos opciones:
“Controles” y “Acerca de...” (figura 5.10(b)), que explicamos a continuacio´n.
(a) Opciones (b) Ayuda
Figura 5.10 – Barra de menu´
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Dentro del menu´ de ayuda, al pulsar la opcio´n de “Controles” se abre un cuadro
de dia´logo con la informacio´n acerca de los comandos del teclado. En la figura 5.11 se
presenta una breve descripcio´n de la funcio´n de todas las teclas consideradas. Durante
la ejecucio´n, es equivalente utilizar los controles del teclado y los para´metros de la
interfaz gra´fica. Es decir, cualquier modificacio´n sobre los para´metros causada por la
pulsacio´n de una tecla se actualiza en la interfaz gra´fica. Ana´logamente, los para´metros
se pueden modificar directamente sobre la interfaz gra´fica y la pulsacio´n de una tecla
los actualizara´ partiendo del u´ltimo valor que tengan.
Figura 5.11 – Barra de menu´: ayuda de comandos.
La opcio´n “Acerca de..” abre un cuadro de dia´logo con la descripcio´n de la herra-
mienta. Como vemos en la figura 5.12, se trata del t´ıtulo de este proyecto y el nombre
del autor.
Figura 5.12 – Barra de menu´: ayuda acerca de...
5.4.8 Mensajes de error y avisos
Para finalizar el cap´ıtulo, vamos a presentar algunos mensajes de error comunes
que pueden aparecer durante la ejecucio´n de la herramienta. Hay que comentar que
son avisos que no implican la finalizacio´n de la ejecucio´n de la interfaz gra´fica y
que pueden ayudar al usuario en caso de haber cometido un error al introducir los
para´metros.
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El primer error que se puede cometer es el llamado error de ruta o rutas de
origen. Se produce cuando los campos de texto correspondientes a las rutas de archivos
o directorios de entrada esta´n en blanco en el momento de leer los para´metros. En caso
de producirse, se muestra alguno de los dos mensajes de la figura 5.13. Segu´n sea el tipo
de archivo de entrada, se muestra el error de la figura 5.13(a) si es side-by-side, y se
muestra el de la figura 5.13(b) si se trata de vistas separadas.
(a) Modo side-by-side (b) Modo dos vistas
Figura 5.13 – Error de ruta de origen
Una vez le´ıdos los para´metros, se dispone de las rutas de entrada en las variables
src o left param y right param. Si la ruta no se corresponde con ningu´n archivo de
imagen o v´ıdeo existente, se produce un error de archivo. En la imagen 5.14, el archivo
“rutaFalsa.png” no existe.
Figura 5.14 – Error de archivo.
Trabajando con secuencias, las variables src o left param y right param con-
tienen la ruta de los directorios de entrada. Si no se corresponde con ningu´n directorio
existente, se produce un error de directorio. En el ejemplo de la figura 5.15, se ha
introducido como para´metro la ruta de un directorio llamado “resultados” que no existe.
Figura 5.15 – Error de directorio.
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Por otra parte, cuando se espera que la ruta del archivo o archivos de entrada
corresponda con la de un v´ıdeo y no es as´ı, se produce un error de archivo de v´ıdeo.
(a) (b)
Figura 5.16 – Error de archivo de v´ıdeo.
Cuando se tiene las dos vistas almacenadas en las matrices left src y right src
extra´ıdas a partir de una imagen o de un cuadro de v´ıdeo, se realizan ciertas compro-
baciones. Una de ellas compara las dimensiones de las ima´genes, ya que el proceso de
correspondencia requiere dos vistas de la misma escena que tendra´n las mismas propie-
dades. Si no coindicen las dimensiones, se produce un error de entrada como el de la
imagen siguiente.
Figura 5.17 – Error de entrada.
Para acabar, el error de fichero de resultados se produce cuando no se puede
leer o escribir correctamente al guardar los resultados. Generalmente ocurre cuando, al
realizar una captura individual, el archivo csv de resultados esta´ abierto con otro progra-
ma como Excel. Es un error bastante comu´n ya que es habitual consultar los resultados
en tiempo de ejecucio´n. Cuando se produce, se guarda correctamente la imagen recons-
truida y la diferencia normalizada, pero las estad´ısticas no se an˜aden al archivo de texto
haciendo inu´til la captura.
Figura 5.18 – Error fichero resultados.
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5.5 Flujo del programa
Inicio
Lectura de 
parámetros
Parámetros 
de entrada
Tipo de dato
runImage() runSequence() runVideo()
Imagen vídeo
secuencia
Fin
Mostrar GUI
Acción
RUN
RESET
Detiene la ejecución
STOPParámetros por 
defecto
Figura 5.19 – Flujo del programa.
Cuando arrancamos el programa aparece
la interfaz gra´fica de usuario (GUI), que mues-
tra todos los para´metros que podemos seleccio-
nar y las acciones a realizar (seccio´n 5.4). Como
se puede ver en el diagrama de flujo de la figu-
ra 5.19, las tres acciones que se pueden realizar
son RESET, STOP y RUN. La primera restablece
los para´metros por defecto, la segunda detiene la
ejecucio´n del proceso de correspondencia modifi-
cando la variable running (running = false),
mientras que la u´ltima inicia la ejecucio´n del
proceso de correspondencia.
Tras accionar RUN, inmediatamente se leen los para´metros de entrada elegidos en la
interfaz gra´fica para su posterior aplicacio´n. Segu´n el tipo de datos de entrada (imagen,
secuencia o v´ıdeo), se llamara´ a un subproceso distinto (runImage(), runSequence()
o runVideo()) para realizar la correspondencia. A continuacio´n explicamos en detalle
cada uno de los subprocesos.
5.5.1 Imagen (runImage())
Cuando el archivo de entrada es una imagen, se ejecuta el subproceso runImage(),
que esta´ representado en el diagrama 5.20. En primer lugar se comprueba el formato de
la imagen de entrada. Si se trata de una imagen side-by-side , se obtiene el nombre
del u´nico archivo del que se dispone (nombreFichero.ext) a partir de la ruta de origen
que se ha obtenido como para´metro (src). La razo´n por la que extraemos el nombre
es porque se puede utilizar para nombrar los archivos de resultados. Para realizar la
correspondencia es necesario disponer de dos vistas, una para cada ojo, por lo tanto se
divide la imagen SbS en dos subima´genes de ancho mitad (left src y right src). Si,
por el contrario, tenemos dos ima´genes de entrada separadas, se extrae el nombre del
archivo correspondiente a la vista izquierda a partir de la ruta (left param) y no hace
falta realizar ninguna operacio´n adicional.
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Figura 5.20 – Flujo del subproceso runImage()
Una vez tenemos ambas ima´genes, comienza la preparacio´n para aplicar los algo-
ritmos de correspondencia. Primero se convierten a escala de gris (left y right).
A pesar de que algunos algoritmos admiten ima´genes en color, aunque puede darse el
caso de que internamente las transformen a escala de gris, hacemos esta transformacio´n
para compararlos de forma ma´s fiable porque as´ı esta´n en igualdad de condiciones. A
continuacio´n se asignan los para´metros de entrada a las variables y atributos de los
distintos objetos que representan a los algoritmos de correspondencia y se muestra la
imagen izquierda en la interfaz gra´fica.
El siguiente paso es comenzar la ejecucio´n del proceso de correspondencia acti-
vando el flag running y entrando en un bucle de tipo while. Mientras el flag permanezca
activado, el subproceso correspondence(...) (seccio´n 5.5.4) estima el mapa de dispa-
ridad. Una vez calculado el mapa de disparidad se comprueba si hay que evaluar los
resultados obtenidos (subproceso eval(...), seccio´n 5.5.5) y si hay que guardarlos
(subproceso saveResults(...), seccio´n 5.5.6). Hay que comentar que si se selecciona
la opcio´n de guardar al inicio de la ejecucio´n, so´lo se almacenara´n los resultados de la
primera iteracio´n. En cualquier caso, se muestran los resultados tal y como se explica
en la seccio´n 5.5.7. Por u´ltimo, se escucha del teclado si ha sido presionada alguna
tecla para actualizar los para´metros y/o el estado de la ejecucio´n o, como explicaremos
en la seccio´n 5.5.6, realizar una captura. Esto nos permite variar los para´metros
dina´micamente para encontrar el mejor resultado y guardarlo. El estado running se
puede desactivar accionando STOP (generando una interrupcio´n) o la tecla escape del
teclado, deteniendo la ejecucio´n.
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5.5.2 Secuencia de ima´genes (runSequence())
Este subproceso es muy parecido a runImage(), salvo que esta´ pensado para calcu-
lar automa´ticamente el mapa de disparidad de todas las ima´genes este´reo contenidas
en un directorio o directorios especificados (diagrama 5.21). Aunque se denomina se-
cuencia, las ima´genes no tienen por que´ estar relacionadas entre s´ı, pero tambie´n puede
ser u´til para estimar la disparidad de varios cuadros consecutivos capturados de un v´ıdeo.
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Figura 5.21 – Flujo del subproceso runSequence()
Como en el caso anterior, primero se comprueba el tipo de archivo de entrada.
Ahora, el para´metro src representa la ruta del directorio que contiene el conjunto de
ima´genes este´reo en formato side-by-side y se comienza comprobando su existencia.
A continuacio´n se busca el primer archivo contenido en el directorio. Para dos vistas
separadas, deben encontrarse en directorios distintos (left param y right param) y
tener el mismo nombre, se comprueba la existencia de ambos y se localiza el primer
archivo dentro de cada uno de ellos.
Localizados los archivos de imagen, se inicia el contador frameNumber y, al igual
que en runImage(), se extrae su nombre y se preparan para el proceso de correspondencia
(separacio´n en dos vistas, si es necesario, y conversio´n a escala de gris). Tras la asignacio´n
de los para´metros a las variables y objetos que representan a los algoritmos, se comprueba
si hay que evaluar y guardar los resultados. Estos, despue´s se muestran en pantalla. Esta
parte coincide con lo explicado en runImage().
En cada iteracio´n se comprueba si hay ma´s archivos dentro de los directorios.
Si es as´ı, se incrementa en uno el contador de ima´genes y se repite el proceso descrito
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Figura 5.22 – Secuencia finalizada correctamente.
en el pa´rrafo anterior. Si no hay ma´s archivos y no ha ocurrido ninguna incidencia,
se muestra el mensaje informativo de la figura 5.22, terminando la ejecucio´n.
5.5.3 Vı´deo (runVideo())
Cuando se trabaja con v´ıdeos, el proceso es muy similar a los dos anteriores salvo
algunos matices. Se comienza inicializando un contador de cuadros que sera´ u´til, tanto
para registrar la cantidad de ima´genes procesadas en el ca´lculo de estad´ısticas, como
para generar el nombre de las capturas de resultados. El otro contador que se inicializa
es la suma de frames per second , que se emplea para obtener el valor medio de
cuadros por segundo que puede procesar nuestra herramienta.
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Figura 5.23 – Flujo del subproceso runVideo()
Al igual que en los anteriores subprocesos, se comprueba el formato de entrada. Si
es un v´ıdeo side-by-side (video), se obtiene su nombre, se abre una captura de v´ıdeo
y se toma el primer cuadro, que hay que separar en dos ima´genes de ancho mitad. Por
otra parte, si se trata de dos v´ıdeos separados (left video y right video), se obtiene
el nombre de la vista izquierda, se abren dos capturas de v´ıdeo y se toma el primer
cuadro de cada uno de ellos.
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La preparacio´n de las ima´genes no cambia: conversio´n a escala de gris, se muestra
la vista izquierda en el GUI y se asignan los para´metros a las variables y objetos que
representan a los algoritmos. Una de las novedades que incorpora el procesamiento de
los v´ıdeos es la preparacio´n del v´ıdeo de salida y del archivo de resultados. Este
mo´dulo se explica con mayor detalle en el apartado 5.5.6 y su existencia se debe a que
trabajar con v´ıdeo exige un tratamiento diferente de los resultados.
Tras activar el flag running se entra en el bucle de ejecucio´n del proceso de
correspondencia. Despue´s de calcular el mapa de disparidad, se actualiza el valor del
contador suma de fps y se comprueba si hay que evaluar y guardar los resultados. En
este caso, no se utiliza saveResults(...), sino que se guarda directamente el mapa de
disparidad actual en el v´ıdeo de salida y se an˜aden algunos datos (que sera´n explicados
en el apartado 5.5.6) en el archivo de resultados de v´ıdeo. Posteriormente se muestran
los resultados por pantalla. Si el v´ıdeo contiene ma´s cuadros, se repite la fase de pre-
paracio´n: tomar el cuadro, separar las dos vistas si fuera necesario y conversio´n a escala
de gris. Tambie´n hay que actualizar el contador de cuadros. Como en runImage(), se
escucha si se ha pulsado alguna tecla para actualizar los para´metros y/o estado de eje-
cucio´n. El bucle se repite mientras no cambie el estado running (accionando STOP o la
tecla escape del teclado) y hasta que no se alcance el final del v´ıdeo. En cualquiera de
las dos situaciones, se finaliza la ejecucio´n tras calcular el valor medio de los cuadros
por segundo.
5.5.4 El mo´dulo de correspondencia (correspondence(...))
El proceso de correspondencia esta´ implementado mediante una funcio´n que per-
tenece a la clase StereoGUI y que toma como para´metros de entrada las ima´genes
izquierda y derecha preparadas y los para´metros de la aplicacio´n, y como salida la
referencia del mapa de disparidad:
void StereoGUI :: correspondence(Mat& left, Mat& right,
const Params& p, Mat& disp);
Esta funcio´n comienza comprobando el me´todo elegido (method), ya que cada
uno de ellos utiliza distintos tipos de datos de entrada, por lo que es necesario realizar
algunas adaptaciones sobre las matrices de entrada. Por ejemplo, los algoritmos basados
en GPU exigen matrices de entrada y salida contenidas en la memoria del dispositivo
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gra´fico (cv::gpu::GpuMat), en lugar de matrices en la memoria CPU (cv::Mat). Otros
requieren que los valores de las ima´genes este´n en formato de 16 o 32 bits en coma
flotante (short o float) en vez de utilizar 8 bits sin signo (unsigned char).
A continuacio´n se hace una llamada a la funcio´n correspondiente al me´todo, que
devolvera´ una matriz con el valor real de disparidad de cada p´ıxel de la imagen. De
nuevo, segu´n el me´todo, la matriz de disparidad tendra´ un formato distinto (entero de
8 bits con signo, entero de 16 bits con signo o 32 bits en coma flotante), por lo que, de
nuevo se debe realizar una transformacio´n para uniformizar los resultados. Se convierte
la matriz de disparidad real a formato de 32 bits en coma flotante porque es el tipo de
dato menos restrictivo y admite valores negativos. El resultado se guarda en disp left
(o disp right para la vista derecha).
Para poder visualizar el mapa de disparidad como una imagen, sus valores
deben estar comprendidos entre 0 y 255, siendo necesario realizar una normalizacio´n
siguiendo la siguiente expresio´n:
disp left norm(i, j) =
disp left(i, j)−mı´n {disp left}
ma´x {disp left} −mı´n {disp left} × 255 (5.1)
donde se observa que la matriz disp left norm almacena el mapa de disparidad
normalizado apto para la visualizacio´n.
Por u´ltimo, hay que comentar que se almacena el instante de comienzo del proceso
de correspondencia en la variable work begin para poder calcular la tasa de cuadros
por segundo al finalizar. Como veremos, esta medida se muestra siempre sobre el mapa
de disparidad al visualizar los resultados.
5.5.5 Evaluacio´n de resultados (eval(...))
La evaluacio´n esta´ definida en la clase StereoEval (class StereoEval). Tras el
proceso de correspondencia, si esta´ activado el flag eval, se aplica la siguiente funcio´n,
que toma como para´metros las dos vistas originales (left src y right src), el mapa
de disparidad real calculado y el para´metro de disparidad mı´nima dmin:
void StereoEval :: eval(Mat& left original, Mat& right original,
Mat& disp calc, int dmin);
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Las variables definidas en esta clase son las siguientes:
• Variables estad´ısticas
double rms: error cuadra´tico medio.
double psnr: relacio´n pico sen˜al a ruido.
double fps: tasa de cuadros por segundo.
double invalidpix: porcentaje de p´ıxeles inva´lidos.
double badpix: porcentaje de p´ıxeles erro´neos.
• Ima´genes de salida
Mat reconst: matriz que almacena la imagen de referencia reconstruida.
Mat diffNormCol: matriz que almacena la imagen diferencia normalizada.
La funcio´n StereoEval::eval comienza calculando la imagen de referencia
reconstruida mediante:
void StereoEval :: getLeftFromRight(const Mat& ref, const Mat& disp,
Mat& target);
Esta funcio´n, capaz de reconstruir la imagen izquierda (target) a partir de la
vista derecha (ref) y el mapa de disparidad real (disp), ha sido implementada en
CUDA. La reconstruccio´n es una transformacio´n inversa, es decir, para cada p´ıxel
de la imagen de salida que queremos generar, buscamos la posicio´n horizontal del p´ıxel
de la imagen de entrada cuyo valor hay que copiar (equacio´n 5.2), como se ilustra en la
figura 4.7.
xR = xL − d(xL, yj); (5.2)
donde xR es la coordenada horizontal del p´ıxel de la imagen right src (ref en la
funcio´n), xL es la coordenada horizontal del p´ıxel que estamos calculando de la imagen
reconst (target en la funcio´n) y d(xL, yj) es el valor real de disparidad correspondiente
a la posicio´n del p´ıxel que estamos calculando y que obtenemos de disp left (disp en
la funcio´n).
Puesto que el valor de disparidad toma valores reales (float), la posicio´n hori-
zontal obtenida del p´ıxel no siempre sera´ un valor entero, por lo que es necesario
calcular el valor del p´ıxel mediante una interpolacio´n lineal a partir de los vecinos
ma´s pro´ximos. Hemos llamado pixInf al p´ıxel cuya coordenada horizontal es el primer
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entero inferior a xR y pixSup al p´ıxel cuya coordenada horizontal es el entero superior
(figura 5.24).
xR
|x  |R |x  |+1R
yj
pixInf pixSup
δ
Figura 5.24 – Interpolacio´n lineal.
En la imagen, se denota al entero inferior como |xR|, ya que se obtiene extrayendo
la parte entera de xR, y la posicio´n del entero superior se calcula aumentando la coor-
denada del inferior en una unidad (|xR|+ 1). La distancia entre xR y |xR| es δ. El valor
del p´ıxel se obtiene mediante la interpolacio´n definida por la siguiente expresio´n:
IˆL(xL, yj)= (1− δ) · IR(|xR|, yj) + δ · IR(|xR|+ 1, yj) =
= IR(|xR|, yj) + [IR(|xR|+ 1, yj)− IR(|xR|, yj)] · δ
(5.3)
Una vez realizada la reconstruccio´n se realiza la evaluacio´n propiamente dicha.
Para ello se llama al subproceso que se encarga de calcular los estad´ısticos (rms y
psnr) y a continuacio´n se genera la imagen diferencia normalizada. Se define como sigue,
donde ref es la imagen de referencia (en nuestro caso left src) y reconst es la imagen
reconstruida que se quiere comparar:
void StereoEval::evalSinGT(Mat& ref, Mat& reconst);
Por u´ltimo, se cuentan los p´ıxeles inva´lidos y se extraen los erro´neos con
ayuda de la imagen de error normalizada para calcular las respectivas tasas Pi y Pe.
Se marcan los p´ıxeles inva´lidos sobre la imagen reconstruida y de error normalizada,
de manera que se puede apreciar a simple vista la cantidad de p´ıxeles sin valor de
disparidad asignado. De la imagen de error normalizada se puede apreciar que los valores
de mayor intensidad son los p´ıxeles erro´neos. En la seccio´n 5.5.7 se mostrara´ el aspecto
que presentan estas ima´genes.
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5.5.6 Guardar resultados
En el proceso de guardado de resultados debemos distinguir entre trabajar con
ima´genes y secuencias, o con v´ıdeo. Como hemos visto, runImage() y runSequence()
comprueban si hay que guardar los resultados una vez estimado el mapa de disparidad.
En caso afirmativo, se llama a la siguiente funcio´n:
bool StereoGUI::saveResults(const string dir, const string extension);
Los para´metros de entrada son la ruta del directorio en el que se quiere guardar
los resultados (dir) y la extensio´n que determina el formato de las ima´genes resultan-
tes (extension), que generalmente sera´ png. El directorio de salida viene dado por el
para´metro de entrada de la aplicacio´n output dir. En primer lugar, se genera el nom-
bre completo con el que guardar el mapa de disparidad y concatena con la ruta de
salida. El nombre depende del me´todo de correspondencia aplicado ya que cada uno
tiene distintos para´metros. El formato general de nombres es el siguiente:
nombreFichero p.type(p.method)dmin(p.dmin)ndisp(p.ndisp)w(p.winSize)lev(p.levels)it(p.iterations)
Partiendo de este formato, el nombre var´ıa en funcio´n del me´todo de corres-
pondencia (p.method) eliminando todos aquellos para´metros que no utiliza. Algunos
algoritmos como BM y BM CPU permiten activar un prefiltrado de las ima´genes duran-
te el proceso de correspondencia, esto se indica an˜adiendo a continuacio´n del nombre
“pref sob(flag)” o “preFilterType(tipo)”, respectivamente. Tambie´n SGBM admite una
optimizacio´n mediante programacio´n dina´mica y aparece en el nombre como “DP(s/n)”.
Adema´s de todo esto, si el algoritmo utilizado calcula dos mapas de disparidad, se an˜ade
“ L” o “ R” y, por u´ltimo la extensio´n.
Por ejemplo, sobre una imagen de entrada llamada “captura03.bmp”hemos aplica-
do el algoritmo BM con disparidad mı´nima p.dmin=-10, nu´mero de niveles de disparidad
p.ndisp=16, taman˜o de ventana p.winSize=7 y prefiltrado desactivado. El nombre que
se genera cuando llamamos a saveResults(...) indicando la extensio´n “png” es:
captura03 Image(BM)dmin(-10)ndisp(16)w(7)pref sob(0).png
Bajo este nombre se guarda el mapa de disparidad normalizado ya que no
necesitamos saber el valor real de profundidad porque lo ma´s importante para nuestro
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problema es conocer la relacio´n entre los distintos planos de disparidad. Si adema´s se
ha realizado la evaluacio´n de resultados, opcio´n que se selecciona automa´ticamente
al guardar los resultados en el caso de las ima´genes y secuencias, se an˜ade al nombre
anterior el sufijo “Rec” para la imagen reconstruida (reconst) y “Diffn”para la diferencia
normalizada (diffNormCol). Siguiendo con el ejemplo anterior, se habra´ generado los
siguientes nombres:
captura03 Image(BM)dmin(-10)ndisp(16)w(7)pref sob(0)Rec.png
captura03 Image(BM)dmin(-10)ndisp(16)w(7)pref sob(0)Diffn.png
En la misma ruta que las ima´genes, tambie´n se guarda un archivo de resultados
(results) con el nombre “Resultados.csv”. Se trata de un archivo de texto en formato
csv. El csv se caracteriza por su sencillez para recoger gran cantidad de informacio´n
separada por comas. Cada vez que se guardan los resultados, se an˜ade una fila siguiendo
el siguiente formato:
“nombreFichero”,“p.type”,“p.method”,“p.dmin”,“p.ndisp”,“p.winSize”,“p.iterations”,“p.levels”,
“fps”,“rms”,“psnr”,“Pi”“Pe”
La figura 5.25 muestra una captura del archivo “Resultados.csv” de nuestro ejem-
plo. Como se observa, hay campos que no tienen valor, esto se debe a que el me´todo
BM no utiliza los para´metros p.iterations y p.levels.
Figura 5.25 – Captura del archivo de resultados en formato csv.
El archivo de texto es poco visual. Afortunadamente, se puede visualizar con
Microsoft
TM
Excel de manera ma´s amigable en forma de tabla.
Figura 5.26 – Captura del archivo de resultados visualizado en Excel.
Nuestra herramienta permite adema´s realizar capturas de resultados pulsan-
do la tecla ‘f’ o accionando el boto´n “Capturar” de la interfaz gra´fica. Como hemos
comentado en el apartado runImage() (5.5.1), la variacio´n dina´mica de los para´metros
Cap´ıtulo 5 Implementacio´n y funcionalidades del sistema 139
permite encontrar el mejor resultado y la realizacio´n de capturas sucesivas facilita su
comparacio´n. Cada vez que se realiza una nueva captura, se an˜aden los resultados al
archivo.
Figura 5.27 – Realizacio´n de capturas sucesivas.
Si todos los resultados se han guardado correctamente, aparecera´ un cuadro
de dia´logo de confirmacio´n. En caso contrario, aparecera´ un aviso de error.
(a) Guardado correctamente (b) Error de guardado
Figura 5.28 – Mensaje que confirma que los resultados se han guardado
correctamente (izquierda) y advertencia de error (derecha).
Ahora explicamos co´mo se guardan los resultados para v´ıdeo. En el apartado
runVideo() (5.5.3) hemos introducido la preparacio´n del v´ıdeo de salida (outputVideo)
y del archivo de resultados (res video), porque adema´s del csv ya explicado, cada v´ıdeo
lleva asociado un archivo propio. El nombre de este nuevo csv es el nombre del v´ıdeo
acabado en “out”. Por defecto, cuando se trabaja sobre v´ıdeos, no se realiza la evaluacio´n
en cada cuadro y el formato de resultados es el de la figura 5.29. Podemos observar que
se calcula la tasa de cuadros por segundo para cada frame y cuando finaliza la ejecucio´n
del proceso de correspondencia se obtiene el valor medio.
Figura 5.29 – Archivo de resultados para v´ıdeo
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Adicionalmente, se pueden realizar capturas individuales de cuadros del v´ıdeo
presionando ‘f’ o accionando “Capturar”. En tal caso, se realiza la evaluacio´n de los
resultados y, al igual que con las ima´genes y secuencias, se guarda el mapa de disparidad
normalizado, la imagen reconstruida y la diferencia normalizada. Tambie´n se an˜ade la
informacio´n en el archivo “Resultados.csv”. La u´nica diferencia es que se an˜ade el nu´mero
de frame en el nombre de los archivos, como podemos observar en la primera columna
de la figura 5.30.
Figura 5.30 – Archivo de resultados.
Es importante destacar que se guarda un v´ıdeo de salida cuyo nombre es el
del v´ıdeo original acabado en “out” y en formato “.avi”. El v´ıdeo contiene el mapa de
disparidad normalizado correspondiente a cada uno de los cuadros del v´ıdeo original. El
principal inconveniente es el gran taman˜o del archivo generado.
5.5.7 Presentacio´n de los resultados (showResults(...))
El proceso encargado de mostrar los resultados esta´ definido por una funcio´n que
pertenece a la clase StereoGUI que toma como para´metros de entrada los para´metros p
de la aplicacio´n:
void StereoGUI::showResults(const Params& p);
Se trata de una sencilla funcio´n que abre una ventana con el t´ıtulo “Normalized
Left Disparity” y situ´a en ella el mapa de disparidad normalizado correspondiente
a la vista izquierda calculado en el proceso de correspondencia. Si el algoritmo utili-
zado calcula tambie´n el mapa de disparidad derecho (p.method == Params::ELAS ||
p.method == Params::GC), se mostrara´ en una ventana con el t´ıtulo “Normalized Right
Disparity”.
En la esquina superior izquierda de la imagen aparece el valor de la tasa de
cuadros por segundo (fps), aunque como hemos comentado, esto solo se hace al
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Figura 5.31 – Mapa de disparidad normalizado: ejemplo de resultado obtenido
al aplicar el me´todo BM GPU (p.method==BM) sobre la captura del
v´ıdeo mostrada en la figura 1.8.
visualizar ya que, al guardar, la tasa calculada se escribe en el archivo de resultados.
Esto nos proporciona de manera ra´pida una idea aproximada de la eficiencia de cada
algoritmo.
Por otra parte, si se ha realizado la evaluacio´n de los resultados, se abre
una ventana para mostrar la imagen de referencia reconstruida (reconst) con el t´ıtulo
“Reconstruida” y otra ventana para la imagen diferencia normalizada (diffNormCol)
con el t´ıtulo “DiffNormCol”.
(a) Imagen reconstruida (b) Imagen diferencia normalizada
Figura 5.32 – Resultados de la evaluacio´n. A la izquierda la imagen de referencia
reconstruida y a la derecha la imagen diferencia normalizada.
Como se observa, los p´ıxeles inva´lidos de la imagen reconstruida y de la imagen
diferencia normalizada se han representado con otro color. Esto aporta visualmente una
idea de la calidad del resultado obtenido con cada algoritmo.

Cap´ıtulo 6
Pruebas y evaluacio´n de resultados
6.1 Introduccio´n
Ya hemos explicado los fundamentos de la correspondencia este´reo y las funciona-
lidades de nuestra herramienta para evaluar que´ algoritmos se comportan mejor frente
a un problema determinado. Ahora vamos a describir y analizar los resultados obteni-
dos de la comparacio´n realizada utilizando la herramienta para comprobar cua´l de los
algoritmos analizados ofrece mejores resultados en el caso que nos ocupa.
Comenzamos describiendo las capturas utilizadas para las pruebas, justificando la
eleccio´n de acuerdo a ciertos criterios. La calidad de los resultados se puede analizar
atendiendo tanto a criterios subjetivos, mediante inspeccio´n visual, como a criterios ob-
jetivos que permiten compararlos utilizando informacio´n que, a priori, parece ma´s fiable.
El ana´lisis objetivo de calidad se basa en las tasas de p´ıxeles inva´lidos y erro´neos, indi-
cadores de la capacidad del mapa de disparidad para recuperar la imagen de referencia
mediante la reconstruccio´n a partir de la segunda vista y el mapa, as´ı como en los indi-
cadores de error RMS y PSNR. Por otra parte, el ana´lisis de eficiencia de los algoritmos
se realiza midiendo la tasa de cuadros por segundo que son capaces de procesar.
6.2 Capturas de prueba
Para representar en este documento los resultados de las pruebas realizadas, hemos
escogido un conjunto de capturas del v´ıdeo del partido, descrito en la seccio´n 1.3.2, que
aparecen recogidas en la figura 6.1.
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(a) Captura 1 (b) Captura 2 (c) Captura 3
(d) Captura 4 (e) Captura 5 (f) Captura 6
Figura 6.1 – Capturas del v´ıdeo del partido que utilizamos en nuestras pruebas.
Como ya hemos explicado, todas las capturas esta´n en formato HD Ready Side-by-
Side (2560x720 p´ıxeles) conteniendo una vista para cada ojo de manera que la imagen
correspondiente a cada uno de ellos es un cuadro HD 720p (1280x720 p´ıxeles). Se ha
tratado de escoger un subconjunto representativo que reu´na el mayor nu´mero posible de
situaciones conflictivas que se pueden producir en un encuentro deportivo.
En particular, las capturas 1, 2, 5 y 6 presentan grandes regiones uniformes o sin
textura en la zona del terreno de juego (ce´sped). Por otra parte, algunas presentan un
escenario con movimiento tanto de los jugadores como del balo´n (capturas 2 y 5)
en las que se produce emborronamiento. Sin embargo, las capturas 1, 3, 4 y 6 muestran
situaciones ma´s esta´ticas con mejor definicio´n de los objetos de la escena. Una captura
tomada a una distancia lejana de la escena, como la 1, 2 y 5, da lugar a un mayor nu´me-
ro de planos de profundidad (niveles de disparidad) aumentando la posibilidad de
producirse oclusiones. Por el contrario, las capturas 3, 4 y 6, esta´n tomadas ma´s cerca
de la escena. Adema´s, las capturas 1, 2, 5 y 6 tienen zonas altamente texturizadas
en superficies inclinadas (gradas con pu´blico) que favorecen el proceso de correspon-
dencia, donde los saltos entre niveles de disparidad del mapa dependen de la resolucio´n
(en bits) del algoritmo. Las capturas 3 y 4 son diferentes de las anteriores ya que reflejan
una escena ma´s cercana donde muchos objetos o personas dan lugar a una alta tasa
de oclusiones.
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6.3 Experimentos y discusio´n
A continuacio´n detallamos los experimentos realizados para estudiar los algorit-
mos. Comenzamos por el ana´lisis de calidad, tanto subjetiva como objetiva, y finalizamos
con la comparacio´n de eficiencia de los algoritmos.
6.3.1 Calidad
La calidad del mapa de disparidad viene dada por su capacidad para represen-
tar correctamente, para cada p´ıxel de la imagen, los diferentes niveles de profundidad
que existen en la escena tridimensional. Esta capacidad se puede analizar visualmente,
observando el aspecto que presenta el mapa de disparidad en cada regio´n de la imagen
(suavidad y saltos de nivel de disparidad, agujeros, oclusiones) o co´mo se comporta ante
variaciones de los para´metros de correspondencia. Esto constituye el ana´lisis subje-
tivo. Pero, tambie´n se puede realizar un ana´lisis objetivo a partir de los resultados
obtenidos de la comparacio´n entre la imagen de referencia reconstruida y la de referencia
original, y a partir de la informacio´n procedente de la imagen diferencia normalizada.
6.3.1.1. Calidad subjetiva
El experimento realizado para evaluar la calidad subjetiva de las diferentes te´cnicas
de correspondencia este´reo escogidas para nuestra herramienta, ha sido la bu´squeda
del mapa de disparidad aparentemente mejor mediante la variacio´n y ajuste de
los diferentes para´metros. De esta manera, se puede apreciar el efecto de cada tipo de
para´metro sobre el resultado final. Esto aporta un conocimiento adicional u´til para el
uso de la herramienta, ya que sabiendo co´mo influye cada para´metro en el mapa de
disparidad, se puede encontrar el mejor resultado ma´s ra´pidamente.
La figura 6.2 presenta los mapas de disparidad seleccionados como resultado de
aplicar cada me´todo de correspondencia sobre la captura 5. Se aprecia que cada uno tiene
sus propias caracter´ısticas, todos son diferentes, y han sido obtenidos utilizando distintos
valores de los para´metros de correspondencia (en la figura se indican como “(dmin, ndisp,
winsize, nlevels, niter)”). Esto dificulta la comparacio´n entre te´cnicas y obliga a recurrir a la
utilizacio´n de criterios subjetivos para decidir el me´todo ma´s adecuado en funcio´n de un
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problema concreto. Es decir, segu´n el caso, sera´ preferible un buen comportamiento en
zonas sin textura, cierta precisio´n cerca de los bordes o incluso un tratamiento concreto
en las zonas ocluidas. A continuacio´n, resumimos las caracter´ısticas de los diferentes
mapas de disparidad de la figura 6.2 en funcio´n de los para´metros.
(a) BM CPU (-13,16,11,-,-) (b) BM GPU (-13,16,10,-,-) (c) GC (-13,16,-,-,7)
(d) BPVISION (-12,20,-,1,15) (e) BP GPU (-12,20,-,1,15) (f) CSBP (-12,12,-,1,15)
(g) SGBM (-14,16,9,-,-) (h) ELAS (-13,20,-,-,-) (i) StereoVAR (-17,28,-,3,25)
Figura 6.2 – Mapas de disparidad.
El primer mapa (figura 6.2(a)) se corresponde al algoritmo BM CPU. Como se
observa, el gradiente de la escala de grises es bastante suave, debido a que la resolucio´n
(profundidad de bit) proporcionada por el algoritmo es de 16 bits. Es decir, el valor de
disparidad de cada p´ıxel esta´ representado por medio de un entero de 16 bits con signo.
Como referencia, se puede comparar con el mapa situado a su derecha (BM GPU) donde
se aprecian saltos bruscos entre los distintos niveles de disparidad debido a que el valor
de disparidad se representa mediante un entero de 8 bits con signo. A partir de esta
comparacio´n de referencia, se puede deducir la profundidad de bit del resto de mapas
de disparidad:
• BM GPU, GC, BPVISION y BP GPU tienen una resolucio´n de 8 bits con signo.
• CSBP, SGBM y ELAS tienen una resolucio´n de 16 bits con signo.
• StereoVAR tiene una resolucio´n de 32 bits en coma flotante.
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En vista de los resultados, podemos concretar que cuanto mayor sea el nu´mero
de bits para representar el valor nume´rico de la disparidad de cada p´ıxel, mayor sera´ la
resolucio´n de niveles de disparidad y, por tanto, se puede obtener un mapa ma´s suave y
preciso.
Volviendo al mapa de disparidad correspondiente a BM CPU, que ha sido ob-
tenido para 16 niveles de disparidad (ndisp) con valor mı´nimo -13 (dmin) y ancho de
ventana de 11 p´ıxeles (winsize), podemos observar que su principal zona conflictiva es
la superficie sin textura del terreno de juego donde presenta agujeros. Existen pro-
blemas en los bordes de los jugadores, donde no asigna valores de disparidad. Adema´s,
se produce la situacio´n de oclusio´n parcial de un jugador por otro que esta´ ma´s cerca
de la ca´mara. En ese caso, ha asignado el mismo valor de disparidad a ambos jugadores.
El mapa de la figura 6.2(b), BM GPU con los mismos para´metros que el anterior,
presenta menos ruido en la superficie sin textura, que sigue siendo problema´tica, e
incluso reconoce una de las l´ıneas del terreno de juego. El resultado es mejor globalmente
a pesar de tener menor resolucio´n (de bit) y de que los saltos entre niveles de disparidad
sean ma´s bruscos, aunque tambie´n asigna el mismo plano de disparidad a dos jugadores
parcialmente ocluidos. Tambie´n se mejora el resultado en los bordes de los jugadores.
La optimizacio´n basada en GC (ndisp = 16, dmin = −13, niter = 7) se caracteriza
por generar un mapa de disparidad formado por planos fronto-paralelos, efecto que
se pone de manifiesto en la figura 6.2(c). Sin embargo no es un mapa ruidoso, sino que
resulta bastante uniforme, respetando la continuidad a pesar de los saltos bruscos de
disparidad entre los diferentes niveles, sin presentar problemas en la zona sin textura.
No contiene demasiados outliers (grupo de p´ıxeles con distinto valor de disparidad que
sus vecinos) ya que el algoritmo busca la vecindad ma´s grande posible a la que asignar
la misma etiqueta. De nuevo, no distingue entre los dos jugadores parcialmente ocluidos.
Los mapas obtenidos a partir de las optimizaciones basadas en BP de las figuras
6.2(d) y 6.2(e) siempre son pra´cticamente ide´nticos, debido a que su implementacio´n es
exactamente la misma salvo que una de ellas esta´ optimizada para GPU. Los para´metros
utilizados en ambas son: dmin = −12, ndisp = 20, nlevels = 1 y niter = 15. El mapa es un
punto intermedio entre GC y BM, aunque se parece ma´s a este u´ltimo porque tambie´n
presenta problemas en la zona sin textura. Los bordes de los jugadores esta´n, por
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lo general, bien resueltos como en BM GPU, confundiendo de nuevo a los jugadores
parcialmente ocluidos.
La optimizacio´n CSBP produce un mapa bastante ruidoso con respecto a los
anteriores, aunque es posible que se deba a las particularidades de la implementacio´n
utilizada. Los para´metros que dan lugar a este mapa son: dmin = −12, ndisp = 12,
nlevels = 1 y niter = 15. Tras el ruido, se puede observar que diferencia bastante bien los
objetos de la escena y que el gradiente de disparidad del fondo es suave. Al igual que
los anteriores, presenta problemas en la zona sin textura.
El mapa de la figura 6.2(g), que se corresponde a SGBM con los para´metros
dmin = −14, ndisp = 16, y winsize = 9, no presenta problemas en la zona sin textura.
Es un mapa intermedio entre GC y BM. Globalmente es ma´s suave, debido a las res-
tricciones de continuidad que asume el me´todo y la resolucio´n de bit mayor. Presenta
algunas zonas sin valor asignado en las regiones ocluidas, cerca de los bordes de los
jugadores, pero no resulta demasiado problema´tico.
Como se ha explicado, ELAS tiene problemas en las zonas sin textura, donde
asigna valores inva´lidos. Este hecho se comprueba en la figura 6.2(h) (dmin = −13,
ndisp = 20), que presenta valores de disparidad so´lo en los jugadores y la grada. El resto
del mapa es bastante suave y se observa que este me´todo tampoco es capaz de distinguir
entre dos jugadores parcialmente ocluidos.
StereoVAR es el u´nico me´todo con resolucio´n de 32 bits, hecho que se pone de
manifiesto medante una alta suavidad en el mapa de la figura 6.2(i) (dmin = −17,
ndisp = 28 y niter = 25). El resultado de esta te´cnica es bastante diferente del resto. No
presenta problemas en la zona sin textura dando lugar a un gradiente de disparidad
(la figura mostrada tiene bajo contraste debido a las pequen˜as diferencias de distancia
entre planos de profundidad), al igual que en el fondo. Es capaz de distinguir algunos
jugadores parcialmente ocluidos.
Se puede observar que, los algoritmos que dependen de funciones de coste locales
(BM CPU, BM GPU, SGBM y ELAS) presentan un marco negro (valores inva´lidos)
en los laterales y/o en las zonas superior e inferior debido a que, por motivos de im-
plementacio´n, se ignoran las regiones que puedan requerir acceder a p´ıxeles fuera de la
imagen.
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Durante la realizacio´n de los experimentos, hemos llegado a las siguientes conclu-
siones con respecto a la variacio´n de los para´metros:
• Un valor mayor de ndisp, incrementa el rango de disparidad, permitiendo ma´s
valores intermedios que dan lugar a un mapa ma´s preciso. Dependiendo de la
profundidad de bit en la representacio´n nume´rica de los datos, se percibira´ ma´s
los saltos entre niveles de disparidad. Todo esto se traduce en un aumento del
contraste del mapa de disparidad normalizado que se visualiza. Adema´s la regio´n
negra que bordea el resultado de los algoritmos sera´ mayor.
• La variacio´n del mı´nimo dmin modifica la intensidad del mapa, manteniendo el
contraste. Valores menores dan lugar a un mapa de disparidad aclarado. Adema´s,
el ancho del borde negro que rodea la imagen aumentara´ en un lateral mientras
que disminuira´ en el contrario.
• Disminuir el taman˜o de ventana, winsize, da lugar a un mapa ma´s ruidoso,
aunque las regiones de p´ıxeles inva´lidos son de menor taman˜o. El incremento de
este para´metro reduce el ruido al asignar el mismo valor de disparidad a un mayor
nu´mero de p´ıxeles, pero provoca que el marco de valores inva´lidos que rodean el
mapa sea ma´s ancho.
• El nu´mero de iteraciones (niter) de los algoritmos iterativos (GC, BP y Stereo-
VAR) afectan positivamente sobre la suavidad del resultado. Un valor ma´s alto
reduce el ruido global del mapa de disparidad pero hay que evitar pasarse para no
eliminar bordes importantes.
• Los algoritmos multirresolucio´n que utilizan el para´metro nlevels, presentan ve-
cindades ma´s grandes con el mismo valor de disparidad asignado cuantos
ma´s niveles jera´rquicos se procesen. Este procesado no respeta bordes, ya que se
trabaja sobre versiones submuestreadas de la imagen original.
Por otra parte, analizando los mapas obtenidos por cada te´cnica, hay que tener
en cuenta los requisitos concretos de nuestra aplicacio´n. En concreto, se necesita
un mapa denso que tenga valores de disparidad va´lidos sobre todo en el entorno de
los objetos de la escena y no es necesario que dichos valores sean exactos, sino que es
suficiente con conocer las profundidades relativas entre ellos. Un mapa ruidoso puede
afectar bastante a la insercio´n de los objetos sinte´ticos interactivos, por lo que podr´ıamos
concluir que un mapa como el de GC, SGBM o StereoVAR ser´ıa lo ma´s apropiado.
150 Cap´ıtulo 6 Pruebas y evaluacio´n de resultados
Como hemos visto, es muy complicado extraer una conclusio´n a partir de la com-
paracio´n visual de los resultados de cada algoritmo, por lo que es necesario recurrir a
criterios objetivos.
6.3.1.2. Calidad objetiva
Realizar una evaluacio´n robusta del rendimiento de los algoritmos este´reo supone
un gran reto, ya que cada uno de ellos utiliza unos para´metros distintos. Para hacer
viable una comparacio´n cr´ıtica, los para´metros deben ser, dentro de lo posible, los mismos
para todos los algoritmos. Lograrlo es complicado, sobre todo tratando con algoritmos
basados en distintos tipos de te´cnicas, como ocurre con los locales y globales, siendo
dif´ıcil encontrar para´metros comunes a ambos. Por lo tanto, el objetivo es definir el
conjunto comu´n de para´metros ma´s grande posible.
A continuacio´n vamos a analizar los resultados de los experimentos realizados
utilizando los mismos para´metros para todos los algoritmos de correspondencia. Esto
facilita la toma de decisio´n acerca del me´todo ma´s apropiado para resolver nuestro
problema.
Seleccio´n de para´metros .
Durante el ana´lisis subjetivo, se ha encontrado emp´ıricamente el valor de los
para´metros este´reo que, en media, produc´ıan los mejores resultados para la mayor´ıa de
los algoritmos. De aqu´ı en adelante, todos los resultados han sido obtenidos utilizando
los siguientes para´metros:
• Disparidad mı´nima, dmin = −13 p´ıxeles.
• Niveles de disparidad que definen el rango de disparidad, ndisp = 16 niveles.
• Ancho de ventana de los algoritmos locales, winsize = 11 p´ıxeles.
• Nu´mero de iteraciones de los algoritmos iterativos, segu´n la velocidad de con-
vergencia de la solucio´n, niter = 10 para las optimizaciones basadas en belief pro-
pagation (BPVISION, BP GPU y CSBP) y niter = 25 para StereoVAR y GC.
• Nu´mero de niveles jera´rquicos de los algoritmos multirresolucio´n, nlevels = 1.
Cap´ıtulo 6 Pruebas y evaluacio´n de resultados 151
Resumen de resultados .
La tabla 6.1 recoge un resumen comparativo de resultados obtenidos aplicando
cada uno de los algoritmos, con los para´metros definidos, sobre algunas de las capturas
arriba descritas. Para cada imagen, se muestran los dos indicadores de error global: RMS
y PSNR, y la tasa de p´ıxeles erro´neos Pe. Se ha resaltado en negrita los valores mejores.
Captura 1 Captura 4 Captura 5 Captura 6
RMS PSNR Pe RMS PSNR Pe RMS PSNR Pe RMS PSNR Pe
BM CPU 71.5 11.04 15.21 73.22 10.84 1.386 70.55 11.16 11.53 57.61 12.92 6.758
BM GPU 58.7 12.76 16.86 72.41 10.94 1.482 54.44 13.41 13.08 49.28 14.28 7.89
GC 16.65 23.7 30.25 7.511 30.62 6.505 16.78 23.64 25.53 13.13 25.77 15.48
BPVISION 33.89 17.53 61.68 23.85 20.58 43.91 34.56 17.36 53.02 32.62 17.86 48.77
BP GPU 33.87 17.53 61.68 23.81 20.59 43.71 34.63 17.34 53.09 32.49 17.9 48.69
CSBP 33.71 17.57 61.8 23.26 20.8 41.41 34.46 17.38 52.7 32.14 17.99 48.1
SGBM 43.65 15.33 16.46 34.84 17.29 1.542 29.33 18.79 12.4 29.26 18.81 7.479
ELAS 77.98 10.29 13.67 86.46 9.394 1.332 88.42 9.199 9.887 76.6 10.45 5.853
StereoVAR 25.52 19.99 53.56 9.856 28.26 11.11 24.85 20.22 45.13 17.44 23.3 33.16
Tabla 6.1 – Resumen comparativo de los resultados obtenidos con algunas capturas.
Como explica´bamos en la seccio´n 4.6.2, los valores de RMS y PSNR esta´n rela-
cionados de forma inversa, de manera que cuanto menor sea el error global representado
por RMS, la PSNR sera´ mayor. Por lo tanto, podemos establecer la maximizacio´n de
la PSNR como primer criterio de seleccio´n del algoritmo ma´s adecuado. Se observa que,
como se esperaba, GC es el algoritmo con menor error global (mı´nimo RMS y ma´ximo
PSNR) en comparacio´n con el resto. Esto es debido a las restricciones globales que el
me´todo considera, cuyo objetivo es minimizar una funcio´n de energ´ıa (coste o error)
sobre toda la imagen.
Por otra parte, la tasa de p´ıxeles erro´neos depende de la tolerancia que per-
mitamos segu´n el problema concreto. Esta tasa viene dada por la cantidad de p´ıxeles
con valor de disparidad va´lido, cuyo valor en la imagen reconstruida supere un
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umbral de error con respecto a la imagen de referencia. Se puede medir tambie´n, con-
tando el nu´mero de p´ıxeles de la imagen diferencia normalizada que superen un umbral
de intensidad. Lejos de cualquier prono´stico, ELAS minimiza la tasa de p´ıxeles erro´neos
para todas las capturas. Esto se debe a que Pe so´lo tiene en cuenta los p´ıxeles con valor
de disparidad asignado, por lo que concluimos que esta te´cnica es bastante precisa en las
regiones donde puede calcular la disparidad. De hecho, una tasa de p´ıxeles erro´neos
baja no implica que el error global sea menor, ya que como se demuestra en la
misma tabla, ELAS tiene el RMS ma´s alto (PSNR ma´s bajo). Esto se debe a que, como
hemos visto, presenta graves problemas en las a´reas sin textura, donde no asigna valores
de disparidad (figura 6.2). Para tener en cuenta todos los p´ıxeles del mapa de disparidad,
es necesario an˜adir al ana´lisis la tasa de p´ıxeles inva´lidos. Por lo tanto, podemos esta-
blecer la minimizacio´n de la tasa de p´ıxeles incorrectos (inva´lidos + erro´neos)
como segundo criterio de seleccio´n del algoritmo ma´s adecuado.
Para concluir este apartado hay que comentar que los criterios establecidos pa-
ra la seleccio´n del algoritmo ma´s adecuado pueden a su vez favorecer la bu´squeda de
los para´metros comunes, mediante un proceso de realimentacio´n. Es decir, buscando
la maximizacio´n de PSNR o minimizacio´n de Perr, se puede llegar a encontrar unos
para´metros de correspondencia que den lugar a resultados subjetivos mejores.
Maximizacio´n de PSNR .
La tabla 6.2 presenta una comparacio´n de la PSNR que figura en la tabla 6.1
con respecto a la PSNR obtenida con para´metros optimizados, observando que la
PSNR es mayor en este u´ltimo caso. Para cada te´cnica, la fila superior muestra los
valores de PSNR obtenidos con los para´metros comunes, mientras que en la fila inferior
se representan los valores optimizados de PSNR. Se ha resaltado en negrita el valor
ma´s alto.
Se observa que en algunos casos coinciden los valores de ambas filas, ya que los
para´metros comunes han sido determinados emp´ıricamente en funcio´n del conjunto de
resultados subjetivos. Por ejemplo, para la captura 1, los me´todos BM CPU, BP GPU
y ELAS devuelven el mejor resultado con los para´metros de nuestro experimento. Lo
mismo ocurre en la captura 4 aplicando ELAS, en la captura 5 con BM CPU, CSBP y
ELAS, y en la captura 6 con SGBM y ELAS.
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Captura 1 Captura 4 Captura 5 Captura 6
BM CPU
11.04 10.84 11.16 12.92
11.04 11.26 11.16 12.97
BM GPU
12.76 10.94 13.41 14.28
12.89 12.32 14.56 15.3
GC
23.7 30.62 23.64 25.77
23.71 30.68 23.67 26.03
BPVISION
17.53 20.58 17.36 17.86
17.6 22.66 17.53 18.92
BP GPU
17.53 20.59 17.34 17.9
17.53 22.65 17.48 18.6
CSBP
17.57 20.8 17.38 17.99
17.57 22.44 17.38 18.14
SGBM
15.33 17.29 18.79 18.81
16.41 18.21 18.81 18.81
ELAS
10.29 9.394 9.199 10.45
10.29 9.394 9.199 10.45
StereoVAR
19.99 28.26 20.22 23.3
22.21 28.73 23.32 25.74
Tabla 6.2 – Comparacio´n de PSNR con el caso mejor: para cada te´cnica, la fila
superior muestra la PSNR con los para´metros comunes de la tabla 6.1,
mientras que la fila inferior presenta los valores optimizados de PSNR.
En negrita, el mejor resultado.
Captura 1 Captura 4 Captura 5 Captura 6
BM CPU 35.84 22.026 29.72 18.338
BM GPU 30.48 21.722 23.42 16.199
GC 30.25 6.505 25.53 15.48
BPVISION 61.68 43.91 53.02 48.77
BP GPU 61.73 43.71 53.09 48.69
CSBP 61.8 41.41 52.7 48.1
SGBM 23.948 6.103 15.437 10,393
ELAS 38.23 30.142 38.677 26.693
StereoVAR 53.56 11.11 45.131 33.16
Tabla 6.3 – Tasa de p´ıxeles
incorrectos ( %).
Captura 1 Captura 4 Captura 5 Captura 6
BM CPU 137 127.6 134.5 131.7
BM GPU 168.7 161.3 163 166.4
GC 0.1197 0.1108 0.0643 0.1338
BPVISION 1.173 1.059 1.11 1.077
BP GPU 3.996 4.007 3.974 3.978
CSBP 14.13 14.31 14.21 14.13
SGBM 29.7 28.98 28.42 28.68
ELAS 8.397 7.588 7.852 7.711
StereoVAR 4.515 4.717 4.468 4.314
Tabla 6.4 – Tasa de cuadros por
segundo (fps).
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Hemos comentado en el apartado anterior que GC es el mejor resultado porque
se trata de una te´cnica global cuya funcio´n de energ´ıa toma restricciones de orden y
suavidad entre p´ıxeles adyacentes, de manera que se minimiza el error global (tabla
6.1). En la tabla 6.2 vemos que, aunque los resultados no coinciden con el caso mejor, se
aproximan bastante. Un algoritmo de optimizacio´n global como GC tiene la ventaja de
permitir una variacio´n de para´metros relativamente flexible manteniendo un buen
comportamiento frente al error.
La PSNR (o RMS) se calcula a partir de la imagen de referencia reconstruida
con los p´ıxeles inva´lidos marcados de un color que difiere bastante del valor original
correspondiente en la imagen de referencia. Como consecuencia, la maximizacio´n de la
PSNR no es independiente del resto de estad´ısticas de error, como la tasa de
p´ıxeles inva´lidos. Por este motivo, hay que tener en cuenta el ana´lisis de la tasa de error,
que se explica a continuacio´n.
Tasa de p´ıxeles incorrectos: Perr .
La tasa de p´ıxeles incorrectos (Perr) es la suma de la tasa de p´ıxeles inva´lidos
(Pi) y la tasa de p´ıxeles erro´neos (Pe). Recordamos que definimos un p´ıxel como
inva´lido cuando el algoritmo de correspondencia no es capaz de determinar el valor de
disparidad, mientras que un p´ıxel es erro´neo cuando el valor reconstruido supera un
umbral de error respecto al de referencia.
Al tratarse de una suma, la tasa de p´ıxeles incorrectos se vera´ incrementada en
caso de aumentar el valor de alguno de sus sumandos, manteniendo constante el otro.
Por lo tanto, puede darse la situacio´n de dos algoritmos muy distintos con Perr similar,
pero uno de ellos presentar un porcentaje muy alto de p´ıxeles inva´lidos, mientras que
el otro tener una tasa muy alta de p´ıxeles erro´neos frente a inva´lidos. Por lo tanto, hay
que tomar una decisio´n de compromiso entre ambas tasas de p´ıxel.
En nuestra aplicacio´n particular, nos interesa obtener un mapa de disparidad
lo ma´s denso posible, es decir, que todos los p´ıxeles de la imagen tengan un valor
de disparidad va´lido asignado. Sin embargo, no es imprescindible que los valores de
disparidad sean demasiado precisos, ya que es ma´s importante distinguir de forma
relativa los planos de profundidad que centrarse en su valor real. Esto se traduce en la
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minimizacio´n de la tasa de p´ıxeles inva´lidos a costa de permitir un incremento
(preferiblemente pequen˜o) del porcentaje de p´ıxeles erro´neos.
En la tabla 6.3 se resume la tasa de p´ıxeles incorrectos resultante de nuestro expe-
rimento, resaltando en negrita el mejor resultado. SGBM es la te´cnica que minimiza
la tasa de p´ıxeles incorrectos. Es ma´s, si se consulta la tasa de p´ıxeles erro´neos en
la tabla 6.1, se puede comprobar que la proporcio´n es mucho mayor frente a la tasa de
p´ıxeles inva´lidos. As´ı, para la captura 1, con el 23,948 % de p´ıxeles incorrectos, el 16,46 %
se corresponde con p´ıxeles erro´neos dejando un 7,488 % de p´ıxeles inva´lidos. De manera
similar ocurre con el resto de capturas, aunque existe una excepcio´n en la captura 4,
donde el porcentaje de p´ıxeles inva´lidos es 4,561 % frente a 1,332 % de erro´neos, aunque
el total es suficientemente bajo como para admitirlo. Esta captura se diferencia de las
anteriores, porque esta´ tomada a una distancia ma´s cercana y cuenta con menos regiones
de baja textura.
En cuanto al resto de algoritmos, comparando el valor de Perr de la tabla 6.3 con
el de Pe en la tabla 6.1, los me´todos de correspondencia de bloques (BM CPU
y BM GPU) tienen una proporcio´n similar de p´ıxeles inva´lidos e incorrectos. Esto es,
del total de Perr, aproximadamente la mitad es Pi y la otra mitad Pe. Las te´cnicas
basadas en optimizacio´n global (GC, BPVISION, BP GPU y CSBP) no devuelven
valores de disparidad inva´lidos, por lo que Pi es cero y toda la tasa de p´ıxeles incorrectos
se corresponde con p´ıxeles erro´neos. Dentro de estas te´cnicas, GC es la que minimiza el
error, ya que los me´todos basados en belief propagation generan mapas bastante ruidosos.
En una situacio´n similar se encuentra StereoVAR, que proporciona una tasa de p´ıxeles
inva´lidos muy pro´xima a cero. Por u´ltimo, ELAS presenta una tasa de p´ıxeles inva´lidos
muy alta porque, como hemos comentado, tiene problemas en las zonas sin textura y, en
el caso de la captura 4, en la zona del fondo, siendo bastante preciso sobre los objetos
de la escena.
6.3.1.3. Calidad subjetiva frente a calidad objetiva
En la tabla 6.7 se presenta un resumen de los resultados obtenidos al aplicar ca-
da uno de los algoritmos de correspondencia sobre las capturas 4 y 5 utilizando los
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para´metros definidos para los experimentos de calidad objetiva. En este caso, visualiza-
mos el mapa de disparidad junto con la imagen de referencia reconstruida con los p´ıxeles
inva´lidos marcados, y el valor de la tasa de p´ıxeles inva´lidos.
Algoritmo Mapa Reconstruccio´n Pi
BM CPU 20.64
BM GPU 20.24
GC 0
BPVISION 0
BP GPU 0
CSBP 0
SGBM 4.561
ELAS 28.81
StereoVAR 0
Captura 4
Algoritmo Mapa Reconstruccio´n Pi
BM CPU 18.19
BM GPU 10.34
GC 0
BPVISION 0
BP GPU 0
CSBP 0
SGBM 3.037
ELAS 28.79
StereoVAR 0.001
Captura 5
Tabla 6.7 – Resumen de resultados. Para cada algoritmo se muestra el mapa de
disparidad, la imagen de referencia reconstruida, con los p´ıxeles inva´lidos
marcados en magenta, y el porcentaje de p´ıxeles inva´lidos.
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En los algoritmos que utilizan ventana de agregacio´n, se observa que gran
parte de los p´ıxeles inva´lidos se concentran en el borde que rodea la imagen, que se
produce por motivos de implementacio´n. En este sentido, la eleccio´n de los para´metros
es determinante, porque un menor taman˜o de ventana reducira´ ese borde, disminuyendo
Pi, a costa de generar un mapa ma´s ruidoso. Por lo que se podr´ıa mejorar la tasa
Perr sobre todo en los algoritmos BM CPU y BM GPU. Sin embargo, en nuestro caso
interesa ma´s un taman˜o de ventana mayor que reduzca el ruido. Ana´logamente, un mayor
nu´mero de iteraciones suaviza el ruido aunque no preserve los detalles.
Por otra parte, los algoritmos basados en optimizacio´n global tienen una Pi con
valor cero porque devuelven un valor de disparidad va´lido para todos los p´ıxeles de la
imagen. Como consecuencia, se tendra´ una imagen de referencia reconstruida bastante
densa. En una situacio´n similar se encuentra StereoVAR, con una Pi muy pro´xima a
cero.
ELAS es un caso excepcional, donde la tasa de p´ıxeles inva´lidos es ma´xima porque
so´lo es capaz de calcular la disparidad en zonas con mucha textura. Consecuentemente,
se obtiene una imagen de referencia reconstruida incompleta.
6.3.2 Eficiencia
La eficiencia de los algoritmos de correspondencia viene dada por su capacidad
de procesar las ima´genes en el menor tiempo posible. Es decir, para compa-
rar la eficiencia, medimos la tasa de cuadros por segundo que cada me´todo puede
computar. Se mide en fps (frames per second) y es inversamente proporcional al coste
computacional y complejidad del algoritmo. El resultado depende del hardware sobre el
que se ejecuta el proceso. As´ı, la utilizacio´n de la GPU puede incrementar enormemente
la eficiencia de los algoritmos basados en CPU.
En la tabla 6.4 se recogen los resultados correspondientes a la ejecucio´n de los
algoritmos en el equipo empleado para la realizacio´n del experimento. El equipo consta
de un procesador Intel R© CoreTM 2 (2,67 GHz), 4 GB de memoria RAM y una tarjeta
gra´fica NVidia R© GeForce R© 9600 GTTM . El harware descrito es relativamente antiguo
(5 an˜os aproximadamente), por lo que los resultados se pueden mejorar u´nicamente
utilizando un equipo ma´s moderno del laboratorio.
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Como se puede comprobar, la tasa obtenida por cada algoritmo permanece pra´cti-
camente constante para todas las capturas. La tasa de cuadros por segundo mı´nima
requerida por una aplicacio´n en tiempo real son 25 fps, por lo tanto, las u´nicas te´cni-
cas que superan este umbral son BM CPU, BM GPU y SGBM. Como era de esperar, los
me´todos basados en optimizacio´n global tienen una eficiencia menor debido a su elevada
complejidad, alcanzando el mı´nimo con GC. Vemos tambie´n que la optimizacio´n de BP
para GPU (BP GPU) duplica la tasa de BPVISION en CPU, siendo el mismo algoritmo,
y que la reduccio´n de coste computacional por parte de CSBP triplica la capacidad de
procesamiento. ELAS y StereoVAR alcanzan unas tasas similares a las de los me´todos
basados en BP.
BM GPU es el me´todo que alcanza mayor eficiencia, con una tasa de cuadros
por segundo comprendida entre 161 y 169 fps, seguido de cerca por BM CPU, entre
127 y 137 fps. Estos resultados son ma´s que suficientes para una aplicacio´n en tiempo
real. De hecho, permiten incluir etapas de preprocesado y posprocesado para mejorar los
resultados de calidad, siempre y cuando estos procesos no an˜adan demasiado retardo.
SGBM se encuentra en el l´ımite del tiempo real, con tasas comprendidas entre 28 y 30
fps. Sin embargo, este algoritmo esta´ implementado para CPU, por lo que una posible
optimizacio´n para GPU lograr´ıa incrementar la eficiencia manteniendo la calidad de este
tipo de te´cnica.
6.4 Conclusiones
Para finalizar el cap´ıtulo debemos seleccionar el algoritmo que ma´s se adecu´a a
nuestro problema atendiendo a todos los criterios explicados anteriormente. A modo de
resumen, enumeramos las conclusiones tomadas a lo largo de los experimentos:
• En el ana´lisis subjetivo de calidad llegamos a la conclusio´n de que lo ma´s
adecuado es escoger una te´cnica que de´ lugar a un mapa de disparidad lo ma´s
denso posible, es decir, que sea capaz de calcular la disparidad para el ma´ximo
nu´mero de p´ıxeles de la imagen. Adema´s, se debe evitar un mapa ruidoso,
por lo que buscamos un algoritmo que genere un mapa suave. Finalmente, debe
conocerse las profundidades relativas entre los distintos objetos de la escena sin ser
necesario que los valores de disparidad sean exactos. Los algoritmos que parecen
ma´s apropiados segu´n estos requisitos son: GC, SGBM y StereoVAR.
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• En el ana´lisis objetivo de calidad hemos establecido dos criterios de seleccio´n:
· Maximizacio´n de la PSNR (o minimizacio´n de RMS): de las tablas
6.1 y 6.2 extraemos que GC minimiza el error global debido a su plan-
teamiento como minimizacio´n de una funcio´n de energ´ıa con restricciones de
orden y suavidad sobre toda la imagen. Sin embargo, la PSNR depende del
resto de estad´ısticas de error.
· Minimizacio´n de la tasa de p´ıxeles incorrectos (Perr): se debe alcanzar
una decisio´n de compromiso entre Pi y Pe, ya que por ejemplo un me´todo
como ELAS es bastante preciso en las regiones donde es capaz de calcular la
disparidad (Pe mı´nima segu´n la tabla 6.1) a costa de tener una alt´ısima tasa
de p´ıxeles inva´lidos (tabla 6.7). Para nuestra aplicacio´n, es ma´s importante
minimizar la tasa de p´ıxeles inva´lidos Pi, para obtener un mapa denso per-
mitiendo cierta tolerancia al error. De la tabla 6.3, extraemos que SGBM
minimiza la tasa de p´ıxeles incorrectos con una tasa de p´ıxeles erro´neos (Pe)
aceptable segu´n la tabla 6.1, logrando un mapa bastante denso por su baja
tasa de p´ıxeles inva´lidos (Pi).
• En el ana´lisis de eficiencia ve´ıamos que, en el contexto de las aplicaciones en
tiempo real, se requiere como mı´nimo una capacidad de procesamiento de 25
cuadros por segundo. De todos los algoritmos, solo tres cumplen este requisito:
BM GPU y BM CPU superan los 160 y 130 fps, respectivamente, mientras
que SGBM esta´ en el l´ımite del tiempo real con unos 30 fps. Adema´s hay que
tener en cuenta el hardware sobre el que se ejecutan los algoritmos, ya que se puede
aumentar la eficiencia utilizando un equipo ma´s moderno.
Viendo las conclusiones podemos afirmar que SGBM cumple la mayor´ıa de ellas.
Se trata de un algoritmo que genera un mapa de disparidad denso, suave y continuo,
sin agujeros y visualmente agradable donde se puede distinguir los diferentes planos de
profundidad sin saltos bruscos. El u´nico requisito que, a priori, no cumple es la maximi-
zacio´n de la PSNR. Sin embargo, se acepta por alcanzar un valor medio-alto situado por
debajo de los me´todos globales y por encima de los locales. Adema´s, esta te´cnica logra
un compromiso entre la tasa de p´ıxeles inva´lidos (mı´nima) y la tasa de p´ıxeles erro´neos
(aceptable) con una proporcio´n de inva´lidos muy inferior a la de erro´neos. Finalmente,
alcanza una tasa de cuadros por segundo aceptable para aplicaciones en tiempo real, per-
mitiendo una posible optimizacio´n para GPU o utilizacio´n de hardware ma´s avanzado
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para incrementar dicha tasa.
La figura 6.3 muestra los mapas de disparidad obtenidos aplicando el algoritmo
SGBM sobre las capturas de nuestros experimentos. Se puede comprobar subjetivamente
que se comporta bastante bien en todas las situaciones (escenas cercanas, lejanas, zonas
sin textura o bordes de los objetos).
Para concluir, tenemos que comentar que el resultado alcanzado es coherente y se
corresponde con lo teo´ricamente esperado, ya que una te´cnica de tipo semiglobal reu´ne
algunas virtudes de los me´todos basados en optimizacio´n global junto con otras de los
algoritmos locales, suponiendo un punto intermedio entre eficiencia y calidad.
(a) Captura 1 (b) Captura 2 (c) Captura 3
(d) Captura 4 (e) Captura 5 (f) Captura 6
Figura 6.3 – Mapas de disparidad obtenidos por el algoritmo SGBM sobre las
capturas utilizadas en los experimentos.
Cap´ıtulo 7
Presupuesto
7.1 Introduccio´n
En este cap´ıtulo se presenta el presupuesto asociado al desarrollo ı´ntegro de este
Proyecto de Fin de Carrera. Como hemos explicado, este trabajo surgio´ inicialmente para
buscar la solucio´n de una parte de un proyecto ma´s amplio (ImmersiveTV ), pero tras
la finalizacio´n, ha sido extendido en el tiempo de manera independiente con un objetivo
ma´s amplio de realizar un estudio ma´s detallado sobre el comportamiento de las te´cnicas
y algoritmos de correspondencia este´reo. A continuacio´n se muestra un desglose de los
distintos tipos de coste.
7.2 Costes del proyecto
La tabla 7.1 recoge los costes del proyecto desglosados segu´n el tipo. El trabajo
comenzo´ en marzo de 2012 y ha finalizado en diciembre de 2013, por lo que se consideran
diez meses del primer an˜o y el segundo an˜o completo. La realizacio´n del presente PFC ha
estado a cargo de un becario, con una dedicacio´n de media jornada (436e) hasta junio de
2013 (incluido) y, a partir de julio con dedicacio´n de jornada completa (872e) durante
los 6 u´ltimos meses. La suma del importe de la beca durante los periodos descritos es el
coste de personal.
Coste de Personal = 436e/mes · (10 + 6) meses + 872e/mes · 6 meses = 12.208e
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Tabla 7.1 – Presupuesto del proyecto.
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El activo no corriente inmovilizado material utilizado ha sido una estacio´n
de trabajo con tarjeta gra´fica de altas prestaciones, que suponen un coste de pequen˜o
equipamiento, con las especificaciones siguientes:
• Procesador Intel R© CoreTM 2 (2,67 GHz).
• Memoria RAM de 4 GB.
• Tarjeta gra´fica NVidia R© GeForce R© 9600 GTTM .
Se considera dedicacio´n completa, puesto que equipo ha estado dedicado exclusiva-
mente al desarrollo del proyecto. Los costes de pequen˜o equipamiento corresponden
a la amortizacio´n a dos an˜os de los equipos descritos, valorados en unos 900 euros,
durante el periodo considerado de 10 y 12 meses:
Pequen˜o equipamiento = 900e · 10 meses
24 meses
+ 900e · 12 meses
24 meses
= 825e
El activo no corriente inmovilizado intangible se corresponde con las apli-
caciones informa´ticas y las licencias de software utilizadas. Para el desarrollo de este
proyecto se ha utilizado el siguiente software:
• Sistema operativo MicrosoftTM Windows 7 Enterprise 64 bits (Requiere licencia).
• Entorno de desarrollo MicrosoftTM Visual Studio Professional 2010 [170] (Requiere
licencia).
• Entorno de ca´lculo nume´rico Matlab R© versio´n R2011a (Requiere licencia).
• Librer´ıa OpenCV versio´n 2.4.0 (licencia de software libre BSD de co´digo abierto).
• Librer´ıa NVidia R© CUDATM versio´n 4.2 [153](Licencia de producto distribuible
(Licensed Deliverables)).
• Librer´ıa Qt versio´n 4.8.0 [172, 173] (Licencia gratuita GNU LGPL).
• Entorno de simulacio´n Linux para Windows CygwinTM (Licencia gratuita GNU
GPL de software libre).
• Librer´ıa de evaluacio´n de algoritmos de correspondencia este´reo densa de Middle-
bury [16, 23] (Acuerdo de licencia gratuita de Microsoft Research MSR-SCLA).
• Librer´ıa de minimizacio´n MRF [20] (no requiere licencia, requiere cita de trabajos
originales).
• Librer´ıa libELAS [149, 150] (Licencia gratuita GNU GPL de software libre).
• Librer´ıa bp-vision [144, 151] (Licencia gratuita GNU GPL de software libre).
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De todo el software descrito, solamente requiere licencia el sistema operativo, el
entorno de desarrollo Visual Studio y Matlab. Sin embargo, estas licencias pertenecen
a la Universidad Polite´cnica de Madrid que las pone a disposicio´n de la comunidad
universitaria. Por lo tanto, los costes asociados a la renovacio´n anual de licencias no son
imputados al proyecto.
Como consecuencia del trabajo realizado en este proyecto, se preve´ realizar una
publicacio´n de resultados en una conferencia o revista durante el an˜o 2014. Para lo
cual, en caso de ser aceptada, se estima un coste de inscripcio´n de 600eadema´s del coste
del viaje necesario para realizar la presentacio´n. El coste conjunto estimado asociado a
la difusio´n de los resultados asciende a 1.800e, que se contabiliza en el an˜o 2013 porque
es el periodo en el que se ha desarrollado dicho trabajo.
Por u´ltimo, hay que an˜adir unos costes generales de funcionamiento. Se trata
de una tasa espec´ıfica de la universidad aplicada a las diferentes escuelas que forman
parte de ella. As´ı, para la ETSIT supuso en el an˜o 2012 el 57,88 % de los costes de
personal, unos 7.065,99e.
Cap´ıtulo 8
Conclusiones y Trabajo Futuro
8.1 Lecciones aprendidas y conclusiones
A continuacio´n resumimos las principales ideas y conclusiones extraidas a lo largo
de los cap´ıtulos que componen esta memoria.
Uno de los objetivos de los productores de contenido multimedia es aumentar la
inmersividad del usuario. Por este motivo, durante los u´ltimos an˜os se ha extendido
la utilizacio´n de contenido 3D, sobre todo en los cines. Pero au´n queda bastante por
hacer en el a´rea de difusio´n de contenidos de televisio´n 3D para los hogares. Esta´ndares
como DVB-3DTV y HDMI v1.4a, surgieron inicialmente para garantizar la compati-
bilidad con la infraestructura de difusio´n HD existente, de manera que es una
buena decisio´n apostar por formatos frame compatible. Concretamente en el proyecto
ImmersiveTV se utiliza el formato Side-by-Side .
Otro reto es aumentar la interactividad para que el espectador deje de ser un
elemento pasivo y se convierta en un agente activo capaz de modificar la escena que
visualiza. Para lograrlo, en el proyecto ImmersiveTV se ha desarrollado un mo´dulo de
insercio´n de objetos sinte´ticos interactivos que requiere informacio´n de profundi-
dad de la escena para calcular las oclusiones con los diferentes elementos de la misma en
tiempo real. Se trata de una aplicacio´n que se ejecuta en el receptor del usuario cuando
se produce un evento determinado, mostrando un objeto con el que el usuario puede
interactuar dentro de la escena.
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En el contexto de la televisio´n 3D en tiempo real, existen varias maneras de
obtener la informacio´n de profundidad. Por un lado, se puede capturar el conte-
nido utilizando ca´maras de profundidad y emplear un formato de transmisio´n
como el 2D + Depth que empaqueta una vista junto con la informacio´n de profun-
didad. Esto permitir´ıa simplificar los equipos en el lado del usuario, sin embargo, la
mayor´ıa de dispositivos de visualizacio´n utilizan formatos frame compatible por lo que
es ma´s adecuado mantener el formato de transmisio´n Side-by-Side. Por otra parte, se
puede obtener la informacio´n de profundidad a partir de dos vistas de la escena utili-
zando te´cnicas de correspondencia este´reo o stereo matching . La informacio´n
de profundidad se puede calcular tanto en transmisio´n como en recepcio´n. Realizar este
proceso en el lado del transmisor implica modificar parte de la infraestructura existente
de televisio´n, ya que ser´ıa necesario transmitir la informacio´n adicional incrementando
el ancho de banda necesario y generando mayor retardo. Por lo tanto, es preferible
realizar la correspondencia este´reo en el lado del receptor.
El primer requisito de los algoritmos de correspondencia es que las ima´genes de
entrada este´n convenientemente alineadas horizontalmente, cumpliendo la restriccio´n
epipolar. Se ha comprobado que el contenido de prueba esta´ rectificado, sin em-
bargo esto no es lo habitual. El hecho de contar con un contenido alineado correctamente
depende de la configuracio´n de ca´maras utilizadas en la captura, es decir, tanto de la
distorsio´n que introducen las o´pticas (matriz de para´metros intr´ınsecos), como de la po-
sicio´n relativa de las ca´maras en el espacio (matriz esencial), o del correcto alineamiento
vertical del rig o soporte este´reo.
La rectificacio´n es un proceso muy costoso y poco preciso que dificulta el trabajo
en tiempo real. Puesto que nuestro contenido esta´ alineado, no ha sido necesario
aplicar rectificacio´n. Por lo general, en la difusio´n de televisio´n 3D no se dispone de
la informacio´n de calibracio´n de todas las ca´maras utilizadas, por lo que es recomendable
considerar la rectificacio´n no calibrada. Algoritmos como el de Hartley, RectifKitU
o Uncalibrated Stereo Vision (explicados en el cap´ıtulo 3) son ejemplos interesantes.
La seleccio´n de un algoritmo de correspondencia depende de las carac-
ter´ısticas del contenido utilizado, que en nuestro caso se trata de ima´genes o v´ıdeo
real de alta resolucio´n de un evento en directo, con objetos en movimiento y cambios
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ra´pidos entre puntos de vista. En ocasiones se tienen capturas situadas cerca de la es-
cena, mientras que otras capturas son lejanas. Cuanto mayor es la resolucio´n, mayor
es el tiempo de procesado o retardo y el coste computacional. Los movimientos ra´pidos
generan error residual y los cambios repentinos entre puntos de vista afectan al ran-
go de disparidad. La distancia con respecto de la escena puede dar lugar a valores de
disparidad pequen˜os o indetectables. Por u´ltimo, las condiciones de iluminacio´n de un
evento en directo no esta´n controladas y los feno´menos meteorolo´gicos influyen sobre el
resultado al producirse reflejos, sombras y regiones con sobreexposicio´n.
Las te´cnicas de correspondencia este´reo se pueden clasificar mayoritaria-
mente en dos grupos: locales y globales, aunque existen otros. Las te´cnicas basadas en
optimizacio´n global obtienen un mapa denso (todos los p´ıxeles de la imagen tienen
valor de disparidad), y por lo general, el resultado es ma´s preciso, ya que la funcio´n de
energ´ıa que minimizan asume restricciones de suavidad y continuidad sobre la imagen
completa. El principal inconveniente es el elevado coste computacional y el tiempo de
proceso. Por otra parte, los me´todos locales son ma´s ra´pidos pero menos precisos,
asumiendo restricciones a nivel local sobre un conjunto de p´ıxeles vecinos, ignorando el
resto. Por lo tanto, es necesario alcanzar un compromiso entre calidad y eficien-
cia. El tipo de te´cnica de correspondencia semiglobal resulta de especial intere´s,
ya que trata de reunir ventajas de ambos grupos, minimizando una funcio´n global y
asumiendo restricciones a nivel local.
La librer´ıa OpenCV es bastante completa porque cuenta con implementaciones de
algoritmos de correspondencia de varios tipos, facilitando la integracio´n y comparacio´n
dentro de un mismo entorno. Dispone de te´cnicas locales, globales y semiglobales, adema´s
de algunas versiones basadas en GPU.
El mo´dulo de insercio´n de objetos requiere un mapa de disparidad denso pero
no es necesario que sea preciso. Es decir, es deseable que todos los p´ıxeles de la
imagen tengan un valor de disparidad va´lido asignado, pero no tiene que ser exacto. Es
suficiente con poder distinguir entre los diferentes planos de profundidad de la
escena para facilitar el ca´lculo de las oclusiones con los distintos objetos. Esto admite
cierta tolerancia de error.
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En este proyecto hemos desarrollado una herramienta para evaluar algo-
ritmos de correspondencia este´reo sobre ima´genes, secuencias de ima´genes y v´ıdeo,
implementada en Visual C++, usando OpenCV y con GUI basada en Qt. Para elaborar
un entorno comu´n de evaluacio´n de algoritmos de correspondencia, primero hay que
encontrar el conjunto de para´metros comunes ma´s grande posible. Nuestra herra-
mienta permite seleccionar el valor de disparidad mı´nima (dmin), el nu´mero de niveles
de disparidad (ndisp), el ancho de ventana de agregacio´n (winsize), el nu´mero de itera-
ciones (niter) y el nu´mero de niveles jera´rquicos (nlevels). Tambie´n se ha realizado la
adaptacio´n de un conjunto de algoritmos para an˜adirlos al entorno, adema´s de
modificar aquellos que no admiten valores negativos de disparidad.
Segu´n los puntos anteriores, una adecuada seleccio´n del algoritmo y de los
para´metros determina el resultado, ya que, dentro de cada uno de los tipos de te´cnicas
comentados, existen diferentes algoritmos de correspondencia que tienen un comporta-
miento distinto en las regiones problema´ticas (sin textura, cerca de bordes de objetos
o discontinuidades, y oclusiones) debido a las diferentes restricciones que aplican (se-
mejanza, unicidad, suavidad u orden).
Un ana´lisis subjetivo, mediante inspeccio´n visual del mapa obtenido por ca-
da te´cnica aplicada sobre la misma captura, permite concluir que los algoritmos ma´s
apropiados son GC, SGBM y StereoVAR, ya que generan un mapa suave y poco
ruidoso. Adema´s, se ha podido comprobar que la zona ma´s problema´tica es aquella
con ausencia de textura debido a la presencia de mu´ltiples ambigu¨edades, por lo que
se deduce que este tipo de regiones suponen el mayor reto en la investigacio´n de stereo
matching.
Encontrar un criterio objetivo fiable para la evaluacio´n de la calidad de
algoritmos tan diferentes entre s´ı sin disponer de un ground truth de referencia es
un desaf´ıo, y obliga a buscar medios indirectos de comparacio´n. En este trabajo, hemos
propuesto la reconstruccio´n de la imagen de referencia (vista izquierda) a partir de
la vista derecha y el mapa de disparidad calculado. Comparando la imagen reconstruida
con la original, se obtienen dos medidas de error global: RMS y PSNR. Con ayuda
de la imagen de error normalizada, entre la reconstruida y la original, se calculan
dos estad´ısticas ma´s: tasa de p´ıxeles inva´lidos (Pi) y tasa de p´ıxeles erro´neos
(Pe), cuya suma es la tasa de p´ıxeles incorrectos (Perr).
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Hemos establecido dos criterios en el ana´lisis objetivo de la calidad:
• Atendiendo a la maximizacio´n de la PSNR (o minimizacio´n de RMS), se ob-
tiene que GC minimiza el error global.
• Atendiendo a la minimizacio´n de la tasa de p´ıxeles incorrectos (Perr) y
considerando que se debe minimizar Pi admitiendo un ma´rgen de Pe, se obtiene
que SGBM genera un mapa bastante denso debido a su baja tasa de p´ıxeles
inva´lidos.
El otro aspecto a tener en cuenta es la eficiencia. En el contexto de las aplicaciones
en tiempo real se debe alcanzar como mı´nimo una tasa de 25 cuadros por segundo
(fps). La eficiencia depende del hardware sobre el que se ejecutan los algoritmos, ya
sea por las caracter´ısticas del equipo de trabajo (memoria RAM), como por el procesador
sobre el que se ejecutan las instrucciones (CPU o GPU). Los algoritmos basados en
GPU considerados en este trabajo esta´n optimizados para la arquitectura CUDA
TM
de
NVidia R©. Para evaluar la eficiencia se ha medido la tasa de cuadros por segundo (frames
per second), obteniendo una tasa pro´xima a 160 fps con BM GPU y unos 130 fps con
BM CPU. El algoritmo SGBM, con 30 fps tambie´n es apto para trabajar en tiempo
real.
De los ana´lisis, se puede concluir que el algoritmo semiglobal SGBM cumple
con los requisitos de nuestra aplicacio´n: genera un mapa denso y suave en el que se
puede distinguir los planos de profundidad y logra un compromiso entre calidad objetiva
y eficiencia. Es un algoritmo que minimiza la tasa de p´ıxeles inva´lidos, y a pesar de no
minimizar el error global, su valor es admisible. Adema´s, alcanza una eficiencia bastante
aceptable a pesar de tratarse de una implementacio´n para CPU, estando abierto a una
posible optimizacio´n para GPU que puede multiplicar la tasa de cuadros por segundo.
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8.2 Trabajo futuro
A partir de las ideas generales y conclusiones del proyecto se puede extraer un
conjunto de ideas para el futuro, ya sea para continuar, mejorar o modificar el enfoque
del trabajo realizado. A continuacio´n resumimos posibles tareas o l´ıneas de trabajo
futuro.
La correspondencia este´reo o stereo matching es una disciplina en constante inves-
tigacio´n y desarrollo. Continuamente, aparecen actualizaciones de los algoritmos existen-
tes para mejorarlos, o bien nuevos algoritmos que obtienen mejor rendimiento y calidad
que los anteriores, actualizando el estado del arte. De hecho, durante el periodo de al-
gunos meses que ha llevado la elaboracio´n de esta memoria, hemos comprobado que se
han evaluado nuevos algoritmos en la pa´gina de Middlebury [23]. Por otra parte, los
algoritmos utilizados en nuestra herramienta son bastante ba´sicos y ha pasado tiempo
desde que fueron creados (lo que no hace que sean menos va´lidos), pero han servido
para ilustrar aspectos generales de la correspondencia este´reo. Todo esto conduce a que
la tarea futura ma´s inmediata sea la de incluir en la herramienta algoritmos ma´s
modernos, adema´s de actualizar la clasificacio´n de tipos de algoritmos y am-
pliar los para´metros de entrada disponibles actualmente, adapta´ndolos a las nuevas
modificaciones.
La librer´ıa OpenCV es bastante completa y sus algoritmos de correspondencia han
sido muy u´tiles en este trabajo. En relacio´n con el punto anterior, se plantea la bu´squeda
y utilizacio´n de otras librer´ıas existentes de software libre.
Como se ha comprobado, el algoritmo SGBM alcanza un rendimiento suficiente
para trabajar en tiempo real, trata´ndose de una implementacio´n para CPU. La optimi-
zacio´n de este algoritmo para GPU incrementar´ıa considerablemente el rendimiento.
Es ma´s, la bu´squeda de algoritmos basados en GPU en vez de en CPU dar´ıa lugar
a una herramienta mucho ma´s potente. Hasta ahora, los algoritmos basados en GPU que
hemos considerado esta´n optimizados para la tecnolog´ıa NVidia R© CUDATM , limitando
las caracter´ısticas del equipo utilizado para las prueba, ya que esta tecnolog´ıa requiere
hardware espec´ıfico compatible con dicha arquitectura de NVidia R©. Por lo tanto, se abre
una l´ınea de investigacio´n de algoritmos optimizados para GPU, en general.
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Como se ha comentado, finalmente no se ha incluido un mo´dulo de rectificacio´n,
por lo que ser´ıa interesante estudiar la posibilidad de an˜adir una etapa previa a la
correspondencia este´reo en la que se compruebe si el contenido de entrada esta´ alineado,
y si no es as´ı, aplicar rectificacio´n no calibrada. Sin embargo sabemos que es un
proceso muy costoso y es complicado alcanzar una eficiencia adecuada para trabajar en
tiempo real.
En el estado del arte de la correspondencia este´reo existen te´cnicas que hacen uso
de otras herramientas de visio´n artificial, como el reconocimiento de la geometr´ıa de
la escena o la segmentacio´n, que sirven de apoyo para obtener resultados de mejor
calidad. De nuevo, an˜aden coste computacional, siendo objeto de estudio la utilizacio´n
de estas herramientas en tiempo real. La segmentacio´n es un campo tan amplio o ma´s
que la correspondencia este´reo, existiendo un gran nu´mero de te´cnicas diferentes, por lo
que la investigacio´n y conocimiento de esta rama supone un trabajo adicional.
En caso de utilizar algoritmos de correspondencia con elevada eficiencia, se puede
incluir etapas de preprocesado y posprocesado que permitan mejorar la calidad
de los resultados obtenidos en la etapa de correspondencia. Estos procesos de filtrado o
transformacio´n de imagen tambie´n se pueden optimizar para GPU, con el objetivo de
minimizar el retardo que introducen.
Un aspecto a destacar al trabajar con contenido en formato de v´ıdeo es la va-
riabilidad de los para´metros de correspondencia. Es decir, en un v´ıdeo, y sobre
todo al tratarse de un evento deportivo, hay mucho movimiento tanto de los objetos que
pertenecen a la escena, como por cambios de ca´mara o zoom. Todas estas variaciones
descritas requieren una modificacio´n de los para´metros de correspondencia en tiempo
real y se ha comprobado es que muy dif´ıcil modificarlos manualmente en base a un
criterio subjetivo. Por lo tanto, es probable que sea necesario implementar la adapta-
cio´n dina´mica de para´metros o recurrir a algoritmos de correspondencia adaptativos o
variacionales.
Este trabajo ha surgido ante la necesidad de buscar una solucio´n al problema
que se planteaba en el proyecto ImmersiveTV, donde se trabaja con el contenido de
un evento deportivo en directo. Sin embargo, se podr´ıa extender para ser utilizado en
otro tipo de aplicaciones. Para ello ser´ıa necesario experimentar con otros tipos
de contenido, que presenten dificultades variadas. Generalizar la herramienta supone
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un enorme reto, ya que hasta ahora, los trabajos realizados en este campo han estado
enfocados a resolver problemas muy concretos.
Otra tarea posible es la mejora de los criterios de evaluacio´n de algoritmos
de correspondencia este´reo. Algunos entornos de evaluacio´n existentes son capaces de
calcular las estad´ısticas de error diferenciando entre las regiones problema´ticas: zonas
sin textura, oclusiones y discontinuidades. Sin embargo, nuestra herramienta so´lo calcula
las tasas de error sobre la imagen completa y para reconocer los errores en las regio-
nes mencionadas, es necesario visualizar tanto el mapa de disparidad como la imagen
reconstruida y de error normalizado. Tambie´n se puede introducir nuevas medidas
de error.
Por u´ltimo, hemos de comentar que se ha presentado una publicacio´n con los resul-
tados de este trabajo, destinada a la conferencia VISAPP 2014, que ha sido rechazada.
Algunos comentarios de los revisores iban enfocados a la actualizacio´n de los algoritmos
incluidos en la herramienta. Siguiendo estas recomendaciones, se plantea la elaboracio´n
de un art´ıculo para una revista o conferencia a corto plazo.
Anexo I
Co´digo de las modificaciones sobre los algoritmos
En este anexo se recopila el co´digo de las modificaciones realizadas sobre los algo-
ritmos de correspondencia que se describen en la seccio´n 5.3. Se han clasificado en dos
grupos: algoritmos que pertenecen a la librer´ıa basada en GPU de OpenCV y algorit-
mos que se encuentran fuera del entorno de OpenCV. El criterio de clasificacio´n es la
facilidad de integracio´n dentro de un mismo entorno, que viene dada por el conjunto
de elementos que tienen en comu´n, como por ejemplo, pertenecer al mismo espacio de
nombres o compartir un archivo de cabeceras.
I.1 Algoritmos de la librer´ıa basada en GPU de OpenCV
I.1.1 BM GPU
Nu´cleo de StereoBM
template<int RADIUS>
__global__ void stereoKernel(unsigned char *left, unsigned char *right, size_t img_step, PtrStep<signed char> disp, int dmin, int ndisp){
extern __shared__ unsigned int col_ssd_cache[];
volatile unsigned int *col_ssd = col_ssd_cache + BLOCK_W + threadIdx.x;
volatile unsigned int *col_ssd_extra = threadIdx.x < (2 * RADIUS) ? col_ssd + BLOCK_W : 0;
// Antes: int X = (blockIdx.x * BLOCK_W + threadIdx.x + ndisp + RADIUS);
int X = (blockIdx.x * BLOCK_W + threadIdx.x + (dmin + ndisp - 1) + RADIUS);
#define Y (blockIdx.y * ROWSperTHREAD + RADIUS)
unsigned int* minSSDImage = cminSSDImage + X + Y * cminSSD_step;
signed char* disparImage = disp.data + X + Y * disp.step;
int end_row = ::min(ROWSperTHREAD, cheight - Y - RADIUS);
int y_tex;
int x_tex = X - RADIUS;
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Nu´cleo de StereoBM (cont.)
if (x_tex >= cwidth)
return;
// Antes: for(int d = STEREO_MIND; d < ndisp; d += STEREO_DISP_STEP)
for(int d = /*dmin*/literal(dmin); d < dmin + ndisp - 1; d += STEREO_DISP_STEP){
y_tex = Y - RADIUS;
cv_bis::gpu::device::stereobm::InitColSSD<RADIUS>(x_tex, y_tex, img_step, left, right, d, col_ssd);
if (col_ssd_extra > 0)
if (x_tex + BLOCK_W < cwidth)
cv_bis::gpu::device::stereobm::InitColSSD<RADIUS>(x_tex + BLOCK_W, y_tex, img_step, left, right, d, col_ssd_extra);
__syncthreads(); //before MinSSD function
// Antes: if (X < cwidth - RADIUS && Y < cheight - RADIUS)
if (X < cwidth - RADIUS && Y < cheight - RADIUS && X >= 0){
uint2 minSSD = cv_bis::gpu::device::stereobm::MinSSD<RADIUS>(col_ssd_cache + threadIdx.x, col_ssd);
if (minSSD.x < minSSDImage[0]){
// Antes: disparImage[0] = (unsigned char)(d + minSSD.y);
disparImage[0] = (signed char)d + (signed char)minSSD.y;
minSSDImage[0] = minSSD.x;
}
}
for(int row = 1; row < end_row; row++){
int idx1 = y_tex * img_step + x_tex;
int idx2 = (y_tex + (2 * RADIUS + 1)) * img_step + x_tex;
__syncthreads();
cv_bis::gpu::device::stereobm::StepDown<RADIUS>(idx1, idx2, left, right, d, col_ssd);
if (col_ssd_extra)
if (x_tex + BLOCK_W < cwidth)
cv_bis::gpu::device::stereobm::StepDown<RADIUS>(idx1, idx2, left + BLOCK_W, right + BLOCK_W, d, col_ssd_extra);
y_tex += 1;
__syncthreads(); //before MinSSD function
// Antes: if (X < cwidth - RADIUS && row < cheight - RADIUS - Y)
if (X < cwidth - RADIUS && row < cheight - RADIUS - Y && X >= 0){
int idx = row * cminSSD_step;
uint2 minSSD = cv_bis::gpu::device::stereobm::MinSSD<RADIUS>(col_ssd_cache + threadIdx.x, col_ssd);
if (minSSD.x < minSSDImage[idx]){
// Antes: disparImage[disp.step * row] = (unsigned char)(d + minSSD.y);
disparImage[disp.step * row] = (signed char)d + (signed char)minSSD.y;
minSSDImage[idx] = minSSD.x;
}
}
} // for row loop
} // for d loop
}
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I.1.2 BP GPU
Nu´cleo para calcular el data cost de BP GPU para cada valor de disparidad
template <int cn, typename D> __global__ void comp_data(const DevMem2Db left, const PtrStepb right, PtrElemStep_<D> data){
const int x = blockIdx.x * blockDim.x + threadIdx.x;
const int y = blockIdx.y * blockDim.y + threadIdx.y;
if (y > 0 && y < left.rows - 1 && x > 0 && x < left.cols - 1) {
const cv::gpu::device::uchar* ls = left.ptr(y) + x * cn;
const cv_bis::gpu::device::stereobp::PixDiff<cn> pixDiff(ls);
const cv::gpu::device::uchar* rs = right.ptr(y) + x * cn;
D* ds = data.ptr(y) + x;
const size_t disp_step = data.step * left.rows;
// Antes: for (int disp = 0; disp < cndisp; disp++)
for (int disp = cdmin; disp < cdmin+cndisp; disp++) {
// Antes: if (x - disp >= 1)
if(x - disp >=1 && x - disp <= left.cols - 1) {
float val = pixDiff(rs - disp * cn);
// Antes: ds[disp * disp_step] = cv::gpu::device::saturate_cast<D>(fmin(cdata_weight * val, cdata_weight * cmax_data_term));
ds[(disp-cdmin) * disp_step] = cv::gpu::device::saturate_cast<D>(fmin(cdata_weight * val, cdata_weight * cmax_data_term));
} else {
// Antes: ds[disp * disp_step] = cv::gpu::device::saturate_cast<D>(cdata_weight * cmax_data_term);
ds[(disp-cdmin) * disp_step] = cv::gpu::device::saturate_cast<D>(cdata_weight * cmax_data_term);
}
}
}
}
Nu´cleo para calcular la disparidad minimizando el coste
template <typename T>
__global__ void output(const PtrElemStep_<T> u, const T* d, const T* l, const T* r, const T* data,DevMem2D_<short> disp){
const int x = blockIdx.x * blockDim.x + threadIdx.x;
const int y = blockIdx.y * blockDim.y + threadIdx.y;
if (y > 0 && y < disp.rows - 1 && x > 0 && x < disp.cols - 1){
const T* us = u.ptr(y + 1) + x;
const T* ds = d + (y - 1) * u.step + x;
const T* ls = l + y * u.step + (x + 1);
const T* rs = r + y * u.step + (x - 1);
const T* dt = data + y * u.step + x;
size_t disp_step = disp.rows * u.step;
int best = 0;
float best_val = cv::gpu::device::numeric_limits<float>::max();
// Antes:for (int d = 0; d < cndisp; ++d)
for (int d = cdmin; d < cdmin+cndisp; ++d){
/* Antes: float val = us[d * disp_step]; val += ds[d * disp_step]; val += ls[d * disp_step];
val += rs[d * disp_step]; val += dt[d * disp_step]; */
float val = us[(d-cdmin) * disp_step];
val += ds[(d-cdmin) * disp_step];
val += ls[(d-cdmin) * disp_step];
val += rs[(d-cdmin) * disp_step];
val += dt[(d-cdmin) * disp_step];
if (val < best_val){
best_val = val;
// Antes: best = d;
best = d-cdmin; // Deshace el offset aplicado a los ı´ndices del belief vector
}
}
disp.ptr(y)[x] = cv::gpu::device::saturate_cast<short>(best);
}
}
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I.1.3 CSBP
Nu´cleo para calcular el data cost de CSBP para cada valor de disparidad
template <typename T, int channels> __global__ void init_data_cost(int h, int w, int level){
int x = blockIdx.x * blockDim.x + threadIdx.x;
int y = blockIdx.y * blockDim.y + threadIdx.y;
if (y < h && x < w){
int y0 = y << level;
int yt = (y + 1) << level;
int x0 = x << level;
int xt = (x + 1) << level;
T* data_cost = (T*)ctemp + y * cmsg_step + x;
// Antes: for(int d = 0; d < cndisp; ++d)
for(int d = cdmin; d < cdmin+cndisp; ++d){
float val = 0.0f;
for(int yi = y0; yi < yt; yi++){
for(int xi = x0; xi < xt; xi++){
int xr = xi - d;
// Antes: if(d < cth || xr < 0)
if(d < cth || xr < 0 || xr > (w-1))
val += cdata_weight * cmax_data_term;
else {
const cv::gpu::device::uchar* lle = cleft + yi * cimg_step + xi * channels;
const cv::gpu::device::uchar* lri = cright + yi * cimg_step + xr * channels;
val += cv_bis::gpu::device::stereocsbp::DataCostPerPixel<channels>::compute(lle, lri);
}
}
}
// Antes: data_cost[cdisp_step1 * d] = cv::gpu::device::saturate_cast<T>(val);
data_cost[cdisp_step1 * (d-cdmin)] = cv::gpu::device::saturate_cast<T>(val);
}
}
}
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I.2 Algoritmos fuera del entorno de OpenCV
I.2.1 Archivo comu´n image.h
Inicializacio´n de p´ıxeles de una imagen
template <class T> image<T>::image(const int width, const int height, int val){
w = width;
h = height;
data = new T[w * h]; // allocate space for image data
access = new T*[h]; // allocate space for row pointers
// initialize row pointers
for (int i = 0; i < h; i++)
access[i] = data + (i * w);
// init to val
memset(data, val, w * h * sizeof(T));
}
Constructor de imagen a partir de una matriz de OpenCV
template <class T> image<T>::image(Mat m){
w = m.cols;
h = m.rows;
data = new T[w * h]; // allocate space for image data
access = new T*[h]; // allocate space for row pointers
// initialize row pointers
for (int i = 0; i < h; i++)
access[i] = data + (i * w);
// image<T> *im = new image<T>(w, h, false);
memcpy(data, m.data, w * h * sizeof(T));
}
Conversio´n de imagen a matriz de OpenCV
static Mat img2mat(image<uchar> *im){
int height = im->height();
int width = im->width();
Mat m(height,width,CV_8U,im->data);
return m;
}
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I.2.2 BPVISION
bpvision.h
class Bpvision{
struct bpvParameters{
int iter; // number of BP iterations at each scale
int levels; // number of scales
float disc_k; // truncation of discontinuity cost
float data_k; // truncation of data cost
float lambda; // weighting of data cost
int dmin; // minimum disparity value
int dmax; // maximum disparity value
int ndisp; // number of possible disparities
float sigma; // amount to smooth the input images
};
public:
// Default constructor
Bpvision ();
// constructor, input: bpvParameters
Bpvision (bpvParameters p);
void init (int disp_min, int numberOfDisparities, int iterations, int lev);
void init (bpvParameters p);
void setDmin(int disp_min);
void setnDisp(int numberOfDisparities);
void setIters(int iter);
void setLevels(int lev);
int getDmin();
int getDmax();
int getnDisp();
int getIters();
int getLevels();
void printBpvParams() const;
string strBpvParams() const;
// multiscale belief propagation for image restoration
image<uchar> *stereo_ms(image<uchar> *img1, image<uchar> *img2);
// deconstructor
~Bpvision (){}
private:
// parameter set
bpvParameters bpvParam;
// compute message
void msg(float s1[VALUES], float s2[VALUES], float s3[VALUES],float s4[VALUES], float dst[VALUES]);
// computation of data costs
image<float[VALUES]> *comp_data(image<uchar> *img1, image<uchar> *img2);
// generate output from current messages
image<uchar> *output(image<float[VALUES]> *u, image<float[VALUES]> *d,image<float[VALUES]> *l,
image<float[VALUES]> *r, image<float[VALUES]> *data);
// belief propagation using checkerboard update scheme
void bp_cb(image<float[VALUES]> *u, image<float[VALUES]> *d, image<float[VALUES]> *l,
image<float[VALUES]> *r, image<float[VALUES]> *data);
};
Asignacio´n del rango de disparidad
void Bpvision::setDmin(int disp_min){
bpvParam.dmin = disp_min;
bpvParam.dmax = bpvParam.dmin + bpvParam.ndisp - 1;
}
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Ca´lculo de mensajes
// compute message
void Bpvision::msg(float s1[VALUES], float s2[VALUES], float s3[VALUES], float s4[VALUES],float dst[VALUES]) {
float val;
int ndisp = bpvParam.ndisp;
int dmin = bpvParam.dmin;
int dmax = bpvParam.dmax;
// aggregate and find min
float minimum = INF;
/* Antes: for (int value = 0; value < VALUES; value++) {
dst[value] = s1[value] + s2[value] + s3[value] + s4[value];
if (dst[value] < minimum)
minimum = dst[value];
} */
for (int disp = dmin; disp <= dmax; disp++) {
int disparity = disp-dmin;
dst[disparity] = s1[disparity] + s2[disparity] + s3[disparity] + s4[disparity];
if (dst[disparity] < minimum)
minimum = dst[disparity];
}
// dt
// Antes: dt(dst);
dt(dst, ndisp);
// truncate
minimum += bpvParam.disc_k;
/* Antes: for (int value = 0; value < VALUES; value++)
if (minimum < dst[value])
dst[value] = minimum;*/
for (int disp = dmin; disp <= dmax; disp++){
int disparity = disp-dmin;
if (minimum < dst[disparity])
dst[disparity] = minimum;
}
// normalize
val = 0;
/* Antes: for (int value = 0; value < VALUES; value++)
val += dst[value]; */
for (int disp = dmin; disp <=dmax; disp++)
val += dst[disp-dmin];
/* Antes: val /= VALUES;
for (int value = 0; value < VALUES; value++)
dst[value] -= val; */
val /= ndisp;
for (int disp = /*0*/dmin; disp /*< ndisp*/ <=dmax; disp++)
dst[disp-dmin] -= val;
}
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Ca´lculo del data cost para cada valor de disparidad
// computation of data costs
image<float[VALUES]>* Bpvision::comp_data(image<uchar> *img1, image<uchar> *img2) {
int width = img1->width();
int height = img1->height();
int ndisp = bpvParam.ndisp;
int dmin = bpvParam.dmin;
int dmax = bpvParam.dmax;
// Antes: image<float[VALUES]> *data = new image<float[VALUES]>(width, height);
image<float[VALUES]> *data = new image<float[VALUES]>(width, height,true);
image<float> *sm1, *sm2;
if (bpvParam.sigma >= 0.1) {
sm1 = smooth(img1, bpvParam.sigma);
sm2 = smooth(img2, bpvParam.sigma);
} else {
sm1 = imageUCHARtoFLOAT(img1);
sm2 = imageUCHARtoFLOAT(img2);
}
for (int y = 0; y < height; y++) {
int xmin= dmax>0?dmax:0; // Si xmin=dmax>0, al hacer x-disp, dara 0 o >0 cuando dmin <= disp <= dmax
int xmax= dmin<0?width+dmin:width;// Si xmax=width+dmin, al hacer x-disp, dara´ <width cuando dmin<=disp<=dmax
/* Antes: for (int x = VALUES-1; x < width; x++) {
for (int value = 0; value < VALUES; value++) {
float val = abs(imRef(sm1, x, y)-imRef(sm2, x-value, y));
imRef(data, x, y)[value] = LAMBDA * std::min(val, DATA_K);
}
}*/
for (int x = xmin; x < xmax; x++){
for (int disp = dmin; disp <= dmax; disp++) {
float val = abs(imRef(sm1, x, y)-imRef(sm2, x-disp, y));
imRef(data, x, y)[disp-dmin] = bpvParam.lambda * std::min(val, bpvParam.data_k);
}
}
}
delete sm1;
delete sm2;
return data;
}
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Ca´lculo de la disparidad minimizando el belief vector
// generate output from current messages
image<uchar>* Bpvision::output(image<float[VALUES]> *u, image<float[VALUES]> *d, image<float[VALUES]> *l,
image<float[VALUES]> *r, image<float[VALUES]> *data) {
int ndisp = bpvParam.ndisp;
int dmin = bpvParam.dmin;
int dmax = bpvParam.dmax;
int width = data->width();
int height = data->height();
// Antes: image<uchar> *out = new image<uchar>(width, height);
image<uchar> *out = new image<uchar>(width, height, dmin);
for (int y = 1; y < height-1; y++) {
for (int x = 1; x < width-1; x++) {
// keep track of best value for current pixel
int best = 0;
float best_val = INF;
/* Antes: for (int value = 0; value < VALUES; value++) {
float val = imRef(u, x, y+1)[value] + imRef(d, x, y-1)[value] + imRef(l, x+1, y)[value] +
imRef(r, x-1, y)[value] + imRef(data, x, y)[value];*/
for (int disp = dmin; disp <= dmax; disp++) {
int disparity = disp-dmin;
float val = imRef(u, x, y+1)[disparity] +
imRef(d, x, y-1)[disparity] +
imRef(l, x+1, y)[disparity] +
imRef(r, x-1, y)[disparity] +
imRef(data, x, y)[disparity]; // E = bq = Mensajes(up + down + left + right) + data_cost
if (val < best_val) {
best_val = val;
best = disparity;
}
}
imRef(out, x, y) = best * SCALE; // Resultado escalado y desplazado un offset dmin
}
}
return out;
}
I.2.3 ELAS
Fragmento del co´digo de inicializacio´n
// INICIALIZACIO´N DE LA IMAGEN DE DISPARIDAD
// Antes: init disparity image to -10
if (param.subsampling) {
for (int32_t i=0; i<(width/2)*(height/2); i++)
// Antes: *(D+i) = -10;
*(D+i) = param.disp_min - 1;
} else {
for (int32_t i=0; i<width*height; i++)
// Antes: *(D+i) = -10;
*(D+i) = param.disp_min - 1;
}
}
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Clase Elas
class Elas {
enum setting {ROBOTICS,MIDDLEBURY};
// parameter settings
struct elasParameters {
int32_t disp_min; // min disparity
int32_t disp_max; // max disparity
float support_threshold; // max. uniqueness ratio (best vs. second best support match)
int32_t support_texture; // min texture for support points
int32_t candidate_stepsize; // step size of regular grid on which support points are matched
int32_t incon_window_size; // window size of inconsistent support point check
int32_t incon_threshold; // disparity similarity threshold for support point to be considered consistent
int32_t incon_min_support; // minimum number of consistent support points
bool add_corners; // add support points at image corners with nearest neighbor disparities
int32_t grid_size; // size of neighborhood for additional support point extrapolation
float beta; // image likelihood parameter
float gamma; // prior constant
float sigma; // prior sigma
float sradius; // prior sigma radius
int32_t match_texture; // min texture for dense matching
int32_t lr_threshold; // disparity threshold for left/right consistency check
float speckle_sim_threshold; // similarity threshold for speckle segmentation
int32_t speckle_size; // maximal size of a speckle (small speckles get removed)
int32_t ipol_gap_width; // interpolate small gaps (left<->right, top<->bottom)
bool filter_median; // optional median filter (approximated)
bool filter_adaptive_mean; // optional adaptive mean filter (approximated)
bool postprocess_only_left; // saves time by not postprocessing the right image
bool subsampling; // saves time by only computing disparities for each 2nd pixel
// note: for this option D1 and D2 must be passed with size
// width/2 x height/2 (rounded towards zero)
// constructor
elasParameters (setting s=ROBOTICS, int dmin=0, int numberOfDisparities=256) {};
public:
// Default constructor
Elas();
// constructor, input: parameters
Elas (elasParameters p);
void init (int dmin, int ndisp, setting s=ROBOTICS);
void init (elasParameters p);
void setPostprocessOnlyLeft(bool postprocess_only_left);
bool getPostprocessOnlyLeft();
void setDmin(int disp_min);
void setnDisp(int numberOfDisparities);
int getDmin();
int getDmax();
int getnDisp();
void printElasParams() const;
std::string strElasParams() const;
void operator()(uint8_t* I1,uint8_t* I2,float* D1,float* D2,const int32_t* dims);
// deconstructor
~Elas () {}
private:
// matching function
// inputs: pointers to left (I1) and right (I2) intensity image (uint8, input)
// pointers to left (D1) and right (D2) disparity image (float, output)
// dims[0] = width of I1 and I2
// dims[1] = height of I1 and I2
// dims[2] = bytes per line (often equal to width, but allowed to differ)
// note: D1 and D2 must be allocated before (bytes per line = width)
// if subsampling is not active their size is width x height,
// otherwise width/2 x height/2 (rounded towards zero)
void process (uint8_t* I1,uint8_t* I2,float* D1,float* D2,const int32_t* dims);
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Clase Elas (cont.)
struct support_pt {
int32_t u;
int32_t v;
int32_t d;
support_pt(int32_t u,int32_t v,int32_t d):u(u),v(v),d(d){}
};
struct triangle {
int32_t c1,c2,c3;
float t1a,t1b,t1c;
float t2a,t2b,t2c;
triangle(int32_t c1,int32_t c2,int32_t c3):c1(c1),c2(c2),c3(c3){}
};
inline uint32_t getAddressOffsetImage (const int32_t& u,const int32_t& v,const int32_t& width) {
return v*width+u;
}
inline uint32_t getAddressOffsetGrid (const int32_t& x,const int32_t& y,const int32_t& d,
const int32_t& width,const int32_t& disp_num) {
// Antes: return (y*width+x)*disp_num+d;
return (y*width+x)*disp_num+(d-param.disp_min);
}
// support point functions
void removeInconsistentSupportPoints (int16_t* D_can,int32_t D_can_width,int32_t D_can_height);
void removeRedundantSupportPoints (int16_t* D_can,int32_t D_can_width,int32_t D_can_height,
int32_t redun_max_dist, int32_t redun_threshold, bool vertical);
void addCornerSupportPoints (std::vector<support_pt> &p_support);
inline int16_t computeMatchingDisparity (const int32_t &u,const int32_t &v,uint8_t* I1_desc,uint8_t* I2_desc,const bool &right_image);
std::vector<support_pt> computeSupportMatches (uint8_t* I1_desc,uint8_t* I2_desc);
// triangulation & grid
std::vector<triangle> computeDelaunayTriangulation (std::vector<support_pt> p_support,int32_t right_image);
void computeDisparityPlanes (std::vector<support_pt> p_support,std::vector<triangle> &tri,int32_t right_image);
void createGrid (std::vector<support_pt> p_support,int32_t* disparity_grid,int32_t* grid_dims,bool right_image);
// matching
inline void updatePosteriorMinimum (__m128i* I2_block_addr,const int32_t &d,const int32_t &w,
const __m128i &xmm1,__m128i &xmm2,int32_t &val,int32_t &min_val,int32_t &min_d);
inline void updatePosteriorMinimum (__m128i* I2_block_addr,const int32_t &d,
const __m128i &xmm1,__m128i &xmm2,int32_t &val,int32_t &min_val,int32_t &min_d);
inline void findMatch (int32_t &u,int32_t &v,float &plane_a,float &plane_b,float &plane_c,
int32_t* disparity_grid,int32_t *grid_dims,uint8_t* I1_desc,uint8_t* I2_desc,
int32_t *P,int32_t &plane_radius,bool &valid,bool &right_image,float* D);
void computeDisparity (std::vector<support_pt> p_support,std::vector<triangle> tri,int32_t* disparity_grid,int32_t* grid_dims,
uint8_t* I1_desc,uint8_t* I2_desc,bool right_image,float* D);
// L/R consistency check
void leftRightConsistencyCheck (float* D1,float* D2);
// postprocessing
void removeSmallSegments (float* D);
void gapInterpolation (float* D);
// optional postprocessing
void adaptiveMean (float* D);
void median (float* D);
// parameter set
elasParameters param;
// memory aligned input images + dimensions
uint8_t *I1,*I2;
int32_t width,height,bpl;
// profiling timer
Timer timer;
};
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Filtrado de correspondencias inconsistentes
void Elas::removeInconsistentSupportPoints (int16_t* D_can,int32_t D_can_width,int32_t D_can_height) {
// for all valid support points do
for (int32_t u_can=0; u_can<D_can_width; u_can++) {
for (int32_t v_can=0; v_can<D_can_height; v_can++) {
int16_t d_can = *(D_can+getAddressOffsetImage(u_can,v_can,D_can_width));
// Antes: if (d_can>=0)
if (d_can>param.disp_min-1) {
// compute number of other points supporting the current point
int32_t support = 0;
for (int32_t u_can_2=u_can-param.incon_window_size; u_can_2<=u_can+param.incon_window_size; u_can_2++) {
for (int32_t v_can_2=v_can-param.incon_window_size; v_can_2<=v_can+param.incon_window_size; v_can_2++) {
if (u_can_2>=0 && v_can_2>=0 && u_can_2<D_can_width && v_can_2<D_can_height) {
int16_t d_can_2 = *(D_can+getAddressOffsetImage(u_can_2,v_can_2,D_can_width));
// Antes: if (d_can_2>=0 && abs(d_can-d_can_2)<=param.incon_threshold)
if (d_can_2>param.disp_min-1 && abs(d_can-d_can_2)<=param.incon_threshold)
support++;
}
}
}
// invalidate support point if number of supporting points is too low
if (support<param.incon_min_support)
// Antes: *(D_can+getAddressOffsetImage(u_can,v_can,D_can_width)) = -1;
*(D_can+getAddressOffsetImage(u_can,v_can,D_can_width)) = param.disp_min-1;
}
}
}
}
Anexo II
Instalacio´n del DVD
En este anexo se describe el software incluido en el DVD y su procedimiento de
instalacio´n. El la informacio´n descrita en este anexo tambie´n esta´ disponible en el archivo
README.txt en la ra´ız del DVD.
REQUISITOS MI´NIMOS
• Sistema Operativo: MicrosoftTM Windows 64 bits (o superior).
• Memoria RAM: 4 GB.
• Procesador: Intel R© CoreTM 2.
• Disco duro: aproximadamente 750 MB.
• Tarjeta gra´fica compatible con arquitectura CUDA: consultar en
https://developer.nvidia.com/cuda-gpus
CONTENIDO DEL DVD
• img: directorio de ima´genes en formato side-by-side y dos vistas separadas.
• StereoMatching: directorio que contiene el software desarrollado en este PFC
junto con las librer´ıas necesarias.
• vı´deos: directorio que contiene un fragmento de v´ıdeo en formato side-by-side con
contenido del proyecto ImmersiveTV.
• cudatoolkit 4.2.9 win 64.msi: instalador del SDK de NVidia R© CUDATM 4.2.
• install.bat: archivo ejecutable de instalacio´n del software.
• README.txt: documento de texto con las instrucciones de instalacio´n.
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PROCEDIMIENTO DE INSTALACIO´N
1. Comprobar que esta´ instalado el software de NVidia R© CUDATM versio´n 4.2 ne-
cesario para la ejecucio´n de nuestra herramienta1. Si no se encuentra instalado,
ejecutar el archivo de instalacio´n cudatoolkit 4.2.9 win 64.msi (tambie´n dis-
ponible en la seccio´n ‘Download Toolkit ’ en el sitio web de NVIDIA2). Comprobar
que se han generado las variables de entorno en:
· Panel de control  Sistema y seguridad  Sistema  Configuracio´n avan-
zada del sistema  Variables de entorno, o
· Click derecho en Equipo  propiedades  Configuracio´n avanzada del siste-
ma  Variables de entorno
Variables de sistema:
CUDA BIN PATH: %CUDA PATH %bin
CUDA INC PATH: %CUDA PATH %include
CUDA LIB PATH: %CUDA PATH %lib\x64
CUDA PATH: %CUDA PATH V4 2 %
CUDA PATH V4 2: C:\Program Files\NVIDIA GPU Computing Toolkit\CUDA\v4.2\
PATH: %CUDA PATH %bin; %CUDA PATH %libnvvp;
2. Ejecutar install.bat como administrador, haciendo click con el boto´n derecho y
seleccionar la opcio´n “Ejecutar como Administrador”. Se creara´ un directorio lla-
mado StereoMatching en la ruta C:\Program Files, en cuyo interior se copiara´ el
contenido del directorio StereoMatching del presente DVD.
3. Al finalizar la copia, aparecera´ un mensaje que solicitara´ confirmacio´n para sobre-
escribir la variable de sistema Path (figura II.1). Al indicar “S´ı’, escribiendo ‘s’ o
‘si’, se guardara´ la ruta de instalacio´n en Path.
Figura II.1 – Mensaje de confirmacio´n de sobreescritura.
1Ruta habitual de instalacio´n: C:\Program Files\NVIDIA GPU Computing Toolkit\CUDA\v4.2\
2https://developer.nvidia.com/cuda-toolkit-42-archive
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4. Si el Path se ha creado correctamente, aparecera´ el mensaje de la figura II.2,
indicando que la instalacio´n se ha realizado correctamente. Se debe comprobar
que se ha an˜adido la ruta C:\Program Files\StereoMatching\bin; a la varia-
ble de sistema Path (en el punto 1 se indica co´mo encontrar las variables de
sistema). Si no se ha an˜adido, editar la variable Path an˜adiendo C:\Program
Files\StereoMatching\bin; (no olvidar ‘;’).
Figura II.2 – Mensaje de instalacio´n correcta.
5. Si todo se ha desarrollado correctamente, al hacer doble click en el archivo ejecuta-
ble StereoGUI.exe instalado en la ubicacio´n C:\Program Files\StereoMatching,
debe aparecer la interfaz gra´fica de usuario descrita en la memoria del proyecto.
POSIBLES PROBLEMAS
• Si los archivos no se han copiado correctamente, realizar la instalacio´n manual:
· Copiar el directorio StereoMatching con todo su contenido, en cualquier
ubicacio´n de su equipo.
· An˜adir la ruta del directorio (ruta de instalacio´n)\StereoMatching\bin;
a la variable de sistema Path (como se explicaba en el apartado anterior).
• Si aparece un mensaje de error porque no encuentra una librer´ıa, comprobar que
se ha an˜adido la ruta de instalacio´n en la variable de sistema Path (como en el
punto anterior).
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