Proponents of the programming language Prolog share the opinion Prolog is more appropriate for transforming XML-documents as other well-established techniques and languages like XSLT. In order to clarify this position this work proposes a tuProlog-styled interpreter for parsing XMLdocuments into Prolog-internal lists and vice versa for serialising lists into XML-documents.
I. INTRODUCTION A. Preliminaries
A transformation within XML is a mapping from XML onto XML. W.l.o.g. only XML as output is considered in this work. In contrast to programming, there is no program, but document data being acquired from some sources and outputted later on. The output is a result of some transformation process. Templates are documents with some parts being slots, which are filled with data from documents as requested. The document obtained is called target document. Templates are sometimes called stylesheets.
Examples of template-based transformation languages are Xduce [12] , Xact [36] and XSLT [41] . Transformation languages are often markup languages. A markup (tag) has a meaning dedicated to a certain domain. For instance, tags can be categorised by command, directive and output information. Markups encapsulate text sections representing altogether united a corresponding document. Markups are recursively defined over text. XML consists of markups.
Due to its focus on documents, transformation languages do not really have much in common with programming languages. Despite this circumstance some concepts are still seamless interchangeable:
• typing • backtracking • pattern matching • monads • unification • higher-order functions • non-strict functions • modules All of the mentioned and even most of the unmentioned languages have in common they cannot be integrated at all or at least with severe restrictions into hosting languages, like Java, C++ or Pascal.
In order to resolve this problem two strategies can be identified as most promising. First, integrate new features. The language gets extended. However, this can only succeed if lingual concepts are universal enough w.r.t. lexemes, idioms, etc. Second, choose a federated approach. Depending on implementation, the hosting language is simulated by introspection. Solely concepts remain untouched.
The reasons against the first approach are a huge rise in complexity and a notorisously incompatible paradigm. Hence, the federated approach is chosen as implementation for the transformation language with Prolog being visible to the user.
B. Motivation
Prolog has two key features which make it very powerful. Those two features are unification and backtracking -both of which are not present in XSLT. Unification allows terms to be composed and described easily. However, the handling may become cumbersome when terms reach a certain size. Backtracking may trace multiple solutions in a tree-structured search space effectively if applied wisely. Prolog is also well known for concise programs solving rather complex tasks. It is expected, unification, backtracking and further features may improve expressibility. However, Prolog is suspected to be inappropriate due to its minimalistic language features on some numeric problems. The non-distinction between input and output parameters also may indicate a flexible expressibility. Since there are almost none previous work on this topic available up to date, new characteristics on Prolog as transformation language are expected.
C. Related Work and Foundations
XML-processing with SWI-Prolog Seipel [27] introduced purely experimental the transformation language FNPath as subset of SWI-Prolog. Since Prolog is good on dealing with symbolic terms, it may also be considered by Seipel for transforming XML-documents.
XML-documents are represented in FNPath as terms. Queries are composed of navigational operators. In order to distinguish monotone from non-monotone operators, three classes were introduced: FNTree, AssignmentTree and SelectionTree. Those classes are sorted in ascending order by abstraction level. FNTree is the most generalised class. SelectionTree is the most specialised class.
The ˆc:6] denotes that in a subtree of O attribute a is replaced by 5, and then attribute c is replaced by 6. Since there are no templates foreseen in FNPath, a direct comparison with XSLT is a little bit of a concern. However, some questions still arise. For instance, whether all introduced operators are complete w.r.t. a transformation language? Are there any improvement in usability and is the representation chosen adequate?
In general each node in a XML-tree is reachable from any other node with FNPath. However, access may still be very hard due to bloated representations, numereous overloadings and too complex accessor functions. Another remark on FN-Path is both, Parse/Serialiser operators, are bound tightly to the SWI-Prolog framework and are by far incompatible otherwise. All critical operations are written in C and are not part of ISO-Prolog. Platform independence is violated regardless Prolog programs are interpreted. These are of serious concerns.
Seipel proposes Prolog or another declarative language for transformations due to its high expected abstraction level ( [27], p.12) . The transformation language should be embedded to a conventional programming language. Because of potential non-termination of recursive clauses a DATALOG-based evaluation manager should be used instead.
Scheme-based XSLT-processor Kiselyov and Krishnamurthi [16] summarise design discrepancies and flaws on XSLT. The most important of which are:
• A few very basic functions require some extraordinary complex templates. • XSLT is not appropriate for invertible transformations, because "templates are not really higher-order" ( [16] , p.1) • XSLT is a closed system, no extentions possible. • Operators are not complete at all. User-defined operators hardly available. Apart from the flaws, expressibility and a poor readability are also caused by markups. At this point the citation from [16] from page 4 should be mentioned in [20] : "The really bad thing is that the designers of XSLT [...] failed to include fundamental support for basic functional programming idioms. Without such support, many trivial tasks become hell.". The third point addresses the same problem as was already mentioned by [27] .
SXSLT is a new implementation and an extension of XSLT, which is written in Scheme. In Scheme introspection allows on invoke programs on runtime (so, also templates).
SXSLT offers the following features for free as a result of Scheme as embedded language:
• higher-order functions are handled as so-called Sexpressions. This allows call an associated function by name during runtime. • local templates • flexible iteration ordering • access to a resulting tree Although the authors criticise both, the syntactic discrepancy and operations ( [16], p.3) , between XPath and XSLT in matching expressions, they still introduce the event-based navigation language SSAX.
In fig.1 the SXSLT-function is shown that traverses an XML-tree. The result of the function pre-post-order is an event tree, which is generated from bindings by successive application of templates. When the function is called with an element node and a traversal function as arguments, then the latter is tried. If traversal fails, then the current node is traversed in pre-order. Child nodes are handled similarly.
(define (pre-post-order tree bindings) (cond ((nodeset? tree) (map (lambda (a) (pre-post-order a bindings)) tree)) ((not (pair? tree)) (let (trigger ' * text * ) (cond ((or (assq trigger bindings) (assq ' * default * bindings)) (lambda (b) (((procedure? (cdr b)) (cdr b) (cddr b)) trigger tree))) (error "Unknown binding")))) (error handle-children-nodes...))) Fig. 1 . Scheme-function pre-post-order (after [16]) In a next step both, Kiselyov and Krishnamurthi, want to integrate further features into SXSLT like context propagation, additional traversal strategies and a type system.
Hypothetical XML-transformation processor in Haskell Meijer and Shields [19] proposed XMλ for typing transformation languages.
Typing was considered too often dropped in favour for a shorter and easier notation. This is why both designed the language XMλ. XMλ is based on Haskell, so, it is a statically typed transformation language and provides higherorder functions, type polymorphism, pattern matching, type constructors and monads ( [19], p.6) . Transformation directives are modelled as tags, which are evaluated in Haskell. So the transformation script uniquely consists of tags encapsulating element constructors and Haskell-expressions internally. Fig.2 shows typing and definition of the example function getPara. The tag in paragraph <P> contains the bound variable p, which occurs on the right-hand side of the lambdaterm. The call getPara <P>Hello World!</P> returns Hello World!.
Higher-order functions in XSLT getPara::P->String getPara = \<P><%= p%></P> -> p Many scientists are convinced about XSLT is declarative ( [21] , p.1). In fact, it is strictly functional, s.t. in practice this may even become a major hinder.
Example by example Novatchev explains in detail how functionals are defined and used in XSLT. XSLT is not changed herewith. New functions are defined in new namespaces. tuProlog tuProlog has actively been developed at the university of Bologna, Italy. It implements a Proxy-pattern in Java [7] , [8] , and allows to define own functors and predicates (see fig.3 ). Once defined, these can be used in Java and in a Prolog context. Even a combination of both is possible. 
D. Use Cases
Due to its semi-structuredness XML is popular for crossplatform communications. XSLT is often used on the server side to transform document, which are exchanged during a communication between server and client.
For example, let a typical client/server warehouse architecture be given where the communication is based upon XML in the application layer. Let client requests be stored before an invoice is issued. In order to create the invoice multiple data needs to be gathered from different sources, like customers ID, order ID, etc. The generation would be implemented as XSLT.
Case Study No.1) Business rules policy in contractual agreements In [9] Grosof, Labrou and Chang present Prolog as a way to process descriptions and strategy rules in an E-commerce background with business rules. Business rules in Prolog seem to have a major advantage over imperative approaches or even SQL views, namely a semantically adequate representation. This can easily be seen by the appropriate and still flexible description in comparison to other approaches.
For example, a particular business rule may be: "If buyer returns the purchased good because it is defective, within 1 year, then the full purchase amount will be refunded" ( [9] , p.69). Business rules are in a knowledge base, which may be adapted by need [2] .
The authors recommend -even if that would technically be possible, still to minimise integrational risks and leave existing routine work with the existing software infrastructure for stability purposes, such as triggering orders in case of running out of stock, several event-based database triggers.
Case Study No.2) Multichannel Publishing
In [17] Leslie proposes the approach which allows to derive three resulting documents for an incoming XML-document. First, for a XML document as input a HTML-list is generated using a XSLT-stylesheet, which represents a table of contents. Second, a HTML document is generated, so it is humanreadable. Third, for the sake of evidence PDF is generated for the same HTML document (see fig.4 ).
E. Objectives
The objectives can further be refined as following:
• Analysis and Design of how to represent XMLdocuments best in Prolog. • Implementation of XML-parser and serialiser.
How can XML-data be read into Prolog and be written back into a XML-file? • Implement typical transformations within Prolog.
In analogy to XSLT, a relatively complete set of examples should be implemented in Prolog and compared with XSLT. Apart from that, appropriate operators shall be defined over Prolog terms -which eventually make up Prolog as transformation language. This shall be investigated w.r.t. completeness and usability. The quality of all designed operators shall be assured by numerous tests. What are typical examples for transformations? How to divide essential from additional operators which could improve usability and appear plausible? Are there any restrictions, new possibilities or special cases due to Prolog's logical nature? • Determining comparison criteria.
Which software metrics as known from procedural programming languages may be adapted to XSLT and Prolog ? Is there anything to take into consideration herewith? What other measures apart from metrics shall be considered? How to measure qualitative features? Which kind of transformations allows to flip original and target documents (invertability)? • Comparison of Prolog and XSLT by criteria.
In which cases does XSLT better and in which does Prolog better? How significant are these advantages?
F. Structure of this Work
Sect.II introduces to fundamental terms needed. XSLT as XML-transformation language as well as Prolog as logical programming language are briefly introduced together with its most essential concepts.
Sect.III deals with the processing of XML-documents in Prolog. The mapping from a XML-tree into a Prolog-term and vice versa are discussed and implemented. Afterwards transformation operators are introduced. Specialities of Prolog towards transformations are presented.
Sect.IV gives a short overview of the implementation of the Prolog-components. It briefly shows the user interface, the overall architecture and the most important components of the system.
Sect.V defines the essential comparison criteria. Comparison is mentioned by some selected examples and assessed. Overall results and tendencies are discussed. Finally, the invertability is probed for document transformation in general.
Sect.VI summarises all previous sections and provides an outlook on future development of the logic-oriented approach presented in this work.
II. FOUNDATIONS
A. XML and XSLT 1) Common: XSLT is a specification language in XML for document transformations. A XML-document is transformed into another XML-document (see fig.5 ). Even if the result does not necessarily must be XML in case of XSLT, for sake of simplicity it is still agreed upon XML. W.l.o.g. in case of flat text it is agreed upon a surrounding XML tag always embraces the utmost text. XML is a semi-structured markuplanguage. The data in a XML-document is captured by tags. Tags may contain numerous other tags. Hence, tags have a XM L / / XSLT-processor 5 . XSLT processor tree structure. A brief review on actual problems with XML and formal semantics can be found in [26] .
Many state of the art transformation languages are descriptive. XSLT does not have side-effects nor explicit variable assignments. It is functional. XSLT integrates programming features originating from imperative and object-oriented transformation languages, as in XACT [36] , [15] , [5] .
2) Backus-Naur-Form of XML: The exact syntax of a XML-document is defined in Backus-Naur-form as:
Id denotes some identifier. Identifiers start with a letter and followed by arbitrary many alpha-numeric characters. The alternative of Element implies both Id s are identical.
Text denotes an arbitrary XML-conform string. Arbitrary text may occur, except brackets, for example, < is escaped as &lt; and > as &gt;.
Comment denotes a common SGML-conform comment. PI s denote so-called "processing instructions" and are used by some dedicated applications only. Data that does not belong to the XML document may be encoded into PIs.
3) XPath: XPath is a navigation language for XML [39] and its distinction is high expressibility and extensibility. XPath is a "sub"-language of XSLT and XQuery. "Sub" refers here not to set inclusion w.r.t. formal languages, instead it denotes here a mechanism, s.t. expressions in XPath may be embedded into XML. Although XSLT is XML, XPath is not. This is one reason why all three languages require different interpretation and tools for each language. XPath expressions are embedded into XSLT by select and match attributes. XPath allows to locate nodes and attributes within a tree representing a XML-document. XPath offers aggregate functions over numbers and strings also.
In order to address the top-level node in a tree-model, the operator '/' is used. In general, however, the top-level element node may have a sibling node right before. As a matter of fact, this is a mistake often committed by beginners. In order to locate a node or attribute, a path-expression needs to be build up using the operators '/' and '//'. '/' searches from the current node the node immediately one level below. '//' searches for any level below (implicitly also assuming the current level). So, //person/address/city looks from the current node downwards until it finds an element node called person. For each such node found underneath there must be another element node called address, which is directly above person. If found, then one level below there must be just another element node called city. If now all conditions match, then the entire content from city is returned. If a specification requires further conditions to be applied to found city-nodes, then '[]' needs to be suffixed with a meaningful condition within. The expression within the square brackets is evaluated for every matching node. Only if the predicate is satisfied, the found city-node is added to the resulting multi-set. For example, $X[@id] filters all nodes $X satisfying the predicate @id. So, only if an element node has an attribute id, then this node qualifies as result.
Once XPath gathers all qualified results, it passes it to the processor for the hosting language -which here is XSLT. Qualifying results may contain nodes, node sets, boolean values, strings and numbers. A node is returned whenever a path-expression locates at least one matching node from the XML-model. Otherwise, a node set is returned. Boolean values, strings, integers and real numbers are implicitly turned into strings by matching aggregations for strings and core arithmetics.
Once desired nodes have been found, XPath easily allows to locate their neighbours (see fig.6 ). In the following the black node $X is assumed to be the starting node. XPathaxes stand before the operator '::', the navigation expression follows. The ancestor-axis seeks for a predecessor. If $X is applied to ancestor, then {1,3} is returned. The path expression is $X::ancestor. The only parent node 3 is obtained using parent. Node 6 is obtained by $X::self. $X::descendant returns {10,11,12,15}. following returns {7,8,9}. preceding returns {5}. Besides, ancestor-or-self and descendant-or-self unite two axes. ancestor-or-self returns {1,3,6}. descendant-or-self returns {6, 10,11,12,15} . Beside the presented axes there are shortened operator synonyms. For instance, ::attribute stands for '@', where '//' stands for ::descendant-or-self. '..' stands for ::ancestor.
Attributes are selected by the '@'-operator. Left of '@' is the selected node. Right of it is the attribute name to be selected. If the attribute does not exist, an empty node set is returned. If '@' occurs inside the '[]'-predicate, then the XPath-expression is only a check for occurence of an attribute specified. $X@id returns attribute id's value, where As mentioned in the introduction, a XML-transformation takes one or more XMLdocuments and turns them in some target XML-document. This can be done by a given set of rules, hence rule-based approach. The rules appear unprioritised covering parts of the transformation. Transformation rules may be modelled as x → y. Here, x provides the pattern an element node has to match with and y denotes the resulting node set. Coming up transformation rules in XSLT. Transformation rules are templates (see sect.III-B2) of kind:
<xsl:template match=X>Y</xsl:template> X is the source document. Y is the target document. A valid binding would, for example, be X="/", y="<a>hello world!</a>".
A XML-tree is always traversed in pre-order except specified differently explicit. Every element node is visited by default exactly once. The XSLT-processor attempts to apply a matching template. If the attempt fails, then the traversal is continued in pre-order. Otherwise, a template is selected from a potential set of templates and applied. The result set is returned to the caller.
The user may alter the implicit traversal with apply-template. call-template together with the attribute mode may deactivate the implicit traversal. Instead a template is explicitly called. The attribute priority can prioritise among matching rules, so a certain result set may be favourised.
The introduced tags allow to write user-defined traversal functions. The most important functions (in-order, post-order) shall be standardised. For instance, an inverse polish intermediate representation of terms encoded as tags, as it is in MathML.
Remark: By pre-defined traverse-functions the expressibility of a transformation language is increased (cmp. [16] ).
Naturally, parametrisation comes for an additional tax. A switch for controlling traversal would be highly recommended.
In order to assure referential transparency, every user should be able to pass traversal ordering as argument to the template or the actual traversal function (cmp [16] ). This would avoid global variables and I/O-operations. Both, left-hand and righthand sides of a transformation rule may be extended by "syntactic sugar", s.t. tests for membership could be simplified as well as more sophisticated pattern-matchings ( [32] , pp.21). Unfortunately, improvements are made only from XSLT 2.0 onwards. These improvements include loop extensions over arbitrary types, regular expressions in strings and a more parametrised matching on templates for selection. It is important to note, however, XSLT is closed by its design and no variation nor extension are easily doable. 5) XSLT: As already mentioned, XPath is part of XSLT. Each XSLT-stylesheet is in a separate XML-file. Numerous tools for XML contributed also to the popularisation of XSLT, for instance [37] , [38] , etc. Fig.7 summarises the essential XSLT-tags. stylesheet is the root element of every XSLT-transformation. It unites arbitrary many template [41] . The attribute match contains a XPath-expression associated with a particular node. The attribute name provides named templates. Template calls can either by implicit by using apply-tempates, or explicit by calling call-template with a previously defined template name. nodesetexpression denotes on an implicit traversal the node set to be traversed. The nodes matching for a given XPath-expression are applied to the corresponding template.
Expressions may be evaluated via value-of. Expressions are strings, numbers, variables and trees. copy-of returns an exact copy of a tree node.
Controlling a template includes conditions with/without an alternative, case selection and loops. Conditions are specified with if, in case there is no alternative, and with choose in case there exists at least one alternative. choose otherwise denotes all the cases united that are not previously covered by any of the specified cases. sort sorts a node set by a specified attribute. Sorting by multiple attributes is available only since version 2.0. A sorting may be ascending or descending.
Variables and parameters in XSLT can be declared by variable and param. Except syntax they seem to be identical. Identifiers from either one are preceded by a dollar sign within a XPath-expression, for instance, for a select or match-attribute. Parameters and variables must be declared in a template. Calls to named templates require the parameter with-param is passed for recognition purposes.
No side-effects are possible by global variables. The execution ordering in a stylesheet is always sequential. If an error occurs, neither is a step rejected nor is an alternative tried.
Remark: By integration of a DATALOG-oriented clause scheduler existing declarative transformation languages are enabled with multi-solution recognition. If there exists a finite solution, then the scheduler is able to get it prior to running into a non-terminating loop. Counter-measures may effectively be taken so against non-terminating loops.
If more than one template matches in XSLT, then a warning is issued and transformation continues with only the first of all alternatives. Alternatively, the transformation process may be cancelled.
In Prolog-based systems multiple solutions can be evaluated. A DATALOG-scheduler allows to trace all paths equally in breadth and width due to a modified backtracking.
Variables in XSLT can only be assigned once -this is the semantic equivalent to a symbol. This is different to imperative programming languages, where redefinitions are allowed. Once a symbol is bound it remains forever within a particular template. Multiple assignments within a template are not valid. In the following example the template returns 1. The second binding is suppressed and/or a warning is issued, depending on the concrete XSTL-processor.
<xsl:template match="/"> <xsl:variable name="a">1</xsl:variable> <xsl:variable name="a">3</xsl:variable> <xsl:value-of select="$a"/> </xsl:template> A comprehensive semantic is given in [33] . Ongoing expressibility research can be found, e.g. in [13] .
Parameters are used as usual and there is no semantic discrepancy on variables from imperative languages (cmp. fig.22 ). The loop introduced by for-each with a finite number of iterations defined prior to entering the loop body for the first time, may be escaped earlier by an additional condition passed to '[]'. For example, the number of iterations may be limited to the first 10 in case there is such a consecutive sequence first:
<xsl:for-each select="//a[position()<10]"> In this work Xalan/J is used as XML-processor [37] . B. Prolog 1) Common: Prolog is a general purpose programming language with a high abstraction level. This statement can easily be checked when comparing typical applications in Prolog with those in C or Pascal, for instance. For a profound look into numbers, numerous publications and reports on software metrics, like the MacCabe complexity, should be taken into closer consideration.
In contrast to imperative programming languages, Prolog describes a problem rather than providing an instruction sequence of how to solve it. Hence, Prolog is descriptive and allows the user to focus on the problem description more.
A Prolog-program consists of facts, rules and queries ( [29], p.11) . The actual calculation is a constructive proof or a refutation of a query ( [29], p.4) . If a goal can be derived from the rules of a given knowledge base, then calculation succeeds and the result is returned whatever is specified to the query as result. Otherwise, a query is refuted or it does not terminate. This means, the result has three options: Yes, No or "No result decidable".
Facts have the form A 0 ., where A 0 is a placeholder for any predicate without any premise. A 0 can be interpreted as relation A0(r 0 , ..., r n ). The elements ∀i.r i of the relation A 0 can be atoms, symbols, lists or any composition of it. Atoms are numbers and identifiers. Identifiers are strings with a first lowercase character. Symbols are identifiers with a first uppercase character or ' '. A list is a comma-separated enumeration, guarded by square brackets. Terms are constructs, consisting of a functor and an arguments list, for instance, element(top,[],[]). Let the following two facts be given:
Sentences of the form "A 0 ← A 1 , A 2 , ..., A n ." denote rule. "A 0 " is the head of a rule, where "A 1 , .., A n " are subgoals ( [29], p.18) . The comma in between subgoals is a logical conjunction. Only if all subgoals A i are satisfied, the entire rule also satisfies. In Prolog ← is replaced by :-.
Now another fact and a new rule mortal are introduced. This can be read as: "If X is a human, then X is mortal". human(socrates). mortal(X):-human(X).
Queries have the form "?-A 0 , A 1 , ..., A n .". A 0 till A n are subgoals. They are run successively. If one subgoal succeeds, then the subgoal with the next index is tried. If, however, one, subgoal fails, the remaining are not run and the entire rule fails. The evaluation ordering can be different, if a subgoal fails. The rule scheduler may switch to a next subgoal and skip one, in order to return back later. If all subgoals succeed, YES is returned, NO otherwise. The query Y=socrates,mortal(Y) binds the atom socrates to the symbol Y and checks then, if mortal(socrates) is true. According to the given rules YES is derived.
The computation model is reduction ([29] , p.23). Queries can be considered as procedural statements. Rules are procedures, where a rule-head corresponds to a procedure head, and conjunction of a sequence of subgoals corresponds to a procedure-body. Facts can be modelled as constants. In a reduction step a procedure call is performed. The reduction is done lazily in Prolog ( [30] , p.178). So, a subgoal is only evaluated if really needed for the overall calculation. Fig.8 shows the complete derivation for the query a2(X,1,3). a2 implements the Ackermann-function as following:
a2(0,M,Res):-Res is M+1. a2(N,0,Res):-N1 is a2(N1, 1, Res) . a2 (N,M,Res) :-N1 is N-1, M1 is M-1, a2(N,M1,Res2), a2(N1,Res2,Res).
The most important construct in Prolog is the logical term expression. It is defined as following (according to [29] , p.27): term ::= constant | variable | compound term constant denotes a constant like a, tmp and a13b. variable denotes a Prolog variables. Strictly speaking Prolog does not know of real variables but of symbols, although they are called variables in Prolog. Except said differently, we refer to Prolog variables (symbols) when talking about variables in Prolog. Symbolic evaluation is another strength of Prolog. Symbols are not typed and can be restricted. The value of a symbol is a term, which may contain symbols again. A symbol's denotation may be determined on runtime, therefore it is dynamic depending on the execution and bound to a scope. If sub-expressions of a symbol value change, then the meaning of the symbol obviously instantaneously changes too. Unfortunately, symbols also may have disadvantages, one severe is speed. However, making generalisations here is neither precise nor appropriate, because a symbol may not make hard estimates on performance whatsoever. It may depend on other parameters like algorithm, execution model, etc. compound term denotes composed terms like f(0),g(f(0),f (1)), where f and g are functors.
Sterling made on page 87 in [29] and totally true comment: "unification is the hard of the computational model of logical programs". In logical programming it is often required to check if two terms are the same or if those may be transformed into each other. This is called unification. For example, the two terms g(X,f(f(0))) and g(f(0),f(X)) are unifiable, if X is bound to f(0). However, g(1) is not unifiable with g(f(X)), since 1 is not unifiable with f(X). In contrast to classic equality checks the original symbols state within a term may after unification not be the same as before -among the current list of subgoals at least, because unification "overwrites" (in fact it only binds once) a symbol as soon as an unification attempt succeeds.
A trivial result set is a solution for a request which is derived directly from a fact. In Prolog trivial solutions can often easily be derived. All other solution need to be derived not only from facts, but from rules and are called non-trivial solutions. When looking for non-trivial solutions the evaluation manager may get stuck in non-terminating cycles in general. Rules which do not assure this are avoided and are called insecure rules ( [30] , p.147). Insecure rules need to be avoided.
The semantics for a given Prolog-program P can be described by a Herbrand-universe, the Herbrand base and an interpretation and the model. For further consideration let P be the following program: natural_number(0). natural_number(s(X)):-natural_number(X).
The Herbrand-universe U(P) is the set of all ground terms, which are composed of function symbols and constants ( [29] , p.102). For example, U(P)={0, s(0), s(s(0)), ...} holds. The Herbrand-base B(P) denotes the set of all ground terms that can be composed of all predicates over P and terms from U(P). So, whenever U(P) is infinite B(P) is also infinite. For the given example B(P) = {natural number(0), natural number(s(0)), ... } holds.
An interpretation calculates the subset of the Herbrand-base B(P). It consists of mapping rules for constants, functors and relations. A model is the set of all possible interpretations [29] .
The λ-calculus is the underpinning apparatus used later ( [29] , p.119). The ordering of the rules matters. A rule coming first has the highest priority and a rule coming last the lowest. This is why a rule with left-recursion may not come before a base case, otherwise the interpretation of a corresponding predicate may not be determined. The ordering of subgoals also matters. If not strictly evaluated according to the calling convention of the Prolog interpreter, a fail or a massive overload may be the consequence due to an exploding search space which may not have sufficient constraints until the interpreter runs out of memory or time. For instance, fact (2,X) fact (1, ) ... fact(-2, ) · · · is critical for this program:
Res is N * Res2. fact(0,1).
2) Advanced Concepts: Although Prolog does not know of explicit type casts, sometimes it is very important to know to which category a symbols belongs to. For this reason meta-logical type predicates were introduced into ISO Prolog ( [29] , p.176). This allows coarse type checks on term expressions. Such predicates include atom/1, var/1, list/1, compound/1, atomic/1 and ground/1.
A remarkable feature in Prolog are cuts. A cut is introduced as the built-in subgoal '!'. Cuts allow to cut off multiple solutions during runtime Since there is always the risk to cut off the right solutions, the rightful usage of a cut shall always be done carefully. Depending on the problem to be addressed cutting off wanted results is a so-called "forbidden" (or RED) cut, where a cut only drops redundant results without loosing relevant information is so-called permissive (GREEN). Often GREEN cuts are used in order to find a first solution only, not necassarily the optimal solution.
In order to demonstrate cuts, let us consider the programs P 1 and P 2 in fig.9 .
Program P 1 demonstrates a GREEN cut. When fact is called the input value is checked if greater zero. This covers the recursive part of the definition. The case "N = 0" is covered by the second rule. By the preceding comparison in the first rule non-termination is avoided. Without the comparison the first rule would always match and so the program would not terminate. In the second rule the cut is in the body of the rule. At this position it cuts off all following alternatives, s.t. interpretation resumes from the caller's position. P 1 calculates the factorial function for a given natural number.
Program P 2 demonstrates a red cut. The call fact returns the incorrect result NO, since the first rule always matches. The second rule is never considered as an alternative, because the cut occurs before in the first rule. In consequence, the first rule calls itself until the condition N > 0 does no more hold. As soon as the second subgoal does not match, no other alternative is sought. So, the query fails finally. The program P 2 calculates the factorial function.
Since there is no exact definition of a boolean negation in the same way as in Pascal or Java, negation needs to be defined on solution sets w.r.t. a predicate or one could interrupt the calculation upon a negation at an appropriate position only. To negate a predicate means actually YES in case of a correct reasoning turns into a NO, and NO turns into YES, but only under the condition the result is determined and terminates prior to exiting with success or fail in both directions. This may not always be the case.
This can be achieved by the predicate not/1. It is important to note here, that in case of a fail all following subgoals are eventually not triggered.
If a cut is used as negation, then this means that all alternatives are excluded on fail. The fail need to be explicitly triggered by calling the built-in predicate fail/0.
Non-deterministic programming is also characteristic to Prolog ( [29] , p.250-281). Here, a systematic check for multiple solutions is meant. The solution set is gathered by sequential search and backtracking. This strategy is better known as generate and test and is meant meta-physically as in fig.II-B2:
So, first some solution X is generated, then it is tested if this solution fulfills all required constraints. Mixing up both subgoals does not lead to a solution in general, because in general X may not be unified, s.t. a concrete singleton result matches a generated particular result. The predicate find returns arbitrary many results, because during evaluation all X are sought matching with generate. In order to reduce evaluation overhead, the test should be as close as possible to the generational subgoal in order to quickly reduce search space. The non-determinism in Prolog has two instances according to [29] (p.250-281):
• don't care-non-determinism: Among multiple rules any arbitrary rule is selected. In this case, it is initially clear by the given rules set that an arbitrary application ordering of the rules will always bring the same result. This means the ruleset is confluent. • don't know-non-determinism: Here a rule is chosen and it is tried to prove a subgoal. If it fails, backtracking will bring control back to the last still valid state and search from there onwards for further alternatives. As soon as a subgoal finds a successful path till the end, the algorithm succeeds. It is assumed for that particular algorithm a correct solution does exist, otherwise an exhaustive search for alternatives may be the result. If no alternative exists then the subgoal fails. The difficulty lies in deciding which rule is the correct one. Invertability of relations is closely related to nondeterminism. This means a relation has more than one valid input. P 1 from above is not invertible, since only the first argument N qualifies as input. If fact is bound to input with a symbol as first argument and any other argument as second, then the symbol may not be inferred. This is because here N is unknown and so is the subgoal N1 is N-1, which cannot be evaluated arithmetically. Invertability allows in a functional sense to determine an inverse mapping for n incoming arguments. If for a function all inverse functions are determined, then this function is called fully invertible.
Invertible transformations are mappings, which uniquely generate for a valid document a resulting document. Such mappings are bijective, since documents are injective and are mapped preserving the structural information. So, the invertible transformation is an isomorphism here.
Not totally obvious may be the observation that by means of the logical paradigm general purpose Prolog still has restrictions in the design, that is why it ([30] , p.146). It has, for instance, the predicates read/1, write/1. As a matter of fact every general purpose programming language should provide functions for input and output. The predicates findall/3 and !/0 are due to an effective control with solution sets. Variable assignments can be simulated by assert-commands.
III. DESIGN
A. Prolog Data Structure 1) Common: In this section the translation from XML into a Prolog representation is designed. In the sections on parser and serialiser formalisation attributed grammars are introduced for reading and writing files to the Prolog system.
Element, text, PI and comment nodes shall be processed. Node constructors are introduced in order to distinguish node types. Node constructors are called functors in Prolog and are denoted by an atom. The concrete kind of a node constructor is specified with brackets containing a list of parameters. Subnodes are defined recursively. XML-documents can be modelled as Prolog-terms.
2) Element Nodes: A XML-element node is uniquely identified by its name, an attribute list and a sorted node list. The name is modelled as atom, both lists are modelled as lists. A list is always ordered in Prolog. So, the attribute list has always an ordering. If an ordered list is needed, for instance when checking for equality, then canonisation is needed on the corresponding element node (see fig.16 ).
In [24] , in subsection "Processing hierarchical structures", a list rather than a constructor is recommended. Although lists and tuples do not differ that much when it comes to an appropriate representation, the data structure has a finite number of elements. Hence, tuples seem to be the right decision.
Lists associate with an ordered collection of homogeneous element. The homogeneity may look like far much more extensible on a first glance. However, processing rules still need to be aware of position and data. A violation of this convention would result in malfunctioning. Apart from that the requirement to have separate attributes from child nodes could be weakened, and so arbitrary interleavings could be allowed. This means attributes and child nodes could be merged into one list. However, such weakening would invalidate a unique representation, since there is no more correspondence then left between attributes and child nodes. Another difficulty would be the undefined arity and list length. This would make processing complicate.
Seipel suggests in [27] , [28] , [11] to use the triple Tag-Name:AttributeList:Content for element nodes. ':' stands for the list constructor. a:b:c stands for list [a|[b|[c|[]] ]] or [a,b,c] . The third tuple component Content denotes the childen list. This representation is complete and is taken, except for these three modifications:
1) The triple mentioned is written in brackets and is prefixed with element.
2) The list functor ':' is substituted by comma.
3) Content is renamed into ChildrenNodeList. So, for example, the element node <a>hallo</a> becomes element(a,[],[text(hallo)]).
3) Attribute List: In XML an attribute entry has the semantics mapping:
Attribute-Identifier → Text
Since an element node has an arbitrary number of attributes, list is the data structure of choice. An attribute entry has two possible representations. This representation is minimal. Brackets and quotes are required, but could lead to heavily nested expressions.
Variant 2: with equality sign
This variant is closer to XML. Equality and quote signs are separators. In addition, the expression requires guarding single-quotes, so the entry becomes an atom. Anything different from an atom leads to a problem. Transformation rules must split this atom in order to extract attribute identifier and associated content.
Due to less probability of errors the second variant is preferred, even so this means additional overhead. The overhead of accessing attribute names is linear in complexity. It is accepted in order to get a better usability. So, the element node <a id="1" name="i">...</a> turns into the Prolog element node: element(a,['id="1"', 'name="i"'], [...] ) .
4)
Text Nodes: Text in between element nodes can be considered as a text node. No additional characters are required. Such an approach is easy implemented in Prolog. However, this is in contrast to the just agreed convention, that each node type is distinguished by its own constructor. In order to unify text, comment and PI nodes, the constructor text is introduced. Text in between two element nodes, for instance, hello world is transformed into text('hello world').
5) Child Nodes List: The sequence child nodes appear in a XML-document is important. Changing the order child nodes appear result in a fundamentally new XML-document. Child nodes are effectively implemented using lists. Concrete child nodes can be different herewith. For instance, two element nodes are followed by two comment nodes and a text node:
A missing typing can cause the following syntax errors: 1) List is read instead of nodes.
2) Child nodes list is read instead of non-element nodes. These errors can be excluded by meta-logical type predicates (see sect.II-B2). Otherwise, the error may occur only while serialisation. 6) Comment Nodes: Comment nodes are represented as following in XML:
In Prolog the same text is guarded by single quotes and are passed as argument to a comment-constructor, for instance, comment('this is comment').
It is worth noting, arbitrary text is guarded by single quotes, regardless if it is only a single word or text over several pages. The first letter must be in lower-case. This is in analogy to text and PI nodes. In Prolog it is not mandatory to encode a as 'a', since Prolog always treats atoms without single quotes to its knowledge base. Hence, guarding should always be present. Quotes within text do not change. Single quotes must be escaped by triple single quotes. As before, potential errors may only be recognised during serialisation. 7) Processing Instruction Nodes:
represented in analogy to sect.III-A4, sect.III-A6 as pi-constructor: pi('something'). PI-nodes are only passed, but never processed. That is why they are never considered separately in this work. 8) Parser: The syntax of a XML tree is defined by a Backus-Naur-form in sect.II-A2. After each XML-node is mapped onto Prolog-nodes, the corresponding attributed grammar G X2P sums up the section (see fig.11 ). The set N contains all non-terminal symbols, where T denotes the set of terminals. P contains the set of productions. XMLNode denotes the starting non-terminal symbol, which is X in shortform here. The function cat concatenates all parameters. 9) Serialiser: Serialisation is the inverse operation of parsing. So, a Prolog data-structure is turned back into a XMLdocument in analogy to sect.III-A8. The Backus-Naur-form is in fig.12 and the attributed grammar is in fig.13 .
B. Transformation Rules 1) Discussions: As already mentioned in sect.II-A4, the rule-based transformation approach is wide-spread. Rule application is pre-order and top-down. A rule is selected from the set of all matching rules, e.g. by priority, and called afterwards. As soon as no other template is available, the resulting node set is returned to the caller.
A sub-tree is processed by several transformations. The result of a transformation step is a tree sequence. The sub-transformations have certain properties in common (see sect.III-C1).
Bruno, Le Maitre and Murisasco [4] consider non-monotone transformation operations in XQuery. They extend the query language XQuery by the operations: insertion, moving, renaming. These operations are needed for short transformation specifications in order to avoid specifying all non-modified elements of the incoming document.
Christensen et al [5] implement templates in their Javabased framework Xact. Xact makes use of path expressions which are similar to XPath. A path expression is modelled as composite. This is very close to a XML-document. By doing so, path expressions, XML-documents and other classes of the framework can easily be handled. Kiselyov and Krishnamurthi [16] try to resolve XSLT's restrictions on functionality and expressibility. However, they stick to template-centric transformations. It can be stated SXSLT matches the actual node with the left side of the rule during iteration, and evaluates afterwards. In case the evaluation succeeds this is identical to the generate-and-test approach (cmp. fig.II-B2 ). First, a result is generated, then this result is passed to the calling instance and checked. The consequences are: 1) Templates must be traversed in pre-order by default in order to be comparable with XSLT. 2) Invertability assumes invertible sub-transformations.
3) If a template matches and generates a result, then the template takes over control of the further transformation. 2) Templates: In order to compare XSLT with Prolog, templates are needed in Prolog. The following is agreed upon:
• Traversal order:
The document is traversed without any further notice in pre-order. The order shall be altered by the user. Each node is matched against a template. The specification of a node is unified with the left side of the transformation rule herewith. In case unification succeeds, the right side of the transformation rule is returned. Otherwise, the traversal proceeds with the following child nodes.
• Traversal continuation:
The template must have a possibility to control the traversal of child nodes. After the actual child nodes is visited the next sibling element node is visited. The application of template to arbitrary nodes differs from the application to a list of nodes. In case of a nodes list results are successively put into a list of all results. Each result is also a list of resulting trees. If a rules does not match, then this rule is ignored and an alternative is sought. If no other rules matches, then an empty list is returned as result. • Calls:
Templates are explicitly called by xsl:call--template in XSLT. xsl:apply-templates allows to call templates implicitly. This call is appropriate, whenever the structure of the child nodes is not clear. There are not restrictions on recursion. Callable templates are reachable. Non-recursive templates can be removed.
In Prolog explicit calls are enforced by predicate calls as subgoal. The predicates traverseElements and traverse trigger implicit calls. There is template apart from the two just mentioned which controls the traversal of a XML-tree. traverse(@in,-out)/2 traverses the input tree as just described and returns a result list. The list is needed for output, since in general there is no single target node. traverseElements/2 is in analogy to traverse/2. The input is a nodes list, which is traversed successively. Gained results are unified and then stored to the list. traverseElements is needed when child nodes are explicitly processed. template(+node,-node)/2 is a template to be defined by the user.
3) Examples: Effectively, the user writes templates and helper predicates.
Example 1) Simple Example
Match an arbitrary node whose two child nodes are a.
is equivalent to the XSLT-variant. or by using the transform-predicate from sect.III-C1.
template(E,[text('.')]):transform(E@id,'1234').
is equivalent to it XSLT-variant.
<xsl:template match="/[@id="1234"]"> <xsl:text>.</xsl:text> </xsl:template> 4) Open Questions: May [18] asks at page 21 for a simpler rule representation. The representation suggests no template-predicate is used as introduced. Instead, the mappingx →ỹ shall be implemented in Prolog as easy as possible. So, the first example from sect.III-B3 would look like the following in Prolog:
Here, x could be taken as head and y as body of the Horn-clause. Semantically, this is inverse to the transformation mapping, since x is an implication of y. x would still match in a traversing algorithm, and y is resulted. However, y may have at most one result. Needed intermediate results cannot be contained in y -even if y is a list of result trees. Prolog is relational, so technically results of a minor calculation could be arguments to a relation.
In order to swap x with y helper predicates may be used. A traversal would be useless, because the node to be matched is in the rule body. May's proposition would not be appropriate for the goal of this work. This work shows how navigation expressions without conditions can be developed towards the transformation system. A practical use would therefore not be considered due to high implementation efforts.
So, a constructor template is needed and the term "constructor" fully remains its origin meaning.
Seipel [28] , [11] , Meijer and Shields [19] as well as [24] criticize the template-approach in real applications. In [11] and [28] helper predicates are used as a replacement for functions. Templates are avoided.
Meijer and Shields choose a functional approach. Queries are processed on the input document and the calculated results are written to the output document. This approach has a high functionality, encapsulation and reuse in comparison with stylesheets. Polymorphism and a type system [19] support the reached high level. But this approach still has the disadvantage to be too bloated the more the generated output document differs from the input document. It shall be clarified, therefore, how the separation of transformation-tags from Haskellfunctions in XMλ can positively impact usability. [24] suggests, similar to Meijer and Shields, only to a few base operations like (deletion, insertion, chaining) and pass the control and result management entirely over to the user. This contribution can, due to its complexity, only be considered as motivation in this work. However, it shall be investigated further for certainty.
All examples mentioned in this section avoid templates. It is implicitly assumed, control over the input documents stays with the user. In this work, it is investigated whether or not template-based or template-free approaches are more accurate and appropriate for transformations.
C. Transformation Operators 1) Relations: Before XSLT-equivalent operators for Prolog are introduced, it is important to reason about operators for transformations. In Prolog the operations from the Relational Algebra can be introduced (cmp. [29] , p.42-44) as following:
Here, r, s and t denote relations with arity n or m. not is a syntactical convention here for negation of a given relation. It could be rewritten as no − s inverting the boolean return value of the relation interpretation s.
So, Prolog is at least as powerful as the Relational Algebra. Unfortunately, the operators from the Relational Algebra are not sufficient for document transformations in general. For instance, operators are missing which allow browsing and manipulating. Hence those are going to be introduced next.
2) Base Operations: Operators process terms, they both uniquely appear together in the predicate transform. This allows all transformations can be handled uniquely. transform has arity two, since a transformation defines itself as the state before and the state after a transformation.
The fundamental duties of a document transformation can be derived from observation as: navigation, construction and manipulation. Navigation accesses fragments of the document. Construction means insertion of new nodes and attributes into the target document. Manipulation means the alteration or deletion of document fragments. Despite manipulation may be replaced by navigation and construction, those may still be of important benefit in special cases. For example, if a single element node needs to be removed, then in general the need for a total reconstruction of all not-related bits is doubtful. 1 not is a logical not here for interpretation 2 s is arbitrarily composed This would be an extraordinary complicated way to describe a simple modification actually.
Navigational Operators
In XSLT XPath is used for navigation. XPath uses location paths and axes [39] .
The location path in XPath uses the operators '/', '//', and '@' (cmp. fig.14) . Two kinds of paths exists: (i) relative paths and (ii) absolute paths. In case of (i) the path starts with a node name. In case of (ii) the path starts with either '/' or '//'. Even if Prolog characterises any operator as relative, it is still important to note, that the concrete context must uniquely identify a node. This is the reason why nearly all path expressions in practice are indeed relative.
'@' and 'id' are used as attribute accessors. '@' checks if an element node contains an attribute or not. 'id' is a core function of XPath [39] . The difference to '@' is that 'id' seeks for a matching attribute name. 'id' is introduced as a navigational operator to Prolog. Since the dual operator to '@' 'id' is already a navigational operator, an additional distinction between base operators and helper-functions is not meaningful. Both, 'id' and '@' stand utmost-right in a location path in Prolog. Because it does not accumulate further nodes as to the result, the inductive generation for navigation paths stops.
'#' and '?' access comment and pi-nodes. They are related to the XPath-correspondences comment() and processing-instruction(). However, the operators differ in their semantics. In XPath operators are introduced as functions to the node-test '[]'. They realise a filter. In contrast to that, in Prolog they perform a transformation to a given document and return a node as result. Since in general not only the content, but also the corresponding position is desired, the operators '#' and '?' were introduced. '#' and '?' may be considered as projection in terms of Relational Algebra (see fig.15 ).
In sect.II-A3 XPath-axes were added. The axis namespace [39] was dropped, since no namespaces shall be considered in this work. attribute was not newly defined. This axis can be replaced by using operator '@'. In order to implement the axis parent, the node above must be given. This, however, is not tractable unless either an additional data structure is storing all relevant nodes (see sect.III-E). A worsened usability as a direct consequence of bloated transformation rules and increased complexity plea against the introduction of axis parent.
The axes ancestor and ancestor-or-self can also not be introduced due to its direct dependency on parent. The axes following and preceding access parent nodes according to its definitions. That is why these as well as the operators following-sibling and preceding-sibling can also not be introduced. The same does not count for child, descendant, self and descendant-or-self.
Except joins, '#' and '?', all operators mentioned above are replaceable by one or more applications of relational operations (see fig.15 ). '//' is described in Prolog as 'ˆ', because binary operators are not permitted as operator symbol in tuProlog. The operator '/' seeks for a given element node E and a corresponding node name N the corresponding child node.
In fig.15 for each navigational operator the corresponding rule is defined. The operator is linked to the operands from the left to the right with ascending index. The specification of the operands is determined by the rule. It is worth noting, the rule for '//' is non-deterministic, because the third and fourth rules have the same premise. Consequently, a derivation tree may follow in general with an unknown amount of solutions. If a fail is reached, Prolog proceeds with the last successful alternative. Since descendant bases on '//', it also is non-deterministic. The axis descendant-or-self is not listed separately, because it is composed of descendant and self.
Constructors In XSLT <xsl:element name="a"/> constructs the element node <a/> (cmp. in sect.III-A3). In analogy to that constructors exist for attributes, comments and processing instructions. The element-constructor may be bypassed and the element node may be provided directly instead, for example by <a/ >.
In Prolog the only possibility is to provide the immediate element node. As soon as a node type is specified, then the constructor is fully determined. Other nodes are built up analogously. Only attributes may be placed inside an element node as described in sect.III-A3.
Non-monotone Operators
Monotony is a property of transformation operators. An operator is non-monotone w.r.t. a term representing a given document, if a small fragment is either deleted or altered. Otherwise the operator is monotone. This is in analogy to building a sculpture: either by adding or by removal material. For example, the operator copy is monotone, since the document remains untouched.
In contrast to that copy of is non-monotone, because the child nodes are cut off.
Now operators for deletion are introduced in formally relying on Prolog's semantics on predicates:
Operators for insertion and manipulation at a certain position are not introduced, because those may be sufficiently specified by existing attribute and child nodes.
Canonisation During transformation it may become useful to check two documents or parts of it on equality. Here single measures may differ in their orderings, but not in values, for example for an invoice representation. For this example, measures shall be placed into attributes.
Syntactically terms are representing documents differently if only the attribute ordering differs and all values and contents beside that are identical. If attributes appear ordered by its identifiers, then attributes are "canonised". Prolog does not provide canonisation a priori. In order to apply canonisation the helper canon shall be used. Fig.16 sketches the functionality of the predicate canon denoted as a Pascal-like function. It performs a lexicographical sorting ascending by attribute identifier. curry is as curry2 is an array with a two-element record as base type. The first part first denotes the attribute identifier, the second part second denotes the attribute value. curry2 is the result of sorting the array curry after the first record is edited. Now the canonised equality of nodes can be defined (see fig.17 ). The definition is done in Prolog because of a concise application of pattern-matching to the input data, and a compact function definition. The following fragment illustrates predicate canon: L1 = [width="100", border="black"], (1) L2 = [border="black", width="100"], (2) canon(L1,CL1),
The list L1 is not canonised. The results of the canonisation are CL1 and CL2, which are directly unifiable. CL2 is also unifiable with L2. CL1 is not unifiable with L1, because in CL1 the first attribute identifier is not width.
3) Extended Operations: In the following functions of other query languages and aggregate functions are designed.
Implementing Joins Joins are important operations in terms of the so-called Relational Algebra. The natural join ( ) over two relations R and S can be defined as: t(z, x 1 , ...x n , y 1 , ..., y n ) : −r(x 1 , ...x n , z), s(y 1 , ...y n , z).
(cmp. sect.III-C1), which is a relational selection σ S (R). A can be defined over projection, selection and Cartesian product. Other joins can be derived from . Joins are of high use, if data is distributed, e.g. over multiple documents or even different computers.
Aggregate Functions
The aggregate function count determines in XPath the cardinality of a node set. position (see fig.19 ) determines the position of an element node within a hedge. last and sort are further rather intuitive XPath-functions. The operator sort and the numerical attribute level originate from XSLT and are implemented in Prolog as shown in fig.18 . level calculates some sequence i 0 , ..., i n−1 . Each integer i j denotes the relative position for a given node within a hedge. Although level allows different formattings in XSLT ( [42] , example 29), it remains to the user whether to use or not, and if which one to use. It is even possible to mix formatting, e.g. arabic with roman numerals. However, this is of less interest to the purpose of this work.
4) Helper Operators: Processing strings
The boolean functions upper first, lower first, contains and starts with are implemented as predicates according to the W3C-specification [41] . The following four queries succeed.
The string-functions string, substring, substring after, substring before, translate and normalize space follow. The Prolog-operator string turns a number, an atom or a list into a string. In contrast to XSLT normalize space does not apply to the inner of a string, but to the sides only.
?-X is string(1.3). YES. X/'1.3' ?-X is substring('hallo',1,3). YES. X/hal ?-X is substring_after('hello\ world', 'hello '). YES. X/'\ world' ?-X is substring_before('Hello\ world', '\ '). YES. X/'Hello' ?-X is translate('goose','egos','EGOS').
YES. X/'GOOSE'
In Prolog the XSLT-operator concate is implemented by cat. cat concatenates up to eight strings passed as arguments. More elements may be passed as list. It is also used in order to convert numbers into strings as well as lists into strings. For example, X is cat('hello',' ','world','!') returns YES. X/'hello world!'.
Arithmetic Operations Arithmetic operators in Prolog differ much from XSLT's arithmetic operators. In order to check whether a given element is a number, in Prolog there are three predicates. isnumber/1 tests in general for a number (which is closest to XSLT's number). fnumber/1 tests if a given element is a float. inumber/1 tests ia given element is an integer. The first three calls return YES:
?-isnumber(0). ?-fnumber (12.34) . ?-inumber(1001).
XSLT's base arithmetic operations '+', '-', ' * ' and '/' are defined in Prolog over text nodes and are expressed using the operators plus, minus, mult and div. The query Z is plus(X,Y) calculates for the following example Z the value 104:
Useful Helper Predicates Some operators in other template and query languages lack for no good reason in XSLT. The operators proposed in this section are only due to practical needs. So, for example, sometimes it is needed on sorting to distinguish words by lower and upper cases. All words starting with a lower case shall appear first or last. The predicates first upper and first lower do exactly this. Sometimes it appears useful to uppercase words -this is done by the predicate upcase. It is worth noting, upcase can be applied only in one direction: the input is any word coming as first argument, the output is the word in upper-case coming second. The inversion would not make sense here, because there may be up to 2 n meaningful inputs here, where n is the input word length. The exponential complexity makes the search for alternatives very inefficient here.
?-first_upper('cook','Cyber-space'). NO ?-first_lower('cook','Cook'). YES ?-upcase('HELLO','hello'). YES
Helper Operators over Nodes
Often a user wants to know if a node contains some attribute identifier. This can be done by the operator atts (see fig.19 ).
Another problem is with duplicates in the target document or in a transformation, for instance, by accidentally accumulating target element multiple times. In XSLT, however, the determination of duplicates is not in balance with implementation efforts. In order to just check a document contains duplicates the predicate distinct is defined.
nth determines the position of a node. In order to provide the user with XSLT's notation, the operator position is introduced.
Whenever an element node is referenced by xsl:value-of XSLT processes the document in preorder and concatenates all text nodes consecutively into the target document. This circumstance is useful, especially when debugging without xsl:message. For the sake of completeness, this is implemented by the predicate printTree. The call to listing from fig.20b results in Z/'hello world'.
An unexpected difficulty occurs when the traversal order shall change from pre-order in XSLT to anything different from that.
The powerset can be performed by the predicate nodes. The query from fig.20c succeeds.
D. Functions
In XSLT there is, unfortunately, no easy way to define and call generalised functions. Functions are currently simulated by named templates. Templates are primarily transformation rules. The mapping of a template x → y can naturally be interpreted as function. However, as a matter of fact the current realisation <xsl:template match="x">y</xsl:template> is a syntactic drawback. Templates are good for transformations, but they are not good at all for functions in general. This is easily demonstrated by fig.22 and fig.21 for the greatest common divisor.
E. Context Environment
The term representation chosen in sect.III-A allows to reach every node from every other element node above. However, there is no possibility without additional information to infer the parent node, if such exists.
In order to resolve this problem a context environment may be proposed (cmp. [16] ). The main idea behind is to provide some set Γ which collects all elements required during a derivation step. Additional information is information that can not directly be inferred from input data. The bigger issue behind is type inference for given nodes. So some type information is eventually used in order to decide whether a given L-expression, for example, is compatible with some expression or not. For example, in fig.1 the result of a string concatenation is put to the context environment bindings, which is used by the next deeper instance ( [16] , pp.17).
In practice this means each deduction step needs to remind its caller with current Γ. Hence a link between caller and callee may need to be updated in the most general case.
For example, in Xalan/C this problem is avoided by doublylinked lists. In Java object references may be used, which in fact are mimicking pointers. The relation between modelobjects and dependent observing objects can be implemented by the OBSERVER design-pattern. Prolog does not know about pointer arithmetics nor about objects. For this reason, Prolog is not appropriate for an immediate context environment in the way described. An integration in Java, however, allows an implementation of contexts in Java and an export via a Java-library within tuProlog.
In Γ the node above and further neighbouring element nodes may follow (cmp. fig.6 ) are inserted. This means, however, while reasoning, Γ may grow and shrink, and it needs to be passed to transformation rules, because Prolog does not know a priori of global variables. So, the user would have to pass every time a transformation rule is invoked Γ and all affected nodes. This is a severe disadvantage. Apart from that there are numerous unsolved questions related to the estimated failure rate and a high increase in complexity.
Context environments are an interesting alternative to sideeffects in order to reference nodes. However, they are essential when practically dropping the up-operator as in this work. An implementation in Java may compensate the disadvantage again, because it may make a global state accessible via predicates.
F. Typing
Errors related to a wrong typing are hard to catch, especially with no proper tool support at all. -This refers to experiences from developers. Unfortunately, tuProlog is untyped a priori. This results in either a correct output document, an incorrect document or an questionable NO without any real explanation whatsoever. In order to improve operators in Prolog, metalocical type-predicates were introduced checking for membership to a category, like lists, atoms, etc. These checks were enriched by range checks. The transformation gets more complex, but safer by this. On the other side due to its interpretation Prolog is not as fast a priori as a highly-optimised C-application dealing, for instance, with matrix multiplication. However, performance shall in general be considered very careful. This is because there is an reasonable optimisation for code generation available running in non-interpreting mode, and by all means but the problems addressed are not really runtime critical here at all yet.
It is highly recommended to introduce error messages at appropriate positions. In order to check prior to serialisation if terms are correct the helper predicate checkSerializable/1 for XML-trees and checkAttributes/1 for attributes are introduced. If the input is syntactically corrupt (cmp. fig.III-A9 ), then an error is issued to standard output with the according error position.
Although it is not part of this work, a dynamic validation method would be beneficial here, because on each transformation step data constraints would be checked thoroughly.
As already mentioned tuProlog has no type system. Hence, transformations are strictly bound to nodes and lists and can hardly be abstracted beyond those data structures. It is worth noting, this is not necessarily a disadvantage. However, perhaps a further parametrisation and grouping into type classes could be useful, s.t. transformation rules become more flexible. By doing so an parametrised predicate could be defined, for instance, only applicable to a certain type class.
This problems could be resolved by using the predicate count accepting more categories as input. From the standpoint of most flexible code this still is not really satisfactory, because each case would need to be hard-coded explicitly. Instead it should abstract away syntax as much as possible in order to achieve maximum flexibility. So, currently a type information is missing which reified would be accepted by parametrised predicates. This means the type information needed would be determined by a unified type construct.
The following "Gedankenexperiment" should clarify several important aspects here: We initially assume a type constructor 'type' exists with arity 1. A type composition is guarding the new type as functor, s.t. if the old type was number, then the new type would be a float 'float(number)'. This way type checking may effectively be done using pattern-matching over type classes. Type polymorphism is achieved by extending the type constructor 'type' by one argument. Herewith, the first argument denotes the base type and the second argument denotes the type class using the functor-composition described.
The main disadvantage of type classes in Prolog were missing context environments (see sect.III-E) causing bloated type information. It is desired to hide type information from the user.
IV. IMPLEMENTATION
A. Overview 1) Common: Prolog as transformation language is implemented by predicates and functors (see sect.IV-B1). Both are made available through a library. This library can be selected by the user and be loaded using the tuProlog IDE window (see fig.3 ) by selecting Open Library Manager. This way all Java-based predicates can be invoked from within the tuProlog IDE as if they were elements of the Prolog core.
The user-defined transformation script containing zero or more templates is loaded into the text area of the tuProlog IDE ( fig.3 ). When all facts and rules are loaded successfully, implying they are at least syntactically correct and available to Prolog as theory, they can then be called. A new theory can be (re-)defined from the IDE Set Theory. As soon as the theory is successfully loaded, the transformation can be triggered by a Prolog query. Here the query from the bottom text field (see fig.3 ) is confirmed and the result is emitted to the bottom output window. If multiple solutions exist, then only the first is displayed first. More solutions, if any, can be selected by pressing the lower buttons next to the output window. Multiple solutions could also be an indicator for invalid transformations where only one solution is expected.
2) Architecture: The Java-based part is shown in fig.23 . The layered architecture consists of the packages transform, serialize, org.w3c.dom and alice.tuprolog. The packages with the highest abstraction is at the bottom. Except the white-box coupling in PrologNodeTerm, all packages are loosely coupled. A strong inner cohesion would be present if a high number of classes and derivations were present. However, this is not the case here, which is good.
The package transform represents the top layer based on serializer and alice.tuprolog. The package serializer is located above alice.tuprolog and org.w3c.dom. The layers are sorted in descending order. This makes the framework simple w.r.t. complexity and extensibility. TransformLibrary contains all transformation predicates discussed so far (see fig.24 ) and yet another bridging compositions.
It delegates serialisation operations to XMLVisitor, read operations to Parser and canonisation operations to the concrete class CanonicalVisitor. Consumer is for output. The bridge to PrologTermNode is an interface towards visitable tuProlog-class instances.
The package serializer has six outgoing associations. The abstract class DocumentPrepare provides frequently used methods for Visitors. The class Parser parses incoming XML-documents and generates corresponding Struct instances. CanonicalVisitor sorts in a Struct attribute entries by attribute name.
The bridging compositions between class Transform-Library in package transform and class Term in package alice.tuprolog as well as between serializer.Parser and class org.w3c.dom.Node are in fact extensions. The user subclasses Node and Term without altering corresponding composited classes. Arbitrary function may be implemented though. The user defines which classes to instantiate.
Extensions to TransformLibrary can be achieved by adding further predicates or functors or by subclassing Pro-logTermNode or Consumer. The error handling is simple. As soon as a Prolog query fails, tuProlog is notified and at the end of subgoal evaluation NO is issued to the caller. Unfortunately, syntactic errors of the transformation can only be noticed in Prolog by explicit tests or tracing.
B. Integration into Java 1) TransformLibrary: The class TransformLibrary provides all predicates and functors in Prolog in order to transform XML-documents (see fig.24 ). Methods that return boolean are either predicates or methods. Methods which return Term are functors. Functors must be addressed by the operator is. All Java-operations to be exported must obey tuProlog's syntactic conventions (see fig.25 ). Methods are initially read using Java-reflection and later assigned to concrete predicates and functors.
TransformLibrary represents a facade, which delegates queries further to TreeTerm, ArithmeticTerm and StringTerm.
The associated classes of the facade share some methods of the class TransformLibrary, except a Term-instance is missing in each method's argument list. This is because the missing Term-instance is replaced by the associated class itself, because this class is subclass of Term. So, the concrete method becomes itself operation of the corresponding class. The method cat(terms: Term) has no further relation to a term, hence it is implemented statically.
2) PrologTermNode: A given Struct-node is a Composite recursively consisting of further instances of Struct, Var and Number. The class PrologTermNode inherits all public and protected methods from Struct (see fig.26 ). These methods of those two classes are visible to the user, however, delegation allows only a partial insight. Struct is immutable and PrologTermNode is mutable. So, it is a "Template-Hook bridge" [23] .
The traversal of Struct ought to be abstracted away as much as possible, s.t. each Struct accepts visitors, which implement own traversals (cmp. sect.IV-B3). Hence, the shown Decorator-pattern is used from now on. Struct acts as Component and PrologTermNode acts as Decorator.
PrologTermNode accesses an Struct-instance by using the attribute struct. The decoration is up to the user or Client, who is instantiating the decorator (cmp. [14], p.169-192) .
3) XMLVisitor: In order to traverse a Struct, a new method to be implemented would be most favourable. As already mentioned, every Prolog-representation of a XMLdocument must be traversed at least in two different ways:
• A Prolog-tree is entirely traversed on serialisation constructing a new DOM though. • Attribute entries are sorted for canonisation. Afterwards a new Prolog tree is returned. Further traversals whose objective is a checking or outlining of certain properties are expected here. This works in the opposite direction as on parsing.
Hence, the traversal algorithm is separated from the data structure. The Visitor-pattern is applied (cmp. [14] , p.345-363). alice.tuprolog.Struct acts as Element, Con-creteElement is PrologTermNode, Visitor implements the interface Visitor, and ConcreteVisitor is implemented by XMLVisitor (see fig.27 ). Fig.27 contains another pattern, namely the Class-Adapter-pattern. Adapter is implemented by XMLVisitor, Visitor by Target and Adaptee is implemented by DocumentPrepare. DocumentPrepare is for recurring DOM-functions. 4) Consumer: Fig.28 shows the abstract class Consumer, which defines methods consume and getLast. The method consume issues messages to the system console or sends a message using a service. getLast returns the last message consumed. Depending on the application, it may be useful to buffer output, e.g. in gauges. The client holds one or more consumers, which are applied to one DOM-instance of a document.
This model contains the Strategy-pattern (cmp. [14] , p.153-169). Parser acts as Context, Consumer acts as Strategy -the concrete implementations ConsumerVirtual and ConsumerConsole act as ConcreteStrategy. 5) Parser: The parser's aim is to recognise the language provided by the grammar from fig.11 . First, the incoming XML-document needs to be scanned for lexems. This is done by the class DocumentPrepare by the method prepareParser by the call to parse. factory = new DocumentBuilderFactoryImpl(); builder = factory.newDocumentBuilder(); this.sourceFile = sourceFile; document = builder.parse(sourceFile); JAXP also applies the AbstractFactory-pattern. An instance of DocumentBuilderFactoryImpl acts as a Concrete Factory. The generated factory contains instantiating methods, which implement the Builder-pattern. Some concrete builder generates the scanned and parsed document given by a XML file name. The intermediate representation is a compound object hierarchy.
The task of the Parser-class now is to translate an hierarchical object into a hierarchical Prolog term (cmp. sect.III-A). For the sake of simplicity, Prolog terms are directly translated into Prolog objects. The objects of the target language are instances of classes Struct, Var, Int, Long from the package alice.tuprolog. A recursively descendant traversal is preferred for object traversal. It is suggested to switch to a table-oriented parser in case of very big object hierarchies and performance issues resulted by that [22] .
C. TuProlog Library
All rules used within this work are listed in appendix VII. Transformation requests are delegated to the tuProlog system. Based on the ruleset and the incoming document a true proposition is tried. The staring predicate parse2/2 is invertible. parse2(input,X) binds the Prolog representation of an input XML-document to variable symbol X. parse2(Output,Y) serialises a given Prolog-term Y into the XML-file named Output.
The comments provided show the typing as proposed in sect.III-F. Prolog-predicates always map onto a boolean value. This means function equal has type Int→Int→Bool, which can always be interpreted as predicate as long as its utmost-right type is a boolean. The ordering of types corresponds to the ordering of declared arguments in the predicate head separated by commas. Naturally, the super-type in Prolog is Term. Parts of the system interpreting Prolog-transformations are written in Prolog. This requires some explanation why at least. First, all functors of the transformation system are written in Java. Some predicates are implemented as Library in Java, others are in Prolog. Prolog definitions are often significantly shorter than equivalent Java-implementations (cmp. fig.29 ). Let the XPath-operator position/2 be given (see fig.30 ), which has arity 3. The predicate nth/3 can be considered given, even if parameters slightly divert in tuProlog from the ISO-standard, since a conform predicate was defined. The Prolog-example is by far shorter, simpler to read and simpler to understand. Prolog allows a fast prototypisation [30] . So, these are simpler to use and less error-prone. However, type checks as, for instance, in Java are initially not possible. There is a possibility provided by tuProlog's library JavaLibrary to call external packages implemented in Java (see [7] , p.192f). However, this approach is in fact an additional indirection, since Prolog-programs are realised as string which need to be processed first.
• The operator sort uses quicksort as subgoal and the predicate name leAttributes as actual parameter. They are used in tuProlog in order to simulate higherorder functions. • In the last definition of the predicate traverseElements the subgoal compound(H) checks H is a compound list element. For the sake of extensibility only nodes are checked.
V. COMPARISON
Before comparing languages, it needs to be checked whether the implementation behaves the same as XSLT. In order to do so data model, parser, serialiser, traversing and operators need to be adequate.
The data model corresponds to the document structure. The document is constructed successively (cmp. sect.III-A2sect.III-A7). Parser and serialiser base on the data model and implement the translation from a DOM-structure to Prolog, and vice versa. The attributed grammars from fig.11 and fig.13 both implement both operations, whose correctness is assured by full tests. The traversal is defined intuitively by Prolog rules and is based on [41] , [39] . On base of numerous tries and examples from test suites, such as [42] , a comparable examples base was assembled. Operators which denote path expressions and XSLT functions are simulated by functors and predicates in Prolog. After all, however, an entire cover is not possible (see sect.III-C2). The adaptions are due to missing features in Prolog and have been replaced by more pragmatic solutions instead.
Except of several cases on operators, the preconditions for a comparison are fulfilled for a comparison. The following questions shall be answered: 1) Are all XSLT-stylesheet elements covered by Prolog? 2) Which operators might be more expressible and easier to use? 3) Can differences be quantified?
A. Criteria
XSLT and Prolog are investigated on purpose under different criteria as XML-transformation language (see fig.32 ). The comparison is qualitative on the one side. Analytical statements on program structure are being made. Those statements seem to be the most exact ones. Qualitative statements can be distracted by dependencies between program parts. Often single program parts are investigated only. Combinatoric placements are often knowingly ignored. However, these mistakes committed can be ignored in practice for the sake of qualitative overall judgements which clearly dominate. On the other side the program is measured. So, by using software metrics quantitative statements are ruled out. These statements can heavily mislead, however, if the considered amount of programs is too small or not representative. This problem can be overcome by enriching more common test cases.
If the comparison is performed quantitatively, so by amount we mean the pure occurrence of certain symbols. The measurement is then giving us a better understanding of the complexity of a given program. Both terms allow us a deeper insight in the real nature of templates. Further essential metrics on structures often base upon statics, which in practice become significant only after bigger case studies and generalisations and exact formulations. Conventional quantitative measurements are, for example, the number of templates, redundancy and: η 1 total amount of operators N 1 cumulative sum of all operators counted η 2 total amount of operands N 2 cumulative sum of all operands counted The ratio N 1 : N 2 gives the level of functionality of an investigated language. N denotes the sum of all operators and operands, which is the empirically determined program length.
N is more precise than the total amount of program lines LOC. Those metrics are better known as Hålstead-metrics [10] .
The real program circumference V = N ld(η) provides the number of bits needed in order to store the whole program minimalistically. Here, mappings between operators and operands are assumed to be given. The ratio V : N is another criterion for redundancy apart from LOC and file size. The program length N T = η 1 ld(η 1 ) + η 2 ld(η 2 ) assumes ideally, that each operator and operand is used exactly once only. It would be interesting to get to know the deviation of experimental program length from the theoretic program length. This shall be done by ∆ N . The metric λ = V * L denotes the abstraction level of a language. This always needs to be questioned critically, because statements are only made towards an ideal program P * , which in practice may be far from ideal. It is agreed upon P * consists of two operators and two operands. The estimated number of errors B = V /300 returns a good estimate in general. It is further assumed the hypothetical programmer knows well XSLT and Prolog to exactly the same amount and commits an error randomly after exactly 300 lines of code each. In this model, each new error shall be independent from all previously committed errors.
Originally, Hålstead-metrics were defined on imperative programming languages [10] . However, the metrics are obviously without any limitation applicable to Prolog and to XSLT also, since both programming languages do have operations and operands. In XSLT, element node names can be encoded as operator. Corresponding attribute values can be encoded as operands. Attribute names like select can be dropped, since w.l.o.g. attribute entries can be assumed to be canonised. In Prolog it is agreed, predefined, user-specified operators and arguments are defined as operands. Rule names are defined as arguments.
Both languages can be categorised. An objective consideration allows lingual elements to judge in absolute terms. This can be done statically, or by running the program (dynamically). In a static comparison a given program listing is checked if selected data structures and operators behave the same as required, and if a calculated term is actually valid. Later both languages are investigated for variability and extensibility. Variability denotes possibilities to integrate new functionality in existing lingual constructs and functions too. Extensibility means design features allowing an arbitrary number of new functions to be integrated into existing. Last, invertability probes predicates to be ambiguous, s.t. a predicate may become overloaded with passed parameters becoming either input or output parameter depending on the concrete data in it and the ordering (see in sect.II-B2).
In a dynamic comparison the runtime behaviour of a program is investigated. First, operations on reading and writing XML-documents are checked. This separation from the remaining operations seems reasonable, since string processing functions are estimated slow.
A biased consideration may reduce the significance of statements over lingual elements. It is decided, if and how much an element better fits than another. In order to do that the following criteria on usability are considered: The criteria listed are sorted ascending by its practical meaning. Readability reasons plausibility and hinders in understanding. Especially redundancy and a clear form are of importance here. Expressibility investigates new features and "syntactic sugar", both of which contribute to simpler expressions. The hosting languages are probed. Concept concerned are unification, cuts, backtracking, pattern matching, inverse transformations, negation and typing. Although many features already belong to the programming language Prolog, the impressions to be gained may be biased due to lacking comparability of selected programming features and non-corresponding concepts among compared languages. In any case the impression obtained may be biased. Aspects of reliability and failure tolerance base on biased experiences. Reusability investigates if the language design is open enough, further libraries may easily be integrated and how good interoperability actually is.
B. Commonalities
Both languages, XSLT and Prolog, are descriptive and template-oriented. In contrast to XSLT, Prolog can specify transformations without using templates. Both transformation languages are Turing-computable (cmp. [13] ). So, both are equally powerful in expressibility and therefore are interchangeable.
An automatic transformation from Prolog to XSLT would not be unique due to helper predicates and cuts. Given the gcdexample in fig.21 in Prolog which shall be transformed into XSLT. This transformation, however, can easily be performed without any real hinder in XSLT. But the problem is about generalisations. If, for instance, the given Prolog program contains cuts, the stylesheet would need to be transformed very specific to each template's intended algorithm, which may in general become extraordinary difficult in practice and it depends on each problem to be resolved individually. Non-terminating loops may not be entered in XSLT if only its corresponding fragment is cut off in Prolog (cmp. sect.II-B2).
Computable also means, non-terminating loops may be written in both, Prolog and XSLT. The gcd-example does not terminate if the base case is removed (cmp. fig.22 ). On the one hand XSLT is consequent. On the other hand XSLT heavily burdens the practical usability.
On transformations one or more input documents are scanned by template selection before being applied. It is worth noting that by increasing the number of documents to be processed within one sweep does not necessarily increase expressibility. A transformation can be interpreted as function having exactly one result. Rule selection chooses one template rule to be applied next. Priority avoids a non-deterministic rule selection. In practice templates with different signatures can be turned into other templates or helper predicates.
Both languages have in common they build up the target document bottom-up from smaller bits. The rule application direction goes from left to right. However, destructive operators may also have advantages in order to minimize the total amount of changes needed. These non-monotonic operators are implemented by practical means in Prolog. XSLT 1.0 lacks of destructive operators.
C. Language Features
Namespaces are not considered, so "extension namespaces" [41] are also not available. Furthermore, xsl:key, xsl:decimal-format, xsl:fallback are dropped. Output formatting using xsl:output is also not considered, because it may be expressed by an additional transformation step.
1) Path Expressions: In XPath the binary operators '/', '//' access elements below the current element node (cmp. in sect.III-C2). The binary operator '@' accesses attribute nodes. XML is defined by recursive induction, and so are its path expressions. The result of a path expression evaluation is either a node or a node set.
In Prolog the XPath-operator '//' is substituted by 'ˆ'. All accessory operators do no differ just in arity and result. Navigation operators are recursively defined (cmp. appendix VII). Corresponding predicates may also return several solutions. Solutions may also require special treatment by the surrounding template and/or further helper predicates. If operations shall be performed for multiple attributes, then this may become by far more complicated after all in general than for ordinary element nodes. For example, the determination of the total amount of attributes and/or attribute identifiers with a certain match is due to considerable efforts. As with element nodes, an application designer really would like to address attributes simply and directly. In order to do that the attsoperator is introduced in Prolog, which is equivalent to XPath expression ./@ * .
2) Node Tests: Node tests map from a node onto a boolean value. The boolean value denotes true for any node obeying a given predicate, and denotes false otherwise. The nodepredicate is formulated as XPath-expression and may contain path expressions and membership functions. XPath allows relations for equality and inequality (cmp. sect.V-C5). This selection allows the XSLT-processor to skip selections from a supposed result set.
In Prolog node tests are performed either immediately by providing an element node which is supposed to match with the given node or by tests possibly containing subtests. So the node membership is implicitly determined by the functor. Generally speaking, path expressions generate solutions, which then are restrained by node specifications and subtests (cmp. fig.II-B2) .
In XSLT the membership to a certain node category is checked by the built-in functions processing-instruction(), comment(), text() and element(). Testing in XSLT is rigid in comparison to Prolog, because, for instance, only the current node w.r.t. the actual level in a document is allowed. This means node tests with deeper children depending on higher levels, may only be formulated with much bigger effort, if possible at all. On the left of a transformation rule a path expression is located denoting a node set, which may be restricted further by node-predicates. Once specified, path expressions may not be reused in further (sub-)paths within node-predicates.
3) Axes: Many XPath-axes could not be implemented due to a missing reference to the element node above in Prolog (cmp. sect.III-C2).
The axes child and descendant directly correspond to XPath-axes, except the concrete expression's syntax and semantics. Since the transformation operators are designed simple, no background information is attached to any environment referring to the currently selected node (cmp. sect.III-E). That is why axis and used operators must both be passed to the predicate transform. 4) Aggregates: Aggregates (or aggregate functions) are functions over nodes and literals. In XSLT pre-defined XPathfunctions and templates for user-defined function implementation are available, which, however, are user-unfriendly (cmp. sect.III-D).
For the reasons explained earlier functors are provided explicitly in Prolog. So, if in XSLT an operator refers to the current node, then this node must explicitly be provided. The aggregates id(), last(), count(), name() and sum() are implemented as operator and are available to the predicate transform.
The aggregate level() may be used for the levelattribute inside a xsl:number-node. It allows to specify one or more levels. In contrast to XSLT the Prolog implementation returns a positive integer. The decision which level to be used is up to the user.
Prolog has a profound number of basic built-in predicates and functors for lists and numbers, which improve a comfortable use of element and attribute nodes. Besides standard Prolog supports even more built-in predicates, however, currently tuProlog does not support all of them. Examples of currently missing predicates include nth, concat and helper predicates leAttributes, church, leStrings, checkSerializable. The predicate nth implements the list function with type nth : x, y → z with some element node x at position y containing element z. It is worth noting nth is fully invertible (cmp. sect.II-B2). The predicate concat concatenates all lists for a given set successively. Please refer to sect.V-C8 and sect.III-F for all remaining predicates. Fig.33 demonstrates the use of aggregates. The example provided is a complete and independent transformation program ready for execution, except input and output targets. It returns the unary number for the number of occurring triples (red,green,blue) for a given child node set. 5) Expressions: XSLT has six kinds of expressions: node-expression, template-name, XPath-expression, node-setexpression, qname and expression [41] . In XSLT nodeexpression denotes a certain node, whereas node-setexpression denotes in both languages the resulting node set. node-expression is returned in Prolog either by a node specification or as a result of the transform-predicate. An expression is selected in matching attribute value (cmp. in sect.V-C8, in sect.V-C7) in related XSL-tags. In Prolog this expression is covered by transform, aggregated subtarget as well as node specification. qname denotes a qualified name in XSLT. It may be used for variables, parameters and templates (cmp. sect.V-C7, sect.V-C9). In Prolog symbols may be used everywhere, except in strings (which need to be concatenated separately).
Expressions in Prolog can do more than in XSLT, especially with lists and negated expressions. Lists may be assigned to different categories. Lists do not necessarily have to be node lists only. The primary advantage is in processing numbers instead of text nodes -which in XSLT are the main default category. The introduction of an explicit type system into Prolog would assist the user on development. Negated expressions may be bound to certain operations only. Negation may also affect predicates. Atomic data types as text and numbers may now be used in the same way. All expressions in this section need to be ground prior to serialisation. 6) Constructors: In XSLT '<' and '>' denote the element constructor which may contain attribute pairs separated by whitespaces. Processing instructions are decorated with an additional question mark in order to distinguish them from element nodes. Comment nodes contain an exclamation mark followed by two dashes. Except from CDATA all other symbols in between two element nodes is interpreted as text.
xsl:element An element constructor may be <a/>. Apart from the definition earlier, element constructors may also be explicitly defined using xsl:element. This constructor assigns name, attributes and child nodes to a specific element node. Here, previously defined variables and parameters may be used (cmp. sect.V-C7). Attributes and child nodes which are not specified in further details are by default completed by empty lists. Attributes and child nodes must be specified explicitly as such, since ordering may change. However, the more flexibility does not bring any valuable addition, since recurring long constructors do not bring any additional benefit in program readability.
Prolog provides only the essential bits here, namely attributes and child nodes. Since its position within a children list is explicitly given, those do not need to be marked separately. Symbols improve readability even further. Instead of xsl:value-of a symbol is replaced on runtime by its actual substitution (cmp. in sect.V-C8). This way complicated documents may easily be composed. As long as not all terms are ground, this may be used as a nice term rewriting -or it may act as document-generator. The rewriting may only be successful, however, if the term to be put instead is free of symbols already being replaced. Finally, the derived term to be serialised shall be ground.
xsl:attribute
In both languages attribute access is granted by the operator '@'. Herewith, for a given node and attribute name the corresponding attribute value is sought. If the correspondence can not be found, the path expression within is failing and so is the containing transform-clause. From the user's perspective attribute pairs do not have to obey an ordering.
In Prolog attribute entries are implemented as lists (cmp. sect.III-A3). That is why the predicate canon needs to be applied prior to a document comparison. Attributes as lists allow a comfortable way to add, delete, reorder, alter and localise. In combination with pattern-matching, neighbouring attributes, and in general patterns over attributes, may be detected. Due to a missing ordering, append may be applied to attribute lists without any prior sorting.
In both, fig.34 and fig.35 the same element node is meant. In the XSLT-example xsl:element the element node can be built without xsl:element. However, the attribute person shall be replaceable by a variable. The example in XSLT contains 320 symbols, the Prolog example has 144 symbols. The Prolog example is almost entirely free of symbols not really needed for a correct representation. If attributes are used at several locations, then the difference becomes even more significant. In order to relax the limitation of XSLT version 1.0 so-called "attribute-sets" were introduced, which allow to bind attributes to variables similar to element nodes (cmp. in sect.V-C7). However, the problem with xsl:attribute-set may be there already co-exists plenty of certain identifiers and it is sometime quite hard not to loose control over vast namespaces and identifier usages as it initially may look like. The evaluation happens at the same moment as in Prolog, when the binding is used (cmp. [41] ).
xsl:text, xsl:processing-instruction, xsl:comment In addition to element constructors, constructors are also defined for text, pi and comment nodes. All three new constructors are of kind ∇ → ∇. The first argument denotes a string, which is represented by an atom in Prolog.. The second argument denotes the node to be constructed.
XSLT-tag
Prolog constructor xsl:text text xsl:processing-instruction pi xsl:comment comment
7) Variables and Parameters: xsl:variable
A variable assignment is invalid as soon as a variable appears on both sides of an assignment. This may be avoided in Prolog by a preceding "occurs-check" [29] . This test, however, is deactivated by default in tuProlog for the sake of runtime performance. XSLT would issue an error message at a non-declared variable. In both, XSLT and Prolog, a variable denotes element nodes.
Variables are declared in XSLT by <xsl:variable name=qname/>
In XSLT variables can be bound only once, following assignments are just ignored. Also partial assignment is not foreseen. These could otherwise be used as subterms. In XPath-expressions variables are addressed by name with a preceding dollar sign.
In Prolog symbols are variables similar to those in XSLT. An assignment or term unification is possible more than once only if old and new terms match each other. In case both terms do not unify, then the overall clause fails.
xsl:param, xsl:with-params As already mentioned templates can be considered as a function or a named template with an arbitrary number of parameters. In both languages parameters are defined formally and used inside a template body. Parameters are bound in the same way they are bound to a template call.
Function definitions are not appropriate in XSLT (cmp. sect.III-D), since those are heavily restricted. Despite this templates are parametrised with xsl:param. Templates are called by xsl:call-template with xsl:with-param. It is worth noting, parameters are only used in named templates. XSLT also allows not all formal parameters are bound to actual ones. So, unbound actual parameters are treated by the XSLT-processor as unused and are initialised with some default value which may differ [41] . From the standpoint of other programming languages this is not really satisfactory, because most popular imperative programming languages consider actually a different procedure signature as being some different function in fact. Another drawback could be considered the different way of handling parameters, variables, attribute identifiers and attribute sets. Each of the placeholders mentioned is valid only in certain tags and is addressed sometimes with, but sometimes without dollar signs. Especially, attribute sets have an environment scope, which differs significantly from parameters and variables [41] . This looks counter-intuitive at the first glance. In many other programming languages, like Prolog, there is just no such distinction between scopes. The distinction should really be given up for the sake of a simpler syntax and semantics.
If a symbol is only referenced in Prolog in a clause, then this corresponds to actual parameters in modular programming languages. If a parameter is referenced as incoming and outgoing symbol, then this corresponds to referential parameters. Parameters are declared in a clause's head and represent a subterm. These can be described further inside the rule's body.
It is recommended to distinguish clearly between template and function. Only functions should have parameters. Function calls should only be valid if the parameter list entirely matches, because otherwise overloading functions do not bring a real benefit in expressibility.
xsl:copy, xsl:copy-of Copies may be created in two different ways. First, if only the considered element node itself with all associated attributes of that particular element node are of interest, then copy shall be used. Second, if an exact deep copy of an element node is needed, then copy-of in XSLT or copy of in Prolog shall be used.
An example for attribute replacement: The color of tables shall be changed from red to blue for a given document. Other attributes shall not appear in the newer tables. The XSLTexample from fig.36 selects by using match red tables and builds up a blue table in which all child nodes are copied. The Prolog-example in fig.37 does the same, but is more readable. It is easy to see now, that documents differ only in its attributes. 8) Assignments: Introduced assignments in this section are typical idioms in modern imperative programming languages. XSLT as functional programming language, however, shall avoid those idioms and provide instead perhaps more functional concepts (cmp. [16] ). If side effects are not foreseen in XSLT in the first instance, then a bonding towards languages with side effects would just not make much sense really. So, users familiar with imperative programming languages would otherwise wonder why there are no genuine assignments available, for instance. This is the reason why multiple XSLTassignments are not implemented yet in Prolog.
xsl:choose, xsl:when, xsl:otherwise xsl:choose (see fig.38 ) is an attempt in order to mimic if-then-else constructs as originally introduced to [35] . if-statement ::= if expression then statement | if expression then statement else statement A condition is fully evaluated before a call in XSLT as done in Pascal. That is why an if-then-else may in general not be fully substituted by a case-construct. Further xsl:when cases can be evaluated in else's by adding further conditions. If a branch condition is selected in XSLT this implies that all other branches are ignored. Prolog tests other when-branches, iff branches are given by clauses. That is why in Prolog at the end of each branches a cut needs to be added explicitly (see fig.39 ).
xsl:for-each, xsl:if The tag for-each is similar to a counting loop. A counting loop in terms of XSLT is a loop with a bound number of iterations. The number of iterations is fixed prior to entering the loop. The step width may vary. In imperative programming languages in contrast to XSLT the iteration is often associated with a count-up variable. Counting loops can be mimicked by primitive recursion, however the opposite does in general not work. If the number of iterations is not known prior to entering the loop, other loop variants shall be taken into consideration instead.
xsl:for-each denotes a counting loop, where the counter may be requested by position(). In nested counting loops nodes must be bound to variables. Conditions with no alternatives may often be rewritten, s.t. no xsl:if is needed anymore, for instance, by moving node tests into new templates and/or helper predicates.
xsl:value-of In XSLT variables must be referenced only within XPathexpressions. A direct use in XSLT is not appropriate. XSLT allows numbers, text and trees. The XSLT-processor does not distinguish in xsl:value-of between text and trees. On trees text nodes are always issued concatenated.
Prolog distinguishes between categories. Numbers may not be integrated as is into a document, but only as string embedded to a text node. printTree processes element nodes the way described, where printChildren does the same for child node lists. The introduction bloats programs in Prolog in comparison to XSLT, however, Prolog allows a direct and simple notation for operators.
xsl:sort Sorting relates primarily to attributes. The ordering has minor meaning, because results may be inverted. The comparison criterion is in both languages specified by upper-first and lower-first. In addition to that Prolog provides an ASCIIwise sorting for both.
A sorting by element node name is done by sortbyName. For the sake of extensibility sort is generic. It is functional which by default uses leAttributes. If a new node type is introduced, then just a new transform-rule needs to be defined referring to the new comparison relation over the new node type.
In xsl:sort this is not possible, so the sorting needs to be implemented newly as named template. According to the mechanism introduced by [21] a corresponding functional may, however, be defined.
As an example a sorted list of all names shall be created. It is worth noting, that sorting follows xsl:sort. In fig.40 xsl:sort may not be moved in the th-node. The Prolog example in fig.41 does not need templates. The helper predicate getTRs guards each element of the sorted list [H|T] twice, X contains the input document and Res contains the output document.
xsl:message This feature corresponds to the Prolog predicate write/1.
xsl:number
In order to alter the representation of numbers, programming languages are aware of different formats. xsl:number does this job in XSLT, and it may also provide a node with its position in a hedge, for instance, for a table of content. xsl:number recursively determines for a given element node all predecessors including the upper node. In the "'single'"-mode just the parent node is determined, where 'multiple' determines all predecessors. This tag can also be used as floating-point cast. In Prolog casts are performed by the built-in predicates integer and float. Numbers are transformed into text by the operator string prior to adding it to the result set. The level-operator determines in a tree all predecessors for a given sub-node. The relative positions are added as integers to the result set. The relative path for a parent node is the first element in a result set. In contrast to XSLT formatting is done by the user by need.
distinct The removal of duplicates from a list is a frequent operation. In SQL the operator distinct was already introduced. This operator seeks all elements having no duplicates and sorts the result set afterwards with represents of the duplicates set.
There is no distinct in XSLT 1.0. However, this operator is really missing. Prolog knows a simple workaround here by using append, for instance.
flatten, nodes flatten and nodes are used in order to obtain a linear ordering of document nodes for any given tree. The predicate flatten traverses the document in pre-order and appends for each visited node a shallow copy of that node into the result set. This means xsl:copy is applied to each element node, all other nodes are copied exactly as are. The predicate nodes copies every node exactly as found.
Although both operators should be available in XSLT, however, they can easily be implemented by the user too. 9) Templates: Based on the rule-based transformation approach (see sect.II-A4) this section compares templates in both languages.
XSLT has a meta-node as its top document node. This node allows to specify a template which at the very beginning of every transformation is fully independent from any concrete incoming document. This meta-node allows a unique definition of path expressions, otherwise templates may also be expressed without meta-node. Even so, they are still allowed, in order to allow processing instructions and comments at the top level of a document. W.l.o.g. this can always be true without the need to be at the top by moving those nodes below. The data model in Prolog (see sect.III-A) does not allow a metanode, because template-predicates and functors by convention traverse nodes uniquely.
xsl:template Stylesheets contain templates. A stylesheet-feature is not required in Prolog. XSLT cannot drop the guarding tag because of the required XML well-formedness. Multiple documents can only be managed heterogeneously in XSLT. The first document is used implicitly in templates. Further documents may be referred to by the function document(sname). The XML-document sname denotes the stylesheet which is located absolutely and/or relatively to the current depending on the path addressing.
Prolog does not require meta-nodes. Documents can be located homogeneously, because the predicate parse2 allows arbitrary symbols as second parameter.
In XSLT templates can be executed in different modes. This corresponds to different procedures with the same list of formal parameters. Modes are introduced to achieve higher flexibility. The concrete implementation is selected on a call by the switch mode. This corresponds exactly with different procedure calls and brings no additional flexibility, which cannot be simulated by named templates. The only exception is a shorter notation for the default template. For example, the second template <xsl:template name="a" mode="mode2" priority="4" /> <xsl:template name="a" mode="mode1" priority="5" /> can be rewritten as <xsl:template name="amode1"/>
The first line from the example would analogously be transformed into a template named amode2. Priorities are explicitly given by the attribute priority. In Prolog new predicates would be introduced. If arguments are passed as parameters, then we would get amode1(A 1,...,An,Res). The arguments A 1 until A n do not have to be nodes, in contrast to XSLT. An argument A j can be used as ingoing and outgoing parameter. Alternatively, the template-predicate can be extended by further parameters. This results an ignore during traversal, so templates must be called explicitly. For the sake of an improved readability this should be avoided. Explicit priorities are not needed in Prolog, since appearance provides the priority.
xsl:apply-templates An implicit traversal applies templates to deeper element nodes. In Prolog node traversal is proceeded in-order by traverse and traverseElements for node sets. A traversal would be advantageous if it could be specified which node shall be selected next. There is a similarity to the Iterator-design pattern, because the document acts as Aggregate, which is traversed by an Iterator. This iterator should provide some function next over a child node list. The following listing shows two possible implementations of next: next(L,A,N):-append(_,[A,N|_],L). next(L,A,N):-append(_, [N,A|_] ,L). X=element(v1,_,[element(v2,_,C),X2]), X2=element(v5,_,[element(v6,_,_ )|_]), append (_,[element(v3,_,_ ) , element(v4,_,_ )|_],C).
The first next implements the pre-order traversal, where the second does post-order.
For example, document X shall be checked, whether v2 is indeed immediate successor of v1 and the entire node v3 shall be determined. The corresponding query would be:
?-X=element(_,_,[element(_,_,[V3|_]), element(v5,_,_)]).
Document X is unifiable and binds element(v3, , ) to variable V3. The Prolog query illustrates that implicit calls can lead to bloated programs (see fig.42 ).
xsl:call-template The explicit traversal has procedural calls. XSLT offers the possibility to call templates with or without parameters sideeffect-free. The result of the call is a node set, which is substituted for the call. The tag xsl:call-template is transformed in Prolog to template(_,_):-..., qname(X1,...,Xn,Result).
Herewith qname denotes the template name. It is implemented as predicate. The template call is easier in Prolog, because the predicate only is needed with corresponding parameters. In contrast to XSLT, Prolog may have side-effects. This does not need to be a disadvantage. However, on more complex transformations this may hinder the user indeed due to its complexity. Hence, symbols in predicates need to obey common conventions in Prolog. W.l.o.g. it should be agreed upon the first parameter(s) are '+' and the last parameter only is '-'. It is worth noting multiple '-' may always be summarised as one comprehensive list of functor with a flexible amount of arguments within.
The previous section raised the question when would it be appropriate to substitute big and hard to handle templates by helper predicates. These are the most important cases in a nutshell: 1) A new aggregate function can easily be defined.
2) The function considered has non-monotone characteristics. 3) A template has a few branches only. 4) A XPath-expression would be too bloated.
Whenever different operations are supposed to be applied to differing node sets in templates, those shall also be moved to helper predicates instead. This improves the logical structure of the program and increases readability and reuse -especially when it comes to list functions. If a template contains many branches, then Prolog's template would have plenty of templates. An elegant way to avoid this is to factorise branches. Branches would be hoisted from the template into a new helper predicate. Cancellation conditions of a for-each loop are a bit difficult to formulate here, because the loop counter shall not be used explicitly. Thus predicates become hard to read and error-prone. In these cases iterations over a node set shall be replaced by helper predicates.
10) Non-monotone Operations: In Prolog non-monotone operators were introduced for insertion and deletion. The tag xsl:copy also represents a non-monotone operator. The operator insertBefore is defined according to fig.43 . A matching predicate looks like this: This example demonstrates how simple insertion in Prolog can actually be. The exact same program in XSLT becomes by far more complicated, especially if the element to be inserted is supposed to be placed second or third within the target document. Due to the predicate append this can be done totally carefree in Prolog.
D. Non-biased Static Criteria 1) Variability: Variability can be achieved by templates in both languages. Templates contain user-defined elements specifying source and target document. There is, however, the constraint that source elements denote only nodes from the source documents, where target elements exclusively denote result sets.
XSLT excludes variability of operators. The user is only free in XSLT to define functions as named templates. These differ from integrated XPath-functions in practice, so this does not represent genuine variability.
In contrast to that, Prolog allows user-defined transformations, and even to (re-)define (built-in) operators. By skipping meta-logical predicates generalisation may be achieved, since predicates may permit even more categories. Input data or objects are no longer checked for membership to a certain category, but are being processed as long as there is no conflict with term incompatibility. For instance, the operator sort is parametrised by the predicate leAttributes. By overloading leAttributes the user is able to adapt orderings over certain data structures.
The Java-classes mentioned next allow variability. For instance, by subclassing of PrologTermNode classes can be built up, which alter the tuProlog-class Struct by the Decorator-pattern. An implementation of the interface Visitor may refine visitor behaviour even more. The classes ConsumerVirtual and ConsumerConsole implement the concrete behaviour of methods consume and getLast. Further subclasses would have even further refinement in consequence, which is as expected. The composition bridges from fig.23 permit further behaviour to be defined by further subclassing.
In Prolog a non-ground assignment to a variable symbol may be used as template for fragments of a document [34] (cmp. sect.II-B2). This allows instantiating values from a chosen domain into the template without specifying bottom-up the overall structure of the target document.
2) Extensibility: Since XSLT and XPath both do not allow any new operators, they are often considered as closed [16] .
In Prolog new operators may be defined without limitation. Transformation operators are uniquely defined without any convention by the transform-predicate. The same counts for arbitrary user-defined functions. All this is possible without the need of redesigning or compiling the transformation language. Attention is needed when overloading existing functions. An overloading whilst execution has in consequence new alternatives may appear which require special treatment.
3) Invertability: Invertability is defined in sect.II-B2. It shall be researched in which cases input and output may be swapped without changing the transformation rules.
In general an inversion requires in XSLT a complete rewriting of transformation rules. Templates need to be newly defined, which often looks completely different then. As soon as two text nodes are concatenated, the origin inputs are no more reconstructable. Same counts for the origin inputs to the list operator cat. Without additional information it is not even possible to determine the original number of arguments.
However, identity is invertible. The mapping {x → y, y → x} is also invertible, if x does not occur free in y.
In Prolog template-free transformations can be specified, which are better for invertability, since numerous predicates are invertible by default. The example in fig.44 shows predicate nth, which for some list L determines the N-th list element E. Predicate church represents in the first argument Church's representation of some given natural number X which comes as second argument. Obviously, nth is fully invertible, since mappings exist, s.t.
The mapping → (N, L, E) is no valid mapping, since church is defined only for ground terms in the first argument. The last mapping (N, L, E) → boolean can also be read as (N, L, E) → boolean. The boolean value can be obtained by interpreting the function as Prolog relation. If the transformation applies predicate nth, then the transformation is invertible, iff besides the result, for instance some list L, at least one more argument is passed to the target document, e.g. E. When transforming back due to the invertability of nth the missing bit is determined. A representation as predicate is preferred over a functor representation in Java, because is is unidirectional and allows only one valid parameter binding, where invertible predicates may be used bidirectional (referring to the convention made earlier using '+' and '-').
Besides, arithmetic function and cuts may also cause restrictions in Prolog to invertability. If a transformation determines a solution in a finite amount of time, and all required arguments are passed to the target document, and each deduction step is invertible, then the considered transformation is invertible too. If this is the case, then e.g. the church-predicate may be used for enforcing invertibility. If the last matches with the signature of the invertible predicate, then the predicate continues the desired parameter. The general problem with cuts is that not the correct node may be chosen. In that case, the start will not be reached by inverse deduction, so the reasoning fails. Other inverse derivation will be searched. If a cut appears whilst inverse deduction, it is very likely the correct derivation path was chosen.
The problem is the ordering of neighbouring element nodes in the original document. In fact the structure of the original document may be reproduced, but not all element nodes would be known, because while transformation and inverse transformation only a few nodes would be considered (cmp. [32] ). In order to avoid this problem, each node of the original should appear in the node specification. This way gaps in the reconstructable documents may be excluded. Fig.45 shows an example where the original document is fully reproduced by generalised unification. The nodes y 1 , y 2 are inserted while transformation. x 1 , x 2 , x 3 may be reproduced from both nodes as long as some x correlates. This means if it was specified in the transformation rule.
Remark: A transformation is "practically invertible", iff 1) all used base functions are invertible, and 2) each node from the input document is uniquely corresponding to a node in the output document, and 3) each node from the output document is uniquely corresponding to a node in the input document Invertability can effectively and simply be checked by test cases. Points 2 and 3 can effectively be checked by renaming. For obvious reasons transformations using the 'ˆ'-operator are in general not invertible. Invertability holds, if 'ˆ' is congruent with the identity mapping.
E. Biased Criteria
The examples in this section are taken from the XSLTtutorial [42] , and may be modified where appropriate accordingly. The examples deal with typical transformations and the overall coverage of W3C's specification on XSLT is nearly representative [41] .
1) Readability: As still to be shown quantitatively, Prolog is easier to read than XSLT due to a much higher abstraction level. One reason lies in the small gap between document language and transformation language. The document language is XML -a markup language. The transformation language is either XSLT or Prolog.
The transformation language is a meta-language w.r.t. XML. This means the abstraction level should be higher, the language may actually even be descriptive. XSLT in contrast is a XMLdialect. XPath is embedded into XSLT. XSLT has a gap in granularity, namely between abstraction level and syntax. XPath is a fixed part of XSLT, but it is not a markup language.
The problem becomes more obvious when a transformation is described. The components of a transformation must be specified within tags. Parts of a document may be put into a template without any explanation. This implies nodes are returned as result of a template-application. In addition to that there are closing tags, which also increase the redundancy in a document. The Prolog-representation of transformation rules on the other side is closer to a more formal, a mathematical, notation. Transformation rules are turned into helper predicates, s.t. premises consist of subgoals and allow one deduction step at a time.
Functions are an essential part of transformations. In Prolog arbitrary functions can be interpreted as predicates with n inputs and one output. Especially binary operators achieve a higher readability. Functions can be defined shorter in Prolog than in XSLT. Hence, they are closer to a mathematical notation.
The relative simple expressions in Prolog allow concise notations at a time. For example, the concatenation of two lists: There are numerous other examples in favour of Prolog. A more detailed statistics on transformations can be found later.
2) Expressibility: The insertion and deletion of attribute entries in XSLT is bloated because the specification of surrounding nodes seems awkward. In Prolog one can use either don't care or don't know symbols in order to specify fragments of the documents or just to specify that there are arbitrary nodes around, which makes specification flexible in comparison to XSLT.
In Prolog the operators atts and distinct are introduced, which are immensely complex to introduce in XSLT. The operator atts seems promising in cases, when statements about the amount of attributes filtered shall be made.
Syntactic sugar stands for shortened axes that exist in both languages. The shortened operator for child:: * is '/', and '@' is the shortened operator for attribute:: * . Pattern-matching leads to a shortened and formally exact case distinction (see in sect.V-C8). So, nodes may be specified more comfortable without navigation operators nor additional statements. Neighbouring relationships and node instances can so be specified. Another remark of second-order Prologpredicates is the accumulation to the result set of generative subgoals. Moreoever, solutions are recursively accumulated. The predicate findall and setof searches for all (distinct) solutions.
Despite its power, expressions are limited. So, Prolog variables can not be assigned different values, even after several successful unifications. Hence no decimal counters may be implemented. Hence, from a functional perspective Prolog is restricted towards functions for the reason just explained. The representation "Functions as predicates" is getting hard to read, especially, when functions get composed. Because of the opposite representation "Predicates as functions", predicates may clash with names from other predicates.
The functional paradigm is violated by Prolog, especially when it comes to the output mode of variables. Functions that alter incoming parameters violate referential transparency, because variables of the callee may be altered by a different instance.
3) Language Features: In this section for each Prologfeature a biased characterisation is given, which differs significantly from XSLT. ])
The XSLT-program is in fig.46 and the corresponding Prolog-program is in fig.47 .
Correct would be the result Res/element(c, ['id="1"'] , [text(hello) ])
The disadvantage of XSLT over Prolog is that XSLT makes additional assumptions. First, it is assumed id is an attribute within an element node (line 4). In Prolog it could also be an attribute with the name id1, s.t. unification does not fail. Second, element node b may contain one text node. If no assumption is true, then text of other nodes will be issued. The alternative would be counting all child nodes who all need to be text nodes simultaneously.
Moreover, XSLT has the disadvantage to be relative complex, since it requires navigation operators instead of intermediate results. From Res (line 4) and the rules from lines 1-3 the original structure can be reproduced either fully or partially. Copying attributes (line 2) is more complex in XSLT: First, the element node must be copied, second, all attributes over '@' need to be copied manually. The problem occurs again, that attribute identifiers may be unknown. In Prolog determined intermediate results may be reused multiple times. In contrast to XSLT, variables do not have to be separately defined when used.
Backtracking There is no backtracking in XSLT. Multiple solutions are determined and managed by the callee as result list. If a transformation generates an unforeseen list of elements, then often the corresponding XPath-expression is not right, often it is too coarse. Further conditions restrict the solution set, so incorrect or irrelevant solutions are excluded.
Comparing generated documents may quickly lead the user to the incorrect location. If an mistake is deep within a callstack of Prolog rules, then in the worst case debugging may still be very complicated and intermediate documents and solutions may be overwritten on serialisation. In order to exclude multiple solutions as early as possible cuts, shall be used.
Hence, the potential source of errors shall be well commented and traced with appropriate debug output (cmp. [34] , [31] ).
Joins In distributed applications often document fragments from different sources need to be placed together. It is assumed, documents on different computers may be joined naturally. Joins are defined over relations. Applying joins on XMLdocuments (so on terms as well) is not always wanted, since subordinate attribute entries, amount and types may be hard to check. Rows in a table denote facts. Facts can be read by predicates using variables. In terms rows are accessed by an index.
In order to map a term-expression onto a relation, a subtree is interpreted as row of that relation. So, attributes correspond to tree attributes. Possible child nodes are ignored. Moreover, a tree is interpreted as relation. The element node name turns into the relation's name. Attributes are either ignored or can be used as relation description in distributed applications. The child nodes correspond to the lines of a relation. The only condition is, that each child node has the same attribute names and child nodes are not recursive.
In tuProlog this can effectively be provided by the class DCGLibrary. The example from fig.48 shows two XMLdocuments as Prolog terms. DCGs turn X into the relation x (see fig.49 , Y accordingly). The natural join over x and y can now be defined as following:
natural_join(Id,Name,FirstName):x(Id,Name), y(Id,FirstName).
Further joins can be defined analogously. Outer and further joins can be defined in XSLT using named templates. Tuples and relations are not part of the data models of XSLT (cmp. [41] ). 4) Stability: From Gödel's "Entscheidungsproblem" we know that if a program analysing another program will terminate or not is undecidable in general. In practice a helper predicate may not terminate for reasons, including a missing base case or wrong ordering of rules, etc. All considered documents are finite and are traversed top-down. Mutual recursion of ascending and descending navigation operators are excluded in our considerations on documents, except from general recursion but with general bounds. Hidden cycles in predicates may be guarded by write/1. If non-termination is still the case, it may any time be stopped using "stop" from tuProlog's IDE. XSLT automatically cancels any recursion after a certain depth is reached for sake of stability. 5) Reuse: Java-classes and Prolog-predicates allow a variation of existing functions (see in sect.V-C7) and an extension of new functions (see sect.V-D2).
The implementation of the transformation language in Prolog is multi-paradigmal (cmp. [8] ). The Java-class TransformLibrary offers all methods and Prologpredicates for transformation. The Prolog-part bases on tuProlog libraries, which are fully written in Java. Hence, the language synthesised is platform independent. Prolog-functors implemented in Java allow rich operations originally not available to GNU Prolog, such as database and network access. In addition to that tuProlog-rules offer possibilities to implement JavaLibrary-interfaces in Prolog.
F. Metrology
All evaluations and measures discussed in this section are placed to the appendix.
Mainly the examples from [42] were used. Since all examples cover nearly entirely the whole XSLT-specification [41] , they count as a great inspirational source for both simple and complex transformation. All examples were taken, except the examples 11, 16, 41, 57-62 and 66-71 , because those were either modified slightly, replaced by redundant other examples, or were removed for the reason of lack of direct relation to the specification. Each XSLT-example was implemented in Prolog with and without templates. In some examples even a third alternative was provided where appropriate with documentation. In order to provide each explicit example with a unique starting point the generic predicate go was introduced.
In order to determine metrics for Prolog-programs the Prolog Measurement Tool Measurement Tool [25] was used in order to simplify the metrology at least a little bit. All other data was only manually obtained. Data obtained from the PMT was all thoroughly be checked manually.
XSLT-examples were partially analysed by hand-written XSLT-scripts, but most often also manually counted.
Measurable Metrics: fig.51 represent solutions to much more complex tasks. In this cases only Prolog and XSLT are getting closer. Only example 56 is a statistically anomaly, which is significantly worse than XSLT, but this is only because the lack of an "up"-operator as described earlier. The lack is the reason why the whole problem requires a rather complex implementation in comparison to XSLT's implementation using the parental operator. This single problem is a true exception -because this kind of problems occur very seldom in practice. Another issue is String-operators in Prolog are more complex, because Prolog distinguishes explicitly on nodes between numbers, strings, where XSLT automatically converts everything to a string. -This may be considered as advantage and disadvantage. It is worth noting operations over strings and number conversions are better avoided if not really needed. So, examples 38 and 39 can be represented slightly worse because explicit conversion would be required. The examples 29 and 31 are longer too, because number conversions can only be evaluated by using the predicate transform. Examples 24, 25, [32] [33] [34] illustrate variables and parameters are easier to use in Prolog than in XSLT. This is a significant improvement.
The program length in bytes enforces the metric LOC (cmp. appendix VII). Often Prolog-programs are significantly shorter also due to its tag-free notation, but may lead to more program lines due to sophisticated node constructions. Only the combination of both LOC and bytes leads to a profound statement about redundancy.
η illustrates the language circumference is more balanced in Prolog. So, it maybe more comfortable to the user. If a language has extraordinary many operands and relatively few operators this indicates a poor expressibility. XSLT has huge differences between η 1 and η 2 in contrast to Prolog (cmp. examples 6-12) . This means XSLT quickly tends to a monotone program style.
The first ten examples were investigated separately. XSLTexamples from the appendix VII only consider immediate XSLT-constructs. XSLT-examples marked with "XSLT2" are the same as those marked with "XSLT", except the metrics obtained refer now to both XSLT and XPath-expressions. In "XSLT2" the less-equal and greater-equals signs as well as the division sign are counted as operators. The name of an element node is counted twice for a tag, where "XSLT" counts it only once. This distinction is required, because XSLT-programs are evaluated only on XSLT-level, where XPath-expressions are interpreted as operands. XPath-expressions must be measured differently due to a differing syntax. Fig.52 shows the ratio of N 1 : N 2 for the first ten examples. On average Prolog is approximately 30% more functional than XSLT. Apart from that examples 2 and 22 are significant. In Prolog an equivalent representation is 2x or even 3x shorter than in XSLT, because stylesheet definitions may be saved and node constructors are shorter. Path expressions and "If-then"-statements are on average 50% shorter than in XSLT (cmp. examples 6, 7, 9, 18, 26) . However, string operations seems on the first glance to be a bit more than twice as flexible in XSLT than in Prolog, because additional conversions are not needed (cmp. example 52). This has to do with multiple conversions in strings, which otherwise are required in Prolog translate.
Derivable Metrics:
In fig.53 is the comparison between theoretical program length of Prolog and XSLT. It can be noted, that Prolog programs seem to be by far "longer" than XSLT programs. But, this effect is consequence of the encapsulated XPath within XSLT. The program length is determined by η 1 and η 2 . These measures can strongly deviate by only XSLT-operators and operands. A consideration of XPath path expressions and operands belonging to them leads to a balancing of the difference between both languages, as seen in the first examples of "XSLT2" of appendix VII.
The positive length deviation in percent ∆ N is defined by
The deviation ∆ N is strong (see fig.54 ). This is why it is hard to make an estimate in Prolog, whether a complex task requires a complex program or an easy program. In fig.55 all examples are sorted by ascending deviation. On average the deviation is approximately 22%. There is one statistical exception at translate.
The examples in ascending ordering have the same increase in deviations. This means the set is normally distributed. Differences of more than 60% can be detected in examples 19, 20, 28, 30, 31, 33, 34, 39 and 56 . They can be explained by the short implicit representation of conventional statements in Prolog. Moreover, in Prolog value-of has to be enforced by additional conversions of tree nodes and attributes.
For the reasons mentioned the abstraction level λ is representable only for the first ten examples. Here only examples 7 and 7 2 are appropriate enough in order to make generalisations on transformations. The remaining examples illustrate only one aspect and are too short in order to make generalisations. The expected number of errors B supersedes in Prolog programs the first ten XSLT-programs by about 12.7% except some restrictions in stability due to a small number of operands. There is a bigger deviation in favour of Prolog in example 7 2. Apart from this the number of errors expected in Prolog supersedes the number for XSLT programs. This means the user is expected to commit errors more often in Prolog than in XSLT for an equivalent length of program listing. In other words: programs are shorter with the same expected number of errors. From a correction perspective XSLT is worse, because programs are much longer. On the other side Prolog programs may even be several times shorter, but are harder to maintain because of the input and output behaviour of variables.
G. Comparison of Prolog with XQuery and SXSLT
XQuery is a XML-based query language [40] . XQuery cannot only be used for queries, but also for transformations. XQuery queries are in curly brackets in XML tags. A query consists of a 'FOR'-loop, a variable declaration 'LET', an output ordering 'ORDER BY', a conditional part 'WHERE' and a result document 'RETURN'. The result of a XQuery-query is only an element node, not a node set as in XSLT. XQuery knows of templates -'FOR' returns the matching pattern and 'RETURN' the node set. XQuery uses XPath as self-sustained language, but is no markup language. So it is easier to read at the first glance, especially because it offers numerous aggregate functions and it processes sets and joins. XQuery is free of side-effects, the same as XSLT. It does not offer node unification. Multiple solutions are listed linearly. Backtracking is not allowed.
The language SXSLT [16] is a functional template-oriented transformation language written in Scheme and is free of sideeffects. SXSLT mimics Scheme. It extends XSLT by higherorder functions and further Scheme's language core features. The use of functions make it extraordinary expressible and flexible. Unfortunately, both SXSLT and tuProlog do not have a type inference system. This makes usability more difficult than it actually could be. Scheme partially offers pattern matching in specifications. This matching is, however, not as expressible, s.t. variables could be unified with ground terms. Scheme's prefix term notation makes SXSLT very user unfriendly, or at least very obscure in comparison with other popular transformation languages. For example, statements and function calls even in small functions get heavily overloaded with brackets.
VI. SUMMARY
This work compares a Prolog-based transformation language with XSLT. First, the Prolog-transformation language was designed and implemented. It consists of XML read and write operations, transformation operators and a pre-defined traversal order. Second, the Prolog-based transformation language is analysed towards previously defined quality measures and compared with XSLT.
The transformation language is partially written in Prolog and Java. Thus the transformation language obtained is platform independent and extensions may be organised within modules. Due to its openness Prolog is not only restricted to transformations, but also fits tasks beyond this domain.
The goal of this work was initially to investigate if and which attempts exist in logical and functional languages for XML-transformations. The essential lingual features of Prolog should be considered for transformations.
Next, an appropriate data structure should be researched in Prolog for parsing and serialisation of XML-documents. Essential transformation operators should be implemented in Java and Prolog, and thoroughly be tested afterwards. Deviations and new operations of XSLT were discussed.
From comparisons with other transformation languages and query languages new operators were derived. According to numerous selected examples each XSLT program was turned into an equivalent (or multiple equivalent) Prolog program(s) and probed. Already introduced operators were refined and extended by new operators and predicates.
Afterwards comparison criteria were defined. Biased and non-biased criteria played an important role. Quantitative metrics were chosen for logical and functional programs. Invertability of predicates was researched. In conclusion both languages were compared with each other and evaluations were made.
Not really surprising the comparison showed different results. Prolog's short notations are remarkable. Beside the XSLT-model the data model in Prolog allows tuples, atoms and lists in a comprehensive form. Many statements as known from imperative languages are in a shortened form. Symbols allow a convenient reuse without definitions and further agreements as well as a flexible use within programs. The node constructors are easy to read and contribute to a better abstraction of "before" and "after" the transformation. Aggregate functions are quite compact. Its return value needs to be projected from relations. Unification allows multiple applications over term operations, one of which is invertability. Backtracking allows a flexible search. Pattern-matching can be applied at any position in a Prolog program. The openness of Prolog is of advantage. Implementations without templates are now preferred, especially with many branches and invertible functions.
XSLT programs are only shorter when many implicit string operations need to be performed due to built-in functions. Functions were simulated in both XSLT and Prolog. Formatting functions and settings can easier be changed in XSLT. Unparametrised constructors can often be represented shorter. In XPath path expressions often are a bit shorter and concise. However, this initial small advantage is quickly lost with XML tags and inconvenient placeholder declarations again. Templates are preferred if the given document structure is partially or totally unknown and only a few elements are processed. Some of the weaknesses of XSLT are strengthened in version 2.0. For instance, user-defined functions may be defined.
Prolog does not fully substitute XSLT as transformation language for XML-documents, mainly due to a less popular tool support. This problem could be relaxed if powerful tools and plugins are more popularised. Then even a rise in complex XML schema transformation, content management and text retrieval seems promising.
VII. GLOSSARY

Arity.
Arity is the number of parameters a predicate or a functor has ( functor)
Backtracking. Recursive search, which continues until a solution is found or a contradiction. If a contradiction occurs, then backtracking jumps back to the last valid branching and tries all alternatives always from the closest last recent.
Cut. A Prolog primitive cutting off alternative solutions which may occur during a goal is processed.
Decorator. Is a design-pattern decorating existing sub-class instances (see [14] ).
DOM . Short-form for Document Object Model. Represents a XMLdocument as data structure. The JAXP-library offers classes for manipulating DOMs.
IDE. stands for Integrated Development Environment; an development environment which contains tools like editor, compiler and debugger, etc.
JAXP. stands for Java API for XML Processing; is a Java-library for processing XML-documents ( DOM).
Higher-order functions (functional). Synonym for a function which accepts functions as input and output. Functionals allow an abstraction of program logic, so recursion may be resolved. Thus a higher flexibility is achieved in contrast to conventional functions as in Pascal or C. Typical list functionals are left fold, mapping and filtering.
Functor. Prolog-operator used for the evaluation of arithmetic expressions. User-defined functors must be embedded into a predicate. The definition of a functor can be in terms of Prolog or as Java-method with a return-value of type Term within the tuProlog-library. The Prolog definition op(Precedence, Arity, Name) is noted as fact ( precedence, arity).
Ground and non-ground terms. Ground terms are terms which contain no free occurrences of variables.
Hålstead-Metric. A metric for getting the circumference and complexity of a program. To this metric belong number of operators η 1 , number of operands η 2 , sum of all used operators N 1 m sum of all used operands N 2 , program length N , theoretical program length N T , experimental program circumference V and further measures about the circumference of a program, but not about the program structure. LOC is not a Hålstead metric, because it also takes into consideration comments and whitespaces ( LOC).
Introspection. Mechanism reflecting on a program as input. Herewith the input is first checked for syntax and second semantically. If successful, the intermediate result may be manipulated. In Java introspection is implemented by the Reflection-API.
Kind. A type or a type parameter in case of a composed type. It may be used in order to express the type of an element constructor. An example would be ∇ → ∇ → ∇.
Lazy evaluation. Evaluation meta-schema which calculates branches of a calculation when they are really needed.
Lexem. synonym of token or least lingual unit, it is result of the lexical analysis.
LOC. stands for Lines Of Code; is a program metric ( metric).
Markup. is a text fragment guarded by tags, separators with a special syntax Meta-information. information which not directly relates to a XML-document, but which are still used by applications interpreting XML.
Meta-logical type predicate. predicates capable of determining the membership to a certain category for a given Prolog-term. Examples are var, list, atom, etc.
Metric. A program measure which allows to quantitatively characterise a program ( Hålstead-metric) . Metrics can be by circumference or by structure.
Monad. Programming feature which encapsulates the view to a data type. In contrast to arbitrary objects monads are at least halfgroups. Monads allow assignments and error handling without entirely rewriting a function.
Monotone and non-monotone predicates. Non-monontone predicates or functors ( functor) alter a given data structure. Monotone predicates or functions keep data structures mostly as they are with only small local changes.
Non-strict function. A non-strict function terminates, even if the evaluation of one of its arguments would not terminate if evaluated before executing that function ( lazy evaluation).
Parse operation. The process which reads a XML-document in Prolog, s.t. a corresponding term is successfully bound to a symbol.
Pattern Matching. A programming feature in Prolog which allows terms to be used anywhere in a rule together with symbols and subterms ( unification) rather then having explicit "if-then"-checks.
PI-nodes. Processing-Instruction nodes are part of a XML-document the same as element nodes. They may be used in different ways depending on its domain, e.g. for graphic output or view settings.
Precedence. Precedence or inverted priority defines in which ordering functors are evaluated ( functor). The smaller precedence of a functor is, the higher gets its priority.
Prolog-conventions. Symbols and variables have in Prolog different characteristics. '+' denotes a term which may only be used as input, where '-' for output. '?' denotes a term may be used for both, input and output. '@' insists a term must be provided, which excludes anonymous symbols.
Referential transparency. Referential transparency is obeyed, when from an outer scope no changes may be applied to the inner scope of some function.
Reification. In general reification stands for objectifying an activity which most often can be described by some verb. In terms of Java and depending on the granularity of the problem reification leads to a more or less complex refactoring [14] , where a method may be split/hoisted into a Strategy-class by homogeneous methods.
Relational Algebra. Mathematical formalism where operations are defined over relations or tables. Base operations are union, minus, Cartesian product, projection, selection and renaming (see sect.III-C1).
Sequential search. Forward sequential search leads to a derivation chain. A backward sequential derivation searches for trivial solutions matching with the immediate last subgoal.
Serialisation operation. Inverse to the parse operation. The Prolog term is serialised into a XML output document.
Stylesheet. XML file containing all templates needed for one transformation step.
Template. Transformation rule specifying original and target nodes. On traversal the actual node is pattern-matched against the original node in one of the templates.
Transformation language. Language, which often is descriptive, transforming an incoming XML document into an outgoing XML document by using templates as mapping ( XSLT, Template).
Traversal. Here, an iteration of a tree-structured data structure / model. Invertible predicates. are predicates that may be called with parameters being used as input or output or both. If predicates are then still defined, they are overloaded, particularly they are invertible if input terms may be swapped with output terms. If any combination is defined, then the considered predicate is fully invertible. Invertible predicates are of use in inverse mappings ( invertability).
Invertability. The property of invertability here refers to transformations. If given a target document the original document may be reconstructed with the same transformation stylesheet, then the considered transformation is invertible. Often contributed aggregate functions being used also need to be invertible ( invertible predicates).
UML. Unified Modelling Language; is a graphical/textual modelling language, often used with recent object-oriented background, like complex software systems.
Unification. Is a term-preserving term operation, often when comparing two terms. If two terms may be generalised, namely unassigned symbols be substituted, s.t. the two terms become equal, then both terms are called unifiable. Within a program using pattern-matching substitutions may be performed locally, but with local change effects.
Unsafe clause. Clauses which may not terminate are called unsafe. Left recursion and calls to clauses with invalid input are one cause for lack of safety.
Visitor. The design pattern Visitor reifies operations on a data structure with the two objectives: variability and transparency (see [14] ).
Full invertability. ( invertible predicates).
W3C. The World Wide Web Consortium standardized XML, XPath, XSLT and many other XML-technologies which are standard now.
Embedded language. An embedded language is a language embedding domainspecific languages. For example, XSLT is an embedded language, the language where it is embedded to is XML. The part of Prolog processing XML described in this work is an embedded language.
XML. EXtensible Markup Language is a markup language for representing semi-structured data.
XPath. Navigation language for addressing elements within a XMLdocument. XPath is not embedded into XML. XSLT. EXensible Stylesheet Language for Transformation is a template-centric transformation language embedded into XML ( Template, transformation language, XML). Prolog  13  326  14 20 62  36  Prolog2  9  233  14 17 50  28  XSLT  10  290  5  5  6  5  XSLT2  10  290  5  12 29  23  2  Prolog  7  125  12 10 29  15  Prolog2  7  106  11 10 24  13  XSLT  3  110  1  2  1  2  XSLT2  3  110  4  6  8  9  3  Prolog  16  351  11 21 81  40  XSLT  21  522  6  7  12  9  XSLT2  21  522  5  18 57  49  4 Prolog 10 Program P2: fact(N,Res):-!, N>0,N1 is N-1, fact(N1,Res2), Res is N * Res2. fact(0,1). Fig. 9 . Cut-variants of factorial find(X):-generate(X),test(X). Fig. 10 . generate-and-test meta-rule G X2P =(N, T, X, P ) N={X, X 2 , Atts} T={'<','>','/','?','!--','--',Id,Text} P= X T ext → '<' Id T ext1 Atts T ext2 '/>' Text ← cat( 'element(', Text1, ', ', '[', Text2, '] 
Text ← cat ( 'element(', Text1, ', ', '[', Text2, ']', '[', Text3, ', ', Text4, '] )' )
Text ← String1
Text ← cat( ',' Text1 ',' Text2 )
Text1 ← Text ← Text1
Atts T ext → Id T ext1 '=' ' ' T ext T ext2 Atts T ext3 ' ' Text4 ← if Text3 is empty: ", otherwise: ',' Text3 Text ← cat( ''', Text1, '=', Text2, ''', Text4) Atts2 ::= ε | , ' Id = Text ' Atts2
Nodes ::= ε | , PrologNode Nodes ):-equals2(T,T2), canon(A1,CA1), canon(A2,CA2), CA1=CA2. equals(text(X), text(X)). equals(comment(X), comment(X)). equals(pi(X), pi(X)). X 0 =element( , ,[ ... , C 0,i0 , ... ]), C 0,i0 = X 1 X 1 =element( , ,[ ... , C 1,i1 , . .. ]), C 1,i1 = X 2 . . . X n−1 =element( , ,[ ... , C n−1,in−1 , ... ]) X n = C n−1,in−1 X n = element ( , , ) [i 0 , i 1 , ..., i n−1 ] sortby − N ame E : ?-gcd (24,30,C) . Fig. 21 . gcd in Prolog <xsl:template match="/"> <xsl:call-template name="gcd"> <xsl:with-param name="a"> <xsl:value-of select="number(24)"/> </xsl:with-param> <xsl:with-param name="b"> <xsl:value-of select="number(30)"/> </xsl:with-param> </xsl:call-template> </xsl:template> <xsl:template name="gcd"> <xsl:param name="a"/> <xsl:param name="b"/> <xsl:choose> <xsl:when test="$b=0"> <xsl:value-of select="$a"/> </xsl:when> <xsl:otherwise> <xsl:call-template name="gcd"> <xsl:with-param name="a"> <xsl:value-of select="$b"/> </xsl:with-param> <xsl:with-param name="b"> <xsl:value-of select="$a mod $b"/> </xsl:with-param> </xsl:call-template> </xsl:otherwise> </xsl:choose> </xsl:template> <xsl:template match="/"> <xsl:element name="person"> <xsl:attribute name="name">Rene </xsl:attribute <xsl:attribute name="profession"> student</xsl:attribute> <xsl:element name="address"> <xsl:attribute name="city"> Dresden</xsl:attribute> <xsl:attribute name="country"> Germany</xsl:attribute> </xsl:element> </xsl:element> </xsl:template> (table,A,C) , element(table,A2,C)):append(X,['hcol="FF0000"'|Y],A), append(X,['hcol="0000FF"'],A2). <xsl:template match="/"> <table> <xsl:for-each select="//name"> <xsl:sort order="ascending" select="."/> <tr> <th> <xsl:value-of select="."/> </th> </tr> </xsl:for-each> </table> </xsl:template> <xsl:template match="/"> <xsl:if test="//v1//v2"> <xsl:apply-templates select="//v3" /> </xsl:if> </xsl:template> <xsl:template match="v3"> <xsl:value-of select="." /> </xsl:template> Fig. 42 . Implicit template call <xsl:template match="/"> <xsl:element name="name()"> <xsl:text>a</xsl:text> <xsl:for-each select="/child:: * "> <xsl:value-of select="."/> </xsl:for-each> </xsl:element> </xsl:template> <xsl:template match="/"> <xsl:element name="c"> <xsl:attribute name="id"> <xsl:value-of select="//a/@id" /> </xsl:attribute> <xsl:value-of select="//b" /> </xsl:element> </xsl:template> X=element (x,_,[ element(_,['id="123"', 'name="hallo"'] ,[]), element(_, ['id="4"','name="welt"'] ,[]), element(_,['id="789"','name="!"'],[])]), Y=element(y,_,[ element(_,['id="789"', 'name="hello"'] ,[]), element(_,['id="5"','name="world"'],[]), element(_,['id="123"','name="?"'],[])]), Fig. 48 . Two XML-documents in Prolog x(123,hallo).
x (4,welt) . x(789,'!'). y(789,hello). y (5,world) . y(123,'?'). 
