Speech detection is an important first step for audio analysis on media contents, whose goal is to discriminate the presence of speech from non-speech. It remains a challenge owing to various sound sources included in media audio. In this work, we present a novel audio feature extraction method to reflect the acoustic characteristic of the media audio in the timefrequency domain. Since the degree of combination of harmonic and percussive components varies depending on the type of sound source, the audio features which further distinguish between speech and non-speech can be obtained by decomposing the signal into both components. For the evaluation, we use over 20 hours of drama which manually annotated for speech detection as well as 4 full-length movies with annotations released for a research community, whose total length is over 8 hours. Experimental results with deep neural network show superior performance of the proposed in media audio condition.
Introduction
Speech detection has traditionally been developed as a preprocessing of speech recognition and speech transcription. Due to diversification and development of media service technology, its application range is expanding and the speech detection has become an indispensable technology.
This paper addresses the speech detection aimed at discriminating the speech from non-speech in media contents. Media audio includes not only speech but also various sound sources, where they may be overlapped with each other. In addition, it involves speech that plays diverse situations such as emotional, whispering and singing voice. Hence, detecting the speech from media contents remains a challenge.
Among the media audio, the research on speech detection in broadcast news has been started early because the broadcast news domain has rich audio types and several application areas such as news transcription [1] . Both the hidden Markov model (HMM) trained on Mel-frequency cepstral coefficients (MFCC) and the support vector machine (SVM) trained on a combination of various audio features such as MFCC and zero crossing rate have been well-studied [2] , [3] . There was also a study on acoustic features based on spectral properties and harmonic enhancement [4] . In this study, broadcast news audio was classified into speech, commercials, environmental sound, physical violence and silence using multi-model HMM.
Recent advances in machine learning have resulted in significant improvements in both speech and audio processing technology and a lot of researches on deep learning based speech detection have actively being reported. It has been presented the recurrent neural network (RNN) based voice activity detection (VAD) system trained only perceptual linear prediction (PLP) features and performance improvements by incorporating it into the automatic speech recognition (ASR) system [5] . There have been several studies to improve the VAD performance using convolutional neural network (CNN) alone and in combination with deep neural network (DNN) for noisy environment such as DARPA RATS program [6] , [7] , [8] , [9] , [10] . Furthermore, a comparison of the robustness of DNN, RNN and CNN for VAD under various noise condition was studied in [11] . For speech detection on web video such as Youtube, it has been investigated a combination of different audio features and discriminative classifiers [12] . Also, a DNN-based speech detection system trained on only MFCC has been proposed and it showed that the speech detection performance is further improved by using the extended context window as the input of the network [13] .
Previous studies have shown that DNN-based speech detection has superior performance with a simple structure. However, there is a limitation to apply the existing research results to speech detection in media audio because audio features are extracted without deeply considering the acoustic properties of media audio.
For speech detection in movies, the use of long short-term memory (LSTM) RNN has been studied, which is able to model long range of temporal contexts [14] . Relative spectral analysis (RASTA)-PLP and their first order derivatives are used as audio features in this study. Lehner et al. investigated the audio feature set to represent the temporal characteristics and harmonicity of the signal and proposed a VAD system based on SVM [15] . In their work, four hours radio broadcasting was gathered and manually annotated for experiments, as well as 4 full-length Hollywood films.
In this paper, we present a novel audio feature extraction method to reflect the acoustic characteristics of the media audio in the time-frequency (TF) domain. Decomposing the spectrogram of media audio, it can be better represented the characteristics of the sound source contained in the media audio. In this work, we improve speech detection performance by using audio features extracted from the harmonic and percussive components of the media audio. We evaluate the suggested approach with DNN using two kinds of media audio datasets. One is over 20 hours of the drama dataset for speech detection and the other is 4 full-length movie audio with annotations released by Lehner et al., whose total length is over 8 hours [15] . Through the cross validation based on DNN, we confirm that the proposed method shows superior performance in media audio environment. This paper is organized as follows. Section 2 introduces the background of decomposing media audio and describes the proposed audio feature extraction method. The description of datasets and experimental results are shown in Section 3 and 4, respectively. Finally, Section 5 concludes the works.
Enhanced Feature Extraction

Why to Decompose the Media Audio for Speech Detection
Media contents include a variety of sound sources such as music, sound effects, noise and speech, whose acoustic characteristics on the time-frequency domain depend on the type of sound source. For music signals, the frequency components of the sounds from the harmonic instruments such as violin are very smooth along the temporal direction in the spectrogram, while those from the percussive instruments such as drum are smooth along the spectral direction in the spectrogram [16] , [17] . In the case of sound effects, the acoustic characteristics in the spectrogram are different for each individual sound effect. For example, fireworks, explosions, door-closing and horse-running sounds contain much of percussive components similar to percussion sounds. Meanwhile, wind sounds carry tonal information and are perceived as a harmonic part of a sound. Noise signals have an isotropic structure that is not biased to horizontal or vertical components in the spectrogram.
Speech can be divided into voiced and unvoiced. In contrast to the voiced, unvoiced sounds have no harmonic structure and are often acoustically similar to white noise. Singing voice constantly varies between voiced and unvoiced depending on the singing words, duration of the individual voiced and unvoiced parts of the words and the characteristics of the vocalist [18] . On the other hand, acoustic characteristics of laughing, breathing and crying sound from human are more similar to those of sound effects, than those of the speech.
As described above, the degree of combination of harmonic and percussive components differs depending on the type of sound source. Therefore it is necessary to decompose the spectrogram in order to better represent the acoustics characteristics, and the audio features obtained from the decomposed spectrogram are capable of improving the speech/non-speech classification performance. In this work, we adopt harmonic-percussive source separation (HPSS) to decompose the media audio. The aim of the HPSS is to separate audio mixture into harmonic and percussive components and it has been originally developed as an effective preprocessing for rhythm/harmonic instrument transcription and code detection as well as remixing purposes in the music processing area. Recently it has been considered as an elemental technology to improve the performance of singing voice separation for automatic lyrics recognition, automatic singer identification and automatic subtitle alignment [17] , [18] .
An example of HPSS for the media audio is shown in Figure 1 . It was carried out using median filtering-based HPSS algorithm presented in [16] with same parameter setting as described in next section. As shown in the figure, string music and voiced speech are mainly composed of harmonic components while table knocking sound, actor's laughter sound and unvoiced speech are mainly composed of the percussive components. Also, as aforementioned, it can be seen that the tapping sound has similar spectrogram characteristics with that of the laughing sound.
In order to verify that the audio features extracted from the decomposed signals can more clearly distinguish between the speech and non-speech, we compared the 13-MFCCs extracted before and after applying HPSS in the drama dataset whose total length is over 20 hours. Figure 2 illustrates examples of the probability density function comparison of MFCCs for speech and non-speech. After applying the HPSS, it can be seen that the distinction between the probability density functions of each class becomes clearer, especially for percussion components. 
Proposed Audio Feature Extraction
In order to decompose the media audio, we apply the HPSS using median filtering presented by FitzGerald et al [16] . It is based on the assumption that harmonic and percussive components exhibit horizontal and vertical lines on the spectrogram respectively, so that enhanced spectrograms for each component were calculated by using median filtering in perpendicular directions. For HPSS of media audio down-sampled to 16 kHz, a spectrogram is carried out using an FFT size of 1024, Hann analysis window whose length is the same as the FFT size, and a hop size of 256. The length of median filter is 31 and soft masking is applied. Then, 13-MFCCs are extracted from the harmonic and percussive components, respectively. They are normalized on file-by-file basis to have zero-mean and unit variance. Finally, the feature vector is concatenated with that of the each 5 immediately preceding and following frames in order to include the contextual information [13] .
DNN based Classifier
We trained a DNN with the following architecture: a 286-unit input layer, 3 hidden layers and 2-unit output layers. Each hidden layer contains the units whose number is the same as that of the input layer. The nonlinear activation functions of the hidden and output layers are a sigmoid and a softmax, respectively. The network was trained by backpropagation algorithm for 200 epochs using mini-batch gradient descent with a mini-batch size of 100 and a learning rate of 5e-3. Training was accelerated by use of a momentum of 0.5. To avoid over-adaptation, DNN training was stopped if there was no loss improvement over 5 epochs. The loss value between the targets and the network predictions for the validation data set is used as an evaluation criterion.
Data Sets
Drama Dataset
There are few databases which are publicly available for speech detection on media contents, except the Lehner's movie dataset which will be described in next section. The reason it is not actively released is copyright issues and timeconsuming works.
In order to construct a large-scale database for media audio having various kinds of sounds, we first obtained 30 kinds soap opera contents from 3 different terrestrial broadcasters in Korea. The dataset consists of historical drama and modern drama since the types of sound effects and background sounds are different according to the genre of drama. Then, the ground truth is manually annotated on the dataset by labelling speech and non-speech segments as precisely as possible. As mentioned in [15] , the annotation result depends on what the annotator considers speech, so it should be preceded by establishing a consistent rule before annotating. We have annotated the drama audio with the ASR system in mind, like Lehner's movie dataset so that laughing, breathing and singing sounds were annotated as non-speech in the dataset. Annotating the ground truth was a very time consuming, in our case, it took over 3 hours to annotate one hour of drama contents.
The total length of the drama dataset is 20.23 hours, in which it retains about 7.20 hours (35.97%) for speech. Table 1 gives detailed statistics for the drama dataset. 
Movie Dataset
Lehner et al. have announced to contribute the ground truth annotations of four Hollywood movies for a research community in [15] . Thanks for their contribution and cooperation, their ground truth was used for experiments in this paper. The annotation set provided by them is divided into 30-minute chunks and consists of label data as speech or nonspeech with 10ms, 20ms, and 200ms units, respectively, in each chunk. Also, the time and label information of the speech and non-speech segment boundaries in each chunk are included. We compared and aligned the speech segment boundaries of the annotations to the audio after extracting the audio tracks from movies. Table 2 gives detailed statistics for the movie dataset.
Experiments
We present three experimental results. First, we perform 5-fold cross validation on the drama dataset for the proposed method as well as the baseline method, where the MFCCs extracted from the mono down-mixed media audio is used as an audio feature. Both methods perform the speech detection using DNN having identical parameters and settings except for the number of nodes in the input layer. Second, we train both systems with complete drama dataset, then measure the performance of each resulting classifier for the movie dataset. We additionally perform a leave-one-out cross validation on the movie dataset because the performance of DNN-based classifier depends on the characteristics of training database. 
Cross Validation Results on Drama Dataset
The results of the 5-fold cross validation on drama dataset are listed in Table 3 . The PREC, REC, F1 and ACC in column indicate the precision, recall, F1-score and accuracy, respectively. Also, we added the results regarding false positive rate and false negative rate in the columns FPR and FNR, respectively. The BASE and PROP in row contains the results from the baseline method and our proposed method, respectively.
The proposed approach improves accuracy by about 1.44% (93.93% to 95.37%). Also, a lower false negative rate 2.95% (10.09% to 7.14%) is observed and it means that the proposed audio features have better capability in detecting the nonspeech such as sound effect and string music in media audio. Table 4 shows the speech detection results on the movie dataset using DNN classifiers which are trained on complete drama dataset. The experimental results of the four movies and their average result weighted by the length of the movies are listed in the rows.
Results on Lehner's Movie Dataset
The proposed approach outperforms the baseline method, increasing the accuracy by 2.31% (83.79% to 86.10%) and decreasing 7.46% false error rate (50.25% to 42.79%) on average. This also shows that the audio features based on the proposed provide better performance in discriminating between the speech and non-speech. It should be noted that the performance of both methods are significantly worse than the cross validation results for the drama dataset shown in Table 3 . This seems to be due to partly out-of-domain training, as reported in previous studies [14] , [15] .
Despite the similar performance, it is not appropriate to directly compare those results with the speech detection performance presented in [15] because the type and size of the training dataset are different in both experimental environments. To complement this, we provide additional cross validation results for publicly available movie dataset in the next section.
Cross Validation Results on Movie Dataset
The results of the leave-one-out cross validation on movie dataset are listed in Table 5 . The experimental results for each movie's validation are listed in the rows as well as an average result weighted by the length of the movies.
The proposed approach outperforms the baseline, improved the accuracy by 3.05% (84.04% to 87.09%) as well as the false positive rate and the false negative rate by 2.65% (9.13% to 6.48%) and 3.84% (34.48% to 30.64%), respectively. As can be seen from the cross validation results, the audio features based on the proposed method shows consistently improved performance for both drama dataset and movie dataset.
Conclusions
A novel feature extraction method for speech detection in media audio was presented. Taking into account the acoustic characteristics in the TF domain, the proposed method extracts the audio features from the harmonic and percussive components of the media audio. Hence it provides robust speech detection performance even in the media audio where various sound sources are overlapped.
We performed the cross validation using DNN on the drama dataset which consists of over 20 hours drama audio with annotations for speech/non-speech and evaluated the performance on movie dataset from Lehner et al. using the DNN classifier trained with the complete drama dataset. Both experiments showed that the proposed approach outperforms conventional audio features, particularly improving accuracy and reducing false negative rate. In order to demonstrate the performance of the proposed method using opened dataset, additional cross validation was performed on the movie dataset. As a result, accuracy improvement was 3.05%, the false positive error rate and the false negative rate were improved by 2.65% and 3.84%, respectively. Future research will examine the performance of DNN trained with the proposed audio features for various sound sources and compare it to the CNN of the TF domain. 
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