Introduction
The Capacitated Facility Location Problem (CFLP) consists in deciding which plants to open from a given set of potential plant locations and how to assign customers to those plants. The objective is to minimize total fixed and shipping costs. Constraints are that each customer's demand must be satisfied and that each plant cannot supply more than its capacity if it is open. Applications of the CFLP include location and distribution planning, lot sizing in production planning (Pochet and Wolsey 1988) , and telecommunication network design (Kochmann and McCallum 1981, Mirzaian 1985) .
Mathematically, the CFLP can be stated as the following linear mixed-integer program:
%E{0,1}, VjGJ
where I is the set of customers and J the set of potential plant locations; is the cost of supplying all of customer i's demand dl from location j, fj is the fixed cost of operating facility j and Sj its capacity if it is open; the binary variable yj is equal to 1 if facility j is open and 0 otherwise; finally, Xij denotes the fraction of customer i's demand met from facility j. The constraints (D) are the demand constraints and constraints (C) are the capacity constraints. Without loss of generality it is assumed that Cy > 0 V i ,j, fj > 0 V j, sj > 0 V j, di > 0 V i, and T,jeJ s 3 > di 1 ) = Y.m d iNumerous heuristic and exact algorithms for the CFLP have been proposed in the literature, and most Solution approaches are based on Lagrangean relaxation (see Cornuejols et al. (1991) and Sridharan (1995) for a comprehensive survey). With the exception of Van Roy's (1986) cross decomposition algorithm, Lagrangean relaxation approaches for the CFLP generally use subgradient optimization in order to obtain an approximate Solution to the Lagrangean dual. For solving larger and/or more difficult instances of the CFLP, however, the knowledge of an exact Solution of the corresponding master problem can be advantageous. Firstly, this gives an improved lower bound and, secondly, the knowledge of a fractional optimal Solution of the primal master problem can be exploited to devise (better) branching decisions in the framework of a branch-and-price algorithm. The aim of this paper is, therefore, to investigate decomposition methods for solving the master problems exactly. To this end, different strategies for stabilizing the column generation process are employed.
In §2 a new lower bound for the CFLP is proposed. Methods for stabilizing column generation are briefly summarized in §3 and used in §4 in order to compute important bounds for the CFLP exactly. Extensive computational experiments are presented and discussed in §5. Finally, the findings are summarized in §6.
2
A New Lower Bound for the CFLP A common way to obtain lower bounds for the CFLP is to relax constraints (C) and/or (D) in a Lagrangean manner and to add some additional inequalities which are implied by the relaxed constraints and some of the other constraints. The valid inequalities which are usually considered for these purposes are the variable upper bound or trivial clique constraints
and the aggregate capacity constraint
E > d(7). (TT) jeJ
Besides the two additional constraints (B) and (T), one may devise a number of valid inequalities which can be useful to sharpen a relaxation, provided that the resulting subproblem is manageable. One group of redundant constraints is easily constructed as follows. Let {Jq : q G Q}, JqC\ Jh = <1 h, denote a given partitioning of the set J of potential plant locations. Then the "clique constraints"
Y^Xij< 1 V*G/, VgGQ (U) j£Jq are implied by (D); however, they can be useful if constraints (D) are relaxed.
Without taking constraints (U) into account, Cornuejols et al. (1991) examine all possible ways of applying Lagrangean relaxation/decomposition to the CFLP. Following their notation, let
• Zft denote the resulting lower bound if constraint set S is ignored and constraints R are relaxed in a Lagrangean fashion, and let
• ZR.I/R.2 denote the bound which results if Lagrangean decomposition is applied in such a way that constraints Ri and % are split into two subproblems. Regarding Lagrangean relaxation, Cornuejols et al. (1991, Theorem 1) show that Z BIU < Z IU < Zl u < Z% < Z, Z IU <Z%<Z%, and Z BIU < Zß u < Z%. Furthermore, they provide instances showing that all the inequalities above can be strict. The subproblem corresponding to ZQ can be converted to a knapsack problem and is solvable in pseudo-polynomial time. Therefore, bounds inferior to Z^ seem not to be interesting. Fur thermore, as computational experiments show, Z^u = ZQ is usually not stronger than Z^. This leaves Zp and ZQ = Zc as candidate bounds. Since constraints (U) are implied by (D), constraints (U) can only be helpful if constraints (D) are relaxed. If the aggregate capacity con straint (T) is relaxed as well, the resulting Lagrangean subproblem decomposes into |Q| smaller CFLPs as will be made clear in §4. Obviously,
For 1 < \Q\ < |J|, however, the bound can be anywhere between the (strong) LP-bound Z IU -Z 1 and the Optimum value Z of the CFLP, i. e. Z 1 < < Z. Although the subproblem corresponding to Zp has the same structure as the CFLP, the bound Zp may be advantegeous, if the set of potential plant locations is large and if the capacity constraints are not very tight.
With respect to Lagrangean decomposition, Cornuejols et al. (1991, Theorem 2) proof that
Since Lagrangean decomposition requires to solve two subproblems in each iteration and to optimize a large number of multipliers, Lagrangean decomposition should give a bound which is at least as strong as Zp. The only remaining interesting bound is, therefore, Z^jTC. As shown by Chen and Guignard (1998) an UFLP, the bound Z^iTC is not considered further in this paper. The computation of the other bounds by means of column generation, however, is described in detail in §4.
Methods for Stabilizing Column Generation
For larger instances of the CFLP, the computation of the above mentioned bounds requires the use of decomposition methods exhibiting good convergence behaviour. Furthermore, the choice and design of a decomposition method must also be guided by the degree of difficulty of the subproblem and (restricted) master problem resulting from the employed Lagrangean relaxation scheme. In the following, we summarize the main principles of the decomposition methods which we applied in pure or hybrid form in order to compute the bounds Zp, Zc and Zp. When Lagrangean relaxation is applied to min{cz : Ax -b , x 6 X}, the Lagrangean dual is to maximize the piecewise linear and concave function
where {z* : t G T } is the set of all vertices of the convex hull of X (for simplicity it is assumed that X is nonempty and bounded). For a given known subset T C T of columns, the function
is an outer approximation of u(u). The restricted dual and primal master problem is then given by
tef tef tef where UQ = min{(c -uA)x t : t £ T} and is the dual variable corresponding to the dual cut UQ + uAx t < c l for t G T . At each iteration of the Standard column generation algorithm (Kelley 1960, Dantzig and Wolfe 1960) , the restricted master problem (2) is solved and an optimal Solution x h of the Lagrangean/pricing subproblem (1) for fixed u = u h is determined. The outer approximation ü(u) is then refined by adding h to the set T* of columns. Since this algorithm suffers from bad convergence behaviour (Lemarechal 1989 ), a variety of approaches for stabilizing column generation has been proposed in the literature.
In order to avoid large oscillations of the dual variables u, Marsten et al. (1975) put a box centered at the current point, say u h~l , around the dual variables u and solve
The next iterate u h is then found by performing a line search into the direction [ü h -u ft_1 ).
Du Merle et al. (1999) (4) improves (not improves) the best dual Solution found so far or in case that u h is dual feasible.
As Neame et al. (1998) show, the method of du Merle et al. can be viewed as a penalty method which subtracts the penalty function fiM = ^]max{0, TT -5f), TTr(S~ -Ui)j (5) i from the outer approximation ü{u) in order to determine the next point. The method of du Merle et al. is, therefore, closely related to bündle methods (Lemarechal 1989 , Carraresi et al. 1995 , Frangioni and Gallo 1999 which use a quadratic penalty function
where t > 0 is a "trust" parameter and u h~l the current point.
Let v{u h ) = max{i/(« ( ) : t G T } denote the best lower bound found so far. Optimal dual variables u are then located in the set L = { (uo, u) : uo + ub-wo = v{u b 
and the best lower bound increases at least by WQ. Otherwise, the localization set L is reduced by adding a column k G T \ T which prices out at the current proposition u h . Thus, a method which selects in every Iteration such a point (uft, u h ) € L converges in a finite number of steps to an e-optimal dual Solution u. Interior point decomposition methods choose a point (UQ, u h ) £ L obeying some centrality property. The analytic center cutting plane method (Goffin et al. 1992 (Goffin et al. , 1993 
where r = 1. If (WQ, w h , UQ, u h , pft, fi h ) is a Solution to the system above, then (UQ, u h ) and a h = ii h /ßo gives a feasible Solution to the restricted dual master (2) and primal master (3), respectively. It is straightforward to show (Goffin et al. 1993 ) that the primal Solution a h has objective function value
Instead of Computing the analytic center, as well as Martinson and Tind (1999) propose to use points on the central path between the analytic center and an optimal Solution of the restricted master program (2). For these purposes a centrality parameter r > 0 not necessarily equal to 1 is used and iteratively adjusted. Finally, Wentges (1997) simply proposes to select the point
where (UQ = v(u b ) -u b b, u b ) is the best dual Solution found so far and (ÜQ, ü h ) is an optimal Solution of the restricted master program (2). The parameter 7 is first set to 1 and declined to a given threshold value in subsequent iterations. The convex combination (6) generally does not lie in the vicinity of a central path; nevertheless, the method is somehow related to interior point methods.
Last but not least, subgradient optimization and Dantzig-Wolfe decomposition can be combined in various ways in order to improve convergence. Guignard and Zhu (1994) use a two-phase method, which takes an optimal Solution of the restricted dual master program (2) as next propo sition only if subgradient steps fail to generate new columns for a given number of subsequent iterations. The restricted master is solved in every Iteration in order to use the objective value maxu ü(u) as (improved) estimator of maxu v{u) in a commonly used Step length formula.
4
Computation of the Lower Bounds
Relaxation of Demand Constraints
Ignoring the artificial constraints (U) and dualizing constraints (D) with multipliers %, gives the Lagrangean subproblem
It is easy to show, that optimal multipliers rj opt can be found in the Intervall r^m ax ], where rjf 1 " 1 = min jyj(i){ c y}) j(%) = arg minj{ctj}, and r?™ ax = max^c^}. Purthermore, it is wellknown that (7) can be reduced to a knapsack problem. To this end, define
in order to obtain Zp(rj) = % + Y^iei % > where
V jeJ jeJ
Let {y 4 : t G T y } denote the set of feasible solutions to the knapsack problem (9) and let {xj : t G 7~x} denote the vertices of the set of feasible solutions to (8). For t £ T y and t G Tf, define Ft = Y,jej fjVj &nd Qj = Y^iei c ij x \j-If T y C T y and 7~x C Tf, j G J, are sets of already generated columns, the restricted dual and primal master problem can be written as
and Zg = min
If (%, 77, € ) denotes an optimal dual Solution of the master problem, new columns Xj and y h price out, if
Since Vj > Vj V j G J, using v instead of v in order to price out columns y h is generally preferable; it leads to an earlier detection of required columns y h . Even the restricted master problem (15)- (21) is quite large, and the effort required for iteratively (re-)optimizing the restricted master problem can be tremendous. On the other hand, the subproblem (7) is generally relatively easy to solve. Stabilization methods which may save calls to the oracle at the expense of an increased effort for determining new propositions r] fro m the localization set are, therefore, not adequate in this case. Good approximations of optimal multipliers rj a re, however, easily found by means of subgradient optimization. Thus, we combined subgradient optimization and "weighted" Dantzig-Wolfe decomposition in the following way in order to solve the füll master problem:
Procedure for Computing Zp Phase 1 (subgradient phase)
Step 0:
= 2, and rf 1 -r) mm .
Step 1: Solve (7) 
Otherwise, half Oh if the lower bound has not improved for a given number H* of subsequent steps (e. g. H* = 10). If (min{Zp, UB} -LB )/LB < e, then terminate.
Step 2: Set f* = f?U {h} and Tf = Tf U {&} V j G O .
Step 3 Step 4 Step 5: For each j G J compute 
Phase 2 (column generation phase)
Step 6: Initialize the primal master problem with columns {y f : t G 7 11 } and {xj : t G Tj X } for which
holds, using e. g., e = 0.01. Furthermore, add columns {y B } and {x B : yf = 1} to the master problem.
Step 7: Solve the primal master problem (15)- (21) a nd obtain an optimal dual Solution (%, i), v) with objective value Zp. Remove all columns from the master which have been nonbasic for a certain number of subsequent iterations. If (Zp -LB^/LB < e, then terminate. Otherwise, set h := h + 1, rj h = jfj + (1 -7)r} b , where 0 < 7 < 1, and go to Step 8.
Step 8: Solve the subproblem as in Step 1. If columns {y h } or {xj} price out at the current dual prices (fjo, fj, v) , add them to the master problem and go to Step 9. Otherwise, go to Step 10.
Step 9: Apply a limited number AH of additional subgradient steps, that is repeat Step 3,
Step 4 and Step 1 AH times in this order. Düring this intermediate subgradient phase, add all columns which price out at the current dual prices (fjo, fj, v ) to the master problem. Furthermore, apply
Step 5 whenever an improved feasible Solution (y B , x B ) is found. Return to Step 7 after completion of this intermediate subgradient phase.
Step 10: As long as no column prices out at the current dual prices (fjo, fj, v), increase 7 in small steps and repeat
Step 1 and
Step 3 with
Düring this "line search" also apply
Step 5 whenever an improved feasible Solution is found. Afterwards, go to Step 7.
In order to further explain some of the above steps, it is appropriate to comment on the following points:
• The step size strategy employed in phase 1 is proposed in Ryu and Guignard (1992) .
• The tolerance e in Step 1 and Step 7 was set equal to l/(2 15 -1).
• The restricted master becomes too large, if all different columns generated during the subgradient phase are added. Since (77Q, i] b , v b ) approximates an optimal Solution of the dual master, it is expected that columns not meeting the selection criterion (23) will be nonbasic.
• In order to limit the size of the master problem, inactive columns have to be removed (Step 7). This reduces the computation time required for each master problem and generally increases the number of master problems to be solved. In our Implementation, columns are removed, if they are inactive for 5 subsequent iterations.
• As shown in §3 the dual prices r) h determined by the convex combination (24) may be feasible for the füll dual master problem. In this case, Zp(r) h ) must improve the best lower bound LB at least by 7(Z% -LB). This gives the chance for further (small) improvements if 7 is increased in small steps until a new column prices out. In our Implementation we used a value 7 = 0.2 for smaller test problems and 7 = 0.05 for larger problems. In Step 10, the parameter 7 is incremented in steps of 0.05.
• Weighted decomposition and interior point methods may give dual feasible propositions. This can slow down convergence at the very end of the procedura if no additional Information is generated and the lower bound is already close to the Optimum. The use of some additional subgradient steps in Step 9 has helped to overcome this Situation. The number AH of interme diate subgradient steps was set to 10. This way, the required computation time could be halfed for some of the larger test problems, although the number of calls to the oracle is increased.
• The computation times were out of the scope if Standard Dantzig-Wolfe decomposition was employed instead of weighted decomposition in the above procedure.
• We also experimented with the stabilization method proposed by du Merle et al. (1999) , using the same subgradient procedure in order to obtain a good guess for optimal multipliers. The computation times were, however, significantly larger than those obtained by means of the procedure described above.
• In addition to the simple heuristic of Step 3, we employed the following simple rounding heuristic at the very end of the Overall procedure: Let (y, x) denote an optimal Solution of the last primal master problem. Sort y in decreasing order and open plants j in this order as long as total capacity is insufficient or yj exceeds a given threshold value, e. g. 0.75.
Relaxation of Capacity Constraints
If the capacity constraints (C) are dualized with nonnegative multipliers Uj, the Lagrangean subproblem is
In this case, the artificial constraints (U) are redundant. Let {(•>/, x l ) : t e T} denote the vertices of the convex hull of all feasible solutions to problem (25). Since Zc(u) > 0, the dual and primal master problem, restricted to a subset T C T of columns, is given by
and
where
iei jeJ jeJ
Regarding Zc, the Situation is contrary to that* found for Z^. Now the subproblem is a difficult, strongly NP-hard problem, while the (restricted) master problem is generally small. This allows to use decomposition methods which investigate more effort in the computation of good propositions from the localization set in order to reduce the required number of calls to the oracle. Therefore, we employed in this case the analytic center cutting plane method. The procedure to compute Zc can be summarized as follows:
Procedure for Computing ZQ
Step 0: Apply the subgradient phase of the algorithm for Computing Z% in order to obtain a feasible Solution (x B , y B ) with objective value UB and to possibly reduce the problem by means of the simple reduction test (22). Let rj denote optimal dual prices corresponding to the demand constraints (D) of the transportation problem with plant set O = {j e J : yf = 1}. Set h = 0, LB = 0, T = 0, and U h = oo. For each j e J solve the linear program
in order to obtain initial Multipliers u°.
Step 1: Solve subproblem (25) Step 2: Solve the transportation problem with plant set O = {j G J ' • V j = 1}. If this gives a Solution improving UB, update UB, störe the Solution in (x B , y B ) and try to fix further variables yj using the bounds pj defined by (22).
Step 3 The following remarks further explain the above procedure:
• In
Step 0, Van Roy's (1986) method for sharpening Benders' cuts is used to determine initial multipliers u ü . A Solution (rj, u , ÜJ) which is feasible for the dual of the CFLP for fixed y defines a Bender's cut
where the dual variables u correspond to the variable upper bounds (B). The above Benders' cut can be sharpened by means of solving the linear programs (28). The primal of (28) is a continuous knapsack problem which can be solved by sorting. Of course, a good starting Solution u° may also be obtained in some other way.
• As in the case of Zp, the tolerance value e in Step 1 and Step 3 is set to l/(2 15 -1).
Step 3, the analytic center were computed by means of the C++-library ACCPM of . To ensure existence of the analytic center, bounds on the multipliers Uj have to be added. For this purpose 0 <uj< maxj fj/sj was chosen. The Iibrary ACCPM may change this bounds if necessary. Furthermore, ACCPM uses warm start procedures in order to recompute the analytic center. To this end, dual feasibility is first recovered and then the point recentered using damped primal Newton steps (Goffin and Vial 1999) .
• As in the case of Zp, the same rounding heuristic is applied at the very end of the Overall procedure in order to possibly further improve the upper bound UB.
• Again we experimented with the stabilization method proposed by du Merle et al. (1999) . In order to possibly further improve the initial multipliers, we first applied some steps of Van Roy's (1986) cross decomposition algorithm until the dual convergence test was not passed for the first time. Furthermore, we also added columns from primal feasible solutions. This is done by representing a Solution x of the transportation problem as convex combination of some vertices of {x > 0 : Van Roy 1986) . For some of the test problems this method gave better results than ACCPM, while for other test problems convergence was much slower. Since we did not succeed in finding an updating strategy of the parameters (unit penalty cost 7T~, 7r + and box size S~, 5 + ) which produced uniformly good results for all test problems, we finally favored ACCPM. 
52 di x ij < SjVj , VjeJq iei
The subproblem (30) is an "Anti-CFLP" which can be converted to a CFLP by introducing an artificial plant with index 09, fixed cost foq -0, supply costs Qo, = 0 Vi G I and capacity s0q = d(I). In this sense, the above relaxation decomposes the CFLP into a set of smaller CFLPs which have to be solved repeatedly. Let {(x l , y l ) : t G T q} denote the set of all vertices of the convex hull of the feasible solutions to problem (30). Since zq < 0 Vq G Q , the dual and primal master problem, restricted to subsets Tq C Tq of columns, may then be written as The relaxation (29) does not make use of the aggregate capacity constraint (T). There fore, the relaxation should usually not be preferable in the case of tight capacity constraints. Furthermore, the approach makes only sense in the case of large problems with a large set of potential plant sites. For such problems it may be better to solve several smaller CFLPs than for e. g. several large APLPs in order to derive strong lower and upper bounds. Since in any case, solving the hard subproblems (30) causes the main effort, we selected again ACCPM to solve the master problem, although the size of the restricted master problems and the effort required for Computing analytic centers can be substantial in this case. The overall procedure to compute Zj) then consists in the application of the steps below:
Procedure for Computing
Step 0: Apply the subgradient phase of the algorithm for Computing Zp in order to obtain a feasible Solution (x B , y B ) with objective value UB and to possibly reduce the problem by means of the simple reduction test (22). Furthermore, let Zp denote the computed lower bound and let fj de note the corresponding multipliers.
Step 1: Apply the same subgradient procedure without consideration of the aggregate capacity constraint (T). To this end, use Zp as target value in the step length formula. Let Ä de note the computed multipliers. Furthermore, let (x, y) be the Solution of subproblem (33) corresponding to A.
Step 2: Apply the above procedure for decomposing the plant set J. Set h = 0, LB = 0, Zp = U h = oo, Tq = 0 V q G Q, and A° = Ä.
Step 3: Solve the subproblems (30) for each q G Q in order to obtain Zp(A). Let (x hq ,y h i) denote the corresponding solutions. Set Tq := Tq U {h} V q G Q . Set LB = max{LB, Zp(\ h )}. If (min{C/ /l , UB} -LB)/LB < e, then terminate.
Step 4: If YlqeQ^jeJq s jy l j Qthen solve the transportation problem with plant set O -U9eg{j G Jq : y^q -1}-If this gives a Solution improving UB, update UB, störe the Solution in (x B , y B ) and try to fix further variables % using the bounds pj defined by (22).
Step 5: Set h := h + 1. Determine the analytic center (z h , X h ) of the current localization set In addition to the already mentioned simple rounding heuristic, we used two further heuristics at the very end of the overall procedure in order to possibly further improve the upper bound UB. Let ä denote the Solution of the last primal master problem (32) and set yj = Y^teTq for each q £ Q and j £ Jq. The first heuristic consists in solving the knapsack problem (9) using the multipliers fj c omputed in Step 0, where in addition some of the variables yj are fixed to zero or one if < 0.1 or yj > 0.9. The second heuristic simply applies some interchange moves to the best Solution found so far, where, however, a plant j with yj <0.1 must not be opened and a plant j with yj > 0.9 must not be closed.
5
Computational Results
The proposed procedures for Computing the bounds Zp, Zc and ZQ were coded in Sun Pascal and run on a Sun Ultra (300 MHz) to solve several test problems, which were generated according to the proposal of Cornuejols et al. (1991) . Test problems for the CFLP generated this way are usually harder to solve than other problems of the same size. The test problems are divided into three different sets of problems which differ according to their tightness (ratio r = ^2j s j/d{I) of total capacity and total demand). We used capacity tightness indices r of 3, 5 and 10, respectively. In each problem set, there are 5 problem types of each of the following sizes: 100 x 100, 200 x 100, 200 x 200, 500 x 100, and 500 x 200 where the first number is the number of customers and the second is the number of potential plant locations. Five problem instances have been generated for each given size and tightness index r. In order to solve the various subproblems arising in the computations of the bounds, the following procedures and codes were used:
• The knapsack problems (9) were solved by means of the COMBO algorithm of Martello et al. (1999) .
• A branch-and-bound algorithm coded in Pascal and proposed in Klose (1998) was used to solve the APLP (25).
• The subproblem (29), which itself is a CFLP, was solved by means of a branch-and-bound algorithm called CAPLOC and proposed and coded in FORTRAN by Ryu and Guignard (1992) .
• As already mentioned, analytic centers were computed with the help of the C+-1-library of .
• The transportation problems and the linear master problems were solved by means of the procedures CPXnetopt() and CPXprimoptf) contained in CPLEX's (1997) callable library (version 5.0).
For the purposes of comparison, optimal solutions were computed by means of two different exact Solution procedures. The first exact Solution procedure is the CAPLOC algorithm of Ryu and Guignard (1992) . CAPLOC is a depth-first search branch-and-bound procedure which is based on Z% and subgradient optimization. Before branching at the top node, however, CAPLOC tries to fix as many y variables as possible by means of extensive Lagrangean probing. Table 1 shows the results (averages over the five instances of each problem type) obtained in this way. The computation time was limited to 12.5 hours per instance. In Table 1 , Nodes is the number of nodes checked, Iter is the total number of subgradient steps performed, #TPs is the number of transportation problems solved, Tj0t is the total CPU time in seconds, and UB% is the percentage deviation of the computed Solution from optimality in the case that the procedure was aborted after 12.5 hours of computation time. Although the computation times for problems with a tightness of r = 10 were slightly better than those for problems with a tightness of r = 5, the computational effort tends to increase with decreasing capacity tightness. The quality of the lower and upper bound computed by the subgradient procedure usually deteriorates with increasing values of r, and the preprocessing procedure does not succeed in fixing a large number of y variables. Two of the largest problems with ratio r = 5 and one of the largest problems with ratio r = 10 could not be solved to optimality by means of CAPLOC, at least not within a computation time of 12.5 hours. The second exact Solution approach first applies an LP-based heuristic originally proposed in Klose (1999) for a two-stage facility location problem and adopted here to the case of the CFLP. Starting with the weak LP-relaxation, the method iteratively refines the relaxation by means of adding different polyhedral cuts. After recalculating the LP Solution, some heuristics are applied in order to compute a feasible Solution from the current LP Solution. If no additional inequalities are found, the problem together with the added cuts and the computed feasible Solution is passed to CPLEX's subroutine CPXmipoptimizeQ in order to close the remaining gap between the lower and upper bound. Table 2 summarizes the results obtained with this procedure. In Table 2 , SLP% and LP% denote the percentage gap between the Optimum value Z of the CFLP and the strong LP-bound Z 1 and the computed LP-bound, respectively; UB0% and UB% are the percentage deviations of the Solution computed by the LP-based heuristic and the best feasible Solution found from optimality; Gap% is the remaining gap between the global lower bound and the best feasible Solution found in the case that the computation time exceeded the maximum allowed time of 12.5 hours; Nodes is the number of nodes checked by CPLEX's mipoptimize()\ T$LP, TLP, and TH are the times required to compute the strong LP bound, the LP-bound, and heuristic solutions; Tj0t is the total computation time in seconds. A comparison between Table 1 and Table 2 shows that CAPLOC outperforms the LP approach in the case of tight capacity constraints or problems of smaller to medium size. On the other hand, the LP approach was much faster for several larger problems (size 500x100) with tightness of 5 and 10. Solving the largest problems by means of the above procedure, however, can be time-consuming.
Especially in the case of "loose" capacity constraints, the linear program is usually quite large. Furthermore, the enumeration tree can be of considerable size and the progress in the lower bound very small. In total, 10 problems of size 500 x 200 (2 problems in the case of r = 3, 5 problems in the case r = 5, and 3 problems in the case of r -10) could not be solved this way within a computation time of 12.5 hours.
Since an alternative to an exact computation of the bounds by means of column generation is the use of subgradient optimization, as in the case of CAPLOC, we also included results obtained with a Lagrangean heuristic based on Zp and subgradient optimization. Table 3 shows the re sults obtained with this method, which simply consists in the subgradient phase of the described procedure for Computing ZIn this table, UB% and LB% denote the percentage deviation of the computed upper and lower bound from optimality, Iter is the number of subgradient steps performed, TH the time spend on Computing feasible solutions, and Tj0t the total computation time in seconds. As Table 3 shows, the Lagrangean heuristic is very fast. However, the lower and upper bounds computed by this method are only of medium quality and can be worse in the case of relatively "loose" capacity constraints. As the results obtained with CAPLOC illustrate, this bound quality may be far insufficient for the purposes of Computing optimal solutions for larger problem instances within a branch-and-bound procedure.
Computational results for the described procedure for Computing Zp are summarized in Table 4 . In this table, lt|_R a nd Itw denotes the number of subproblems and master problems solved, respectively; COIA is the number of columns in the last master problem, and Coljot is the total number of columns generated; TLR, TH, and TM d enote the computation times required for solving the subproblems, the transportation problems and the master problems, respectively; Tjot is the total computation time in seconds. Compared to the subgradient procedure (Table 3) , the column generation approach contributed to a significant improve in the lower bound (0.28% on average compared to 0.33% on average) and a considerable improve in the upper bound (0.24% compared to 0.98%). Partly, the improve in the upper bound is simply due to the larger number of transportation problems solved; on the other hand, Lagrangean heuristics usually produce better feasible solutions the better the Lagrangean multipliers are. Compared to the lower bound produced by the linear programming approach (column LP% in Table 2 ), the bound Zp is on average better than this LP-bound. Furthermore, the proposed column generation method for Computing Zp consumes less computation time than the computation of a bound based on the linear relaxation and additional cutting planes (compare columns Tjot in Table 4 and TLP in Table 2 ). For larger problems with a capacity tightness of 5 and 10 the column generation procedure even consumed less computation time than the computation of the strong LP-bound Z 1 by means of a simplex algorithm (compare columns Tj0t i n Table 4 and TSLP in Table 2 ). This indicates that this bounding procedure can be useful in the framework of a branch-and-bound procedure for solving larger problem instances; it provides strong bounds in relatively short computation times and, in contrast to subgradient optimization, also a fractional primal Solution on which branching decisions can be based. Table 5 shows the results obtained with the column generation procedure for Computing Zc. As can be seen from Table 5 , the approach for Computing Zc produces very strong lower and upper bounds. The lower bound deviates only by 0.18% on average from the Optimum value Z. The percentage deviation of the upper bound from optimality amounts to only 0.01 % on average. Thus, in almost all cases an optimal Solution was obtained in this way. Even in the case of tight capacity constraints, the quality of the bounds is very good. The computational effort required for Computing Zc, however, is substantial. The APLP (25) is usually far easier to solve than the CFLP, nevertheless the APLP remains a difficult, strongly NP-hard problem. The effort required for Computing Zc is, therefore, relatively large, although the analytic center cutting plane method showed a good convergence behaviour in this case and succeeded in keeping the required number of calls to the oracle satisfactorily small. For the smaller problems (less than size 500 x 100), the approach is of course senseless. For such problems the computation of an optimal Solution using CAPLOC has taken less time than the computation of Zc-However, the difficulties encountered when solving the largest problem instances by means of CAPLOC (see Table 1 ) clearly show, that a (stable) column generation method for Computing Zc has to be taken into account as an alternative to a (stable) column generation method based on Z^ for solving such types of problems in a branch-and-bound framework. Table 6 shows the results obtained for the procedure based on partitioning the plant set J. In addition to the columns of Table 5 , |Q| denotes the (average) number of generated plant subsets, and CoITot is the total number of generated columns, that is J2qeQ %• Tlie results shown in Table 6 contradict what could be expected: On average, the best lower and also upper bounds have been obtained for the test problems with smallest capacity tightness index r, although the bound ZQ does not make use of the aggregate capacity constraint (T) and should, therefore, be better in the case of loose capacity constraints. This unexpected behavior of the procedure was also observed in an experiment with three Single very large test problems of size 1000 x 500 (see Table 7 ). A possible explanation is that the heuristic for decomposing the plant set generates more subsets for problems with tight capacities, since in this case more plants are open in optimal solutions to the Lagrangean subproblem (33). At first sight, a small number of plant subsets should result in a strong bound Z^. However, in the case of a larger number of not too small plant subsets, more constraints of type (U) have a chance to be violated by solutions to the Lagrangean subproblem (33). Regarding the quality of the lower and upper bounds, the procedure computed lower bounds which are on the average slightly worse than Z^ but better than the LP-bound in Table 2 , while the upper bound is significantly better than in the case of ZQ but worse than the upper bound obtained from the procedure for Computing Zc-As the results in Table 6 show, the bound Zp is usually better in the case of large problems than in the case of small problems. If only the test problems of size 500 x 100 or larger are considered, the bound Zj) even improves the bound Z c (0.23 % vs. 0.27 % average deviation from an optimal value Z for problems of size 500 x 100, and 0.22% vs. 0.26% for problems of size 500 x 200). The computational effort required to compute Zn, however, is very large, even larger than the effort required for Computing Zc-Also the Variation in the times spent on Computing Z^ is substantial: For one problem of size 500 x 100 and ratio r = 3, the total computation time was 27.8 hours, while for the other problems of this class the computation time was only 1.8 hours on average. For one problem of size 500 x 200 and ratio r = 10 even 66.7 hours of computation time were consumed compared to an average computation time of 4.5 hours for other problems of this type. Nevertheless, the bound ZQ improved the usually very strong bound Zc for a variety of the larger problem instances. In order to test the heuristic for decomposing the plant set, the bound ZQ was also computed by randomly partitioning the plant set into subsets of a random cardinality between 10 and 20 plants. The percentage deviation from optimality of the lower bound obtained this way amounted to 0.27 %, 0.47 % and 0.55 % on average for test problems with capacity index r = 3, r = 5 and r = 10, respectively; the upper bound deviated from an optimal Solution by 0.02% (r = 3), 0.19% (r = 5) and 0.19% (r = 10) on average. Compared to the proposed heuristic for decomposing the plant set (see Table 6 ), a random partitioning led, therefore, to a significant deterioration in the lower and upper bound. Furthermore, the random partitioning approach no more showed the tendency to provide stronger bounds for larger than for smaller problem instances.
Conclusions
In this paper, important Lagrangean bounds for the CFLP were computed exactly by means of different stabilized column generation schemes. Furthermore, a new lower bound based on partitioning the set of potential plant sites was proposed. For the conventional relaxation of the demand constraints a mixture of a "weighted" DantzigWolfe decomposition method and subgradient optimization, preceded by a pure subgradient optimization phase, gave fairly good results. The computation of optimal solutions to the master problem by means of this method required less computation time than the determination of a bound based on the linear relaxation and additional cutting planes. For large test problems the column generation procedure even required less computation time than a simplex algorithm for Computing the strong LP-bound. A branch-and-price algorithm based on this column generation method should, therefore, give good results for problem instances with relatively tight capacity constraints.
Very strong lower and upper bounds for the CFLP are obtainable from a Lagrangean relax ation of the capacity constraints. In order to solve the master problem, an interior point method is suitable. Due to the relatively small size of the restricted master problems, more effort can be spent on Computing good Lagrangean multipliers from the localization set in order to avoid too many calls to the difficult oracle. Although the effort required to compute the bound is relatively large, a branch-and-price method based on this approach has to be taken into account for large problem instances with relatively loose capacity constraints. For a number of large problem instances the lower and upper bounds obtained by means of the partitioning approach even improved the strong bounds resulting from a Lagrangean relaxation of the capacity constraints. Despite the large computation times, the partitioning procedure can, therefore, be useful in the case of very large instances which are not tractable by algorithms based on one of the other bounding schemes considered. However, additional partitioning heuristics have to be devised in order to improve the results of the proposed heuristic for decomposing the plant set in the case of problem instances with relatively large plant capacities. Finally, the basic idea of the partitioning approach is also applicable to other problems of the assignment type, as e.g. uncapacitated facility location problems, p-median problems, bin packing problems, fixed-charge transportation problems and generalized assignment problems.
