We present a new method for estimating heart motion from two-dimensional (2D) echocardiographic sequences. It is inspired by the Lucas-Kanade algorithm for optical flow which estimates motion parameters over a sliding window.
INTRODUCTION
Echocardiography is an effective imaging modality that enables clinicians to study the shape, size, and dynamics of the heart. The features that have made it so commonly used are its noninvasiveness and ease of use. The analysis of ventricular motion, in particular, provides an efficient mean to evaluate the degree of ischemia and infarction methods have led to promising results [3] . For example, Mailloux et al. [4] extended the optical flow algorithm of Horn and Schunk [5] . A very popular optical flow algorithm is the Lucas-Kanade method [6] , which estimates the motion locally, assuming that motion is constant within a window. This method was applied successfully to ultrasound by Chunke e! al. [7] .
In this paper, we introduce a variant of the Lucas-Kanade method that is better adapted to our situation. The refinements that we propose are four-fold Instead of assuming that the motion is locally constant, we use a local-affine-in-space model forthe displacement field, which is better suited to the description of typical heart motion such as dilatiodcontraction and shear. The local affine parameters are potentially very interesting for diagnostic purposes because they may offer a way to distinguish between passive and active tissue.
Instead of working at a fixed scale, we consider estimation windows of increasing sizes and develop a multiresolution strategy to improve the estimation of large motions and to reduce the sensitivity to noise.
We introduce a B-spline weighting scheme that has important computational advantages for multi-scale processing. In particular, we develop a wavelet-like multiresolution implementation.
We also consider the option of adding a temporal affine component to our motion model. This leads to a more robust motion estimation which combines the information from multiple frames. It also yields an additional acceleration parameter-a useful indicator of heart dynamics.
The paper is organized as follows. We describe our method in some detail in Section 2. We then validate the algorithm in Section 3 by applying it to synthetic data that simulates the characteristics of a beating heart, and by comparing it 0-7803-7584-X/02/$17.00 02002 IEEE A = with alternative approaches. In particular, we test its robustness hy adding various amounts of noise. Finally, we present some results with real echocardiographic data.
LOCAL-AFFINE, MULTI-SCALE MOTION ESTIMATION
Let I ( z , y, t ) denote the intensity of pixels at location r = (2, y) and time t in an image sequence. Gradient-based optical Row estimation relies on the assumption that the intensity of a particular point in a moving pattem does not change with time. The constant intensity assumption can be expressed as 
I&,t)u(r,t) + I u ( r , t ) u ( r , t ) + I t ( r , t ) = 0: (2)
where I,, Iu and It denote the spatial and temporal derivatives of the image intensity. The velocities U and U are, respectively, the 2-and y-components of the optical Row we wish to estimate. Since (2) is a single equation in two unknown components U and U, it cannot be solved uniquely without introducing additional constraints.
Local Affine Velocity in Space-Time
Let ro = (zo,y0, to) denote the center of a small spatiotemporal image region R. A very popular optical Row algorithm is the Lucas-Kanade method [6], which estimates the motion locally, assuming that motion is constant within a spatial window. In order to account for typical hem motions, such as expansion, contraction, and shear, we extend this approach to a local, spatial-afiine model for the motion.
Additionally, we also use a hear model for the velocity along the time direction. This allows to capture local accelerations in time much better than a locally constant model. Another advantage is that we can base our estimation on multiple frames around a given time point which is much more robust than using only two frames as many classical optical flow methods do. This spatio-temporal-afiine model is defined as
U(Z,Y,t) =uo+u2(z--2o)+uy(Y -yo)+ut(t-to), u(z,y,t) = u o + u , (~--z o ) + u , ( y -Y o ) + u t ( t -t o ) .
The parameters uo and uo correspond to the motion at the center point ro and U=, uyr ut, uII uy, and ut are the first order spatial and temporal derivatives of U and U, respectively.
We estimate the local motion components by minimizing the least-squares criterion
The symmetric window function w gives more weight to constraints at the center of the local spatio-temporal region than to those at the periphery. A very well suited window function is w ( z , y , t ) = P"(z)P"(y)P"(t), where 0" is the symmetrical B-spline of degree n E N 
Coarse-To-Fine MultiScJe Strategy
It is obviously difficult to estimate large motions at fine scales. A way around this problem is to apply a coarseto-fine suategy. At each spatial scale j we use dilated and shifted versions of the window function:
w (~) ( x -x~, y -v o , t -t o )
Note that the window functions at scale j are spaced at a distance of 2 j pixels in the corresponding dimension. Computing inner products with large windows is computationally very expensive; however, B-spline functions satisfy a two-scale equation so that the local moments (5) can he computed recursively in a multiresolution approach using a Mallat-like algorithm [9]:
The one-dimensional two-scale filters hi,j depend on the degree of the chosen B-spline window and are applied separately in the x-and y-directions. A more detailed description of this algorithm will he given elsewhere.
The motion vectors are cascaded through each resolution level as initial estimates and are then refined if they do not already exceed a scale-dependent size. For each local estimate, we compute a confidence measure which is based on the magnitude of the residual in (4). A local estimate is refined only if its confidence measure is larger than the corresponding one at the next coarser scale. Furthermore, a solution of a local linear system is regarded as not admissible if the linear system is either ill-conditioned or if the length of the estimated central motion vector exceeds some scale-dependent limit. Finally, a motion estimate is set to zero if the local mean of the time derivative at the given location is below a pre-defined noise level.
NUMERICAL RESULTS
For validation purposes, the algorithm was applied to synthetic and real sequences and compared to other methods. In order to obtain accurate numerical derivative estimates, we used cubic spline interpolation [SI in space and time.
Application to Synthetic Data
A quantitative analysis of the performance of the algorithm can only be done on synthetic sequences since the exact motion field is not known otherwise. In this study, the myocardium is modelled by a spherical ring containing a pat- tem representing tissue. To the inner layer of the ring (endocardium), we applied a cosine modulated velocity field in order to simulate expansion and contraction. The remaining myocardium was moving such that its area remains constant. This results in a radial velocity field with a magnitude decreasing with the distance from the center. This klnd of motion reflects the wall-thinning and thickening of a heating heart during diastole and systole. One frame of the sequence together with its exact motion field is shown in Figure I (a). The proposed algorithm was compared with two adaptations of the proposed approach. The h t one only uses a local &e motion model in space and no window in the time dimension. The second adaptation corresponds to the LucasKanade method, which assumes the motion to he locally constant in space. The same spatial window and multiresolution strategy were used for these adaptations. Furthermore, we compared results with the method of Horn and Schunk. In particular, we used the regularization parameter a = 3.0, as recommended in [31, and performed at most 100 steps of the Gauss-Seidel iteration.
To test the robustness of the algorithms, we added gaussian white noise of different standard deviations to the original sequence. As in the real case, the noisy sequences were then prefiltered with a spatio-temporal Binomial filter of spatial variance U: = 1.0 and temporal variance U: = 0.25. The error of the estimated motion fields was computed using the angular error measure as defined in [lo]. The resulting mean angular errors of the different methods are illustrated in Figure l(b) . The worst method in the noise-free case is the Lucas-Kanade method. This is due to the fact that the diverging character of the motion field is not compatible with the local constancy-assumption. It starts behaving better as soon as the noise level increases, eventually even outperforming the affine-in-space method, which is less robust for high levels of noise simply because it has more pa- icantly. The spatio-temporal-affine algorithm performs best since the use of a time window provides increased robustness against noise.
Application to Clinical Data
For a first in vivo validation, we acquired 2D echocardiographic sequences by free-hand scanning usingexisting Hewlett-Packard hardware (HF' Sonos 5500). Figure 2 (a) shows one frame of an apical two-chamber-view sequence of a heart during systole (contraction). The corresponding estimated motion field using the spatio-temporal-affine method is superimposed in the form of a needle diagram. 
CONCLUSION
We proposed a new method to estimate heart motion from echocardiographic sequences which uses a spatio-temporalafline model for the velocity within a local window. We also introduced a nearly isotropic weighting scheme which uses B-splines. A hierarchical refinement scheme using a dyadic scale progression was applied to reduce the problems of estimating large motions and to reduce the sensitivity to noise. Computational efficiency was achieved by developing a Mallat-lie algorithm for computing B-splineweighted inner products and moments at dyadic scales. Accuracy and noise rohstness of the proposed method was demonstrated on synthetic and real ultrasound sequences.
