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R E M A R K S ON Q - I N D E P E N D E N C E 
OF STONE ALGEBRAS 
A. C H W A S T Y K * — K. G L A Z E K Í * * 
(Communicated by Sylvia Pulmannová) 
A B S T R A C T . We investigate Q-independent subsets in Stone algebras for some 
specified families Q of mappings (e.g.: M, 5 , S0, A1, G and I) using the 
well-known triple representation of Stone algebras. 
1. Introduct ion 
In 1958 E. M a r c z e w s k i (see [12]) introduced a general notion of indepen­
dence, also called algebraic independence (or Marczewski independence), which 
contains, as special cases, the majority of independence notions used in various 
branches of mathematics. There are several interesting results relating to this 
notion of independence. However, the important scheme of M-independence 
is not broad enough to cover stochastic independence, independence in projec­
tive spaces, and some other notions. This is why some notions weaker than 
M-independence have been developed. The notion of independence with respect 
to a family Q of mappings (defined on subsets of A) into A, Q-independence 
for short, is a common way of defining almost all known notions of independence. 
Stone algebras first attracted interest when they were characterized by 
G. G r a t z e r and E. T . S c h m i d t as the solution of a Stone problem: they 
are bounded distributive lattices for which the set of prime ideals satisfies the 
2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n : Pr imary 08B20, 08A40, 08A99, 06D15, 
03G10. 
K e y w o r d s : general algebra, te rm operation, Stone algebra, skeleton of Stone algebra, dense 
element of Stone algebra, pseudocomplement, filter, Glivenko congruence, independence with 
respect to a family of mappings, Q-independence, M-, I-, 5-, S0-, A±-, G-independence, 
^-independence. 
t Passed away on September 25, 2005. 
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property that each prime ideal contains a unique minimal prime ideal (see [11]). 
Stone algebras have arisen in various applications, including conditional event 
algebras and rough sets. 
2. Preliminaries 
For a fixed algebra 21 = (A; F) we denote by T<n) (21) (n = 1, 2 , . . . ) the class 
of all n-ary term operations containing n-ary projections, and closed under 
compositions. 
T(°I(2l) denotes the set of all (algebraic) constant operations of the alge-
bra 21. It is convenient to identify a constant operation with its value. 
Let 21 = (A]¥) be an algebra. A nonempty set X C A is called M-indepen-
dent if for any finite system a1,..., an G X of different elements and for any 
/ , # G T<n)(2l) the equality f(a1,...,an) = g(ax,..., an) implies / = g in A. 
Now, denote by M(A) the family of all mappings p: X —» A from every 
nonempty subset X C A to A, and by H(A) the set of all mappings p: X -» A 
(X C A) which possess an extension to a homomorphism p: (X)^ -> A 
(p\x=P)-
A nonempty set X C A is said to be independent with respect to the family 
Q C M(A) (Q-independent, or X G Ind(2l,<2), for short) if Q n Ax C H(A), 
see [15] and [5], or equivalently 
(Vn G N, n < card(X)) (V/, g G T ^ (21)) (Vp G Ax) (Va x , . . . , an G X) 
(/(«!» • • • > an) = #(al> • • • > O = * /(PK)> • • • >.P(<0) = ff (.P(al)> ' • • >.P(aj)) • 
If we put Q = M = \J{AX : I C j4}, we get M-independence. For Q = 
S = U{(X)£ : X C A } , we obtain S-independence (local independence in-
troduced by J . S c h m i d t in [17]). If Q = S0 = \J{X
X : X C A}, we have 
S0-independence (weak independence in the sense of S. S w i e r c z k o w s k i , 
[18]). Another notion of independence may be obtained by putting Q = Ax = 
{f\x: / G T W ( 2 l ) , XC A} (introduced by K. G l a z e k , [5]). For Q = G = 
[J{p\x
 : P ^ AA is diminishing, X C A} we get G-independence (weak inde-
pendence in the sense of G. G r a t z e r , [9]), where the mapping p is called di-
minishing if (V/,g G T(D(2l))(Va G A) ( / (a) = g(a) -=> f(p(a)) = g(p(a))). 
For Q = I = \J{p : p G Ax injective, I C i } , we get I-independence 
(introduced as R-independence by K. G l a z e k , [5]). Let us recall that: 
Ind(2l, M) C Ind(2l, Q) for all Q C M, 
Ind(2t, 5) C Ind(2l, 50) and Ind(2t, S) C Ind(2t, A J .
 (*^ 
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A family J of sets is hereditary if 
( V I G J ) ( V F C I ) ( 7 G J ) . 
The family Ind(2l, Q) is hereditary for Q = M, 5, 5 0 , G, Ax and 7. 
Another kind of independence, the so-called £-independence, was introduce 
by J. P 1 o n k a (see [16], [8]). Namely, a set X C A is called £ -independent in al-
gebra 21 = (A; ¥) if for any finite system of different elements a 1 ? . . . , an G X and 
for any n-ary term operation / which is not a projection, we have f(ax,..., an) 
^ a{ for a l lz = 1 , . . . , n . We denote by £- Ind^ the family of all /^-independent 
sets of the algebra 21. 
The remaining notions and notations used are rather standard, and for them 
the reader is referred to [2] and [3]. 
A Stone algebra is an algebra £ = (L; V, A, *, 0,1) of type (2,2,1,0,0) such 
that (L; V, A, 0,1) is a distributive lattice with the least element 0 and the 
greatest element 1, * is a unary operation on L such that 
a A x = 0 <<=-> x < a* , 
and the following Stone identity holds: 
x* V x** = 1 . 
We assume that the reader is familiar with the basic properties of Stone 
algebras, as presented in [1] or [10]. 
Two significant subsets of a Stone algebra £ are the set D(L) = {x G L : 
x* = 0} of dense elements and the skeleton S(L) = {x G L : #** = x}. The 
algebra S ( £ ) — (S(L); V, A, *,0, l ) is a subalgebra of £ , which is a Boolean 
algebra, and 2)(£) = (D(L); V, A, l ) is a distributive lattice with the greatest 
element 1, it is a filter of £ . Let $(D(L)) denote the family of all filters of 
D(L). The relationship between elements of S(L) and D(L) is expressed by 
the homomorphism ipL: S(L) -> $(D(L)) defined by <pL(a) = {x G D(L) : 
x > a*} (see [4]). 
On every Stone algebra £ we can define the so-called Glivenko congruence 
0, by (x,y) G 9 iff x* = y*. It is well known that cokernel of 0, i.e. [1]^, is 
the dense filter D(L); moreover L/6 is a Boolean algebra isomorphic to S(L). 
Each 9-class contains exactly one element of S(L) which is the greatest element 
in this class. For a G 5(F ) , set [a]e = Fa = {x G L : x** = a}. Then $a = 
(Fa, V, A, a) is a distributive lattice with the greatest element a. It is a sublattice 
of the distributive lattice ZD = (L; V, A). Define a mapping (j>: L —•> D(L) by 
(j)(x) = xVx*. Then (j)\F is a lattice-isomorphism from Fa onto ^PL(O) for every 
aeS(L). 
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3. Independence of one and two element sets 
in Stone algebras 
It is well known that 0 and 1 are the only algebraic constants and x, x*, x**, 
x V x* are the only non-constant unary algebraic operations in Stone algebras. 
Therefore: 
LEMMA 1. All unary term equations in Stone algebras can be reduced to the 
following four types: x = 0 . x = 1, x* = 0 . and x** = x. 
Indeed, it is easy to calculate that the following four equations are equivalent: 
£ = 0 , x* = l , x** = 0 , x*=xVx*\ 
and the next two: 
x = 1, x** = x V x* , 
are also equivalent. The following equivalent equations: 
x* = Q, x** = l , x = xyx* 
(and, similarly, #** = x and l = . r V x * ) 
are satisfied only by x G D(L) (by x G S(L), respectively). 
From Lemma 1, we have immediately: 
COROLLARY 1. Let (L; V, A, *, 0,1) be a Stone algebra. A mapping p: X -» L 
(where X C L) is diminishing iff it preserves constants and the sets D(L) and 
S(L). 
Since all families of the considered independent sets are hereditary, we will 
first investigate Q-independence of one-element sets. Recall (see [5]) that: 
{a} G Ind(2l, S) ^=> {a} G Ind(2l, Ax), 
{a} G Ind(2l, I) <=> {a} G Ind(2t, M), 
and every one-element set belongs to the families Ind(2l, SQ) and Ind(2l, G) in 
every algebra 2L Now, we can prove: 
PROPOSITION 1. Let SI = (L; V, A,*,0,1) be a Stone algebra and a G L. 
Then 
(i) {a} G Ind(£, M) iff a £ D(L) U S(L), 
(ii) {a} G Ind(£, S) iff a $ D(L) U { 0 } , 
(iii) {a} G t-Ind£ iff a £ D(L) U S(L). 
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P r o o f . 
(i): Let {a} G Ind(£, M ) . Suppose, on the contrary, that a G D(L). Consider 
the following unary term operations: f(x) = x* and g(x) = 0. We thus get 
f(a) = a* = 0 = g(a) and / (0 ) = 1, which implies / ^ g in £ , a contradiction. 
Therefore, a £ D(L). In the same manner, we observe that a £ S(L). 
Now, let a £ D(L) U S(L). By Lemma 1, f(a) + g(a) for all different 
/ , a E T ^ ) ( £ ) . Consequently, {a} G I n d ( £ , M ) . 
(ii): Suppose that {a} G Ind(£, 5) and a G D(L). Consider the operations 
/ , g denned above and a mapping p: {a} -> ( a ) £ , given by p(x) = x*. So 
f(a) = g(a), which implies f(p(a)) = / ( 0 ) = 1-^0 = g(I?(a)), a contradiction. 
Similarly, we can prove that a ^ 0 . 
Now, let a £ D(L) U {0} . If, additionally, a £ S(L), then {a} G Ind(£, M) C 
Ind(£, 5) by Proposition l ( i ) . It is enough to consider a G S(L) \ { 0 , 1 } . Assume 
that / ( a ) = g(a) for some / , g G jW(£), and p: {a} -> ( a ) £ . Since 6 ( £ ) is 
a subalgebra of £ , p(a) G (a ) £ C 5 ( J ) . Therefore, f(p(a)) = g(p(a)) by 
Lemma 1. In consequence, {a} G Ind(£, 5 ) . 
(iii): Assume that {a} G t-Ind^. and a G 5 ( J ) . Thus a** = a, hence we get 
a\/ a** = a. Consider the term operation f(x) = x V x**. Then f(a) = a and 
/(b) = b** ^ b for b ^ S(L), which is a contradiction. Similarly, we can prove 
that a £ D(L). 
Now, suppose that a £ D(L) U S(L). Lemma 1 now yields f(a) ^ a, which 
implies {a} G t-Ind^.. • 
For the next proposition, we define the following binary term operation: 
r(x1^x2) = (#* A x2) V (x1 Ax2) 
in the algebra £ . It is clear that the operation r is a symmetric difference of 
the Boolean algebra 6 ( £ ) . 
PROPOSITION 2. Let £ = (J ; V, A,*, 0,1) be a Stone algebra and bx, b2 be 
different elements of Fa for some a G S(L). Then {b l5b2} £ 1-Ind£Ulnd(£, Q), 
where Q = M,S,I. If, additionally, a / 1 , then {b17 b2} £ Ind(£, G). 
P r o o f . Suppose that b15b2 G Fa for some a G S(L). Then r(b l 5b2) G 
Fr(a,a)
 = FQ — {0}> s o r(b1,b2) = 0 . Consider two binary term operations 
r (x 1 ,x 2 ) and f(x1:x2) = 0 and a mapping p G 5 U J such that p(bx) = 1, 
p(b2) = 0. Then r(b l 5b2) = /(b1 5b2) and r(p(61),p(62)) = r ( l , 0 ) = 1 / 0 = 
f(p(bi),p(b2)). So {b l5b2} £ Ind(£, 5) UInd(£, J ) . By (*) the same conclusion 
can be drawn for M-independence. 
To prove that {b15b2} £ M n d £ , consider g(xx,x2) = x1\/(x*1 Ax2)V(x1Ax*). 
Then g(bl5b2) = bx and g(0,1) = 1. 
Now, assume that a ^ 1. Of course, a / 0 . Hence, p is diminishing by 
Corollary 1, and consequently {b1,b2} ^ Ind(£, G). D 
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4. Independent subsets of Fa 
Recall the description of term operations in distributive lattices (see [14] 
and [13]). Let £ D = (L;V,A) be a distributive lattice. For every n-ary term 
operation / of £ D there exists exactly one family P C 2^
1''",'n^ of subsets 
incomparable by the set inclusion such that 
f(x1,...,xn):=fp(x1,...,xn)= \J / \ x r (**) 
sePjes 
G. S z a s z and E. M a r c z e w s k i (see [19] and [14]) proved the following 
theorem: 
THEOREM 1. Let (L;V, A) be a distributive lattice. Then X C L is M-in-
dependent if and only if c1 A • • • A cm ^ d1 V • • • V dn for each sequence 
c1,..., cm, d1,..., dn of different elements of X. 
Taking into account this fact, we have: 
THEOREM 2. Let £ D = (L; V, A) be an arbitrary distributive lattice (without 
constants). Then 
Ind(£ D , M) = Ind(£ D , Q), where Q = S,S0,I,G. 
P r o o f . By (*) it is enough to prove the inclusion D. For this purpose, 
suppose that X e Ind(£ D , S0) and X £ Ind(£ D , M ) . Theorem 1 gives c1 A . . . 
A cm < dx V • • • V dn for some c1,...,cm,d1,...,dn G X. We thus get (cx A . . . 
A cm) A (d1 V • • • V dn) = c 1 A - " A c m . Consider the following term operations: 
f(xx,.. .,xm+n) = (xx A • • • A xj A (xm+1 V • • • V xn+m), 
g(x1,...,xm+n)=x1A---Axm 
and the mapping p: X —.> X 
( \ _ [
 c i for x = ci ( i = l , . . . , m ) , 
\ d1 for x ^ ci (i = 1 , . . . , m). 
Hence, f(c1,...,cm,d1,...,dn) = g(cx,... ,cm,d1,..., dn). By the assump-
tion, we get f(p(c1),... ^ ( O - P K ) , . . . ,p(dj) = g(p(c1),... ,p ( c n ) , p (d 1 ) , . . . 
• • • ?P(dn)). Then c1Ad1 = cx. Now, let f1(x1,x2) = x1f\x2, g1(x1,x2) = x1 and 
-Pi(ci) = d i , P i K ) = cx. Then / ^ c ^ ^ ) = ^ ( c ^ ^ ) and f1(p(c1),p(d1)) = 
g1(p(c1),p(d1)), because the family I nd (£ D , 5 0 ) is hereditary. We thus get 
dx A cx = dx and, in consequence, cx = dx, which is a contradiction. The result 
is I n d ( £ ^ , M ) = Ind(£Jn>,50) and Ind(£ D , M) = Ind(£ D , 5) by (*). 
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Now, suppose that X G Ind(£ D , J ) . Consider the following mapping 
V cm for i = 1, 
for z^- 1, 
for j = 1, 
for j ^ 1, 
*w = {Г"" 
*w-{Г"A< 
where z = 1,..., m; j = 1,..., n. Since X is J-independent, it follows that p2 is 
injective. Then f(p2(c1)1... ^ ( c j , ; ^ ) , . . . ,p2(dn)) = #(P2(
ci)> • • • >P2(cm)> 
P 2 ( d 1 ) , - . . , p 2 ( d n ) ) , which implies (c2 A- • • A c m ) A(d2 V- • • Vdn) = c2 A- • • A c m . 
The family Ind(£ D , J) is hereditery, so after k similar steps (k = max{m,n}) , 
we get cm A dn = cn. Considering injective mapping p3 denned as follows: 
P3(0 = dm Ps(dJ = cm> w e o b t a i n cm = dn^ contradiction. 
Since £ D is without constants, I n d ( £ D , M ) = Ind(£ £ ) ,G) (see [5]). • 
Moreover (obviously), we have: Ind(££ ) , Ax) = 2
L. 
Since every gr(X in Stone algebras is a distributive lattice with the greatest 
element a, the following corollary will be useful: 
COROLLARY 2. Let £ c = (J ; V, A, c) (where c = l orc = 0) be a distributive 
lattice with the greatest element 1 or the least element 0 . respectively. If X C L. 
then the following conditions are equivalent: 
(a) X e l n d ( £ c , < 2 ) , where Q = M,S,I or X = {c}; 
(0) XGlnd(£ c , 5 0 ) ; 
( 7 ) X \ { c } E l n d ( £ c , G ) ; 
(S) cx A • • • A cm ^ dx V • • • V dn for each sequence c1,..., cm , d 1 ? . . . , dn of 
different elements of X. 
Like for Boolean algebras (see [13]), for Stone algebras one can define so-
called atom with respect to the elements x1,..., xn G L indexed by the sequence 
(i1,... , z n ) , where ik G {0,1, 2} (k = 1 , . . . , n ) , as follows: 
n 
A(ily...tin)(
xli--ixn) = A Xk ' 
where x° = x, x1 = x*, x2 = x**. Consider the following operations 
AAX1, • • • Xn) = \J{X1 A * * ' A Xn : (^-.U^} 
for any non-empty set J C {0,1, 2 } n , A$(x1,.. .xn) = 0. 
We recall (see [7]): 
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THEOREM 3. For each n-ary term operation f in a Stone algebra 
(L; V, A, *,0,1) there exists J C {0 ,1 ,2} n such that f(x1,...,xn) = 
AI(XD ' ' -Xn) ' 
In contrast to the analogous representation for the term operations in Boolean 
algebras, the subset J is not uniquely determined for Stone algebras. 
Now, we note some simple properties of term operations of Stone algebras 
(and their values, especially for elements from congruence classes Fa). 
LEMMA 2. Let £ = (F; V, A,*, 0,1) be a Stone algebra, x G L, and 
6 1 , . . . , 6 n e Fa for some a G S(L). Then: 
(a) (VfcG{l , . . . ,n})(( i f c = l) = > A(ii_in)(b1,...,bn) = a* 
&A(iiAn)(x,...,x) = x*), 
(b) ( V f c G { l , . . . , n } ) ( ( i f c ^ l ) ==> A(ii_in)(b1,...,bn)£Fa 
& ( V c e 5 ( L ) ) ( / l ( J i y ( c , . . . , c ) - c ) ) , 
(c) (3 fc , /€{ l , . . . , n} ) ( (» f c = l & . . - - l ) = > A(h_in)(b1,...,bn) = 0 
= A(ilt...,in){x,...,x)). 
P r o o f . 
(a): Since (bk)
1 = (bk)* = a* for all fc G {l,...,n}, we get A(ii< An)(b1,... 
... ,bn) = 6j
x A • - • A 6n
n = a*. Similarly, A(1^ ^(x, ...,x) = x*. 
(b): In this case (6fc)° = 6fc G Fa or (6fc)
2' = (6fc)** = a G Fa for all fc G 
{ l , . . . , n } . So, bl1 A-- -Ab^ G Fa. As c** = c, we obtain A^^ ... j in)(c,. . . , c ) = c. 
(c): Let ifc = 1 and i; = 2 for some fc,/ G { l , . . . , n } (say fc < / ) . Then 
A{il,...,in)(h,...,bn) = bY A---Abk*A-.-Ab}< A---Abl? = # A • • • A a* A 
• • • A a A • • • A bl™ = 0 . The proof for ik = 1 and z; = 0 runs analogously. Since 
x* Ax = x* Ax** = 0, we get A ^ ...,-.„)(#, • . . ,x) = 0. D 
By Theorem 3 and Lemma 2, we obtain the following corollaries: 
COROLLARY 3. Let £ be a Stone algebra, b1,...,bneFa for some a G S(L), 
and f G T( n ) (£) . Then /(&-_,..., bn) G Fa U ipL(a) U {0, a*} . If, additionally, 
a ^ 0 , 1 . tten F a n y?L(a) n {0, a*} = 0. 
For the next theorem we need some "reduced" form of term operations of 
Stone algebras. Here and subsequently, we write J = J n {0 ,2} n . 
COROLLARY 4. Let £ be a Stone algebra, b1,...,bn G Fa for some a G 
S(L) and / ( 6 1 ? . . . , bn) = A J ( 6 1 , . . . , bn) G Fa for some J G {0,1, 2}
n . Then 
Aj(b1,...,bn)=AJ(b1,...,bn). 
Let f(x1,...,xn) = AJ(xl,...xn) for some J C {0 ,1 ,2}" . We define a 
mapping 4>1: J -> {0,1}" by ^ ( ( h , . . .,*„)) = (h (mod 2 ) , . . . ,in (mod 2)) 
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for each (iv...,in) 6 JC {0 ,1 ,2}" . Write f(xv...,xn) = AMJ)(xv ... ,xn). 
We observe that / € T*n> ( 6 ( £ ) ) . 
Let now J C {0 ,2}" , and a mapping <p2: J ->• 2^
1 ' - '"} be given by 
^2((*i ' --- '*r .)) = { l = e N : tfc = 0 } foreach ( t 1 } . . . ,in) € J . 
Taking into account (**), we obtain f^j) € ^ " ' ( g ^ ) . 
Assume that fA: { 1 , . . . , n} -4 {0,1}, for A C { 1 , . . . , n}, is the characteris-
tic function of the set A. We define a mapping <f>3: 2^
1'—'") -4 {0 ,2}" by 
(j)3(X) = (iv ... ,in), where ik = 2fx,(k), k € { 1 , . . . , n} , 
X' = {!,...,n}\X, _Y € 2< 1 - - n >. 
It is easy to check that Aj(bv. ..,bn) = A ^ ^ j)}(bv ..., bn) for all bv ..., bn 
LEMMA 3. Let £ be a Stone algebra, and f(x1,...,xn) = AJ(x1,...xn) for 
some J C { 0 , l , 2 } n . Then 
(a) (Va-_, -. -, an € S(L)) ( / ( a l 5 . . . , an) = ^ ( ^ ( a p • • -, a n ) ) , 
(b) ( V a G 5 ( L ) ) ( V 6 1 , . . . , 6 n G F a ) ( / ( 6 1 , . . . , 6 n ) G F a 
=> f(bH • • • > U = f<t>2{J)^' ' ' ' 6 n ) ) > 
(c) (Va <E 5(L)) (Vb , , . . . , bn G Fa) (VP C 2<
1'-.»>) 
(fp(h>--->bn) = A(l)3{p)(b1,...,bn)). 
P r o o f . 
(a): It is obvious, since a** = a for all a G S^L). 
(b): By CoroHary 4, we obtain / ( b 1 5 . . . , bj = A J ( b 1 , . . . , bj = y l J (b 1 , . . . 
. . . , bj, where J = J n {0, 2 } n . As bf = b** = a and b. A a = b. for every 
b, G F a , we get A j (b 1 5 . . . , bn) = fMJ)(b1?..., bn). 
(c): Taking into account that biAa = bi for every b{ G Fa (i = 1 , . . . , n ) , we 
can easily verify t h a t fP(b1,...,bn) = A(j)3{p)(b1,...,bn). U 
THEOREM 4. Let £ = ( i ; V, A,*,0,1) be a Stone algebra and X C Fa for 
some a G S(L). Then X G Ind(£ ,5 0 ) iff X G Ind(5 a , 5 0 ) . Moreover, if a ^ 
0 , 1 . tten X G l n d O C , ^ ) . 
P r o o f . Let X C F a . First, we verify the implication 
X G Ind(£, S0) => X G Ind(3a, ^o) • (* * *) 
Take two n-ary term operations / , rj on 5Q such that f(b1,...,bn) = 
g(bx,... , b j for some b1,...,bn G X . The operations / , g correspond to 
two terms of type (2,2,0) . These terms can also be interpreted in the algebra 
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£ = (L; V, A, *,0,1) as term operations fvg1 G T(
n ) (£) , respectively. Hence, 
we have / 1 ( 6 1 , . . . , 6 n ) = f(bv...,bn) = g(bv...,bn) = g^bv... ,bn). Since 
bv...,bneX £ Ind(£, S0), we get 
/1(p(61),...,p(6J)=/(p(61),...,p(6„)) 
= g(p(b1),...,p(bn))=g1(p(b1),...,p(bn)) 
for all p: X -> X. Therefore, X G Ind(ffn, S0). 
Now, we prove the converse implication of (***) . 
Let X G I n d t g J S0), p G X
x . Then p(&.) G Fa for all 6- G X (i = 1 , . . . , n). 
Assume that f(bv..., 6 J = g(bv ..., bn) for some / , g G T<
n )(£). Theorem 3 
now gives f(bv...,bn) = A J i ( 6 1 , . . . , 6 n ) , c?(61 , . . . ,6n) = Aj2(bv ... , 6 J for 
some J l 5 J2 G {0 ,1 ,2}" . 
According to Corollary 3, we need to consider the following four cases: 
(1) /(61,...,6J = 0, 
(2) / ( 6 1 , . . . , 6 n ) = a*, 
(3) f(bv...,bn)eFa, 
(4) f(b1,...,bn)e<pL(a). 
(1) and (2): In these cases all the atoms of / and g are equal to 0 or a*. 
By Lemma 2(a), (c), we obtain f(p(bj,... ,p(bn)) = g(p(\),... ,p(bn)). 
(3): By Corollary 4, we get f(bv . . . ,&„) = Aj^bv... ,bn) = Aj2(bv..., bn) 
= g(bv ...,bn). Then f(bv ...,bn) = fMJl)(bv . -. ,bn) = f^j^h, •••,&„) = 
g(bv ...,bn) and fMJ-^ G T(
n>(£J for i = 1,2 by Lemma 3(b). Therefore, 
• t W i ) (!?(6l)' • • • >P(bn)) = f<P2(J2) (P(
bl)> • • ->P(bn)) 
since X G Ind($ a , S0). 
Lemma 3 (c) now implies 
4 ( J , ) (P(ftl)> • • • MK)) = AM<h(Ji)) ( ^ l ) ' " • • 'P(fcn)) = 4 j , (^(&l)' ' • ' >*>(&„)) 
for i = 1,2. Consequently, /(?(&-_),... ,p(&n)) = 0(p(&i), • • • ,*>(&„)) • 
(4): Theorem 3 and Lemma 2 now give 
f(bv...,bn) = Aji(bv...,bn)Va*=Aj2(bv...,bn)Va*=g(bv...,bn). 
Since <j>: Fa —>• <pL(a) defined by </>(:r) = x V a* is a bijection, we have 
Aj- (6 X , . . . ,6n) = Aj ( 6 j , . . . , 6 j G -FQ. According to the above results, we 
get' ASi (p(b,),.. -,p(bn)) = Aj2 (p(bt),... ,p(bn)) for pe A,US0. Therefore, 
AjMbi)T--'P(bn)) v a* = AJ2(p(
bi)>---,P(bn)) v a* a n d ' i n consequence, 
f(p(b1),...,p(bn))=g(p(b1),...,p(bn)). 
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Now, we prove that X G Ind(£, Ax) for X C Fa, a G S(L)\{0,1}. Obviously, 
a* ^ 0 , a* £ <pL(a) and F a H(^ L ( a ) = 0 . 
Consider all unary term operations as mappings on X. Therefore, we have six 
mappings p-\ X —> L, namely: p3(x) = x
l for j = 0 ,1 , 2, p3(x) = 0, p4(x) = 1, 
and p5(x) = (j>(x) = x V x*. 
For every b G Fa, we have p0(6) = b, px(b) = a*, p2(6) = a, p3(b) = 0, and 
p4(b) = 1 . Moreover, p5(b) = bV b* e D(L) = F±. 
Let f(\,..., bn) - g(\,..., bn) for some 6 X , . . . , bn G X and / , g G K") (£) . 
For the rest of our proof we need to consider cases ( l)-(4), mentioned above. 
First, suppose that f(b1,...,bn) = 0 . Then all the atoms of / and g 
are equal to 0. By Lemma 2(c), we obtain f(pj(b1),...,pj(bn)) = 0 = 
g(pj(b1),...,pj(bn)) for j = 0 , . . . , 5 . 
Let f(b1,..., bn) = a* • Then all the atoms of / and g are equal to 0 or a*. 
Therefore, f(pJ(b1),... ,Pj(bn)) = [p.(bk)]* = g(pj(b1),... ,Pj(bn)) for j = 
0 , . . . ,5 by Lemma 2(a), (c). 
Suppose now f(bx,..., bn) G Fa. By Corollary 4, we obtain 
f(b1,...,bn) = AJi(b1,...,bn) = Aj2(b1,...,bn) = g(b1,.^ 
Since Pj(bk) G S(L) for j = 1 , . . . ,4 , we have f(pj(b1),...,pj(bn)) = Pj(bk) = 
9{Pj(bi)i — ">Pj(bn)) by Lemma 2(b). As 4>\Fa is a lattice-homomorphism, we 
obtain f(p5(b1),... ,p5(bn)) = g(p5(bx),... ,p5(bn)). 
The consideration of case (4) is similar to the same case for S0 -independence. 
By Proposition l(ii) , it is evident that X £ Ind(£, Ax) for every X C D(L). 
• 
Now, we have the following Proposition. 
PROPOSITION 3. Let £ be a Stone algebra and X C D(L). Then 
X G Ind(£, G) <=> X\{l}e Ind(2)(£), G) . 
P r o o f . First, we observe that the implication 
X G l n d ( £ , G ) = > X \ { l } G l n d ( S ) ( £ ) , G ) 
can be verified similarly to (* * *) of the proof of Theorem 4. 
To prove the converse implication, we can assume that l ^ l G Ind(S)(£), G) 
since X e Ind(£, G) iff X \ {1} G Ind(£, G) (see [5]). 
Let / ( b l 5 . . . , b n ) = f f ( 6 1 , . . . , 6 n ) for some b1,...,bn G X, f,g G T ^ ( £ ) . 
By Theorem 3, we have f(x1,...,xn) = AJi(x1,... ,xn), g(x1,...,xn) = 
A j (xx,..., xn) for some JX,J2 G {0,1, 2}
n. Therefore, 
f(b1,...,bn) = AJi(b1,...,bn) = Aj2(b1,...,bn) = g(b1,...,bn). 
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Lemma 2 now yields A,{i iri\(b1, • • •, bj = 0 if ik = 1 for some k = 1,..., n 
and, in consequence, f(b1,...,bn) = - 4 / ^ , . . . , b j = Aj2(bv...,bn) = 
g(bv...,bn). T h e n f4>2{Jl)(b1,...,bn) = ^ 2 ( J 2 ) (
6 i - • • > 6 J a n d /02(JO
 G 
X(n)(S)(£)) for z = 1,2 by Lemma 3(b) . An arbitrary mapping p: 
{6 1 5 . . . , bn} -» J)(L) is diminishing, by Corollary 1. Since X G I n d ( £ ( £ ) , G ) , 
it follows that 
/<MJi) (P( 6 I ) ' • • • 'P(6J) = 42(J2) (K
6i)> • • • >P(U) • 
By Lemma 3(c), we obtain f^j.^bj,... ,p(bn)) = ^ ^ ^ ( p ^ ) , . • • 
. . . , p ( b j ) = ^ (?(&,), . . . ,p(6n)) for i = 1,2. Hence, / (P (b x ) , . . . , p ( b j ) = 
g(p(b1)1...,p(bn)). D 
5. Connections between Q -independence in £ and ©(£) 
In the Boolean algebra 03 we have (see [5]) 
Ind(Q3, M) = Ind(<B, S) = Ind(Q3, 50) \ {{0}, {1}} 
and 
Ie I nd (» ,G) <=> J \ { 0 , l } e I n d ( < B , M ) . 
We also recall (see [13]): 
THEOREM 5. Let 03 = (B; V, A,*, 0,1) be a Boolean algebra and X C B. 
Then X G Ind(Q3,M) iff A,^ . ^ n ) (« 1 , . . . , a n ) ^ 0 for each sequence (z 1 ? . . . , z j 
G {0, l } n and /o r et>en/ different a l 5 . . . , an G X . 
NOW, we characterize the family of t-independent subsets of Stone algebra £ 
using corresponding elements from its skeleton (i.e. the Boolean algebra ©(£) = 
(5 (L) ;V,A,* ,0 ,1 ) ) . 
THEOREM 6. Let £ = (L\ V, A, *, 0,1) be a Stone algebra, X C L. Then X G 
£-Ind£ iff for any finite system of different elements bl5..., bn G X there exist 
a l 5 . . . , a n G 5(L) sncb. tta£ ai ^ b^ G Fa. (z = 1 , . . . , n ) and {a 1 ? . . . , a n } G 
I n d ( 6 ( £ ) , M ) . 
P r o o f . Let X G t - Ind £ and b1,...,bn be different elements of X. By 
Propositions l(iii) and 2, we get b^ G F a . and b^ / a{ (i = 1 , . . . , n ) for some 
different a 1 5 . . . , an € 5(L) \ {0 ,1} . 
Suppose, contrary to our claim, that { a a , . . . , a n } ^ Ind (©(£), M). By The-
orem 5, we have a}1 A • • • A an
n = 0 for some ik G {0,1} (k = 1 , . . . , n ) . Then 
b*1 A • • • A b^ G F0 = {0}. So, we get b*
1 A • • • A b^ = 0. 
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First, suppose that i1 = • • • = in = 0. Then b* V- • -Vb* = 1, which gives bx = 
b2 A(b* V- • -Vb;) = &-_ A(b* V- • -Vb ;) , by distributivity. Consider f(xv.. .,xn) = 
xx A (x* V • • • V xn). Then we have /(&-_,..., bn) = &-_, / ( l , . . . , 1) = 0 and 
/ e T W ( £ ) . 
Now, let ik = 1 for some k G {1 , . . . , n } . Without any loss of generality, we 




2 A-"Ax^). Thus, we get g(b1,...,bn) = \ , 
g e T^n)(£) and g is not a projection. Hence, we have a contradiction in both 
cases. 
Finally, suppose that for any finite system of different elements b1,..., bn G X 
there exist different a1,...,an G S(L) such that a{ 7-= b{ G Fa. (i = 1 , . . . , n) 
and { a 1 , . . . , a n } G l n d ( e ( £ ) , M ) . 
Assume X £ M n d £ . Therefore, bk = /(&-_,..., bn) for some / G T ^ I ( £ ) . 
Then /(&!,-••,&„) e F / (a l l . . . , a n )
 a n d 6* G F a f c - We thus get ak = / ( a l 5 . . . , an) 
= f(a1,...,an) and / G T^
n) (©(£)) by the definition of (j)1 and Lemma 3(a). 
This gives {a 1 ? . . . ,an} £ t-Inder^. But in every Boolean algebra 03 we have 
Ind(53,M) = t-Indeg (see [8]). Hence, we have a contradiction. • 
Proposition 1 deals with one-element subsets. Now, we will consider subsets 
with at least two elements. 
LEMMA 4. Let £ be a Stone algebra, a G D(L) and b £ D(L) (or a = 0 and 
b/0). Then {a, b} £ Ind(£, S 0 ) . 
P r o o f . Let a G D(L) and b ^ D(L). Consider two binary term operations 
f(x,y) = x* A y and g(x,y) = x* A y* and a mapping p : {a, b} -» {a, b}, 
p(x) = b. Then / ( a ,b ) = g(a,b), but f(p(a),p(b)) = f(b,b) = 0 / b* = 
a(p(a),p(b)). 
Now, suppose that a = 0 and 6 y - 0 . Consider the following term operations 
f(x,y) = xAy and g(x,y) = 0. Therefore, / ( a , b) = g(a,b) and f(p(a),p(b)) = 
/(b ,b) = b ^ o = g(p(a),p(b)). So {a,b} £ Ind (£ ,5 0 ) . D 
PROPOSITION 4. Le£ £ be a Stone algebra, b. G F a . (i = 1 , . . . , n , n > 1) 
for some different a1,...,an G S(L). If {a1,...,an} £ I n d ( 6 ( £ ) , M ) , then 
{b1,...,bn}ilnd(£,Q), where Q = M,S,S0 or I. 
P r o o f . Suppose that b{ G Fa. (i = 1 , . . . ,n, n > 1) for some different 
a1,...,an G S(L) and {a1,..., an} <£ I nd (6 (£ ) , M ) . According to Theorem 5, 
we have a\x A • • • A aft = 0 for some ik G {0,1} (k = 1 , . . . , n). Then b^
1 A 
• • • A b^n = 0. Consider the following n-ary term operations f(xx,... ,xn) = 
xh A--- Axin , g(x1,...,xn) = 0. Of course, / ( 6 l 3 . . . , 6 n ) = g(bx,... ,bn) and 
f*g. 
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First, suppose that {b l 5 . . . ,b n } G Ind(£, S0). Consider a mapping p: 
{ b ! , . . . , ^ } ^ ^ ! , . . . , ^ } , given by 
, x f b, for i, = 0, 
P l f c = i. f ' 1 (fc = l , . . . , n ) . 
I b2
 for h = 1 
Then f(p(b1),...,p(bn)) = ^ ( b , ) , . . . , ^ ) ) . If ifc = 0 (or i, = 1) for 
all fc = 1 , . . . , n , then we obtain bx = 0 (respectively b2 = 0, i.e. b2 G D(L)) 
and we get a contradiction by Lemma 4. In the case ik = 0, ix = 1 for some 
fc, / G { 1 , . . . , n } , we get b1 A b2 = 0, so a1 A a2 = 0 and aj < a2* = a2 . 
Since the family Ind(£, SQ) is hereditary, we obtain {b l5b2} G Ind(£, 5 0 ) . We 
can consider two binary term operations fx(x,y) = x A y*, gx(x,y) = 0 and 
a mapping p x : {b l5b2} -r {b l 5b 2}, defined by p - ^ ) = b2, Pi(62) = bx. Then 
fi(Pi(bi),Pi(b2)) = /i(&2,&i) = b2 Ab* = 0 = 0i(62,fci). So, a2 A a* = 0 and 
a2 < ax. Therefore, ax = a2 , which is a contradiction. 
By (*) the same conclusion can be drawn for M-independence and 5-inde-
pendence. 
Now, let { 6 l 5 . . . , b n } G Ind(£ , I ) . Proposition 1 gives now {b1,...,bn} n 
S(L) = 0. Consider the injective mapping 
p2(ьk) = { 
Therefore, f(p2(b1),...,p2(bn)) = g(p2(b1)i...,p2(bn)), which yields b2
2 A 
. . . A bn
n = 0. Since the family Ind (£ , / ) is hereditary, after n — 1 similar 
steps, we get 6n = 0 or bn = 0, contrary to Lemma 4. • 
PROPOSITION 5. Let SI be a Stone algebra, X = {bk : bk G Fafc ak G S(L), 
ak different, k G K} andY={ak: (3k G K)(bk G X nFak)} . If Y \ {0,1} 0 
I n d ( 6 ( £ ) , M ) . tten X g Ind(£, G) . 
P r o o f . Let Y \ {0,1} £ I n d ( 6 ( £ ) , M ) . Contrary to our claim, suppose 
that X G Ind(£, G). By Theorem 5, there exist a1:... ,an £ Y (n < card(Y)) 
such that a2!1 A • • • A ajj* = 0 for some ik G {0,1} (fc = 1 , . . . , n ) . Then ^ A 
• • • A bl™ = 0. Consider the following n-ary term operations f(x1,... , x n ) = 
xi1 A--- Ax»n», g(x1,...,xn) = 0. Of course, / ( 6 1 } . . . , 6 n ) - g(bv...,bn) and 
f ^ g. According to Corollary 1, the following mapping 
1 for fc = 1 and ix = 0, 
0 for fc = 1 and ix = 1, 
Һ for fc > 1. 
P(Ъ fe) ~ { o 
for ik — 0, 
for ѓfe = 1. 
is diminishing. Since the family Ind(£, G) is hereditary, we get f(p(bx), • • • ,p(bn)) 
= g(p(b1)1... ,p(bn)), which yields 1 = 0, a contradiction. O 
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FIGURE 1. 
The converse statements of Propositions 4 and 5 do not hold. 
E X A M P L E . Consider the Stone algebra £ presented in Figure 1 (it is a direct 
product of the 2-element Stone algebra by three copies of the 3-element Stone al-
gebra). It is easy to check that {b, c} G I n d ( 6 ( £ ) , M ) . But {b1? cx} £ Ind(£, Q), 
where Q = M, S, 5 0 ,7 , G. Indeed, consider two binary term operations / ( # , y) = 
x Ay and g(x,y) = x A y**. Then f(b1,c1) = a1 = bx A c\* = g(&1,c1). 
If p(bx) = cx and p(cx) = \ , then p G M U S U S0 U G U / . We have 
f{p(b1),p(c1)) = / ( c 1 , 6 1 ) = a1 and g^bj,^)) = c1 A b\* = c1 A b = a. 
PROPOSITION 6. Let St be a Stone algebra and a 1 , . . . , a n be different ele-
ments of S(L). If { a l 5 . . . , a n } <E Ind (6 (£ ) , M), then { a l 5 . . . , a n } G Ind(£, Q), 
where Q = S,S0, and G. 
P r o o f . Let { a 1 , . . . , a n } G I n d ( 6 ( £ ) , M ) , / ( a 1 , . . . , a n ) = g(a1,...,an) 
for some / , g G T^nI(£) and p: { a 1 , . . . , a n } -» ( a 1 ? . . . , a n ) £ . By M-indepen-
dence, we get / = g in 6 ( £ ) . As 6 ( £ ) is a subalgebra of £ , we have p(ai) G 
S(L). So f{p(a1),...,p(an)) = g{p(a1),...,p(an)). This gives { a 1 , . . . , a n } G 
Ind(£,S) C I n d ( £ , 5 0 ) . 
Since all diminishing mappings in £ preserves S(L), we can see that {a 1 5 . . . 
. . . , a n } G Ind(£, G) by the same method. • 
PROPOSITION 7. Lei £ be a Stone algebra and b{ G F , i = 1 , . . . , n , /o r 
some different a 1 ? . . . , an G 5 (L) . / / {a 1 5 . . . , a n } G I n d ( 6 ( £ ) , M ) and (/>(&-_) = 
• • • = <j>(bn), then {&!,... ,6 n } G Ind(£, A x ) . 
P r o o f . Suppose that b{ G F a . , z = 1 , . . . , n, for some different a1,..., an 
€ 5(L) , { a , , . . . , a n ) € I n d ( 6 ( £ ) , M ) , 0(6.) = • • • = 0 ( 6 J and / ( & . , . . . , b n ) = 
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fl(6ls...,6J for some f,g £ T W ( £ ) . Since / ( b - . , . . . , ^ ) € J ^ , . . . , ^ ) and 
g(bx,...,bn) e Fg{au ^an), it follows that f(a1,...,an) = g(a1,...,an). Then 
/ = g in 6 ( £ ) by M-independence. 
The set of unary term operations in Stone algebras consists of six elements: 
p1(x) = x, p2(x) = x*, p3(x) = x**, p4(x) = 0, P5(x) = 1 and 0(x) = x V x*. 
The equality f(pi(b1),... ,IL;(bn)) = g(P;(&i), • • • >-Pi(U)
 i s obvious for i = 1. 
For i = 2 , . . . , 5 we see that Pi(bk) € £(£) for k = 1 , . . . , n, so we have the same 
equality. 
It remains to be proved that /(</>(fri)'..., (f>(bn)) = 0(0(6^,..., </>(&n)) • By 
Theorem 1, we obtain f(x1,...,xn) = AJi(x1,... ,xn) and g(x1,...,xn) = 
A j 2 ( x l 5 . . . , x n ) for some J1,J2£ {0,1, 2 }
n . 
As (f>(x) e D(L) for all x <E L, we get [0(6-)] * = 0 and [(/>(&•)] ** = 1. There-
fore, / ( 0 ( b 1 ) , . . . , 0 ( 6 J ) = ^ ( 0 ( 6 , ) , . . . , ^ ) ) = 4 ( J - l ) ( 0 ( & 1 ) , . . . , 0 ( b J ) , 
where f^rj) is defined in Section 4. In the same manner, we can see that 
3(^(6.),.!.,V(U) = 4(J2)(W>--->W)>
 and 4(Ja)
 G TH(3)(£)). 
Since 2)(£) is a distributive lattice and the term operations V, A are idem-
potent, we conclude that /(<K&i),... , 0 ( 6 J ) = fct>2{j\)(^(
hi)^-^(hi)) = 
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