Abstract-The essence of the peer-to-peer design philosophy is to design protocols for end hosts, or "peers," to work in collaboration to achieve a certain design objective, such as the sharing of a large file. From a theoretical perspective, it has been recognized that the peer-to-peer design paradigm resembles gossip protocols, and with appropriate algorithmic design, it maximizes the network flow rates in multicast sessions.
I. INTRODUCTION
Over the past ten years, research on peer-to-peer computing has received a tremendous amount of research attention from academia and industry alike. The essence of the peer-to-peer design philosophy is to design protocols to be implemented only on end hosts, or peers, that reside at the edge of the Internet, without the need of new protocols on switches and routers in the Internet core. As such, a peer-to-peer protocol design is simply a unique and intriguing embodiment of a distributed system design, in which peers collaborate to achieve an objective, such as the speedy transfer of a large file from a source to multiple destination peers. In peer-topeer computing, peers organize themselves in overlay topologies, in which packet transmission on each of the overlay links uses standard Internet protocols, such as TCP or UDP.
One of the most prominent design philosophies that peer-to-peer designs use is called "gossiping." With gossiping, peer-to-peer file sharing systems, such as BitTorrent, allow peers to collaborate with one another so that large files can be distributed from one peer to a large number of receivers. Peer-to-peer file sharing systems adopt a simple design philosophy: a file is divided into blocks, and peers connect with one another in a random mesh topology, exchanging these blocks using random gossiping. Just as its name suggests, in gossiping each peer transmits a subset of the blocks it has obtained to a subset of its neighbors that are selected using randomized algorithms. Such random gossiping on random mesh topologies is simple to implement, resilient to the level of volatility caused by peer arrivals and departures, and has been shown to achieve good performance from a theoretical perspective. In essence, with random gossiping, multiple blocks are spread across a group of participating peers.
Research on peer-to-peer computing has started about ten years ago, and since its inception, it has gone through three major stages of evolutionary progress. The earliest stage of peer-to-peer computing research focused on efficient search protocols, either by using a distributed hash table [1] - [3] , or by using a gossip protocol. The second stage started around 2004, when the research focus on peer-to-peer computing has gradually shifted towards optimizing protocols to transfer large files. The final stage started around 2007, when live and ondemand streaming protocols have become the topic that attracted passionate research attention. Naturally, these stages have substantial overlaps in time. For example, application-layer multicast protocols [4] , [5] have started to receive attention in 2000, and it is designed with delays in mind, which is only considered useful when media streaming applications are considered. Regardless of the research objectives, the peer-to-peer (P2P) design paradigm has pushed all design choices of innovative protocols to the edge of the Internet and to end hosts themselves. It represents one of the best incarnation of the end-to-end argument [6] , one of the frequently disputed design philosophies that guided the design of the Internet. Peer-to-peer computing eventually culminated in a number of successful commercial systems, showing the viability of their design philosophy. Yet, research on peer-to-peer computing has recently receded from the spotlight, and suffered from a precipitous fall that was as dramatic as its meteoric rise to the culmination of its popularity. Fig. 1 has shown the rise and fall of its popularity using a rather crude method, counting the number of papers with the term "P2P" in its metadata, over the past ten years.
Another way of examining the popularity of a research topic is to look at new workshops, symposiums, and journals created to accommodate papers on the topic. With respect to peer-to-peer research, one such workshop may be worth paying our attention for a moment: the International Workshop on Peer-to-Peer Systems (IPTPS). The workshop was launched by a group of researchers from MIT, Microsoft Research, and University of California, Berkeley in March 2002, in order to provide a rather intimate forum for researchers interested in peer-to-peer computing to discuss its stateof-the-art challenges. It has become an annual event, and attendance is by invitation only during the first several years of its running. Yet, in 2011 the annual workshop has been canceled, presumably due to a lack of interest in the subject topic.
Why do we observe such a meteoric rise and an equally dramatic fall of research interests in peer-to-peer computing? In this article, we attempt to offer a cursory glimpse of the past ten years of peer-to-peer research, and show what has contributed to its rise in popularity in academic research, what has been key elements that promoted its commercial success, and what has led to its precipitous fall in research attention. As all published papers in the IPTPS workshop have been made available online in its website, we present our views on how research interests in peer-to-peer computing evolve over the decade, through the lens of papers published in this workshop. Observations we have made in this article may also be insightful when we develop our thoughts on cloud computing research.
II. EXAMINING THE EVOLUTION OF PEER-TO-PEER RESEARCH THROUGH THE LENS OF IPTPS
The International Workshop on Peer-to-Peer Systems (IPTPS), an annual event that was initially launched in 2002 and held till 2010, is not just one of the many conferences and workshops dedicated to research on peer-to-peer systems: it is a workshop with a large number of highly cited papers, many of which had a long lasting impact in peer-to-peer systems research. As such, we believe that an analysis of published papers in this workshop can be used to guide our understanding on what catapulted this research area into the spotlight, and what ultimately led to a dramatic fall of research interests. With this objective in mind, we first attempt to thoroughly investigate all the papers published in this workshop, and to make our observations along the way.
We believe that one of the earliest and most important ("killer") applications that motivated a peer-to-peer system design is file sharing. Users very often need to share files with others -such as friends in a social networking setting -as conveniently and as efficiently as possible. These files are typically large in their sizes, such as a song ten years ago, or a video in recent years. Two fundamental issues arise from such a need of sharing large files: we first need to have an effective way to search for their availability, and then an efficient mechanism to distribute the file from its source to all the users who may be interested. The former has eventually led to research on structured peer-to-peer search based on distributed hash tables (DHTs), and the latter has motivated the line of research on application-layer multicast, gossip protocols, and analysis of BitTorrent-like protocols.
With the advent of Napster and Gnutella from 1998 to 2001, the industry was the first that brought design principles of peer-to-peer systems to the attention of academic researchers. Both Napster and Gnutella were designed for file sharing [7] . Napster was designed to search for files in a centralized fashion, while Gnutella resorted to an expanded-ring search in an unstructured overlay topology. Each link in the overlay topology corresponds to the notion of a "pointer" to the identity of a different end host, including its IP address and port number. Once the requested file is found in an end host, the file can be transferred in a peer-to-peer fashion to the host that requested it, without the need of uploading it to any of the servers.
The inaugural IPTPS workshop was held in 2002, which coincided with a rapid increase in research attention on peer-to-peer systems, especially on structured search using distributed hash tables and application-layer multicast. Research on distributed hash tables sought to improve the search performance without using centralized servers, and research on application-layer multicast attempted to improve the efficiency when the need arose to multicast a file from one source to multiple receivers. With the success of peer-to-peer systems in the industry, most notably Gnutella, interests in unstructured overlays were evident in the first IPTPS workshop, with an objective of analyzing and improving Gnutalla in the context of file sharing. Examples include possible solutions to increase its scalability [8] , to discover its overlay network topology through analysis [9] , and to improve the peer selection algorithm based on machine learning [10] .
Without a surprise, since structured search was first proposed in 2001, quite a number of papers in IPTPS 2002 were investigating more efficient ways to search 4 for replicas in structured search, especially when peers are highly dynamic [11] - [16] . In addition, research on structured search has also focused on its potential problems [17] and open questions [18] .
Beyond the focus on structured and unstructured search, it appears that academic researchers who published in IPTPS 2002 were mainly interested in possible applications of the peer-to-peer system design. These applications include data replication, real-world measurement proxies, scientific data sharing collaborations, DHT-supported peer-to-peer DNS, and stenographic storage [19] - [24] .
Structured search using distributed hash tables (DHTs) has also been receiving strong research attention at subsequent IPTPS workshops from 2003 to 2004 -it certainly appears that academic researchers loved to analyze and improve DHTs! Topics of particular interest include efficient content lookup protocols [25] - [34] , measurement studies of DHT-based file sharing systems [35] , [36] , as well as load balancing algorithms [37] - [39] . In addition, the challenge of providing sufficient incentives for peers to contribute has become a topic attracting strong interests, as a number of mechanisms were proposed to prevent collusions among peers and to discourage "free-riders" [40] - [43] .
The industry (including the open-source community), on the other hand, has not been staying around idling. After a few projects focused on improving Gnutella (e.g., KaZaA), it was felt that the Gnutella family of protocols did not scale well to files with large sizes, as a file can only be downloaded from one peer. Bram Cohen believed that, in order to improve downloading performance, it was important to download a large file from a large number of peers, say, 30-50. Cohen then implemented BitTorrent with a few thousand lines of Python code, and fine tuned the BitTorrent protocol by releasing it for the world to use. By the end of 2004, BitTorrent was running on an estimated 10 million end hosts.
Initial implementations of BitTorrent required centralized trackers to keep track of the identities of peers, and each bundle of files was associated with its own .torrent file that contains sufficient metadata to locate other peers interested in the same bundle, with the assistance of trackers. As such, BitTorrent is designed to maximize downloading performance in file sharing, and the efficiency of search is relegated to other mechanisms, such as a website with indexed .torrent files. By using centralized servers for search and for bootstrapping, BitTorrent has returned to the legacy of Napster (which used servers to find files), and has focused entirely on the performance of downloading files.
Later implementations of BitTorrent added support for trackerless operations, which used distributed hash tables instead of trackers. Yet, trackerless operations were not often used: even today, BitTorrent users continue to use trackers for locating other peers interested in the same bundle of files.
Thanks to the enormous popularity of BitTorrent in attracting real-world file sharing users, it was no surprise that it has also attracted strong research interests from academia. Qiu et al., in their SIGCOMM 2004 paper [44] , first analyzed the performance of BitTorrent using a stochastic fluid model. BitTorrent has also become an active research topic in papers published in IPTPS from 2005 to 2007. As examples, BitTorrent was extensively measured and evaluated, especially with respect to its performance in the presence of a "flash crowd" -a large number of peers arriving at the same time [45] . It was also extensively modelled and analyzed, focusing on its robustness against selfish peers that are not willing to contribute or are downloading more than their allocated quota [46] - [48] . BitTorrent's incentive mechanism, called Tit-for-Tat, was also believed by academic researchers to be quite crude, and was sought to be improved [49] .
As the industry (and later academia) was keenly interested in improving the real-world performance of file sharing, and as trackerless operations were rarely used in BitTorrent, the perennial interest in structured search continued in academic research on peer-to-peer systems, from 2005 to 2006. Through the lens of IPTPS, there exist papers that attempted to improve the performance of structured search by using square root topologies [50] , [51] , or by using hybrid designs that inherited the benefits of both structured and unstructured search [52] - [54] . Disadvantages of unstructured overlays have also been thoroughly analyzed and understood [55] , well after the industry shifted its focus to the performance of distributing large files, rather than that of search.
Perhaps the best example of the values of academic research in peer-to-peer systems came in 2005, when dedicated interests in analyzing BitTorrent and in proposing new application-layer multicast protocols have converged to the design of a new protocol for peer-to-peer media streaming, rather than file sharing. Streaming protocols are to be designed under a timing constraint: if media data blocks do not arrive in time, they are not useful when it comes to media playback. By gradually revising application-layer multicast protocols -first proposed in academic papers in 2000-2001 [4] , [5] -so that they became less rigid and more flexible, design clues from BitTorrent were more and more evident.
In [68] . These papers naturally progressed on their scope and complexity, from the distribution of a single media stream to that of multiple concurrent streams with random seek.
Beyond the core research interest on peer-to-peer streaming systems, topics of papers published in IPTPS tend to become more diverse since 2008. There were papers that continued to investigate peer-to-peer overlay structures [69] - [72] , incentive mechanisms [73] , caching mechanisms [74] , routing algorithms [75] - [80] , analyses and measurements of BitTorrent systems [81] - [86] , peer-to-peer social networks [87] - [89] , peer-to-peer games [90] , [91] , and lookup algorithms in hybrid peerto-peer search [92] , [93] .
Since 2006, leading IT companies, such as Google, Amazon, and Microsoft, have started to build datacenters that are able to handle demand at scale. The highly centralized design of datacenters had catapulted the popularity of cloud computing since 2008, and had embraced a design philosophy that is exactly the opposite to that used by peer-to-peer systems. The design philosophy in cloud computing naturally endorsed the need for central management and control, the need for performance and scalability, as well as the notion of utility computing, where computing services are treated as utilities that can be tapped into on an on-demand basis with "pay-as-yougo" pricing. As a result, the design of network topologies in datacenters has quickly become an emerging active area of research, drawing significant research attention since 2008. Such a paradigm shift to cloud computing, in the industry and academia alike, may have stymied research interests in peer-to-peer systems, even as peerto-peer systems are still being used on a daily basis by millions of users. Such a trend was also reflected by the last IPTPS workshop in 2010, in which two papers were related to the interplay between peer-to-peer systems and cloud computing [94] , [95] , and its Call for Papers explicitly redefined peer-to-peer systems to be "largescale distributed systems that are mostly decentralized, are self-organizing, and might or might not include resources from multiple administrative domains." This marked a dramatic departure from the original meaning of the term.
As a concise summary of our observations in this section, Fig. 2 has shown a graphical illustration of the evolution of research topics related to peer-to-peer systems, through the lens of the IPTPS workshop since 2002. It has also included an illustration of how work in the industry has affected academic research, and vice versa in the case of peer-to-peer media streaming.
III. FROM MULTICAST TREES TO GOSSIPING -FROM STREAMS TO TORRENTS
We have just walked through representative papers in IPTPS, a visible workshop on peer-to-peer systems research. With our investigation of how peer-to-peer research evolved through the lens of IPTPS, we have seen that it was typical for real-world systems coming from the industry to affect the path of academic research in a significant way. Yet, it may be a rare occurrence that results from academic research has led to productionquality implementations in the industry.
We would now like to more carefully examine a particular topic of research interest, peer-to-peer media streaming, under a "magnifying glass." We have chosen to study this topic since it was one of the few in which academic research had led to a number of success stories with start-up companies in the industry. By studying the evolution of research on this topic, we shall observe how industry work has influenced the direction of academic research, and in return, how academic results have affected industry products in a significant way, closing a "feedback loop."
The problem of peer-to-peer media streaming is, in essence, similar to the problem of file sharing. Fundamentally, it is a problem of multicast, in that a media stream is to be distributed from a source peer to a number of receiving peers. With live media streaming, it is desirable that the stream is received by the receiving peers with minimized delays, in that the time difference between the occurrence of a live event in the playback 6 at the source and at a receiver is as small as possible. As compared to file sharing, streaming has a rather strict timing constraint: media blocks not arriving in time will be discarded during playback.
Since both file sharing and media streaming can be fundamentally represented by a multicast problem, the notion of application-layer multicast was first proposed by Chu et al. [4] as a reasonable application-layer replacement for IP multicast, and has since become an active research topic in peer-to-peer systems. When it was first proposed, it was not only intended for streaming, but for file sharing as well. Though both applicationlayer multicast and IP multicast require an intermediate node in the network topology to support the replication of data packets, its implementation is less demanding on end hosts in the application layer, as compared to switches and routers in the Internet core [96] .
Chu et al. [4] have shown that application-layer multicast has the potential to perform reasonably well as compared to IP multicast, incurring a low delay and a reasonable amount of bandwidth penalty. Still, in initial proposals of application-layer multicast, a single multicast tree would be constructed for each multicast session (corresponding to one file to be shared or one live media stream). For example, Overcast [97] attempted to organize a bandwidth-efficient tree by letting peers join near the root, and then migrating them down the tree to a position according to bandwidth availability. The advantage of such a design, shown in Fig. 3 , is its simplicity. As a simple design, single-tree multicast suffers from a few problems. As a start, such a design may not be fair to all the peers. As we can easily see from Fig. 3 , when the tree is formed, some peers are chosen to be interior nodes that must contribute their upload bandwidth to support others, while others are leaf nodes, not requiring to contribute any upload bandwidth. Even if fairness is not a concern, the multicast rate that a child node can enjoy is restricted by the upload bandwidth available at its parent. In case the parent node leaves the multicast session, its children will be left in the cold, waiting for a new parent. It is intuitive to see that such a simple design is not robust against peer departures.
To improve fairness in application-layer multicast, it was proposed in 2003 that streams were split to multiple "slices," and distributed across a "forest" of multiple interior-node-disjoint multicast trees [98] , or a mesh overlay on top of a tree [99] . Fig. 4 illustrates an example of multicasting with two multicast trees, constructed with the intention that a majority of nodes that are interior nodes in one tree will be leaf nodes in the other tree. By distributing the responsibility of contributing uploading bandwidth to most of the peers in the multicast session, the fairness problem is mitigated, yet the robustness problem remains to be solved.
Around the same time, Bram Cohen's BitTorrent has become a game changer in the industry when it comes to maximizing the performance of file sharing. The basic concepts are rather simple, perhaps more so than application-layer multicast: it makes sense to break a large file into smaller pieces, and disseminate each piece along an arbitrarily selected path to all the receivers. For each piece, it naturally follows its own multicast tree; but since there are a large number of pieces in a file, it is impossible to explicitly manage so many trees at the same time.
As we have elaborated in the previous section, the design philosophy in BitTorrent has converged with academic solutions to application-layer multicast, and a pull-based protocol on a random mesh topology emerged, independently discovered in Chainsaw [56] and CoolStreaming [57] . In such a protocol, peers exchange information with their neighbors periodically about what data blocks each of them has in their buffers, and a missing data block must be explicitly requested and transferred from one of the neighbors who has it. In comparison, application-layer multicast based on multicast trees adopts a more rigid design, in that the structure of each tree needs to be actively managed as peers join and leave the session.
Fundamentally, setting up and maintaining trees in application-layer multicast is similar to setting up a connection in a telephone network: states of parentchild relationships are established so that data blocks can be transmitted without explicit requests taking place. In contrast, the distribution of data blocks in a pull-based protocol is similar to gossiping in a social setting. To show the gossiping effect a bit more formally, consider a network with n peers who wish to receive a file, divided into k blocks. If time can be divided into "rounds," each peer uploads to a few neighbors in a random mesh topology in each round, selected randomly. How many rounds are needed for all the peers to receive the file? 7 As an interesting problem that can be rigorously defined and analyzed, research results on the performance of gossip protocols exist without a doubt. Pittel [100] showed that, if k = 1, i.e., if the file is not subdivided, and if each peer who has already received the file communicates it to a peer chosen at random, it takes log 2 n + log n + O(1) rounds for the file to reach all n peers. Sanghavi et al. [101] were among the first to study the time needed to spread multiple blocks with a gossip protocol. In their analysis, in each round, each peer communicates with another peer chosen uniformly at random from the entire network, and each peer can upload at most one of the blocks it possesses. With such a model, even if centralized block scheduling is allowed, at least k + log 2 n rounds are needed to disseminate all k blocks from a single source to all n peers [102] , [103] . The intuition is that it takes at least k rounds for the source to issue the last block, and a further log 2 n rounds for that block to reach all n peers. Sanghavi et al. [101] showed that, with a decentralized block selection protocol, one can finish distributing k blocks from a single source to n peers in 9(k + log n) time with high probability for a large number of peers.
Following the gossiping philosophy to distribute each of the data blocks to all the peers in the multicast session, CoolStreaming and Chainsaw have motivated the design of production-quality real-world implementations in the industry, several of which has become core technologies in start-up companies that specialized in live media streaming (e.g., PPLive [58] ). Even though the gossiping -or equivalently, the BitTorrent -philosophy sacrifices some delays in live streaming systems due to delays involved in periodic information exchanges and explicit requests, its most salient advantage is its simplicity in design and in implementation. If the current sliding window of the media stream to be distributed is divided into small media blocks, they will flow through the entire network wherever there exists idle upload bandwidth that can be tapped into, as if water flows through a wooden house with gaping holes. This analogy makes it ideal to call such a design "torrents": every time we think of it, we marvel at the ingenuity of Bram Cohen on not only designing and implementing BitTorrent, but also naming it.
IV. NETWORK CODING: SAVIOR OR FICTION?
Since 2005, the use of network coding has emerged as a potentially exciting research topic in peer-to-peer systems. Network coding, first proposed in the information theory community in 2000 [104] , recognized the ability to code at intermediate network nodes in a communication session, in addition to the ability to forward and to replicate incoming packets. In contrast, traditional multicast only recognized the ability to forward and to replicate packets. In 2003, Ho et al. [105] have further proposed the concept of random network coding, where a network node transmits on each of its outgoing links a linear combination of incoming packets over a finite field, with randomly chosen coding coefficients.
It is natural to conceive a simple but new design of peer-to-peer systems, in which peers, as end hosts, are able to forward, replicate, and code incoming data blocks, in both file sharing and media streaming scenarios. But will the use of network coding improve the performance, as compared to, say, Bram Cohen's BitTorrent?
A. File Sharing: Network Coding vs. BitTorrent
Gkantsidis et al. [106] was the first to consider random network coding as a substitute for peer-to-peer file sharing based on exchanges of individual blocks (e.g., BitTorrent). It is argued in [106] that, if peers can linearly combine all the blocks it has already received so far using randomly generated coding coefficients, and then transmit such coded blocks to other peers, the amount of time required to distribute a large file to all the peers in the network may be reduced.
To briefly illustrate the idea proposed in [106] , a simple example of distributing two data blocks is given in Fig. 5 , where B has received blocks B 1 and B 2 , and D has received block B 2 . Although both B and D can serve E at this point, they may end up transmitting the same block B 2 to E without network coding, and without explicit coordination via information exchanges, as proposed in BitTorrent. In this case, the upload bandwidth of B may be wasted. With the use of random network coding, however, B can transmit to E a coded block and c F 2 are appropriately chosen. Intuitively, at least on paper, the use of random network coding has increased the diversity of blocks being transmitted, and has eliminated the need for periodic information exchanges. Indeed, in [106] , random network coding was to be used for file sharing, replacing BitTorrent. Gkantsidis et al. has made the claim that "the performance benefits provided by network coding the online-social networking aspects of users. The user viewing habits (e.g. statistics on the length of user session, random seeks, departure time, etc.) and even user interests (e.g. What kind of movies a user is interested in? How the interests of different users overlap?) can be inferred through large-scale measurement using machine learning techniques. Such data mining and learning process will be beneficial for devising smarter and adaptive algorithms which facilitate better cooperation among peers and thus further relieve the burden at servers. facilitate prefetching and distributed caching, although great care must be taken to decide what data to cache, since peer upload bandwidths might otherwise be wasted. Prefetching and caching algorithm design can also make use of the user viewing behavior and the online-social networking aspects of users. The user viewing habits (e.g. statistics on the length of user session, random seeks, departure time, etc.) and even user interests (e.g. What kind of movies a user is interested in? How the interests of different users overlap?) can be inferred through large-scale measurement using machine learning techniques. Such data mining and learning process will be beneficial for devising smarter and adaptive algorithms which facilitate better cooperation among peers and thus further relieve the burden at servers. 
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Nevertheless, the claims were not viewed to be sufficiently conclusive, as they were based on simulation studies, rather than real-world implementations. In his 2005 rebuttal, Bram Cohen expressed the following opinion in his blog 1 : "Badly missing from this paper is back-of-the-envelope calculations about . . . on-the-wire overhead, CPU usage, memory usage, and disk access time." Although his opinions were not based on any specific experiments, it has nonetheless raised reasonable concerns about the feasibility of implementing network coding, especially with respect to the additional computational overhead of coding operations.
It turns out that Cohen was, at least partially, right. the computational complexity of network coding escalates with an increasing number of blocks. To manage such complexity, it has been proposed [107] that blocks in a file be divided into multiple generations, and network coding is only performed within the same generation. To be more specific, the original file with F bytes is divided into G generations, each of which is further divided into m blocks, referred to as the generation size. There are a total of M = G · m original blocks, each with a size of k = F/M bytes.
With the idea of dividing a file into generations, we are now ready to present in a slightly more formal way how random network coding can be used in file sharing. When the file is to be distributed, random network coding is applied across the blocks within a generation, say generation i, containing m original blocks B For the benefit of successful decoding at a receiver, a coded block x is self-contained, in that coding coefficients used to encode original blocks to x are embedded in its header. As soon as a peer has received a total of m coded blocks from generation i that are linearly independent -x = [x i 1 , x i 2 , . . . , x i m ], it will be able to recover all original blocks in this generation with Gaussian Elimination, taking advantage of coding coefficients embedded in each of the m coded blocks received.
Perhaps in response to the increased skepticism with respect to the practicality of using network coding in peer-to-peer file sharing, in IPTPS 2006 [108] and IMC 2006 [109] , Ghantsidis et al. sought to demonstrate the feasibility of network coding with a real-world implementation in C#. In their work, file sharing with network coding has been implemented and used to establish a session involving 100 peers across the Internet. With its experiments in a long-lived multicast session lasting around 38 hours to distribute a 4.3 GB file, the paper has concluded that "network coding incurs little overhead, both in terms of CPU and I/O, and it results in smooth and fast downloads." In particular, with respect to the computational overhead of network coding, the conclusion was drawn from the observation that each of the clients only consumes about 20% -40% of its CPU throughout the session.
Albeit promising, this work has failed to compare the performance of its network coding implementation with a vanilla BitTorrent implementation. Doubts may be raised even without Cohen's response to the paper. Intuitively, since random network coding can only be performed on blocks within the same generation, block reconciliation -in the form of periodic information exchanges between a pair of peers -may still be necessary across the boundary of generations. In other words, rather than collecting fine-grained blocks, now a receiver only needs to collect all the distinct coarsegrained generations that constitute the file to be distributed. As such, network coding mitigates -but not completely solved -the problem of locating rare portions of a file that may be less popular. In practice, such a need for reconciliation, even at the coarser granularity of generations, may negatively affect the advantage of network coding. In contrast, BitTorrent is designed to download the rarest blocks first (with the aid of frequent exchanges of buffer states among peers), in the hope of mitigating some of the adverse effects of locating rare blocks as the file download approaches completion. The additional computational complexity incurred by random network coding may not be well justified.
B. Streaming: Network Coding vs. CoolStreaming
As we have briefly alluded, in pull-based peer-topeer live streaming systems (e.g. CoolStreaming [57] ), a dynamic sliding window of blocks over time needs to be distributed, unlike a fixed number of blocks in file sharing. As the sliding window moves forward in the stream over time, blocks are to be received in approximately the same sequence as they are played back, and out-of-order delivery can only occur within the confines of the sliding window. Each of the blocks are distributed using a gossip protocol in a random mesh topology, requiring peers to "pull" blocks from each other. Since all participating peers are roughly synchronized with respect to their points of playback, they are able to periodically exchange the states of their respective buffers in the sliding window. Based on the knowledge of block availability in each other's sliding windows, a peer sends requests to its neighbors in order to "pull" blocks it has yet to receive.
After the initial success stories of peer-to-peer live streaming systems, coupled with the debatable advantages of using random network coding in file sharing systems, an intriguing question is whether random network coding is a suitable choice to be integrated in the design of peer-to-peer live streaming, based on pullbased random gossip protocols.
At first glance, it appears that the hazy situation is no different from the use of network coding in file sharing. However, even with production-quality implementations of pull-based live streaming protocols, they did have an "Achilles' heel:" communication overhead. Intuitively, since the sliding window at a peer advances itself over time, buffer availability maps need to be exchanged as frequently as needed, which may lead to a substantial amount of overhead. To mitigate such an overhead, most practical live streaming systems choose to exchange buffer states less frequently. An analytical study [110] , however, has attributed the performance gap between practical systems and their theoretically optimal performance to the lack of timely exchanges of buffer states.
Would the use of random network coding be able to mitigate the problem of communication overhead? Wang et al. [111] have raised such a question, and presented several design principles, collectively referred to as R 2 , which utilized random network coding to substantially improve the performance of live streaming systems.
Similar to the use of network coding in file sharing, R 2 divides the content of the media stream in a sliding window into generations, each of which is further divided into m blocks. With the introduction of generations in R 2 , we can afford to design parameter settings so that a block is much smaller than its counterpart in traditional live streaming systems based on random gossiping, such as CoolStreaming. This is due to the fact that buffer states only need to be exchanged at the granularity of a generation (one bit to represent each generation), rather than a block. With the same amount of communication overhead to exchange buffer states, the size of a single block can be much smaller in R 2 .
When a peer serves a generation s to its downstream target peer p, it linearly encodes all the blocks it has received so far from s using random coefficients in GF(2 8 ), and then transmits the coded block to p. Since each peer buffers coded blocks it has received so far, it is able to linearly combine them using random coefficients, much like how random network coding is used in file sharing. Only blocks from the same generation are allowed to be coded, in order to reduce the computational complexity of network coding.
Since live streaming systems have timing requirements during playback, R 2 advocates the use of random push instead of "pull" to transmit data: each peer randomly selects a small number of downstream peers based on certain criteria. When serving a chosen downstream peer, it then randomly selects a generation to code within, among those that the downstream peer has not yet completely received. If generations closer to the point of playback have not been completely received, they are given a higher priority as they are more urgent.
There are a number of clear advantages brought forth by the use of random network coding in R 2 . First, it greatly simplifies protocol design. Since coded blocks within a generation are equally useful, a peer only needs to blindly push coded blocks in the same generation till the downstream peer has obtained a sufficient number of them to decode. This eliminates the need of sending explicit requests to "pull" missing blocks, and saves the communication overhead associated with these requests. Second, R 2 induces much less overhead involved in buffer state exchanges, due to a smaller number of generations in the sliding window. Finally, R 2 makes it possible for an incoming peer to start its playback with the shortest initial buffering delay. Shown in Fig. 6 , as a new peer joins the session, multiple existing peers are able to collaborate and push fresh coded blocks in the first one or two generations after the playback point, so that the rate of accumulating blocks in these generations is only limited by the new peer's available downlink bandwidth.
The advantage of such "perfect collaboration" among multiple upstream peers when serving coded blocks is not limited to shorter initial buffering delays. It also allows the streaming protocol to be more resilient to peer dynamics, since the downloading process of a particular generation is not adversely affected by the departure of any of its serving peers. Without the use of random network coding, a complex coordination protocol across multiple serving peers is needed to avoid sending duplicates to the new peer. This is another example where network coding simplifies protocol design, and as a result it not only reduces the amount of protocol overhead, but also becomes more resilient to packet losses, excessive delays, and peer departures.
With theoretical analysis, Feng et al. [112] have shown that the design principles in R 2 have led to much better performance than live streaming protocols without network coding, especially in extreme scenarios such as "flash crowd" sessions where a large number of peers arrive in a short period of time.
But if past experience is of any value, a better performance in theory may not translate well to a competitive edge in practice. Fortunately, in 2010, Liu et al. [113] have first reported the use of random network coding in a production-quality on-demand peer-to-peer media streaming system that has been in operational use by UUSee Inc., a start-up company based in China. An excellent level of real-world streaming performance has been observed, based on measurement studies using 200 GB worth of operational traces. It has become evident that, thanks to the power of random network coding, multiple serving peers are able to coordinate their actions serving a peer, leading to minimized buffering delays and bandwidth costs on servers. The playback quality has been satisfactory for normal-quality videos. For highquality videos, the use of network coding has mitigated negative effects when the server bandwidth supply becomes tight in meeting the demand for bandwidth. It certainly appears that, at least in the context of peerto-peer streaming systems, network coding has the true potential to deal a winning hand.
V. TO INFINITY AND BEYOND
In retrospect, the meteoric rise of research interests in peer-to-peer systems was largely fuelled by real-world peer-to-peer systems from the industry, most notably Gnutella, as well as by the need of millions of users to share large files in a peer-to-peer fashion. The essence of peer-to-peer systems is to take full advantage of both storage and bandwidth resources on end hosts, realizing potentially substantial resource savings on dedicated servers. For example, peer-to-peer live streaming systems were designed to utilize the upload bandwidth of end hosts to alleviate bandwidth demand on servers in Content Distribution Networks (CDNs). Peer-to-peer file sharing, on the other hand, utilized peer upload bandwidth to improve the downloading performance.
The other major contributing factor to the strong academic interests, in our opinion, was the fact that the design of peer-to-peer systems was able to start from a clean slate, in that it was not confined by any legacy protocols in the Internet. Due to the freedom of designing overlay topologies, the peer-to-peer paradigm was also amenable to theoretical treatments, from modelling to analyses.
Once the honeymoon was over, however, major drawbacks of peer-to-peer systems started to be realized, with extensive research efforts to mitigate them. The number one challenge on the list was its lack of robustness against peer dynamics, such as a flash crowd scenario in which a large number of peers join around the same time, or an alarmingly high attrition rate in which a large number of peers leave the system. By dividing the file into smaller blocks and serving them from multiple peers, BitTorrent was able to mitigate the negative impact of peer dynamics, but was still not able to provide any performance guarantees that are routine if dedicated servers are to be used.
Whether the peer-to-peer design philosophy will thrive or survive hinges upon the crucial judgment of whether its advantages in substantial bandwidth savings outweigh its drawbacks, being so vulnerable to flash crowds and high turnover rates. Unfortunately, with recent downward trends in storage and bandwidth resource pricing, the momentum of the pendulum swing to the opposite side has accelerated. According to [114] , bandwidth pricing of Content Distribution Networks (CDN) was observed to be dropping quickly every year, from 40 cents per GB in 2006 to less than 5 cents per GB in 2010. As a result, the streaming cost per hour had decreased 15%-35%, with a streaming cost of less than 3 cents per hour in 2010. The consequence of these observations was dramatically reduced distribution costs for content providers. For example, for paid content that is usually priced at $0.99 per episode, the distribution cost is less than 3% of the provider's total cost; for subscriptionbased premium content, it only costs $1.60 per month to stream content to an user watching 2 hours per day! What contributes to the majority of a content provider's revenue is the income from ad-supported premium content. The cost per thousand of ad impressions (CPM) for premium content has reached $20-$40, with a single ad covering the cost of an entire hour of streaming.
The ever decreasing cost of content delivery and the emergence of such ad-based business models have boosted the importance of video quality. Recent measurement results have shown that there is a crucial interplay between video quality and user engagement [115] . As a consequence, content providers, with an objective of generating more revenue, care more about the quality of their streaming service to maximize user engagement, than the cost of bandwidth.
By leasing storage and bandwidth resources to leading content providers such as NetFlix, cloud computing has emerged as the winner by purchasing resources at wholesale and selling them to cloud users at retail. As a result, cloud computing and datacenters, the antithesis of peerto-peer systems, recently enjoyed a similar meteoric rise in popularity, attracting an enthusiastic level of research attention just like peer-to-peer systems did a decade ago.
As cloud computing begins its ascent to infinity and beyond like Buzz Lightyear in Toy Story, can Woody be rescued from its precipitous fall in the attention he gets? Network coding, a simple yet far-reaching idea, has been touted since 2005 to be the savior in peerto-peer systems. We concur that peer-to-peer systems may be the most promising context in which network coding is to be applied, only because end hosts are able to afford the increased computational complexity introduced by network coding. Though benefits of random network coding in file sharing remain hazy and debatable, network coding in streaming systems may be of a more practical value. Still, the shift in paradigm to cloud computing is unstoppable, and the cancellation of IPTPS in 2011 may be sufficient evidence that the train has already left the station.
