This study proposes an ensemble empirical mode decomposition (EEMD)-based multiscale entropy (EME) approach. The proposed model is used to analyze and gage variability of the annual precipitation series and spatially classify raingauges in Iran. For this end, historical annual precipitation data during 1960-2010 from 31 raingauges are decomposed using EEMD. Decomposed series of precipitation series present different periods and trends. Next, entropy concept is applied to the components obtained from EEMD to measure dispersion of multiscale components. It is observed that entropy values of intrinsic mode functions (IMFs) 1-5 and residual component show different behaviors. IMF 5 and residual components have highest values of entropy, whereas IMF 3 and 4 present highest entropy variation among all components. Based on spatial distribution of EME values, EME 3 and 1 have a downward variation from north to south, whereas EME 1 presents increasing variation. Spatial classification of raingauges is performed using EME values as input data to self-organizing map (SOM) and k-means clustering techniques. Finally, spatial structure of annual precipitation variation is investigated. It is observed that EME values have a downward trend with latitude, whereas it is observed that EME shows an upward relationship with longitude in Iran.
INTRODUCTION
Assessment of precipitation variation, especially over a large area (e.g., Iran), is a crucial step in suitable management of water resources. Iran is a wide country (approximately 1,600,000 km 2 ) in which climate is mostly affected by the wide latitudinal extent (from 25 N to 40 N) and the Zagros and Alborz mountain systems (Raziei et al. ) .
The moisture coming from the Persian Gulf is usually trapped by the Zagros Mountains. The plateau is open to the cold (dry) continental currents flowing from the northeast. The mitigating influence of the Caspian Sea is limited to the northern regions of the Alborz Mountains. Furthermore, the Zagros chain, which stretches from northwest to southeast, is the source of several large rivers such as the Karkheh, Dez, and Karoon. Lowland areas receive surface water from these basins and are of great importance for agricultural production (Raziei et al. ) . There is high spatial and temporal variability of precipitation and frequent dry periods. The increasing water demands for the growing population as well as for industry and economic development, including irrigation, aggravate water scarcity and make difficult a rational water management. By considering these facts, the determining of areas according to different tation time series from 28 main sites. To determine regional climates a hierarchical CA was applied to the autocorrelation coefficients at different lags, and three main climatic groups were found. Tabari & Talaee () analyzed trend over different sub-regions of Iran during 1966 Iran during -2005 . In these studies, spatially not homogeneously distributed stations were considered and different methodologies were applied. Therefore, identified sub-regions differ from one study to another, especially in mountainous regions of western Iran that are characterized by a complex orography (Raziei et al. ) .
As a general approach, variability is the quality of being uneven and lacking uniformity over multiscales (Sang ) .
Entropy provides useful information about the uncertainty at a given scale, which can present to the level of variation existing at that scale. Further, entropy enables determination of least-biased probability distribution with limited signal knowledge and data. Entropy theory can serve as a better approach to study hydrological and meteorological processes (Sang ; Roushangar & Alizadeh ) . Spatial variability characterizes the different values for a variable measured at different locations in an area, and temporal variability measures the unevenness or randomness of a variable over different time intervals. Various descriptive statistics are used for measuring variability (Mishra et al. ) . Up to now, information theories have been widely applied in hydrology to quantify the variability and complexity of hydrologic variables ( Farajzadeh & Alizadeh ) . The choice of the mother wavelet is usually dependent on the type of data dealt with. EMD, on the other hand, does not require any convolution of the signal with a predefined basis function or mother wavelet. The process of decomposition is totally data-driven.
EMD is an iterative procedure that extracts oscillatorylike features from the data. It provides only certain frequencies (specifically, those that have a lot of power and are ∼1/2 the frequency of the previous frequency that was extracted) that cannot be specified in advance by the researcher. EMD makes no assumptions a priori about the composition of the signal (Wang et al. ; Chen et al. ) . Rather, it uses spline interpolation between maxima and minima to successively trace out IMFs. Each IMF will be a single periodic oscillator, but otherwise cannot be predicted before it is empirically observed from the signal.
Also, the number of IMFs cannot be predicted before the decomposition. These two disadvantages can make EMD difficult to work with under certain circumstances. However, since it makes no assumptions about signal, the results might be more meaningful. Also, since the IMFs can change over time, EMD makes no assumptions about the stationarity of the signal (or the signal components). Therefore, it is better suited to nonlinear signals than either Fourier or wavelets. This makes EMD particularly attractive when analyzing signals from complex systems.
The main advantage of EMD over wavelet analysis is the ability to estimate subtle changes in frequency. Estimating instantaneous frequency from a wavelet convolution is suboptimal because of frequency smoothing, and because wavelet convolution assumes frequency stationarity during the time span of the wavelet. EMD is also poorly suited for detecting relative suppressions of power at a specific fre- Owing to different types of water demands during different months and different seasons, it is desirable to study the variability of precipitation based on a multiscale entropy concept. To that end, an entropy-based approach seems to be an attractive approach for evaluating disorder based on spatial and temporal precipitation variability patterns within the study area. For this end, this study is established based on EEMD, SOM, k-means and entropy approaches. The main idea is to combine EEMD multiscale entropy approach (EME) to extract multiscale dispersion of precipitation. The outcome is used to regionalize raingauges with SOM and k-means clustering techniques. Entropy is a practical concept in enquiring, when applied in conjunction with the EEMD method, and can be used to determine the randomness (i.e., level of variability) of a time series at different timescales. The methodology can provide useful information about the underlying dynamic processes associated with the signal and can help in regionalization studies (Cazelles et al.
).
Some studies took advantage of multiscale approaches such as WT to spatially classify the variable of interest. For example, Hsu & Li () used the WT and self-organizing map (WTSOM) framework to spatially cluster the precipitation data. In the proposed approach, they combined the WT and a self-organizing maps (SOM) neural network. Nevertheless, using some of these components as input can cause inappropriate performance, since some IMFs may not show suitable correlation with the original time series of precipitation. For this end, EME is calculated and used as a basis of regionalization. The spectral organization of this multi-spectral variability in terms of EME is identified using spatial clustering techniques.
MATERIALS AND METHODS

Case study and climatological dataset
This study used climate data of Iran for studying precipi- Table 1 represents the name, number and geographic locations of the precipitation gauges. The data used are in annual scale, and provided by the Iran Meteorological Organization.
Ensemble empirical mode decomposition
The EMD method (Huang et al. ) is applied to a signal in order to decompose it into a certain number of IMFs. A signal must accomplish two criteria to be considered as IMF: (i) the number of extrema (maxima and minima) and the number of zero-crossings must be equal or differ at most by one; and (ii) the local mean, defined as the mean of the upper and lower envelopes, must be equal to zero.
Research regarding the ability of EMD and its improved versions has been performed in previous years, including The unique properties of EEMD, which adopt white noise features to provide a uniform reference scale space structure, could cause a considerable improvement in the mode mixing problem.
Self-organizing maps
A basic SOM network is composed of an input layer and a Kohonen layer (Hsu & Li ) . The input layer is composed of input units that receive high-dimensional data. The Kohonen layer consists of output units located on a regular twodimensional grid. All input units are fully connected to all output units with weight vectors. In the training process, one input x from the input dataset is chosen randomly.
Also, similarity measure is calculated between it and all the weight vectors of the output units in the Kohonen layer. The similarity is usually defined by a Euclidian distance as:
where x p i is the ith component of the pth input vector x p and w p jk,i is the weight link of x p i and the neuron located at ( j,k) of the Kohonen layer. The neurons in the layer compete with each other to be the winner (or the best- matching unit, BMU), denoted as c, which is the unit whose weight vector has the greatest similarity with the input vector x p . Formally, the BMU is defined as the neuron for which:
After finding the BMU, the prototype vectors of the SOM are updated. The prototype vectors of the BMU and its topological neighbors are modified to be closer to the input vector in the input space (Nourani et al. ) . The SOM updates the weight vector of the unit i using the so-called 'self-organization' learning rule as:
where t denotes time, α(t) is the learning rate which can be a decreasing function of time or a constant between [0,1], and h ci (r jk (t)) is the neighborhood kernel around the winner unit c with a neighborhood distance r jk (t). In this study, α(t) is given a constant value of 0.6. The Gaussian model, a commonly used neighborhood function, has the expression:
where R(t) is the neighborhood radius, which typically decreases with time t. The training steps are repeated until a pre-defined maximum number of iterations is reached. After the SOM network is constructed, the homogeneous regions, i.e., clusters, need to be appropriately identified in the map for further analysis. 
.,x n } be the precipitation data
,v c } be the set of centers.
1. Randomly choose 'c' cluster centers.
2. Calculate the distance between each data point and cluster centers.
3. Assign the data point to the cluster center whose distance from the cluster center is the minimum of all the cluster centers.
4. Recalculate the new cluster center.
Recalculate the distance between each data point and
new obtained cluster centers.
6. If no data point was reassigned then stop, otherwise repeat from step III.
K-means clustering may be performed as a single trial, or multiple trials may be run on one dataset point. Performing multiple trials (used in this research) will create multiple sets of clusters. Each set of clusters is created independently of each other. Once the cluster sets are created, each set will be scored, and the set with the best score will be displayed.
Proposed methodology
This study proposed an approach based on hybrid EEMD, entropy, and SOM/k-means models to investigate the variation and regionalize the precipitation in Iran. Figure 2 shows the schematic of modeling applied in this study.
Annual precipitation time series are decomposed into IMFs using EEMD with different frequencies.
Furthermore, the EEMD multiscale entropy (EME) is used to quantify the variability and complexity of annual precipitation. Based on information theories, the Shannon entropy (H ) is calculated as follows (Jaynes ):
where p(x i ) is the probability density function (PDF) used to define the randomness properties of variable x (i.e., precipitation) with the length of n. H is a measure of information; more (less) information represents lower (higher) entropy.
Therefore, bigger (smaller) H value shows more (less) disorderliness and complication occurring in precipitation processes. When using the measure of EEMD, the H value is calculated according to quasi-dyadic EEMD results, and
Equation (6) is used to compute the PDF, which is obtained according to the EEMD energy (i.e., variance): . Therefore, this complicated process proves the EEMD to be a much more solid approach, omitting many side effects which previously led to scale mixing (due to existence of noise in data).
The EEMD algorithm is used to estimate the trend of annual precipitation series and related periods calculated from each IMF. Results of applying EEMD on annual precipitation data are demonstrated in Table 2 . After applying the EMMD method to decompose the annual precipitation of 31 raingauges in Iran, the mean period obtained from oscillation of IMFs is calculated ( Figure 4 shows the spatial distribution of annual trend of precipitation in Iran. It can be seen that northern Iran (near to the Caspian Monthly average periods and precipitation variation rate, non-significant components are in italic font.
*RG ¼ raingauge. Another attempt was made to determine the components with significance level of p ¼ 5%. Except for residual components and IMF 4 of some raingauges, the rest of the series proved to be significant ( Table 2) .
Regionalization of raingauges using proposed model
After decomposing all annual precipitation series using EEMD, at this stage, entropy of the decomposed components are determined according to the proposed approach. Figure 5 shows the EME values obtained for each IMF and residual. It is observed that entropy values of IMF 5 and residual components have the highest values and lowest variation. IMF 2 has lowest entropy among all components. Highest variation in IMF components is related to IMF 3 and IMF 4 (8-12 years and 21-25 years oscillation components). It can be inferred that these entropies are the key variable in precipitation and regionalization.
In order to have more insight into entropy values of components (EMEs), spatial distribution of EME values is represented in Figure 6 . Confirming Figure 5 and 6 shows that EME 3 and 4 have the highest spatial variations. Spatial distribution of EME 3 ( Figure 6 ) shows that highest entropy values are located in northern parts of Iran and from north to south. EME 3 values demonstrate a downward variation.
Approximately the same pattern can be observed for EME 4. Based on EME 2 distribution, it is observed that central parts of Iran (especially western and eastern sides)
shows highest EME 2 values. EME 1 (2.5-3 years period)
shows an inverse distribution in comparison to EME 3 and EME 4. In other words, from north to south of Iran, generally EME 1 values present upward variation. For the case of EME 5 and EME 6, spatial distribution does not show significant variations, confirming Figure 5 .
These six EME-based values as signature dynamic dispersion and disorderliness of annual precipitation time series are used as a basis of regionalization using SOM and k-means. It is attempted to assign the number of clusters for the dynamic features of annual precipitation series.
As discussed, for regionalization of 31 raingauges in Iran, the EME value of each precipitation series is used as input data of SOM and k-mean approaches. First, k-means approach with 1,000 trials was trained based on EME values. K-means clustering may be run as a single trial, or multiple trials on one dataset point. Performing multiple trials (which is used in this research) will create multiple sets of clusters. Each set of clusters is created independently of each other. Once the cluster sets are created, each set will be scored. Finally, the set with the best score will be displayed. After running k-means, EME values are fed into a two-step SOM clustering technique.
In the first stage, in order to spatially classify the raingauges and obtain classes with similar patterns based on precipitation variation, a two-dimensional SOM is trained.
The aim of a two-dimensional SOM clustering approach is to capture an insight into homogeneous areas and guess the approximate number of clusters by considering the plain topology (Nourani et al. ) . In order to apply the two-stage SOM, the size of Kohonen layer is assumed to be equal to 10 × 10 (for 31 raingauges) for the first step. distances between neurons where the darker colors mean larger distances and the lighter colors mean smaller distances. According to the neighbor weighted distances obtained by EME-based 2-D SOM approach, there is an unclear segregated Kohonen layer. Hence, deciding the number of optimal cluster from this method is not possible at this stage.
The silhouette index is a way of quantifying the similarity of an object (i.e., raingauge) to the pertained cluster (cohesion) in comparison to the other clusters (separation) (Nourani et al. ) . The values of silhouette index vary from À1 to þ1. A high value means that the likeness of the object to its own cluster is correct and matching to neighboring clusters is invalid. A good clustering is performed when most objects in a cluster present higher values of silhouette index, otherwise clustering pattern may have too many or too few clusters.
As a further step to determine the optimal number of clusters for SOM, it is attempted to train SOM and k-means by using cluster numbers 2 to 10 based on silhouette index. The results of training k-means and SOM techniques using EME features based on silhouette index are presented in Table 3 . The geographic location of raingauges using EME-based SOM approach is presented in Figure 8 . It can be seen that some of the raingauges are distributed in a specific cluster shows that there may be no hydrologic similarity in the clusters but variability similarity could be observed. It is observed that some of the stations in a given cluster are spread across the study area. It shows that the basis of clustering is not geographic proximity. For example, in cluster 1 raingauges have very different precipitation values. It could be inferred that these raingauges have variability and uncertainty similarities.
As a further step in analysis of the proposed model, the raingauges in cluster 1 were examined for any common characteristics (in terms of monthly precipitation) they may have among themselves. Figure 9 shows the annual precipitation series of raingauges in cluster 1. Although precipitation values have differences, there are two common characteristics. The first one is the pattern of precipitation variation in annual scale (which is the basis of EME approach) and the second common feature is the linear trend of raingauges. It is observed that all raingauges show downward trend. These features show the ability of the proposed EME model.
Being an important issue, the connection between the EME values with latitude and longitude is investigated. Figure 10 indicates the spatial structure of the precipitation variation. It is observed that EME values present a downward trend with latitude. Also, it is observed that EME has an upward relationship with longitude in Iran. It can be inferred from Figure 10 that multiscale precipitation variation (EME) possesses the longitude zonality. It means that precipitation variability increases with longitude from the west to the east.
CONCLUSION
This study has proposed a methodology based on a multiscale entropy concept for variability analysis and regionalization of annual precipitation data. Application of the methodology to annual precipitation data from 31 raingauges in Iran shows an interesting outcome for annual precipitation regionalization in Iran. The results lead to the following main features.
Decomposed precipitation series are analyzed to determine the periods and trends of annual time series. IMFs and residual components present different period and trend values. The entropies of these sub-series are calculated based on the proposed model. The EEMD multiscale entropy approach captured the variability and complexity of precipitation dynamics for each raingauge independently.
Results yield the formation of homogeneous areas using the proposed methodology. Determining input data of SOM and k-means based on EME values leads to reduction in the number of input data. Accordingly, performance of the regionalization approach increased. The proposed approach used k-means and SOM coupled with EME methodology for regionalization of raingauges. The SOM approach generally provided better homogeneous areas in comparison to the k-means approach. According to provided clusters based on SOM, a homogeneous distribution of annual precipitation variation is obtained (i.e., cluster 1). Therefore, results approve the capability of the proposed approach.
On the other hand, investigating the spatial structure of EME in latitude and longitude directions demonstrates interesting results. Generally, EME values show a decreasing trend with latitude; on the other hand, it is observed that EME has an increasing relationship with longitude in Iran.
