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Divers travaux de topologie et de K-theorie algebrique ont mis en evidence 
l’interet des groupes d’homologie H,(GL,(A), p,) du groupe lineaire general 
dun anneau A dans les cas oti p, est la representation adjointe de GL,(A) ou 
une de ses puissances tensorielles, exterieures ou symetriques. Le but pour- 
suivi dans cet article est de determiner un certain nombre de ces groupes 
d’homologie au moyen de methodes purement algebriques. 
Voici un bref resume des resultats obtenus. &ant donne un bimodule P sur 
l’anneau A, le groupe GL,(A) ainsi que le sous-groupe E,(A) des matrices 
elementaires opirent par conjugaison sur le groupe M,(P) des matrices 
carrees d’ordre n a coefficients dans P. Le calcul de H,(GL,(A), M,(P)) est 
classique. Aussi le premier cas que nous traitons est celui de 
H,(GL,(A), M,(P)). Son etude passe par la consideration de St,@, P), un 
module sur le groupe de Steinberg St,(A) de A. 
L’objectif du paragraphe 1 est de montrer que St,@, P) est une extension 
centrale universelle dans la categoric des St,(A)-modules et d’en deduire que 
H,(St,(A), St,@, P)) = H,(St,(A), St,@, P)) = 0 si n est assez grand. 
Au paragraphe 2 on introduit un homomorphisme construit par 
R. K. Dennis afin de comparer les groupes H,(GL,(A), M,(P)) aux groupes 
H&4, P) d’homologie de Hochschild. Utilisant les risultats du paragraphe 1, 
on peut alors determiner plusieurs groupes dont H,(GL,(A), M,(P)). C’est 
ainsi qu’on montre que, pour tout anneau A, les groupes H,(E,(A), M,(P)) 
sent stablement isomorphes d H,(A, P) pour tout n > 5 (theoreme 2.16). 
En ce qui concerne H,(GL,(A), M,(P)), on prouve que ce groupe s’envoie 
surjectivement sur le groupe de Hochschild H,(A, P). 
Le $3 traite de representations dbivees de la representation adjointe. 11 a 
ainsi ete possible d’etudier l’action de conjugaison de GL,(A) sur 
M,(P) @M,(Q) ainsi que sur certains modules-quotients (Q est un autre A- 
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bimodule). On en deduit les groupes d’homologie H, correspondants 
(theorimes 3.4 et 3.8). 
Les resultats dimontres dans cet article ont permis divers calculs explicites 
sur la K-theorie algebrique des nombres duaux [8, 9 ] ainsi que sur la K- 
theorie algebrique des espaces topologiques [ 10, I1 1. K. Dennis est a 
l’origine des techniques utilisees ici. Je lui sais particulierement gre de 
m’avoir permis d’utiliser ses notes manuscrites pour la demonstration donnee 
en appendice du thtoreme 1.5 (voir aussi Dennis et Igusa. Hochschild 
homology and the second obstruction for pseudo-isotopy, Alg. K-theory, 
Oberwolfach 1980). Je remercie egalement le “referee” pour les modifications 
qu’il m’a suggerees. 
Notations et conventions. Tous les anneaux consideres possedent un 
element unite 1 different de 0. 11s ne sont pas necessairement commutatifs. 
Rappelons qu’un groupe abelien P est muni d’une structure de A-bimodufe si 
c’est un A-module a la fois a droite et a gauche, qui satisfait la relation de 
compatibilitt (ap) b = a(pb) pour tout a, b E A et p E P. 
On note [A, P] le sous-groupe de P engendre par les elements de la forme 
ap-pa (a E A, p E P). Le groupe-quotient P/[A, P] est isomorphe au groupe 
H,(A, P) d’homologie de Hochschild. 
Pour tout entier n > 1, nous designons par M,(P) le groupe abelien des 
matrices carrees d’ordre n a coefficients dans P. Lorsque A est un anneau, 
M,(A) a une structure d’anneau (l’unite &ant la matrice identique 1). Le 
groupe lineaire general GL,(A) est le groupe des elements inversibles de 
M,(A ). 
Tous les groupes de matrices consider& dans ce travail sent susceptibles 
de stabilisation (par rapport a l’indice n). Pour prendre l’exemple de M,(P) 
et de GL,,(A), l’inclusion 
de M,(P) dans M,+,(P) (resp. de GL,(A) dans GL,+,(A)) permet de 
considerer le groupe M(P) (resp. GIL(A)), limite inductive des groupes M,(P) 
(resp. GL,(A)). Par abus de notation. nous dirons que GL(A) = GL,(A) 
(resp. M(P) = M,(P)) pour n = co. Le meme procede et les mimes 
conventions s’appliqueront aux groupes E,(A), M;(P), St,,(A), St,(A. P), 
N,(A, P) . . . introduits plus loin. 
1. LE GROUPE DE STEINBERG ADDITIF 
1.1. Soit Eij(p) (p E P; i,j entiers distincts ou non >I) la matrice carree 
dont le seul coeffkient (eventuellement) non nul. egal a p, est place sur la 
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ligne i et dans la colonne j. Les matrices E&I) (ou p parcourt P et 1 < i, 
j < n) engendrent M,(P). 
Soit eij(a) (a E A; i et j distincts >l) la matrice de GL(A) detinie par 
eij(a) = 1 + Eij(a) 
(1 reprisente l’element neutre de GL(A)). On sait que les matrices eij(a) 
(a E A et 1 < i fj < n) engendrent le groupe E,(A) et verifient des relations 
de commutation bien connues ([ 131, p. 39). Nous posons: eij(l) = eii et 
wij = eije,; ‘eij (i #j > 1). 
Pour simplifier les notations, l’opiration de conjugaison de GL,(A) sur 
M,(P) sera notee par le symbole *, autrement dit 
g*m=gmg-L (g E GL,@), m E KLP)). 
Les matrices eij(a) et Eij(p) sont liees par les relations tlementaires 
suivantes. 
FORMULAIRE 1.2. 
(4 eij(“) * EM(P) = EkLP) si k+jetI#i, 
(b) eij(u) * Ej,(P) = Ej,(P) + Ei,(uP) si I f i, 
tc) eij(“) * Eki(P) = Eki(P) - Ekj(P”) si k +j, 
Cd) e/j(u) * ‘ji( P) = ‘ii(P) + ‘ii 
- Ejj@U) - Eij(upu) 
Si on note la trace par Tr: M,(P) -+ P, on constate que, pour g E GL,(A) 
et m E M,(P), la difference Tr(gmg-‘) - Tr(m) n’est pas necessairement 
nulle: c’est une somme d’elements de la forme up -pa (a E A,p E P). Si 
done on veut rendre la trace GL,,(A)-iquivariante, il convient de quotienter 
son image P par le sowgroupe [A, P] engendrt par les elements up -pa. 
Nous notons M;(P) le noyau de l’homomorphisme compose M,(P) + P + 
H,(A. P) = P/[A, P]. C 1 ‘- e u1ci induit en homologie les homomorphismes, 
Tri: Hi(GL”(A), M,(P)) + Hi(GL,(A), H,(A, P)). 
Le formulaire precedent permet alors de montrer le resultat classique 
suivant. 
PROPOSITION 1.3. Soit 3 < n < CO. Alors les groupes d’homologie 
ffdGL,(A), W,(p)) et Ho(E,(A)3 W,(p)) sont nuls. Par conskquent Tr, est 
un isomorphisme de H,(GL,(A), M,(P)) et de H,(E,(A), M,(P)) sur 
H&4, PI. 
NOUS supposons connue la presentation habituelle (d&rite au $5 de [ 13 I) 
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du groupe de Steinberg St,(A) dun anneauA (n > 3) avec les generateurs 
xij(a) dont I’image dans E,(A) est eij(a). Nous devons a K. Dennis la 
definition suivante : 
DEFINITION 1.4. Soit 3 < n < a~. On appelle groupe de Steinberg additif 
et on note St,(A, P) le St,(A)-module engendre’ par /es generateurs yij(p)- 
(p E P, 1 < i#j< n) et les relations (Rl) et (R2): 
?‘ij(P) +?‘ij(4) =J’ij(P + 9) P, 9 E p. 
@ij(a)- l)YkdP)=O si j#k,i#f (a), 
= I’ir(aP) si j=k,i#I (b), 
=?‘kj(-Pa) si j + k, i = I (c). 
(RI) 
W) 
D’apres le formulaire 1.2., on voit que les matrices Eij(p) verifient les 
memes relations. On peut done definir un homomorphisme p, de St,(A)- 
modules de St,(A, P) dans MA(P) par la formule 
Pn(Yi.jtP)) = Eij(P). 
Comme M;(P) est engendre par les matrices Eij(p) (p E P et i et j distincts 
<n) en tant que E,(A)-module (n>3), l’homomorphisme p, rialise une 
surjection de St,(A, P) sur M;(P). 
Soit N,(A, P) le noyau de l’application pn. K. Dennis a demontre le 
TH~ORBME 1.5. Soit 3 < n < 03, alors St,,(A) opere trinialement sur 
N,(A, P) et il existe une surjection h du groupe d’homologie de Hochschild 
H,(A, P) sur le noq’au N,(A. P). 
Comme ce resultat n’a jamais ete publie, nous en donnons la c 
demonstration dans l’appendice. 
Avant d’aller plus loin, nous decrivons l’homomorphisme h, car nous en 
aurons besoin au paragraphe 2. 
Considerons I’element suivant de St,(A, P) : 
HJa, P) = -uji(a)J’ij( PI -?‘JP) + J’ji(aPa) (a E A,p E P). 
D’apres la relation 1.2.(d), p, H,(a, p) = Ejj(ap) - Eii( pa). Posons 
h(a,p) = H,,(a,p) - H,,(L w). 
Nous montrons dans l’appendice que h(a,p) verifie les relations suivantes 
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h(a + b,p) = h(U,P) + W,P), 
h(a,p + 4) = h@J,P) + &7,4)? 
h(ab, p) = h(b, pa) + WL @I, 
pour u, b E A et p, q E P. Ces relations permettent de verifier que I’ap- 
plication a @p t-+ h(u,p) de H(A, P), = A OS P dans St,(A, P), induit un 
homomorphisme surjectif h de H,(A, P) sur N,(A, P) lorsque II > 3 (voir les 
details en appendice). 
Le but du paragraphe est de montrer que St,(A, P) satisfait a une propriete 
universelle analogue a celle qui fait du groupe de Steinberg l’extension 
centrale universelle du groupe des matrices elementaires. Pour presenter cette 
proprieti, nous utilisons une terminologie et des resultats dus a 
K. Igusa [ 5, Sect. 11. 
1.6. Soit G un groupe et M un G-module (a gauche). 
Une G-extension centrule de M est un G-module V muni d’un G- 
homomorphisme surjectif L’ : V-+ M, tel que Ker(r,I) c MG (le sous-module 
des elements invariants par G). La G-extension centrale u: G’+ M est dite 
unioerselle si, pour toute G-extension centrale t’ : I’+ M, il existe un unique 
G-homomorphisme w: U+ V tel que uw = u. Igusa demontre qu’un G- 
module M udmet une G-extension centrule uniuerselle si et seulement si 
H,(G, 44) = 0. Une G-extension centrule u : U+ M est universelle si et 
seulement si H,(G, U) est nul et toute G-extension centrule de U est scindee; 
et duns ce cus, le noyuu de u est isomorphe ci H,(G, M). 
L.a longue suite exacte d’homologie associte a la G-extension centrale 
0 + Ker(u) -, U + M+ 0 donne la suite exacte, 
Hr(G, U) + H,(G, M) 5 H,(GI Ker(u)) -+ H,(G. II). 
II 
Ker(u) 
Lorsque U est l’extension universelle, les groupes H,(G, U) (i = 0, 1) sont 
nuls et a est l’isomorphisme &once plus haut. Comme on peut le constater, il 
s’agit de la version additive de [ 13, Sect. 5 1. 
Nous pouvons maintenant enoncer le 
TH~OR~ME 1.7. (a) Soit 3 < n < co, ulors St,(A, P) est une St,(A)- 
extension centrule de M;(P) et 
HoCWA 1, St,@, P)) = 0. 
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(b) Si de plus n > 5, c’est la St,,(A)-extension centrale universelle de 
M;(P) et 
H,(St,,(A), St,(A, P)) = 0. 
Preuve. Que St,(A, P) soit une St,,(A)-extension centrale de MA(P) pour 
n > 3, resulte des definitions precedentes et du theoreme 1.5. 
Pour demontrer la partie (a), on introduit l’idtal d’augmentation I de 
St,(A), a savoir le noyau de Z[St,(A)] -+ Z. On sait ([2], X) que les deux 
premiers groupes d’homologie de St,(A) entrent dans la suite exacte 
0 -, H,(St,(A), St,@, P)) -+ Ni&,A, %,(A, P) 
: St,(A, P) -+ H,(St,(A), St,(A, P)) --) 0 
oti o(x 0~‘) = xq’. La relation (R2b) de la definition de St,(A, P) montre 
qu’on a: syij(p) = v(s(xik( 1) - 1) @ ykj(p)) pour s E St,(A) et i, j, k distincts. 
La surjectivite de (D est done etablie (pour n 2 3) et avec elle, la nullite de 
H,W,(A 1, %(A P)>. 
Pour demontrer que H,(St,(A), St,(A, P)) est nul, il est possible comme au 
paragraphe 3 de [7] de montrer directement que I’application (p de la suite 
exacte precedente st une bijection. Cependant, nous allons utiliser un raison- 
nement (suggere par le “referee”) qui fait appel aux proprietes connues des 
groupes de Steinberg. D’apris 1.6, pour etablir que St,(A, P) est l’extension 
centrale universelle de M;(P), il nous reste a montrer que toute St,(A)- 
extension centrale de St,(A, P) est scindie. Soit V+ St,(A, P) une telle 
extension. Mettons sur le groupe A @P le produit suivant: (a,p)(a’,p’) = 
(aa’, ap’ +pa’) et considerons le groupe de Steinberg St,(A @ P). En 
utilisant les relations de definition de St,(A @P) et de St,(A, P) et en notant 
que le produit sur le produit semi-direct St,(A, P) ~1 St,,(A) est donnt par la 
formule: (47, X)(J)‘, x’) = (y + x . J”, XX’), on verifie facilement que 
Xij(a9 P) E+ (?‘ij(P), xii(a)) 
induit un homomorphisme surjectif de St,(A @ P) sur St,(A, P) >a St,,(A) 
(voir [ 121 dans le cas commutatif). De plus, V >a St,(A) + St,(A, P) >a St,(A) 
est un extension centrale de groupes. Or, d’apres la remarque p. 48 de [ 13 ], 
St,(A 0 P) est sa propre extension centrale universelle lorsque n > 5. On a 
par consequent un diagramme commutatif 
St,(A 0 P) - St,@, P) >a St,(A) 
\ / 
V xi St,(A) 
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On voit qu’on peut scinder V+ St,(A, P) en envoyant sy&) (s E St,(A)) 
SW I’klkment U(SXij(O, p) s - ‘) de V. 
La condition n > 5 provient ainsi d’une condition analogue SW les groupes 
de Steinberg (le raisonnement est en dkfaut pour n = 4, A = P = Z). 
Puisque H&St,(A), St,(A, P)) est nul et que toute extension centrale 
de St,(A, P) est scindke (n > 5), c’est que St,(A, P) est sa propre ex- 
tension centrale universelle, de noyau done nul. Par conskquent, le groupe 
H,(St,(A), St,(A, P)) est nul pour n > 5. 1 
2. COMPARAISON AVEC L'HOMOLOGIE DE HOCHSCHILD 
2.1. Nous rappelons tout d’abord la dtfinition et les propribtks principales 
de l’homologie de Hochschild d’un anneau. 
Soit A un anneau et P un bimodule sur A. Nous notons H(A, P) le groupe 
abklien simplicial dont les k-simplexes ont dltinis par 
H(A,P),=AO,AO,...O,AO,P. 
kfois 
Les opkrateurs de face et de dkgkkrescence sont donnis par 
si i = 0, 
si 0 < i < k, 
si i = k, 
si i= 0, 
OP si 0 < i < k, 
si i=k, 
DEFINITION 2.2. Les groupes d’homologie de Hochschild H,(A, P) sonl 
les groupes d’homotopie du groupe simplicial abPlien H(A, P). 
H,(A, P) = M%4 P>> n > 0. 
De manike kquivalente, ce sont les groupes d’homologie du complexe 
(H(A, P)kr dk) oti on a pos& d, = Cf=,, (-l)iai. 
La proposition qui suit caractkrise (A isomorphisme pris) les groupes 
d’homologie de Hochschild [ 2, IX, 4-5-61. 
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PROPOSITION 2.3. (a) Pour tout n > 0, H,(A, P) est un foncteur de la 
categoric des A-bimodules duns celle des groupes abeliens. Le groupe 
H,(A, P) est isomorphe a P/[A, P]. 
(b) Si E: 0 + P+ Q + R + 0 est une suite exacte courte de A- 
bimodules, scindee en tant que suite de groupes abeliens, alors il existe pour 
chaque n > 0 un homomorphisme bord E, : H,(A, R) -+ H,- ,(A, P) nature1 en 
E, tel que la longue suite ... + H,(A, P)+ H,(A. Q) + H,,(A. R) +rn 
H,-,(A, P)+ ... soit exacte. 
(c) Pour tout bimodule P, il existe une surjection N 4 P, scindee sur Z, 
telle que H,(A, N) = 0 pour tout n > 1. 
L’homologie des groupes est un cas particulier de I’homologie de 
Hochschild. En effet, a tout groupe G et a tout G-module a gauche M, on 
associe l’anneau S [G] et le bimodule M, dont la structure de module a 
gauche est la meme que celle de M. Celle de droite est induite par l’ap- 
plication d’augmentation E : Z [G] + H, en d’autres termes G opere 
trivialement a droite sur M. 
Reciproquement au L [G] - bimodule M correspond le G-module a gauche 
hf, dont le groupe abelien sous-jacent est le meme que M. L’operation de G 
sur M est donnee par la conjugaison 
(g.m)bm-’ (g E G, m E M). 
On a les isomorphismes suivants [6, Thm. l.d] 
H,(G. M) = H,(L [ G], M,) (2.4) 
pour tout n > 0. 
H,(H [G]. M) v H,(G, M,) (2.5) 
Lorsqu’on prend pour G le groupe trivia1 on obtient le 
COROLLAIRE 2.6. Pour tout groupe abelien P, H,(Z, P) = 0 pour tout 
n> 1. 
Autre propriete remarquable, l’homologie de Hochschild est invariante par 
equivalence de Morita. Deux anneaux A et B sont equivalents au sens de 
Morita [ 1, Chap. II] s’il existe un A-B-bimodule M et un B-A-bimodule N 
tels que 
M@NgA et N@MzB 
8 1 
On doit a Dennis le 
THI~OR~ME 2.7. Si A et B sent equivalents au sens de Morita, alors il 
existe une equivalence naturelle 
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H(B,P)rH(A,M@,PO,N) 
pour tout B-bimodule P. 
La demonstration en est donnee dans [ 14, Sect. 61 et 16, I.e]. 
En particulier, les anneaux A et M,(A) sont equivalents au sens de 
Morita: ii sufftt de prendre pour M les vecteurs-lignes a coefftcients dans A 
et pour N les vecteurs-colonnes. Igusa [6, Cor. 1.2.51 a explicite l’equivalence 
d’homotopie entre H(M,(A), M,(P)) et H(A, P). En la formulant avec les 
notations introduites i la fin de l’introduction. on obtient la 
PROPOSITION 2.8. Au niveau des k-simplexes, l’equivalence f de 
H(M,(A), M,(P)) dans H(A, P) est don&e par 
&(a’ @ ... @ ak @p) =Tr(a’maZm...Oak @p) 
pour tout k > 0 (a’ E M,(A) et p E M,(P)). 
Par definition, le coefftcient (i,j) de la matrice a’ q a2g ..a q akmp de 
M,(A &A OS ... C&A Oz P) est egal a 
oti la sommation Porte sur toutes les applications 
j-: (0, I,..., k + 1 } -+ ( l,..., n) verifiantf(0) = i etflk + 1) =j. 
D’apres les rappels precedents, le groupe H,(GL,(A), MJP)) est 
isomorphe au groupe d’homologie de Hochschild H,(Z [GL,(A)], M,(P)) 
pour lequel l’anneau du groupe GL,(A) opere i droite et a gauche sur le 
bimodule M,(P) par multiplication des matrices. Par liniariti, l’inclusion 
GL,(A) c M,(A) induit un homomorphisme d’anneaux Z [GL,(A)] + M,(A) 
qui respecte la structure de bimodule sur M,(P). On peut done poser la 
DEFINITION 2.9. Pour tout entier i > 0, on dt$nit Di comme la composee 
des applications mentionnees plus haut. 
Di: ffi(GL,(A), M,(P)) 5 ffi(Z [GL,(A)], M,(P)) 
+ H,(M,(A), M,(P)) -% H,(A, P). 
La proposition l.f.4 de [6] montre que Di est compatible avec la 
stabilisation induite par les inclusions GL,(A) c GL,, ,(A) et M,(P) c 
M,+ I(P). 
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Pour i = 0, la situation est particulikement simple. En effet, au niveau des 
complexes de chaines, I’application f, de H(M,(A), M,(P))0 = M,(P) dans 
H(A, P)O = P est donnee par la trace. Nous enoncons done la 
PROPOSITION 2.10. L’application 4: H,,(GL,(A 1. M,(P)) -+ H,(A, P) 
s’identtfle a l’application induite par la trace Tr: M,(P) + H,(A, P). Par 
consequent, D, est un isomorphisme fonctoriel pour 3 < n < 00. 
2.11. L’application D, de H,(GL,(A), M,(P)) sur H,(A, P). 
Nous reprenons les notations du paragraphe 1. Pour n > 3, la suite 
0 + N,(A, P) + &,(A, P) -+ M;(P) + 0 
est exacte. En homologie, elle induit un homomorphisme-bord 
8: H,&(A), M;(P))+” N,(A, P), dont on a montre que c’est un 
isomorphisme pour n>5 (1.6- 1.7). Si i : H,&(A), M;(P)) -+ 
H,(GL,(A), M,(P)) est induite par les applications canoniques de St,,(A) 
dans GL,(A) et de MA(P) dans M,(P), alors on a la 
PROPOSITION 2.12. Pour 5 < n < 03, le diagramme 
H,W,@)~ K(P)) -2 H,(GL,(A), M,(P)) 2 H,(A, P) 
“.‘)“-‘.*(A P)/ n 3 
ve’rtjie la relation : D, o i o 8-l o h = Idu,CA,P,. L’application D, est done une 
surjection scindee. 
COROLLAIRE 2.13. Lorsque 3 < n < 00, h est un isomorphisme de 
H,(A, P) sur N,(A, P). 
Preuve. En vertu du Theoreme 1.5, il ne reste plus qu’i montrer I’injec- 
tivitt de h. Lorsque n > 5, cell-ci resulte de la proposition prectdente. 
Lorsque n = 3 ou 4, en composant h, avec l’application de stabilite 
N,(A, P) + IV,,, 2(A, P), on obtient h, + z qui est injective. 
Avant de passer a la demonstration de la proposition 2.12, ttablissons le 
LEMME 2.14. Soit a, E A et pi E P tels que xi (aipi -piai) = 0. Alors 
c=C bzl(ai> 0 E,z(Pi) +Xzj(ai) 0 E3,(Piai) -X21(1) 0 E,z(atPi) 
-X,3(1) 0 E3,(ai Pi)1 
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est un l-cycle. L’image de sa classe d’homologie par l’homomorphisme a est 
l’&?ment xi h(a,,p,) de N&4, P). 
Le lemme exprime I’homomorphisme-bord a au niveau des cycles. On sait 
que si c est un cycle de la forme xi si @ m, (si E St,(A), mi E MA(P)), on 
calcule ac de la manihe suivante. On prend un relevement quelconque yi de 
mi dans St,@, P). Alors xi (si - 1) 3, ne depend pas du choix des 
relevements, appartient au noyau IV,@, P) et represente ac. En appliquant ce 
processus i l’tlement c donne dans le lemme, on obtient: 
ac = E [(*yzl(ai) - l)YIZ(Pi) + (xzj(ai) - l).Vj1(Piai) 
- (x,*(1)- l)Y,z(ai Pi)-Yzl(aiPi)l 
=T (H,,(ai,Pi)-H,,(l,aiPi))=rh(ai,Pi). I 
I 
Dkmonstration de la proposition 2.12. L’application h envoie Ciai @pi 
sur Ci h(a,, pi) qui, par a-‘, a pour image la classe de l’eltment c decrit 
dans le lemme precedent. Pour demontrer la proposition, il sufftt de voir ce 
que devient c i travers l’application D, o i. 
L’image de c dans H(M,(A), M,(P)), = M,(A) @rM,(P) est: C,F,, ou 
on a pose: 
Fi=e,,(ai)OE,,(Pi) +e,,(ai)OE,,(Piai)-e,,(l 
-e,,(l) 0 E3t(ai Pi). 
) @ E,z(ai Pi) 
Lorsqu’on applique f, : H(M,(A), M,(P)), + H(A, P), 
explicitee dans la Prop. 2.8), on constate que 
(telle qu’elle est 
f,(Fi) = a, opi - 1 @ a, pi. 
Or 1 @ ap est un bord, car d,( 1 0 a @p) = 10 (ap). Cet element est done 
nul dans H,(A, P) et la proposition est demontree. I 
Nous revenons maintenant sur la definition du groupe de Steinberg additif 
pour montrer que, dans l’enonce de la definition 1.4 et du theoreme 1.7, il est 
possible de remplacer le groupe St,(A) par le groupe E,(A) des matrices 
elementaires. Plus exactement, on a le 
TH~OR~ME 2.15. (a) Soit 3 Q n < co. Notons St&4, P) le E,(A)- 
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module ayant mZme definition que $,(A, P) (cJ 1.4), h cela pres qu’on 
remplace les elements xii(a) de St,(A) par leurs images eij(a) dans E,(A). 
Alors StA(A, P) est naturellement isomorphe a &,,(A, P). 
(b) Si de plus n > 5, St,(A, P) est aussi la E,(A)-extension centrale 
universelie de MA(P) et H,(E,(A), St,(A, P)) = 0. 
Preutle.’ On a naturellement une surjection de St,(A, P) sur StA(A, P) pour 
!I > 3. D’apres le corollaire 2.13, l’application St,(A, P) + St(A, P) est 
injective. Pour dtmontrer que St;(A, P) s’identifie a St,(A, P), il suffrt done 
de montrer que St(A, P) -+ St’(A, P) est injective pour n = co, en d’autres 
termes que St(A, P) est un E(A)-module. Or l’action de conjugaison de K?(A) 
sur St(A @P) est triviale, done aussi sur son quotient St(A, P) >a St(A) 
(voir 1.7) et par consequent sur St(A, P). 
On a ainsi demontre la partie (a) du theoreme. Le reste se demontre de 
maniere analogue i 1.7 (b). 1 
Nous enoncons maintenant le resultat principal du paragraphe 2. 
TH~OR~ME 2.16. (a) Les groupes H,(GL(A), M’(P)), H,(E(A), M’(P)), 
H,(E(A), M(P)). H,(St(A), M’(P)), et H,(St(A). M(P)) sont isomorphes au 
groupe H,(A, P) d’homologie de Hochschild. 
(b) L’homomorphisme Tr, : H,(GL(A), M(P)) -+ H,(GL(A), H&A, P)) 
est scinde et on a: 
H,(GW). M(P)) z K,(A) 0 H,(A, P) 0 H,(A. P). 
(c) Les applications de stabilite H,(E,(A), MA(P))+ H,(E(A), M’(P)), 
H,(E,(A)- M,(P)) + H,(W), M(P)), H,(St,(A ), M;(P)) + H,(W), M’(P)), 
et H,(St,(A), M,(P)) + H,(St(A), M(P)) sont surjectioes pour n > 3 er 
bijectives pour n > 5. 
Preuve. Les isomorphismes 
H,(A. P) 2 H,(St,(A), M;(P)) 2 H,(St(A), M’(P)), 
H,(A, P) 2 H,(E,(A), M;(P)) 2 H,(E(A), M’(P)) 
(pour n > 5) sont des consequences de 1.6, 1.7, 2.13 et 2.15. Pour n = 3 ou 
4. on a d’aprts 1.6 et 1.7 le carre commutatif 
H,W,(A )v WV’)) 5 WSt,(A 1, N,(A, PI) = N,(A, P) 
I I 
H,(St(A), M’(P)) -f-+ H,(St(A), N(A, P)) = N(A, P). 
’ fournie par le “referee.” 
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D’apres 1.7, 3, est surjective et a est bijective. Comme N,(A, P) + N(A, P) 
est un isomorphisme (2.13), l’application verticale de gauche est surjective 
(n > 3). Raisonnement analogue pour H,(E,(A), M;(P)). 
De la proposition 2.12 on tire le diagramme 
I1 montre que l’application H,(E,(A), MA(P)) -+ H,(E,(A), M,(P)) est 
injective pour n > 5. Or on a egalement la suite exacte d’homologie 
H,(E”(A h WI(P)) + H,(E,(A 13 M,(P)) + H,(E”(A )3 H&L P)). 
Ce dernier groupe, isomorphe a H,(E,(A)) @ H&4, P), est nul car E,(A) est 
parfait pour n > 3. Par consequent H,(E,(A), M;(P)) 2 H,@,(A), M,(P)) 
(n > 5). On applique un raisonnement analogue pour St,(A) et pour n > 3. 
Pour la partie (a) du theoreme, nous appliquons le foncteur H,(St(A), ?) a 
la suite exacte 0 + M’(P) -+ M(P) + H&4, P) -+ 0. On obtient la suite exacte 
fIJSt(‘4), H&l. P)) -+ ff,(St@I). M’(P)) 
-+ ff,(St(A), M(P)) + H,(St(A), H&L P)). 
Or H&4, I’) est un St(A)-module trivial et on sait [ 13, Sect. 51 
que H,(St(A)) = H,(St(A)) = 0. Par consequent, H,(St(A), M’(P)) 2 
H,cw 13 M(P)). 
On passe de E(A) a GL(A ) au moyen de la suite exacte courte 
l-E(A)-,Gf.(A)+K,(A)+ 1 
et de la suite spectrale de Hochschild-Serre associte 
ff,W,(A h H&W ), M’(P))) * H,+,(GW ), M’(P)). 
Le groupe H&E(A), M’(P)) &ant nul (1,3), on en tire I’isomorphisme 
H,(GL(A), M’(P)) = K,(K,(A), H,(E(A). M’(P))). 
Pour g E GL(A ) et m E M(P), la formule 
gmg-’ = ( ,gmgg-’ i)= (0” g!,)(; i)( “0’ “,) 
ajoutte au fait que toute matrice (0” f-,) appartient a E(A) (cf. [ 13, p. 22 et 
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251) montre que K,(A) opere trivialement SIN l’homologie H,(E(A), M’(P)). 
Done 
H,(GL(A). M’(P)) E H,(E(A), M’(P)). 
I1 ne reste plus qu’i demontrer le point b) du theoreme et pour cela il faut 
et il sufftt que l’application H,(GL(A), M’(P)) +H,(GL(A), M(P)) possede 
une retraction. Elle est donnie par le diagramme suivant tire de la 
proposition 2.12: 
H,(St(A), M’(P) 5 H,(GL(A), M’(P)) -+ H,(GL(A), M(P))II, H,(A, I’). 
T Z’oh I I 
Comme application directe du thioreme 2.16, on a le 
COROLLAIRE 2.17. a) n > 5, alors H,(SL,,(E), M,(E)) = 0 
b) n > 5, si k est un corps fini ou un corps de nombres algkbriques, 
H,(SL.(k), M,(k)) = 0. 
En effet, pour ces anneaux, SL, = E, et H,(k, k) = Ri,, = 0. 1 
2.18. Une surjection pour H2(GL,(A), M,(P)). 
PROPOSITION 2.19. L’application D, envoie H,(GL,(A), M,(P)) et 
H,(St,(A), M,(P)) surjectivement sur H&4, P) (pour 5 ,< n < ~0). 
Preuve. Donnons-nous une suite exacte courte (scindee sur Z) de A- 
bimodules 0 + P + Q + R -+ 0. I1 lui correspond une suite courte de GL,(A)- 
modules 
0 + M,(P) + M,(Q) + M,(R) + 0. 
Par naturalite de l’equivalence entre l’homologie des groupes et l’homologie 
de Hochschild ainsi que de l’equivalence de Morita, on voit que Di donne 
naissance a un diagramme commutatif entre les deux longues suites exactes 
d’homologie 
..* + Hi(GL,(A), M,(P))+ Hi(GLn(A), M,(Q)) 
Di 
I 
Di 
I 
. . . -+ Hi(A3P) + Hi(A, Q) 
+ ff,(GL,(A), M,(R))+ Hi-,(GL,(Ah M”(P))+ *a. 
Di 
I 
Di- I 
I 
-+ Hi(AvR) + Hi- ,(A, P) 4 ... 
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Or pour tout bimodule P, il existe (Prop. 2.3 (c)) une suite exacte 0 -+ L + 
N+ P-+ 0 (Z-scindee), telle que I’homologie de Hochschild de N soit 
triviale: H,(A, N) = 0 pour tout i > 1. On obtient, dans ces conditions, le 
diagramme commutatif 
Pour n > 5, D, o i est un isomorphisme (car. 2.13). Or H,(A,N) = 
H,(A, N) = 0; done g est bijective et f surjective. Par consequent D, 0 i et, a 
fortiori, D, sont des surjections. 1 
Remarque. Lorsque n > 5, D, envoie egalement H,(St,(A), MA(P)) et 
H,@,,(A), MA(P)) surjectivement sur H,(A, P). Pour le prouver, on reprend 
le mime raisonnement que ci-dews en remplacant M, par ML. On notera 
cependant une difference de taille : la suite 0 -+ M;(L) -+ MA(N) -+ MA(P) + 0 
n’est plus exacte en general. A sa place, on dispose des deux suites exactes 
O~M~(L)~M~(N)-tM::(PJ-*O 
0 + H,(A P) + M;(P) -+ MA(P) + 0. 
3. RELATIONS MATRICIELLES DU SECOND ORDRE 
3.1. On se donne deux A-bimodules P et Q et on suppose que GL,(A ) 
(ou E,(A) ou St,(A)) opere diagonalement et par conjugaison sur le produit 
tensoriel M,(P) OzM,,(Q). On note cette operation par le signe *, plus 
precisement : 
k!* (Poq)=(gPg-‘)o(gqg-‘) 
avec g E GL,(A), p E M,(P) et q E M,(Q). L’objet du chapitre est d’etudier 
les relations qui existent entre les produits tensoriels de matrices modulo 
I’action * de E,(A). On en deduit des resultats (Thm. 3.4 et 3.8) qui trouvent 
des applications dans [8-l I]. 
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Plutot que d’etudier M,(P) @rM,,(Q), nous considerons le produit 
M;(P) am MA(Q). Toute matrice de MA(P) s’ecrit de maniere unique sous la 
forme 
p= y Eij(Pij) + y ‘i(Pi) + E,,(Tr(p)), 
I<itjgn ?Ci<n 
ou on a pose pour 2 < i < FI 
et ou, par definition de M;(P), Tr(p) est une somme de “commutateurs” am- 
ma (a E A, m E P). Le produit tensoriel ML(P) @MA(Q) est done engendre 
par les produits tensoriels d’tlements de la forme Eij(m), F,(m) et E,,(am- 
ma) (i #j, k # 1 et a E A, m E P ou Q). Soit = la relation d’equivalence sur 
M;(P) am MA(Q) engendree par g * (p @ 4) = p 0 9. L’ensemble des classes 
d’equivalence est le groupe d’homologie H,(E,(A). MA(P) OS MA(Q)). 
FORMULAIRE 3.2. Soit 3 <II < co. Pour I’action * de E,,(A) sur le 
produit tensoriel ML(P) $jr ML(Q). OFI a les relations suicantes 
(1 <i,j,k,l<n). 
(a) Eij( P) 0 Ek[(q) E O pourk#joul#i(i#j,k+l) 
(b) Eij(P) 0 Eji(q) E E,*(p) 0 E2*(q) (i +A 
(cl Fk(P) 0 Eij(S) E Ei.jtP) 0 Fk(qI E O (k > 2. if j) 
(d) Fi(P) 0 Fi(q) s 2E12(P) ‘3 E21(9) (i> 2) 
(e) Fi(P) 0 Fj(q) E E12(P) (3 E21(4) (i#j> 2) 
(f-1 E, I(p) ‘$3 Eij(q) z O avecp E [A, PI (i # j) 
(f’) Eij(P)G3 EII(q) s O auec q E [A. Q] (i # j) 
k) EII(P) 0 Fi(q) = Fi(P) 0 E,,(q) E -E,*(P)C3E2*(4) (i>2) 
(h) E,,(P) @ E,,(q) = E,?(P) 0 k,(q) 
6) E,&p) 0 Ez,(4) = E,,(P) OE2,@) (.a E A ) 
0’) E,z(pa) 0 E2,(q) = E,,(P) OEzl(aq) (aEA) 
Dbmonstration. Tous les indices utihses sont compris entre 1 et FL Sans 
qu’il y soit autrement fait reference, le formulaire 1.2 est sans cesse mis a 
contribution dans les calculs qui suivent. 
(a) Soit i #j, k # 1, 1 # i. On a : 
ei, * LEIj(P) 0 Ekl(q)l = IE[j(P) + Eij(P)l 0 Ek,(q)* 
Par consequent Eij(p) 18 Ekl(q) = 0 pour I# i (i #j et k # 1). En interver- 
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tissant les deux termes dans le produit tensoriel, on trouve que la meme 
expression est nulle lorsque k #j. Ce qui demontre la formule (a). On notera 
que ce raisonnement n’a exige que 3 indices distincts: d’ou la condition 
I1 > 3. 
(b) Des produits tensoriels ne faisant intervenir que des matrices du 
type E, (i #j), il ne reste a prendre en consideration que les produits de la 
forme Eij@) @ Eji(q). En faisant operer sur eux les matrices elementaires 
wij = eije,T’eij (qui agissent sur E,, p ar substitution d’indices). on voit 
aussitbt que la formule (b) est vraie. 
(c) Nous laissons au lecteur le soin de demontrer les formules (c), (d). 
(e) en developpant dans I’ordre les expressions eik * [F,(p) 0 Ekj(q)], 
eil * [F;(P) @ E,j(q)], eik * [F,(P) @ Ekj(q)I, ekj * lFj(P) @ Eik(q)ly 
e,i * [F,(p) @ E,,(q)], eij * [Eji(p) @F,(q)] (i,j. k entiers distincts). 
(d) Si i etj sont distincts > 1, 
eda) * IE;l(P) 9 E.iiq)l 
= [E;~(P) -E,;(uPu) -F;(P) + El I(UP -~a)] 0 Ej;(q) 
Par consequent E, ,(up -pa) @ Ej,(q) = 0. On developpe des formules 
analogues lorsque i = 1 ou j = 1. Ceci demontre (f) et (f’). 
(e) Demontrons (g) (i) et (j). Si i et j sont distincts >2, alors eij(a) * 
IEji(P) 0 Fj(q)I = [Eji(P) - Eij(aP) + F;(V) - Fj@a) + E,,(wJ -pa)] O 
(Fj(q) + E;j(aq))* 
D’apres les formules deja demontrees, on a: 
E,,(UP-P~)O~~(~)--E,~(P)OE,,(~~)-E,~(~P-PU)~~~EE,,(~) 
+ E,M) 0 E:,(q) 
En developpant l’expression ev(a) ;k [Ej,(p) @ Fj(q)], on trouve 
E,,(wPQ) C3 F,j(q) = -E,Apj 0 Ez,(aq + saj + =,,@a) 0 Ez,(q). 
On identifie les deux valeurs trouvees pour E,,(ap -pa) @ F~(s) et on 
obtient la formule (i). La relation (jj s’obtient de (i) en intervertissant les 
deux facteurs du produit tensoriel. Du coup on a 
E,,(QP -Pa) 0 Fj(q) E -E,,(P) 0 E,,(q) -E,~(uP -PI C$ E,,(q) 
+ E,,(P) 0 E,,(q) 
=-E&P -pa) 0 E,,(q)- 
(f) Pour obtenir (h) on diveloppe ev(a) * [E,,(p) @ Ej,(q)] et on 
utilise toutes les autres relations. 1 
groupes d’homologie 
l’action de E,(A) sur 
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3.3. Les prod&s tensoriel et exterieur de matrices. 
Nous utilisons le formulaire 3.2 pour calculer les 
AiMA &ant induite de celle de M;(P) az M;(P). Avant d’knoncer les 
resultats, il faut introduire de nouvelles notations. 
Soit A un anneau et P et Q deux A-bimodules. Avec [ 12, p. 2881, 
dkfmissons le produit tensoriel des bimodules P et Q par 
PO.., Q=POEQl(apOq-pOqa,paOq-pOaq) 
(a E A,p E P, q E Q). Nous posons egalement 
4p=e3AP/(POP), 
Remarque. La notation /i’ est inspirte de R. K. Dennis [3 1. Lorsque 
P=Q=A, on a 
Avec ces conventions, on obtient le 
THI?OR~ME 3.4. (a) Soit P et Q deux A-bimodules. Supposons que 
E,,(A) opere diagonalement et par conjugaison sur le produit tensoriel 
MA(P) @r M;(Q). Alors pour tout 3 < n < co, on a l’isomorphisme 
H,(E,@), K(P) Oz M;(Q)) 2 P 0.4 Q. 
(b) Lorsque E,,(A) opere par conjugaison sur A:MA(P), on a, pour 
tout 3<n<oo, 
H,,(E,(A), A &M;(P)) z 2,; P. 
(c) Pour n > 3, 
H&5,,(A), M,(P) Om M,(Q)) = P 0.4 Q 0 H,W PI OE Ho& Q). 
Prewe. Soit p = (pij)ij une matrice de M,(P) et q = (qij)ij une matrice de 
M,(Q). La matrice p FTJ q de M,(P @r Q) est detinie par 
(PlB9)ij= + PikO9kj’ 
k=l 
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On d&it une application bilineaire Z de M,(P) x M,(Q) dans P Oz Q par la 
formule 
Z(P, 4) = T~(P q 4) 
= ” (p/j @ qjj + Pji @ qij) + “ (Pii 0 qjj + Pjj 0 4ii) 
Zj Zj 
+ 2 spii @ qi; - Tr(p) 0 Tr(q). 
Lorsque n > 2, Z est surjective car Z(E,2(p), E,,(q)) =p @ q. 
Un calcul elementaire montre que Z est E,(A)-equivariant si et seulement 
si on change sa definition de la manike suivante. On compose Z avec la 
projection canonique de P Oz Q dans son quotient par le sous-groupe 
engendrtparlesCl~mentsup~q-p~qaetpa~q-p~aq(aEA,pEP, 
q E Q). Ce quotient est P @A Q. On a ainsi un homomorphisme surjectif I’ 
de %@,(A), W(P) 0 W(Q)) sur P OA Q. 
Supposons n > 3, alors les relations (i) et (j) du formulaire 3.2 montrent 
que p @ q w EL2(p) @ E,,(q) definit un homomorphisme de P @,, Q dans 
H&5,(A), MA(P) @ M;(Q)). Cet homomorphisme st reciproque de I’ car, 
d’apres le formulaire 3.2, tout Clement de H&,(A), ML(P) @ MA(Q)) est 
combinaison lineaire a coefficients entiers d’ekments de la forme 
E,,(P) 0 E,,(q). 
Observons que Z se factorise a travers AiMA si et seulement si on 
ajoute a P Oa P les relations p 0 q + q @p = 0 (p, q E P). En effet, ces 
relations sont necessaires, car 
Z(E,*(P) + E,,(q), E,,(P) + E,,(q)) =P 0 4 + 4 OP. 
Elles sont egalement suffkantes: pour p E M;(P), Tr(p) est somme 
d’elements am - ma (a E A, m E P). Par consequent dans P @,4 P, 
=r (2am@am-am@ma-maOam). - 
C’est une somme d’elements de la forme m @ n + n @ m. 11 en est done de 
m&me pour Z(p,p). 
Quant au point (c), il se demontre de la maniere suivante. En utilisant les 
suites exactes d’homologie associees a deux suites exactes convenables, on a 
aussitot l’exactitude de 
Ho(En(A)v M,(P) Oz K(Q)) -+ H,W,(A), M,(P) Oz M,(Q)) 
+ H,(A, P) Oz Z-Z,(A, Q) + 0. 
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L’invariant I utilise plus ham induit alors un homomorphisme surjectif du 
groupe intermediaire sur PO,, Q, c’est-i-dire, en vertu de ce qui precede, sur 
le groupe de gauche de la suite exacte. 1 
Remarque. Au passage, nous avons demontre que les applications de 
stabilisation 
Ho@,@ 17 W,(P) 0 W(Q)) -+ H,(E,+ ,(A ), M:, + ,(P) 0 W + ,(Q>, 
~,(~,(~),~Z~rl:,(P))~~,(~“+,(~),~2~~+,(P)) 
sont surjectives pour n > 2 et bijectives pour n > 3. quel que soit l’anneau A. 
3.5. Le foncteur r de Whitehead. 
II s’agit d’un foncteur introduit par J. H. C. Whitehead [ 15 ] pour etudier 
l’homomorphisme d’Hurewicz en topologie. En effet, soit X un espace 
topologique simplement connexe. Designons l’homomorphisme d’Hurewicz 
par pi: ni(X) + H,(X). I1 est bien connu que pz est un isomorphisme. 
Whitehead [ 151 a montre que p3 et p4 s’inserent dans la suite exacte 
7cJX) PJ H,(X) + ~Wz(X)) + ~.l(X) 5 H,(X) + 0 
ou T(H2(X)) est le groupe abelien defini ainsi qu’il suit. 
DEFINITION 3.6. Soit C un groupe abelien, alors T(C) est le groupe 
abelien engendre’ par les ge’nerateurs y(c) (pour tout c E C) et les relations 
(a) y(nc) = n’y(c) pour n E Z et c E C, 
(b) obtenues en Pcric~ant que l’application 
(c, d) w [c. d] = y(c + d) - y(c) - y(d) 
de C x C dans f(C) est biadditiae. 
Si on appelle application quadratique toute application vtrifiant les 
relations satisfaites par y, alors on voit aussitot que T(C) veritie la propriete 
universelle suivante : 
3.1. Soit C un groupe abelien. Pour toute application quadratique q de C 
dans le groupe abelien D, il existe un unique homomorphisme de groupes 
S : f(C) + D tel que q o y = q 
C 4 *D 
\ 
7 
Y ,A 
QC) 
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(a) f(z) = 6 GW) = 
Z/n si tr est impair 
L,2n si n est pair. 
(b) Si C est un groupe de type fini et de rang r, alors T(C) est de type 
fini et de rang egal a (r(r + 1)/2). 
(c) Lorsque 2 est inversible dans C. l’application c 0 d N [c, d] 
rialise un isomorphisme de f(C) sur le produit symetrique SSC. 
Si le groupe G opere sur le module M, alors G opere aussi sur T(M) par 
les formules 
g.y(m)=y(gm) et g- [m,n]= [gm.gn] (gEG,metnEN). 
Puisque E,(A) opere par conjugaison sur M;(P), il opere sur T(MA(P)). On a 
le 
TH~OR~ME 3.8. Soit 3 < n < 03, alors pour l’action qui Gent d’e^tre 
d&rite, il existe une surjection 
C’est un isomorphisnte si (i) [A, P] = 0 ou si (ii) A = Z [G] et P est un G- 
module ci gauche. 
C’est ainsi que pour A = Z, on a l’isomorphisme 
H&x.(L), T(M;(P)))” s;P (3<n< co). 
Ce resultat est utilise dans [ 10. Sect. 13.21 et [ 111. 
PreuL*e. Le principe de la demonstration est le meme que celui qui a 
servi pour le theoreme 3.4. On d&tit d’abord un invariant surjectif. I1 s’agit 
de I’application “quadratique” 
4(P)= 1: (pij ‘~ p,ii -pii ‘~ pjj). 
I<i<j<rl 
On verifie qu’il induit un homomorphisme q’ : H,(E,(A ), f(M:,(P))) + 
SiH,(A. P). q’ est surjectif car q(E,,(m) + E2,(n)) = m @ n. 
Inversement, pour n > 3, les relations (i) et (j) du formulaire 3.2 montrent 
que m @ n H [E,,(m), E*,(n)] detinit un homomorphisme r’ de S,: P dans 
H&E,,(A), T(M;(P))). On peut montrer, toujours a l’aide du formulaire 3.2, 
que tout element de H,(E,(A), T(MA(P))) est somme d’elements de la forme 
[E,,(m), Ez,(n)]; ce qui signifie que r’ est surjectif. 
La composee q’ 0 r’ est la projection de Si P sur Si H&t, P). Lorsqu’on 
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se trouve dans l’un des cas (i) ou (ii) du theortme, alors 9’ o r’ est un 
isomorphisme; r’ est done injectif. Comme il est aussi surjectif, il en resulte 
que 9’ est un isomorphisme. I 
APPENDICE : DEMONSTRATION D’UN R~SULTAT DE R. K. DENNIS 
Ce chapitre est consacre a une demonstration du theoreme 1.9 dont la 
paternid revient ti Dennis. I1 s’agit de prouver que, pour n assez grand, 
St,(A) opbe trivialement sur le noyau N,(A, P) de l’homomorphisme p, de 
St,@, P) sur MA(P) et qu’il existe une surjection h du groupe de Hochschild 
H,(A, P) sur N&4, P). Nous nous servons largement de notes originales 
Cjamais publiees) de Dennis. 
A.1. Relations dam le groupe de Steinberg additif 
Dans ce paragraphe, nous donnons (sans demonstration) un certain 
nombre de relations virifiies par les elements H,Ja,p) et h(a,p) introduits 
en 1.9. Rappelons qu’on pose 
Hij(G P) = xjiCa)Yij(P) -Yij(P) + l’ji(aPa) 
h(a,p) = ff,,(a,p) - H,dL wj 
pour a E A,p E P et 1 < i fj < n. Leur image dans MA(P) est donnte par 
PnHij(G P) = Ej.j(aPj - Eiit Pa) 
p,W,p) = E,,(ap -pa). 
Par application des relations (Rl) et (R2) qui difinissent St,(A, P), on 
obtient les 
LEMME A.2. Soit i, j, k des entiers distincts <n et a, b E A. p E P. Alors 
(1) xk,(b) Hij(a, p) = Hii(a, p) auec 1 f i,j, k et I< & 
(2) vYik(b) HJa, p) = H,(a. p) + yik@ab), 
(3) -Xki(b) Hij(a, p) = ffij(a, P) - ?t,i(bPa), 
(4) Xjk(b) Hij(a.p) = ffij(a%p) -~jk(apb), 
(5) -ykj(b) Hij(a,p) = Hij(a, P) + Y&W), 
(6) -U,(b) Hij(a, p) = Hij(a, p) + J,ij(pab + hap), 
(7) xii(b) Hii(a, p) = Hij(a, p) - yii(apb + bps). 
LEMME A.3. Soit n > 3 et i, j, k distincts <n: a et b E A. p et q E P. 
Alors 
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(’ ) Hij(a + bY P) = Hij(a, P) + Hij(bF P), 
(2) Hij(a, P + 4) = Hij(av P) + Hij(“, q)? 
(3) Hij(ubv P) = Hi,(bv Pa) + Hkj(a, bP), 
(4j Hij(l,p)+Hji(l,p)=O* 
Soit i un entier different de 1 et 2. Alors en appliquant le lemme precedent. 
on obtient les identites: 
H~i(“~P)-H~i(l~ uP)=H,,(u,p)+ H*i(l,Up)- Hr,?(l, Up)-HH,i(l, Up) 
= H,,(%P) - H,*(l, UP) 
= h(a,p). 
L’expression du membre de gauche ne depend done pas de l’indice i compris 
entre 2 et n (pour n > 3). Les relations entre les elements Hij(U,p) donnent le 
formulaire suivant pour h(u, p). 
LEMME A.4. Soit a, b E A et p, q E P. Alors 
(1) h(a + b,p) = h(a,p) + h(b,p), 
(2) m,p + 4) = w&P) + w, 91, 
(3) h(ab,p) = h(b,pa) + h(a, bp). 
A.5. L’upplicution h : H,(A, P) -+ N,,(A, P) 
On montre maintenant que St,(A) opere trivialement sur N,(A, P) et qu’il 
existe une surjection h de H,(A, P) sur N,(A, P) lorsque n 2 3. La 
demonstration repose sur le lemme de decomposition A.7. Pour I’enoncer, 
nous posons la 
DEFINITION A.6. Soit UJ (resp. U;) le sowgroupe udditif de St,(A, P) 
engendre’ par les &%ents yij(p) ori on a 1 < i <j < n (resp. 1 <j < i < n). 
Soil H, le sous-groupe udditif de St,(A, P) engendre’ par les &!ments 
H,(U, p) (U E A, p E P et 1 < i zj < n). 
Observons que I’application p n : St,(A, P) + M;(P) est injective sur r/J et 
sur U;. Nous enoncons le 
LEMME DE DJ~OMPOSITION A.7. Soit n > 3, ulors tout PlPment de 
St,(A, P) s’krit de muni&e unique sous la forme 
u+ +h+u- 
otiu+EU,+,u-EU;ethEH,. 
Preuve. Soit S, le sous-groupe engendrt par les elements de la forme 
258 CHRISTIAN KASSEL 
u + + h + u-. S, contient tous les gCn&ateurs yij( p). Pour montrer que 
S, = St,,@, P), il sufflt de montrer que S, est un sous-St,(A)-module de 
St,,@. P). II suffit done de montrer que x,,(a) yij(p) et x,Jb) Hij(a. p) appar- 
tiennent i S,. ce qui se fait i I’aide des relations de difinition de St,,(A. P) et 
du lemme A.2. 
Pour &ablir l’unicitk de la decomposition, supposons qu’on ait 
s=u+ +h+u-=u” +h’+u’-. 
En appliquant pn. on voit que p,(u+) (et done p,Ju”)) (resp. p,,(u-) et 
Pn(U’ - )) est la matrice triangulaire strictement supkrieure (resp. infkieure) 
formic avec la partie de p,(s) qui se situe au-dessus (resp. au-dessous) de la 
diagonale. En d’autres termes pn(zl ’ ) = P”(u’ ’ ) et p,(u - ) = P,JU ). Confor- 
mitment i l’observation faite apt-k la d&ition A.6. il en r&he que 
u+ = u’+, et U- = u’- et done que h = h’. I 
Le lemme de d&composition trouve une application immkdiate dans le 
COROLLAIRE A.8. Soit 3 ,< n < 00. Alors St,(A) opPre tricialement sur le 
noyau N,(A, P). De plus, N,(A, P) est contenu dans H,. 
De’monstration. Soit x = K + + h +’ u E N,(A, P). Alors p,,(x) = 0 = 
p,(u+) +p,(h) +p,(u-). Par conskquent p,(u+) =p,(u-) = 0 et done 
u +- --u = 0. On vient done de dimontrer l’inclusion 
N&L 4 = H,, (n 2 3). 
Soit done h E N,(A, P). II est clair d’apres le lemme A.2 que xii(a) h se met 
sous la forme II + + h + u avec le mime Gment h. Appliquons p, : 
Pn(U+) +P,(h) +P,(U-) =P,(-yijt”) ’ h) =e;jta)Pf~(h)~ij(-~) = O. 
Par constquent p,(u ‘) = p,,(u-) = 0 et u + = u - = 0 et done -~ii(a) h = h. 1 
Avant de dkfinir l’application h. transcrivons le lemme A.3 sous la forme 
suivante. 
LEMME A.9. Soit 3 < n < 00. Tout PlPment de H, s’krit 
“ h(Ui.pi) + ‘l H,j(l, qj)* 
T Zl 
Rappelons (DCf. 2.2) que H,(A, P) est isomorphe ti Ker d,/Im dz oti d, et 
d, apparaissent dans le complexe 
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avec d,(a@p)=pa-ap et d,(aObOP)=bOpa-abBIp+aObp. Les 
relations du lemme A.4 montrent que a @b H h(u,p) passe au quotient 
A @ P/Im d, et difinit une application h : A @ P/Im d, + St,@, P). 
Montrons que h dtfinit, par restriction, un homomorphisme de Ker 
d,/Im dz dans N,(A, P). En effet, soit x = xiui 8pi vkrifiant d,(x) = 
ri( piui - a, pi) = 0. Alors h(x) = xi h(ui, pi). Calculons son image darts 
MA(P): &h(X) = xi pnh(ui.pi) = xi E,,(uipi -piui) = 0. Done h(s) E 
N,(A. P). 
Tout ikment de N,(A, P) appartient i l’image de h : soit s un Ctkment de 
N,,(A. P). Nous avons montrk plus haut que N,(A, P) est inclus darts H,. 
Done x se met sous la forme 
X = s h(Ui,pi) + v H,j(l, qj). 
i ,Z 
Nous appliquons p, : 
O =Pn(X)=x Ell(aiPi -Piail + S CEjj(qj) -Ekl(qj))’ 
I j>2 
I1 en rksulte que qj= 0 et done x = xi h(a,,p,) = h(C,u, @pi). Ce qui 
montre bien que h : H,(A, P) + N,(A, P) est surjective (n > 3). 
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