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Abstract
Let P(X)= 1+ a1X + a2X2 + · · · be a monic power series in X with indeterminates a1, a2, . . .
as coefﬁcients. The coefﬁcients b1, b2, . . . of the inverse of P are polynomials in the coefﬁcients of
P . We prove that if divisions are forbidden, then at least n+ 2n/3− 3 essential multiplications are
needed to compute b1, . . . , bn from a1, . . . , an over ﬁelds of characteristic two.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let P(X) = a0 + a1X + a2X2 + · · · be a power series in X whose coefﬁcients
a0, a1, a2, . . . are indeterminates over somegroundﬁeld k. In otherwords,P is an element of
K[[X]], whereK = k(a0, a1, a2, . . .). Let the power seriesQ(X) = b0+b1X+b2X2+· · ·
be deﬁned through P ·Q = 1. Comparing coefﬁcients yields
b0 = 1
a0
,
bi = − 1
a0

 i∑
j=1
ajbi−j

 , i = 1, 2, 3, . . . .
In particular, bi is a rational function in a0, . . . , ai for all i. If P is monic, that is, if we
specialize a0 	→ 1, then bi is even a polynomial in a1, . . . , ai .
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A question which has received wide attention in algebraic complexity theory is the fol-
lowing: How many essential multiplications and divisions are needed to compute the ﬁrst n
coefﬁcients of Q given the coefﬁcients of P ? Essential multiplications and divisions here
mean that additions, subtractions, and multiplications with scalars from the ground ﬁeld k
are free of costs. Before discussing the above question further, we will settle the underlying
model of computation, see also [1].
Deﬁnition 1. Let x1, . . . , xm be indeterminates over a ﬁeld k and f1, . . . , fn ∈ K =
k(x1, . . . , xm).
(1) A sequence  = (w1, . . . , wl) of rational functions w1, . . . , wl ∈ K is called a com-
putation over K , if for all 1 l there are i, j <  such that w = wi ◦wj with ◦ ∈
{+,−, ∗, /} and wj = 0 if ◦ = / or w =  ·wi with  ∈ k or w ∈ k ∪ {x1, . . . , xm}.
(2) The sequence  is called a computation for f1, . . . , fn, if in addition f1, . . . , fn ∈
{w1, . . . , wl}.
The next step is to deﬁne the costs of a computation.
Deﬁnition 2. Let k be a ﬁeld, x1, . . . , xm indeterminates over k, and  = (w1, . . . , wl) a
computation over K = k(x1, . . . , xm).
(1) The costs  in the th step of  are deﬁned as
 =


0 if there are i, j <  such that w = wi ◦ wj with ◦ ∈ {+,−}
or w =  · wi with  ∈ k
or w ∈ k ∪ {x1, . . . , xm},
1 otherwise.
(2) The costs () of  are () =∑l=1 .
In the above deﬁnition,we count only those stepswhere the rational functionw can solely
be expressed as the product and quotient of two elements with smaller index, respectively.
Such a step is called an essentialmultiplication and division, respectively.Thismeasurement
of costs is also called Ostrowski measure. We proceed with deﬁning the complexity of a set
of rational functions.
Deﬁnition 3. Let x1, . . . , xm be indeterminates over a ﬁeld k and f1, . . . , fn ∈ K
= k(x1, . . . , xm). The multiplicative complexity C(f1, . . . , fn) of f1, . . . , fn is deﬁned
by
C(f1, . . . , fn) = min{() |  is a computation for f1, . . . , fn}.
For the remainder of this work, let Cn denote the number of essential multiplications
and divisions needed to compute the coefﬁcients b0, . . . , bn of Q from the coefﬁcients
a0, . . . , an of P , i.e.,
Cn := C(b0, . . . , bn).
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If the characteristic of the ground ﬁeld k differs from two, then we have
n+ (n+ 1)/2Cn3.75n, (1)
if the characteristic of k is two, then
n+ 1Cn3.25n. (2)
The lower bound in (1) attributes Kalorkoti [2] to Stoss. To prove this bound, the problem of
computing the lower n+1 coefﬁcients of the square of a polynomial of degree n is reduced
to the problem of computing b0, . . . , bn using techniques of Strassen [7]. (The lower bound
for computing the lower n + 1 coefﬁcients of the square of a polynomial given in [2] can
be improved by one, n + (n + 1)/2 is the true complexity of this problem.) The upper
bound in (1) is due to Kung [3]. Kung actually states the upper bound 4n − log n, but a
more careful analysis of his algorithm due to Schönhage yields the stated upper bound, see
[2] for a discussion.
The lower bound in (2) follows from a standard linear independence argument, the upper
bound is again due to Kung. The improvement compared to (1) follows from the fact that
computing the square of a polynomial is cheaper over ﬁelds of characteristic two.
If we specialize a0 	→ 1, then all coefﬁcients of Q are polynomials. Therefore it makes
sense to look at restricted computations which do not allow divisions. This is also justiﬁed
by the fact that the algorithm of Kung only uses one division, namely 1/a0.
Deﬁnition 4. Let x1, . . . , xm be indeterminates over a ﬁeld k and f1, . . . , fn ∈ R =
k[x1, . . . , xm].
(1) A sequence  = (w1, . . . , wl) of polynomials w1, . . . , wl ∈ R is called a divisionfree
computation over R, if for all 1 l there are i, j <  such that w = wi ◦wj with
◦ ∈ {+,−, ∗} or w =  · wi with  ∈ k or w ∈ k ∪ {x1, . . . , xm}.
(2) The sequence  is called a divisionfree computation for f1, . . . , fn, if in addition
f1, . . . , fn ∈ {w1, . . . , wl}.
(3) The costs () of  are deﬁned in the same manner as in Deﬁnition 2.
Deﬁnition 5. Let x1, . . . , xm be indeterminates over a ﬁeld k and f1, . . . , fn ∈ R =
k[x1, . . . , xm]. The divisionfree complexityM(f1, . . . , fn) of f1, . . . , fn is deﬁned by
M(f1, . . . , fn) = min{() |  is a divisionfree computation for f1, . . . , fn}.
From now on, we will compute in the homomorphic image of the substitution a0 	→ 1.
Since there is no danger of confusion, b0 = 1, b1, b2, . . . will still denote the coefﬁcients
ofQ under this homomorphism. Let
Mn := M(b1, . . . , bn).
The main result of this work is the following lower bound. A proof of this bound is given
in Section 2.
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Theorem 6. Over ﬁelds of characteristic two,
Mnn+ 2n/3 − 3.
2. Lower bound
One of the few standardmethods for proving lower bounds in algebraic complexity theory
is the so-called substitutionmethodwhichwas ﬁrst used by Pan [5].We use a reﬁned version
which is basically due to Lickteig [4], see also [1, Chapter 6]. This reﬁnement allows us
to substitute any of the indeterminates and not only those occurring in the ﬁrst essential
operation. We prefer, however, to use a more direct version given by Schönhage [6].
Lemma 7. Let y, x1, . . . , xm be indeterminates over an inﬁnite ﬁeld k, and let f1, . . . , fn ∈
k(y, x1, . . . , xm) such that f1 /∈ k(x1, . . . , xm) + k · y. Then there is g ∈ k(x1, . . . , xm)
such that
C(f1, . . . , fn)1+ C(g, f¯1, . . . , f¯n),
where f¯ is the homomorphic image of f under the substitution y 	→ g.
A closer look at the proof of the lemma in [6] shows that the following analog holds in
the case of divisionfree complexity.
Lemma 8. Let y, x1, . . . , xm be indeterminates over an inﬁnite ﬁeld k and let f1, . . . , fn ∈
k[y, x1, . . . , xm] such that f1 /∈ k[x1, . . . , xm]+k ·y. Then there is g ∈ k[x1, . . . , xm] such
that
M(f1, . . . , fn)1+M(g, f¯1, . . . , f¯n),
where f¯ is the homomorphic image of f under the substitution y 	→ g. In addition, we
may choose g such that g(0) = 0.
Since we are solely considering lower bounds, the assumption that k is inﬁnite is no
restriction: We may switch to an inﬁnite extension ﬁeld k1 of k, e.g. k1 = k(t) for an extra
indeterminate t . Since a computation over the ground ﬁeld k is also a computation over any
extension ﬁeld of k, lower bounds for k1 also hold for k.
Write P(X) = 1− P1(X). Then
Q(X) = 1
1− P1(X) =
∞∑
i=0
P i1 .
Deﬁne the polynomials u1, u2, . . . and v1, v2, . . . , respectively by P 21 = u2X2 + u3
X3 + · · · , P 31 = v3X3 + v4X4 + · · · and u1 = v1 = v2 = 0, respectively. Let I ⊂
k[a1, a2, . . .] be the ideal generated by all monomials of degree 4. Then we have the fol-
lowing congruences mod I :
b1 ≡ a1
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b2 ≡ a2 + u2
...
bi ≡ ai + ui + vi
...
Let c = b − a. Since subtractions are free of costs in our model, we have
M(b1, . . . , bn) = M(c1, . . . , cn).
Hence, we may consider the c instead of the b in the sequel. We have the congruences
ci ≡ ui + vi mod I . The right-hand sides of these congruences contain only terms of
degree 2 or 3.
Now we successively apply Lemma 8 to our problem: Since we have removed the linear
terms of the ci , we have ci /∈ k[a1, . . . , ai−2] + k · ai−1 and ci ∈ k[a1, . . . , ai−1]. We start
with cn and choose a gn−1 such that substituting an−1 	→ gn−1 kills one essential product.
The existence of gn−1 is guaranteed by Lemma 8. Let c¯n be the homomorphic image of
cn under this substitution. Since the c with  < n do not depend on an−1, they are left
unchanged by this substitution. Hence we have
MnM(c1, . . . , cn−1, c¯n)+ 1. (3)
We repeat this process until an−1 	→ gn−1, . . . , am+1 	→ gm+1 have been substituted,
where m = n/3. Each single substitution changes the right-hand side of previous substi-
tutions, for instance, if we substitute an−2 	→ gn−2, then gn−1 may also be changed by this
substitution. Since there is no danger of confusion here, we denote the image of gn−1 again
by gn−1 and so forth. According to Lemma 8, the gi are polynomials in a1, . . . , am with
gi(0) = 0. Let dm+2, . . . , dn denote the images of cm+2, . . . , cn under the whole substi-
tution. Since c1, . . . , cm+1 do not depend on am+1, . . . , an, they are left unchanged under
this substitution.We therefore set d = c for 1m+ 1. Since each single substitution
killed at least one product, we have
MnM(d1, . . . , dn)+ n−m− 1. (4)
So far, the above considerations work over arbitrary inﬁnite ﬁelds. We now have reached
the point where we are going to utilize that the characteristic of k is two. We show the
following lemma. Together with (4), Lemma 9 yields Mnn + 2m − 3, which is the
assertion of Theorem 6.
Lemma 9. Let k be a ﬁeld of characteristic two. With the notations from above,
dim(lin{d3, d4, . . . , d3m} + lin{a1, a2, . . . , am} + k) = 4m− 1.
In particular,
M(d3, d4, . . . , d3m)3m− 2.
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Proof. Throughout the whole proof, we will look at the problem modulo I , the ideal
generated by all monomials of degree 4. Let q =  · ai1ai2ai3 ∈ k[a1, . . . , am],  = 0, be a
monomial of degree 3. (The indices ij need not to be pairwise distinct.) Deﬁne
S(q) = i1 + i2 + i3.
We claim that for all 33m, (i) all monomials q of degree 3 of d fulﬁll S(q) and
(ii) d has a monomial q of degree 3 such that S(q) = . From (i) and (ii), the claim of
the lemma follows immediately. Since we are only considering monomials of degree 3, we
may look at the problem modulo I . We have
c ≡ u + v, 33m,
where u resp. v are the coefﬁcients of P 21 resp. P
3
1 as deﬁned above. Over ﬁelds of
characteristic two, we have
u =
{
a2/2 if  is even,
0 otherwise
and
v =
/2∑
i=1
a2i a−2i .
We denote the image of u and v, respectively under an−1 	→ gn−1, . . . , am+1 	→ gm+1
by y and z, respectively. (In particular, y = u and z = v for m+ 1.) We have
d ≡ y + z, 33m.
Since gi(0) = 0 for all i, the image of I under an−1 	→ gn−1, . . . , am+1 	→ gm+1 is con-
tained in I .
Over ﬁelds of characteristic two, the square of any polynomial has solely monomials of
even degree. Thus, when considering monomials of degree 3 of d, we may completely
ignore the contribution of y, since there is none. In other words, if (i) and (ii) hold for the
z, then (i) and (ii) also hold for the d.
Let q =  · ai1ai2ai3 be a monomial such that there is an 0s3 with i1, . . . , ism
and is+1, . . . , i3 > m. The image of q under an−1 	→ gn−1, . . . , am+1 	→ gm+1 is
q¯ =  · ai1 · · · ais gis+1 · · · gi3 . Since the gj are polynomials in a1, . . . , am with gj (0) = 0,
it is clear that each monomial p of degree 3 of q¯ fulﬁlls S(p)S(q). This proves (i). We
even have that S(p) < S(q) unless s = 3.
That last observation allows us to prove (ii). There is a monomial of degree 3 of v for
3m which is left unchanged by the substitution, for instance q = a2/3a−2/3.
This monomial cannot be canceled out by other terms, since each other monomial of z is
either left unchanged or its image under the substitution an−1 	→ gn−1, . . . , am+1 	→ gm+1
has only degree 3 monomials p such that S(p) <  = S(q). This proves (ii) and therefore
the lemma. 
In the proof of Lemma 9, we needed the assumption char k = 2 only to “control” the
monomials of y.With some slight modiﬁcations, we can also use the methods of this work
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to show the following lower bound for the divisionfree complexity of computing the ﬁrst
n+ 1 coefﬁcients of the cube of a polynomial of degree n.
Theorem 10. Let k be a ﬁeld of characteristic distinct from three. Let P(X) = a0 + a1X
+ · · · + anXn be a polynomial with indeterminate coefﬁcients a0, . . . , an. Let b0, . . . , b3n
be the coefﬁcients of P 3, which are polynomials in a1, . . . , an. Then
M(b0, . . . , bn)n+ 2n/3 + 1.
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