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第1章 序論
1.1 背景
スイッチング電源は 1960年代に軍事用に研究・実用化されてから 40年以上経っており、そのス
イッチング電源においてデジタル制御が今注目されている。どのアプリケーションに、デジタル制
御を使うとアナログ制御を超えられるのか、模索状態ではあるが色々なところでチャレンジされて
おり、一部実用化されている。このように、年々電源に対する要求性能の複雑化・多様化が著しく
なっており、電源回路の制御処理をディジタル化するニーズが高まっている。
　従来より、電源の制御/管理はアナログ回路のみで行われていた。利点としては設計者が設計し
やすいことや、アナログ制御をサポートする LSIが豊富に存在することが挙げられる。しかし、電
子機器の複雑化や搭載される電源の数が増加の一途をたどる一方で、低消費電力、高速応答、高機
能など電源に対する高度化要求は留まることが無い。これら高性能化要求により、個々の負荷に対
して個別の制御器を設計、仕様変更に伴い部品の交換、複雑化に伴う部品数や回路の肥大化が問題
になってきている。これらを既存のアナログ技術すなわちハードワイヤードで実現するのは、回路
が複雑になりすぎて現実的ではない。
　最近では DSP（Digital Signal Processor）に代表されるプロセッサが小型化/低コスト化してお
り、それによって実現できる高度な機能を電源制御システムに組み込もうとする動きが活発になっ
ている。[20][23][24][25] 例えば、デジタル回路によって実現できる電源機能には、ホストとの通信
や、出力電流/電圧の制御、故障の診断/対処、タイマー、ハウスキーピング（過小入力時のロック
アウト、起動/停止の監視、リセットタイミング信号の発生、過電圧保護などを含む）などがある。
さらに、ディスクリート部品の削減、複数の負荷に対しても 1つの制御器で対応でき、仕様変更は
設計者が実際に部品を交換し微調整、再設計するのでなく、ソフトウェアによる変更が可能、通信
による設定変更の要求がある場合、専用品や追加回路なしで付加機能を拡張可能となる。また非線
形制御や現代制御などを用いた補償器を導入することでパフォーマンスを追求できるため、抵抗性
負荷や容量性負荷など負荷状態の変化や、入力条件の変化などの外乱に応じた補償を行うことがで
きる。一方、アナログ回路によって実現できる機能としては、MOS FETを用いたドライバ、電流
検出、温度モニターなどが挙げられる。
デジタル化には数々のメリットが存在する [1][2]が、しかし、そのすべてをデジタル化するのは
処理速度やコストの面で現実的ではない。アナログ回路とデジタル回路を適切に組み合わせること
で、最良の電源回路を実現できる。アナログ回路とデジタル回路を組み合わせた電源 ICが一般化
しつつある。特に 2次電池への充電の用途では、従来からデジタル回路を用いた機能の必要性が議
論されていた。この種の電源回路の制御系のすべてを純粋なデジタル回路に置き換えるのは、処理
速度およびコストの問題から実用性の面で問題がある。アナログ回路とデジタル回路を混在させた
回路を適用することで、それぞれの長所を活用できる電源制御システムを構築できる。ユーザーに
対しても、小型化によるスペース削除、アナログ品と同程度のコストで通信機能の付加価値が得ら
れる、部品数削減による信頼性の向上といったメリットが挙げられる。そのため高性能化に加え、
多機能化の実現が可能となる。
1
　このように電源のディジタル化が推進される背景には、プロセッサの微細化などプロセス技術の
進化によってコストが下がってきた点や、システム全体でパワーマネージメントを行う分散電源の
要求、電圧精度や費用対効果などにおいてアナログ方式では対応できなくなっている現状や、電力
の高効率化がディジタル制御化なども後押ししている。[3][4][5][6]
　しかしながら、このディジタル制御方式では、ディジタル制御演算の高速化に加えリアルタイム
制御性や AD変換、DA変換に起因した出力信号の振動やその振動低減が実現の鍵となる。
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1.2 目的
前述のとおり、汎用スイッチング電源のディジタル制御化によって、従来のアナログ制御で実現
出来なかった高度な制御法を適用することが可能になる。従来のアナログ制御では PI制御や位相
補償といった古典制御を主に行っているが、ディジタル制御を導入することによりロバスト制御や
システム同定法による適応・学習、故障診断などといった知能化や、高度な制御が導入できる。ま
た、アナログ制御をデジタル制御に置き換えることによって、抵抗やコンデンサ、IC、トランジス
タなどのハードウェアをソフトウェアに置き換えることで、各機能部品がワンチップ化され、部品
点数が低減されることや、デジタル制御では個々の部品性能のバラツキをソフトウェアで自動補正
するため、最終的な製品性能を出す際に高い効率を導き出すことが可能となり、信頼性の向上にも
つながる。ここで、一例として制御器にかかるコスト例を挙げると、アナログ制御器の場合 30円
であり、ディジタル制御器の場合 70円かかる。プロセッサの微細化などのプロセス技術の進化に
よるコスト低減といっても、まだアナログ制御器と比べるとコストはかかるのである。性能追求に
よりアナログ電源に追いついたとしてもコストに対するメリットが発生しない。そこで差額分を状
態推定・故障診断や知能化といった面にコストをかけることにより、ディジタル制御化のメリット
を見出すことを考える。
　本研究では高速演算という観点からスイッチング電源の制御部に Field Programable Gate Array
(FPGA)を用いることで、プログラミングによるディジタル制御を行う。[7][8][9][10][11] FPGAに
プログラムを実装するにはハードウェア記述言語（HDL）である Verilog-HDLを用いる。
　ディジタル制御電源の開発にあたり、これまでにMatlabを用いたシミュレーション [14][15]を行
い、負荷変動に対してロバスト性で応答性のよい制御系の構築を行ってきた。本研究では、その実
用性を示すために、FPGAを用いた電源評価ボードを製作し、システム同定実験 [12][13][21] を通
してディジタル制御系を構築する。ディジタル制御系を設計し、フィードバック制御実験を行い、
ディジタル制御の有効性を検討する。ディジタル化の最大のメリットであるインテリジェント化へ
向けて、適応同定 [22]の導入も検討する。それと共に、演算の高速化、AD変換・DA変換に起因
したリミットサイクル振動が問題となっているため、その振動の原因を解析し、リミットサイクル
振動低減手法を提案し、その有効性を検証する。
　本開発では、汎用スイッチング電源をアナログ制御方式または LSI制御方式からディジタル制
御方式に単に置換するだけでなく、現状主体であるパワエレ技術と先端ディジタル制御技術を統合
化することによりスイッチング電源をインテリジェント化することを目的とする。これにより、上
述した要求性能を満たすための高速・高分解能 PWM制御、先進ディジタル制御、高速処理プロ
グラミング、自由な付加修正機能、故障診断機能等を達成するディジタル独自の機能を付加した低
コストなインテリジェント汎用電源の開発・実用化を目指す。
　本論文では、第 2章では開発した FPGA駆動のディジタル制御電源の実験装置について、第 3
章ではオフラインシステム同定実験およびオンラインシステム同定に基づくディジタル制御電源の
モデル化、第 4章では同定結果を用いた制御実験、第 5章では AD変換・DA変換の分解能に起因
したリミットサイクル振動の低減手法とその考察について示す。第 6章で本研究のまとめを述べる
ことにする。
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第2章 DPWMを用いたスイッチング電源の
概要
2.1 DPWMを用いたスイッチング電源の概要
本章では、実験装置として使用した FPGA 駆動のディジタル制御汎用スイッチング電源の概要、
ならびにその動作原理について述べる。
　本研究に用いた実験装置のシステム構成図を図 2.1に示す。また、実験装置の仕様を表 2.1に示
す。制御対象としているのは、降圧型スイッチング電源である。スイッチング素子としては、ルネ
サステクノロジ社の Driver-MOSFET集積 SiP(R2J20601NP)を使用している。
　ここでは、ハードウェアによる高速処理能力に着目し DSP ではなく FPGA を導入している。
FPGAはフレキシブルな固定小数演算を得意とするデバイスであり、パイプラインなどの並列処
理が可能であるので、固定小数演算で表現されたアルゴリズムを高速に効率よく計算するのに適
していると言える。入力電圧 vinに対し、FPGAによって入力されるパルス幅変調（Pulse Width
Modulation以下PWM）波によってスイッチングを制御することで出力電圧 voutを制御する。ロー
パスフィルタ (LPF)を通して各チャンネルに所望の電圧を出力する。
　各チャンネルの出力信号は A/Dコンバータを経て FPGAへフィードバックされる。A/Dコン
バータはハードウェアの構成上 25MHzで変換を行っている。変換されたディジタルデータはシリ
アルデータなので、それをパラレルデータに変換する必要がある。そこで、FPGAにより連続的
なシリアルデータの 14 clock分を 1データとしてシリアルからパラレルに変換し、各信号はデー
タ取得ボードである DIOボードを介して PCにデータ保存される。実験装置の写真を図 2.2に示
す。図 2.2は XilinX社の FPGAである Vertex-4を搭載した Human Data社の FPGAブレッド
ボード XCM-009-LX25である。図 2.3は本研究の協力先である（株）ルネサステクノロジが開発
した電源評価ボードDDC 8CH TSBである。FPGAの論理回路を構成するソフトウェアはXilinX
社の XilinX ISE 9.1iを使用している。データ取得ボードである DIOボードは（株）コンテック
の PIO-32DM(PCI)で、250kHzクロック、16bitの信号を 2ch分取得できる。図 2.4は、本研究で
使用している実験装置の全体図となっている。中央に見えるのが、FPGAであり、その周辺にス
イッチング素子や ADコンバータ、DAコンバータが搭載された電源評価ボードがある。また、評
価ボード上のテストピンから DIOボードに信号を出力している。
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図 2.1: スイッチング電源のシステム構成図
表 2.1: 実験装置の仕様
入力電圧 12 V
FPGA Xilinx Vertex4
クロック周波数 300 MHz
電圧出力 ch数 8 ch
A/D 変換速度 25 MHz
A/D 分解能 12 bit
PWM Duty 分解能 (D/A 分解能) 10 bit
種類 降圧型 DC-DCコンバータ
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図 2.2: XCM-009-LX15
電源供給(12V)
CH1,CH2
0.7～1.3V
　　4.4A
CH3
1.8V
6A
CH4
2.5V
6A
CH6
3.3V
6A
CH5
5V
6A
CH8
1.2V
20A
CH7
1.5V
8A
電源供給(9V)
図 2.3: DDC 8CH TSB
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図 2.4: 実験装置全体図
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2.2 スイッチング電源の動作原理
2.2.1 プログラム構成
本研究で用いるディジタル信号処理部は FPGAによって回路構成されている。FPGAとは、論
理回路を設計出来るゲートアレイの一種である。FPGA内部の論理回路をソフトウェアで記述で
きるため、フレキシブルなデバイスであり、短時間で所望の動作をさせることが可能となる。論理
ブロックとそれらを接続する配線および接続スイッチで構成されていて、配線の接続情報は内部
の SRAMなどに蓄えられており、SRAMの内容を変更することにより内部配線を変更して任意の
論理回路を創ることが可能となる。FPGAを設計するプログラムは HDL（Hardware Discription
Language）が用いられる。
　 HDLを用いたプログラム記述は、入出力信号宣言、内部信号宣言、動作記述の 3つに大別でき
る。入出力信号背年、内部信号宣言はプログラム内で使用する信号名の宣言で、信号タイプやビッ
ト数を宣言する。動作記述はプログラム内での信号の動作を記述するもので、if文、case文、for
文などの関数や手続き文などを使用する。今回は Verilog-HDLを用いてプログラムを記述した。
　図 2.5は本研究で用いている FPGAで動作させているプログラムをブロック毎に分けたもので
ある。この機能毎に分けられたブロックをモジュールといい、最上層ブロックをトップモジュール
と呼ぶ。
upperconverter
top
Controller
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Plant
buffer
upwm
[digit]
clock
vout [V]
vout
[digit]
AD7274PC
DIO borad
clocklatch
FPGA-driven switching power supply system
source
program
cpwm
図 2.5: プログラム内部ブロック図
　各ブロックの動作を説明する。"upper"ブロックは、48MHzのシステムクロックを 300MHzに
変換する。これにより基本クロックは 300MHzになる。"counter"ブロックでは、300MHzの基本
クロックのカウントアップ信号から PWM生成に使う信号や、制御に用いる 2MHz、250kHzの信
号が作成される。PWM生成に使う信号は"pulse"ブロックで使用される。"pulse"ブロックでは、
PWM波が作られ、その詳細については次節で述べる。"buer"ブロックは、入出力データはA/D
変換後にシリアルデータとしてボード内に入ってくる。そのデータをパラレルに変換するブロック。
変換されたデータである PWM DATAは DIOボードに送られ、PCにテキストデータとして保存
される。
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2.2.2 Verilog-HDLによるプログラミング
本節、使用している Verilog-HDLによるプログラミングの一部を示し、動作の流れを説明する。
付録.Aに DIMCの topモジュールプログラムをつける。変数宣言は Verilog-HDLの基本に準じ
ている。したがって、ここでは制御プログラムの動作について述べる。HDLは基本的に論理回路
演算であるため、C言語のようなソフトウェア言語と記述違いが生じてくる。本プログラムでは、
8stateに分けて制御プログラムを記述している。まず、8 stateをカウントするためのカウンター
を 2 MHzのクロック、制御プログラム内で演算するためのカウンターを 8 MHzのクロックで生成
する。8 stateをカウントするためのカウンターでは、2 MHzのクロックの立ち上がりで 1 state、
2 stateとなり 8 stateでリセットされる。したがって、2MHz=8state = 250kHzとなる。これが
制御周期となる。これを図示したものが図 2.6となる。
ある状態方程式を以下で与える。(
_xc = Acxc +Bcu
yc = Ccxc +Dcu
行列が (p p)となる場合、以下のように各要素毎に乗算し、加算する必要がある。"
Ap11 Ap12
Ap21 Ap22
#"
xp1
xp2
#
=
"
Ap11xp1 +Ap12xp2
Ap21xp1 +Ap22xp2
#
このように全ての行列要素を計算する。
　この計算過程を 8 stateに分けて記述することでプログラムは動作している。
2MHz
8MHz
1 state 2 state 8 state7 state
250kHz
(clock_2m)
(clock_8m)
(clock_250k)
図 2.6: 内部クロック
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2.2.3 PWM波生成のアルゴリズム
PWM波生成には、クロック信号、カウントアップ信号 npwm、Duty比信号 upwmの 3つの信号
を用いる。ここで、クロック信号は 300MHzの基本信号、upwm、npwm は任意に設定した信号で
ある。
　最初にクロック信号によってカウントアップする信号 npwmを作成する。1クロック毎にカウン
ト数が 1増加し、最大値まで増加するとカウント数がリセットされる。npwmは、カウント数を任
意に設定することできるため信号の周期を任意に決定することができる。
　次に、PWM波のデューティ比を決定するための信号を与える。これが upwm である。Duty比
はカウンタの最大値を 100%とし、最小値を 0%とする。本研究では、カウンタ npwm の最大値を
1024、最小値を 0とした。このとき、制御周波数は、 130010 6  210 = 3:41[s]となる。
　この 2つの信号 upwm、npwm によって PWM波を作成する。upwm < npwm となる場合 PWM
波は"High"になり、upwm > npwm となる場合 PWM波は"Low"になる。　
PWM波
pwm
u
pwm
n
図 2.7: PWM波生成
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2.2.4 出力信号のA/D変換
出力信号はAD7274によってA/D変換された後、FPGAによりシリアルからパラレルに変換さ
れる。これはシフトレジスタによるものである。シフトレジスタは一般的にエッジトリガクロック
のあるフリップフロップを用いて構成されており、ネットワーク等で使用される。例えば、8ビッ
トの文字情報を伝送することを考える。ネットワークで使用する回線は通常 1本に制限される。こ
のため、送信側では複数のビットを 1ビットずつ取り出して、順番にネットワークに送り出す回
路が必要になる。また、受信側ではネットワークから送られてきた 1ビットずつの信号を、再び 8
ビットに並べ換えなければならない。このような並べ換えの作業を直並列変換（シリアル→パラ
レル変換）と呼ぶ。以下に、そのアルゴリズムを示す。　変換ブロックは BUFFERのモジュー
ルでプログラム上で行われる。図 2.8にその変換回路、図 2.9に変換ブロックと AD7274のタイミ
ングチャートを示す。前節で述べたように、本研究では 291kHzの PWM波を生成している。そ
こで出力クロックも同様にそのタイミングで出力を行なっている。また、このモジュールでは、基
本クロックの 300MHzからA/D変換に用いる 25MHzのクロックを生成している。A/D変換はこ
の 25MHz（信号名：SCLK）に同期して行われる。　 FPGAから変換開始信号であるラッチ信号
をプログラム実行と同時に出力している。ラッチ信号が High→ Lowの立ち下がりで変換を開始
し、チップセレクタ（信号名：CS）が Lowの状態でデータ取り込みを許可し、CSが Highになる
とデータは入らないようにしている。この CSの動作で連続なデータを区切り、パラレルに変換し
ている。CSは AD7274の仕様により SCLKが 14クロックの間、Lowになっている。　
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AD converter
ADC Buffer
I_AD_SDATA
O_AD_CS_n
O_AD_CK25M
I_RES_n
w_ad_sdata_ext
w_ad_cs_n_adc
w_ad_ck25m_adc
w_res_n_ext
iAD_SDATA
[11:0]
oAD_PDATA
oAD_CS_n
oAD_CK25M
iRES_n
oAD_VAL_p
iAD_TRIG_p
iSYS_CK300M
[11:0]
w_ad_pdata_adc
w_ad_val_p_adc
w_ad_trig_p_pwm
w_sys_ck300m_dcm
AD7274
図 2.8: データ変換構成図
counter
clock
---
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 99 100 1 2 3 4 5 6 7 898…
r_
a
d
c
lk
_
n
u
m
cs
sdata 7 6 5 4 3 2 1 00 0 9 811 10 0 0 9 8 7 611 10
図 2.9: AD7274シリアルインターフェースタイミング
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第3章 DPWMを用いたスイッチング電源に
対するシステム同定実験
最近では制御対象のモデル化にあたり、制御対象の入出力信号のみを必要とする比較的簡便でか
つ有効なモデル化手法であるシステム同定法が注目されてきた。システム同定法は、実験同定法で
オンライン化ができ、状態推定・故障診断にも応用できることや、適応制御にも応用できるため、
本研究ではシステム同定法を適用する。
3.1 最小二乗法
システム同定法を述べる前に、最小二乗法について簡単に述べる。まずは通常の最小二乗法を 1
変数の場合と多変数の場合に分けて説明する。
　まず、１変数の場合について述べる。時刻 tで入力 xt、出力 yt が観測されるとする。このとき
時刻N   1までに観測したN 組のデータ f xt; ytg N 1t=0 に、直線
y = ax+ b (3.1)
を当てはめる問題を考える。上式の直線と yt との誤差は、
et = yt   (axt + b) (3.2)
となる。最小二乗法では、誤差 et の二乗和の平均
J =
1
N
N 1X
t=0
e2t =
1
N
N 1X
t=0
e2(yt   axt   b)2 (3.3)
が最小となるように a、bを決める。こうして決めた a^、^bは最小二乗推定値と呼ばれており、次の
ように求めることが出来る。　まず、観測値 f xt; ytg N 1t=0 から、次の統計量を計算する。
x^ =
1
N
X
t
xt;　y^ =
1
N
X
t
yt
sxx =
1
N
X
t
x2t ;　 sxy =
1
N
X
t
xtyt
2x =
1
N
X
t
(xt   x)2 = sxx   x2
2y =
1
N
X
t
(yt   y)2 = syy   y2
pxy =
1
N
X
t
(xt   x)(yt   y) = sxy   xy
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ここで、x、yの平均、2x、2y は xt、ytの分散、pxy は xt、ytの共分散である。評価関数 J は a、
bの関数であるので、a、bについては偏微分して 0としておくと、
@J
@a
=   2
N
X
t
(yt   axt   b)xt = 0 (3.4)
@J
@b
=   2
N
X
t
(yt   axt   b) = 0 (3.5)
を得る。あるいは行列の形でまとめて表現すると、"
sxx x
x 1
#"
a
b
#
=
"
sxy
y
#
(3.6)
となる。この連立一次方程式は、正規方程式と呼ばれている。ここで、左辺第一項目の行列を 
と置くと、jj = 2x > 0より行列は正則なので、方程式を解くことにより、次の最小二乗推定
値を得る。
a^ =
pxy
2x
(3.7)
b^ =
sxxy   sxyx
2x
(3.8)
このようにして求めた直線
y = a^x+ b^ (3.9)
は、回帰直線と呼ばれている。なお、J のヘッセ行列を計算すると、
H 
"
@2J
@a2
@2J
@a@b
@2J
@a@b
@2J
@b2
#
= 2
"
sxx x
x 1
#
=
2
N
NX
t=1
"
xt
1
# h
xt 1
i
> 0 (3.10)
であり、式 (3.7)、(3.8)の a^、b^が J の最小値を与えることが確認できる。
　次に、p変数の場合について述べる。時刻 tで p変数入力 (x1;t; x2;t;    ; xp;t)、出力 ytが観測され
るとする。このとき、時刻N 1までに観測したN 組の入出力データ f(x1;t; x2;t;    ; xp;t; yt)gN 1t=0
に p次元超平面
y = w1x1 + w2x2 +   + wpxp (3.11)
を当てはめて考える。ただし、簡単のために xi;t、ytの平均は 0として、定数項は考慮しないもの
とする。超平面 (3.11)と出力 yt との誤差は、
et = yt  
pX
i=1
wixi;t = yt   Tt w (3.12)
と表される。ただし、係数ベクトルをw = [w1; w2;    ; wp]T、入力ベクトルをt = [x1;t; x2;t;    ; xp;t]T
としている。最小二乗法では、誤差 et の二乗和の平均
J =
1
N
N 1X
t=0
qte
2
t =
1
N
N 1X
t=0
qt(yt   Tt w)2 (3.13)
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が最小となるように係数ベクトル wを決める。ここで、qt( 0)は重み係数であり、二乗誤差 e2t
に対する重みを表す。このように重みを含んだ最小二乗法のことを重み付き最小二乗法と呼ぶ。
　 t = 0; 1;    ; N   1における式 (3.12)をまとめて行列表現すると、
e = y   V w (3.14)
となる。ただし、eは誤差ベクトル、yは出力ベクトル、V は入力行列であり、それぞれ次のよう
に定義する。
e  [e0; e1;    ; eN 1]T　 (N  1)
y  [y0; y1;    ; yN 1]T　 (N  1)
V 
266664
x1;0 x2;0    xp;0
x1;1 x2;1    xp;1
...
...
...
x1;N 1 x2;N 1    xp;N 1
377775
= [0;1;    ;N 1]T　 (N  p)
このとき、式 (3.13)は、
J =
1
N
eTQe
=
1
N
(y   V w)TQ(y   V w)
=
1
N
(yTQy   yTQV w  wTV TQy +wTV TQV w) (3.15)
と表される。ただし、QはQ  diag[q1; q2;    ; qN 1]T なる対角行列で、重み行列と呼ばれてい
る。J のwに関する勾配ベクトルを 0、つまり
@J
@w
=
2
N
( V TQy + V TQV w) = 0 (3.16)
とすると、次の正規方程式が得られる。
(V TQV )w = V TQy (3.17)
これは p元連立方程式であり、rankV = pであれば、(V TQV )の逆行列が存在する。そして、w
の最小二乗推定値 w^は、
w^ = [w^1; w^2;    ; w^p]T = (V TQV ) 1V TQy (3.18)
J の最小値 Jmin は、
Jmin =
1
N
(y   V w^)TQ(y   V w^)
=
1
N
yT (I  QV (V TQV ) 1V T )Q(I   V (V TQV ) 1V TQ)y (3.19)
=
1
N
y^(Q QV (V TQV ) 1V TQ)y
となる。なお、J のヘッセ行列は、
H =
@2J
@w@wT
=
2
N
V TQV =
2
N
X
t
wtt
T
t > 0 (3.20)
であり、正定となるので、式 (3.18)の w^が J の最小値を与えることが確認できる。
15
3.2 最小二乗法に基づくシステム同定
同定モデルとしては、次式で示されるARX (Auto-Regressive-eXogeneous)モデルを用る。ARX
モデルのブロック図を図 3.1に示す。
A(q)y(k) = B(q)u(k) + !(k) (3.21)
ただし、A(q) = 1+ a1q 1 +   + anaq na、B(q) = b1q 1 +   + bnbq nb、!(k)は白色雑音であ
る。
　ここでは予測誤差法によって未知パラメータ A(q),B(q)の推定を行う。パラメータベクトル 、
データベクトル 'は次式で表される。
 = [a1; :::; ana ; b1; :::; bnb ]
T (3.22)
(k) = [ y(k   1); :::; y(k   na); u(k   1); :::; u(k   nb)]T (3.23)
ARXモデルの 1段予測値は次式のようになる。
y^(kj) = [1 A(q)]y(k) +B(q)u(k) = T(k) (3.24)
パラメータ推定の評価規範として、
JN () =
1
N
NX
k=1
l(k; ; (k; )) (3.25)
と設定する。ここで、l(k; ; (k; ))は予測誤差
(k; ) = y(k)  y^(kj) (3.26)
の大きさを測る任意の正のスカラ値関数である。この評価規範 JN ()を最小にするように推定値
を計算するパラメータ推定法を総称して予測誤差という。l(l; ; (k; ))として、2次関数
l(k; ; (k; )) = 2(k; ) (3.27)
と選んだ場合を最小 2乗法（least-squarers method）という。つまり、
JN () =
1
N
NX
k=1
2(k; ) (3.28)
として、この評価規範 JN ()を最小にするようなパラメータを推定する。
　DPWM駆動のディジタル制御電源への適用の場合、uは入力であるDPWM[digit]、yは出力電
圧 [digit]である。
　通常、DPWMの単位は、[%]であり、出力電圧の単位は、[V]である。ここでは、それぞれのデ
ジタル値への変換について簡単に述べる。まず、DPWMは、その分解能が 210であるため、これ
を DPWM100[%]とし、その最小分割数 1を 1[digit]とする。また、出力電圧について述べる。出
力分割数が 212 であるから出力電圧 y[V]と y[digit]の関係は、
y[V] =
2:5[V]
212[digit]
 10[k
]
3:9[k
]
 y[digit]　
=
6:41[V]
212[digit]
 y[digit] (3.29)
となる。ここで、2:5[V]はOPアンプによって既知であり、 10[k
]
3:9[k
]
は、本研究で使用した 5chの抵
抗比である。そのため各出力 chによって異なる。
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  ＋ 
＋ ( )qB ( )qA
1
( )kω
( )ku ( )ky
図 3.1: ARXモデル
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3.3 システム同定実験（オフライン同定：無負荷）
システム同定入力には入力振幅 6.25%と 25%の 2値信号で、次数 20のM系列信号を用いた。サ
ンプリング時間を 3:41sとし、データ数を 9,800とした。この時の入出力信号の一部を図 3.2に
示す。得られた入出力信号に対するコヒーレンスを図 3.3に示す。
　図 3.3より、30 kHz（188 krad/s）程度まで入出力間の相関が高いことがわかる。これより同帯
域まで同定結果において信頼出来ることがわかる。次に、この入出力信号を用いて 29次の ARX
モデルに対して最小二乗規範の予測誤差法によりパラメータ推定を行った。なお、次数の決定には
クロスバリデーション法を用いているため、同定に用いたデータと検証用のデータは別である。図
3.4に同定モデルの周波数特性を示す。約 60 krad/sに共振特性を有する 2次系の特性が得られて
いる。
　得られた同定モデルの妥当性を検証するために同一入力によるモデル出力と実験出力の比較を
行った。結果を図 3.5に示す。実線が実験出力、点線がモデル出力である。図より、各出力は非常
に一致しており精度良く同定出来ていることがわかる。
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図 3.2: 入出力信号（上：入力　下：出力）
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図 3.4: 同定モデルの周波数特性
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図 3.5: 同一入力によるモデル出力と実験出力の比較
導出した同定モデルの次数は 29次と制御を行なっていく上では次数が非常に高い。この周波数
特性を図 3.7の実線に示す。そこで平衡化実現手法に基づきモデル次数の低次元化を行う。グラミ
アンを図 3.6に示す。グラミアンとは、数値が高いほうが出力への影響が強い。したがって、図 3.6
より、2次まで低減化することができる。2次まで低次元化し、導出したモデルの周波数応答を図
3.7に点線で重ねて示す。図 3.7の周波数特性からもわかるように低次元化した 2次の近似モデル
でも十分にその特性を記述できることがわかる。29次である制御対象の周波数特性は、実験によ
り取得した離散時間の入出力データから導出したものであり、離散時間データにおけるナイキスト
周波数に起因して高周波域はプロットされていないことに注意する。また、ゲインもノイズやアン
プの非線形性等に起因して近似モデルと若干異なっており、モデル化誤差をもつことがわかる。
　低周波域の周波数特性がフラットであるため、固有周波数より十分に低い帯域であれば、積分制
御などにより制御系の設計が可能となる。導出したモデルの伝達関数 P (s)は、
P (s) =
k(s2 + 2n!ns+ !
2
n)
s2 + 2d!d + !2d
(3.30)
ここで、k = 9:61  10 4、n = 0:843、!n = 382156、d = 0:164、!d = 62137 となる。導出し
たモデルは連続モデルとした。
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図 3.6: グラミアン
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3.4 システム同定実験（オフライン同定：負荷）
負荷変動を模擬し、出力端に負荷抵抗 0:98
、1:4
、 5:6
を接続し、同様の同定実験を行った。
同定モデルの周波数特性を図 3.8に無負荷状態と重ねて示す。同図より、抵抗負荷を接続すること
により減衰率が変化していることがわかる。表 3.1に各負荷時の減衰率と固有周波数を示す。
一例として抵抗負荷が 0:98
時のモデルを以下に示す。
P1(s) =
 0:0106(s+ 8:87 106)(s  2:47 105)
s2 + 2  0:201  6:12 104s+ (6:12 104)2 (3.31)
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図 3.8: 各負荷によるモデルの周波数特性
表 3.1: 各負荷時の減衰率と固有周波数 [rad/s]
無負荷　 5:6
 1:4
 0:98

減衰率 [%]　 0.164 0.167 0.180 0.188
固有周波数 [rad/s] 62137 60832 61543 61500
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本論文では実抵抗を元に実験を行った。ここでは抵抗負荷だけではなく、容量負荷、抵抗容量並
列負荷について述べる。詳細は岡田氏の卒業論文 [18]を参照していただきたい。図 3.9に各負荷時
の回路図を示す。また、状態方程式の A行列が負荷によって変わるため、その A行列のみを以下
に記す。
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（a）無負荷
（c）容量負荷 （d）抵抗容量並列負荷
（b）抵抗負荷
図 3.9: 各負荷での回路図
"
0 1=Co
 1=Lo  Ro=Lo
#
(3.32)
"
 1=CoRo 1=Co
 1=Lo  Ro=Lo
#
(3.33)
"
0 1=Co + CL
 1=Lo  Ro=Lo
#
(3.34)
"
 1=(Co + CL)RL 1=Co + CL
 1=Lo  Ro=Lo
#
(3.35)
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各負荷における周波数特性を図 3.10に示す。これは岡田氏の論文を参照しているため本研究装
置と実験条件は異なることに注意したい。図 3.10からわかるように、抵抗の種類によって周波数
特性が異なる。つまり負荷変動によって伝達関数が変化するため、常に同じ制御器では制御性能を
保持できない。このため、制御器設計に必要な対象のパラメータを逐次同定する必要がある。次節
に逐次同定法を記す。
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図 3.10: 各負荷における周波数特性
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3.5 システム同定実験（オンライン同定）
本節では、負荷変動や故障診断への制御器の適応性を考慮して、可変忘却要素を用いた逐次最小
二乗法に基づくオンライン同定を行う。可変忘却を用いる理由として、時変システムのパラメータ
推定を行う場合、過去のデータを指数的に忘却する手法が有効である。これは、制御対象の変動や
外乱などの誤差に応じて観測値に時間的重みをかけることで、その同定誤差が補償できるためで
ある。
3.5.1 逐次最小二乗（RLS）法
ここでは、まず逐次最小二乗 (Recursive Least Squares,RLS)法について述べる。システム同定
に用いる入出力データを、
fu(k); y(k) : k = 1; 2;   g (3.36)
とし、この入出力データを ARX(Auto-Regressive with eXogenous input)モデル
y(k) = T(k) + !(k) (3.37)
にフィッティングする。ただし、
 = [a1;    ; an; b1;    ; bn]T (3.38)
は同定すべき未知パラメータベクトルで、
(k) = [ y(k   1);    ; y(k   n); u(k   1);    ; u(k   n)]T (3.39)
は回帰ベクトルである。また、!(k)は白色雑音であり、nはモデル次数である。　いま、システム
同定のための評価規範として、
Jk() =
kX
i=1
k i(i)2(i) (3.40)
を用いる。ただし、(k)は時刻 iにおける予測誤差である。このような評価規範を定義することに
よって、未知パラメータ の推定値（^(N)）は決定される。ここで RLS法は、
^(N) =
 
NX
k=1
(k)T (k)
! 1 NX
k=1
(k)y(k)
!
(3.41)
に対し、行列 P (N)を、
P (N) =
 
NX
k=1
(k)T (k)
! 1
(3.42)
とおき、これを共分散行列と呼ぶ。すると、
P 1(N) = P 1(N   1) + (N)T (N) (3.43)
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が得られる。同様にして、
NX
k=1
(k)y(k) =
N 1X
k=1
(k)y(k) + (N)y(N) (3.44)
となる。式（3.38）から式（3.40）を式（3.37）に代入して変形を行うと、次のようになる。
^(N) = P (N)
 
N 1X
k=1
(k)y(k) + (N)y(N)
!
= ^(N   1) + P (N)(N)fy(N)  T (N)^(N   1)g (3.45)
式（3.39）、（3.40）が RLS法であるが、式（3.39）中の P (N)をオンラインで計算することは困
難である。そこで、逆行列補題を用いて、式（3.39）をオンライン計算が可能な形式に変形する。
ここで、逆行列補題とは、ある正則行列Aに対して次式が成立することをいう。
(A+BC) 1 = A 1  A 1B(I + CA 1B) 1CA 1 (3.46)
ここで、B、C は適切な次元の行列（あるいはベクトル）である。式（3.39）に逆行列補題を適用
すると、次式が得られる。
P (N) = P (N   1)  P (N   1)(N)
T (N)P (N   1)
1 + T (N)P (N   1)(N) (3.47)
さらに、式（3.41）の右辺第２項に含まれる P (N   1)(N)は、式（3.43）を用いると次のように
変形できる。
P (N)(N) =
P (N   1)(N)
1 + T (N)P (N   1)(N)(N) (3.48)
式（3.44）を式（3.41）に代入すると、
^(N) = ^(N   1) + P (N   1)(N)
1 + T (N)P (N   1)(N)(N) (3.49)
となる。ただし、
(N) = y(N)  T (N)^(N   1) (3.50)
このようにして導出された式（3.45）、（3.46）、（3.43）が RLS法である。
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3.5.2 可変忘却要素を用いた逐次最小二乗（VFF-RLS）法
さて、時変システムのパラメータ推定を行う場合、過去のデータを指数的に忘却する方法が有効
である。これは、現時刻 kより  サンプル以前の観測値に対して、 の指数重みをかける方法で
あり、評価規範
IN () =
NX
k=1
N k2(k) (3.51)
を最小化することに対応する。ここで、は忘却要素（forgetting factor）と呼ばれる 1以下の正数
である。過去のデータの影響を指数的に軽くし、結果的に新しいデータほど重視するようになる。
よって、(k)、y(k)の統計的性質の変化にすばやく対応できる。しかも、=lambdaを小さく（大
きく）するほど、過去のデータの影響が軽く（重く）なるので、の大きさを変えるだけで、どの
程度過去のデータを考慮するかを制御できる。一方、を小さくすることは最小二乗法で考慮する
データ数を減らすことを意味するので、推定誤差が大きくなってしまう。これは推定値の振動と
なって現れる。このことから、忘却要素 は、追従速度と推定誤差の大きさとのトレードオフで決
めなければならない。また、
 =
1
1   (3.52)
より過去の推測値に対する重みは約 0.3より小さくなるため、この  はメモリホライズンと呼ばれ
る。例えば、 = 0:995のときは、 = 200となる。すなわち、200個以上過去のデータに対する
重みは、0.3より小さくなり、それらのデータはほとんど利用されない。　モデルの同定に可変忘
k time(i)t
0.3
1.0
ik −λ
図 3.11: メモリホライズン
却要素を用いた逐次最小二乗（VFF-RLS）同定法を使用する。VFF-RLS法は次の評価関数を最
小にする最小二乗推定法を基にしている。
J() =
kX
i=1
k i(i)2(i) (3.53)
　ここで、は忘却要素で、(i)は時間 iでの予測誤差である。この忘却要素を可変にすることで、
過渡状態の場合は過去のデータを指数的に忘却することでそれらのデータに対する重みを減らすこ
とができ、逆に定常状態ではモデルの変動が少ないので、忘却要素を 1に近づけることで、過去の
データを積極的に利用することができる。
ここでは、可変忘却要素をもちいた RLS同定法のアルゴリズムをいかに示す。VFF-RLS法の手
順は以下の 5つの手順を繰り返す。
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 Step1：予測誤差の計算
(k) = y(k)  T (k)^(k   1) (3.54)
 Step2：適応ゲインの計算
K(k) =
P (k   1)(k)
(k   1) + T (k)P (k   1)(k) (3.55)
 Step3：パラメータ推定値の更新
^(k) = ^(k   1) +K(k)(k) (3.56)
 Step4：忘却要素の計算
(k) = 1  1  
T (k)K(k)
0
2(k) (3.57)
ここで (k) < min のとき (k) = min
 Step5：共分散行列の更新
P (k) =
1
(k)

1  T (k)K(k)P (k   1) (3.58)
minは忘却要素の下限値である。0は追従速度を決定するパラメータで、小さくすると追従性が
向上し、逆に大きくすると適応速度が減少する。
　つまり、定常状態では忘却要素を 1に近づけ、過渡状態では 1より小さくすることで積極的に観
測値を利用し同定する、といった動作をするので動的な変化に対する積極的な適応が可能となる。
　ここで幾つか注意点を述べておく。P (k)の更新式（3.58）において、(p  p)行列 K(k)T (k)
を先に計算すると、行列乗算 (K(k)T (k))P (k   1) で O(p3) の計算量が必要になる。そこで、
T (k)P (k   1)を先に計算した後、K(k)(T (k)P (k   1))を計算することで、O(p2)の計算量で
^(k)を逐次更新するので、計算量が削減できる。
　また、P (k)の初期値を P (0) = 0とすると、すべての時刻 kに対して K(k) = 0、P (k) = 0と
なってしまう。そこで、小さな正数 に対して、P (0) = I=と設定する。このとき、 = 0とする
と、初期値 P (0)の対角要素が無限大となってしまう。そこで、I の項の影響を抑えながら計算を
進行させるために、を例えば 10 3 程度の小さな値に設定する。
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3.5.3 VFF-RLSによる適応同定実験
　オフライン同定実験と同じ実験条件で、可変忘却要素を用いたオンライン適応同定実験を行っ
た。メモリホライズンを最短でも 10は確保するために、忘却要素の下限値を 0.9とした。得られ
た入出力信号の一部を図 3.12に示す。この信号はオフライン同定で得られた入出力信号を信号処
理したものとなっている。オンラインでデシメーション処理はできないため、今回はデシメーショ
ン処理を行った後の信号となっている。また、適応同定で得られたモデルに対する同一入力に対
する実験出力とモデル出力の比較を図 3.13にそれぞれ点線、実線で重ねて示す。オフライン同定
での同一入力に対する実験出力とモデル出力の比較において、後半 1周期に対する二乗誤差和は
1:09 103であったのに対し、可変忘却要素を用いた適応同定では 7:80 102とオフライン同定よ
り約 28%誤差が減少した。これより、オフライン同定よりフィッティング率が向上したと言える。
また、得られた同定パラメータの周波数特性をオフライン同定結果と比較する。これを図 3.14
に示す。実線がオフライン同定、点線がオンライン同定結果で示す。オンライン同定では逐次パラ
メータが変化してしまうので、今回は定常状態 100個のパラメータの平均値としている。すると、
非常にオフライン同定モデルと一致しており、可変忘却要素を用いた適応同定法が有効であり、正
確であることが確認できた。
　ここから、オンライン同定に用いる ARXモデルの各パラメータ（a1; a2; b1; b2）の検証を行う。
ARXモデルは、
(1 + a1z
 1 + a2z 1)y(k) = (b1z 1 + b2z 1)u(k) + e(k) (3.59)
である。各パラメータ（a1; a2; b1; b2）の時間変化を図 3.15に示す。図 3.15の離散時間同定パラ
メータである定常状態 100個の平均値は、(
a1 =  1:147; a2 = 0:7163
b1 = 3:165; b2 = 0:9635　
となる。この値を真値として、図 3.16に重ねて示す。また、オフライン同定で得られた離散時間
同定パラメータは、 (
a1 =  1:128; a2 = 0:7031
b1 = 3:209; b2 = 0:9958　
であり、よく一致しており精度よく同定できていることが確認できる。図 3.16は図 3.15の過渡状
態の拡大図であるが、300step程度で素早く各パラメータが収束していることが確認できる。また、
忘却要素の時間変化を図 3.17に示す。これより忘却要素の全域で高い忘却率を示しており、これ
が同定パラメータの早期収束に寄与したものだと考えられる。
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図 3.12: 入出力信号
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図 3.13: 同一入力による実験出力とモデル出力の比較
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図 3.14: 同定モデルの周波数特性の比較
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図 3.15: オンライン同定パラメータ
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図 3.16: オンライン同定パラメータ（過渡状態）
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図 3.17: 忘却要素の変化
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第4章 ディジタル制御に基づくスイッチング
電源のフィードバック制御実験
4.1 ディジタル制御に基づくフィードバック制御実験
前章でのオフラインシステム同定実験により、DPWMスイッチング電源の数式モデルを求める
ことができた。本章では、得られたモデルより、制御系を設計し目標値応答を確認する。
　制御対象であるスイッチング電源は前章で述べたように伝達関数
Pn(s) =
2:88 1010
s2 + 2  0:163  6:16 104s+ (6:16 104)2 (4.1)
で表される。制御器を設計するにあたって制御系を図 4.1のブロック図とする。図 4.1中の記号を
定義する。rvolt[digit]：連続目標電圧、rbin[digit]：離散目標電圧、ebin[digit]：フィードバック誤
差、ubin[digit]：入力Duty、ybin[digit]：離散出力電圧、yvolt[V ]：連続出力電圧である。制御器を
定常偏差補償のある積分補償として、サンプリング時間は 3:41sとした。連続系の制御器は、
C(s) =
ubin
ebin
(4.2)
となるので、これを双一次変換により離散化すると、
C(z 1) :
(
x(k + 1) = adx(k) + bdebin
ubin = cdx(k) + ddebin
ad = 1; bd = 0:0625; cd = 0:0437; dd = 0:0014 (4.3)
となる。設計したパラメータでフィードバック実験を行った。実験条件として、目標値を 600[digit]、
制御器を積分補償、入力電源電圧を 12.0[V]、制御帯域を 1000[Hz]、無負荷とする。ステップ応答波
形を図 4.2に示す。実線がシミュレーション結果、点線が実験結果となる。入力信号として PWM
Duty、出力信号として出力電圧をみる。PWM Dutyではシミュレーションと実験結果にずれが生
じているが、これは連続量から離散化したときに発生するモデル化誤差であると考えられる。ま
た、出力電圧では振動が発生していることが確認できる。これは、入力信号である PWM Dutyの
切り替わりによるものである。出力振動の解析については、第 5章で述べる。
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図 4.1: フィードバック制御系のブロック図
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図 4.2: ステップ応答波形
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4.2 外乱オブザーバに基づく内部モデル制御 (DIMC)法
4.2.1 内部モデル制御 (IMC)法
内部モデル制御 (IMC)はM.Morariによって提唱されたプロセス制御系に対する制御法である。
これはH2制御やスミス予測制御に関連しており、Youlaのパラメトリゼーションを基本とした具
体的なプロセス制御系の設計法としてまとめられている。
　この内部モデル制御系のブロック線を図 4.3に示す。P (s)、Pn(s)は制御対象とそのノミナルモ
デルを表す。ここで sはラプラス演算子を表す。F (s)は定常ゲインが 1のローパスフィルタであ
り、IMCコントローラ F (s) P 1n (s)を物理的に実現させるため、この伝達関数がバイプロパー
となるように選択する。例えば、Pn(s)の相対次数を nとすると、
F (s) =
1
(is+ 1)n
(4.4)
となる。この場合、制御対象が既知とすると、IMCの設計パラメータはフィルタの帯域幅 1=i[rad=s]
のみであり、設計および調整が容易な点が利点である。また、この制御構成からわかるように、IMC
ではモデル化誤差がなく、かつ外乱が存在しなければ、目標値 rから出力 yまでの伝達関数は F (s)
となる。すなわち、フィードバックループがなく直列補償器によるオープンループ駆動である。こ
れに対して、モデル化誤差や外乱 dが存在する場合にのみ、P (s)と Pn(s)の出力の差分を利用し、
フィードバックにより誤差補償が行われる。
+
-
-
+
+
-
d
r y
F(s)・P
n
-1(s) P(s)
P
n
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図 4.3: 内部モデル制御系のブロック図
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4.2.2 外乱オブザーバに基づく内部モデル制御 (DIMC)法
外乱オブザーバ
制御対象が積分特性を有している場合、IMCではステップ外乱に対して常に追従誤差が生じて
しまう。本節では、IMCに外乱オブザーバを導入する [16][17][19] ことで、上記した問題を解決す
る。この手法の特徴として、制御対象の逆特性を利用したオープンループ駆動ベースの制御系で構
成され、モデル化誤差と外乱に対してのみフィードバック補償が行われる。これにより、目標値に
対してオーバーシュートが皆無であり、かつ制御対象のノミナルモデルさえ高精度に同定できれば
制御帯域を極めて広帯域化することができ、安定化、ノイズ特性にも優れるという特徴を有する。
　外乱オブザーバは、制御入力と出力情報から制御対象に加わる外乱を推定でき、それをフィード
バックすることで外乱補償を行うことが可能である。
　外乱オブザーバのブロック図を図 4.4(a)に示す。ここで、外乱を d、入力を iref、制御対象の伝
達関数を P、そのノミナルモデルを Pn、出力を yとすると、
d = iref   P 1n y (4.5)
となるため、入力と制御対象の逆特性から外乱 dが計算できる。しかし、制御対象に積分特性を含
んでいる場合、出力の微分演算が必要となるためその実現は難しく、仮に可能であったとしても、
高周波でハイゲインとなるため、観測ノイズの影響を非常に受けやすくなる。そこで一例としては
次式に示すように、dにローパスフィルターを通して得られる出力 d^をその推定値とする。また、
nは F  P 1n がプロパーになるように決定する。
d^ = Fd  d = 1
(is+ 1)n
d (4.6)
これを図示したものが図 4.4(b)である。この点線で囲まれた部分は、制御対象への入力および出力
から外乱を推定するため、外乱オブザーバと呼ばれる。このとき、外乱オブザーバの極は式 (4.6)
のローパスフィルタの極に相当するため、フィルタの時定数をできるだけ小さくすることで遅れの
少ない推定値を得ることができる。しかし、実際にあまりに小さくしすぎると、観測ノイズや制御
対象のモデル化誤差などの影響を受け、正しい推定が行えなくなるためその決定にトレードオフは
避けられない。また、本手法では、図 4.4(b)の等価ブロック図として図 4.4(c)を用いる。
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図 4.4: 外乱オブザーバのブロック図
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外乱オブザーバに基づく内部モデル制御 (DIMC)法
外乱オブザーバに基づく内部モデル制御（DIMC）法のブロック図を図 4.5に示す。このDIMC
の構造は極めて IMCに類似している。モデル化誤差および外乱が存在しない限り、フィードバッ
ク補償が働かない。したがって DIMCはオープンループ駆動型という特長を有している。フィー
ドバック部分を外乱オブザーバとみなすことができ、DIMCと同様の制御性能を得ることができ
る。さらに外乱オブザーバのフィルタを Fd としたときの入出力関係は、
y =
F (s)P (s)P 1n (s)
1  Fd(s) + Fd(s)P (s)P 1n (s)
r +
(1  Fd(s))P (s)
1  Fd(s) + Fd(s)P (s)P 1n (s)
d (4.7)
P (s) = Pn(s)のとき
y = F (s)  r + (1  Fd(s))P (s)  d (4.8)
さらにフィルタを、
Fd(s) =
(n+ 1)dos+ 1
(dos+ 1)n+1
(4.9)
と置くことで伝達特性は 1つの微分特性が残る。したがって、ステップ外乱に対して定常偏差は補
償される。
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u
図 4.5: 外乱オブザーバに基づく内部モデル制御系
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4.3 DPWMスイッチング電源に対するDIMCの導入
DPWMスイッチング電源にDIMCを導入するにあたって、システムのコーデックの簡単化のた
めに DIMCを 2入力 1出力として状態空間実現する。図 4.6のように入力には r; yの 2信号、出
力には ubin の 1信号とした。ここで、P 1n (s)F、Pn(s)を以下に示す。
P 1n (s)F :
(
_xf = Afxf +Bfr1
r2 = Cfxf +Dfr1
P 1n (s) :
(
_xp = Apxp +Bpu
yp = Cpxp +Dpu
以下に P 1n (s)F、Pn(s)を用いて、2入力 1出力にした拡大システムの状態方程式を書く。ここで、
使用している信号名は図 4.6を基にしている。
r2 = Cfxf +Dfr1 (4.10)
= Cfxf +Df (r   (y   yp))
= Cfxf +Dfr  Dfy +Dfyp
= Cfxf +Dfr  Dfy +Df (Cpxp +Dpu)
= Cfxf +Dfr  Dfy +DfCpxp +DfDpu
=
h
DfCp Cf
i " xp
xf
#
+
h
Df  Df
i " r
y
#
+DfDpu
= u
これが出力方程式となる。ただし、DfDpuの項であるが、D項の値が他の項と比べ十分小さいた
め、0と近似している。
_xf = Afxf +Bfr1 (4.11)
= Afxf +Bf (r   (y   yp))
= Afxf +Bfr  Bfy +Bfyp
= Afxf +Bfr  Bfy +Bf (Cpxp +Dpu)
= Afxf +Bfr  Bfy +BfCpxp +BfDpu)
ここで、BfDpuの項だが、DfDpuの項と同様に 0と近似した結果を次式に用いている。また、u
に式 (4.11)を代入すると、
_xp = Apxp +Bpu (4.12)
= Apxp +Bp(Cfxf +Dfr  Dfy +DfCpxp)
= Apxp +BpCfxf +BpDfr  BpDfy +BpDfCpxp
となる。これらより、2入力 1出力の状態方程式は以下のように与えられる。
u =
h
DfCp Cf
i " xp
xf
#
+
h
Df  Df
i " r
y
#
(4.13)
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図 4.6: 2入力 1出力拡大システム
"
_xp
_xf
#
=
"
Ap +BpDfCp BpCf
BfCp Af
#"
xp
xf
#
+
"
BfDf  BpDf
Bf  Bf
#"
r
y
#
(4.14)
このように求められた拡大システムの状態方程式の各行列を、双一次変換により離散化する。そ
して行列のノルムが等しくなるように平衡化実現する。
4.3.1 シミュレーション結果
DPWMスイッチング電源に DIMCを導入する。導入するにあたって、シミュレーションを行
う。DIMCをDPWMスイッチング電源へ適応したブロック図を図 4.7に示す。ここでフィルタを、
F (s) = Fd(s) =
1
(s+ 1)2
(4.15)
とする。 = 1=!c = 1=(2 2 1000)とする。この場合、制御系の帯域幅は 1kHzである。図 4.7
で使用されている記号について述べる。ゲインは電圧の変換ゲイン (212=6:41) = 639であり、P (s)
は制御対象、Pn(s)は制御対象のモデル、Fd(s)は外乱オブザーバのフィルタである。また、Pnお
よび P 1n F のパラメータは以下のようになる。
Pn :
8>><>>:
ad =
"
0:913  0:0945
0:428 0:979
#
; bd =
"
0:957
0:214
#
cd =
h
0:161 0:743
i
; dd = 0:0804
P 1n F :
8>><>>:
af =
"
0:917  0:0315
0:0536 0:999
#
; bf =
"
0:0599
0:00168
#
cf =
h
0:000344 0:0664
i
; df = 0:00548:
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図 4.7: DIMCブロック図
DIMCでのシミュレーション結果を図 4.8に示す。シミュレーション条件は、サンプリング時間
3.41s、目標値は 1V、外乱として 3msに入力Duty5%相当のステップを印加している。比較対象
として、制御帯域を同程度にした積分制御の結果を重ねて示す。赤が DIMC、青が積分制御とな
る。図 4.8より、目標値に対していずれも定常偏差なく追従している。整定時間は、積分制御が
0.48msに対し DIMCが 0.38msとなっており、追従性が約 10%向上していることがわかる。
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図 4.8: DIMCと積分制御のシミュレーション結果
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4.3.2 DIMCの実験結果
本節では、制御系として DIMCを DPWMスイッチング電源に適応し実験した結果を示す。実
験条件として、目標値を 639[digit]、制御器をDIMC、入力電圧を 12.0[V]、制御帯域を 1000[Hz]、
サンプリング時間を 3.41s、無負荷とした。また、制御対象モデルは、前章（オフライン同定実
験）で導出したものを用いた。ステップ応答実験の結果を図 4.9に示す。比較対象として積分制御
器での実験結果を重ねて示す。赤がDIMC、青が積分制御となる。図 4.9より、目標値に対してい
ずれもシミュレーションと同様に定常偏差なく追従していることが確認できる。整定時間は、積分
制御が 0.49ms、DIMCが 0.38msとなっており、追従性が約 10%向上していることがわかる。ま
た、図 4.10に図 4.9の定常状態の拡大図を示す。赤が DIMC、青が積分制御であるが、図 4.10中
の丸で囲んだ箇所で PWMDutyが不規則に振動しているのが確認できる。これによって、出力電
圧の peak-peak電圧が小さくなっている。この原因に関しては現在検証中である。DIMCの制御
構造が何らかの影響を及ぼしていることが考えられる。
　また、DIMC、積分制御に対して広帯域化を行った。実験条件としては、帯域幅を積分制御の限
界である 2500Hzにした。帯域幅以外の条件は先と同様である。図 4.11に実験結果を示す。積分制
御は、オーバーシュートが 11.6%、整定時間が 0.38msとなった。それに対してDIMCでは、オー
バーシュートが発生せず、整定時間は 0.14msとなった。オーバーシュート、整定時間から DIMC
の優れた応答性が伺える。
　さらに、帯域幅を 5000Hzにした場合の結果を図 4.12に示す。ここでは、DIMCのみを示す。
オーバーシュートが 4.4%、整定時間が 0.068msとなった。オーバーシュートが出ているものの、
良好な結果を得ることができた。不安定零点がある場合に現れる制御入力のアンダーシュートが見
られる。DIMCを構成するために P 1(s)を用いるため、システム同定結果では不安定零点は無い
ものとしているが、実際の装置では存在するためアンダーシュートが現れると考えられる。しか
し、出力波形を安定にするための入力であり、許容できる範囲であるため、問題ないと考える。
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図 4.9: DIMCと積分制御の実験結果（ステップ応答）
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図 4.10: ステップ応答波形の定常状態
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図 4.11: 広帯域化におけるステップ応答
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図 4.12: 5kHzでのステップ応答（DIMC）
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4.4 DIMCに対する適応機構の導入
4.4.1 DIMCに対する適応機構の導入
出力側の負荷変動に対するオフライン同定実験結果から、可変忘却要素を用いた逐次最小二乗
(VFF-RLS)法に基づく逐次同定法を 3.5節で導入した。ここでは、抵抗負荷によってモデル化誤
差が生じるため DIMCに適応機構を導入することを考える
　同定モデルに 2次の ARXモデルを用いた場合について考える。ARXモデルは式誤差モデルの
一つで、次式で表せる。
A(q)y(k) = B(q)u(k) + w(k) (4.16)
ここで、qはシフトオペレータ、w(k)は外乱項である。また、ARXモデルは最小二乗法にとって
都合のいいモデルで、出力の一段予測値が推定値に対して線形な関係式で記述できる。
　同定モデルが 2次系に提示減価できた場合、制御対象 Pn(z)は、
Pn(z) =
b1z
 1 + b2z 1
1 + a1z 1 + a2z 1
(4.17)
と表すことができる。そして、双一次変換
z 1 = e sTs =
1  sTs=2
1 + sTs=2
(4.18)
を用いて、Pn(z)を変形すると、
Pn(s) =
4(b1+b2)
T 2s (1 a1+a2)  
4b2
Ts(1 a1+a2)s+
b2 b1
1 a1+a2 s
2
s2 + 4(1 a2)Ts(1 a1+a2)s+
4(1+a1+a2)
T 2s (1 a1+a2)
(4.19)
となる。Ts はサンプリング時間である。ここで、
 =
4(1  a2)
Ts(1  a1 + a2) (4.20)
 =
4(1 + a1 + a2)
T 2s (1  a1 + a2)
(4.21)
K =
4(b1 + b2)
T 2s (1  a1 + a2)
(4.22)
として、制御対象のモデルを
P (s) =
K
s2 + s+ 
(4.23)
とすることで、同定した離散時間パラメータから連続時間パラメータに変換する。
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4.4.2 VFF-RLSで導出したパラメータからの制御器設計
外乱オブザーバはモデル化誤差をと外乱を補償し外乱オブザーバのノミナルモデル Pn1(s) を
P (s)に近づける。したがって、Pn1(s)の適応化を行わず、フィードフォワードのノミナルモデル
Pn2(s)だけを適応させる。ここで、Pn1(s)と Pn2(s)とのミスマッチによって発生する定常偏差を
補償する補正ゲイン ka を、
ka = Pn2(0)  P 1n1 (0) (4.24)
とする。
　前節で導出した同定パラメータから、DIMCのフィードフォワード (FF)コントローラF (s)P 1n2 (s)
の更新手順について述べる。また、適応機構を含む DIMCのブロック図を図 4.13に示す。
 Step1：制御入力 upwm から出力 vout までを VFF-RLSで同定する
 Step2：同定した離散系モデルを連続系に変換する
 Step3：連続系モデルの 、、K（前節参照）を用いて FFコントローラを更新する
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図 4.13: 適応機構を含む DIMCのブロック図
　 Step1で制御対象 P(s)の未知パラメータ a1; a2; b1; b2 を導出することで 2次の ARXモデルを
導出する。Step2については、前節で記述済みであるが、双一次変換を用いて連続系へ変換する。
Step3では、同定した未知パラメータを用いて次式の FFコントローラを更新する。
F (s)P 1n2 (s) =
1
cs+ 1
s2 + s+ 
K
(4.25)
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4.4.3 適応DIMCにおける実験結果
本節では、モデルベースド制御である DIMCのオンラインでのモデル更新に適応同定法である
VFF-RLSを導入する。モデル化誤差に対する適応機構の影響を検討するために、制御対象のゲイ
ンと減衰率を変化させる。本研究の制御対象の出力端に抵抗負荷を付加してシステム同定実験を 3
章で行った。これより抵抗負荷の抵抗値を 0:98
から 5:6
、そして無負荷と変化させ、その結果
から伝達関数を導出した。導出した伝達関数から、ゲインと減衰率に着目すると抵抗値の変化に
よって無負荷状態から比べゲインは減少、減衰率は増加している。
　したがって、無負荷状態の伝達関数から、減衰率を 30%増加、ゲインを 30%減する P (s)でシミュ
レーションを行う。シミュレーション条件はサンプリング時間 3.41s、コントローラに含まれる
フィルタ帯域幅を 1000 Hzとした。パラメータ更新時間は 27.3 msとした。そのときのシミュレー
ション結果を図 4.14、図 4.15、図 4.16、図 4.17に示す。図 4.14では適応を 5ステップ行った結果
を示す。各ステップでのオーバーシュートを表 4.1に示す。これより VFF-RLSによりパラメータ
を適応するごとにオーバーシュートが減少していることが確認できる。図 4.15に適応機構を含ま
ない DIMC（点線）、適応機構を含む DIMCで矩形波の 5ステップ目（実線）、Pn1(s)、Pn2(s)の
ゲインを 0.7倍、減衰率を 1.3倍にしたもの（破線）を示す。図 4.13において、P (s)が負荷変動に
より Pn1(s)、Pn2(s)とモデル化誤差が生じた場合、まず外乱オブザーバによりフィードバック補
償が行われる。外乱オブザーバのノミナル化により Pn1(s)は P (s)に近づく。P (s)と Pn1(s)を含
めて同定対象とし Pn2(s)にのみ適応機構でパラメータ推定を行う。これにより Pn2 は P (s)に近
づく。VFF-RLSによる適応化によって Pn2(s)が P (s)になっているか検討するために、意図的に
Pn2(s)のゲインを 0.7倍、減衰率を 1.3倍にしたものを示す。適応前と適応後のオーバーシュート
量、整定時間、破線と比べた平均二乗誤差（MSE）の比較を表 4.2に示す。これより応答やMSE
が向上していることが確認でき、出力端の負荷変動によるモデル化誤差に対応できることがわかっ
た。
　図 4.16よりARXモデルで同定した離散時間同定パラメータの真値と平均値を表 4.3に示す。こ
こで、真値は一括最小二乗法の結果であり、平均値は定常 100個のデータの平均値とする。各パラ
メータは 1ステップで収束していることが確認できる。a1、a2 は極に相当するため同定しやすい
ため、真値と近い値となっているが、b1、b2はゼロ点に相当するため同定しにくく、真値と値がず
れている結果となった。
　図 4.17より ARXモデルで同定した連続時間同定パラメータの真値と平均値を表 4.4に示す。1
ステップで各パラメータは定常に収束していることが確認できる。K1は伝達関数の定常ゲインで
あるが、真値とずれている。これは離散時間同定パラメータ b1、b2 の値がずれたことに起因する
ことが考えられる。極である p1、p2 は真値と近い値となっている。
　このVFF-RLSを用いた同定法は閉ループで行なっているため雑音信号や入出力信号が相関を持
つこと、また入出力信号以外の外乱を必要とするため容易ではない。また、本論文では VFF-RLS
を適応機構として適用したが、遺伝的アルゴリズムなどの適応機構も含めて検討されたい。
表 4.1: 各ステップにおける定量的評価
1 step 2 step 3 step 4 step 5 step
Adaptation 10% 4.6 % 4.58% 4.57% 4.55%
No adaptation 4.85% 4.85% 4.85% 4.85% 4.85%
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表 4.2: 定量的評価
Overshoot [%] Settling time [ms] MSE [%]
1 step 10 0.535 4.4
5 step 4.55 0.348 0.11
表 4.3: 離散時間同定パラメータ
a1 a2 b1 b2
真値 -1.128 0.7031 3.209 0.9958
平均値 -1.9170 0.9263 0.0577 0.0138
error 69 % 31% 98 % 98 %
表 4.4: 連続時間同定パラメータ
K1 p1 p2
真値 2:88 1010  1:00 104  1:00 104
平均値 6:39 109  1:12 104  1:12 104
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第5章 ディジタル制御電源の出力電圧振動低
減手法
5.1 目標電圧変化に対する電圧振動特性
本節では、前章で問題となった電圧振動を解析するために目標電圧に対する電圧振動特性を解
析する。ここで、電圧振動の定義は、出力電圧の定常状態での最大値と最小値の差つまりピーク
ツーピーク電圧とする。まず、制御対象を図 5.1のように考える。入力電圧を vin、PWM Dutyを
upwm、入力分割数を npwm とすると入力分解能upwm は、
upwm =
vin
npwm
=
12
210
= 11:7[mV=digit] (5.1)
となる。同様に出力分解能を考える。出力電圧を vout、出力分割数を nout、各出力チャンネルの定
格電圧を vout max とすると出力分解能vout は、
vout =
vout max
nout
=
6:41
212
= 1:57[mV=digit] (5.2)
となる。入出力分解能の比をとると、
upwm
vout
=
11:7
1:57
= 7:49 (5.3)
となる。つまり upwm：1[digit]の変化で vout：7.49[digit]変化することが理論上求めることができ
る。
これを示すために実験検証を行い、その結果を図 5.2に示す。実験条件としては目標値 vref は可
変であり、入力電圧 vinは 12[V]固定としている。これは目標値に対する電圧振動特性であり、横
軸が目標値、縦軸が定常状態の振動電圧となっている。実験結果から 7～8[digit]間隔で振動電圧
が最小となる目標値が離散的に存在していることが分かる。これにより理論値は検証できた。
50
12 Vvin
Plant
uPWM vout
一定
分割数:nPWM 分割数:nout
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5.2 入力電圧変化に対する電圧振動特性
本節では入力電圧変化に対する電圧振動特性を解析する。実験条件としては目標値 vref は固定
であり、入力電圧 vinを可変としている。入力電圧に対する電圧振動特性を図 5.3に示す。横軸が
入力電圧 vin、縦軸が定常状態の振動電圧となっている。upwm が整数値となる入力電圧 vin で振
動が最小となることがわかる。入出力関係を示すと、
vout
vin
npwm
=
vout
vin
210
= upwm (5.4)
となる。upwm が整数値となるとき振動が最小となる。上式を vin について変形すると、
vin = 2
10  vout
upwm
(5.5)
となる。これから、upwmの理論値と実験値には 4digitのオフセットが発生していることがわかる。
　入力電圧 vin が変動しても、出力電圧 vout の振動が最小となるよう、目標電圧 vref を調整する
手法を提案する。
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図 5.3: 入力電圧に対する電圧振動特性
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5.3 ディジタル制御電源の出力電圧振動低減手法
この節では、振動低減手法を提案し、実験検証を行う。ディジタル制御電源に特有の入力電圧変
動と AD変換・DA変換分解能に起因する出力電圧振動の低減に関する提案である。すなわち、入
力電圧が変動しても、出力電圧の振動が最小となるような目標電圧を調整する手法である。
　以下で用いる記号を図 5.4のブロック図を用いて定義する。入力電圧を vin[V]、制御入力はPWM
スイッチングの ON-OFF Duty 比で upwm[%]、制御量は出力電圧であり vout[V] とする。また、
upwm[%]に対する分割数を npwmとし、そのディジタル値は upwm[digit]で表すこととする。同様
に vout[V]に対する分割数を noutとし、そのディジタル値は vout[digit]とする。対応する目標電圧
も同一の分解能とし、それぞれ vref [V]、vref [digit]とする。以下では、vin[V]と vref [V]が与えら
れた状態で、vref [digit]を与える方法について示す。
　前準備として目標値と入力電圧に対する電圧振動特性を解析した。これらからPWM Duty：1digit
分を見てみると、最適入力電圧差分値と目標値の最適差分はそれに相当することがわかるはずであ
る。また低減手法としては、スイッチング電源では入力電圧が負荷によって変動するため目標値を
補正することで振動を最小化するという流れである。
　まず、本研究室により提案されているの低減手法を説明する。この手法は、現在の入力電圧 vin[V]
と目標値 vref [V]から電圧振動が最小となる最適目標値 vref [digit]を与える方法である。その手順
について説明する。まず、出力電圧 voutの振動が最小となる目標電圧 voptref [V]を導出する。ここで、
積分補償のある制御器によりフィードバック制御を行っているときは、定常時の目標電圧と出力電
圧は一致する（vref = vout）ことに注意する。入力分解能は、vin[V]=npwm[digit]となることに着
目すると、目標電圧はその定数倍のとき振動は最小となるため、連続量での最適目標電圧 voptref [V]
は、
voptref [V] = n[digit] 
vin[V]
npwm[V]
(5.6)
となる。次に連続量である voptref [V]から離散量である v
opt
ref [digit]へ単位変換する。ここでは、出力
電圧分解能 vout max[V]=npwm[digit]を考慮し、
voptref [digit] =
voptref [V]
vout max[V]
nout[digit]
=
n[digit]  vin[V]npwm[digit]
vout max[V]
nout[digit]
(5.7)
となる。この目標電圧は整数値である必要があるため、整数化する。
vopt intref [digit] = round
24n[digit]  vin[V]npwm[digit]
vout max[V]
nout[digit]
35 (5.8)
これが、入力電圧を考慮した出力電圧振動が最小となる目標電圧指令値となる。以上を考慮し、出
力電圧の振動が最小となる目標電圧指令の与え方を以下に示す。
　 a)目標電圧を入力分解能で除算し、整数化する
n[digit] = round
24 vref [V]
vin[V]
npwm[digit]
35 (5.9)
　 b)この整数値 nを利用し、次式により、目標電圧指令値を与える。
vopt intref [digit] = round
24n[digit]  vin[V]npwm[digit]
vout max[V]
nout[digit]
35 (5.10)
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図 5.4: ディジタル制御電源のブロック図
　以上より、入力電圧を検出できれば入力分解能と出力分解能を考慮することにより出力電圧の振
動が最小となる目標電圧を与えることができる。この２つの演算式を、目標電圧を与えるポイント
に付加することで、目標電圧近傍の振動が最小化する出力電圧を得ることが出来る。本制御形のブ
ロック図を図 5.5に示す。
　次に、提案手法の有効性を実験検証した結果について示す。実験条件としては、目標電圧が
vref [V] = 1V、vref [digit] = 639で、入力分割数が npwm = 210、出力分割数が nout = 212である。
また、電圧振動が最小となる条件は入力電圧 vinを 12.05[V]、目標値 vref を 639[digit]である。この
場合、従来法でも目標電圧は出力分解能のみを考慮するため、vref [digit] = 1V=(6:41V=212digit) =
639[digit]となり最小振動である。出力電圧の応答波形を図 5.6に示す。同図より、制御入力であ
る PWM Duty比が一定となっており、これにより出力電圧も振動が最小となっていることが確認
できる。次に振動が増大するように入力電圧を 0.07[V]減少（図 5.3参照）させて vin = 11:98[V]
とする。目標電圧補正無しでの応答を図 5.7赤線に示す。目標電圧補正が無いため、電圧振動が
39:3mVp p に増大している。これに対して、提案の目標電圧補正を行った場合、a)より、
n[digit] = round
24 vref [V]
vin[V]
npwm[digit]
35 = round  111:98
210

= round[85:48] = 85 (5.11)
b)に代入して、
vopt intref [digit] = round
24n[digit]  vin[V]npwm[digit]
vout max[V]
nout[digit]
35 = round 85  11:982106:41
212

= round[635:44] = 635(5.12)
となり、従来法に対して目標値が 639-635=-4[digit]だけ修正（減少）される。このときの出力電
圧波形を図 5.7青線に示す。制御入力 Dutyが一定であり、その結果出力電圧振動が 9:42mVp p
まで低減できていることが確認できる。従来法と比較し、約 76%の振動低減が達成できる結果と
なった。
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図 5.5: 振動低減補正ありのディジタル制御電源のブロック図
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図 5.6: 最適入力電圧での応答波形
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図 5.7: 入力電源変動による出力電圧振動の増大（目標電圧補正なし）
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5.4 入力電圧が変動する場合に対するディジタル制御電源の出力電
圧振動低減手法
この節では、図 5.9のように入力電圧が同じ upwm値において変動した場合を考える。その場合
前節で提案した方法は応用できないため、以下では新たな手法を提案する。
　以下で用いる記号を図 5.4のブロック図を用いて定義する。この手法は最適入力電圧差分値vin
から最適目標値補正量 vref を与える方法である。その手順について説明する。まず、電圧振動が
最小となるような入力電圧の最適値 vin opt[V]の事前情報が必要である。そのため事前に入力電圧
に対する振動特性図を取得する必要がある。
　次に、入力分解能を考慮して、現在の入力電圧 vin[V]と事前測定した入力電圧 vin opt[V]の差
分値vin から最適 PWM Dutyとなる Duty補正量 ucolpwm を導出する。
ucolpwm[digit] = round
24 vref [V]
vin[V]
npwm[digit]
  vref [V]
vin opt[V]
npwm[digit]
35
= round

npwm[digit]vref [V]  ( 1
vin[V]
  1
vin opt[V]
)

(5.13)
そして導出したDuty補正量から最適目標電圧となる目標値補正量vcolref を導出する。このとき入
出力電圧分解能を考慮すると、
ｖ vcolref [digit] = round
24ucolpwm[digit]  ( vin[V]npwm[digit]vout max[V]
nout[digit]
)
35
= round

vref [V]
(vout max=nout)[V=digit]
(1  vin[V]
vin opt[V]
)

(5.14)
となる。これが、入力電圧を考慮した出力電圧振動が最小となる目標電圧補正量となり、補正する
ことで出力電圧の振動を最小化する。
　以上より、入力電圧を検出できれば入力分解能と出力分解能を考慮することにより出力電圧の振
動が最小となるよう目標電圧を補正することができる。この２つの演算式を、目標電圧を与えるポ
イントに付加することで、目標電圧近傍の振動が最小化する出力電圧を得ることが出来る。本制御
形のブロック図を図 5.10に示す。
　次に、提案手法の有効性を実験検証した結果について示す。実験条件としては、目標電圧が
vref [V] = 1V、vref [digit] = 639で、入力分割数が npwm = 210、出力分割数が nout = 212である。
また、電圧振動が最小となる条件は入力電圧 vinを 12.05[V]、目標値 vref を 639[digit]である。この
場合、従来法でも目標電圧は出力分解能のみを考慮するため、vref [digit] = 1V=(6:41V=212digit) =
639[digit]となり最小振動である。出力電圧の応答波形を図 5.11に示す。同図より、制御入力である
pwm Duty比が一定となっており、これにより出力電圧も振動が最小となっていることが確認でき
る。次に振動が増大するように入力電圧を 0.07[V]減少（図 5.3参照）させて vin = 11:98[V]とする。
目標電圧補正無しでの応答を図 5.12に示す。目標電圧補正が無いため、電圧振動が 40:82mVp p
に増大している。これに対して提案法の目標値補正を行った場合、まず Duty補正量を求めると、
ucolpwm[digit] = round

npwm[digit]vref [V]  ( 1
vin[V]
  1
vin opt[V]
)

= 0 (5.15)
目標値補正量を求めると、
ｖ vcolref [digit] = round

vref [V]
(vout max=nout)[V=digit]
(1  vin[V]
vin opt[vV]
)

= 4 (5.16)
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となり、従来法に対して目標値が 639-635=-4[digit]だけ修正（減少）される。このときの出力電圧
波形を図 5.13に示す。制御入力 Dutyが一定であり、その結果出力電圧振動が 9:42mVp pまで低
減できていることが確認できる。従来法と比較し、約 77%の振動低減が達成できる結果となった。
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図 5.8: 入力電圧に対する電圧振動特性
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図 5.9: 振動低減補正ありのディジタル制御電源のブロック図
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図 5.10: 最適入力電圧での応答波形
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図 5.11: 入力電源変動による出力電圧振動の増大（目標電圧補正なし）
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図 5.12: 目標電圧補正による出力電圧振動の低減
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5.5 リミットサイクル振動低減手法に対する考察
本章では、前章で示したリミットサイクル振動低減手法に対する考察を加える。まずはじめに、
出力端の負荷状態を変化させた場合について、次に入力分解能に関する考察、次に入力電圧の検出
分解能、最後に入力電圧の推定法を示す。
5.5.1 負荷状態の変化に対する考察
本節では、開発したディジタル制御スイッチング電源の出力端に抵抗負荷を付加した場合のリ
ミットサイクル低減手法に対する考察を記述する。負荷変動におけるリミットサイクル振動の変化
を検証していく。本実験では、負荷抵抗として電子負荷装置（KIKUSUI PLZ 164WA）を使用し
た。抵抗値は 1
とした。
　提案手法の有効性を実験検証した結果について示す。実験条件としては、目標電圧が vref [V] = 1V、
vref [digit] = 639で、入力分割数が npwm = 210、出力分割数が nout = 212 である。また、リミッ
トサイクル振動が最小となる条件は入力電圧 vinを 12.05[V]、目標値 vref を 639[digit]であること
は前節で示したとおりである。本実験でも、リミットサイクル振動が増大するように入力電圧を
0.07[V]減少させて、vin = 11:98[V]とした。このときの出力電圧波形を目標値補正無しの場合と
目標値補正を行った場合を重ねて図 5.13に示す。まず目標値補正無しの場合、39.25mVpp に増大
している。これに対して、提案手法を適用し、目標値補正を行った場合、vopt intref = 635[digit]と
なり、4.71mVppとなる。これより負荷変動に対しても有効であると言える。しかし、抵抗負荷を
2
とした場合 (図 5.14参照)、再び voutのリミットサイクル振動が増大している結果となった。提
案手法では電源を理想的な定電圧源として考えている。そのため内部抵抗をゼロと考えているが、
実際の電源では内部抵抗は存在する。開発しているスイッチング電源も例外ではない。外部抵抗値
が変化してもなお一定の電圧を出力する電源であるため、内部抵抗と外部抵抗を足しあわせた分だ
け電圧はドロップする。1
の場合、提案手法を適用して最良の結果を得ることができた。しかし、
2
の場合、電圧ドロップを補正しようとする入力Dutyの増加分が整数値ではない量が増加した。
結果として vout のリミットサイクル振動が増加したと考えられる。
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図 5.13: 抵抗負荷におけるステップ応答波形（定常状態拡大）
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図 5.14: 抵抗負荷 (2Ω)におけるステップ応答波形（定常状態拡大）
62
5.5.2 入力分解能に関する考察
本節では、前章で提案した手法に対して、入力分割数 npwmについて考察を記述する。提案手法
の最適目標電圧は以下の式で与えられることは前節に示した。
vopt intref [digit] = round
24n[digit]  vin[V]npwm[digit]
vout max[V]
nout[digit]
35 (5.17)
式 (6.1)は入力電圧 vin の変動を考慮して最適目標電圧 vopt intref を導出する式である。これは vin
を含んだ式となっている。これより vopt intref と vin の関係を図 5.15に示す。v
opt int
ref と vin の関
係を入力分割数 npwm：300、600、1200とした場合について示す。これより vin の変動に応じて
vopt intref が周期的に補正されていることがわかる。すなわち目標電圧補正により、v
opt int
ref が変化
し、結果として出力電圧がわずかに本来出力したい目標電圧と異なる。この補正による偏差は、入
力分解能に依存しており、それに大小される。例えば、npwm=1200 digitのときでは、本来の目標
値からの変動幅が3 digit（4:7 mV相当）となる。各入力分解能に対する偏差を表 6.1に示す。
　この入力分解能によって偏差が異なるという特性を活かし、提案手法においてリミットサイクル
振動に対する要求性能が与えられた場合、入力分解能を一意に決定することができる。例えば、振
動許容精度が 10 mVのとき、npwm = 1200とすれば実現可能である。提案手法を適用するする
と、リミットサイクル振動を最小にするが、入力電圧変動によって本来の目標値からの偏差が発生
してしまう。これを逆手にとったものが本考察である。
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表 5.1: 入力分解能に対する偏差
npwm 補正幅 [digit] 補正幅 [mV]
1200 3 4:7
600 7 11
300 13 20:5
1 1 . 7 1 1 . 8 1 1 . 9 1 2 1 2 . 1 1 2 . 2 1 2 . 3 1 2 . 4
6 2 5
6 3 0
6 3 5
6 4 0
6 4 5
6 5 0
6 5 5
v i n [ V ]
v
re
fo
p
t-
in
t
[d
ig
it
]
n p w m 3 0 0
n p w m 6 0 0
n p w m 1 2 0 0
図 5.15: 入力電圧に対する最適目標電圧
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5.6 入力電圧の検出精度
本節では、前章で述べたリミットサイクル振動低減手法において必要となる入力電圧 vinの検出
精度について記述する。ここでは、vin を検出するために電源装置の外部に vin を検出するための
回路を構成した場合について述べる。入力電圧を検出する際、AD変換したディジタル値をフィー
ドバックするため検出分解能を考慮しなければならない。図 5.16に入力電圧を量子化処理し、リ
ミットサイクル振動低減手法に適用した結果を示す。vinの量子化を 10 mV、20 mV、30 mVとし
た。この量子化処理を行うことで、本来式 (6.1)で求められる最適値とは異なる値を示している。
目標電圧の 1 digitの誤差でもリミットサイクル振動は大きく増加することは図 5.2を見ると明ら
かである。量子化による vopt intref からの最大誤差とそれにともなう vpp増加量を表 6.2に示す。こ
の vpp 増加量は、図 5.2を参考にして算出しているので、おおまかな数値となっている。
　リミットサイクル振動電圧 vpp の要求性能に応じて vin の量子化精度を決定することができる。
しかしながら、vin に対して量子化 10 mVというのは、分解能にして 10bit前後となる。現在で
はAD変換器のコストも下がっているが、ここでは、低コスト化・回路規模の縮小化という観点に
着目して制御入力 upwm と出力電圧 vout から入力電圧を推定していく。その方法は、次節に記述
する。
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図 5.16: 入力電圧に対する最適目標電圧
表 5.2: 量子化による vpp 増加量
量子化 [mV] 最大誤差 [digit] vpp 増加量 [mV]
10 1 10
20 2 20
30 3 30
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5.7 入力電圧の推定法
前節で述べたように、本節では低コスト化・回路規模の縮小化という観点から制御入力 upwmと
出力電圧 vout から入力電圧 vin を推定する。
　まず、制御入力 upwm のディジタル変換式を導出すると、
upwm[digit] = round
24 vref [V]
vin[V]
npwm[digit]
35 (5.18)
となる。これを、AD変換式と名付ける。式 (6.2)は式 (5.4)である。次に、出力電圧 vout のアナ
ログ変換式を導出すると、
vout[V] =
6:41[V]
212[digit]
 vout[digit] (5.19)
となる。これを、DA変換式と名付ける。この導出は式 (3.29)で行っている。AD変換式とDA変
換式を用いて、次式の vin 推定式が導かれる。
vin[V] =
6:41[V]
212[digit]
 npwm[digit]  vout[digit]
upwm[digit]
(5.20)
　式 (6.4)に基づき vin 推定を行った結果を図 5.17に示す。実験条件は、npwm = 2 10、vref =
639[digit]とした。入力電圧の推定値を平均値として導出すると、12.048Vとなった。また、同図
にオシロスコープで測定した入力電圧を重ねて示すが、この実測値は、12.046Vとなった。実測値
に対する推定値の誤差は、0.017%であり、精度よく推定可能であることが確認できた。
　前節で行った検証結果よりも精度がよく、推定誤差 2 mV（定格 12 Vの 0.017%）は十分に許容
できることが言える。
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図 5.17: 入力電圧の推定値と測定値
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第6章 まとめ
本論文では、現在の汎用スイッチング電源においてアナログ制御方式または LSI制御方式から
ディジタル制御方式に単に置換するだけでなく、現状主体であるパワエレ技術と先端ディジタル制
御技術を統合化することによりスイッチング電源をインテリジェント化すること目的とした。この
目的のもと、FPGA駆動の DPWMスイッチング電源を開発し、オフライン同定実験およびオン
ライン同定実験、オフライン同定実験により得られたモデルより積分制御、DIMCのシミュレー
ションおよび制御実験、可変忘却要素を用いた逐次最小二乗法 (VFF-RLS)による適応 DIMCの
シミュレーション、そしてリミットサイクル振動低減手法の提案を行った。
　これらの結果を考察する。まず、オフラインシステム同定実験では、低次元化してもその特性を
十分記述でき、同一入力におけるモデル出力と実験出力の比較でも、優れたフィッティングを確認
できる高精度な数式モデルを得ることができた。オフライン同定実験で得られたモデルをもとに積
分制御や DIMCといった制御系を設計することにより制御系の構築することができた。また、各
種制御系における制御帯域の広帯域化による評価を行った。積分制御器での安定限界は制御帯域で
2647 Hzであるが、DIMCにおいては 5000 Hzでも安定した結果を得ることができた。DIMCで
は、フィルターだけの応答であるため設計したフィルターが安定しているためである。
　可変忘却要素を用いた逐次最小二乗（VFF-RLS）法を用いた同定結果において、前述のオフラ
インでの同定結果と比較すると、同一入力に対するモデル出力と実験出力の比較で、二乗誤差和が
28 %減少し、フィティング率が向上した、優れたモデルを得ることが可能となった。これにより、
出力端の負荷変動における制御対象の変動に対応できると期待できる結果となった。
　負荷変動によるモデル化誤差に着目して、VFF-RLSによるDIMCの適応化を行った。外乱オブ
ザーバによって外乱オブザーバのノミナルプラントは負荷変動したプラントに近づくため、VFF-
RLSをフィードフォワードコントローラのみに適応した。その結果、離散時間同定パラメータは
適応後すぐに定常に収束した。適応前の応答と適応後の応答波形を比較すると、平均二乗誤差が向
上していることが確認でき、出力端の負荷変動によるモデル化誤差に対応できることがわかった。
　次に、演算の高速化、AD変換・DA変換に起因したリミットサイクル振動が問題となるため、
その振動の原因を解析し、振動低減手法を提案した。まず、振動の原因であるが、これは入力信号
である PWM Dutyの切り替わりによるものである。入力信号つまり PWM Dutyは離散値である
ため、例えば、PWM Duty値=85.5 digit出そうとしても出せない。そのかわりに、85 digitと 86
digitの 2値で 50%ずつ切り替われば 85.5 digit出すことが可能となる。そうしたことから PWM
Dutyはある 2値で切り替わり、これにより出力電圧は振動するのである。この変動は入力電圧変
動にも関係する。これに対して、PWM Dutyが 1値の場合は振動しないことがわかっているため、
PWM Dutyが 1値になる、つまり振動が最小となるような手法を提案した。
　リミットサイクル振動の低減について、提案した振動低減手法により、従来法と比較して約 76
%振動が低減できることを確認できた。このことより入力電圧が変動しても目標電圧を補正するこ
とによって振動低減ができることを確認できた。また、入力電圧が同じ upwmにおいて変動する場
合、先に提案した低減手法は応用できないため新たな低減手法を提案し、実験検証した。その結
果、振動低減手法により、従来法と比較して約 77 %振動が低減できることを確認できた。このこ
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とより入力電圧が変動しても最適な目標電圧を補正することによって振動低減ができることを確認
できた。
　最後に、リミットサイクル振動低減手法に対する考察を行った。考察事項としてまず負荷変動に
対する考察を行った。負荷変動に対しても有効な場合もある。しかし、結果からすると全てが有効
ではないことがわかった。提案しているリミットサイクル低減手法では電源を理想的な定電圧源と
して考えている。そのため内部抵抗をゼロとしているが、実際は内部抵抗は存在する。外部抵抗が
変化した場合、一定電圧を出力するため、内部抵抗値と外部抵抗値を足しあわせた分だけ電圧がド
ロップする。外部抵抗値によってそのドロップする電圧は異なり、入力 Dutyの増加分が整数倍で
ない量が増えたため結果としてリミットサイクルが増加した。内部抵抗を考慮し、ドロップ電圧を
含む目標電圧を指令とした最適目標電圧を導出することが考えられる。
　次に、入力分解能に関する考察を行った。リミットサイクル振動低減手法においてDPWMの分
解能によって補正目標電圧が本来出力したい目標電圧から偏差が依存していることがわかった。こ
の偏差によって DPWM分解能を一意に決定することができることを確認した。
　次に、提案手法で用いる入力電圧の推定を行った。DPWMと出力電圧から入力電圧を推定する
方法を提案した。その結果、実測値と推定値の推定誤差は 2 mVであり、非常に精度よく推定する
ことができた。
　現状ではVFF-RLSを用いた適応制御はシミュレーションのみとなっている。したがって、電源
システムにアルゴリズムを実装し実機検証することが今後の課題となる。
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