In this paper we try to identify spectral and acoustic features that are distinctive of Parkinson's disease patients' speech. We investigate the contribution of several features' families to a simple classification task that distinguishes between two balanced groups -patients with Parkinson's disease and their age and gender matched group of Healthy Controls, both uttering sustained vowels. We achieve over 75% correct classification using a combination of acoustic and spectral features. We show that combining a few statistical functionals of these features yields very good results.. This can be explained by two reasons: the first is that the statistics of Parkinson's disease patients' speech defer from those of Healthy people's speech; the second and more important one is the gradual nature of the Parkinsonian speech that is manifested by the changes within an utterance. We speculate that the feature families that most contribute to the classification task are the most distinctive for detecting the disease and suggest testing this hypothesis by performing long-term analysis of both patient and healthy control subjects. Similar accuracy is obtained when analyzing spontaneous speech where each utterance is represented by a single normalized i-vector.
Introduction
Parkinson's disease (PD) is a chronic, progressive neurodegenerative and multi-dimensional disease that involves range of disabling motor and non-motor symptoms [1] . PD affects 1-2 per 1000 of the population at any time. PD prevalence is increasing with age and PD affects 1% of the population above 60 years [2] .
Speech dysfunction is one of the most common symptoms of PD. Speech disorders occur in 70%-90% of patients with PD during the course of the disease, with higher prevalence in advanced stages [3] , [4] . Speech disorders associated with PD are known as "hypokinetic dysarthria" and the symptoms involve dysfunctions of several systems: respiration, phonation, articulation, resonance and prosody [5] . The ensuing communication disability affects not only the patients' quality of life but also imposes a burden on their families and surrounding contacts [4] . Overcoming this impairment remains a challenge, since speech disturbances are only partially responsive to medication therapy and may even worsen by deep brain stimulation [3] and [4] .
Nowadays, in the era of advanced technologies, early detection of speech and voice disturbances becomes feasible. This may lead to early diagnosis of PD and initiate early treatment which may help maintain and improve communication abilities and quality of life of the patients. Furthermore, since most people who develop PD are elderly, it is important to develop technologies that can issue warnings based on daily or weekly assessments. Such technologies can also assist physicians, caretakers and patients to monitor the disease progression in a remote and non-invasive manner. This can be done using smartphones applications that can easily monitor speech [6] and movements [7] .
When considering such tools, an important question to address is what features to use when analyzing and monitoring PD patients' speech, as various features are available. Some authors use standard MFCCs [8] , while others employ additional features such as PLP-RASTA [9] . Another option is to use custom features and measures that are frequently used by speech therapists and neurologists, e.g. shimmer, jitter and NHR as in [10] . It is also possible to use multiple ASR feature combinations that are available in OpenSmile that was used in [11] , or to define specific feature sets, e.g. the phonation feature set suggested in [12] that use various mathematical and statistical operations applied to F0, jitter, shimmer, NHR and HNR.
This research aims at detecting the most relevant features for characterizing the disorders in speech of PD patients, using a corpus of 70 PD patients and 70 Healthy Controls (HC) of the same age and gender distribution. The study's population includes PD patients mostly from medium and advanced stages. One of the limitations of this study is lack of analyses from early diagnosed PD patients.
Our motivation is to identify a small set of distinctive features that can be used at later phases mostly for long term monitoring. To achieve this goal, we test various feature families separately by training a linear SVM classifier over vectors of the same feature families and then choosing the feature family that depicts the highest classification score. Next, we employ a greedy bottom up approach where we evaluate the contribution of couples and triplets of additional feature families to the classification task.
Parkinson speech is characterized by major changes throughout an utterance [13] . This behavior is reflected partially in fluctuations of the acoustic features throughout an utterance. Taking this into account, we employ several statistical measures that are calculated over the whole utterance such as Mean, Median and STD.
In addition, we observe that there is a gradual change in the speech amplitude during production of maximal phonation time (MPT). These changes occur for both PD and HC but are more prominent for PD patients probably since PD voice production requires a lot of effort, so it becomes weaker after a few seconds. We also notice spectral changes throughout MPT of PD patients. Therefore, we add minimal and maximal values and Max/Min ratio and some other statistical measures that can represent the variability and irregularity along a speech utterance. These measures are described in section 3.2 and 4 and constitute an important part of our analysis.
Since most of our analysis is done using MPT recordings, we wish to also compare the classification ability when analyzing longer and more variable utterances, Hence, we use normalized i-vectors that are extracted from all parts of our corpus, including the spontaneous speech task. [14] .
The rest of the paper is as follows: in section 2 we describe the speech corpus we collected. Features are presented in section 3 and statistic parameters are explained in section 4. The classifier is described in section 5, followed by the evaluation protocol in section 6. Next the experiments and results are described in section 7. Conclusions and future work are presented at the end.
Speech Corpus
Our corpus includes six speech tasks for each subject: 1. Sustained vowel /ah/ for maximal phonation time (MPT). 2. Counting task.
A few repetitions of /PATAKA/. 4. A phonetically balanced reading paragraph in Hebrew
(The Thousand Islands, [15] ). 5. Picture description. 6 . Free speech that is elicited by asking the subjects to speak about themselves, their family, their occupation or some recent personal experience. The design of the speech corpus takes into account the difficulty of some PD patients to elicit speech, so picture description and spontaneous speech are the last two tasks. Two groups of speakers were recorded. The first consists of PD patients and the second consists of matched HC. Both groups have 60% males and 40% females, and the average age of the subjects in both groups is 64 with a standard deviation of 10.6 for the PD group and 10.3 for the HC. Average time that passed since diagnosis is 10.8 years, with 7 years standard deviation. To the best of our knowledge, this is one of the largest speech corpora for PD research that is well balanced, and the only such corpus in Hebrew. Moreover, this is one of the only corpora that is accompanied with cognitive screening, subjective vocal assessment by the examiners and participants' report of the effect of the vocal functions on their everyday life. These measurements are, relevant for long term monitoring of PD progress (see future work in section 8).
All speakers underwent three standard cognitive assessment tests: MoCA [16] , GRBAS [17] and VHI [18] before each recording session. Most subjects were recorded once, while 12 speakers of PD group were recorded a few times throughout a year, where at least 3 months passed between each consecutive recording. The long-term recordings are not included in the analysis described in this paper.
Data was recorded at 44.1kHz , 16bits per sample using the same microphone. No down sampling was done, and all features were extracted from the original records.
Features' description
Two different "families" of features are extracted. The first are i-vectors; The second consists of a variety of statistics that are calculated on different acoustic features. We begin by describing the features and then we discuss the classifiers.
I-vectors
For each part of the database, we conduct its own experiment. For each recording we extract a widely used in speaker recognition, i-vectors [19] . It is a length independent, fixed size representation. We use the same i-vector extractor as in [14] . To extract the i-vectors, first a Gaussian mixture model-Universal background model (GMM-UBM) has to be trained and then a total variability (TV) matrix. For this, we use Mel frequency cepstral coefficients (MFCC), that are extracted using a 25ms Hamming window with a frame rate of 100 frames per second. 19 MFCC features together with log-energy. Cepstral mean subtraction and variance normalization are applied to the MFCCs. These vectors are augmented by the delta and delta delta to produce 60-dimensional feature vectors. Male only UBM of 2048 Gaussians mixture components is trained using Fisher Part 1; Switchboard II, Phase 2; switchboard Cellular, Parts 1 and 2; and NIST 2004-2006 SREs. Then, the total variability matrix with a low rank of 400 is trained using labeled data from same databases as for the UBM. In total, 975 unique male speakers with 10705 sessions are used. Two versions are examined: i-vectors and normalized i-vectors such that each i-vector has a norm that equals 1.The i-vectors are used as an input to a linear SVM classifier.
Other features
Most of the features we extract are standard, but some the statistics we extract based on those features are new (as described in section 4). These features and statistics are optimized for the evaluation over the MPT subset. The most common features are mel-frequency cepstral coefficients (MFCC), mef filter bank (MFB), perceptual linear predictive relative spectral (PLP-RASTA) and linear prediction coefficients (LPC). In addition, we also extract time domain entropy (ET), spectral entropy (ES), LPC after Daubechies 3 wavelet filtering (DB3_LPC) and different statistics from discrete wavelet transform (DWT_Stat).
For all features, before extracting, three steps are taken (excluding ET, that skips the 3 rd step):
1. Normalizing the speech signal by its root mean square (RMS), 2. Dividing the signal into 60 msec frames with a sliding window of 20msec .
3. Each frame is multiplied by a Hamming window. We choose to work with 60 msec frames since PD speech is sometimes slower, so stationarity of speech is maintained for longer periods than those of HC. Nevertheless, for the MPT case, the signal is monotonic so should be stationary for longer duration for both, PD and HC speakers.
Next, we relate to the specific features where we focus on the less common ones.
Commonly used features
We will not explain the commonly used features, and only mention the dimensionality of each feature vector: . This is a one-dimensional feature.
Time entropy features

Spectral entropy features
The entropy calculation is the same as in 3. 
Daubechies 3 discrete wavelet filtering -LPC
This feature vector is based on [20] . The idea is to extract the LPC features, but not from the signal itself. Instead, for each speech frame ( ) k s n , first the wavelet transform is performed (we use DB3 wavelets), and for each wavelet filter,
For each output signal, LPC feature vector of order L is calculated. The final feature vector is of size Q L × . In our case 5 Q = and 17 L = , so the feature vector has dimensionality of 85 .
DWT_Stat features
When performing the wavelet transform, the output of each filter is a time signal 
Statistical parameters
As mentioned in section 3.2, the features are extracted every 20msec . It means that for each recording, we might have several hundreds of feature vectors and more important is that this number varies from one recording to another. Taking the mean of the first 20% of the frames and the mean of the last 20%. The ratio per dimension is the feature. 9. For each feature type we perform vector quantization (VQ) of order 16, and the farthest feature from the VQ is the outlier statistic. Farthest means the maximal Euclidian distance between the feature vector to the closest codeword in the codebook. 10. Performing VQ of size 4 and taking the distance from the outlier vector. Similar to the way it is done in statistic 9.
As patients with Parkinson's disease are assumed not to hold stable the MPT task, we assume that these statistics can capture some irregularities in their speech. Statistics 9 and 10 are dedicated to capturing the outlier effects, which are more probable for patients with Parkinson's disease. The set of statistics and the parameters were designed by trial and error using a larger un-balanced speech corpus. It is true particularly for VQ sizes in 9 and 10, and the choice of 20% in 8.
The classifier
Several classifiers are examined during the research. The most stable classifier that works well for both i-vectors and statistic vectors is the support vector machine (SVM) with a linear kernel. All our results are presented for this classifier.
Evaluation protocol
Due to the scarcity of data, all experiments are conducted by a 5-fold evaluation protocol. All the data is divided into 5 folds, 20% of the data each (20% of the patients with Parkinson's and 20% of Healthy Controls). Each time, one fold is taken out; 4 folds are used for training the SVM, that is tested on the fold that is held out. This procedure is repeated 5 times, ones for each fold.
Experiments and results
First, we test the i-vectors, normalized and non-normalized. We test them over all speech tasks of our dataset, and summarize in terms of success rate [%] in Table 1 . As expected, the normalized i-vectors perform better than the non-normalized for most tasks. Only in the MPT case, the results for the nonnormalized i-vectors are better.
Next, we test all individual feature families (with statistics) and summarize the results in Table 2 . These experiments are carried out using the MPT task that is the easiest to compare as it consists of a single vowel and allows close examination of differences between the two groups. As could be expected, the weakest statistics are from 1dimensional feature vectors, time-and spectral-entropies. The time-entropy based classifier is a very weak classifier, almost as tossing a coin. The best classifiers are based on MFB and PLP-RASTA statistics. This is consistent with the findings in [9] where PLP-RASTA were found to perform better than MFCC or LPC. PLP-RASTA-statistics vector achieve slightly better results than the normalized i-vectors, but still lower than the non-normalized i-vectors for the MPT task. We need to remember that i-vectors are of dimensionality 400, while MFBstatistics has 160 dimensions and PLP-RASTA-statistics has 150 dimensions. Therefore, in the next experiment we use a greedy search to augment these two vectors (each time a different family) with other statistics' vectors. In Table 3 we summarized the best combinations. Adding DB3_LPC to the MFB statistics increase the vector dimension to 1010, and with MFCC statistics to 1180 dimensions. This high cost in dimensionality, leads to more than 15% relative improvement in the success rate. For PLP-RASTA we find that the best couple is MFB, however it does not yield any improvement. Surprisingly, adding one dimensional spectral entropy (in total 320 dimensions), leads to a nice improvement, identical to adding LPC (in total 460 dimensions). 
Conclusions
In this paper we explore separability power of different feature families in distinguishing between PD patients and HC. This allows us to pinpoint specific feature families that can be used to analyze and assess PD speech. In addition, we see that i-vectors that capture the whole recording, achieve good separation as well, which is promising for spontaneous speech analysis. Next, we try to see if there are other global statistics that can provide information regarding the entire recording, similar to the i-vectors. Several options are examined, based on standard features, such as MFCCs, and less standard, such as Spectral Entropy and DB3_LPC. We find that several combinations can outperform i-vectors results, mostly relying on commonly used features, except for the nonstandard ES. This good separation ability can be attributed to the various statistical measures that capture the irregularity in PD speech that is manifested in changes throughout a speech utterance, as opposed to the more regular speech of HC. Our results show that PD affected voice and speech, as dependent on laryngeal, respiratory and articulatory functions, can still be well captured and represented by Mel based analysis. The variations that are more evident in Parkinsonian speech, are well described by various statistics of standard features. This means that traditional speech features can carry highly relevant information for PD speech, as they do for HC, while the distributions of these features change for the two groups. Rare events for healthy speakers become more probable for PD speakers, e.g. soft and breathy voice or decreased speech rate. This behavior is reflected in the separation ability of the statistics of the standard feature families.
A lot of room is left for further investigation. Other specialized statistics can be extracted. Standard manipulations on i-vectors such as mean subtraction or principle component analysis (PCA) can be tested, but the size of the corpus makes it difficult, so this can be done only in the nested crossvalidation on the training dataset. We intend to test it is the next phase, and apply it to the new presented statistics as well. Another planned expansion of this work relates to long term monitoring. We plan to analyze small changes in the values of the most distinctive feature families along the long-term recordings and evaluate correlation between these changes and the objective repetitive clinical evaluations of patients and HC.
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