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Abstract
A recursion operator is constructed for a hydrodynamic type system admitting dispersionless
Lax representation with non-rational Lax function.
1
1 Introduction
In the present paper we construct a recursion operator for a hydrodynamic type system admitting
Lax representation with a non-rational Lax function. Let us note that in the case of rational and
polynomial Lax functions we can construct a recursion operator following [1]. We write a recursion
relation
Ltn+1 = LLtn + {Rn, L} (1)
between the symmetries. In case of a polynomial or rational Lax function the form of the remainder
Rn can be predicted. So, we can use the above recursion relation to find a recursion operator, see
[1]-[4] for detail. For the non-rational Lax function it is not possible to predict the form of the
remainder Rn and apply the method of [1]. So we construct the recursion operator analysing the
Lax equation itself. For constructions of recursion operators of some other classes of hydrodynamic
type systems see also [5]-[7].
Let us give necessary definitions. We introduce the algebra of Laurent series
A =
{
∞∑
−∞
uip
i : ui – smooth rapidly decreasing at infinity functions
}
, (2)
with the Poisson bracket given by
{f, g} =
∂f
∂p
∂g
∂x
−
∂f
∂x
∂g
∂p
. (3)
Using the Gelfond-Dikkii construction [8] we can write the hierarchy of integrable equations on the
algebra A. Equations of such type have applications in the topological field theories [9] and appear
as equations describing slow varying quasi periodic solutions of non-linear integrable equations, see
[10]-[17]. We consider non-rational Lax function
L = µ−m ln(µ− c1) + ln(µ− c2) + · · ·+ ln(µ− cm+1). (4)
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The corresponding Lax equation
Lt = {(L
2)≥0, L} (5)
leads to the system
c
j
t = ∂x
(
(cj)2
2
+mc1 − c2 − · · · − cm+1
)
, (6)
where j = 1, 2, . . . (m + 1), see [18],[19] and references there in. We have a hierarchy of symmetries
for the above equation given by
Lt = {(L
n)≥0, L} n = 1, 2, . . . (7)
As we show the above hierarchy admits the following recursion operator
R = A∂−1x , (8)
where matrix A = (γij) has entries
γ11 = c
1
x +
m+1∑
j=2
c1x − c
j
x
c1 − cj
, γ1k = −
c1x − c
k
x
c1 − ck
, γk1 = m
c1x − c
k
x
c1 − ck
,
γkk = c
k
x −m
c1x − c
k
x
c1 − ck
+
m+1∑
j=2,j 6=k
ckx − c
j
x
ck − cj
, γki = −
ckx − c
i
x
ck − ci
k 6= i, and k, i = 2, 3, . . . , m+ 1.
The paper is organized as follows. In Section 2 we give general construction of the recursion
operator and Section 3 we consider several examples.
2 Evaluation of recursion operator
Let us introduce new variables
c1 = u and vj−1 = c1 − cj j = 2, 3, . . . (m+ 1) . (9)
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In new variables the system (6) takes the form
ut = uux + v
1
x + . . . v
n
x
v1t = v
1ux + (u− v
1)v1x
. . .
vmt = v
mux + (u− v
m)vmx
(10)
The system (10) admits a Lax representation
Lt = {(L
2)≥1, L} (11)
with Lax function
L = p+ u+ ln
(
1 +
v1
p
)
+ ln
(
1 +
v2
p
)
+ · · ·+ ln
(
1 +
vm
p
)
. (12)
Thus we have the whole hierarchy of symmetries for the system (10) given by
Ltn = {(L
n)≥1, L} n = 1, 2, . . . (13)
Let us construct a recursion operator for the above hierarchy of symmetries. We construct the
recursion operator by direct analysis of the Lax representation. Let
Ln = anp
n + an−1p
n−1 + . . . a1p+ a0 + a−1p
−1 + . . . (14)
The next two lemmas give some relations between coefficients of Ln and
Ltn = utn +
v1tn
p+ 1
+ · · ·+
vmtn
p+ 1
.
.
Lemma 2.1 For any k = 2, 3 . . .m and any n = 2, 3, . . . the following equality holds
n∑
i=1
(−1)(i−1)ai(v
k)i = ∂−1x v
k
tn
(15)
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Proof. Using (14) we can write the equation (13) as
utn +
v1tn
p+v1
+ · · ·+
vmtn
p+vm
=
(nanp
n−1 + · · ·+ 2a2p+ a1)
(
ux +
v1x
p+v1
+ · · ·+ v
m
x
p+vm
)
−
(an,xp
n + · · ·+ a2,xp
2 + a1,x)
(
1− v
1
p(p+v1)
− · · · − v
m
p(p+vm)
)
Multiplying the above equation by (p + v1)(p + v2) . . . (p + vm) and then substituting p = −vk we
obtain
vktn =
n∑
i=1
(−1)i−1iai(v
k)i−1vkx +
n∑
i=1
(−1)i−1ai,x(v
k)i.
That is
vktn =
(
n∑
i=1
(−1)i−1ai(v
k)i
)
x
. 
Lemma 2.2 For any n = 2, 3, . . . the following equality holds a0 = ∂
−1
x utn.
Proof. The Lax equation (13) can be written as
Ltn = {(L
n)≤0, L} n = 1, 2, . . .
Using (14) and collecting coefficients of zero power of p in the above equations we have utn = a0,x. 
The above lemmas allow us to express the coefficients of (L
(n+1)
>0 )p and (L
(n+1)
>0 )x in terms of
coefficients of Ln≥0 and Ltn .
Lemma 2.3 Let
1
n + 1
(
L
(n+1)
≥1
)
p
= bnp
n−1 + · · ·+ b2p+ b1. (16)
Then
br = ar−1 +
m∑
k=1
r−1∑
j=0
(vk)−jar−j +
m∑
k=1
(vk)−r∂−1x v
k, (17)
where r = 1, 2, . . .m.
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Let
1
n + 1
(
L
(n+1)
≥1
)
x
= dnp
n + · · ·+ d2p
2 + d1p. (18)
Then
dr = uxar +
m∑
k=1
r−1∑
j=0
(vk)−j−1vkxar−j +
m∑
k=1
(vk)−r−1vkx∂
−1
x v
k, (19)
where r = 1, 2, . . .m.
Proof. We have
1
n+ 1
(
L
(n+1)
≥1
)
p
=
(
L
(n)
≥0Lp
)
≥0
.
That is
1
n+ 1
(
L
(n+1)
≥1
)
p
=
(
(anp
n + · · ·+ a0)
(
ux +
m∑
k=1
vkx
p+ vk
))
≥0
.
For each k = 1, . . .m, we expand
1
p+ vk
as series in terms of p−1 around p = ∞ and multiply with
(anp
n+· · ·+a0). Collecting coefficients of p
k, k = 1, . . .m, in the above equality and using Lemma 2.1
we obtain formula (17). The formula (19) is obtained in the same way. 
Using the above lemmas we find a recursion operator for the hierarchy (13).
Lemma 2.4 The recursion operator for the system (10) can be written as R = C∂−1x , where C is
an (m + 1) × (m + 1) matrix. It is convenient to write the matrix C as a sum of two matrices,
C = (A+B). The matrix A = (αij) has entries
α11 = ux;
α1(j+1) = v
j
x(v
j)−1, j = 1, 2, . . . , m;
α(j+1)1 = v
j
x, j = 1, 2, . . . , m;
α(j+1)(j+1) = (ux − v
j
x), j = 1, 2, . . . , m;
α(i+1)(j+1) = 0 i 6= j i, j = 1, 2, . . . , m;
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The matrix B = (βij) has entries
β11 = 0;
β1(j+1) = 0, j = 1, 2, . . . , m;
β(j+1)1 = 0, j = 1, 2, . . . , m;
β(j+1)(j+1) =
m∑
k=1,k 6=j
vkx − v
k(vj)x(v
j)−1
vk − vj
j = 1, 2, . . . , m;
β(i+1)(j+1) =
vix − v
ivjx(v
j)−1
vj − vi
i 6= j i, j = 1, 2, . . . , m;
Proof. Using notations of Lemma 2.3 the Lax equation (13) can be written as
utn+1 +
m∑
k=1
vktn+1
p+ vk
=
(n+ 1)(bnp
n−1 + · · ·+ b2p+ b1)
(
ux +
m∑
k=1
vkx
p+ vk
)
−
(n+ 1)(dnp
n + · · ·+ d2p
2 + d1)
(
1−
m∑
k=1
vk
p(p+ vk)
)
.
(20)
We multiply the above equation by (p+ v1)(p+ v2) . . . (p+ vm) and substitute expressions for bi, di,
i = 1, 2, . . . n, given in Lemma 2.3. Equating coefficients of pk, k = 1, 2, . . .m, we obtain a system
of equations linear with respect to vktn+1 , k = 1, 2, . . .m. Solving the system we obtain the recursion
operator given above. 
Remark 2.5 Let us define vector V = (u, v1, v2, . . . , vm) and write the system (10) as
Vt = K(V, Vx). (21)
It follows by direct calculations that the constructed above operator satisfies the criteria for recursion
operators
Rt = DKR−RDK , (22)
where DK is the Freshet derivative of K.
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Returning to the original variables c1, . . . cm+1 we obtain the recursion operator (8).
3 Examples
Let us consider some examples. We give examples in variables c1, c2, . . . , cm+1.
Example 1 Let us consider equation (6) with m = 1. The equation becomes
c1t = c
1c1x + c
1
x − c
2
x
c2t = c
2c2x + c
1
x − c
2
x
(23)
The above system admits the recursion operator
 c1x + c1x−c2xc1−c2 − c1x−c2xc1−c2
c1x−c
2
x
c1−c2
c2x −
c1x−c
2
x
c1−c2

 ∂−1x . (24)
Example 2 Let us consider equation (6) with m = 2. The equation becomes
c1t = c
1c1x + 2c
1
x − c
2
x − c
3
x
c2t = c
2c2x + 2c
1
x − c
2
x − c
3
x
c3t = c
3c3x + 2c
1
x − c
2
x − c
3
x
(25)
The above system admits the recursion operator

c1x +
c1x−c
2
x
c1−c2
+ c
1
x−c
3
x
c1−c3
− c
1
x−c
2
x
c1−c2
− c
1
x−c
3
x
c1−c3
2 c
1
x−c
2
x
c1−c2
c2x − 2
c1x−c
2
x
c1−c2
+ c
2
x−c
3
x
c2−c3
− c
2
x−c
3
x
c2−c3
2 c
1
x−c
3
x
c1−c3
− c
3
x−c
2
x
c3−c2
c3x − 2
c1x−c
3
x
c1−c3
+ c
3
x−c
2
x
c3−c2

 ∂−1x . (26)
Example 3 Let us consider equation (6) with m = 3. The equation becomes
c1t = c
1c1x + 3c
1
x − c
2
x − c
3
x − c
4
x
c2t = c
2c2x + 3c
1
x − c
2
x − c
3
x − c
4
x
c3t = c
3c3x + 3c
1
x − c
2
x − c
3
x − c
4
x
c4t = c
4c4x + 3c
1
x − c
2
x − c
3
x − c
4
x
(27)
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The above system admits the recursion operator


c1x −
c1x−c
2
x
c1−c2
− c
1
x−c
3
x
c1−c3
− c
1
x−c
4
x
c1−c4
3 c
1
x−c
2
x
c1−c2
c2x − 3
c1x−c
2
x
c1−c2
− c
2
x−c
3
x
c2−c3
− c
2
x−c
4
x
c2−c4
3 c
1
x−c
3
x
c1−c3
− c
3
x−c
2
x
c3−c2
c3x − 3
c1x−c
3
x
c1−c3
− c
3
x−c
4
x
c3−c4
3 c
1
x−c
4
x
c1−c4
− c
4
x−c
2
x
c4−c2
− c
4
x−c
3
x
c4−c3
c4x − 3
c4x−c
1
x
c4−c1


∂−1x + . (28)


4∑
j=2
c1x−c
j
x
c1−cj
0 0 0
0
4∑
j=2,j 6=2
c2x−c
j
x
c2−cj
0 0
0 0
4∑
j=2,j 6=3
c3x−c
j
x
c3−cj
0
0 0 0
4∑
j=2,j 6=4
c4x−c
j
x
c4−cj


∂−1x
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