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ABSTRACT
Evolutionary models have shown the substantial effect that strong mass-loss rates ( ÛMs) can
have on the fate of massive stars. Red supergiant (RSG) mass-loss is poorly understood
theoretically, and so stellar models rely on purely empirical ÛM-luminosity relations to
calculate evolution. Empirical prescriptions usually scale with luminosity and effective
temperature, but ÛM should also depend on the current mass and hence the surface gravity of
the star, yielding more than one possible ÛM for the same position on the Hertzsprung-Russell
diagram. One can solve this degeneracy by measuring ÛM for RSGs that reside in clusters,
where age and initial mass (Minit) are known. In this paper we derive ÛM values and
luminosities for RSGs in two clusters, NGC 2004 and RSGC1. Using newly derived Minit
measurements, we combine the results with those of clusters with a range of ages and derive
an Minit-dependent ÛM-prescription. When comparing this new prescription to the treatment
of mass-loss currently implemented in evolutionary models, we find models drastically
over-predict the total mass-loss, by up to a factor of 20. Importantly, the most massive RSGs
experience the largest downward revision in their mass-loss rates, drastically changing the
impact of wind mass-loss on their evolution. Our results suggest that for most initial masses
of RSG progenitors, quiescent mass-loss during the RSG phase is not effective at removing a
significant fraction of the H-envelope prior to core-collapse, and we discuss the implications
of this for stellar evolution and observations of SNe and SN progenitors.
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1 INTRODUCTION
For the evolution of single stars, mass-loss prior to core collapse is
arguably the most important factor affecting the evolution of a mas-
sive star across the Hertzsprung-Russel (HR) diagram, making it the
key to understanding what mass-range of stars produce supernovae
(SNe), and how these explosions will appear (Doggett & Branch
1985). For initial masses below about 35 M⊙ , it is thought that most
of the mass loss occurs during the red supergiant (RSG) phase,
when strong winds dictate the onward evolutionary path of the star
and potentially remove the entire H-rich envelope.
Uncertainty in the driving mechanism for RSG winds means
mass-loss rate ( ÛM) cannot yet be determined from first principles,
⋆ e-mail: embeasor@gmail.com
† Hubble Fellow
and instead, stellar evolution models rely on empirical recipes
to determine the outcome of their calculations (e.g. Brott et al.
2011; Ekström et al. 2012; Georgy et al. 2013; Choi et al. 2016).
At present, the most commonly used ÛM-prescription comes from
de Jager et al. (1988), a literature study in which many measure-
ments of mass-loss were compiled. The sample sizes are small (<10
stars), highly heterogeneous in terms of mass and metallicity, have
very uncertain distances from observations and analysis techniques
that at best provide order-of-magnitude estimates compared to what
is possible today. The relation itself contains large internal scatter
(± 0.5 dex), which could be the difference between a star losing its
entire H-envelope, or almost none of it (see e.g. Mauron & Josselin
2011). This scatter has long been attributed to evolutionary effects
(van Loon 2010; van Loon et al. 2005; Javadi et al. 2013), with this
more recently being confirmed by analysis of RSGs in clusters
(discussed later, Beasor & Davies 2016, 2018). More modern ef-
© 2019 The Authors
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forts to update the RSG mass-loss rate prescription rely on sam-
ples which suffer from statistical biases, for example by selecting
objects based on mid-IR brightness or circumstellar maser emis-
sion (van Loon et al. 2005; Goldman et al. 2017), and hence are
inevitably biased toward higher mass-loss rate objects.
Uncertainties in RSG mass-loss in stellar models can have
profound impact on evolutionary predictions (Smith 2014). Strong
mass-loss during the RSG phase can cause the H-envelope to be
peeled away, having direct consequences for predictions of SN rates
(e.g. Georgy 2012; Smith et al. 2011) and the Humphreys-Davidson
(H-D) limit (Humphreys & Davidson 1979; Davies et al. 2018). In-
deed, RSG mass loss has been suggested as a potential route to pro-
duce luminous blue variables (LBVs) or yellow hypergiants (YHGs)
at masses lower than previously expected (e.g. Groh et al. 2013).
High mass-loss rates during the RSG phase, particularly in the final
∼100s of years prior to core-collapse, are also invoked to explain
the observational features of many Type II SNe, especially those of
Type IIn (Smith et al. 2009). Slow rise times, bright initial peaks
in the light curve, and narrow emission lines seen in the spectrum
during the first few days after explosion are thought to be caused
by the exploding star colliding with a dense layer of circumstellar
material (CSM, Chugai et al. 2004).
Beasor & Davies (2016, 2018) have shown that the large dis-
persion on the ÛM -luminosity relation (e.g.Mauron & Josselin 2011)
is vastly reduced when using RSGs within clusters as opposed to
field stars. Using new age estimates for each cluster (Beasor et al.
2019), in this paper we target RSGs in clusters again, further ex-
panding the sample to include the younger cluster RSGC1 (where
the RSGs are initially more massive) and older cluster NGC 2004
(where the RSGs are initially less massive) allowing us to probe
how the ÛM-luminosity relation changes as a function of initial mass
and age. Using this, we can create an initial mass-dependent ÛM-
prescription and compare it to the current implementation of mass-
loss in stellar models.
In Secton 2 we describe the sample of clusters and data used, in
Section 3 we describe the dust shell models and fitting procedure,
in Section 4 we discuss the results and describe the method of
determining Lbol, and finally in Section 5 we discuss the findings
in relation to other mass loss rate prescriptions, and consequences
for stellar evolution.
2 OBSERVATIONS
2.1 Sample selection
In our previous works we argue that the cause for large dispersion in
many ÛM-prescriptions is due to the studies’ use of field stars, where
parameters such as initial mass and metallicity are unconstrained
(Beasor & Davies 2016, 2018). For this reason, in the study pre-
sented here we focus solely on RSGs in clusters, for which initial
mass and metallicty are constrained. We also require clusters that
span a range of ages, in order to see how the ÛM-luminosity relation
changes as a function of initial mass, ideally across the full range
of RSG masses. The sample comprises five RSG rich clusters of
varying ages, NGC 2100, NGC 7419, χ Per, RSGC1 and NGC 2004
(see Table 1 for cluster properties). By including a younger cluster
in our sample, we will be able to anchor down the ÛM-luminosity
relation for high-mass RSGs. As the He-burning lifetime for RSGs
is very short, we can assume all of the RSGs currently in the RSG
phase in a given coeval cluster are very similar in initial mass, to
within ∼1M⊙ (Georgy et al. 2013). Because of this, we will be able
to derive an ÛM-luminosity relation dependent on the initial mass of
the star. It can effectively be assumed that each RSG within a given
cluster can be considered to be the same star at a different stage of
evolution.
Clusters NGC 2100, NGC 7419, χ Per and NGC 2004 have all
been discussed in detail in previous papers Beasor & Davies (2016,
2018) and Beasor et al. (2019).
2.1.1 RSGC1
First studied in Figer et al. (2006), Galactic cluster RSGC1 was
notable for its high number of RSGs. Davies et al. (2008) estimated
the age of RSGC1 by placing isochrones over the full range of
RSGs in the cluster, for which they determined Teff and Lbol. The
kinematic distance to the cluster was found to be 6.6 ± 0.9 kpc.
Unlike the other clusters in this sample, RSGC1 has high
foreground extinction that is non-negligible in the mid-IR (Ak =
2.74 ± 0.2 mag, Figer et al. 2006). Indeed, the extinction is high
enough that for many of the RSGs in the cluster the mid-IR bump at
10µm used to trace mass-loss can disappear due to the foreground
sillicate absorption being comparable to the object’s intrinsic emis-
sion. For this reason, the extinction law has had to be carefully
derived. To do this, we use an archival Spitzer/IRS (Werner et al.
2004; Gehrz et al. 2007; Houck et al. 2004) spectrum of F141 This
is the lowest luminosity RSG in the cluster, with no detectable IR
excess (Davies et al. 2008). Under the assumption that the star has
no IR excess, the extinction law can be obtained by dividing the
IRS spectrum through by an appropriate model atmosphere. See
Appendix A for a full description. As we are assuming F14 has
no circumstellar extinction, we take the value of reddening towards
F14 as the foreground extinction towards the cluster (see Table 1).
2.1.2 NGC 2004
NGC 2004 is an LMC cluster containing seven RSGs, with their
cluster membership confirmed by their radial velocities (∼300 km/s,
Massey & Olsen 2003). By comparing the colour-magnitude dia-
gram of this cluster to PARSEC isochrones (Bressan et al. 2012),
Niederhofer et al. (2015) estimate a reddening value of E(B −V) =
0.23 mag. The age for NGC 2004 found in Beasor et al. (2019), 24
±2 Myr, is older than suggested by Niederhofer et al. (2015), see
Beasor et al. for more details.
2.2 New observations and data reduction
For RSGC1, we obtained new mid-IR photometry from
SOFIA+FORCAST (Gehrz et al. 2009; Young et al. 2012;
Herter et al. 2012). The data were taken in Cycle 5 using FOR-
CAST (Prog ID 05 0064, PI Nathan Smith). The cluster was ob-
served in 5.5µm, 7.7µm, 11.1µm, 25.3µm and 31.5µm filters to
cover the emission from red stellar continuum and the warm cir-
cumstellar dust. In particular these wavelengths cover the infrared
excess and 10µm silicate bump feature used to model the dust
shells of the RSGs. The data was reduced using the SOFIA data
pipeline FORCAST Redux. The data-products we use are the Level
3 flux-calibrated data. We used IDL program starfinder2 to ex-
tract photometry using point source function (PSF) fitting. PSFs for
several isolated stars were combined using median averaging, from
1 F14 was outside of the field of view for the data collected here.
2 http://www.bo.astro.it/StarFinder/
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Table 1. Cluster properties.
Cluster Distance (kpc) Age (Myr) Initial mass (M⊙) AV(mag) NRSG References
NGC 2100 50±0.1 21 ± 1 10 ± 1 0.5 19 1,2,5
NGC 7419 2.93+0.32−0.26 20 ± 1 11 ± 1 6.33±0.22 5 2,3
χ Per 2.25+0.16−0.14 21 ± 1 11 ± 1 1.22±0.22 8 2,3
RSGC1 6.6±0.9 7 ± 2 25 ± 2 25 ± 2† 15 4,6
NGC 2004 50±0.1 23 ± 1 9 ± 1 0.07 7 1,2
1Pietrzyński et al. (2013), 2Beasor et al. (2019), 3Davies & Beasor (2019)
4Davies et al. (2008), 5Niederhofer et al. (2015),6Figer et al. (2006)
† Converted from AK using the extinction law of Koornneef (1983).
which we created our fiducial PSF. The PSF profile then under-
went halo smoothing in the outer regions. To extract photometry,
the threshold for star detection was defined as 5-sigma above back-
ground (all RSGs have much greater significance than this limit).
The errors were assumed to be dominated by the variance in the
sky. The photometry for RSGC1 is shown in Table 2.
For NGC 2004 we used archival data from several sources,
including the Magellanic Clouds Photometric Survey (MCPS,
Zaritsky et al. 2004), DENIS (Epchtein et al. 1994; Cioni et al.
2000), 2MASS (Skrutskie et al. 2006), IRAC (Fazio et al. 2004)
and WISE (Wright et al. 2010).
2.3 Determining cluster ages
By studying RSGs in stellar clusters it is possible to determine ages
and RSG initial massses (Mini) by fitting isochrones to observa-
tions. Many studies use the cluster main sequence turn off (MSTO)
as an anchor point to determine the age. However as shown in
Beasor et al. (2019), the presence of binary products (e.g. mergers
or mass gainers) which appear brighter than the ‘true’ MSTO, can
cause the age of the cluster to be underestimated, and suggest RSG
masses that are too high. For this reason, it was necessary to develop
a new age diagnostic for star clusters, insensitive to the effects of
rotation or binary evolution.
Here, we use the lowest luminosity RSG method to determine
an age for the cluster, discussed at length inBeasor et al. (2019). This
method relies upon the assumption that the lowest luminosity RSG
is that which is least susceptible to the effects of binary interaction
and rotation. The ages found from the lowest Lbol RSG are shown
in Table 13. The RSGs in this sample span initial masses between 9
and 25M⊙ , covering the majority of the initial mass range expected
to end their lives as Type II-P SNe (e.g. Meynet & Maeder 2003)4.
3 SPECTRAL ENERGY DISTRIBUTION MODELING
The model setup has been described in detail in Beasor & Davies
(2016) and again in Beasor & Davies (2018). Below we will briefly
describe the model setup and chosen input parameters.
3 Note that the ages presented in this paper supersede the results from
Beasor & Davies (2016, 2018). Previously, for NGC 7419 and χ Per, the
ages were estimated by comparing isochrones to the MSTO of the cluster
(Marco & Negueruela 2013; Currie et al. 2010), a method which may have
been affected by the presence of blue straggler-like objects.
4 For comparison, the ages determined for each cluster using the MSTO
yielded cluster ages that were younger by an average of 11Myr and hence
implied higher RSG masses. See Table 2 in Beasor et al. (2019) for details.
Throughout this work we use dust shell models from DUSTY
(Ivezic et al. 1999), a code which solves the radiative transfer equa-
tion for a star surrounded by a spherically symmetric layer of dust
of a given optical depth (τV, optical depth at 0.55µm), inner dust
temperature (Tin) at the innermost radius of the dust shell (Rin) and
radial density profile (ρr).
Dust surrounding a star leaves signatures in the output spec-
trum, as the light is absorbed and re-processed. From this it is possi-
ble to determine the chemical composition of the dust surrounding
the star, and how much of it there is. The 10µm silicon ‘bump’, in-
dicative of oxygen rich dust, has been observed around many RSGs
(e.g. Ohnaka et al. 2008), and hence we opted for silicate dust as de-
scribed by Draine & Lee (1984) with a fiducial grain size (a) with a
radius of 0.3µm5. We assume a gas-to-dust ratio (rgd) of 200 for the
MW clusters and 500 for the LMC cluster (van Loon et al. 2005).
(Note that these differences in gas to dust ratios account for how
metallicity influences rates derived from observations, but it does
not account for any metallicity dependence in the driving mecha-
nism of the wind.) For all stars we assumed a grain bulk density ρd
of 3 g cm−3. Together, these parameters allow a dust shell mass to
be derived for each model.
To calculate ÛM , we also need to make assumptions about the
density profile of the dust and the outflow velocity of the winds. As
in Beasor & Davies (2016, 2018), we have used a steady state wind
with a density distribution that falls off with r−2. The stars in this
sample do not have measured outflow velocities, we therefore use a
uniform speed of 25±5 km/s, consistent with measurements taken
for other RSGs (Richards & Yates 1998; van Loon et al. 2001)6.
It is possible that the more massive RSGs will have faster wind
speeds than the less massive RSGs due to the more massive objects
having higher surface gravities. If this were the case, we would
systematically underestimate ÛM for the most massive RSGs in our
sample, but it is likely this effect would be minimal. With this, we
can calculate ÛM using the following equation
ÛM = 16π
3
RinτV ρdav∞
QV
rgd (1)
where QV is the extinction efficiency of the dust (as defined by the
dust grain composition, Draine & Lee 1984).
It is also necessary to assume an effective temperature (Teff)
for the RSGs, as Teff defines the input spectral energy distribution
5 In Beasor & Davies (2016) it was shown that varying the grain size had
no effect on the derived mass-loss rate to within the errors, see paper for a
detailed discussion.
6 It should be noted that there is evidence that RSG wind speed correlates
with metallicity (e.g. Marshall et al. 2004; Goldman et al. 2017). The effect
of this on ÛM is discussed in Beasor & Davies (2018).
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Table 2. Photometry for RSGC1 from SOFIA-FORCAST. All photometry is in Jy.
ID 5.5µm 7.7µm 11.1µm 25.3µm 31.5µm
F01 6.88 ± 0.05 5.33 ± 0.03 15.07 ± 0.10 12.86 ± 0.06 10.99 ± 0.06
F02 7.10 ± 0.05 5.88 ± 0.03 16.04 ± 0.10 14.74 ± 0.07 12.78 ± 0.08
F03 4.08 ± 0.05 4.44 ± 0.03 9.59 ± 0.10 8.07 ± 0.06 6.93 ± 0.05
F06 2.76 ± 0.05 2.96 ± 0.02 3.51 ± 0.10 1.89 ± 0.05 1.71 ± 0.05
F07 2.70 ± 0.05 2.42 ± 0.03 2.81 ± 0.10 1.28 ± 0.06 1.09 ± 0.07
F09 2.62 ± 0.05 2.56 ± 0.02 3.35 ± 0.10 1.54 ± 0.06 1.44 ± 0.05
F10 2.06 ± 0.05 2.10 ± 0.02 3.03 ± 0.10 1.80 ± 0.06 1.81 ± 0.05
F12 1.66 ± 0.05 1.60 ± 0.03 2.03 ± 0.10 1.17 ± 0.06 0.54 ± 0.06
F13 4.30 ± 0.05 3.18 ± 0.02 7.28 ± 0.10 8.12 ± 0.06 8.51 ± 0.05
that will be reprocessed by the surrounding dust shell. There is some
controversy over the temperatures of RSGs (Levesque et al. 2005;
Davies et al. 2013), and so this study explores a temperature range of
3600-4200K, with 3900K being the fiducial effective temperature.
In this work we have used a grid spanning inner dust temperatures
of 100 - 1200K in steps of 100K and optical depth values of 0 -
4 in steps of ∼ 0.08. For each DUSTY model we compute synthetic
photometry by interpolating the model flux onto the filter profiles.
We then use χ2 minimisation to find the best fit model as in the
following equation
χ2 =
∑
i
(Oi − Ei )2
σ2
i
(2)
where O is the observed photometry, E is the model photometry,
σ2 is the error and i denotes the filter. In this case, the model
photometry provides the “expected” data points. The best fitting
model is that which produced the lowest χ2. The “error models"
are the models that fit within the minimum χ2+10 limit. This limit
was chosen so that the stars with the lowest measured ÛM, which
were clearly consistent with non-detections, would have ÛM values
consistent with 0 (or upper limits only). As our methodology is
dominated by systematic effects (e.g. SED temperature, the shape
of the extinction law), the assumption of purely Gaussian errors is
invalid. It is for this reason that we do not use the formal limit for a
1σ error, and instead define our error limit as the minimum χ2+10.
4 RESULTS
The mass-loss rates and luminosities for both clusters are shown in
Table 3. Figure 1 shows the best fit model for the brightest RSG
in the sample, F01. The left panel of the plot shows the best fit
model spectrum (green line), the models within the error range
(blue dotted lines) as well as the photometric points, where the
black crosses show the real photometry and orange circles show
the model photometry. This plot also shows all contributions to
the output spectrum, including the dust emission flux and flux from
scattered light. The right hand panel shows the best fitmodel located
on a Tin - τ plane with the mass-loss rate isocontours overplotted,
demonstrating the degeneracy between Tin and τV .
Figure 2 shows Lbol versus ÛM for the two clusters presented
here, from which we can see an increase in ÛM with luminosity.
We have also included the results from clusters in previous papers
Beasor & Davies (2016, 2018) corrected for new distances and ages.
4.1 Luminosities
The luminosities for the RSGs in NGC 2004 were calculated by
integrating under the observed spectral energy distribution (SED),
as in Davies & Beasor (2018). We took all of the available pho-
tometry and integrated underneath the points using IDL routine
int_tabulated7 . To include any flux that may be missing from
shorter wavelengths, the SED was extrapolated using a blackbody
curve that was fitted to the shortest wavelength available photom-
etry, in this case B-band. Although it should be noted that the
contribution to the overall luminosity from this region of the SED
is extremely small (<0.01 dex).
For RSGC1, we did not estimate the luminosity from the SED.
This is because the shortest wavelength photometry available was
at 2MASS-J, and the extrapolated flux would contribute a large
fraction to the luminosity estimate. For this reason we use the best fit
model from DUSTY to extrapolate the fluxes below 1µm. Therefore,
the errors are dominated by the uncertainty in Teff and AV.
The star F13 is anomalously red compared to the other RSGs
in the cluster (Davies et al. 2008), either due to circumstellar extinc-
tion or additional foreground extinction. It is therefore likely Lbol
will be underestimated as we have assumed the same extinction
value for all stars. When taking into account the extra extinction
(∆AK ∼ 0.9mag8) the luminosity increases to log(L/L⊙)=5.39
(from log(L/L⊙)=5.18). Due to the uncertainty in the true lumi-
nosity of this star we have not included it in calculating an ÛM -
luminosity relation for the cluster (see Section 6.1), though when
adopting the higher extinction value for this star we note that it
agrees perfectly with the other stars in the cluster.
For NGC 7419 and χ Per, due to updated distances from
Gaia (Davies & Beasor 2019; Gaia Collaboration et al. 2018) the
luminosities have also changed since they were published in
Beasor & Davies (2018), and are now lower by an average of 0.1
dex. The ÛM values plotted are scaled in accordance with the updated
luminosities.
Figure 2 shows ÛM versus luminosity for four of the clusters
presented in this work. For NGC 2004, only the most luminous star
has an ÛM measurement; the rest of the stars in this sample are upper
limits only. We therefore choose not to include these objects in any
further analysis.
7 https://www.harrisgeospatial.com/docs/INT_TABULATED.html
8 This extinction corresponds to an AV of 9 mag. If this extinction was due
to CSM it would imply an extreme ÛM , which itself is not consistent with
the modest mid-IR excess observed. This extra extinction is therefore likely
foreground.
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Figure 1. Left panel: Model plot for F01 in RSGC1 including all contributions to spectrum. The silicate bump at 10µm is clearly visible suggesting a large
amount of circumstellar material. Right panel: Contour plot showing the degeneracy between χ2 values and best fitting ÛM values. The thickened contour
highlights the models within the minimum χ2+10 limit.
Table 3. Fitting results for the RSGs in RSGC1 and NGC 2004. AV is the extinction due to the circumstellar wind at 0.55µm.
Cluster Star Tin (K) τV ÛM (10−6M⊙ yr−1) Lbol AV (mag)
RSGC1 F01 400+300−100 0.24
+0.09
−0.08 5.57
+2.37
−2.17 5.58 ± 0.18 0.03
F02 500+200−200 0.33
+0.16
−0.09 5.18
+2.72
−1.75 5.56 ± 0.18 0.05
F03 400+100−100 0.24
+0.17
−0.00 4.18
+3.08
−0.84 5.33 ± 0.08 0.05
F06 600+600−200 0.08
+0.08
−0.00 0.68
+0.69
−0.14 5.32 ± 0.18 0.01
F07 1000+200−400 0.08
+0.08
−0.00 0.28
+0.29
−0.06 5.31 ± 0.18 0.01
F09 700+500−200 0.08
+0.08
−0.00 0.52
+0.53
−0.10 5.30 ± 0.18 0.01
F10 500+500−100 0.08
+0.08
−0.00 0.87
+0.89
−0.17 5.28 ± 0.18 0.01
F12 1200−400 <0.08 0.18+0.04−0.04 5.22 ± 0.19 0.03
NGC 2004 SV* HV 2595 1200−200 1.39+0.81−0.57 43.29
+28.71
−9.74 5.15 ± 0.04 0.98
LHA 120-S 43 − − < 1.09 4.85 ± 0.05 -
Cl* NGC 2004 E 33 − − < 0.84 4.35 ± 0.05 -
W61 22-9 − − < 0.54 4.55 ± 0.05 -
Cl* NGC 2004 BBBC 431 − − < 0.55 4.55 ± 0.05 -
W61 18-13 − − < 1.96 4.58 ± 0.05 -
5 DISCUSSION
5.1 The ÛM-luminosity relation for red supergiants
Empirically derived ÛM- prescriptions are vital input for stellar evo-
lutionary models. It is from the mass loss that the onward evolution
of RSGs is predicted, as the amount of mass lost determines where
the star ends up on the HR diagram, which in turn determines the
final fate of the star. The most commonly used prescription, that of
de Jager et al. (1988), was determined by compiling ÛM values for
271 field stars from various other studies. Of this sample, there are
15 RSGs included in the sample, with no constraints on initial mass.
This prescription is dependent only on the luminosity of the star.
We have previously shown that by keeping Mini constrained,
the ÛM- luminosity relation is a tighter correlation with a dispersion
of only 0.4 dex (Beasor & Davies 2016, 2018). We now focus on
different mass RSGs, including the higher mass RSGs in RSGC1,
where the impact of mass-loss could be more significant. We cannot
derive a relation for the RSGs in NGC 2004 as apart from the
brightest star (SV* HV 2595) all of the measurements on ÛM are
upper limits. We now use IDL routine FITEXY9 to determine the
ÛM-luminosity relations for all other clusters in the sample. From
this we find a relation of
log( ÛM/M⊙yr−1) = a + b log(Lbol/L⊙) (3)
where the values of a and b are shown in Table 4 and are specific to
each cluster.
We now have ÛM-luminosity relations for RSGs across a
range of initial masses. Using the updated cluster ages found in
Beasor et al. (2019) we have re-derived initial masses for RSGs,
shown in Table 1. All of the ÛM-luminosity relations are shown in
Fig. 2. The gradients of each ÛM-luminosity relation are consistent to
within the errors. Taking the average of these values, we now fix the
gradient of the ÛM-luminosity relation for each cluster, see the bot-
tom panel of Fig. 2. We choose to fix the gradient in order to reduce
the number of degrees of freedom in the fit. By fixing the gradients,
9 https://idlastro.gsfc.nasa.gov/ftp/pro/math/fitexy.pro
MNRAS 000, 1–13 (2019)
6 E. R. Beasor et al.
Figure 2. Top panel: ÛM versus Lbol for all clusters studied here. The
dashed lines show the individual fits to each relation, shown in Table 4.
Bottom panel: Same as above, solid lines show fits to ÛM-Lbol relation once
the gradient has been fixed.
Table 4. ÛM relation parameters for each cluster. The ÛM-luminosity relation
is in the form log( ÛM/M⊙yr−1) = a + b log(Lbol/L⊙). We also show the
Pearson correlation coefficients for each relation.
Cluster Offset (a) Gradient (b) Correlation Coeff.
NGC 2100 −30.9 ± 3.6 5.3 ± 0.8 0.79
NGC 7419 −22.9 ± 4.9 3.6 ± 1.7 0.97
χ Per −27.0 ± 4.9 4.5 ± 1.0 0.66
RSGC1 −52.0 ± 51.2 8.8 ± 9.5 0.87
there is only one free parameter that needs to be calibrated, which in
turn leads to more reliable results when extrapolating outside of the
observed parameter space. From this, we find the mass-dependent
offset. Figure 3 shows the relation of initial mass with offset. We
can see that RSGC1 has a very different offset compared to the
other clusters, which we interpret as a mass dependency of ‘b’. In
the absence of data points in between the lower Minit clusters and
RSGC1, we perform a simple linear fit. We discuss the potential
implications of this limited sampling in Minit further in Section 5.4.
With the ÛM-luminosity relation for each cluster, in combination
with estimates of the initial masses of the RSGs in the clusters, we
can now parameterise ÛM in terms of both Lbol and initial mass. A
Figure 3. Initial mass versus ÛM-Lbol relation offset for each cluster.
more general mass dependent ÛM-luminosity relation can be derived,
log( ÛM/M⊙yr−1) = (−26.4−0.23×Mini/M⊙)+b log(Lbol/L⊙) (4)
where b = 4.8 ± 0.6. This dependence of offset on initial mass ex-
plains why many other ÛM prescriptions have such high dispersions,
as changing Mini causes the relation to become ‘smeared’ across
luminosities. At fixed luminosity, RSGs have higher ÛM at lower
initial mass. This is to be expected, since lower mass implies lower
surface gravity, which presumably makes winds easier to drive.
This is very important. Not including the effects of stellar mass
in past prescriptions, but extrapolating mass-loss prescriptions to
very high luminosity, has caused stellar evolution codes to severely
overestimate the influence of winds for the highest-mass RSGs.
5.2 Comparison to other ÛM-prescriptions
We now compare the performance of our prescription to others
commonly used in stellar evolutionary codes. To do this, we cal-
culate the residuals for each prescription, by subtracting the mass-
loss rate found from the relation to the measured value of ÛM . For
comparison we compare the results to the de Jager prescription
(de Jager et al. 1988), van Loon (van Loon et al. 2005) and the more
recent Goldman et al. (2017) prescription. Results are shown in Fig.
4, with the root mean square (RMS) andmean values shown in Table
4. To estimate RMS and offset we use only mass-loss rates higher
than 10−6M⊙ yr−1, as below this the value of ÛM is negligible.
Our prescription provides themost accurate and precise results,
with an RMS of ±0.45 dex. The dispersion on the de Jager et al.
(1988) prescription is larger (±0.50 dex) and in addition has a sys-
tematic overestimate of 0.12 dex. The offset becomes more signifi-
cant at high luminosities. For the RSGC1 stars, the most luminous
objects in our sample, dJ88 systematically overestimates ÛM by a
factor of 1.3 dex. As illustrated in Fig. 4, this is particularly evident
for the highest luminosity stars (log(L/L⊙) > 5), where the mass-
loss rates are systematically overestimated by a factor of 10. The
dJ88 prescription performs particularly badly for the highest Lbol
(and hence initial mass) RSGs, for which ÛM presumably has the
greatest potential effect.
The van Loon and Goldman prescriptions both lead to large
dispersions (± 0.53 dex and ± 1.26 dex respectively) and in all
cases over predict the amount of mass lost, by factors of ×2
and ×16 respectively (see Fig. 4). As discussed in previous pa-
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Figure 4. Residual ÛM values, defined as log( ÛMmeasured) - log( ÛMprescription), for each star using the ÛM-prescriptions from this work, de Jager et al. (1988),
van Loon et al. (2005) and Goldman et al. (2017).
pers (Mauron & Josselin 2011; Beasor & Davies 2016, 2018) both
studies select stars with enhanced mass-loss, by either selecting
dust enshrouded objects (van Loon et al. 2005) or maser emitters
(Goldman et al. 2017). It is likely that the stars chosen in these stud-
ies, are at the later stages of evolution and are experiencing the high-
est levels of mass loss, and hence are not representative for RSGs in
the earlier phases of evolution. In their paper, van Loon et al. (2005)
compared the ÛM values predicted by their prescription to measured
ÛM values for Galactic RSGs, finding only the most extreme objects
(e.g. VY CMa, VX Sgr) were consistent to within the errors. Look-
ing at the results (bottom two panels in Fig. 2), if one is to follow
the residuals for a cluster, the dispersion at later stages of evolution
(higher luminosities) is smaller, supporting the hypothesis that both
the van Loon and Goldman prescriptions are applicable for RSGs
at the end of their lives. While these prescriptions are perhaps not
appropriate for input into stellar evolutionary models, they have the
advantage of not requiring an initial mass, and so have the potential
to be used to estimate ÛM for stars with strong pulsations (e.g. Mira
variables).
5.3 Total mass lost during the RSG phase
How much mass is lost by a star prior to explosion is an important
factor on the appearance of the eventual SN. It is predicted that
stars with initial masses between 8 and 25M⊙ will evolve through
the RSG phase before exploding as a Type II-P SN, while stars
above this mass range are predicted to shed their outer envelope and
explode in the blue region of the HR diagram.
There is a maximum limit to how much mass an RSG can lose,
determined by the mass of the H-rich envelope. If this is removed
completely, the star cannot remain in the red of the HR diagram,
and instead will evolve back to the blue. Using the MIST models
(Dotter 2016; Choi et al. 2016; Paxton et al. 2010, 2013, 2015), it
is possible to determine how envelope mass changes as a function
of initial mass, see Fig. 5. This figure shows the envelope mass for
a star of a given initial mass at the beginning of the RSG phase,
where envelope mass is estimated by subtracting the helium core
mass from the mass of the star at the end of the MS. For an RSG
with an initial mass of 20M⊙ to evolve to the blue of the HR
diagram, it would have to lose ∼13M⊙ of mass during the RSG
phase prior to explosion. If we assume the RSG phase is 106yrs,
this would require an average sustained ÛM of 10−5M⊙ yr−1, a mass-
loss rate only observed for the brightest and most evolved RSGs in
this sample.
We now compare the amount of mass lost for 12, 15, 20 and
25M⊙ stars in the Geneva mass tracks10. For each mass track, we
10 For the purposes of this study we compare thew new ÛM-prescription to
Geneva models only as these models are optimised for massive stars in terms
of how they are calibrated (for example overshooting and rotation). As well
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Figure 5. Mass of the H-rich envelope at the end of the MS for a star as a
function of initial mass using the MIST mass tracks (see text for details).
begin by plotting ÛM as a function of luminosity, shown in Fig. 6.
Note the increase in ÛM by a factor of 3 at masses of 20M⊙ and over;
this arbitrary increase of ÛM is implemented in the models when the
stars become super-Eddington (Ekström et al. 2012) and contributes
to a large fraction of the predicted mass loss. For comparison,
at each time step we recompute a value for mass-loss rate using
our ÛM-prescription. In this case, we have not measured values of
ÛM below ∼10−7M⊙ yr−1 and so we regard this section of the
plot as uncertain, although the contribution to overall mass lost
in this region is negligible. Figure 6 shows ÛM-prescription being
implemented in the Geneva stellar models is dependent only on the
current luminosity of the star, leading to an over-prediction of the
total mass lost during the RSG phase by up to a factor of 20. This
result suggests stellar models could be over-predicting the number
of stars that evolve to the blue of the HR, and hence under-predict
the H-rich SN rate.
We now compare the predicted total amount ofmass lost during
the RSG phase (Mtot) from the Geneva models and the ÛM prescrip-
tion presented in this work, under the assumption that changing ÛM
does not change the core evolution (and hence luminosity evolution)
of the star. At each timestep a value for ÛM is calculated using the
Lbol and initial mass of the star. Figure 7 shows the mass of the star
as a function of time (scaled by MS lifetime). The solid lines show
the mass of the star directly taken from the Geneva mass tracks
(i.e. dJ88) and the dashed lines show the results when using the
new ÛM-prescription. The current ÛM implementation in the Geneva
models predicts a higher Mtot for all initial masses included here.
Indeed, for the 20M⊙ star, we predict a total mass loss through
the RSG phase of 1.4M⊙ while the current ÛM implementation in
Ekström et al. (2012) predicts a total mass loss of 9M⊙ . This is a
dramatic difference. With this new prescription, steady mass loss
will be insufficient to allow single stars of 20-25 M⊙ to evolve blue-
ward to become LBVs, BSGs, or WR stars before exploding (see
below).
The factor which determines what kind of SN will be seen is
the mass of the remaining H-rich envelope at core-collapse, and the
density of the wind shortly before death. For stars which retain their
envelope, the resulting SN will appear as a Type II H-rich SN, while
as this, they are also the most commonly used stellar evolutionary model in
the field.
Figure 6. ÛM as a function of time using the Geneva mass tracks at 12, 15,
20 and 25M⊙ . At each timestep, we use the new ÛM-prescription derived
here and calculate a new value for mass loss.
Figure 7.Change in current mass of 12, 15, 20 and 25M⊙ stars as a function
of time.
those that lose their envelope will evolve to become WR (or BSG)
stars before exploding as Type Ibc ‘stripped‘ SN. The Geneva mass
tracks do not provide a value for envelope mass (Menv) explicitly,
and sowe derive a lower limit for Menv by subtracting the convective
core mass at the end of the MS from the mass of the star. We now
use this to estimate the mass lost as a fraction of the envelope mass
prior to SN, see Fig. 8. In this figure, the MS is plotted. The point at
which the dashed line becomes visible is the point at which the RSG
mass loss comes into effect. Our ÛM-prescription suggests that very
little of the envelope mass is lost in the RSG phase, whereas the ÛM
currently implemented in the Geneva models suggests as much as
50% of the envelope can be lost during this period. It is this artificial
loss of envelope mass that drives the stars back to the blue of the
HR diagram (see the 25M⊙ track in Ekström et al. 2012).
The results of this study suggest that quiescent mass-loss dur-
ing theRSGphase cannot be the sole evolutionary driver formassive
stars. From the clusters studied here, there is no evidence for en-
hanced ÛM during the RSG phase and there is no physical motivation
for stellar evolutionary models to ramp up ÛM in order to explain
the RSG problem (e.g. Georgy et al. 2013), or to produce WR stars
from single-stars via RSG mass loss.
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Figure 8. Total mass lost during the RSG phase compared to the mass of
the envelope as a function of time.
5.4 Caveats and assumptions
The work presented here represents a substantial improvement on
dJ88, not just in the larger sample and homogeneous methodology,
but also in the fact that we are able to isolate stellar mass as an inde-
pendent variable. The previous attempt to incorporate mass in the ÛM
recipe (Nieuwenhuijzen & de Jager 1990) depended upon inferring
mass from luminosities of field stars with uncertain distances and
comparing to evolutionary tracks, where there is no unique mass-
luminosity relation. Our strategy of using RSGs in stellar clusters,
where the masses of the RSGs can be inferred from the age of the
host cluster, has for the first time shown that high-mass RSGs are
strongly discrepant from the dJ88 ÛM law.
Nevertheless, we have had to make some assumptions in the
course of this work, which mean that we must provide caveats to
our conclusions. We discuss these below.
• Firstly, throughout this work we model the dusty shell around
the RSGs as being spherically symmetric. It is well known that in
reality the dust around RSGs is clumped and highly asymmetric
(e.g. Smith et al. 2001; Scicluna et al. 2015). This is an effect we
studied in detail in Beasor & Davies (2016), where we found that
even increasing the clumping to a filling factor of 50 has little-to-
no effect on the output ÛM value provided the dust is optically thin
(which is the case for all the RSGs included in our ÛM-prescription).
Therefore, we concluded that clumping is unlikely to affect our
ÛM measurements. However, in the case of a very dense wind, this
could affect our Lbol measurements (see the case of WOH G64 in
Davies et al. 2018). A dense wind could shift Lbol either higher
or lower, depending on the orientation of the clumps. For example,
whenmodelling the SEDofWOHG64many authors have noted that
it cannot have a spherically symmetric dust shell (see discussion in
Davies et al. 2018). In Davies et al. (2018) the luminosity of WOH
G64 was determined to be log(L/L⊙)∼ 5.77 from integration under
the SED. However, if the excess mid-IR emission originates in a
dusty torus as suggested by Ohnaka et al. (2008), the luminosity
could be as low as log(L/L⊙)= 5.45. Given that this effect can shift
stars either left or right in the Lbol- ÛM plot, it would introduce scatter
into the relation rather than a systematic shift, so this is unlikely to
affect our results.
• We have assumed a uniform gas-to-dust ratio (rgd) for each
of the RSGs, regardless of how close they are to supernova (for
Galactic clusters we assume rgd of 200, while for LMC clusters
we assume rgd of 500, see Section 3). As the stars evolve towards
SN and the dust shell mass increases, it is likely that the rgd will
change. An rgd that decreases with time (as the star makes dust more
efficiently) would cause the slopes of the clusters in Fig. 2 to be less
steep. This is something that could be checked with independent ÛM
measurements derived from the gas, (e.g. CO emission lines in the
sub-mm, Decin et al. 2006). However, note that such measurements
are subject to their own uncertain correction factors, particularly
the ratio of CO to H2. One of our most important conclusions here
is that the higher mass stars in RSGC1 have ÛMs that are strongly
discrepant from dJ88. This conclusion is only undermined if the
RSGs in RSGC1 have rgd values that are significantly higher than
200. Indeed, for the mass-loss rates to be brought in line with the
dJ88 prescription, all stars would require an rgd value of ∼2500,
which would be strongly discrepant with any previous measurement
(e.g. Goldman et al. 2017).
• From the typical RSG lifetime T and the number of RSGs
N we have included we can state that we are likely to miss very
extreme (i.e. rare) phases, but that these cannot last longer than
t ∼ T/N and no more than n ∼ √N would have been missed. As
any extreme mass-loss phase ( ÛM > 10−4M⊙ yr−1) is likely to be
very short (∼ 104yrs), the contribution of this to the total mass
lost will only be on the order of ∼1M⊙ and hence will not have a
significant effect on the onward evolution. This can, of course, be
simulated properly using an ÛM-t distribution.
• Finally, an important point to note is the sampling of RSG
initial masses. We currently have four data points in our study, but
unfortunately 3 of them have very similar ages. Since we have poor
sampling in age between the youngest and oldest clusters, we simply
used linear interpolation to estimate mass-loss rates for RSGs with
intermediate masses. Adding further clusters with ages in the range
10–20Myr, rich in RSGs, would improve the precision of our work.
Despite the poor sampling in age, the unequivocal result of this work
is that the dJ88 mass-loss recipe grossly overestimates ÛM for the
high-mass stars in RSGC1. The most massive RSGs are the objects
that from a stellar evolution standpoint are the most interesting,
as it is these stars that have previously been thought to have the
strongest winds with the potential of stripping their own envelopes
prior to explosion. It is the mass-loss of RSGs above 17M⊙ which
is pertinent to understanding the upper mass cutoff for Type IIP
SN progenitors (the ‘Red Supergiant Problem’ Smartt et al. 2009;
Smartt 2015) and the H-D limit (Humphreys & Davidson 1979;
Davies et al. 2018).
5.5 Implications
5.5.1 LBVs as post-RSG objects
Another evolutionary stage during which massive stars can lose a
considerable amount of H-envelope mass is the luminous blue vari-
able (LBV) phase. LBVs are hot massive stars, which exhibit large
variations in brightness and powerful episodic mass-loss events.
It was thought for a long time that all massive stars experience a
brief LBV phase (104yr) prior to becoming Wolf-Rayet (WR) stars,
where the strong episodic mass-loss can remove the majority of the
remaining H-rich envelope (Humphreys & Davidson 1994). In this
scenario, LBVs could not be the immediate progenitors of SNe,
because they are followed by a WR phase. However, more recent
work has shown that LBVs are remarkably isolated from clusters
of massive O-type stars (Smith & Tombleson 2015). Their isola-
tion requires that they have longer lifetimes than O stars or WR
stars, making it impossible for LBVs to accomplish their presumed
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role in single-star evolution of removing the H envelope to trans-
form O stars into WR stars. It was instead suggested that LBVs are
likely products of binary evolution, whereby the LBVwas initially a
lower-mass star, but became more luminous because it is the mass-
gainer of a system or the product of a merger (Smith & Tombleson
2015; Smith 2016; Aghakhanloo et al. 2017). Justham et al. (2014)
have modeled LBVs as merger products to explain how they can be
potential SN progenitors.
Lower-luminosity LBVs might also be observed as SN pro-
genitors if the LBV phase comes after the RSG phase. Groh et al.
(2013) presented stellar evolution models that were coupled with
radiative transfer modeling using CoMoving Frame GENeral (CM-
FGEN, Hillier & Lanz 2001) to predict the appearance of single SN
progenitors prior to explosion. Using the de Jager et al. prescription
for the RSG phase of evolution, the authors found that the 20 and
25M⊙ pre-SN spectra of the progenitors looked remarkably similar
to those of LBVs, implying previously unknown evolutionary paths
for lower-mass stars,
20M⊙ : RSG −→ BSG −→ LBV −→ SN;
25M⊙ : RSG −→ W R −→ LBV −→ SN;
Under this paradigm, following the RSG phase the star has shed
enough mass to move back to the blue of the HR diagram and
become a blue supergiant (BSG) before exploding as an LBV. A
very similar path was predicted for the 25M⊙ model, but a WR,
specifically an Ofpe/WN9-like, phase instead of a BSG phase.
The LBV as post RSGs scenario is only viable if the mass-
loss during the RSG phase is enough to evolve the star back to the
blue. At present, we find the implementation of mass-loss in the
Geneva models severely over-predicts the total amount of envelope
mass lost during the RSG phase. This is exacerbated by the increase
of ÛM by a further factor of 3 beyond the extrapolated prescrip-
tion (Ekström et al. 2012; Georgy et al. 2013) for stars with initial
masses of 20M⊙ and above. The results of this paper show clearly
that for stars of 20M⊙ and below, mass-loss during the RSGphase is
not enough to remove the H-envelope and cause blue-ward motion.
Though admittedly the empirical range of this study is 8-25M⊙ ,
it is unlikely that the envelope of 20–30M⊙ can be removed by
quiescent RSG winds unless there is a large step change in ÛM for
more massive RSGs.
5.5.2 SN interaction with CSM
When SN II-P progenitors explode there is observational evidence
showing they crash into a dense CSM, such as their early light curves
(e.g. Morozova et al. 2017), and brief IIn phase that is observed in
some SNe II-P (e.g. Smith et al. 2015; Khazov et al. 2016). In order
to reproduce these observations, it has been claimed that the CSM
must be very close to the star (i.e. within about 10au, or even within
a stellar radius in some cases) and very dense (e.g. Smith et al.
2015; Morozova et al. 2017). The light curves were modeled by
Moriya et al. (2018) and (Morozova et al. 2017), who suggested ÛM
values of 10−3–10−2M⊙ yr−1. These mass-loss rates are substan-
tially higher than we find for any object in our sample, although
their cumulative mass lost is negligible because they only operate
for a brief time shortly before the SN. In this work, we find that the
amount of mass lost throughout the RSG phase (lasting approxi-
mately 106yrs) is very small even for the most massive progenitors.
For a 25M⊙ RSGwe predict only a total mass lost of 1.4M⊙ , which
would correspond to approximately 8×10−4M⊙ of material within
1 stellar radius. A level of mass loss this low is unlikely to have an
effect on the observed SN light curve (e.g. Smith et al. 2016). Of
course, this does not take into account anymass lost during potential
periods of enhanced pre-SN mass-loss (see later), because our tar-
get stars used to derive the new prescription are not able to sample
immediate SN progenitors (none of them have exploded yet).
To explain the apparent disagreement between the ÛM values
found here and those being claimed for SN progenitors, we will now
explore the methodology ofMoriya et al. (2018) in more detail. The
authors modeled RSGs with an acceleration zone to explain the
rise times of several Type II-P SN light curves. By adopting wind
acceleration parameter (β) values between 1-5, the authors con-
clude that the slow acceleration of the wind results in a dense CSM
lying in the vicinity of the progenitor star upon explosion. How-
ever, as the β-law describes wind acceleration for radiatively driven
winds (Castor et al. 1975), it is unclear if there is any justification
in applying this to RSGs which likely have a very different driving
mechanism. Though Moriya et al. (2018) study slowly accelerating
winds (β=5), even this is likely far too fast for RSGs, where wind
accelerates so slowly that the CSM is likely almost static within the
first couple of stellar radii (Harper et al. 2001; Dessart et al. 2017).
Though we have shown that quiescent mass-loss is extremely
ineffective at removing the envelope, we have not yet discussed
how the envelope may be removed by a brief period of enhanced
mass-loss, e.g. via binary envelope stripping or a short phase of
enhanced mass-loss in the decades or centuries before explosion
(e.g. Smith & Arnett 2014; Smith 2014; Yoon & Cantiello 2010;
Quataert & Shiode 2012). Davies et al. (2018) estimated how long
a period of enhanced mass-loss would need to last to remove a large
fraction of the hydrogen envelope. Assuming any star undergoing
this enhanced ÛM would be visible as a maser emitter, Davies et al.
(2018) found four OH/IR emitters in their total sample of 73 RSGs
with log(L/L⊙) > 5. Assuming the RSG phase is ∼106yrs and that
the superwind phase is a ubiquitous feature of single star evolution
(which is by no means certain), this suggests any ‘superwind’ phase
is on the order of 104yrs. If the ÛM during this time is as high as
that of the maser emitters in the Goldman et al. (2017) sample (∼
10−4M⊙yr−1), several Solar masses of envelope could potentially
be lost.
6 CONCLUSIONS
Mass-loss rate prescriptions must be assumed in stellar evolutionary
codes to determine the fate of massive stars. While an ÛM relation
found from first principles cannot be attained, models input empir-
ically derived ÛM recipes. By using RSGs in clusters with known
ages and initial masses, we derive a new mass-dependent mass-loss
rate prescription that yields mass-loss rates lower than previous
prescriptions used in stellar evolution models, and much lower than
the artificially elevated mass-loss rates that are sometimes adopted.
Below we outline the main conclusions of this work:
(i) There is no observationally motivated reason to increase the
quiescent mass-loss rates of RSGs by factors of three or more above
the dJ88 rate, as is currently implemented in the Geneva models.
Indeed, we show the dJ88 rate is already a factor of 9 too high for
the quiescent winds of massive RSGs. RSGs that evolve as single
stars cannot shed their H-envelope through quiescent winds, and
thus will die with this envelope intact (producing a Type II SN) in
the absence of another stripping mechanism.
(ii) Mass-loss rates derived from dust enshrouded stars should
not be used for quiescent RSG winds, as they are systematically too
high by orders of magnitude for the majority of stars in the RSG
phase. The dust enshrouded RSGs either represent a very small
fraction of the RSG lifetime of a single star (∼ 104yrs), or are
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the product of another evolutionary channel (e.g. binary system,
common envelope merger, mass gainer).
(iii) Single stars with initial masses <25M⊙ do not lose enough
mass through their quiescent winds to evolve blueward, and hence
cannot create WR, BSG or LBV stars as some evolutionary models
have predicted.
(iv) If the ÛM-prescription derived here were implemented into
stellar evolution models, stars with initial masses well in excess
of 30M⊙ would fail to evolve back to the blue after becoming an
RSG, leading to an upper luminosity limit (otherwise known as the
Humphreys-Davidson limit) as high as log(L/L⊙)=6. This is in con-
trast with observations which show a clear cutoff at 5.5 (Davies et al.
2018), implying quiescent RSG winds are not responsible for the
upper luminosity limit.
(v) The relative number of stripped/unstripped SN events pre-
dicted by single star stellar evolution models is likely incorrect,
with the number of H-rich SN being underpredicted. However, this
ratio could be heavily dominated by binary systems.
Our work here suggests that in contrast to what is predicted
by single star evolutionary models, quiescent mass-loss during the
RSG phase has little or no effect in stripping the envelope prior to
SN.
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APPENDIX A: EXTINCTION LAW TOWARDS RSGC1
The cluster RSGC1, located at the end of the Galactic Bar at a
distance of 6.6kpc from Earth, is heavily obscurred. The extinction
at 2µm is greater than 2mags (Davies et al. 2008), and as such
the extinction in the mid-IR is non-negligible. Measurements of
the extinction law at mid-IR wavelengths are scarce, and seem to
depend on sightline (Mathis 1990; Xue et al. 2016; Wang & Chen
2019). Furthermore, the mid-IR extinction law is non-monotonic as
it features absorption fromsilicate dust grains,whichhappens also to
be the diagnostic feature we measure in emission to determine RSG
mass-loss rates. It is therefore crucial for this work that we make an
accurate measurement of the extinction law towards RSGC1.
Our methodology can be summarised as follows. We have
obtained mid-IR spectroscopy of the RSGs in the cluster from the
archives. We assume that the faintest RSG in RSGC1 (F14) has no
intrinsic mid-IR excess. We then take the ratio of F14’s spectrum
to that of an appropriate model atmosphere to be a measurement of
the extinction. The method is described in more detail below.
A1 Benchmark object
For our testbed object, we selected the RSG star F14. The star is
bright enough to be easily detectable in the mid-IR, and compara-
tively spatially isolated, allowing us to combine reliable photometry
and spectrophotometry to obtain a spectrum which is well flux-
calibrated (see below). Whilst being bright, the indications are that
the star has little or no infrared excess (Davies et al. 2008). By com-
paring the star’s spectrum to a model atmosphere, we can therefore
determine the extinction as a function of wavelength. We note that,
if the star does have some mid-IR excess, this would cause us to
underestimate the extinction in the mid-IR relative to that in the
near-IR.
A2 Data
For our mid-IR spectroscopy, we use the data from Spitzer/IRS
program ID 40224 (PI B. Davies). The programme uses the low
resolution mode, covering 5-15µm, and the high-resolution mode
covering 10-35µm. The lo-res data has the advantage of a longer slit,
which allows for accurate sky subtraction, and is known to provide
excellent flux calibration. However, the wavelength coverage does
not go to long enough wavelengths for our purposes. The hi-res
data has spectral coverage which extends to longer wavelengths,
however the shorter slit means that sky subtraction has to be done
using dedicated sky observations, and the field around RSGC1 can
be seen in mid-IR images to have patchy background emission.
Furthermore, the flux calibration in hi-res IRS data is poor due
to the slit covering only a fraction of the point spread function,
making the whole dataset unreliable unless it can be independently
flux calibrated.
To provide flux calibration data for these spectra, we comple-
ment with mid-IR photometry. Though F14 is outside the field-of-
view of our SOFIA data (presented here), the star is isolated enough
to have reliable photometry in the lower spatial resolution images of
MSX, as well as being covered by IRAC in the Spitzer/GLIMPSE
survey. This means that we are able to reliably flux-calibrate the
IRS spectra shortward of ∼20µm. Longer than 20µm, we are reliant
on the Long-High (LH) IRS module, where the flux calibration is
poor. To tune up the flux calibration at these longer wavelengths, we
extract all IRS spectra for RSGC1 stars that are reasonably isolated
(F6, F7, F10, F11, F13) and recalibrate the LH IRS data using the
SOFIA photometry. This was achieved by applying a uniform scale
factor of 0.62 to the LH spectra, which resulted in fluxes consistent
with the long wavelength SOFIA spectra to within ±5%.
In Fig. A1 we plot the IRS spectra of F14, as well as the
photometry from MSX and IRAC. The plot shows that, in the case
of this star, there is excellent agreement between the spectroscopic
and photometric data.
A3 Determining the extinction law
To infer the extinction law, we first require an estimate of the in-
trinsic spectrum of F14. For this purpose, we take MARCS model
atmospheres (Gustafsson et al. 2008) with effective temperatures T
between 3400K and 4000K, gravity log(g/cgs) = 0.0, and Solar
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Figure A1. Mid-infrared spectroscopy and photometry of the star F14.
Overplotted are spectra generated fromMARCSmodel atmospheres at three
different effective temperatures.
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Figure A2. Extinction law from optical to mid-IR. Other measurements of
the extinction law from the literature are overplotted as coloured points.
metallicity. The spectra are computed with the code TURBOSPEC-
TRUM (Plez 2012). The model spectrum is then scaled to match
the dereddened K-band photometry of F14, assuming an extinction
of AK = 2.7411 . Model spectra at three different values of Teff are
plotted over F14’s IRS spectrum in Fig. A1.
We estimate the extinction per unit wavelength by taking the
ratio of the scaled model to the observed spectrum and applying
the magnitude formula. The result is plotted as the magenta line
in Fig. A2. Overplotted are the results from similar studies from
the literature (Mathis 1990; Xue et al. 2016; Wang & Chen 2019).
11 This value of the extinction towards RSGC1 is taken from Figer et al.
(2006), where it was estimated from the average 2MASS colour excess of all
RSGs in the cluster, assuming the average intrinsic colours of M supergiants.
Though the extinction towards RSGC1 was updated in Davies et al. (2008),
these authors estimated the extinction towards each individual star, assuming
the intrinsic colours from spectral types estimated from K-band spectra.
Since these spectral types are necessailty uncertain, we adopt the extinction
estimated in Figer et al.
Though the various studies serve to illustrate the uncertainties on the
mid-IR extinction law and its dependence on sightline, the studies
agree to within a factor of ∼2-3 at all wavelengths shorter than
∼20µm. Above 20µm, our extinction law falls to close to zero,
whereas the other studies indicate that it remains roughly constant
above ∼15µm. We caution that the location at which our results
deviate from the other studies corresponds to the join between the
Long-Low and Long-High IRS modules, and could be an artefact
of poor flux calibration. To investigate the impact of any systematic
error here, we experimented with two extinction laws: that shown in
Fig. A2, and one that remains flat above 18µm. The mass-loss rates
found using each of the extinction laws were consistent to within
the errors.
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