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Abstract
In this paper the two-dimensional g-fraction with independent variables which is the generalization of
the continued g-fraction is considered. The correspondence between the formal double power series and the
above mentioned fraction is studied. As a result the algorithm for the expansion of the formal double power
series into the corresponding two-dimensional g-fraction with independent variables has been constructed
and the conditions for the existence of such an algorithm have been established. The expansion of some
functions into the corresponding two-dimensional g-fraction with independent variables is constructed and
the efficiency of the obtained expansion by using approximants is shown.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
It is known that the branched continued fractions are multidimensional generalization of
continued fractions [5].
The expression
b0 +
∞
D
k=1
N
ik=1
ai(k)
bi(k)
= b0 +
N
i1=1
ai(1)
bi(1) +
N
i2=1
ai(2)
bi(2)+...
,
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where N ∈ N, i(k) = i1, i2, . . . , ik is a multiindex, b0, ai(k), bi(k) are complex numbers, is called
a branched continued fraction.
The branched continued fractions are used, in particular, in numerical theory to express
algebraic irrational numbers, in computational mathematics for the solution of systems of linear
algebraic equations, in engineering for constructing mathematical models of transistors, in
analysis for approximating functions of multiple variables [5,14].
One of the methods of expanding functions of two variables, given by formal double
power series (FDPS), into a two-dimensional continued fraction (T-DCF) is the construction
of corresponding T-DCF [2,9,11,12,16].
Let
fn(z) = Pmn (z)Qln (z)
, n ≥ 1,
where z = (z1, z2) ∈ C2, Pmn (z), Qln (z) are polynomials of degrees mn and ln respectively, be
a sequence of rational functions of two variables. The function fn(z) expands into FDPS in a
neighborhood of zero, if the denominator Qln (z) is not equal to zero in the point z = (0, 0).
The rational function fn(z) is called corresponding to FDPS
f (z) =
∞
k,l=0
akl z
k
1z
l
2,
where akl ∈ C, z ∈ C2, with order of correspondence νn , if the expansion fn(z) into FDPS
coincides with f (z) for all homogeneous polynomials to the degree νn − 1 inclusively. The
sequence { fn(z)} corresponds to FDPS, if
lim
n→+∞ νn = +∞.
The correspondence T-DCF to FDPS f (z)means that the sequence of approximants of T-DCF
corresponds to f (z).
We consider the two-dimensional g-fraction with independent variables
s0
Φ0(z1)+
∞
D
n=1
g0n(1−g0,n−1)z2
Φn(z1)
, Φl(z1) = 1+
∞
D
k=1
gkl(1− gk−1,l)z1
1
, l ≥ 0, (1)
where s0 > 0, g00 = 0, 0 < gkl < 1, k ≥ 0, l ≥ 0, k + l > 0, z ∈ C2, which is a generalization
of the continued g-fraction
s0
1+ ∞D
n=1
gn(1−gn−1)z
1
= s0
1+ g1z
1+ g2(1−g1)z
1+ g3(1−g2)z1+
...
,
where s0 > 0, g0 = 0, 0 < gn < 1, n ≥ 1, z ∈ C.
Continued g-fractions are used, in particular, for analytic extension of functions, for the
finding of zeros, poles and domains of univalence for some analytic and meromorphic functions,
for the solution of the power moment problem [13,17–19].
The first multidimensional generalization of the continued g-fraction was considered in
[3,8], where the circular domain of convergence for the suggested generalization was investi-
gated. The convergence of multidimensional g-fractions is investigated in [6,10]. The algorithm
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for the expansion of the formal multiple power series into a corresponding multidimensional
g-fraction is constructed in [10].
In the present paper we study the correspondence between the FDPS
L(z) =
∞
k,l=0
(−1)k+lskl zk1zl2, (2)
where skl ∈ R, k ≥ 0, l ≥ 0, z ∈ C2, and the two-dimensional g-fraction with independent
variables (1). We prove that the fraction (1) converges in the domain
D = {z ∈ C2 : |z1| < 1/2, |z2| < 1/2} (3)
to a function g(z), which is analytic in this domain. We also establish that the sum of FDPS
(2), which corresponds to the two-dimensional g-fraction with independent variables (1), has
the same value as this fraction in domain (3). Moreover, we construct and investigate the
algorithm for the expansion of FDPS (2) into the corresponding two-dimensional g-fraction with
independent variables (1).
2. The correspondence between the formal double power series and the two-dimensional
g-fraction with independent variables
The correspondence between the two-dimensional g-fraction with independent variables (1)
and the FDPS (2) means that the expansion of each nth approximant, n ≥ 1, into the FDPS
coincides with the given series for all homogeneous polynomials to the degree νn−1 inclusively.
The νn is called the order of correspondence.
We introduce the notation for the remainders of fraction (1):
Q(0)s (z) = Φ(0)s (z1) = Q(s−k)sk (z1) = 1,
Q(s−k)k (z) = Φ(s−k)k (z1)+
s−k
D
r=1
g0,k+r (1− g0,k+r−1)z2
Φ(s−k−r)k+r (z1)
= Φ(s−k)k (z1)+
g0,k+1(1− g0k)z2
Φ(s−k−1)k+1 (z1)+ g0,k+2(1−g0,k+1)z2Φ(s−k−2)k+2 (z1)+...+ Φ(2)s−2(z1)+ g0,s−1(1−g0,s−2)z2
Φ
(1)
s−1(z1)+
g0s (1−g0,s−1)z2
1
,
Φ(s−n)n (z1) = 1+
s−n
D
r=1
grn(1− gr−1,n)z1
1
= 1+ g1n(1− g0n)z1
1+ g2n(1−g1n)z11+
...+
gs−n,n (1−gs−n−1,n )z1
1
,
Q(s−k)k+p,k(z1) = 1+
s−k
D
r=p+1
grk(1− gr−1,k)z1
1
= 1+ gp+1,k(1− gpk)z1
1+ gp+2,k (1−gp+1,k )z11+
...+
gs−k,k (1−gs−k−1,k )z1
1
,
where s ≥ 0, 0 ≤ k ≤ s − 1, k ≤ n ≤ s − 1, 1 ≤ p ≤ s − k − 1. Under this notation the
following recurrence relations hold
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Q(s−k)k (z) = Φ(s−k)k (z1)+
g0,k+1(1− g0k)z2
Q(s−k−1)k+1 (z)
,
Q(s−k)k+p,k(z1) = 1+
gp+1,k(1− gpk)z1
Q(s−k)k+p+1,k(z1)
,
(4)
where s ≥ 0, 0 ≤ k ≤ s − 1, 1 ≤ p ≤ s − k − 1.
Let
gn(z) = s0
Q(n−1)0 (z)
be the nth approximant of T-DCF (1), n ≥ 1.
Theorem 1. For the two-dimensional g-fraction with independent variables (1) there exists the
unique formal double power series of form (2) to which this fraction will correspond. The order
of correspondence is νn = n.
Proof. Since Q(n−r−1)r (0) = 1, where 0 = (0, 0), for any index r, 0 ≤ r ≤ n − 1, n ≥ 1, and
Q(s−r)r+k,r (0) = 1 for any index k, 1 ≤ k ≤ n− r − 1, then the fraction 1/Q(n−r−1)r (z) has a formal
expansion into FDPS of form (2) and 1/Q(s−r)r+k,r (z1) has a formal expansion into FDPS of form
(2), where l = 0.
Let for each index n, n ≥ 1, the series
∞
k,l=0
(−1)k+ls(n)kl zk1zl2
be a formal expansion of approximant gn(z) of T-DCF (1). Let Q
(s−k)
k (z) ≢ 0 and Q(s−k)k+p,k(z1) ≢
0 for all indices. Applying the method suggested in [4, p. 28] and recurrence relations (4), for
m > n ≥ 2 on the first step we obtain
gm(z)− gn(z) = s0
Q(m−1)0 (z)
− s0
Q(n−1)0 (z)
= − s0
Q(m−1)0 (z)Q
(n−1)
0 (z)

Q(m−1)0 (z1)− Q(n−1)0 (z1)

.
Let k and p be arbitrary integer numbers, moreover 0 ≤ k ≤ n−2, 1 ≤ p ≤ n−k−2, n ≥ 2.
Then for m > n we have
Q(m−k−1)k (z)− Q(n−k−1)k (z)
= Φ(m−k−1)k (z1)+
g0,k+1(1− g0k)z2
Q(m−k−2)k+1 (z)
−

Φ(n−k−1)k (z1)+
g0,k+1(1− g0k)z2
Q(n−k−2)k+1 (z)

= Φ(m−k−1)k (z1)− Φ(n−k−1)k (z1)
− g0,k+1(1− g0k)z2
Q(m−k−2)k+1 (z)Q
(n−k−2)
k+1 (z)

Q(m−k−2)k+1 (z)− Q(n−k−2)k+1 (z)

, (5)
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Φ(m−k−1)k (z1)− Φ(n−k−1)k (z1)
= 1+ g1k(1− g0k)z1
Q(m−k−1)k+1,k (z1)
−

1+ g1k(1− g0k)z1
Q(n−k−1)k+1,k (z1)

= − g1k(1− g0k)z1
Q(m−k−1)k+1,k (z1)Q
(n−k−1)
k+1,k (z1)

Q(m−k−1)k+1,k (z1)− Q(n−k−1)k+1,k (z1)

(6)
and
Q(m−k−1)k+p,k (z1)− Q(n−k−1)k+p,k (z1)
= 1+ gp+1,k(1− gpk)z1
Q(m−k−1)k+p+1,k (z1)
−
1+ gp+1,k(1− gpk)z1
Q(n−k−1)k+p+1,k(z1)

= − gp+1,k(1− gpk)z1
Q(m−k−1)k+p+1,k (z1)Q
(n−k−1)
k+p+1,k(z1)

Q(m−k−1)k+p+1,k (z1)− Q(n−k−1)k+p+1,k(z1)

. (7)
Applying recurrence relations (5)–(7) and taking into account that
Q(m−n)n−1 (z)− Q(0)n−1(z) = Φ(m−n)n−1 (z1)+
g0n(1− g0,n−1)z2
Q(m−n−1)n (z)
− 1
= g1,n−1(1− g0,n−1)z1
Q(m−n)n,n−1 (z1)
+ g0n(1− g0,n−1)z2
Q(m−n−1)n (z)
and
Q(m−k−1)n−1,k (z1)− Q(n−k−1)n−1,k (z1) =
gn−k,k(1− gn−k−1,k)z1
Q(m−n)n,k (z1)
,
after nth step we obtain
gm(z)− gn(z)
= −
s0

Φ(m−1)0 (z1)− Φ(n−1)0 (z1)

Q(m−1)0 (z)Q
(n−1)
0 (z)
+
(−1)ns0zn2
n
r=1
g0r (1− g0,r−1)
n
r=0
Q(m−r−1)r (z)
n−1
r=0
Q(n−r−1)r (z)
+
n−1
j=1
(−1) j+1s0

Φ(m− j−1)j (z1)− Φ(n− j−1)j (z1)

z j2
j
r=1
g0r (1− g0,r−1)
j
r=0
Q(m−r−1)r (z)Q(n−r−1)r (z)
,
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where
Φ(m− j−1)j (z1)− Φ(n− j−1)j (z1) =
(−1)n− j−1zn− j1
n− j
r=1
gr j (1− gr−1, j )
n− j
r=1
Q(m− j−1)j+r, j (z1)
n− j−1
r=1
Q(n− j−1)j+r, j (z1)
.
From this formula we have
gm(z)− gn(z) =
∞
k,l=n
(−1)k+l(s(m)kl − s(n)kl )zk1zl2, m > n ≥ 2,
in a neighborhood of zero.
Hence for each m,m > n ≥ 2, the relations s(m)kl = s(n)kl hold for any k ≥ 0, l ≥ 0, k + l ≤
n − 1.
T-DCF (1) corresponds to FDPS (2), where skl = s(k+l+1)kl for all k ≥ 0 and l ≥ 0, since for
n ≥ 1
L(z)− gn(z) =
∞
k,l=n
(−1)k+l(s(k+l+1)kl − s(n)kl )zk1zl2.
It remains to prove that this L(z) is unique. Assume that the T-DCF (1) also corresponds to
L ′(z) =
∞
k,l=0
(−1)k+lc(k+l+1)kl zk1zl2.
Since for any n ≥ 1
L ′(z)− gn(z) =
∞
k,l=n
(−1)k+l(c(k+l+1)kl − s(n)kl )zk1zl2
it follows directly that c(k+l+1)kl = s(k+l+1)kl for all k ≥ 0, l ≥ 0, k + l ≤ n − 1. That is, the L(z)
is unique. 
The following theorem deals with the convergence of the corresponding two-dimensional
g-fraction with independent variables to FDPS.
Theorem 2. The two-dimensional g-fraction with independent variables (1) converges in the
domain (3) to a function g(z) which is holomorphic in this domain. The sum of the formal
double power series (2), which corresponds to the two-dimensional g-fraction with independent
variables (1), has the same value as this fraction in the domain (3).
Proof. Let s and k be arbitrary integer numbers, moreover s ≥ 0, 0 ≤ k ≤ s, s − k ≥ 1. Using
relations (4), by induction on r we show that the following inequalities are valid
|Q(s−k)k+r,k(z1)| > grk, (8)
where 1 ≤ r ≤ s − k.
For r = s − k relations (8) are obvious. By induction hypothesis that (8) hold for r = p + 1,
where p + 1 ≤ s − k, we prove (8) for r = p. Indeed, use of relations (4) leads to
|Q(s−k)k+p,k(z1)| ≥ 1−
gp+1,k(1− gpk)|z1|
|Q(s−k)k+p+1,k(z1)|
> 1− gp+1,k(1− gpk)
|Q(s−k)k+p+1,k(z1)|
.
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By virtue of estimates (8), Q(s−k)k+p+1,k(z1) ≢ 0. Therefore, replacing gp+1,k by |Q(s−k)k+p+1,k(z1)|,
inequalities (8) are obtained for r = p.
By analogy we prove validity of the following inequalities
|Q(s−k)k (z)| > g0k, (9)
where s ≥ 0, 0 ≤ k ≤ s.
From relations (8) and (9) it follows that Q(s−k)k (z) ≢ 0, Q(s−k)k+p,k(z1) ≢ 0 for all indices.
Thus, the approximants gn(z), n ≥ 1, of T-DCF (1) form a sequence of functions holomorphic
in domain (3).
Let
Dc = {z ∈ C2 : |z1| < c/2, |z2| < c/2}, 0 < c < 1 (10)
be a domain contained in D. Applying relations (8) and (9), for the arbitrary z ∈ Dc, Dc ⊂ D,
we obtain for n ≥ 2
|gn(z)| = s0|Q(n−1)0 (z)|
≤ s0
1− g10|z1||Q(n−1)10 (z1)| −
g01|z2|
|Q(n−2)1 (z)|
<
s0
1− c = M(Dc),
where the constant M(Dc) depends only on the domain Dc, i.e. the sequence {gn(z)} is uniformly
bounded in the domain of form (10).
Let K be an arbitrary compact subset of domain (3). Let us cover K with domains of form
(10). From this cover we choose the finite subcover {Dc j }sj=1. Let
M(K ) = max{M(Dc j ) : 1 ≤ j ≤ s}.
Then, taking into account g1(z) = s0, for arbitrary z ∈ K we obtain
|gn(z)| ≤ M(K )
for n ≥ 1, i.e. the sequence {gn(z)} is uniformly bounded on each compact subset of the domain
(3).
According to Theorem 2 [7] T-DCF (1) converges in the domain
∆r = {z ∈ C2 : |z1| ≤ r < 1/8, |z2| ≤ r < 1/8}.
Evidently ∆r ⊂ D for each r, 0 < r < 1/8, in particular, say ∆1/9 ⊂ D. Applying Theorem
24.2 [19] we come to the conclusion that the two-dimensional g-fraction with independent
variables (1) converges uniformly on each compact subset of the domain (3) to function g(z),
which is to be holomorphic in this domain.
Now, we prove the second statement of this theorem. Since the sequence {gn(z)} converges
uniformly on each compact subset of the domain D to function g(z), which is holomorphic in D,
then according to the Weierstrass theorem [15, p. 288] for arbitrary k + l, k ≥ 0, l ≥ 0, we have
∂k+l gn(z)
∂zk1∂z
l
2
→ ∂
k+l g(z)
∂zk1∂z
l
2
on each compact subset of the domain D. And now, according to Theorem 1 the expansion
of each approximant gn(z), n ≥ 1, into FDPS coincides with series (2) for all homogeneous
polynomials to the degree n − 1 inclusively. Then for n →∞
lim
n→∞
∂k+l gn(z)
∂zk1∂z
l
2

z=0
= k!l!(−1)k+lskl .
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Hence,
g(z) =
∞
k,l=0
∂k+l g(z)
k!l!∂zk1∂zl2

z=0
zk1z
l
2 =
∞
k,l=0
(−1)k+lskl zk1zl2
for all z ∈ D. 
3. The algorithm for the expansion of the formal double power series into the two-
dimensional g-fraction with independent variables
We shall use the symbol “∼” for indication of the correspondence between the formal power
series P(z) and the continued fraction D(z).
Lemma 3. If
P(z) =
∞
k=0
(−1)ksk zk
is a formal power series that P(z) ∼ 1/D(z), where
D(z) = 1+ g1z
1 +
g2(1− g1)z
1 +
g3(1− g2)z
1 + . . . ,
then P ′(z) ∼ D(z), where
P ′(z) =
∞
k=0
(−1)ks′k zk
is reciprocal to series P(z).
Proof. Let n be an arbitrary natural number, moreover n ≥ 2. Let fn(z) be a nth approximant of
continued fraction 1/D(z). And now, let
fn(z) =
∞
k=0
(−1)kc(n)k zk := Pn(z), ( fn(z))−1 =
∞
k=0
(−1)kd(n)k zk := P ′n(z)
be expansions of approximants of continued fractions 1/D(z) and D(z), respectively, into formal
power series.
According to the definition of the correspondence between the continued fraction and formal
power series we have c(n)k = sk for k ≤ n − 1. Since fn(z)( fn(z))−1 ≡ 1, then Pn(z)P ′n(z) ≡ 1
in some neighborhood of zero. As series P ′(z) is reciprocal to series P(z), we obtain d(n)k = s′k ,
if k ≤ n − 1. By virtue of arbitrary n we came to the conclusion that P ′(z) ∼ D(z). 
We shall construct and investigate the algorithm for the expansion of the FDPS (2) into the
corresponding two-dimensional g-fraction with independent variables (1).
Let s00 > 0 and
R0(z) =
∞
k,l=0
(−1)k+l skl
s00
zk1z
l
2.
Next, let
R′0(z) =
∞
k,l=0
(−1)k+ls(0)kl zk1zl2 (11)
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be reciprocal to series R0(z). The coefficients of FDPS (11) are uniquely determined by recurrent
formulas
s(0)kl = −
k+l
r,s=1
s(0)k−r,l−s
srs
s00
, k ≥ 0, l ≥ 0, k + l ≥ 1, (12)
moreover s(0)mn = 0, if m < 0 or n < 0. By condition s(0)01 ≠ 0 we write the series (11) in the
form
R′0(z) = P1(z1)− s(0)01 z2 R1(z),
where
P1(z1) =
∞
k=0
(−1)ks(0)k0 zk1, R1(z) =
∞
k,l=0
(−1)k+l s
(0)
k,l+1
s(0)01
zk1z
l
2.
Then L(z) can be written as follows:
L(z) = s00
P1(z1)− s(0)01 z2 R1(z)
.
The sequence
sn =
 1
0
undϕ(u), n ≥ 0,
where ϕ(u) is a real and monotone nondecreasing function with an infinite number of points of
increase, is called a totally monotone sequence corresponding to an infinite distribution of mass,
if
∆msn ≥ 0, m ≥ 0, n ≥ 0,
where
∆msn = sn −

1
m

sn+1 +

2
m

sn+2 − · · · + (−1)m
m
m

sn+m[18].
Let {sk0} be a totally monotone sequence corresponding to an infinite distribution of mass.
Then according to Theorem 4.1 [18] there exist real numbers gk0, k ≥ 1, such that 0 < gk0 <
1, k ≥ 1, and that
∞
k=0
(−1)k sk0
s00
zk1 ∼
1
1 +
g10z1
1 +
g20(1− g10)z1
1 +
g30(1− g20)z1
1 + · · · .
According to Lemma 3 we have
P1(z1) ∼ 1+ g10z11 +
g20(1− g10)z1
1 +
g30(1− g20)z1
1 + . . . ,
since the series P1(z1) is reciprocal to series
∞
k=0
(−1)k sk0
s00
zk1.
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The coefficients of the continued g-fraction, which corresponds to the formal power series, may
be computed by Bauer’s g-algorithm [1]. According to this algorithm the coefficients gk0, k ≥ 1,
are the diagonal elements g(0)k0 , k ≥ 1, of the g-table for l = 0
g(0)1l
g(1)0l g
(0)
2l
g(1)1l g
(0)
3l
g(2)0l g
(1)
2l g
(0)
4l
g(2)1l g
(1)
3l
...
. . .
g(3)0l g
(2)
2l
...
... g(3)1l
...
...
(13)
the entries of which are defined by the initial conditions
g(m)0l = 0, g(m)1l =
s(l−1)m+1,1
s(l−1)m1
, m ≥ 0, (14)
moreover,
g(m)10 =
sm+1,0
sm0
, m ≥ 0,
and the rhombus rule
(1− g(m)2n+1,l)(1− g(m)2n+2,l) = (1− g(m+1)2n,l )(1− g(m+1)2n+1,l), r ≥ 1, n ≥ 0,m ≥ 0,
g(m)2r,l g
(m)
2r+1,l = g(m+1)2r−1,l g(m+1)2r,l , r ≥ 1, n ≥ 0,m ≥ 0.
 (15)
Thus we can write
L(z) ∼ s00
1+ g10z1
1+ g20(1−g10)z11+
...
− s(0)01 z2 R1(z)
.
Let {s0l} be a totally monotone sequence corresponding to an infinite distribution of mass.
Then according to Theorem 4.1 [18] there exist real numbers g′0l , l ≥ 1, such that 0 < g′0l <
1, l ≥ 1, and that
∞
l=0
(−1)ls0l zl2 ∼
s00
1 +
g′01z2
1 +
g′02(1− g′01)z2
1 +
g′03(1− g′02)z2
1 + · · · .
The coefficients g′0l , l ≥ 1, may be computed by the g-algorithm [1]. According to this algorithm
the g′0l , l ≥ 1, are the diagonal elements g(0)0l , l ≥ 1, of the g-table
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g(0)01
g(1)00 g
(0)
02
g(1)01 g
(0)
03
g(2)00 g
(1)
02 g
(0)
04
g(2)01 g
(1)
03
...
. . .
g(3)00 g
(2)
02
...
... g(3)01
...
...
(16)
the entries of which are defined by the initial conditions
g(m)00 = 0, g(m)01 =
s0,m+1
s0m
, m ≥ 0, (17)
and the rhombus rule
(1− g(m)0,2n+1)(1− g(m)0,2n+2) = (1− g(m+1)0,2n )(1− g(m+1)0,2n+1), r ≥ 1, n ≥ 0,m ≥ 0,
g(m)0,2r g
(m)
0,2r+1 = g(m+1)0,2r−1g(m+1)0,2r , r ≥ 1, n ≥ 0,m ≥ 0.
 (18)
Since
−s(0)01 =
s01
s00
= g′01,
then we put g01 = g′01.
Thus we can write
L(z) ∼ s00
1+ g10z1
1+ g20(1−g10)z11+
...
+ g01z2 R1(z) .
Let
R′1(z) =
∞
k,l=0
(−1)k+ls(1)kl zk1zl2 (19)
be reciprocal to series R1(z). The coefficients of FDPS (19) are uniquely determined by recurrent
formulas for m = 1
s(m)kl = −
k+l
r,s=1
s(m)k−r,l−s
s(m−1)r,s+1
s(m−1)01
, k ≥ 0, l ≥ 0, k + l ≥ 1, (20)
where s(m)00 = 1, moreover s(m)pq = 0, if p < 0 or q < 0. By condition s(1)01 ≠ 0 we write the series
(19) in the form
∞
k,l=0
(−1)k+ls(1)kl zk1zl2 = P2(z1)− s(1)01 z2 R2(z),
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where
P2(z1) =
∞
k=0
(−1)ks(1)k0 zk1, R2(z) =
∞
k,l=0
(−1)k+l s
(1)
k,l+1
s(1)01
zk1z
l
2.
Then R1(z) can be written as follows:
R1(z) = 1
P2(z1)− s(1)01 z2 R2(z)
.
Let {s(0)k1 } be a totally monotone sequence corresponding to an infinite distribution of mass.
Then according to Theorem 4.1 [18] there exist real numbers g′k1, k ≥ 1, such that 0 < g′k1 <
1, k ≥ 1, and that
∞
k=0
(−1)k s
(0)
k1
s(0)01
zk1 ∼
1
1 +
g′11z1
1 +
g′21(1− g′11)z1
1 +
g′31(1− g′21)z1
1 + · · · .
Since the series P2(z1) is reciprocal to series
∞
k=0
(−1)k s
(0)
k1
s(0)01
zk1,
then according to Lemma 3 we obtain
P2(z1) ∼ 1+ g
′
11z1
1 +
g′21(1− g′11)z1
1 +
g′31(1− g′21)z1
1 + · · · ,
where g′k1, k ≥ 1, are the diagonal elements g(0)k1 , k ≥ 1, of the g-table (13) the entries of which
are defined by the initial conditions (14) and the rhombus rule (15) for l = 1.
The sequence {an} is called a chain sequence, if there exist real numbers gn such as
0 ≤ gn−1 ≤ 1, an = gn(1− gn−1), n ≥ 1.
The numbers gn, n ≥ 0, are called the parameters of the chain sequence {an} [19]. For each chain
sequence {an} there exist such minimal mn, n ≥ 0, and maximal Mn, n ≥ 0, parameters as
an = mn(1− mn−1), an = Mn(1− Mn−1), n ≥ 1,
and mn ≤ gn ≤ Mn, n ≥ 0, for any other parameter sequence {gn} of {an}. The minimal and
maximal parameters are defined by formulas
m0 = 0, m p+1 =

0, if m p = 1,
ap+1
1− m p , if m p < 1,
p ≥ 0,
Mp = 1− ap+11 −
ap+2
1 −
ap+3
1 − . . . , p ≥ 0,
moreover, if there exists an index n + k such that an+k = 0, k ≥ 0, then
Mn = 1− an+11 −
an+2
1 − · · · −
an+k−1
1
.
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Let 0 < g01 ≤ M01 < 1, where
M01 = 1− g
′
11
1 −
g′21(1− g′11)
1 −
g′31(1− g′21)
1 − · · · .
Then
P2(z1) ∼ 1+ g11(1− g01)z11 +
g21(1− g11)z1
1 +
g31(1− g21)z1
1 + . . . ,
where the coefficients of the continued fraction are defined by relations for l = 1
g1l = g
′
1l
1− g0l =
−s(l)10
1+ s(l−1)01
= s
(l−1)
11
s(l−1)01 (1+ s(l−1)01 )
, (21)
gkl = g′kl
1−
g′1l g′2l ···g′k−1,l
(1−g′1l )(1−g′2l )···(1−g′k−1,l )
1−g0l−g0l +
k−1
r=1
g′1l g′2l ···g′rl
(1−g′1l )(1−g′2l )···(1−g′rl )
 , k ≥ 2 [13]. (22)
Since
−s(1)01
1− g01 =
s(0)02
s(0)01 (1+ s(0)01 )
= s00s02 − s
2
01
s01(s00 − s01) = g
′
02,
then we put g02 = g′02.
Thus we can write
L(z) ∼ s00
1+ g10z1
1+ g20(1−g10)z11+
...
+ g01z2
1+ g11(1−g01)z1
1+ g21(1−g11)z11+
...
+g02(1−g01)z2 R2(z)
.
Next, computing the coefficients s(m)kl , k ≥ 0, l ≥ 0, k + l ≥ 1,m ≥ 2, by recurrent formulas
(20) and continuing process of iteration under the conditions that {sk0}, {s0l}, {s(m)k1 },m ≥ 0, are
totally monotone sequences corresponding to an infinite distribution of mass and
s00 > 0, s
(m)
01 ≠ 0, 0 < g0l ≤ M0l < 1,m ≥ 0, l ≥ 1, (23)
where
M0l = 1− g
′
1l
1 −
g′2l(1− g′1l)
1 −
g′3l(1− g′2l)
1 − · · · ,
g′kl , k ≥ 1, l ≥ 1, are the diagonal elements g(0)kl , k ≥ 1, l ≥ 1, of the g-table (13) the entries
of which are defined by the initial conditions (14) and the rhombus rule (15), for FDPS (2) we
obtain T-DCF (1), where s0 = s00; g0l , l ≥ 1, are the diagonal elements g(0)0l , l ≥ 1, of the
g-table (16), the entries of which are defined by the initial conditions (17) and the rhombus rule
(18); gk0, k ≥ 1, are the diagonal elements g(0)k0 , k ≥ 1, of the g-table (13), the entries of which
are defined by the initial conditions (14) and the rhombus rule (15) for l = 0; g1l , l ≥ 1, and
gkl , k ≥ 2, l ≥ 1, are defined by the relations (21) and (22) respectively.
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Thus we constructed the recurrent algorithm for computing coefficients of T-DCF (1) for the
condition that the coefficients of FDPS (2) are given. The given algorithm is the generalization
of Bauer’s g-algorithm [1].
We show that the constructed T-DCF (1) corresponds to FDPS (2). Using relations (14), (15),
(17), (18) and (21) we curtail the gn(z) for n ≥ 1.
For n = 1 we have g1(z) = s0. Since
s0 −
∞
k,l=0
(−1)k+lskl zk1zl2 =
∞
k,l=1
(−1)k+lskl zk1zl2
then g1(z) ∼ L(z). The order of correspondence is ν1 = 1.
For n = 2 we can write
g2(z) = s01+ g10z1 + g01z2 =
s0
1− s(0)10 z1 − s(0)01 z2
=
1
k,l=0
(−1)k+lskl zk1zl2 + O(z2),
where O(zp) is a symbolic mark for some FDPS, whose minimal degree of homogeneous
polynomials is not less than p, p ≥ 2. Since
1
k,l=0
(−1)k+lskl zk1zl2 + O(z2)−
∞
k,l=0
(−1)k+lskl zk1zl2 = O ′(z2),
where O ′(zp) is a symbolic mark for some FDPS, whose minimal degree of homogeneous
polynomials is not less than p, p ≥ 2, then g2(z) ∼ L(z). The order of correspondence is
ν2 = 2.
Now, according to the described higher generalized Bauer’s algorithm the Φl(z1) corresponds
to Pl+1(z1) for l ≥ 0. The order of correspondence is νn = n + 1. From this it follows that for
n ≥ 3 and 0 ≤ j ≤ n − 3 the Φ(n− j−1)j (z1) has formal power series expansion
L(n− j−1)j (z1) =
n− j−1
k=0
(−1)ks( j)k0 zk1 + O(zn− j1 ),
where O(z p1 ) is a symbolic mark for some formal power series, whose minimal degree of
polynomials is not less than p, p ≥ 3.
Then for n = 3 we have
g3(z) = s0
1+ g10z11+g20(1−g10)z1 +
g01z2
1+g11(1−g01)z1+g02(1−g01)z2
= s0
L20(z1)+
−s(0)01 z2
1−s(1)10 z1−s(1)01 z2
= s0
2
k=0
(−1)ks(0)k0 zk1 + O(z31)− s(0)01 z2

1
k,l=0
(−1)k+l s
(0)
k,l+1
s(0)01
zk1z
l
2 + O(z2)

=
2
k,l=0
(−1)k+lskl zk1zl2 + O(z3).
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Since
2
k,l=0
(−1)k+lskl zk1zl2 + O(z3)−
∞
k,l=0
(−1)k+lskl zk1zl2 = O ′(z3)
then g3(z) ∼ L(z). The order of correspondence is ν3 = 3.
Next, let n be an arbitrary natural number, moreover n ≥ 4. Then we get
gn(z) = s0
Φ(n−1)0 (z1)+ g01z2
Φ(n−2)1 (z1)+
n−1
D
j=2
g0 j (1−g0, j−1)z2
Φ
(n− j−1)
j (z1)
= s0
L(n−1)0 (z1)+
−s(0)01 z2
L(n−2)1 (z1)+...+ −s
(n−4)
01 z2
L(2)n−3(z1)+
−s(n−3)01 z2
1−s(n−2)10 z1−s
(n−2)
01 z2
= s0
L(n−1)0 (z1)+
−s(0)01 z2
L(n−2)1 (z1)+...+ −s
(n−4)
01 z2
L(2)n−3(z1)−s
(n−3)
01 z2
 1
k,l=0
(−1)k+l
s(n−3)k,l+1
s(n−3)01
zk1z
l
2+O(z2)

= s0
L(n−1)0 (z1)+
−s(0)01 z2
L(n−2)1 (z1)+...+ −s
(n−5)
01 z2
L(3)n−4(z1)−s
(n−4)
01 z2
 1
k,l=0
(−1)k+l
s(n−4)k,l+1
s(n−4)01
zk1z
l
2+O(z3)

.
Continuing this process in the last step we obtain
gn(z) = s0
L(n−1)0 (z1)+ O(zn1)− s(0)01 z2

n−2
k,l=0
(−1)k+l s
(0)
k,l+1
s(0)01
zk1z
l
2 + O(zn−1)

= s0
n−1
k=0
(−1)ks(0)k0 zk1 + O(zn1)− s(0)01 z2

n−2
k,l=0
(−1)k+l s
(0)
k,l+1
s(0)01
zk1z
l
2 + O(zn−1)

=
n−1
k,l=0
(−1)k+lskl zk1zl2 + O(zn).
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Since
n−1
k,l=0
(−1)k+lskl zk1zl2 + O(zn)−
∞
k,l=0
(−1)k+lskl zk1zl2 = O ′(zn),
then gn(z) ∼ L(z). The order of correspondence is νn = n.
By virtue of arbitrary n we came to the conclusion that gn(z) ∼ L(z) for n ≥ 1. The order
of correspondence is νn = n. From this it follows that the approximants gn(z) have FDPS
expansions which coincide with series L(z) for all homogeneous polynomials to the degree n−1
inclusively. Since
lim
n→+∞ νn = limn→+∞ n = +∞
then T-DCF (1) corresponds to FDPS (2).
Hence we prove the following theorem.
Theorem 4. The two-dimensional g-fraction with independent variables (1) corresponds to
the given formal double power series (2) if and only if the conditions (23) are satisfied
and {sk0}, {s0l}, {s(m)k1 },m ≥ 0, are totally monotone sequences corresponding to an infinite
distribution of mass, where s(0)k1 , k ≥ 0, and s(m)k1 ,m ≥ 1, k ≥ 0, are defined by (12) and
(20) respectively.
Let {gkl(1−gk−1,l)}∞k=1, l ≥ 1, be chain sequences with the sequences of minimal parameters{m′kl}∞k=0, l ≥ 1, where m′0l = 0, l ≥ 1. Let us mark gk0, g0l ,m′kl , k ≥ 1, l ≥ 1, by
mk0,m0l ,mkl , k ≥ 1, l ≥ 1, respectively. Then, we write the two-dimensional g-fraction with
independent variables (1) in the form of
s0
Ψ0(z1)+
∞
D
n=1
m0n(1−m0,n−1)z2
Ψn(z1)
,
Ψl(z1) = 1+ m1l z1
1+ ∞D
k=2
mkl (1−mk−1,l )z1
1
, l ≥ 0, (24)
where s0 > 0,m00 = 0, 0 < mkl < 1, k ≥ 0, l ≥ 0, k + l > 1, z ∈ C2.
By the scheme of the proof of Theorem 4 we may prove the following theorem.
Theorem 5. The two-dimensional g-fraction with independent variables (24) corresponds to the
given formal double power series (2) if and only if the conditions s00 > 0, s
(m)
01 ≠ 0,m ≥ 0,
are satisfied and {sk0}, {s0l}, {s(m)k1 },m ≥ 0, are totally monotone sequences corresponding to an
infinite distribution of mass, where s(0)k1 , k ≥ 0, and s(m)k1 ,m ≥ 1, k ≥ 0, are defined by (12) and
(20) respectively.
From the constructed generalization of Bauer’s g-algorithm we may compute the coefficients
of T-DCF (24) which corresponds to given series (2) in the following way: s0 = s00;mkl , k ≥
1, l ≥ 0, are the diagonal elements g(0)kl , k ≥ 1, l ≥ 0, of the g-table (13) the entries of which
are defined by the initial conditions (14), moreover g(m)10 = sm+1,0/sm0,m ≥ 0, and the rhombus
rule (15); m0l , l ≥ 1, are the diagonal elements g(0)0l , l ≥ 1, of the g-table (16) the entries of
which are defined by the initial conditions (17) and the rhombus rule (18).
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4. Some examples
We consider the double power series
F(a, 1, c;−z1)F(b, 1, d;−z2(F(a, 1, c;−z1))2)
=
∞
l=0
(−1)l
 ∞
k=0
(−1)k (a)k
(c)k
zk1
2l+1
(b)l
(d)l
zl2,
where (a)k is the Pochhammer symbol, (a)k = a(a+1)(a+2) · · · (a+ k−1) for k ∈ N, (a)0 =
1, a, b, c and d are real constants with c, d ∉ Z \N, z ∈ C2. The coefficients of series satisfy the
conditions of Theorem 5, if 0 < a < c and 0 < b < d . The g-tables are
a
c
0
1
c + 1
a + 1
c + 1
a + 1
c + 2
0
1
c + 2
2
c + 3
a + 2
c + 2
a + 2
c + 3
.
.
.
. . .
0
1
c + 3
.
.
.
.
.
.
a + 3
c + 3
.
.
.
.
.
.
and
b
d
0
1
d + 1
b + 1
d + 1
b + 1
d + 2
0
1
d + 2
2
d + 3
b + 2
d + 2
b + 2
d + 3
.
.
.
. . .
0
1
d + 3
.
.
.
.
.
.
b + 3
d + 3
.
.
.
.
.
.
.
Hence function F(a, 1, c;−z1)F(b, 1, d;−z2(F(a, 1, c;−z1))2) has the two-dimensional g-
fraction with independent variables expansion (24) with
m2r−1,l−1 = a + r − 1c + 2r − 2 , m2r,l−1 =
r
c + 2r − 1 , m0,2l−1 =
b + l − 1
d + 2l − 2 ,
m0,2l = ld + 2l − 1 ,
where r ≥ 1, l ≥ 1, namely
1
1+
a
c z1
1+
1
c+1 (1− ac )z1
1+
a+1
c+2

1− 1c+1

z1
1+
. . .
+
b
d z2
1+
a
c z1
1+
1
c+1 (1− ac )z1
1+
. . .
+
1
d+1

1− bd

z2
1+
a
c z1
1+
. . .
+
b+1
d+2

1− 1d+1

z2
1+
. . .
.
A special example of the above function is
f (z) = F(1, 1, 2;−z1)F(1, 1, 2;−z2(F(1, 1, 2;−z1))2)
=
ln

1+ z2
z21
ln2(1+ z1)

z2
z1
ln(1+ z1) =
∞
l=0
(−1)l
 ∞
k=0
(−1)k z
k
1
k + 1
2l+1
zl2
l + 1 ,
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where z ∈ C2. The coefficients of this double power series satisfy the condition of Theorem 5.
The g-table is
1/2
0 1/3
2/3 1/2
0 1/4 2/5
3/4 3/5
...
. . .
0 1/5
...
... 5/6
...
...
.
Hence f (z) has the two-dimensional g-fraction with independent variables expansion (24) with
s0 = 1, m2r−l,l = m0,2r−1 = 12 , m2r,l = m0,2r =
r
1+ 2r ,
where r ≥ 1, l ≥ 0, namely
1
1+ 1/2z1
1+ 1/3(1−1/2)z1
1+ 1/2(1−1/3)z11+
...
+ 1/2z2
1+ 1/2z1
1+ 1/3(1−1/2)z11+
...
+ 1/3(1−1/2)z2
1+ 1/2z11+
...
+ 1/2(1−1/3)z21+
...
.
From this expansion, we have the following approximations for f (z):
f0(z) = 1, f1(z) = 22+ z1 + z2 ,
f2(z) = 36+ 24z1 + 6z2 + 3z
2
1 + z1z2
36+ 42z1 + 24z2 + 12z21 + 7z1z2
, . . . .
From these we obtain the following table.
z (−0.05, −0.05) (0.5, 0.5) (1, 1) (3, 2) (0.01, 4) (2, 0.05)
f (z) 1.053842281 0.701118825 0.566038704 0.384791581 0.402368278 0.545203702
f1(z) 1.052631579 0.666666667 0.5 0.285714286 0.332778702 0.49382716
f2(z) 1.053820902 0.705084746 0.578512397 0.425 0.454255877 0.567392584
f3(z) 1.053841908 0.700676091 0.563855422 0.373831776 0.391348827 0.541246972
f4(z) 1.053842276 0.701164648 0.566409377 0.388699103 0.408727937 0.546630096
f5(z) 1.053842281 0.701113938 0.565974149 0.383612581 0.400704088 0.544910878
f6(z) 1.053842281 0.701119319 0.566049601 0.385206691 0.403221243 0.545301088
f7(z) 1.053842281 0.701118801 0.566037592 0.384712438 0.402272786 0.545201481
Now, we consider the following function
h(z) = 1√
1+ z1 + z2 =
∞
l=0
(−1)l
 ∞
k=0
(−1)ksk zk1
2l+1
sl z
l
2,
where
sk = 2k − 12k sk−1, k ≥ 1, s0 = 1, z ∈ C
2.
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The principal branch of the square root is assumed. The coefficients of this double power series
satisfy the condition of Theorem 5. The g-table is
1/2
0 1/2
3/4 1/2
0 1/3 1/2
5/6 5/8
...
. . .
0 1/4
...
... 7/8
...
...
.
Hence h(z) has the two-dimensional g-fraction with independent variables expansion (24) with
s0 = 1, mkl = 12 , k ≥ 0, l ≥ 0, k + l > 0,
namely
1
1+ 1/2z1
1+ 1/2(1−1/2)z1
1+ 1/2(1−1/2)z11+
...
+ 1/2z2
1+ 1/2z1
1+ 1/2(1−1/2)z11+
...
+ 1/2(1−1/2)z2
1+ 1/2z11+
...
+ 1/2(1−1/2)z21+
...
.
From this expansion, we have the following approximations for h(z):
h0(z) = 1, h1(z) = 22+ z1 + z2 ,
h2(z) = 16+ 12z1 + 4z2 + 2z
2
1 + z1z2
16+ 20z1 + 12z2 + 6z21 + 5z1z2
, . . . .
From these we obtain the following table.
z (−0.05, −0.05) (0.5, 0.5) (1, 1) (3, 2) (0.01, 4) (2, 00.5)
h(z) 1.054092553 0.707106781 0.577350269 0.40824829 0.446767052 0.572598334
h1(z) 1.052631579 0.666666667 0.5 0.285714286 0.332778702 0.49382716
h2(z) 1.054063421 0.712230216 0.593220339 0.456521739 0.499377335 0.595561036
h3(z) 1.054092039 0.706521739 0.574468085 0.393063584 0.428264764 0.566590116
h4(z) 1.054092545 0.707170842 0.577864781 0.413403216 0.454009862 0.574218386
h5(z) 1.054092553 0.707099955 0.577260103 0.406541012 0.444043325 0.572164976
h6(z) 1.054092553 0.707107496 0.577365934 0.408818543 0.44780717 0.572714505
h7(z) 1.054092553 0.707106707 0.577347562 0.408058342 0.446372164 0.57256721
5. Conclusion
We may construct the proposed algorithm for the expansion of the FDPS into the
corresponding two-dimensional g-fraction with independent variables for arbitrary numbers of
variables. The question of the class of functions of two variables which are presented by the
two-dimensional g-fraction with independent variables remains open.
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