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Abstract
We study the multiple existence of positive solutions for the following strongly coupled
elliptic system:
D½ð1þ avÞu þ uða  u  cvÞ ¼ 0 in O;
D½ð1þ buÞv þ vðb þ du  vÞ ¼ 0 in O;
u ¼ v ¼ 0 on @O;
8><
>:
where a; b; a; b; c; d are positive constants and O is a bounded domain in RN : This is the steady-
state problem associated with a prey–predator model with cross-diffusion effects and u
(resp. vÞ denotes the population density of preys (resp. predators). In particular, the presence
of b represents the tendency of predators to move away from a large group of preys. Assuming
that a is small and that b is large, we show that the system admits a branch of positive
solutions, which is S or* shaped with respect to a bifurcation parameter. So that the system
has two or three positive solutions for suitable range of parameters. Our method of analysis
uses the idea developed by Du-Lou (J. Differential Equations 144 (1998) 390) and is based on
the bifurcation theory and the Lyapunov–Schmidt procedure.
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1. Introduction
In this paper we study nonnegative steady-state solutions of the following strongly
coupled parabolic system:
ut ¼ D½ðd1 þ r12vÞu þ uða1  b1u  c1vÞ in O	 ð0;NÞ;
vt ¼ D½ðd2 þ r21uÞv þ vða2 þ b2u  c2vÞ in O	 ð0;NÞ;
u ¼ v ¼ 0 on @O	 ð0;NÞ;
uð
; 0Þ ¼ u0X0; vð
; 0Þ ¼ v0X0 in O;
8>><
>>:
ð1:1Þ
where O is a bounded domain in RN ðNX1Þ with smooth boundary @O; r12; r21 are
nonnegative constants; di; ai; bi; ci ði ¼ 1; 2Þ are also constants, and they are all
positive except for a2 which may be nonpositive. System (1.1) is known as the Lotka–
Volterra prey–predator system with cross-diffusion effects. In (1.1), u and v; respectively,
represent the population densities of prey and predator species which are interacting
and migrating in the same habitat O: Such a density-dependent population model was
ﬁrst proposed by Shigesada et al. [20] to investigate the habitat segregation phenomena.
In diffusion terms, di represents the natural dispersive force of movement of an
individual, while rij describes the mutual interferences between individuals; r12 and r21
are usually referred as cross-diffusion pressures. The above model means that, in
addition to the dispersive force, the diffusion also depends on population pressure from
other species. For details, see the monograph of Okubo and Levin [16]. The ﬁrst cross-
diffusion pressure r12 means the tendency that the prey keeps away from the predator.
In a certain kind of prey–predator relationships, a great number of prey species form a
huge group to protect themselves from the attack of predator. So we assume that the
population pressure due to the high density of prey induces the diffusion of the form
r21DðuvÞ in the second equation. This kind of prey–predator models has also been
discussed in [8,15,19]. The boundary condition means that the habitat O is surrounded
by a hostile environment. The system with the aggregation term rðd2rv  r21vruÞ
(instead of D½ðd2 þ r21uÞv in (1.1)) is also an interesting model. We will discuss such a
problem elsewhere. See also [16] for the biological background.
The purpose of the present paper is to investigate nonnegative steady-state solutions
of (1.1). Thus we will concentrate on the following strongly coupled elliptic system:
ðSPÞ
D½ð1þ avÞu þ uða  u  cvÞ ¼ 0 in O;
D½ð1þ buÞv þ vðb þ du  vÞ ¼ 0 in O;
u ¼ v ¼ 0 on @O;
8><
>:
which is obtained from (1.1) by employing the rescaling
a ¼ d2r12
c2d1
; b ¼ d1r21
b1d2
; a ¼ a1
d1
; b ¼ a2
d2
; c ¼ c1d2
c2d1
; d ¼ b2d1
b1d2
;
u˜ ¼ b1u
d1
; v˜ ¼ c2v
d2
: ð1:2Þ
For simplicity, we have dropped the ‘B’ sign in (SP).
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We are mainly interested in positive solutions of (SP). It is said that ðu; vÞ is a
positive solution of (SP) if u40 and v40 in O: Among other things, we will prove
that when ða; b; b; c; dÞ belongs to a certain range, the positive solution set fðu; v; aÞg
of (SP) contains an unbounded S-shaped curve with respect to a; while when
ða; b; b; c; dÞ falls into another range, the positive solution set fðu; v; aÞg contains a
bounded S or*-shaped curve. These results not only conﬁrm the multiple existence
of positive solutions for (SP) but also suggest that the dynamical behavior of (1.1) is
quite complicate. The stability analysis for the above coexistence steady states will be
treated in a forthcoming paper.
When there are no cross-diffusion effect ða ¼ b ¼ 0Þ; (SP) is reduced to the
classical Lotka–Volterra prey–predator system. This system has been discussed
extensively by many authors (e.g., [1,4–6,10–14,17,21]). In particular, we know the
exact range of parameter ða; b; c; dÞ for the existence of a positive solution of (SP)
(see Li [10, Theorem 1.A] or Lo´pez-Go´mez and Pardo [13, Theorem 3.1]). So it is
possible to determine completely the coexistence region in a parameter space ða; bÞ
(see [13, Fig. 1]). Furthermore, Lo´pez-Go´mez and Pardo [14] have proved the
uniqueness of positive solutions for the special case when the spatial dimension is
one ðN ¼ 1; a ¼ b ¼ 0Þ:
To discuss the case ða; bÞað0; 0Þ; we need some notations. Let l1ðqÞ be the least
eigenvalue for the following eigenvalue problem:
Du þ qðxÞu ¼ lu in O; u ¼ 0 on @O; ð1:3Þ
where qðxÞ is a continuous function in %O: We simply write l1 instead of l1ð0Þ: It is
well known that the problem
Du þ uða  uÞ ¼ 0 in O; u ¼ 0 on @O ð1:4Þ
has a unique positive solution ya if a4l1 (see, e.g. [1]); moreover,
a-ya : ½l1;NÞ-Cð %OÞ and q-l1ðqÞ :Cð %OÞ-R are continuous and strictly increas-
ing functions. Here Cð %OÞ is equipped with the uniform convergence topology in %O: It
is possible to show that (SP) has two semitrivial solutions
ðu; vÞ ¼ ðya; 0Þ for a4l1 and ðu; vÞ ¼ ð0; ybÞ for b4l1
in addition to the trivial solution ðu; vÞ ¼ ð0; 0Þ:
Concerning problem (SP), Nakashima and Yamada [15] have obtained a sufﬁcient
condition of parameter ða; b; a; b; c; dÞ for the existence of a positive solution with use
of the index theory.
Theorem 1.1 (Nakashima and Yamada [15]). For a4l1; there exists a positive
solution for ðSPÞ if one of the following conditions is satisfied:
l1
cyb  a
1þ ayb
 
o0 and l1
b  dya
1þ bya
 
o0; ð1:5Þ
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l1
cyb  a
1þ ayb
 
40 and l1
b  dya
1þ bya
 
40; ð1:6Þ
where it is understood that yb  0 for bpl1:
For apl1; ðSPÞ has no positive solution.
Before stating our results, we will explain the meaning of Theorem 1.1. Regarding
a and b as parameters, we deﬁne
S1 :¼ ða; bÞAR2: l1 b  dya
1þ bya
 
¼ 0 for aXl1
 
; ð1:7Þ
S2 :¼ ða; bÞAR2: l1 cyb  a
1þ ayb
 
¼ 0 for bXl1
 
: ð1:8Þ
Lemma A.1 in the appendix implies that if bl1od (resp. bl14dÞ; then S1 forms a
monotone decreasing (resp. increasing) curve starting from ðl1; l1Þ: Lemma A.3
asserts that S2 is a monotone increasing curve which starts from ðl1; l1Þ: See Fig. 1.
Combining these properties, one can deduce from Theorem 1.1 that if ða; bÞ lies in a
region R surrounded by S1 and S2; then (SP) has a positive solution. In case a ¼
b ¼ 0; this region R corresponds to the exact coexistence region shown by Lo´pez-
Go´mez and Pardo [13]. Furthermore, Lemma A.5 implies that S1 curve is located
below (resp. above) S2 curve near ðl1; l1Þ if ðal1 þ cÞðbl1  dÞo1 (resp.
ðal1 þ cÞðbl1  dÞ41Þ: From the view-point of the bifurcation theory, we can see
that positive solutions bifurcate from ðya; 0Þ when ða; bÞ crosses S1 curve. Similarly,
positive solutions also bifurcate from ð0; ybÞ when ða; bÞ moves across S2: We will
give proofs of these bifurcation properties in Lemma 2.4. In this
sense, Theorem 1.1 suggests that the structure to the positive solution set changes
at d=b ¼ l1:
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Once Theorem 1.1 is obtained, we are led to next interesting problems; whether or
not (SP) has multiple positive solutions and whether (SP) admits a positive solution
even if ða; bÞ lies in the outside of R: Regarding a as a bifurcation parameter, we set
S :¼ fðu; v; aÞ: ðu; vÞ is a positive solution of ðSPÞ; a4l1g:
Our main results are concerned with the global structure ofS: The ﬁrst result asserts
that for some ða; b; b; c; dÞ with minfbb; dg4bl1; S contains an unbounded
S-shaped curve (with respect to aÞ which bifurcates from the semitrivial solution
curve fð0; yb; aÞ: a40g:
Theorem 1.2. Assume minfbb; dg4bl1: For any c40; there exist a large number M
and an open set
O1 ¼ O1ðcÞCfða; b; b; dÞ: bXM; 0oa; d=b l1; b  l1pM1g
such that @O1-fða; b; b; dÞ: d=b ¼ l1g is not empty and, if ða; b; b; dÞAO1; then S
contains an unbounded smooth curve
G1 ¼ fðuðsÞ; vðsÞ; aðsÞÞAC1ð %OÞ 	 C1ð %OÞ 	 ðl1;NÞ: sAð0;NÞg;
which possesses the following properties:
(i) ðuð0Þ; vð0ÞÞ ¼ ð0; ybÞ; að0Þ ¼ a4l1; a0ð0Þ40; where a is a unique number
satisfying ða; bÞAS2:
(ii) aðsÞ4að0Þ for all sAð0;NÞ and lims-N aðsÞ ¼N;
(iii) aðsÞ attains a strict local maximum and a strict local minimum at some s ¼ %s and
%
s
ð0o%so
%
sÞ; respectively.
Let %a :¼ að%sÞ and
%
a :¼ að
%
sÞ: Theorem 1.2 implies that (SP) has at least one positive
solution if aAða;
%
aÞ,ð %a;NÞ; at least two positive solutions if a ¼
%
a or a ¼ %a and at
least three positive solutions if aAð
%
a; %aÞ: Furthermore, we will show the nonexistence
of positive solutions when aAð0; a: We remark that a;
%
a; %a depend continuously on
ða; b; b; c; dÞ and, moreover, ða; bÞ lies on S2: Since Theorem 1.2 implies that (SP)
possesses multiple positive solutions for any ða; bÞ such that ða; b; b; dÞAO1 and
aA½
%
a; %a; a multiple coexistence region can be constructed in ða; bÞ space.
Furthermore, this region is contained in R; because ao
%
ao %a and ða; bÞAS2; and
S2 is the left side boundary of R:
For some ða; b; a; b; c; dÞ with bb4bl14d;S contains a bounded S- or*-shaped
curve, which bifurcates from the semitrivial solution curve fð0; yb; aÞ: a40g and
connects the other semitrivial solution curve fðya; 0; aÞ; a4l1g:
Theorem 1.3. Assume bb4bl14d: For any c40; there exist a large number M and an
open set
O2 ¼ O2ðcÞCfða; b; b; dÞ: bXM; 0oa; l1  d=b; b  l1pM1g
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such that if ða; b; b; dÞAO2; then S contains a bounded smooth curve
G2 ¼ fðuðsÞ; vðsÞ; aðsÞÞAC1ð %OÞ 	 C1ð %OÞ 	 ðl1;NÞ: sAð0; CÞg;
which possesses the following properties:
(i) ðuð0Þ; vð0ÞÞ ¼ ð0; ybÞ; að0Þ ¼ a4l1; a0ð0Þ40; where a is a unique number
satisfying ða; bÞAS2:
(ii) ðuðCÞ; vðCÞÞ ¼ ðyaðCÞ; 0Þ; aðCÞ ¼ a4l1; where a is a unique number satisfying
ða; bÞAS1:
(iii) G2 has at least one turning point with respect to a: Furthermore, there exists an
open set O02CO2 such that @O
0
2-fða; b; b; dÞ: d=b ¼ l1g is not empty and if
ða; b; b; dÞAO02; then G2 has at least two turning points with respect to a:
The above result asserts that if ða; b; b; dÞAO02; then G2 forms a bounded S-shaped
branch of positive solutions. Furthermore, it can be shown that aˆ :¼
maxsA½0;C aðsÞ4maxfa; ag if ða; b; b; dÞAO2\O02: This fact means not only that
(SP) has multiple positive solutions for any aAðmaxfa; ag; aˆÞ but also even in the
right-hand outside of R; there exists a region where (SP) admits multiple positive
solutions, because ðmaxfa; ag; bÞ lies on the right side boundary of R: In particular,
for the one-dimensional case ðN ¼ 1Þ; the above multiple coexistence results in
Theorems 1.2 and 1.3 are very different from the uniqueness result in the linear
diffusion case a ¼ b ¼ 0 (see [14]). By virtue of (1.2), Theorems 1.2 and 1.3 assert
that the original model (1.1) possibly possesses multiple coexistence steady states in
cases when b ¼ d1r21=ðb1d2Þ is large and a ¼ d2r12=ðc2d1Þ; jd=b l1j ¼ jb2=r21 
l1j; b  l1 ¼ a2=d2  l1 are small positives.
A crucial point of proofs for Theorems 1.2 and 1.3 is to construct a positive
solution curve of (SP) in the extreme case a ¼ 0: The analysis is based on the
bifurcation theory and the Lyapunov–Schmidt reduction procedure. If b is large and
b  l140; jd=b l1j are small, then this reduction enables us to ﬁnd a relationship
to a suitable limiting problem. Making use of the perturbation theory developed by
Du and Lou [7], we will depict precise solution curves Gi of (SP) near limiting
solution sets. In [7], they have obtained an S-shaped positive solution curve of a
prey–predator system with the Holling–Tanner interaction terms.
The contents of the present paper are as follows: In Section 2, we ﬁrst reduce (SP)
to a related semilinear problem (EP) by employing new unknown functions U ¼
ð1þ avÞu and V ¼ ð1þ buÞv: Next, we give preliminary results about a priori
estimates and bifurcation properties of positive solutions to (EP). In Section 3, we
will introduce a perturbed problem (PP) for the Lyapunov–Schmidt reduction
scheme. This problem (PP) can be reduced to (EP) with a ¼ 0 through some
changing of variables and will play an important role in the proofs of Theorems 1.2
and 1.3. The solution set of (PP) will be investigated by way of a ﬁnite dimensional
limiting problem in Sections 4 and 5. In Section 6, we will accomplish the proofs of
our main results. Some basic properties of S1 and S2 deﬁned by (1.7) and (1.8), which
are needed in Sections 2–6, are presented in the appendix.
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Throughout the paper, the usual norms of the spaces LpðOÞ for pA½1;NÞ and
Cð %OÞ are deﬁned by
jjujjp :¼
Z
O
juðxÞjp dx
 1=p
and jjujjN :¼ max
xA %O
juðxÞj:
In particular, we simply write jjujj instead of jjujj2: Furthermore, we will denote by F
a unique positive solution of
DF ¼ l1F in O; F ¼ 0 on @O; jjFjj ¼ 1: ð1:9Þ
2. Preliminaries
In this section, we ﬁrst introduce a semilinear elliptic system equivalent to (SP).
Next, we give some a priori estimates and local bifurcation properties of positive
solutions to the semilinear system.
2.1. Reduction to the semilinear problem
Suppose ða; bÞað0; 0Þ in (SP). Since we are interested in nonnegative solutions, it
is convenient to introduce two unknown functions U and V by
U ¼ ð1þ avÞu and V ¼ ð1þ buÞv: ð2:1Þ
There is a one-to-one correspondence between ðu; vÞX0 and ðU ; VÞX0: It is possible
to describe their relations by
u ¼ uðU ; VÞ ¼ 1
2b
½fð1 bU þ aVÞ2 þ 4bUg1=2 þ bU  aV  1; ð2:2Þ
v ¼ vðU ; VÞ ¼ 1
2a
½fð1 aV þ bUÞ2 þ 4aVg1=2 þ aV  bU  1: ð2:3Þ
As far as we are concerned with nonnegative solutions, (SP) is rewritten in the
following equivalent form:
ðEPÞ
DU þ uða  u  cvÞ ¼ 0 in O;
DV þ vðb þ du  vÞ ¼ 0 in O;
U ¼ V ¼ 0 on @O;
8><
>:
where u ¼ uðU ; VÞ and v ¼ vðU ; VÞ are understood to be functions of ðU ; VÞ deﬁned
by (2.2) and (2.3). It is easy to show that (EP) has two semitrivial solutions
ðU ; VÞ ¼ ðya; 0Þ for a4l1 and ðU ; VÞ ¼ ð0; ybÞ for b4l1;
in addition to the trivial solution ð0; 0Þ:
ARTICLE IN PRESS
K. Kuto, Y. Yamada / J. Differential Equations 197 (2004) 315–348 321
2.2. A priori estimates
We will derive some a priori estimates for positive solutions of (EP).
Lemma 2.1. If apl1 or maxfbb; dgpbl1; then (EP) (or equivalently, (SP)) has no
positive solution.
Proof. Suppose for contradiction that ðU ; VÞ is a positive solution of (EP) for the
case maxfbb; dgpbl1: Observe that, if dpbbpbl1; then
V
1þ buðb þ du  vÞp
V
1þ bufbð1þ buÞ  vgobV in O;
while, if bbodpbl1; then
V
1þ buðb þ du  vÞp
dV
bð1þ buÞ 1þ bu 
b
d
v
 
od
b
V in O:
Then multiplying by V the second equation of (EP) and integrating the resulting
expression in O; we obtain
jjrV jj2objjV jj2 if dpbbpbl1;
jjrV jj2od
b
jjV jj2 if bbodpbl1:
8<
: ð2:4Þ
Since jjrV jj2Xl1jjV jj2 by Poincare´’s inequality, (2.4) obviously yields a contra-
diction. By virtue of Uða  u  cvÞ=ð1þ avÞoaU in O; one can derive the assertion
for the case apl1 in a similar manner. &
We will give a priori estimates for positive solutions in the case a4l1 and
maxfbb; dg4bl1:
Lemma 2.2. Let ðU ; VÞ be a positive solution of ðEPÞ: Then
0puðxÞpUðxÞpMðaÞ :¼
a if aapc;
ðc þ aaÞ2
4ac
if aaXc;
8<
:
0pvðxÞpVðxÞpð1þ bMðaÞÞðb þ dMðaÞÞ
for all xAO:
The following lemma gives other a priori estimates in the special cases.
Lemma 2.3. Let ðU ; VÞ be a positive solution of (EP). If aapc; then
yaXUXu in O: ð2:5Þ
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If bbpd; then
VXyb in O:
For the proofs of Lemmas 2.2 and 2.3, see Lemmas 2 and 3 in [15].
2.3. Bifurcations from semitrivial solutions
In this subsection, we regard a as a bifurcation parameter with b ﬁxed. We will
derive local bifurcation properties for positive solutions of (EP) from the semitrivial
solution curves
fðU ; V ; aÞ: ðU ; VÞ ¼ ðya; 0Þ; a4l1g and fðU ; V ; aÞ: ðU ; VÞ ¼ ð0; ybÞ; a4l1g:
Corollary A.2 in the appendix implies that, if bb4bl14d or d4bl14bb; then there
exists a unique constant aAðl1;NÞ such that
l1
b  dya
1þ bya
 
¼ 0: ð2:6Þ
Corollary A.4 asserts that, if b4l1; then there exists a unique aAðl1;NÞ such that
l1
cyb  a
1þ ayb
 
¼ 0: ð2:7Þ
Let f and f
 denote positive functions such that
Df 
b þ dya
1þ bya
f ¼ 0 in O; f ¼ 0 on @O; jjfjj ¼ 1
and
Df þ cyb  a

1þ ayb f
 ¼ 0 in O; f ¼ 0 on @O; jjfjj ¼ 1:
By the deﬁnitions of a and a; such f and f
 are uniquely determined from the
above eigenvalue problems, respectively. Furthermore, for p4N; we deﬁne
X :¼ ½W 2;pðOÞ-W 1;p0 ðOÞ 	 ½W 2;pðOÞ-W 1;p0 ðOÞ;
Y :¼ LpðOÞ 	 LpðOÞ:
(
ð2:8Þ
Lemma 2.4. Suppose a4l1: Then the following local bifurcation properties (i) and (ii)
hold true:
(i) Let bb4bl14d or d4bl14bb: Then positive solutions of ðEPÞ bifurcate from the
semitrivial solution curve fðya; 0; aÞ: a4l1g if and only if a ¼ a: To be precise, all
positive solutions of (EP) near ðya ; 0; aÞAX 	 R can be expressed as
fðya þ scþ sUˆðsÞ; sf þ sVˆðsÞ; aðsÞÞ: 0ospdg
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for some cAX and d40: Here ðUˆðsÞ; VˆðsÞ; aðsÞÞ is a smooth function with respect
to s and satisfies ðUˆð0Þ; Vˆð0Þ; að0ÞÞ ¼ ð0; 0; aÞ and
R
O VˆðsÞf ¼ 0:
(ii) Let b4l1: Then positive solutions of ðEPÞ bifurcate from the semitrivial solution
curve fð0; yb; aÞ: a4l1g if and only if a ¼ a: More precisely, all positive solutions
of ðEPÞ near ð0; yb; aÞAX 	 R are given by
fðsf þ sU˜ðsÞ; yb þ swþ sV˜ðsÞ; aðsÞÞ: 0ospdg ð2:9Þ
for some wAX and d40: Here ðU˜ðsÞ; V˜ðsÞ; aðsÞÞ is a smooth function with respect
to s and satisfies ðU˜ð0Þ; V˜ð0Þ; að0ÞÞ ¼ ð0; 0; aÞ and RO U˜ðsÞf ¼ 0:
Proof. For a4l1; set
f ðu; vÞ ¼ uða  u  cvÞ; gðu; vÞ ¼ vðb þ du  vÞ;
where u; v are functions of U ; V (see (2.2) and (2.3)). By Taylor’s expansion at
ðU; V Þ; we reduce differential equations of (EP) to the form
DU
DV
 
þ f ðuðU
; V Þ; vðU; V ÞÞ
gðuðU; V Þ; vðU; V ÞÞ
 
þ f

u f

v
gu g

v
 
uU u

V
vU v

V
 
U  U
V  V 
 
þ r
1ðU  U; V  V Þ
r2ðU  U; V  V Þ
 
¼ 0
0
 
; ð2:10Þ
where f u :¼ fuðuðU; V Þ; vðU; V ÞÞ; uU :¼ uUðU; V Þ and other notations are
deﬁned by similar rules. Here riðU  U; V  V Þ ði ¼ 1; 2Þ are smooth functions
such that rið0; 0Þ ¼ riðU ;VÞð0; 0Þ ¼ 0: Differentiation of (2.1) yields
1 0
0 1
 
¼ 1þ av au
bv 1þ bu
 
uU uV
vU vV
 
:
Since u and v are both nonnegative, we have
uU uV
vU vV
 
¼ 1
1þ av þ bu
1þ bu au
bv 1þ av
 
: ð2:11Þ
Let bb4bl14d or d4bl14bb: We note that
f ðya; 0Þ ¼ yaða  yaÞ ¼ Dya; gðya; 0Þ ¼ 0:
So by virtue of (2.11), setting ðU; VÞ ¼ ðya; 0Þ and %U :¼ U  ya in (2.10) yields
D %U
DV
 
þ 1
1þ bya
a  2ya cya
0 b þ dya
 
1þ bya aya
0 1
 
%U
V
 
þ r
1ð %U; V ; aÞ
r2ð %U; V ; aÞ
 
¼ 0
0
 
; ð2:12Þ
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where rið %U; V ; aÞ ði ¼ 1; 2Þ are smooth functions satisfying
r1ð %U;VÞð0; 0; aÞ ¼ r2ð %U;VÞð0; 0; aÞ ¼ 0 for all a4l1: ð2:13Þ
Deﬁne a mapping F : X 	 R-Y by the left hand side of (2.12):
Fð %U; V ; aÞ ¼
D %U þ ða  2yaÞ %U  ðaa þ c  2ayaÞya
1þ bya V þ r
1ð %U; V ; aÞ
DV þ b þ dya
1þ byaV þ r
2ð %U; V ; aÞ
0
BB@
1
CCA: ð2:14Þ
Since ðU ; VÞ ¼ ðya; 0Þ is a semitrivial solution of (EP), it turns out Fð0; 0; aÞ ¼ 0 for
a4l1: It follows from (2.13) and (2.14) that the Fre´chet derivative of F at
ð %U; V ; aÞ ¼ ð0; 0; aÞ is given by
Fð %U;VÞð0; 0; aÞ
h
k
 
¼
Dh þ ða  2yaÞh  ðaa þ c  2ayaÞya
1þ bya k
Dk þ b þ dya
1þ bya k
0
BB@
1
CCA: ð2:15Þ
By virtue of (2.6), we see that Ker Fð %U;VÞð0; 0; aÞ is nontrivial for a ¼ a and that
Ker Fð %U;VÞð0; 0; aÞ ¼ spanfc;fg
with
c ¼  D a þ 2yað Þ1
ðaa þ c  2aya Þya
1þ bya
f
 
;
where ðD a þ 2ya Þ1 is the inverse operator of D a þ 2ya with zero
Dirichlet boundary condition on @O: (Recall that D a þ 2ya is invertible; see,
e.g., [4].) If ðh˜; k˜ÞARange Fð %U;VÞð0; 0; aÞ; there must exist ðh; kÞAX such that
Dh þ ða  2ya Þh 
ðaa þ c  2aya Þya
1þ bya
k ¼ h˜ in O;
Dk þ b þ dya
1þ bya
k ¼ k˜ in O;
h ¼ k ¼ 0 on @O:
8>>><
>>>:
It is well known that the second equation has a solution k if and only if
R
O k˜f ¼ 0:
For such a solution k; the ﬁrst equation has a unique solution h because of the
invertibility of D a þ 2ya : Then, it holds that codimRange Fð %U;VÞð0; 0; aÞ ¼ 1:
In order to use the local bifurcation theory by Crandall and Rabinowitz [2]
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at ð %U; V ; aÞ ¼ ð0; 0; aÞ; we need to verify
Fð %U;VÞ;að0; 0; aÞ
c
f
 
e Range Fð %U;VÞð0; 0; aÞ:
Since rið %U;VÞ;að0; 0; aÞ ¼ 0 by (2.13), it follows from (2.14) that
Fð %U;VÞ;að0; 0; aÞ
c
f
 
¼
1 2 dya
da

a¼a
 !
c @
@a
ðaa þ c  2ayaÞya
1þ bya
 
a¼a
f
d  bb
ð1þ bya Þ2
dya
da

a¼a
f
0
BBBBB@
1
CCCCCA:
Suppose for contradiction that there exists kAW 2;pðOÞ-W 1;p0 ðOÞ such that
Dk þ b þ dya
1þ bya
k ¼ d  bbð1þ bya Þ2
dya
da

a¼a
f:
Multiplying the above equality by f and integrating, we have
ðd  bbÞ
Z
O
1
ð1þ bya Þ2
dya
da

a¼a
f2 ¼ 0:
Thus it follows from the strict increasing property of ya that d ¼ bb; which is
impossible.
Recall that %U ¼ U  ya; one can immediately obtain the assertion of (i) by
applying the local bifurcation theorem [2]. We note that the possibility of other
bifurcation points except a ¼ a is excluded by virtue of the Krein–Rutman theorem.
Next assume b4l1: Setting ðU; VÞ ¼ ð0; ybÞ and %V ¼ V  yb in (2.10) implies
DU  cyb  a
1þ ayb U þ r
1ðU ; %V; aÞ
D %V  ðbb  d  2bybÞyb
1þ ayb U þ ðb  2ybÞ
%V þ r2ðu; %V; aÞ
0
BB@
1
CCA ¼ 00
 
; ð2:16Þ
where riðU ; %V; aÞ ði ¼ 1; 2Þ are smooth functions with riðU ; %VÞð0; 0; aÞ ¼ 0 for all
a4l1: Deﬁne a mapping GðU ; %V; aÞ from X 	 R to Y by the left-hand side of (2.16).
So it turns out that Gð0; 0; aÞ ¼ 0 for a4l1 and
GðU ; %VÞð0; 0; aÞ
h
k
 
¼
Dh  cyb  a
1þ ayb h
Dk  ðbb  d  2bybÞyb
1þ ayb h þ ðb  2ybÞk
0
BB@
1
CCA:
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Thus it follows from (2.7) that Ker GðU ; %VÞð0; 0; aÞ is nontrivial if a ¼ a and
Ker GðU ; %VÞð0; 0; aÞ ¼ spanff; wg;
where
w ¼  D b þ 2ybð Þ1 ðbb  d  2bybÞyb
1þ ayb f

 
: ð2:17Þ
Furthermore, a similar procedure to the proof of (i) yields
GðU ; %VÞ;að0; 0; aÞ
f
w
 
e Range GðU ; %VÞð0; 0; aÞ:
Hence the local bifurcation theory ensures the assertion of (ii). &
Remark 2.1. Corollary A.2 in the appendix also asserts that if b4l1 and dXbl1;
then
l1
b  dya
1þ bya
 
o0 for all aAðl1;NÞ:
So it follows from (2.15) that Fð %U;VÞð0; 0; aÞ is invertible for any aAðl1;NÞ:
By the implicit function theorem, we see that, if b4l1 and dXbl1; then
no positive solution bifurcates from the semitrivial solution curve
fðya; 0; aÞ: a4l1g:
3. Lyapunov–Schmidt reduction scheme
We will carry out the Lyapunov–Schmidt reduction procedure in case a ¼ 0:
Observe that, in a ¼ 0; (EP) is reduced to the problem
ðEPÞ0
DU þ U a  U  c V
1þ bU
 
¼ 0 in O;
DV þ V
1þ bU b þ d U 
V
1þ bU
 
¼ 0 in O;
U ¼ V ¼ 0 on @O:
8>>><
>>>:
We introduce the following change of variables in ðEPÞ0;
a ¼ l1 þ ea1; b ¼ l1 þ eb1; d=b ¼ l1 þ et; b ¼ g=e; U ¼ ew; V ¼ ez; ð3:1Þ
where e is a small positive parameter and t is a constant which may be nonpositive.
In what follows, we will mainly discuss the case that d=b and b ð4l1Þ are close to l1
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and b is large. Through (3.1), ðEPÞ0 is rewritten in the form
ðPPÞ
Dw þ l1w þ ew a1  w  cz
1þ gw
 
¼ 0 in O;
Dz þ l1z þ ez
1þ gw b1 þ tgw 
z
1þ gw
 
¼ 0 in O;
w ¼ z ¼ 0 on @O:
8>>><
>>>:
Note that (3.1) maps semitrivial solutions
ðU ; VÞ ¼ ðya; 0Þ ða4l1Þ and ðU ; VÞ ¼ ð0; ybÞ ðb4l1Þ
of ðEPÞ0 to semitrivial ones
ðw; zÞ ¼ 1
e
yl1þea1 ; 0
 
and ðw; zÞ ¼ 0; 1
e
yl1þeb1
 
of (PP), respectively. Further, it follows from Lemma 2.4 and (3.1) that in case to0;
positive solutions of (PP) bifurcate from semitrivial solution curve
fðe1yl1þea1 ; 0; a1Þ: a140g if and only if
a1 ¼ a1ðeÞ :¼ 1eða  l1Þ: ð3:2Þ
Similarly, positive solutions of (PP) bifurcate from other semitrivial solution curve
fð0; e1yl1þeb1 ; a1Þ: a140g if and only if
a1 ¼ a1ðeÞ :¼
1
e
ðl1ðcyl1þeb1Þ  l1Þ: ð3:3Þ
In order to apply the Lyapunov–Schmidt reduction method, we will give a similar
framework to that of Du and Lou [7]. For X and Y deﬁned by (2.8), we introduce
mappings H : X-Y and B :X 	 R-Y by
Hðw; zÞ ¼ ðDw þ l1w;Dz þ l1zÞ;
Bðw; z; a1Þ ¼ w a1  w  cz
1þ gw
 
;
z
1þ gw b1 þ tgw 
z
1þ gw
  
: ð3:4Þ
Then (PP) is equivalent to
Hðw; zÞ þ eBðw; z; a1Þ ¼ 0: ð3:5Þ
Denote by X1 and Y1 the L
2-orthogonal complements of span fðF; 0Þ; ð0;FÞg in X
and Y ; respectively. (For the deﬁnition of F; see (1.9).) Furthermore, let P : X-X1
and Q : Y-Y1 be the L
2-orthogonal projections. Hence for each ðw; zÞAX ; there
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exists a unique ðs; tÞAR2 such that
ðw; zÞ ¼ ðs; tÞFþ u; where u ¼ Pðw; zÞ: ð3:6Þ
Additionally, (3.5) is decomposed as
QHððs; tÞFþ uÞ þ eQBððs; tÞFþ u; a1Þ ¼ 0;
ðI  QÞHððs; tÞFþ uÞ þ eðI  QÞBððs; tÞFþ u; a1Þ ¼ 0:

By virtue of Hððs; tÞFÞ ¼ 0 and ðI  QÞHðX1Þ ¼ 0; (3.5) (that is (PP)) is equi-
valent to
QHðuÞ þ eQBððs; tÞFþ u; a1Þ ¼ 0 ð3:7Þ
and
ðI  QÞBððs; tÞFþ u; a1Þ ¼ 0:
In view of (3.7), we deﬁne a mapping G : R4 	 X1-Y1 by
Gðs; t; a1; e; uÞ ¼ QHðuÞ þ eQBððs; tÞFþ u; a1Þ:
Then it follows that
Gðs; t; a1; 0; 0Þ ¼ 0 for any ðs; t; a1ÞAR3:
Furthermore, it is possible to verify that
Guðs; t; a1; 0; 0Þ ¼ QH for any ðs; t; a1ÞAR3;
so that Guðs; t; a1; 0; 0Þ is an isomorphism from X1 onto Y1: Therefore, the implicit
function theorem implies that for any ðs0; t0; a01ÞAR3 there exist a positive constant
e0 ¼ e0ðs0; t0; a01Þ and a neighborhood N 0 of ðw; z; a1; eÞ ¼ ðs0F; t0F; a01; 0Þ in X 	 R2
such that all solutions of (3.7) in N 0 are expressed as
fððs; tÞFþ uðs; t; a1; eÞ; a1; eÞ: js  s0j; jt  t0j; ja1  a01j; jejpe0g:
Taking account for the compactness of fðs; t; a1Þ: jsj; jtj; ja1jpCg; one can ﬁnd a
positive e0 ¼ e0ðCÞ and a neighborhood N0 of fðsF; tF; a1; 0Þ: jsj; jtj; ja1jpCg such
that all solutions of (3.7) in N0 are given by
fððs; tÞFþ uðs; t; a1; eÞ; a1; eÞ: jsj; jtj; ja1jpC þ e0; jejpe0g: ð3:8Þ
Here we note that uðs; t; a1; eÞ is an X1-valued smooth function with uðs; t; a1; 0Þ ¼ 0:
Hence if we put
eUðs; t; a1; eÞ ¼ uðs; t; a1; eÞ; ð3:9Þ
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then Uðs; t; a1; eÞ is also smooth for jsj; jtj; ja1jpC þ e0 and jejpe0: The above
consideration gives the following lemma:
Lemma 3.1. Suppose that jsj; jtj; ja1jpC þ e0 and jejpe0: Then any element of the set
defined by ð3:8Þ;
ðw; z; a1; eÞ ¼ ððs; tÞFþ eUðs; t; a1; eÞ; a1; eÞ
becomes a solution of (3.5) (or equivalently ðPPÞÞ in N0 if and only if
ðI  QÞBððs; tÞFþ eUðs; t; a1; eÞ; a1Þ ¼ 0:
Let M ¼ fðs; t; a1Þ: jsj; jtj; ja1jpC þ e0g: For each eA½e0; e0; deﬁne a mapping
F e : M-R2 by
F eðs; t; a1ÞF ¼ ðI  QÞBððs; tÞFþ eUðs; t; a1; eÞ; a1Þ:
It follows from (3.4) that, if we put Uðs; t; a1; eÞ ¼ ðWðs; t; a1; eÞ; Zðs; t; a1; eÞÞ; then
F eðs; t; a1Þ
¼
R
OðsFþ eWÞ a1  ðsFþ eWÞ 
cðtFþ eZÞ
1þ gðsFþ eWÞ
 
F
R
O
tFþ eZ
1þ gðsFþ eWÞ b1 þ tgðsFþ eWÞ 
tFþ eZ
1þ gðsFþ eWÞ
 
F
0
BBB@
1
CCCA: ð3:10Þ
Lemma 3.1 asserts that for each eA½e0; e0; the solution set of (3.5) in N0 is identical
to Ker F e:
4. Analysis of limiting solution set
In this section we investigate the structure of Ker F0ðs; t; a1Þ: It will give a lot of
important information on a set of positive solutions of (PP) when e40 is very small.
It follows from (3.10) that
F 0ðs; t; a1Þ ¼
s a1  sjjFjj33  ct
R
O
F3
1þ gsF
 
t b1  ðb1  tÞgs
R
O
F3
1þ gsF t
R
O
F3
ð1þ gsFÞ2
" #
0
BBBB@
1
CCCCA: ð4:1Þ
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Therefore, Ker F 0ðs; t; a1Þ is a union of the following four sets:
L0 ¼fð0; 0; a1Þ: a1ARg;
L1 ¼fða1=jjFjj33; 0; a1Þ: a1ARg;
L2 ¼fð0; b1=jjFjj33; a1Þ: a1ARg;
Lp ¼fðs;jðgsÞ;cðsÞÞ: sARg;
where
jðsÞ ¼ b1  ðb1  tÞs
R
O
F3
1þ sF
  R
O
F3
ð1þ sFÞ2
 !1
;
cðsÞ ¼ sjjFjj33 þ cjðgsÞ
R
O
F3
1þ gsF:
8>><
>>>:
ð4:2Þ
By the identiﬁcation ðs; tÞF with ðs; tÞ; L1-Rþ3;L2-Rþ3 and Lp-Rþ3 can be
regarded as the limiting sets of semitrivial solution curves fðe1yl1þea1 ; 0; a1Þ: a140g;
fð0; e1yl1þeb1 ; a1Þ: a140g and the positive solution set of (PP) as e-0; respectively.
By virtue of (4.2),
ð0;jð0Þ;cð0ÞÞ ¼ ð0; b1=jjFjj33; cb1ÞAL2: ð4:3Þ
It is easily veriﬁed that in case tX0;
jðsÞ40 for all sA½0;NÞ:
On the other hand, if to0; we can ﬁnd a positive constant s0 ¼ s0ðt=b1Þ such that
jðsÞ40 for sA½0; s0Þ;
jðsÞo0 for sAðs0;NÞ:

ð4:4Þ
Thus it follows that
ðs0=g;jðs0Þ;cðs0=gÞÞ ¼ ðs0=g; 0; s0jjFjj33=gÞAL1 ð4:5Þ
provided to0:
We will study proﬁles of c:
Lemma 4.1. The following properties of cðsÞ hold true:
(a) If tX0; then cðsÞ4cð0Þ ¼ cb1 for all sAð0;NÞ and lims-N cðsÞ ¼N;
(b) there exist positive constants *t ¼ *tðc; b1Þ and *g ¼ *gðc; b1Þ such that
(i) if ðt; gÞA½0; *t 	 ½*g;NÞ; then cðsÞ attains a strict local maximum and a strict
local minimum at some s ¼ %s and s ¼
%
s ð0o%so
%
sÞ; respectively,and cð%sÞ4cð
%
sÞ;
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(ii) if ðt; gÞA½*t; 0Þ 	 ½*g;NÞ; then cðsÞ achieves a strict local maximum in
ð0; s0=gÞ: Furthermore, there exists a continuous function #gðtÞ in ½*t; 0Þ with
*go#gðtÞ for all tA½*t; 0Þ and lim
tm0
#gðtÞ ¼N ð4:6Þ
such that, if gA½*g; #gðtÞ for tA½*t; 0Þ; then cðsÞ attains a strict local minimum
in ð0; s0=gÞ and, moreover, if gA½#gðtÞ;NÞ for tA½*t; 0Þ; then
maxsA½0;s0=g cðsÞ ¼ cðsˆÞ for some sˆAð0; s0=gÞ:
Proof. In view of (4.2), if we deﬁne
hðs; tÞ :¼jðsÞ
Z
O
F3
1þ sF
¼ b1  ðb1  tÞs
Z
O
F3
1þ sF
  Z
O
F3
1þ sF
Z
O
F3
ð1þ sFÞ2
 !1
; ð4:7Þ
then
cðsÞ ¼ sjjFjj33 þ chðgs; tÞ: ð4:8Þ
Recalling jjFjj ¼ 1; one can see
lim
s-N
hðs; tÞ
s
¼ tjjFjj1
;
which immediately yields
lim
s-N
cðsÞ
s
¼ jjFjj33 þ
cgt
jjFjj1
for any tAR:
In particular, from Schwarz’ inequality
Z
O
F3
1þ sF
 2
p
Z
O
F4
ð1þ sFÞ2
Z
O
F 2 ¼
Z
O
F4
ð1þ sFÞ2;
so that
hðs; 0Þ ¼ b1 1 s
Z
O
F3
1þ sF
 Z
O
F3
1þ sF
Z
O
F3
ð1þ sFÞ2
 !1
X b1
Z
O
F3
1þ sF s
Z
O
F4
ð1þ sFÞ2
 ! Z
O
F3
ð1þ sFÞ2
 !1
¼ b1 ¼ hð0; 0Þ for all sA½0;NÞ: ð4:9Þ
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It obviously follows from (4.7)–(4.9) that cðsÞ4cð0Þ ¼ cb1 for all sAð0;NÞ
provided tX0: Furthermore, note
1 s
Z
O
F3
1þ sF ¼
Z
O
ð1þ sFÞF 2
1þ sF  s
Z
O
F 3
1þ sF ¼
Z
O
F 2
1þ sF:
Hence
lim
s-N
hðs; 0Þ ¼ b1 lim
s-N
Z
O
F 2
1þ sF
Z
O
F 3
1þ sF
Z
O
F 3
ð1þ sFÞ2
 !1
¼ b1 ¼ hð0; 0Þ: ð4:10Þ
Thus (4.9) and (4.10) imply that hðs; 0Þ attains a global maximum at some point in
ð0;NÞ: Therefore, in view of (4.8), one can see that, if t ¼ 0 and g is large enough,
then cðsÞ forms a ‘B’-shaped curve in the sense of assertion (i). Hence this property
of cðsÞ is invariant for small t40 and the proof of (i) is complete.
In case to0; (4.4) and (4.7) yield
hðs; tÞ40 for sA½0; s0Þ;
hðs; tÞo0 for sAðs0;NÞ:

Hence, if jtj is sufﬁciently small, then hðs; tÞ achieves a global maximum at some
point contained in ð0; s0Þ because of (4.9). Thus by (4.8), we may assume that if
ðt; gÞA½*t; 0Þ 	 ½*g;NÞ; then cðsÞ possesses at least one strict local maximum in
ð0; s0=gÞ: Observe that c depends continuously on ðt; gÞ; so we get a continuous
function #gðtÞ in ½*t; 0Þ with (4.6) such that, if gA½*g; #gðtÞÞ for tA½*t; 0Þ; then cðsÞ
forms a ‘B’-shaped curve in ð0; s0=gÞ and, if gA½#gðtÞ;NÞ for tA½*t; 0Þ; then
maxsA½0;s0=g cðsÞ ¼ cðsˆÞ for some sˆAð0; s0=gÞ: Thus the proof of Lemma 4.1 is
accomplished. &
5. Perturbed solution set of (PP)
5.1. Case tX0
Let tX0: By Lemma 4.1, there exist sufﬁcient large numbers A1 and C such that
A1 ¼ cðCÞ ¼ max
sA½0;C
cðsÞ: ð5:1Þ
In this subsection, we will prove that if e40 is small enough, then all
positive solutions of (PP) in the range of a1A½0; A1 form a one-dimensional
submanifold near
fðw; z; a1Þ ¼ ðsF;jðgsÞF;cðsÞÞ: 0ospCg:
More precisely, we will prove the following proposition:
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Proposition 5.1. Let tX0: Then there exist a positive constant e0 ¼ e0ðA1Þ and a
family of bounded smooth curves
fSðx; eÞ ¼ ðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞAR3:ðx; eÞA½0; CðeÞ 	 ½0; e0g
such that for each fixed eAð0; e0; all positive solutions of ðPPÞ with a1Að0; A1 can be
parameterized as
Ge ¼fðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ ¼ ððs; tÞFþ eUðs; t; a1; eÞ; a1Þ:
ðs; t; a1Þ ¼ ðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ for xAð0; CðeÞg ð5:2Þ
and
Sðx; 0Þ ¼ ðx;jðgxÞ;cðxÞÞ; Sð0; eÞ ¼ ð0; tðeÞ; a1ðeÞÞ:
Here CðeÞ is a smooth positive function in ½0; e0 with Cð0Þ ¼ C and a1ðCðeÞ; eÞ ¼ A1;
tðeÞ :¼ e1 RO yl1þeb1F; a1ðeÞ is the positive number defined by (3.3) and U is the X1-
valued function defined by (3.9). Furthermore, Ge can be extended to the range
a1A½A1;NÞ as a positive solution curve of ðPPÞ:
As the ﬁrst step to the proof of Proposition 5.1, we will express the nonnegative
solution set of (3.5) (or equivalently (PP)) near the intersection point ofLp andL2;
ðs; t; a1Þ ¼ ð0; b1=jjFjj33; cb1Þ:
Lemma 5.2. Let F e be the mapping defined by (3.10). Then there exist a neighborhood
U0 of ð0; b1=jjFjj33; cb1Þ and a positive constant d0 such that for any eA½0; d0;
Ker F e-U0-Rþ3 ¼ fðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ: xA½0; d0Þg,fð0; tðeÞ; a1ÞAU0g ð5:3Þ
with some smooth function ðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ in ½0; d0 	 ½0; d0 satisfying
ðsðx; 0Þ; tðx; 0Þ; a1ðx; 0ÞÞ ¼ ðx;jðgxÞ;cðxÞÞ;
ðsð0; eÞ; tð0; eÞ; a1ð0; eÞÞ ¼ ð0; tðeÞ; a1ðeÞÞ:
Proof. By Lemma 2.4 and (3.3), we recall that for any e40; there exist a positive
number d ¼ dðeÞ and a neighborhood Ve of the bifurcation point ðw; z; a1Þ ¼
ð0; e1yl1þeb1 ; a1ðeÞÞ such that all positive solutions of (PP) in Ve are given by
ðw; z; a1Þ ¼ ðwðx; eÞ; zðx; eÞ; a1ðx; eÞÞ
¼ ðxf þ xWðx; eÞ; e1yl1þeb1 þ xwþ xZðx; eÞ; a1ðx; eÞÞ
for xAð0; d: Here w is the function deﬁned by (2.17), ðWðx; eÞ; Zðx; eÞ; a1ðx; eÞÞ is a
certain smooth function such that a1ð0; eÞ ¼ a1ðeÞ and
R
O Wðx; eÞf ¼ 0: We deﬁne
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an open set Ue of R
3 by
Ue :¼ ðs; t; a1Þ: s ¼
Z
O
wF; t ¼
Z
O
zF; ðw; z; a1ÞAVe
 
and put
sðx; eÞ :¼
Z
O
wðx; eÞF; tðx; eÞ :¼
Z
O
zðx; eÞF:
By virtue of the equivalence of (PP) and (3.5), we can verify that, if eA½0; e0; then
Ker F e-Ue-Rþ3 ¼ fðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ: xA½0; dg,fð0; tðeÞ; a1ÞAUeg:
Since ð0; tðeÞ; a1ðeÞÞ is a bifurcation point for any eA½0; e0; it is possible to show that
Ue contains a neighborhood U0 of ð0; b1=jjFjj33; cb1Þ if e40 is sufﬁciently small. Thus
the proof of Lemma 5.2 is complete. &
Lemma 5.3. Assume tX0 and let A1; C be positive constants obtained in (5.1). There
exist e0 ¼ eðA1Þ40 and a neighborhood U of fðsF;jðgsÞF;cðsÞÞ: 0pspCg such that
for each fixed eAð0; e0; all positive solutions of ðPPÞ contained in U-ðX 	 ð0; A1Þ
can be expressed as (5.2).
Proof. We will prove this lemma along the perturbation theory by Du and Lou [7,
Appendix]. Deﬁne Lpð½d0=2; CÞ ¼ fðs;jðgsÞ;cðsÞÞ: sA½d0=2; Cg for the positive
constant d0 obtained in Lemma 5.2. By (4.1) and (4.2), direct calculations lead to
det F0ðs;tÞðs;jðgsÞ;cðsÞÞ ¼ sjðgsÞc0ðsÞ
Z
O
F3
ð1þ gsFÞ2: ð5:4Þ
Let ð%s;jðg%sÞ;cð%sÞÞALpð½d0=2; CÞ be any ﬁxed point. Note that jðg%sÞ40 for tX0:
Thus (5.4) implies that, if c0ð%sÞa0; then F0ðs;tÞð%s;jðg%sÞ;cð%sÞÞ is invertible. In this case,
the implicit function theorem gives a positive number d ¼ dð%sÞ and neighborhood W%s
of ð%s;jðg%sÞÞ such that for all eA½0; d;
Ker F e-U%s ¼ fðsða1; eÞ; tða1; eÞ; a1Þ: a1Aðcð%sÞ  d;cð%sÞ þ dÞg; ð5:5Þ
where U%s ¼ W%s 	 ðcð%sÞ  d;cð%sÞ þ dÞ and ðsða1; eÞ; tða1; eÞÞ is a smooth function
satisfying ðsðcð%sÞ; 0Þ; tðcð%sÞ; 0ÞÞ ¼ ð%s;jðg%sÞÞ:
On the other hand, if c0ð%sÞ ¼ 0; then (5.4) leads to rank F0ðs;tÞð%s;jðg%sÞ;cð%sÞÞ ¼ 1;
so that
dimKer F0ðs;tÞð%s;jðg%sÞ;cð%sÞÞ ¼ codimRange F 0ðs;tÞð%s;jðg%sÞ;cð%sÞÞ ¼ 1: ð5:6Þ
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After some calculations, one can see
F 0a1ð%s;jðg%sÞ;cð%sÞÞ ¼
%s
0
 
eRange F0ðs;tÞð%s;jðg%sÞ;cð%sÞÞ: ð5:7Þ
According to the spontaneous bifurcation theory by Crandall and Rabinowitz [3,
Theorem 3.2 and Remark 3.3], (5.6) and (5.7) enable us to get a positive
number d ¼ dð%sÞ and a neighborhood U%s of ð%s;jðg%sÞ;cð%sÞÞ such that for each
eA½0; d;
Ker F e-U%s ¼ fðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ: xAðd; dÞg ð5:8Þ
with a suitable smooth function ðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ in ½d; d 	 ½0; d with
ðsð0; 0Þ; tð0; 0Þ; a1ð0; 0ÞÞ ¼ ð%s;jðg%sÞ;cð%sÞÞ:
For each U%s satisfying (5.5) or (5.8), it clearly follows that
Lpð½d0=2; CÞC
[
fU%s: %sA½d0=2; Cg:
Since Lpð½d0=2; CÞ is compact, there are a ﬁnite number of points fsjgkj¼1 such that
ðsj;jðsjÞ;cðsjÞÞALpð½d0=2; CÞ for 1pjpk;
Lpð½d0=2; CÞC
Sk
j¼1 Uj; where Uj :¼ Usj :
(
We may assume Uj -Ujþ1 are not empty for all 0pjpk  1: Here U0 is an open set
obtained in Lemma 5.2. Thus by (5.5) and (5.8), if we put dj ¼ dðsjÞ; then for any
eA½0; dj ð1pjpkÞ;
Ker F e-Uj ¼ fðs jðx; eÞ; t jðx; eÞ; a j1 ðx; eÞÞ: xAðdj; djÞg ¼: Jej
with some smooth functions s jðx; eÞ; t jðx; eÞ and a j1 ðx; eÞ which satisfy
ðs jð0; 0Þ; t jð0; 0Þ; a j1 ð0; 0ÞÞ ¼ ðsj ;jðgsjÞ;cðsjÞÞ:
Additionally in view of Lemma 5.2, if we set
Je0 ¼ fðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ: xAð0; d0g
and U ¼ Skj¼0 Uj; then
Ker F e-U-R3þ ¼
[k
j¼0
Jej for any eA 0; min
0pjpk
dj
 
: ð5:9Þ
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Clearly (5.9) implies that Ker F e-U-R3þ forms a one-dimensional sub-
manifold. Indeed, with the aid of the procedure by Du and Lou [7,
Proposition A3], it is possible to construct a smooth curve Sðx; eÞ ¼
ðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ such that
Sk
j¼0 J
e
j ¼ Sðð0; CðeÞ; eÞ;
ðsðx; 0Þ; tðx; 0Þ; a1ðx; 0ÞÞ ¼ ðx;jðgxÞ;cðxÞÞ;
ðsð0; eÞ; tð0; eÞ; a1ð0; eÞÞ ¼ ð0; tðeÞ; a1ðeÞÞ
8><
>: ð5:10Þ
for sufﬁciently small e40 and xA½0; CðeÞ with some smooth function CðeÞ: In view
of Lemma 3.1, one can get the conclusion from (5.10). &
The next lemma means that if a1Að0; A1 and e40 is small enough, then (PP) has
no positive solution outside of U :
Lemma 5.4. Let tX0 and assume that V is any neighborhood of fðsF;jðgsÞF;
cðsÞÞ: 0pspCg: Then there exists a positive constant e1 such that for each eAð0; e1;
any solution of ðPPÞ with a1Að0; A1 is given by
ðw; zÞ ¼ ðs; tÞFþ eUðs; t; a1; eÞ for some ðsF; tF; a1ÞAV :
Proof. We will prove this lemma by a contradiction argument. Suppose that
for a certain sequence fðan1; enÞg satisfying an1Að0; A1 and limn-0 en ¼ 0; (PP) with
ða1; eÞ ¼ ðan1; enÞ have positive solutions ðwn; znÞ such that ðwn; zn; an1ÞeV for all nAN :
To derive a contradiction, it sufﬁces to ﬁnd a subsequence fðwnðkÞ; znðkÞ; anðkÞ1 ; enðkÞÞg
and a sequence fðsk; tkÞg such that
ðwnðkÞ; znðkÞÞ ¼ ðsk; tkÞFþ enðkÞUðsk; tk; anðkÞ1 ; enðkÞÞ for all kAN ;
limk-N ðsk; tk; anðkÞ1 Þ ¼ ðs;jðgsÞ;cðsÞÞ for some sA½0; C:
(
ð5:11Þ
We begin with a priori bounds for fwng and fzng: It follows from (2.5) and (3.1) that
wnp
1
en
yl1þenA1 in O
for all nAN : Recall that
lim
lkl1
yl
l l1 ¼
F
jjFjj33
uniformly in O ð5:12Þ
(see, e.g., [9, Proposition 6.4]) one can see that
wnp1þ A1jjFjjNjjFjj33
¼: M in O
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for sufﬁciently large n: Therefore, fwng is a bounded sequence in Cð %OÞ: From the
second equation of (PP), we see
Dzn ¼ l1zn þ enzn
1þ gwn b1 þ tgwn 
zn
1þ gwn
 
p l1zn þ enzn b1 þ t znð1þ gwnÞ2
" #
¼ zn l1 þ enðb1 þ tÞ  enznð1þ gMÞ2
" #
in O
for sufﬁciently large n: This fact implies that enzn=ð1þ gMÞ2 is a subsolution of (1.4)
with a replaced by l1 þ enðb1 þ tÞ: Thus by the well-known comparison result, one
can obtain enzn=ð1þ gMÞ2pyl1þenðb1þtÞ in O; so that
znpð1þ gMÞ2
yl1þenðb1þtÞ
en
in O:
Owing to (5.12), we get
znp1þ ð1þ gMÞ
2ðb1 þ tÞ
jjFjj33
F in O ð5:13Þ
for sufﬁciently large n: Therefore fzng is uniformly bounded in Cð %OÞ:
Let %wn ¼ wn=jjwnjjN and %zn ¼ zn=jjznjjN: Thus it follows from (PP) that %wn and %zn
satisfy
D %wn ¼ l1 %wn þ en %wn an1  wn 
czn
1þ gwn
 
in O;
D%zn ¼ l1 %zn þ en %zn
1þ gwn b1 þ tgwn 
zn
1þ gwn
 
in O;
%wn ¼ %zn ¼ 0 on @O:
8>>><
>>>:
ð5:14Þ
Since fðwn; zn; an1Þg is uniformly bounded in Cð %OÞ 	 Cð %OÞ 	 R; fan1  wn  czn=ð1þ
gwnÞg and fb1 þ tgwn  zn=ð1þ gwnÞg are also bounded in Cð %OÞ: With the aid of the
standard elliptic regularity theory, fwng; fzng are uniformly bounded in C2ð %OÞ: So
one can choose a subsequence fðwnðkÞ; znðkÞ; anðkÞ1 Þg such that
lim
k-N
ð %wnðkÞ; %znðkÞ; anðkÞ1 Þ ¼ ð %w; %z; aN1 Þ in C1ð %OÞ 	 C1ð %OÞ 	 R
with some ð %w; %z; aN1 Þ: For simplicity, we rewrite this subsequence by fðwn; zn; an1Þg:
Since limn-N en ¼ 0; letting n-N in (5.14) implies that %w and %z satisfy
D %w ¼ l1 %w;  D%z ¼ l1 %z in O; %w ¼ %z ¼ 0 on @O:
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Together with jj %wjjN ¼ jj%zjjN ¼ 1; we can deduce %w ¼ %z ¼ F=jjFjjN: So the
boundness of fðwn; znÞg in C2ð %OÞ2 yields
lim
n-N
ðwn; znÞ ¼ ðsF; tFÞ in C1ð %OÞ 	 C1ð %OÞ ð5:15Þ
for some sX0 and tX0: By virtue of (3.8) and (5.15), for sufﬁciently large n; ðwn; znÞ
must be given by
ðwn; znÞ ¼ ðsn; tnÞFþ enUðsn; tn; an1; enÞ
with some sequence fðsn; tnÞg such that limn-N ðsn; tnÞ ¼ ðs; tÞ:
To prove t ¼ jðgsÞ; we multiply by F the second equation of (5.14) and integrate
the resulting expression;Z
O
%znF
1þ gwn b1 þ tgwn 
zn
1þ gwn
 
¼ 0:
By (5.15), letting n-N in the above equality yields
b1  ðb1  tÞgs
Z
O
F3
1þ gsF ¼ t
Z
O
F3
ð1þ gsFÞ2;
which, together with (4.2), implies t ¼ jðgsÞ:
Finally we will prove aN1 ¼ cðsÞ: Multiply the ﬁrst equation of (5.14) by F and
integrate it; Z
O
%wnF an1  wn 
czn
1þ gwn
 
¼ 0:
Letting n-N in the above equality, we have
aN1  sjjFjj33  ct
Z
O
F3
1þ gsF ¼ 0;
which immediately leads to aN1 ¼ cðsÞ by (4.2). Then we obtain (5.11), which
completes the proof of Lemma 5.4. &
Proof of Proposition 5.1. We have already shown (5.2) by Lemmas 5.3 and 5.4. To
accomplish the proof of Proposition 5.1, it remains to show that Ge can be extended
to the range a1A½A1;NÞ as a positive solution curve of (PP). Let #Ge be a maximum
extension of Ge in the direction a1XA1 as a solution curve of (PP). According to the
global bifurcation theorem by Rabinowitz [18], the following (i) or (ii) must hold
true;
(i) #Ge is unbounded in X 	 R;
(ii) #Ge meets the trivial or a semitrivial solution curve at some point except for
ð0; e1yl1þeb1 ; a1Þ:
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We introduce the following positive cone:
P ¼ fðw; zÞ: w40; z40 in O and @w
@n
o0; @z
@n
o0 on @Og;
where n is the unit outward normal to @O: Suppose that ðwˆ; zˆ; aˆ1ÞA #Ge satisﬁes
ðwˆ; zˆÞA@P at #a1AðA1;NÞ: Thus it follows that wˆX0; zˆX0 for all xAO and
wˆðx0Þzˆðx0Þ ¼ 0 at some x0AO ð5:16Þ
or
@wˆ
@n
ðx1Þ@zˆ
@n
ðx1Þ ¼ 0 at some x1A@O: ð5:17Þ
By applying the strong maximum principle to (PP), it is possible to prove that both
(5.16) and (5.17) imply wˆ  0 or zˆ  0:
We now recall that positive solutions of (PP) bifurcate from the semitrivial
solution curve fð0; e1yl1þeb1 ; a1Þ: a140g if and only if a1 ¼ a1 and no positive
solution bifurcates from other semitrivial solution curve fðe1yl1þea1 ; 0; a1Þ: a140g if
tX0 (see Remark 2.1). In addition, it is easily veriﬁed that the trivial solution is non-
degenerate. Therefore, we can deduce that ðwˆ; zˆ; aˆ1Þ ¼ ð0; e1yl1þeb1 ; a1Þ; which
contradicts (ii). Thus (ii) is excluded and (i) must be satisﬁed. Lemma 2.2 and (3.1)
imply the boundness of w and z
wðxÞp1
e
ðl1 þ ea1Þ;
zðxÞp1
e
f1þ bðl1 þ ea1Þgfl1 þ eb1 þ bðl1 þ etÞðl1 þ ea1Þg
8><
>:
for all xAO: Therefore, Ge must be extended with respect to a1A½A1;NÞ as a positive
solution curve of (PP). Thus the proof of Proposition 5.1 is complete. &
Proposition 5.1 in combination with Lemma 4.1 implies that Ge forms an
unbounded S-shaped curve with respect to a1 for the special case when ðt; gÞA½0; *t 	
½*g;NÞ and e40 is small enough:
Corollary 5.5. Suppose that ðt; gÞA½0; *t 	 ½*g;NÞ and e40 is sufficiently small.
Then the positive solution set of ðPPÞ contains an unbounded S-shaped curve Ge
which bifurcates from the semitrivial solution curve fð0; e1yl1þeb1 ; a1Þ:140g at
a1 ¼ a1ðeÞ: Furthermore, there exist two positive numbers %a1ðeÞ4
%
a1ðeÞ ð4a1ðeÞÞ such
that
(i) if a1Að0; a1ðeÞ; then ðPPÞ has no positive solution;
(ii) if a1Aða1ðeÞ;
%
a1ðeÞÞ,ð %a1ðeÞ;NÞ; then (PP) has at least one positive solution;
(iii) if a1 ¼
%
a1ðeÞ or a1 ¼ %a1ðeÞ; then (PP) has at least two positive solutions;
(iv) if a1Að
%
a1ðeÞ; %a1ðeÞÞ; then (PP) has at least three positive solutions.
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Proof. Let Sðx; eÞ ¼ ðsðx; eÞ; tðx; eÞ; a1ðx; eÞÞ be the smooth curve obtained in
Proposition 5.1. We recall that Sðx; 0Þ ¼ ðx;jðxÞ;cðxÞÞ: Additionally it is possible
to verify that c0ð0Þ40 if tX0 and
lim
e-0
ðtðx; eÞ; a1ðx; eÞÞ ¼ ðjðxÞ;cðxÞÞ in C1ð½0; CÞ 	 C1ð½0; CÞ;
where C is the positive constant deﬁned in (5.1). Thus it follows from
Lemma 4.1 that if ðt; gÞA½0; *t 	 ½*g;NÞ and e40 is small enough, then
ceðxÞ :¼ a1ðx; eÞ ð0pxpCðeÞÞ satisﬁes c0eð0Þ40; ceðxÞ4ceð0Þ ¼ a1ðeÞ for all
xAð0; CðeÞ and achieves a local minimum and a local maximum at some %xðeÞ
and
%
xðeÞ; respectively, which satisfy lime-0 %xðeÞ ¼ %s and lime-0
%
xðeÞ ¼
%
s:Here, %s and
%
s
are critical points of c obtained in Lemma 4.1. Deﬁne %a1ðeÞ :¼ ceð%xðeÞÞ;
%
a1ðeÞ :¼
ceð
%
xðeÞÞ and
Keða1Þ :¼ fxAð0;NÞ: ceðxÞ ¼ a1g:
Obviously if e40 is small enough, then Keða1Þ has no element for a1Að0; a1ðeÞ; at
least one element for a1Aða1ðeÞ;
%
a1ðeÞÞ,ð %a1ðeÞ; A1; at least two elements for a1 ¼
%
a1ðeÞ or %a1ðeÞ; at least three elements for a1Að
%
a1ðeÞ; %a1ðeÞÞ: We observe that (5.2)
implies that the number of elements of Keða1Þ is equal to the number of positive
solutions of (PP) provided eAð0; e0 and a1Að0; A1: Since the extension of Ge implies
that (PP) has at least one positive solution for a1A½A1;NÞ; we obtain the
assertion. &
5.2. Case to0
For the case to0; let A1 be a sufﬁciently large number. In this subsection, we will
prove that all positive solutions (PP) with a1A½0; A1 lie on a bounded curve near
fðsF;jðgsÞF;cðsÞÞ: 0osos0=gg
if e4 is sufﬁciently small:
Proposition 5.6. Let to0: Then there exists a positive constant e0 ¼ e0ðA1Þ such that
for each eAð0; e0; all positive solutions of ðPPÞ with a1Að0; A1 are given by
Ge ¼ fðw; z; a1Þ ¼ ððs; tÞFþ eUðs; t; a1; eÞ; a1Þ: ðs; t; a1ÞAfSðx; eÞ: 0oxoCðeÞgg;
ð5:18Þ
where Sðx; eÞAR3 is a suitable smooth curve for ðx; eÞA½0; CðeÞ 	 ½0; e0 satisfying
Sðx; 0Þ ¼ ðx;jðxÞ;cðxÞÞ; Sð0; eÞ ¼ ð0; tðeÞ; a1ðeÞÞ; SðCðeÞ; eÞ ¼ ðsðeÞ; 0; a1ðeÞÞ:
Here, tðeÞ :¼ e1 RO yl1þeb1F; sðeÞ :¼ e1 RO yl1þea1ðeÞF and CðeÞ is a certain smooth
function in ½0; e0 such that Cð0Þ ¼ s0=g:
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It follows from (4.3) and (4.5) that if to0; then Lp intersects L1 and L2 at
ðs0=g; 0; s0jjFjj33=gÞ and ð0; b1=jjFjj33; cb1Þ; respectively. Even if to0; Lemma 5.2
remains valid; so that one can obtain expression (5.3) for all nonnegative solutions of
(3.5) near ð0; b1=jjFjj33; cb1Þ: We can also express all nonnegative solutions of (3.5)
near ðs0=g; 0; s0jjFjj33=gÞ:
Lemma 5.7. Let to0: Then there exist a positive number de and a neighborhood Ue of
ðs0=g; 0; s0jjFjj33=gÞ such that for each eA½0; de
Ker F e-Ue-Rþ3 ¼ fS˜ðx; eÞ: xA½0; deÞg, 1e
Z
O
yl1þea1F; 0; a1
 
AUe
 
with a smooth curve S˜ðx; eÞAR3 ð0pxpdeÞ which satisfies
S˜ðx; 0Þ ¼ ðs0  x=g;jðs0  x=gÞ;cðs0=g xÞÞ and S˜ð0; eÞ ¼ ðsðeÞ; 0; a1ðeÞÞ:
Recall that ðw; z; a1Þ ¼ ðe1yl1þea1ðeÞ; 0; a1ðeÞÞ is a bifurcation point of positive
solutions of (PP) on the semitrivial solution curve fðe1yl1þea1 ; 0; a1Þ: a140g: So the
proof of Lemma 5.7 can be carried out by the same argument as in the proof of
Lemma 5.2.
Lemma 5.8. Let to0: Then there exists a neighborhood U of fðsF;jðgsÞF;
cðsÞÞ: sA½0; s0=gg such that, if e40 is sufficiently small, then all positive solutions
of (PP) contained in U are given by (5.18).
Proof. Let d0 and de be positive numbers in Lemmas 5.2 and 5.7, respectively. Put
Lpð½d0=2; s0=g de=2Þ :¼ fðs;jðgsÞ;cðsÞÞ: sA½d0=2; s0=g de=2g:
HenceLpð½d0=2; s0=g de=2Þ is a compact set and bothLpð½d0=2; s0=g de=2Þ-U0
and Lpð½d0=2; s0=g de=2Þ-Ue are not empty. Here U0 and Ue are open sets
obtained in Lemmas 5.2 and 5.7. Therefore, when e40 is small enough, a similar
procedure to the proof of Lemma 5.3 enables us to construct the solution curve of
(3.5) in a neighborhood U 0 of Lpð½d0=2; s0=g de=2Þ: We note that both U 0-U0
and U 0-Ue are not empty. Therefore, together with Lemmas 5.2 and 5.7, we obtain
the assertion. &
Lemma 5.9. Let to0 and assume that A140 is sufficient large. Let V be any
neighborhood of fðsF;jðgsÞF;cðsÞÞ:A½0; s0=gg: If e40 is sufficiently small, then any
positive solution of (PP) with a1Að0; A1 can be expressed by
ðw; z; a1Þ ¼ ðs; tÞFþ eUðs; t; a1; eÞ for some ðsF; tF; a1ÞAV :
Proof. Let fðwn; znÞg be any sequence of positive solutions of (PP) with e ¼ enk0 and
a1 ¼ an1Að0; A1: It sufﬁces to get a subsequence fðwnðkÞ; znðkÞ; anðkÞ1 ; enðkÞÞg and a
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sequence fðsk; tkÞg satisfying (5.11) with C replaced by s0=g: The proof of this
assertion is almost the same as that of Lemma 5.4. We have only to note that in case
to0; (5.13) is replaced by znp1þ ð1þ gMÞ2b1F=jjFjj33 in O: &
Proposition 5.6 follows from Lemmas 5.8 and 5.9. Furthermore, we can employ
Lemma 4.1 to obtain the following corollary about the positive solution set of (PP)
for the case when ðt; gÞA½*t; 0Þ 	 ½*g;NÞ and e40 is sufﬁciently small.
Corollary 5.10. Suppose that ðt; gÞA½*t; 0Þ 	 ½*g;NÞ and that e40 is sufficiently
small. Then the positive solution set of (PP) contains a bounded smooth curve
Ge ¼ fðwðxÞ; zðxÞ; a1ðxÞÞ: xAð0; CðeÞÞg;
which possesses the following properties;
(i) ðwð0Þ; zð0Þ; a1ð0ÞÞ ¼ ð0; e1yl1þeb1 ; a1ðeÞÞ; a01ð0Þ40;
(ii) ðwðCðeÞÞ; zðCðeÞÞ; a1ðCðeÞÞÞ ¼ ðe1yl1þea1ðeÞ; 0; a1ðeÞÞ;
(iii) a1ðxÞ attains a strict local maximum in ð0; CðeÞÞ: In particular, if ðt; gÞA½*t; 0Þ 	
½*g; #gðtÞÞ; then a1ðxÞ attains a strict local minimum in ð0; CðeÞÞ:
The proof of Corollary 5.10 is essentially the same as that of Corollary 5.5.
6. Completion of the proofs of main results
Proof of Theorem 1.2. We begin with the case a ¼ 0: The bifurcation point of Ge
obtained in Proposition 5.1; ðw; z; a1Þ ¼ ð0; e1yl1þeb1 ; a1ðeÞÞ is mapped by (3.1) to the
bifurcation point ðU ; V ; aÞ ¼ ð0; yb; l1ðcybÞÞ on the semitrivial solution curve
fð0; yb; aÞ: a40g of (EP)0: In view of (3.1), we deﬁne
O01 :¼ fðb; b; dÞ ¼ ðg=e; l1 þ eb1; ðl1 þ etÞg=eÞ:ðt; gÞA½0; *t 	 ½*g;NÞg
for sufﬁciently small e40: It follows from Corollary 5.5 that if ðb; b; dÞAO01 and e40
is small enough, then the positive solution set of (EP)0 contains an unbounded S-
shaped curve GðEPÞ0 which bifurcates from the semitrivial solution curve
fð0; yb; aÞ: a40g at a ¼ l1ðcybÞ: To be precise, if we let
%a ¼ l1 þ e %a1ðeÞ and
%
a ¼ l1 þ e
%
a1ðeÞ;
then ðEPÞ0 has no positive solution for aAð0; l1ðcybÞ; at least one positive solution
for aAðl1ðcybÞ;
%
aÞ,ð %a;NÞ; at least two positive solutions for a ¼
%
a or %a; at
least three positive solutions for aAð
%
a; %aÞ: By virtue of the one-to-one correspon-
dence between ðu; vÞX0 and ðU ; VÞX0 through (2.1), deﬁne G1 ¼
fðu; v; aÞ: ðU ; V ; aÞAGðEPÞ0g for a ¼ 0 and ðb; b; dÞAO01: Hence G1 is contained in
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the positive solution set of (SP) and possesses at least two turning points with respect
to a: Therefore, Theorem 1.2 is proved for the special case a ¼ 0:
Next, we will justify that the above S-shaped property of G1 allows a small
perturbation with respect to a: Deﬁne F :X 	 R3-Y by
FðU ; V ; a; a; bÞ ¼ ðDU þ uða  u  cvÞ;DV þ vðb þ dv  vÞÞ
to study (EP). Here u ¼ uðU ; V ; a; bÞ and v ¼ vðU ; V ; a; bÞ are given by (2.2) and
(2.3), respectively. For any ðb; b; dÞAO01; let ðU0; V0Þ be any positive solution of
(EP)0: We note that all positive solutions of (EP)0 near ð0; yb; aÞ are given by (2.9).
By following the procedure by Du and Lou [7, Lemma 3.14], we can prove that, if
jjU0jjW 2;pXd=2 for the positive number d in (2.9), then FðU ;VÞðU0; V0; a; 0; bÞ is a
Fredholm operator with index 0; so that the following (i) or (ii) holds true
alternatively.
(i) FðU ;VÞðU0; V0; a; 0; bÞ :X-Y is an isomorphism;
(ii)
dimKer FðU ;VÞðU0; V0; a; 0; bÞ ¼ codimRange FðU ;VÞðU0; V0; a; 0; bÞ ¼ 1;
FaðU0; V0; a; 0;bÞeRange FðU ;VÞðU0; V0; a; 0; bÞ:

For sufﬁciently large A; denote by GðEPÞ0 j0oapA the restriction of GðEPÞ0 in the range
0oapA: Thus, in the same way as the proof of Lemma 5.3, we can construct a
positive solution curve GðEPÞj0oapA of (EP) in a neighborhood W of GðEPÞ0 j0oapA if
a40 is sufﬁciently small. By taking account for the continuity of positive solutions
of (EP) with respect to a; it can be veriﬁed that GðEPÞj0oapA converges to
GðEPÞ0 j0oapA in C1ð %OÞ 	 C1ð %OÞ 	 ½0; A as ak0: Furthermore, it is also possible to
prove that if 0oapA and a40 is small enough, then there is no positive solution of
(EP) outside of W : With the aid of Lemma 2.2, we can extend GðEPÞj0oapA to the
range aA½A;NÞ as a positive solution curve of (EP) by applying the global
bifurcation theorem [18]. By virtue of (2.1), we can get an S-shaped positive solution
curve of (SP) when ðb; b; dÞAO01 and a40 is small. Thus the proof of Theorem 1.2 is
complete. &
Proof of Theorem 1.3. In view of Corollary 5.10, the proof of Theorem 1.3 can be
carried out in a similar way. &
Appendix
In this section, we will give some properties of S1 and S2 deﬁned by (1.7) and (1.8).
Lemma A.1. If bl1od ðresp: bl14dÞ; then S1 can be expressed as
S1 ¼ fða; bÞ: a ¼ f ðbÞ for bpl1 ðresp: bXl1Þg;
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where f ð
Þ is a continuous function with respect to b in ðN; l1 (resp. ½l1;NÞÞ and
possesses the following properties:
(i) f ð
Þ is strictly monotone decreasing if bl1od;
strictly monotone increasing if bl14d;

(ii) f ðl1Þ ¼ l1;
(iii) limb-Nf ðbÞ ¼N if bl1od and limb-N f ðbÞ ¼N if bl14d:
Proof. If we put
Sða; bÞ :¼ l1 b  dya
1þ bya
 
;
then
Sðl1; bÞ ¼ l1ðbÞ ¼ l1  b: ðA:1Þ
We note that for each compact set K in O
lim
a-N
b  dya
1þ bya ¼ 
d
b
uniformly in K
(see, e.g., [4, Lemma 1]). Therefore, it can be seen that for any bAR
lim
a-N
Sða; bÞ ¼ l1  db
 
¼ l1  db: ðA:2Þ
Recall that both of the mappings q-l1ðqÞ : Cð %OÞ-R and a-ya : ½l1;NÞ-Cð %OÞ
are strictly increasing. Therefore, by virtue of
@
@a
b  dya
1þ bya
 
¼ bb  dð1þ byaÞ2
dya
da
in O;
we know that
Sða; bÞ is strictly decreasing with respect to aAðl1;NÞ if bbod;
strictly increasing with respect to aAðl1;NÞ if bb4d:

ðA:3Þ
Suppose bl1od: By virtue of (A.1) and (A.2), Sðl1; b0Þp0 (resp: Sðl1; b0Þ40Þ if
b0Xl1 (resp: b0ol1Þ and lima-N Sða; b0Þo0: Since Sða; b0Þ is a monotone function
with respect to a by (A.3), we see that, if b0Xl1; then Sða; b0Þo0 for all aAðl1;NÞ:
On the other hand, if b0ol1; then the intermediate theorem gives a unique
a0Aðl1;NÞ such that Sða0; b0Þ ¼ 0: Furthermore, it follows from (A.3) that
Saða0; b0Þo0: Therefore, by the implicit function theorem, there exists a smooth
function a ¼ f ðbÞ such that
f ðb0Þ ¼ a0;
Sð f ðbÞ; bÞ ¼ 0 for all bA½b0  d; b0 þ d

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with some d40: Since b0AðN; l1Þ can be taken arbitrarily, we deduce that there
exists a unique smooth function a ¼ f ðbÞ such that
Sð f ðbÞ; bÞ ¼ 0 for bAðN; l1Þ: ðA:4Þ
Differentiation of (A.4) with respect to b implies
Sað f ðbÞ; bÞf 0ðbÞ þ Sbð f ðbÞ; bÞ ¼ 0:
Note that Sbða; bÞ ¼ l01ððb  dyaÞ=ð1þ byaÞÞo0: Thus from (A.3) one can see
f 0ðbÞo0 for bAðN; l1Þ: It is easy to see f ðl1Þ ¼ l1: Furthermore, we can show
limb-N f ðbÞ ¼N: Indeed, if limb-N f ðbÞoN;
lim
b-N
Sð f ðbÞ; bÞ ¼ lim
b-N
l1
b  dyf ðbÞ
1þ byf ðbÞ
 
¼ þN;
which obviously contradicts (A.4). Thus the proof for bbobl1od is complete. For
the case bb4bl14d; a similar argument is valid to get the conclusion. &
The following corollary immediately follows from Lemma A.1.
Corollary A.2. For each b satisfying bbobl1od or bb4bl14d; there exists a unique
a ¼ aAðl1;NÞ such that
l1
b  dya
1þ bya
 
¼ 0:
If b4l1 and dXbl1; then
l1
b  dya
1þ bya
 
o0 for all aAðl1;NÞ:
We can also give an analogous property for S2:
Lemma A.3. If S2 is defined by (1.8), it can be expressed as
S2 ¼ fða; bÞ: b ¼ gðaÞ for aXl1g;
where gð
Þ is a continuous function for aA½l1;NÞ and has the following properties:
(i) gð
Þ is strictly monotone increasing;
(ii) gðl1Þ ¼ l1;
(iii) lima-N gðaÞ ¼N:
The proof of Lemma A.3 is essentially the same as Lemma A.1; so we omit it. The
following corollary immediately follows from Lemma A.3.
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Corollary A.4. For each b4l1; then there exists a unique a ¼ aAðl1;NÞ such that
l1
cyb  a
1þ ayb
 
¼ 0:
We can give more information about S1 and S2 near ðl1; l1Þ:
Lemma A.5. (i) The function f ð
Þ defined in Lemma A.1 satisfies
f ðbÞ ¼ l1 þ 1bl1  dðb  l1Þ þ oðb  l1Þ near l1:
(ii) The function gð
Þ defined in Lemma A.3 satisfies
gðaÞ ¼ l1 þ 1al1 þ cða  l1Þ þ oða  l1Þ near l1:
The proof is based on the local bifurcation analysis and is accomplished in the
same manner as [21, Lemmas 3.4 and 3.6].
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