Coarse-grained molecular dynamics by Edmunds, David
Coarse–Grained Molecular Dynamics
PhD Thesis
David Edmunds
Department of Physics
Imperial College London
Abstract
In this work, we investigate the application of coarse–graining (CG) methods
to molecular dynamics (MD) simulations. These methods provide access to
length and time scales previously inaccessible to traditional materials simulation
techniques. However, care must be taken when applying any coarse–graining
strategy to ensure that we preserve the material properties of the system we are
interested in.
We discuss common CG strategies, including their strengths, weaknesses
and ease of application. The theory of coarse–graining is discussed within the
framework of statistical mechanics, together with an analytic derivation of the
CG partition function for a harmonic potential. We then apply this theory
to a simple system of two interacting dimers, obtaining expressions for the
CG free and internal energy. This example serves as a motivation for how to
coarse–grain more realistic systems numerically. We introduce five different
approaches to generating a CG potential, which we have termed the rigid and
relaxed approximation, the constrained pair approach, the unconstrained box
approach and the entropic approach. We apply each of these techniques to a
system of C60 molecules, comparing our results against reference fully atomistic
MD simulations of the same system. We find that the constrained pair approach
provides an optimal balance between ease of generation and accuracy when
compared to the reference model.
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Chapter 1
Introduction
For centuries, scientists have been trying to make sense of nature by formulating
theories which describe the world we observe. Many of these theories share a
striking property: they describe the behaviour of nature in terms of just a small
number of collective variables.
Take, for example, a small glass of water. There are on the order of Avo-
gadro’s number (NA ≈ 6.0 × 1023) of water molecules inside the glass, each
in a constant state of motion. The theory of thermodynamics describes the
behaviour of this astronomically large system in terms of just a few collective
variables, such as the pressure P , temperature T and volume V of the glass.
Similarly, if we want to describe the mechanical properties of the glass of wa-
ter, we need only to know a few quantities such as its position, velocity, and
moment of inertia. This is enough to apply the theory of classical mechanics to
the glass: it is not necessary to keep track of the individual state of every single
water molecule.
In its most general sense, this kind of reduction from a highly complex model
to a simpler one is called coarse–graining. Care must be taken to ensure that
the essential behaviour of the complex model is preserved and reproducible in
the coarse–grained (CG) model.
In this work, we will consider the application of CG methods to one particu-
lar area: the theory and simulation of materials using molecular dynamics (MD)
[1, 2]. Molecular dynamics is a simulation technique for tracking the motion
of particles in a system on the atomic scale. The forces between particles are
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defined by the user through a force field, usually based on experimental results
or some physical intuition about the system. The forces can also come from
a quantum mechanical simulation technique such as density functional theory
(DFT) . The motion of each particle is then calculated by numerically solving
Newton’s equations of classical mechanics.
The most common approach used in MD is the all–atom description. In this
approach, each individual atom in the system is tracked explicitly [3]. Recent
increases in computing power and the advent of highly parallel MD codes have
allowed the simulation of very large systems over long time scales. For exam-
ple, simulations of up to 8 billion atoms for over 1 microsecond have recently
been performed [4]. Using customised supercomputer architectures, simulations
of time periods approaching 1 millisecond have also been performed [5], repre-
senting the current state–of–the–art. However, certain length and time scales
will always remain inaccessible to all–atom MD simulations. A cubic millime-
tre of lead alone contains approximately 1019 atoms, making investigation of
macroscopic length scales completely out of bounds for even the most powerful
modern MD simulations.
Clearly, a further level of simplification is needed, without losing all of the
atomistic detail by moving to a completely continuum model of the system.
This makes MD a perfect target for CG methods. The hope is to develop fast
simulation techniques which allow us access to increasingly large length and time
scales, without relying solely on the brute force increase in computing power set
out by Moore’s law [6].
Coarse-graining techniques have already been used to study a diverse set
of interesting phenomena, including the propagation of cracks in body-centred
cubic crystals [7], the interaction of water molecules with biological implants
[8], and the interaction between defects in a solid [9]. They have enabled the
study of systems which were previously too large to examine with existing MD
techniques, such as the shape and stability of an entire HIV viral capsid [10].
At this point, it would be fair to ask why we would ever need to resort to
fully atomistic MD simulations if CG methods are so fast and effective. Unfor-
tunately, any CG method intrinsically involves some loss of information about
the original system. A great deal of care must be employed to ensure that
the CG model is capable of reproducing the desired properties from the fully
atomistic model. In general, it will be impossible to maintain accuracy in every
10
respect. Instead, specific properties must be chosen for the CG model to match
accurately.
The most computationally costly part of an MD simulation is the evaluation
of the inter–particle forces, which account for the vast majority of the total sim-
ulation time [5]. A useful CG method will therefore focus on speeding up the
force evaluation part of the simulation. There are two main ways to achieve this:
coarse–graining in time and coarse–graining in space. When coarse–graining in
time, the time step used for solving Newton’s equations of motion is artificially
increased. This means fewer iterations of the costly force evaluation loop in
the MD code are needed to simulate the same total time, resulting in compu-
tational savings. Algorithms have even been developed which allow different
time steps to be used for different components of the simulation cell, allowing
fast processes to be captured with a small time step and slower, diffusion-like
processes to be captured with a larger time step [11]. Of course, these methods
are limited by requiring a small enough time step to ensure that the dynamics of
interest are captured accurately by the numerical integration scheme. Typically,
atomic vibrational frequencies can range from 1012 to 1014 Hz, so time steps
on the order of 1 femtosecond are traditionally used in order to capture this
motion. An alternative method of coarse–graining in time involves accelerating
the simulation to focus on points of interest, for example using the techniques
of metadynamics [12]. Here, sampling the free energy landscape of the system
is accelerated by progressively adding a sequence of Gaussian functions to the
potential, discouraging the system from returning to a previously visited state
point.
In this work, we will focus on coarse–graining in space. The computational
savings here come from a reduction in the number of particles which need to
be simulated, a simpler functional form for the inter–particle force field, or a
combination of both. The first step in spatial coarse–graining is to group the
particles into larger CG units, treating each CG unit as its own discrete object.
This reduces the number of degrees of freedom we need to keep track of in the
simulation. It is not necessarily obvious how the mapping between atomistic
and CG units should be performed: often some physical intuition must be used
(see Fig. 1.1). This is a complicated and interesting issue in its own right, but
in this work we will adopt the common approach of using the centre of mass of
each group of atoms to define the CG mapping. We are then free to concentrate
11
Figure 1.1: A section from a P84 polymer molecule. On the left, a
schematic CG representation of the molecule is shown in red, with three
CG units. On the right, a different CG representation is shown in blue,
with four CG units. A priori, it is not clear which representation is “best”.
Careful study is required to find out which most accurately reproduces a
given property of the underlying polymer.
on the second step in spatial coarse–graining: how to define the effective forces
between CG units.
The aim of this thesis is to define and investigate several different methods
of generating these forces. We will apply these methods to a system of simple
molecules, namely buckminsterfullerene (C60). Each method will be bench-
marked against a reference fully atomistic MD simulation of a box of C60. C60
is an ideal molecule for testing CG methods, for several reasons. Firstly, its
spherical symmetry makes the centre of mass the obvious location of the CG
unit. Secondly, there are only 60 atoms in a C60 molecule, which makes it easy
to perform the reference fully atomistic MD simulations. C60 also has a high de-
gree of symmetry, which simplifies issues related to orientation which we would
encounter in more complex molecules. We will begin with some very simple CG
models, and build up increasing layers of complexity by gradually incorporating
more information about the system. The aim is to discover which CG methods
produce the most accurate values of a given property, taking the value from
the reference fully atomistic MD simulation as “correct”. Hopefully, an optimal
trade-off between model complexity, performance and accuracy can be found.
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The structure of this thesis is as follows. In Chapter 2, we will introduce
some of the most widely used coarse–graining methods in the field of molecular
dynamics. We will discuss some common applications of these methods, and
summarise the strengths and weaknesses of each one.
In Chapter 3, we will review the parts of statistical mechanics which are
necessary for understanding the theory of coarse–graining. We then describe
the modifications to this theory that are used in CG methods, such as the CG
partition function. We will demonstrate how to evaluate the CG partition func-
tion analytically for a system which can be described by a harmonic interaction
potential. We present a new derivation of this result, which considerably sim-
plifies the mathematics and removes some challenging technical obstacles. We
also include a new method for ensuring the positions and momenta in a CG
simulation remain properly conjugate to each other. This subtlety has not been
analysed closely before.
Once the necessary theory has been introduced, in Chapter 4 we revisit the
methods described in Chapter 2 and discuss them in more mathematical detail.
In Chapter 5, we describe the algorithms necessary to run a MD simulation.
We discuss practical implementation details, and how to calculate various sta-
tistical quantities from a successful simulation. We also discuss related topics
which are not directly part of MD, such as energy minimisation algorithms and
how to calculate the normal modes of a molecule.
In Chapter 6, we consider a system of two interacting dimers in one di-
mension. This system is simple enough that we can solve the equations of
coarse–graining analytically. This gives us formulae for quantities such as the
CG internal energy, free energy and entropy. It provides an informative example
of common behaviour that is seen when applying CG methods to more complex
and realistic systems.
In Chapter 7, we present the results of fully atomistic MD simulations per-
formed on a system of C60 molecules. We will use the results of these calculations
as a benchmark to compare our CG simulations against.
In Chapter 8, we present a description of several new techniques for gener-
ating CG potentials. We apply these techniques to C60, but the chapter serves
as an outline for how to extend the techniques to more complex systems. We
begin with the conceptually simplest CG methods, which also happen to be
the easiest to implement practically. These are the rigid approximation, where
13
intramolecular motion is restricted, and the relaxed approximation, where we
use information from energy minimised structures to generate the potential.
We then move on to methods which are more difficult and time consuming to
implement, but provide much better quantitative agreement with benchmark
simulations. The first of these is the constrained pair approach, which uses dy-
namical simulations of molecules constrained at a fixed separation. The next
is the unconstrained approach, which takes information from a large MD sim-
ulation of many unconstrained molecules. Finally, we discuss a method which
we have called the entropic approach, which can generate CG potentials in a
fraction of the time of some other methods.
In Chapter 9, we compare these different CG techniques by performing simu-
lations of C60 using the various CG potentials. We generate quantities including
phase diagrams, diffusion constants and correlation functions for comparison
against the reference fully atomistic MD simulations. We discuss the relative
merits and drawbacks of each method. We then conclude with some discussion
and final remarks.
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Chapter 2
An Overview Of
Coarse–Graining Methods
In this chapter, we will give a general overview of several of the most popular
coarse–graining techniques used in MD simulations, including their benefits,
drawbacks and areas of application. This chapter will be quite descriptive in
nature. Once the necessary technical concepts have been introduced later in
this thesis, we will return to a more technical description of these CG methods
in Chapter 4.
The existing body of literature on coarse–graining techniques in materials
simulation is very large. By necessity, we will restrict our discussion to tech-
niques which are directly applicable to MD simulations. Many CG techniques
can be grouped together into categories which follow a similar philosophy. We
will attempt to provide an overview of these categories, together with some
representative examples of each.
The field of biomolecular modelling provides a particularly well–developed
set of CG methodologies. CG methods are often the only practical way of
studying large biomolecules. Careful attempts have been made to put these
methods on a rigorous theoretical footing, since we must have confidence in
the CG models we are using without necessarily being able to perform the
equivalent fully atomistic simulation as a comparison. Most of the examples we
will mention in this chapter come from this area, and there are already several
review articles on coarse–graining in biomolecular simulation [13–16].
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2.1 Force Matching
A large class of coarse–graining techniques fall under the title of force matching.
In these methods, the underlying atomic forces are used to derive the forces
acting on CG particles. These CG forces are then used to fit parameters in a
CG force field.
The most prominent of these techniques is the so–called multiscale coarse–
graining (MS–CG) method [17–22]. In this method, a fully atomistic MD sim-
ulation of a system is performed, and snapshots of the forces and positions of
each atom are stored at regular time intervals. The atoms in the simulation are
divided into groups, and the centre of mass of each group is taken to be the
location of a CG particle. The force on each CG particle fCG is then simply
the sum of the forces acting on the individual atoms that constitute that CG
particle. These are known as the reference forces. The problem now is to find a
functional form for the CG force field which agrees as closely as possible with
the reference forces.
In [17] and [18], the authors take the simple approach of representing the CG
force field as a set of pair potentials made up of piecewise cubic spline functions.
To do this, the distance between CG particles is represented on a grid of points
rk, with fk and f
′′
k the unknown force and second derivative of force at each
grid point. The CG force can then be written as
fCG(r, rk, fk, f
′′
k ) = A(r, rk)fi +B(r, rk)fi+1 + C(r, rk)f
′′
i +D(r, rk)f
′′
i+1 (2.1)
for r ∈ [ri, ri+1], where A,B,C and D are known cubic spline functions. The key
is then to find the values of fk and f
′′
k which minimise the difference between the
CG force field and the reference forces, in a least squares sense. Providing that
enough snapshots of the atomistic simulation are used, this forms an overdeter-
mined system of linear equations which can be solved by a method such as QR
decomposition to find the optimal CG force field parameters.
In [19–22], the authors take a slightly different approach by choosing a set
of basis functions ud(x) to represent the CG force, so that it can be written as
a basis expansion,
fCG(r) =
∑
d
φdud(x). (2.2)
The problem is then to find the set of basis coefficients φd which again minimise
the difference between the CG force field and the reference forces.
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There are several problems with this force matching approach. The first is
that the system of linear equations to be solved can be extremely large. This
leads the authors to use various approximations to find the optimal solution,
such as taking small subsets of atomistic simulation snapshots and performing
a block averaging procedure.
The second problem is that because molecules repel each other at short
distances, these distances will be very poorly sampled unless an extremely large
number of atomistic snapshots are used in the least squares fit. One solution to
this problem is to calculate the potential at distances as close as is practically
possible, and then fit a sensible functional form to the repulsive wall. Linear,
quadratic or exponential functions are often used for this purpose.
Force matching methods such as MS–CG have been used to simulate a mul-
titude of different molecular systems. The earliest applications include one–site
CG models of water [17] and methane [18]. In these models, the molecules are
represented by a single CG point located at the centre of mass. In both cases,
structural properties such as the pair correlation function are reproduced very
well by the CG force field. Other properties tested include the diffusion con-
stant, specific heat capacity and thermal conductivity, all of which are in poor
agreement with the reference MD simulation. This is a common situation with
CG simulations, which we will see repeated later.
The method has also been applied to more complex systems such as a lipid
bilayer surrounded by water [23], peptides [24] and carbonaceous nanoparticles
[25].
2.2 Iterative Boltzmann Inversion
The force matching method makes use of the underlying atomistic forces to
generate a CG potential. This is often described as a “bottom up” approach
to coarse–graining. There is another class of techniques often referred to as
“top down”, which takes material properties measured from experiment or cal-
culated from simulations, and tries to find a CG potential which reproduces
these properties as closely as possible. Often, distribution functions such as the
pair correlation function g(r) (see Section 3.1.7) are used for this purpose, but
in principle any other distribution function such as angular or dihedral can be
used.
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A popular example of the top down approach is known as iterative Boltz-
mann inversion (IBI) [26, 27]. IBI is guaranteed to generate a CG potential
which exactly reproduces the input distribution function when it is used to
perform a CG simulation.
The method works as follows. As a first approximation to V (r), the potential
of mean force (see Section 3.1.8) is used as a trial function,
V0(r) = −kBT ln g(r). (2.3)
A simulation is run with V0(r) as the potential. This simulation will yield a
modified pair correlation function, g0(r). The potential can then be iterated
according to the formula
Vi+1(r) = Vi(r)− kBT ln gi(r)
g(r)
. (2.4)
Clearly, the potential has converged once gi(r) = g(r), so that the final potential
is guaranteed to reproduce the correct pair correlation function.
There are some limitations with this method. Firstly, the pair correlation
functions generated at each iteration will not be smooth because of statistical
noise. This will create a potential which is also not smooth when Eqn. (2.4) is
applied, leading to energy conservation problems when it is used in a simulation.
This can be avoided by applying a Gaussian smoothing function or fitting a
smooth cubic spline, but will also lead to modifications in the potential function.
A second issue is that the pair potentials generated will have more than one
minimum, which is necessary to reproduce the structure in g(r) correctly. These
potentials are unphysical, and may only be suitable for reproducing g(r). There
is no guarantee that IBI potentials will predict any material property other than
the input distribution function correctly, which greatly limits their applicability
and usefulness.
Nevertheless, the IBI method has been used to simulate various different
phenomena, including protein folding [28] and the behaviour of cellulose fibres
in water [29]. The authors of the original paper test their methodology on a
polyisoprene polymer molecule [26]. They find that distribution functions gen-
erated with the IBI potential are in very good agreement with the atomistic
simulations, as is to be expected. They do not test any other properties with
their model, but it is unlikely that their model would give quantitative predic-
tions of these properties.
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2.3 Inverse Monte Carlo
The inverse Monte Carlo (IMC) technique, sometimes also known as reverse
Monte Carlo, is a top down approach similar to IBI. It again attempts to recon-
struct effective interaction potentials for coarse-grained systems from a known
radial distribution function which is calculated from the full system [30–35].
The method is most easily applied to a system of particles interacting via
a pair potential only, so that the total potential energy of the system can be
written as a sum of pair terms,
Vtotal =
∑
j>i
V (rij), (2.5)
where rij is the distance between particle i and j. Let us assume the pair
potential V is defined from 0 up to a cut–off radius rcut, and is 0 otherwise.
The potential is then discretised as a grid of M points with positions given by
rα = α
rcut
M
for α = 1, . . . ,M. (2.6)
The true potential at position r is then approximated by V (rα), for the value
of α such that
|r − rα| < 1
2
rcut
M
. (2.7)
The total energy in Eqn. (2.5) can then be estimated by
Vtotal =
∑
α
VαSα, (2.8)
where Sα is the number of particle pairs with distances found inside the αth
slice. By comparison with Eqn. (5.66), it can be seen that the average of Sα
over a simulation run forms an estimator for the pair correlation function,
〈Sα〉 = 4pir
2g(r)N2
2V
, (2.9)
where the factor of 2 accounts for the fact that each pair consists of two particles.
Now the average number of pairs in each slice is clearly a function of the value
of the potential at each discrete point, Sα = Sα ({Vα}α=1,M ), so the total
derivative of 〈Sα〉 can be written as
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d 〈Sα〉 =
∑
γ
∂ 〈Sα〉
∂Vγ
dVγ +O(dV
2). (2.10)
The partial derivatives here can be calculated exactly using the formula for a
thermodynamic expectation value,
∂ 〈Sα〉
∂Vγ
=
∂
∂Vγ
{∫
dqSα(q) exp [−β
∑
α VαSα(q)]∫
dq exp [−β∑α VαSα(q)]
}
=
∂
∂Vγ
{ g
h
}
(2.11)
Using the quotient rule,
g′ =
∂g
∂Vγ
= −β
∫
dqSαSγ exp
[
−β
∑
α
VαSα(q)
]
= −βZ 〈SαSγ〉 ,
h′ =
∂h
∂Vγ
= −β
∫
dqSγ exp
[
−β
∑
α
VαSα(q)
]
= −βZ 〈Sγ〉 ,
(2.12)
where Z is the partition function (see Section 3.1.5). Therefore,
∂ 〈Sα〉
∂Vγ
=
g′h− gh′
h2
= −β (〈SαSγ〉 − 〈Sα〉 〈Sγ〉) . (2.13)
Now we have everything necessary to iteratively find a potential which will
reproduce the pair correlation exactly. Starting from an initial trial potential
V
(0)
α , which could for example be the potential of mean force
V (0)α = −kBT ln g(rα), (2.14)
we carry out an MD simulation with this trial potential and calculate the average
pair numbers 〈Sα〉(0) in each slice. We know the “exact” values of Sα from the
pair correlation function, and we use these as reference values S∗α. We can then
work out the deviations of our trial values from the reference values using
d 〈Sα〉 = 〈Sα〉(0) − S∗α. (2.15)
Neglecting O(∆V 2) terms from Eqn. (2.10), and making use of Eqn. (2.13), we
are left with a system of linear equations which we can solve for the dVγ . Using
these, we can generate a next approximation to the potential,
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V (1)α = V
(0)
α + dV
(0)
α . (2.16)
This procedure can be iterated, and clearly once the trial values of 〈Sα〉 match
the reference values, the potential has converged and will reproduce the correct
pair correlation function.
The IMC method is therefore very similar to IBI, albeit slightly more difficult
to implement. IMC has also been applied to a wide variety of systems. In [35],
a one–site CG model of water is developed, with the CG site located at the
position of the oxygen atom in each molecule. This model provides very good
agreement with atomistic simulations in the case of pair correlation functions,
but badly overestimates the pressure.
2.4 Relative Entropy Minimisation
A considerably different approach to coarse–graining from the top down and
bottom up approaches described above is to take ideas from information theory,
and apply them to generate a CG potential. It is possible to define a quantity
called the relative entropy, which measures the amount of information about the
system which is lost when we perform coarse–graining. We can attempt to find
a CG potential which retains as much information as possible about the system,
thus minimising the relative entropy. This type of technique is therefore known
as relative entropy minimisation [36,37].
The relative entropy can loosely be defined as
Srel =
∑
i
p(i) ln
p(i)
pCG(i)
, (2.17)
where the probability of being in state i is given by p(i) and pCG(i) in the
atomistic and CG system respectively. Assuming the CG potential depends on
a set of parameters λk, the authors minimise Srel with respect to each λi using
a method such as Newton–Raphson iteration.
In [36], the method is applied to find the parameters  and σ in a Lennard–
Jones potential which best match the properties of extended simple point charge
(SPC/E) water. The optimal parameters depend on the temperature and den-
sity of the original water simulation. The authors find that the quantity Srel is
a good indicator of the deviation of water’s behaviour from the simple Lennard
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–Jones fluid. In [38], optimal parameters for a soft sphere potential of liquids
are found using a relative entropy approach. The approach has also been used
to study proteins [39] and peptides [40]. Relative entropy minimisation is a
relatively new CG technique which has only been applied in a few areas, but
shows great promise in the near future.
2.5 Ad–Hoc Methods
Many coarse-graining models are based entirely around an empirical description
of a system, and make no attempt to justify the theoretical validity of the
method. Nevertheless, they can produce fast simulations from which useful
qualitative, if not quantitative data can be extracted.
One such example is the Adaptive Resolution (AdResS) method due to
Praprotnik et al. [41] (see Fig. 2.1). This method applies to systems of interact-
ing molecules. Some molecules are treated fully atomistically, with both inter-
and intra-molecular interactions, and some molecules are treated as a single
coarse-grained unit. At the interface between fully atomistic and coarse-grained
regions, there is a hybrid region where molecules are represented by a mixture
of the atomistic and coarse-grained descriptions. The molecular resolution is
allowed to vary spatially, hence “adaptive” resolution.
Figure 2.1: (a) CG, hybrid and atomistic representations of a tetrahedral
molecule in the AdResS method. (b) Snapshot of the hybrid simulation.
Molecules with fully atomistic degrees of freedom are shown in red, and
CG molecules are shown in blue. The hybrid region can be seen at the
interface between red and blue. Reproduced from [41] with permission.
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As an example, the authors consider a system of n tetrahedral molecules,
each composed of N = 4 atoms of mass m. The forces between molecules are
calculated from a Lennard-Jones potential, and the forces between atoms in a
molecule use a finitely extensible nonlinear elastic (FENE) potential.
Each coarse-grained molecule has a mass M = 4m. An effective pair poten-
tial for the coarse-grained molecules is obtained using a potential of mean force
(see Section 3.1.8) derived from the radial distribution function of the system,
U(r) ≈ PMF (r) = −kBT log ρ(r).
In the hybrid region, each hybrid molecule is treated as a tetrahedral molecule
with an additional massless centre-of-mass particle. As a coarse-grained particle
passes into the hybrid region, 4 tetrahedral atoms are spawned with random ori-
entations relative to the centre-of-mass particle. Each of the tetrahedral atoms
is given the same velocity, to preserve linear momentum when moving from the
CG to hybrid region.
As a hybrid molecule passes into the atomistic region, the positions and
velocities of the tetrahedral atoms are preserved. Once the molecule is suffi-
ciently far away from the hybrid region, the centre-of-mass coordinates may be
dropped. The procedure works in reverse for molecules passing through atom-
istic → hybrid → CG regions.
The authors go on to define an effective force for the hybrid region, which is
an interpolation of the CG and fully atomistic forces. This force depends on a
weighting function which is forced to be differentiable, continuous and between
0 and 1.
2.6 Summary
There are many other CG techniques, although those listed above represent the
most commonly used methods. Software toolkits exist which implement some
of the techniques above [42], although they remain difficult to use and have
not been extensively validated. We include a summary table of the methods
outlined in this chapter in Table 2.1 for reference.
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Chapter 3
Theory
3.1 Recap of Basic Statistical Mechanics
Before we dive into a discussion of coarse–graining theory, it is useful to revisit
some of the concepts of statistical mechanics. Many of these concepts, when
generalised slightly, will lead to the equations of coarse-graining. Much of the
material in this section is covered in the excellent books [43] and [44].
3.1.1 The Hamiltonian
Consider a system of n particles with positions q = (q1, . . . ,qn) and corre-
sponding momenta p = (p1, . . . ,pn). We can define a function H(q,p, t), and
we call it a Hamiltonian if it satisfies Hamilton’s equations,
dp
dt
= −∂H
∂q
, (3.1)
dq
dt
= +
∂H
∂p
. (3.2)
The total derivative of H with respect to t is given by
dH
dt
=
∂H
∂p
dp
dt
+
∂H
∂q
dq
dt
+
∂H
∂t
. (3.3)
Assuming the Hamiltonian has no explicit time dependence, that is H(p,q, t) =
H(p,q), we find ∂H∂t = 0. Inserting Hamilton’s equations, the total derivative
becomes
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dH
dt
= −∂H
∂p
∂H
∂q
+
∂H
∂q
∂H
∂p
+ 0 = 0, (3.4)
which implies H is a constant of motion,
H(q,p) = E. (3.5)
E is then defined to be the total energy of the system. For most physical systems,
the Hamiltonian is separable, that is
H(q,p) = T (p) + V (q) = E, (3.6)
where T (p) is the kinetic energy, a function of the particle momenta only, and
V (q) is the potential energy, a function of the particle positions only.
3.1.2 The Microcanonical Ensemble
Returning to our system of n particles with positions q = (q1, . . . ,qn) and
momenta p = (p1, . . . ,pn), we can see that 6n numbers (3n position vector
components and 3n momentum vector components) are needed to specify the
state of the system completely. We say that the system has 6n degrees of free-
dom. The 6n–dimensional space of possible positions and momenta is called
phase space, and a particular point in phase space, corresponding to a partic-
ular configuration of the system, is known as a microstate of the system. In a
system with discrete microstates which are countable, the number of microstates
is typically denoted by Ω. In real systems, the number of particles n is typically
of order Avogadro’s number NA ≈ 1023 particles, making the phase space ex-
ceedingly large. Because of this, it is impractical to expect to specify the state
of a system exactly, and instead we must turn to probabilistic arguments to
draw useful conclusions about the system.
Imagine that our system of n particles is confined within a fixed volume
V . We call it an isolated system if it is unable to exchange matter or energy
with its surroundings, in which case the total energy of the system is constant.
An infinite number of copies of this system, each with fixed n, V and E but
with differing microscopic configurations of the particles is then known as the
microcanonical ensemble (often also called the NVE ensemble). We say the
system is in equilibrium if the probability of finding the system in any one state
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is independent of time. We then introduce the following postulate of equal a
priori probabilities:
An isolated system in equilibrium is equally likely to be in any of its microstates.
This implies that if our system is in equilibrium, any microstate picked from
the NVE ensemble is equally likely to occur.
3.1.3 Entropy
Before proceeding further, let us define a quantity called entropy,
S = kB log Ω, (3.7)
where kB is known as Boltzmann’s constant, which is 1.3807 × 10−23J/K in SI
units. The entropy is of fundamental importance in statistical mechanics, and
can be thought of as a measure of the information content of a system. One
important property of the entropy is that it is additive (or extensive). If we
imagine that two isolated systems A and B, with number of microstates ΩA
and ΩB respectively, are brought into contact, the total number of microstates
is clearly multiplicative, Ω = ΩAΩB . Our choice of the logarithm function for
S then implies the entropy is properly additive,
S = kB log Ω = kbB log(ΩAΩB) = kB log ΩA + kB log ΩB = SA + SB . (3.8)
The prefactor kB is necessary to make our definition of entropy consistent with
the Kelvin scale of temperature. If temperatures were instead expressed as
thermal energies, we could drop the prefactor to make entropy dimensionless,
recovering the definition of entropy from information theory.
3.1.4 The Canonical Ensemble
In practice, it is hard to make measurements from the NVE ensemble since it is
difficult to keep the total energy in an experiment fixed. It is often much easier
to keep the temperature fixed, in which case we say we are in the canonical
ensemble (often also called the NVT ensemble). To derive the probability of
being in a particular microstate in the NVT ensemble, consider a large isolated
system A in the NVE ensemble. Imagine a small subsystem Asub embedded
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inside A. The remainder of A which surrounds Asub acts as a heat bath Abath.
The probability Pj of the subsystem being in state j is equal to the fraction of
the number of states of the entire system in which the subsystem is in state j,
Pj =
Ωbath(E − Ej)
Ω(E)
. (3.9)
Using our definition of entropy, this can be rewritten as
Pj =
exp
[
k−1B Sbath(E − Ej)
]
exp
[
k−1B S(E)
] . (3.10)
Let U be the average energy of the subsystem. Then additivity of entropy
implies
Stotal(E) = S(U) + Sbath(E − U). (3.11)
Expanding Sbath(E − Ej) as a Taylor series, we find
Sbath(E − Ej) = Sbath(E − U + U − Ej)
= Sbath(E − U) + ∂Sbath
∂Ebath
(U − Ej). (3.12)
Since the energy of the subsystem is tiny compared to the total energy (this
being the definition of a resevoir), higher order terms can safely be neglected.
From basic thermodynamics (see e.g. [44]), the above partial derivative can be
identified with the inverse temperature of the heat bath, 1/Tbath. So we have
Sbath(E − Ej) = Sbath(E − U) + 1
Tbath
(U − Ej). (3.13)
Inserting Eqn. (3.11) and Eqn. (3.13) into Eqn. (3.10), we find
Pj = exp [β(U − TS(U))] exp(−βEj), (3.14)
where β = (kBT )
−1. Since the probabilities must sum to unity, we find
∑
j
Pj = exp [β(U − TS(U))]
∑
j
exp(−βEj) = 1, (3.15)
which implies that
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exp [−β(U − TS(U))] =
∑
j
exp(−βEj). (3.16)
The right-hand side of this equation is known as the partition function Z,
Z =
∑
j
exp(−βEj). (3.17)
The symbol Z is from the German zustandssumme, which means “sum over
states”, for obvious reasons. If we make the definition
F = U − TS(U), (3.18)
where F is known as the Helmholtz free energy, Eqn. (3.16) becomes
exp(−βF ) = Z, (3.19)
or
F = −kBT lnZ. (3.20)
From Eqn. (3.14), we now have a useful equation for the probability of being in
a given microstate:
Pj =
exp(−βEj)
Z
. (3.21)
From this formula, it is easy to see that Z acts as a normalising factor on the
probability. If we want to know the average value of some observable quantity
O, denoted 〈O〉, assuming it takes a value Oj for microstate j, this is now easy
to compute from the formula
〈O〉 =
∑
j
OjPj =
∑
j Oj exp(−βEj)
Z
. (3.22)
In the particular case where O = E, the internal energy of the system, we find
〈E〉 =
∑
j Ej exp(−βEj)∑
j exp(−βEj)
= −∂ lnZ
∂β
. (3.23)
The average energy is usually given the symbol U , so that
U = 〈E〉 = −∂ lnZ
∂β
. (3.24)
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3.1.5 The Partition Function
In the above derivation of the canonical ensemble, it was assumed throughout
that each microstate j can be assigned to a particular discrete energy level Ej .
This is completely justified in a quantum view of the world, and hence the above
partition function is often known as the quantum partition function. However,
in the world of classical mechanics which we are concerned with in this work,
the energy of the system is continuous and the above discrete picture makes
no sense. We can, however, make some modifications to the quantum partition
function which will allow progress to be made.
Recall our system of n particles with positions q = (q1, . . . ,qn) and mo-
menta p = (p1, . . . ,pn). We can then define a volume element in phase space
by
dpdq = dp1 . . . dpndq1 . . . dqn, (3.25)
a 6n–dimensional hypercube in phase space. We can then say that a microstate
of the system with a coordinate in the range (p+ δp,q+ δq) is located within a
particular cell in phase space. Let us assume that a particular two–dimensional
“face” of this hypercube dp
(x)
i dq
(x)
i has an “area” of h0, where h0 is some tiny
number with units of angular momentum. Then the volume element has a total
volume of h3n0 . This leads us to the definition of the classical partition function,
Z =
1
h3n0
∫
e−βH(p,q)dpdq, (3.26)
where the discrete energy levels Ej have been replaced with the continuous
Hamiltonian H(p,q) and the factor of 1/h3n0 makes Z a dimensionless quantity.
Recall the Heisenberg uncertainty principle tells us that ∆qj∆pj ≥ h, where h is
Planck’s constant. This means that we can never know the product of position
and momentum to an accuracy less than h, and so it is meaningless to divide
phase space into units of size less than h3n. We can therefore equate h0 with
h in the above equation. It is quite common to drop the prefactor of 1/h3n,
leaving the partition function as a dimensioned quantity with units of angular
momentum.
Assuming the Hamiltonian is separable, the partition function may be fac-
torised into
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Z =
∫
e−βT (p)dp×
∫
e−βV (q)dq
= Zp × Zq. (3.27)
Since Zq depends on the particle positions only, it is known as the configurational
integral. The kinetic energy T (p) can be written as
T (p) =
n∑
i=1
p2i
2mi
, (3.28)
where mi is the mass of the ith particle. Then we can write
Zp =
∫
exp
(
−β
n∑
i=1
p2i
2mi
)
dp
=
n∏
i=1
∫
exp
(
−βp
2
i
2mi
)
dpi
=
n∏
i=1
[∫
exp
(
−βx
2
2mi
)
dx
]3
. (3.29)
Using the substitution u = (β/2mi)
1/2x, this integral can be reduced to a simple
one-dimensional Gaussian integral of the form∫
e−x
2
dx =
√
pi. (3.30)
The final result becomes
Zp =
n∏
i=1
(
2pimi
β
)3/2
. (3.31)
This result is the same for any system of point particles, and hence is easily
evaluated. However, the configurational integral Zq is in general much more
difficult to evaluate analytically, because the potential function V (q) is often a
complicated function of the particle coordinates which is not separable.
3.1.6 Partition Function of a Simple Harmonic Oscillator
It will be useful later on to consider the evaluation of the classical partition
function for a very simple system, a single harmonic oscillator in one dimension.
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If the oscillator has a mass m, momentum p, displacement q and spring constant
k, the Hamiltonian is
H(p, q) =
p2
2m
+
1
2
kq2. (3.32)
The classical partition function is
Z(p, q) =
1
h
∫
e−βH(p,q)dpdq
=
1
h
∫
exp
(
−βp
2
2m
)
dp
∫
exp
(
−β
2
kq2
)
dq. (3.33)
Both of these integrals are Gaussian integrals of the form∫
e−ax
2
dx =
√
pi
a
, (3.34)
so we find
Z(p, q) =
1
h
√
2mpi
β
√
2pi
βk
=
2pi
h
1
β
√
m
k
. (3.35)
Recall the standard definition ~ = h/2pi, and the natural frequency ω =
√
k/m.
We arrive at the result
Z(p, q) =
1
β~ω
=
kBT
~ω
. (3.36)
Then
U = −∂ lnZ
∂β
=
1
β
, (3.37)
and
F = − 1
β
lnZ =
ln(β~ω)
β
. (3.38)
From the formula F = U − TS, we find
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S = kBβ(U − F )
= kB[1− ln(β~ω)]
= kB
[
1 + ln
(
kBT
~ω
)]
. (3.39)
So in the high temperature limit,
S ≈ kB ln
(
kBT
~ω
)
. (3.40)
3.1.7 The Pair Correlation Function
In a system of N atoms, the potential depends on the position of each atom,
V = V (r1, . . . , rN ), and the configurational partiton function of the system is
given by
Z =
∫
e−βV (r1,...,rN )dr1 . . . drN . (3.41)
Then the probability of finding particle 1 in dr1, particle 2 in dr2 and so on is
given by
P (N)(r1, . . . , rN )dr1 . . . drN = Z
−1e−βV (r1,...,rN )dr1 . . . drN . (3.42)
We would prefer to know the probability of finding n particles fixed at r1, . . . , rn
with the other N − n particles free to move anywhere in configuration space.
This is done simply by integrating Eqn. (3.42) over the degrees of freedom we
do not keep fixed, to arrive at
P (n)(r1, . . . , rn) = Z
−1
∫
e−βV (r1,...,rN )drn+1 . . . drN . (3.43)
The particles are indistinguishable, so it does not matter which is at r1, which
is at r2 and so on. We therefore define the n–particle probability density as
ρ(n)(r1, . . . , rn) =
N !
(N − n)!P
(n)(r1, . . . , rn). (3.44)
For n = 1, this formula reduces to
ρ(1)(r1) = NP
(1)(r1). (3.45)
For a homogeneous system, ρ(1)(r1) is clearly independent of r1, so that the
integral of the left–hand side becomes∫
ρ(1)(r1)dr1 = ρ
(1)
∫
dr1 = ρ
(1)V. (3.46)
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The integral of the right–hand side becomes
N
∫
P (1)(r1)dr1 = N. (3.47)
Together, these imply that
ρ(1) =
N
V
= ρ, (3.48)
which is the familiar formula for the average density. We may now define an
n–particle correlation function g(n) as
g(n)(r1, . . . , rn) =
1
ρn
ρ(n)(r1, . . . , rn). (3.49)
This is the ratio between the n–particle probability density of the system and the
probability density of an entirely homogeneous system. It therefore provides a
measure of the correlations between atoms, hence the name correlation function.
The correlation function becomes unity when ρ(n) = ρn, when the atoms are
decorrelated.
Substituting Eqn. (3.49) into Eqn. (3.44), we obtain the general formula for
the n–particle correlation function,
g(n)(r1, . . . , rn) =
V nN !
Nn(N − n)!Z
−1
∫
e−βV (r1,...,rN )drn+1 . . . drN . (3.50)
We are particularly interested in the special case where n = 2, which provides
us with a measure of the chance of finding a particle at r2 given that there is a
particle at r1. From Eqn. (3.50), this is given by
g(2)(r1, r2) =
V 2(N − 1)
N
Z−1
∫
e−βV (r1,...,rN )dr3 . . . drN . (3.51)
This two–particle correlation function is so useful that it is given a special name,
the pair correlation function (sometimes also known as a radial distribution
function). Since r1 and r2 appear only in the potential V above, g(r1, r2) can
only depend on the interparticle spacing r = |r2−r1|, so that g(r1, r2) = g(r). If
we assume that one particle is at the origin, the quantity ρg(r) is the conditional
probability of finding another particle a distance r away. This leads us to the
formula ∫ ∞
0
ρg(r)4pir2dr = N − 1. (3.52)
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3.1.8 Potential of Mean Force
Let us consider the mean force on particle 1, which is fixed at r1, when particle
2 is fixed at r2, but all of the remaining N − 2 particles are free to explore the
thermal equilibrium. The mean force is given by
〈F1〉 = −
〈
dV
dr1
〉
= −
(∫
dV
dr1
e−βV dr3 . . . drN
)/(∫
e−βV dr3 . . . drN
)
= +
1
β
(
d
dr1
∫
e−βV dr3 . . . drN
)/(∫
e−βV dr3 . . . drN
)
=
1
β
d
dr1
ln
(∫
e−βV dr3 . . . drN
)
=
1
β
d
dr1
ln
[
N(N − 1)
(∫
e−βV dr3 . . . drN
)/(∫
e−βV dr
)]
=
1
β
d
dr1
ln g(r1, r2). (3.53)
This shows that the quantity
w(r) = −kBT ln g(r) (3.54)
is the integral of the mean force. It is therefore known as the potential of mean
force.
3.2 Coarse–Graining Theory
Let us consider a new set of coarse–grained (CG) coordinates (Q,P), where
Q = (Q1, . . . ,QN ) and P = (P1, . . . ,PN ). In general, N < n to obtain the
reduction in degrees of freedom that we desire in a CG system. We will typically
use capital letters to refer to CG quantities and lower case letters to refer to
atomistic quantities from now on.
3.2.1 The CG Partition Function
Recall the classical partition function is given by
Z =
∫
e−βH(p,q)dpdq. (3.55)
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We can convert this into a CG partition function using the formula
ZCG(P,Q) =
∫
e−βH(p,q)δ(P−α(p))δ(Q− γ(q))dpdq. (3.56)
The delta function notation here is shorthand for a product of Dirac delta
functions,
δ(P−α(p)) =
N∏
i=1
δ(Pi −αi(p)),
δ(Q− γ(q)) =
N∏
i=1
δ(Qi − γi(q)). (3.57)
The functions α(p) = (α1(p), . . . ,αN (p)) and γ(q) = (γ1(q), . . . ,γN (q)) are
known as mapping functions which map atomistic coordinates onto CG coordi-
nates.
To understand the effect of including these delta functions in the partition
function, consider a particular point in CG phase space given by (Q,P), and
imagine evaluating the CG partition function at this point. For a given atomistic
configuration specified by (p,q), if Pi 6= αi(p) or Qi 6= γi(q) for at least one CG
coordinate i, the product of delta functions will be zero and so the point (p,q)
contributes nothing to the integral. In this way, only regions of atomistic phase
space which satisfy our defined mappings will contribute to the CG partition
function. We can therefore think of the CG partition function as a constrained
integral over atomistic phase space, counting only “sensible” configurations of
the particles.
Note that if the Hamiltonian is separable, Eqn. (3.56) becomes
ZCG(P,Q) =
[∫
e−βT (p)δ(P−α(p))dp
] [∫
e−βV (q)δ(Q− γ(q))dq
]
= ZPCG(P)× ZQCG(Q), (3.58)
and the CG partition function is also separable.
3.2.2 CG Internal and Free Energies
Several important quantities may now be derived from the CG partition func-
tion. Firstly, following Eqn. (3.37), let us define
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UCG(P,Q) = − ∂
∂β
[lnZCG(P,Q)]
= − 1
ZCG
∂ZCG
∂β
=
1
ZCG
∫
H(p,q)e−βH(p,q)δ(P−α(p))δ(Q− γ(q))dpdq. (3.59)
This is the average of H(p,q) over the region of configuration space consistent
with the CG coordinates P and Q. Therefore, this definition of UCG corresponds
to the familiar notion of an average internal energy. Secondly, following Eqn.
(3.38), let us define
FCG(P,Q) = − 1
β
lnZCG(P,Q) (3.60)
as the CG free energy. This function has an important property. Consider
an observable A(P,Q) which is a function of the CG coordinates only. If the
Hamiltonian describing the CG system is given by HCG(P,Q), the expectation
value of A is given by
〈A(P,Q)〉CG =
∫
A(P,Q)e−βHCG(P,Q)dPdQ∫
e−βHCG(P,Q)dPdQ
. (3.61)
If we consider the special case where HCG = FCG, this becomes
〈A(P,Q)〉CG =
∫
A(P,Q)ZCG(P,Q)dPdQ∫
ZCG(P,Q)dPdQ
. (3.62)
Considering the numerator,
∫
A(P,Q)ZCG(P,Q)dPdQ
=
∫
A(P,Q)
[∫
e−βH(p,q)δ(P−α(p))δ(Q− γ(q))dpdq
]
dPdQ
=
∫ [∫
A(P,Q)δ(P−α(p))δ(Q− γ(q))dPdQ
]
e−βH(p,q)dpdq
=
∫
A(α(p),γ(q))e−βH(p,q)dpdq
=
∫
A′(p,q)e−βH(p,q)dpdq, (3.63)
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by swapping the order of integration and making use of the nature of the delta
function. Similarly for the denominator,∫
ZCG(P,Q)dPdQ =
∫
e−βH(p,q)dpdq. (3.64)
Taken together, these imply
〈A(P,Q)〉CG =
∫
A′(p,q)e−βH(p,q)dpdq∫
e−βH(p,q)dpdq
= 〈A′(p,q)〉atomistic. (3.65)
What we have shown is that, if we take the CG Hamiltonian to be the CG free
energy in Eqn. (3.60), the expectation value of an observable A is the same
whether we calculate it from the CG coordinates alone or the atomistic coordi-
nates alone. This is good news for us, since calculating the expectation value
from a CG simulation with many fewer degrees of freedom than an atomistic
simulation is likely to be much faster, but is guaranteed to yield the same answer.
The CG free energy in Eqn. (3.60) thus turns out to be of fundamental
importance when developing CG potentials. We will discuss this in more detail
in Chapter 4.
3.2.3 Evaluation of CG Partition Function for a Harmonic
Potential
In general, we cannot evaluate the CG partition function analytically, since the
potential term in the Hamiltonian may have a complicated many-body form.
However, in the special case that the potential is harmonic, it is possible to
obtain an analytic formula for ZCG. This derivation is based on the work of
Rudd et al. in [45] and [46]. Let us consider the kinetic part of the CG partition
function first, since it is easier to evaluate,
ZPCG(P) =
∫
e−βT (p)δ(P−α(p))dp. (3.66)
To make further progress, we must assume that the mapping function α(p) is
in fact a linear mapping, so that
α(p) = αp, (3.67)
where α is a (3N × 3n)–dimensional rectangular matrix. This is commonly the
case in practice.
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For notational convenience, let us begin to consider our CG and atom-
istic coordinates P and p as 3N– and 3n–dimensional column vectors, respec-
tively. We will use Roman characters to label components of CG vectors, and
Greek characters to label components of atomistic vectors from now on. Let
us define a (3n × 3n)–dimensional diagonal mass matrix which has the vector
m = (m1,m1,m1, . . . ,mn,mn,mn) as the diagonal, and an “inverse” mass ma-
trix m−1 which has the vector (m−11 ,m
−1
1 ,m
−1
1 , . . . ,m
−1
n ,m
−1
n ,m
−1
n ) along its
diagonal. Then the atomistic kinetic energy can be written as
T (p) =
1
2
pᵀm−1p. (3.68)
Using the Fourier representation of the delta function, we can write
δ(P−αp) =
3N∏
j=1
δ
(
Pj −
3n∑
µ=1
αjµpµ
)
=
(
1
2pi
)3N 3N∏
j=1
∫
exp
[
iλj
(
Pj −
3n∑
µ=1
αjµpµ
)]
dλj
=
(
1
2pi
)3N ∫
dλ exp [iλᵀ(P−αp)] (3.69)
if λ is the column vector λ = (λ1, . . . , λ3N ) and dλ = dλ1 . . . dλ3N . Combining
Eqn. (3.68) and Eqn. (3.69), the CG partition function becomes
ZPCG(P) =
(
1
2pi
)3N ∫∫
exp
(
−β
2
pᵀm−1p+ iλᵀ(P−αp)
)
dλdp. (3.70)
We will perform the integral over p first, and the integral over λ second. We
need to get the integral into the form of a Gaussian integral, so let us complete
the square on the exponent:
− β
2
pᵀm−1p+ iλᵀ(P−αp)
= −β
2
(
p+ iβ−1mαᵀλ
)ᵀ
m−1
(
p+ iβ−1mαᵀλ
)
− 1
2β
λᵀαmαᵀλ+ iλᵀP. (3.71)
Let us use the substitution u = β1/2(p+ iβ−1mαᵀλ). Then du = β3n/2dp, and
the CG partition function becomes
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ZPCG(P) =
(
1
2pi
)3N
β−3n/2
∫
exp
(
−1
2
uᵀm−1u
)
du
×
∫
exp
(
− 1
2β
λᵀαmαᵀλ+ iλᵀP
)
dλ. (3.72)
At this point, we make use of the identity∫
exp
(
−1
2
xᵀAx
)
dnx =
(2pi)n/2
(detA)1/2
(3.73)
for an invertible matrix A to evaluate the integral over u. The CG partition
function becomes
ZPCG(P) =
(
1
2pi
)3N
(2pi)3n/2
(detm−1)1/2
β−3n/2
∫
exp
(
− 1
2β
λᵀαmαᵀλ+ iλᵀP
)
dλ.
(3.74)
All that remains is to compute the integral over λ. Let us introduce a new
matrix, called the CG mass matrix,
M = αmαᵀ. (3.75)
M is symmetric, since
Mᵀ = (αmαᵀ)ᵀ = (αmᵀαᵀ)ᵀ = αmαᵀ = M. (3.76)
The exponent above can then be rewritten as
− 1
2β
(λᵀMλ− 2iβλᵀP)
= − 1
2β
(
λ− iβM−1P)ᵀM (λ− iβM−1P)− β
2
PᵀM−1P (3.77)
by completing the square. If we let u = β−1/2(λ − iβM−1P), the integral
reduces to
β3N/2 exp
(
−β
2
PᵀM−1P
)∫
exp (−uᵀMu) du
= β3N/2
(2pi)3N/2
(detM−1)1/2
exp
(
−β
2
PᵀM−1P
)
. (3.78)
The CG partition function is then
ZPCG(P) = C1β
3
2 (N−n) exp
(
−β
2
PᵀM−1P
)
. (3.79)
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where C1 is a constant independent of β.
So far, we have only evaluated the kinetic part of the CG partition function.
The potential part is more difficult to evaluate, and we must first make some
assumptions about the form of the potential to make it possible. Let us assume
each atom i with position xi has an equilibrium position x
eq
i , so that its position
at an arbitrary time can be written as xi = x
eq
i +qi. This situation corresponds
to, for example, a crystal lattice where thermal vibrations cause each atom to
be displaced slightly from its lowest energy position. Then, by performing a
multidimensional Taylor expansion, the atomistic potential can be written as
V (x1, . . . , x3n) = V (x
eq
1 + q1, . . . , x
eq
3n + q3n)
= V (xeq1 , . . . , x
eq
3n)
+
3n∑
i=1
∂V (xeq1 , . . . , x
eq
3n)
∂xi
qi
+
3n∑
i=1
3n∑
j=1
1
2
∂2V (xeq1 , . . . , x
eq
3n)
∂xi∂xj
qiqj
+ . . . . (3.80)
If we assume the atomic displacements are small, we may neglect O(∆x3) terms
and higher. This is known as the harmonic approximation. The first term
here, V (xeq1 , . . . , x
eq
3n), is the value of the potential when every atom is at its
equilibrium position, a constant which we will denote as V eq. The second term
vanishes, since the derivative of the potential (the force) is zero when evaluated
at the equilibrium positions. The third term can be written as the matrix
product 12q
ᵀkq, where the matrix elements kij are given by
kij =
∂2V (xeq1 , . . . , x
eq
3n)
∂xi∂xj
. (3.81)
k is often called the dynamical matrix. The atomistic potential can then be
written as
V (q) = V eq +
1
2
qᵀkq, (3.82)
which is now a function of the displacements only. Veq is a constant which has
no effect on the atomic forces, so without loss of generality, let us set it to zero.
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Recall the potential part of the CG partition function is given by
ZQCG(Q) =
∫
e−βV (q)δ(Q− γ(q))dq. (3.83)
Again, the delta function can be written as
δ(Q− γq) =
(
1
2pi
)3N ∫
dλ exp [iλᵀ(Q− γq)] (3.84)
if we assume γ is linear. ZQCG(Q) becomes
ZQCG(Q) =
(
1
2pi
)3N ∫
exp
(
−β
2
qᵀkq− iλᵀγq+ iλᵀQ
)
dqdλ. (3.85)
By completing the square, the exponent becomes
− β
2
[(
q+
i
β
k−1γᵀλᵀ
)ᵀ
k
(
q+
i
β
k−1γᵀλ
)
+
1
β2
λᵀγk−1γᵀλ
]
+ iλᵀQ
= −1
2
uᵀku− 1
2β
λᵀγk−1γᵀλ+ iλᵀQ (3.86)
if we use the substitution
u = β1/2
(
q+
i
β
k−1γᵀλᵀ
)
,
du = β3n/2dq. (3.87)
It should be noted that, as written above, the matrix k is actually singular. This
is because three of the eigenvectors of k, corresponding to uniform translations
of the atoms in a given direction, have eigenvalues of zero. Thus the inverse
k−1 is not well defined. For the moment, we can sidestep this problem by using
the regularisation
k−1 = lim
→0
(k+ I)−1, (3.88)
but we will return to this in more detail later. Computing the integral over u,
we have
ZQCG(Q) = C2β
−3n/2
∫
exp
(
− 1
2β
λᵀγk−1γᵀλ+ iλᵀQ
)
dλ, (3.89)
where C2 is another constant independent of β. Let us define a new CG dy-
namical matrix,
K−1 = γk−1γᵀ. (3.90)
We are now in exactly the situation of Eqn. (3.74). We can therefore write down
the solution of Eqn. (3.89) as
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ZQCG(Q) = C3β
3
2 (N−n) exp
(
−β
2
QᵀKQ
)
. (3.91)
The complete CG partition function is now given by the product of the kinetic
and potential parts, Eqn. (3.79) and Eqn. (3.91):
ZCG(P,Q) = Z
P
CG(P)× ZQCG(Q)
= Cβ3(N−n) exp
[
−β
2
(
PᵀM−1P+QᵀKQ
)]
. (3.92)
From Eqn. (3.37),
UCG(P,Q) =
3
β
(n−N) + 1
2
PᵀM−1P+
1
2
QᵀKQ. (3.93)
From Eqn. (3.38),
FCG(P,Q) = −β−1 lnC − 3(N − n)β−1 lnβ + 1
2
PᵀM−1P+
1
2
QᵀKQ. (3.94)
How should we interpret the CG internal energy? The first term contributes an
energy of 12kBT for each of the 6(n − N) degrees of freedom which have been
integrated out of the system. The effect of this term is then to compensate for
the equipartition energy lost by reducing the number of degrees of freedom. The
remainder of UCG appears very similar to the original atomistic Hamiltonian,
H(p,q) =
1
2
pᵀm−1p+
1
2
qᵀk−1q. (3.95)
Because of this, we can interpret the CG mass and stiffness matrices as “renor-
malised” versions of the atomistic masses and spring stiffnesses, which act on
the CG coordinates. Treating UCG as a Hamiltonian for the CG coordinates,
let us assume the CG coordinates obey Hamilton’s equations:
∂UCG
∂Q
= KQ = −P˙,
∂UCG
∂P
= M−1P = Q˙, (3.96)
where the dots indicate derivatives with respect to time. Differentiating one
equation with respect to time and inserting into the other, we obtain
P¨ = −KQ˙ = −KM−1P,
Q¨ = M−1P˙ = −M−1KQ. (3.97)
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These are the equations of motion of the CG particles, which can be integrated
in time using, for example, the Verlet integrator to find the position and mo-
mentum of a CG particle at a given time t.
3.2.4 Ensuring Conjugacy of Positions and Momenta
In the previous section, in Eqn. (3.96) we assumed that the CG positions and
momenta obeyed Hamilton’s equations, taking UCG to be the CG Hamiltonian.
This is not actually the case unless we make some restrictions on the form of the
CG mapping functions α and γ. This issue is not considered in [45], which the
above derivation is based on, since the authors coarse–grain in terms of (q, q˙)
which are not conjugate variables to start with. In this section, we propose
a modification to the above derivation which maintains conjugacy by careful
selection of the mapping functions.
Firstly, let us make a simple coordinate transformation from (q,p) coor-
dinates to (q′,p′) coordinates. There are as many primed coordinates as un-
primed coordinates, so nothing has been coarse-grained away yet. At this time,
the Hamiltonian expressed in terms of primed or unprimed coordinates is equal,
H(p,q) = H ′(p′,q′). (3.98)
Let us go back to the general, nonlinear case where the mapping function be-
tween primed and unprimed coordinates is given by
q′i = γi(q) (3.99)
for i ∈ 1, . . . , 3n. Let us assume that we can find a set of inverse functions γ¯i
for i ∈ 1, . . . , 3n such that
qi = γ¯i(q
′). (3.100)
The Hamiltonian H(q,p) can be related to the Lagrangian L(q, q˙) via the
equation
H(q,p) = p · q˙− L(q, q˙). (3.101)
It is also useful to remember that the conjugate momenta can be found from
the Lagrangian using the formula
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pi =
∂L
∂q˙i
. (3.102)
Since we know the relation between q and q′, we can write this Lagrangian as a
function of the primed coordinates, L(q′, q˙′). If we want the primed momenta
p′ to be properly conjugate to the primed positions q′, they must obey the
equations
p′i =
∂L
∂q˙i
=
3n∑
j=1
(
∂L
∂qj
∂qj
∂q˙′i
+
∂L
∂q˙j
∂q˙j
∂q˙′i
)
(3.103)
by the chain rule. The first term here is zero, since the qj do not depend on the
q˙′i. Using Eqn. (3.102), we can then write p
′
i as
p′i =
3n∑
j=1
pj
∂q˙j
∂q˙′i
. (3.104)
Since qj = γ¯j(q
′),
q˙j =
3n∑
k=1
∂γ¯j
∂q′k
q˙′k. (3.105)
Then
∂q˙j
∂q˙′i
=
∂γ¯j
∂q′i
. (3.106)
Hence, p′i can be written as
p′i =
∑
j
pj
∂γ¯j
∂q′i
. (3.107)
In matrix form, this is
p′ = Ap, (3.108)
where
aij =
∂qj
∂q′i
. (3.109)
Assuming A can be inverted, we can write
p = A−1p′ = Bp′, (3.110)
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or
pi =
∑
j
bijp
′
j . (3.111)
In summary, the transformations from unprimed to primed coordinates are given
by
q′i = γi(q), (3.112)
p′i =
∑
j
pj
∂γ¯j
∂q′i
. (3.113)
and the inverse transformations from primed to unprimed coordinates are given
by
qi = γ¯i(q
′),
pi =
∑
j
bijp
′
j . (3.114)
If we insist that the mapping functions γi are linear, Eqn. (3.112) simplifies to
q′i =
3n∑
j=1
γijqj , (3.115)
or
q′ = γq. (3.116)
In Eqn. (3.100), we defined the inverse mapping function as
qi = γ¯i(q
′). (3.117)
In this case, the inverse mapping becomes
q = γ−1q′, (3.118)
or
qi = γ¯i(q
′) =
3n∑
j=1
γ−1ij q
′
j . (3.119)
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This implies that
∂γ¯j
∂q′i
= γ−1ji . (3.120)
The formula for the conjugate momenta,
p′i =
∑
j
∂γ¯j
∂q′i
pj , (3.121)
becomes
p′i =
∑
j
γ−1ji pj , (3.122)
or
p′ = γ−ᵀp. (3.123)
Then the inverse mapping becomes
p = γᵀp′. (3.124)
So in summary, the linear mapping formulae which preserve conjugacy of posi-
tions and momenta are
q′ = γq,
p′ = γ−ᵀp,
q = γ−1q′,
p = γᵀp′. (3.125)
Therefore, we are no longer free to choose the mapping functions α and γ
independently if we want to maintain conjugacy, but must instead choose
α = γ−ᵀ. (3.126)
3.2.5 The Selective Integration Method
The derivation in Section 3.2.3 relies on the use of cumbersome delta function
notation. In this section, we propose an alternative derivation. Our method
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works via careful selection of the integration elements in the CG partition func-
tion, so we shall refer to it as the selective integration method. This method
has two principal advantages: it makes the derivation considerably simpler, and
it allows us to sidestep the problem of the ill–defined inverse of the dynamical
matrix which we encountered previously.
Firstly, we must consider the effect of the coordinate transformations given
in Section 3.2.4. What is the Jacobian corresponding to these transformations?
Let us consider each transformation independently. For the transformation from
q to q′, the elements of the Jacobian matrix Jq
′
are given by
Jq
′
ij =
∂q′i
∂qj
=
∂γi
∂qj
=
3n∑
k=1
∂γi
∂qk
∂qk
∂qj
, (3.127)
using the fact that γi(q) = q
′
i. For the transformation from p to p
′, the elements
of the Jacobian matrix Jp
′
are given by
Jp
′
ij =
∂p′i
∂pj
=
∂γ¯j
∂q′i
=
∂qj
∂q′i
(3.128)
by using the fact that γ¯j(q
′) = qj . The combined Jacobian determinant of these
two transformations is then given by
J = det(Jq
′
) det(Jp
′
) = det(Jq
′
Jp
′
). (3.129)
Now,
(Jq
′
Jp
′
)ij =
∑
k
Jq
′
ikJ
p′
kj =
∑
k
∂q′i
∂qk
∂qj
∂q′k
. (3.130)
This is close to, but not quite equal to
∂q′i
∂q′j
. To make it so, let us use the trick
that
J = det(Jq
′
) det(Jp
′
) = det(Jq
′
) det(
(
Jp
′)ᵀ
) = det(Jq
′ (
Jp
′)ᵀ
). (3.131)
Then
(Jq
′ (
Jp
′)ᵀ
)ij =
∑
k
Jq
′
ikJ
p′
jk =
∑
k
∂q′i
∂qk
∂qk
∂q′j
=
∂q′i
∂q′j
= δij . (3.132)
Hence,
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J = det(I) = 1, (3.133)
and the integration element remains invariant under this coordinate transfor-
mation:
dqdp = dq′dp′. (3.134)
Now the full atomistic partition function is
Z =
∫
e−βH(p,q)dpdq. (3.135)
Because J = 1, this transforms to
Z =
∫
e−βH
′(p′,q′)dp′dq′. (3.136)
At the moment, there are still as many primed coordinates as unprimed coor-
dinates: we have not thrown anything away yet. Let us now pick N < n CG
coordinates to keep, we will denote them (P,Q). This leaves (n−N) coordinates
to integrate out and throw away, we will denote them (P˜, Q˜). The partition
function can then be written as
Z =
∫
e−βH
′(P,Q,P˜,Q˜)dPdQdP˜dQ˜. (3.137)
This is still the full, unconstrained partition function. If we now consider only
integrating over the (n − N) coordinates we want to remove, we arrive at the
constrained CG partition function,
ZCG(P,Q) =
∫
e−βH
′(P,Q,P˜,Q˜)dP˜dQ˜. (3.138)
We can recover the familiar delta function formula for the CG partition function
by writing this as
ZCG(P,Q) =
∫
e−βH
′(Pˆ,Qˆ,P˜,Q˜)δ(P− Pˆ)δ(Q− Qˆ)dPˆdQˆdP˜dQ˜. (3.139)
Recall from Section 3.2.3 that the atomistic Hamiltonian can be written as
H(p,q) = T (p) + V (q)
=
1
2
pᵀm−1p+
1
2
qᵀkq. (3.140)
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Transforming to primed coordinates, this becomes
H ′(p′,q′) =
1
2
p′ᵀγm−1γᵀp′ +
1
2
q′ᵀγ−ᵀkγ−1q′, (3.141)
using the linear transformation defined by γ. If we define a CG mass matrix
M−1 = γm−1γᵀ, (3.142)
and CG dynamical matrix
K = γ−ᵀKγ−1, (3.143)
this becomes
H ′(p′,q′) =
1
2
p′ᵀM−1p′ +
1
2
q′ᵀKq′. (3.144)
From Eqn. (3.136), the full partition function is given by
Z =
∫
e−βH
′(p′,q′)dp′dq′
=
∫
exp
[
−β
(
1
2
p′ᵀM−1p′ +
1
2
q′ᵀKq′
)]
dp′dq′. (3.145)
For now, let us consider only the kinetic energy contribution to the partition
function,
Zkin =
∫
exp
[
−β
2
p′ᵀM−1p′
]
dp′. (3.146)
Without loss of generality, let us assume that the first 3N components of p′ are
the coarse-grained coordinates we want to keep, and call them P. That leaves
the last 3(n − N) coordinates of p′ that we want to integrate out, let us call
them P˜. We can then write M−1 as a matrix composed of four submatrices,
M−1 =
(
(M−1)11 (M−1)12
(M−1)21 (M−1)22
)
, (3.147)
where (M−1)11 is a 3n×3n–dimensional square matrix, (M−1)12 is a 3N×3(n−
N)–dimensional rectangular matrix, (M−1)21 is a 3(n−N)× 3N–dimensional
rectangular matrix and (M−1)22 is a 3(n−N)× 3(n−N)–dimensional square
matrix. Now M−1 is symmetric, since
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(M−1)ᵀ = (γm−1γᵀ)ᵀ = γm−ᵀγᵀ = γm−1γᵀ = M−1. (3.148)
This implies some useful properties about the submatrices, namely that
((M−1)11)ᵀ = (M−1)11,
((M−1)21)ᵀ = (M−1)12,
((M−1)22)ᵀ = (M−1)22.
(3.149)
Now,
p′ᵀM−1p′ =
(
Pᵀ P˜ᵀ
)((M−1)11 (M−1)12
(M−1)21 (M−1)22
)(
P
P˜
)
= Pᵀ(M−1)11P+ 2Pᵀ(M−1)12P˜+ P˜ᵀ(M−1)22P˜, (3.150)
since (M−1)12 is symmetric. In order to integrate out the P˜ coordinates, we
must complete the square on P˜ to get the integrals into Gaussian form. We find
that
p′ᵀM−1p′ =
(
P˜+ [(M−1)22]−1(M−1)21P
)ᵀ
(M−1)22
(
P˜+ [(M−1)22]−1(M−1)21P
)
+Pᵀ(M−1)11P−Pᵀ(M−1)12[(M−1)22]−1(M−1)21P. (3.151)
We can then use the substitution
P˜′ = P˜+ [(M−1)22]−1(M−1)21P (3.152)
Since this is just a constant coordinate shift, the integration element dP˜′ = dP˜
is invariant. Then Eqn. (3.146) becomes
Zkin =
∫
exp
[
−β
2
P˜′ᵀ(M−1)22P˜′
]
dP˜′
×
∫
exp
[
−β
2
(
Pᵀ(M−1)11P−Pᵀ(M−1)12[(M−1)22]−1(M−1)21P
)]
dP.
(3.153)
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The integral over P˜′ is now in Gaussian form, so
∫
exp
[
−β
2
P˜′ᵀ(M−1)22P˜′
]
dP˜′ =
√
(2pi)3(n−N)
det((M−1)22)
β−
3
2 (n−N)
= C1β
− 32 (n−N). (3.154)
Zkin becomes
Zkin = C1β
− 3(n−N)2
∫
exp
[
−β
2
(
Pᵀ(M−1)11P−Pᵀ(M−1)12[(M−1)22]−1(M−1)21P
)]
dP.
(3.155)
Now to complete our coarse-graining, we simply do not perform the integrals
over theP coordinates. The partition function then becomes an explicit function
of the P,
ZCGkin (P) = C1β
− 3(n−N)2 exp
[
−β
2
(
Pᵀ(M−1)11P−Pᵀ(M−1)12[(M−1)22]−1(M−1)21P
)]
.
(3.156)
We can simplify this slightly by writing
M−1CG = (M
−1)11 − (M−1)12[(M−1)22]−1(M−1)21. (3.157)
Then
ZCGkin (P) = C1β
− 3(n−N)2 exp
[
−β
2
PᵀM−1CGP
]
. (3.158)
We have now evaluated the kinetic part of the partition function. Since the
potential part is of essentially the same form, we can easily follow the above
procedure to evaluate
Zpot =
∫
exp
[
−β
2
q′ᵀKq′
]
dq′. (3.159)
By doing so, we find
ZCGpot (Q) = C2β
− 3(n−N)2 exp
[
−β
2
QᵀKCGQ
]
. (3.160)
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where
KCG = K11 −K12K−122 K21. (3.161)
An important difference here to the delta function method of coarse–graining
is that we need only the inverse of the bottom–right block of the dynamical
matrix, K−122 , to exist rather than the inverse of the entire dynamical matrix,
which is ill–defined. By a careful choice of our initial CG mapping function, we
can ensure that the inverse of this block is well-defined.
The complete CG partition function, derived from the selective integration
method, is then given by
ZCG(P,Q) = Z
CG
kin × ZCGpot
= C3β
−3(n−N) exp
[
−β
2
(
PᵀM−1CGP+Q
ᵀKCGQ
)]
, (3.162)
where C3 = C1C2 is a constant independent of β. The CG internal energy is
then given by
UCG(P,Q) = −∂ lnZCG
∂β
=
3(n−N)
β
+
1
2
PᵀM−1CGP+
1
2
QᵀKCGQ. (3.163)
This expression is remarkably similar to the atomistic Hamiltonian Eqn. (3.140)
that we started from, except with “renormalised” CG mass and stiffness matri-
ces. The first term here is an additional temperature– dependent term which
is not present in the atomistic Hamiltonian. To physically interpret this term,
recall from Eqn. (3.37) that the internal energy of a simple harmonic oscillator
is β−1. Therefore, this term represents the mean energy of a simple harmonic
oscillator for each of the 3(n−N) degrees of freedom we have removed from the
system.
Also, the coarse-grained free energy is given by
FCG(P,Q) = − 1
β
lnZCG
= − 1
β
lnC3 + 3(n−N) lnβ
β
+
1
2
PᵀM−1CGP+
1
2
QᵀKCGQ
= UCG(P,Q) + C(β), (3.164)
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or in other words, the CG free energy is equal to the CG internal energy plus
a temperature-dependent constant. It should be noted that this constant is
independent of position and momentum only because of the original assump-
tion that the Hamiltonian is harmonic; it is not true in general. Again, this
temperature–dependent term can be related to the free energy of a simple har-
monic oscillator for each of the 3(n −N) missing degrees of freedom, by using
Eqn. (3.38).
Since the CG momenta are now properly conjugate to the CG positions,
they must obey Hamilton’s equations of motion,
dP
dt
= −∂UCG
∂Q
,
dQ
dt
= +
∂UCG
∂P
. (3.165)
In matrix form, these are
P˙ = −KCGQ,
Q˙ = +MCGP. (3.166)
Differentiating the second equation here and substituting in the first, we arrive
at
Q¨ = −MCGKCGQ. (3.167)
This allows us to calculate the accelerations on the CG particles, which can
be used in the Verlet integrator to evolve the CG positions in time. Similarly,
differentiating the first equation and substituting in the second, we arrive at
P¨ = −KCGMCGP. (3.168)
This can also be used in the Verlet integrator to evolve the CG momenta in
time.
In summary, we have shown in this chapter that the approach to coarse–
graining outlined in [45] and [46] does not integrate the correct equations of
motion.
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Chapter 4
A Technical Description of
Coarse–Graining Methods
In Section 3.2.2, it was noted that Eqn. (3.60) for the CG free energy is of
fundamental importance to CG techniques. This is because thermodynamic
expectation values calculated in the CG ensemble using the CG free energy
as a potential are guaranteed to produce the same results as the true atom-
istic potential in the atomistic ensemble, provided the expectation value can be
expressed only as a function of the CG coordinates. Since the CG partition
function is separable, we could equally well consider the configurational CG free
energy, which is a function of the CG positions only:
FQCG(Q) = −kBT lnZQCG(Q). (4.1)
If we knew this function exactly, we could in principle calculate expectation val-
ues from CG simulations with no loss of accuracy. In Section 3.2.3, we showed
how this is possible for the special case of a harmonic potential. Unfortunately,
in general this potential is impossible to obtain analytically, since we cannot
perform the necessary integrations over configurational space for a real anhar-
monic potential. Even if it was possible to evaluate Eqn. (4.1) exactly, it would
be a complicated many–body function of the N CG coordinates Q, which would
be difficult to use in practice. In particular, the CG potential would be so slow
to evaluate that it might defeat the purpose of coarse–graining in the first place.
Therefore, the goal of any useful CG methodology is to approximate Eqn.
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(4.1) as closely as possible, whilst also producing a CG potential which is simple
enough to use in practice. The following methods all approach this in different
ways.
4.1 Force Matching
Following the notation in [20], let there be N CG particles, with positions
labelled by RI for I ∈ 1, . . . , N . The authors consider four possible types of
interaction to be modelled in the CG force field:
1. A bond vibration interaction between two CG sites on the same molecule,
a function of the scalar distance between sites only
2. An angular interaction formed by three CG sites, a function of the angle
only
3. A dihedral interaction formed by four CG sites, a function of the dihedral
angle only
4. A pairwise nonbonded interaction between two CG sites on different molecules,
a function of the scalar distance between sites only.
The CG potential can then be written as
U(RN ) =
∑
ζiγ
Uζi(xζ(Rγ)). (4.2)
This is a sum over all interactions, where ζ denotes which of the four interaction
types we are considering from the list above, i denotes the functional form of an
interaction of type ζ, and γ denotes one of the many sets of sites that interact
via interaction ζ using functional form γ. xζ denotes the single scalar variable
that interaction ζ depends on (for example, the scalar distance between sites in
1.) above). Rγ denotes the positions of the set of sites γ which the interaction
depends on. The force on each CG site can be derived from Eqn. (4.2) as
FI(R
N ) = − ∂U
∂RI
= −
∑
ζiγ
dUζi
dxζ
∂xζ
∂RI
. (4.3)
For each Uζi, we choose a set of basis functions uζid(xζ) which are functions
of the appropriate scalar variable only. Uζi can then be written as a basis
expansion,
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Uζi(xζ) =
∑
d
φζiduζid(xζ). (4.4)
Let us define
fζid(x) = −duζid(x)
dx
. (4.5)
Then we have
FI(R
N ) =
∑
ζid
φζid
[∑
γ
fζid(xζ)
∂xζ
∂RI
]
=
∑
ζid
φζidGI(R
N ), (4.6)
where
GI(R
N ) =
[∑
γ
fζid(xζ)
∂xζ
∂RI
]
. (4.7)
The notation is becoming complicated, so let us replace the sum in Eqn. (4.6)
with a sum over each of the ND basis coefficients, where the index D corresponds
to a particular set of (ζid). Eqn. (4.6) becomes
FI(R
N ) =
ND∑
D=1
φDGI(R
N ). (4.8)
Briefly returning to the nt snapshots of atomic positions and forces referred to
earlier, let us define the force acting on CG site I in snapshot t as fI(rt). Then
finding the optimal set of CG force field parameters φD becomes a least squares
optimisation problem, where we want to minimise the function
χ2(φD) =
1
3ntN
nt∑
t=1
N∑
I=1
∣∣∣∣∣fI −
ND∑
D=1
φDGI
∣∣∣∣∣
2
. (4.9)
This equation can be recast in matrix form and solved by QR decomposition or
singular value decomposition, as outlined in [20].
4.2 Relative Entropy Minimization
When deriving a CG model from an atomistic system, it would be very useful
to be able to quantify the amount of information about the system that is lost.
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From the principles of information theory, Shell et al. define a quantity called
the relative entropy which makes this possible [36,37].
The authors refer to the underlying atomistic system as the target system,
denoted by T , as this is the system whose properties we would like to reproduce.
They refer to the CG model of the atomistic system as the model system, denoted
by M . To simplify the initial discussion, let us assume that there are the same
number of degrees of freedom in the target and model system. This is the
case when no actual coarse–graining is being performed, and we are simply
performing a transformation of coordinates. Let us also assume that the system
can only be in a discrete set of configurations, which are labelled by the index
i.
Let the probability of being in state i be given by pM (i) and pT (i) in the
model and target system respectively. In the model system, if we make n mea-
surements, the expected number of times we will find the system in state i is
therefore
n¯(i) = n× pM (i). (4.10)
From basic combinatorics, the probability of being in state 1 n¯(1) times, state
2 n¯(2) times and so on out of n total observations is given by
n!
n¯(1)!n¯(2)! . . .
pM (1)
n¯(1)pM (2)
n¯(2) . . .
= n!
∏
i
1
n¯(i)!
pM (i)
n¯(i). (4.11)
We would like to know the likelihood that this test of the model system gives
us the same expected frequency for each state i as in the target system, i.e. the
chance that the model is an ideal representation of the target. We denote this
likelihood as L(T |M), and it can be found simply by replacing the expected
frequencies in Eqn. (4.11) with the target frequencies
n¯(i) = n× pT (i), (4.12)
so that
L(T |M) = n!
∏
i
1
[npT (i)]!
pM (i)
npT (i). (4.13)
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Taking the logarithm of this equation,
lnL(T |M) = lnn! +
∑
i
[− ln[npT (i)]! + npT (i) ln pM (i)] . (4.14)
Recall Stirling’s approximation,
ln(n!) ≈ n lnn− n (4.15)
for large n. Then the above equation becomes
lnL(T |M) ≈ n lnn− n− n
∑
i
pT (i) {ln[npT (i)]− 1− ln pM (i)}
= n lnn− n− n
∑
i
pT (i)
{
lnn+ ln
pT (i)
pM (i)
− 1
}
= −n
∑
i
pT (i) ln
pT (i)
pM (i)
= −nSrel, (4.16)
making use of the fact that
∑
i pT (i) = 1, where
Srel =
∑
i
pT (i) ln
pT (i)
pM (i)
(4.17)
is the relative entropy. Setting n = 1 above, we can then physically interpret
Srel as the log likelihood that one test configuration of the model system is
representative of the target.
We can now lift the restriction that there are the same number of degrees of
freedom in the target and model system, to actually perform coarse–graining.
Let us denote the set of coordinates by rT and rM in the target and model
system respectively, with the coordinates related to each other through the
mapping function M , such that
rM = M(rT ). (4.18)
We will use the shorthand notation j = M(i) for the model configuration j
generated from a target configuration i. It is important to note that in general,
many atomic configurations in the target system will generate the same config-
uration in the model system. We denote the number of target configurations
which give rise to a model configuration k by
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Ωmap(k) =
∑
i
δk,M(i). (4.19)
This is the discrete equivalent to the continuous delta function description of
Eqn. (3.60).
We must now modify the model probabilities pM (i) to account for this de-
generacy. The probability that a specific target configuration i is produced in
the model ensemble is given by
p′M (i) =
pM (M(i))
Ωmap(M(i))
. (4.20)
Now the sum over all target configurations i of p′M (i) is unity, whereas the sum
over all model configurations M(j) of pM (M(j)) is unity. Replacing pM with
p′M in Eqn. (4.17), we find
S′rel =
∑
i
pT (i) ln
pT (i)
p′M (i)
=
∑
i
pT (i) ln
pT (i)
pM (M(i))
+
∑
i
pT (i)Ωmap(M(i))
=
∑
i
pT (i) ln
pT (i)
pM (M(i))
+ 〈Smap〉T , (4.21)
where 〈Smap〉T is known as the mapping entropy.
The relative entropy has some useful properties, which show it behaves in
a way consistent with the familiar thermodynamic picture of entropy. Firstly,
from Eqn. (4.16), since L is a probability, lnL is negative, which implies that
Srel is always positive. We can write L = e
−nSrel , so it is clear that as Srel
decreases, L increases. When Srel is zero, that is, when the model and target
systems have the same set of states and pM (i) = pT (i) for all i, then L = 1.
This is the case where the model system perfectly replicates the target system.
The formulae above were derived without reference to any particular thermo-
dynamic ensemble. To apply the method usefully, we now specialise to the case
of the canonical ensemble. From Eqn. (3.14), the probability in this ensemble
is given by
pT (i) = Z
−1e−β(UT (i)−FT ), (4.22)
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where UT (i) is the internal energy of the target system in configuration i and
FT is the free energy in the target system, a constant in the NVT ensemble,
and Z is the canonical partition function. Substituting this into Eqn. (4.21), we
find
S′rel = β
∑
i
Z−1e−β(UT (i)−FT ) [UM (M(i))− UT (i) + FT − FM ] + 〈Smap〉T
= β
∑
i
Z−1e−β(UT (i)−FT ) [UM (M(i))− UT (i)]− β(FM − FT ) + 〈Smap〉T ,
(4.23)
since
∑
i pT (i) = 1. This simplifies to
S′rel = β〈UM − UT 〉T − β(FM − FT ) + 〈Smap〉T (4.24)
if we define
〈UM − UT 〉T =
∑
i
pT [UM (M(i))− UT (i)] . (4.25)
We can now use Eqn. (4.24) as the basis for finding an optimal CG potential.
Let us assume the model potential UM depends on a set of variable parameters
{λ1, λ2, . . .}. We wish to minimise S′rel with respect to one of these parameters,
λk. The only terms in Eqn. (4.24) which depend on λk are the model internal
energy UM and (implicitly) the model free energy FM . The free energy can be
written as
FM = −β−1 lnZ = −β−1
∑
i
e−βUM (M(i)), (4.26)
so that
∂FM
∂λk
= Z−1
∑
i
∂UM
∂λk
e−βUM =
〈
∂UM
∂λk
〉
M
. (4.27)
Therefore, minimising with respect to λk gives us
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0 =
∂S′rel
∂λk
= β
∂
∂λk
〈UM − UT 〉T − β ∂FM
∂λk
= β
∑
i
pT
∂UM (M(i))
∂λk
− β ∂FM
∂λk
= β
〈
∂UM
∂λk
〉
T
− β
〈
∂UM
∂λk
〉
M
. (4.28)
This implies that 〈
∂UM
∂λk
〉
T
=
〈
∂UM
∂λk
〉
M
. (4.29)
Eqn. (4.29) shows that when the relative entropy is minimised, the average
derivatives of the λ parameters are the same in the model and target systems.
This suggests a useful method of optimising the parameters in the model po-
tential. Recall for a function f(x), a root f(x∗) = 0 can be found by the
Newton–Raphson iterative method,
xi+1 = xi − f(xi)
f ′(xi)
, (4.30)
repeating until a value of x sufficiently close to a root is found. Applying this
formula to find a value of one of the parameters λ such that
∂S′rel
∂λ
= 0, (4.31)
we obtain
λi+1 = λi − ∂S
′
rel/∂λ
∂2S′rel/∂λ2
= λi −
[〈
∂UM
∂λk
〉
T
−
〈
∂UM
∂λk
〉
M
]
×[〈
∂2UM
∂λ2
〉
T
−
〈
∂2UM
∂λ2
〉
M
+ β
〈(
∂UM
∂λ
)2〉
− β
〈
∂UM
∂λ
〉2
M
]−1
. (4.32)
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Chapter 5
Molecular Dynamics
5.1 Introduction
Molecular dynamics (MD) is a method of tracking the trajectories of a set of N
particles. The particles interact with each other via a given interaction potential
V (x1, . . . ,xN ), where xi(t) is the position of particle i at time t. The force acting
on particle i is given by
fi = − ∂V
∂xi
. (5.1)
Newton’s second law, fi = miai, can then be used to find the acceleration of
particle i if its mass is mi.
In MD, we start with a system of N particles, and assume that their posi-
tions, velocities and accelerations are known at a given time (t = 0 is the most
common choice). The problem is then to find the particle positions, velocities
and accelerations at a later time t + ∆t, where ∆t is known as the time step
of the MD simulation. By discretising time using a small enough time step, we
can use a numerical integration algorithm to accomplish this. Typical atomic
vibrational frequencies range between 1012 and 1014 Hz, correponding to a min-
imum vibrational period of 10−14 seconds. A time step of 10−15 seconds (one
femtosecond) would then achieve 10 samples per period. The choice of time step
can greatly effect the energy conservation of a simulation, so it is important to
choose carefully on a system by system basis. A typical rule of thumb is to use
at least 20 samples per shortest vibrational period in the system.
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We now discuss some of the most popular integration algorithms used for
MD.
5.2 Integration Schemes
5.2.1 The Verlet Algorithm
One of the most commonly used integration schemes in MD is the Verlet algo-
rithm, due to its simplicity and ease of implementation. Let x(t) be the position
of a particle at time t. By using a Taylor expansion, we can write the particle’s
position at a later time, t+ ∆t, as
x(t+ ∆t) = x(t) + ∆tx˙(t) +
∆t2
2
x¨(t) +
∆t3
6
...
x(t) +O(∆t4). (5.2)
Performing the same expansion at an earlier time t−∆t, we find
x(t−∆t) = x(t)−∆tx˙(t) + ∆t
2
2
x¨(t)− ∆t
3
6
...
x(t) +O(∆t4). (5.3)
Adding these two expressions, identifying x˙(t) as the particle’s velocity v(t) and
x¨(t) as the particle’s acceleration a(t), and ignoring O(∆t4) terms and higher,
we arrive at
x(t+ ∆t) = 2x(t)− x(t−∆t) + ∆t2a(t). (5.4)
This is the Verlet algorithm. At each time step, the particle accelerations are
calculated from Eqn. 5.1 and used in Eqn. 5.4 to update the particle positions.
The error in this equation is O(∆t4), making it accurate and simple to imple-
ment. The particle velocities can be estimated using the expression
v(t) =
x(t+ ∆t)− x(t−∆t)
2∆t
. (5.5)
The error in this expression is O(∆t2) instead of O(∆t4). There are some
potential problems with this algorithm, discussed in the next section.
5.2.2 The Velocity Verlet Algorithm
One problem with the standard Verlet algorithm is that the particle positions at
two consecutive initial time steps are needed. This means the second time step
positions must be generated from the first in some crude way. A second problem
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is that the particle velocities do not appear explicitly in the Verlet algorithm,
so a different algorithm must be used if we want to have direct access to the
particle velocities in an MD simulation. Both of these problems can be solved
by using a modification of the Verlet algorithm, known as Velocity Verlet. This
variant was first derived by Swope et al. in [47], but this explanation is based
on Chapter 4.3 of [2].
By Taylor expanding the position x(t+ ∆t) to second order, we obtain
xi(t+ ∆t) = xi(t) + vi(t)∆t+ ai(t)
∆t2
2
(5.6)
= xi(t) + vi(t)∆t+
fi(t)
2mi
∆t2. (5.7)
Now suppose we define the velocity at time step t+ ∆t as
vi(t+ ∆t) = vi(t) +
fi(t+ ∆t) + fi(t)
2mi
∆t. (5.8)
Eqns. 5.7 and 5.8 together consitute the velocity Verlet algorithm. It is not
immediately obvious that this definition is equivalent to the standard Verlet
algorithm, but we can show this as follows. Use Eqn. 5.7 to advance xi by one
time step:
xi(t+ 2∆t) = xi(t+ ∆t) + vi(t+ ∆t)∆t+
fi(t+ ∆t)
2mi
∆t2. (5.9)
We can also rewrite Eqn. 5.7 as
xi(t) = xi(t+ ∆t)− vi(t)∆t− fi(t)
2mi
∆t2. (5.10)
Add together Eqns. 5.9 and 5.10:
xi(t+ 2∆t) + xi(t) = 2xi(t+ ∆t)
+ [vi(t+ ∆t)− vi(t)] ∆t (5.11)
+
fi(t+ ∆t)− fi(t)
2mi
∆t2.
Substitute in Eqn. 5.8 to get
xi(t+ 2∆t) = 2xi(t+ ∆t)− xi(t) + fi(t+ ∆t)
mi
∆t2, (5.12)
or going back one time step,
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xi(t+ ∆t) = 2xi(t)− xi(t−∆t) + fi(t)
mi
∆t2, (5.13)
which is indeed the standard Verlet algorithm we have been using to integrate
the equations of motion up until now.
The Velocity Verlet algorithm must be implemented slightly differently to the
standard Verlet algorithm. Before the simulation starts, we must first calculate
the interatomic forces. Then, at each time step, we update the atomic positions,
update the component of velocity corresponding to the force at that time step,
update the forces, and then finish updating the velocity using the force at the
next time step, in that order.
5.2.3 The Leapfrog Algorithm
A second alternative to the Verlet algorithm is the leapfrog algorithm. Here,
the velocities are advanced half a time step first using the equation
v
(
t+
1
2
∆t
)
= v
(
t− 1
2
∆t
)
+ ∆ta(t). (5.14)
An estimate for the current velocity can then be obtained from
v(t) =
1
2
(
v
(
t+
1
2
∆t
)
+ v
(
t− 1
2
∆t
))
. (5.15)
The positions are then advanced a full time step using the equation
x(t+ ∆t) = x(t) + ∆tv
(
t+
1
2
∆t
)
, (5.16)
at which point the new accelerations can be calculated.
This algorithm is so-named because calculations of velocity and position
alternate in a “leap-frogging” fashion. It is sometimes used instead of the regular
Verlet algorithm, because there is no need to subtract two similar large numbers,
reducing the risk of floating point arithmetic errors.
5.3 Temperature and Thermostat Algorithms
In order to study the properties of systems when they are heated or cooled, it
is necessary to define a sensible measure of temperature in an MD simulation.
From the equipartition formula, there is an average kinetic energy of 12kBT for
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each of the Ndeg kinetic degrees of freedom in the system. In a system of N
particles free from constraints, Ndeg = 3N . Evaluating the total kinetic energy
K at time t,
K(t) =
1
2
∑
i
mi|vi(t)|2, (5.17)
we can then estimate the temperature at time t by
T =
2K
NdegkB
. (5.18)
In order to study a system in the canonical ensemble (constant particle number
N , volume V and temperature T ) in MD, some method of controlling the tem-
perature in the simulation is needed. This is done using thermostat algorithms,
some examples of which are discussed below. For a comprehensive review and
comparison of thermostat algorithms, see [48].
5.3.1 The Berendsen Thermostat
The Berendsen thermostat [49] is an example of the simplest form of thermostat
algorithm, velocity rescaling. We pick a target temperature Ttarget that we
would like our system to reach, calculate the actual temperature at time t from
Eqn. 5.18, and at each time step rescale the velocities vi 7→ λvi, where
λ =
√
1 +
∆t
τ
(
Ttarget
T
− 1
)
. (5.19)
Here, τ is an arbitrary constant which determines how rapidly the velocity
rescaling takes place.
This thermostat will allow the system to reach its target temperature quickly,
and is computationally efficient. Unfortunately, it also restricts temperature
fluctuations to an artificially small range, meaning it does not correctly sample
from the canonical ensemble. In practice, the Berendsen thermostat is often used
to quickly bring a system to its target temperature, and a more sophisticated
thermostat is then used to bring the system closer to the canonical ensemble.
5.3.2 The Langevin Thermostat
The Langevin thermostat [1] modifies the equation of motion for each particle
to mimic the presence of a stochastic heat bath, and adds a term for viscous
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drag. The modified equation of motion becomes
miai(t) = fi(t)−miγivi(t) +Ri(t), (5.20)
where fi(t) is the normal force on particle i in the absence of any thermostat,
γi is the friction constant which determines the magnitude of the viscous drag,
and Ri(t) is a stochastic force which obeys the following two properties:
〈Ri(t)〉 = 0, (5.21)
〈Ri(t)Rj(t′)〉 = 2miγikBTδ(t− t′)δij . (5.22)
The effect of the stochastic force is to “heat up” particles below the target
temperature, and the effect of the drag term is to “cool down” particles above
the target temperature.
5.3.3 The Nose´–Hoover Thermostat
So far, we have discussed examples of two common classes of thermostat algo-
rithms. These are velocity rescaling (the Berendsen thermostat) and stochastic
dynamics (the Langevin thermostat). There is a third common class of ther-
mostat algorithms called extended Lagrangian approaches. The most popular
example of this is the Nose´–Hoover Thermostat [50, 51]. The Nose´–Hoover
Hamiltonian is given by
HNose =
N∑
i=1
p2i
2mi
+ V (r) +
ξ2Q
2
+ 3N
ln s
β
, (5.23)
where ξ is a friction constant, and we have introduced an extra degree of freedom
s with mass Q that couples to the rest of the system. The coordinates r and
p above correspond to “virtual” positions and momenta, to convert to real
positions and momenta we must use the transformations
r′i = ri,
p′i = pi/s,
t′ =
∫ t
0
1/s(τ)dτ. (5.24)
See Section 6.1.2 of [2] for a clear derivation of these equations, and a proof that
the Nose´–Hoover thermostat correctly samples from the canonical ensemble.
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The extra degree of freedom s represents a heat bath which is used to control
the temperature of the system, and it has been explicitly included in HNose.
5.4 Periodic Boundary Conditions
A typical system contains Avogadro’s number (≈ 6.02× 1023) of particles. This
system size is far beyond the reach of MD simulations on even the world’s most
powerful supercomputers. We must instead perform simulations on a much
smaller subsystem, from which we can carefully infer properties of the bulk
system.
Ideally, we would like to perform a simulation in vacuum, but in general
the ratio between the volume of the system and its surface area will be heavily
skewed such that surface effects will dominate. To get around this, we can
approximate a material in bulk by using periodic boundary conditions.
The most common choice is to use cubic boundary conditions. Here, we
define the simulation cell to be a cubic box with side length L, containing all
the particles we wish to simulate. This choice is appropriate for simulating gases
and liquids, but more complicated cells must be used for non-cubic solid systems.
We then imagine infinite copies of the simulation cell, tiled in the x, y and z
directions to fill space. We only keep track of the particles in the simulation
cell, not in the periodic copies. This approach introduces two additional steps
of complexity.
Firstly, we need to take account of what happens when a particle crosses
the boundary of the simulation cell. Let us assume that the cell is centred on
the origin, so that the boundaries are at
[−L2 ,+L2 ] in the x, y and z directions.
Then for each particle i, after each MD time step, we perform the following
adjustment:
xi → xi + L if xi < −L
2
,
xi → xi − L if xi > +L
2
, (5.25)
and similarly for the y and z directions. This ensures that the particles always
remain within the central cell. If the particles are moving fast enough that they
could move more than a single box length away, the above algorithm needs to
be modified slightly, but in practice we are almost never interested in such high
velocities.
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Secondly, we need to take account of the effect of periodic boundary condi-
tions on the distance between two distinct particles i and j. This distance is
needed to compute many quantities, for example the interaction energy between
particles i and j. Whilst it may appear that the particles are more than half a
box length away from each other in the x direction in the central cell, particle i
will in fact be closer to a periodic image of particle j than this. We must there-
fore apply the minimum image convention when calculating all particle-particle
distances [1]. Since we have already insisted that the particles are kept in the
central cell, this is relatively simple. Let
∆x = xj − xi, (5.26)
that is, the relative rather than absolute distance. Then, the algorithm
∆x→ ∆x+ L if ∆x < −L
2
,
∆x→ ∆x− L if ∆x > +L
2
, (5.27)
enforces the minimum image convention. A similar correction must be applied
for the y and z directions.
Of course, the use of periodic boundary conditions can lead to unwanted
artefacts in MD simulations. For example, if we imagine a large macromolecule
such as a long polymer chain in a periodic box, it is possible that atoms at the
head of the chain will “see” the periodic images of atoms in the tail, causing the
polymer to interact with itself in an unphysical manner. This can be mitigated
by using as large a box as possible.
5.5 The Force Field
In a first principles simulation technique such as DFT, the forces between atoms
come from the theory of quantum mechanics and are not parameters of the
model. By contrast, in classical MD the forces are empirical, and we must choose
a sensible functional form for these forces. The force field is often chosen to
accurately reproduce certain quantities known from experiment for a particular
molecular system. Generally, a trade–off between accuracy and computational
efficiency must be made when defining the force field. Typically, the force field
is split into two parts: nonbonded and bonded terms:
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Vtotal = Vnonbonded + Vbonded. (5.28)
Let us discuss each of these in turn.
5.5.1 Nonbonded Terms
The nonbonded terms describe long–range interactions between pairs of atoms.
They are typically further subdivided, into
Vnonbonded = VVDW + Vcoulomb. (5.29)
A popular choice for VVDW is the Lennard-Jones potential [52],
VLJ(r) = 4
[(σ
r
)12
−
(σ
r
)6]
(5.30)
Here, r is the pair separation of two atoms,  is the depth of the potential well
and σ is the distance at which the potential first becomes zero (see Fig. 5.1).
The r−12 term represents the Pauli repulsion of the atoms at short distances,
and the r−6 term represents the long–range attraction due to Van der Waal’s
forces. The power of 12 on the repulsive term is used purely for historical
reasons, as exponentiation used to be a computationally expensive operation,
and 12 = 6× 2 was an efficient exponent to calculate.
The second nonbonded term is given by
Vcoulomb(rij) =
qiqj
4pi0rrij
, (5.31)
where qi and qj are the charges on atoms i and j respectively, 0 is the per-
mittivity of free space and r is the relative permittivity. This is the standard
formula describing the Coulomb interaction between two atoms due to electro-
statics. The long–range nature of the Coulomb interaction means that careful
attention has to be paid when periodic boundary conditions are applied. The
technique of Ewald’s summation [53] can be used for this purpose. In our work,
the atoms are taken to be neutral and so Vcoulomb can be safely neglected.
5.5.2 Bonded Terms
The bonded terms define short-range interactions between atoms, and are used
to represent the complex behaviour of chemical bonding. There are two main
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Figure 5.1: The Lennard–Jones potential, with  = 1 kJ/mol and σ = 1
nm marked on for clarity.
approaches for defining these interactions.
The first is to assume that the force on each atom is a function of its sur-
rounding environment, as in the embedded atom method [54]. This is concep-
tually related to quantum mechanical methods such as DFT, and allows for
the making and breaking of chemical bonds. Unfortunately, the force calcula-
tion in these methods can still be very time consuming, so a further level of
simplification is often needed.
In the second approach, known as molecular mechanics, the list of bonded
atoms and bond types is defined at the beginning of a simulation as a molec-
ular topology, which cannot change during the course of the simulation. This
means that chemical bonds cannot be made or broken. As compensation, force
evaluation becomes computationally trivial because the bonded terms are often
chosen to have a very simple functional form. The bonded part of the force field
is commonly defined as
Vbonded = Vbond + Vangle + Vdihedral + Vmisc. (5.32)
Qualitatively, Vbond represents the energy cost of a pair of atoms moving away
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Figure 5.2: Diagram of bond between two atoms, represented by Vbond in
the force field.
from their equilibrium separation. This is often represented by a harmonic
term. Vangle represents the energy cost of two atoms bending away from each
other with respect to a third atom. Vdihedral involves four atoms, and represents
the energy cost of atoms moving out of plane. Vmisc represents anything not
included in the previous three terms, and can include complicated many–body
interactions or other terms, depending on the force field chosen.
To make things more concrete, let us consider the particular force field used
in this work, the Optimised Potentials for Liquid Simulation all–atom (OPLS–
AA) force field [3, 55]. Here,
Vbond =
∑
bonds
Kr(r − r0)2, (5.33)
where Kr is the harmonic spring constant and r0 is the equilibrium atomic
separation (see Fig. 5.2).
Vangle =
∑
angles
Kθ(θ − θ0)2, (5.34)
where Kθ is the angular harmonic spring constant, θ is the angle formed between
two atoms by a third, and θ0 is the equilibrium separation angle (see Fig. 5.3).
73
Figure 5.3: Diagram of angular force field term Vangle. θ is the angle made
with atom 1 by atoms 2 and 3, as shown, with θ0 being the equilibrium
angle.
Vdihedral =
V1
2
[1 + cos(φ− φ0)] + V2
2
[1 + 2 cos(φ− φ0)]
+
V3
2
[1 + 3 cos(φ− φ0)] + V4
2
[1 + 4 cos(φ− φ0)], (5.35)
where V1−4 are constants depending on the atom type, φ is the dihedral angle
formed between two planes of atoms and φ0 is the equilibrium dihedral angle
(see Fig. 5.4). Vmisc is zero in the OPLS–AA force field, but many more com-
plicated force fields exist which incorporate features such as polarization and
other many–body terms.
There is an additional feature in the OPLS–AA force field. Nonbonded
interactions are ignored between atom pairs separated by less than three bonds.
The interaction between atoms 1 and 4 in a chain is reduced by a factor of
two, and interactions with all other atoms are not scaled in any way. This is
known as a “fudge factor”, and is used to stop the nonbonded energy terms
from dominating at short distances. The rationale behind this approach is that
the quadratic bonded terms are from a Taylor expansion of the energy between
two atoms, which already includes components due to Van der Waal’s forces,
Coulomb attraction and so on.
For any particular MD force field, a parameter set is provided which defines
the values of any necessary constants. In the above, for example, these include
the Lennard–Jones  and σ, equilibrium bond distances, spring stiffnesses and
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Figure 5.4: Diagram of dihedral force field term Vdihedral. Imagine two
planes, one formed by the vectors b1 and b2, the other by vectors b2 and
b3. The dihedral angle φ is the angle formed between these two planes.
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so on. In general, these values are listed for every atom type that the force field
was intended to simulate. The parameters are often fitted from experiment,
but it is also becoming common to fit them from first principles simulations. In
this way, MD simulations using these force fields are able to reproduce certain
properties of the fitted model, at greatly reduced computational cost.
5.6 Energy Minimisation Algorithms
It is often necessary to find the minimum energy configuration of atoms accord-
ing to the particular force field we have chosen. There are several algorithms
available for this purpose.
5.6.1 Steepest Descent
In the steepest descent algorithm, we first calculate the force Fi on each of the
N atoms using our MD force field. We define the force unit vector for each atom
as
Fˆi =
Fi
|Fi| . (5.36)
We then move each atom i a small increment κ in the direction of this vector,
rti = r
t−1
i + κFˆ
t−1
i , (5.37)
repeating until the forces on every atom are below a given tolerance. κ can be
small at the beginning of the process, to avoid problems due to very high initial
forces. It can then be made bigger to speed up the process of moving towards
the minimum energy configuration. Despite the name, this method actually
converges to a minimum quite slowly, although it does have the advantage of
numerical stability. The next method can be considerably faster.
5.6.2 Conjugate Gradients
The method of conjugate gradients is considerably more sophisticated than
steepest descent, and often converges to the correct solution in far fewer itera-
tions. It does this by ensuring that each successive search direction is conjugate
to all previous search directions, so that searches are never performed in the
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same direction twice. For a detailed technical explanation of the method, see
Appendix B.
5.7 Constraint Algorithms
It is sometimes necessary to constrain the distances between atoms in an MD
simulation, in order to force the system into a configuration we are interested in
studying. This must be done carefully, to avoid problems with energy conser-
vation and other artefacts. In this section, we discuss two common techniques
for enforcing such constraints.
5.7.1 The SHAKE Algorithm
One of the first methods developed for applying constraints in MD simulations
is the SHAKE algorithm [56]. This explanation is based on [57].
For simplicity, we will only consider rigid constraints between atom pairs,
where atom i at position ri and atom j at position rj are kept a fixed distance
lij apart. The vector joining atom i to atom j is given by rij = rj − ri. Let us
write the constraint equations as
σij = r
2
ij − l2ij = 0. (5.38)
Let us also imagine there are n atoms in total, interacting via the potential
V (r). Using the method of Lagrange multipliers, the constrained equations of
motion now take the form
mi
d2ri(t)
dt2
= − ∂
∂ri
V (r) +∑
i→p
λipσip
 , (5.39)
where the first term on the right is the normal, unconstrained force Fi acting on
atom i, and the second term on the right is the force due to the constraints being
imposed on atom i. The sum here is indexed by p, and runs over all constraints
which are affecting atom i. λip is the undetermined Lagrange multiplier for the
constraint between atoms i and p.
Let us first consider the constraint force Gi in isolation:
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Gi = −
∑
i→p
λip
∂
∂ri
σip(r)
= −
∑
i→p
λip
∂
∂ri
[
(ri − rp)2 − l2ip
]
= −2
∑
i→p
λiprip(t). (5.40)
Now let us consider what the position of atom i will be after one time step ∆t,
under the action of the normal, unconstrained force Fi and the constraint force
Gi. From the traditional Verlet algorithm,
ri(t+ ∆t) = ri(t) + ∆tvi(t) +
1
2
∆t2ai(t)
= ri(t) + ∆tvi(t) +
∆t2
2mi
(Fi +Gi)
=
[
ri(t) + ∆tvi(t) +
∆t2
2mi
Fi
]
+
[
∆t2
2mi
Gi
]
= r˜i(t+ ∆t) +
∆t2
2mi
Gi, (5.41)
where r˜i(t + ∆t) is the position of atom i after one time step if it was moving
subject to no constraints. Substituting Eqn. 5.40 into Eqn. 5.41, we find
ri(t+ ∆t) = r˜i(t+ ∆t)− ∆t
2
mi
∑
i→p
λiprip(t). (5.42)
We can absorb the factor of
(−∆t2) into the Lagrange multipliers to simplify
things, yielding
ri(t+ ∆t) = r˜i(t+ ∆t) +
1
mi
∑
i→p
λiprip(t). (5.43)
Now, assuming the constraint is satisfied exactly at time (t+∆t), the constraint
equation for the link between atom i and atom j is given by
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l2ij = r
2
ij(t+ ∆t)
= [ri(t+ ∆t)− rj(t+ ∆t)]2
=
r˜i(t+ ∆t) + 1
mi
∑
i→p
λiprip(t)− r˜j(t+ ∆t)− 1
mj
∑
j→q
λjqrjq(t)
2
=
r˜ij(t+ ∆t) + 1
mi
∑
i→p
λiprip(t)− 1
mj
∑
j→q
λjqrjq(t)
2 . (5.44)
Let us now make the first approximation: that the constraint between atoms i
and j is independent of all the other constraints. Then Eqn. 5.44 reduces to
l2ij =
[
r˜ij(t+ ∆t) +
1
mi
λijrij(t)− 1
mj
λjirji(t)
]2
=
[
r˜ij(t+ ∆t) +
1
mi
λijrij(t) +
1
mj
λijrij(t)
]2
= r˜2ij + 2(m
−1
i +m
−1
j )λijrij · r˜ij +O(λ2). (5.45)
If we linearise this by discarding O(λ2) terms, we get
l2ij = r˜
2
ij + 2(m
−1
i +m
−1
j )λijrij · r˜ij . (5.46)
We can invert this to get an approximation to λij ,
λij =
r˜2ij − l2ij
2(m−1i +m
−1
j )rij · r˜ij
. (5.47)
Plugging this into Eqn. 5.43, we find the equations of motion for atoms i and j:
ri(t+ ∆t) = r˜i(t+ ∆t) +
1
mi
λijrij(t),
rj(t+ ∆t) = r˜j(t+ ∆t)− 1
mj
λijrij(t). (5.48)
The positions that result from this equation are then taken into account when
the next constrained link is adjusted. This may or may not violate the original
constraint between i and j, but we carry on with this process iteratively until
all constraints are satisfied to within a given tolerance.
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5.7.2 The RATTLE Algoritm
The SHAKE algorithm only adjusts the particle positions to satisfy the con-
straints, and makes no attempt to modify the particle velocities. It was also
developed for use with the Verlet integration algorithm, which does not make
explicit use of the velocities. In order to apply constraints to the velocity Verlet
integration algorithm, as used in DL POLY, a modified procedure is needed.
This is called the RATTLE algorithm [58].
The constraints on the particle velocities are found by taking the time deriva-
tive of the constraint equation, Eqn. 5.38:
dσij
dt
=
d
dt
(
r2ij − l2ij
)
= 0
=⇒ 2[ri(t)− rj(t)] · [r˙i(t)− r˙j(t)] = 0
=⇒ [ri(t)− rj(t)] · [r˙i(t)− r˙j(t)] = 0. (5.49)
The velocity Verlet algorithm is given by
ri(t+ ∆t) = ri(t) + ∆tvi(t) +
1
2
∆t2ai(t), (5.50)
vi(t+ ∆t) = vi(t) +
1
2
∆t [ai(t) + ai(t+ ∆t)] . (5.51)
In the notation introduced in the SHAKE section, Eqn. 5.50 becomes
ri(t+ ∆t) = ri(t) + ∆tvi(t) +
∆t2
2mi
Fi − 2∑
i→p
λposip (t)rip(t)
 . (5.52)
Here we have given λip the superscript “pos” to denote that it is the Lagrange
multiplier used to satisfy the position constraints. We solve this by finding the
λposip iteratively by the method described in the SHAKE section. In an exactly
analagous way, Eqn. 5.51 becomes
vi(t+ ∆t) = vi(t) +
∆t
2mi
[
Fi(t)− 2
∑
i→p
λposip (t)rip(t)
+ Fi(t+ ∆t)− 2
∑
i→k
λvelik (t+ ∆t)rik(t+ ∆t)
]
.
(5.53)
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Here we have introduced a new set of Lagrange multipliers λvelij which will be
used to ensure the particle velocities satisfy the velocity constraints. We can
rewrite Eqn. 5.53 as
vi(t+ ∆t) = v˜i(t+ ∆t)− 1
mi
∑
i→k
λvelik (t+ ∆t)rik(t+ ∆t), (5.54)
where v˜i are the unconstrained velocities. Again, ∆t has been absorbed into
the Lagrange multiplier. If we again treat the constraints as independent and
consider constraint (ij), this becomes
vi(t+ ∆t) = v˜i(t+ ∆t)− 1
mi
λvelij (t+ ∆t)rij(t+ ∆t). (5.55)
We want to choose λvelij so that
[vi(t+ ∆t)− vj(t+ ∆t)] · rij(t+ ∆t) = 0. (5.56)
This becomes
0 = [v˜i(t+ ∆t)− v˜j(t+ ∆t)−λvelij (m−1i +m−1j )rij(t+ ∆t)] · rij(t+ ∆t). (5.57)
This implies that
λvelij =
rij(t+ ∆t) · [v˜i(t+ ∆t)− v˜j(t+ ∆t)]
l2ij(m
−1
i +m
−1
j )
. (5.58)
These Lagrange multipliers are found self-consistently by iterating over each
constraint repeatedly until all constraints are satisfied to within a given toler-
ance, exactly as in the SHAKE algorithm.
We now have a practical way of constraining both the particle positions
and velocities within an MD simulation. The above discussion explained how
constraints are applied between individual atoms. The only difference when
applying constraints between molecules is that the “atoms” are now two virtual
sites representing the centre of masses of two distinct molecules. The RATTLE
algorithm is applied exactly as before to constrain these two sites at a fixed
separation.
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5.8 Implementation Details
5.8.1 Initialising a Simulation
When starting an MD simulation of a liquid or gas, care must be taken when
choosing the initial positions of the molecules. If any two molecules are placed
too close together, the interaction energy between them can diverge, causing
the simulation to crash. A common way to avoid this is to place the molecules
on a simple cubic lattice with a sufficiently large lattice constant to avoid any
infinities in the potential energy. An energy minimisation algorithm can then
be used to relax the system into a more physical initial configuration.
When choosing the initial particle velocities, it is common to sample these
from the Maxwell distribution at the temperature we would like to simulate,
p(vi) =
√
2
pi
v2i exp
(−v2i /2a2)
a3,
(5.59)
where a =
√
kBT/mi.
5.8.2 Neighbour Lists
In a system of N particles, there are NC2 distinct pairs of particles, assuming
each particle only interacts with the nearest periodic image of the other N − 1
particles. Recall that
NC2 =
N !
2!(N − 2)! =
N(N − 1)
2
. (5.60)
This formula is O(N2), so the number of distinct pairs grows rapidly with
increasing system size. Calculating the distance vector between each of these
pairs can therefore be a time-consuming part of an MD simulation. To get
around this, the concept of a neighbour list is introduced.
Consider the ith atom in the simulation box. For each of the N − 1 other
atoms j, we check if |xi − xj | < xlist, where xlist is our neighbour list cutoff
length. If so, atom j is added to the neighbour list for atom i. We generate N
such neighbour lists, one for each atom. In subsequent MD steps, we only check
the distance between atom i and the atoms in its neighbour list, significantly
reducing the total number of distance calculations required.
Of course, the use of a neighbour list can cause significant problems for
energy conservation in a simulation. If an atom far away from atom i, which
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was initially excluded from atom i’s neighbour list, drifts to within xlist of atom
i, its interaction with atom i will not be calculated even though it could be
very close and should contribute a large amount to the potential energy. This
problem can be partially resolved by periodically regenerating the neighbour
lists for every atom, for example every ten MD time steps.
5.8.3 Cutoff Radii
Another way to enhance the performance of an MD simulation is to use cutoff
radii. The nonbonded interactions can be truncated at a given distance rcut,
and interactions beyond this distance are not calculated. This leads to a dis-
continuity in the potential energy, which will lead to poor energy conservation
in the simulation. There are two ways to rectify this.
The first is to apply a constant shift to the entire potential, removing the
discontinuity. This has no effect on the forces, since
V ′(r) = V (r)− V (rcut)
=⇒ F ′(r) = −dV
′
dr
= −dV
dr
= F (r). (5.61)
Of course, if a small cutoff radius is used, this could lead to a significant modifi-
cation in the potential energy function. The second method is to apply a switch
function over a given range, which smoothly switches the potential energy to
zero at the cutoff radius. This leads to a change in both the potential and force,
but both remain continuous. We discuss this method in more detail in Section
8.7.
5.9 Calculating Quantities from an MD Simula-
tion
There would be no point performing MD simulations unless they allowed us to
obtain useful information about the system being studied. In this section, we
discuss some of the common quantities that can be extracted from MD, and
how to obtain them.
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5.9.1 Energies
The potential energy V is calculated simply from the sum of all interactions in
the system. It is common to also separately record the individual components
of V , for example the bond and angular terms, for further analysis. The kinetic
energy K is calculated from the velocities of each atom, using
K =
1
2
n∑
i=1
mivi · vi. (5.62)
The total energy T is simply the sum of potential and kinetic energy,
T = V +K. (5.63)
5.9.2 Diffusion Constant
The diffusion constant of a molecule can be estimated from the mean squared
displacement (MSD) of its centre of mass. The mean squared displacement is
given as a function of time as
MSD(t) = 〈|r(t)− r(0)|2〉. (5.64)
A generic example of a MSD curve for an ideal gas is shown in Fig. 5.5. Here, the
first part of the curve is nonlinear. This is because for short times, the molecules
are relatively unobstructed and will move in an approximately straight line at
constant velocity. Their displacement is therefore proportional to time, and the
MSD is proportional to time squared, giving a parabolic shape. The particles
are said to be undergoing ballistic motion in this part of the curve. The second
part of the curve is linear. From his work on Brownian motion, Einstein showed
that the diffusion constant is related to the MSD by
MSD(t) = 6Dt + C. (5.65)
Therefore, the diffusion constant can be estimated as one sixth the gradient of
the MSD curve in this linear region.
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Figure 5.5: An example MSD curve.
5.9.3 Pair Correlation Function
The pair correlation function defined in Eqn. (3.51) can be expressed in a more
easy to calculate form as
g(r) =
V
4pir2N2
〈∑
i
∑
j 6=i
δ(r − rij)
〉
, (5.66)
where V is the volume, N is the number of particles, δ is the Dirac delta function
and rij is the scalar separation of particles i and j. The average is taken over
all trajectory frames in a simulation.
The algorithm for calculating the pair correlation function numerically is as
follows. First, pick a small value of dr, the shell thickness. Loop over each value
of r we want to calculate g(r) at, and
1. Consider each particle one at a time. Count the number of particles which
are between r and r + dr away, a spherical shell of thickness dr.
2. Normalise the total count by dividing by the number of particles N .
3. Normalise the volume by dividing by 4pir2dr, the shell volume.
4. Finally, divide by the number density ρ.
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Care must be taken to account for periodic boundary conditions when calculat-
ing inter–particle distances.
5.9.4 Pressure
Pressure is not trivial to calculate in an MD simulation. One method [59] is
based on the Clausius virial function,
W (r1, . . . , rN ) =
N∑
i=1
ri · Fi. (5.67)
We must make use of the virial theorem, which relates the average kinetic energy
to the virial function:
2〈K〉 = −〈W 〉. (5.68)
To prove this, note that the average of W can be obtained from a MD trajectory
as
〈W 〉 = lim
t→∞
1
t
∫ t
0
dτ
N∑
i=1
ri(τ) ·mir¨i(τ), (5.69)
where we have inserted Newton’s second law. Integrating by parts, this becomes
〈W 〉 = lim
t→∞
1
t
N∑
i=1
mi
∫ t
0
ri(τ) · ai(τ)dτ
= lim
t→∞
1
t
N∑
i=1
mi
(
[ri · vi]t0 −
∫ t
0
|vi|2dτ
)
. (5.70)
The first term here is bounded, if we assume the position vectors are bounded
by the periodic box, and the velocities are also bounded. This must be the case
if we are to avoid infinite kinetic energies. Then the limit as t→∞ causes the
first term to vanish. We are therefore left with
〈W 〉 = − lim
t→∞
1
t
∫ t
0
N∑
i=1
mi|vi|2dτ
= − lim
t→∞
1
t
∫ t
0
2K(τ)
= −2〈K〉. (5.71)
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This proves the virial theorem. From the equipartition formula Eqn. (5.18), we
then find
〈W 〉 = −NdegkBT. (5.72)
To continue, let us split the force on each particle into two components,
Fi = F
int
i + F
ext
i , (5.73)
where Finti is the internal force arising from interatomic interactions, and F
ext
i is
the external force exerted by the (possibly fictional) container walls. The virial
can then be written as
W =
N∑
i=1
ri · (Finti + Fexti )
=
N∑
i=1
ri · Finti + ri · Fexti
= W int +W ext. (5.74)
Let us consider W ext in isolation. Splitting this into Cartesian components,
W ext =
3∑
α=1
N∑
i=1
rαi F
α
i (5.75)
Taking the average,
〈W ext〉 =
3∑
α=1
〈
N∑
i=1
rαi F
α
i
〉
. (5.76)
Let us imagine that the container is an orthorhombic box with side lengths Lx,
Ly and Lz respectively, with its corner located at the origin. The mean force
on each side of the box is the pressure P times the area, so that Eqn. (5.76)
becomes
〈W ext〉 = 0× (PLxLy) + 0× (PLyLz) + 0× (PLxLz)
+ Lz(−PLxLy) + Lx(−PLyLz) + Ly(−PLxLz)
= −3PLxLyLz
= −3PV. (5.77)
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Combining Eqns. (5.72) and (5.74), we then find
〈W 〉 =
〈
N∑
i=1
ri · Finti
〉
− 3PV = −NdegkBT
=⇒ PV = 1
3
NdegkBT +
1
3
〈
N∑
i=1
ri · Finti
〉
. (5.78)
This formula allows us to estimate the pressure from the volume, temperature
and interatomic forces, all of which we know from the simulation. Also note
that in the case of an ideal gas, the particles are noninteracting, so Finti = 0 for
all i and this formula reduces to
PV = NkBT, (5.79)
the familiar equation of state for an ideal gas.
It is sometimes desirable to control the pressure in a simulation, for example
to replicate experimental conditions in the NPT ensemble. Many barostat
algorithms exist for this purpose [2], but we have not used them in this work.
5.10 Normal Mode Analysis
It is often useful to understand the collective motion of atoms in a molecule.
A technique called normal mode analysis allows us to decompose a complex
molecular configuration into a weighted sum of these collective motions.
In a system of N atoms, let us define the displacement, force and acceleration
of atom i as xi, fi and ai respectively. The mass of atom i is given by mi. The
potential energy of the system is a function of the particle positions only, and
is denoted V (x1,x2, . . . ,xN ). Let us define the following vectors and matrices:
F =

f1
...
fN
 , X =

x1
...
xN
 , A =

a1
...
aN
 .
M =

m1 0 0
0
. . . 0
0 0 mN
 . (5.80)
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We can then write Newton’s second law as
F = MA. (5.81)
If the displacements of the atoms from equilibrium are small enough, the restor-
ing forces are given by Hooke’s law,
F = −∂V
∂X
= −KX, (5.82)
where K is the force constant matrix, also know as the Hessian. Differentiating
this with respect to X, we obtain
K =
∂2V
∂X2
=

∂2V
∂X21
∂2V
∂X1X2
. . . ∂
2V
∂X1XN
∂2V
∂X2X1
. . .
...
...
. . .
...
∂2V
∂XNX1
. . . . . . ∂
2V
∂X2N
 , (5.83)
where each element in K is given by the 3× 3 matrix
Kij =

∂2V
∂xi∂xj
∂2V
∂xi∂yj
∂2V
∂xi∂zj
∂2V
∂yi∂xj
∂2V
∂yi∂yj
∂2V
∂yi∂zj
∂2V
∂zi∂xj
∂2V
∂zi∂yj
∂2V
∂zi∂zj
 . (5.84)
Equating Newton’s second law with Hooke’s law, we find
MX¨ = −KX. (5.85)
Let us make the substitution Y =
√
MX. Substituting into Eqn. 5.85, we find
√
MY¨ = −KM−1/2Y
=⇒ Y¨ = −M−1/2KM−1/2Y = −K˜Y. (5.86)
Let us assume a solution for Y in the form
Y(t) = A cos(ωt+ φ), (5.87)
where A is a constant vector, and ω and φ are an unknown frequency and phase
shift respectively. Substituting into Eqn. (5.86), we find
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K˜A = ω2A
=⇒ (K˜− ω2I)A = 0. (5.88)
So our assumed solution is correct as long as det(K˜ − ω2I) = 0. Eqn. (5.88)
is an eigenvector equation, which can be solved by diagonalisation or other
methods. Solving it will give us 3N different normal mode frequencies ωα, with
3N corresponding eigenvectors eα.
Now we can write the general solution of Eqn. (5.86) as
Y(t) =
3N∑
α=1
cαeα cos(ωαt+ φα), (5.89)
so the 3N -dimensional vector Y, which describes the displacements of all the
N atoms as a function of time, can be expressed as an expansion in terms of
the normal mode amplitudes cα.
Many MD codes contain built–in functionality for calculating the normal
modes of a molecular system. This is done by computing the Hessian matrix
numerically, using the potential energy of the chosen force field. The Hessian is
then diagonalised to find the eigenvalues and eigenvectors. The Hessian matrix
is symmetric, so various tricks can be used to perform fast diagonalization, even
for very large molecules.
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Chapter 6
A System of Two Dimers
In this chapter, we will examine a very simple system, namely a pair of in-
teracting dimers in one dimension. We will then coarse–grain the dimers into
a pair of CG particles using a variety of different CG methods. The system
is simple enough that the coarse–graining can be performed analytically. This
simple model will then provide insight when we perform coarse–graining on a
more complex system in Chapters 8 and 9.
6.1 The Microscopic System
The microscopic system we are going to coarse grain is shown in Figure 6.1.
Two dimers, each of natural length a0, are constrained to point along the x
axis. The centre of mass of the left-hand dimer is at the origin and the centre
of mass of the right-hand dimer at x = d. Because the dimers interact, their
lengths a (which must be the same) need not equal a0. The atoms in the left-
hand dimer are at xL− = −a/2 and xL+ = a/2; the atoms in the right-hand dimer
are at xR− = d− a/2 and xR+ = d+ a/2.
x
0 d-a/2 a/2 d-a/2 d+a/2
Figure 6.1: Two dimers, each of length a. The centre of mass of the
left-hand dimer is at the origin and that of the right-hand dimer at x = d.
Both dimers are constrained to point along the x axis.
The intra-dimer bonding energy of two atoms at positions x1 and x2 is given
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by
Vdimer(x1, x2) = udimer(x2 − x1). (6.1)
Atoms in different dimers, at positions x1 and x2, interact via a long-ranged
potential
Vlr(x1, x2) = ulr(x2 − x1), (6.2)
the minima of which occur at x2 − x1 = ±b.
For simplicity, we assume that the intra-dimer chemical bonding energy is a
harmonic function of the dimer length,
udimer(a) =
1
2
k(a− a0)2, (6.3)
where k is the spring constant and a0 the equilibrium bond length. This assump-
tion should be accurate as long as the inter-dimer forces are small compared to
the force required to stretch a single dimer significantly. A typical choice for
ulr(x) is the Lennard-Jones potential,
uLJ(x) = 
[(
b
x
)12
− 2
(
b
x
)6]
, (6.4)
where  is the well depth. This is illustrated in Figure 6.2, along with its first
and second derivatives. The Lennard-Jones force exerted on an atom at x2 by
another atom at x1 is
fLJ(x2 − x1) = −u′LJ(x2 − x1) = 12
(
b12
(x2 − x1)13 −
b6
(x2 − x1)7
)
. (6.5)
Note that this equation yields the correct sign for the force on atom 2 regardless
of whether x2 is less than or greater than x1. The force on atom 1, given by
fLJ(x1 − x2), is equal and opposite to the force on atom 2.
The total potential energy of the system of two dimers when the centre-of-
mass spacing is fixed equal to d is
Vtotal(d, a) = 2udimer(a) + 2ulr(d) + ulr(d+ a) + ulr(d− a). (6.6)
If, for simplicity, we assume that a is small relative to the length scale on which
ulr changes significantly, we can expand ulr(d±a) as a Taylor series about a = 0
to obtain
Vtotal(d, a) ≈ 2udimer(a) + 4ulr(d) + a2u′′lr(d). (6.7)
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Figure 6.2: The Lennard–Jones potential and its first two derivatives. The
cut–off in the bottom panel is due to the choice of scale, and not a physical
discontinuity.
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This approximation is so convenient that we shall use it frequently from now
on.
The forces on the four atoms are
fL−(d, a) = k(a− a0)− u′lr(−d)− u′lr(−(d+ a)), (6.8)
fL+(d, a) = −k(a− a0)− u′lr(−d)− u′lr(−(d− a)), (6.9)
fR− (d, a) = k(a− a0)− u′lr(d)− u′lr(d− a), (6.10)
fR+ (d, a) = −k(a− a0)− u′lr(d)− u′lr(d+ a), (6.11)
or, if we assume that a is small enough to allow us to Taylor expand,
fL−(d, a) ≈ k(a− a0)− 2u′lr(−d) + au′′lr(−d), (6.12)
fL+(d, a) ≈ −k(a− a0)− 2u′lr(−d)− au′′lr(−d), (6.13)
fR− (d, a) ≈ k(a− a0)− 2u′lr(d)− au′′lr(d), (6.14)
fR+ (d, a) ≈ −k(a− a0)− 2u′lr(d) + au′′lr(d). (6.15)
6.2 Coarse Graining at Zero Temperature
6.2.1 The Rigid Approach
In the rigid approach, we freeze the dimer bond length a at its equilibrium value
a0 for an isolated dimer. The total potential energy then depends on the dimer
spacing d only and is given by
V rigidtotal (d) = 2udimer(a0) + 2ulr(d) + ulr(d+ a0) + ulr(d− a0)
= 2ulr(d) + ulr(d+ a0) + ulr(d− a0)
≈ 4ulr(d) + a20u′′lr(d). (6.16)
This result can also be derived using the principle of virtual work. Two frozen
dimers at centre-of-mass separation d attract or repel each other depending on
the value of d. To hold them in position, it is necessary to apply external
forces to cancel the long-ranged forces of interaction between the dimers. These
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external forces are given by
fLext(d) = −fL−(d, a0)− fL+(d, a0)
= 2u′lr(−d) + u′lr(−(d+ a0)) + u′lr(−(d− a0)), (6.17)
fRext(d) = −fR− (d, a0)− fR+ (d, a0)
= 2u′lr(d) + u
′
lr(d− a0) + u′lr(d+ a0). (6.18)
Imagine holding the left-hand dimer fixed at the origin and gradually moving
the centre of mass of the right-hand dimer in from x = ∞ to x = d. The
externally applied force is adjusted as the right-hand dimer moves to ensure
that it exactly cancels the internal force on the centre-of-mass at all times. The
work W done by the external force during this process is
W =
∫ d
∞
fRext(x) dx
=
∫ d
∞
2u′lr(x) + u
′
lr(x− a0) + u′lr(x+ a0) dx
= [2ulr(x) + ulr(x− a0) + ulr(x+ a0)]d∞
= 2ulr(d) + ulr(d− a0) + ulr(d+ a0). (6.19)
The work done must equal the change in potential energy of the system. In
this case, since the integration starts at x = ∞, where the potential energy is
defined to be zero, the change in potential energy is equal to the total potential
energy. Hence
V rigidtotal (d) = 2ulr(d) + ulr(d− a0) + ulr(d+ a0)
≈ 4ulr(d) + a20u′′lr(d), (6.20)
as above.
6.2.2 The Relaxed Dimer Approach
In the relaxed dimer approach, the bond length a is allowed to adjust to the
value aeq(d) that minimises the total potential energy Vtotal(d, a) at each centre-
of-mass spacing d. This is expected to be a good approximation if the time scale
on which dimer collisions takes place is much longer than the vibrational time
period of a single dimer. The approach and scattering of the two dimers then
happens slowly enough to allow the bond length to adjust almost adiabatically
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and remain very close to its equilibrium value at all times. If the vibrational
time scale is comparable to or slower than the collision time, both dimers will
be left in vibrationally excited states after the collision and the relaxed dimer
approach will be inaccurate.
Setting the differential of Eq. (6.6) with respect to a at constant d equal
to zero yields an equation for the relaxed bond length aeq(d) at centre-of-mass
separation d:
2k(aeq(d)− a0) + u′lr(d+ aeq(d))− u′lr(d− aeq(d)) = 0. (6.21)
This equation is easier to solve if we make the assumption that aeq(d) is small,
so that u′lr(d± aeq(d)) ≈ u′lr(d)± aeq(d)u′′lr(d). Substituting this approximation
back into Eq. (6.21) yields
∆aeq(d) = aeq(d)− a0 ≈ −a0u
′′
lr(d)
k + u′′lr(d)
. (6.22)
The total potential energy of the relaxed dimer with centre-of-mass spacing
d is
V relaxedtotal (d) = 2udimer(aeq(d))+2ulr(d)+ulr(d+aeq(d))+ulr(d−aeq(d)). (6.23)
Remembering that udimer(a) =
1
2k(a−a0)2 and Taylor expanding ulr(d±aeq(d))
yields
V relaxedtotal (d) ≈ k(∆aeq(d))2 + 4ulr(d) + (aeq(d))2u′′lr(d)
= k(∆aeq(d))
2 + 4ulr(d) + (a0 + ∆aeq(d))
2u′′lr(d)
= 4ulr(d) + a
2
0u
′′
lr(d) + 2a0∆aeq(d)u
′′
lr(d) + (k + u
′′
lr(d))(∆aeq(d))
2
= V rigidtotal (d) + 2a0
(−a0u′′lr(d)
k + u′′lr(d)
)
u′′lr(d) + (k + u
′′
lr(d))
(−a0u′′lr(d)
k + u′′lr(d)
)2
= V rigidtotal (d)−
(a0u
′′
lr(d))
2
k + u′′lr(d)
. (6.24)
Assuming that the harmonic springs between the two atoms in a dimer are strong
compared with the long-ranged interactions between dimers (k  |u′′lr(d)|), we
see that V relaxedtotal (d) < V
rigid
total (d). This is as expected, of course. The relaxed
potential energy tends to the rigid potential energy in the limit as the spring
constant k →∞, again as expected.
Figure 6.3 shows a comparison between the rigid potential and the relaxed
potential (as calculated in the small aeq(d) approximation) for two dimers with
a0
b = 0.1 and
kb2
2 = 10.
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We can also derive this result using forces. Let us first consider the general
case of a system with potential energy Vtotal(r) = Vtotal(q, ξ), where r = (q, ξ) is
a multi-dimensional position coordinate consisting of “microscopic” coordinates
ξ, which we intend to coarse-grain away, and “macroscopic” coordinates q, which
we intend to keep. The corresponding relaxed potential is
V relaxedtotal (q) = Vtotal(q, ξeq(q)), (6.25)
where ξeq(q) is determined by solving the equation
∂Vtotal(q, ξ)
∂ξ
= 0. (6.26)
to obtain the relaxed microscopic coordinates for any choice of macroscopic
coordinates q. Let us choose a reference point r0 = (q0, ξ0) at which Vtotal is
defined to be zero. (In our two-dimer example, r0 is the point (d = ∞, a =
a0).) The potential energy at any other point r = (q, ξ) may be obtained by
integration along a path from this reference point:
Vtotal(r) =
∫ r
r0
∇Vtotal(r′) · dr′. (6.27)
The value of this integral is independent of the path chosen, as long as the start
and end points are fixed. Writing the path integral in terms of q and ξ gives
Vtotal(q, ξ) =
∫ (q,ξ)
(q0,ξ0)
∂Vtotal(q
′, ξ′)
∂q′
dq′ +
∂Vtotal(q
′, ξ′)
∂ξ′
dξ′. (6.28)
Suppose now that the microscopic coordinates are fully relaxed at the reference
point, ξ0 = ξeq(q0), and that we choose to evaluate the integral along a path
that only passes through other relaxed points (q′, ξeq(q′)), ending at (q, ξeq(q)).
Equation (6.26) tells us that ∂Vtotal/∂ξ is zero everywhere on this path, so
Eq. (6.28) simplifies to
Vtotal(q, ξeq(q)) =
∫ q
q0
∂Vtotal(q
′, ξ′)
∂q′
∣∣∣∣
ξ′=ξeq(q′)
dq′. (6.29)
This tells us that we can obtain V relaxedtotal (q) = Vtotal(q, ξeq(q)) by integrating
the forces on the macroscopic coordinates q only, as long as the microscopic
coordinates ξ are fully relaxed at every point on the path of integration. No
external forces are then required to hold the microscopic coordinates in place,
and all of the virtual work is done on the macroscopic coordinates.
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We now return to the special case of the two dimers. As in Sec. (6.2.1),
imagine applying external forces to counteract the inter-dimer force and make
the distance between the centres of mass of the two dimers equal to d. This time,
however, as the dimer is not rigid, we have to apply the external forces to the
individual atoms, not to the dimer as a whole. To stop the externally applied
forces affecting the dimer bond length, we apply half of the total external force
on a dimer to each atom in that dimer. Eqs. (6.8) to (6.11) then become
fL−(d, a) =
1
2
fLext + k(a− a0)− u′lr(−d)− u′lr(−(d+ a)), (6.30)
fL+(d, a) =
1
2
fLext − k(a− a0)− u′lr(−d)− u′lr(−(d− a)), (6.31)
fR− (d, a) =
1
2
fRext + k(a− a0)− u′lr(d)− u′lr(d− a), (6.32)
fR+ (d, a) =
1
2
fRext − k(a− a0)− u′lr(d)− u′lr(d+ a). (6.33)
In equilibrium, all of these forces must be zero. Adding and subtracting Eqs. (6.30)
and (6.31) gives
fLext = 2u
′
lr(−d) + u′lr(−(d+ a)) + u′lr(−(d− a)), (6.34)
2k(a− a0) = u′lr(−(d+ a))− u′lr(−(d− a)). (6.35)
Since ulr(x) is an even function of x, u
′
lr(x) must be odd. These equations can
therefore be rewritten in the form
fLext = −2u′lr(d)− u′lr(d+ a)− u′lr(d− a), (6.36)
2k(a− a0) = −u′lr(d+ a) + u′lr(d− a). (6.37)
Similarly, adding and subtracting Eqs. (6.32) and (6.33) gives
fRext = 2u
′
lr(d) + u
′
lr(d− a) + u′lr(d+ a), (6.38)
2k(a− a0) = u′lr(d− a)− u′lr(d+ a). (6.39)
Eqs. (6.37) and (6.39) are equivalent, implying that both dimers have the same
value of a for any given d. They are also the same as Eq. (6.21), which was
derived via the energy minimisation approach. The external forces fLext and
fRext, as given by Eqs. (6.36) and (6.38), are equal and opposite. This is all as
expected.
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The work done by the external forces as the centre of mass of the right-hand
dimer is moved in from x =∞ to x = d is
W =
∫ d
∞
fRext(x) dx
=
∫ d
∞
2u′lr(x) + u
′
lr(x− aeq(x)) + u′lr(x+ aeq(x)) dx. (6.40)
Since the external work performed on the system must equal the change in
potential energy, this yields
V relaxedtotal (d) =
∫ d
∞
2u′lr(x) + u
′
lr(x− aeq(x)) + u′lr(x+ aeq(x)) dx. (6.41)
Remembering that
Vtotal(d, a) = 2udimer(a) + 2ulr(d) + ulr(d+ a) + ulr(d− a), (6.42)
we see that we can also write V relaxedtotal (d) in the form
V relaxedtotal (d) =
∫ d
∞
∂Vtotal(x, a)
∂x
∣∣∣∣
a=aeq(x)
dx. (6.43)
This is exactly analogous to Eq. (6.29), so
V relaxedtotal (d) = Vtotal(d, aeq(d)), (6.44)
as expected. Expressing this result in terms of udimer and ulr gives
V relaxedtotal = 2udimer(aeq(d)) + 2ulr(d) + ulr(d+ aeq(d)) + ulr(d− aeq(d)), (6.45)
in agreement with Eq. (6.23), which was obtained directly from the potential
energy.
6.3 Coarse–Graining at Finite Temperature
We now consider the finite temperature case. Firstly, we can no longer assume
that both dimers are the same length. Let the left and right dimers have bond
lengths aL and aR respectively. Eqn. (6.6) for the total potential energy of the
system of two dimers becomes
Vtotal(d, aL, aR) = udimer(aL) + udimer(aR)
+ uLR
(
d+
aR
2
+
aL
2
)
+ uLR
(
d− aR
2
+
aL
2
)
+ uLR
(
d− aR
2
− aL
2
)
+ uLR
(
d+
aR
2
− aL
2
)
. (6.46)
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For a fixed centre–of–mass spacing d, both dimers have the same equilibrium
length aeq(d). We can therefore write their actual lengths as a displacement
from this equilibrium value,
aL = aeq(d) + ∆aL,
aR = aeq(d) + ∆aR. (6.47)
Following the approach in Eqn. (6.21), Vtotal(d, aL, aR) is at a minimum for fixed
d when aL = aR = aeq(d). In other words,
∂V
∂aL
∣∣∣∣
aeq(d)
=
∂V
∂aR
∣∣∣∣
aeq(d)
= 0. (6.48)
This implies that a two–dimensional Taylor expansion about the minimum in
terms of ∆aL and ∆aR yields
V (d, aL, aR) ≈ V (d, aeq(d), aeq(d))
+
1
2
∂2V
∂aL2
∣∣∣∣
aeq(d)
(∆aL)
2
+
∂2V
∂aL∂aR
∣∣∣∣
aeq(d)
∆aL∆aR
+
1
2
∂2V
∂aR2
∣∣∣∣
aeq(d)
(∆aR)
2. (6.49)
Now
∂2V
∂aL2
∣∣∣∣
aeq(d)
=
∂2V
∂aR2
∣∣∣∣
aeq(d)
= k +
1
4
[u′′LR(d− aeq(d)) + 2u′′LR(d) + u′′LR(d+ aeq(d))] ,
(6.50)
and
∂2V
∂aL∂aR
∣∣∣∣
aeq(d)
=
1
4
[u′′LR(d− aeq(d))− 2u′′LR(d) + u′′LR(d+ aeq(d))] . (6.51)
Let us define the spring constant matrix
K =
 ∂
2V
∂aL2
∣∣∣
aeq(d)
∂2V
∂aL∂aR
∣∣∣
aeq(d)
∂2V
∂aR∂aL
∣∣∣
aeq(d)
∂2V
∂aR2
∣∣∣
aeq(d)
 . (6.52)
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Then we can write Eqn. (6.46) as
V (d, aL, aR) ≈ V (d, aeq(d), aeq(d))
+
1
2
(∆aL,∆aR)
(
K11 K12
K21 K22
)(
∆aL
∆aR
)
. (6.53)
K is a matrix of the form
(
a b
b a
)
. This has eigenvalues λ± = a ± b, and
eigenvectors e+ =
1√
2
(1, 1) and e− = 1√2 (1,−1). Substituting in the correct
values of a and b, we find that
λ+ = k +
1
2
[u′′LR(d− aeq(d)) + u′′LR(d+ aeq(d))] ,
λ− = k + u′′LR(d). (6.54)
We are now in a position to evaluate the configurational partition function. For
a fixed d, it is given by
Z(d) =
∫
exp
[
−β
(
V (d, aeq(d), aeq(d)) +
1
2
∆aᵀK∆a
)]
d2(∆a), (6.55)
where ∆a = (∆aL,∆aR) and d
2(∆a) = d(∆aL)d(∆aR). We can factor out the
first term from the integral to arrive at
Z(d) = e−βV (d,aeq(d))
∫
exp
[
−β
2
(∆aᵀK∆a)
]
d2(∆a). (6.56)
Let us transform to the basis of eigenvectors. This is a unitary transformation
with unit Jacobian, so
Z(d) = e−βV (d,aeq(d))
∫
exp
[
−β
2
λ+u
2
+ −
β
2
λ−u2−
]
du+du−
= e−βV (d,aeq(d))
√
2pi
λ+β
√
2pi
λ−β
= e−βV (d,aeq(d))
2pi
β
[
k +
1
2
u′′LR(d− aeq(d)) +
1
2
u′′LR(d+ aeq(d))
]−1/2
× [k + u′′LR(d)]−1/2 . (6.57)
If we assume aeq(d) << d, this can be simplified to
Z(d) ≈ 2pi
β
e−βV (d,aeq(d))
1
k + u′′LR(d)
. (6.58)
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Figure 6.4: The CG free energy from Eqn. (6.59), plotted for a range of
values of β. In this plot, a0/b = 0.1 and
kb2
2
= 10. The relaxed potential
is plotted for comparison, and represents the zero temperature limit of
FCG. FCG itself exhibits a strong temperature dependence which affects
the shape of the potential well. There is also a shift in the asymptotic
value of the potential at large separations. This is due to the increase in
mean energy of an isolated dimer as the temperature increases. It has no
effect on the dynamics since the curvature of the potential is not affected.
The CG free energy is then given by
FCG(β, d) = − 1
β
lnZ(d)
= − 1
β
[ln 2pi − lnβ − βV (d, aeq(d))− ln(k + u′′LR(d))]
= V (d, aeq(d))− 1
β
ln
[
2pi
β(k + u′′LR(d))
]
. (6.59)
Clearly, this formula reduces to the relaxed potential given in Eqn. (6.23) as
the temperature tends to zero (or β tends to infinity). We have plotted FCG for
various values of β in Fig. 6.4.
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Figure 6.5: The CG internal energy from Eqn. (6.59), plotted for a range of
values of β. In this plot, a0/b = 0.1 and
kb2
2
= 10. The relaxed potential is
plotted for comparison, and represents the zero temperature limit of UCG.
UCG exhibits no temperature dependence, except for a shift which has no
effect on the dynamics since the curvature of the potential is not affected.
The CG internal energy is given by
UCG(β, d) = −∂ lnZ(d)
∂β
= − ∂
∂β
[ln 2pi − lnβ − βV (d, aeq(d))− ln(k + u′′LR(d))]
= kBT + V (d, aeq(d)). (6.60)
This is equal to the relaxed potential energy, plus a temperature-dependent
shift of kBT/2 per degree of freedom that has been integrated out of the system.
This shift can have no effect on the dynamics, since it does not affect the cur-
vature of the potential. The internal energy is shifted by this factor of kBT/2
only because we are integrating out harmonic degrees of freedom. In the event
that the intramolecular interactions are anharmonic, UCG will in general have
a more complicated dependence on temperature. UCG is plotted in Fig. 6.5.
Recalling the expression F = U − TS from thermodynamics, we may calcu-
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Figure 6.6: The CG entropy from Eqn. (6.61), plotted for a range of values
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of FCG is due to the change in shape of the CG entropy as a function of
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late the CG entropy as
SCG(β, d)/kB = β [UCG(β, d)− FCG(β, d)]
= ln
[
2pi
β(k + u′′LR(d))
]
+ 1. (6.61)
The temperature-dependence of FCG is then due to this entropic term. SCG is
plotted for a range of temperatures in Fig. 6.6.
6.4 Kinetic Contribution to Partition Function
We have so far considered only the contribution to the partition function due
to the potential energy. We must also consider the kinetic energy if we want to
know the full CG Hamiltonian. The atomistic Hamiltonian of the two dimers
may be written as
H =
1
2m
[
(p−L )
2 + (p+L)
2 + (p−R)
2 + (p+R)
2
]
+ V (x−L , x
+
L , x
−
R, x
+
R), (6.62)
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where each atom has mass m and the pi are the atomic momenta. Hamilton’s
equations imply that
x˙i =
∂H
∂pi
=
pi
m
, (6.63)
or that pi = mx˙i. Therefore, the Lagrangian becomes
L =
∑
i
pix˙i −H
=
m
2
[
(x˙−L )
2 + (x˙+L)
2 + (x˙−R)
2 + (x˙+R)
2
]− V (x−L , x+L , x−R, x+R). (6.64)
We can define four new variables for the system,
xcom =
1
4
(x−L + x
+
L + x
−
R + x
+
R),
d =
1
2
(x+R + x
−
R)−
1
2
(x+L + x
−
L ),
aL = x
+
L − x−L ,
aR = x
+
R − x−R, (6.65)
which represented the centre of mass, dimer separation and left and right dimer
lengths respectively. Let us write L in terms of these new variables. We have
x−R + x
+
R = 2xcom + d,
x−L + x
+
L = 2xcom − d (6.66)
which implies that
x+R =
1
2
(2xcom + d+ aR),
x−R =
1
2
(2xcom + d− aR),
x+L =
1
2
(2xcom − d+ aL),
x−L =
1
2
(2xcom − d− aL). (6.67)
Then we can write
(x˙−L )
2 + (x˙+L)
2 + (x˙−R)
2 + (x˙+R)
2
=
1
2
[
(x˙−L + x˙
+
L)
2 + (x˙−L − x˙+L)2
]
+
1
2
[
(x˙−R + x˙
+
R)
2 + (x˙−R − x˙+R)2
]
=
1
2
[
(2x˙com − d˙)2 + a˙2L
]
+
1
2
[
(2x˙com + d˙)
2 + a˙2R
]
=
1
2
[
4x˙2com + 2d˙
2 + a˙2L + a˙
2
R
]
. (6.68)
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The Lagrangian in terms of the new variables is then
L =
m
4
[
4x˙2com + 2d˙
2 + a˙2L + a˙
2
R
]
− V (xcom, d, aL, aR). (6.69)
The corresponding momenta Πcom,Πd,ΠL,ΠR are then given by
Πi =
∂L
∂q˙I
, (6.70)
so that
Πcom = 2mx˙com,
Πd = md˙,
ΠL =
m
2
a˙L,
ΠR =
m
2
a˙R. (6.71)
We can write the Lagrangian in terms of these conjugate momenta as
L =
1
m
(
Π2com
4
+
Π2d
2
+ Π2L + Π
2
R
)
− V (xcom, d, aL, aR). (6.72)
The Hamiltonian in terms of these conjugate momenta is then
H =
1
m
(
Π2com
4
+
Π2d
2
+ Π2L + Π
2
R
)
+ V (xcom, d, aL, aR). (6.73)
The kinetic contribution to the partition function is then given by
ZK =
∫
exp
[
− β
m
(
Π2com
4
+
Π2d
2
+ Π2L + Π
2
R
)]
dΠcomdΠddΠLdΠR. (6.74)
We are now free to decide which degrees of freedom we would like to remove
from the system. Let us remove ΠL and ΠR, to end up with a partition function
that is a function of Πcom and Πd only,
ZK(Πcom,Πd) = exp
[
− β
m
(
Π2com
4
+
Π2d
2
)]∫ ∞
−∞
exp
[
− β
m
(
Π2L + Π
2
R
)]
dΠLdΠR
=
mpi
β
exp
[
− β
m
(
Π2com
4
+
Π2d
2
)]
. (6.75)
We find that the kinetic contribution to the internal energy is given by
UK(Πcom,Πd) = −∂ lnZk
∂β
=
1
β
+
Π2com
4m
+
Π2d
2m
. (6.76)
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This again includes a contribution of kBT/2 for each degree of freedom which
has been integrated out. The kinetic contribution to the free energy is given by
FK(Πcom,Πd) = − 1
β
lnZK
= − 1
β
ln
(
mpi
β
)
+
Π2com
4m
+
Π2d
2m
. (6.77)
108
Chapter 7
Atomistic Simulation
Results
In order to judge the success or failure of a particular CG model of a system, it
is necessary to have some form of benchmark to compare the model against. In
our case, this benchmark will be a fully atomistic MD simulation of a system
of C60 molecules. In this chapter, we discuss these simulations and the various
properties we calculate to compare with the CG simulations.
We chose the molecule buckminsterfullerene, or C60, for further study, since
its spherical symmetry makes the first question trivial. The correct choice for the
spatial unit is clearly the centre of mass (see Fig. 7.1). C60 has the added bonus
of being relatively small, containing only 60 atoms. This allows us to perform
fully atomistic simulations in a relatively small amount of time, providing us
with ample simulation data to benchmark our CG potentials against. Let us
now discuss some particulars of C60.
7.1 Buckyballs
The buckminsterfullerene molecule, more commonly known as a buckyball, was
first discovered by Harry Kroto et al. in 1985 [60]. They were awarded the Nobel
Prize in Chemistry in 1996 for this discovery. Buckyballs consist of 60 carbon
atoms arranged at the vertices of a truncated icosahedron, and have a diameter
of approximately 0.7 nm. The molecule consists of 32 faces, 20 hexagons and
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Figure 7.1: A single C60 molecule containing 60 carbon atoms with CG
representation shown. The red dot at the centre of mass is the position
of the CG bead. It has no physical extent but is drawn as a sphere for
clarity.
12 pentagons. The average bond length is 0.14 nm. The molecule forms a face–
centred cubic crystal structure with a lattice constant of 1.415 nm, and sublimes
to the gas phase at approximately 900K [61].
We will take buckyballs as our prototypical test case for coarse-graining, for
the reasons mentioned earlier. Our aim is to start with the simplest CG model
one could think of, and successively build up layers of complexity by incorpo-
rating more physics into the model. At each stage, we hope to quantify what
effect these changes have on quantities measured from the CG simulation. We
will use reference fully atomistic MD simulations to benchmark these quantities
against.
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Figure 7.2: Snapshot of an MD simulation of 125 buckyballs, at a temper-
ature of 1800K and density of 100 amu/nm3.
7.2 Atomistic Simulation Results
All simulations were carried out using the GROMACS 4.6.2 software package
[62–66] unless otherwise stated.
Our first benchmark simulation is of 1000 buckyballs at a temperature of
2500K and density of 100 amu/nm3 for 100 ps (see Fig. 7.2). This is hot enough
to see diffusive motion, and dense enough that plenty of collisions between buck-
yballs occur. The density was controlled by using periodic boundary conditions
with a cubic simulation cell.
When choosing the time step to use in an MD simulation, there are two
important measurements which must be made when testing conservation of
total energy: the magnitude of the energy fluctuations and the rate of energy
drift over time. Both of these errors are caused to an extent by truncation of the
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Figure 7.3: Total energy per atom as a function of time during a 100 ps
simulation. A linear fit to this data is also shown. Instantaneous energy
fluctuations about the mean are approximately 7.6× 10−5 kJ/mol. Total
energy drift per atom is 4.0 × 10−7 kJ/mol per ps, calculated from the
gradient of the linear fit.
Taylor series expansion used in the integration algorithm, and can be controlled
by reducing the size of the time step. It is desirable to keep both errors as small
as possible, whilst still using a large enough time step to be able to perform
a useful simulation with available computational resources. A more detailed
discussion of energy conservation in MD simulations can be found in [67]. We
chose a time step of 1 fs in our simulations. This results in a standard error in
the total energy per atom of 7.6×10−5 kJ/mol, and an energy drift per atom of
4.0×10−7 kJ/mol per ps (see Fig. 7.3). This energy drift per atom is equivalent
to a temperature gain per atom of 5.3 × 10−10 K per ps, a negligible amount
considering the system temperature is 2500K.
A cutoff radius of 1.1 nm was used for the nonbonded interactions in our
force field, with a neighbour list cutoff length of 1.2 nm. A Langevin thermostat
with a time constant of 2 ps was used during an initial 100 ps NVT simulation
to bring the system to the target temperature of 2500K. It was then switched
off, and all statistics were gathered from an NVE simulation with no thermostat
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Figure 7.4: Pair correlation function from system of 1000 buckyballs.
applied.
The pair correlation function for the buckyball centre of masses is shown
in Fig. 7.4. The position of the first peak here is 1.0 nm, corresponding to
the minimum energy separation of two buckyballs. The first minimum and
second peak are visible at approximately 1.5 nm and 2.0 nm respectively. This
shape is characteristic of a diffusive gas. The mean squared displacement of the
buckyball centre of masses is shown in Fig. 7.5. The diffusion constant for a
C60 molecule can be estimated from the gradient of this plot using the Einstein
relation, and is (193.5± 3.3)× 10−5 cm2/s.
Also of interest is how the pressure behaves for our system. In Fig. 7.6, we see
that pressure fluctuates wildly from timestep to timestep in an MD simulation.
However, there is still a well–defined mean pressure of 44.9± 1.7 bar.
The normal mode frequencies for a single minimised C60 molecule are shown
in Fig. 7.7. There are several degenerate modes, including the three rotational
and three translational modes which all have eigenvalue zero.
For the purposes of coarse-graining, it would be useful to be able to rank
the importance of different normal modes in a molecule. Modes with a large
amplitude, or modes with large fluctuations in amplitude, could be considered
good candidates for being kept in a CG model. Modes whose amplitudes re-
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mained fairly constant could be ignored and left out entirely as explicit degrees
of freedom.
We took the test case of two buckyballs colliding in a head-on collision (see
Fig. 7.8), and devised a procedure for analysing the excitations of the normal
modes at each stage of the collision, hoping that this would provide some insight
into which modes are essential for a CG simulation of buckyballs. The procedure
works as follows.
• Analyse the positions and velocities of every atom in one of the buckyballs
at each time step in the simulation, before, during and after a collision
occurs.
• Place a reference structure, the energy-minimised static buckyball, at the
origin. The centre of mass of the simulated buckyball is shifted back to the
origin at every time step, so the atomic displacements can be compared
with the reference structure.
• Take account of the possibility that the buckyball has rotated, by finding
the best fit rotation which brings the simulated buckyball back to the same
115
Figure 7.8: Two buckyballs at the beginning of a 100 A˚ /ps head-on col-
lision along the x axis. This is an unrealistically energetic collision, cor-
responding to a temperature of approximately 3 million K, intended to
exaggerate the deformation of the buckyballs.
orientation as the reference buckyball. The algorithm outlined in [68] was
used to find this optimal rotation. It uses the quaternion representation
for rotations, and a Newton-Raphson minimisation scheme to find the
rotation which minimises the root-mean-square distance (RMSD) between
the reference and simulated buckyball.
• Once the simulated buckyball has been translated and rotated back as
close to the reference buckyball as possible, compute the displacement of
each atom from its reference counterpart.
To compute the normal mode amplitudes cα at each time step, recall Eqn. (5.89)
and take its first derivative:
Y(t) =
3N∑
α=1
cαeα cos(ωαt+ φα),
Y˙(t) = −
3N∑
α=1
cαeαωα sin(ωαt+ φα).
(7.1)
Since the eα are orthonormal,
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Y(t) · eα = cα cos(ωαt+ φα),
Y˙(t) · eα = −cαωα sin(ωαt+ φα).
(7.2)
Square both sides and add to arrive at
c2α = (Y · eα)2 +
(Y˙ · eα)2
ω2α
. (7.3)
This formula is not valid for the 6 normal modes with eigenvalues of zero. For
these 6 modes, we arbitrarily set cα to zero. The other 174 values of cα can
be found at each time step of the simulation using Eqn. (7.3). Making a movie
of these amplitudes, it is possible to watch the evolution of the normal mode
amplitudes as a function of time during the simulation.
Fig. 7.9 shows a comparison between the normal mode amplitudes before
and after a 100 A˚ /ps collision. It is clear that the five-fold degenerate normal
modes with a frequency of approximately 46 THz are the most highly excited
by the collision. These modes correspond to “squashing” of the buckyball,
and we would expect them to become excited due to the large amount of axial
deformation visible in Fig. 7.8. This suggests that the “squashing” modes would
be a good candidate for inclusion in a CG model of buckyballs. Many of the
higher frequency modes are not excited very much during collision, and they
may be candidates for exclusion.
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Figure 7.9: Comparison of normal mode amplitudes at two different time
steps in a simulation of buckyball collision. The blue curve shows the
amplitudes before collision has taken place, where the centre of mass sep-
aration of the two buckyballs is 15 A˚ . The red curve shows the amplitudes
150 fs later, just after collision has occurred.
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Chapter 8
Generating Coarse–Grained
Potentials
In Chapter 6, we derived CG potentials for a simple system of two dimers. Of
course, for any CG method to be useful, we must be able to apply it to a more
realistic system. We will now study how CG potentials can be generated for
our test system of buckyballs, using the analytical results for two dimers as a
reference point.
8.1 The Girifalco Potential
There have been attempts to generate CG potentials for buckyballs in the past.
Girifalco derives an approximate analytic CG interaction potential between C60
molecules [69]. He first assumes that the carbon atoms interact via a Lennard-
Jones potential,
V (x) = − A
x6
+
B
x12
, (8.1)
where x is the separation of the atoms, A = 0.0019266 kJ/mol (nm)6 and
B = 3.357787 × 10−6 kJ/mol (nm)12 are constants obtained by matching to
experiment (note that A and B are defined the opposite way round to normal).
He then makes the approximation that each C60 molecule can be represented
by a sphere, with the carbon atoms uniformly “smeared out” across its surface.
He computes the potential energy of interaction between the two spheres using
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Figure 8.1: Plot of the Girifalco potential Eqn. (8.2), using parameters
from [69].
surface integration (see Appendix A for a detailed derivation). The result is the
potential
V (r) =− α
[
1
s(s− 1)3 +
1
s(s+ 1)3
− 2
s4
]
(8.2)
+ β
[
1
s(s− 1)9 +
1
s(s+ 1)9
− 2
s10
]
, (8.3)
where s = r/2a, 2a = 0.71 nm is the C60 diameter, α = N
2A/12(2a)6 where
N = 60, and β = N2B/90(2a)12. This potential is plotted in Fig. 8.1.
We can recalculate the Girifalco potential using parameters from our force
field. To do this, we perform a conjugate gradients energy minimisation of a
single buckyball with our parameters from the OPLS–AA force field, to find
its equilibrium structure. By calculating the mean distance of each atom from
the buckyball’s centre of mass, we obtain the mean radius of the buckyball.
For our force field, this corresponds to a buckyball diameter of 0.70 nm, which
is 0.01 nm smaller than the value used in Girifalco’s paper. The values of A
and B we used for the Lennard-Jones force between carbon atoms are A =
0.0023449 kJ/mol (nm)
6
and B = 4.693426× 10−6 kJ/mol (nm)12 respectively.
The potential is plotted in Fig. 8.2, using both Girifalco’s parameters and our
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Figure 8.2: Plot of the Girifalco potential using parameters from the paper,
and using parameters from our force field.
own. Our parameters give a slightly deeper potential well than Girifalco’s,
because the Lennard–Jones well depth  used in our force field is slightly larger,
but otherwise the two curves are qualitatively similar.
8.2 The Rigid Approximation
The derivation of the Girifalco formula assumes the buckyballs are perfectly
spherical. We can test this assumption by treating the buckyballs as rigid
bodies with the correct geometry, and evaluating the potential numerically. Two
buckyballs are placed along the x–axis with their centre of masses 0.9 nm apart.
Each buckyball is rotated independently by a random angle, and the Lennard-
Jones interactions between the two molecules are calculated using the values of
A and B from OPLS–AA. This is repeated for 100 random rotations, and the
mean potential energy for this separation is computed. This is then repeated for
increasing centre of mass separations up to 1.6 nm, to build up a pair potential
(see Fig. 8.3). We see that the rigid approximation is in agreement to within
error with the analytic formula. This is to be expected, since the points of
a truncated icosahedron all lie on the surface of a sphere, and we are simply
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Figure 8.3: Rigid approximation to the Girifalco potential using our pa-
rameters, indicated by circles. Corresponding analytic curve plotted with
solid lines for comparison.
calculating this spherical average numerically.
This rigid approximation used by Girifalco corresponds to keeping the bond
length of each dimer rigidly fixed in the example of two dimers. As one would
expect, we will see that this approximation is valid in simulations performed at
low temperatures, but becomes increasingly bad as the temperature is increased.
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Figure 8.4: Relaxed approximation to the Girifalco potential. A cubic
spline has been fitted to the relaxed data for clarity. The relaxed poten-
tial here was generated without the use of cut–offs in the Lennard–Jones
potential.
8.3 The Relaxed Approximation
We can improve on our assumption that the buckyballs are rigid, inflexible ob-
jects by allowing them to relax according to the properties defined in our force
field. For each fixed buckyball separation, we run 100,000 steps of conjugate
gradient energy minimisation to find the lowest energy configuration for that
separation. We repeat this 100 times with a random initial buckyball orienta-
tion for each separation. We then calculate the mean force between buckyball
centre of masses across these 100 mimisations, fit a cubic spline to the force
and integrate it to obtain a potential. The resulting potential curve is shown in
Fig. 8.4. This plot was generated without using cutoffs in the Lennard–Jones
interaction between carbon atoms, and we see that the relaxed potential mini-
mum is lower than the Girifalco potential. In Fig. 8.5, the relaxed potential was
regenerated with the use of cutoffs in the potential. This results in an upwards
shift of the relaxed potential. This second version generated with cutoffs is used
from now on for consistency with our atomistic force field.
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Figure 8.5: Relaxed approximation to the Girifalco potential. A cubic
spline has been fitted to the relaxed data for clarity.
The position of the minimum in the relaxed curve has moved to the left by
around 0.03 nm. This is because the buckyballs are now free to “squash up”
closer to each other, shifting the equilibrium separation of their centres of mass
closer.
This approach corresponds to allowing the two dimers to relax to their min-
imum energy configuration when the separation between their centres of mass
is held fixed.
8.4 Constrained Pair Dynamical Simulations
The rigid and relaxed methods described so far essentially amount to zero tem-
perature methods for generating the CG potential. These potentials may not be
suitable for use in simulations at higher temperatures. We therefore need to find
a numerical approach to generating a CG potential which is analogous to the
finite temperature case for two dimers, described in 6.3. In the next sections, we
will describe methods for doing this, as well as the technical challenges which
must be overcome.
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8.4.1 The Brute Force Approach
In this approach, two buckyballs are kept at a fixed separation using the SHAKE
constraint algorithm, and thermalised using the Langevin thermostat for 100 ps.
The atomic positions and velocities from the last timestep in the thermalised run
are used as input for a longer NVE run, during which the average internal energy
is calculated. This procedure is repeated at increasing buckyball separations, to
build up a curve of internal energy as a function of separation. We will refer to
potentials generated via direct measurement of the internal energy as internal
energy potentials in what follows.
There are two main problems with this method. The first is that the standard
deviation on the temperature in an NVT simulation is given by
σ = T
√
2
ndeg
, (8.4)
where ndeg is the number of degrees of freedom in the system. In our case of
two constrained buckyballs,
ndeg = (2× 60× 3)− 3− 1 = 356, (8.5)
because there are 2 buckyballs, 60 atoms per buckyball, 3 spatial directions,
we must subtract 3 because of the initial removal of linear momentum, and
we must subtract 1 because of the single constraint between buckyballs. For
even a very low temperature of 100K, this results in a standard deviation in the
temperature of 7.50K. What this means is that, when we end our NVT run the
final configuration of velocities will give rise to a temperature that may not be
very close to the target temperature of 100K. When we initialise an NVE run
from this configuration, the total energy will therefore be either increased or
decreased by a certain amount. If we now repeat the procedure for a buckyball
pair with a slightly larger separation, again the temperature will not be exactly
100K, and this will result in a discrepancy between the total energies of the two
separations (see Fig. 8.6).
The second problem with this method is that, particularly at close separa-
tions, it is possible that the buckyballs could become locked in an energetically
favourable configuration. If this happens, we will not be correctly sampling all
possible orientations. We can solve both these problems by performing many
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Figure 8.6: Mean temperatures from 12 independent MD simulations of
constrained buckyball pairs at different separations, nominally at 100K.
Error bars are plus/minus 1 standard error.
simulations for each separation, each starting with a different random orienta-
tion of the buckyballs in the pair, and a different total energy sampled from the
Boltzmann distribution at temperature T . For 100 simulations, we obtain the
potential in Fig. 8.7. This data is not smooth enough to make a good cubic
spline fit to. It therefore cannot be used as a potential to perform CG simula-
tions with, since any potential needs to be very smooth in order to avoid energy
conservation artefacts. A possible solution to this problem is to perform many
more simulations at each separation to reduce the size of the error bars. How-
ever, we found that an impractically large number of simulations was needed to
achieve a smooth fit. The problem only gets worse if we try to generate the po-
tential at higher temperatures. In the next section, we discuss some alternative
solutions.
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Figure 8.7: Mean total energy from constrained pair simulation. The
individual results from the 100 simulations at each separation are plotted
in blue for comparison.
127
8.4.2 Generating Free Energy Potentials from Forces
An alternative method to the brute force approach described above is to examine
the mean inter–buckyball force during a simulation, and then integrate this force
to obtain a potential. Since this integral yields a two–body approximation to
the potential of mean force, it represents the average work required to bring two
buckyballs from infinity to a separation of r. We therefore refer to CG potentials
generated using this force integration method as free energy potentials.
Since the force between buckyballs is a derivative quantity, we find that
its statistical error is much smaller than attempting a direct measurement of
the internal energy by the brute force approach. This allows us to produce a
smooth potential which is suitable for use in a CG simulation within a reasonable
number of repeats.
We now discuss how to implement the force integration method in practice.
Firstly, we need to calculate the mean inter–buckyball force at each separation.
Let us label the pair of buckyballs as buckyball 1 and buckyball 2. We will
consider the force on the centre of mass of buckyball 1 at a specific time step t
in the simulation. This is given by the sum of the forces on each atom comprising
the molecule,
fcom(t) =
60∑
i=1
fi(t). (8.6)
Let the centre of mass positions of buckyball 1 and 2 be given by r1 and r2
respectively. Then the distance vector between centres of mass is given by
r12 = r2 − r1. The magnitude of the COM force along this distance vector is
given by
fcom(t) =
fcom · r12
|r12| . (8.7)
It can be seen from this equation that if fcom · r12 is positive (negative), the
COM force between buckyballs is attractive (repulsive). The mean COM force
over one simulation run j consisting of nsteps time steps is then
〈fcom〉j =
1
nsteps
nsteps∑
t=1
fcom(t). (8.8)
The mean COM force over all nruns independent simulation runs is then
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〈fcom〉 = 1
nruns
nruns∑
j=1
〈fcom〉j . (8.9)
We also calculate the standard error of this quantity. This process is repeated
for each COM spacing we wish to evaluate the mean force at. We then perform
a weighted univariate cubic spline fit to the data, using the standard errors
as weights, with a standard routine from the scientific programming library
Scipy [70] in the Python programming language. An example of the result of
this procedure for 100 simulation runs at each separation is shown in Fig. 8.8).
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Figure 8.8: Mean force between buckyballs generated from 100 constrained
pair simulations at each separation for buckyballs at 2500K. Weighted
spline fit to data is shown as solid line.
We now seek a way to generate a CG potential from this force data, which
we will refer to as f(r). Let us assume it corresponds to some potential energy
function V (r) by the standard formula
f(r) = −dV
dr
. (8.10)
A naive application of the fundamental theorem of calculus tells us that∫ r
0
f(r′)dr′ = −
∫ r
0
dV
dr′
dr′ = V (0)− V (r). (8.11)
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However, since we cannot evaluate the force at r = 0 numerically (and it would
be infinite), it is impossible to calculate the integral here in order to evaluate
the potential at r. A better solution would be to change the limits of integration
to integrate inwards from infinity, so that
−
∫ r
∞
dV
dr′
dr′ = V (∞)− V (r). (8.12)
Assuming the potential at infinity is zero, we find that
V (r) = −
∫ r
∞
f(r′)dr′. (8.13)
We may now evaluate the potential by integrating the area under the cubic spline
fit, provided out data extends at least to the point where the force becomes zero.
We carried out this force integration procedure to generate free energy po-
tentials at a range of different temperatures (see Fig. 8.9). We also plot the
relaxed approximation potential for comparison.
It can be seen that the relaxed approximation appears to be the zero temper-
ature limit of this method. This is to be expected, since running a constrained
pair dynamical simulation at a temperature close to 0K will result in negligible
thermal deformation of the buckyballs. The structure attained by buckyballs
held at a fixed close separation will be the minimum energy configuration, pro-
vided sufficient time steps are used to allow relaxation to take place.
It can also be seen that the position of the minimum in the free energy
potentials shifts to the right as the temperature is increased. This is because
the effective mean radius of the buckyballs increases with temperature, resulting
in an equilibrium COM separation with the COMs slightly further apart.
Another interesting feature of this plot is that the well depth of the potentials
shifts upwards as the temperature is increased. A qualitative explanation for
this is that the higher the temperature is, the easier buckyballs find it to escape
becoming bound together. The only way this behaviour can be reflected in a
pair potential generated at one specific temperature is for the well to become
shallower as a function of increasing temperature.
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Figure 8.9: Constrained pair free energy potential generated at a range of
temperatures. The relaxed approximation potential is plotted for compar-
ison.
8.4.3 Generating Internal Energy Potentials from Free En-
ergy Potentials
Previously, we discussed the difficulties associated with trying to evaluate the
internal energy potential directly via the brute force approach. Fortunately, the
free energy potentials calculated by integrating the force provide an indirect
way to accomplish this. Recall from thermodynamics the formula
U(β) = F (β) + β
∂F
∂β
, (8.14)
or, in terms of temperature,
U(T ) = F (T )− T ∂F
∂T
. (8.15)
This shows that if we know the free energy at a range of temperatures T , we can
calculate the derivative ∂F/∂T , and hence the internal energy potential U(T ).
To calculate the derivative, it helps to examine the free energy as a function
of temperature at a fixed value of buckyball separation. This can be found by
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considering the free energies for one point on the x axis taken from Fig. 8.8.
Some representative examples are plotted in Fig. 8.10.
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Figure 8.10: Free energy as a function of temperature for three buckyball
centre of mass spacings chosen near the potential minimum.
It is clear that F is an approximately linear function of β for temperatures
between 500K and 2500K. This allows us to calculate U(T ) for any temperature
between 500K and 2500K, by applying Eqn. (8.15) individually for each bucky-
ball separation. The resulting internal energy potentials are plotted in Fig. 8.11,
and are virtually independent of temperature. This must be the case, since by
differentiating Eqn. (8.15) with respect to T for a particular separation, we find
dU
dT
=
dF
dT
− dF
dT
− T d
2F
dT 2
= −T d
2F
dT 2
, (8.16)
and in the region where F is linear with respect to T , d2F/dT 2 = 0, and so
dU
dT
= 0 =⇒ U(T ) is constant. (8.17)
Here, it should be stressed that U is not strictly the thermodynamic internal
energy of the system, but rather a function U(r, T ) of the separation of two
buckyballs. Hence, the formula above is not implying that the specific heat
capacity of the system is strictly zero.
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Figure 8.11: Internal energy potentials derived from free energy poten-
tials at a range of temperatures. The three temperatures are virtually
indistinguishable.
The free energy and internal energy potentials are plotted together in Fig.
8.12 for two representative temperatures, 500K and 2500K. It can be seen that
the difference between the free and internal curves grows as the temperature is
increased.
We now compare properties calculated in a fully atomistic MD simulation
with CG simulations using the free and internal energy potentials generated at
2500K. The results are summarised in Table 8.1. The internal energy potential
underestimates the true pressure by 4 bar. It also yields the largest diffusion
constant. For comparison, the pair correlation functions are plotted together
in Fig. 8.13. The internal energy potential yields a first maximum in the pair
correlation function which is too high, a manifestation of its shallower potential
well depth. This can also be seen from the overestimation of the coordination
number when using the internal energy potential.
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Figure 8.12: The internal energy potential plotted alongside free energy
potentials at 500K and 2500K. The difference grows with increasing tem-
perature.
Pressure (bar) Coordination number D (10−5 cm2/s)
Atomistic 44.9 ± 1.7 2.46 193.5
Free 43.0 ± 0.2 2.46 196.1
Internal 40.8 ± 0.2 2.53 202.9
Table 8.1: Comparison of properties calculated from 100 ps simulation of
1000 buckyballs at a temperature of 2500K. Coordination number obtained
by integrating 4pir2ρg(r) between 0.75 and 1.6 nm.
134
0.5 1.0 1.5 2.0 2.5
r (nm)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
g(
r)
atomistic
free
internal
Figure 8.13: Comparison of pair correlation functions calculated from 100
ps simulation of 1000 buckyballs at a temperature of 2500K.
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8.5 Unconstrained Dynamical Simulations
In the previous sections, we explored some of the problems with generating a
CG potential directly from a pair of constrained buckyballs. An alternative
approach to this problem is to generate a potential from a MD simulation of a
periodic box full of many molecules, avoiding the use of contraints entirely. By
doing so, we will be including the effect of many–body interactions in the pair
potential. This approach is very similar to the force matching method applied
by Voth et al. in [18].
We have written a program to extract CG pair potentials from a simulation
of a box of buckyballs. As input, this program requires a trajectory file from
an NVE simulation of the box. This trajectory file must contain the positions,
velocties and forces of each atom at regular intervals. Our program also requires
a list of the force field and simulation parameters used in the original simulation.
The program begins by extracting the trajectory of a particular buckyball
pair from the original trajectory file. For each frame, we use GROMACS to
compute the potential energy of the buckyball pair in isolation, as well as the
force between buckyballs, resolved along the vector between their centres of
mass. It should be stressed that no further MD simulation is performed on the
isolated pair; instead, the atomic positions generated from the original ensemble
are used.
This process is repeated for every distinct pair of buckyballs in the original
simulation. For N buckyballs, and a trajectory file containing nframes coor-
dinate snapshots, the total number of independent force and potential energy
measurements we have is then
nmeasurements =
1
2
N(N − 1)nframes (8.18)
The number of data points therefore has a fast growth rate of O(N2). It suffices
to consider a relatively small number of trajectory frames for large N , provided
the simulation snapshots are taken sufficiently far apart to be decorrelated in
time.
Next, the program bins the pair separations into histogram bins. The cor-
responding forces are also binned, and the mean forces in each bin are used to
generate a plot of force against separation (see Fig. 8.14). A cubic spline fit to
this data is made, and the area under the spline curve is integrated analytically
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Figure 8.14: Mean force from histogram bins, generated from an MD
simulation of a box of 1000 buckyballs at a density of 700 amu/nm3 and
temperature of 2500K. 10 trajectory frames were used, taken at 10 ps
intervals. Cubic spline fit to data also shown.
from the end of the data range inwards, producing a free energy potential curve
(see Fig. 8.15).
There are some technical challenges involved in this approach. Firstly, when
binning the buckyball pair separations, there are naturally less pairs with very
close separations. This is because the buckyballs repel each other at short dis-
tances, making it less likely to find trajectory snapshots of two buckyballs close
together. This makes the statistical error on the leftmost data points in Fig.
8.14 larger than elsewhere. We can overcome this by simply sampling more
trajectory snapshots, or considering simulations of more buckyballs. Also, this
problem is reduced by increasing the density that the original MD simulation
is performed at, which increases the probability of finding two buckyballs close
together. Equivalently, running the original MD simulation at a lower tempera-
ture will improve the statistics since buckyballs will spend more time on average
trapped inside the potential well. The constrained pair approach described in
the previous sections is at an advantage here, since we can explicitly constrain
buckyballs very close together.
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Figure 8.15: Free energy curve obtained from integrating spline fit in Fig.
8.14 from end of data range inwards. Inset is a magnification of the po-
tential minimum. Dotted lines indicate the integral of a spline fitted to
the minimum and maximum error bars in Fig. 8.14.
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Secondly, the extraction of individual pair trajectories from the original tra-
jectory file is very time consuming. Figs. 8.14 and 8.15 were generated from
an NVE MD simulation of 1000 buckyballs over 100 ps, at a temperature of
2500K and density of 700 amu/nm3. Trajectory snapshots at 10 ps intervals
were taken, giving 10 frames of data to analyse. Eqn. (8.18) tells us that there
are 499,500 distinct pairs to consider. On an Intel Core i7 processor, this pro-
cedure takes around 24 hours. While this may be negligible compared to the
time taken to run an equivalent large MD simulation, the potential has to be
regenerated at each distinct temperature we wish to perform a CG simulation
at. This can add up to a substantial amount of computer time used purely to
generate the CG potentials, and for relatively small systems it may actually be
more efficient to run the fully atomistic MD simulations.
A separate problem is the issue of measuring the internal energy potential
using this separation binning method. From the simulation described above, an
attempt to do this is shown in Fig. 8.16. Clearly, this data is unconverged and
it is impossible to fit a sensible spline curve. We found that it would take an
impractically long time to converge this data to a point where an acceptable
spline fit could be made. Fortunately, we can still use the approach outlined
in 8.4.3 to generate internal energy potentials indirectly from the free energy
curves.
In Fig. 8.17, we plot the potential in Fig. 8.15 generated from this uncon-
strained technique at a density of 700 amu/nm3. We also plot an unconstrained
potential generated at 100 amu/nm3, alongside the equivalent constrained pair
potential obtained from the method described in 8.4.2. The two approaches
produce very similar results which are indistinguishable to within line width.
This suggests that many–body effects do not have a major effect on buckyball
interactions.
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Figure 8.16: Mean internal energy calculated from pair binning method.
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Figure 8.17: Free energy curve obtained from integrating spline fit in Fig.
8.14 from end of data range inwards, obtained at 2500K at two different
densities. Constrained pair potential generated at 2500K from previous
section plotted for comparison.
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8.6 The Entropic Approach
In Chapter 6, we proved for a simple system of two dimers that the CG free
energy of the dimer pair is equal to the relaxed energy at a fixed separation
d, plus an entropic contribution due to the vibrational degrees of freedom in
the dimers (see Eqn. (6.59)). This suggests a potentially very useful method of
generating a CG free energy potential at finite temperature for a more complex
system.
Firstly, we perform a constrained energy minimisation of a pair of molecules
at fixed separation d, and repeat for many values of d to generate a relaxed
potential Vrelaxed(d) as outlined in Section 6.2.2. We then calculate the normal
mode frequencies νi of the constrained pair of molecules using the method de-
scribed in Section 5.10. In general, these frequencies will change as a function
of separation between the molecules, so the normal mode calculation must be
repeated at each separation we are interested in. If we assume the normal modes
are harmonic, which is always the case at low temperatures, then the entropy
of each normal mode is simply the entropy of a classical harmonic oscillator
Ssho, given in Eqn. (3.39). The total vibrational entropy of the molecular pair
at separation d is then given by
Stot(d) =
nmodes∑
i
Ssho(νi(d)). (8.19)
We may then calculate an entropic potential by analogy with the formula F =
U − TS as
Ventropic(d) = Vrelaxed(d)− TStot(d). (8.20)
We expect this potential to coincide with one generated via the constrained pair
approach, to the extent that the harmonic approximation is a good one.
This entropic method has a major advantage over the constrained pair ap-
proach. Instead of performing numerous dynamical simulations of a constrained
molecular pair and averaging to obtain a potential, in the entropic method it is
sufficient to perform one energy minimisation and one normal mode calculation
at each separation. In general, this makes the entropic potential much faster
to generate than the constrained pair potential. Additionally, the constrained
pair method must be repeated every time we wish to generate a potential at a
new temperature. This is not necessary in the entropic method, since we have
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Figure 8.18: Normal mode frequencies of a constrained pair of buckyballs,
at two different centre of mass separations. There are 360 modes in the
system, the first six of which are translational and rotational modes with
eigenvalues of zero.
analytic forms for all the temperature–dependent terms. This makes it trivial
to calculate an entropic potential suitable for use at any temperature we wish.
We now demonstrate the application of the entropic approach to our system
of buckyballs. The normal mode frequencies of the constrained buckyball pair
are plotted for two different buckyball separations in Fig. 8.18. The difference
between frequencies at different separations is more clearly shown in Fig. 8.19
The entropy calculated at various buckyball separations is plotted in Fig. 8.20
for three different temperatures. This entropic term is then subtracted from
the relaxed potential shown in Fig. 8.5 to produce the entropic potential shown
in Fig. 8.21 The entropic potential is not in complete agreement with the con-
strained pair potential generated at 10,000 K. We used the normal mode analysis
program which comes with GROMACS to generate the normal mode frequen-
cies. This program does not support intermolecular constraints during normal
mode analysis, which may explain the discrepancy between the two potentials.
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Figure 8.19: Difference between normal mode frequencies calculated at
separations of 0.9 and 2.0 nm. The most significant differences are present
in the low frequency modes.
143
0.90 0.95 1.00 1.05 1.10 1.15
Separation (nm)
−80
−70
−60
−50
−40
−30
−20
−10
0
10
T
S
(k
J
/m
ol
)
10K
1000K
10000K
Figure 8.20: Entropy as a function of buckyball separation for three dif-
ferent temperatures. Each curve has been shifted to 0 by subtracting the
entropy at infinite separation as a function of T . This shift has no effect
on the dynamics.
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Figure 8.21: Entropic potential generated at three different temperatures.
The constrained pair potential generated at 10,000 K is plotted for com-
parison.
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8.7 Using Coarse–Grained Potentials in Simula-
tions
In previous sections, we have generated coarse–grained potential curves using
several different techniques. In order to use one of these potentials to perform
a simulation, we must convert it into a format usable by GROMACS. The
software requires that the potential and force be specified on a uniform grid of
separations, with a grid spacing of 0.0005 nm for double precision calculations.
The first requirement is that the potential V (r) must tend to 0 as r tends
to infinity. This is not the case for some of our potentials, where the internal
energy of the buckyballs themselves is included and therefore the potential is
not zero at infinity. To rectify this, we can calculate the mean value of the
potential at large separations, and subtract this from the whole curve.
The second step is to ensure the potential is smooth. We generally only
know the value of the potential at a discrete set of points, so it is necessary to
fit a smooth function to the data. We used a weighted cubic spline fit, where the
inverse standard error of each data point was used as a weight. This ensures that
points with large standard errors are weakly weighted in the fit. An alternative
would be to use an interpolated spline fit, which passes through each data point,
but this can lead to sudden sharp changes in the potential. This is undesirable
as it will cause energy conservation problems in the final simulation.
The next problem is that GROMACS requires the potential to be defined
for all possible values of r, from rmin = 0 all the way to the maximum possible
separation rmax. Generally we cannot calculate values of the potential all the
way down to rmin = 0, as the simulation becomes numerically unstable when
the buckyballs are forced very close together. Instead, we must compute the
CG potential at the closest separation possible, and then fit a repulsive wall
function at this point. We used a linear function with the same gradient as the
potential at this point. The precise functional form is not important, as two
CG particles will never actually get this close to each other during the course
of a normal simulation because of the strong repulsive forces between them.
Under periodic boundary conditions in a cubic box of side length a, the
maximum possible separation of two particles is half the length of the body
diagonal,
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rmax =
√
3
2
a. (8.21)
It would be computationally wasteful to calculate the potential at such large
separations, since we know the interaction strength is effectively zero. Instead,
it suffices to compute the potential up to the cutoff radius rcut, and then pad
the rest of the data with zeros.
There is an additional problem with rcut that needs to be considered. In
the atomistic simulations, we used a cutoff radius of 1.1 nm for Lennard–Jones
interactions between carbon atoms. In the CG simulations, we are instead con-
sidering interactions between buckyballs. If the centres of mass of two buckyballs
are 1.1 nm away, there will still be carbon atoms on each buckyball within in-
teraction range of each other. The attraction will in fact only go to zero when
the centre of mass separation r = rcut + 2a, where a is the buckyball radius.
Because of this, we use an extended cutoff radius of 1.1 + 0.7 = 1.8 nm in the
CG simulations.
GROMACS performs no postprocessing of the tabulated potential file it
is given. This causes a problem at the cutoff radius of 1.8 nm, because if
the potential is not exactly zero at rcut, there will be a discrete jump in the
potential. This causes an infinity in the force F (x), which in turn causes energy
conservation problems. The solution is to add a switch function to the force,
which causes the force to taper smoothly to zero at rcut. Let xb and xe be
the positions to begin and end switching the force, respectively. We define a
switching function s(x) as
s(x) = a(x− xb)2 + b(x− xb)3, (8.22)
where
a = − 3
γ2
F (xe) +
1
γ
F ′(xe),
b =
2
γ3
F (xe)− 1
γ2
F ′(xe),
γ = xe − xb. (8.23)
We choose a cubic function for s(x) since this allows us to make the first and
second derivative of the force continuous at the boundaries. Then the force is
modified as follows:
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F (x) =

F (x) if x < xb,
F (x) + s(x) if xb ≤ x ≤ xe,
0 if x > xe.
(8.24)
This in turn causes a modification to the potential V(x) over the whole range.
Recall
F (x) = −dV
dx
. (8.25)
By the fundamental theorem of calculus,
V (b)− V (a) = −
∫ b
a
F (x′)dx′. (8.26)
Since we are stipulating that V (∞) = 0, this becomes
V (x)− V (∞) = V (x) = −
∫ x
∞
F (x′)dx′. (8.27)
From Eqn. (8.24), we can find the potential by integrating from infinity inwards
towards zero. Clearly,
V (x) = −
∫ x
∞
0 dx′ = 0 if x > xe. (8.28)
If xb ≤ x ≤ xe,
V (x) = 0−
∫ x
xe
F (x′) + s(x′)dx′
= V (x)− V (xe)− S(x) + S(xe), (8.29)
where S(x) is the definite integral of s(x), again by the fundamental theorem
of calculus. Finally, if x < xb,
V (x) = 0−
∫ xb
xe
F (x′)dx′ −
∫ x
xb
F (x′)dx′
= V (x)− V (xe) + S(xe)− S(xb). (8.30)
Clearly, modifying the force with a switch function causes the potential to be
shifted across its entire range up to rcut. Generally, this shift is small, and is a
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Figure 8.22: Switched and unswitched versions of the Lennard–Jones force
for xb = 2.1 and xe = 2.4 nm. The switched version tends smoothly to
zero at the cutoff.
small price to pay to avoid energy conservation problems due to the finite cutoff
radius. In Figs. 8.22, 8.23 and 8.24, we show examples of the switch function
being applied to the Lennard–Jones potential.
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Figure 8.23: Switched and unswitched versions of the Lennard–Jones po-
tential for xb = 2.1 and xe = 2.4 nm. The switched version tends smoothly
to zero at the cutoff.
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Figure 8.24: Switch force and potential on the same plot. Applying the
switch affects the potential across the entire switching range, but the effect
is small compared to energy conservation problems which occur with the
unswitched potential.
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Chapter 9
Coarse–Grained Simulation
Results
In the previous chapter, we discussed several different methods for generating
CG potentials for the C60 molecule. We now turn to the question of which meth-
ods may be most appropriate for use under a given set of simulation conditions,
and whether any general recommendations about which potential to use can be
made. In all cases this is done by comparing results from MD simulations using
the CG potentials with reference fully atomistic MD simulations.
9.1 Inadequacy of Rigid and Relaxed Potentials
at High T
Ideally, we would like to test the rigid and relaxed CG potentials we have gen-
erated against fully atomistic MD simulations of C60 performed at low tem-
peratures, since these CG potentials are generated at zero temperature and
we therefore expect them to perform best in this domain. Unfortunately, with
our MD forcefield for buckyballs (OPLS–AA), at temperatures below around
2500K the C60 molecules tend to aggregate into a cluster. This is effectively a
nanodroplet surrounded by vapour. This causes problems when calculating the
quantities we are using as benchmarks. For example, we calculate pressure as
a function of density, but we obtain negative pressures for the cluster of bucky-
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balls. Modifying the density also has virtually no effect on the cluster until very
high densities are reached, since the cluster only takes up a very small fraction
of space in the simulation cell until the cell size is reduced sufficiently.
We also measure diffusion constants, but these are effectively zero inside the
cluster for any density we choose. There are also equilibration problems with
running the fully atomistic MD simulations long enough to generate a cluster of
C60 at equilibrium. The CG simulations can of course be run for much longer
to obtain an equilibrium cluster, but then we are not making a fair comparison
with the reference system.
In short, it is not practical to compare our CG models with fully atomistic
simulations at low temperatures. Instead, we are restricted to temperatures of
approximately 2500K and above with our force field, when the buckyballs are
in the diffusive regime for a given density. In Figs. 9.1, 9.2 and 9.3 we have
plotted the pressure, coordination number and diffusion constants of C60 at a
temperature of 2500K as a function of density.
In Fig. 9.1, it is clear that the rigid and relaxed potentials are poor at
reproducing the correct pressure of the atomistic simulations, except at very low
densities where the buckyballs essentially act as free particles. This is because
the potential well in the CG potentials is too deep, which causes the buckyballs
to spend more time on average trapped inside the well. This in turn causes the
virial term in Eqn. (5.78) to decrease, lowering the pressure.
In Fig. 9.2, it is clear that both the rigid and relaxed CG potentials signif-
icantly overestimate the coordination number. This is again because the well
depth in the pair potential is too deep. This causes a pronounced peak in the
pair correlation function at the position of the potential minimum, which is too
high (see Figs. 9.4 and 9.5).
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Figure 9.1: Pressure of C60 as a function of density at 2500K.
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Figure 9.2: Coordination number of C60 as a function of density at 2500K.
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Figure 9.3: Diffusion constant of C60 as a function of density at 2500K.
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Figure 9.4: Pair correlation function of C60 at a density of 100 amu/nm
3
and temperature of 2500K. The first peak height is too high for both CG
potentials, causing an incorrect coordination number.
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Figure 9.5: Pair correlation function of C60 at a density of 700 amu/nm
3
and temperature of 2500K. At this high density, both CG potentials exhibit
completely incorrect structure compared to the reference MD simulation.
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Figure 9.6: Pressure as a function of density at a temperature of 10,000K.
The internal energy CG potential fails to reproduce correct pressures at
high densities. Solid lines are spline fit to data as a guide to the eye.
9.2 Inconsistency Between Free and Internal En-
ergy Potentials
In Fig. 8.11, we demonstrated that the internal energy CG potential is effec-
tively independent of temperature. However, from Fig. 8.9 it is clear that the
free energy CG potential depends strongly on temperature, and only the zero
temperature limit of the free energy potential coincides with the internal energy
potential. This means that we would expect the internal energy potential to
provide an increasingly worse approximation to the full atomistic potential as
the temperature is increased. To show that this is the case, we performed a
simulation of 1000 buckyballs for 100 ps at a temperature of 10,000 K, both
fully atomistically and with free and internal energy CG potentials. This very
high temperature was used to exaggerate the differences between the free and
internal energy potentials.
In Fig. 9.6, it is clear that the free energy potential correctly reproduces
the pressure measured in the fully atomistic MD simulation across the whole
range of densities studied. However, the internal energy potential substantially
157
0 100 200 300 400 500 600 700 800
Density ( amu/nm3)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
C
o
or
d
in
at
io
n
n
u
m
b
er
Atomistic
Internal
Free
Figure 9.7: Coordination number as a function of density at a temperature
of 10,000K.
underestimates the correct pressure at high densities. This is because the effect
of the shallow well depth in the internal energy potential is most acute at high
densities, when the buckyballs are very close together.
In Fig. 9.7, the free energy potential is again in close agreement with the fully
atomistic MD simulation. The internal energy potential substantially overesti-
mates the coordination number over the whole density range. This is because
the first peak heights in the pair correlation function are too high when using
the internal energy potential, due to the deep potential well.
In Fig. 9.8, it appears that both the free and internal energy CG potentials
are equally good at predicting the correct diffusion constant.
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Figure 9.8: Diffusion constant as a function of density at a temperature of
10,000K.
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Figure 9.9: Pressure against density for a range of temperatures, using a
constrained pair CG potential generated at 2500K in each case.
9.3 Transferability of CG Potentials
The CG potentials we have used so far have each been generated under a specific
set of experimental conditions; for example, the constrained pair CG potentials
were each generated at a specific temperature. It is important to ask how
relevant these potentials are when they are used to run simulations under a
different set of experimental conditions. This property is commonly referred to
as the transferability of the CG potential [71].
In the following figures, we chose a constrained pair CG potential generated
at 2500K, and used it to run simulations at 5000K, 7500K and 1000K. The
results are compared against fully atomistic simulations at the corresponding
temperatures. In Fig. 9.9, it can be seen that the CG simulation pressure is in
almost perfect agreement with the fully atomistic simulation at 2500K, the tem-
perature the CG potential was generated at. As the temperature is increased,
the CG potential yields a progressively worse approximation to the correct atom-
istic pressure. In Fig. 9.10, again it can be seen that the CG potential performs
well at 2500K, but progressively less well at higher temperatures. In Fig. 9.11,
the CG potential generated at 2500K performs relatively well across the whole
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Figure 9.10: Coordination number against density for a range of temper-
atures, using a constrained pair CG potential generated at 2500K in each
case.
range of temperatures we tested. This agrees with our earlier observation that
the diffusion constant is relatively insensitive to the CG potential used.
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Figure 9.11: Diffusion constant against density for a range of temperatures,
using a constrained pair CG potential generated at 2500K in each case.
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9.4 Importance of Many–Body Effects
In Figs. 9.12, 9.13 and 9.14 we have compared our fully atomistic MD simula-
tions with unconstrained pair CG potential and constrained pair CG potential
results. All potentials were generated at 2500K, and the unconstrained CG
potential was generated at a density of 700 amu/nm3.
In the plot of diffusion constants, both CG potentials perform equally well
with respect to the atomistic simulations. This is consistent with our previous
results that diffusion rates are relatively insensitive to the potential used. In
the pressure and coordination plots, we see that both CG methods produce
very similar results to the atomistic MD simulations. This is consistent with
our findings that, at least in the case of buckyballs, the CG potentials generated
via the constrained pair and unconstrained box methods are very similar. This
suggests that many body effects are not strong for this system.
0 100 200 300 400 500 600 700 800
Density (amu/nm3)
0
100
200
300
400
500
600
P
re
ss
u
re
(b
ar
)
Atomistic
Pair
Box
Figure 9.12: Comparison of pressure from atomistic results, constrained
pair CG potential and unconstrained CG potential. All potentials were
generated at 2500K, and the unconstrained CG potential was generated
at a density of 700 amu/nm3. All simulations were performed at 2500K.
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Figure 9.13: Comparison of coordination number from atomistic results,
constrained pair CG potential and unconstrained CG potential. All po-
tentials were generated at 2500K, and the unconstrained CG potential was
generated at a density of 700 amu/nm3. All simulations were performed
at 2500K.
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Figure 9.14: Comparison of diffusion constant from atomistic results, con-
strained pair CG potential and unconstrained CG potential. All potentials
were generated at 2500K, and the unconstrained CG potential was gen-
erated at a density of 700 amu/nm3. All simulations were performed at
2500K.
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Figure 9.15: Coordination number at 10,000K from fully atomistic simu-
lations, constrained pair CG potential and entropic CG potential.
9.5 Entropy of Buckyball Pairs
In this section, we compare the entropic approach CG potential generated at
10,000K with the constrained pair CG potential generated at the same temper-
ature. From Fig. 8.21, it is clear that the entropic CG potential has a deeper
well than the constrained pair CG potential. This manifests itself in Fig. 9.15
as a coordination number which is too high compared to the reference atomistic
simulation, and a pressure which is too low at high densities as seen in Fig. 9.16.
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Figure 9.16: Pressure at 10,000K from fully atomistic simulations, con-
strained pair CG potential and entropic CG potential.
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Figure 9.17: Diffusion constant at 10,000K from fully atomistic simula-
tions, constrained pair CG potential and entropic CG potential.
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9.6 Computational Efficiency
There would be no benefit to coarse–graining if it did not lead to one of our
stated goals, which is to dramatically reduce the amount of computer time
required to simulate a given system. According to our GROMACS simulations,
on average 91% of the total simulation time is spent evaluating interatomic
forces, so this is the most relevant part of the simulation to examine. To get an
idea of what degree of speedup to expect, it is instructive to consider the amount
of calculations needed to evaluate the interatomic forces in a fully atomistic MD
simulation.
In the case of the OPLS–AA force field we have used for our simulations
of buckyballs, within each molecule there are 90 harmonic bond terms, 180
angular terms and 360 dihedral terms, for a total of 630 intermolecular force
calculations per buckyball. In addition, if we ignore cutoffs and assume each
carbon atom interacts with every other carbon atom via a Lennard–Jones force,
there are 12N(N − 1) distinct nonbonded pair interactions to calculate. For our
simulations of 1000 buckyballs, there are then a total of approximately 1.8×109
force calculations per time step. In contrast, in the CG simulation there are only
approximately 5×105 distinct nonbonded pair interactions to calculate, and no
bonded interactions.
To benchmark our simulations, we ran both a fully atomistic and CG NVE
simulation of 1000 buckyballs for 100 ps at 10,000K on a PC workstation with a
3.4 GHz Intel Core i7 processor. All simulations were run using only one CPU
core, and each simulation was repeated 5 times to obtain an average run time.
The fully atomistic simulations took 348±1 minutes to complete on average,
whereas the CG simulations took an average of 18 ± 1 seconds. This makes
the CG simulations approximately 1,160 times faster than the equivalent fully
atomistic simulation, a very substantial speedup.
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Chapter 10
Discussion and Conclusion
10.1 Summary
In Chapter 3, we showed that it is possible to derive the CG partition function
analytically for a system where the interactions between particles can be de-
scribed by a harmonic potential. Once the CG partition function is known, all
information about the statistical mechanical state of the system can be easily
derived. We did this in two ways: via the standard delta function approach
found in the literature [45], and via a new method of selective integration.
This analytical solution for the CG partition function is valuable as an aid to
understanding, but unfortunately it is not applicable to more realistic systems.
This is because in a system of interacting molecules, the intermolecular forces
(often described by the Lennard-Jones potential, for example) are strongly an-
harmonic.
Fortunately, in many commonly used MD force fields, the intramolecular
forces can be described entirely by harmonic terms, such as the bond stretch,
angle stretch and dihedral terms described in Section 5.5.2. This suggests a
practical method for coarse–graining: integrate out the harmonic intramolecular
terms in the partition function, which will result in a modified intermolecular
force in the CG model. This is exactly what we did in Chapter 6 for the simple
example of two interacting dimers.
For more complicated molecules, such as buckyballs, it is necessary to resort
to numerical techniques to obtain an approximation to the full CG partition
169
function. To make this problem tractable, and also to produce a potential
which is efficiently usable in practice, we must restrict ourselves to considering
pair potentials only. In Chapter 8, we described several methods of doing this.
The simplest approach is the rigid approximation, where the internal de-
grees of freedom of each molecule are held completely rigid. The potential is
then generated by performing a spherical average of the interaction energy of
the two rigid molecules constrained at a fixed separation. This is exactly the
approach used by Girifalco in [69]. Because of the spherical symmetry of the C60
molecule, he was able to perform the spherical averaging procedure analytically
to derive a formula for the potential. We arrived at the same result by perform-
ing the spherical average numerically. Of course, our numerical approach could
be applied to any non–spherical molecule. We would expect this to work well
for relatively small, “stiff” molecules. It is unlikely to work well for large, soft
biomolecules such as polymers and proteins, where conformational changes of
the molecules as they approach each other are very important in determining
the strength of interaction.
The logical next step is to allow the molecules to find their minimum en-
ergy configuration, for a given fixed centre of mass spacing. This is the relaxed
approximation. While this is perhaps a more physical approach than insist-
ing the molecules remain rigid, we found that the relaxed potential still gives
inadequate agreement with fully atomistic MD simulations performed at high
temperatures. A different approach is therefore needed.
To capture the temperature dependence of the CG potential, we next pro-
posed the constrained pair approach, which uses dynamical simulations of molecules
constrained at a fixed separation to calculate the mean interaction energy be-
tween molecules. We found that a brute force approach to obtaining this mean
energy was prohibitively expensive. Fortunately, it is instead possible to sam-
ple the mean force acting between the centres of mass of the molecules. This
force can then be integrated to obtain the free energy CG potential, which ex-
hibits a strong dependence on the temperature of the underlying constrained
MD simulation. From this, we proposed a way of estimating the internal energy
potential. The internal energy is nearly independent of temperature, apart from
a constant shift factor which has no effect on the dynamics. This is due to the
harmonic nature of the interactions between the microscopic degrees of freedom.
The internal energy potential therefore suffers from the same disadvantages as
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the rigid and relaxed methods when applied to high temperature simulations.
The constrained pair approach is simple to implement, and it can be used
to generate a potential in a matter of hours on a standard desktop PC. We
found that free energy potentials generated in this manner produced very close
agreement to the benchmark fully atomistic simulations when calculating dif-
fusion constants, pressures and coordination numbers (or equivalently radial
distribution functions), provided the potential was regenerated at each specific
temperature we wished to study. The CG simulations themselves are computa-
tionally cheap to perform, which is why the time taken to generate each potential
becomes an important consideration.
Next, we discussed an alternative method, based on an unconstrained dy-
namical simulation of C60 molecules in a periodic simulation box. This method
is essentially the same as the most common application of the force matching
technique [18]. We were hopeful that this would avoid the sampling problems
associated with a brute force calculation of the internal energy potential, and
also provide a more computationally efficient method to generate a potential for
each temperature. Unfortunately, we found that neither of these were the case.
The number of trajectory snapshots required to obtain a small enough statisti-
cal error to fit smooth cubic splines to is very large. An additional problem is
that the number of configurations of molecules which are close together is very
low due to the repulsive nature of the Lennard–Jones force at short distances.
This makes an accurate measurement of the potential at short distances quite
difficult. These problems can be mitigated to some extent by presupposing a
functional form for the CG potential (for example a Lennard–Jones like inter-
action), and using the binned force data to optimize parameters in this fit. We
found the shape of our inter–buckyball potentials to be poorly fitted by com-
monly used nonbonded potentials such as the Lennard–Jones, Buckingham and
Mie potentials, so this was not a promising solution for us. It is also signifi-
cantly more difficult to implement the unconstrained box approach in computer
code than the other methods we have discussed. This is because care has to
be taken over the force binning due to periodic boundary conditions, and the
process of recomputing the energies between distinct buckyball pairs requires
careful scripting.
We also found that the importance of many–body effects is negligible, at
least for the case of C60. It is therefore easy to recommend the constrained pair
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approach over the unconstrained box approach, since it provides quantitative
agreement with reference fully atomistic simulations, is easier to implement and
takes less computer time to generate the CG potentials.
The final method we discussed was the entropy approach. This idea was in-
spired by the finite temperature case of the two dimers in Section 6.3. Assuming
the internal energy potential is independent of temperature (which is the case
in our work), we showed that the free energy CG potential is simply the relaxed
potential, plus a temperature–dependent shift which is due to the vibrational
entropy of each dimer.
This suggests an approach that can be applied to a more realistic molecule.
We can always calculate the normal modes of a molecule. Treating each mode
as a simple harmonic oscillator (a valid assumption at low temperatures), we
can then estimate the vibrational entropy of the molecule. This is then added
to the relaxed CG potential to obtain the CG free energy at any temperature
we wish.
The entropy approach is appealing for two reasons. Firstly, numerically all
that is required is one energy minimisation and one normal mode calculation
for each centre of mass separation. This makes the method fast to implement in
practice. Secondly, since we have analytic formulae for the entropy as a function
of temperature, these calculations have to be performed only once, regardless
of how many temperatures we would like to study. This makes the amount
of time spent generating the potentials negligible when compared to either the
constrained or unconstrained approach.
When we applied the entropy method to C60, we generated potentials which
are not in exact agreement with the equivalent constrained pair potentials. We
suspect this is due to the difficulty of calculating the normal modes of a pair of
molecules coupled through a constraint. This is the subject of further investi-
gation.
It is also important to emphasise that regardless of the method used to
generate the CG potential, all the CG simulations were at least three orders
of magnitude faster than their fully atomistic MD counterparts. This speed
increase comes from several different areas. Firstly, the number of degrees of
freedom in the CG simulations is reduced by a factor of 60 from the atomistic
simulations in the case of buckyballs. This makes computation of neighbour
lists faster, and drastically reduces the number of pair interactions that need
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to be calculated. Secondly, the CG potentials are supplied in tabulated format
on a fine mesh. GROMACS then uses spline interpolation to calculate the CG
potential for any intermediate particle separation. This effectively allows the CG
potential to be implemented as a lookup table in memory, which is much faster
than an analytic calculation of a force term. Thirdly, since the fastest degrees of
freedom (the carbon–carbon bond stretch) have been integrated out of the CG
system, a larger discrete time step can be used for integrating the equations of
motion, without affecting the energy conservation of the simulations. We found
that a time step three times larger (3 fs) could be used in the CG simulations
whilst still maintaining acceptable energy conservation, although in the results
reported a time step of 1 fs was still used to maintain consistency with the fully
atomistic simulation. In CG simulations of other biomolecular systems, time
steps of 10 fs and higher have been employed [72].
10.2 Future Work
In this work, we have introduced several different techniques for generating CG
pair potentials between molecules. Since we were focused on developing and
testing the methodology of these techniques, we were only able to apply them
to a simple test system of buckyballs. We have not even scratched the surface
of possible applications, but now that the methodology is in place, it should be
relatively simple to extend it to more complicated molecules. Molecules such
as water and hydrocarbons which exhibit directionality would be interesting
systems to investigate, to see if the constrained pair approach is capable of
capturing the effect of orientation in the CG potential.
In biological simulation, it is very rare to consider molecules in vacuum as we
have done here. Instead, almost all simulations are carried out in the presence of
(implicit or explicit) water molecules. The constrained pair approach suggests
a way of including the solvent environment in the CG potential: we simply
sample the centre of mass force between two constrained molecules with the
solvent molecules explicitly present in the simulations. This should lead to a
modification in the vacuum CG potential due to excluded volume effects, charge
screening and so on.
Any of the approaches we have discussed (except the unconstrained box
method) could easily be applied to a pair consisting of two different molecular
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species. Another important issue which has not been discussed in this work
is the use of multiple CG sites per molecule. We would expect the dynamics
of a long polymer chain, for example, to be poorly described by a CG model
consisting of only one CG site. A simple extension to the methods we have
described would allow us to handle these multi-site models. Firstly, we decide
which atoms in each molecule correspond to a given CG site. The position of the
CG site for a given group of atoms is most easily chosen to be the centre of mass
of that group, since the force on that CG site is then simply the sum of the forces
on the atoms in the group (the centre of geometry of the group is an alternative
choice). We then perform our constrained pair approach, individually sampling
the forces between CG sites on opposite molecules as the simulation progresses.
We then need to calculate the mean intramolecular force between each pair of
sites on a single molecule. This can either be calculated during the course of the
constrained pair simulation, or on a single unconstrained molecule in vacuum.
To mitigate sampling issues, these intramolecular forces may have to be used to
fit parameters in a standard functional form for a bonded interaction, such as
a harmonic spring term between neighbouring sites. This allows us to build up
an entire CG force field for a set of complex molecules by generating sequences
of pair potentials between CG sites.
10.3 Conclusion
In this work, we have presented a systematic investigation of different coarse–
graining methods and how to apply them to MD simulations. This requires
an understanding of the underlying theory of coarse–graining, especially the
evaluation of the CG partition function. We have done this analytically for
a harmonic system, and in the case of a system of two dimers. However, in
general, we are only able to obtain approximations to the full CG partition
function in more realistic systems. Nevertheless, we are able to obtain quan-
titative agreement with reference fully atomistic MD simulations, using simple
pair potential approximations to the true many–body CG potential. We have
developed several new strategies for generating these pair potentials. We found
that the constrained pair approach provides an optimal balance between ease of
generation and agreement with reference fully atomistic simulations, provided
careful consideration of temperature transferability is undertaken. An impor-
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tant point to make is that no CG methodology can be blindly applied to a new
system. Instead, each CG methodology must be evaluated on its own merits,
and we must be careful to preserve enough information about the system to
calculate the properties we are interested in. No CG methodology is capable of
preserving every detail of the underlying microscopic model.
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Appendix A
Derivation of the Girifalco
Potential
Let us assume each sphere has a radius a and mass m spread evenly over its
surface. The mass per unit area, σ, is m/(4pia2). The energy of interaction
between two point masses m1 and m2 is m1m2/r
n, where n ≥ 1. We start by
placing one sphere, which we call “sphere 1”, at the origin as shown in Fig. A.1.
Our initial aim is to calculate the potential at the point P a distance r (> a)
from the centre of the sphere. For convenience, we choose to place P on the
z-axis. All points on the sphere in the ring between polar angles θ and θ + dθ
are a distance
d(θ) =
√
(r − a cos θ)2 + (a sin θ)2
=
√
r2 + a2 − 2ar cos θ
from the point P . The area of the ring is
circumference× width = 2pia sin θ × adθ.
Hence, the ring contributes
dV =
2piσa2 sin θdθ
[d(θ)]n
to the potential at P . The total potential at P , a distance r from the centre of
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r
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Sphere 1
Figure A.1: Sphere 1 at the origin. We will calculate the potential at the
point P on the z-axis a distance r (> a) from the centre of the sphere.
sphere 1, is
V (r) =
∫ pi
0
2pia2σ sin θdθ
(r2 + a2 − 2ar cos θ)n/2
=
∫ 1
−1
2pia2σdu
(r2 + a2 + 2aru)n/2
(where u = − cos θ)
=
[
2pia2σ
(1− n/2)2ar(r2 + a2 + 2aru)(n/2−1)
]1
−1
=
2piaσ
(n− 2)r
{
1
(r − a)n−2 −
1
(r + a)n−2
}
.
Now that we have the potential due to one sphere, we can work out its
interaction with the other sphere, which we call “sphere 2”. As shown in Fig.
A.2, we place the centre of sphere 2 at the origin and the centre of sphere 1 a
distance R (> 2a) along the z axis. All points in the ring of area 2pia2 sin θdθ
on sphere 2 are the same distance,
r(θ) =
√
(R− a cos θ)2 + (a sin θ)2
=
√
R2 + a2 − 2aR cos θ,
from the centre of sphere 1 and therefore feel the same potential. The potential
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Figure A.2: Sphere 2 is now at the origin, where it feels the potential of
sphere 1. The centre of sphere 1 is a distance R (> 2a) along the +z axis.
energy of interaction of the ring with sphere 1 is thus
dU = V (r(θ))× 2pia2σ sin θdθ
=
4pi2a3σ2
(n− 2)r(θ)
{
1
(r(θ)− a)n−2 −
1
(r(θ) + a)n−2
}
sin θdθ.
Noting that r2 = R2 + a2 − 2aR cos θ and hence that
2rdr = 2aR sin θdθ,
we can rewrite this as
dU =
4pi2a2σ2
(n− 2)R
{
1
(r − a)n−2 −
1
(r + a)n−2
}
and hence obtain
U(R) = potential energy of interaction at spacing R
=
∫ R+a
R−a
4pi2a2σ2
(n− 2)R
{
1
(r − a)n−2 −
1
(r + a)n−2
}
dr.
This gives
U(R) =
4pi2a2σ2
(n− 2)(n− 3)R
{
1
(R+ 2a)n−3
+
1
(R− 2a)n−3 −
2
Rn−3
}
.
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Taking n = 6 for the first term in the Lennard–Jones potential, this becomes
U(R) =
(2piaσ)2
12R
[
1
(R+ 2a)3
+
1
(R− 2a)3 −
2
R3
]
=
(piσ)2
12(2a)2
[
1
s(s+ 1)3
+
1
s(s− 1)3 −
2
s4
]
, (A.1)
where s = R/2a. In this case, σ = N/4pia2 where N = 60 is the number of
atoms in the buckyball, so we find the prefactor
α =
(piσ)2A
12(2a)2
=
N2A
12(2a)6
. (A.2)
Applying a similar procedure for the n = 12 term, we find the total potential
V (r) =− α
[
1
s(s− 1)3 +
1
s(s+ 1)3
− 2
s4
]
(A.3)
+ β
[
1
s(s− 1)9 +
1
s(s+ 1)9
− 2
s10
]
, (A.4)
where s = r/2a, 2a = 0.71 nm is the C60 diameter, α = N
2A/12(2a)6 where
N = 60, and β = N2B/90(2a)12.
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Appendix B
The Conjugate Gradients
Algorithm
In order to explain this method, it will be useful to switch to more formal
notation. Let us consider a vector x ∈ R3n. Let f : R3n → R be a scalar
function of the form
f(x) =
1
2
xᵀAx− xᵀb, (B.1)
where A ∈ R3n×3n is a real matrix and b ∈ R3n. We want to find a minimum
x = x∗ of this function, that is where g(x∗) = ∇f(x∗) = 0. This equation
is a quadratic form, and the results below strictly hold only for such forms.
However, in the vicinity of a local minimum, we may expand many functions
using a multi–dimensional Taylor series into a quadratic form, so the method
can be useful for more general functions. The gradient of Eqn. (B.1) is given by
g = Ax− b. (B.2)
In this notation, the steepest descent algorithm above can be expressed as fol-
lows. The gradient g always points in the direction of steepest increase of f ,
so we choose our search direction to be −g, the direction of steepest decrease.
We move along this vector until a minimum of f is found in this direction. We
then recalculate the gradient, and repeat until a minimum is found. Let xk−1
be the position at the start of iteration k. The gradient for this iteration is then
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gk = Axk−1−b. The search direction is pk = −gk and we want to find a scalar
αk such that
xk = xk−1 + αkpk (B.3)
is a minimum of f(x) along the search direction. The new gradient gk+1 must
be orthogonal to the previous search direction pk, so that
0 = pᵀkgk+1 = p
ᵀ
k(Axk − b)
= pᵀk[A(xk−1 + αkpk)− b]
= pᵀk(Axk−1 − b) + αkpᵀkApk. (B.4)
This implies that
αk = −p
ᵀ
k(Axk−1 − b)
pᵀkApk
= − p
ᵀ
kgk
pᵀkApk
. (B.5)
For the steepest descent choice of search direction, this becomes
αk =
gᵀkgk
gᵀkAgk
. (B.6)
Now we may consider the more complicated case of the conjugate gradients
method. The difference between gradients at two different iterations is given by
gk − gj = (Axk−1 − b)− (Axj−1 − b) = A(xk−1 − xj−1). (B.7)
For consecutive iterations, j = k − 1 and
gk = gk−1 +A(xk−1 − xk−2) = gk−1 + αk−1Apk−1, (B.8)
where we have used Eqn. (B.3). The set of search directions {pk} are said to
be conjugate directions with respect to A if
pᵀkApj = 0 ∀ j 6= k. (B.9)
We can prove these conjugate directions are linearly independent by contradic-
tion. First, assume there is a set of scalars {µi} which are not all zero, for
which
k∑
i=1
µipi = 0. (B.10)
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Multiply both sides by pᵀjA, and the conjugacy condition implies that
µjp
ᵀ
jApj = 0 ∀ j. (B.11)
A is positive definite, so the only solution is that µj is zero for all j. This
contradicts the original assumption and so the conjugate directions are linearly
independent.
We now need to construct a set of conjugate directions from a general set of
directions {uk}. This can be done using the formulae
p1 = u1,
pk = uk +
k−1∑
i=1
β
(k)
i pi for k > 1, (B.12)
where
β
(k)
i = −
uᵀkApi
pᵀiApi
for i < k. (B.13)
We can prove this by induction. Assume that k conjugate directions have
already been found. We must show that the next direction pk+1 constructed
according to the above formula is conjugate to all k previous directions.
pᵀjApk+1 = p
ᵀ
jAuk+1 +
k∑
i=1
β
(k+1)
i p
ᵀ
jApi
= pᵀjAuk+1 −
k∑
i=1
uᵀk+1Api
pᵀiApi
pᵀjApi
= pᵀjAuk+1 −
uᵀk+1Apj
pᵀjApj
pᵀjApj ,
= pᵀjAuk+1 − uᵀk+1Apj
= 0, (B.14)
since all the other terms in the sum vanish due to the definition of conjugacy,
and A is symmetric. This implies pk+1 is indeed conjugate to the previous k
directions. p1 and p2 are trivially verified to be conjugate directions, which
completes the proof by induction.
Since the conjugate directions are linearly independent, any other vector
may be written as a linear combination of them. In particular, the vector from
the initial point x0 to the minimum x
∗ can be written as
x∗ − x0 =
3n∑
i=1
α˜ipi. (B.15)
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We can use the conjugacy condition to determine the set of coefficients {α˜k},
α˜k =
pᵀkA(x
∗ − x0)
pᵀkApk
= − p
ᵀ
kg1
pᵀkApk
, (B.16)
since Ax0 = g1 and Ax
∗ = 0. It is therefore possible to reach x∗ from x0 in
m ≤ 3n steps, where the kth step is given by
xk = xk−1 + α˜kpk. (B.17)
Going one step back and multiplying both sides by A, we find
Axk−1 = Ax0 +
k−1∑
i=1
α˜iApi, (B.18)
or
gk = g1 +
k−1∑
i=1
α˜iApi. (B.19)
Taking the scalar product with pk and using the conjugacy condition implies
that pᵀkg1 = p
ᵀ
kgk. Inserting this into Eqn. (B.16) and comparing with Eqn.
(B.6) shows that α˜k = αk. This implies that the steps from x0 to x
∗ along
the conjugate directions proceed via points which are minima along each search
direction.
Taking the scalar product with pj instead gives
pᵀjgk = p
ᵀ
jg1 + αjp
ᵀ
jApj = 0 (B.20)
by inserting Eqn. (B.16). This shows that gk is orthogonal to all previous search
directions.
In the method of conjugate gradients, we choose our general directions uk to
be equal to the steepest descent directions gk. Note that these are not exactly
the same directions as in the steepest descent algorithm, as a different set of
points will be visited. In this case, Eqn. (B.13) becomes
β
(k)
i =
gᵀkApi
pᵀiApi
for i < k. (B.21)
This can be rewritten using Eqn. (B.8) as
pᵀiApiβ
(k)
i =
1
αi
gᵀk(gi+1 − gi). (B.22)
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By orthogonality of the gradients, β
(k)
i = 0 for i < k − 1 and the only non-
vanishing coefficient is β
(k)
k−1 = βk,
βk = − g
ᵀ
kgk
pᵀk−1gk−1
=
gᵀkgk
gᵀk−1gk−1
=
|gk|2
|gk−1|2 . (B.23)
This is know as the Fletcher–Reeves formula. The method starts with a steepest
descent step, and the next search direction is a linear combination of the current
gradient and the previous search direction,
pk = −gk + βkpk−1. (B.24)
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