ABSTRACT. This paper investigates tax inequities in assessed values and how these inequities in tax assessments affect house price indices using assessed values statistics. Using the unique rating valuation data from the top 10 cities of New Zealand during the period 1994-2009, it finds that house price measurements using the Sale Price Appraisal Ratio (SPAR) method have performed well compared to the repeated sales method suggested by Case and Shiller (1989) and the assessed values (AV) method proposed by Clapp and Giaccotto (1992) . The presence of systematic estimated errors (both vertical and horizontal inequities) in assessed values posts a concern for house price measurements using assessed values statistics. In this situation, both the SPAR and AV methods benefit from the law of compensation of errors by using all transaction data. A policy implication is that the SPAR model is a good choice when using assessed values to measure house price movements at frequent time intervals, in particular for small countries.
INTRODUCTION
Developing timely and reliable house price indices is of interest worldwide. Several techniques for constructing a constant quality price index are available in the literature. These include mainly hedonic, repeat sales and hybrid methods. However, the effectiveness of these methods depends on the quality and appropriateness of the data employed (Pollakowski 1995) . This is particularly true for countries where periodical property sales are small. Nowadays properties are typically reassessed every three to five years for taxation purposes. When combined with transaction data, assessed value (AV) statistics can be used for estimating market price movements. Cross countries summaries of house price indices are presented in Table 1 .
One of the simplest methods using AV statistics to estimate house price movements is called the Sale Price Appraisal Ratio (SPAR) method, based on the ratio of sale price (SP) to AV. The method was proposed by Harrison (1978) and can be viewed as a simplified arithmetic form of the repeated sales method suggested by Shiller (1991) . Another method is called the Assessed Value (AV) method, which uses the property's assessed value as its first sale and actual transaction as the second sale in a repeated sales regression (see, e.g. Clapp, Giaccotto 1992) . In contrast to the standard repeat sales method, indexing methods using AV statistics are more appealing as they use all transaction data.
However there are some negative attributes when using assessed value statistics to estimate market price movements. Both random and systematic errors in assessment will influence the accuracy of house price measurements using assessed value statistics. Random errors involve individual assessors and non-notified property changes, while systematic errors refer to inequities in tax assessments. When sale price to assessed value ratios for similarly priced houses are not uniform, horizontal inequities exist. When sale price to assessed value ratios are not consistent across a range of values, vertical inequities exist. Although systematic errors are discouraged and audited by various statistical tests at the time of assessment, both horizontal and vertical inequities have been found in empirical studies (Allen, Dare 2002; Cornia, Slade 2005; Goolsby 1997 ). Clapp (1990a) pointed out that house price indices using AV statistics can be biased if assessments are not carried out uniformly. Similar concern was also raised by Birch and Sunderman (2003) .
Although assessment errors are of concern, one common belief is that the use of all transaction data should make the model tolerant to a lot of errors in assessment practices. In empirical tests, SPAR indices have been found to perform well compared with repeat sales or hedonic methods (see, e.g. Clapp et al. 1996; Bourassa et al. 2006; Shi et al. 2009 ). Similar results are also found in using the AV method. Clapp and Giaccotto (1992) showed the advantage of using the AV method compared with the repeat sales method. Their findings are supported by Gatzlaff and Ling (1994) , where AV methods are closely matched to repeat sales methods. More recently, Gatzlaff and Holmes (2013) successfully applied the AV method in commercial real estate for estimating price movements. These previous studies, however have not investigated how the presence of systematic errors in assessed values will influence house price measurements in empirical tests. Moreover, comparison between the SPAR and AV methods has not been documented in the literature.
New Zealand has a very robust rating system. All residential properties in New Zealand are required to be reassessed on a regular basis, every three years or sometimes more frequently. In this study the data consists of a panel of rating valuations from the top 10 cities in New Zealand over 16 years from 1994 to 2009. The uniqueness of this New Zealand dataset will help to understand the nature of assessment errors and how they affect house price measurements using either the SPAR or AV method, particularly over multiple assessment periods. The results show that the biggest threat for house price measurement using assessed value statistics is from horizontal rather than vertical inequities in assessed values. In this situation, both the SPAR and AV methods benefit from the law of compensation of errors by using all transaction data, but the AV method tends to be more affected by the horizontal inequity issue than the SPAR method does.
The remainder of this study is organised as follows: Section 2 presents the theoretical framework for testing tax inequities in assessed values. Section 3 reviews house price indices using the repeat sales, AV and SPAR methods. Section 4 describes the data utilised. Section 5 reports the empirical results. Section 6 provides conclusions.
SYSTEMATIC ERRORS IN ASSESSED VALUES

Vertical inequity
Vertical inequities occur when the assessment is not carried out consistently across low and highvalued properties. The tax is considered "regressive" if lower valued properties are assessed at a higher proportion of their market values, or "progressive" vice versa (McMillen,Weber 2008) . Tests for vertical inequities in property tax assessment have been widely discussed in the literature (e.g. see Sirmans et al. 1995) . Typical tests include 
where the test is based on the ratio of assessment values to sale prices. The idea is to check whether or not the assessment ratios are changing with their sale prices. Under the IAAO model, vertical inequities are reflected in the coefficient of natural sale prices. When a 1 < 0, it indicates "regressive"; When a 1 > 0, it indicates "progressive"; When a 1 = 0, it indicates no vertical inequities. In this study I follow the testing method proposed by Clapp (1990b) while using the method of Cheng (1974) and IAAO (1999) for robustness checks. Clapp's method is considered superior when compared to other testing methods, because it uses a simultaneous equation model to account for measurement errors in assessed values.
The Clapp (1990b) model can be written as follows:
where:
SP is the sale price of ith property and 0 i AV is its reassessed value; Z is the instrumental variable with the value of -1 if the AV and SP rank in the bottom one-third of the data, 1 if AV and SP rank in the top one-third of the data and 0 otherwise. Under the Clapp model, vertical inequities are reflected in the coefficient of natural log assessed values. When a 1 > 1, it indicates "regressive"; When a 1 < 1, it indicates "progressive"; When a 1 = 1, it indicates no vertical inequities.
Horizontal inequity
Horizontal inequities exist when similarly situated properties are assessed differently. The method typically involves testing the assessment ratio on a vector of independent property characteristics and location variables. If it is found that any of those variables has significant influence on the assessment ratio, it could be that horizontal inequity exists in assessed values (e.g. see Allen, Dare 2002; Cornia, Slade 2005; Goolsby 1997 ).
An alternative to measure the horizontal inequity is measuring the coefficient of dispersion (COD) for the assessment ratio. The idea is that if the dispersion of the assessment ratio is small across many properties within a similar value range, horizontal inequity is low, but if the ratio is quite variable, horizontal inequity is high. The COD is defined as follows: AV SP ratio during the time period t and n is the total number of sales during the time period t.
HOUSE PRICE INDICES
The repeat sales method
This paper uses the weighted repeat sales (WRS) method proposed by Shiller (1987, 1989) as a benchmark index to estimate local house price movements. Case and Shiller's method is written as follows:
Step 1:
Step 2:
Step 3: ( ) ( )
P is the first sale of i th house;
P is the second sale of i th house (1 ≤ s < t ≤ T); t i D is a time dummy variable with the value 1 for the second sale, -1 for the first sale and 0 for no sale; ì t i are the residuals in log form and w i represents the square root of the fitted values of equation (6).
Step 1 is the exactly same as the standard repeat sales method, where the price difference of the same property at different dates is a function solely of the intervening time period. However Case and Shiller believe that the variance of the error term in the first step regression is related to the time interval between sales. In step 2 the variance of the error term is linearly related to the time interval between sales. In step 3 the calculated weight from step 2 is used to reduce the influence from sales with longer time intervals.
One drawback to using the repeat sales method is sample size. As the repeat sales method uses only repeated sales for index construction, the index is more prone to sample selection bias than other index methods that use all transaction sales data. Previous work indicates that frequently traded houses (sold more than twice within a period of time) are more likely to be the "starter" houses or houses for opportune buyers (Clapp, Giaccotto 1992; Haurin, Hendershott 1991) . Another possible issue is the index's revision. Previous study indicates that the repeat sales index is prone to a systematic downward revision due to lagged sales (Clapham et al. 2006) . More recently researchers have looked at improving the repeat sales method. Like the repeat sales method, McMillen (2012) proposed a matching estimator approach which uses pairs of sales from different dates to estimate the mean difference in sales prices over time. One advantage of applying the matching approach is it preserves a much larger sample size than the repeat sales method. Bourassa, Cantoni and Hoesli (2011) proposed a robust repeat sale method to reduce the impact of problematic transactions in a repeat sales context. Their results show robust methods reduce the magnitude and volatility of index revisions.
The AV method
The underlying idea of the Clapp and Giaccotto (1992) model is to bring assessed values into the repeat sales method to address the efficiency and sample selection bias faced by the repeat sales method. They further proved that the effect of measurement errors in assessed values on price indices is negligible when the average assessed value is stable from one period to the next. Using the Hartford housing market data they find a similar result of price indices using the repeated sales and AV methods.
The AV method can be written as follows:
P is the sale price for the i th property at time t and 0 i AV is its assessed value at time t; t i D is a time dummy variable with the value 1 for sale at time t and 0 otherwise.
Compared to the standard repeat sales method, equation (8) uses AV values to proxy the property's first sale assuming this occurred at the assessment date. c represents the vertical inequity. If c equals 1, equation (8) becomes exactly the same as the standard repeat sales model. One problem with equation (8) is regarding errors-in-variables, i.e. the presence of measurement errors in AV statistics may cause equation (8) to be seriously biased. Clapp (1990a,b) suggested using a two stage least squares (2SLS) equation to weight down the potential errors-in-variables problem in equation (8). The estimated equations for producing AV indices over multiple reassessment periods are presented as follows:
where: g represents the number of general revaluations and R is the dummy variable with the value of 1 for sales during the current revaluation period and 0 otherwise; Z t is the instrumental variable with the value of -1 if the AV and SP rank in the bottom one-third of the data at time period t, 1 if AV and SP rank in the top one-third of the data at time period t and 0 otherwise. All other variables are defined as the same with equation (8).
At the time of revaluation, the estimated AV index calculated by equations (9) and (10) will be recalibrated. To bridge the gap from the month before revaluation to the month after, Clapp et al. (1996) suggested using the average rate of price change between revaluations.
The SPAR method
The SPAR method involves calculating the mean SP/AV ratios from one period to the next and standardises those ratios into a price index. An equally weighted form of a SPAR index is given as follows:
where: SP it is the sale price of the i th property at time t and 0 i AV its assessed value at time t; n t is the number of sales during time period t; SPAR t represents the average ratio of SP/AV for time period t and I t is the price index for time period t.
The SPAR method can be viewed as an arithmetic form of the repeat sales method proposed by Shiller (1991) . This implies that for the SPAR method, if it is to be effectively applied, assessment errors in assessed values must be small. Unlike the AV method, systematic errors such as vertical inequities have not been dealt with in equation (11). Clapp et al. (1996) point out that the SPAR method benefits from the law of compensating errors. Both the random and systematic errors tend to offset one another as more sales transactions are added to the data set. They suggest a minimum of 30 sales transactions per period is essential to produce a reliable result in Connecticut. In New Zealand, this has been extended to a minimum of 50 sales per period for producing the official house price index by Quotable Value (QV).
DATA DESCRIPTION
This research utilises a data set of 690,590 freehold (fee simple) open market transactions of detached or semi-detached houses for the top 10 cities in New Zealand between 1994 and 2009. Local house price movements are estimated using the WRS, AV and SPAR methods respectively at monthly intervals. Both the transaction data and assessment data are supplied by Quotable Value (QV), the official database for all property transactions in New Zealand. The amount of data cleaning requirement is large, in particular to match the transaction data with its appropriate assessment data at transaction date. Further any suspicious or non-market transaction has been identified and removed from the data set. This includes the removal of any sales with a SP/AV ratio more than 2.4 or less than 0.4, when using AV statistics to estimate market price movements. As the repeat sales method is vulnerable to outliers (Meese, Wallace 1997) , all multiple sales where the second sale price is less than 0.7 or more than 2.5 times the first sale price have been removed for index calculations. Moreover, since the QV data includes building consent information for all the cities studied except for Auckland City 1 , it is possible to eliminate quality changed repeat sales, thus minimizing the constant quality problem faced by the standard repeat sales method. The data set ended at 2009 because this was the latest year for which a complete sale data set could be obtained.
It is important to consider sample sizes when measuring local house price movements at a monthly level. Table 2 illustrates the distribution of monthly house sales. On average monthly house sales for all cities except for Lower Hutt are more than 200, but there are only 7 times when the number of monthly house sales is below 100 during the entire studied period (192 months) from 1994 to 2009.
In order to gain an insight into the size of the repeated sales sample for each local housing market, I have counted the repeated sales for each month. On average repeated sales are between 41 to 48% of all transactions. It has been noticed that the percentage of repeated sales has increased over time. Since 1999 the percentage of repeated sales to total monthly transactions has been around 55 to 67% for this New Zealand data set. Finally, census data of city level population and number of dwellings are added to the monthly house sales data. It shows that local housing markets are relatively liquid during the studied period (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) as the ratio of sales per dwelling is around 0.8 to 1.1. The number of monthly house sales and the number of repeated sales indicate that there is a sufficiently large sample to estimate market price movements at a monthly level using either AV statistics or repeated sales method for the top 10 cities in New Zealand. Another reason to estimate house price movements on a monthly basis is because there is a market demand to report house price movements in a more timely manner than quarterly in New Zealand (McDonald, Smith 2009) . Compared with the quarterly released QV index, the monthly price index will unsmooth the price movement (Englund et al. 1999; Geltner, Ling 2006) and increase the number of observations for time series analysis.
House price indices using assessed values statistics
EMPIRICAL RESULTS
Estimating the vertical inequity
Vertical inequities for the top 10 cities are first estimated using the method proposed by Clapp (1990b) . The results are shown in Table 3 . Panel A represents the results of vertical inequities using the first month's sales immediately after each assessment period. Panel B represents the results of vertical inequities using all sale transactions during each assessment period. Temporal effects in Panel B are controlled for by using monthly time dummies in the regression model for each reassessment period. A further assumption for the results in Panel B is that the vertical inequity is constant over time until the next reassessment 2 . Both panel A and panel B indicate that the estimated vertical inequity coefficients of a 1 are generally between 0.9 and 1.1, and the nature of the vertical inequity found for this New Zealand data set is in line with other findings. Empirical studies on vertical inequities in tax assessment generally show the coefficient of vertical inequity is small and ranges from 0.9 to 1.1 (see, e.g., Clapp 1990b; Sirmans et al. 1995; Cornia, Slade 2005) . The results have been robustly checked against other methods using the Cheng (1974) model and the IAAO model.
The results confirmed the regressive nature of tax assessments in this New Zealand dataset (See Appendix 1 for detailed statistics).
Estimating the horizontal inequity
To estimate horizontal inequities, monthly sales are grouped into 3 categories, i.e. the low, middle or high value group in order to minimise the impact of vertical inequity when analysing horizontal inequities. The low value group is for sales if their prices are ranked at the bottom one-third of the monthly data. The high value group is for sales with their prices ranked at the top one-third of the monthly data. All other sales are classified as middle value group. Within any of these classifications, the CODs of assessment ratios are calculated separately. Table 4 The results show that on average the horizontal inequity is within the COD requirement as outlined by IAAO (1990) 3 . However, problems of horizontal inequity are not the same across different types of properties. Properties within the low value and high value group are more inequitably valued compared to properties in the middle value group. This could be because properties become more heterogeneous in the low and high value groups. The results further suggest that between the low and high value groups, properties in the low value group tend to bear more problems of horizontal inequity for this New Zealand data set.
It is expected that the COD would vary over time and be particularly large towards the end of the revaluation period. This is because that horizontal inequity could be primarily a function of assessment lag that property related features can appreciate differently, even when they are in similar neighbourhoods and selling in similar markets. Thus, the dispersion of assessment ratios gets larger for the longer time intervals since the revaluation occurred. Another possible explanation is that both buyers and sellers are much reliant on the assessed values for property transactions, in particular when assessed values are newly updated. However, this reliance on assessed values in property transactions could become less observed over time, simply due to the information contained in assessed values is dated. Figure 1 shows the dispersion of the assessment ratio. In fact CODs are getting larger towards the end of each revaluation period and dispersions can be much more volatile over time. The findings imply that indices using AV statistics could be biased. Table 5 reports the correlation results of the house price changes based on the WRS, AV and SPAR methods. For the SPAR method, it is further split into the standard SPAR method using equation (11) and the modified SPAR method where the vertical inequities have been dealt with first before applying equation (11). For calculating the modified SPAR index, the first month's sales immediately after the reassessment has been used to estimate the vertical inequities (see Panel A of Table 3 ). Table 5 shows that the average correlation of index changes between the repeated sales index and indices using AV statistics are about 0.56 at monthly levels. There is almost no difference between the AV and SPAR methods in estimating house price changes. On the other hand, the high correlation between the standard and modified SPAR indices indicates, although the vertical inequity may bias the standard SPAR index, its impact is limited in practice. This could be due to two reasons. First, the size of the vertical inequity is relatively small in this New Zealand data set. Second, the SPAR method itself benefits from using all transaction sales. This can be illustrated as following:
Estimating house price indices by the WRS, AV and SPAR methods
Based on equation (11), a standard SPAR index can be written as: AV is the average assessed value at the based period and I 0 represents the based period price index.
Accordingly, a modified SPAR index can be written as follows:
where: c represents the vertical inequity. The difference between the standard SPAR index and the modified SPAR index can be approximate as follows:
When c is close to "1", the above equation (14) can be approximate as follows: Case and Shiller (1989) ; AV represents the assessed values index proposed by Clapp (1990b) ; Standard SPAR refers to the sales prices appraisal ratio index which does not take account of vertical inequities and modified SPAR is for the SPAR index which takes account of vertical inequities.
As demonstrated in Clapp and Giaccotto (1992) , when number of periodical sales becomes large for all time period, there can be no change in average true value. The only source of change is sampling variability. Thus, the set of assessed values AV 0 and AV t should be very similar to each other and the ratio of closes to 1. Therefore Equation (15) shows that when the vertical inequity c closes to 1, and the number of periodical sales is large, the difference between the standard and modified SPAR indices will shrink to zero. Another noticeable difference among those graphed indices is that indices using AV statistics tend to be less volatile than their respective WRS index. Table 6 presents the estimated rate of changes in estimated price indices over the studied period. It shows that AV indices often have a similar index rate of change but a smaller standard deviation of index rate of change when compared with their repeated sales indices. This is a very desirable feature of using AV statistics to estimate house price movements, especially for producing house price indices at a monthly level. Moreover, the nature of the estimation technique used by the repeated sales method means that there could be significant differences between the WRS and SPAR indices for the end of the series, which the repeated sales index is subject to significant index revision (Clapham et al. 2006) .
Impacts of horizontal inequity on the SPAR and AV methods
As indicated in the above findings, the impact of vertical inequity on the SPAR method is small. In the AV method it uses an instrumental variable that classifies properties into low, middle or high value. Within any of these classifications, the problem of vertical inequity should be also small. However, neither the SPAR nor AV methods have dealt with the horizontal inequity in the index estimation. When the horizontal inequity exists, both the SPAR and AV indices can be problematic.
For the SPAR method it is expected that the positive and negative errors caused by the horizontal inequity problem will cancel out each other for index estimations. Since each period's SPAR index is free from the other period's index change (see Equation (11) for the SPAR method), a large sample should help to minimise but not totally eliminate the problem caused by measurement errors in assessed values. This places the SPAR method in favour of the AV method when horizontal inequities exist. Notes: WRS denotes the weighted repeated sales index proposed by Case and Shiller (1989) ; AV represents the assessed values index proposed by Clapp (1990b) ; Standard SPAR refers to the sales prices appraisal ratio index which does not take account of vertical inequities and modified SPAR is for the SPAR index which takes account of vertical inequities.
In contrast, the averaging process in the AV method could be more complicated. This is because the OLS estimators in the AV method will be biased and inconsistent, when horizontal inequities exist.
Suppose the true market value model is: D v (16) where:
X represents the horizontal inequity such as a group of locational and structural variables; c represents the vertical inequity and v is the error term which has a zero mean and is un- (8) instead, the estimation on g t will be biased. This is because the error term e in equation (8) will now be equal to Var D > 0, the inconsistency in  g t is positive if e and D t are positively correlated and vice versa. If e and D t are uncorrelated, the  g t will equal to g t . In this situation, the AV and SPAR methods may be very similar in handling assessment errors when constructing their indices. For example, if one takes the coefficient "c" as given in equation (8), and then subtracts the assessed value term from the dependant variable Ln(P) (call this new variable lnP*), the coefficients on the time dummies simply take the average of lnP*. These averages are taken over all properties that transact at any given time t. However, if e and D t are correlated, as pointed by Wooldridge (2006) the omitted variable problem in equation (17) does not go away by adding more data to the sample. If everything is equal, the problem will get worse with more data, i.e. the OLS estimator gets closer and closer to its biased value.
Although deriving the sign and magnitude of the inconsistency in  g t is difficult, the results of Table 4 and Figure 1 in Section 5.2 show the horizontal inequity does exist and most likely change over time. To see how the horizontal inequity will affect the AV and SPAR indices, we have graphed house price indices by using the WRS, AV and SPAR methods over the studied period. Figure  2 illustrates how closely those indices track each other in levels. In general, the standard and its modified SPAR indices track well to each other, with virtually no difference for most local housing markets. They are also the most equivalent indices to the WRS index when compared to the AV index. Interestingly, indices developed using AV statistics sometimes could depart from their respective WRS index counterparts. The results imply that the inconsistency problem caused by the horizontal inequity is more likely affected the AV method. More frequent reassessments will not help to close the gap in this situation 4 . For example in Wellington City where reassessments are carried out annually, house price indices measured by the AV statistics have been consistently above the repeated sales index for a long time.
CONCLUSIONS
This paper investigates house price measures for a small open economy using AV statistics. It shows that the impact of vertical inequities on indices using AV statistics is small. There is virtually no difference between the standard and modified SPAR indices, where the vertical inequity in assessed values has been rectified. As added to the literature, the results show that the biggest threat for using AV statistics to estimate house price movements is from horizontal rather than vertical inequities in assessed values. In this situation, both the SPAR and AV indices benefit from law of compensation of errors by using all sales. Overall, the results suggest that the AV method is roughly the same as the SPAR method in measuring the index rate of change, but could be problematic when measuring the index in levels, over multiple assessment periods.
This study has an important policy implication. Measurement errors in tax assessment are inevitable, which means that they are not easy to control. For indices using the AV statistics, the results will inevitably be biased in some degree if systematic errors exist. For those countries which have already used, or are going to use the AV statistics to produce house price indices, the SPAR method is a good alternative. The method is simple and will deliver a similar or even superior measurement reliability compared to the AV method. The vertical inequity (a 1 ) is estimated using the first month's sales immediately after the assessment. Asterisks indicate significance levels of vertical inequity in assessed values at 1%(***), 5%(**), and 10%(*), respectively.
