Abstract. A classic result by Gromov and Lawson states that a Riemannian metric of non-negative scalar curvature on the Torus must be flat. The analogous rigidity result for the standard sphere was shown by Llarull. Later Goette and Semmelmann generalized it to locally symmetric spaces of compact type and nontrivial Euler characteristic. In this paper we improve the results by Llarull and Goette, Semmelmann. In fact we show that if (M, g 0 ) is a locally symmetric space of compact type with χ(M ) = 0 and g is a Riemannian metric on M with scalg · g ≥ scal 0 · g 0 , then g is a constant multiple of g 0 . The previous results by Llarull and Goette, Semmelmann always needed the two inequalities g ≥ g 0 and scalg ≥ scal 0 in order to conclude g = g 0 . Moreover, if (S 2m , g 0 ) is the standard sphere, we improve this result further and show that any metric g on S 2m of scalar curvature scalg ≥ (2m − 1)trg (g 0 ) is a constant multiple of g 0 .
Introduction
For closed surfaces the Gauß-Bonnet formula implies strong relations between the topology and the geometry. For instance, any metric on the 2-torus which has non-negative or non-positive scalar curvature (Gauß curvature) is flat. Although the generalized Gauß-Bonnet theorem does not provide this kind of result in dimension n ≥ 3, there are similar scalar curvature rigidity phenomena. A first example of scalar curvature rigidity in dimension n ≥ 3 was proven by Gromov and Lawson in [5] . They showed that any metric of non-negative scalar curvature on the torus has to be flat. In contrast to the 2-dimensional case this result does not hold under the assumption of non-positive scalar curvature, since any manifold of dimension n ≥ 3 carries a metric of constant negative scalar curvature (cf. [9] for instance). In order to get scalar curvature rigidity of closed manifolds with non-vanishing Yamabe constant, one has to assume a certain scaling invariant condition on the Riemannian metric. Motivated by Gromov's K − area inequality in [4] and the fact that the K − area satisfies K − area(M, g) ≥ K − area(M, h) for any g, h with g ≥ h on Λ 2 T M , Llarull used in [8] the algebraic condition g ≥ g 0 to show scalar curvature rigidity of the standard sphere. In particular, he proved that if (M, g) is a compact spin manifold and f : M → S n is a smooth map of non-zero degree such that g ≥ f * g S n on Λ 2 T M , then there is a point p ∈ M with scal(g) < n(n − 1) or (M, g) is isometric to S n . The analogous rigidity result for the complex and quaternionic projective space was proved by Kramer in [6] . Min-Oo showed in [10] a similar result for Hermitian symmetric spaces. The general case, i.e. the problem for symmetric spaces of compact type, was considered by Goette and Semmelmann Hence, if (M 0 , g 0 ) = G/H is a locally symmetric space of compact type with nontrivial Euler characteristic or nontrivial Kervaire semi characteristic, then (1) g ≥ g 0 on Λ 2 T M 0 and scal g ≥ scal 0
implies g = g 0 . Although Goette and Semmelmann also considered the case rk(G)− rk(H) = 1, there is a mistake in their proof if the Kervaire semi characteristic σ(G/H) vanishes (cf. [2] ). Goette generalized in [2] the results for symmetric spaces to normal homogeneous spaces G/H with χ(G/H) = 0 respectively σ(G/H) = 0. In this paper we omit the assumption of area (or distance) non-increasing maps which was always made in the previous results. We define instead a certain nonnegative function on the manifold and show that the scalar curvature cannot be larger than this function. For instance as a corollary we prove that if g is a Riemannian metric on a locally symmetric space (M 0 , g 0 ) of compact type with χ(M 0 ) = 0 (respectively σ(M 0 ) = 0) and (2) scal g · g ≥ scal 0 · g 0 on T M 0 , then g is a constant multiple of g 0 . In particular, comparing this inequality with the inequalities in (1), the assumptions in this paper are localized and much weaker.
Moreover, if the model space (M n 0 , g 0 ), n = 2m or n = 4k + 1, is the standard sphere of constant sectional curvature K = 1 we can further improve inequality (2) and show that any metric g on S n such that
is a multiple of g 0 . This inequality is simply the trace of (2), i.e. far weaker than the above condition. As we shall see, inequalities (2) and (3) have further generalizations to comparision of 2-forms respectively the Λ 2 -trace. A smooth map f : M → N between oriented manifolds is called a spin map if the second Stiefel Whitney classes are related by
Thus, in case N is spin, f is a spin map if and only if M is spin manifold. Suppose g is a Riemannian metric on M and h is a Riemannian metric on N , then f is said to be distance non-increasing
v) be the non-negative function on M which defines the maximal distance scaling by f at each point of M and let
be the function on M which defines the maximal area scaling by f at each point. In particular, f is distance non-increasing for all p ∈ M if and only if dist(f ) ≤ 1 and f is area non-increasing for all p ∈ M if and only if area(f ) ≤ 1. As expected, the area scaling can be estimated by the square of the length scaling:
The following theorem generalizes previous results by omitting the assumption area(f ) ≤ 1 and using the function area(f ) in the scalar curvature inequality. Note that this is a significant improvement since at points where area(f ) vanishes, the scalar curvature inequality reads scal g ≥ 0 while in [3, 8] the scalar curvature is assumed to be greater than the scalar curvature on M 0 .
, be an oriented closed Riemannian manifold with non-negative curvature operator R 0 ≥ 0, Ricci curvature Ric 0 > 0 and Euler characteristic χ(M 0 ) = 0. Suppose (M, g) is an oriented closed Riemannian manifold and f : M → M 0 is a spin map of nonzero degree. If the scalar curvature satisfies
Replacing the function area(f ) by dist(f ) the statement holds too in the case dim M 0 = 2.
In the last section we give a generalization of this theorem which assumes deg A (f ) = 0 instead of deg(f ) = 0, in particular dim M = dim M 0 + 4k. However, in this case we can only show that f : (M, g) → (M 0 , g 0 ) is a conformal submersion. In order to show that f is a Riemannian submersion (like in [3] ) additional assumptions are necessary. If we consider the case M = M 0 and f = id in the above theorem, then inequality (4) is equivalent to
In fact, if a metric g on M 0 satisfies inequality (5) or (2), then g is a constant multiple of g 0 . Note that inequality (2) implies (5), but in general the converse is not true. In order to give a Λ 2 -analog of inequality (2) we have to assume that scal g ≥ 0, in fact (5) is equivalent to
This corollary of the theorem has an odd dimensional analog. A topological version of the following theorem could also be proved, but this means to make a very complicated KO-theoretic assumption on the map f : M → M 0 . Remember that the Kervaire semicharacteristic of a 4k + 1 dimensional manifold M is given by 
then g is a constant multiple of g 0 .
We introduced above the maximal distance and the maximal area scaling by f . There are of course notions of average distance respectively area scaling by f . We define as average distance scaling of f : (M n , g) → (N, h) the function
and as average area scaling
in this case e 1 , . . . , e n is an g-orthonormal basis of T M . Obviousely, the following inequalities hold 1 n
with equality (in one equation) if and only if
A simple comparison of the eigenvalues proves
and together with the theorem below, we obtain inequality (3). The following theorem represents a significant improvement to theorem 1 and compared to Llarull's rigidity result it needs far weaker assumptions on the scalar curvature. However, it is uncertain if we can generalize this result to symmetric spaces. For the proof of theorem 3 the very simple structure of the curvature operator on S n is essential.
Theorem 3. Let M be a closed spin manifold and f : M → S n , n = 2m ≥ 4, be a map of nonzero degree. If there is a metric g on M of scalar curvature
is a homothety, i.e. up to scaling by a constant an isometry (here g 0 is of constant sectional curvature K = 1).
Curvature inequality
In order to get a simple expression for the index of the Dirac operator in terms of characteristic classes, we are using the approach presented in [3] . In this section we assume that (M m 0 , g 0 ) is an oriented manifold with non-negative curvature operator
is a spin map, then the vector bundle
admits a spin structure. The Levi-Civita connection of g and the Levi-Civita connection of g 0 induce the connection ∇ E = ∇ ⊕ f * ∇ 0 on E which is Riemannian with respect to g ⊕ f * g 0 . The Clifford bundle of E is given by
with Ã = Ê, . Since the SO-frame bundle of E has structure group SO(n) × SO(m), the structure group of a spin structure on E is reducible to
Let S / E be the a complex (or real) spinor bundle of E induced by a choice of the spin structure and the tensor product of the complex (respectively real) spin representations. The connection ∇ E lifts uniquely to a Riemannian connection ∇ on S / E. For each point p ∈ M there are neighborhoods p ∈ U ⊂ M and f (p) ∈ V ⊂ M 0 in such a way that the spinor bundle decomposes as
(note that we do not assume S / E to be irreducible at this point). In particular, if M 0 is spin, then M is spin and we conclude
module. Since the forthcoming computations are of local nature we use the notation
becomes a Dirac bundle over M if we use the imbedding
The corresponding Dirac operator will be denoted by
γ(e j )∇ ej where e 1 , . . . , e n is an orthonormal basis of T p M . Since the connection ∇ preservers the decomposition in (7), i.e. 
where R is defined by
and R 0 means the curvature of f * ∇ 0 .
Definition 1. Suppose (V, ., . V ) and (W, ., . W ) are inner product spaces and β : V → W is a linear transformation. Then β is called a homothetic injection if there is a constant c > 0 such that
be the orthogonal decomposition of V w.r.t. the inner product. Then β is said to be a homothetic surjection if (9) holds for all v,v ∈ V ′ . A homothetic isomorphism is also called a homothety.
Proposition 1.
Let the Riemannian curvature operator of (M 0 , g 0 ) be non-negative and dim M 0 ≥ 3, then the curvature endomorphism R is at each point bounded as follows
where scal 0 means the scalar curvature of g 0 . Furthermore, suppose Ric(g 0 ) is positive definite at f (p) ∈ M 0 and −
In particular, if Ric(g 0 ) > 0 on M 0 and U ⊂ M denotes the interior of all points p ∈ M where the minimal eigenvalue of R is −
is a Riemannian submersion.
Note that area(f ) is smooth on U , while of course U could be empty in this proposition. Recall that if area(f ) vanishes at p, then the image of f * :
is at most one dimensional and Im(f * ) is trivial if and only if dist(f ) = 0. The assumption dim M 0 ≥ 3 can be omitted in the above proposition if we replace the function area(f ) everywhere by dist(f ) (in case dim M 0 = 2, Λ 2 M 0 has rank one which will not be enough to show that f * is a homothetic surjection if area(f ) > 0). The following two example provide non-constant maps which are not homothetic surjections but satisfy all the assumptions of the proposition except Ric(g 0 ) > 0 respectively area(f ) > 0 (T n means the standard n-dimensional flat torus, c : [0, 2π) → S n is a simple closed geodesic):
In both cases R vanishes and inequality (10) is an equality. Although Ric(g S n ) is positive definite, f is nowhere a homothetic surjection since area(f ) = 0. Moreover, f satisfies area(f ) ≡ 1, but f is nowhere a homothetic surjection since Ric(g 0 ) = 0. In fact, in both cases we have U = ∅.
Proposition 2. Suppose (M 0 , g 0 ) is the standard sphere S n of constant sectional curvature K = 1 and dim M = n. Then the curvature endomorphism satisfies
and R attains this minimal eigenvalue at a point p ∈ M if and only if f * :
of all points where the minimal eigenvalue of R is − 1 2
is a Riemannian covering.
To show these two propositions we will simplify the curvature expression R.
Since the curvature of the connection ∇ 0 is the curvature of the (virtual) spin bundle S / M 0 , we obtain the curvature of f
where v, w ∈ T p M , γ 0 is the Clifford multiplication on S / p and R 0 is the Riemannian curvature operator of (M 0 , g 0 ) considered as endomorphism on Λ 2 M 0 . Thus, the curvature operator R is determined by
Let B ∈ Γ(End(T M )) be the symmetric positive semi-definite transformation defined by
and set
(note that the upper inequalities are sharp in each point, since by definition, B has an eigenvalue dist(f ) and B 2 has an eigenvalue area(f )). Moreover, we obtain by definition and a standard computation
In fact, if dim M 0 = dim M = n, the Cauchy Schwarz inequality yields [tr(B)] 2 ≤ n · tr(B 2 ) with equality iff B is a multiple of Id, i.e. we conclude
with equality if and only if B is a multiple of Id. Note altough tr(B) ≤ n · dist(f ), there is no estimate of tr(B) in terms of area(f ) (if B has only one nonvanishing eigenvalue, area(f ) = 0 while tr(B) > 0). Conversely, there is no sharp (respectively optimal) estimate of area(f ) in terms of tr(B).
Lemma 1. Suppose f : M → N is a differentiable map, g is a Riemannian metric on M and g is a Riemannian metric on N . Then g and g induce isomorphisms
q N and the following diagram is commutative:
thenB k is positive semi-definite and symmetric w.r.t. g. Moreover, the nonvanishing eigenvalues of B k at p ∈ M coincide with the non-vanishing eigenvalues ofB k at f (p) ∈ N and we haveB k =B ⊗ · · · ⊗B k withB =B 1 .
Proof. This lemma collects some facts from linear algebra. Note thatB can be defined analogous to (14) by
for all x, y ∈ T f (p) N . If v ∈ T p M is an eigenvector of B to the eigenvalue λ = 0, then (14) yields that f * v = 0. In particular, f * v ∈ T f (p) N is an eigenvector ofB to the eigenvalue λ:
and thus, λ is an eigenvalue ofB (appears with the same multiplicity as in B). That any nonzero eigenvalue ofB is an eigenvalue of B follows in the same way.
Let h 1 , . . . , h s ∈ Λ 2 T f (p) M 0 be a g 0 -orthonormal eigenbasis of R 0 and κ 1 , . . . , κ s be the corresponding eigenvalues (note that R 0 is symmetric), then R 0 ≥ 0 yields
Furthermore, we obtain from (13) and the symmetry of R 0 (e 1 , . . . , e n is a gorthonormal basis of T p M ):
Let α ∈ [0, ∞) be non-negative and define
then a straightforward calculation shows
Lemma 2. Suppose η is a 2-form, then
for any Clifford module. Moreover, let κ 1 , . . . , κ s be the eigenvalues of R 0 and h 1 , . . . , h s be the corresponding orthonormal eigenbasis, then κ l = 1 2 scal 0 and
Proof. The first statement is a straightforward calculation and the second follows from scal 0 = 2trace(R 0 ). Moreover, the first Bianchi identity yields after applying vectors x, y, z, t:
Proof of Proposition 1.
Since 0 ≤ B 2 ≤ area(f ) and the nonzero eigenvalues of B 2 andB 2 coincide, lemma 1 yields
In particular, κ j ≥ 0 and l κ l = 1 2 scal 0 (f (p)) prove the following inequality
This estimate completes the proof for the first part of proposition 1. Consider the definition of C in (17). Since γ(η) is a skew adjoint action on any Clifford module for arbitrary 2-forms η and κ l ≥ 0 for all l = 1 . . . s, we conclude from (17): C ≤ 0. Hence, set α := area(f ) : M → [0, ∞) then equation (18) and inequality (19) show
M 0 has to vanish and thus, R vanishes at p ∈ M from (13), i.e. this inequality is also true at points where α = 0). In order to show the second part of proposition 1 we need the conditions Ric(g 0 ) > 0 and m = dim M 0 ≥ 3. We have to prove that f * :
Suppose the minimal eigenvalue of R at p ∈ M is − 1 4 α · scal 0 (f (p)) with α := area(f )(p) > 0. In this case we obtain equality for at least one nontrivial spinor in (20) and henceforth, we obtain equality in (19). In particular, |f # h l | g = α for all l with κ l > 0 which is equivalent toB 2 
. . , e m ∈ T f (p) M 0 be an orthonormal eigenbasis ofB =B 1 to eigenvalues λ 1 ≥ . . . ≥ λ m . Then λ i λ j (i = j) are the eigenvalues ofB 2 and 0 ≤B 2 ≤ α 2 yields λ i λ j ≤ α 2 for all i, j = 1 . . . m with i = j. Moreover,B 2 = α 2 on Im(R 0 ) supplies for the curvature of (M 0 , g 0 ) (use the symmetry ofB 2 =B ⊗B):
Since Ric(g 0 ) > 0 at f (p), for any k there is some l with R 0 (e l , e k , e k , e l ) > 0. Thus, for all k = 1 . . . m there is some l = k with λ k λ l = α 2 . We assumed α > 0 and m = dim M 0 ≥ 3. Thus, let k be arbitrary and l = k in such a way that λ k λ l = α 2 . Suppose i = k as well as i = l. Then
together with λ k λ l = α 2 yields λ i ≤ α and since k was arbitrary, we conclude λ i ≤ α for all i = 1 . . . m. Because for any i there is some j with λ i λ j = α 2 , we obtain λ i = α for all i = 1 . . . m which is equivalent toB = αId. Since the nonvanishing eigenvalues of B andB coincide (lemma 1), definition 14 proves that
Suppose now that Ric(g 0 ) > 0. Define U ⊂ M to be the interior of all point p ∈ M where the minimal eigenvalue of R is − 
is a Riemannian submersion with α = area(f ).
Proof of Proposition 2. Consider the expression of C in equation (18). Since (M 0 , g 0 ) = S n is of constant sectional curvature 1, we know κ j = 1 for all j and
[use lemma 1 and tr(B 2 )(p) = tr(B 2 )(f (p))]. Set α := 2 n(n−1) tr(B 2 ), then α vanishes at p ∈ M only if area(f )(p) = 0. In this case f * :
S n is trivial and R(p) = 0 which means that the inequality in proposition 2 is fulfilled. If α > 0, we obtain from C ≤ 0 the estimate
Suppose now that α > 0 and that the minimal eigenvalue of R at p ∈ M is determined by − 1 2 n(n−1) 2 tr(B 2 ). In this case, the maximal eigenvalue of C in p is 0 and there is a nontrivial spinor ϕ ∈ S / E p with Cϕ = 0. Consider the definition of C = l C 2 l in equation (17) where
l ≤ 0 and C l is skew symmetric, we conclude that C l ϕ = 0 for all l. Defining
Since S n has pure curvature operator, we can choose h l to be a wedge product h l = e i ∧ e j where e 1 , . . . , e n ∈ T f (p) S n is an orthonormal eigenbasis ofB to eigenvalues λ 1 , . . . , λ n . Thus, we obtain
and D l C l ϕ = 0 for all l shows λ i λ j = α 2 for all i, j = 1 . . . n and i = j. However, this proves λ i = α for all i = 1, . . . , n if n ≥ 3. Hence,B = αId at f (p) as well as B = αId at p which proves that f * :
n is a homothety. Note that α 2 = 2 n(n−1) tr(B 2 ) vanishes at p ∈ M iff area(f )(p) = 0 and that B = α · Id means
i.e. the scaling factor is determined by area(f ).
Proof of the theorems in the introduction
First we show that the kernel of the Dirac operator D / from the previous section is non-trivial. Consider the situation of theorem 1 and 3. Then deg(f ) = 0 and χ(M 0 ) = 0 imply dim M = dim M 0 = 2k. Let S / E be the irreducible complex spinor bundle of E = T M ⊕ f * T M 0 , then S / E is a complex Dirac bundle over M and naturally 2 -graded by the volume form of Cl (E). The index of the Dirac
Hence, under the assumptions of theorem 1 respectively theorem 3, the kernel of D / is not trivial. Now consider the situation of theorem 2. In this case we have M = M 0 and f = id in section 2. Let's start with the bundle E 0 = T M ⊕ T M equipped with the product metric g 0 ⊕ g 0 and Levi-Civita connection ∇ 0 ⊕ ∇ 0 . Then we can choose representations (depending on dim M = 8l + 1 respectively dim M = 8l + 5) in such a way that the real spinor space S / E 0 = S / M ⊗ S / M is equivalent to the 2 -graded Clifford bundle Cl Ê (M, g 0 ). Clifford multiplication on S / E 0 with elements
by multiplication from the left with elements η ⊗ ½ and multiplication from the right with elements ½ ⊗ η. In this way S / E 0 becomes a 2 -graded module for Cl Ê (E 0 ). Let ω 0 ∈ Cl Ê (M, g 0 ) be the volume form for g 0 , then Clifford multiplication with Ω :
In fact this action corresponds to right multiplication on Cl Ê (M, g) by the volume form ω 0 . Thus, since M has dimension 4k + 1, the Cl 1 -index of the Dirac operator
Consider the same bundle E = E 0 = T M ⊕ T M but equipped with the metric g ⊕ g 0 and connection
is still parallel w.r.t. the connection ∇ E and hence, Ω defines again a parallel 2 -graded Cl 1 -action on S / E. In particular, the bundles S / E and S / E 0 are equivalent 2 -graded Cl 1 -Dirac bundles. Thus, the Cl 1 -index of the Dirac
we conclude from σ(M ) = 0 that the kernel of D / cannot be trivial. Now we are able to finish the proof of the main theorems (in the following we have to set f = id, M = M 0 in the case of theorem 2 and use the fact scal 0 = n(n − 1) in case of theorem 3). We define the function α : M → [0, ∞) by
Consider the integrated version of (8) with ψ ∈ Γ(S / E):
The inequalities (10), (4) and (6), (11) show that the function on the right hand side is point wise non-negative. In particular, let 0 = ψ ∈ ker(D / ) be non-trivial, then ∇ψ = 0 and |ψ| 2 = const > 0 (∇ is a Hermitian connection). Thus, ψ(p) = 0 for all p ∈ M and Rψ, ψ = −
and ψ is at each point of M an eigenvector of R to the eigenvalue
Hence, proposition 1 respectively proposition 2 proves that at p ∈ M the map f * : T p M → T f (p) M 0 is a homothetic surjection or α(p) = 0. However, since dim M = dim M 0 , a homothetic surjection is nothing but a homothety. Thus, let U be the open set in M where α > 0, then deg(f ) = 0 proves that U is not empty (note that the case g 0 g (p) = 0 cannot happen in case of theorem 2, i.e. we have U = M ). Moreover, proposition 1 resp. 2 shows that the map f : (U, g) → (f (U ), g 0 ) is a conformal diffeomorphism where the conformal factor is given by the function α = area(f ), i.e. (U, g := αg) and (f (U ), g) are locally isometric. We will use equation (22) to prove that α has to be constant which implies that U = M and that f : (M, αg) → (M 0 , g 0 ) must be a Riemannian covering (note that f is surjective since deg(f ) = 0). We first note that equation (22) together with scal 0 • f > 0 imply that α is smooth on all of M not only on U . Moreover, the scalar curvature of g and g = αg are on U related by
Since g = f * g 0 on U , the scalar curvature of g is given by scal = scal 0 • f and we conclude from equation (22) n − 1 α 2 δdα − (n − 1)(n − 6) 4α 3 |dα| 2 g = 0. Thus, since α is smooth on M [cf. equation (22)] and α = 0 on M − U , the following equation holds on all of M for all k ≥ 1:
Integrate over M w.r.t. the volume form of g yields for all k ≥ 1
and hence, dα = 0 shows α = area(f ) = const which completes the proof of the main theorems (recall we have α > 0 since deg(f ) = 0 yields U = ∅). Corollary 1 follows simply by the fact that a locally symmetric space with Ricci curvature Ric 0 > 0 has non-negative curvature operator.
Conformal submersions and scalar curvature
Let f : M → M 0 be a smooth map between closed oriented manifolds. The A-degree of f is defined as
where A(M ) denotes the total A-class of M and ω is a volume form on M 0 with ⊥ ⊂ T M is integrable). Furthermore, if the fibers of this conformal submersion are all minimal, i.e. N = 0, then the conformal factor α is constant and (M, g = αg) is locally isometric to (M 0 × X, g 0 ⊕ h) where (X, h) is a closed Ricci flat spin manifold of nonzero A-genus.
The assumption Ric g (p) ≡ 0 can be replaced by area(f ) > 0. The proof of this version of the theorem needs area(f ) > 0 in order to conclude that f : M → M 0 is a submersion. If dim M = dim M 0 we used a simple conformal argument to show that area(f ) has to be a nonzero constant.
Proof. Let V 2k be an oriented Riemannian vector bundle over an oriented Riemannian manifold (M 2n , g) in such a way that E = T M ⊕ V admits a spin structure. Then the complex spinor bundle S / E is naturally 2 graded by the volume form of Cl (E). Moreover, using the embedding Cl (T M ) ֒→ Cl (E) and an arbitrary Riemannian connection on V, S / E becomes a complex Dirac bundle over M and the index of the Dirac operator D /
where χ(V) ∈ H 2k (M ; É) is the Euler class and A(V) ∈ H 4 * (M ; É) is the A-class of V. This version of the Atiyah Singer index theorem can be deduced from Chapter III theorem 13.13 and proposition 11.24 in [7] . In the situation of theorem 3, χ(M 0 ) = 0 yields dim M 0 is even and deg A (f ) = 0 yields dim M = dim M 0 + 4k. In particular, we obtain in case
where ω means the orientation form. Hence, the index of the Dirac operator D / + :
and ker(D / ) is non-trivial. Thus, the integrated Bochner-Weitzenböck formula (21) together with inequalities (10) and (23) prove equality in (23) and the fact that the minimal eigenvalue of R is at each point given by − 1 4 area(f ) · scal 0 • f . As usual set α := area(f ) and consider the open set U = {p ∈ M |α(p) > 0}, then proposition 1 shows that f : (U, αg) → (f (U ), g 0 ) is a Riemannian submersion (note that U is not empty because deg A (f ) = 0). The next step will show that U = M . Let 0 = ψ ∈ ker(D / ), then ψ is parallel w.r.t. ∇ and R x,y ψ = 0 yields:
which proves in particular that ric g (y) · ψ = 0 and thus, ric g (y) = 0 for all y ∈ T p M , i.e. we obtain Ric g (p) = 0 for all p ∈ M − U . However, we assumed Ric g (p) = 0 for all p ∈ M , i.e. U = M and f : (M, g) → (M 0 , g 0 ) is a conformal submersion while the conformal factor is determined by α (note that f is surjective since deg A (f ) = 0, and α is smooth since inequality (23) is an equality and scal 0 • f > 0). This completes the first part of theorem 3.
Consider the orthogonal decomposition T M = ker(f * ) ⊕ H over M , then ker(f * ) is an integrable distribution and H is integrable if and only if the invariant A vanishes. If y ∈ ker(f * ) at an arbitrary point of M , the right hand side of the above equation for the Ricci tensor vanishes, and so ric g (y) = 0. Hence, we conclude that the Ricci tensor of g restricted to ker(f * ) is trivial. Let g := αg be the conformal transformation of g on M by α = area(f ) (we already proved that α > 0 on M ). Then the Ricci tensors of g and g are related by (use derivatives w.r.t. g) The next step is to simplify F (α) andδN . Let δ, δ be the (negative) divergence operator of g, g respectively, then δV = δV − n 2α dα(V ) for arbitrary vector fields V . Moreover, if X 1 , . . . , X m is an g-orthonormal frame of H and U 1 , . . . , U n−m is an g-orthonormal frame of ker(f * ), we obtain from N ∈ Γ(H) Moreover, using local frames for H and ker(f * ) a straightforward calculation shows
