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Summary
Real-time ultrasound imaging is a widely used technique in medical diagnostics. Recently,
ultrasound systems offering real-time imaging in 3-D has emerged. However, the high
complexity of the transducer probes and the considerable increase in data to be processed
compared to conventional 2-D ultrasound imaging results in expensive systems, which
limits the more wide-spread use and clinical development of volumetric ultrasound.
The main goal of this thesis is to demonstrate new transducer technologies that can
achieve real-time volumetric ultrasound imaging without the complexity and cost of
state-of-the-art 3-D ultrasound systems. The focus is on row-column addressed transducer
arrays. This previously sparsely investigated addressing scheme offers a highly reduced
number of transducer elements, resulting in reduced transducer manufacturing costs
and data processing. To produce such transducer arrays, capacitive micromachined
ultrasonic transducer (CMUT) technology is chosen for this project. Properties such as
high bandwidth and high design flexibility makes this an attractive transducer technology,
which is under continuous development in the research community.
A theoretical treatment of CMUTs is presented, including investigations of the
anisotropic plate behaviour and modal radiation patterns of such devices. Several new
CMUT fabrication approaches are developed and investigated in terms of oxide quality
and surface protrusions, culminating in a simple four-mask process capable of producing
62+62-element row-column addressed CMUT arrays with negligible charging issues.
The arrays include an integrated apodization, which reduces the ghost echoes produced
by the edge waves in such arrays by 15.8 dB. The acoustical cross-talk is measured
on fabricated arrays, showing a 24 dB reduction in cross-talk compared to 1-D arrays
for 2-D imaging. Volumetric imaging is successfully demonstrated using a beamformer
specifically developed for row-column addressed arrays. Furthermore, a technique for
estimating flow velocities in all three dimensions is presented.
Based on the developed techniques, a complete hand-held 3 MHz λ/2-pitch ultrasound
probe for volumetric imaging with 62+62 elements and in-handle electronics is produced
and used on a commercial bk3000 scanner from BK Medical. The scanner is made for
conventional 2-D ultrasound imaging, proving that the developed technology enables real-
time volumetric ultrasound imaging with a total system cost and complexity equivalent to
that of 2-D ultrasound imaging systems.
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Resumé
(Summary in Danish)
Ultralydsbilleddannelse er hyppigt brugt i medicinsk diagnostik, og i de senere år er ul-
tralydssystemer, der muliggør 3-D billeddannelse i realtid, blevet tilgængelige. Imidlertid
er sådanne systemer forbundet med store økonomiske omkostninger grundet komplek-
siteten af de anvendte transducere samt den markant øgede datamængde sammenlignet
med systemer til konventionel 2-D billeddannelse. Dette begrænser en mere udbredt brug
af 3-D ultralyd og hæmmer udviklingen af nye kliniske applikationer.
Hovedformålet med denne afhandling er at demonstrere nye transducerteknologier,
der tillader realtids ultralydsbilleddannelse i 3-D uden kompleksiteten og omkostningerne
ved moderne 3-D ultralydssystemer. Fokus er på den hidtil sparsomt undersøgte række-
søjle adressering, som muliggør en betydelig reduktion i fremstillingsomkostninger og
dataprocessering grundet et lavere antal transducerelementer. Dette projekt benytter sig
desuden af såkaldt kapacitiv mikrofremstillet ultralydstransducer (CMUT) -teknologi til
fremstilling af transducerne. Egenskaber såsom stor båndbredde og betydelig design-
fleksibilitet gør dette til en attraktiv transducerteknologi, som er under stadig udvikling i
forskningsmiljøet.
Denne afhandling indeholder som det første en teoretisk analyse af CMUT’er, herun-
der en analyse af den anisotrope pladeopførsel og strålingskarakteristikken. Desuden
er adskillige nye CMUT-fremstillingsmetoder udviklet og undersøgt i forbindelse med
oxidkvalitet og overfladefremspring, og dette har resulteret i udviklingen af en simpel
fire-maske proces, hvormed 62+62-element række-søjle adresserede CMUT transducere
uden opladningsproblemer kan produceres. Transducerne har en integreret apodisering,
som reducerer de uønskede ekkoer genereret af kantbølger fra række-søjle adresserede
transducere med 15.8 dB. Den akustiske krydstale i de fremstillede transducere er målt til
at være reduceret med 24 dB sammenlignet med konventionelle 1-D transducere til 2-D
billeddannelse. 3-D billeddannelse er også demonstreret ved brug af en fokuseringsalgo-
ritme udviklet specifikt til række-søjle adresserede transducere. Desuden præsenteres en
teknik hvormed hastighedskomposanterne i alle tre rumlige dimensioner kan bestemmes.
Baseret på de udviklede teknikker fremstilles en komplet, håndholdt 3 MHz λ/2-pitch
ultralydsprobe til 3-D billeddannelse. Den indeholder 62+62 elementer og integreret
elektronik, og er designet til brug med en kommerciel bk3000 skanner fra BK Medical.
Skanneren er oprindeligt udviklet til konventionel 2-D skanning, hvilket viser, at den ud-
ix
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viklede transducerteknologi muliggør realtids 3-D ultralydsbilleddannelse med en samlet
systemomkostning og kompleksitet, som er sammenlignelig med et 2-D ultralydssystem.
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This PhD thesis has been submitted to the Department of Micro- and Nanotechnology
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Jørgen Arendt Jensen, PhD, Dr. Techn.
When the project started in the summer of 2012, Prof. Erik Vilain Thomsen had
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veloping next-generation technology for medical ultrasound diagnostics using so-called
capacitive micromachined ultrasonic transducers, or “CMUTs”. Initially, my time on
the project was spent on establishing a knowledge basis enabling further research in this
transducer technology, which was relatively unexplored at DTU at the time. This involved
understanding and expanding the theory behind CMUTs, and to investigate cleanroom
processes with which they could be fabricated.
I then started a collaboration with Morten Fischer Rasmussen, a PhD student in
Prof. Jørgen Arendt Jensen’s group working on advanced beamforming techniques for
3-D ultrasound imaging. This shaped the remainder of my project period, where the
focus has been on developing 2-D CMUT arrays for 3-D ultrasound imaging. I have
strived to involve myself in most aspects of the process; from theoretical models and
acoustic design over microfabrication to new imaging techniques and the development
of prototype CMUT probes for use with commercial ultrasound scanners. All of this in
close collaboration with my colleagues at DTU and the industrial partners at BK Medical
ApS in Herlev and Sound Technology Inc in State College, PA, USA.
During the project period, I have had the pleasure of co-supervising a total of 24
engineering students in four master’s projects, two bachelor’s projects, and eight smaller
student projects. All of these have had part in shaping the final outcome of this thesis,
and have given me invaluable inputs and experiences. I had the opportunity of meeting
fellow researchers at conferences in Dresden (Germany), Side (Turkey), Prague (Czech
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Republic), and Chicago (USA). In addition to this, I had the priveledge of spending a
two-month external stay in October and November of 2014 as a visiting researcher in the
Khuri-Yakub Ultrasonics Group at Stanford University, CA, USA.
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National Advanced Technology Foundation.
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CHAPTER1
Introduction
1.1 3-D Ultrasound Imaging
For decades, ultrasound imaging has been an important diagnostic tool in the clinic. It is
used in numerous branches of medicine, from cardiology over obstetrics to urology. The
vast majority of ultrasound scanner systems today are used for 2-D imaging, i.e. imaging
in planes. Recently, however, more advanced ultrasound systems capable of performing
real-time 3-D (4-D) imaging has emerged. Although competing 3-D imaging modalities
such as CT and MRI have detail resolutions that ultrasound inherently cannot compete
with, the combination of patient safety, cost-effectiveness, portability, and real-time
imaging ability makes ultrasound the preferred choice in many clinical situations.
Volumetric imaging has several advantages over conventional 2-D ultrasound imaging.
The location and orientation of 2-D images are determined by the transducer probe,
rendering some views inaccessible due to patient anatomy or position. With 3-D imaging,
any view angle is available from the acquired volume data. This capability is equally
valuable for therapeutic procedures requiring follow-up studies that depend on the ability
to aquire a view that has the same orientation and position as a previous examination.
Furthermore, diagnostic and therapeutic decisions often require accurate estimates of e.g.
organ, cyst, or tumour volumes. 3-D imaging can provide this without relying on the
assumptions and operator-dependent skills involved in such estimations using 2-D scans.
Conventional 2-D ultrasound images are created using probes containing 1-D trans-
ducer arrays. Such arrays consist of a large number of individual transducer elements,
typically 128 or 192, mounted side-by-side as shown in Fig. 1.1. Each element is con-
nected to a channel on the ultrasound scanner containing both a transmitting and a
receiving circuit. Thereby, sound can be emitted or received with any phase delay profile,
allowing electronic focusing and steering of the beam along the azimuth direction as illus-
trated in Fig. 1.1. To avoid the interference of grating lobes arising from the periodicity
of the array, the element inter-distance – or ”pitch” – is kept less than the wavelength of
the ultrasound. In linear and convex arrays, where beam steering is not employed, the
pitch is usually equal to the wavelength (λ-pitch), whereas phased arrays uses a λ/2-pitch
configuration to allow beam steering in up to a 90◦ sector angle (Jensen 1996, p. 38).
An acoustical lens creates a fixed focus in the elevation direction, defining the thickness
of the plane being imaged. The axial resolution is proportional to the wavelength of
the ultrasound. This is also true for the lateral resolution at the focus (the full-width
at half-maximum, FWHM), which is proportional to λf# (Szabo 2014, p. 172). Here,
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Figure 1.1: Illustration of the principle behind a 1-D transducer array used for 2-D ultrasound
imaging. The transducer elements are placed side-by-side and are each connected to a channel
on the ultrasound scanner. By adjusting the phase delay on each channel, the emitted and
received sound can be focused and steered in the azimuth dimension. A lens ensures a fixed
focus in the elevation dimension.
the f -number, f#, is defined by the focal depth divided by the aperture (array) width.
However, as the wavelength decreases, the frequency increases, leading to higher attenu-
ation in the tissue which attenuates ultrasound with roughly 1 dB/(MHz · cm) (Jensen
1996, p. 23). There is therefore a trade-off between resolution and penetration depth, so
depending on the application, the frequency of ultrasound transducers is typically found
in the interval 1 MHz-15 MHz (Szabo 2014, p. 26). The corresponding wavelength is
between 1.5 mm and 100 µm, which defines the width of the elements in the array due to
the pitch requirement. At the same time, the array aperture must be kept large to maintain
a good lateral resolution, and this is the reason for the significant number of elements
employed in modern 1-D arrays.
There are three main ways in which 3-D ultrasound imaging can be performed using
hand-held probes: With free-hand scanning, mechanical probes, or 2-D array transducers
(Karadayi, Managuli, and Kim 2009). The first two are based on 1-D transducer arrays.
In free-hand scanning, the operator uses a 1-D array to acquire multiple 2-D images at
arbitrary positions and angles controlled by the operator. A sensing system tracks the
movement of the transducer, and the 2-D images are then post-processed to produce a
volumetric image of the scanned region. While this approach offers a relatively low-
cost and flexible solution, image quality suffers from position inaccuracies and irregular
scanning due to the hand-held manipulation. The latter also inhibits real-time imaging
in this modality. A method to better control and track the position of the 1-D transducer
array is to mechanically move it in a precise and predefined way. This is the principle
of mechanical probes, in which the 1-D transducer array is mounted on a mechanical
stage inside the probe. Servo or stepper motors are then used to control and track the
movement of the transducer array. Fig. 1.2(a) shows an example of a mechanical probe,
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Figure 1.2: Illustration of three ways in which 3-D ultrasound imaging can be performed.
Figure (a) shows a mechanical probe, in which a 1-D array is "wobbled" back and forth in a
controlled manner to enable imaging of a volume. Figure (c) shows a more crude method in
which a conventional 1-D array is translated manually over the region of interest, and the
2-D slices are then postprocessed to yield a 3-D image. Figure (b) shows a 2-D matrix array.
The organization of the transducer elements in a rectangular grid allows for beam steering in
both lateral directions, enabling the illustrated pyramidal scan. From (Karadayi, Managuli,
and Kim 2009).
where the transducer array is "wobbled" back and forth in a fan-like arc. Alternatively,
the transducer array can be rotated around an axis or translated linearly. It is apparent that
this technique relies on the accuracy of the mechanical positioning stage. The tracking
error naturally increases with the displacement frequency due to the larger accelerations
involved in changing the direction of the array, and therefore such probes are usually
limited to producing images with frame rates below 10 Hz (Roh 2014).
To obtain true high quality, real-time 3-D images (i.e. at a frame rate of more than
approximately 20 Hz), 2-D matrix arrays have been employed. Such arrays were first
introduced in the early 1990’s by researchers at Duke University (Ramm, Smith, and
Pavy 1991; Smith, Pavy, and Ramm 1991). By arranging the transducer elements in
a rectangular grid, it is possible to steer the ultrasond beam in both the azimuth and
elevation directions and thereby acquire data from a volume. In principle, the concept is
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Figure 1.3: Picture of a fully wired 3.5 MHz 32× 32 matrix array produced by Vermon S.A.
(Tours, France). Even this modest size array has a cable size which excludes it from any
practical clinical use.
simple, but in practice, it presents a formidable technical challenge. To obtain the same
resolution as in 2-D imaging, the number of elements along each lateral dimension must
be equal to that of a 1-D array. Yet, even a small 1-D array with 128 elements would
translate into 128 × 128 = 16384 elements in a 2-D matrix array. From a transducer
fabrication viewpoint, such a large number of elements poses a significant challenge in
element yield and in providing electrical connections to each element. Also, the small size
of the elements results in lowered capacitance and hence increased electrical impedance
mismatch between the element and the cable connecting it to the ultrasound scanner,
calling for preamplifiers and matching circuits in the probe handle (Karadayi, Managuli,
and Kim 2009). Even so, the sheer number of wires results in an impractically large
cable from the transducer. Fig. 1.3 shows a picture of a fully wired 32× 32 matrix array
produced by Vermon S.A., Tours, France. It is clear that even this size array has a cable
size which excludes it from any practical clinical use.
The beamforming process carried out by the scanner presents its own issues. The time
needed to perform a sufficient number of transmit/receive events scales with the number
of elements, and so does the amount of data that must be collected and processed. In
practice, 2-D matrix arrays and their associated beamforming techniques must therefore
be subjected to certain constraints to allow for real-time imaging. The issue of achieving
sufficient frame rates was addressed by von Ramm et al. (Ramm, Smith, and Pavy 1991)
using a parallel beamforming approach. Instead of emitting tightly focused ultrasound
beams, broader beams are emitted in this approach to enable full insonification of the
whole volume of interest with much fewer transmit events. Multiple parallel beams are
then beamformed in receive along each insonified region. This enables real-time imaging
at the expense of lower resolution and the introduction of image artefacts due to the
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Figure 1.4: Cross-sectional and 3-D images of the liver veins produced with the state-of-
the-art, fully sampled X6-1 PureWave xMATRIX Array with 9212 elements from Phillips
(Eindhoven, Holland). From (Phillips 2015).
multiple scan line formation.
The issue of reducing channel count whilst maintaining the size of the array aperture
was in the earlier versions of 2-D matrix arrays addressed by introducing sparse arrays,
in which only a subset of the elements are active at the same time. Amongst these are
Vernier arrays, random arrays, and Mills cross arrays, presenting each their benefits and
drawbacks (Austeng and Holm 2002; Brunke and Lockwood 1997; Davidsen, Jensen,
and Smith 1994; Karaman et al. 2009; Yen, Steinberg, and Smith 2000). However, all
of them suffer from reduced signal-to-noise ratio (SNR) and introduce higher sidelobes
and/or grating lobes. More recently, fully sampled arrays with reduced channel count
have become available by splitting the beamforming in two stages: Fine delays and
summation between elements in close proximity is carried out by electronics placed inside
the transducer probe, and much fewer signals are then funnelled out to the ultrasound
scanner, which performs the final beamforming. An example of such a state-of-the-art
fully sampled matrix transducer is the X6-1 PureWave xMATRIX Array from Phillips
(Eindhoven, Holland), with 9212 elements. An example of imaging of the liver veins with
this transducer is given in Fig. 1.4 (Phillips 2015).
Despite the recent advances in real-time 3-D ultrasound imaging, the ultrasound
systems supporting such imaging modalities are highly advanced and rely on cutting edge
software, hardware, and manufacturing technology. This results in expensive equipment,
impairing the low-cost advantage of ultrasound and thus limiting its more widespread use.
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1-D array of N rows 1-D array of N columns
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Connection
Figure 1.5: The row-column addressing scheme. By addressing the 2-D array by its row- and
column indices, two 1-D arrays oriented orthogonal to one another are effectively produced.
The number of connections needed to address an N × N array thereby becomes 2N , as
opposed to the N2 connections required in a fully addressed matrix array. Modified from
(Rasmussen and Jensen 2013).
Moreover, the thermal budget starts to become a consideration for modern probes with
integrated electronics due to the constraints on transducer probe heating dictated by the
standards for medical equipment (Sampson et al. 2013).
Recently, an alternative to matrix arrays have been suggested. These are so-called
row-column addressed 2-D arrays, which were first proposed in 2003 by Morton and
Lockwood (Morton and Lockwood 2003). Here, the 2-D array is addressed via its
row- and column indices, effectively producing two 1-D arrays oriented orthogonal to
one another as shown in Fig. 1.5. The number of connections needed to address an
N × N array thereby becomes 2N , as opposed to the N2 connections required in a
fully addressed matrix array. For example, the number of connections for a 128× 128
array is consequently reduced from 16384 to 256. This significant reduction decreases
the complexity of 2-D arrays for real-time 3-D imaging considerably. However, row-
column addressed transducer arrays have only been sparsely investigated in the literature,
and further research is needed to assess the possibilities and drawbacks associated with
transducer arrays using this addressing scheme.
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1.2 Capacitive Micromachined Ultrasonic Transducers (CMUTs)
A central part of the ultrasound scanning system is the ultrasound transducer. It is
responsible of converting the electrical signals from the scanner to sound waves, which
are send into the patient. The sound echoes from the tissue are then received by the
transducer and converted into electrical signals that can be manipulated by the scanner to
create the ultrasound image.
Since ultrasound imaging emerged in the middle of the 20th century, and before that
in sonar, the dominant transducer technology has been piezoelectric transducers (Szabo
2014). These are based on crystals or ceramics with the property that they are able to
deform when a voltage is applied across them. Conversely, when the piezoelectric material
is deformed, a voltage difference is created on the opposing faces of the crystal. In the
wake of the fabrication techniques developed in the semiconductor industry and later
the MEMS industry, an alternative to piezoelectric ultrasound transducers emerged in
the mid-1990’s (Haller and Khuri-Yakub 1994, 1996; Schindel et al. 1995). These were
coined capacitive micromachined ultrasonic transducers or CMUTs, and they rely on a
capacitive actuation mechanism rather than piezoelectricity. As opposed to piezoelectric
transducers, which are made using conventional mechanical processes, such transducers
are made using cleanroom fabrication techniques, with which structures in the order of
microns can routinely be made. The work presented in this thesis is based on CMUT
technology, partly because of the design flexibility of CMUTs, and partly to explore the
possibilities of this still evolving technology.
A cross-section of a typical CMUT is seen in Fig. 1.6. It consists of a fixed bottom
substrate over which a thin deformable plate is suspended. Both are usually made from
electrically conducting, highly doped silicon, or contains a conducting metal electrode,
and they are separated by an insulating material (drawn blue in Fig. 1.6). The insulator
is in most cases either silicon dioxide or silicon nitride. The central part of the CMUT
contains a gap, which is typically evacuated to create a vacuum. An insulating layer is
placed in the bottom of the vacuum gap to prevent the top plate and the bottom substrate
to come into electrical contact.
The top plate and the bottom substrate constitute the top- and bottom electrodes in a
capacitor, which is charged if an external voltage supply is connected. During transmit,
as seen in the left illustration of Fig. 1.6, the opposing sign of the charges on the two
electrodes induces an attractive force between the electrodes, resulting in deformation of
the top plate. If the frequency of the voltage signal is in the ultrasound range (1-20 MHz
for medical ultrasound), an ultrasound pressure wave is generated at the surface of the top
plate. In receive mode, shown to the right in Fig. 1.6, a pressure wave impinges on the
surface of the CMUT and a voltage or current is generated depending on the electrical
readout circuit. Usually, the CMUT is biased with a DC voltage in both transmit- and
receive mode to improve the efficiency of the transducer as described in further detail in
Chapter 2.
The individual CMUT can in principle have any shape, but in this thesis, only circular
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Figure 1.6: Cross-sectional illustration of a typical CMUT in transmit mode (left) and receive
mode (right). It contains a fixed bottom substrate and a deformable top plate suspended
over a vacuum gap. The bottom substrate and the top plate are conducting and form two
electrodes separated by an insulating dielectric. An insulator is also placed in the bottom of
the vacuum cavity to prevent electrical contact between the bottom substrate and the top
plate.
and square CMUTs are considered. Rectangular CMUTs have shown to be undesirable
due to the reduced frequency separation of plate modes leading to loss in output pressure
(Wong et al. 2008). The size of the CMUT is dictated by the desired frequency of the
ultrasound as covered in Chapter 2, and typical dimensions are in the order of ∼ 1 µm for
the plate thickness and ∼ 60 µm for the plate diameter/side length. In order to achieve
high enough field strengths with realistic voltages, the separation between the bottom
substrate and the top plate needs to be in the sub-micron range.
As described in Section 1.1, the width of the elements in a transducer array is dictated
by the wavelength of the ultrasound, and the width is roughly equal to a whole or one
half wavelength. Since the size of the individual CMUT is typically considerably smaller
than the wavelength, each element in a CMUT array consists of a multitude of individual
CMUTs, from hereon referred to as CMUT “cells”. Fig. 1.7 shows an example of a
transducer array where each element is composed of a large number of square CMUT
cells. Each CMUT cell within an element shares the same top- and bottom electrode to
allow simultaneous actuation of the whole element.
1.3 Motivation and Objective
The primary aim of the work presented in this thesis is to investigate and demonstrate new
transducer technologies and designs, which enable real-time 3-D ultrasound imaging with-
out the complexity of state-of-the-art 2-D matrix probes. The focus will be on developing
row-column addressed 2-D arrays and exploring their advantages and shortcomings for
use in real-time volumetric ultrasound imaging. The ultrasound transducer is the central
focus in this work, and CMUT technology will be used as a platform. A major part of
the thesis is therefore concerned with advancing the knowledge on this technology and
developing both the theoretical understanding and the processes needed to fabricate such
transducers. The final goal is to demonstrate a functioning row-column addressed CMUT
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Figure 1.7: Illustration showing the components of a simple 1-D linear CMUT array. The
substrate is a conductive silicon wafer, which acts as a common bottom electrode. A few
micron thin silicon plate rests on top of an insulating oxide containing the CMUT cells. The
silicon plate is structured to define the individual elements. The wire-bonding pad is used to
interface the array to external electronics and cables. Only a cut-out of the array is shown,
and the top plate is locally removed to visualize the CMUT cells.
transducer probe that can be connected to a commercial ultrasound scanner and produce
real-time volumetric ultrasound images.
1.4 Publications in the Thesis
This thesis is based on the 14 publications and two patents listed below, covering three
main subjects: Transducer theory, microfabrication, and row-column addressed arrays.
In the printed version of the thesis, the publications are included as a separate appendix
collection. The publication letter refers to the appendix name containing the corresponding
paper.
Transducer Theory
Three conference papers and two journal papers cover theoretical aspects of CMUTs,
focusing on the behaviour of anisotropic circular and square CMUT plates, the radiation
pattern of circular CMUTs, and the transmit pressure and receive sensitivity of such
transducers.
Paper A
M. F. la Cour, T. L. Christiansen, J. A. Jensen, and E. V. Thomsen.
“Modelling of CMUTs with Anisotropic Plates”.
Published in: Proceedings of IEEE Ultrason. Symp., pp. 588-591 (2012).
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Paper B
M. F. la Cour, T. L. Christiansen, C. Dahl-Petersen, K. Reck, O. Hansen, J. A. Jensen,
and E. V. Thomsen.
“Modeling and Measurements of CMUTs with Square Anisotropic Plates”.
Published in: Proceedings of IEEE Ultrason. Symp., pp. 2187-2190 (2013).
Paper C
T. L. Christiansen, O. Hansen, J. A. Jensen, and E. V. Thomsen.
“Modal radiation patterns of baffled circular plates and membranes”.
Published in: J. Acoust. Soc. Am., Vol. 135, No. 5, pp. 2523-2533 (2014).
Paper D
A. Lei, S. E. Diederichsen, M. F. la Cour, M. B. Stuart, T. L. Christiansen, J. A. Jensen,
and E. V. Thomsen.
“Dimensional Scaling for Optimized CMUT Operations”.
Published in: Proceedings of IEEE Ultrason. Symp., pp. 2595-2598 (2014).
Paper E
M. F. la Cour, T. L. Christiansen, J. A. Jensen, and E. V. Thomsen.
“Electrostatic and Small-Signal Analysis of CMUTs with Circular and Square Anisotropic
Plates”.
Accepted for: IEEE Trans. Ultrason., Ferroelec., Freq. Contr. (May, 2015).
Microfabrication
A conference paper and a journal paper cover the protrusions generated during oxidation
of structured silicon dioxide and their implications on the bonding quality during CMUT
fabrication.
Paper F
T. L. Christiansen, O. Hansen, M. D. Johnsen, J. N. Lohse, J. A. Jensen, and E. V. Thom-
sen.
“Void–Free Direct Bonding of CMUT Arrays with Single Crystalline Plates and Pull–In
Insulation”.
Published in: Proceedings of IEEE Ultrason. Symp. pp. 1737-1740 (2013).
Paper G
T. L. Christiansen, O. Hansen, J. A. Jensen, and E. V. Thomsen.
“Thermal Oxidation of Structured Silicon Dioxide”.
Published in: ECS J. Solid State Sc., Vol. 3, No. 5, pp. N63-N68 (2014).
Row-column addressed 2-D arrays
Four conference papers and three journal papers on row-column addressed arrays are
included. The first describes a structure that can be used to overcome problems with
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oxide quality. The following three are concerned with the development of an integrated
apodization which solves the problem of edge waves and resulting ghost echoes. A paper
addresses the cross-talk in row-column addressed arrays, and two conference abstracts
describe the development of a 3-D velocity estimator for row-column addressed arrays
and a fully functioning row-column probe for use on a commercial scanner, respectively.
Paper H
T. L. Christiansen, C. Dahl-Petersen, J. A. Jensen, and E. V. Thomsen.
“2-D Row-Column CMUT Arrays with an Open-Grid Support Structure”.
Published in: Proceedings of IEEE Ultrason. Symp., pp. 1712-1715 (2013).
Paper I
T. L. Christiansen, M. F. Rasmussen, J. A. Jensen and E. V. Thomsen.
“Row-Column Addressed 2-D CMUT Arrays with Integrated Apodization”.
Published in: Proceedings of IEEE Ultrason. Symp., pp. 600-603 (2014)
Paper J
M. F. Rasmussen, T. L. Christiansen, E. V. Thomsen, and J. A. Jensen.
“3-D Imaging using Row-Column Addressed Arrays with Integrated Apodization – Part I:
Apodization Design and Line-element Beamforming”.
Published in: IEEE Trans. Ultrason., Ferroelec., Freq. Contr., Vol. 62, No. 5, pp. 947-958
(2015).
Paper K
T. L. Christiansen, M. F. Rasmussen, J. P. Bagge, L. N. Moesner, J. A. Jensen, and
E. V. Thomsen.
“3-D Imaging using Row-Column Addressed Arrays with Integrated Apodization – Part
II: Transducer Fabrication and Experimental Results”.
Published in: IEEE Trans. Ultrason., Ferroelec., Freq. Contr., Vol. 62, No. 5, pp. 959-971
(2015).
Paper L
T. L. Christiansen, J. A. Jensen, and E. V. Thomsen.
“Acoustical cross-talk in row-column addressed 2-D transducer arrays for ultrasound
imaging”.
Submitted to: J. Acoust. Soc. Am. (2015).
Paper M
S. Holbek, T. L. Christiansen, M. F. Rasmussen, M. B. Stuart, E. V. Thomsen, and J. A.
Jensen.
“3-D Vector Flow Estimation with Row-Column Addressed Arrays”.
Accepted for: IEEE Ultrason. Symp. (2015).
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Paper N
T. L. Christiansen, M. Engholm, C. Beers, M. Berkheimer, L. N. Moesner, J. P. Bagge,
M. B. Stuart, A. Lei, S. E. Diederichsen, J. A. Jensen, and E. V. Thomsen.
“A Row-Column Addressed CMUT Probe with Integrated Electronics for Volumetric
Imaging”.
Accepted for: IEEE Ultrason. Symp. (2015).
Patents
Two patent applications were filed. The first describes integrated apodization in ultrasonic
transducer arrays and the second covers methods for 3-D flow estimation using row-
column addressed arrays.
Patent A
T. L. Christiansen, M. F. Rasmussen, E. V. Thomsen, and J. A. Jensen.
“Ultrasound Imaging Transducer Array with Integrated Apodization”.
Filed on December 19, 2013, Number PCT/IB2013/002838.
Patent B
T. L. Christiansen, S. Holbek, M. F. Rasmussen, E. V. Thomsen, and J. A. Jensen.
“3-D Flow Estimation using Row-Column Addressed Transducer Arrays”.
Filed on January 19, 2015, US application no. 14/599,857.
1.5 Thesis Outline
In this work, the capacitive micromachined ultrasonic transducer (CMUT) technology is
used as a platform. Chapter 2 of the thesis will focus on understanding and optimizing
these transducers by reviewing and advancing the theoretical knowledge on the subject.
The basic transduction mechanism is explained and the static and dynamic behavior is
investigated. Subsequently, the CMUT dimensions leading to the best performance is
analyzed, and the chapter ends with a derivation of the sound radiation from a single
CMUT.
Chapter 3 covers the optimization of the imaging performance of row-column ad-
dressed arrays. After a brief literature review, the basic principle behind such arrays is
described and the advantages and disadvantages of row-column addressed arrays com-
pared to full 2-D matrix arrays are discussed. In particular, the issue of edge waves
leading to ghost echoes is investigated in detail. A solution is presented in the form of an
integrated apodization, and experimental results are given to confirm its effect. Finally, it
is shown how row-column addressed arrays can also be used to estimate velocities in a
volume, yielding the velocity components in all three dimensions.
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In Chapter 4, the focus is shifted towards the microfabrication techniques required
to produce CMUT arrays, the main focus being on row-column addressed 2-D CMUT
arrays. The chapter introduces the prevalent methods for fabricating CMUTs and presents
new solutions to problems with surface protrusions in conjunction with wafer bonding.
Several iterations of processes capable of producing both 1-D arrays and 2-D row-column
addressed arrays are presented. The chapter demonstrates the incremental improvements
of each process developed during the project, from an initially non-functioning process
with low oxide insulation quality and poor device performance to the final process capable
of producing high-performance and reliable 2-D row-column CMUT arrays with a simple
and fast process based on a LOCOS (LOCal Oxidation of Silicon) technique.
Chapter 5 presents characterization results from fabricated transducers as well as a
description of the test setup used. The transducer performance is assessed both electrically
through impedance measurements and acoustically through hydrophone- and pulse-echo
measurements. Key parameters for the individual elements are given, and the resolution
of the array when used for volumetric imaging is assessed. In addition to this, issues
regarding charging and acoustical cross-talk in the arrays are investigated.
Chapter 6 describes the development of a row-column probe. The mechanical design,
packaging, electronics, and interface to the scanner are covered, and imaging with the
probe is demonstrated. The probe is the first example of a hand-held row-column ad-
dressed transducer probe capable of real-time 3-D ultrasound imaging on a commercial
ultrasound scanner, without the complexity of state-of-the-art matrix probes.
The thesis is concluded in Chapter 7, where suggestions for future research are also
provided.
The intention with the chapters is to provide relevant background information and key
results from the project. Detailed process descriptions and lithography mask layouts for
selected cleanroom fabrication processes developed in the project are given in the appendix.
To improve the flow of the text, some details from the papers listed in Section 1.4 have
been left out. All papers are provided in the appendix, and the reader is referred to these
for further in-depth details. In addition to the papers, the appendix includes all patent
applications filed during the project. Note that in the printed version of the thesis, the
papers and patent applications are provided as a separate publication appendix.
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CHAPTER2
Transducer Theory
The core of the ultrasound scanning system is the ultrasound transducer. In order to be
able to optimize the transducer behaviour, it is essential to have an in-depth understanding
of the mechanisms behind it. In the subsequent sections, the behavior of the CMUT is
analyzed in detail from a theoretical perspective. First, energy considerations are used to
derive the governing equations of the CMUT followed by an investigation of the static
behavior based on the papers A, B, and E. Then, linearization is used to describe the
dynamics and subsequently determine the optimal dimensioning of the CMUT using
results from Paper D. Finally, the acoustic radiation of a circular CMUT is presented
based on Paper C.
2.1 Lumping and System Equations
The following describes how energy considerations can be used to derive the governing
equations of the CMUT. It is partly based on the papers A, B, and E. The derivation
employs a single important approximation to reduce the complexity of the equations: Let
w(x, y, t) be the actual deflection of the plate at the Cartesian coordinates (x, y) at time t.
It is then assumed that
w(x, y, t) = w0w˜(x, y) , (2.1)
wherew0 is the center deflection of the plate with an implicit time dependency and w˜(x, y)
is the deflection shape normalized to this center deflection. Fig. 2.1 shows a cross-section
of a CMUT along with the annotation used. In reality, the electric field in the CMUT for
a given applied voltage varies with position due to the deflection shape, and the shape
will thus be dependent on the center deflection. Also, higher modes of the plate might
be excited, which changes the deflection shape. However, the distortion created by the
varying electric field can be shown to be negligible, and in most practical situations,
the frequencies used will only excite the first mode shape of the plate. Therefore, the
approximation in Eq. (2.1) is generally a good assumption.
Assuming a loss-less system, the total energy stored in the transducer can be charac-
terized by four terms:
Ut,m = Us + Ukin − Ue − Up . (2.2)
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Figure 2.1: Cross-sectional illustration of a typical CMUT along with the annotation used.
It contains a fixed bottom substrate and a deformable top plate (here assumed circular or
square) with thickness h and radius/half side-length a suspended over a vacuum gap of
height g. The bottom substrate and the top plate are conducting and are separated by an
insulator. An insulator of thickness tox is also placed in the bottom of the vacuum cavity
to prevent electrical contact between the bottom substrate and the top plate. The center
deflection is denoted w0.
The two first terms are contributed by the internal energy of the plate, which is comprised
of the potential energy or strain energy, Us, as well as the kinetic energy, Ukin, due to the
plate inertia. Ue is the electrical energy stored in the capacitor formed by the top electrode
and the bottom electrode. It is subtracted since this energy originates from work done on
the system by the voltage V . The same argument goes for Up, which is the work done on
the system by the external pressure, p. All of the four energy terms are evaluated in the
following.
The strain energy of a thin silicon plate where plane stress can be assumed is given by
Us =
1
2
∫∫∫
Ω
(σ11 + σ22 + σ66) dx dy dz , (2.3)
where the integral runs over the whole volume Ω of the plate in a Cartesian coordinate
system. The strains are defined by
1 = −z ∂
2w(x, y, t)
∂x2
, 2 = −z ∂
2w(x, y, t)
∂y2
, 6 = −2z ∂
2w(x, y, t)
∂x∂y
, (2.4)
and the stresses σ1, σ2, and σ6 are found from the strains and the stiffness matrix, see
Paper E. Due to the assumption in Eq. (2.1), the integral in Eq. (2.3) reduces to a constant
k0 times w20 and the strain energy can be written as
Us =
1
2
k0w
2
0 . (2.5)
The kinetic energy of the plate is found by integrating the kinetic energy of each
infinitesimal point of the plate, such that
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Ukin =
1
2
∫∫∫
Ω
ρ
(
∂
∂t
w(x, y, t)
)2
dx dy dz . (2.6)
Here, ρ is the mass density of the plate. Once again, the integral over the volume of the
plate becomes a constant m0 times the second time derivative of w20 due to the assumption
in Eq. (2.1). The kinetic energy can thus be written
Ukin =
1
2
m0
(
∂w0
∂t
)2
. (2.7)
Note that although the plate is a distributed mechanical system, the two spatial
dependencies x and y has effectively been removed in Eqs. (2.5) and (2.7). The equations
actually describe the energy of a discrete mass-spring system with mass m0 and spring
constant k0. Thus, by use of the assumption in Eq. (2.1), the plate has been “lumped” into
a discrete mass-spring system, which describes the deflection at the center of the plate,
w0. Note that this lumping is not unique; any parameter describing the deflection, e.g. the
average deflection, could have been used (Köymen et al. 2012). The description of the
system will be consistent as long as the same lumped parameter is used throughout the
analysis.
The electrical energy stored in the capacitor made up by the top- and bottom electrodes
is given by
Ue =
1
2
V 2C(w0) , (2.8)
where V is the applied voltage and the capacitance is given by
C(w0) =
∫∫
S
0
geff − w(x, y, t)dx dy =
∫∫
S
0
geff − w0w˜(x, y)dx dy . (2.9)
Here, S is the surface of the plate and geff is the effective vacuum gap height at zero
deflection, i.e. the height the gap would have if it contained only vacuum. Usually, there
will be a dielectric insulator inside the gap with relative permittivity r. If the thickness of
the insulator is tox and the height of the actual vacuum gap is g, the effective vacuum gap
becomes
geff = g +
tox
r
. (2.10)
The work performed on the CMUT by the external pressure is
Up =
∫∫
S
pw(x, y, t)dx dy = pw0
∫∫
S
w˜(x, y)dx dy , (2.11)
which is equivalent to the work done by a pressure p on a flat piston of surface area
A0 =
∫∫
S
w˜(x, y)dx dy. Inserting into (2.11) yields
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Up = pw0A0 . (2.12)
Combining Eqs. (2.2), (2.5), (2.7), (2.8), and (2.12) gives an expression for the total
stored energy in the CMUT:
Ut,m =
1
2
k0w
2
0 +
1
2
m0
(
∂w0
∂t
)2
− 1
2
V 2C(w0)− pw0A0 . (2.13)
The stored energy is seen to be a function of three dependent variables, one for each of
the three domains of the transducer: V (electrical), w0 (mechanical), and p (acoustical).
All three dependent variables have time t as the independent variable. The stored energy
in the electrical and acoustical domains are found by adjusting the signs to account for
the change in the definition of work and internal energy:
Ut,e = −1
2
k0w
2
0 −
1
2
m0
(
∂w0
∂t
)2
+
1
2
V 2C(w0)− pw0A0 (2.14)
Ut,a = −1
2
k0w
2
0 −
1
2
m0
(
∂w0
∂t
)2
− 1
2
V 2C(w0) + pw0A0 . (2.15)
From Eqs. (2.13), (2.14), and (2.15) it is possible to derive one governing equation for
each of the three domains. This is achieved by differentiating the stored energy in each
domain with respect to its corresponding variable, yielding the charge Q (electrical), force
F (mechanical), and volume displacement W (acoustical):
Q =
∂Ut,e
∂V
= V C(w0) (2.16)
F =
∂Ut,m
∂w0
= k0w0 +m0
∂2w0
∂t2
− 1
2
V 2
∂
∂w0
C(w0)− pA0 (2.17)
W =
∂Ut,a
∂p
= w0A0 . (2.18)
Equations (2.16)-(2.18) provide a non-linear description of the transducer behavior, which
is valid for any transducer geometry where Eq. (2.1) is a good approximation.
2.2 Statics: Stable Position and Pull-in
Although the CMUT is operated as a dynamic device, a static analysis provides relevant
insight into the behavior of the CMUT. Recall that both the applied voltage V and pressure
p have static terms in the form of a DC bias voltage and a constant ambient pressure in
the medium relative to the vacuum in the CMUT cavity. Thus, a static analysis is needed
to investigate their influences on the CMUT.
The force on the CMUT plate in the static case is equal to Eq. (2.17) without the
second term:
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Fs = k0w0 − 1
2
V 2
∂
∂w0
C(w0)− pA0 . (2.19)
The equation for the stable position is found by setting the resulting force to zero, yielding
k0w0 =
1
2
V 2
∂
∂w0
C(w0) + pA0 . (2.20)
The effective spring constant of the lumped system can be found by differentiating
the total force in Eq. (2.19) with respect to the center deflection:
keff = k0 − 1
2
V 2
∂2
∂w20
C(w0) . (2.21)
Note that the effective spring constant contains two terms: The first is the spring constant
of the isolated lumped mechanical system, while the second term is from the electric field.
For zero voltage, the effective spring constant is equal to k0. As the voltage increases, the
effective spring constant of the system is reduced. This known as the “spring softening”
effect. At a critical voltage, the “pull-in” voltage, the effective spring constant becomes
zero. This voltage is given by
VPI =
√
2k0
∂2
∂w20
C(wPI)
. (2.22)
Beyond this point, the effective spring constant becomes negative and the plate is pulled
down to the bottom electrode. Inserting the pull-in voltage in Eq. (2.20) yields an equation
for the corresponding pull-in deflection wPI:
k0wPI =
k0
∂
∂w0
C(wPI)
∂2
∂w20
C(wPI)
+ pA0 . (2.23)
Paper E presents detailed analytical and numerical calculations of the parameters
derived above. For convenience, Table 2.1 lists the appropriate values for a CMUT with
either circular or square plates made from highly doped (001) silicon aligned to the 〈110〉
direction. This is the configuration that applies to the CMUTs fabricated in this project.
Note that the capacitance, pull-in voltage and pull-in deflection are all evaluated at zero
pressure. Paper E presents simple scaling factors that can adjust these parameters in
accordance to the actual pressure in the medium.
2.3 Dynamics: Equivalent Circuit Representation
The previous sections introduced the governing equations of the CMUT and used them
to derive the static behavior. In this section, the dynamic behavior of the CMUT is
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Table 2.1: Static transducer parameters for highly doped (001) silicon plates aligned to the
〈110〉 direction. a is the radius/half side-length, h is the plate thickness, geff is the effective
gap height, w0 is the center deflection of the plate, and 0 is the vacuum permittivity. The
capacitance, pull-in voltage and pull-in deflection are evaluated at zero pressure. Derived
partly from Paper E.
Circular Square
Lumped mass m0 pi3 ρha
2 1.215ρha2
Lumped spring const. k0 858.8 GPa · h3a2 771.3 GPa · h
3
a2
Lumped surface area A0 13pia
2 1.215a2
Capacitance C(w0) 0pia
2
geff
√
geff
w0
arctan
√
w0
geff
04a
2
geff
1
1−0.296w0geff−0.136
(
w0
geff
)2
Pull-in voltage VPI
√
300.52 GPa · h3g3eff0a4
√
284.52 GPa · h3g3eff0a4
Pull-in deflection wPI 0.463geff 0.466geff
analyzed. The goal is to find the equivalent two-port linear element describing the CMUT.
As illustrated in Fig. 2.2, such an element converts an input voltage V (current i) into a
pressure p (volume flow W˙ ), or vice versa, and the tools available for analyzing linear
systems can be directly applied to it. However, as was seen in the previous sections, a
CMUT is an inherently non-linear device. Therefore, it is assumed in the following that
only small signals are applied. For a receiving CMUT, this is a reasonable assumption,
since the pressures received in ultrasound imaging, and consequently the associated plate
deflection, are relatively small. On the contrary, a transmitting CMUT will experience
large deflections and generate high pressures. Non-linear effects can therefore not be
neglected in this case if accurate results are required. Still, the small-signal model can
provide valuable insight into the basic scaling mechanisms and behavior of the CMUT.
Using the small-signal assumption, Eqs. (2.16)-(2.18) may be linearized around an
operating point (Vop, wop, pop) by differentiating with respect to each of the variables
while the other two are kept constant. This linearization can be expressed in matrix form
as  ∂Q∂F
∂W
 = A
 ∂V∂w0
∂p
 , (2.24)
with
A =

∂Q
∂V
∂Q
∂w0
∂Q
∂p
∂F
∂V
∂F
∂w0
∂F
∂p
∂W
∂V
∂W
∂w0
∂W
∂p
 =
 C(wop) Vop ∂∂w0C(wop) 0−Vop ∂∂w0C(wop) keff +m0 ∂2∂t2 −A0
0 A0 0
 .
(2.25)
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Linear network pV
Wi
Figure 2.2: A two-port linear element conceptually representing the dynamics of the trans-
ducer. The linear network inside the two-port element converts voltage V to pressure p and,
equivalently, current i to volume flow W˙ .
Since the dynamics of the system are of interest, it is more convenient to use the time
derivatives of Q, w0, and W , which are denoted Q˙ = i, w˙0 = v, and W˙ . Rewriting yields
∫
∂idt
∂F∫
∂W˙dt
 = A
 ∂V∫ ∂vdt
∂p
 . (2.26)
Furthermore, the analysis is simplified by transforming to the frequency domain by a
Laplace transform of the linear system in Eq. (2.26): ∂i/s∂F
∂W˙/s
 = L{A}
 ∂V∂v/s
∂p
⇔
 ∂i∂F
∂W˙
 = B
 ∂V∂v
∂p
 , (2.27)
with
B =
 sC(wop) Vop ∂∂w0C(wop) 0−Vop ∂∂w0C(wop) keff/s+ sm0 −A0
0 A0 0
 , (2.28)
where s = jω is the complex angular frequency with j being the imaginary unit and ω the
real angular frequency. From the construction of the matrix elements, it is seen that the
first element in the diagonal describes the current i as a function of voltage V when the
velocity and pressure are kept constant. This is equal to the inverse electrical impedance
for a blocked mechanical system, 1/Ze,b. The second diagonal element relates force F
and velocity v for constant voltage and pressure and it is thus the mechanical impedance,
Zm,s, for a short circuited electrical system and vacuum in the acoustical system (such that
neither voltage nor pressure can be built up). The two first off-diagonal elements relate
force F and voltage V as well as the current i and velocity v. They thus describe the
coupling Γem between the mechanical and electrical domains. The last two off-diagonal
elements relate force F and pressure p as well as volume flow W˙ and velocity v. These
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Figure 2.3: Equivalent circuit representation of the CMUT and the external circuits. The
transducer itself is represented by the circuit in the grey box, while the external electrical
and acoustical circuits are represented by their respective Thévenin equivalents.
are therefore the coupling terms between the mechanical and acoustical domains, Γam.
Inserting in Eq. (2.28) yields
B =
 1/Ze,b Γem 0−Γem Zm,s −Γam
0 Γam 0
 , (2.29)
Note that there is no acoustical impedance, since the transducer only interfaces to the
acoustical domain, it does not include it. The transducer also interfaces to the electrical
domain, but it includes a capacitive element, hence the electrical impedance. There is no
direct coupling between the electrical and acoustical domains, since any interaction is
done through the mechanical domain of the plate.
The linear system described by Eqs. (2.27) and (2.29) has the same behavior as the
electrical circuit shown in Fig. 2.3, or equivalently, the circuit in Fig. 2.3 is described
by Eqs. (2.27) and (2.29). Fig. 2.3 is therefore the two-port linear element represented
by the “black box” in Fig. 2.2. The resemblance between Eqs. (2.27) and (2.29) and
Fig. 2.3 is in fact general for lumped linear acoustical, mechanical, and electrical systems
(among others) due to the similarity of the governing equations. This has the advantage
that any lumped linear system including several energy domains, as per definition is the
case with any transducer, can be represented by an equivalent electrical circuit. All the
tools available for analyzing electrical circuits can then be directly applied.
In practice, one may analyze the transducer behavior by measuring the electrical
impedance using an impedance analyzer. If the impedance is measured in a low-impedance
medium such as air or ideally vacuum, the acoustical terminals in Fig. 2.3 will be shorted,
and the circuit seen by the impedance analyzer will correspond to that shown in Fig. 2.4(a).
In the shown circuit, a resistor has been added to represent mechanical losses in the
transducer. The components in Fig. 2.4(a) are derived from the components in Fig. 2.3,
and are given by
2.3. Dynamics: Equivalent Circuit Representation 23
1
m
C1 L1
R1C0
(a)
Frequency [MHz]
4 6 8 10
Im
pe
da
nc
e 
m
ag
ni
tu
de
 [O
hm
]
100
101
102
103
104
105
f
res
f
a
Impedances in the equivalent circuit
Total
Mechanical
Electrical
Mass
Spring
(b)
Figure 2.4: (a) Reduced version of the circuit shown in Fig. 2.3 as seen from the electrical
terminal when the transducer is operating in a low impedance medium such as air or ideally
vacuum. A resistor has been added to account for mechanical losses. (b) Logarithmic plot of
the impedances in the circuit in (a). The component values are C0 = 100 pF, C1 = 20 pF,
L1 = 30 µH, and R1 = 0 Ω.
C0 = C(wop) (2.30)
C1 =
Γ2em
keff
(2.31)
L1 =
m0
Γ2em
(2.32)
R1 =
b
Γ2em
, (2.33)
where b is the mechanical damping. The absolute impedance of the circuit has been
plotted in Fig. 2.4(b) for an ideal system with no losses (i.e. R1 = 0 Ω). The impedance
magnitude of each element has been plotted along with the mechanical impedance and
the total impedance magnitudes.
Two frequencies stand out: The first is the frequency at which the impedance of the
mass and the spring in the mechanical domain becomes equal, which is identical to the
mechanical resonance frequency, fres = ωres/(2pi), occasionally referred to as the series
resonance. Here, the total impedance of the system reaches a minimum; in the ideal
case with no damping, the impedance becomes zero because the two impedances are of
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Figure 5.9: The frequency response for a test element at a bias voltage of Vop = 190V. The blue line
corresponds to actual measurements and the orange line to the fit.
transduction factor is part of the fitted value as showed in equation (5.6) and (5.7). The
electromechanical transduction factor, Γem, is repeated for convenience
Γem = Vop
∂
∂w0
C (w0) . (5.8)
This shows that the electromechanical transduction factor decrease with decreasing bias voltage
through both parts of the expression, hence explaining the observed behavior of L1 and R1.
The curves are seen to behave roughly identical as they should if the mechanical values are
constant.
5.3.4 Coupling coefficient
The electromechanical coupling coefficient introduced in section 2.4.2 is defined as the ratio
of delivered mechanical energy to the stored total energy in the transducer. Two different
methods can be used for extracting a measure of the coupling coefficient. The first is the
method based on the resonance, fres, and anti-resonance, fa frequency, derived in section 2.4.2.
The other method is derived by identifying the equivalent electrical components in equation
2.107 (page 36),hence the coupling coefficient can be estimated by the equivalent electrical
capacitances. For convenience, both methods are listed below:
k2 = 1− f
2
res
f2a
(5.9)
k2 =
1
1− keffC/Γ2em
=
1
1 + C0/C1
. (5.10)
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Figure 2.5: Measured impedance magnitude and phase of a CMUT fabricated using Process C
described in Section 4.6. A fit has been made to the measurement assuming a circuit as
shown in Fig. 2.4(a).
equal agnitude and 180◦ phase-shifted. The second special frequency is that where the
magnitude of the mechanical impedance equals that of the electrical impedance. The
two impedances are 180◦ phase-shifted and connected in parallel, so the total impedance
becomes infinite. This is known as the anti-resonance frequency, or the parallel resonance
with reference to the electrical circuit.
In Fig. 2.5, an impedance measurement is shown. It was performed on a CMUT
fabricated using Process C described in Section 4.6 at a DC bias voltage of 190 V. The
plot shows both the impedance magnitude (top) and the phase (bottom). The latter is−90◦
as expected for a capacitor, except around the resonance and anti-resonance frequency
where it crosses 0◦ because the phase shifts cancel out as explained in the paragraph above.
A fit has been made to the measurement by finding suiting values of the compon nts in
Fig. 2.4(a) using an iterative fitting routine. Fig. 2.6 shows the fitted component values as
a function of the applied DC bias voltage, which was varied from 0 V to 250 V in steps
of 0.5 V. The electrical capacitance, C0, is seen to increase slightly with DC bias due
to the CMUT plates being pulled towards the bottom electrode, thus decreasing the gap
and hence increasing the capacitance. The mechanical stiffness, mass, and damping are
not directly affected by the DC bias voltage, but when translated to the electrical domain,
they are dominated by the electromechanical turns ratio Γem as shown in Eqs. (2.31),
(2.32), and (2.33). The electromechanical turns ratio Γem is the proportionality factor
between voltage and force or, equivalently, current and velocity. It is repeated here for
convenience:
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Figure 5.10: The lumped element values extracted for varying bias voltages. The vertical dashed line indicates
the pull-in voltage. At low bias voltages, the fitting is difficult due to the low impedance signal from the
mechanical domain.
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Figure 5.11: The coupling factor calculated using the two methods as function of the bias voltage. The
coupling factor approaches unity at the pull-in voltage. The dashed black line indicate the pull-in voltage.
Using the data obtained from the bias sweep to obtain the equivalent electrical components, the
coupling coefficient is calculated as function of bias voltage as seen in Figure 5.11. The coupling
coefficient is calculated using both methods. The resonance and anti-resonance frequencies are
found at the point where the phase angle is equal to zero. When the max phase angle is
below zero, the resonance and anti-resonance are assumed to be equal, even though this is not
exactly true. This results in the coupling coefficient being zero at low bias voltages. Close to
the pull-in voltage, it is impossible to determine the resonance frequencies as the membranes
easily collapses. This is because that around the resonance frequency even small AC signals
can set the plate into large amplitude oscillations, collapsing the plate. Both methods are
identical within the uncertainties of fitting the capacitances and estimating the resonances.
Similar measurements have been made by Yaralioglu et al. [56]. They observed the exact same
behavior and showed that the coupling coefficient goes towards unity when reaching the pull-in
voltage.
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Figure 2.6: Co onent values of a CMUT fabricated fabricated using Process C escr bed
in Section 4.6 as a function f applied DC bias voltage. The component names refer to the
components in Fig. 2.4(a). The values were extracted by fitting the impedance of the model
in Fig. 2.4(a) to the measured impedance as exemplified in Fig. 2.5.
Γem = Vop
∂
∂w0
C(wop) . (2.34)
The derivative of the capacitance increases with wop. Thus, as the bias voltage is increased,
the turns ratio also increases. The mechanical capacitance C1 therefore expectedly
increases with DC bias while the opposite is true for L1 and R1. At the voltage marked
with a dashed line, the CMUT enters pull-in, and the values abruptly change since the
mechanical response moves out of the probed frequency range. Recalling that the lumped
spring constant of the CMUT is inversely proportional to the measured mechanical
capacitance C1, the rapid increase in C1 close to the pull-in voltage is evidence of the
spring-softening effect. The small kinks seen in the curves are due to the fitting routine,
which becomes less efficient at low DC bias voltages due to a weak mechanical response,
and at voltages close to the unstable pull-in point.
2.4 Electromechanical Coupling Coefficient
An important figure of merit for the transducer is the coupling coefficient, traditionally
denoted k2. It is a measure of the transducer’s ability to convert electrical energy into
mechanical energy or vice versa and is defined as the stored mechanical energy relative to
the total stored energy in the transducer:
k2 =
Em
Etotal
=
1
1 + Ee/Em
. (2.35)
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For a dynamic system, it is more convenient to consider the power. The isolated transducer
behavior is examined by shorting the acoustic terminal in Fig. 2.3. In practice, this
corresponds to operating the transducer in vacuum. The coupling coefficient then becomes
k2 =
1
1 + Pe/Pm
=
1
1 + Zm,s/(Γ2emZe,b)
. (2.36)
From Eq. (2.36) it is seen that in order to maximize the coupling coefficient, Zm,s should
be decreased while Ze,b and Γem should be increased.
As described in the previous section, the electromechanical turns ratio Γem is the
proportionality factor between voltage and force or, equivalently, current and velocity.
It is thus intuitively obvious that this factor should be increased to maximize the power
transfer between the electrical and mechanical domains. As discussed in the previous
section, the turns ratio increases with increasing DC bias voltage. Thus, the operating
voltage should be as close as possible to the pull-in voltage VPI. This is the primary
motivation for applying a DC bias voltage when operating a CMUT, the secondary being
suppression of second harmonics arising from the force’s square dependency on the
voltage as seen in Eq. (2.17). It is not practical to be right at the pull-in voltage, since even
a small AC excitation could make the plate cross the pull-in point and collapse. Therefore,
the DC bias voltage is as a rule of thumb kept around 80 % of pull-in, if the CMUT is
to be operated in the conventional mode, to allow for an AC excitation and fabricational
inaccuracies. Several authors have investigated the possibilities in using the CMUT in
pull-in mode (Bayram, Hæggström, et al. 2003; Huang et al. 2003; Oralkan et al. 2006;
Park, Oralkan, and Khuri-Yakub 2011; Yaralioglu, Bayram, and Khuri-Yakub 2006).
Studies have shown that it offers the potential of improved performance and decreased
cross-coupling effects (Bayram, Kupnik, Yaralioglu, Oralkan, Ergun, et al. 2007; Bayram,
Kupnik, Yaralioglu, Oralkan, Lin, et al. 2005; Jin et al. 2001), but it also suffers from
increased charging issues (Park, Kupnik, et al. 2010; Zhang et al. 2010). For this reason,
only the conventional operating mode with Vop < VPI is considered here. Note that
any parasitic capacitance in the system will decrease the change in total capacitance of
the system at a given operating point wop, which from Eq. (2.34) is shown to decrease
the turns ratio and hence the coupling coefficient. It is therefore imperative to keep the
parasitic capacitance at a minimum.
As stated above, the electrical impedance of the CMUT should be increased to increase
the coupling coefficient. This makes intuitively sense, as a low electrical impedance will
act as a short preventing some of the current to enter the mechanical part of the circuit in
Fig. 2.4(a). The electrical impedance of the CMUT is the impedance of the capacitor, and
it is increased by decreasing the capacitance of the device itself. Therefore, ideally the
area of either the top or bottom electrode should be made as small as possible to increase
the coupling coefficient of the transducer. However, by decreasing the capacitance, the
pull-in voltage is increased since a smaller electrode results in a smaller total force on the
plate for a given voltage. This presents a practical limit to how small the electrode can be
made: It was shown above that the optimal operating condition is achieved by setting the
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DC bias voltage as close as practically possible to the pull-in voltage. As the electrode
is made smaller, larger operating voltages are therefore required, which is undesirable,
both from a patient safety perspective, but also from a device perspective, where the
breakdown voltage of the insulating dielectrics defines the maximum allowed operating
voltage. The exact scaling of the pull-in voltage as a function of electrode size may be
found by numerically solving Eq. (2.22) for varying electrode sizes. Yaralioglu et al. did
this via finite element modeling for a circular CMUT by solving for the pull-in voltage
for a range of electrode radii (Yaralioglu, Ergun, et al. 2003). Here, it was concluded
that the increase in pull-in voltage was negligible for electrodes down to ∼ 50 % of the
plate radius. In qualitative terms, the part of the electrode plate near the rim is thus not
contributing significantly to the deflection of the plate, but acts mainly as a parasitic
capacitance. However, this is usually a secondary parasitic compared to the parasitics
originating from outside of the individual CMUT cells in the form of cabling and external
electronics. Note that, in principle, one could cancel out the internal capacitance of the
CMUT by using an external compensation circuit. This is, however, not a desirable
approach, since it would only be effective in a certain frequency range, thus leading to a
decrease in the bandwidth and thereby the resolution of the ultrasound image (Yaralioglu,
Ergun, et al. 2003).
In the case of shorted acoustical terminals in Fig. 2.3 (corresponding to operation in
vacuum), the mechanical impedance reaches a minimum at the resonance frequency of
the plate as discussed in the previous section. In the case of no mechanical damping or
losses, it becomes zero at the resonance frequency, which is then found as
Zm,s = 0⇔ ωres =
√
keff
m0
∝ h
a2
. (2.37)
The proportionality to the dimensions of the CMUT plate suggests that these should
be adjusted according to the desired operating frequency of the transducer in order to
increase the coupling coefficient. The interaction with the medium makes this dependency
more complex, and is covered in detail in the following sections. If mechanical losses are
present, a resistor can be inserted in the mechanical circuit in Fig. 2.3, such as shown in
Fig. 2.4(a), and the mechanical impedance becomes equal to this resistance at resonance.
Note that for keff = k0, the resonance frequency given by Eq. (2.37) corresponds to
the first natural frequency of the plate, where the whole plate is vibrating in phase as
described by the static deflection profile.1 Higher order modes are not captured and
would require a new lumped model for each mode as e.g. described in (Rønnekleiv 2008).
However, the first mode is mainly of interest since it produces the best coupling due to its
in-phase vibration. Note also that the spring softening effect originating from the DC bias
voltage will decrease the resonance frequency of the plate for increasing bias voltages.
1In fact, the static deflection shape is not exactly identical to the mode shape as covered in Paper C, and the
resonance frequency given by Eq. (2.37) is thus in this case only approximately correct.
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The frequency at which Zm,s is minimum is therefore dependent on the applied DC bias
voltage.
In practice, the coupling coefficient may be found by measuring the impedance of the
transducer in a low impedance medium such as air or ideally vacuum. As explained in
the previous section, such a measurement will reveal the resonance and anti-resonance
frequency of the transducer, which may be used to calculate the coupling coefficient. The
relationship has been shown for piezo-electric transducers in e.g. (Berlincourt, Curran,
and Jaffe 1964), but it is repeated here for a generic lumped system where it is assumed
that losses are negligible.
At the anti-resonance, ωa, the total impedance is infinite, or equivalently, the admit-
tance is zero. Thus,
Zm,s + Γ
2
emZe,b = 0⇔
keff
iωa
+ iωam0 = − Γ
2
em
iωaC
. (2.38)
Using Eq. (2.37), the above expression may be rewritten to
ω2a
ω2res
− 1 = Γ
2
em
keffC
⇔ 1− ω
2
res
ω2a
=
1
1 + keffC/Γ2em
. (2.39)
The expression after the last equality sign is equal to the definition of the coupling
coefficient k2 given in Eq. (2.36) in the special case where the operating frequency is
zero. In this case, Eq. (2.36) is identical to the original definition given by Eq. (2.35).
Therefore, a measure of the coupling coefficient may be found from the resonance and
anti-resonance frequency:
k2 = 1− ω
2
res
ω2a
= 1− f
2
res
f2a
. (2.40)
From the analysis of the coupling coefficient presented above, it is clear that a
DC bias voltage as close as possible to the pull-in voltage should be applied. Also,
parasitic capacitances should be avoided, and the performance may be further increased
by reducing the internal capacitance of the CMUT through reduction of either the top
or bottom electrode size at the expense of higher pull-in voltages. Finally, the CMUT
should be dimensioned such that its center frequency fits the desired operating frequency.
The term center frequency is used, since the interaction with the acoustic medium will
shift the optimal frequency away from the resonance frequency of the CMUT plate. This
interaction with the acoustic medium will be covered in the following.
2.5 Interaction with the Acoustic Medium
When the CMUT is interfacing a medium other than vacuum, which is the case for medical
imaging, the acoustic terminal will contain an acoustic impedance as shown in Fig. 2.3.
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While the impedances of the external electrical circuit as well as the internal impedances
of the CMUT are variable and available for optimization, the acoustical impedance is
given by the medium and is thus fixed. This impedance, also known as the radiation
impedance, is in general complex. It contains a real part describing the damping of
the plate movement induced by the medium, and it contains an imaginary part, which
describes how energy is being stored in the medium and delivered back to the transducer.
In the limiting case of very short wavelengths compared to the size of the CMUT, the
acoustic impedance is equal to the characteristic impedance of the medium per effective
area of the CMUT. Here, the characteristic impedance is given by
Zc = ρmc , (2.41)
where ρm is the mass density of the medium and c is the speed of sound in the medium.
In medical imaging, the medium is the human tissue, which on average has acoustical
properties close to water with ρm ' 1000 kg/m3 and c ' 1500 m/s (Jensen 1996,
p. 15). The characteristic acoustic impedance is thus equal to Zc = 1.5 MRayl. In
the short wavelength limit, the acoustic impedance is purely real and independent of
frequency and CMUT dimensions. However, an array element in an ultrasound transducer
is always below one wavelength in width to avoid grating lobes, implying that the size
of the CMUT cell has sub-wavelength dimensions. In this case, the acoustic impedance
becomes complex, which affects the optimum frequency at which the CMUT should be
operated due to the shift in center frequency created by the moving mass of the medium.
Greenspan presented an analytic solution to the radiation impedance of a single circular
plate clamped at its edges (Greenspan 1979), and the solution has been plotted in Fig. 2.7.
The impedance has been normalized to the characteristic impedance of the medium
divided by the effective area A0.
It is seen that for high values of ka, where k = 2pi/λ with λ being the wavelength, the
solution indeed approaches the characteristic impedance given in Eq. (2.41). The point
ka = pi, corresponding to a = λ/2, has been highlighted, since this is the maximum value
of ka that is relevant for CMUTs used in arrays in which the element width must be less
than λ. Both the real and imaginary part of the acoustic impedance varies considerably
in the region in which ka ≤ pi. Hence, the medium’s impact on the CMUT behavior is
highly dependent on the size and operating frequency of the CMUT.
The impedance shown in Fig. 2.7 is, however, insufficient for analyzing the optimal
transducer behavior. Aside from the fact that the case for square plates has not been solved
analytically, more significantly the effect of mutual impedances between CMUT cells in
an array cannot be represented by a simple analytic expression. Numerical methods must
therefore be employed to solve the problem and predict the optimal operating conditions
of the array. Oguz et al. have presented a method involving numerically solving anN×N
mutual impedance matrix describing the total acoustic impedance for an array with N
CMUT cells (Oguz, Atalar, and Köymen 2013). It is dependent on the specific layout
of the transducer array, the operating frequency, the positions of the CMUT cells, the
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Figure 2.7: Acoustic impedance of a circular clamped plate as a function of wavenumber
times radius ka (Greenspan 1979). The impedance has been normalized to the characteristic
impedance of the medium divided by the effective area A0. ka = pi corresponding to a = λ/2,
where λ is the wavelength, has been highlighted since CMUTs with diameters larger than
one wavelength are not relevant for transducer arrays where the pitch should be less than λ.
CMUT dimensions, and the operating voltages. The following section seeks to simplify
the analysis in order to find general scaling guidelines for the optimal CMUT dimensions.
This is done by employing finite element analysis (FEA) of a single CMUT and an infinite
array of CMUTs based on Paper D. The actual behavior will be somewhere between these
two solutions, and the analysis thus only reveals the general scaling trends.
2.6 Transducer Optimization
In terms of imaging performance, the transducer’s two most critical figures of merit are the
sensitivity and the emitted pressure. High sensitivity allows smaller signals to be detected
and higher pressures means stronger echoes are produced. Both contribute to increasing
the signal-to-noise ratio (SNR) and optimization of these parameters is therefore central to
the imaging performance. In transmit, the maximum output pressure, and not the pressure
per volt, is the most interesting parameter since the maximum voltage is limited by the
pull-in voltage. Hence, a CMUT with high output pressure per input voltage might not
be able to emit high pressures if the maximum applicable voltage is low. As opposed to
this, the sensitivity in voltage per input pressure is the most relevant parameter, since this,
combined with the noise floor of the system, defines the lowest possible pressure that can
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be detected.
A secondary parameter defining the imaging performance is the bandwidth of the
transducer: Large bandwidth means short ring-down time and thereby higher resolution.
However, bandwidth, and hence resolution, is of secondary concern if the sensitivity and
emitted pressure do not provide a sufficiently high dynamic range. Therefore, the two
latter will be the primary focus in the following.
The CMUT essentially contains three dimensional parameters that are freely ad-
justable. These are the plate radius/half side-length a, the plate thickness h, and the
effective gap height geff. The plate dimensions are linked through the center frequency,
which is dictated by the desired imaging frequency. Thus, there are in reality two de-
grees of freedom in the design of the individual CMUT cell: Either plate thickness or
radius/side-length, and gap height.
In Paper D, these two degrees of freedom are varied in a FEA model to investigate
the effect on the emitted pressure and the receive sensitivity. The model uses a square
CMUT with an initial set of a, h, and geff (the latter is in this model equal to g since the
gap only contains vacuum). Mechanical losses are introduced to give the plate a quality
factor of 100, corresponding to typical measured values from fabricated CMUTs. It then
calculates the pull-in voltage and sets the applied DC and AC voltages to 80 % and 50 %
of this, respectively. These voltages are chosen as they have proven to be practical in
experimental setups. The frequency of the maximum emitted pressure is found, and the
side length is adjusted in a feedback-loop until this frequency is 5 MHz. The procedure is
repeated for varying gap heights and plate thicknesses. Two different models are set up:
one for a single CMUT cell (SC) and one for an infinite 2-D array of CMUT cells with an
interspacing of 5 µm (IAC). In both models, the CMUT(s) is/are interfaced by an infinite
medium of water and placed in an infinite rigid baffle. The two models represent two
extremes and illustrate the cells’ mutual effect on each other. An actual CMUT transducer
array will be somewhere in between these extremes, and this analysis is therefore only
meant to reveal the general scaling trends.
In Fig. 2.8(a) (top), the plate side-length is plotted as a function of plate thickness
for a fixed immersion frequency of 5 MHz. The wave-length at 5 MHz is 300 µm, and
the side-length thus varies between λ/10 and λ, or equivalently ka = pi/10 and ka = pi.
The corresponding center frequency is plotted in Fig. 2.8(a) (bottom). The frequency
in immersion, i.e. in a water-like medium, is constant at 5 MHz due to the model
requirements. However, the center frequency in vacuum, i.e. the resonance frequency of
the plate, is seen to deviate considerably from the 5 MHz to maintain a constant center
frequency in immersion. The difference in interaction with the medium for the two
cell configurations is seen in Fig. 2.8(b), where the calculated acoustical impedance is
given for both configurations. With a real part close to the characteristic impedance of
the medium and a small imaginary part (X), the impedance for IAC is close to that of
a plane wave. The smaller imaginary part for IAC compared to SC (see bottom plot
in Fig. 2.8(b)) is what mainly causes the difference in frequency shift from vacuum to
immersion between the two configurations in Fig. 2.8(a). Comparing Fig. 2.8(a) and
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2.5 µm outside the vacuum gap representing half the spacing
(2.5 µm) to the neighboring cell. The material between the
top and bottom plates in this cell spacing is silicon dioxide.
To emulate realistic anchoring conditions, the model is only
mechanically fixed at the lower boundary of the bottom plate
and at the vertical boundary half distance to the neighboring
cell.
The square geometry requires a 3D model, but only ¼ of
the cell is simulated with symmetry boundaries to minimize the
computation. The difference between the two configurations
with either a single cell (SC), or an infinite array of cells
(IAC) is the medium. A hemisphere medium with a perfectly
matched layer (PML) as outer rim is used for SC. The PML
layer absorbs all incoming pressure waves, so that no radiated
waves are reflected. For IAC, a tube medium is used with the
same footprint as the CMUT cell including the cell spacing.
The walls of the tube have hard boundary conditions giving
full reflections corresponding to the incoming pressure waves
from neighboring cells. At the top of the tube, a PML block
prevents reflections of waves, which corresponds to an infinite
medium.
The essential condition of a constant 5MHz immersion
transmit center frequency required a feedback loop between
dimensional parameters and the simulated transmit spectrum.
This feedback was achieved by controlling COMSOL through
MATLAB (MathWorks, Inc., Natick, MA, USA). A simulation
sequence was thus conducted by setting a gap height, plate
thickness and side length. The pull-in voltage was determined
for this design and fixed fractions of the pull-in voltage were
used for the DC and AC voltages, 80% and 50%, respectively.
The transmit spectrum was simulated and the center frequency
extracted. The feedback loop then changed the plate side length
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and the simulation sequence was repeated until a transmit
center frequency of 5MHz in immersion was achieved.
A. FEA Results
The feedback effect of the FEA simulations is seen in
Fig. 1(a) where the plate side length is plotted as function
of the logarithmic plate thickness. One plate thickness thus
results in different plate side lengths depending on SC or IAC
configuration. This difference is further emphasized in Fig.
1(b), where the simulated peak frequencies for both vacuum
and immersion are plotted. While the feedback loop ensures
the required immersion frequency of 5MHz, the frequency
shift from vacuum to immersion differs significantly between
the two configurations. The frequency shift between vacuum
and immersion is due to the interaction with the medium, and
it is thus clear that the impact of the medium is depending on
neighboring cells.
The difference in interaction with the medium for the two
cell configurations is analyzed in Fig. 2, where the real/resistive
(R) and imaginary/reactive (X) parts of the simulated radiation
impedance (Za = R+ iX) at 5MHz are plotted as function of
plate thickness. For thick plates with side lengths comparable
to or larger than the wavelength (λ ≈ 480 µm), the radiation
impedance is expected to approach the plane wave impedance.
For a plane wave, the impedance is purely real and equals the
characteristic impedance (Z0) of the medium. Water is used
as medium in the simulation with Z0 ≈ 1.5MRayl. With a
resistive part close to Z0 and a small reactive part relative to
SC, the impedance for IAC is close to that of a plane wave.
The smaller reactive part for IAC compared to SC is what
mainly causes the difference in frequency shift from vacuum
to immersion between the two configurations in Fig. 1(b).
Where the reactive part gives a frequency shift, the resistive
part of Za mainly affects the overall damping of the CMUT.
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and the simulation sequence was repeated until a transmit
center frequency of 5MHz in immersion was achieved.
A. FEA Results
The feedback effect of the FEA simulations is seen in
Fig. 1(a) where the plate side length is plotted as function
of the logarithmic plate thickness. One plate thickness thus
results in different plate side lengths depending on SC or IAC
configuration. This difference is further emphasized in Fig.
1(b), where the simulated peak frequencies for both vacuum
and immersion are plotted. While the feedback loop ensures
the required immersion frequency of 5MHz, the frequency
shift from vacuum to immersion differs significantly between
the two configurations. The frequency shift between vacuum
and immersion is due to the interaction with the medium, and
it is thus clear that the impact of the medium is depending on
neighboring cells.
The difference in interaction with the medium for the two
cell configurations is analyzed in Fig. 2, where the real/resistive
(R) and imaginary/reactive (X) parts of the simulated radiation
impedance (Za = R+ iX) at 5MHz are plotted as function of
plate thickness. For thick plates with side lengths comparable
to or larger than the wavelength (λ ≈ 480 µm), the radiation
impedance is expected to approach the plane wave impedance.
For a plane wave, the impedance is purely real and equals the
characteristic impedance (Z0) of the medium. Water is used
as medium in the simulation with Z0 ≈ 1.5MRayl. With a
resistive part close to Z0 and a small reactive part relative to
SC, the impedance for IAC is close to that of a plane wave.
The smaller reactive part for IAC compared to SC is what
mainly causes the difference in frequency shift from vacuum
to immersion between the two configurations in Fig. 1(b).
Where the reactive part gives a frequency shift, the resistive
part of Za mainly affects the overall damping of the CMUT.
(b)
Figure 2.8: (a) Top: Plot of the plate side length as a function of plate thickness required
to maintain a constant immersion fr quency of 5 MHz for the two cell configurations single
cell (SC) and infinite array of cells (IAC). Bottom: Corresponding resonance frequencies in
vacuum and immersion for the plates plotted in the top figure. (b) Real (top) and imaginary
(bottom) parts of the acoustic impedance for the plates plotted in figure a. From Paper D.
Fig. 2.8(b), the frequency shift is identical in th two configurations at the plate thickness
yielding identical imaginary impedance magnitudes.
The full dimensional FEA scaling study is seen in Fig. 2.9(a), where the extracted
peak surface pressure and peak receive sensitivity are plotted as function of plate thickness
for three different gap heights. The sensitivity is valuated as the voltage generated by he
CMUT with a fixed ch rge on the electrodes for a given homogeneous surface pressure.
The pressure scaling in Fig. 2.9(a) (top) shows similar tendency for both SC and IAC with
increasing pressure for thicker plates and larger gap height. This scaling follows intuition
as thicker plates with larger area equals higher mass and more inertia. Increasing the gap
height means one can apply a higher voltage and thereby increase the potential energy
of the system. The dimensional scaling of the receive sensitivity is seen in Fig. 2.9(a)
(bottom). The sensitivity for both SC and IA is as expe ted improved for increasi g gap
height due to higher applicable voltages and hence increased charge on the electrodes.
For SC, the sensitivity is increasing for decreasing plat thickness. This i expected,
since a lower thickness means less mass and therefore lower mechanical impedance.
The decreasing sensitivity tendency levels off for thick plates due the maximum in real
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Fig. 3. (a) Transmit and (b) receive sensitivity spectrum for both single and
infinite array of cells with 200 nm gap height and plate thicknesses of 1 µm
and 10 µm.
This is illustrated in Fig. 3(a) where the simulated average
cell surface pressure is plotted as function of frequency for
two different plate thicknesses with a gap height of 200 nm.
The two solid lines are for a plate thickness of 1 µm. The
considerably higher resistive impedance for IAC compared to
SC seen in Fig. 2(a), causes a damping effect with lower peak
pressure amplitude as consequence. The high medium loading
relative to the mechanical impedance for IAC with thin plates
causes the CMUT to become over-damped. The transmitted
pressure approaches zero for low frequencies since there can
exist no static pressure in the medium. The plate deflection
however increases for decreasing frequency according to an
over-damped oscillator. For a 10 µm thick plate (dashed lines)
the mechanical impedance is increased and the difference in
resistive impedance between IAC and SC is less (see Fig. 2(a)).
The result is that IAC becomes under-damped with a resonance
peak, and the difference in pressure amplitude relative to SC
is lower.
The receive sensitivity in voltage readout (dV/dP ) for the
same CMUT designs as in Fig. 3(a) is seen in Fig. 3(b).
The small upwards shift (≈ 0.3MHz) in center frequency
for SC with t = 1 µm compared to transmit is due to a
change in mechanical impedance caused by the difference
in force distribution from the electrostatic force in transmit
to a uniform incoming pressure distribution in receive. The
over-damping for the IAC with thin plate is more clearly
seen in the receive sensitivity since it follows the deflection
characteristics of an over-damped system. For thicker plates,
the IAC becomes under-damped and exhibits a resonance peak
around the transmit center frequency.
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Fig. 4. (a) Peak transmit pressure and (b) peak receive sensitivity for SC
and IAC with three different gap heights as function of plate thickness.
The full dimensional FEA scaling study is seen in Fig. 4,
where the extracted peak surface pressure and peak receive
sensitivity, are plotted as function of plate thickness for three
different gap heights. The pressure scaling in Fig. 4(a) shows
similar tendency for both SC and IAC with increasing pressure
for thicker plates and larger gap height. This scaling follows
intuition as thicker plates with larger area equals higher mass
and more inertia. Increasing the gap height means one can
apply a higher voltage and thereby increase the potential
energy of the system.
The dimensional scaling of the receive sensitivity is seen in
Fig. 4(b). The sensitivity for both SC and IAC is as expected
improved for increasing gap height due to higher applicable
voltages and hence charge on the plates. For SC, the sensitivity
is increasing for decreasing plate thickness. This is expected,
since a lower thickness means less mass and therefore lower
mechanical impedance. The decreasing sensitivity tendency
levels off for thick plates due the maximum in resistive
impedance for SC seen in Fig. 2(a). For IAC, the sensitivity
is also decreasing with thickness until ≈ 5 µm where it begins
to increase. The turning point corresponds to the thickness
TABLE I. SUMMARIZED SCALING TRENDS FROM FIG. 4.
Single cell Infinite array of cells
TX RX TX RX
Scaling plate thickness (dB)
1 µm→ 2 µm 0.8 -4.2 5.3 -1.9
Scaling gap height (dB)
200 nm→ 400 nm 6.2 2.8 6.3 3.8
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Fig. 3. (a) Transmit and (b) receive sensitivity spectrum for both single and
infinite array of cells with 200 nm gap height and plate thicknesses of 1 µm
and 10 µm.
This is illustrated in Fig. 3(a) where the simulated average
cell surface pressure is plotted as function of frequency for
two different plate thicknesses with a gap height of 200 nm.
The two solid lines are for a plate thickness of 1 µm. The
considerably higher resistive impedance for IAC compared to
SC seen in Fig. 2(a), causes a damping effect with lower peak
pressure amplitude as consequence. The high medium loading
relative to the mechanical impedance for IAC with thin plates
causes the CMUT to become over-damped. The transmitted
pressure approaches zero for low frequencies since there can
exist no static pressure in the medium. The plate deflection
however increases for decreasing frequency according to an
over-damped oscillator. For a 10 µm thick plate (dashed lines)
the mechanical impedance is increased and the difference in
resistive impedance between IAC and SC is less (see Fig. 2(a)).
The result is that IAC becomes under-damped with a resonance
peak, and the difference in pressure amplitude relative to SC
is lower.
The receive sensitivity in voltage readout (dV/dP ) for the
same CMUT designs as in Fig. 3(a) is seen in Fig. 3(b).
The small upwards shift (≈ 0.3MHz) in center frequency
for SC with t = 1 µm compared to transmit is due to a
change in mechanical impedance caused by the difference
in force distribution from the electrostatic force in transmit
to a uniform incoming pressure distribution in receive. The
over-damping for the IAC with thin plate is more clearly
seen in the receive sensitivity since it follows the deflection
characteristics of an over-damped system. For thicker plates,
the IAC becomes under-damped and exhibits a resonance peak
around the transmit center frequency.
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and IAC with three different gap heights as function of plate thickness.
The full dimensional FEA scaling study is seen in Fig. 4,
where the extracted peak surface pressure and peak receive
sensitivity, are plotted as function of plate thickness for three
different gap heights. The pressure scaling in Fig. 4(a) shows
similar tendency for both SC and IAC with increasing pressure
for thicker plates and larger gap height. This scaling follows
intuition as thicker plates with larger area equals higher mass
and more inertia. Increasing the gap height means one can
apply a higher voltage and thereby increase the potential
energy of the system.
The dimensional scaling of the receive sensitivity is seen in
Fig. 4(b). The sensitivity for both SC and IAC is as expected
improved for increasing gap height due to higher applicable
voltages and hence charge on the plates. For SC, the sensitivity
is increasing for decreasing plate thickness. This is expected,
since a lower thickness means less mass and therefore lower
mechanical impedance. The decreasing sensitivity tendency
levels off for thick plates due the maximum in resistive
impedance for SC seen in Fig. 2(a). For IAC, the sensitivity
is also decreasing with thickness until ≈ 5 µm where it begins
to increase. The turning point corresponds to the thickness
TABLE I. SUMMARIZED SCALING TRENDS FROM FIG. 4.
Single cell Infinite array of cells
TX RX TX RX
Scaling plate thickness (dB)
1 µm→ 2 µm 0.8 -4.2 5.3 -1.9
Scaling gap height (dB)
200 nm→ 400 nm 6.2 2.8 6.3 3.8
(b)
Figur 2.9: (a) Maximum output pressure (top) and sensitivity (bottom) as a function of
plate thickness for a fixed immersion frequency of 5 MHz plotted for three different gap
heights . (b) Corresponding ormalized pulse-echo sensitivity. From Paper D.
impedance for SC seen in Fig. 2.8(b). For IAC, the sensitivity is also decreasing with
thickness until a thickness of ∼ 5 µm where it begins to increase. The tur ing poi t
corresponds to the thickness wher the mechanical impedance reaches the critical value
that changes the CMUT from under-damped t over-damped. This is seen from Fig. 2.9(b),
where th simulated fr quency resp nse is shown for the plate thicknesses 1 µm (solid
lin ) and 10 µm (dashed line) for both the SC (blue) and IAC (green) configuration. The
1 µm thick plate in the IAC configuration is seen to exhibit an over-damped behavior with
n resonanc . The maximum in the transmit pressure at 5 MHz is not an actual resonance,
but a result of the drop in pressure at lower frequencies, nce the pressure must approach
zero for zero frequency as a consequence to the infinite medium. As opposed to this, a
resonance is visible for the 10 µm thick plate, increasing the sensitivity at that particular
frequency. I Fig. 2.9(a), the thickness where the SC and IAC receive scaling lines with
the same gap height intersect corresponds to the thickness where the real impedances of
SC and IAC intersect in Fig. 2.8(b).
From the above discussion it is evident that for a CMUT with voltage readout, both
the maximum transmit pressure and sensitivity is improved by increasing the gap size to
increase the separation between the electrodes. This increases the applicable voltage and
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the gap should thus be increased as much as the voltage rating of the system (insulators,
external electronics, etc.) allows. This conclusion is unambiguous for the two investigated
simulation setup. However, the conclusion regarding the optimal size of the CMUT plate
is different in the two scenarios: For the single CMUT cell, larger plates improves transmit
pressure but decreases the sensitivity. For the infinite array of cells, the latter follows
a different trend. Here, sensitivity decreases for larger plate sizes until a certain size
(roughly at a thickness of 5 µm), at which the sensitivity increases with increasing plate
sizes due to a shift from over-damped to under-damped behavior.
2.7 Sound Radiation
In terms of imaging and beamforming, it is relevant to know how the CMUT radiates
sound. This can be evaluated using the radiation pattern, which describes the relative
pressure far from the transducer as a function of angle. For simplicity, the following
analysis considers circular CMUTs, offering an analytic solution to the problem. It is
based on Paper C, which presents a general derivation of the radiation pattern of a plate or
membrane subjected to an external excitation force valid for any mode of the membrane
and the plate with arbitrary boundary conditions. Only the case of a homogeneously
excited clamped plate, corresponding to the CMUTs developed in this thesis, is covered
here. Additional boundary conditions and excitations are investigated in Paper C.
The equation of motion of a stress-free plate resembling that of a CMUT with a silicon
plate is
ρph
∂2
∂t2
w +∇2D∇2w = pext , (2.42)
wherew is the plate deflection normal to the plane of the CMUT surface and ρp is the mass
density of the plate of thickness h and flexural rigidity D = Eh3/[12(1− ν2)]. Here, E
and ν are the Young’s modulus and Poisson’s ratio of the plate material, respectively. Note
that the first term in Eq. (2.42) accounts for the inertial effects; in the absence of this term,
the equation describes the static case. The pressure on the CMUT pext is assumed to be a
purely external pressure, corresponding to the case where the surface pressure generated
by the radiator itself is negligible compared to the pressure exerted on the CMUT by
external forces. In this case, the system is fully described by its eigenmodes, which for
the plate are given by the solution to the homogeneous equivalent of Eq. (2.42), i.e. for
pext = 0. Any external pressure function can then be included by using the eigenmodes
derived in the following as a basis.
Using polar coordinates, it is assumed that the solutions to the equation of motion can
be written as time harmonic, separable product functions of the form
w(%, φ, t) = F (%)G(φ)eiωt . (2.43)
Here, F (%) and G(φ) are solutions to the resulting set of ordinary differential equations,
where % and φ are the radial and angular coordinates, respectively. In the time dependent
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part, i=
√−1 is the imaginary unit, ω the angular frequency, and t the time variable. Using
this approach, the time independent mode functions of a plate with radius a are given by
(Wah 1962)
wnm(%, φ) = Anm
[
Jn(Knm
%
a
) +BnmIn(Knm
%
a
)
]
× cos[n(φ+ φ0)] , (2.44)
where Jn(z) denotes the Bessel function of the first kind, order n, and In(z) denotes the
modified Bessel function of the first kind, order n. Anm and Bnm are modal constants
corresponding to the integer mode numbers n and m. The values of Bnm are, together
with the values of Knm, dictated by the boundary conditions, while the modal amplitude
constants, Anm, are found as the expansion coefficients corresponding to the excitation
pressure pext. The phase term φ0 is the angular misalignment of the observation point and
the mode pattern.
In the case where the plate is clamped around its circumference at % = a, the
displacement and slope at the edge is zero. Thus, the displacement given by Eq. (2.44)
and its derivative with respect to the radial coordinate % must disappear at % = a, resulting
in the equations
Jn(Knm) +BnmIn(Knm) = 0 , (2.45)
and
[nJn(Knm)−KnmJn+1(Knm)] +Bnm[nIn(Knm) +KnmIn+1(Knm)] = 0 .
(2.46)
From Eq. (2.45), it is seen that the modal constant Bnm is
Bnm = −Jn(Knm)
In(Knm)
, (2.47)
such that the resulting mode functions for the clamped plate becomes
wnm(%, φ) = Anm
[
Jn(Knm
%
a
)− Jn(Knm)
In(Knm)
In(Knm
%
a
)
]
× cos[n(φ+ φ0)] , (2.48)
From Eqs. (2.45) and (2.46), it is seen that the wavenumbers Knm are solutions to the
transcendental equation
Jn+1(Knm)
In+1(Knm)
+
Jn(Knm)
In(Knm)
= 0 . (2.49)
Now that the eigenmodes of the plate has been derived, the next step is to find the
pressure field generated by these modes. The following derivations are carried out using
the velocity potential, Φ, defined through the relation u = ∇Φ, where u is the velocity
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Figure 2.10: An illustration of the variables used to determine the velocity potential in the
point P originating from a circular source of radius a. From Paper C.
vector. The pressure is readily found from the velocity potential as p = ρa∂Φ/∂t, where
ρa is the mass density of the acoustic medium, and the velocity is found from the definition
of the velocity potential (Morse and Ingard 1968, pp. 307-387).
The steady-state velocity potential at any point in the half-space above a radiator in an
infinite rigid baffle is given by Rayleigh’s integral (Rayleigh 1896, p. 109)
Φ =
1
2pi
eiωt
∫
S
u(%, φ)
e−ikR
R
dS , (2.50)
where k = ω/c is the wavenumber with the speed of sound given by c, and dS denotes a
differential area element. u(%, φ) is the velocity in polar coordinates of the radiator with
radius a. From Fig. 2.10, it is seen that the distance R to the observation point P from a
point located on the radiator at (%, φ) is given by R2 = %2 + r2− 2%r sin θ cosφ, where r
is the distance to the observation point P from the center of the radiator, θ is the azimuthal
angle, and φ is the polar angle. In the far field, r  a ≥ %, so that R ' r − % sin θ cosφ.
In this limit, the velocity potential therefore becomes
Φ ' 1
2pir
eik(ct−r)
∫
S
u(%, φ)eik% sin θ cosφ dS , (2.51)
where the time-independent velocity eigenmodes are given by
u(%, φ) = iωw(%, φ) . (2.52)
In the case of a clamped plate, the mode functions are given by Eq. (2.48). The
velocity mode functions are then found by inserting this expression into Eq. (2.52), and
the far field velocity potential given by Eq. (2.51) thus becomes
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Φnm =
ieik(ct−r)
2pir
Anmω2pia
2Rnm(η, φ0) , (2.53)
with η = ka sin θ and
Rnm(η, φ0) =
in cos(nφ0)
K4nm − η4
{
αnmJn−1(η)η − [γnm + δnmη2]Jn(η)
}
. (2.54)
The constants αnm, γnm, and δnm in Eq. (2.54) are given by
αnm = 2K
2
nmJn(Knm) , (2.55a)
γnm = K
3
nm[Jn−1(Knm) +
Jn(Knm)
In(Knm)
In−1(Knm)] , (2.55b)
δnm = Knm[Jn−1(Knm)− Jn(Knm)
In(Knm)
In−1(Knm)] . (2.55c)
The factor in front ofRnm(η, φ0) in Eq. (2.53) is identical to the velocity potential of a
monopole of strength ωAnm2pia2 in an infinite rigid baffle. The magnitude ofRnm(η, φ0)
therefore expresses the relative signal strength as a function of the wavelength compared
to the CMUT dimensions and the angles θ and φ0. ‖Rnm(η, φ0)‖ is thereby the radiation
pattern for any mode of the plate.
To find the radiation pattern for a given excitation of the clamped plate, the modal
amplitude constants Anm must be found. This may be accomplished by representing the
actual plate displacement as an infinite series of eigenfunctions:
G =
∞∑
n=0
∞∑
m=0
Anmw˜nm(%, φ) , (2.56)
where w˜nm(%, φ) are the eigenfunctions given by Eq. (2.48) normalized by division with
the modal amplitude constants Anm. Assuming that the excitation pext is a homogeneous
pressure (be it electrostatic or pressure in the medium), the modal amplitude constants can
be found as described in Paper C. Thus, inserting Eq. (2.56) in Eq. (2.42), multiplying
with the complex conjugate of the eigenfunctions, integrating over the area of the plate,
and exploiting the orthogonality of the eigenfunctions yields
Anm =
∫ a
0
∫ 2pi
0
w˜nm(%, φ)w˜
∗
nm(%, φ)% d% dφ
{ρph(ω2nm − ω2) + iωb}‖w˜nm(%, φ)‖2
. (2.57)
Here, ωnm is the resonance frequency of the corresponding mode, b is the mechanical
damping of the plate, and ‖w˜nm(%, φ)‖2 is the norm square given by
‖w˜nm(%, φ)‖2 =
∫ a
0
∫ 2pi
0
w˜nm(%, φ)w˜
∗
nm(%, φ)% d% dφ . (2.58)
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Figure 2.11: The radiation pattern of a clamped circular plate with homogeneous excitation,
representing a typical CMUT. The four patterns correspond to four plate diameters 2a in
fractions of the wavelength.
The integration over φ implies that the modal amplitude constants for all modes with
n 6= 0, corresponding to the non-axisymmetric modes, become zero. Thus, only the
axisymmetric modes of the plate w0m(%) are excited, and the radiation pattern becomes
R0m(η) =
1
η4 −K40m
{
α0mJ1(η)η + [γ0m + δ0mη
2]J0(η)
}
. (2.59)
As described in Section 2.6, the operating frequency of the CMUT will in practice be
below the resonance frequency of the first mode of the plate due to the interaction with
the medium. Therefore, it is reasonable to assume that only the contribution from the first
mode is significant such that the radiation pattern becomes that given in Eq. (2.59) with
m = 0. In Fig. 2.11, the radiation pattern for this mode has been plotted as a function
of θ for selected plate sizes in units of the wavelength in the range relevant for CMUTs,
i.e. for 2a ≤ λ. Note that the sound radiation is to a good approximation equal in all
directions for 2a ≤ λ/2. Even for 2a = λ, the signal varies less than −6 dB. It is
therefore reasonable to assume that in the far field, i.e. at distances much greater than the
size of the CMUT, the CMUT emits nearly spherical waves. Since the individual CMUT
is less than one wavelength in size, any point of interest in the imaged volume will in
practice always meet the far field condition. In simulations and derivations of the sound
field from a transducer array, it can therefore generally be assumed that the elements are
made up of point sources.
2.8 Chapter Summary
In this chapter, a theoretical treatment of the CMUT was presented. The static and small-
signal dynamic behavior was derived using energy considerations and an assumption of
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a constant deflection shape of the deformable plate of the CMUT, allowing for lumping
and linearization of the system. The derivation was performed using anisotropic theory to
describe the deflection of the plate having either circular or square geometry based on
Papers A, B, and E.
From the static analysis, the pull-in voltage was determined. The small-signal dynamic
behavior was described using an equivalent circuit model from which the coupling coeffi-
cient of the transducer was derived. From this, it was shown that the transducer should be
operated as close as possible to the pull-in voltage, and that the electrical capacitance of
the transducer should be kept at a minimum. Also, a method for experimentally extracting
the coupling coefficient was devised.
A FEA model including interaction with the acoustic medium was used to investigate
the optimal scaling parameters for a square CMUT based on Paper F. Two scenarios were
investigated, representing two extremes: That of a single isolated CMUT cell and that
of an infinite 2-D array of CMUT cells. It was shown that the mutual impedance from
neighboring cells has a significant impact on the behavior of the CMUT. The following
was found to be true for both configurations: For a fixed center frequency in immersion,
CMUTs with thick plates produce the highest transmit pressure. Also, the separation
between the top- and bottom electrodes should be made as large as the voltage rating
of the system allows to produce the highest transmit pressures. A larger separation also
increases the sensitivity for a voltage readout. However, the two scenarios disagreed for
the optimal plate size in terms of sensitivity. In the single cell scenario, the smaller plates
produced higher sensitivities, whereas this trend shifted for the infinite array scenario
with decreasing sensitivities for increasing plate sizes until a critical point after which
the sensitivity increased again. This was explained by the plate behavior going from
over-damped to under-damped at the plate size defining this point.
Finally, the far field sound radiation of a CMUT was analyzed based on results from
Paper C. Using a circular clamped plate to represent the CMUT, is was shown analytically
that a CMUT used in an ultrasound transducer array will radiate sound similarly to that of
a point source for all practical imaging purposes.
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CHAPTER3
Row-Column Addressed Arrays
In this chapter, the imaging principle behind row-column addressed 2-D arrays is described
in detail. After a brief literature review, an estimate of row-column addressed arrays’
performance relative to fully addressed 2-D arrays is given. Then, the beamforming
required to produce volumetric images is developed based on the findings in Paper J. It
is subsequently shown that the long elements in row-column addressed arrays produce
edge effects that lead to ghost echoes in the final beamformed image. A solution is
proposed in the form of integrated apodization, which is demonstrated both theoretically
and experimentally to mitigate the edge wave problem as covered in Papers I and J.
An optimized apodization layout is developed that efficiently damps the edge waves
without affecting the imaging performance of the array. The technique is demonstrated
by simulations and experimentally based on Papers J and K as well as Patent A. The last
part of the chapter describes how row-column addressed arrays can be used to estimate
velocities in a volume. This technique, which is also described in Paper M and Patent B,
can be used to estimate all three components of the velocity vector in all points of a
volume. From this, key parameters such as the volume flow rate in a blood vessel can be
calculated.
3.1 Literature Review
The concept of volumetric imaging using row-column addressing as applied in this work
was first introduced by Morton and Lockwood in 2003 (Morton and Lockwood 2003),
and later expanded by Demoré et al. (Démoré et al. 2009). Different techniques to
improve the resolution, sensitivity, or frame rate of row-column addressed arrays were
explored theoretically by Daher et al. (Daher and Yen 2004, 2006) and Yen (Yen 2013)
using synthetic aperture techniques and spatial matched filters. Recently, Rasmussen
and Jensen used a fully addressed 32× 32 array in a measurement study to compare the
imaging performance of a fully addressed array to that of a row-column addressed array
(Rasmussen and Jensen 2013a). For the same number of channels used, the row-column
addressed array exhibited superior detail resolution compared to the fully addressed array.
Several groups have presented realizations of row-column addressed arrays. Yen’s
group have demonstrated imaging with several versions of row-column addressed piezo-
arrays, starting in 2006 where Seo and Yen (Seo and Yen 2006) presented the first
experimental demonstration of a row-column addressed array. The 64 + 64 elements used
41
42 Chapter 3. Row-Column Addressed Arrays
Row element Column element
1-D array of N rows 1-D array of N columns
N+N 2-D row-column array
Connection
Figure 3.1: The row-column addressing scheme. By addressing the 2-D array by its row- and
column indices, two 1-D arrays oriented orthogonal to one another are effectively produced.
The number of connections needed to address an N × N array thereby becomes 2N , as
opposed to the N2 connections required in a fully addressed matrix array. Modified from
(Rasmussen and Jensen 2013b).
in this array was later surpassed by a 256 + 256 element array (Seo and Yen 2007, 2008,
2009) by the same authors. More recently, Chen et al. (Y. Chen, Nguyen, and Yen 2011)
and Yen et al. (Yen et al. 2009) have introduced piezo-arrays manufactured with a dual
layer structure to simplify the fabrication process. Zemp et al. (Zemp, Zheng, and Zhang
2011) and Sampaleanu et al. (Sampaleanu et al. 2014) have performed feasibility studies
and recently photoacoustic imaging (Chee et al. 2014) using CMUTs. Additionally, the
group of Yeow have demonstrated both characterization (Logan, Wong, and Yeow 2009)
and imaging using a 16 + 16 element (A. I. H. Chen et al. 2011) and a 32 + 32 element
(Lawrence et al. 2014; Logan, Wong, A. I. H. Chen, et al. 2011) row-column addressed
CMUT array.
3.2 Imaging Principle and Estimated Performance
A row-column addressed array is a 2-D array which is addressed via its row- and column
indices. Effectively, this creates two 1-D arrays oriented orthogonal to one another as
shown in Fig. 3.1. Each of the two 1-D arrays can electronically focus in one lateral
dimension when delays are applied to the elements in the array. The imaging principle is
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Transmit Receivez
yx
Figure 3.2: The imaging principle of a row-column addressed array. One of the 1-D arrays
(left) is used as a transmit array, which can focus in the x- and z-directions. The sound
echoes from this insonified region of the volume is then received by the orthogonal 1-D array
(right), which can focus in the y- and z-directions. By translating the foci of the two arrays,
the entire volume can be imaged. From Patent A.
shown in Fig. 3.2. One of the 1-D arrays is used to transmit ultrasound into the object
of interest. In the illustrated example, the transmit array is able to focus the beam in
the x- and z-directions, whilst no electronic transmit focusing can be performed in the
y-direction. As a result, the emitted ultrasound is focused along a line parallel to the
y-direction. By adjusting the delays on the transmit elements, this focal line may be
translated to any position in the xz-plane. The orthogonal 1-D array then receives the
echoes scattered from the insonified region of the volume. By applying delays, the
received signals may be focused in a line normal to any position in the yz-plane. The
combination of the two orthogonal line-foci of the transmit- and receive array produces a
point focus in the volume. By translating this focus throughout the volume, a 3-D image
may be formed.
To produce real-time images, the frame rate should be above roughly 20 Hz corre-
sponding to one frame every 50 ms. Assuming an imaging depth of 15 cm and a speed of
sound of 1540 m/s, the round-trip time of a pulse-echo event is
t =
2 · 0.15 m
1540 m/s
' 0.2 ms . (3.1)
Thus, up to a total of 250 pulse-echo events may be used to produce one image frame.
If e.g. single element emission synthetic aperture imaging is used, where the transmit
aperture is synthesized by emitting with one transmit element at a time and receiving with
all receive elements for each emission (Jensen, Nikolov, et al. 2006), the transmit array
may then have 250 elements. If the receive array has the same number of elements, which
would be the case for a square array, the total number of elements is 500 in a 250 + 250
configuration. A channel count of this magnitude was demonstrated experimentally by
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Seo and Yen (Seo and Yen 2007, 2008, 2009), who successfully produced images with a
256+256 row-column addressed piezo-array. A 2-D matrix array of equal size would have
65536 elements; over a factor of 7 more than the current state-of-the-art X6-1 PureWave
xMATRIX probe from Phillips having 9212 elements (Phillips 2015). This demonstrates
the potential of having very large row-column addressed 2-D arrays with low channel
count and real-time capability.
A larger array means improved lateral resolution, which can be derived using the
Fresnel approximation (Szabo 2014, pp. 172,189). This states that in the far field of
the transducer array, and at the focal distance of a focused transducer, the pressure field
may be described by the Fourier transform of the transducer aperture. A finite array of
transducer elements has an aperture A described by a simple rect function along one
lateral dimension. The Fourier transform of a rect function is the sinc function, which
therefore describes the pressure field in that dimension. Consider the transmitting array to
the left in Fig. 3.2. Denoting the size of this array along the x-dimension Lx, the position
along the array x (x = 0 being the center of the array), the wavelength of the ultrasound λ,
and the mass density of the medium ρa, the pressure field at the depth z becomes (Szabo
2014, p. 172)
px,one-way = F[A] =
Lx
√
ρa√
λz
sinc
(
Lxx
λz
)
, (3.2)
where F denotes the Fourier transform. It is assumed here that z is either at the focus of
the transducer or in the far field. The FWHM of the sinc function is
FWHMone-way =
1.208zλ
Lx
= 1.208λf# . (3.3)
This shows that the lateral detail resolution for a given wavelength and depth scales with
the array size. The subscript “one-way” is to emphasize that the FWHM is for focusing of
only the transmit aperture (or only the receive aperture due to acoustic reciprocity). A
row-column addressed array can only perform one-way focusing in each lateral dimension
if conventional delay-and-sum beamforming is used, and its detail resolution is therefore
defined by Eq. (3.3). As opposed to this, a 2-D matrix array can focus both in transmit
and in receive. The resulting pulse-echo field is proportional to the Fourier transform of
the convoluted transmit- and receive apertures (Karaman et al. 2009). If the same aperture
is used for transmitting and receiving, the pulse-echo field along one dimension thereby
becomes
px,two-way ∝ F[A ∗A] = F[A]F[A] = (F[A])2 . (3.4)
The FWHM using two-way focusing is
FWHMtwo-way =
0.886zλ
Lx
= 0.886λf# . (3.5)
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Figure 3.3: Plot of the resulting field at the focal distance or in the far field originating
from a one-way focused array (black), a one-way focused array with 36 % larger aperture
side-length (orange), and a two-way focused array (red). The two former are plotted using a
normalized Eq. (3.2), while the latter uses Eq. (3.4).
The ratio between the resolution using one-way focusing and the resolution two-way
focusing is therefore
FWHMone-way
FWHMtwo-way
=
1.208λf#
0.886λf#
' 1.36 . (3.6)
Thus, for the same aperture size, the FWHM of a row-column addressed array is 36 %
larger than the FWHM of a two-way focused 2-D array. Based on the FWHM, the detail
resolution for the two types of arrays will consequently be equal if the side-length of
the row-column addressed array is increased by 36 % relative to the fully addressed 2-D
array. This is in contrast to the factor of 2 increase requirement claimed in the literature
(Démoré et al. 2009). In Fig. 3.3, the resulting field from the one-way focused array
(black), the two-way focused array (red), and the one-way focused array with a 36 %
larger side-length (orange) is plotted. It is seen that the FWHM of the two latter are indeed
identical.
The ratio between the number of elements in a row-column addressed array and a
fully addressed 2-D matrix array with equal detail resolution is from the above derivation
found to be
Elements in 2-D array
Elements in row-column array
=
N2
1.36 · 2 ·N =
N
2.72
. (3.7)
Any N +N channel row-column addressed array with N ≥ 3 will thus achieve a better
detail resolution than a fully addressed 2-D array with the same total number of channels.
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However, changing the aperture size will only affect the argument in the sinc function
in Eq. (3.2), not the shape of the function. Hence, the normalized amplitudes remain
unchanged and so do the side-lobe levels relative to the main lobe level. This is seen in
Fig. 3.3, where the two one-way focused arrays have side-lobe levels of equal magnitude.
As a consequence of the squaring of the Fourier transform of the apertures given in
Eq. (3.4), the amplitudes of the side-lobes are halved by a factor of two in dB when two-
way focusing is performed. One measure of contrast is the side-lobe level (Szabo 2014,
p. 230). Therefore, a fully addressed 2-D array will have superior contrast performance
relative to a row-column addressed array.
Note that the above calculations are only strictly valid for a continuous wave emission
at a single frequency (Szabo 2014, p. 171), and as such they should only be seen
as estimates of the imaging performance. Also, the estimates are made using an un-
apodized aperture, and does therefore not take into account the effects of applying
different apodization functions. In addition to this, parameters such as signal-to-noise
ratio and emitted intensity should be included in a complete comparison of the two types
of arrays.
3.3 Beamforming
When an image is generated, the scattering strength of an individual point in the image
is evaluated by first calculating the time of flight from the transmitting element(s) to the
point and back to the respective receive elements. All received signals are then summed
at the calculated time instances, yielding the scattering strength for that point in the
image. By repeating the calculation for each point in the volume, a 3-D image is formed,
if desired using multiple transmit/receive sequences with different transmit foci. This
beamforming approach is termed delay-and-sum beamforming.
Conventional delay-and-sum beamformers usually assume the geometry of the sound
sources and receivers to be points emitting spherical waves. However, the emitted
wavefront of an element in a row-column addressed array has the shape of a cylinder
surface: it is a plane wave in the plane aligned along the element and a circle arc in the
plane orthogonal to the element. Assuming the geometry of the elements to be points is
therefore a poor approximation leading to errors in the time-of-flight calculation. A better
approximation assumes the elements to be line segments, and the elements are therefore
explicitly referred to as “line-elements” in the following. When an array of line-elements
is focused, the geometry of the focal zone is also a line segment. Calculating the distances
between the line-elements and a given point should therefore be calculated as the distance
between a line segment and a point. This is the topic of the following, which is based on
the derivation in Paper J.
The vectors fp and prn, seen in Fig. 3.4, connect the point p to the closest point on
respectively the focal line f and the receiving element rn. sf is the vector from the source
element s to the focal line f . Since the source elements and the focal line are parallel,
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Fig. 9. Time of flight (ToF) illustration of a focused emission. The vector sf connects the first source line-element that is excited with the focal line f. fp is the
vector from the nearest point on the focal line to the point being beamformed (p), and pri is the vector from p to the nearest point on the receive line-element
ri. In (a) the setup is sliced orthogonal to the transmitting line-elements and parallel with the receiving line elements. In (b) the setup is sliced parallel with the
transmitting line-elements and orthogonal to the receiving line elements. In (a) the focal zone f looks like a focal point, but in (b) it is seen to be a focal line.
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Fig. 10. Projection of the point p onto the line segment ab. l is the distance
from a to the projected point and d is the shortest distance from p to ab.
When the projection of p onto the line lies between a and
b, i.e. when lˆ ∈ [0,1], the standard formula for the distance
between a line and a point can be used:
d =
‖ab×ap‖
‖ab‖ . (12)
When lˆ /∈ [0,1], the shortest distance from the line segment
to the point is the distance from the closest end of the line
segment (a or b) to the point (p). The following therefore
determines the minimum distance between the point p and the
line segment ab:
d(ab,p) =

‖ab×ap‖
‖ab‖ if 0≤ lˆ ≤ 1
‖ap‖ if lˆ < 0
‖bp‖ if lˆ > 1 .
(13)
Using (13), the distances ‖fp‖ and ∥∥prn∥∥ can now be deter-
mined as
‖fp‖= d(f,p) and ∥∥prn∥∥= d(rn,p) . (14)
By inserting (14) into (10), we arrive at
ToFm(p,n) =
∥∥szy− fzy∥∥
c
+
d(rn,p)±d(f,p)
c
, (15)
where szy and fzy are the coordinates in the z-y plane of s and
f, respectively. The focused signal at point p is calculated by
summing all receive signals at the time instances given by
(15):
sm(p) =
N
∑
n=1
aelec(n)ym,n(ToFm(p,n)) , (16)
where N is the number of receive elements, aelec(n) is the
electronic receive apodization, and ym,n(t) is the measured
signal from emission m on the receive element n at time t.
A MATLAB beamformer that implements (16) was pro-
grammed in order to beamform data from row-column ad-
dressed arrays and produce the point spread functions included
in this paper. From (15) only the case where ‖fp‖ is added
is implemented, so that only points further away from the
array than the focal line can be beamformed. The beamformer
can IQ-beamform 250 000 voxels from a complex data set of
1.5 MiB from 128 receive line-elements in approximately 11.4 s
on a PC with a 3.4 GHz Intel Core i7-3770 CPU and 16 GiB
of RAM. The proof-of-concept MATLAB implementation of
the beamformer can therefore not achieve a frame rate useful
for real-time applications, but the frame rate is adequate for
research purposes.
In Fig. 11, the importance of using a line-element beam-
former is shown. In both figures, a wire phantom consisting
of point scatterers located at 10 mm depth at the center
(a)
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
‖ab×ap‖
‖ab‖ if 0≤ lˆ ≤ 1
‖ap‖ if lˆ < 0
‖bp‖ if lˆ > 1 .
(13)
Using (13), the distances ‖fp‖ and ∥∥prn∥∥ can now be deter-
mined as
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where szy and fzy are the coordinates in the z-y plane of s and
f, respectively. The focused signal at point p is calculated by
summing all receive signals at the time instances given by
(15):
sm(p) =
N
∑
n=1
aelec(n)ym,n(ToFm(p,n)) , (16)
where N is the number of receive elements, aelec(n) is the
electronic receive apodization, and ym,n(t) is the measured
signal from emission m on the receive element n at time t.
A MATLAB beamformer that implements (16) was pro-
grammed in order to beamform data from row-column ad-
dressed arrays and produce the point spread functions included
in this paper. From (15) only the case where ‖fp‖ is added
is implemented, so that only points further away from the
array than the focal line can be beamformed. The beamformer
can IQ-beamform 250 000 voxels from a complex data set of
1.5 MiB from 128 receive line-elements in approximately 11.4 s
on a PC with a 3.4 GHz Intel Core i7-3770 CPU and 16 GiB
of RAM. The proof-of-concept MATLAB implementation of
the beamformer can therefore not achieve a frame rate useful
for real-time applications, but the frame rate is adequate for
research purposes.
In Fig. 11, the importance of using a line-element beam-
former is shown. In both figures, a wire phantom consisting
of point scatterers located at 10 mm depth at the center
(b)
Figure 3.4: Time of flight (ToF) illustration of a focused emission. The vector sf connects
the first source line-element that is excited with the focal line f . fp is the vector from the
nearest point on the focal line to the point being beamformed (p), and prn is the vector from
p to the nearest point on the receive line-element rn. In (a) the setu is sliced orthogonal
to the transmitting line-elements and parallel with the receiving line elements. In (b) the
setup is sliced parallel with the transmitting line-elements and orthogonal to the receiving
line elements. In (a) the focal zone f looks like a focal point, but in b) it is seen to be a
focal line. From Paper J.
determining the distance between them can be solved in the z-y plane. The time of flight
of a wavefront is given by the shortest distance from the source s through the focal line f
to the point being focused p and back to the receiving element rn, divided by the speed
of sound. Using the notation from Fig. 3.4, this can be written as:
ToFm(p, n) =
‖sf‖ ±‖fp‖+‖ rn‖
c
, (3.8)
where c is the speed of sound in the mediu , n is an index fro 1 to the number of
receive elements N , and m is the emission index. Only one value of ToFm is calculated
per emission. If the point being focused is closer to the transducer array than the f cal
l ne, then th case of −‖fp‖ is used, othe wise +‖fp‖ is used.
To determine‖fp‖ and‖prn‖, the distance between a point and line must be calculated.
The line segment from point a to point b is termed ab. This is illustrated in Fig. 3.5.
The projection of the point p onto the line ab is termed l and is determined by th usual
equation for projection. l is positive if the projected point is located on the same side of a
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Fig. 9. Time of flight (ToF) illustration of a focused emission. The vector sf connects the first source line-element that is excited with the focal line f. fp is the
vector from the nearest point on the focal line to the point being beamformed (p), and pri is the vector from p to the nearest point on the receive line-element
ri. In (a) the setup is sliced orthogonal to the transmitting line-elements and parallel with the receiving line elements. In (b) the setup is sliced parallel with the
transmitting line-elements and orthogonal to the receiving line elements. In (a) the focal zone f looks like a focal point, but in (b) it is seen to be a focal line.
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Fig. 10. Projection of the point p onto the line segment ab. l is the distance
from a to the projected point and d is the shortest distance from p to ab.
When the projection of p onto the line lies between a and
b, i.e. when lˆ ∈ [0,1], the standard formula for the distance
between a line and a point can be used:
d =
‖ab×ap‖
‖ab‖ . (12)
When lˆ /∈ [0,1], the shortest distance from the line segment
to the point is the distance from the closest end of the line
segment (a or b) to the point (p). The following therefore
determines the minimum distance between the point p and the
line segment ab:
d(ab,p) =

‖ab×ap‖
‖ab‖ if 0≤ lˆ ≤ 1
‖ap‖ if lˆ < 0
‖bp‖ if lˆ > 1 .
(13)
Using (13), the distances ‖fp‖ and ∥∥prn∥∥ can now be deter-
mined as
‖fp‖= d(f,p) and ∥∥prn∥∥= d(rn,p) . (14)
By inserting (14) into (10), we arrive at
ToFm(p,n) =
∥∥szy− fzy∥∥
c
+
d(rn,p)±d(f,p)
c
, (15)
where szy and fzy are the coordinates in the z-y plane of s and
f, respectively. The focused signal at point p is calculated by
summing all receive signals at the time instances given by
(15):
sm(p) =
N
∑
n=1
aelec(n)ym,n(ToFm(p,n)) , (16)
where N is the number of receive elements, aelec(n) is the
electronic receive apodization, and ym,n(t) is the measured
signal from emission m on the receive element n at time t.
A MATLAB beamformer that implements (16) was pro-
grammed in order to beamform data from row-column ad-
dressed arrays and produce the point spread functions included
in this paper. From (15) only the case where ‖fp‖ is added
is implemented, so that only points further away from the
array than the focal line can be beamformed. The beamformer
can IQ-beamform 250 000 voxels from a complex data set of
1.5 MiB from 128 receive line-elements in approximately 11.4 s
on a PC with a 3.4 GHz Intel Core i7-3770 CPU and 16 GiB
of RAM. The proof-of-concept MATLAB implementation of
the beamformer can therefore not achieve a frame rate useful
for real-time applications, but the frame rate is adequate for
research purposes.
In Fig. 11, the importance of using a line-element beam-
former is shown. In both figures, a wire phantom consisting
of point scatterers located at 10 mm depth at the center
l
Figure 3.5: Projection of the point p onto the line segment ab. l is the distance from a to
the projected point and d is th sh rtest istanc from p to b. Fro Paper J.
as b, and negative if it is located on the other side. By normalizing l with the length of
the line segment, lˆ takes the values [0, 1] when the projected point is located between a
and b:
lˆ =
l
‖ab‖ =
ap · ab
‖ab‖2 . (3.9)
When the projection of p onto the line lies between a and b, i.e. when lˆ ∈ [0, 1], the
standard formula for the distance between a line and a point can be used:
d =
‖ab× ap‖
‖ab‖ . (3.10)
When lˆ /∈ [0, 1], the shortest distance from the line segment to the point is the distance
from the closest end of the line segment (a or b) to the point (p). The following therefore
determines the minimum distance between the point p and the line segment ab:
d(ab,p) =

ab× ap‖
‖ab‖ if 0 ≤ lˆ ≤ 1
‖ap‖ if lˆ < 0
‖bp‖ if lˆ > 1 .
(3.11)
Using Eq. (3.11), the distances‖fp‖ and‖prn‖ can now be determined as
‖fp‖ = d(f ,p) and ‖prn‖ = d(rn,p) . (3.12)
By inserting Eq. (3.12) into Eq. (3.8), we arrive at
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Figure 3.6: B-mode images of a wire phantom beamformed with the proposed line-element
beamformer (a) and with a conventional beamformer (b). The dashed lines indicate the
location of the wire phantom. The B-mode images are shown with a dynamic range of
40 dB. When using a conventional beamformer, the B-mode image is seen to be geometrically
distorted. From Paper J.
ToFm(p, n) =
∥∥szy − fzy∥∥
c
+
d(rn,p)± d(f ,p)
c
, (3.13)
where szy and fzy are the coordinates in the z-y plane of s and f , respectively. The
focused signal at point p is calculated by summing all receive signals at the time instances
given by Eq. (3.13):
sm(p) =
N∑
n=1
aelec(n) ym,n(ToFm(p, n)) , (3.14)
where N is the number of receive elements, aelec(n) is the electronic receive apodization,
and ym,n(t) is the measured signal from emission m on the receive element n at time t.
In Fig. 3.6, the importance of using a line-element beamformer is shown. In both
figures, a wire phantom consisting of point scatterers located at 10 mm depth at the
center of the transducer array is imaged. The transducer parameters and simulation
setup are given in Paper J. In Fig. 3.6(a), the line-element beamformer has been used,
resulting in a reproduction of the wire with no geometrical distortions. In Fig. 3.6(b),
conventional beamforming assuming point sources/receivers located at the center of the
elements has been used. In this case, the geometrical distortion of the wire due to the
error in the time-of-flight calculation is apparent, clearly demonstrating the need to take
the non-infinitesimal size of the sources/receivers into consideration.
It should be noted that while the assumption of cylindrical waves utilized above is
valid in general for row-column addressed arrays, the amplitude of the wave front is
only homogeneous in the near field of the element relative to its length direction. In
the far field of the element, natural focusing occurs, corresponding to the height of the
cylindrical wave being focused. In this case, objects in the center of the image will be
over-pronounced. The transition to the far field occurs at zt ' L2x/(piλ), where Lx is the
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element length and λ is the wavelength (Szabo 2014, p. 176). For example, for an element
length of 2 cm operating at 3 MHz, the transition occurs at a depth of zt = 25 cm. Thus,
for realistic element sizes, imaging is performed in the element’s near field (in the length
direction), where the focusing effect is negligible.
3.4 Edge Effects
Row column addressed arrays are quite different acoustically from fully addressed arrays.
Due to the row-column addressing, each element may have a length that is hundreds of
times longer than the lengths of the square elements used in a fully addressed array. The
long length of the elements results in prominent edge effects. This section investigates
how the elements of a row-column addressed array behave and what can be done to
decrease the edge effects. The behavior of the elements is first investigated by analyzing
their spatial impulse response as presented in Paper J.
The origin of the edge waves can be analyzed by the linear theory of wave propagation.
The pressure at a given point p at the time t has in the literature (Pierce 1989) been shown
to be
p(p, t) = ρ0
∂
∂t
v(t) ∗ h(p, t) (3.15a)
= ρ0 v(t) ∗ ∂
∂t
h(p, t) , (3.15b)
where ∗ denotes temporal convolution, ρ0 is the density of the medium, v is the velocity
normal to the transducer surface, and h is the spatial impulse response. It is noted that v
is the convolution of the aperture excitation signal and the electro-mechanical impulse
response of the aperture. The spatial impulse response h(p, t) is the observed sound field
at the point p when the aperture is excited by a Dirac delta function. The Huygens-Fresnel
principle states that the field originating from a sound radiating surface can be calculated
by considering all points on the surface as the source of an expanding spherical wave. The
field at any point in space is then constructed by superposition of these spherical waves.
The acoustic reciprocity theorem states that if the sound source and the sound receiver are
interchanged, the received signal remains unchanged. In other words, the spatial impulse
response can be determined by letting the point p be the source of a spherical wavefront
and then integrate the wave’s intersection with the aperture. This integral is termed the
Rayleigh integral (Harris 1981a; Stepanishen 1971).
The intersection of the spherical wave and the plane of the aperture makes a circle arc.
The spatial impulse response at a certain time t is thereby determined by the length of
the arc that intersects the aperture. The radius of the expanding sphere is R = ct, where
t is time and c is the speed of sound. Determining the arc intersection is reduced to a
two-dimensional problem by projecting the point p on to the transducer plane. Without
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Fig. 2. Spatial impulse response of long thin line-elements. At the top a large
aperture is shown with integration paths marked with gray dashed lines. The
integration paths are used in (2) to determine the spatial impulse response.
Within the large aperture a thin line-element is illustrated. At the bottom a
zoom on the line-element is shown. The expression in (5) approximates the
integration paths with vertical lines. The thinner the line-element is, the better
the approximation.
point p when the aperture is excited by a Dirac delta function.
The Huygens-Fresnel principle states that the field originating
from a sound radiating surface can be calculated by considering
all points on the surface as the source of an expanding spherical
wave. The field at any point in space is then constructed by
superposition of these spherical waves. The acoustic reciprocity
theorem states that if the sound source and the sound receiver
are interchanged, the received signal remains unchanged. In
other words, the spatial impulse response can be determined
by letting the point p be the source of a spherical wavefront
and then integrate the wave’s intersection with the aperture.
This integral is termed the Rayleigh integral [31], [32].
The intersection of the spherical wave and the plane of the
aperture makes a circle arc. The spatial impulse response at a
certain time t is thereby determined by the length of the arc that
intersects the aperture. The radius of the expanding sphere is
R= ct, where t is time and c is the speed of sound. Determining
the arc intersection is reduced to a two-dimensional problem by
projecting the point p on to the transducer plane. Without loss
of generality, the aperture is assumed flat. In the following, a
normal right-handed coordinate system consisting of x, y, and z
coordinates is used. The aperture plane is spanned by the x- and
y-axes and the z-axis is orthogonal to the aperture plane. If the
coordinate of p is (px, py, pz), then the projection of p onto the
x y-plane is (px, py, 0). The radius of the circle created by the
intersection between the aperture and the expanding spherical
wave is ρ(t) =
√
(ct)2− p2z and the center of the circle is
located at (px, py). The line integral along this expanding arc
is the Rayleigh integral in polar coordinates. This is the case
shown in the aperture at the top of Fig. 2. The integration is
performed along the gray dashed lines. Several authors [33]–
[35] have determined the solution to the Rayleigh integral in
polar coordinates of an apodized aperture to be:
h(p, t) =

c
2pi
∫ θ2(t)
θ1(t)
a(ρ(t),θ)dθ , if t ≥ pz
c
0 , else ,
(2)
where a is the apodization function of the aperture in polar
coordinates with origin at the projection of p onto the aperture
plane. a is equal to 0 when evaluated outside of the aperture
surface. If the apodization function is constant along the
integration paths, (2) becomes
h(p, t) =

c
2pi
(θ2(t)−θ1(t))aρ(ρ(t)) , if t ≥ pzc
0 , else .
(3)
In the following, the aperture is assumed to be a long, thin,
and rectangular line-element. The x,y -coordinates are chosen
such that the x-axis is oriented along the length of the line-
element and the origin is placed at the center of the line-element
length. This is illustrated in Fig. 2.
At the top of Fig. 2, a large aperture is shown where the
full integral along the dashed lines must be carried out to find
the spatial impulse response. Within the large aperture, a line-
element is shown. A zoom on the line-element is shown at the
bottom of the figure. By approximating the integration paths
on the line-element by a vertical line, the apodization function
aρ(ρ) from (3) changes dependent variable from the radius
ρ to the position x, representing the position along the line-
element: ax(x(t)). The thinner the line-element is, the better
is the approximation. From the triangle at the bottom right in
Fig. 2, the x-variable as a function of time is determined to:
x(t) = px±
√
ρ(t)2− p2x (4a)
= px±
√
(ct)2− p2z − p2y . (4b)
The spatial impulse response then approximately becomes:
h(p, t)≈

c
2pi
(θ2(t)−θ1(t)) ax(x(t)) , if t ≥ t1
0 , else ,
(5)
where t1 =
√
p2y+ p2z/c is the earliest time at which the
spherical wave arrives at the aperture. For a long thin line-
element, the angular element width (θ2(t)− θ1(t)) changes
much slower than the apodization function at the edges of the
line-element, i.e.
d
dt (θ2(t)−θ1(t))
2pi
 ddt ax(x(t)) . (6)
By inserting (5) into (1b), and using (6), the pressure field is
seen to be proportional to
p(p, t) ∝
{
v(t)∗ ddt ax(x(t)) , if t ≥ t1
0 , else .
(7)
Consider now the transmitting element of the row-column
addressed array shown in Fig. 3. Using the acoustic reciprocity
the pressure in point p can be found by assuming that p
emits a spherical wavefront that is received by the transmitting
line-element. The wavefront reaches the closest point on
Figure 3.7: Spatial impulse response of long thin line-elements. At the top a large aperture
is shown with integration paths marked with gray dashed lines. The integration paths are
used in Eq. (3.16) to determine the spatial impulse response. Within the large aperture a
thin line-element is illustrated. At the bottom, a zoom on the line-element is shown. The
expression in Eq. (3.19) approximates the integration paths with vertical lines. The thinner
the line-element is, the better the approximation. From Paper J.
loss of generality, the aperture is assumed flat. In the following, a normal right-ha ded
coordinate system consisting of x, y, and z coordinates is used. The aperture plane is
spanned by the x- and y-axes and the z-axis is orthogonal to the aperture plane. If the
coordinate of p is (px, py, pz), then the projection of p onto the x y-plane is (px, py,
0). The radius of the circle created by the intersection between the aperture and the
expanding spherical wave is %(t) =
√
(ct)2 − p2z and the center of the circle is located
at (px, py). The line integral along this expanding arc is the Rayleigh integral in polar
coordinates. This is the case shown in the aperture at the top of Fig. 3.7. The integration is
performed along the gray dashed lines. Several authors (Harris 1981b; Stepanishen 1981;
J. N. Tjøtta and S. Tjøtta 1982) have det rmined the solution to the Rayleigh integral in
polar coordinates of an apodiz d apertur to b :
h(p, t) =

c
2pi
∫ θ2(t)
θ1(t)
a(%(t), θ) dθ , if t ≥ pz
c
0 , else ,
(3.16)
where a is the apodization function of the aperture in polar coordinates with origin at
the projection of p o to the aperture plane. a is eq al to 0 when evaluated outside of the
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aperture surface. If the apodization function is constant along the integration paths, (3.16)
becomes
h(p, t) =

c
2pi
(θ2(t)− θ1(t)) a%(%(t)) , if t ≥ pz
c
0 , else .
(3.17)
In the following, the aperture is assumed to be a long, thin, and rectangular line-
element. The x, y -coordinates are chosen such that the x-axis is oriented along the length
of the line-element and the origin is placed at the center of the line-element length. This
is illustrated in Fig. 3.7.
At the top of Fig. 3.7, a large aperture is shown where the full integral along the
dashed lines must be carried out to find the spatial impulse response. Within the large
aperture, a line-element is shown. A zoom on the line-element is shown at the bottom
of the figure. By approximating the integration paths on the line-element by a vertical
line, the apodization function a%(%) from Eq. (3.17) changes dependent variable from
the radius % to the position x, representing the position along the line-element: ax(x(t)).
The thinner the line-element is, the better is the approximation. From the triangle at the
bottom right in Fig. 3.7, the x-variable as a function of time is determined to:
x(t) = px ±
√
%(t)2 − p2y (3.18a)
= px ±
√
(ct)2 − p2z − p2y . (3.18b)
The spatial impulse response then approximately becomes:
h(p, t) ≈

c
2pi
(θ2(t)− θ1(t)) ax(x(t)) , if t ≥ t1
0 , else ,
(3.19)
where t1 =
√
p2y + p
2
z/c is the earliest time at which the spherical wave arrives at the
aperture. For a long thin line-element, the angular element width (θ2(t)− θ1(t)) changes
much slower than the apodization function at the edges of the line-element, i.e.
d
dt (θ2(t)− θ1(t))
2pi
 ddt ax(x(t)) . (3.20)
By inserting Eq. (3.19) into Eq. (3.15b), and using Eq. (3.20), the pressure field is seen to
be proportional to
p(p, t) ∝
{
v(t) ∗ ddt ax(x(t)) , if t ≥ t1
0 , else .
(3.21)
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Figure 3.8: Illustration of a pulse-echo simulation setup with one line-element transmitting
and one line-element receiving. A scatterer is located at the point p, s1 is the closest point
on the transmit element to p, and r1 is the closest point on the receive element to p. s2,
s3 and r2, r3 are the edges of the transmit and receive line-elements, respectively. From
Paper J.
Consider now the transmitting element of the row-column addressed array shown
in Fig. 3.8. Using the acoustic reciprocity, the pressure in point p can be found by
assuming that p emits a spherical wavefront that is received by the transmitting line-
element. The wavefront reaches the closest point on the transmit line-element (s1) at time
t = t1. At t = t2 the wavefront first reaches the closest edge at s2, and at t = t3 the
wavefront reaches the furthest edge of the line-element at s3. The apodization of a single
line-element is usually constant or only slowly varying over the entire element surface.
Since the apodization function evaluates to zero outside of the element area, there is a
discontinuity at the element edges at s2 and s3. The derivative of the aperture function is
therefore approximately zero everywhere except at the discontinuities at s1, s2, and s3,
where it is the Dirac delta function, δ:
d
dt ax(x(t)) ≈ δ(t− t1)− δ(t− t2)− δ(t− t3) (3.22)
By inserting Eq. (3.22) into Eq. (3.21), it is seen that the spatial transmit impulse response
contains three individual responses. As a result, a single transmit pulse develops three
wavefronts that passes the point p. When a scatterer is located at p, there are therefore
three reflected waves returning to the line-element. Using the same argumentation, the
spatial receive impulse response contains also three responses, meaning each wavefront
is measured three times. The pulse-echo spatial impulse response is the convolution of
the transmit and receive impulse responses and therefore contains up to nine responses.
Referring to Fig. 3.8, the three wavefronts appears to originate from s1, s2 and s3. The
receive line-element behaves as if it measures at the three discrete points r1, r2 and r3.
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Figure 3.9: Nine echoes are received from a single line-element emission reflected by a scatter
located at (x, y, z) = (5, 4, 3)mm. The gray-scale image is the envelope of the received
signals and the overlaid lines are predicted time-of-flights. The predicted time-of-flight is
calculated using Eq. (3.23). That nine echoes are received exactly at the times predicted
verifies the assumption that each line-element behaves as three discrete elements as illustrated
in Fig. 3.8. The amplitude of the four most powerful ghost echoes is in this case approximately
-40 dB and for the four weakest ghost echoes approximately -70 dB. From Paper J.
This analysis considered two out of four edges. The two long edges will also give rise
to a response, but for elements with a width in the order of a wavelength, the two extra
responses will merge with the s1/r1 response and are therefore negligible.
That nine echoes are measured from a single scatterer can be tested by a single line-
element pulse-echo simulation. Fig. 3.9 shows the signals received by a 128+128 element
row-column addressed array from a single scatter located at the point p = (5, 4, 3) mm,
when exciting the center line-element with a two-cycle sinusoidal 5 MHz pulse. Further
details are found in Paper J. As expected, nine echoes are received. Overlaid on the gray
level receive echoes are the expected echo arrival time combinations of the three sources
and the three receive points of Fig. 3.8. The echo arrival time, i.e. the time-of-flight (ToF),
is calculated as
ToF(p, n, i) =
‖p− sn‖+‖ri − p‖
c
, (3.23)
where both n and i are indexes between 1 and 3. The wavefronts are named waveni,
where n indicates the s-index and i indicates the r-index. It is seen that the arrival time at
each receive line-element of all received echoes are perfectly predicted, and the location
assumption of the transmitter and receiver of each wavefront, shown in Fig. 3.8, must
therefore be correct.
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It is only the first echo, wave11, that can be used for imaging, as the amplitudes of
the other ghost echoes are too weak. The amplitude of the most powerful ghost echo
is approximately 40 dB lower than the amplitude of the main echo. Even though the
ghost echoes cannot be used for imaging, they still degrade the image quality, since they
will result in multiple points in the image for each scatterer present. It is seen from
Eq. (3.21) that to reduce the edge waves, and thereby the ghost echoes, the derivative
of the apodization function must be kept as small as possible. The apodization function
therefore has to converge to zero when approaching the line-element edges. This cannot be
achieved by the usual electronic apodization, since this does not change the line-element
apodization value along the length of it. Instead, the apodization must be integrated into
the transducer array itself, which is the subject of the following section.
3.5 Integrated Apodization
In practice, there are several ways of integrating an apodization into the transducer
elements, and a number of these are covered in Patent A and in (Joyce and Lockwood
2012). In this work, it has been exploited that the transducer elements of a CMUT consist
of many individual CMUT cells as covered in the previous chapters. Since the output
pressure and sensitivity of the element scales with the number of cells, a fixed apodization
can be applied by varying the number of cells in the element.
3.5.1 Hann Apodization
In Paper I, the effect of such an integrated apodization was measured experimentally
using a fabricated CMUT array. The fabrication details are covered in the paper and in
Chapter 4. In the study, two 32 + 32 row-column addressed CMUT arrays were produced;
one without integrated apodization and one with integrated apodization. The mask layout
of the two transducer arrays are depicted in Fig. 3.10. The complete mask set is given in
the appendix (Mask Set A).
In the array with no integrated apodization (Fig. 3.10(a)), circular CMUT cells are
densely distributed over the array, with 3 cells along the width of the elements and 96
cells along their length. Each section of the array, where a row and a column intersect, can
accommodate a maximum of 9 CMUT cells. For the array with integrated apodization
(Fig. 3.10(b)), the number of cells in this square section is varied according to a circularly
symmetric Hann function. Such an apodization have in simulations been shown to be
very effective at suppressing the ghost echoes (Démoré et al. 2009; Rasmussen and
Jensen 2013b). This effectively alters the active area and consequently the intensity of the
emitted/received signal, gradually decreasing it towards the edges of the array to suppress
the edge waves.
The field emitted from each array was measured by scanning a hydrophone over the
center of the array at a depth of 5.3 mm while actuating the whole array simultaneously.
In practice, the elements were shorted so this could be achieved using a single channel
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Figure 3.10: Mask layout of the row-column addressed 32 + 32 CMUT transducers without
integrated apodization (a) and with integrated apodization (b). The red circles indicate the
individual CMUT cells, which are densely packed in the non-apodized configuration, while
the number of cells follows a circular symmetric Hann function in the apodized layout. From
Paper I.
from an amplifier, see further details in Paper I. Simulations emulating this setup was
performed in Field II (Jensen 1996c; Jensen and Svendsen 1992). The measured and
simulated emitted fields generated by the two arrays are shown in Fig. 3.11. The result
for the array without integrated apodization is shown in Fig. 3.11(a) and Fig. 3.11(c)
(simulation and measurement, respectively), while the result for the array with integrated
apodization is shown in Fig. 3.11(b) and Fig. 3.11(d). The main wave arrives after 3.6 µs,
corresponding to a distance of 5.3 mm. In addition to this, a spherical wave is emitted
from the edges of the array. The arrival time of the wave front is the distance travelled
divided by the speed of sound. The arrival time of the edge wave at the position of the
hydrophone is then
tedge =
√
d2 + x2/c , (3.24)
where d is the perpendicular distance from the point being measured and the transducer
surface, x is the lateral distance of the point being measured from the edge of the array,
and c is the speed of sound. The predicted arrival time of an edge wave originating
from the array aperture edge at −4.8 mm has been plotted with a dashed line in both the
simulated and measured fields for the array without integrated apodization in Fig. 3.11(a)
and Fig. 3.11(c), respectively. It is seen that the edge wave is accurately predicted, thereby
confirming its origin.
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Figure 3.11: Simulated (a and b) and measured (c and d) pressure field along a line through
the center of the array at a depth of 5.3 mm. a and c show the result for the array without
integrated apodization, and b and d show the result with integrated Hann apodization.
The pressure has been normalized to the maximum pressure of the measurement with no
integrated apodization. The extend of the array aperture (from −4.8 mm to 4.8 mm) is
marked. Two edge waves are clearly visible for the non-apodized array, and the dashed
line show the analytically calculated expected arrival time of the edge wave originating at
−4.8 mm. The ripples in the experimental results are due to transducer ringing, and these
are therefore not reproduced in the simulations. From Paper I.
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Figure 3.12: Measured and simulated pressure at a distance of 5.3 mm from the transducer
surface at time 3.6 µs. The pressure is measured along a line through the center of the array.
The extend of the array aperture (from −4.8 mm to 4.8 mm) is marked. The pressure has
been normalized to the maximum pressure to allow comparison of the profile of the emitted
field over the array. From Paper I.
For the array with integrated apodization (Fig. 3.11(b) and Fig. 3.11(d)), the two
edge waves are seen to be significantly damped. The damping in terms of edge wave
energy can be quantified by summing the squared pressure values along the curve given
by (3.24) for both arrays. This yields a reduction of edge wave energy of 13.0 dB (95 %)
for the simulation and 8.4 dB (85 %) for the measurement. The deviance between the
simulation and measurement may be contributed to the transducer ringing present in the
measurements due to the lack of a backing material. This will add to the calculated edge
wave energy in both cases and thereby reduce the energy ratio.
In Fig. 3.12(a) and Fig. 3.12(b), the amplitude of the measured and simulated pressure
field is shown for the two arrays. The amplitude is extracted at the arrival of the main
wave at time 3.6 µs, and it thereby corresponds to a horizontal cross-section of the plots
in Fig. 3.11. The profiles of the simulated and measured amplitudes are seen to be
comparable for both of the arrays. The correspondence is especially relevant for the array
with integrated apodization, since it demonstrates that the emitted field, and thereby the
apodization, can be accurately predicted.
From the study, it is seen that the Hann apodization indeed suppresses the edge waves.
However, the energy emitted from such an array is significantly reduced at all points
except from the center of the array as seen in Fig. 3.12(b). Therefore, the only location
where this apodization function allows the row-column addressed array to perform well is
straight down at the center of the array. Even if the array angles the transmit beam to the
sides, like a phased array transducer, the echoes returning to the transducer surface will
be significantly attenuated because they will hit the apodized part of the transducer first.
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(a) (b)
Figure 3.13: The two types of apodization investigated in Paper J: Hann apodization (a) and
the new apodization layout where a roll-off region is added to the ends of the line-elements
(b). The top graph shows the apodization of a single line-element as a function of the position
along the line-element. The bottom figure shows the apodization of the full transducer array.
The dashed lines mark the edge of the line-elements and the row-column addressed array.
The size of the area within the dashed lines is identical in both figures.
3.5.2 A New Apodization Layout
To investigate alternative apodizations without these limitations, a simulation study was
performed in Paper J. Here, two types of apodizations were investigated. The first of these
was the circularly symmetric Hann apodization as shown in shown in Fig. 3.13(a), where
the top graph shows the apodization of a single line-element. This apodization is identical
to the one presented in the previous section, and is included for reference. Note that since
the row and column line-elements are overlapping, so are their apodization functions.
At each position on the transducer surface, two apodization functions are overlapping,
one from a row element and one from a column element. The effective apodization is
the multiplication of the two apodization functions. The vertical line-elements close to
the edges are multiplied by values close to zero by the horizontal apodization function.
Similarly, the horizontal line-elements at the edges are multiplied by values close to zero
by the vertical apodization function.
An alternative to the overlapping apodizations is to not apodize the central part of the
transducer surface, but instead adding a roll-off region on both sides of all line-elements
as shown in Fig. 3.13(b). This roll-off region is used for the apodization function to
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Fig. 7. Maximum received echo intensity from a single scatter at a depth
of 10 mm and with its x-coordinate varying from −13 mm to 13 mm. The
center line-element is sending and all 128 receive elements are receiving. The
maximum of all envelope-detected signals is plotted for each scatterer location.
The three curves were simulated with three different apertures. The received
signal acquired with an integrated Hann apodized array is seen to decrease
fast already from the center of the array. The signal received with the standard
array without any apodization decreases just before the edge of the array, and
the roll-off apodized array maintains the same signal strength until the edge
of the array.
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Fig. 8. Maximum ghost-echo intensity of a single scatterer as a function of
edge apodization width. The wider the edge, the more the ghost echoes are
suppressed. Each curve in the figure corresponds to a given scatterer depth,
shown in the legend.
the aperture, where the ghost echoes reaches their maximum
amplitude. As expected, the wider the roll-off region, the
more the ghost echoes are suppressed. The deeper the scatter
is located, the narrower is the effective width of the edge
aperture, and its ghost suppressing effect therefore decreases
with depth. There is, however, an upper limit on the edge
apodization width. A very large footprint results in difficulties
getting a good acoustical contact between the aperture and
the human body. For the rest of this paper, an edge width of
16 λ is chosen as a compromise. 16 λ is 1/4 of the original
side length of 64 λ , yielding a total aperture side length of
28.4 mm. As seen in Fig. 8, this will for a scatterer located
at a depth of 10 mm attenuate the ghost echo from −18 dB
to −73 dB and for a scatterer at 80 mm depth from −10 dB to
−32 dB. This corresponds to a damping of 55 dB and 22 dB,
respectively. Importantly, this is without altering the electronics,
interconnections, or data processing.
V. BEAMFORMING WITH LINE SOURCES
With a 1-D transducer array, focusing of the ultrasound
wavefronts can be accomplished in the lateral direction. In 2-D
ultrasound imaging, the 1-D transmit and receive arrays are
both used for focusing in the lateral direction. When focusing
the ultrasound wavefronts using a row-column addressed array,
the transmit and receive arrays are orthogonal. This enables
focusing of a 3-D volume, but the azimuth and elevation
directions are only focused once [10], [18], [19], [22], [24].
Delay-and-sum beamformers usually assumes the geometry
of the sound sources and receivers to be points. The emitted
wavefront of a line-element has the shape of a cylinder surface:
it is a plane wave in the plane aligned along the line-element
and a circle arc in the plane orthogonal to the line-element.
Assuming the geometry of the line-elements to be points
is therefore a poor approximation. A better approximation
assumes the line-elements to be line segments. When an array
of line-elements is focused, the geometry of the focal zone
is also a line segment. Calculating the distances between the
line-elements and a given point should therefore be calculated
as the distance between a line segment and a point.
The vectors fp and prn, seen in Fig. 9, connects the point
p to the closest point on respectively the focal line f and the
receiving element rn. sf is the vector from the source line-
element s to the focal line f. Since the source elements and
the focal line are parallel, determining the distance between
them can be solved in the z-y plane.
The time of flight of a wavefront is given by the shortest
distance from the source s through the focal line f to the point
being focused p and back to the receiving element rn, divided
by the speed of sound. Using the notation from Fig. 9, this
can be written as:
ToFm(p,n) =
‖sf‖±‖fp‖+∥∥prn∥∥
c
, (10)
where c is the speed of sound in the medium, n is an index
from 1 to the number of receive line-elements N and m is
the emission index. Only one value of ToFm is calculated per
emission. If the point being focused is closer to the transducer
array than the focal line, then the case of −‖fp‖ is used,
otherwise +‖fp‖ is used.
To determine ‖fp‖ and ∥∥prn∥∥, the distance between a point
and line must be calculated. The line segment from point a
to point b is termed ab. This is illustrated in Fig. 10. The
projection of the point p onto the line ab is termed l and is
determined by the usual equation for projection. l is positive
if the projected point is located on the same side of a as b,
and negative if it is located on the other side. By normalizing
l with the length of the line segment, lˆ takes the values [0,1]
when the projected point is located between a and b:
lˆ =
l
‖ab‖ =
ap ·ab
‖ab‖2 . (11)
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Figure 3.14: (a) Maximum received echo int nsity from a single scatter at a depth of 10 mm
for varying lateral position. The received signal acquired with an integrated Hann apodized
array is seen to decrease fast already from the center of the array. The signal received with
the standard array without any apodization decreases just before the ge of the array, and
the roll-off apodized array maintains the same signal strength u il the ed e of the array.
(b) Maximum intensity of the PSFs at (x,y,z) = (8,3,30)mm as a function of depth. The
Hann apodized array is added for comparison. Both the roll-off apodized array and the Hann
apodized array greatly suppresses the ghost echoes, but the maximum intensity of the main
response of the Hann apodized array is 24 dB lower compar d to the two oth r arrays. Both
figures are fro Paper J.
converge smoothly to zero. This way, the central region of the aperture surface has a
uniform apodization value of 1, and there is no overlapping of the apodization functions
where these are less than 1. At the same time, the discontinuities at the edges have
been removed. If the added roll-off region is short, then the derivative of the aperture
function will be high, and f the roll-of regi n is wide, the derivative will be low. From
Eq. (3.21), it then follows that a wider roll-off region is better at suppressi g the edge
waves. Each line-element thereby becomes longer, but there are the same number of row-
and column-elements in the array. In practice, however, there is an upper limit on the
dge apodization width since a very large footprint results in difficulties getting a good
acoustical contact between the aperture and the human body. This trade-off is investigated
in detail in Paper J, in which an apodization width of 16 wavelengths was found to be a
good compromi e.
In Fig. 3.14(a), the simulated maximum received main echo as a function of scatterer
position is shown. This expr sses th arr y sensitivity as a function of position. The
scatterer is placed directly in front of the transmitting line-element at a depth of 10 mm.
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Figure 3.15: PSF at (x,y,z) = (8,3,30)mm. The PSF of a standard non-apodized transducer
array is shown in (a) and the PSF of a transducer array with integrated roll-off apodization is
shown in (b). The main response of the PSFs are practically identical, but the ghost echoes
of the roll-off apodized array are greatly suppressed compared to the non-apodized standard
array. Both figures are from Paper J.
The center line-element of the array emits a two-cycled pulse and the received echoes are
measured on all receive line-elements. The received signal is envelope detected and the
maximum value is plotted against the scatterer position. Consistent with the measurement
in Fig. 3.12(b), the Hann apodized array is seen to loose sensitivity very fast. At the edge
of the array, the returned main echo is 40 dB weaker than in the center of the array. On
a standard array without the integrated apodization, the Fresnel-diffraction of a sharp
edge is evident close to the aperture edges at ±9.5 mm (Naik 2010, p.145). This effect
is also seen in the measurement in Fig. 3.12(a). The edge apodized array has a constant
sensitivity over the entire central aperture.
In Fig. 3.15, the PSF at (x,y,z) = (8, 3, 30) mm, where 9 echoes are measured, is
shown for both the standard and roll-off apodized array. The point scatterer is deliberately
offset from the center of the array to demonstrate the effect of the apodization at a point
that exposes the difference between the apodization layouts. Because several of the ghost
echoes arrive with a very short time interval, only 5 of the 8 ghost responses can be
distinguished. The main response of the two arrays are almost identical, but the ghost
echoes of the roll-off apodized array are greatly suppressed compared to the non-apodized
standard array. The maximum intensity of the PSFs in Fig. 3.15 is seen in Fig. 3.14(b) as a
function of depth. The corresponding values for the Hann-apodized array has been added
for comparison. The ghost responses seen on the PSF from the standard array are greatly
attenuated by both the Hann-apodized array and the roll-off apodized array. The maximum
ghost echo is attenuated by 43 dB for the roll-off apodized array and by 66.5 dB for the
Hann apodized array. On the other hand, the main response of the Hann apodized array is
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Figure 3.16: Peak pressure distribution of a phased row-column addressed array. The transmit
array of the row-column addressed array is used as a normal 1-D phased array from 2-D
ultrasound imaging. Each voxel representing the pressure is located within the focal line.
200 emissions are used for simulating the figure and all 128 elements are excited during each
emission. Each emission focuses at a different focal angle, but the focal distance is kept
constant. For the pressure field to attain the cross shape shown in the figure, the transmit
and receive arrays are interchanged after 100 emissions. From Paper J.
seen to be attenuated by 24 dB, which clearly demonstrates the problem with the Hann
apodization. Taking the main response damping into consideration, the maximum ghost
echo damping of the Hann apodized array becomes 42.5 dB. As opposed to this, the
roll-off apodized array has preserved the amplitude of the main response. Adding roll-off
regions to row-column addressed arrays is therefore proposed as the standard solution,
and it is included in Patent A.
The above analysis changes if the scatterer is not located below the array, but rather
to the side of it. Because of the apodization, negligible energy is emitted to the side of
the array. However, the vertical and horizontal arrays of the row-column addressed 2-D
array can each steer the transmit beam in one direction. In Fig. 3.16, the relative peak
pressure is shown when steering the transmit beam to the sides. For the phased array
transmit beam, all 128 elements were focused at a distance of 80 mm. The transmit beam
was varied by ±45◦ and each voxel in the figure is placed on the focal line for a given
emission. 200 emissions were used to create Fig. 3.16, which is realistic for real-time
imaging as covered in Section 3.2. When the horizontal array is used as a transmit array, it
can steer the transmit angle within in the z-x plane, and at the same time the vertical array
is receiving. When the sequence has completed, the two arrays switch function, and now
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the vertical array is used as a transmit array. This leads to the energy being distributed as
a cross, as seen in Fig. 3.16. Row-column addressed arrays are therefore also well suited
for cross-plane imaging. Full pyramid volume imaging can be achieved by defocusing the
emitted energy using a curved array or an acoustic lens (Démoré et al. 2009; Morton and
Lockwood 2003). When the transmit beam is steered to the side, the echoes arrive at the
edge of the receive array first. To measure this signal, the roll-off region of the receive
line-elements must be disabled in that direction. For CMUTs, this can conveniently
be achieved by simply removing the DC bias from the roll-off region. As covered in
Chapter 2, the electro-mechanical coupling efficiency of CMUTs is highly dependent on
the DC bias, and removing the DC bias should therefore make the contribution from the
apodized regions of the array negligible.
3.5.3 Imaging Experiments
The new apodization layout was tested in practice by fabricating a CMUT array presented
in detail in Paper K. The mask layout of this is seen in Fig. 3.17, and the complete mask
set is found in the appendix as Mask Set B. It consists of 62 row elements, 62 column
elements, and four apodization regions, each supplied with a DC bias. To the right in
Fig. 3.17, a zoom-in on one apodized element end is shown. As seen, it consists of a
collection of CMUT cells (red squares), the number of which is reduced towards the outer
edge according to the findings presented in the previous section. The central part of the
array, i.e. excluding the apodized element ends, is densely populated with CMUT cells
and is thus not apodized in any way. In this part of the array, each element contains four
square CMUT cells along the width of the element.
As covered in Paper K, the array was connected to the experimental Synthetic Aperture
Real-time Ultrasound System (SARUS) (Jensen, Holten-Lund, et al. 2013) via electronics
that allowed all elements of the array to both transmit and receive. The transducer array
was submerged in vegetable oil, and a 0.3 mm diameter steel wire was placed a depth
of 2.3 cm. The wire was imaged by emitting with one row at a time and receiving with
all columns for each emission. An image of the wire was then reconstructed with the
beamformer presented in Section 3.3 using synthetically constructed transmit foci from
the single element emissions. This way, both transmit and receive focus could be obtained
in every point of the image.
Two imaging sequences were run: One with the apodization enabled, and one with
the apodization disabled. In practice, the disabling of the apodization was achieved
by modifying the DC bias supply on the front-end electronics, such that the DC bias
voltage seen by the apodized regions of the array became zero. Using the argument from
the previous section, the electro-mechanical coupling efficiency of CMUTs is highly
dependent on the DC bias as covered in Chapter 2, and removing the DC bias should
therefore make the contribution from the apodized regions of the array negligible. The
effect was confirmed in practice by emitting only with the apodized part of the array with
and without DC bias. The recorded signal with no DC bias was 18 dB lower than the
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Figure 3.17: Array mask layout. The red squares are the individual CMUT cells, which are
densely populated in the central region of the array shown within the dashed line. A zoom-in
on the apodized region of one element is seen in the right part of the figure. The layout is
covered by Patent A. The figure is from Paper K.
signal with DC bias, showing that the apodization was considerably suppressed in the
no-bias configuration.
The result of the two measurements is seen in Fig. 3.18(a) (apodization disabled)
and Fig. 3.18(b) (apodization enabled). Both figures show a cross-section of the wire
beamformed with 800× 800 points and displayed with a dynamic range of 40 dB. This
thereby is a measure of the line spread function (LSF) of the array, i.e. the array’s ability
to resolve a line source. In Fig. 3.18(a), where the integrated apodization is disabled, a
ghost echo is clearly visible below the main echo. The maximum amplitude of this ghost
echo is −22.6 dB relative to the maximum amplitude of the main echo. The lateral and
axial full-with-at-half-maximum (FWHM), i.e. the −6 dB resolution, are 1.79 mm and
0.71 mm, respectively.
Fig. 3.18(b) shows the result with the integrated apodization enabled, and here the
ghost echo is not visible within the 40 dB dynamic range. The amplitude of the signal the
same distance from the main echo as the ghost echo in Fig. 3.18(a) is −38 dB relative
to the maximum amplitude of the main echo. Thus, the apodization has reduced the
amplitude of the ghost echo by 15.8 dB. The lateral and axial FWHM are here 1.91 mm
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Figure 3.18: Measured (a and b) and simulated (c and d) line spread function at a depth
of 2.3 cm using dynamic range of 40 dB. (a) and (c) show the result with the integrated
apodization disabled, while (b) and (d) show the result with the integrated apodization
enabled. The line spread function was acquired using a line of point scatterers in the
simulation, while a 0.3 mm diameter steel wire was used for the measurements. The image
was beamformed using full synthetic aperture imaging with 62 single element emissions and
data received by 62 receive elements for each emission. The azimuth zero-point is positioned
at the center of the array. The figures are from Paper K.
and 0.71 mm, respectively. The axial FWHM is therefore unchanged, while the lateral
FWHM is 12 % larger for the apodized measurement. However, this can be attributed
to the wire being placed 1 mm further from the center of the array in the apodized
measurement due to alignment imperfections. The signal-to-noise ratio (SNR) in the
beamformed image was calculated using the method presented in Eq. (9) in (Rasmussen
and Jensen 2014), yielding a SNR of 46.9 dB.
For comparison, the LSF was simulated in Field II (Jensen 1996c; Jensen and Svendsen
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Table 3.1: Line spread function metrics (From Paper K).
Parameter Measurement Simulation Unit
Lateral FWHM, no apodization 1.79 1.74 mm
Lateral FWHM, with apodization 1.91 1.76 mm
Axial FWHM, no apodization 0.71 0.69 mm
Axial FWHM, with apodization 0.71 0.69 mm
Ghost echo damping 15.8 18.9 dB
1992) using a row-column addressed transducer array closely emulating the real transducer
array used for the measurements. The exact same imaging sequence and beamforming
technique as in the measurements were used in the simulation. Further details are given
in Paper K. The result of the simulation is seen in Fig. 3.18(c) (without integrated
apodization) and Fig. 3.18(d) (with integrated apodization). The lateral and axial FWHM
of the LSF for the simulated array without integrated apodization are 1.74 mm and
0.69 mm, respectively. The corresponding metrics for the LSF of the simulated array
with integrated apodization are 1.76 mm and 0.69 mm. Note that, as opposed to the
measurements, the wire phantom is placed in exactly the same position in the two
simulations (corresponding to the position of the wire during the measurement with
the integrated apodization enabled). Therefore, both the axial and lateral FWHM are
practically unchanged between the two. The ghost echo is clearly visible in the simulation
of the array without integrated apodization (Fig. 3.18(c)), while the integrated apodization
is seen to reduce it significantly (Fig. 3.18(d)). The damping of the ghost echo in the
simulations is 18.9 dB; a comparison between the experimental and simulated results is
seen in Table 3.1. Note that the measured ghost echo damping is 3.1 dB lower than the
simulated. This can be attributed to the fact that the response from the simulated wire is
not identical to the response from the physical wire.
3.6 3-D Flow Estimation
Using ultrasound, it is possible to detect the velocity of moving objects (Jensen 1996b).
Velocity estimates are of considerable clinical importance, as it provides non-invasive
means of monitoring e.g. the blood flow conditions in a patient. It is often used to detect
anomalies in the flow which could be an indication of stenosis. In this section, it is shown
that row-column addressed arrays can be used to estimate the velocity of objects moving
in arbitrary directions within a volume, which has so far only been demonstrated with
fully addressed arrays with a much higher channel count (Pihl and Jensen 2014; Pihl,
Stuart, et al. 2014). The technique presented in this section is based on Paper M and
Patent B.
A commonly used technique for estimating velocities using 1-D transducer arrays is
so-called color flow mapping. Here, ultrasound pulses are sent into the tissue at a certain
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Figure 3.19: (a) Blood velocity estimation in a vessel oriented perpendicular to the transducer
using color flow mapping. The estimator cannot measure the velocity and displays the flow as
moving either left or right or as not moving at all (blue, red, and black colors, respectively).
(b) The same situation, but this time using vector flow imaging incorporating transverse
oscillation. The estimation of the direction and magnitude of the flow is now unambiguous.
From (BK Medical 2015).
pulse repetition frequency. Each pulse will result in echoes recorded by the transducer,
and if the tissue is moving away from or towards the transducer, there will be a shift
between consecutive echoes. From this shift, the velocity of the moving object(s) along
the ultrasound beam can be found. Details on the different velocity estimation algorithms
are found in (Jensen 1996b). The main issue with this technique is that only the velocity
along the ultrasound beam, the axial velocity, is measured. Hence, if the blood vessel is
oriented at an angle relative to the ultrasound beam, the blood velocity along the vessel can
only be found by compensating for this angle, which must be measured by the operator. In
the case where the vessel is oriented perpendicular to the ultrasound beam, no velocities
can be measured as exemplified by Fig. 3.19(a).
A solution to this problem is the so-called transverse oscillation (TO) technique
introduced by Jensen and colleagues (Jensen 1996a, 2000; Jensen and Munk 1998;
Udesen and Jensen 2006). In the TO method, an oscillation oriented transverse to that of
the ultrasound beam is introduced in the ultrasound field. By introducing this transverse
oscillation, objects moving in the lateral direction will cause a change in the received
signal, which can be used to estimate their velocity in this direction. The transversely
oscillating field is generated by applying the same transmit beam as used in conventional
axial velocity estimation and adjusting the apodization of the receive aperture in such a
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way that the whole aperture resembles two point sources. Two point sources separated in
space will give rise to a field in which an interference pattern is present, which creates
the transverse oscillation. Using the Fraunhofer approximation, the relation between the
lateral spatial wavelength λx and the apodization function is
λx =
2λzz0
d
, (3.25)
where d is the distance between the two peaks in the apodization function, z0 is depth,
and λz is the axial wavelength (Udesen and Jensen 2006). In axial velocity estimation, a
Hilbert transform is performed to yield two 90◦ phase shifted signals; the in-phase signal
and the quadrature signal. This enables the direction of the flow to be determined. To
achieve this in the lateral direction as well, two receive beams are beamformed as shown
in Fig. 3.20(a). They are steered so that the transverse distance between the beams is
λx/4, which corresponds to a 90◦ phase shift in space. From the relation in Eq. (3.25), it
is clear that the steering angle must be
θ = arctan
(
λz
2d
)
. (3.26)
In Fig. 3.20(b), the two fields generated by steering the beams and applying the receive
apodization resembling two point sources is shown (Jensen and Munk 1998).
From the above, it follows that by emitting ultrasound in one direction and receiving
along the same direction, the axial velocity can be estimated. From the two receive beams
steered by λx/4, estimation of the transverse velocity can be performed. The technique
therefore yields two components of the velocity vector, which can be used to estimate
any direction of a velocity in a plane. The velocity field can be visualized using vector
arrows, which is therefore often referred to as vector flow imaging. This technique is today
available on commercial BK Medical scanners, and an example is shown in Fig. 3.19(b)
(BK Medical 2015).
Having the velocities in a plane is, however, insufficient if e.g. the volume flow
is to be found. In this case, the cross-sectional dimensions of the vessel must first be
measured, and by rotating the transducer 90◦, the peak velocity of the blood flow can
be found as in e.g. Fig. 3.19(b). Using a geometrical assumption for the cross-sectional
shape of the vessel, the volume flow can be estimated. However, even finding the peak
velocity in a vessel can be challenging, since it relies on the operator’s ability to position
the scan plane directly in the middle of the vessel, where the velocity is highest. To
remedy this, the technique has therefore been expanded to be used with fully addressed
2-D transducer arrays (Pihl and Jensen 2014; Pihl, Stuart, et al. 2014). This enables
estimation of all three velocity components in a volume, providing operator-independent
and assumption-free calculation of e.g. volume flow rates. However, this technique suffers
from the requirement of a fully addressed 2-D transducer array. As described in Paper M,
Patent B and in the following, row-column addressed arrays can, however, also provide
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Fig. 14. Received voltage for a single scatterer as a function of its
position at a depth of 70 mm. The in-phase voltage is shown on the
top and the quadrature voltage is shown on the bottom.
Fig. 15. Voltage response as a function of lateral position for the
pulsed field used in the example.
The samples taken from the left signals, denoted gl(t), are
given by:
xl(i) = gl
(
2d
c
− 2vzTprf
c
i
)
(53)
so as to compensate for the influence from the axial move-
ment of the blood. Correspondingly, samples taken from
the right signals, denoted gr(t), is given by:
yr(i) = gr
(
2d
c
− 2vzTprf
c
i
)
. (54)
These samples enter the estimator given by:
vx = − c
2piTprffx
×
arctan
(∑Nc−2
i=0 yr(i+ 1)xl(i)− xl(i+ 1)yr(i)∑Nc−2
i=0 xl(i+ 1)xl(i) + yr(i+ 1)yr(i)
)
(55)
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Fig. 16. Lateral response with oscillations as a function of zeros in
the sinc apodization function.
where fx is the frequency of the laterally oscillating trans-
ducer field at the particular depth. Then vx is the trans-
verse velocity.
V. Performance
The functionality of the method is examined for two-
dimensional velocity vector measurement and is docu-
mented by simulations. The simulation is performed using
the impulse response method developed by Tupholme [24]
and by Stepanishen [25] in the implementation developed
by Jensen and Svendsen [23]. The high accuracy of this
approach, when compared to measurements, is described
in Jensen [26]. The paper showed that the simulated pres-
sure values were within 1% of the measured ultrasound
fields. The simulation approach is applicable for pulsed
fields and is used for three-dimensional modeling of the
response from a collection of scatterers.
The simulated situation is shown in Fig. 17. A vessel
of 10 mm diameter is placed 70 mm from the center of
the transducer array, i.e., on the axis of the transducer.
The vessel contains plug flow (all blood scatterers have
the same velocity), and the 15,000 scatterers in the ves-
sel have a Gaussian scattering amplitude distribution with
zero mean value and unit variance. This ensures fully de-
veloped speckle in the response from the blood model. The
simulation is done for constant velocity of 1 m/s and a
varying angle (θ) for the flow vector. The angles used are
0, 15, 35, 55, 75, and 90 degrees. The estimator uses 50
RF lines for finding an estimate and the experiment has
been repeated 20 times for each angle. The 64-element ar-
ray transducer specified in Section III-D was used during
the simulation.
Fig. 5 shows the implementation of the method applied
here for the measurement of blood velocity in two dimen-
(b)
Figure 3.20: (a) Illustration of the receive apodization employed to generate the transversely
oscillating field and the two receive beams used for the in-phase and quadrature signals. (b)
The two resulting transversely oscillating fields generated. From (Jensen and Munk 1998).
estimation of all three velocity components in a volume using a fraction of the channels
of a fully addressed 2-D array.
Since a row-column addressed array is made up of two orthogonal 1-D arrays, the TO
technique can be applied just like for a conventional 1-D array. In Fig. 3.21, the concept
is illustrated. First, transmit focusing is performed in the x-dimension using one of the
1-D arrays, e.g. the rows (top left in Fig. 3.21). The transverse oscillation field is then
synthesized in the y-direction using the orthogonal 1-D array (hence the columns) as seen
in the bottom left of Fig. 3.21. This allows estimation of the y-component of the velocity
vector. The axial (z) component may be estimated as well using a conventional axial
velocity estimator, i.e. by receiving without the TO apodization. Note that the setup is
acoustically identical to a conventional 1-D array with an elevation lens in transmit: The
transmitting rows create a line focus equivalent to that created by a 1-D array with an
elevation lens emitting a plane wave. The receiving columns then produce the TO field,
allowing 2-D velocity estimation in a plane. By shifting the transmit focus of the rows,
the plane can be shifted in the x-direction (referring to Fig. 3.21), whereby the axial (z)
and one lateral (y) component of the vel city can be mapped out in the whole volu e.
The lateral component in the x-direction can be obtained by flipping the transmit-
receive sequence as shown to the right in Fig. 3.21. Now, the rows a e used to synthesize
the TO field in the x-direction, whereby the x-component of the velocity vector can be
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Figure 3.21: Illustration showing the principle of 3-D velocity estimation using row-column
addressed arrays. Two sequences are used: First, transmit focusing is performed in the
x-dimension, and the transverse oscillation field is synthesized in the y-direction. This allows
estimation of the y-component of the velocity vector. Afterwards, the transmit/receive-
sequence is flipped to allow estimation of the x-component of the velocity vector. The grey
shaded areas are added to conceptually illustrate the apodization. From Patent B.
estimated in the plane defined by the transmit focus. Again, by shifting the transmit focus
of the columns, this plane can be translated throughout the volume.
In Fig. 3.22, an example of an actual implementation of the above described scheme is
shown. The figure is from Paper M and shows the estimated velocities in a cross-section
of a simulated cylindrical blood vessel with a parabolic flow having a peak velocity of
1 m/s. The vessel has a diameter of 12 mm and is located at a depth of 3 cm oriented
parallel to the transducer surface. The simulation setup is seen in Fig. 3.23. From the
above discussion, it is clear that this setup constitutes the most challenging situation from
a velocity estimation perspective: The blood is flowing at 90◦ relative to the ultrasound
beam, which necessitates the use of Transverse Oscillation. Also, the flow in the vessel is
out of the plane being imaged. This view would be impossible without estimation of all
three components of the velocity vector, which requires a 2-D transducer array. In the
simulation, the array is a 3 MHz, 64 + 64 row-column addressed array with λ/2-pitch
closely resembling the array used for the measurements in Section 3.5.3.
Using Field II (Jensen 1996c; Jensen and Svendsen 1992), the velocities were es-
timated by emitting along 11 evenly distributed lines in the plane perpendicular to the
vessel. The lines were steered from −12◦ to 12◦ with an inter-spacing of 2.4◦. One
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Figure 3.22: Estimated velocities from the cross-section of a simulated 1.2 cm diameter
cylindrical blood-vessel positioned at a depth of 3 cm. The setup is seen in Fig. 3.23. The
arrows show the estimated mean from 10 frames, and the velocity profile along a line through
the center of the vessel in both the y- and z-directions is projected on the side-walls of the
plot. The grey area shows the mean velocity, the two dashed lines the standard deviation
and the red line the true velocity. From Paper M.
frame was made by first performing 2× 32 focused emissions along the first line, with
alternating emissions using all rows, respectively all columns. When the rows were emit-
ting, the columns were receiving and vice versa. The received data allowed estimation
of the two lateral components of the velocity vector. For this purpose, two apodization
peaks separated by d = 9.7 mm was used, and the angle between the two receive beams
for in-phase and quadrature signals were consequently θ = 1.48◦ in accordance with
Eq. (3.26). The axial component of the velocity vector may be estimated using received
data from either the rows or columns. In this case, the received data from the columns
were used. This procedure was repeated for each of the 11 lines, after which the whole
sequence was repeated a total of 10 times to produce 10 frames.
The arrows in Fig. 3.22 show the mean of these 10 frames. The velocity profile along
a line through the center of the vessel in both the y- and z-directions is projected on the
side-walls of the plot. The grey area shows the mean velocity, the two dashed lines the
standard deviation and the red line the true velocity. It is seen that the estimator is able to
predict the velocity with a bias of −8.6 % for the x-direction, −0.6 % for the y-direction,
and −0.1 % for the z-direction. The maximum velocity in the vessel was estimated to be
1.02 m/s, which is 2 % higher than the actual peak velocity.
These results show that it is indeed possible to use row-column addressed arrays
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Figure 3.23: Simulation setup used for evaluating the velocity estimator. The emisson lines
are the lines along which beamforming is performed for the axial velocity estimation. The
two lateral velocity estimates are found using pairs of beamformed lines on either side of
the shown lines in each lateral direction separated by λx/4 as shown in Fig. 3.20(a). The
estimated velocity is shown in Fig. 3.22. From Paper M.
for estimating 3-D velocities. The view seen in Fig. 3.22 would be highly relevant for
clinical examinations, as it allows for direct measurement of the volume flow through a
blood vessel independent of the operator and transducer angle. It is stressed that such a
view has only previously been demonstrated with a fully addressed 2-D transducer with
1024/128 = 8 times the number of channels used in this example (Pihl and Jensen 2014;
Pihl, Stuart, et al. 2014).
3.7 Chapter Summary
This chapter described the concept of row-column addressed arrays, and presented an
analysis and optimization of their imaging performance. After a brief literature review,
the imaging principle behind row-column addressed 2-D arrays was described including
an estimate of the resolution and contrast obtainable with such arrays relative to fully
addressed 2-D arrays. Then, the beamforming required to produce volumetric images
was developed based on the findings in Paper J. Subsequently, it was shown that the
long elements in row-column addressed arrays produce edge effects that lead to ghost
echoes in the final beamformed image. A solution was proposed in the form of integrated
apodization, which was demonstrated both theoretically and experimentally to mitigate
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the edge wave problem as covered in Papers I and J. An optimized apodization layout
was developed that efficiently damps the edge waves without affecting the imaging
performance of the array. The technique was demonstrated both by simulations and
experimentally based on Papers J and K as well as Patent A. The last part of the chapter
described how row-column addressed arrays can be used to estimate velocities in a volume
as covered by Patent B. A simulated example from Paper M incorporating a blood vessel
phantom was used to demonstrate the performance of the technique, proving that it is
indeed able to estimate all three components of the velocity vector and thereby estimate
key parameters such as the volume flow.
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Microfabrication
In this chapter, the microfabrication of CMUT arrays is described. A brief review of
the two prevalent fabrication methods found in the literature is given, followed by an
account of the few reported attempts to produce row-column addressed CMUT arrays.
Two critical aspects of CMUT microfabrication, oxide quality and oxide protrusions, are
discussed in detail, partly based on Paper G. The fabrication approach presented in Paper F
is introduced as an effective solution to the problem of oxide protrusions. This approach
is then incorporated in a new process for fabricating row-column addressed 2-D CMUT
arrays. Although such arrays are successfully produced, the process is shown to have
certain drawbacks that could potentially compromise the device reliability. Consequently,
a modified process based on LOCOS oxidation is introduced, effectively eliminating the
limitations of the previous process. The chapter is concluded with a discussion of issues
with production yield experienced during fabrication. The source of the limited yield is
identified and a solution to the problem is proposed.
4.1 Available Methods
In the literature, two prevalent methods of fabricating CMUTs have been demonstrated:
Sacrificial release and wafer bonding. Sacrificial release was applied in the demonstration
of the first micromachined CMUTs (Haller and Khuri-Yakub 1994, 1996), and has since
been used in numerous realizations of both 1-D arrays (Jin, Oralkan, et al. 2001; Oralkan,
Ergun, Johnson, et al. 2002; Oralkan, Jin, Degertekin, et al. 1999; Oralkan, Jin, Kaviani,
et al. 2000; Savoia, Caliano, and Pappalardo 2012), 2-D arrays (Oralkan, Ergun, Cheng,
et al. 2003), and annular ring arrays for catheter use (Demirci et al. 2004; Nikoozadeh
et al. 2009; Yeh et al. 2006). As the name suggests, this process uses sacrificial layers of
thin-films to create the CMUT cavities. Fig. 4.1 shows an example of such a process in one
of its more simple forms (Jin, Ladabaum, and Khuri-Yakub 1998). Here, a silicon wafer
is used as the starting substrate (a). It is highly doped to make it electrically conductive,
so that the silicon substrate can be used as a common bottom electrode for all elements
in the array. A thin layer of low-pressure chemical-vapor deposition (LPCVD) nitride
(Si3N4) is then deposited as an etch stop in the sacrificial etch step performed later (b).
A layer of amorphous silicon is then deposited (c) and patterned using lithography and
dry etching (d). This layer is the sacrificial layer that will form the CMUT cavities after
removal. Other materials such as silicon dioxide (Jin, Ladabaum, and Khuri-Yakub 1998)
or chromium (Savoia, Caliano, and Pappalardo 2012) may also be used as sacrificial
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Figure 4.1: A simple process flow illustrating the sacrificial release technique commonly used
for fabricating CMUTs. a) Higly doped silicon wafer, b) first nitride deposition, c) amorphous
silicon deposition, d) patterning, e) second nitride deposition, f) etch via holes, g) sacrificial
etch, h) vacuum sealing with third nitride deposition, i) open to substrate, metallize, and
pattern metal.
layers. Next, a second layer of LPCVD nitride is deposited (e) and small holes are
etched through the nitride layer (f) to allow for removal of the sacrificial silicon layer in
potassium hydroxide (KOH), which selectively etches the silicon (g). Finally, the etch
holes are sealed with a nitride deposition (h), and after opening to the bottom substrate,
aluminium is sputtered and patterned to produce the top electrodes and contacts (i).
There are, however, some drawbacks with the sacrificial release method. Amongst
these are high residual stresses in the thin-films, sticktion of larger membranes during
sacrificial release due to capillary forces, and loss of active area due to etch channels
(Ergun et al. 2005; Khuri-Yakub and Oralkan 2011). As a consequence, an alternative
fabrication method was introduced in 2003 by Huang and colleagues (Huang et al. 2003).
This technique is based on wafer or fusion bonding, a well-known technique used for
joining two silicon wafers in a strong covalent bond. In Fig. 4.2, a commonly used process
is shown (Huang et al. 2003). As in the sacrificial release method, a highly doped silicon
wafer is used as a starting point (a). The wafer is thermally oxidized (b), and the oxide
is patterned through a lithography mask using either wet or dry etching of the oxide (c).
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Figure 4.2: A simple process flow illustrating the wafer bonding technique commonly used for
fabricating CMUTs. a) Higly doped silicon wafer, b) first thermal oxidation, c) patterning, d)
second thermal oxidation for insulation oxide, e) wafer bonding, f) handle and oxide removal,
g) open to substrate, metallize, and pattern metal. The two wafers are labeled A and B,
respectively, where B is an SOI wafer.
This forms the CMUT cavities, and a second thermal oxidation is subsequently performed
to produce an insulating oxide in the bottom of the cavities (d). An insulating oxide is
needed to avoid electrical shorting of the top-and bottom electrodes in case of pull-in. As
covered in Section 4.2, fabrication trials in this project have also shown that significant
leak currents are allowed to run along the cavity side-wall in the absence of an insulation
oxide.
The next step is then to bond a second wafer onto the first, thereby sealing off the
cavities (e). The bonding is usually performed in an evacuated chamber to produce
vacuum sealed cavities. Vacuum sealed cavities eliminates impurities that may cause
device failure, and improves the performance by removing squeeze-film damping. The
second wafer is a silicon-on-insulator (SOI) wafer composed of a thick (∼ 500 µm) silicon
handle layer and thin silicon device layer with a buried oxide (BOX) layer in between,
both being in the order of 1 µm in thickness. By removing the handle layer and BOX layer,
e.g. using two consecutive etches, the thin device layer is left suspended over the cavities
forming the top plate of the CMUT (f). The term plate and not membrane is deliberately
used, since the silicon plate is ideally stress-free, which creates a plate-like behaviour.
This is opposed to the membrane-like behaviour of e.g. a silicon nitride membrane with
residual stress made using a sacrificial release process. The device layer may be highly
doped in which case the CMUT plate is conductive and acts as a top electrode. However,
the plate is usually metallized simultaneously with the subsequent contact metallization
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Figure 4.3: The two types of 2-D row-column addressed CMUT arrays presented in the
literature by the group of Yeow (a) and the group of Zemp (b), respectively (Logan, Wong,
and Yeow 2009; Zemp, Zheng, and Zhang 2011).
to compensate for the non-negligible electrical resistance of the thin silicon plate (g).
There are a number of advantages associated with the fusion bonding technique
compared to the sacrificial release method. First, the limitations on CMUT size and
cavity gap height posed by the sacrificial release method are much less pronounced in the
wafer bonding approach, in which cavities with large aspect ratios are achievable. This
combined with the fact that the cavity and plate are defined on two different wafers allows
for increased design flexibility. Furthermore, the number of process steps is generally
reduced compared to sacrificial release methods, which is beneficial for both production
costs and production yield (Ergun et al. 2005; Huang et al. 2003). Finally, the plate
material can be made of single-crystalline silicon with well-defined mechanical properties,
which increases the predictability of the device behaviour. For these reasons, the wafer
bonding approach has been used in several more recent publications in the literature
(Huang et al. 2003; Kupnik et al. 2010; Park and Khuri-Yakub 2012; Park, Lee, Kupnik,
and Khuri-Yakub 2011; Park, Lee, Kupnik, Oralkan, et al. 2008; Zhuang et al. 2009), and
is also chosen as the basis for the work presented in this thesis.
There have only been two attempts to fabricate 2-D row-column addressed CMUT
arrays. The first was presented in 2009, where the group of Yeow demonstrated the
fabrication of a 32 + 32 row-column addressed array made using nitride-nitride bonding
(Logan, Wong, and Yeow 2009). Identical arrays have subsequently been used for
experimental investigations (Chen, Wong, Logan, et al. 2011; Chen, Wong, and Yeow
2014; Logan, Wong, Chen, et al. 2011; Wong et al. 2014). The fabrication approach
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uses a silicon wafer as a substrate on which a thermal oxide is grown. On top of this,
doped LPCVD polysilicon is deposited, chemically-mechanically polished, and patterned
to form the bottom electrodes. A layer of LPCVD nitride is deposited on the bottom
electrodes, and the CMUT cavities are etched into the nitride. A second wafer covered
with a layer of nitride is bonded onto the structured wafer, which leaves a thin nitride
membrane suspended over the cavities after etching away the top wafer. Contact holes are
opened to the bottom electrodes and an aluminium layer is evaporated onto the nitride
membrane and patterned to form contacts and top electrodes oriented orthogonal to the
bottom electrodes. A micrograph of the device is seen in Fig. 4.3(a).
The second attempt was presented by the group of Zemp, who used a slight modi-
fication of a sacrificial release method (Zemp, Zheng, and Zhang 2011). Arrays made
using this approach have also been used for experimental investigations (Chee et al. 2014;
Sampaleanu et al. 2014). In this technique, bottom electrodes are made by patterning
an SOI wafer. This wafer is then used as the substrate wafer for the sacrificial release
process, which is similar to the one presented above in Fig. 4.1. An illustration of the
structure is shown in Fig. 4.3(b).
In the following, the development of several new fabrication processes are presented,
both for 1-D CMUT arrays and in particular for 2-D row-column addressed CMUT
arrays. All are based on the wafer bonding method, and all use thermal silicon dioxide
as the insulating material between the top- and bottom electrodes. As a consequence,
the two most critical parameters are the mechanical quality of the wafer bonding and the
electrically insulating properties of the oxide. These two subjects are therefore covered in
the two following sections before the full fabrication processes are presented.
4.2 Oxide Quality
In Chapter 2, it was found that the pull-in voltage of the CMUT should be as high as
possible to produce the highest output pressure and the highest sensitivity (for a voltage
readout). The definition of "as high as possible" depends on two factors: How high
voltages the external electronics can supply and comply with and how high voltages the
CMUT itself can withstand. With regard to the latter, the insulator separating the top- and
bottom electrodes is the limiting factor. In case of a fusion bonded CMUT, the insulating
material is silicon dioxide, which can withstand electric fields up to 0.5-1 V/nm before
the insulating properties break down (May and Sze 2004, p. 53). This is only true for
high-quality dry oxides with few impurities. A typical CMUT, such as the one presented in
Paper K, has a total oxide thickness of roughly 700 nm, and an insulation oxide thickness
of 300 nm. As described in Paper K, the pull-in voltage of the device is 100 V, such that
the electric field seen by the insulation oxide in the event of pull-in will be 0.33 V/nm.
This example illustrates that high quality oxides are essential if the CMUT is to function
without the risk of oxide breakdown.
For this reason, considerable time was spent in the beginning of the project on testing
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Figure 4.4: Setup used to test the quality of the thermal oxide grown in the furnaces.
the quality of the oxides grown in the furnaces at the Danchip cleanroom. Initially, tests
were made on fabricated CMUTs, which showed very high leakage currents even at a few
volts. The source of this leakage current turned out to originate from within the CMUT
cavities, which did not have insulation oxides in the bottom of the cavities in the very first
prototype iterations. It thus became clear that an insulation oxide is essential, and any
oxide quality test should be performed on a simple metal-oxide-semiconductor (MOS)
structure, in which the metal is structured to ensure that no surface currents may flow
between the two electrodes.
Fig. 4.4 shows an image of the setup developed to test the oxides: A 100 nm thick
thermal oxide is grown on a highly doped silicon wafer, and a layer of 200 nm aluminium
is deposited through a shadow mask to define 44 pads of equal size. Then, the oxide on the
back of the wafer is stripped in hydrofluoric acid with the front protected by photoresist.
In the test setup, the wafer is put on a grounded chuck, and a probe needle is placed on the
metal pads as seen in Fig. 4.4. The voltage is then ramped up and the current monitored
to identify the breakdown voltage of the oxide. The breakdown voltage was initially
found to be in the order of 0.1-0.6 V/nm, varying considerably from test to test. As the
tested oxides had experienced a minimum of processing, it was concluded that the source
of the poor oxide quality was contaminated oxide furnaces. After replacing the quartz
tubes in the furnaces, the oxide quality was significantly improved, yielding breakdown
voltages in the range 0.7-1 V/nm. An example of a set of measurements on a test wafer
with high quality oxide made after the furnace tube replacements is seen in Fig. 4.5. For
low voltages, only the noise floor of the measurement setup is seen. At higher voltages,
the Fowler-Nordheim tunnelling current characteristic of high quality oxides is observed
(Lenzlinger and Snow 1969). Finally, the breakdown of the oxide occurs, which is seen
as an abrupt increase in current up to the compliance of the measurement equipment.
Initially, the oxide quality was so poor that a row-column fabrication process was
developed which did not use the grown oxides as insulating material. Rather, all potentials
were supported by the BOX layers. The process, which is presented in Paper H, involved
a number of complex processing steps, and it was therefore abandoned quickly after the
oxide quality issue had been resolved.
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Figure 4.5: Example of a set of 18 measurements performed on a single test wafer with
100 nm dry oxide. The compliance current is set by the measurement equipment. Note the
tunnelling currents before breakdown, which are expected in high quality oxides.
4.3 Protrusions
Using fusion bonding for fabricating CMUTs demands extreme cleanliness and very
low surface roughness of the wafers. When the two wafers are joined, an initial bond is
established even at room temperature due to van der Waals interactions and hydrogen
bonds. A subsequent annealing step at high temperature promotes the creation of strong
covalent bonds, which fuses the two wafers. A prerequisite for the bonds to form, however,
is that the RMS surface roughness is in the order of 0.5 nm (Plössl and Kräuter 1999).
Commercially available silicon wafers have a surface roughness in the order of Ångstrøms,
so this requirement is in general met for unprocessed wafers. However, processing of the
wafer may introduce increased surface roughness or protruding structures that inhibit the
wafer bonding.
The latter is an issue for the commonly used approach originally introduced by Huang
and colleagues (Huang et al. 2003). During the second oxidation step that forms the
insulating oxide in the bottom of the CMUT cavities (see Fig. 4.2(d)), 2-D oxidation
effects will lift the cavity edges, creating protrusions at the surface. Fig. 4.6 shows a close-
up of the CMUT cavity near the cavity edge after the second oxidation. The structure has
been simulated using Athena 5.20.0.R (Silvaco Inc., Santa Clara, CA, USA). The first
oxide acts as a partial diffusion mask during the second oxidation, resulting in a slower
oxide growth at the masking oxide than in the cavity, in which the oxide has been removed
during the etching step (Fig. 4.2(c)). There will be a transition region in the vicinity of
the cavity edge, where the oxide mask is lifted as seen in Fig. 4.6. Depending on the
protrusion height h, this protruding oxide may prevent successful bonding. A thorough
investigation of the mechanism behind the protrusion formation and the parameters that
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Figure 4.6: Simulated oxide geometry in the vicinity of the CMUT cavity edge showing the
lifting of the oxide after the second thermal oxidation. From Paper G.
influence the protrusion height was therefore presented in Paper G. In the following, the
main findings of this paper are given.
4.3.1 Oxidation Model
The oxide growth in the vicinity of an oxide step such as that formed by the CMUT
cavities can be modeled under the assumption that the oxidation rate is diffusion limited.
In the oxide film, the continuity equation governs the transport of the oxidant. For realistic
diffusion times t > y2ox/(4D), where yox is the thickness of the oxide and D is the
diffusivity, the diffusion will be almost stationary, such that the time derivative of the
oxidant concentration C becomes
∂C
∂t
= D∇2C ' 0 , (4.1)
where∇2 denotes the Laplace operator. Hence, the oxide growth rate can be expressed
directly as a function of the flux density normal to the silicon/oxide interface, J ,
ds
dt
=
J
N
, (4.2)
where s is the oxide thickness at time t at the silicon/oxide interface, and N is the number
of oxidizer molecules incorporated per unit volume of the oxide. Thus, if the normal
incident flux density at the interface can be found, the oxide thickness can be calculated
by a time integration of Eq. (4.2).
This can be achieved by use of conformal mapping, covered in detail in Paper G, with
which the flux- and concentration distribution in the structured oxide can be calculated.
As an example, Fig. 4.7 shows the iso-concentration and iso-flux contour lines of an oxide
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Figure 4.7: Iso-concentration and iso-flux lines in an oxide step geometry calculated using
the conformal mapping approach. The distances are normalized to the thickness of the mask
oxide (to the right of the step). From Paper G.
step with a thickness ratio of ymask/ycavity = 5, where ycavity is the thickness of the oxide
grown in the cavities and ymask is the thickness of the oxide mask. The definition of these
thicknesses are shown in Fig. 4.6. The flux density at the step, J0, is in the derivation in
Paper G shown to be proportional to the flux density in the cavity oxide, Jcavity,
J0 ' 0.83Jcavity . (4.3)
The ratio of the oxide grown at the step to the oxide thickness grown in the cavity far
from the step, β, thus becomes a constant, since
β =
∫ t0
0
J0(t)/Ndt∫ t0
0
Jcavity(t)/Ndt
= 0.83
∫ t0
0
Jcavity(t)/Ndt∫ t0
0
Jcavity(t)/Ndt
= 0.83 . (4.4)
The lifting of the mask at the mask edge at time t, denoted h in Fig. 4.6, may then simply
be expressed as
h(t) = 0.56{βycavity(t)− [ymask(t)− ymask(0)]} , (4.5)
where the factor of 0.56 accounts for the volume expansion by a factor of 2.2 of the
growing oxide compared to the consumed silicon (May and Sze 2004, p. 43).
It is seen from Eq. (4.5) that the mask lifting becomes a function only of the oxide
thicknesses far from the step, which may be found using Deal and Grove’s model (Deal
and Grove 1965). This states that the thickness of the growing oxide at time t is
yox =
√
A2
4
+B(t+ τ)− A
2
, (4.6)
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where τ is the time shift induced by an already existing oxide. The constants A and B are
found via the parabolic and linear rate constants, B and B/A, given by
B = B0 exp
(
−Ea,B
kBT
)
, (4.7)
B
A
=
B0
A0
exp
(
−Ea,B/A
kBT
)
, (4.8)
where kB is Boltzmann’s constant, T is the absolute temperature, Ea,B and Ea,B/A are
activation energies, and B0 and B0/A0 are the parabolic and linear rate constants in the
infinite temperature limit. The relevant values are given in Paper G. The partial pressure,
P , of the oxidant during the oxidation influences the parabolic and linear rate constants,
such that for a reference pressure of P0 = 1 atm, the pressure dependency is given by
B
A
(P ) =
B
A
P
P0
, (4.9)
B(P ) = B
P
P0
. (4.10)
4.3.2 Parameter Dependency
From Eq. (4.5), the mask lifting’s dependency on processing parameters can be deduced.
Both the initial mask oxide thickness, ymask(0), and the final thickness of the oxide grown
in the cavity, ycavity, is assumed fixed. Thus, the only variable is the final mask oxide
thickness, with thicker mask oxides yielding smaller mask lifting. The thickness of the
oxide can be described by Eq. (4.6). In the limit of large values of t + τ , where the
oxidation time t is dictated by the desired thickness of the oxide in the cavities, and τ is
dictated by the initial mask oxide thickness, Eq. (4.6) reduces to
yox '
√
B(t+ τ) , t+ τ  0 . (4.11)
The final oxide mask thickness therefore becomes
ymask =
√
ycavity[ycavity +A] + ymask(0)[ymask(0) +A] . (4.12)
If both ycavity and ymask(0) are constants, the mask lifting depends only on the constant
A, which relates to the oxidant diffusivity D and surface reaction rate k as A = 2D/k
(Deal and Grove 1965). In Fig. 4.8, A has been plotted for both dry and wet oxidations in
the relevant temperature range. It is seen that A decreases for increasing temperatures,
and thus the final mask oxide thickness will decrease for increasing temperatures. From
Eq. (4.5), it is seen that this results in an increased mask lifting. This is true for both wet
and dry oxidations. However, A decreases more rapidly for increasing temperatures for
wet oxidations, indicating that the mask lifting will depend more strongly on temperature
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Figure 4.8: Plot of the constant A as a function of temperature for both dry and wet
oxidations. From Paper G.
for wet oxidations compared to dry oxidations. In addition to this, A will, for a given
temperature, be larger for wet oxidations than for dry oxidations, yielding a larger mask
lifting for dry oxidations.
In order to experimentally investigate the processing parameter dependency, a total of
12 samples were fabricated. All samples had an initial oxide mask thickness of 357 nm, in
which cavities were etched using either reactive ion etching (RIE) or buffered hydrofluoric
acid (BHF). The two different etches were used to test the effect of having either an
anisotropic etch (RIE), yielding an approximately right-angle step, or an isotropic etch
(BHF) resulting in a more sloped and rounded cavity edge. For both types of etches,
a second oxidation was performed. The second oxidation was carried out at different
oxidation temperatures from 950 ◦C to 1100 ◦C for both wet and dry oxidations. The
oxidation times for the respective oxidation temperatures were chosen such that a final
thickness of roughly 200 nm was achieved in the cavities. Silicon dummy wafers were
included in each oxidation, allowing the actual oxide thickness to be measured, the values
of which are listed in Paper G. A total of six oxidations were carried out, each containing
two samples; one with RIE etched cavities and one with BHF etched cavities. No wet
oxidations were performed at 1050 ◦C and 1100 ◦C, as the required oxidation time to
reach 200 nm is impractically short (< 15 minutes), potentially resulting in a less well-
defined and homogeneous oxide. Further details on the sample preparation is given in
Paper G.
The protrusions were then measured using atomic force microscopy (AFM), and the
measured profiles were compared to simulated profiles, the details of which is found in
Paper G. Fig. 4.9 shows the measured and simulated profiles of the oxide mask in the
vicinity of the mask edge after the second oxidation. Each plot shows the result for a
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Figure 4.9: Simulated and measured profiles of the mask surface in the vicinity of the cavity
edge. The dotted lines indicate the mean of the measurements while the shaded area shows
±2 standard deviations. The solid black lines show the simulated profiles. From Paper G.
given temperature at either dry or wet oxidation. Furthermore, the results from both RIE
and BHF etched oxide masks are given in each plot. In Fig. 4.10, the simulated and
measured mask lifting at the cavity edge has been extracted for each of the six oxidation
temperatures and -types. The figure has been divided into four sections, equivalent to the
four combinations of wet and dry oxidations, RIE and BHF mask etchings. Furthermore,
for the RIE etched masks, the analytical prediction given by Eq. (4.5) has been plotted
along with the measured and simulated values. Only the RIE etched mask has been
compared to the analytical prediction, since the assumption of a right-angle edge is poor
for an isotropically BHF etched cavity.
It is seen that the analytical prediction in general overestimates both the measured
and the simulated mask lifting. The deviation from the measured values is expected,
since the simulated values also overestimate these. The reason for the deviation between
the analytical and the simulated values can be explained by the fact that the conformal
mapping, on which the theory is based, assumes a right angle oxide step and a flat oxide-
silicon interface at all times, which is of course a simplifying assumption. Furthermore,
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Figure 4.10: Mask lifting at the cavity edge as a function of oxidation temperature and type
for oxide mask etched by either RIE or BHF. Both measured, simulated and analytically
estimated values are given. From Paper G.
the simulated profile considers the top surface of the oxide mask, while the conformal
mapping only considers the oxide grown at the silicon/oxide interface, i.e. below the
mask. Thus, the geometrical deformation of the oxide mask created during growth is not
captured by the theory.
Despite the mentioned discrepancies, both the simulated and the analytically estimated
values of the mask lifting successfully capture the qualitative parameter dependency. As
was predicted by Eq. (4.5), and confirmed by both simulations and measurements, the
mask lifting increases with oxidation temperature. Note, however, that the temperature
dependency seen in Fig. 4.10 is slightly misleading, since the final oxide thickness outside
the mask is not exactly the same for all oxidations. Rather, it increases slightly with
temperature (see Paper G), leading to an exaggerated temperature dependency.
The analytical estimate and the simulated values both predict that, for equal tem-
peratures, the wet oxidations should yield smaller mask liftings than dry oxidations.
Furthermore, they both predict a more pronounced temperature dependency for wet oxida-
tions compared to dry oxidations. However, the measurements do not show significantly
different mask liftings for wet and dry oxidations at 950 ◦C and 1000 ◦C, respectively.
In general, the oxidation temperature and oxidation type are seen to have only a minor
influence on the mask lifting. As opposed to this, the type of etch used for the oxide
mask exhibits a much more pronounced influence. Both simulations and measurements
demonstrate significantly smaller mask liftings for BHF etched masks compared to RIE
etched masks. For all temperatures, the measured mask lifting is on average a factor of
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Figure 4.11: Simulations of the oxide geometry in the vicinity of the CMUT cavity edge in
the case of an anisotropically (a) and an isotropically etched cavity (b). Both simulations
show the final geometry after the second oxidation.
four higher for the RIE etched masks compared to the BHF etched masks. This effect is
to be expected, since the sloped mask edge created by the isotropic BHF etch impedes the
oxidant diffusion from the side of the mask. This may be seen from Fig. 4.11, where the
simulated structures are shown after the second oxidation. Fig. 4.11(a) shows the case for
the anisotropically etched cavities, while Fig. 4.11(b) shows the isotropic case.
Regardless of the processing parameters, it is seen that the protrusion height by far
exceeds the 0.5 nm required to achieve good fusion bonding. In practice, the protrusions
must therefore be removed before bonding can take place. This has in previous examples
from the literature been done by either performing chemical-mechanical polishing or by a
masked etch, in which the oxide is removed in the vicinity of the cavity etches, thereby
removing the protrusions (Yoon et al. 2011). While this enables the bonding to take place,
it also introduces additional processing steps, which is undesirable in terms of production
cost and yield. Alternatively, a third approach could be to make a timed etch during the
cavity etch (Fig. 4.2(c)), such that an insulating oxide is left in the bottom of the cavities.
This would make the second oxidation superfluous, and thereby no protrusions would
be created. However, timed etches are in general to be avoided, as they are difficult to
control. Achieving a homogeneous result over an entire wafer is also very challenging and
consequently the characteristics of the CMUTs would vary between and within arrays.
4.4 A New Process
As a solution to the protrusion problem, a new process was proposed in Paper F. In
Fig. 4.12(a), the conventional process with a double oxidation is shown, illustrating the
problem of protrusions. In Fig. 4.12(b), the proposed process is shown. Rather than
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Figure 4.12: (a) The conventional wafer bonding process with a double oxidation resulting
in protrusions that inhibit good bonding. (b) The proposed process in which the oxide with
cavities and the insulation oxide is placed on two different wafers, thereby avoiding the
protrusions. From Paper F.
performing a double oxidation, one oxidation is performed on each of the two wafers
to be bonded. The cavities are then etched into one of the oxides and the oxide on the
second wafer acts as the insulating oxide. By etching the cavities in the top SOI wafer
(wafer B in Fig. 4.2), the resulting structure becomes identical to the one created by the
conventional process with a single-crystalline silicon plate and insulation oxide in the
bottom of the cavity.
To demonstrate the difference in bonding quality for the two processes, two wafers
were made using each their process, both utilizing the cavity mask from Mask Set A. The
processing was stopped just after the handle removal step corresponding to Fig. 4.2(f).
Further details on the processing is given in Paper F. The result of the fabrication is
seen in Fig. 4.13, showing one half of each of the two wafers. The color variation is
due to variations in BOX layer thickness after the handle removal. It is evident from
the figure that the thin silicon layer has broken off the arrays in the double oxidation
approach due to the protrusions, demonstrating that additional processing is indeed needed
in order to remove the protrusions and achieve good bonding. The array yield on this
wafer was consequently only 7 %. As opposed to this, the proposed process produced
void-free bonding with an array yield of 100 %. It is stressed that this is achieved without
introducing further processing steps, and that the resulting structure is unaltered compared
to the conventional process. For this reason, this process has been used as the base-line
process at DTU for the fabrication of 1-D CMUT arrays. The detailed process parameters
for this 1-D array process is given in the appendix as Process A.
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Figure 4.13: A split-screen view of the result of the array fabrication using the double
oxidation process (left) and the proposed process (right), showing poor and excellent bonding
results, respectively. The color variation is due to variations in BOX layer thickness after the
handle removal. From Paper F.
4.5 Adaptation to Row-Column Arrays (Process B)
For the fabrication of 2-D row-column addressed arrays, the proposed process described in
the previous section requires some modification as explained in the following. The process
developed for such arrays is illustrated in Fig. 4.14; the detailed process parameters are
listed in the appendix as Process B. As in the process proposed by Zemp and colleagues
(Zemp, Zheng, and Zhang 2011), an SOI wafer is used as the starting substrate. The device
layer is highly doped and has a thickness of 20 µm. Following a dry thermal oxidation
(Fig. 4.14(a)), a lithography step is performed to define the CMUT cavities, which are
etched in a RIE etch (b). After stripping the photoresist, the bottom electrodes are then
defined in the device layer using a second masked etch, in which both the oxide and the
silicon device layer are etched using RIE (c). The thickness of the SOI device layer and
its doping level is chosen such that the conductivity in the bottom electrode is sufficient
for device operation. The handle layer only acts as a mechanical support, and the doping
level is kept low to minimize the electrical conductivity and hence the capacitive coupling
between elements via the handle substrate. Fig. 4.15(a) shows an optical micrograph
taken after step c of a small 6 + 6 element array made using Mask Set A. The yellow
BOX layer of the wafer is seen between the vertically oriented bottom electrodes. The red
circles are the CMUT cells, which have been etched into the thermally grown oxide. The
bonding pads to the left and right of the array are isolated, and only act as mechanical
4.5. Adaptation to Row-Column Arrays (Process B) 91
a)
b)
c)
d)
e)
f)
g)
h)
Si SiO2 Al
Figure 4.14: Process flow showing the first row-column process (in this thesis called Pro-
cess B). The dashed line separates the layer composition comprising the top electrodes (to
the left of the line) and the bottom electrodes (to the right of the line). The steps are: a)
oxidation, b) cavity etch, c) bottom electrode etch, d) wafer bonding, e) handle etch, f) etch
access to bottom electrodes, g) deposit and etch wire-bonding pads, and h) deposit and etch
top electrodes. A total of five lithography masks are used (in steps b, c, f, g, and h). From
Paper K.
support of the subsequently fabricated top electrode bonding pads.
Following the fabrication of the bottom wafer, a second SOI wafer with a highly
doped 2 µm device layer is dry oxidized. Both SOI wafers are cleaned using a standard
RCA cleaning procedure (Kern 1990) and bonded together in vacuum (0.01 mbar) using
fusion bonding and a subsequent annealing step at 1100 ◦C (d). The oxide layer covering
both wafers is removed in BHF, after which the handle layer and BOX layer of the top
SOI wafer are etched using both RIE and BHF, respectively (e).
A third lithography step followed by selective RIE in first the silicon layer and
subsequently the oxide layer is used to define openings to the bottom electrodes (f). The
thin device layer is partly transparent in the visible spectrum, and alignment to the bottom
wafer alignment marks can therefore be performed. Fig. 4.14(g) shows the wire-bonding
pads, which are made by depositing a 800 nm aluminium layer on the entire wafer using
electron beam evaporation. This is followed by a lithography step and a selective wet
aluminium etch in 50 ◦C phosphoric acid diluted in water (2:1). The top electrodes
are then finally defined by a step similar to the previous, but this time with a 200 nm
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Figure 4.15: Optical micrographs of a 6+6 element row-column array made using Mask Set A
in two different stages of the fabrication process. (a) shows the array at step c in Fig. 4.14,
while (b) shows the completed array at step h in Fig. 4.14.
aluminium deposition. Before removing the photoresist, the exposed silicon layer is
etched using deep RIE to isolate the individual top electrodes, thereby concluding the
fabrication process (h). The advantage of the two consecutive aluminium deposition/etch
steps is that thick contact pads can be made to facilitate wire-bonding, while at the same
time avoiding a thick layer of aluminium on the CMUT plate, which would impact its
performance. Fig. 4.15(b) shows the array from Fig. 4.15(a) after the fabrication of
the array has been completed. The horizontally oriented top electrodes are now visible,
and the color of the oxide has changed due to an increased thickness resulting from the
bonding of the two wafers having each their oxide.
Note that this process uses five lithography steps, and, wherever possible, the same
lithography step is used for multiple etches. The process is designed such that no critical
lithography steps must be made on a heavily structured surface, which would have a
negative impact on the lithography quality. For example, the bottom electrode etch is
performed as the last step on the bottom wafer, and the bonding pads are defined before
the top electrodes such that the structuring of the top plate is performed as the final step.
Also, all etches use stop-layers that are highly selective to the respective etches, thereby
omitting the need for timed etches. Any front-to-back or wafer-to-wafer alignment is
avoided to improve the robustness of the process. In order to achieve this, the bonding
process proposed in the previous section is flipped such that the cavities are defined on
the same wafer as the bottom electrodes. If the cavities were made on the top SOI wafer,
the two wafers would need alignment during bonding due to the presence of the bottom
electrodes. The price for avoiding alignment during bonding is that the insulation oxide is
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placed on the plate of the CMUT, which counteracts the benefit of having a pure silicon
plate with highly predictable mechanical behaviour.
4.6 Second Row-Column Process: LOCOS (Process C)
Process B described in the previous section was successfully used to produce row-column
addressed arrays. It was used for fabricating arrays with both Mask Set A and Mask Set B,
and arrays produced with this process was used for the experimental data presented in the
Papers I, K, and L. However, the process has some disadvantages: First, the insulation
oxide is placed on the top plate of the CMUT, which makes the mechanical behaviour of
the plate less predictable than if it were a single-crystalline silicon plate. As covered later
in Section 4.7, problems with low fabrication yield due to stress problems and consequent
plate rupture was also originally thought to be caused by this oxide. As explained in
Section 4.7, this was, however later dismissed as the cause. A second and more obvious
issue with the process is that the side-walls of the bottom electrodes are left exposed.
This lack of electrical insulation renders arrays made with this process vulnerable to
shorts between top- and bottom electrodes, which are only separated by the oxide that is
suspended over the trenches made during the bottom electrode patterning.
For this reason, a second process was developed, which is shown in Fig. 4.16. The
detailed processes parameters are given in the appendix as Process C. Inspired by the work
of Park and colleagues (Park, Lee, Kupnik, and Khuri-Yakub 2011; Park, Lee, Kupnik,
Oralkan, et al. 2008), this process incorporates local oxidation of silicon (LOCOS) to
produce the CMUT cavities. The local oxidation is achieved by patterning a layer of
nitride on top of the oxide. As seen in Fig. 4.16, this is done by first growing a thermal
oxide, on top of which a layer of nitride and a layer of polysilicon is deposited (a). The
polysilicon is then patterned using lithography and etched with RIE (b). The polysilicon
is also stripped from the back side of the wafer, after which the nitride is wet etched in
180 ◦C phosphoric acid (c). After stripping the polysilicon mask, a second lithography
step is used to define the bottom electrodes, which are etched out using two consecutive
RIE etches in the oxide and the silicon device layer, respectively (d). The device layer
thicknesses of the SOI wafers are identical to those used in the process described in
Section 4.5. A second thermal oxidation, the LOCOS oxidation, is then performed (e).
The nitride prevents the diffusion of oxygen, such that additional oxide is only grown in
the regions not covered by nitride. Therefore, a thick oxide is grown around the cavities
defined by the patterned nitride. Importantly, also the side-walls of the bottom electrodes
are oxidized in this process.
After completing the fabrication of the bottom wafer, the process is very similar
to Process B described in Section 4.5. A second SOI wafer with a highly doped 2 µm
device layer is bonded to the bottom wafer after RCA cleaning of both wafers (f). Note
that, as opposed to the process in Section 4.5, the top wafer is not oxidized, since the
insulation oxide is now located on the bottom wafer. The handle layer and BOX layer
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Figure 3.1: Process flow of the cleanroom fabrication. The dashed line separates the layer composition
comprising the top electrode (to the left of the line) and the bottom electrode (to the right of the line).
oxidation process (LOCOS oxidation) in a wet atmosphere. The bottom electrode wafer is now
finished.
A new SOI wafer with a device layer corresponding to the desired plate thickness is bonded
together with the bottom electrode wafer. After annealing, the handle layer (silicon) of the top
SOI wafer is removed in an ICP etch and the BOX is removed in a wet etch (BHF). Hereafter,
the openings to the bottom electrodes are etched using DRIE etch (silicon) followed by an
ICP etch (oxide). Metal (titanium and aluminum) for contacts is then deposited using an
e-beam evaporation. The metal and the underlying silicon plate is structured to define the top
elements, using an ICP and DRIE etch, respectively. Finally, the wafer is ready to be diced
into devices.
3.2 Simulations
When utilizing a fusion bonding process, it is critical that no protrusions exist. Protrusions
will prevent a good wafer bonding, which is necessary for the fabrication to succeed. Two
parts of the final structure are identified as being critical: 1) the cavities and 2) the insulating
trenches between the elements. In addition, the LOCOS process result in non-vertical side
walls in the cavities (bird’s beak e↵ect), therefore it is necessary to investigate the structure
in order to predict and achieve the desired dimensions of the cavities. The bottom element
insulation trench has to be investigated, since the LOCOS di↵usion results in 2-D oxidation
e↵ects, a↵ecting the bonding surface. To investigate if any protrusions are created during this
39
i 4.16: Process fl w showing the second row-column process incorporating LOCOS
oxidation (Process C). The dashed line separates the layer composition comprising the top
electrodes (to the left of the line) and the bottom electrodes (to the right of the line). The
steps are: a) oxidation, nitride deposition, and polysilicon deposition, b) cavity patterning
in polysilicon, c) nitride etch and polysilicon stri , d) bottom electrode etch e) LOCOS
oxidation, f) wafer bonding, g) handle etch, h) etch access to bottom electrodes, i) deposit
titanium/aluminium, and j) etch top electrodes. A total of four lithography masks are used
(in steps b, d, h, and j).
of the top SOI wafer are then etched using both RIE and BHF, respectively (g), after
which contact openings to the bottom electrodes are defined using lithography and RIE
of first the silicon layer and subsequently the oxide layer (h). Following this, 400 nm
aluminium is deposited on the top side of the wafer (i). The layer is thicker than the layer
used in Process B, since no contact pads are defined in Process C. This simplification
of the process was made possible after concluding that 400 nm aluminium is sufficient
for achieving good wire-bonding. Therefore, the same metal layer may be used for both
bonding pads and top electrodes. As a further alteration from Process B, a 10 nm layer of
titanium was deposited before the aluminium as an adhesion layer. This was done after
experiencing problems with insufficient adhesion of the aluminium to the silicon, which
caused some wire-bonds in mounted arrays to detach. Due to the Ti/Al layer, the selective
aluminium wet etch used i Process B could not be use . Instead, the metal was etched
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Figure 4.17: SEM image of the cavity edge from Process C (a) and Process B (b). A thicker
post oxide is a result of the LOCOS process and the insulation oxide have been moved from
the bottom of the plate to the top of the bottom electrode.
using RIE as described in the appendix under Process C. The original argument for using
the wet aluminium etch was the good selectivity towards silicon, such that the CMUT
plate would not be etched during the contact pad etch (Fig. 4.14(g)). With the omission
of the contact pad etch in the LOCOS process, over-etching is not an issue, since the
underlying silicon layer is to be etched anyway in the subsequent silicon RIE etch of the
top electrodes (Fig. 4.16(j)).
Process C uses a total of four masks, the insulation oxide is placed in the bottom of
the CMUT cavities, and the side-walls of the bottom electrodes are completely electrically
insulated by the LOCOS oxide. Fig. 4.17 shows a scanning electron micrograph (SEM)
of two cleaved devices showing the region around the cavity edge for both Process C (a)
and Process B (b). The nitride acting as a diffusion blocking layer is visible on top of the
insulation oxide in Fig. 4.17(a). The region around the edge of the bottom electrode is
depicted in Fig. 4.18. It is seen that Process C (a) has produced completely insulated side-
walls as opposed to Process B (b), in which the bare silicon is exposed. The scallops visible
in both images originate from the deep RIE with alternating etch- and passivation cycles
used to etch out the bottom electrodes. In addition to the above mentioned advantages,
Process C also has a number of advantages with respect to the device performance in
terms of higher breakdown voltages and reduced parasitic capacitances due to the thick
LOCOS oxide, as well as decreased charging issues. These subjects will be presented in
further detail in Chapter 5.
The two regions shown in Figs. 4.17 and 4.18 were investigated in detail though
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Figure 4.18: SEM image of the cavity edge from Process C using LOCOS (a) and Process B
(b). The bottom electrode of Process C is insulated with an oxide unlike that produced with
Process B.
simulations during the development of Process C, since 2-D oxidation effects at the bottom
electrode edge and lifting of the nitride layer at the cavity edge might generate protrusions
that would inhibit fusion bonding. The processing parameters given in the appendix under
Process C are therefore carefully chosen to yield a structure that is suitable for bonding. A
detailed description of the optimization of the process is found in (Engholm 2015). Due to
a slightly changed bonding region caused by the smooth transitions in the LOCOS oxide
evident from Figs. 4.17 and 4.18, the mask layout were altered accordingly to produce
the desired CMUT cavity sizes and to provide sufficient bonding area. Mask Set C in
the appendix shows the mask set used for the LOCOS processing (Process C) of arrays
equivalent to those processed with Process B and Mask Set B.
4.7 Yield Issues
For both of the processes presented in Sections 4.5 and 4.6, the array yield was limited
due to broken top plates on some of the arrays. An example of this is shown in Fig. 4.19,
which shows two 62 + 62 row-column addressed arrays made using Mask Set B. Note
that the plate is ruptured along lines which seemingly follows a circular pattern revolving
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Figure 4.19: Photo of two 62 + 62 arrays on a wafer after completed processing using
Mask Set B. Note the striped patterns across the arrays, which appear to follow a circular
path revolving around the center of the wafer. In these regions, the top plate has broken off
the arrays.
around the center of the wafer. This type of defect, in some cases with the entire top
plate broken off, was seen on many arrays, rendering the affected arrays useless. The
defect typically occurred right after the handle removal (corresponding to Fig. 4.14(e) and
Fig. 4.16(g)), and occasionally it deteriorated slightly during the following processing
steps.
These defects were only seen in the 2-D row-column processes, and not in the 1-D
array process described in Process A, with which wafers having 100 % array yield was
routinely produced. Initially, the reason was thought to be stress in the oxide on the top
plate produced by the process described in Section 4.5. However, the problem was later
observed in the LOCOS process as well, in which the top plate is oxide-free. Therefore,
the oxide on the plate was dismissed as the cause.
Apart from the above, only two factors distinguishes the 2-D processes from the 1-D
process: The use of an SOI wafer for the bottom substrate and the patterning of bottom
electrodes in this. To identify the source of the low yield, the 2-D LOCOS process was
made in three versions:
1. A version made using Process C shown in Fig. 4.16.
2. A version in which no bottom electrodes were defined, i.e. step d in Fig. 4.16 was
omitted.
3. A version in which no bottom electrodes were defined and where the bottom wafer
was a standard silicon wafer.
The two first versions both had problems with top plates rupturing after the handle
etch. Thus, the patterning of the bottom electrodes had no apparent effect on the yield. As
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opposed to this, the last version produced a 100 % array yield, strongly indicating that
the bottom SOI wafer was the source of the problem. The circular pattern produced by
the defects as seen in Fig. 4.19 further suggested that the stress causing the plate rupture
was radially oriented and that it was a wafer-scale stress rather that a local stress. Such a
stress could originate from a curved wafer, and the wafer bow throughout the process was
therefore investigated in detail.
An SOI wafer will usually have a wafer bow due to the compressive stress in the BOX.
This will make the wafer convex seen from the side with the device layer, since the BOX
is closest to this surface. However, the exact curvature depends on the way the SOI wafer
is produced, which may introduce further stresses. Fig. 4.20(a) shows an illustration of a
wafer suffering from wafer bow. One measure of the amount of wafer bow is to measure
the total deflection of the wafer as shown in the figure. On a standard 10 cm silicon wafer,
this measure typically yields a wafer bow below 10 µm. In the following, a positive wafer
bow is defined as a convex wafer seen from the device layer, i.e. if the device layer of the
wafer is assumed to be located on the top side of the wafer illustrated in Fig. 4.20(a), this
wafer will have a positive bow.
The wafer bow was measured using a stylus profilometer for selected process steps for
the LOCOS process shown in Fig. 4.16 on page 94, and the result is given in Fig. 4.20(b).
The letters in Fig. 4.20(b) refer to the letter of the respective process step in Fig. 4.16. The
wafer bow measured in step (a) is identical to the original wafer bow of the SOI wafer,
since both sides of the wafer have had the same layer deposited. Notice the significant
positive curvature due to the compressive stress of the BOX. When the bottom electrodes
are etched out, the wafer bow increases due to a reduction of the effective stiffness of the
device layer situated on top of the BOX. A slight reduction in wafer bow is subsequently
seen after the LOCOS oxidation. Overall, however, the wafer bow is in the same order of
magnitude for the three first columns in Fig. 4.20(b). Then, after the bonding step, a large
decrease in wafer bow is observed. This is because the stiffness of the second SOI wafer
counteracts the bow of the bottom SOI wafer, effectively increasing the second moment
of inertia of the wafer stack. Furthermore, the top SOI wafer has a positive bow, so when
this wafer is bonded upside down to the bottom wafer, the two bows counteract each
other. When the handle of the top wafer is etched away, there is nothing to counteract the
stresses in the bottom wafer, and the result is once again a large positive wafer bow as
seen in the fifth column in Fig. 4.20(b). The measurement was taken before the removal
of the top SOI BOX, which explains the higher bow compared to the processed bottom
wafer just before bonding shown in column three.
The device layer of the top wafer is forced to adhere to the bow of the bottom wafer,
which induces stresses in the top plate that is suspended over the CMUT cavities. This
was believed to be the most probable cause of the broken top plates shown in Fig. 4.19.
No broken top plates were seen when producing 1-D arrays where the bottom wafer is a
standard wafer with very little wafer bow. To mimic the latter successful configuration, a
standard wafer was fusion bonded onto the back of the bottom SOI wafer. In practice,
the stack of three wafers (the top SOI wafer, the structured bottom wafer, and the support
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Figure 4.20: (a) Illustration of the measure used to quantify the bow of a wafer. (b) Wafer
bow measured as a function of process step. The letters refer to the process in Fig. 4.16.
The last two columns correspond to the two situations where the handle is etched with no
support (red), and with a support wafer bonded to the back of the bottom wafer (green).
wafer) was bonded simultaneously and thus annealed at the same time. The purpose of
the support wafer was to prevent the bottom wafer from bending during removal of the
handle of the top wafer. As seen in the last column of Fig. 4.20(b), this indeed had the
desired effect, resulting in a wafer bow similar to that measured right after fusion bonding
of the two SOI wafers. This resolved the problem and no broken top plates were observed
when applying the support.
Alternatively, the curvature of the wafer could be compensated for by applying
carefully selected thin films to the back side of the wafer. The advantage of using the
support wafer is that this technique is less sensitive to the individual wafer bow of each
wafer. If compensating layers are used, the layers must be adjusted according to the bow
of each wafer, which varied both between and within batches received from the SOI wafer
vendor. However, the support wafer increases the final thickness of the array, which might
result in substrate resonances being positioned in the frequency band of the transducer as
discussed in Section 5.6. Such effects might be remedied by thinning down the array after
processing is completed.
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4.8 Chapter Summary
This chapter described the microfabrication of CMUT arrays. A brief review of the two
prevalent fabrication methods found in the literature was given, followed by an account of
the few reported attempts to produce row-column addressed CMUT arrays. Two critical
aspects of CMUT microfabrication, oxide quality and oxide protrusions, were discussed
in detail, partly based on Paper G. The fabrication approach presented in Paper F was
introduced as an effective solution to the problem of oxide protrusions. This approach
was then incorporated in a new process (Process B) for fabricating row-column addressed
2-D CMUT arrays. Process B was shown to have certain drawbacks such as exposed
bottom electrodes and oxide on the CMUT plates that could potentially compromise the
device reliability. Therefore, a modified process (Process C) based on LOCOS oxidation
was introduced, effectively eliminating the limitations of the previous process. Process C
also provides a thicker insulation oxide, which is beneficial in terms of oxide breakdown
voltage and parasitic capacitance. Finally, it was shown that wafer bow results in a limited
fabrication yield due stress and consequently fractured CMUT plates. A effective solution
to this was demonstrated, in which a support wafer was bonded to the wafer stack before
etching free the CMUT plates to compensate for the wafer bow.
CHAPTER5
Transducer Characterization
In this chapter, the measured performance of the final layout of 2-D row-column addressed
CMUT arrays developed in this project is presented. These arrays were fabricated
using either Mask Set B or C, corresponding to the fabrication processes described in
Sections 4.5 and 4.6, respectively. The array layout consists of 62 rows and 62 columns
designed for a nominal 3 MHz operating frequency and a λ/2-pitch. Furthermore, the
layout incorporates the developed apodization described in Sections 3.5.2 and 3.5.3.
The first part of the chapter reviews the array design in detail to provide a basis for
understanding the subsequent characterization. Then, the mounting of the array and the
interconnect electronics used to perform the measurements are presented. Following
this, electrical characterization results of arrays made using Process B are given based on
Paper K. These are used to determine the pull-in of the array, the resonance frequency,
and the capacitance, which reveals capacitive coupling of the bottom electrodes to the
substrate. In several arrays made using Process B, issues of charging are observed, which
leads to a decrease in coupling coefficient over time. It is shown that this issue is not
present in arrays made using Process C, which shows stable performance over 20 hours
of testing.
In the last part of the chapter, acoustical characterization results are presented based on
Paper K. The emitted pressure, sensitivity, insertion loss, bandwidth, center frequency, and
impulse response is evaluated over an entire array. It is also experimentally demonstrated
that volumetric images can be produced with the array. Then, the acoustical cross-talk in
the array is investigated based on results from Paper L. It is shown that the orthogonal
orientation of transmitting and receiving elements leads to a significant decrease in
acoustical cross-talk compared to that seen in 1-D CMUT arrays.
5.1 Array Overview
The final array layout was designed such that the apodization presented in Sections 3.5.2
and 3.5.3 could be incorporated. Furthermore, to obtain a high fill-factor, the geometry of
the CMUT cells were designed to be square, and the operating frequency was adjusted
such that the cells could be closely fitted in the width of a λ/2–pitch array element. These
considerations resulted in a CMUT cell with a plate thickness of 1.7 µm, and a square
side length of 60 µm, designed for a center frequency in immersion of 2.74 MHz. The
corresponding element pitch for this frequency was 270 µm. The distance between the
individual cells as well as the kerf was set to 5 µm to provide adequate bonding area
101
102 Chapter 5. Transducer Characterization
Bottom electrodes (rows)
Top electrodes (columns)
Apodization
region electrode
Cavities
Figure 5.1: 3-D illustration of the CMUT row-column addressed transducer array showing a
detail of the upper right corner of the array seen in Fig. 3.17 on page 64. A section of the
top electrodes have been removed to reveal the underlying CMUT cavities. Oxide is blue,
silicon is dark gray, and aluminum is light gray. Dimensions are not to scale. From Paper K.
during the fabrication. For the LOCOS fabrication process (Process C), these distances
were altered slightly in the mask set to comply with the LOCOS oxide geometry as seen
in Mask Set C. All dimensions used for the fabrication process described in Section 4.5
(Process B) can be seen in Paper K.
A 3-D drawing of the corner portion of the array is given in Fig. 5.1, showing the
composition of the array as it looks when fabricated using Process B. It consists of 62 row
elements, 62 column elements, and four apodization region electrodes. The apodization
region electrodes provide DC bias to the integrated apodization, which is located at both
ends of the row- and column elements. The apodization is seen in Fig. 3.17 on page 64,
showing the layout of the CMUT cells. The argumentation for this layout is provided in
Sections 3.5.2 and 3.5.3.
5.2 Interconnect Electronics
In order to test the prototype arrays, interconnect electronics were developed together with
engineers from BK Medical. This consisted of a printed circuit board (PCB) on which
the array was mounted as shown in Fig. 5.2. This PCB was used solely as a chip carrier
board (CCB), allowing for easy replacement of arrays in the electronics PCB described
later. The array was mounted using a non-conductive epoxy, and aluminium wire-bonds
were made from the array to gold bonding pads on the CCB, after which they were coated
5.2. Interconnect Electronics 103
Figure 5.2: The row-column addressed CMUT array mounted and wirebonded on the carrier
board. Two connectors are located on the back side of the carrier board (the vias to the
connectors can be seen to the left and right in the picture). The CMUT array is rotated
45◦ clockwise to ensure that the length of each trace to the connector pins is equal. The
top electrodes can be seen going from the top left to the bottom right of the array. From
Paper K.
using glob-top. Each of these bonding pads were electrically connected to a pin in one of
two FX11 connectors located on the back of the CCB. The vias to the connectors can be
seen to the left and right in Fig. 5.2. The traces going from the array to the connectors
were all made the same length to ensure equal capacitance/inductance. To facilitate this,
the array was rotated 45◦ with respect to the connectors as seen in Fig. 5.2.
The two FX11 connectors were designed to fit into two counterparts located on a
second PCB. This PCB contained the electronics required to interface the array to the
ultrasound scanner system. An schematic illustration of the electronics is seen in Fig. 5.3.
Each element on the transducer array is supplied with a DC bias voltage through a 1 MΩ
resistor (R), which acts as a low-pass filter in conjunction with the CMUT. Furthermore,
the resistors ensure that the DC voltage can be maintained in the event of a short circuit of
a top- and bottom electrode within the CMUT array, or any other DC short of the row- or
column signals. The DC bias is split up such that half of the voltage is applied to the top
electrodes (columns), while the reverse polarity is applied to the bottom electrodes (rows).
This ensures that the electronics should only be rated for half of the DC bias voltage.
A 10 nF capacitor (C) provides high-pass filtering of the AC signals going either to the
CMUT element as transmit pulses or from the element to the receivers of the ultrasound
scanner system. The signal is led through a MAX4805A pre-amplifier (Maxim Integrated,
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Figure 5.3: Sketch of the front end electronics showing three row channels and column
channels, respectively. The variable capacitors denote the CMUTs contained in the elements.
Every column channel has contact via the CMUTs to all row channels and vice versa.
The DC biases are low pass filtered through a 1 MΩ resistor (R) in conjunction with the
CMUT, while the AC signal to and from the CMUT via the MAX4805A pre-amplifier is
high-pass filtered using a 10 nF capacitor (C) together with the resistor R before going to the
transmitters/receivers. The inset shows a detail of the MAX4805A circuit. From Paper K.
San Jose, CA, USA) , which amplifies the received signals nominally 8.7 dB before they
are sent via a cable to the scanner system. Note that if a transmit pulse is sent on a column
channel, all the row channels will provide a ground path for the AC signal. This will be
established through the rows’ capacitor (C), then through the transmit-path diodes (D)
inside the MAX4805A (see inset in Fig. 5.3) and finally to the transmit amplifier output
of the row channels of the scanner system. It is therefore mandatory that the row channels
of the scanner are in the low impedance transmit mode to establish this ground-reference.
No ground is accessible through the receive path due to the high impedance of the 47 pF
capacitor, Cr. During reception, the AC voltage generated by the CMUT element is low
enough so that the diode pair (D) in the transmit path does not provide a path to ground.
Therefore, all row channels and column channels will receive and amplify the received
signal.
Note that all elements in the array, including the four apodization region electrodes,
are connected to a channel on the scanner via the interconnect electronics. Although no
signals are transmitted nor received on the apodization region electrodes, this setup was
chosen to allow for easy DC biasing of the apodized regions.
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Figure 5.4: Resonance frequency in air (a) and capacitance evaluated at 40 Hz (b) vs.
element number. The resonance frequency is shown with mean and two standard deviations
(2σ). Element 1-62 are top electrode elements and element 63-124 are bottom electrode
elements. The elements 4-5, 11-12, and 21-22 are pair-wise shorted due to fabrication errors,
hence the altered capacitance. From Paper K.
5.3 Electrical Characterization
In order to characterize the transducer without the influence of an acoustic medium and the
interconnect electronics, a series of electrical tests were performed directly on the CCB
using an Agilent 4294A impedance analyzer (Hewlett-Packard, Palo Alto, CA, USA).
Each element of the array was accessed via the pins of the connectors on the CCB using
an Agilent 42941A probe (Hewlett-Packard, Palo Alto, CA, USA). When measuring on
individual columns, all rows were electrically shorted using a custom-built connector to
enable measurement of a whole column at the time. The reverse was true when measuring
on individual rows. In all measurements, a 500 mV excitation voltage was used on top
of a DC bias of 40 V, which was applied to the array using the built-in DC bias of the
impedance analyzer. These values were chosen to acquire adequate signal from the array
to locate the resonance peak, whilst at the same time ensuring negligible frequency shift
of the resonance peak due to the spring softening effect.
For every element, a set of three impedance sweeps were performed: one spanning the
whole range of the impedance analyzer from 40 Hz to 110 MHz, a second from 1 MHz to
20 MHz, and a final in an interval of ±1 MHz from the detected resonance frequency of
the element. From this, the capacitance and resonance frequency in air of each individual
element were found. The capacitance was determined at the lowest measured frequency
(40 Hz), and the resonance frequency was found as the local minimum in impedance
magnitude in the vicinity of the resonance.
The resonance frequency in air and capacitance of each element are shown in Fig. 5.4.
Mean and standard deviation over the whole array is given in Table 5.1. The capacitance
is seen to be very homogeneous for both the rows and columns with a standard deviation
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Figure 5.5: Illustration of the electrical circuit seen by the impedance analyzer when probing
a top electrode (a) and a bottom electrode (b), respectively. The figures show a cross-section,
such that the top electrodes are oriented perpendicular to the cut in (a) while the array is
rotated 90◦ in (b).
of 1.2 % and 0.5 %, respectively. This is a consequence of the lateral accuracy of the
cleanroom processing, which uses UV photolithography for defining the lateral dimensions
of the array. The apodization region electrodes have a much higher capacitance than
the elements, and their capacitances have therefore only been listed in Table 5.1 to
better visualize the capacitance of the elements in Fig. 5.4(b). This higher capacitance
is a consequence of the large area of the apodization region electrodes as can be seen
in Fig. 5.1. Note also that the column elements 4-5, 11-12, and 21-22 are pair-wise
shorted. This is due to fabrication errors in the final aluminium and silicon etch shown in
Fig. 4.14(h) on page 91. Any particle covering the element kerf on the mask during the
lithography step prior to these etches will result in contact between two top electrodes
(columns). This is especially critical for row-column addressed arrays, where the size of
the elements results in a extensive total kerf length. The kerf is only 5 µm, so any particle
larger than this will result in a short circuit, which was seen to affect these three different
locations of the array.
Note that the rows (bottom electrodes) have a higher capacitance than the columns (top
electrodes). This is due to capacitive coupling to the substrate of the bottom SOI wafer.
When a top electrode is probed, all bottom electrodes are grounded. As seen in Fig. 5.5(a),
only the capacitance from the top electrode to the grounded bottom electrodes, denoted
CCMUT , is seen in this configuration. The situation when a bottom electrode is probed
is illustrated in 5.5(b). In this case, the substrate will appear grounded since the signal
may follow a path through the substrate and couple to ground via the neighboring bottom
electrodes as shown in the figure. Although the substrate has a non-negligible impedance
Zs, the parallel coupling of the bottom electrodes results in a relatively low-impedance
path to ground. Therefore, the capacitance measured when probing a bottom electrode
will have a contribution from both CCMUT and CBOX.
The resonance frequency in air given in Fig. 5.4(a) is seen to vary slightly more than
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Table 5.1: Transducer impedance characterization parameters
Parameter Mean value Std. Unit
Resonance frequency in air 5.18 0.21 MHz
Element capacitance (top) 194 1 pF
Element capacitance (bottom) 413 5 pF
Apo. reg. electrode capacitance (top) 2677 105 pF
Apo. reg. electrode capacitance (bottom) 4308 14 pF
Pull-in voltage 100 3 V
the capacitance, the standard deviation being 4 %. This is a consequence of the thickness
variation of the device layer of the SOI wafer, which is used to define the top electrode
that acts as the top vibrating plate of the individual CMUT cells. This thickness is harder
to control precisely, as the SOI wafer was ordered from external wafer suppliers, who
promised a thickness tolerance of 300 nm. Since the resonance frequency in air scales
linearly with the thickness as shown in Eq. (2.37) on page 27, the observed frequency
variation is well within this tolerance limit. Note that the resonance frequency in air is far
from the intended center frequency of the array of 2.74 MHz. This is a predictable and
well-known effect, as the acoustical loading of air is much lower than the loading from a
liquid medium. The resonances reported here therefore only serves as a measure of the
functionality and homogeneity of the array.
Finally, the pull-in voltage was measured to determine the operating voltage of the
array. To avoid charging of the array elements during pull-in (Huang et al. 2005), the
pull-in voltage was measured on test-elements made on the same wafer as the array. The
pull-in voltage was found by performing impedance sweeps whilst increasing the DC
bias voltage sequentially using a Keithley 2400 sourcemeter (Keithley Instruments Inc.,
Cleveland, OH, USA). The pull-in voltage was then identified as the point where the
resonance peak in the impedance measurement was abruptly shifted to a higher frequency
due to the collapse of the plates. This was done on a total of five test elements, yielding a
pull-in voltage of 100± 3 V as reported in Table 5.1. It was chosen to operate the array
with a DC bias voltage of 80 % of the pull-in voltage and an AC amplitude of 50 % of the
pull-in voltage. Thus, for all subsequently described measurements with this array, the
DC bias voltage was set to 80 V (±40 V on the two bias supplies), and the AC amplitude
to 50 V.
5.4 Acoustical Characterization
The acoustical characterization of the transducer array was performed using the intercon-
nect electronics described in Section 5.2. The CCB with the array was mounted on the
electronics PCB and placed in a water-proof box. The box was closed with an aluminium
108 Chapter 5. Transducer Characterization
DC bias and
supply voltages
To scanner 
CMUT array
3 cm
Figure 5.6: Images of the water-proof box in which the array and electronics were mounted
during the acoustical measurements. The left image shows the font side with the exposed
array, and the right image shows the back where the cables and electronics PCB are visible.
lid with an opening through which the array was exposed. The setup is depicted in
Fig. 5.6.
All acoustical measurements were performed in rapeseed oil to provide electrical
insulation of the exposed electrodes on the array. The speed of sound in the oil was
measured to be 1480 m/s, and the damping 0.3 dB/MHz·cm, which is in agreement with
previously reported values for vegetable oil (Oralkan et al. 2002). The DC bias voltage
was in all measurements set to 80 V (80 % of pull-in), while the amplitude of the AC
signal was set to 50 V (50 % of pull-in). The DC bias was provided through a TOE8842
dual DC power supply (Toellner Electronic Instrumente GmbH, Herdecke, Germany) set
to ±40 V, and the AC signals were generated using the experimental ultrasound system
SARUS (Jensen et al. 2013), which was also used to record all received signals. The
system was set to sample at 70 MHz and to record signals down to a depth of 4 cm.
First, a reference measurement was made using a 2.5 MHz sinusoidal excitation with
2 and 4 cycles, respectively. Here, each individual element was excited one at a time
in a tank of oil with no immediate reflecting structures. For each excitation, the signals
received by all elements were recorded. This served the dual purpose of determining
the cross-talk of the array (covered in detail in Section 5.6) and providing a noise frame
reference, that was subtracted from all subsequent measurements.
A second setup was established to determine the pulse-echo impulse response of
each element. A plane reflector (a 4.1 cm thick PVC plastic material) was positioned
2.5 cm away from and parallel to the transducer surface. Then, 20 realizations of random
Gaussian noise was transmitted on one element at a time and received on the transmitting
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Figure 5.7: (a) Pulse-echo impulse response from the center bottom electrode element (no.
96). The solid line (left axis) shows the measured voltage signal and the dashed line (right
axis) shows the envelope of the measured signal given in dB. (b) Frequency domain of the
impulse response. The center frequency (2.52 MHz) and the −6 dB bandwidth relative to
the center frequency (0.95 MHz to 3.4 MHz) have been indicated. From Paper K.
element. The recorded signal was cross-correlated with the excitation signal for each of the
20 realizations, and the 20 results were averaged to yield the pulse-echo impulse response
of the respective element (Schroeder 1979). The higher the number of realizations, the
closer one gets to a true white signal, so the number of realizations is a compromise
between acquisition/processing time and accuracy. In Fig. 5.7(a), the impulse response of
element no. 96 (the center row element) is shown, in this case using 600 realizations of
the Gaussian noise. The corresponding spectrum is shown in Fig. 5.7(b). Note that the
deduced impulse response describes the impulse response of the whole system consisting
of transducer, front-end electronics, as well as receivers and transmit amplifiers in the
SARUS system. It thereby characterizes the impulse response of the actual imaging setup,
which may explain the drop in the spectrum amplitude for higher frequencies.
From the spectrum of the impulse response, the center frequency and bandwidth
for each element can be found. The center frequency, fc, was determined by summing
all frequencies from 0 to half the sampling frequency, fs, weighted by the spectrum
amplitude for each frequency, S, and dividing by the sum of the spectrum amplitudes:
fc =
N/2∑
i=0
[
S(ifs/N) · ifs/N
]/N/2∑
i=0
S(ifs/N) . (5.1)
This yielded a center frequency in immersion of 2.77 ± 0.26 MHz. Since the pitch of
the array was 270 µm, see Section 5.1, the pitch in units of the wavelength is thereby
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Table 5.2: Transducer acoustical characterization parameters
Parameter Mean Std. Unit
Center frequency in immersion 2.77 0.26 MHz
-6 dB fractional bandwidth 102 10 %
Transmit pressure peak-to-peak 590 73 kPa
Sensitivity at 2.5 MHz 0.299 0.090 µV/Pa
Insertion loss -53.7 3.6 dB
Nearest neighbour crosstalk level -23.9 3.7 dB
Transmit to receive elements crosstalk level -40.2 3.5 dB
0.51, which is very close to the desired pitch of λ/2. The relative −6 dB bandwidth was
determined as the distance in frequency between the−6 dB points in the spectrum relative
to the center frequency of the element, yielding a relative bandwidth of 102 ± 10 %.
The −6 dB bandwidth is illustrated for element no. 96 in Fig. 5.7(b). Fig. 5.7(a) also
shows the envelope of the impulse response in decibels, computed as the log-compressed
absolute values of the analytic signal. The −20 dB and −40 dB pulse duration for this
element are 1.23 µs and 3.06 µs, respectively, corresponding to 3.1 and 7.7 periods at its
center frequency of 2.52 MHz.
A third setup was established to determine the transmit pressure of the elements. A
HGL-0400 hydrophone connected to a AC-2010 pre-amplifier (Onda Corporation, CA,
USA) was placed 7 mm from the transducer surface and scanned over each element
using the positioner of the intensity measurement system AIMS-3 (Onda Corporation,
CA, USA), while transmitting a 2.5 MHz, 4-cycle sinusoidal signal on the element being
measured. The recorded pressure at 7 mm was then compensated to find the pressure
at the transducer surface. The compensation was found by a simulation in COMSOL
Multiphysics 4.4 (COMSOL AB, Stockholm, Sweden). Here, an element with the same
dimensions as the physical elements in the array was set to emit a continuous 2.5 MHz
pressure wave, and the pressure magnitude at a distance of 7 mm from the element relative
to the pressure magnitude at the element surface was found and used as the compensation
factor (9.6). The resulting surface pressure emitted by the elements is seen in Table 5.2 to
be 590± 73 kPa.
Subsequently, the pulse-echo signal from each element against a plane reflector (a
4.1 cm thick PVC plastic material) set at a distance of 7 mm from and parallel to the
transducer surface was measured. Once again, a 2.5 MHz 4-cycle sinusoidal excitation
pulse was used. The pressure received by the element was deduced by using the pressure
measured with the hydrophone setup at a distance of 7 mm from the transducer surface
and compensating for the pressure drop from 7 mm to 14 mm (the return trip to the
transducer surface) by using the COMSOL Multiphysics simulation described above. This
yielded a factor of 0.7, which was used to compensate for the pressure drop. Thereby, the
sensitivity of each element could be found by dividing the received voltage signal with the
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incident pressure (0.7 times the measured pressure). The value of 0.299± 0.090 µV/Pa
listed in Table 5.2 is the signal generated by the transducer itself, i.e. the signal has been
reduced to account for the nominal 8.7 dB voltage gain supplied by the pre-amplifiers.
The insertion loss of a transducer is defined as the round-trip loss of signal power,
i.e. it is the ratio of the power of the received signal to the power of the transmitted
signal (Szabo 2014, p. 136). This can be found by normalizing the voltage received by
an element after a pulse-echo event to the transmit voltage used to excite the element. A
log-compression of this ratio using the 20log10 convention yields the insertion loss in dB.
To exclude the loss in the oil, the received voltage from the pulse-echo measurements
against the plane reflector is compensated for the loss in pressure in the oil during the
round trip to the plane reflector as described in the paragraph above. It is assumed that the
plane reflector is ideal, so any deviance from this will lead to an over-estimation of the
insertion loss. Also, the insertion loss should only be a measure of the transducer itself,
so the voltage gain supplied by the pre-amplifiers have been removed in the calculations.
In Table 5.2, the average insertion loss and standard deviation for all elements in the array
are listed.
5.5 Volumetric Imaging
For the imaging experiments, a wire phantom consisting of a steel wire with a diameter
of 0.3 mm was used. It was positioned 23 mm away from the transducer array surface
and oriented approximately parallel to the rows of the array, but with a 5◦–10◦ angle
with respect to the transducer array surface due to alignment inaccuracies. Both the
transducer array and the wire phantom was positioned in electrically insulating rapeseed
oil as with the measurements described in the previous section. In the following, the
azimuth direction is defined as being parallel to the column elements, while the elevation
direction is parallel to the row elements.
To image the 3-D volume, synthetic transmit focusing with single element emissions
was used. The rows were used as transmitters and the columns as receivers. Each row
element was excited with a 2-cycle sinusoidal signal, one row element at a time. The
acoustical pressure was for each emission recorded on all 62 receive elements. From
each measured data set, the entire 3-D volume was beamformed using the beamformer
described in Section 3.3, creating one low resolution image. By summation of each
beamformed low resolution image, the final 3-D volume was created. A Hann apodization
function was used both in transmit and in receive. The pulse repetition frequency was
20 Hz, the sampling rate was 70 MHz, and data were recorded until a depth of 4 cm was
reached. As with the previous measurements, a 50 V excitation amplitude and a 80 V DC
bias was used.
In Fig. 5.8, a 3-D rendered image of the wire is shown. Note that the signal from the
wire dies out as it crosses the borders of the array. This is partly because the transmitting
elements are oriented parallel to the wire, partly because the regions of the wire located
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Figure 5.8: 3-D beamformed image of a wire shown at a dynamic range of 30 dB. The
beamformed image has been projected to the side-walls of the plot in all three dimensions
using the same dynamic range. The azimuth and elevation zero-point is positioned at the
center of the array. From Paper K.
outside the array is reflecting the received sound away from the array. The first issue could
be addressed by using a phased array technique as proposed in Section 3.5.2, while the
second issue is related to the nature of the wire used, and will not be seen for a structure
behaving like a collection of point scatterers. The latter effect also implies that the front
of the emitted single-element plane wave is parallel to the element surface once emitted,
but the smooth wire reflects the wave as a mirror in the direction along the wire. Since the
wire is not parallel to the transducer array surface, more energy is received at one end of
the transducer array than the other. This is seen in Fig. 5.8, where the beamformed wire is
not symmetric around zero in the elevation direction.
Cross-sections of the wire are shown in Fig. 3.18 on page 65, both with and without
the integrated apodization enabled. From these, the resolution was extracted and given in
Table 3.1 on page 66.
5.6 Cross-talk
The acoustical cross-talk of the array may be investigated using the data acquired during
the reference measurement described in Section 5.4. This is the subject of the current
section, which presents the findings in Paper L.
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Figure 5.9: Data acquired using the two setups shown in Fig. 5.10. Time zero corresponds
to the onset of the transmit pulse. The black dashed line indicates the end of the transmit
pulse, and only data after this time has been included in the cross-talk analysis. Both plots
have been normalized to the same value. From Paper L.
5.6.1 Measured Data
In the reference measurement, one element is set to emit sound into a large tank of oil.
Since there are no nearby reflecting structures, all received signals are due to cross-talk
in the array. The data in Fig. 5.9(a) is generated by transmitting on the outer-most
row element (not the apodization element), and receiving data on all 62 rows. The left
illustration in Fig. 5.10 shows this setup. Fig. 5.9(b) is generated by transmitting on the
outer-most column element (not the apodization element), and again receiving data on all
62 rows as shown in the right illustration in Fig. 5.10. The columns correspond to top
elements in the array, and the rows to bottom elements. Figure 5.9 shows the envelope of
the recorded signals, which have been found using a Hilbert transform and a subsequent
log-compression. Time zero corresponds to the onset of the trigger in the SARUS system,
and the position along the array is shown on the abscissa with one element for each
270 µm.
There are two main types of cross-talk in a transducer array: Electrical cross-talk due
to capacitive and inductive coupling, and acoustical cross-talk due to vibrations being
transmitted to neighboring elements. The electrical cross-talk happens much faster than
the acoustical cross-talk, since the latter is limited by the relatively slow speed of sound.
In Fig. 5.9, a strong signal is seen simultaneously on all channels just after time zero.
This is due to the transmit pulse being sent to the first column element. This high-voltage
signal couples capacitively/inductively to the other elements either via the transducer or
the external electronics. The coupled signals are then amplified by the pre-amplifiers
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Figure 5.10: Illustration of the two setups used for measuring the cross-talk. In the case to
the left, one row (red) is actuated, and the received signal on all rows (blue) are recorded.
This corresponds to a 1-D array configuration. In the case to the right, one column is
actuated, and the signals from the rows are recorded. This corresponds to the row-column
configuration. The wavefront generated by the actuated element is shown with a black
dashed line. The size of the sine-symbols graphically illustrates the magnitude of the signals.
The crystallographic directions of the silicon substrate are shown in the top. From Paper L.
and sent to the scanner. In the following analysis, this cross-talk is disregarded by only
including data after the transmit pulse has ended as indicated by a black dashed line in
Fig. 5.9. In this way, the acoustical cross-talk of the array may be analyzed separately (any
electrical cross-talk actuating the neighboring elements will produce acoustical signals,
which are therefore also included). The acoustical cross-talk is more severe than the
electrical cross-talk for the beamformed image due to the slow decay of the former; as
seen in Fig. 5.9(a), the cross-talk signals are visible in almost the whole time-span of the
data, which corresponds to an imaging depth of 4 cm.
The nearest neighbor cross-talk for every element was found by repeating the mea-
surement shown in Fig. 5.9 with a new element emitting for each data acquisition. The
signal from the nearest neighbor next in line to the emitting element was then extracted.
To provide a relative measure, the signal was normalized to the transmit voltage after the
latter was corrected for the insertion loss of the emitting element. The insertion loss is
reported in Table 5.2. This correction corresponds to a normalization of the neighbor’s
signal to the signal that the emitting element would have received if the transmitted pulse
was reflected right at the transducer surface and subsequently received by the emitting
element. Thus, it yields the relative acoustical coupling from one element to its neighbor.
This calculation resulted in a nearest neighbor cross-talk of −23.9 ± 3.7 dB as seen
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in Table 5.2, which is consistent with values reported in the literature for 1-D CMUT
arrays (Bayram, Kupnik, Yaralioglu, Oralkan, Ergun, et al. 2007; Jin et al. 2001). This is
expected, as the setup is essentially identical to that of a 1-D array. For this reason, the
setup is dubbed the 1-D configuration in the following.
During imaging with row-column addressed arrays, either the rows or columns are
used as transmitters and the orthogonal elements as receivers as covered in Chapter 3.
In the measurement shown in Fig. 5.9(b), a column is emitting, and consequently the
received data from the rows will be used for the beamforming. It is therefore denoted the
row-column configuration in the following. It is readily seen that the cross-talk seems less
pronounced in this data set in Fig. 5.9(b) compared to the data from the 1-D configuration
in Fig. 5.9(a). To provide a measure of the cross-talk from the emitting element to the
orthogonal elements, which are receivers in the row-column configuration, the average of
the maximum signal received on each receiving element is used. Repeating the emission
sequence for each of the columns and recording on all rows for each emission yields a
mean cross-talk of −40.2 dB with a standard deviation of 3.5 dB as listed in Table 5.2.
This cross-talk is much lower than that seen in 1-D CMUT arrays (Bayram, Kupnik,
Yaralioglu, Oralkan, Ergun, et al. 2007; Jin et al. 2001). Recalling that the nearest-neighbor
cross-talk in the row-column addressed array was similar to the values reported for 1-D
CMUT arrays, the explanation for the decrease is likely to be found in the orthogonal
orientation of transmitting and receiving elements in the row-column configuration. The
idea is illustrated in Fig. 5.10. In the left figure, it is shown that the wave front of
the acoustical wave generated by the emitting element will impinge parallel to each of
the other rows. Thus, the whole element surface vibrates in phase, generating a strong
received signal on the rows. The case for the row-column configuration is seen in Fig. 5.10
(right). Here, the wave front from an emitting column element is oriented perpendicular to
the receiving rows. As the element is much longer than the wavelength of the acoustical
wave, the signals generated at the actuated parts of the element will average out due to the
symmetry of the wave, and ideally no signal is received. The discussion related to the
analysis of the edge waves provided in Section 3.4 is analogous. In practice, however, the
finite length of the elements and the reflections and mode conversions of the waves will
contribute with some net cross-talk as observed in the experiment.
5.6.2 Dispersion Relations
The acoustical cross-talk in a CMUT array is in general comprised of substrate waves,
interface waves, and longitudinal waves in the medium (Bayram, Kupnik, Yaralioglu,
Oralkan, Ergun, et al. 2007; Eccardt, Lohfink, and Garssen 2005; Jin et al. 2001). While
the first two are dispersive waves, the latter are traveling non-dispersively at the speed of
sound c in the medium. The following gives a brief presentation of the dispersion relation
for the substrate waves and the interface waves.
The substrate of the CMUT is made from a silicon wafer, and the waves travelling in
this may be described by Lamb wave theory. Assuming an idealized case in which the
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substrate is an isolated silicon plate of thickness d having infinite lateral extent, a pair of
characteristic equations describe the dispersion relation of the Lamb waves (Lamb 1917):
tan(βd/2)
tan(αd/2)
= − 4αβk
2
(k2 − β2)2 (5.2)
tan(βd/2)
tan(αd/2)
= − (k
2 − β2)2
4αβk2
. (5.3)
Here,
α2 =
ω2
c2L
− k2 (5.4)
and
β2 =
ω2
c2T
− k2 , (5.5)
where ω is the angular frequency, and k is the wave number. cL and cT are the longitudinal
and shear wave velocities, respectively. The substrate of the array is made from a (001)
silicon wafer having cubic symmetry along its principal axes with stiffness coefficients
c11 = 165.64 GPa, c12 = 63.94 GPa, and c44 = 79.51 GPa (Hall 1967). The transducer
array is aligned to the wafer flat such that a Lamb wave propagating away from the
emitting element travels in the 〈110〉-directions, see Fig. 5.10. It follows that (Miller and
Musgrave 1956)
cL =
√
c11 + c12 + 2c44
2ρ
= 9132 m/s (5.6)
cT =
√
c44
ρ
= 5842 m/s , (5.7)
where ρ = 2330 kg/m3 is the mass density of silicon.
Equation (5.2) describes the symmetric modes, Sn, whereas Eq. (5.3) describes the
antisymmetric modes, An. The zeroth-order modes exist for all frequencies and have
been observed in several studies of 1-D CMUT arrays (Bayram, Kupnik, Yaralioglu,
Oralkan, Ergun, et al. 2007; Bayram, Kupnik, Yaralioglu, Oralkan, Lin, et al. 2005; Jin
et al. 2001). The higher-order modes have lower cut-off frequencies at fc = ncL/(2d)
and fc = ncT /(2d). At these frequencies, the plate resonates with infinite phase velocity
and zero group velocity. Ladabaum et al. observed significant substrate ringing at the
frequencies corresponding to longitudinal-wave resonances along the thickness of the
substrate, and demonstrated that these resonances could be moved out of the transducer
frequency spectrum by thinning the substrate (Ladabaum et al. 2000).
In addition to substrate waves and waves in the medium, evanescent waves may
propagate next to the interface between the transducer and the medium. Previous studies
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have shown that such waves are the most significant contribution to acoustical cross-talk
in 1-D CMUT arrays (Bayram, Kupnik, Yaralioglu, Oralkan, Ergun, et al. 2007; Bayram,
Kupnik, Yaralioglu, Oralkan, Lin, et al. 2005; Jin et al. 2001). Eccardt et al. have provided
a simple description of the dispersion relation of these waves in CMUT arrays based on
the assumption of a semi-infinite homogeneous fluid interfaced by a semi-infinite solid
with a given surface stiffness per area and mass per area (Eccardt, Lohfink, and Garssen
2005). In this framework, the pressure wave propagating in the fluid at the interface is
described by
p = exp(−γz + jkx− jωt) , (5.8)
with γ > 0 being the decay constant in the z-direction perpendicular to the surface.
Denoting the speed of sound in the medium c, the wave number along the surface is
given by the relation k2 = γ2 + ω2/c2, which is found by inserting the expression for the
pressure in the time-dependent wave equation for the medium, ∂2p/∂t2 = c2∇2p. The
impedance of the surface wave is given by
Zw =
jωρm
γ
, (5.9)
where j is the imaginary unit and ρm is the mass density of the medium (Eccardt, Lohfink,
and Garssen 2005). A surface with a homogeneous stiffness per area s and mass per area
m will have an acoustic impedance given by
Zi =
s
jω
+ jωm . (5.10)
The wave travels along this surface when Zw = Zi, and thus
γ =
jωρm
Zi
. (5.11)
It therefore follows that the phase velocity of the surface wave is
cphase =
ω
k
=
c√
1−
(
ρmc
Zi
)2 , (5.12)
from which the dispersion relation k = ω/cphase is readily found. Note that for an infinitely
stiff surface, the interface wave propagates non-dispersively at cphase = c.
5.6.3 Frequency Domain Analysis
In order to further analyze the cross-talk, a 2-D Fourier transform can be performed on
the data (Alleyne and Cawley 1991). This generates the reciprocal space representation of
the data, i.e. a frequency-wavenumber representation, which offers means of identifying
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Figure 5.11: 2-D Fourier transforms of the data shown in Fig. 5.9. The data has been
multiplied with a Hann-window in both the spatial and temporal dimension before the Fourier
transform. The theoretically calculated dispersion curves for the interface modes, the waves
in the medium, and the substrate Lamb waves are shown as white solid lines. Both plots are
normalized to the maximum value in the 1-D configuration. From Paper L.
the types of crosstalk by revealing the dispersion of the waves. The data shown in Fig. 5.9
(excluding data before the dashed black line) is multiplied by a Hann-window in both
dimensions to suppress side-lobes. The resulting plots in the frequency domain are shown
in Fig. 5.11. The maximum spatial frequency corresponds to one-half of the reciprocal
pitch of the transducer array (the Nyquist frequency). The maximum temporal frequency
is set to 4 MHz, since no data is within the dynamic range of the plot above this frequency.
The dispersion curves for the interface waves, substrate waves, and longitudinal waves in
the medium have been plotted as well using the theory presented in the previous section.
Calculation of the Lamb wave dispersion curves was done using the array substrate
thickness of 520 µm. Only the zeroth-order modes are visible in the shown frequency
range. The dispersion curve for the interface waves was calculated assuming that the
whole transducer surface is covered by CMUT cells (i.e. neglecting the 5 µm wide
anchoring area between the cells). The surface stiffness per area is then found as the
stiffness of a single cell divided by its effective area. For the square cells in the array, these
are given in Table 2.1 on page 20. The mass per area of the surface is simply m = ρh.
Note that both substrate waves, interface waves, and waves in the medium are clearly
observed for the 1-D configuration (Fig. 5.11(a)). The plot has been normalized to
the amplitude of the interface waves, which are by far the most dominating. The non-
dispersive waves in the medium are located at or more than 36 dB below the interface
waves, while the number is 34 dB for the A0 Lamb wave. The S0 Lamb wave is not
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visible within the displayed dynamic range. The substrate waves and the waves in the
medium are most visible in the frequency range defined by the −6 dB bandwidth of the
transducer, which has its limits at 0.95 MHz and 3.4 MHz, respectively, see Fig. 5.7(b)
on page 109.
Note that all types of waves are accurately predicted by the theory. The dispersion
curve for the interface modes would follow the non-dispersive line at 1480 m/s for an
infinitely stiff transducer surface (Eccardt, Lohfink, and Garssen 2005). Since the actual
surface is comprised of small areas of solid silicon in addition to the CMUT cells, the
calculated dispersion curve expectedly borders the lower part of the interface modes’
spectrum.
For the row-column configuration (Fig. 5.11(b)), the cross-talk is seen to be reduced
by more than 24 dB. The plot is normalized to the 0 dB-value for the 1-D configuration
to illustrate the reduction.
5.7 Charging
Transducers made using Process B described in Section 4.5 were seen to exhibit a polarity-
and time dependent charging phenomenon resulting in a decrease of the transducer
coupling coefficient. An example of this is seen from the blue curve in Fig. 5.12 showing
the coupling coefficient of a transducer test element measured over a time-span of 20
hours. During the first 10 hours, a positive DC bias potential is applied to the top electrode
while the bottom electrode is grounded. The DC bias is set to roughly 80 % of the pull-in
voltage of the CMUT test element (120 V for this particular element). After five minutes
with a DC bias of 0 V, the polarity is switched to produce a negative potential of −120 V
on the top electrode. An impedance sweep is performed every 12 seconds in a fixed
frequency range around the transducer resonance frequency (4 MHz-8 MHz). For each
impedance sweep, the minimum impedance (the resonance frequency) and the maximum
impedance (the anti-resonance frequency) is extracted in order to calculate the coupling
coefficient based on Eq. (2.40) on page 28.
It is seen that for the positive polarity, the coupling coefficient is unstable during the
first couple of hours after which it stabilizes for the remaining eight hours. When the DC
bias is switched off, the mechanical response vanishes in the impedance measurement, and
the coupling coefficient is hence zero. When the negative DC bias is applied, the coupling
coefficient deteriorates with a characteristic decay time of 15 min. Hereafter, it remains on
a low level for the rest of the measurement. This indicates that the effective DC bias and
hence the electrostatic force on the CMUT is reduced, since this will reduce the coupling
coefficient as discussed in Section 2.4. To confirm this hypothesis, the capacitance was
measured in the two polarities as shown in Fig. 5.13. A reference measurement was first
made at 0 V, after which the capacitance was measured at both positive and negative
polarity at 120 V. A delay of 20 s was applied before each capacitance measurement to
ensure that the DC bias had time to stabilize.
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Figure 5.12: Charging of fabricated CMUTs investigated by measuring the coupling coefficient
of the transducer. The measurement is performed for a total of 20 hours with the polarity of
the applied DC bias switched after 10 hours. There is 5 minutes without DC bias between the
two biased sections. The blue curve is measured on a CMUT element made using Process B,
and the red curve on an identical element made using Process C. The inset shows a detail of
the measurement and an exponential fit showing a characteristic decay time of 15 min.
Each capacitance value in Fig. 5.13 has been normalized to the capacitance at 0 V
DC bias. In the positive polarity, the capacitance expectedly increases by roughly 13 %
due to the CMUT plates being pulled down by the electrostatic forces from the DC bias.
As opposed to this, the capacitance is close to the unbiased capacitance in the negative
polarity (less than 1 % difference). Thus, the electrostatic force seen by the CMUT plate
is close to zero when the negative DC bias is applied. To confirm that the change in
capacitance is not due to e.g. the formation of depletion layers in the silicon electrodes,
an identical measurement was made on an element without cavities. As seen in Fig. 5.13,
the capacitance of this element was unaffected by the DC polarity as expected. The test
elements used for the measurements were equal in size to an array element, but designed
to be easily probed. The layout may be seen in the appendix under Mask Set B.
In order for the electric field in the CMUT cavity to be reduced, charges within it must
be screening the charges in the top- and bottom electrodes. A number of conclusions can
be drawn regarding the nature of the charges: First, the polarity dependency was seen
to depend on the orientation of the electric field relative to the oxide layer configuration
in the CMUT. A cross-section of the CMUT used to perform the measurement resulting
in the blue curve in Fig. 5.12 is illustrated in Fig. 5.14. Here, it is seen that the oxide is
located on the top plate. As described in Section 4.4, the process used for 1-D arrays had
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Figure 5.13: Measured capacitance as a function of DC bias voltage on a test element
with cavities and an identical element without cavities. All capacitance values have been
normalized to the capacitance at 0 V DC bias. The capacitance is unaffected by the bias
for the element without cavities as expected. For the element with cavities, the capacitance
increases for positive DC bias polarity due to the plates being pulled down by the electrostatic
forces. This is not the case for negative bias polarity, showing that the field is screened by
unwanted charges in this polarity.
the insulation oxide placed on the bottom electrode. If the silicon electrodes act as perfect
conductors (i.e. no influence from depletion or inversion layers), then these two cavity
structures are from an electrical viewpoint essentially flipped vertically, i.e. the situation
for the 1-D CMUT cavities should be represented by the flipped version of Fig. 5.14.
This would then require the polarity dependency to be flipped as well, such that the low
response is observed with the positive DC bias potential on the top plate. This was indeed
observed in practice.
Secondly, it was observed that CMUTs without insulation oxide could conduct large
currents between the top- and bottom electrodes at even a few volts. The side-walls of the
oxide in the CMUT cavity therefore has a significant conductivity. From the oxide quality
tests performed (see Section 4.2), the oxide bulk itself is not likely to conduct currents.
From these arguments, it seems most probable that the mobile charges are located in the
vacuum gap, where they are able to move on the surfaces.
It should be noted that the number of charges needed to cancel out the electric field in
the vacuum gap is relatively low. The element used for the measurements had an effective
gap height of ∼ 400 nm, so the charge per area built up by the 120 V DC bias used in the
measurements is therefore
Q′ = C ′V =
8.854 pF/m
400 nm
· 120 V = 2.7 mC/m2 , (5.13)
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Figure 5.14: Illustration showing cross-section of the CMUT cavities used for measuring the
blue curve in Fig. 5.12 in the two DC bias polarities. With the negative DC bias potential
placed on the top electrode, the electric field is seen to be reduced due to unwanted charges
between the two electrodes. In the illustration, silicon is light grey and silicon dioxide is dark
grey.
yielding a number of charges per area of
ncharges =
Q′
e
=
2.7 mC/m
2
1.602 · 10−19C ' 1.7 · 10
12cm−2 . (5.14)
This number is roughly a factor of 1000 smaller than the number of bonds per area on the
silicon dioxide or silicon surfaces in the vacuum gap (May and Sze 2004, p. 53). Thus,
even a sparse monolayer of charges on the surfaces in the vacuum gap of the CMUT
would be able to screen the electric field. This demonstrates how sensitive CMUTs are to
even a small number of unwanted mobile charges, which emphasizes the need for strict
material quality and contamination control if CMUTs are to achieve the performance
stability required to replace the currently dominating piezoelectric technology.
The issue with mobile charges was not observed on arrays fabricated using Process C
as exemplified by the red curve in Fig. 5.12. Apart from the fabrication method, the
lateral dimensions of the element used for this measurement was identical to that used for
measuring the blue curve. Due to slightly larger gaps in the CMUT cavity, the pull-in was
higher for the element made using Process C, but in both cases, the DC bias was set to
roughly 80 % of the respective pull-in voltages (i.e. 120 V for the blue curve and 190 V
for the red curve). The pull-in voltage was measured on another element on the same
wafer to avoid excessive charging of the devices. Thus, the voltage used might deviate
from the desired 80 %, and the magnitude of the coupling coefficient measured for the
two different elements is not necessarily comparable. Rather, the point is to illustrate the
performance stability of Process C compared to Process B.
For all arrays made using Process C, the performance was observed to be stable over
time in both polarities. However, a fixed offset was seen between the polarities, with
the negative polarity having slightly better coupling coefficient than the positive as seen
in Fig. 5.12. This effect indicates fixed charges in the CMUT cavity, which screens the
applied field in one polarity and enhances it in the reverse polarity. Note also that since
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Figure 5.15: Resonance frequency of a device made using Process C as a function of increased
DC bias in both polarities. The left figure shows the actual measurement, while the curve
for the positive polarity has been shifted by −3.5 V in the right figure. The similarity of the
curves show that no mobile charges are present, but fixed charges are responsible for the
shift in voltage.
the insulation oxide is placed on the bottom electrode in this process, the negative bias
polarity produces the best coupling coefficients. This confirms the observations regarding
the layer orientation commented on above.
The actual amount of fixed charge produced by Process C was measured by monitoring
the resonance frequency of the device as a function of increased DC bias in both polarities.
As seen in Fig. 5.15, the two resulting curves are identical in the two polarities except for
an offset in voltage. The identical shape of the curves confirms that no mobile charges are
present. A total of nine measurements on different test elements were performed, resulting
in an offset voltage of −3.15 ± 0.59 V produced by the charges. The surface charge
density needed to produce the offset voltage can be found similarly to the calculation
above, yielding 1.5 · 1010 cm−2. Surface defects in this order of magnitude (equal to
roughly 1 defect per 100,000 surface atoms) are expected for even high-quality annealed
oxides (May and Sze 2004, p. 53). This therefore indicates that Process C produces
CMUTs that represent the best that one can achieve in terms of charging control.
5.8 Chapter Summary
This chapter presented characterization results from row-column addressed 62+62 CMUT
arrays made using the final layout presented in Chapter 3 and the fabrication processes
presented in Chapter 4. The first part of the chapter reviewed the array design in detail
after which the mounting of the array and the interconnect electronics used to perform the
measurements were presented. Following this, electrical characterization results of arrays
made using Process B were given based on Paper K. The pull-in, resonance frequency,
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and capacitance was evaluated for all elements, which revealed capacitive coupling of the
bottom electrodes to the substrate.
Acoustical characterization results were presented based on Paper K. The emitted
pressure, sensitivity, insertion loss, bandwidth, center frequency, and impulse response
were evaluated over an entire array. It was also experimentally demonstrated that vol-
umetric images can be produced with the array. Following this, an investigation of the
acoustical cross-talk in the array was presented based on results from Paper L. It was
shown that the orthogonal orientation of transmitting and receiving elements leads to a
significant decrease in acoustical cross-talk compared to that seen in 1-D CMUT arrays.
In several arrays made using Process B, issues of charging were observed, leading
to a decrease in coupling coefficient over time and a significant difference in coupling
coefficient for the two DC bias voltage polarities. It was shown that this issue is not
present in arrays made using Process C, which shows a stable coupling coefficient over
20 hours of testing.
CHAPTER6
Probe Development
This chapter presents the development of a row-column addressed CMUT probe for
use on a commercial bk3000 ultrasound scanner from BK Medical. The array layout
and fabrication technology presented in the previous chapters were used to produce the
transducer, and custom buffer amplifier boards were designed to be placed in the handle in
order to drive the cable to the scanner. The first section presents the design requirements
to the transducer array and the interconnect electronics. The second section covers the
assembly of the probe, where the transducer and electronics are electrically shielded and
mounted in a 3-D printed probe handle featuring a protective lens coating on the transducer
array. Finally, the probe performance is evaluated both in terms of element characteristics
and imaging performance, where volumetric imaging with the probe is demonstrated
on the SARUS experimental scanner. The complete volumetric beamforming algorithm
had not yet been implemented on the bk3000 scanner at the end of this project, but the
compatibility with the probe is demonstrated by real-time cross-plane images produced
using the bk3000 scanner.
6.1 Probe Design
Aside from demonstrating the first ever produced row-column addressed probe for use
on a commercial scanner, the main purpose of developing the probe was to demonstrate
that volumetric imaging can be performed without the complexity of state-of-the-art
matrix probes and their associated scanner systems. Ideally, one could envision a situation
where the complexity and cost of real-time 3-D ultrasound imaging is reduced to that of
conventional a 2-D ultrasound system. To show that this is in fact possible in practice,
the probe was designed to be used on a bk3000 scanner from BK Medical Aps (Herlev,
Denmark), which is made for conventional 2-D scanning. The scanner can supply an
AC excitation voltage amplitude of up to 75 V, and has two built-in DC voltage supplies
of ±95 V. The latter may be used directly as DC bias for the CMUT transducer array
if the two polarities are placed on the top- and bottom electrodes of the array similar
to the approach described in Section 5.2. Also, the cable from the probe to the scanner
is a coaxial cable used for 1-D transducer arrays. Therefore, the two most expensive
parts of the scanner system – the cable and the scanner itself – are identical to that of a
conventional 2-D ultrasound system. The only difference is the beamforming algorithm
and the transducer array itself. The former, presented in Section 3.3, is a standard delay-
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Figure 6.1: Image showing the main components of the probe: The CMUT array itself, the
flexible PCB, and the amplifier PCBs which are all encapsulated in a 3-D printed probe
handle. The amplifier PCBs drive the cable to the ultrasound scanner carrying the channel
signals as well as voltage supplies for the electronics and the CMUT bias. The image does
not show the shielding foil and the protective coating of the array surface.
and-sum beamformer, which therefore may readily be implemented on the scanner. The
fabrication of the transducer array only uses one additional mask step compared to a
1-D transducer process as covered in Section 4.6. Therefore, the total system cost is
comparable to a 2-D imaging system.
The main components of the probe are seen in Fig. 6.1. It consists of the CMUT
array itself, which is mounted on a flexible PCB that connects to a set of rigid buffer
amplifier PCBs. The buffer amplifiers drive the cable to the scanner, and the entire probe
is encapsulated in a 3-D printed probe handle. Not shown in the image are the electrical
shielding material and the coating of the transducer array.
In the previous chapters, a row-column addressed transducer layout with 62 + 62
channels and four apodization region electrodes was developed and described in Chapter 3.
An optimized fabrication process based on LOCOS processing was also developed and
described in Chapter 4. The developed layout and fabrication technology was used for
producing the CMUT array for the probe, which was designed to have a nominal center
frequency of 3 MHz. The desired pull-in voltage of the array was 240 V, such that the
190 V DC bias supplied by the scanner would correspond to 80 % of the pull-in voltage.
The maximum AC excitation that the scanner can deliver (±75 V) thus corresponds to
roughly 31 % of the pull-in voltage. The vertical dimensions of the CMUT used to achieve
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Table 6.1: Vertical dimensions for the CMUT array (lateral given in Mask Set C).
Parameter Value Unit
Plate thickness 1.85 µm
Vacuum gap height 448 nm
Nitride thickness 56 nm
Insulation oxide thickness 410 nm
Post oxide thickness 1346 nm
this voltage specification are listed in table 6.1. The lateral dimensions are dictated by the
mask layout, which is given in the appendix as Mask Set C.
The interconnect electronics made by the collaboration partners at BK Medical Aps
(Herlev, Denmark) were almost identical to the electronics described in Section 5.2, except
for a change in the suppliers of the pre-amplifiers and a significantly smaller foot-print of
the PCBs to allow for mounting inside the probe handle. Two amplifier PCBs were used
with each 64 channels of which two channels were reserved the apodization electrodes (the
motivation for this setup is given in Section 5.2). The total size of the probe could have
been reduced slightly by instead using four PCBs that addressed the channel connections
on each of the four sides of the array. However, the approach with two PCBs was chosen
for practical reasons, as it allowed the PCB setup to be used for probes with either 1-D
arrays or row-column addressed arrays. The gain of the amplifiers was set to 0 dB, so the
amplifiers only functioned as high impedance buffer amplifiers improving the voltage
readout of the CMUT elements.
6.2 Probe Assembly
The assembly of the probe was mainly carried out by the collaboration partners at Sound
Technology, Inc. (State College, PA, USA). After completing the cleanroom fabrication,
the CMUT array was mounted and glued onto the flexible PCB seen in Fig. 6.1, which
contained a rigid support directly beneath the array. The wire-bonding used to connect
the array elements to bonding pads on the flexible PCB was performed at DELTA Dansk
Elektronik, Lys & Akustik (Hørsholm, Denmark). Traces on the flexible PCB led to two
sets of connector pins, which could be connected to the two rigid amplifier PCBs. A glob-
top dam was applied around the array as seen in Fig. 6.2(a). The glob-top dam was applied
such that the height was higher than the wire-bonds, and with the corners left open. The
former was done to ensure that the wire-bonds were not exposed to mechanical stresses
when pressing the probe against an object, and the latter was done to ease the application
of the coating seen in Fig. 6.2(b). Before the coating, the array surface was cleaned
gently with acetone/IPA without any mechanical cleaning. The coating was performed
using room temperature vulcanization (RTV) silicone (speed of sound: 1000 m/s), which
provided electrical insulation of the transducer surface and wire-bonds simultaneously.
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(a) (b)
Figure 6.2: (a) CMUT array mounted on and wire-bonded to the flexible PCB. Note the
glob-top dam around the array with the corners left open. (b) RTV silicone being applied to
the array after cleaning the array surface.
Coating the wire-bonds with RTV silicone proved to be a more robust approach than
covering them with glob-top, since the latter technique occasionally resulted in detaching
wire-bonds.
Before curing of the RTV silicone, an aluminized polymer foil (12.5 µm polypropylene
with a sub-micron thick aluminum layer) was applied and planarized using a piece of glass
after which the array and flexible PCB was mounted in the nose-piece of the 3-D printed
handle as seen in Fig. 6.3(a). The aluminum foil was applied to provide a grounded
shielding layer on top of the array for both patient safety and electrical noise shielding.
The aluminum layer thickness was chosen to provide a compromise between acoustical
transparency and electrical shielding performance. Thicker shielding layers of copper
were also tested, but these resulted in significant acoustical reflections from the foil.
Before assembling the probe electronics, the nose piece was completed by applying a
second layer of RTV silicone on top of the shielding as seen in Fig. 6.3(b). The coating
was applied to a final thickness of 1.5 mm and leveled such that no lensing effect occurred.
Then, the connectors on the flex PCB protruding from the back of the assembled nose
piece were connected to the two rigid amplifier PCBs, and the cable was attached to the
latter as seen in Fig. 6.4(a). The cable carried both the 128 channels as well as supplies
for the buffer amplifiers and DC bias for the CMUT array. The entire probe electronics
were wrapped in a shielding foil, which was connected to the shielding foil applied to the
array as seen in Fig. 6.4(b). This shield was then connected to the shield on the coaxial
cable via the two black wires in Fig. 6.4(b), and connected to the ground reference of the
scanner. This was done to ensure optimal electrical screening of the ultrasound probe.
Finally, the two 3-D printed parts constituting the handle of the probe were attached
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(a) (b)
Figure 6.3: (a) Nose piece before lensing showing the array covered with the aluminum
shielding foil. (b) Completed nose piece after application of the lens, which is a flat coating
made of RTV silicone.
(a) (b)
Figure 6.4: (a) Nose piece with the amplifier boards and scanner cable connected. (b)
Amplifier boards wrapped in shielding foil. The foil is soldered to the cable shield and the
array shielding foil to provide an unbroken ground plane around all the electronics and array.
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Figure 6.5: Image of the completed row-column probe with 62 row channels, 62 column
channels and integrated apodization. The probe is designed to be used with a commercial
bk3000 ultrasound scanner from BK Medical Aps (Herlev, Denmark).
to complete the row-column addressed CMUT probe. An image of the fully assembled
probe is seen in Fig. 6.5.
6.3 Probe Characterization
After assembly, the probe was characterized acoustically. The pulse-echo impulse re-
sponse of each element was measured at Sound Technology, Inc. (State College, PA,
USA) using a XCDR II Pulse Echo Test System by emitting with one element at a time
against a plane stainless steel reflector placed in DI water 25 mm from the face of the
probe. Due to the available setup, the elements were actuated with a square pulse having
an amplitude of 50 V, and the elements were biased at 200 VDC. The received signal
was then de-convolved with the excitation pulse to yield the impulse response.
In Figs. 6.6(a) and 6.6(b), the average impulse response and its envelope are shown
for the rows and columns, respectively. In this setup, the rows are the top electrodes
of the CMUT array, while the columns are the bottom electrodes. This explains the
lower pulse-echo response from the columns due to the substrate coupling discussed in
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Figure 6.6: Average impulse response and normalized envelope of the rows (a) and columns
(b) of the assembled probe. Note that the impulse response of the columns has an amplitude
of roughly half that of the rows due to substrate coupling as discussed in Section 5.3. Also
note the two lobes after the main lobe which are due to reflections from the shielding foil.
The impulse response spectra are shown for the rows in (c) and for the columns in (d). The
center frequency and −6 dB fractional bandwidth are indicated in the plot.
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Table 6.2: Probe characterization parameters.
Parameter Mean Std. Unit
Rows
Center frequency 3.03 0.13 MHz
−6 dB fractional bandwidth 110 3 %
Peak-to-peak surface pressure 474 68 kPa
Sensitivity (rel. 1 V) -53.7 1.5 dB
Relative phase delay at 3 MHz 0 5.2 Degree
Columns
Center frequency 3.03 0.09 MHz
−6 dB fractional bandwidth 110 4 %
Peak-to-peak surface pressure 425 60 kPa
Sensitivity (rel. 1 V) -59.7 0.7 dB
Relative phase delay at 3 MHz 0 4.9 Degree
Section 5.3. Note the two extra lobes after the main lobe around −30 dB starting at times
3.2 µs and 4.7 µs. The time difference between the two is thus 1.5 µs, which corresponds
to the time difference between the main lobe and the first secondary lobe. This therefore
suggests reflections within the probe. The speed of sound in the RTV silicone coating is
1000 m/s, so the reflections indicate a reflecting structure at a distance of 0.7 mm, which
corresponds to the shielding foil covering the array.
In Figs. 6.6(c) and 6.6(d), the corresponding average spectra for the rows and columns
are shown. The center frequency and −6 dB fractional bandwidth relative to the center
frequency are indicated in the plot, demonstrating an almost identical spectrum for the
rows and the columns. The center frequency is calculated as described by Eq. (5.1) on page
109. Note that the spectrum is more ideal and Gaussian-like than the spectrum presented
in Fig. 5.7(b) on page 109. This is possibly due to the use of dedicated characterization
equipment for the probe as opposed to the SARUS experimental scanner that was used
to produce Fig. 5.7(b). Table 6.2 presents statistics on the center frequency, fractional
bandwidth, sensitivity, and relative phase delay between the elements, all extracted from
the measured impulse response. The pulse-echo peak-to-peak sensitivity is reported
in dB relative to 1 V, and is valid for the specific setup used. The phase delay was
found by extracting the time corresponding to the maximum in the impulse response
envelope for each element, correcting for any linear slope due to misalignment between
the transducer and plane reflector, and setting the mean to 0. Subsequently, the phase
delay was calculated by dividing by the time it takes a 3 MHz wave to travel one full
wavelength, and multiplying by 360◦.
A second setup was used to find the pressure emitted from the elements. A HGL-
0400 hydrophone connected to a AC-2010 pre-amplifier (Onda Corporation, CA, USA)
was placed 7 mm from the transducer surface and scanned over each element using the
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positioner of the intensity measurement system AIMS-3 (Onda Corporation, CA, USA),
while transmitting a 3 MHz, 4-cycle sinusoidal signal on the element being measured.
The voltages for which the probe was designed, i.e. an AC amplitude of 75 V and a DC
bias of 190 V, was used for the measurements. The recorded pressure at 7 mm was then
compensated to find the pressure at the transducer surface. The compensation was found
by a simulation in COMSOL Multiphysics 4.4 (COMSOL AB, Stockholm, Sweden).
Here, an element with the same dimensions as the physical elements in the array was
set to emit a continuous 3 MHz pressure wave, and the pressure magnitude at a distance
of 7 mm from the element relative to the pressure magnitude at the element surface was
found and used as the compensation factor (9.6). The resulting surface pressure emitted
by the elements is seen in Table 6.2. It is interesting to note that there is no significant
difference in the surface pressure emitted by the rows and columns. The 6 dB loss in
pulse-echo sensitivity on the columns relative to the rows is therefore due to a loss during
receive. This supports the discussion on capacitive substrate coupling in Section 5.3: If
enough current can be supplied to maintain the voltage on the CMUT electrodes, the
parasitic capacitance has no effect. During transmit, the amplifiers deliver enough current
to achieve this. In receive, the CMUT itself generates the current, and the influence of the
parasitic is thus seen.
6.4 Imaging Results
A set of volumetric imaging experiments were carried out using the probe. The SARUS
experimental scanner (Jensen et al. 2013) was used for acquiring the data for volumetric
imaging. The commercial bk3000 scanner was not used since the beamforming algorithm
described in Section 3.3 had not been implemented at the time of the acquisition.
RF data was acquired down to a depth of 15 cm at a sampling frequency of 70 MHz
using the voltages for which the probe was designed, i.e. 190 V DC bias and an AC
amplitude of 75 V with a two-cycle excitation at 3 MHz. A second DC voltage supply
of ±5 V was used to power the buffer amplifiers in the handle set to gain of 0 dB. The
DC voltage supplies were provided through a TOE8842 and a TOE8852 dual DC power
supply (Toellner Electronic Instrumente GmbH, Herdecke, Germany), respectively. The
RF data was acquired using single element emission with data being received on all
elements for each emission. For the beamforming, only the data received by the 62 rows
were used, while the transmit aperture was generated synthetically using the 62 columns.
Thereby, ideal focusing could be performed in every point of the beamformed volume. A
conservative pulse repetition frequency of 10 Hz was used to avoid any reverberations or
potential probe heating in these preliminary tests. However, the use of 62 emissions to
generate a volumetric image down to a depth of 15 cm sets a maximum volumetric frame
rate of 1/(0.2 ms · 62) ' 80 Hz, where the round-trip time of a single pulse-echo event
is given by Eq. (3.1) on page 43. Before beamforming, the RF data was high-pass and
match filtered to remove low frequency noise from the scanner system.
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Figure 6.7: Volumetric imaging of a wire phantom using the developed probe. Three cross-
planes (azimuth, elevation, and C-plane) are shown from a volume of 4 cm× 4 cm× 7 cm at
a dynamic range of 40 dB. The origin corresponds to the center of the transducer surface.
Note the "ghost" wires, which are due to the extra reflections in the impulse response seen
in Fig. 6.6.
Two different phantoms were imaged: The first contained a rectangular grid of
0.2 mm diameter wires with an inter-spacing of 1 cm submerged in DI water. This was
used to evaluate the LSF for different spatial positions. The other phantom was a single
0.7 mm diameter wire-end submerged in DI water and oriented perpendicular to the
transducer surface. It thereby mimicked a point target, allowing the PSF of the probe to
be determined.
In Fig. 6.7, three cross-planes from the resulting volumetric image of the multi-wire
phantom is shown at a dynamic range of 40 dB. The origin corresponds to the center of
the transducer surface. The azimuth plane is oriented perpendicular to the receiving rows
and shows the cross-section of the wires. Note the two faint "ghost" wires underneath
each wire. These are due to the reflections from the electric shielding foil inside the probe
that are also visible in the impulse response seen in Fig. 6.6. Note also the grating lobe
effect at the upper corners of the image near the transducer. This arises due to a synthetic
steering of the beam in receive which exceeds that allowed by the array pitch of 270 µm,
corresponding to 0.54λ at 3 MHz.
The elevation plane oriented perpendicular to the transmitting columns shows the
full length of the wires with a rapid drop in signal near the array edge. As discussed in
Section 5.5, this is partly due to the sound being emitted straight down from the array,
and partly due to the nature of the wires, which reflect the sound away from the array
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Figure 6.8: Axial and lateral FWHM as a function of depth extracted from the center column
of wires shown in the azimuth cross-plane in Fig. 6.7. The points correspond to the measured
FWHM and the dashed lines to the theoretical estimates. The latter are calculated by
assuming a lateral FWHM given by Eq. (3.3) on page 44, and an axial FWHM equal to that
of one wavelength at 3 MHz in water (0.5 mm).
when the impinging wave hits at an angle. The effect is also seen in the C-plane, where
the azimuth direction is seen to provide a slightly larger field of view than the elevation
direction due to the orientation of the wires.
In Fig. 6.8, both the axial and lateral FWHM has been extracted as a function of
depth by using the center column of wires seen in the azimuth plane in Fig. 6.7. The
resulting values for the seven wires have been given as circles in Fig. 6.8. Theoretically,
the axial FWHM should be that of one wavelength at 3 MHz in water, which is 0.5 mm.
This value has been plotted with a black dashed line, showing excellent correspondence.
The theoretical lateral FWHM in the focus is given by Eq. (3.3) on page 44. Due to the
synthetic beamforming, all points in the volume are in focus, so that Eq. (3.3) should be
able to predict the measured lateral FWHM. As seen by the orange dashed line, this is
indeed the case.
Wires can only provide a measure of the LSF of the array. To get a measure of the
true PSF, the second phantom consisting of a single wire-end was imaged using the same
imaging sequence as described for the multi-wire phantom. The wire-end was pointing
towards the array surface at a depth of 2.8 cm (f# = 1.67) such that it appeared as a point
seen from the transducer array. A volumetric image was generated from the acquired data,
and the exact location of the point determined. Then, an azimuth, elevation, and C-plane
cross-section through the point was extracted, the result of which is shown in Fig. 6.9.
The PSF is plotted at a dynamic range of 60 dB with contour lines at −6 dB and −30 dB.
As expected, the PSF is seen to be symmetrical with a lateral FWHM of 1.86 mm in
the azimuth direction and 1.83 mm in the elevation direction. These are slightly larger
than the theory predicts (see Fig. 6.8), which is due to the 0.7 mm diameter of the physical
point source. For both directions, the axial FWHM is 0.5 mm, which is expected from
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(a) (b)
(c)
Figure 6.9: Volumetric image of a point target positioned at a depth of 2.8 cm (f# = 1.67).
The dynamic range is 60 dB and contour lines are shown at −6 dB and −30 dB. (a) Azimuth
plane, (b) Elevation plane, (c) C-plane. Note the symmetry in the C-plane as expected.
Note also the two extra "ghosts" in figure (a) and (b) within the −30 dB contour line in the
depth direction. These are due to the reflections from the shielding foil seen in the impulse
response in Fig. 6.6.
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Figure 6.10: A snapshot of the real-time image display from the bk3000 scanner from BK
Medical showing two cross-planes. The row-column addressed probe is here used as two
decoupled 1-D phased arrays to demonstrate the probe’s compatibility with the commercial
scanner. The cross-planes show a set of wires in a tissue mimicking phantom down to a
depth of 10 cm and a sector angle of 45◦. Also, a hyperechoic cylinder is located at a depth
of 3 cm.
theory. Note the two extra "ghosts" in Figs. 6.9(a) and 6.9(b) within the −30 dB contour
line in the depth direction. These are due to the reflections from the shielding foil seen in
the impulse response in Fig. 6.6.
A measure of the side-lobe energy may be found as the energy of the signal outside
the −6 dB contour line relative to that within it. This calculation leads to a value of
−40 dB for both lateral directions. Also, the SNR of the probe was found by acquiring
data for 10 images and subtracting the mean of the 10 images from a single image to get
the noise. The signal-to-noise ratio (SNR) in the beamformed image was then calculated
using the method presented in Eq. (9) in (Rasmussen and Jensen 2014), yielding a SNR at
the center of the point of 61.7 dB.
As stated above, no volumetric images were produced using the bk3000 scanner
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since the beamforming algorithm described in Section 3.3 had not yet been implemented.
However, to prove the compatibility with the scanner, the bk3000 scanner was set to
treat the probe as two decoupled 1-D phased arrays. This enabled real-time phased array
imaging simultaneously in both the azimuth and elevation directions. All elements in
each 1-D array was used as both transmitters and receivers, the transmit focus was set to a
depth of 5 cm, while dynamic receive focusing was employed. The transmit focus was
steered in a sector angle of 45◦, and the probe was thus used as proposed in Fig. 3.16 on
page 62.
A snapshot of the real-time image display from the scanner is shown in Fig. 6.10.
The phased array images generated from the rows, respectively columns, are shown
side-by-side. A tissue-mimicking phantom containing wires is imaged down to a depth of
10 cm, the wires running parallel to the image plane in the left figure and perpendicular to
the image plane in the right figure. Also, a hyperechoic cylinder is located at a depth of
3 cm. The cylinder is seen across the whole left image, since it consists of point scatterers.
As opposed to this, the wires reflect the sound away and are thus only seen in the center
of the image.
Note that the images in Fig. 6.10 are not true cross-planes due to the lack of an
elevation lens. Rather, eack plane is a sum of the signals received along the length of the
elements. This is especially seen by looking at the hyperechoic cylinder, which is seen to
coincide with the wires in the left image although it is located to the left of the wires in
the right image. Therefore, Fig. 6.10 merely demonstrates the probe’s compatibility with
the scanner and real-time capability. For both volumetric images as well as cross-planes,
be it phased array imaging or rectlinear imaging, the beamforming algorithm described in
Section 3.3 must be implemented.
6.5 Chapter Summary
This chapter presented the development of the first ever demonstrated row-column ad-
dressed ultrasound probe. It was designed to be used with a commercial bk3000 scanner
from BK Medical Aps (Herlev, Denmark). The scanner is made for conventional 2-D
imaging, but due to the low channel count of the row-column addressed probe, the probe
and scanner can be directly interfaced. The goal of this chapter was therefore to demon-
strate that volumetric imaging with equipment in the price range of conventional 2-D
imaging is possible. The transducer layout and fabrication technology presented in the
previous chapters were used to produce an array that could be used with the voltages
available on the scanner. A solution with a flexible mounting PCB and two rigid amplifier
PCBs were used to mount the array and interface it to the scanner cable via buffer am-
plifiers. The array and electronics were electrically shielded with a metal foil, and the
array was coated with a silicone coating before the entire probe was encapsulated in a
3-D printed handle. Each element was acoustically tested, and the volumetric imaging
performance of the array was evaluated using the experimental SARUS scanner. The
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compatibility with the bk3000 scanner was also demonstrated using the probe as two
decoupled 1-D phased arrays, since the volumetric beamforming algorithm had not yet
been implemented in the scanner at the time of this project’s completion.
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Conclusion and Perspectives
This thesis has presented the results of the PhD project entitled Micromachined Ultrasonic
Transducers for 3-D Imaging. The main goal of the project was to develop a transducer
probe capable of real-time volumetric ultrasound imaging without the complexity of state-
of-the-art matrix probes. To achieve this, row-column addressed arrays were investigated,
since they offer a significant reduction in the number of transducer elements relative to
matrix arrays. The capacitive micromachined ultrasonic transducer (CMUT) technology
was chosen as a platform for the fabrication of the transducers due to the flexibility and
possibilities of this technology.
In Chapter 2, a theoretical treatment of the CMUT was presented. The static and small-
signal dynamic behavior was derived using energy considerations and an assumption of
a constant deflection shape of the deformable plate of the CMUT, allowing for lumping
and linearization of the system. The derivation was performed using anisotropic theory to
describe the deflection of the plate having either circular or square geometry based on
Papers A, B, and E. From the static analysis, the pull-in voltage was determined. The
small-signal dynamic behavior was described using an equivalent circuit model from
which the coupling coefficient of the transducer was derived. From this, it was shown
that the transducer should be operated as close as possible to the pull-in voltage, and
that the electrical capacitance of the transducer should be kept at a minimum. Also,
a method for experimentally extracting the coupling coefficient was devised. A FEA
model including interaction with the acoustic medium was used to investigate the optimal
scaling parameters for a square CMUT based on Paper F. Two scenarios were investigated,
representing two extremes: That of a single isolated CMUT cell and that of an infinite 2-D
array of CMUT cells. It was shown that the mutual impedance from neighboring cells has
a significant impact on the behavior of the CMUT. The following was found to be true for
both configurations: For a fixed center frequency in immersion, CMUTs with thick plates
produce the highest transmit pressure. Also, the separation between the top- and bottom
electrodes should be made as large as the voltage rating of the system allows to produce
the highest transmit pressures. A larger separation also increases the sensitivity for a
voltage readout. However, the two scenarios disagreed for the optimal plate size in terms
of sensitivity. In the single cell scenario, the smaller plates produced higher sensitivities,
whereas this trend shifted for the infinite array scenario with decreasing sensitivities for
increasing plate sizes until a critical point after which the sensitivity increased again. This
was explained by the plate behavior going from over-damped to under-damped at the plate
size defining this point. Finally, the far field sound radiation of a CMUT was analyzed
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based on results from Paper C. Using a circular clamped plate to represent the CMUT, is
was shown analytically that a CMUT used in an ultrasound transducer array will radiate
sound similarly to that of a point source for all practical imaging purposes.
Chapter 3 described the concept of row-column addressed arrays and presented an
analysis and optimization of their imaging performance. After a brief literature review,
the imaging principle behind row-column addressed 2-D arrays was described including
an estimate of the resolution and contrast obtainable with such arrays relative to fully
addressed 2-D arrays. Then, the beamforming required to produce volumetric images
was developed based on the findings in Paper J. Subsequently, it was shown that the
long elements in row-column addressed arrays produce edge effects that lead to ghost
echoes in the final beamformed image. A solution was proposed in the form of integrated
apodization, which was demonstrated both theoretically and experimentally to mitigate
the edge wave problem as covered in Papers I and J. An optimized apodization layout
was developed that efficiently damps the edge waves without affecting the imaging
performance of the array. The technique was demonstrated both by simulations and
experimentally based on Papers J and K as well as Patent A. The last part of the chapter
described how row-column addressed arrays can be used to estimate velocities in a volume
as covered by Patent B. A simulated example from Paper M incorporating a blood vessel
phantom was used to demonstrate the performance of the technique, proving that it is
indeed able to estimate all three components of the velocity vector and thereby estimate
key parameters such as the volume flow.
Chapter 4 described the microfabrication of CMUT arrays. A brief review of the two
prevalent fabrication methods found in the literature was given, followed by an account of
the few reported attempts to produce row-column addressed CMUT arrays. Two critical
aspects of CMUT microfabrication, oxide quality and oxide protrusions, were discussed
in detail, partly based on Paper G. The fabrication approach presented in Paper F was
introduced as an effective solution to the problem of oxide protrusions. This approach
was then incorporated in a new process (Process B) for fabricating row-column addressed
2-D CMUT arrays. Process B was shown to have certain drawbacks such as exposed
bottom electrodes and oxide on the CMUT plates that could potentially compromise the
device reliability. Therefore, a modified process (Process C) based on LOCOS oxidation
was introduced, effectively eliminating the limitations of the previous process. Process C
also provides a thicker insulation oxide, which is beneficial in terms of oxide breakdown
voltage and parasitic capacitance. Finally, it was shown that wafer bow results in a
limited fabrication yield due stress and consequently fractured CMUT plates. An effective
solution to this was demonstrated, in which a support wafer was bonded to the wafer stack
before etching free the CMUT plates to compensate for the wafer bow.
Chapter 5 presented characterization results from row-column addressed 62+62
CMUT arrays made using the final layout presented in Chapter 3 and the fabrication
processes presented in Chapter 4. The first part of the chapter reviewed the array design
in detail after which the mounting of the array and the interconnect electronics used
to perform the measurements were presented. Following this, electrical characteriza-
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tion results of arrays made using Process B were given based on Paper K. The pull-in,
resonance frequency, and capacitance was evaluated for all elements, which revealed
capacitive coupling of the bottom electrodes to the substrate. Acoustical characterization
results were presented based on Paper K. The emitted pressure, sensitivity, insertion loss,
bandwidth, center frequency, and impulse response were evaluated over an entire array.
It was also experimentally demonstrated that volumetric images can be produced with
the array. Following this, an investigation of the acoustical cross-talk in the array was
presented based on results from Paper L. It was shown that the orthogonal orientation of
transmitting and receiving elements leads to a significant decrease in acoustical cross-talk
compared to that seen in 1-D CMUT arrays. In several arrays made using Process B,
issues of charging were observed, leading to a decrease in coupling coefficient over time
and a significant difference in coupling coefficient for the two DC bias voltage polarities.
It was shown that this issue is not present in arrays made using Process C, which shows a
stable coupling coefficient over 20 hours of testing.
The final chapter presented the development of the first ever demonstrated row-column
addressed ultrasound probe. It was designed to be used with a commercial bk3000 scanner
from BK Medical Aps (Herlev, Denmark). The scanner is made for conventional 2-D
imaging, but due to the low channel count of the row-column addressed probe, the
probe and scanner can be directly interfaced. The goal of this chapter was therefore to
demonstrate that volumetric imaging with equipment in the price range of conventional
2-D imaging is possible. The transducer layout and fabrication technology presented
in the previous chapters were used to produce an array that could be used with the
voltages available on the scanner. A solution with a flexible mounting PCB and two rigid
amplifier PCBs were used to mount the array and interface it to the scanner cable via
buffer amplifiers. The array and electronics were electrically shielded with a metal foil,
and the array was coated with a silicone coating before the entire probe was encapsulated
in a 3-D printed handle. Each element was acoustically tested, and the volumetric imaging
performance of the array was evaluated using the experimental SARUS scanner. The
compatibility with the bk3000 scanner was also demonstrated using the probe as two
decoupled 1-D phased arrays, since the volumetric beamforming algorithm had not yet
been implemented in the scanner at the time of this project’s completion.
The results of this PhD project have demonstrated the promising potentials of row-
column addressed arrays. However, there are still a number of challenges that must be
addressed in order for the technology to be a realistic alternative to the existing matrix
probes. From an imaging perspective, it is a problem that only one-way focusing is
possible in each dimension. However, there are a couple of strategies that might be
employed to remedy this: One is to use an alternative beamforming approach, such as
spatial match filtering. Preliminary results from colleagues at DTU Electrical Engineering
have shown promising results, although the data processing requirements are much
higher than for conventional delay-and-sum beamforming. Provided that only cross-plane
imaging is of interest, another option could be to apply a focusing lens onto the array,
which provides elevation focus in each dimension. The lens approach is also interesting
144 Chapter 7. Conclusion and Perspectives
as a solution to the second major issue, namely that the row-column addressed arrays can
only emit energy directly below the array and in a cross to the sides. For applications such
as cardiac imaging, it is relevant to have a probe with a small foot-print capable of phased
array imaging, such that the heart can be visualized through the ribs. True volumetric
phased array imaging is possible with row-column addressed arrays, provided that the
array is curved or a de-focusing lens is applied to spread the energy during transmit. An
in-depth study of the possibilities in this approach is therefore highly relevant.
From a fabrication perspective, in this context CMUT fabrication, there are also a
number of challenges left to address. Currently, the fabrication approach and array design
produce significant parasitic capacitances, both due to substrate coupling and parasitic
capacitances at the bonding areas. The latter might be addressed by optimizing the
electrode layout and by increasing the oxide thickness outside the CMUT cells, while
the former can be remedied by applying substrate bias to deplete the substrate for charge
carriers, or by replacing the substrate with a non-conductive material. The thickness
tolerances on the SOI wafers used to define the top plate of the CMUTs are also currently
too poor to achieve highly predictable center frequencies and pull-in voltages. Thus, it
is worth considering alternatives if a reliable and robust large-scale production becomes
relevant.
From a packaging perspective, the manufactured probe can only be characterized as a
preliminary prototype, and obviously there is therefore considerable room for improve-
ment. For example, the current wire-bonding approach should be replaced with a more
compact and robust process such as flip-chip bonding. The in-handle electronics may also
be reduced in size by moving the passive electrical components responsible for filtering
the DC and AC signals for each element (i.e. resistors and capacitors) to the silicon chip
by integrating them in the cleanroom process.
This is only a small selection of the challenges involved in developing a commercially
viable row-column addressed probe. However, the results so far demonstrate that the
technology is a realistic alternative to state-of-the-art matrix probes, especially as a low-
cost alternative. In a longer perspective, it is also highly interesting for wire-less 3-D
scanning due to the reduced data processing requirement. Ultimately, these advantages
might contribute to an increased use of real-time 3-D ultrasound imaging in medical
diagnostics, and to the development of new clinical applications to the benefit of the
patient.
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PROCESSA
1-D SiO2-SiO2 Process
Used for: Fabrication of 1-D CMUT arrays.
Period used: January 2013 – current date.
Description: This process was developed in 2013 as a solution to the problem with
protrusions arising from a double oxidation process, see paper F. It has since been used as
the standard 1-D array process at DTU. Instead of oxidizing a wafer, etching cavities and
oxidizing again to create the insulation oxide, the cavities are etched into an oxide grown
on the SOI-wafer that is later to be bonded onto the first oxidized wafer. The resulting
structure is the same as with the double oxidation, but no polishing or etching steps are
needed to remove the protrusions. A difference is that this process utilizes a SiO2-SiO2
bonding. The process steps are illustrated below. It is described for use with mask set A,
which includes an extra mask for alignment opening, but it can be used for other mask
sets as well.
a)
b)
c)
d)
f)
g)
Si SiO2 Al
e)
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Step Process Equipment Recipe Comments
1 RCA Cleaning
1.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
1.2 Quickdump Quickdump bath in
front of RCA 1
3 min
1.3 HF 5 % HF bath 30 s
1.4 Rinse Water bath in front of
HF bath
20 s
1.5 Bubble rinse Bubbler in front of
BHF bath
3 min
1.6 RCA2 RCA 2 bath 10 min
1.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
1.8 HF 5 % HF bath 30 s
1.9 Rinse Water bath in front of
HF bath
20 s
1.10 Rinse 2 Bubbler in front of
BHF bath
5 min
1.11 Spin dry Spin dryer at RCA
bench
2 Grow oxide (top
wafer)
Figure a
2.1 Thermal oxidation Furnace: Boron drive-
in
Recipe: dry1050,
Time: 8h 35min, 20
min anneal
Expected thickness
from logbook: 300 nm
2.2 Inspection Filmtek Measure oxide thick-
ness, 5 points
Measured: 296±1.2
nm
3 Grow oxide (bottom
wafer)
3.1 Thermal oxidation Furnace: Boron drive-
in
Recipe: dry1100,
Time: 8h 55min, 20
min anneal
Expected thickness
from logbook: 400 nm
3.2 Inspection Filmtek Measure oxide thick-
ness, 5 points
Measured: 413±2 nm
161
Step Process Equipment Recipe Comments
4 Create CMUT cavities Figure b
4.1 Adhesion promotion HMDS oven Recipe 4 ca. 30 minutes
4.2 Spin on photoresist SSE spinner Recipe: 1,5um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 4500 rpm (appr.
1.5 um). Heat on hot
plate @ 90 ◦C for 60
seconds. No alufoil on
the hot plate!!
4.3 Exposure KS Aligner 5 s @ 7 mW/cm2, hard
contact
Mask: Cavities (e.g.
page 187). Rotate
aligner to zero and set
both wheels to 10 be-
fore exposing.
4.4 Development Developer bath 60 s in AZ351 devel-
oper
4.5 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
4.6 Inspection Optical microscope Check for errors in
lithography
Errors with MISSING
resist are most severe!
4.7 Oxide etch AOE Recipe: m_res_ny,
Time: 2 min.
Let AOE cool to 0-
1 ◦C for roughly 20-30
minutes before etching
4.8 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
Acetone works OK as
well
4.9 Inspection Optical microscope Measure etched
CMUT cavity side
length
5 RCA Cleaning
5.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
5.2 Quickdump Quickdump bath in
front of RCA 1
3 min
5.3 HF 5 % HF bath 30 s
5.4 Rinse Water bath in front of
HF bath
20 s
5.5 Bubble rinse Bubbler in front of
BHF bath
3 min
5.6 RCA2 RCA 2 bath 10 min
5.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
5.8 Spin dry Spin dryer at RCA
bench
162 Process A. 1-D SiO2-SiO2 Process
Step Process Equipment Recipe Comments
6 Wafer bonding Figure c
6.1 Fusion bonding EVG NIL Recipe: CMUT
(50 ◦C, 1500 N, bond
time: 5 min, pressure:
0.01 mbar)
Transport wafers in
dedicated box from
RCA. Minimize am-
bient exposure and
handling time. Use
cleaned tweezers.
6.2 Inspection Infrared camera Inspect for pre-anneal
voids
6.3 Annealing Anneal-bond Recipe: ann1110,
Time 1h 10min
6.4 Inspection Infrared camera Inspect for post-anneal
voids
7 Remove handle/BOX Figure d
7.1 Oxide etch BHF 5 min (80 nm/min) Only if top wafer is
oxidized. Cover bot-
tom wafer with blue
tape. Dip wafers in wa-
ter first to fill out po-
tential voids, and blow
dry before dipping into
BHF. Oxide is removed
when surface is water
repellant.
7.2 Silicon etch ASE Recipe: cmutaway,
Time: 1h 25m
7.3 Oxide etch BHF 14 min (80 nm/min) Only if top wafer is
oxidized. Cover bot-
tom wafer with blue
tape. Dip wafers in wa-
ter first to fill out po-
tential voids, and blow
dry before dipping into
BHF. Oxide is removed
when surface is water
repellant.
7.4 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
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8 RCA Cleaning
8.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
8.2 Quickdump Quickdump bath in
front of RCA 1
3 min
8.3 HF 5 % HF bath 30 s
8.4 Rinse Water bath in front of
HF bath
20 s
8.5 Bubble rinse Bubbler in front of
BHF bath
3 min
8.6 RCA2 RCA 2 bath 10 min
8.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
8.8 HF 5 % HF bath 30 s
8.9 Rinse Water bath in front of
HF bath
20 s
8.10 Rinse 2 Bubbler in front of
BHF bath
5 min
8.11 Spin dry Spin dryer at RCA
bench
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Step Process Equipment Recipe Comments
9 Etch access to align-
ment marks
9.1 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
9.2 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Mask: Alignment mark
open (e.g. page 189).
Rough alignment to
wafer.
9.3 Development Developer bath 70 s in AZ351 devel-
oper
9.4 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
9.6 Silicon etch DRIE Pegasus Recipe: users/proto-
typing/CMUT/tlehr/-
SOI_membrane_2um
Visually check color to
confirm that the oxide
has been reached.
9.9 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
10 Etch access to bottom
electrode
Figure e
10.1 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
10.2 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Mask: Access to
bottom electrode (e.g.
page 190). Align to
Cavity mask.
10.3 Development Developer bath 70 s in AZ351 devel-
oper
10.4 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
10.5 Inspection Optical microscope Check for errors in
lithography
10.6 Silicon etch DRIE Pegasus Recipe: users/proto-
typing/CMUT/tlehr/-
SOI_membrane_2um
Visually check color to
confirm that the oxide
has been reached.
10.7 Cover alignment marks Manual spinner 2000 rpm, bake @
90 ◦C for 90 seconds
on hot plate
Put a drop of resist on
each mark before spin-
ning. No alufoil on the
hot plate!!
10.8 Oxide etch AOE Recipe: m_res_ny,
Time: 2+2 min (230
nm/min)
Let AOE cool to 0-
1 ◦C before etching.
Visually check color in
openings after etch to
confirm that the silicon
has been reached
10.9 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
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11 Metallization of top
electrode
Figure g
11.1 Deposit Al Alcatel 200 nm Al is deposited over the
whole wafer
11.2 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
11.3 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Top electrodes (e.g.
page 191). Align to
Cavity mask
11.4 Development Developer bath 70 s in AZ351 devel-
oper
Maybe slightly overde-
velop to ensure good
wet Al etch
11.5 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
11.6 Inspection Optical microscope Check for errors in
lithography
Look for potential
shorts between ele-
ments
11.6 Al etch Aluminium etch 1 H2O:H3PO4 1:2,
50 ◦C. (100 nm/min)
Stir before use. It
can be clearly seen
when the etch is done
through visual inspec-
tion
11.7 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
11.8 Si etch DRIE Pegasus Recipe: SOI, Time:
30 seconds (Etch rate:
10 µm/min)
Visually check color to
confirm that the oxide
has been reached
11.9 Strip photoresist Plasma asher 1 O2/N2: 240/70
ml/min, 1000 W, 25
min.
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12 Protective resist layer
12.1 Spin on photoresist SSE spinner Recipe:
AZ4562_4inch_10um
Optional step, but if
left out, saw will leave
considerable amount
of dust, which can
potentially short the
device.
13 Dicing
13.1 Dice out arrays Saw Set to program 8, then
use semiautomatic cut.
Align wafer with the
x/y buttons. Press
start/stop two times in
a row to get a single
cut.
13.2 Remove resist Fumehood outside
cleanroom
Acetone bath, IPA
bath/water bath, air
gun
Place individual arrays
in acetone bath until
all resist is gone (leave
it for a few minutes
but make sure arrays
are covered with ace-
tone). Then, transfer
arrays to a water bath
or IPA bath to prevent
the acetone from dry-
ing on the arrays. Fi-
nally, the arrays are
dried with an air gun.
PROCESSB
Row-Column SiO2-SiO2 Process
Used for: Fabrication of 2-D row-column CMUT arrays.
Period used: April 2013 – February 2014.
Description: This process was developed in 2013 as a slight modification of the 1-
D process described in process A. The difference between the two is that the cavities are
made on the bottom wafer, which is a SOI wafer. This enables bottom electrodes to be
etched into the device layer of this SOI wafer. The insulation oxide is grown on the top
SOI wafer, and SiO2-SiO2 fusion bonding is used to join the two wafers. The cavities are
not made on the top wafer as in process A, since this would require aligning during fusion
bonding. The trade-off is that there is oxide on the CMUT plate. The process steps are
illustrated below. The vertical line separates top electrodes (left) and bottom electrodes
(right). The process is described for use with mask set B, but it can be used for the other
mask sets as well.
a)
b)
c)
d)
e)
f)
g)
h)
Si SiO2 Al
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Step Process Equipment Recipe Comments
1 RCA Cleaning
1.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
1.2 Quickdump Quickdump bath in
front of RCA 1
3 min
1.3 HF 5 % HF bath 30 s
1.4 Rinse Water bath in front of
HF bath
20 s
1.5 Bubble rinse Bubbler in front of
BHF bath
3 min
1.6 RCA2 RCA 2 bath 10 min
1.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
1.8 HF 5 % HF bath 30 s
1.9 Rinse Water bath in front of
HF bath
20 s
1.10 Rinse 2 Bubbler in front of
BHF bath
5 min
1.11 Spin dry Spin dryer at RCA
bench
2 Grow oxide (top
wafer)
2.1 Thermal oxidation Furnace: Boron drive-
in
Recipe: dry1050,
Time: 8h 35min, 20
min anneal
Expected thickness
from logbook: 300 nm
2.2 Inspection Filmtek Measure oxide thick-
ness, 5 points
Measured: 296±1.2
nm
3 Grow oxide (bottom
wafer)
Figure a
3.1 Thermal oxidation Furnace: Boron drive-
in
Recipe: dry1100,
Time: 8h 55min, 20
min anneal
Expected thickness
from logbook: 400 nm
3.2 Inspection Filmtek Measure oxide thick-
ness, 5 points
Measured: 413±2 nm
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4 Create CMUT cavities Figure b
4.1 Adhesion promotion HMDS oven Recipe 4 ca. 30 minutes
4.2 Spin on photoresist SSE spinner Recipe: 1,5um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 4500 rpm (appr.
1.5 um). Heat on hot
plate @ 90 ◦C for 60
seconds. No alufoil on
the hot plate!!
4.3 Exposure KS Aligner 5 s @ 7 mW/cm2, hard
contact
Mask: Cavities (e.g.
page 195). Rotate
aligner to zero and set
both wheels to 10 be-
fore exposing.
4.4 Development Developer bath 60 s in AZ351 devel-
oper
4.5 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
4.6 Inspection Optical microscope Check for errors in
lithography
Errors with MISSING
resist are most severe!
4.7 Oxide etch AOE Recipe: m_res_ny,
Time: 2 min.
Let AOE cool to 0-
1 ◦C for roughly 20-30
minutes before etching
4.8 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
Acetone works OK as
well
4.9 Inspection Optical microscope Measure etched
CMUT cavity side
length
5 Create trenches for
bottom electrode
Figure c
5.1 Adhesion promotion HMDS oven Recipe 4 ca. 30 minutes
5.2 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90
degC
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
5.3 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Mask: Bottom elec-
trode (e.g. page 196).
Align to Cavity mask
5.4 Development Developer bath 70 s in AZ351 devel-
oper
5.5 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
5.6 Inspection Optical microscope Check for errors in
lithography
Errors with resist
REMNANTS leads to
shorts!
5.7 Oxide etch AOE Recipe: m_res_ny,
Time: 2 min.
Let AOE cool to 0-
1 ◦C for roughly 20-30
minutes before etching
5.8 Silicon etch DRIE Pegasus Recipe: users/pro-
totyping/CMUT/
tlehr/20um_SOIetch
Etch recipe is a 3 min,
40 s standard SOI etch.
Visually check color in
openings after etch to
confirm that the oxide
has been reached
5.9 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
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Step Process Equipment Recipe Comments
6 RCA Cleaning
6.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
6.2 Quickdump Quickdump bath in
front of RCA 1
3 min
6.3 HF 5 % HF bath 30 s
6.4 Rinse Water bath in front of
HF bath
20 s
6.5 Bubble rinse Bubbler in front of
BHF bath
3 min
6.6 RCA2 RCA 2 bath 10 min
6.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
6.8 Spin dry Spin dryer at RCA
bench
7 Wafer bonding Figure d
7.1 Fusion bonding EVG NIL Recipe: CMUT
(50 ◦C, 1500 N, bond
time: 5 min, pressure:
0.01 mbar)
Transport wafers in
dedicated box from
RCA. Minimize am-
bient exposure and
handling time. Use
cleaned tweezers.
7.2 Inspection Infrared camera Inspect for pre-anneal
voids
7.3 Annealing Anneal-bond Recipe: ann1110,
Time 1h 10min
7.4 Inspection Infrared camera Inspect for post-anneal
voids
8 Remove handle/BOX Figure e
8.1 Oxide etch BHF 5 min (80 nm/min) Only if top wafer is
oxidized. Cover bot-
tom wafer with blue
tape. Dip wafers in wa-
ter first to fill out po-
tential voids, and blow
dry before dipping into
BHF. Oxide is removed
when surface is water
repellant.
8.2 Silicon etch ASE Recipe: cmutaway,
Time: 1h 25m
8.3 Oxide etch BHF 14 min (80 nm/min) Only if top wafer is
oxidized. Cover bot-
tom wafer with blue
tape. Dip wafers in wa-
ter first to fill out po-
tential voids, and blow
dry before dipping into
BHF. Oxide is removed
when surface is water
repellant.
8.4 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
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9 RCA Cleaning
9.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
9.2 Quickdump Quickdump bath in
front of RCA 1
3 min
9.3 HF 5 % HF bath 30 s
9.4 Rinse Water bath in front of
HF bath
20 s
9.5 Bubble rinse Bubbler in front of
BHF bath
3 min
9.6 RCA2 RCA 2 bath 10 min
9.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
9.8 HF 5 % HF bath 30 s
9.9 Rinse Water bath in front of
HF bath
20 s
9.10 Rinse 2 Bubbler in front of
BHF bath
5 min
9.11 Spin dry Spin dryer at RCA
bench
10 Etch access to bottom
electrode
Figure f
10.1 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
10.2 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Mask: Access to
bottom electrode (e.g.
page 197). Align to
Cavity mask through
silicon plate
10.3 Development Developer bath 70 s in AZ351 devel-
oper
10.4 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
10.5 Inspection Optical microscope Check for errors in
lithography
10.6 Silicon etch DRIE Pegasus Recipe: users/proto-
typing/CMUT/tlehr/-
SOI_membrane_2um
Visually check color to
confirm that the oxide
has been reached.
10.7 Cover alignment marks Manual spinner 2000 rpm, bake @
90 ◦C for 90 seconds
on hot plate
Put a drop of resist on
each mark before spin-
ning. No alufoil on the
hot plate!!
10.8 Oxide etch AOE Recipe: m_res_ny,
Time: 2+2 min (230
nm/min)
Let AOE cool to 0-
1 ◦C before etching.
Visually check color in
openings after etch to
confirm that the silicon
has been reached
10.9 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
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11 Metallization of wire
bond pads
Figure g
11.1 Deposit Al Alcatel 800 nm Al is deposited over the
whole wafer
11.2 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
11.3 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Contact pads (e.g.
page 198). Align to
Cavity mask
11.4 Development Developer bath 70 s in AZ351 devel-
oper
Maybe slightly overde-
velop to ensure good
wet Al etch
11.5 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
11.6 Al etch Aluminium etch 1 H2O:H3PO4 1:2,
50 ◦C. (100 nm/min)
Stir before use. It
can be clearly seen
when the etch is done
through visual inspec-
tion
11.7 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
11.8 Strip photoresist Plasma asher 1 O2/N2: 240/70
ml/min, 1000 W, 25
min.
12 Metallization of top
electrode
Figure h
12.1 Deposit Al Alcatel 200 nm Al is deposited over the
whole wafer
12.2 Spin on photoresist SSE spinner Recipe: 2,2um 4inch.
Resist: AZ5214e.
Baked for 90s@90 ◦C
Or use manual spinner
set to 2000 rpm (appr.
2.2 um). Heat on hot
plate @ 90 ◦C for 90
seconds. No alufoil on
the hot plate!!
12.3 Exposure KS Aligner 9 s @ 7 mW/cm2, hard
contact
Top electrodes (e.g.
page 199). Align to
Cavity mask
12.4 Development Developer bath 70 s in AZ351 devel-
oper
Maybe slightly overde-
velop to ensure good
wet Al etch
12.5 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
12.6 Inspection Optical microscope Check for errors in
lithography
Look for potential
shorts between ele-
ments
12.6 Al etch Aluminium etch 1 H2O:H3PO4 1:2,
50 ◦C. (100 nm/min)
Stir before use. It
can be clearly seen
when the etch is done
through visual inspec-
tion
12.7 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
12.8 Si etch DRIE Pegasus Recipe: SOI, Time:
30 seconds (Etch rate:
10 µm/min)
Visually check color to
confirm that the oxide
has been reached
12.9 Strip photoresist Plasma asher 1 O2/N2: 240/70
ml/min, 1000 W, 25
min.
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13 Protective resist layer
13.1 Spin on photoresist SSE spinner Recipe:
AZ4562_4inch_10um
Optional step, but if
left out, saw will leave
considerable amount
of dust, which can
potentially short the
device.
14 Dicing
14.1 Dice out arrays Saw Set to program 8, then
use semiautomatic cut.
Align wafer with the
x/y buttons. Press
start/stop two times in
a row to get a single
cut.
14.2 Remove resist Fumehood outside
cleanroom
Acetone bath, IPA
bath/water bath, air
gun
Place individual arrays
in acetone bath until
all resist is gone (leave
it for a few minutes
but make sure arrays
are covered with ace-
tone). Then, transfer
arrays to a water bath
or IPA bath to prevent
the acetone from dry-
ing on the arrays. Fi-
nally, the arrays are
dried with an air gun.
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PROCESSC
Row-Column LOCOS Process
Used for: Fabrication of 2-D row-column CMUT arrays.
Period used: September 2014 – current date.
Description: This process was developed late 2014/early 2015. It was developed together
with Mathias Engholm during his master project. The main purpose of the process is to
use LOCOS oxidation to create the CMUT cavities. As opposed to process B, this ensures
that no oxide is needed on the CMUT plate. Also, the bottom electrodes are electrically
insulated during the LOCOS oxidation. The last contact pad deposition step in process B
is omitted, since the thick bonding pad is not needed. In general, a number of process
steps have been optimized since process B.
CHAPTER 3. DESIGN 3.2. SIMULATIONS
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
(j)
Si SiO2 Si3N4 Al
Figure 3.1: Process flow of the cleanroom fabrication. The dashed line separates the layer composition
comprising the top electrode (to the left of the line) and the bottom electrode (to the right of the line).
oxidation process (LOCOS oxidation) in a wet atmosphere. The bottom electrode wafer is now
finished.
A new SOI wafer with a device layer corresponding to the desired plate thickness is bonded
together with the bottom electrode wafer. After annealing, the handle layer (silicon) of the top
SOI wafer is removed in an ICP etch and the BOX is removed in a wet etch (BHF). Hereafter,
the openings to the bottom electrodes are etched using DRIE etch (silicon) followed by an
ICP etch (oxide). Metal (titanium and aluminum) for contacts is then deposited using an
e-beam evaporation. The metal and the underlying silicon plate is structured to define the top
elements, using an ICP and DRIE etch, respectively. Finally, the wafer is ready to be diced
into devices.
3.2 Simulations
When utilizing a fusion bonding process, it is critical that no protrusions exist. Protrusions
will prevent a good wafer bonding, which is necessary for the fabrication to succeed. Two
parts of the final structure are identified as being critical: 1) the cavities and 2) the insulating
trenches between the elements. In addition, the LOCOS process result in non-vertical side
walls in the cavities (bird’s beak e↵ect), therefore it is necessary to investigate the structure
in order to predict and achieve the desired dimensions of the cavities. The bottom element
insulation trench has to be investigated, since the LOCOS di↵usion results in 2-D oxidation
e↵ects, a↵ecting the bonding surface. To investigate if any protrusions are created during this
39
175
176 Process C. Row-Column LOCOS Process
Step Process Equipment Recipe Comments
1 RCA Cleaning
1.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
1.2 Quickdump Quickdump bath in
front of RCA 1
3 min
1.3 HF 5 % HF bath 30 s
1.4 Rinse Water bath in front of
HF bath
20 s
1.5 Bubble rinse Bubbler in front of
BHF bath
3 min
1.6 RCA2 RCA 2 bath 10 min
1.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
1.8 HF 5 % HF bath 30 s
1.9 Rinse Water bath in front of
HF bath
20 s
1.10 Rinse 2 Bubbler in front of
BHF bath
5 min
1.11 Spin dry Spin dryer at RCA
bench
2 Grow oxide
2.1 Thermal oxidation Furnace: Phosphorus
drive-in
Recipe: dry1100,
Time: 8h 45min, 20
min anneal
Expected thickness
from logbook: 400 nm
2.2 Inspection Filmtek Measure oxide thick-
ness, 5 points
3 Nitride deposition
3.1 Si3N4 deposition Furnace: Nitride Recipe: 4nitdan, Time:
22 min
Expected thickness
from logbook: 55 nm
4 Polysilicon deposition Figure a
4.1 Polysilicon deposition Furnace: Polysilicon Recipe: Poly, Time:
13 min
Expected thickness
from logbook: 100 nm
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4 Define polysilicon
etch mask
Figure b
4.1 Spin on photoresist Spin track 1.5 µm with HMDS
(Mir 701 positive re-
sist)
4.2 Exposure KS Aligner 23 s @ 7 mW/cm2,
hard contact
Mask: Cavity (e.g.
page 203). Rotate
aligner to zero and set
both wheels to 10 be-
fore exposing.
4.3 Development TMAH UV developer PEB 110C 60s + 60s
puddle develop
4.4 Inspection Optical microscope Check for errors in
lithography
Errors with resist REM-
NANTS are most se-
vere!
4.5 Polysilicon etch ASE or DRIE Pegasus ASE: 8 seconds using
a continuous deep etch
process (The same as
for removing the han-
dle), Pegasus: 1-2 cy-
cles of SOI recipe
4.6 Inspection Optical microscope Check that polysilicon
is properly removed
4.7 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
4.8 Spin on photoresist Spin track 1.5 µm with HMDS
(Mir 701 positive re-
sist)
4.9 Polysilicon etch Wet poly etch Strip PolySi of
backside for 2 min.
Frontside is protected
by resist
4.10 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 25
min.
5 Nitride etch Figure c
5.1 Spin on photoresist Spin track 1.5 µm with HMDS
(Mir 701 positive re-
sist)
5.2 Wafer clean 7-up Clean wafers after wet
nitride etch due to pos-
sible contamination by
potassium ions from
people stripping nitride
after KOH
5.3 Inspection Optical microscope Check that nitride is
properly removed
5.4 Strip polysilicon mask ASE or DRIE Pegasus ASE: 8 seconds using
a continuous deep etch
process (The same as
for removing the han-
dle), Pegasus: 1-2 cy-
cles of SOI recipe
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6 Create trenches for
bottom electrode
Figure d
6.1 Spin on photoresist Spin track 1.5 µm with HMDS
(Mir 701 positive re-
sist)
6.2 Exposure KS Aligner 23 s @ 7 mW/cm2,
hard contact
Mask: Bottom elec-
trodes (e.g. page 204).
Align to cavity mask.
6.3 Development TMAH UV developer PEB 110C 60s + 60s
puddle develop
6.4 Inspection Optical microscope Check for errors in
lithography
Errors with resist REM-
NANTS are most se-
vere!
6.5 Oxide etch AOE SiO2_res, Time: 2x1.5
min, Temp: 0 ◦C
Wait 30 min for temp
to stabilize before etch.
Etch wafer 1, then 2,
then 1, then 2, then
O2 clean chamber for
a couple of min.
6.6 Inspection Optical microscope Check that oxide is re-
moved in the trenches
6.7 Silicon etch DRIE Pegasus SOI recipe, Time: 4
min, Temp: 20 ◦C
6.8 Inspection Optical microscope Check that the sili-
con is removed in the
trenches
6.9 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 45
min.
7 LOCOS oxidation Figure e
7.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
7.2 Quickdump Quickdump bath in
front of RCA 1
3 min
7.3 HF 5 % HF bath 15 s Note: this is half of the
usual time!
7.4 Rinse Water bath in front of
HF bath
20 s
7.5 Bubble rinse Bubbler in front of
BHF bath
3 min
7.6 RCA2 RCA 2 bath 10 min
7.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
7.8 Spin dry Spin dryer at RCA
bench
7.9 Thermal oxidation Furnace: Phosphorus
drive-in
Recipe: wet1100,
Time: 228 min, 20
min anneal
Expected thickness
from logbook: 1356
nm
7.10 Inspection Filmtek Measure oxide thick-
ness, 5 points
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8 RCA Cleaning
8.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
8.2 Quickdump Quickdump bath in
front of RCA 1
3 min
8.3 HF 5 % HF bath 15 s Note: this is half of the
usual time!
8.4 Rinse Water bath in front of
HF bath
20 s
8.5 Bubble rinse Bubbler in front of
BHF bath
3 min
8.6 RCA2 RCA 2 bath 10 min
8.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
8.8 Spin dry Spin dryer at RCA
bench
9 Wafer bonding Figure f
9.1 Fusion bonding EVG NIL Recipe: CMUT
(50 ◦C, 1500 N, bond
time: 5 min, pressure:
0.01 mbar)
Transport wafers in
dedicated box from
RCA. Minimize am-
bient exposure and
handling time. Use
cleaned tweezers. Op-
tional: bond support
wafer to back of bot-
tom wafer in the same
step.
9.2 Inspection Infrared camera Inspect for pre-anneal
voids
9.3 Annealing Anneal-bond Recipe: ann1110,
Time 1h 10min
9.4 Inspection Infrared camera Inspect for post-anneal
voids
10 Remove handle/BOX Figure g
10.1 Silicon etch ASE Recipe: etchaway,
Time: 1h 25m
Stop etch when the
handle is removed (vi-
sual inspection)
10.2 Oxide etch BHF 14 min (80 nm/min) Cover bottom wafer
with blue tape. Dip
wafers in water first to
fill out potential voids,
and blow dry before
dipping into BHF. Ox-
ide is removed when
surface is water repel-
lant.
10.3 Rinse/dry Wet bench/Spin dryer 5 min. in DI water,
spin dry
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11 RCA Cleaning
11.1 RCA1 RCA 1 bath 10 min Prepare RCA 1 and
RCA 2 before this step.
Wash baths with wa-
ter gun before adding
new chemicals. Turn
on heater for RCA 1
30 min before this step
and turn on heater for
RCA 2 when beginning
this step.
11.2 Quickdump Quickdump bath in
front of RCA 1
3 min
11.3 HF 5 % HF bath 30 s
11.4 Rinse Water bath in front of
HF bath
20 s
11.5 Bubble rinse Bubbler in front of
BHF bath
3 min
11.6 RCA2 RCA 2 bath 10 min
11.7 Quickdump Quickdump bath in
front of RCA 1
3 min Turn off heater for
RCA 1 and RCA 2
11.8 HF 5 % HF bath 30 s
11.9 Rinse Water bath in front of
HF bath
20 s
11.10 Rinse 2 Bubbler in front of
BHF bath
5 min
11.11 Spin dry Spin dryer at RCA
bench
12 Etch access to bottom
electrode
Figure h
12.1 Spin on photoresist Spin track 1.5 µm with HMDS
(Mir 701 positive re-
sist)
12.2 Exposure KS Aligner 23 s @ 7 mW/cm2,
hard contact
Mask: Access to
bottom electrode (e.g.
page 205). Align to
cavity mask through
silicon partially trans-
parent plate.
12.3 Development TMAH UV developer PEB 110C 60s + 60s
puddle develop
12.4 Inspection Optical microscope Check for errors in
lithography
Errors with MISSING
resist are most severe!
12.5 Silicon etch DRIE Pegasus SOI recipe, Time: 40 s,
Temp: 20 ◦C
Visually check color to
confirm that the oxide
has been reached.
12.6 Oxide etch AOE Recipe: SiO2_res,
Time: 4x2 min
Let AOE cool to
0-1 ◦C before etching.
Visually check color
in openings after
etch to confirm that
the silicon has been
reached. Alignment
marks should be auto-
matically transferred
to the silicon.
12.7 Strip photoresist Plasma asher 2 O2/N2: 240/70
ml/min, 1000 W, 45
min.
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13 Metallization Figure i
13.1 Deposit Ti/Al Alcatel Ti thickness: 20nm, Al
thickness: 400nm
14 Top electrode etch Figure j
14.1 Spin on photoresist Spin track 1.5 µm with HMDS
(Mir 701 positive re-
sist)
14.2 Exposure KS Aligner 23 s @ 7 mW/cm2,
hard contact
Mask: Top electrode
(e.g. page 206). Align
to cavity mask through
silicon partially trans-
parent plate.
14.3 Development TMAH UV developer PEB 110C 60s + 60s
puddle develop
14.4 Inspection Optical microscope Check for errors in
lithography
Errors with resist REM-
NANTS are most se-
vere!
14.5 Ti/Al etch ICP metal Al etch, Time: 80 s,
Temp: 20 ◦C
Visually check that
metal is etched
through.
14.6 Si etch DRIE Pegasus SOI recipe, Time: 40 s,
Temp: 20 ◦C
Visually check color to
confirm that the oxide
has been reached
14.7 Strip photoresist Plasma asher 1 O2/N2: 240/70
ml/min, 1000 W, 45
min.
15 Protective resist layer
15.1 Spin on photoresist SSE spinner Recipe:
AZ4562_4inch_10um
Optional step, but if
left out, saw will leave
considerable amount
of dust, which can
potentially short the
device.
16 Dicing
16.1 Dice out arrays Saw Set to program 8, then
use semiautomatic cut.
Align wafer with the
x/y buttons. Press
start/stop two times in
a row to get a single
cut.
16.2 Remove resist Fumehood outside
cleanroom
Acetone bath, IPA
bath/water bath, air
gun
Place individual arrays
in acetone bath until
all resist is gone (leave
it for a few minutes
but make sure arrays
are covered with ace-
tone). Then, transfer
arrays to a water bath
or IPA bath to prevent
the acetone from dry-
ing on the arrays. Fi-
nally, the arrays are
dried with an air gun.
182
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MASK SETA
1st Generation Row-Column Masks
Used for: Fabrication of 2-D row-column CMUT arrays with and without Hann apodiza-
tion having square or circular CMUT cells.
Array sizes (number of arrays): 6+6 (68), 16+16 (56), and 32+32 (12).
Test structures: Exposure marks. Test elements with 1-9 cells, square and circular.
Description: This mask set was used for the first generation of functioning row-column
arrays. It features three different array sizes: 6+6 elements (4 mm×4 mm), 16+16 el-
ements (7 mm×7 mm), and 32+32 elements (12 mm×12 mm). Each array size exists
in four categories: With square and circular CMUT cells, both types existing with and
without integrated Hann apodization. For the 6+6 arrays, there are 17 arrays in each of
the four categories. For the 16+16 and 32+32, the numbers are 14 and 3, respectively.
The mask set was used in papers A, B, E, F, G, and I.
The following page shows a wafer-scale overview of all masks on top of each other.
The subsequent pages show a selection of the different structures in each mask. Mask 6
is identical to mask 5, except that the electrodes are shorted. By omitting mask 2 in the
fabrication, this enables the fabrication of arrays with one common bottom electrode/top
electrode. Mask 3 is for etching away the bonded silicon plate on top of the alignment
mark, such that accurate alignment can be performed with the subsequent masks.
Parameter Value Unit
Array
Element pitch 300 µm
Element width 288 µm
CMUT cell
Cell side length (square) 65 µm
Cell diameter (circular) 72 µm
Distance between circular cells 20 µm
Distance between square cells 25 µm
Max. number of cells along element width 3 -
185
186 Mask Set A. 1st Generation Row-Column Masks
A.1 Mask Overview
Test structure
6+6 array
16+16 array
Non-apodized arrays Apodized arrays
C
ircular cells
S
quare cells
Alignment 
mark
32+32 array
A.2. Mask 1: Cavities 187
A.2 Mask 1: Cavities
32+32 array (circular cells, apodized) Alignment mark
Test structure 
(small elements)
Objects are not to scale
6+6 array
(circular cells, 
not apodized)
16+16 array
(square cells,
not apodized)
188 Mask Set A. 1st Generation Row-Column Masks
A.3 Mask 2: Bottom Electrodes
32+32 array (circular cells, apodized) Alignment mark
Test structure 
(small elements)
Objects are not to scale
6+6 array
(circular cells, 
not apodized)
16+16 array
(square cells,
not apodized)
A.4. Mask 3: Open to Alignment Marks 189
A.4 Mask 3: Open to Alignment Marks
Opening for alignment marks
Wafer perimeter
190 Mask Set A. 1st Generation Row-Column Masks
A.5 Mask 4: Access to Bottom Electrode
32+32 array (circular cells, apodized) Alignment mark
Test structure 
(small elements)
Objects are not to scale
6+6 array
(circular cells, 
not apodized)
16+16 array
(square cells,
not apodized)
A.6. Mask 5: Top Electrodes 191
A.6 Mask 5: Top Electrodes
32+32 array (circular cells, apodized) Alignment mark
Test structure 
(small elements)
Objects are not to scale
6+6 array
(circular cells, 
not apodized)
16+16 array
(square cells,
not apodized)
192 Mask Set A. 1st Generation Row-Column Masks
A.7 Mask 6: Top Electrodes (Short Circuit)
32+32 array (circular cells, apodized) Alignment mark
Test structure 
(small elements)
Objects are not to scale
6+6 array
(circular cells, 
not apodized)
16+16 array
(square cells,
not apodized)
MASK SETB
2nd Generation Row-Column Masks
Used for: Fabrication of 2-D row-column CMUT arrays with roll-off apodization.
Array sizes (number of arrays): 62+62 and 4 apodization elements (6).
Test structures: Exposure marks. Oxide breakdown test element with electrodes in
different sizes. Test elements with 1-16 cells. Test elements with the same size as the
actual line elements: With apodization, without apodization, and without cavities.
Description: This mask set was used for the second generation of functioning row-
column arrays. These arrays have the roll-off apodization. It features six arrays with
62+62 elements and four apodization region electrodes. The total size of an array is
26.3 mm×26.3 mm. The mask set was used in papers K and L.
The following pages gives an overview of the mask set by first showing a wafer-scale
overview of all masks on top of each other. The subsequent pages show the different
structures in each of the five masks. Note that compared to mask set A, the alignment
mark opening mask has been removed, since this is now incorporated in mask 3. Also, an
extra mask (mask 4) has been added to make contact pads with a different thickness than
the top electrode.
Parameter Value Unit
Array
Element pitch 270 µm
Element width 265 µm
CMUT cell
Cell side length (square) 60 µm
Distance between cells 5 µm
Max. number of cells along element width 4 -
193
194 Mask Set B. 2nd Generation Row-Column Masks
B.1 Mask Overview
Test structure
(small elements)
Alignment 
mark
62+62 array
Test structure
(oxide breakdown)
Test structure
(full-size 
element)
B.2. Mask 1: Cavities 195
B.2 Mask 1: Cavities
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
196 Mask Set B. 2nd Generation Row-Column Masks
B.3 Mask 2: Bottom Electrodes
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
B.4. Mask 3: Access to Bottom Electrode 197
B.4 Mask 3: Access to Bottom Electrode
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
198 Mask Set B. 2nd Generation Row-Column Masks
B.5 Mask 4: Contact Pads
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
B.6. Mask 5: Top Electrodes 199
B.6 Mask 5: Top Electrodes
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
200
MASK SETC
3rd Generation Row-Column Masks
Used for: LOCOS fabrication of 2-D row-column CMUT arrays with roll-off apodization.
Array sizes (number of arrays): 62+62 and 4 apodization elements (6).
Test structures: Exposure marks. Oxide breakdown test element with electrodes in
different sizes. Test elements with 1-16 cells. Test elements with the same size as the
actual line elements: With apodization, without apodization, and without cavities. Area
with partially covered, partially exposed cavities.
Description: This mask set was used for the third generation of functioning row-column
arrays. The mask set is identical to mask set B, but the size of the cavities and the electrode
size has been adjusted slightly to accommodate the LOCOS fabrication process. The
mask for the contact pads have been removed, since this fabrication process uses only one
thickness of the aluminium layer. Furthermore, the alignment marks have been adjusted
to improve alignment through the thin silicon membrane. Finally, a new test structure has
been added. The mask set features six arrays with 62+62 elements and four apodization
region electrodes. The total size of an array is 26.3 mm×26.3 mm. The mask set was
used for fabrication of the row-column probe.
Parameter Value Unit
Array
Element pitch 270 µm
Element width 267.5 µm
CMUT cell
Cell side length on mask (square) 56 µm
Distance between cells on mask 7 µm
Max. number of cells along element width 4 -
201
202 Mask Set C. 3rd Generation Row-Column Masks
C.1 Mask Overview
Testvstructure
(smallvelements)
Alignmentv
mark
62+62varray
Testvstructure
(oxidevbreakdown)
Testvstructure
(full-sizev
element)
Testvstructure
(exposedv
cavities)
C.2. Mask 1: Cavities 203
C.2 Mask 1: Cavities
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
204 Mask Set C. 3rd Generation Row-Column Masks
C.3 Mask 2: Bottom Electrodes
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
C.4. Mask 3: Access to Bottom Electrode 205
C.4 Mask 3: Access to Bottom Electrode
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
206 Mask Set C. 3rd Generation Row-Column Masks
C.5 Mask 4: Top Electrodes
62+62 array Alignment mark
Test structure 
(oxide breakdown)
Test structure (full-size elements) Test structure 
(small elements)
Objects are not to scale
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Abstract
Traditionally, CMUTs are modelled using the isotropic plate equation and this
leads to deviations between analytical calculations and FEM simulations. In this paper,
the deflection profile and material parameters are calculated using the anisotropic
plate equation. It is shown that the anisotropic cal- culations match perfectly with
FEM while an isotropic approach causes up to 10% deviations in deflection profile.
Furthermore, we show how commonly used analytic modelling methods such as
static calculations of the pull-in voltage and dynamic modelling through an equivalent
circuit representation can be adjusted to include the correct anisotropic behaviour by
using an effective flexural rigidity. The anisotropic caluclations are also compared to
experimental data from actual CMUTs showing an error of maximum 3%.
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Abstract—Traditionally, CMUTs are modelled using the
isotropic plate equation and this leads to deviations between
analytical calculations and FEM simulations. In this paper, the
deflection profile and material parameters are calculated using
the anisotropic plate equation. It is shown that the anisotropic cal-
culations match perfectly with FEM while an isotropic approach
causes up to 10% deviations in deflection profile. Furthermore,
we show how commonly used analytic modelling methods such as
static calculations of the pull-in voltage and dynamic modelling
through an equivalent circuit representation can be adjusted to
include the correct anisotropic behaviour by using an effective
flexural rigidity. The anisotropic caluclations are also compared
to experimental data from actual CMUTs showing an error of
maximum 3%.
I. INTRODUCTION
Capacitive micromachined ultrasonic transducers (CMUT)
are a promising alternative to piezoelectric transducers and
receive considerable attention due to their advantages such
as wider bandwidth, higher sensitivity, ease of array fabri-
cation and integration [1], [2]. Analytical and finite element
calculations are important for efficient design of CMUTs and
much has been put into modelling the behavior of the CMUT
using mostly lumped element calculations [1] or finite element
modelling [3]. Currently, the analytical approach to modelling
the CMUT is based on the isotropic plate equation from which
the deflection profile w(x, y) can be obtained.
With the fusion bonding fabrication technology [4], the plate
usually consists of crystalline silicon which is an anisotropic
material. This leads to differences between analytical deflec-
tion profiles calculated with the isotropic plate equation and
deflection profiles calculated by finite element programs that
uses the correct anisotropic approach.
In this paper, the performance of CMUTs will be ana-
lytically calculated using the correct anisotropic approach.
Utilising the anisotropic plate equation with fixed boundary
conditions, the exact solution for the deflection profile can be
obtained. The anisotropic solution is compared to the isotropic
solution and FEM simulations. By combining the isotropic
and anisotropic deflection profiles an effective flexural rigidity
can be found. Using this, the pull in condition is found
for a generalised case through energy considerations and the
resonance frequency is found by lumped element modelling
and compared to measurements. The objective is thus to show
that using the anisotropic plate equation gives results matching
FEM simulations and to demonstrate how this can easily be
implemented into commonly used methods for calculating the
performance of CMUTs.
II. THE ISOTROPIC PLATE EQUATION
In some cases, the CMUT devices have a thin plate made
of an isotropic material, such as silicon nitride, and the
static deflection profile, w(x, y), is calculated by solving the
isotropic plate equation [5]
∂4w
∂x4
+ 2
∂4w
∂x2∂y2
+
∂4w
∂y4
=
p
Di
(1)
where p is the applied pressure difference across the plate and
the flexural rigidity is given by
Di =
E
12 (1− ν2)h
3 (2)
where E is the Young’s modulus, ν is the Poisson’s ratio,
and h is the thickness of the plate. The plate equation is then
solved using appropriate boundary conditions.
The plate material, however, is not always isotropic. Crys-
talline silicon is an anisotropic material with a diamond cubic
crystal structure. For plates made on silicon (111) substrates,
Young’s modulus and Poisson’s ratio are constant and the
isotropic plate equation can be used. However, for other silicon
substrates, such as silicon (001) and silicon (011), Young’s
modulus and Poisson’s ratio are strongly anisotropic, and (1)
and (2) are therefore no longer valid.
III. THE ANISOTROPIC PLATE EQUATION
The differential equation for the deflection, w(x, y), of a
thin, anisotropic plate exposed to a uniform load p is [6]
∂4w
∂x4
+ k1
∂4w
∂x3∂y
+ k2
∂4w
∂x2∂y2
+ k3
∂4w
∂x∂y3
+ k4
∂4w
∂y4
=
p
Dh
(3)
where
k1 =
4cˆ16
cˆ11
k2 =
2(cˆ12+2cˆ66)
cˆ11
k3 =
4cˆ26
cˆ11
k4 =
cˆ22
cˆ11
Dh =
1
12h
3cˆ11
(4)
and cˆpq are the elements of the reduced stiffness tensor
in the plate coordinate system (using the engineering strain
convention) given by [6]
cˆpq = c
′
pq −
c′p3c
′
3q
c′33
(5)
Here, c′ij are the elements of the stiffness tensor in the plate
coordinate system.
By aligning the plate coordinate system to the crystal-
lographic coordinate system the expressions in (4) can be
TABLE I
ROOM TEMPERATURE (300K) STIFFNESS COEFFICIENTS FOR
CRYSTALLINE SILICON [7].
c11 c12 c44
165.6 GPa 63.9 GPa 79.5 GPa
Fig. 1. Cross sectional view of CMUT cell with applied voltage.
expressed through the stiffness coefficients of silicon shown
in Table I [7].
For a thin circular plate on a (100) substrate, we obtain
k1 = k3 = 0 (6)
k2 =
2c12
c11 + c12
+
4c11c44
c211 − c212
= 2.81 (7)
k4 = 1 (8)
Dh =
1
12
(
c11 − c
2
12
c11
)
h3 = 11.75 GPa · h3 (9)
The solution to (3) for a circular plate of radius a fixed at
the boundary is easily obtained using polar coordinates. The
deflection at a point a distance r from the center is given by
[5]
w(r) = w0
(
1−
( r
a
)2)2
(10)
This equation is similar to the deflection profile for the
isotropic case, however, the center deflections are different
w0,isotropic =
1
64
a4p
Di
(11)
w0,anisotropic =
1
8 (3 + k2 + 3k4)
a4p
Dh
(12)
Fig. 1 shows a cross sectional view of a CMUT cell with an
applied voltage with parameters shown.
By equating (11) and (12) and isolating Di it is possible to
find an effective flexural rigidity
Deff =
3 + k2 + 3k4
8
Dh (13)
This can be used to change from the isotropic equation to
the anisotropic equation in commonly used analytical models
of CMUTs. Examples of this will be shown in the following
sections.
Fig. 2 shows the normalised deflection profiles, using (10)
to (12), of a CMUT exposed to a pressure difference. Using
Young’s modulus and Poisson’s ratio along the [100] direction
(E100=130 GPa, ν100=0.278) gives the solid green curve and
using Young’s modulus and Poisson’s ratio along the [110]
direction (E110=169 GPa, ν110=0.062) gives the dashed blue
curve. The anisotropic solution is shown as a dotted red curve
Fig. 2. Normalised deflection profile of a thin circular plate of silicon (001)
as calculated by (10), (12), (11) and FEM.The anisotropic profile is on top
of the FEM simulations.
and is on top of the FEM simulation shown for comparison.
The FEM simulations were performed in COMSOL 4.2a
using the full anisotropic stiffness tensor. Excellent agreement
between the anisotropic solution and the finite element calcu-
lation is seen. The figure also shows that Young’s modulus and
Poisson’s ratio corresponding to [100] or [110] directions leads
to errors in the center deflection of around 10%. To reduce this
error, it is common practice to use mean values of Young’s
modulus and Poission’s ratio (Eave=148 GPa, νave=0.177)
which decreases the error to around 1.5%. However, using the
anisotropic approach gives the exact result. The error between
the anisotropic calculation and FEM is less than 0.3%.
IV. ANALYTICAL MODELLING
As mentioned previously, the behavior of CMUTs are in
most cases modelled using lumped element analysis or finite
element analysis. In the following, an analytical model for
CMUTs based on energy and force considerations will be
presented. By investigating the energies of the system it is
possible to estimate pull-in voltage and distance [8]. This ap-
proach also applies when using the anisotropic plate equation
and an example will be given in the end of the section.
The total potential energy of the plate, Ut, has three terms
Ut = Up + Ue + Us (14)
where Up is the energy associated with pressure, Ue is the
electrostatic energy due to the capacitor and Us is the strain
energy stored in the deflected plate. Equation (10) is the solu-
tion to the plate equation when a uniform pressure is applied.
The electrostatic pressure is not uniform but as observed by
[8] it is a very good approximation.
The energy contribution from the pressure difference is
calculated as the work performed (i.e. force times length, here
pressure times area times length) when deflecting the plate
Up = −
∫ a
0
2piprwdr = −1
3
a2ppiw0 (15)
The electrostatic energy for an applied voltage V is given
by
Ue = −1
2
CtV
2 (16)
where the total capacitance Ct is given from the capacitance
of the plate Cpl and of the insulating oxide Cox
The potential energy associated with the plate acting as a
spring is given by
Us =
1
2
Deff
∫ a
0
(
∂r (r∂rw)
r
)2
2pir dr =
32Deffpiw
2
0
3a2
(17)
The flexural rigidity appears in this equation, making it pos-
sible to switch between isotropic and anisotropic cases.
By taking the derivative of the total potential energy with
respect to the center deflection, the total equivalent force on
the center of the plate can be found
Ft = − ∂Ut
∂w0
=
1
3
a2ppi − 64Deffpiw0
3a2
+
C0C
2
ox
√
gV 2
(√
gw0 +
√
w0 (−g + w0)ArcTanh
[√
w0
g
])
4 (g − w0)w20
(
Cox + C0
√
g
w0
ArcTanh
[√
w0
g
])
2
(18)
where g is the gap distance. The stable position of the plate
is found when Ft = 0. Thus, this equation can in principle
be solved numerically to obtain the center deflection w0 for a
given design (C0, g, a, Deff ) and operating conditions (V and
p).
V. PULL IN VOLTAGE
To simplify the calculation, we normalise by using the
following expressions
x00 =
pa4
64gDeff
, x0 =
g
w0
, kox =
C0
Cox
, V 2A = V
2 3a
2C0
256Deffg2pi
(19)
x00 is the normalised deflection due to the external pressure,
x0 is the normalised center deflection, kox is the ratio of
capacitances at zero voltage and VA is the normalised applied
voltage. This way (18) becomes
Ftn = −x0 + x00−
V 2A
(√
x0 + (−1 + x0)ArcTanh
[√
x0
])
(−1 + x0)√x0
(√
x0 + koxArcTanh
[√
x0
])
2
(20)
The pull in voltage VPI and the pull in point xPI of the
CMUT cell can be found from the expression of the force
as ∂Ftn/∂x0 = 0 and Ftn = 0 apply. By isolating VA in the
first equation and substituting this result into the second, xPI
can be obtained and then afterwards VPI.
For the special case where both the oxide thickness and
the applied pressure is zero, the pull in distance becomes
xPI = 0.46. For a parallel plate capacitor, this distance is
TABLE II
PULL IN VOLTAGES AND RESONANCE FREQUENCIES FOR THE SPECIAL
CASE OF ZERO APPLIED PRESSURE AND ZERO OXIDE THICKNESS.
VPI ω0 (0 V)
Anisotropic 179 V 9.6 MHz
Isotropic [001] 172 V 9.1 MHz
Isotropic [011] 188 V 10.0 MHZ
Isotropic average 179 V 9.5 MHz
xPI,parallel = 1/3. With the corrected pull in distance, the
pull in voltage becomes
VPI =
√
89.4459Deffg
2
a2C0
(21)
To compare calculations using the isotropic and anisotropic
approaches, the pull in voltage for the special case (21) is
found and shown in Table II. The calculation is performed
with a = 20 µm, h = 1 µm and g = 0.5 µm. A difference
of more than 10 V is observed so using different parameters
for the calculations can make a considerable difference in the
expected pull in voltage. Using the average values for Young’s
modulus and Poisson’s ratio gives a result close to the correct
anisotropic result.
VI. RESONANCE FREQUENCY
When modelling the dynamic behaviour of transducers, such
as CMUTs, it is common practice to set up a lumped parameter
equivalent circuit representation [9], [10], [11], [1]. Using the
center displacement of the CMUT plate, w0, and the equivalent
charge on the plate, Q, as state variables, the state equations
of the system are given by (18) and the three relations V =
Q/Ct, i = dQ/dt and v = dw0/dt. The system can then be
linearized around a bias point (w0,b, Qb) by using the Jacobian
of the system [11], [9], [10][
dV
dFt
]
=
 ∂V∂Q
∣∣∣
w0,b,Qb
∂V
∂w0
∣∣∣
w0,b,Qb
∂Ft
∂Q
∣∣∣
w0,b,Qb
∂Ft
∂w0
∣∣∣
w0,b,Qb
[ dQ
dw0
]
(22)
The linearized system can then be transformed into the
complex frequency domain by Lapace transform. Denoting the
matrix in (22) as A, we get the following in the frequency
domain[
dV
dFt
]
= A
[
dQ
dw0
]
= A
[
1
sdi
1
sdv
]
= B
[
di
dv
]
(23)
The lumped system components, the transformer factor and
the coupling coefficient of the transducer can then easily be
extracted from the matrix B [11]. The effective mass of the
plate is attached to the terminals of the mechanical domain
to complete the equivalent circuit as shown in Fig. 3, where
k∗ is the spring constant including spring softening. The
effective mass is found through the relation meff = keff/ω20 ,
where keff = ∂2Us/∂w20 and ω0 is the fundamental resonance
frequency of the plate. The effect on the resonance frequency
of using different flexural rigidities is demonstrated in Table
II. Note that the velocity of the system in this calculation is
Fig. 3. Equivalent circuit diagram for a CMUT.
the velocity of the center of the plate. For correct coupling
to the acoustic domain, a second transformer relation should
be added to the equivalent circuit [9], [10]. Only the coupling
between the electric and the mechanical domain is shown here
for simplicity.
In such an equivalent circuit, the full anisotropic behaviour
of the silicon plate is described by simply using the effective
flexural rigidity as given in (13). This demonstrates that ex-
isting CMUT models can easily be accommodated to include
the actual behaviour of single crystalline silicon plates.
VII. COMPARISON WITH MEASUREMENTS
To see how well the analytical model describes the behavior
of CMUTs, measurements have been performed on fabricated
devices. The impedance was measured with a HP 8752A
network analyzer for varying bias voltages and the resonance
frequency was found from the phase. The measurements were
performed on two types of devices, half of them meant for
phased array imaging with a frequency of 2.6 MHz (a =
24.5 µm, h = 1.5 µm, g = 0.37 µm and tox = 0.21 µm)
and the others for linear array imaging with a frequency of
5 MHz (a = 24.5 µm, h = 1.77 µm, g = 0.29 µm and
tox = 0.21 µm). Fig. 4 shows the resonance frequency as
a function of applied voltage calculated for our two types
of devices (red and green curve, circles). The corresponding
analytical calculations are shown for comparison (blue and
black curves, diamonds). Phased array device has solid curves
and linear array device has dashed curves. The model is seen
to match well with the measurements. The calculated values
for the linear array device (dashed curves) has an average
deviation from the measurements of 3% ± 0.7 while for the
phased array device (solid curves) it is only 2% ± 0.4. The
deviation can be explained by the metal electrode layer on
top of the membrane causing a change in effective mass
and flexural rigidity which is not included in the analytical
calculations.
VIII. CONCLUSION
We have here demonstrated how wafer bonded CMUTs can
be analytically modelled using the full anisotropic properties
of single crystalline silicon. Using this approach, the analytic
plate deflection profile shows excellent correspondence with
FEM calculations. We have used a circular CMUT as an
example to show how the anisotropic behaviour is easily incor-
porated into both static modelling of the pull-in voltage and
dynamic equivalent circuit modelling by simply introducing
an effective flexural rigidity. Using the anisotropic equivalent
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Fig. 4. Resonance frequency vs. applied voltage for measurement on two
different devices and corresponding analytical curves.
circuit model, the resonance frequency as a function of bias
voltage has been compared to measurements on wafer bonded
CMUTs in order to evaluate the accuracy of the model.
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Abstract
The conventional method of modeling CMUTs use the isotropic plate equation
to calculate the deflection, leading to deviations from FEM simulations including
anisotropic effects of around 10 % in center deflection. In this paper, the deflection
is found for square plates using the full anisotropic plate equation and the Galerkin
method. Utilizing the symmetry of the silicon crystal, a compact and accurate
expression for the deflection can be obtained. The deviation from FEM in center
deflection is <0.1 %. The deflection was measured on fabricated CMUTs using a white
light interferometer. Fitting the anisotropic calculated deflection to the measurement
a deviation of 0.5-1.5 % is seen for the fitted values. Finally it was also measured how
the device behaved under increasing bias voltage and it is observed that the model
including anisotropic effects is within the uncertainty interval of the measurements.
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Abstract—The conventional method of modeling CMUTs use
the isotropic plate equation to calculate the deflection, leading to
deviations from FEM simulations including anisotropic effects of
around 10% in center deflection. In this paper, the deflection is
found for square plates using the full anisotropic plate equation
and the Galerkin method. Utilizing the symmetry of the silicon
crystal, a compact and accurate expression for the deflection can
be obtained. The deviation from FEM in center deflection is
<0.1%. The deflection was measured on fabricated CMUTs using
a white light interferometer. Fitting the anisotropic calculated
deflection to the measurement a deviation of 0.5-1.5% is seen for
the fitted values. Finally it was also measured how the device
behaved under increasing bias voltage and it is observed that
the model including anisotropic effects is within the uncertainty
interval of the measurements.
I. INTRODUCTION
Precise modeling of capacitive micromachined ultrasonic
transducers (CMUT) is important for an efficient design pro-
cess. The deflection w(x,y) is an important parameter that
influences several basic CMUT parameters such as pull-in volt-
age and capacitance. Most existing analytical approaches use
the isotropic plate equation to calculate the deflection [1], [2].
However, when using fusion bonding fabrication technology
the plate usually consists of crystalline silicon, which is an
anisotropic material. The isotropic approach is then invalidated
and this results in deviations in the deflection compared to
finite element modeling (FEM) and measurements. Therefore,
to get precise modeling of these CMUTs the anisotropy of
silicon needs to be taken into account.
For circular plates a simple and exact solution for the
deflection exists, but this is not the case for square plates.
Existing solutions for the deflection of square plates is based on
series expansions with either trigonometric [3] or polynomial
basis functions [4]. None of these, however, take the anisotropy
of the plate into account.
Previously a model was made for calculating the deflection
for an anisotropic plate with circular geometry [5], and in
this paper the model is expanded to include square plates as
well. The approach used to solve the full anisotropic plate
equation is the Galerkin method [6]. Utilizing the symmetry
of the silicon crystal, a compact and accurate approximation
of the deflection can be obtained. The calculated deflection
is compared to the solution for corresponding isotropic cases,
a finite element model (FEM) and measurements performed
on fabricated devices. Furthermore, the calculated deflection
is used to find the stable position of the CMUT plate for a
given bias voltage. Equivalent measurements are performed as
well and the theory is compared to these.
II. THE ISOTROPIC PLATE EQUATION
Conventionally the deflection w(x,y) of a CMUT with a
thin plate is modeled using the isotropic plate equation [3]
∂4w
∂x4
+2
∂4w
∂x2∂y2
+
∂4w
∂y4
=
p
Di
, (1)
where p is the applied pressure difference across the plate. The
flexural rigidity is given by
Di =
E
12(1−ν2)h
3 (2)
with E being Young’s modulus, ν being Poisson’s ratio, and h
being the thickness of the plate. For clamped rectangular and
square plates no simple exact solution exists to this equation
and approximate methods have to be used. The traditional
isotropic approach is based on a series expansion of the
deflection and the center deflection for a thin clamped square
plate having side length 2L is [3]
w0,isotropic = 0.020245
L4p
Di
. (3)
However, the plate material is often not isotropic and (1) and
(2) are therefore no longer valid. Using the fusion bonding fab-
rication technique the plate usually consist of silicon which is
an anisotropic material with a diamond cubic crystal structure.
Having a silicon (001) substrate, which are most often used,
Young’s modulus and Poisson’s ratio are strongly anisotropic,
and this leads to inaccurate deflection expressions.
III. ANISOTROPIC PLATE EQUATION
To be able to take the anisotropy of the plate into account
and avoid the inaccuracy from isotropic modeling, the stiffness
of the plate needs to be described through the stiffness matrix
of the material instead of Young’s modulus and Poisson’s ratio.
The starting point is the relation between stress and strain [7]
σc = ccεc, or εc = scσc. (4)
Here superscript c denotes the crystallographic coordinate
system, so cc is the stiffness matrix and sc = (cc)−1 the
compliance matrix in this coordinate system. Having a thin
plate the stresses in the z direction can be ignored and plane1
TABLE I. ROOM TEMPERATURE (300K) COMPLIANCE COEFFICIENTS
FOR LOW DOPED N-TYPE CRYSTALLINE SILICON [8].
sc11 s
c
12 s
c
44
7.69×10−12 Pa−1 −2.14×10−12 Pa−1 12.58×10−12 Pa−1
stress assumed. The relation between strain and stress then
becomes( ε1
ε2
ε6
)
=
( s11 s12 s16
s12 s22 s26
s16 s26 s66
)( σ1
σ2
σ6
)
= Seff
( σ1
σ2
σ6
)
(5)
and we can define an effective stiffness matrix, Ceff = (Seff)−1.
For silicon the effective compliance matrix becomes
Sceff =
( sc11 sc12 0
sc12 s
c
11 0
0 0 sc44
)
. (6)
The compliance elements in this matrix are known from
measurements and shown in Table I [8]. It is noted that the
elements in (6) are known in the crystallographic coordinate
system. An equation describing plate deflection on the other
hand is valid in the plate coordinate system which is not nec-
essarily the same. To illustrate this further the crystallographic
and the plate coordinate systems can be seen in Fig. 1. The
solid coordinate system aligned to the 〈100〉 directions is where
the compliance values for silicon are known and the dashed
system shows the rotated coordinate system for the plate where
the compliance values needs to be calculated. Having silicon as
plate material and performing standard cleanroom fabrication,
the plate will usually be on a (001) substrate and aligned to
the primary wafer flat. Flat alignment is to the 〈110〉 direction
and the plate coordinate system will be rotated ψ = 45◦ and
a transformation of the compliance matrix between the two
coordinate systems is needed. The resulting effective stiffness
matrix for the present case becomes (taking the inverse of the
transformed compliance matrix) [9]
CeffSi(001),[110] =
1
sc44
+ 12(sc11+s
c
12)
1
2(sc11+s
c
12)
− 1sc44 0
1
2(sc11+s
c
12)
− 1sc44
1
sc44
+ 12(sc11+s
c
12)
0
0 0 12sc11−2sc12
 . (7)
It is seen that the stiffness matrix now has an orthotropic
symmetry.
Now having the effective stiffness matrix the generalized
plate equation can be used. This is a differential equation for
the deflection, w(x,y), of a thin anisotropic plate exposed to a
uniform load p given by [10], [9]
∂4w
∂x4
+ k1
∂4w
∂x3∂y
+ k2
∂4w
∂x2∂y2
+ k3
∂4w
∂x∂y3
+ k4
∂4w
∂y4
=
p
Da
. (8)
The plate coefficients k1-k4 and the anisotropic flexural rigidity,
Da, depend on the elastic constants of the plate material
k1 =
4Ceff13
Ceff11
k2 =
2(Ceff12+2C
eff
33 )
Ceff11
k3 =
4Ceff23
Ceff11
k4 =
Ceff22
Ceff11
Da = 112h
3Ceff11
(9)
where Ceffpq are elements in the effective stiffness matrix. Notice
that the stiffness of the plate is no longer expressed through
Fig. 1. The two coordinate systems, solid lines are the crystallographic system
aligned to the 〈100〉 direction and the dashed lines the plate system aligned
to the 〈110〉 direction.
TABLE II. SELECTED VALUES FOR THE PLATE COEFFICIENTS AND
ANISOTROPIC FLEXURAL RIGIDITY FOR PLATES ON A SILICON (001)
SUBSTRATE [9].
Orientation ψ k1 k2 k3 k4 12Da/h3[GPa]
[100] 0 0 2.8133 0 1 140.96
[110] pi/4 0 1.3241 0 1 169.62
Young’s modulus and Poisson’s ratio but directly through the
stiffness values.
Using the compliance values for silicon in Table I and
inserting the stiffness elements in (7) into (9) it follows that
k1 = k3 = 0 and k4 = 1. Thus, aligning the plate to the primary
flat simplifies the anisotropic plate equation (8) to
∂4w
∂x4
+ k2
∂4w
∂x2∂y2
+
∂4w
∂y4
=
p
Da
. (10)
The same is the case for aligning the plate along the [100]
direction where the inverse of (6) is used instead of (7), giving
the same values for k1, k3 and k4. For these two special
cases the coefficients in the plate equation are summarized
in Table II.
IV. SOLVING THE PLATE EQUATION
Having a rectangular or square plate makes analytical
deflection calculations complicated and approximate methods
must be used to solve the generalized plate equation. With
the anisotropic approach the Galerkin method [6] can be used
to find approximate expressions for the deflection of a thin
anisotropic square plate. In the most common case for CMUTs
the plate is fabricated on a silicon (001) substrate and aligned
to the [110] direction. For this orthotropic square plate with
sidelengths 2L the relative deflection is found to [9], [11]
w(x,y)
w0
=
[
1−
( x
L
)2]2 [
1−
( y
L
)2]2
×
[
1+β
( x
L
)2
+β
( y
L
)2]
, (11)
where the plate parameter is defined as
β=
182+143k2
1432+91k2
. (12)
2
The center deflection can be written
w0,Si(001) =
77(1432+91k2)
256(16220+11k2(329+13k2))
L4p
Da
. (13)
Eqn. (11)-(13) are also valid when the plate is aligned to the
[100] direction on a silicon (001) substrate. Note that the center
deflection depends only on the k2 coefficient. For primary flat
alignment it is found by inserting k2 into (12) that β= 0.23920.
This results in a normalized deflection surface for the plate
aligned to the 〈110〉 direction given by
w(x,y)
w0
∣∣∣∣
Si(001),〈110〉
=
[
1− (x/L)2]2 [1− (y/L)2]2 (14)
× [1+0.239207[(x/L)2+(y/L)2]]
and the center deflection becomes
w0|Si(001),〈110〉 = 0.02196
L4p
Da
. (15)
Comparing (3) and (15) it is seen that they are very similar
containing the same parameters but different coefficients and
the anisotropic instead of the isotropic flexural rigidity.
Fig. 2 shows the deflection cross section through y= 0 of
a square plate of silicon (001)
wy=0 = w0
[
1− (x/L)2]2 [1+β(x/L)2] . (16)
The deflection calculated with the anisotropic approach uses
k2 = 1.3241 in (12) and center deflection (15). This is com-
pared to the isotropic approach using k2 = 2 in (12) and center
deflection (3), with Young’s modulus and Poisson’s ratio in
the [100] and [110] directions, and to a finite element (FEM)
simulation made using the full anisotropic compliance matrix
(compliance coefficients from Table I) in COMSOL. The
calculated deflections are normalized to the FEM center de-
flection. Excellent agreement is shown between the anisotropic
curve and FEM with a deviation of less than 0.1 % whereas the
isotropic approach leads to deviations in the center deflection
of around 10 % for both [100] and [110] directions.
V. CMUT APPLICATION
Many important design parameters for CMUTs depend
on the deflection of the plate. By using static analysis it is
possible to find the stable position of the plate when applying
a certain bias voltage. The stable position is easiest expressed
through the center deflection and is the position where the
strain force balance the electrostatic and pressure forces. The
center deflection is found from energy considerations. The total
potential energy of the system consists of three terms:
1) Strain energy. Calculated by integrating the strain energy
density using (5), (7) and (11) and the result is
Us =
1
2
∫ h/2
−h/2
∫ L
−L
∫ L
−L
(σ1ε1+σ2ε2+σ6ε6) dxdydz (17)
Us,Si(001),[110] = 3.91172×1011
h3w20
L2
. (18)
2) Energy due to applied pressure. This is found from the
pressure load on the plate
Up =−
∫ L
−L
∫ L
−L
pw(x,y) dxdy (19)
Up,Si(001),[110] =−1.216pw0L2. (20)
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Fig. 2. Normalized deflection cross section (y= 0) of a square plate of silicon
(001) calculated using both the isotropic approach with Young’s modulus and
Poisson’s ratio in the [100] and [110] directions and the anisotropic approach.
The circles represent the deflection calculated by FEM.
3) Electrostatic energy. Expressed through the charge Q or
applied voltage V , the vacuum permittivity ε0, gap height g
and the total capacitance Ct of the device which for a square
plate is found using a Taylor expansion of the integrant with
the deflection in (11)
Ue = Q2/(2Ct) =
1
2
V 2Ct. (21)
=
1
2
V 2
∫ L
−L
∫ L
−L
ε0
g−w(x,y)dxdy (22)
The total force on the system is then found by differ-
entiating the total potential energy with respect to the center
deflection. From this the stable center position of the plate can
be found for a given applied voltage as the point where the
total force is zero.
VI. COMPARISON TO MEASUREMENTS
CMUTs with square silicon plates have been fabricated
using fusion bonding. The fabricated devices have a 65x65
µm wide and 2.37 µm thick silicon plate with a gap height of
405 nm and a 198 nm thick insulating oxide at the bottom of
the cavity. The deflection was measured with a Sensofar PLu
Neox 3D Optical Profiler using white light interferometry.
Fig. 3 shows a measured cross section of the normalized
deflection for the fabricated device. It is normalized in both
center deflection and distance across the plate to compare the
shape of the measured deflection with the calculated deflection.
The red curve is a fit made to the measurements using the
anisotropic model (16). Both the center deflection and the plate
parameter β is fitted. As it is seen in the figure the fitted value
for β is 0.243 which matches very well, with a deviation of
1.5%, compared to the calculated value of 0.23920 for this type
of plate (silicon (001) substrate aligned to [110] direction). The
center deflection found from the fit has a deviation of 0.5%
compared to the measurement.3
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Fig. 3. Normalized deflection cross section from measurement on a fabricated
CMUT. The red curve is a fit made with (16).
Fig. 4. Measured center deflection for increasing bias voltage together with
theoretical curves using anisotropic and isotropic approaches.
Measurements with a DC voltage applied were also
performed and the results are shown in Fig. 4. Here it is seen
how the center deflection varies with the applied voltage and
how it deflects more when approaching the pull-in voltage
as expected. The center deflection for the measurements is
found as the average of 10 cells. The errorbars corresponds to
plus/minus two standard deviations. A theoretical curve made
from the stable position analysis described in section V is
plotted as well for both anisotropic and isotropic [100] and
[110] approaches. The thickness of the plate is adjusted to
2.48, 2.49 and 2.47 µm respectively with the correction found
by FEM to take the 200 nm Al layer on top of the Si into
account. It is seen that the anisotropic theory matches well
with the measurement as it is within the error margin and the
isotropic curves show similar behavior as in Fig. 2. Also the
pull-in voltage is in good agreement as it was measured to
be 206 V, compared to an expected value of 202 V from the
anisotropic model.
VII. CONCLUSION
Using isotropic plate theory to calculate the deflection of
anisotropic silicon plates results in deviations from FEM or
measurements of up to 10%. The full anisotropic plate equation
was solved using the Galerkin method. It is seen that the
deflection simplifies by utilizing the symmetry of the silicon
crystal and a compact solution is obtained for square CMUT
plates on a (001) silicon substrate aligned to the [110] direc-
tion. The maximum deviation is less than 0.1% compared to
FEM. Furthermore, the deflection was measured on fabricated
devices and fitting the anisotropic calculated deflection to the
measurement a deviation of 0.5-1.5% is observed in the fitted
parameters. The stable position for varying bias voltage was
also found using the anisotropic theory and comparing this to
measurements it is seen that the theory is within the uncertainty
interval of the measurements.
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Abstract
The far field velocity potential and radiation pattern of baffled circular plates
and membranes are found analytically using the full set of modal velocity profiles
derived from the corresponding equation of motion. The derivation is valid for a
plate or membrane subjected to an external excitation force, which is used as a
sound receiver in any medium or as a sound transmitter in a gaseous medium. A
general, concise expression is given for the radiation pattern of any mode of the
membrane and the plate with arbitrary boundary conditions. Specific solutions are
given for the four special cases of a plate with clamped, simply supported, and free
edge boundary conditions as well as for the membrane. For all non-axisymmetric
modes, the velocity potential along the axis of the radiator is found to be strictly
zero. In the long wavelength limit, the radiation pattern of all axisymmetric modes
approaches that of a monopole, while the non-axisymmetric modes exhibit multipole
behavior. Numerical results are also given, demonstrating the implications of having
non-axisymmetric excitation using both a point excitation with varying eccentricity
and a homogeneous excitation acting on half of the circular radiator.
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The far field velocity potential and radiation pattern of baffled circular plates and membranes are 
found analytically using the full set of modal velocity profiles derived from the corresponding 
equation of motion. The derivation is valid for a plate or membrane subjected to an external 
excitation force, which is used as a sound receiver in any medium or as a sound transmitter in a 
gaseous medium. A general, concise expression is given for the radiation pattern of any mode of 
the membrane and the plate with arbitrary boundary conditions. Specific solutions are given 
for the four special cases of a plate with clamped, simply supported, and free edge boundary 
conditions as well as for the membrane. For all non-axisymmetric modes, the velocity potential 
along the axis of the radiator is found to be strictly zero. In the long wavelength limit, the radiation 
pattern of all axisymmetric modes approaches that of a monopole, while the non-axisymmetric 
modes exhibit multipole behavior. Numerical results are also given, demonstrating the implications 
of having non-axisymmetric excitation using both a point excitation with varying eccentricity and 
a homogeneous excitation acting on half of the circular radiator.
I. INTRODUCTION
The sound field from a circular radiator in an infinite
rigid baffle has been subject to intense investigation in the
literature. The piston radiator is a textbook example, and
numerous treatments of this problem can be found in the lit-
erature, with well-known analytical solutions to both the
sound field on-axis and in the far field as well as the radia-
tion impedance.1–4 In the case of circular radiators with non-
uniform velocity profiles, the analysis is more involved, and
several authors have analyzed this problem using polynomial
approximations to represent arbitrary axisymmetric velocity
distributions.5–10 In particular, the specific cases of clamped
plates and membranes have often served as important exam-
ples of circular radiators with non-uniform velocity distribu-
tions. A frequent approach have been to assume velocity
profiles of the form vð.Þ ¼ v0½1 ð.=aÞ2‘, where . is the
radial coordinate, a the radius of the radiator and v0 some
normalization constant.5–8,11 Indeed, the static deflection
profile of a clamped plate or membrane subject to a static
pressure difference is wð.Þ ¼ w0½1 ð.=aÞ2‘, ‘¼ 1 corre-
sponding to the case of a membrane and ‘¼ 2 to the case of
a clamped plate.12 Here, w0 is the center deflection.
However, these profiles are not valid in the dynamic case,
since the equation of motion is altered by the addition of an
inertial term.13
Other authors have applied a more precise approach by
using the axisymmetric eigenmodes to find the on-axis sound
pressure arising from an elastically supported circular
plate,14 the on-axis sound pressure and radiation pattern of a
circular stretched membrane,15 and the radiation pattern for
a circular plate with clamped, simply supported and free
boundary conditions.16 This, however, limits the description
to the case of axisymmetric excitation, where only axisym-
metric modes are relevant.15 In the more general case of an
arbitrary excitation, the non-axisymmetric modes must be
included to provide a complete analysis of the problem.
Such a description has become increasingly relevant, as
sound sources or receivers with nearly ideal plate or mem-
brane behavior are present in numerous applications, e.g., in
microphones, loudspeakers, and ultrasonic transducers
utilizing micromachined elements.17–20 Applications of non-
axisymmetric excitation using a multiple-electrode structure
have been proposed by You et al., who have utilized non-
axisymmetric modes of circular clamped plates to enable
physical steering of the transmitted sound and selective off-
axis sensitivity in receive mode for high-resolution ultra-
sonic imaging.21,22
Alper and Magrab have presented a comprehensive study
of the sound field from a clamped circular plate subjected to
fluid loading and arbitrary excitation using Mindlin-
Timoshenko plate theory and the wave equation for the acous-
tic field.23 While their approach offers means of numerically
calculating the general sound field for both thick and thin
clamped circular plates subject to non-axisymmetric excitation,
the sound field arising from non-axisymmetric modes is, how-
ever, not treated and the analysis only covers clamped plates.
a)Author to whom correspondence should be addressed. Electronic mail:
tlehr@nanotech.dtu.dk
b)Also at: The Center for Individual Nanoparticle Functionality, Technical
University of Denmark, DK-2800 Kgs. Lyngby, Denmark
In this paper, it is shown that the far field radiation pat-
tern of baffled plates and membranes with arbitrary bound-
ary conditions can be solved analytically using the full set
of modal velocity profiles derived from the time dependent
equation of motion using classical plate theory and the
Rayleigh integral. Any velocity distribution of the plate or
membrane, axisymmetric as well as non-axisymmetric, can
then be represented as a series expansion of these modes,
although a single term is sufficient if the radiator is oper-
ated in the proximity of one of its eigenfrequencies. A sin-
gle, concise expression for the far field velocity potential
valid for any eigenmode of either plates or membranes is
derived. The general expression is used to calculate the
radiation pattern in the four special cases of a baffled plate
with clamped, simply supported, and free boundary condi-
tions, as well as in the case of a baffled membrane. It is
shown that, regardless of the boundary conditions, the far
field velocity potential for all non-axisymmetric modes of
both plates and membranes becomes zero on the axis of the
radiator. The long wavelength limit is analyzed in further
detail, demonstrating that the sound radiation in all cases of
axisymmetric modes will resemble the radiation of a
monopole. For the non-axisymmetric modes, the behavior
can be described as a multipole radiation. In general, the
radiation pattern of the non-axisymmetric modes will ex-
hibit a rejection angle with respect to the axis of the radia-
tor in which the sound radiation is negligible. A simple
expression is given for this rejection angle as a function of
the mode number. Last, the effect of non-axisymmetric ex-
citation on the far field behavior is investigated through an
eigenmode expansion using both point excitations with
varying eccentricity and a homogeneous pressure covering
half of the radiator in order to emulate a more realistic
scenario.
The analysis presented in the following is valid for
baffled plates and membranes, where it can be assumed that
the effect of reaction forces due to fluid loading is negligible.
It thus applies in general to the case where the plate or mem-
brane is used as a receiver, while the assumption only holds
for sound transmission in a gaseous medium.
II. THE MODES OF CIRCULAR KIRCHOFF–LOVE
PLATES AND MEMBRANES
The governing equation of motion for dynamic
Kirchoff–Love plates under uniform biaxial in-plane stress r
and external surface pressure pext is given by
13,24
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wþr2Dr2w rhr2w ¼ pext; (1)
where w is the plate deflection normal to the plane of the ra-
diator surface and qp is the mass density of the plate of thick-
ness h and flexural rigidity D ¼ Eh3=½12ð1 2Þ. Here, E
and  are the Young’s modulus and Poisson’s ratio of the
plate material, respectively. Note that the first term in Eq. (1)
accounts for the inertial effects; in the absence of this
term, the equation describes the static case, the solution of
which has been used by others to approximate the velocity
profile.5–8
In the case of a stress-free plate, Eq. (1) reduces to
qph
@2
@t2
wþr2Dr2w ¼ pext: (2)
Note that the pressure on the radiator pext is assumed to be a
purely external pressure, corresponding to the case where
the surface pressure generated by the radiator itself is negli-
gible compared to the pressure exerted on the radiator by
external forces. In this case, the system is fully described by
its eigenmodes, which for the plate are given by the solution
to the homogeneous equivalent of Eq. (2), i.e., for pext¼ 0.
Any external pressure function can then be included by using
the eigenmodes derived in the following as a basis.
Using polar coordinates, it is assumed that the solutions
to the equation of motion can be written as time harmonic,
separable product functions of the form
wð.;/; tÞ ¼ Fð.ÞGð/Þeixt: (3)
Here, F(.) and Gð/Þ are solutions to the resulting set of ordi-
nary differential equations, where . and / are the radial and
angular coordinates, respectively. In the time dependent
part, i ¼ ﬃﬃﬃﬃﬃﬃ1p is the imaginary unit, x the angular fre-
quency, and t the time variable. Using this approach, the
time independent mode functions of a plate with radius a are
given by24
wnmð.;/Þ ¼ Anm Jn

Knm
.
a

þ BnmIn

Knm
.
a
" #
 cos ½nð/þ /0Þ; (4)
where Jn(z) denotes the Bessel function of the first kind,
order n, and In(z) denotes the modified Bessel function of the
first kind, order n. Anm and Bnm are modal constants corre-
sponding to the integer mode numbers n and m. The values
of Bnm are, together with the values of Knm, dictated by the
boundary conditions, while the modal amplitude constants,
Anm, are found as the expansion coefficients corresponding
to the excitation pressure pext. The phase term /0 is the angu-
lar misalignment of the observation point and the mode
pattern.
In the case of a stressed membrane, i.e., a sufficiently
thin plate with large biaxial in-plane stress rh  D=a2, the
plate bending term can be ignored, and Eq. (1) reduces to
qph
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@t2
w rhr2w ¼ pext: (5)
A prerequisite for having a stressed membrane is that the
edges are constrained. Employing a zero deflection boundary
condition at the rim, the time independent mode functions
are given by
wnmð.;/Þ ¼ CnmJn

Knm
.
a

cos ½nð/þ /0Þ; (6)
where Cnm are modal amplitude constants. Once again, the
modal amplitude constants are found as the expansion coeffi-
cients corresponding to the excitation pressure pext. The
values of Knm are dictated by the boundary conditions, and
are in this case simply given by the roots of the Bessel func-
tion of the first kind, order n.
Note that the mode functions of the membrane are iden-
tical to the mode functions of the plate given in Eq. (4), if
Bnm¼ 0. This is exploited in the following section, where a
general expression for the far field velocity potential and di-
rectivity pattern valid for both plates and membranes is
derived. Using this result, the four special cases of plates
with clamped, simply supported, and free edges in addition
to the case of a membrane are covered afterward.
III. THE FAR FIELD VELOCITY POTENTIAL AND
RADIATION PATTERN: GENERAL DERIVATION
The following derivations are carried out using the ve-
locity potential, U, defined through the relation u ¼ rU,
where u is the velocity vector. The pressure is readily found
from the velocity potential as p¼ qa@U/@t, where qa is the
mass density of the acoustic medium, and the velocity is
found from the definition of the velocity potential.1
The steady-state velocity potential at any point in the
half-space above a radiator in an infinite rigid baffle is given
by Rayleigh’s integral25
U ¼ 1
2p
eixt
ð
S
uð.;/Þ e
ikR
R
dS; (7)
where k¼x/c is the wavenumber with the speed of sound
given by c, and dS denotes a differential area element.
uð.;/Þ is the velocity in polar coordinates of the radiator
with radius a. From Fig. 1, it is seen that the distance R to
the observation point P from a point located on the radiator
at ð.;/Þ is given by R2 ¼ .2 þ r2  2.r sin h cos /, where
r is the distance to the observation point P from the center
of the radiator, h is the azimuthal angle, and / is the polar
angle. In the far field, r  a  ., so that R ’ r  .
sin h cos /. In this limit, the velocity potential therefore
becomes
U ’ 1
2pr
eikðctrÞ
ð
S
uð.;/Þeik. sin h cos / dS; (8)
where the time-independent velocity eigenmodes are given
by
uð.;/Þ ¼ ixwð.;/Þ: (9)
In the general case of a plate, the mode functions are
given by Eq. (4). In the case where Bnm¼ 0, Eq. (4)
describes the mode functions of a membrane, and can there-
fore be used as a general expression for the mode functions
of both plates and membranes. The velocity mode functions
are then found by inserting this expression into Eq. (9), and
the far field velocity potential given by Eq. (8) thus becomes
U ¼ ixe
ikðctrÞ
2pr
Anm

ða
0
Jn

Knm
.
a

þ BnmIn

Knm
.
a
" #
I1.d.; (10)
where I1 is the integral
I 1 ¼
ð2p
0
cos ½nð/þ /0Þeik. sin h cos/ d/: (11)
As covered in the Appendix, this integral has the solution
I 1 ¼ 2pin cosðn/0ÞJnðk. sin hÞ: (12)
Hence, the velocity potential becomes
U ¼ ie
ikðctrÞ
2pr
Anmx2pi
n cosðn/0Þ

ða
0
Jn

Knm
.
a

þ BnmIn

Knm
.
a
" #
 Jnðk. sin hÞ. d.: (13)
Performing the substitution .¼ na yields
U ¼ ie
ikðctrÞ
2pr
Anmx2pa
2in cosðn/0Þ I 2 þ BnmI 3½ ; (14)
with
I2 ¼
ð1
0
JnðKnmnÞJnðkan sin hÞn dn (15)
and
I 3 ¼
ð1
0
InðKnmnÞJnðkan sin hÞn dn: (16)
The integrals I2 and I3 are both standard Bessel integrals
with the solutions27
I 2 ¼ JnðKnmÞJn1ðgÞg KnmJn1ðKnmÞJnðgÞ
K2nm  g2
(17)
and
FIG. 1. An illustration of the variables used to determine the velocity poten-
tial in the point P originating from a circular source of radius a.
I 3 ¼  InðKnmÞJn1ðgÞg KnmIn1ðKnmÞJnðgÞ
K2nm þ g2
; (18)
with g ¼ ka sin h. Thus, the far field velocity potential for
any mode of a plate or membrane is
Unm ¼ ie
ikðctrÞ
2pr
Anmx2pa
2Rnmðg;/0Þ; (19)
where
Rnmðg;/0Þ ¼
in cosðn/0Þ
K4nm  g4
½anm þ bnmg2Jn1ðgÞg

½cnm þ dnmg2JnðgÞg: (20)
The constants anm, bnm, cnm, and dnm in Eq. (20) are given by
anm ¼ K2nm½JnðKnmÞ  BnmInðKnmÞ; (21a)
bnm ¼ JnðKnmÞ þ BnmInðKnmÞ; (21b)
cnm ¼ K3nm½Jn1ðKnmÞ  BnmIn1ðKnmÞ; (21c)
dnm ¼ Knm½Jn1ðKnmÞ þ BnmIn1ðKnmÞ; (21d)
where Bnm and Knm are found from the boundary conditions
that applies to the specific case of interest.
The factor in front of Rnmðg;/0Þ in Eq. (19) is identical
to the velocity potential of a monopole of strength
xAnm2pa2 in an infinite rigid baffle. The magnitude of
Rnmðg;/0Þ therefore expresses the radiation pattern for any
mode of a plate or membrane. From Eq. (20), the modal radi-
ation characteristics common to the plate and the membrane
can be deduced. As expected, it is seen that the azimuthal
symmetry of the modes is reflected in the radiation pattern,
such that only the axisymmetric modes corresponding to
n¼ 0 exhibit axisymmetric radiation patterns, since in this
case the term cosðn/0Þ ¼ 1, thus removing the dependency
on the azimuthal angle /0. The resulting expression for
n¼ 0 agrees with the result of Shuyu, who considered the
special case of purely axisymmetric modes of plates.16
Equation (20) furthermore describes all remaining
modes, i.e. the non-axisymmetric modes. It is seen that for
h¼ 0, the velocity potential for all such modes, correspond-
ing to n 1, becomes
Rnmð0;/0Þ ¼ 0; h ¼ 0 n  1; (22)
since g¼ 0 for h¼ 0. Thus, no sound is radiated along the
symmetry axis of the source for all non-axisymmetric modes
of both plates and membranes.
This concludes the general analysis of the far field radia-
tion pattern. In the following, the four specific cases of
clamped, simply supported, and free edges of the plate, as
well as that of a membrane, are considered in detail.
IV. SPECIAL CASES
A. Clamped plate
In the case where the plate is clamped around its cir-
cumference at .¼ a, the displacement and slope at the edge
is zero. Thus, the displacement given by Eq. (4) and its de-
rivative with respect to the radial coordinate . must disap-
pear at .¼ a, resulting in the equations
JnðKnmÞ þ BnmInðKnmÞ ¼ 0; (23)
and
½nJnðKnmÞ  KnmJnþ1ðKnmÞ
þBnm½nInðKnmÞ þ KnmInþ1ðKnmÞ ¼ 0: (24)
From Eq. (23), it is seen that the modal constant Bnm is
Bnm ¼  JnðKnmÞ
InðKnmÞ ; (25)
such that the resulting mode functions for the clamped plate
becomes
wnmð.;/Þ ¼ Anm Jn

Knm
.
a

 JnðKnmÞ
InðKnmÞ In

Knm
.
a
" #
 cos½nð/þ /0Þ:
(26)
From Eqs. (23) and (24), it is seen that the wavenumbers
Knm are solutions to the transcendental equation
Jnþ1ðKnmÞ
Inþ1ðKnmÞ þ
JnðKnmÞ
InðKnmÞ ¼ 0: (27)
The values of the constants anm, bnm, cnm, and dnm in Eq.
(21) become
anm ¼ 2K2nmJnðKnmÞ; (28a)
bnm ¼ 0; (28b)
cnm ¼ K3nm

Jn1ðKnmÞ þ JnðKnmÞ
InðKnmÞ In1ðKnmÞ

; (28c)
dnm ¼ Knm

Jn1ðKnmÞ  JnðKnmÞ
InðKnmÞ In1ðKnmÞ

: (28d)
B. Simply supported plate
In the case where the plate is simply supported at its
circumference at .¼ a, the displacement at the edge is
zero, and no bending moment can be supported. Thus, the
displacement given by Eq. (4) and the expression @2w=@.2
þ =.ð@w=@.Þ must disappear at .¼ a, resulting in the
equations24
JnðKnmÞ þ BnmInðKnmÞ ¼ 0; (29)
and
½nðn 1Þð1 Þ K2nmJnðKnmÞ þ Knmð1 ÞJnþ1ðKnmÞ
þBnmf½nðn 1Þð1 Þ þK2nmInðKnmÞ
Knmð1 ÞInþ1ðKnmÞg ¼ 0: (30)
It is readily seen from Eq. (29) that the value of Bnm is identi-
cal to Eq. (25), such that the mode functions for the simply
supported plate is given by the mode functions for the
clamped plate in Eq. (26). However, the wavenumber equa-
tion is different, and is from Eqs. (29) and (30) seen to be
Jnþ1ðKnmÞ
JnðKnmÞ þ
Inþ1ðKnmÞ
InðKnmÞ ¼
2Knm
1  : (31)
Since the expression for Bnm is shared by the two cases of a
clamped and a simply supported plate, the expressions for
the constants anm, bnm, cnm, and dnm are also identical. Thus,
the expressions reported in Eq. (28) also applies to the pres-
ent case.
C. Plate with free edges
If the plate is free to move at the rim, the bending
moment and shear force at .¼ a must vanish. Hence, the
boundary conditions become26
½nðn 1Þð1 Þ K2nmJnðKnmÞ þKnmð1 ÞJnþ1ðKnmÞ
þBnmf½nðn 1Þð1 Þ þK2nmInðKnmÞ
Knmð1 ÞInþ1ðKnmÞg ¼ 0
(32)
and
Bnmfn½K2nm þ nðn 1Þð1 ÞInðKnmÞ
þKnm½n2ð1 Þ  K2nmInþ1ðKnmÞg
þ n½K2nm þ nðn 1Þð1 ÞJnðKnmÞ
Knm½n2ð1 Þ þ K2nmJnþ1ðKnmÞ ¼ 0: (33)
From Eq. (32), the value of Bnm can be extracted, resulting
in
Bnm ¼  c1JnðKnmÞ þ Knmð1 ÞJnþ1ðKnmÞ
c2InðKnmÞ  Knmð1 ÞInþ1ðKnmÞ ; (34)
with
c1 ¼ nðn 1Þð1 Þ  K2nm; (35)
and
c2 ¼ nðn 1Þð1 Þ þ K2nm; (36)
such that the mode functions are given by
wnmð.;/Þ ¼ Anm

Jn

Knm
.
a

 c1JnðKnmÞ þ Knmð1 ÞJnþ1ðKnmÞ
c2InðKnmÞ  Knmð1 ÞInþ1ðKnmÞ
 In

Knm
.
a

cos ½nð/þ /0Þ: (37)
By inserting the value of Bnm given in Eq. (34) into Eq. (33),
the wavenumber equation for the plate with free edges can
be found. Due to its length, it is not given here explicitly.
The same is the case for the constants in Eqs. (21), which are
likewise found by inserting the value of Bnm given in Eq.
(34). It should be noted that, as opposed to the two previous
cases, the constant bnm does not vanish in the case of a plate
with free boundary conditions, thereby resulting in a more
complicated expression for the radiation pattern than is seen
for plates with constrained edges.
D. Membrane
For the membrane, the mode functions are given by Eq.
(6). Using the boundary condition that the displacement at
the rim of the membrane should be zero yields
JnðKnmÞ ¼ 0; (38)
i.e., the wavenumbers of the membrane, Knm, are simply
given by the zeroes of the Bessel function of the first kind,
order n. As covered in Sec. III, the far field velocity potential
and radiation pattern given by Eqs. (19) and (20), respec-
tively, are valid for the special case of a membrane, when
Bnm is equal to zero. With Bnm set to zero, and by using the
condition in Eq. (38), it is found that the constants in Eq.
(21) are simplified significantly:
anm ¼ 0; (39a)
bnm ¼ 0; (39b)
cnm ¼ K3nmJn1ðKnmÞ; (39c)
dnm ¼ KnmJn1ðKnmÞ: (39d)
In the case of a membrane, the radiation pattern is thus sim-
ply given by
Rnmðg;/0Þ ¼
inKnmJn1ðKnmÞ cosðn/0ÞJnðgÞ
K2nm  g2
: (40)
E. Comparison
In Fig. 2, the radiation pattern for the four special cases
is plotted for the two modes (m, n)¼ (0, 0) and (m, n)¼ (0, 1),
both for long wavelengths (ka¼ 105) and short wave-
lengths (ka¼ 10) relative to the radiator dimensions. For the
simply supported and the free edge plate, a Poisson ratio of
0.2 has been arbitrarily selected. The radiation pattern is
shown for the axisymmetric mode (m, n)¼ (0, 0) for
h¼ [90; 0], while it is shown for the non-axisymmetric
mode (m, n)¼ (0, 1) for h¼ [0; 90] and /0 ¼ 0. All plots
have been normalized to the peak value.
A couple of similarities should be noted. First, it is seen
that for n¼ 1, the velocity potential is zero along h¼ 0 for
both short and long wavelengths, as expected. Second, it is
noted that in the case of long wavelengths, corresponding
to ka¼ 105, the four cases exhibit nearly identical normal-
ized radiation patterns similar to the radiation pattern of a
monopole (n¼ 0) and a dipole (n¼ 1). This behavior in the
long wavelength limit is analyzed in further depth in the
following.
V. ANALYSIS OF THE LONGWAVELENGTH LIMIT
Although the presented radiation patterns present a full
and concise description valid for any mode of a plate or
membrane, it is instructive to consider the limit in which the
wavelength of the radiated sound is long compared to the
dimension of the radiator, i.e., for ka ! 0. Apart from pro-
viding a basic understanding of the characteristics of the
radiated sound, this limit also serves as an important approx-
imation valid in many practical applications.
In Sec. III, it was deduced from the general expression
for the radiation pattern in Eq. (20) that the symmetry of the
modes is reflected in the radiation pattern, such that only the
axisymmetric modes (n¼ 0) exhibit axisymmetric radiation
patterns. Furthermore, it was seen that for h¼ 0, the velocity
potential is strictly zero for all modes with n 1, corre-
sponding to the non-axisymmetric modes. In such modes,
the plate or membrane is divided into 2n regions covering
equal azimuthal angles, with neighboring regions vibrating
out of phase. Thus, at h¼ 0, the velocity potential exactly
cancels, resembling the behavior of a multipole.
This behavior is more clearly revealed by considering
Eq. (20) in the long wavelength limit ka! 0, corresponding
to g! 0, where
Rnmðg;/0Þ ’
in cosðn/0Þ
K4nm  g4
g
2
 n 2½anm þ bnmg2
CðnÞ
 ½bnmg
2 þ cnm
Cðnþ 1Þ
	
; g! 0: (41)
Here, it has been used that
JnðgÞ ! 1Cðnþ 1Þ
g
2
 n
; g! 0; (42)
where C denotes the Gamma function.27 For all axisymmet-
ric modes, corresponding to n¼ 0, it is seen by inspection of
Eq. (41) that
R0mðg;/0Þ ’ 
c0m
K40m
; (43)
if higher orders of g are neglected. Therefore, for both plates
and membranes, regardless of the boundary condition, the
radiation pattern is an angle-independent constant, identical
to the radiation pattern of a monopole. Note, however, that
the values of Knm are dependent on the exact boundary con-
ditions, and hence the amplitude of the monopole radiation
will vary accordingly.
For the non-axisymmetric modes with n¼ 1, i.e. with
the two halves of the plate or membrane vibrating out of
phase, C(n)¼ 1 and C(n þ 1)¼ 1. Neglecting higher orders
of g, the radiation pattern in this case becomes
R1mðg;/0Þ ’ i
anm  cnm=2
K4nm
g cos/0; (44)
hence proportional to sin h cos/0, which is the radiation pat-
tern of a dipole oriented parallel to /0 ¼ 0 and perpendicular
to h¼ 0.
FIG. 2. Plot of the radiation pattern given by the magnitude of Eq. (20) for the three special cases of a plate with clamped, simply supported, and free edges, as
well as for the case of a membrane. In all four cases, the two modes (m, n)¼ (0, 0) and (m, n)¼ (0, 1) have been plotted at both long wavelengths (ka¼ 105) and
short wavelengths (ka¼ 10) relative to the radiator dimensions. The radiation pattern for the first axisymmetric mode (m, n)¼ (0, 0) is shown for h¼ [90; 0],
while the radiation pattern for the first non-axisymmetric mode (m, n)¼ (0, 1) is shown for h¼ [0; 90]. All plots have been normalized to their peak value.
The long wavelength approximation can be written for
an arbitrary mode number n 1, yielding
Rnmðg;/0Þ ’ in
2anm=ðn 1Þ! cnm=n!
K4nm
g
2
 n
cosðn/0Þ;
(45)
where it is used that
Cðnþ 1Þ ¼ n!; n ¼ 0; 1; 2; :::: (46)
It is, thus, seen that for n 1,
Rnmðh;/0Þ / sinnðhÞ cosðn/0Þ; (47)
revealing that the radiation pattern is only strictly zero for
h¼ 0, i.e., along the symmetry axis of the radiator, but the
angle, for which the radiated sound is negligible, increases
with increasing mode number n. This fact is illustrated in
Fig. 3, where the normalized long wavelength radiation pat-
tern is plotted for n¼ 1, n¼ 10, and n¼ 100. For a given
mode number n, the radiated sound is seen to be decreased
by a factor of l relative to the maximum value at an angle of
l ¼ sin nðhlÞ () hl ¼ arcsinðl1=nÞ: (48)
Any angle numerically smaller than this critical angle will
exhibit a sound radiation decreased by more than a factor
of l. Thus, a rejection angle given by 2hl can be defined for
the radiator for n 1. This angle is plotted in Fig. 4 for three
different values of the reduction l given in dB.
VI. NON-AXISYMMETRIC EXCITATION RESPONSE
The previous sections have focused on the far field radi-
ation of the individual eigenmodes of plates and membranes.
In this section, the implication of having contributions from
non-axisymmetric modes during non-axisymmetric excita-
tion is analyzed using two distinct excitations: A delta func-
tion representing a point force and an equally distributed
pressure covering half of the circular radiator. The former is
introduced to investigate the effect of varying eccentricity of
the driving force, and the latter represents a more practical
example of a non-axisymmetric driving force, which is simi-
lar to the one demonstrated by You et al.21,22 All calcula-
tions are carried out for the case of a plate with arbitrary
boundary conditions, but the analysis for the membrane is
identical.
A. Displacement transfer function and radiation
pattern for an arbitrary positioned harmonic point
excitation
Following a method similar to the one used by Mellow
et al.,28 the transfer function describing the displacement
response to a harmonic delta excitation of unit strength, i.e.,
the Green’s function, may be expressed as an infinite series
of eigenmodes:
G ¼
X1
n¼0
X1
m¼0
Anm ~wnmð.;/Þ; (49)
where ~wnmð.;/Þ are the eigenfunctions given by Eq. (4) nor-
malized by division with the modal amplitude constants Anm.
These constants may be found by substituting the Green’s
function in the wave equation corresponding to a unit point
excitation at .0, /0, yielding
ðDr4  qphx2 þ ixbÞG ¼
1
.
dð. .0Þdð//0Þ: (50)
Here, d denotes the Dirac delta function and b is a damping
constant for velocity dependent losses. The identity of the
Laplace operator can be found using the following property
of the undamped eigenfunctions:
r4 ~wnmð.;/Þ ¼
qphx
2
nm
D
~wnmð.;/Þ: (51)
Inserting this result in Eq. (50) yields
X1
n¼0
X1
m¼0
Anm ~wnmð.;/Þ ¼ dð. .0Þdð/ /0Þ.fqphðx2nm  x2Þ þ ixbg
:
(52)
The constants Anm may now be found from Eq. (52) by
multiplying by the complex conjugate of the eigenfunctions,
FIG. 3. The normalized long wavelength radiation given by Eq. (47) plotted
for the non-axisymmetric modes corresponding to the mode numbers n¼ 1,
n¼ 10, and n¼ 100.
FIG. 4. The rejection angle in the long wavelength limit given by Eq. (48)
plotted as a function of mode number n 1. The radiated sound is only
strictly zero at h¼ 0, so the angle is defined as the region in which the signal
is decreased more than a specified amount, here given in dB relative to the
maximum sound radiation for the given mode.
~wnmð.;/Þ, integrating over the area of the radiator, and
exploiting the orthogonality of the eigenfunctions:
Anm ¼ ~w

nmð.0;/0Þ
fqphðx2nm  x2Þ þ ixbgjj~wnmð.;/Þjj2
: (53)
Here, jj~wnmð.;/Þjj2 is the norm square given by
jj~wnmð.;/Þjj2 ¼
ða
0
ð2p
0
~wnmð.;/Þ~wnmð.;/Þ. d. d/:
(54)
Using the dispersion relation j2 ¼ qphx2=D and that K¼ ja
yields
Anm ¼ a
2 ~wnmð.0;/0Þ
DðK2nm  K2 þ iKnmK=QÞjj~wnmð.;/Þjj2
; (55)
where Q ¼ qhxnm=b ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qhD
p
Knm=ðbaÞ is the mechanical
quality factor. Thus, the displacement transfer function for a
harmonic point excitation at .0, /0 is
G ¼
X1
n¼0
X1
m¼0
a2 ~wnmð.;/Þ~wnmð.0;/0Þ
DðK2nm  K2 þ iKnmK=QÞjj ~wnmð.;/Þjj2
:
(56)
The far field radiation pattern is similarly found as an in-
finite sum of the contribution from each individual eigen-
mode weighted by the constants Anm given in Eq. (55).
Hence, the far field radiation pattern for a point excitation
positioned at .0, /0 is
R ¼
X1
n¼0
X1
m¼0
a2Rnmðg;/0Þ~wnmð.0;/0Þ
DðK2nm  K2 þ iKnmK=QÞjj~wnmð.;/Þjj2
;
(57)
where Rnm is given by Eq. (20). Note that the radiation pat-
tern becomes a function of the mode shapes, which depends
on the boundary conditions on the plate. Furthermore, since
K2 ¼ qphc2k2a2=D, the exact radiation pattern will also
depend on the dimensions and material properties of the
plate as well as the speed of sound in the medium.
In Fig. 5, the on-axis response given by jjRjj evaluated
in h¼ 0 is plotted as a function of K for the case of a
clamped plate excited by a point source at the four different
positions illustrated in Fig. 6, corresponding to ð.0;/0Þ
¼ ð0; 0Þ; ða=4; 0Þ; ða=2; 0Þ, and (3a/2, 0). The damping is set
using a constant quality factor of 100 for all eigenmodes to
emulate a realistic scenario, and the plate dimensions and
material have been chosen such that K¼ ka. This would cor-
respond to, e.g., a micromachined silicon plate with
a¼ 35 lm and h¼ 5 lm operating in air. In the calculation,
the infinite sum in Eq. (57) is approximated by including all
eigenmodes with m¼ 0, 1, 2 and n¼ 0, 1, 2, 3, 4, 5. The
wavenumbers corresponding to these modes are listed in
Table I, and includes all eigenmodes with wavenumbers
below 12. Thus, in the considered range (K	 10) all contrib-
uting eigenmodes are included. As covered in the previous
analysis, no non-axisymmetric modes will contribute to the
on-axis response, since it is strictly zero for these modes.
However, they will alter the response for all other angles. To
illustrate this, the on-axis response in Fig. 5 is normalized to
the maximum value for each wavenumber and position of
the point excitation. Figure 5 thereby shows the relative on-
axis pressure or sensitivity and thus the effect of the non-
axisymmetric modes.
When the point excitation is positioned at the center of
the radiator, corresponding to the solid line in Fig. 5, the nor-
malized pressure/sensitivity is 0 dB for all frequencies. Here,
no non-axisymmetric modes are excited, resulting in a sym-
metric radiation pattern with the maximum located on the axis
of the radiator. For the three remaining positions of the point
excitation, the non-axisymmetric modes will contribute to the
radiation pattern, and the maximum pressure/sensitivity is no
FIG. 5. Plot of the on-axis pressure/sensitivity of a clamped plate for four
different positions of the point excitation. For each wavenumber, the pres-
sure/sensitivity has been normalized to the direction having the maximum
value. The first axisymmetric and non-axisymmetric modes, respectively,
have been indicated in the figure.
FIG. 6. Illustration of the two types of excitations used to actuate the plate:
A point excitation at four different positions and a homogeneous pressure
covering half the radiator (shaded region).
longer located on the axis of the radiator, resulting in dips in
the relative on-axis response. Depending on the position of
the point excitation, different modes will be accentuated,
thereby accounting for the differences in the frequency de-
pendency of the normalized response.
It should be noted that the on-axis response is 0 dB
regardless of the position of the point excitation in two spe-
cial cases: In the low-frequency limit and at the wavenumber
corresponding to the first symmetric mode, i.e., the funda-
mental mode of the clamped plate. The position of this mode
(0, 0) and the first non-axisymmetric mode (0, 1) has been
indicated in Fig. 5.
B. Radiation pattern of a circular plate with a
half-space excitation
The preceding analysis was carried out to emphasize the
effect of a point excitation with increasing eccentricity. In
practice, however, it is hard to realize such a point excita-
tion. A more practical example would be that of a circular
plate or membrane excited by a homogeneous pressure in
one half-space of the radiator as illustrated by the shaded
area in Fig. 6. This resembles the device proposed by You
et al.,21,22 where a micromachined plate is electrostatically
actuated by a multi-electrode structure, which is split along
the diameter of the radiator in order to allow actuation of
non-axisymmetric modes. In this case, the external excita-
tion may be described using the Heaviside step function
pext ¼ Hð/þ p=2Þ  Hð/ p=2Þ; (58)
denoting a unit pressure in the half-space of the radiator cov-
ered by the angle interval / ¼ ½p=2; p=2. Following the
procedure used in the previous section yields the mode am-
plitude constants:
Anm ¼
a2
ða
0
ðp=2
p=2
~wnmð.;/Þ~wnmð.;/Þ. d. d/
DðK2nm  K2 þ iKnmK=QÞjj~wnmð.;/Þjj2
: (59)
The relative on-axis pressure/sensitivity for a clamped
plate excited by a homogeneous pressure covering half of
the radiator is plotted in Fig. 7 for wavenumbers K	 10. In
the same plot, the azimuthal angle, h, of maximum pressure/-
sensitivity is given. The plate properties and number of
modes included in the calculation are identical to the values
utilized in the calculations using a point excitation.
The dips in the relative on-axis response observed for
the non-axisymmetric point excitation are also seen for the
half-space excitation. The relative on-axis response is
close to 0 dB for wave numbers below the fundamental
mode (0, 0), and the largest dip in the response appears at
the first non-axisymmetric mode (1, 0). The azimuthal angle
of maximum pressure/sensitivity is seen to be highly de-
pendent on the wavenumber, and is only strictly zero at the
fundamental mode (0, 0). The zero-crossings observed at
higher wavenumbers are due to discontinuities.
The resulting radiation patterns for K¼ 3, 4, 8 are plot-
ted in Fig. 8 along the x-direction indicated in Fig. 6. The
selected wavenumbers demonstrate the behavior in the vicin-
ity of the fundamental mode, between the fundamental mode
and the first non-axisymmetric mode, and for higher order
modes. In the vicinity of the fundamental mode, this mode
dominates the response, and the radiation pattern resembles
the axisymmetric pattern resulting from an axisymmetric ex-
citation. Closer to the first non-axisymmetric mode, the radi-
ation pattern develops a single dip, and the pattern is no
longer axisymmetric. At higher wavenumbers, the contribu-
tion from the numerous non-axisymmetric modes become
prominent, resulting in a complex radiation pattern.
VII. CONCLUSIONS
The modes of clamped and simply supported circular
plates and circular membranes were found by solving the
time dependent equation of motion corresponding to each
TABLE I. Values of Knm for a clamped plate for m¼ 0, 1, 2 and n¼ 0, 1, 2,
3, 4, 5.
m/n 0 1 2 3 4 5
0 3.20 4.61 5.91 7.14 8.35 9.52
1 6.31 7.80 9.20 10.54 11.84 16.48
2 9.44 10.96 12.40 13.80 15.15 19.76
FIG. 7. Plot of the on-axis pressure/sensitivity and azimuthal angle of maxi-
mum pressure/sensitivity of a clamped plate excited by a homogeneous pres-
sure covering half of the radiator. For each wavenumber, the on-axis
pressure/sensitivity has been normalized to the direction having the maxi-
mum value. The first axisymmetric and non-axisymmetric mode, respec-
tively, have been indicated in the figure.
FIG. 8. Plot of the radiation pattern of a clamped plate excited by a homoge-
neous pressure covering half of the radiator for selected values of K.
case. For the plate, this was described by the case of a circular
disk with no biaxial in-plane stress, while the mode of the
membrane was found assuming a thin disk with large biaxial
in-plane stress. Using these modes, a concise analytical expres-
sion for the far field velocity potential was derived. From this,
the radiation pattern for any mode was found, revealing a sym-
metry relation identical to the radiating mode. Furthermore, it
was seen that the velocity potential for the non-axisymmetric
modes was zero along the axis of the radiator. This behavior is
caused by the regions of the plate or membrane vibrating out
of phase for the non-axisymmetric modes.
To further elaborate on this nature of the modal radia-
tion pattern, the long wavelength limit was analyzed, show-
ing that the radiation pattern for all axisymmetric modes of
both plates and membranes approaches that of a monopole.
For the non-axisymmetric modes, the radiation pattern was
seen to exhibit a rejection angle that increased with mode
number, in which the sound radiation was negligible.
Importantly, this nature of the radiation pattern in the long
wavelength limit is shared by both plates and membranes,
regardless of the boundary conditions. Hence, for many prac-
tical applications, the sound radiation from any plate or
membrane may be approximated by the simple reduced
expressions given for the long wavelength limit.
The implications of having a non-axisymmetric excitation
of a clamped plate was demonstrated using both a point excita-
tion with varying eccentricity and a homogeneous excitation
acting on half of the circular radiator. The angle of maximum
pressure or sensitivity was seen to be highly dependent on the
position and frequency of the excitation, especially for frequen-
cies above the fundamental eigenfrequency of the plate.
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APPENDIX
The trigonometric relation
cosðn/þ n/0Þ ¼ cosðn/Þcosðn/0Þ  sinðn/Þsinðn/0Þ
(A1)
may be used to rewrite Eq. (11) into I1 ¼ I 1A  I 1B, where
I 1A ¼ cosðn/0Þ
ð2p
0
cos ðn/Þeik. sin h cos/ d/ (A2)
and
I 1B ¼ sinðn/0Þ
ð2p
0
sin ðn/Þeik. sin h cos/ d/: (A3)
For symmetry reasons, the integral I 1B vanishes. Hence, the
azimuthal dependence of the modes could just as well have
been defined as cos ½nð/ /0Þ, since the sign in front of
the phase term /0 does not change the result. The integral
I 1A can be evaluated by exploiting the similarity to Bessel’s
integral given by27
JnðzÞ ¼ i
n
p
ðp
0
cos ðn/Þeiz cos/ d/
¼ ðiÞ
n
p
ð2p
p
cos ðn/Þeiz cos/ d/: (A4)
By splitting the integral I 1A into two integrations in the
intervals [0; p] and [p; 2p], it follows that
I1 ¼ 2pin cosðn/0ÞJnðk. sin hÞ; (A5)
where JnðzÞ ¼ ð1ÞnJnðzÞ has been used.
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Abstract
This work presents a dimensional scaling study using numerical simulations,
where gap height and plate thickness of a CMUT cell is varied, while the lateral plate
dimension is adjusted to maintain a constant transmit immersion center frequency of
5 MHz. Two cell configurations have been simulated, one with a single square cell
and one with an infinite array of square cells. It is shown how the radiation impedance
from neighboring cells has a significant impact on the design process. For transmit
optimization, both plate dimensions and gap height should be increased. For receive
mode, the gap height should be increased while the effect of plate dimensions is
ambiguous depending on if the array design is closest to a single cell or infinite array
of cells. The findings of the simulations are verified by acoustical measurements on
two CMUT arrays with different plate dimensions.
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Abstract—This work presents a dimensional scaling study
using numerical simulations, where gap height and plate thickness
of a CMUT cell is varied, while the lateral plate dimension
is adjusted to maintain a constant transmit immersion center
frequency of 5MHz. Two cell configurations have been simulated,
one with a single square cell and one with an infinite array
of square cells. It is shown how the radiation impedance from
neighboring cells has a significant impact on the design process.
For transmit optimization, both plate dimensions and gap height
should be increased. For receive mode, the gap height should
be increased while the effect of plate dimensions is ambiguous
depending on if the array design is closest to a single cell or
infinite array of cells. The findings of the simulations are verified
by acoustical measurements on two CMUT arrays with different
plate dimensions.
I. INTRODUCTION
The potential benefits of utilizing capacitive microma-
chined ultrasonic transducer (CMUT) arrays in ultrasonic
transducers are well discussed in the literature: large band-
width, ease of fabrication, compatibility with CMOS, design
flexibility, etc. All of these properties are nevertheless of
secondary concern for imaging purposes, if the CMUT array
is not capable of providing the necessary transmit pressure and
receive sensitivity. It is therefore essential to understand how
the transmit and receive sensitivity scales with the dimensions
of the CMUT cell.
In the most basic configuration, there are three adjustable
dimensional parameters for a CMUT cell: gap height, plate
thickness and side length for a square cell. The two latter
parameters determine the mechanical properties of the CMUT
and are linked if a fixed resonant frequency of the CMUT cell
is desired. The gap height determines the electrical properties
of the CMUT, i.e. the capacitance and pull-in voltage; and
thereby the required DC biasing and AC excitation voltage.
The CMUT will typically be biased and operated at fixed
fractions of the pull-in voltage. The result is that for a fixed
immersion frequency, only two dimensional parameters can be
adjusted independently: gap height and either plate thickness
or side length. The aim of this work is to investigate the scaling
properties between these parameters.
Numerous lumped element models of CMUTs are pre-
sented in the literature with varying degrees of complexity
[1], [2]. The conventional advantage of the lumped model is
that closed-form expressions can potentially be attained. This
provides easy insight in how the performance scales with pa-
rameters and direct evaluation of a specific design. To achieve
closed-form expressions, several assumptions are required [3].
The radiation impedance, and thus the overall damping of the
system, is often assumed to equal the plane-wave radiation
impedance. This assumption is valid for situations where the
transducer is large relative to the wavelength. The element
width of the CMUT array is typically on the order of maximum
one wavelength (λ-pitch), and consists of several individual
CMUT cells across; the plane wave assumption is hence not
suitable for most CMUT designs.
Another way of analyzing the performance of a CMUT is
to use numerical simulations such as finite element analysis
(FEA) [4], [5]. FEA allows accurate simulation of the CMUT
and in particular the medium loading and mutual radiation
impedance for multiple cells. The disadvantage of FEA is that
the computation time reaches a critical level, if more than just
a few CMUT cells are to be analyzed.
This work will utilize two different FEA models to inves-
tigate the dimensional scaling: a single CMUT cell with no
neighbors, and a CMUT cell in an infinite array of cells with a
fixed spacing. Any actual CMUT array design will have char-
acteristics that are in-between these two cell configurations.
Since the transducer center frequency is determined by the
medical imaging purpose, it is a fundamental requirement for
the dimensional scaling analysis that the center frequency of
the CMUT in immersion is constant. In this study, the center
frequency in transmit is set to 5MHz. The simulated results
will be compared to experimental results from two fabricated
CMUT arrays with different designs.
II. FINITE ELEMENT ANALYSIS
The FEA simulations are performed using the software
COMSOL Multiphysics V4.4 (COMSOL AB, Sweden). The
FEA model is a full electro-mechanical-acoustical setup with
the physics/interfaces Electromechanics (emi) and Pressure
Acoustics, Frequency Domain (acpr). The first interface mod-
els the electro-mechanical interaction and deformation of the
CMUT cell. The latter interface models the propagation of
acoustic waves in the medium. COMSOL’s own internal vari-
ables are used for coupling between the two interfaces.
The CMUT cell consists of a 2 µm thick mechanical silicon
support representing the fixed bottom plate of the CMUT
structure. The suspended top silicon plate of the CMUT with
thickness t is separated from the bottom plate by a distance g.
The top and bottom plate with a vacuum gap in-between has
a side length of a. Both top and bottom plate extend further
2.5 µm outside the vacuum gap representing half the spacing
(2.5 µm) to the neighboring cell. The material between the
top and bottom plates in this cell spacing is silicon dioxide.
To emulate realistic anchoring conditions, the model is only
mechanically fixed at the lower boundary of the bottom plate
and at the vertical boundary half distance to the neighboring
cell.
The square geometry requires a 3D model, but only ¼ of
the cell is simulated with symmetry boundaries to minimize the
computation. The difference between the two configurations
with either a single cell (SC), or an infinite array of cells
(IAC) is the medium. A hemisphere medium with a perfectly
matched layer (PML) as outer rim is used for SC. The PML
layer absorbs all incoming pressure waves, so that no radiated
waves are reflected. For IAC, a tube medium is used with the
same footprint as the CMUT cell including the cell spacing.
The walls of the tube have hard boundary conditions giving
full reflections corresponding to the incoming pressure waves
from neighboring cells. At the top of the tube, a PML block
prevents reflections of waves, which corresponds to an infinite
medium.
The essential condition of a constant 5MHz immersion
transmit center frequency required a feedback loop between
dimensional parameters and the simulated transmit spectrum.
This feedback was achieved by controlling COMSOL through
MATLAB (MathWorks, Inc., Natick, MA, USA). A simulation
sequence was thus conducted by setting a gap height, plate
thickness and side length. The pull-in voltage was determined
for this design and fixed fractions of the pull-in voltage were
used for the DC and AC voltages, 80% and 50%, respectively.
The transmit spectrum was simulated and the center frequency
extracted. The feedback loop then changed the plate side length
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Fig. 1. (a) Plate side length and (b) Vacuum (fVac.) and immersion (fImm.)
peak frequencies for single and infinite array of cells as function of plate
thickness. The feedback loop in the FEA adjust the plate side length to ensure
a constant immersion frequency of 5MHz.
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Fig. 2. (a) Real/resistive and (b) imaginary/reactive part of the simulated
radiation impedance as function of plate thickness at 5MHz.
and the simulation sequence was repeated until a transmit
center frequency of 5MHz in immersion was achieved.
A. FEA Results
The feedback effect of the FEA simulations is seen in
Fig. 1(a) where the plate side length is plotted as function
of the logarithmic plate thickness. One plate thickness thus
results in different plate side lengths depending on SC or IAC
configuration. This difference is further emphasized in Fig.
1(b), where the simulated peak frequencies for both vacuum
and immersion are plotted. While the feedback loop ensures
the required immersion frequency of 5MHz, the frequency
shift from vacuum to immersion differs significantly between
the two configurations. The frequency shift between vacuum
and immersion is due to the interaction with the medium, and
it is thus clear that the impact of the medium is depending on
neighboring cells.
The difference in interaction with the medium for the two
cell configurations is analyzed in Fig. 2, where the real/resistive
(R) and imaginary/reactive (X) parts of the simulated radiation
impedance (Za = R+ iX) at 5MHz are plotted as function of
plate thickness. For thick plates with side lengths comparable
to or larger than the wavelength (λ ≈ 480 µm), the radiation
impedance is expected to approach the plane wave impedance.
For a plane wave, the impedance is purely real and equals the
characteristic impedance (Z0) of the medium. Water is used
as medium in the simulation with Z0 ≈ 1.5MRayl. With a
resistive part close to Z0 and a small reactive part relative to
SC, the impedance for IAC is close to that of a plane wave.
The smaller reactive part for IAC compared to SC is what
mainly causes the difference in frequency shift from vacuum
to immersion between the two configurations in Fig. 1(b).
Where the reactive part gives a frequency shift, the resistive
part of Za mainly affects the overall damping of the CMUT.
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Fig. 3. (a) Transmit and (b) receive sensitivity spectrum for both single and
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This is illustrated in Fig. 3(a) where the simulated average
cell surface pressure is plotted as function of frequency for
two different plate thicknesses with a gap height of 200 nm.
The two solid lines are for a plate thickness of 1 µm. The
considerably higher resistive impedance for IAC compared to
SC seen in Fig. 2(a), causes a damping effect with lower peak
pressure amplitude as consequence. The high medium loading
relative to the mechanical impedance for IAC with thin plates
causes the CMUT to become over-damped. The transmitted
pressure approaches zero for low frequencies since there can
exist no static pressure in the medium. The plate deflection
however increases for decreasing frequency according to an
over-damped oscillator. For a 10 µm thick plate (dashed lines)
the mechanical impedance is increased and the difference in
resistive impedance between IAC and SC is less (see Fig. 2(a)).
The result is that IAC becomes under-damped with a resonance
peak, and the difference in pressure amplitude relative to SC
is lower.
The receive sensitivity in voltage readout (dV/dP ) for the
same CMUT designs as in Fig. 3(a) is seen in Fig. 3(b).
The small upwards shift (≈ 0.3MHz) in center frequency
for SC with t = 1 µm compared to transmit is due to a
change in mechanical impedance caused by the difference
in force distribution from the electrostatic force in transmit
to a uniform incoming pressure distribution in receive. The
over-damping for the IAC with thin plate is more clearly
seen in the receive sensitivity since it follows the deflection
characteristics of an over-damped system. For thicker plates,
the IAC becomes under-damped and exhibits a resonance peak
around the transmit center frequency.
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Fig. 4. (a) Peak transmit pressure and (b) peak receive sensitivity for SC
and IAC with three different gap heights as function of plate thickness.
The full dimensional FEA scaling study is seen in Fig. 4,
where the extracted peak surface pressure and peak receive
sensitivity, are plotted as function of plate thickness for three
different gap heights. The pressure scaling in Fig. 4(a) shows
similar tendency for both SC and IAC with increasing pressure
for thicker plates and larger gap height. This scaling follows
intuition as thicker plates with larger area equals higher mass
and more inertia. Increasing the gap height means one can
apply a higher voltage and thereby increase the potential
energy of the system.
The dimensional scaling of the receive sensitivity is seen in
Fig. 4(b). The sensitivity for both SC and IAC is as expected
improved for increasing gap height due to higher applicable
voltages and hence charge on the plates. For SC, the sensitivity
is increasing for decreasing plate thickness. This is expected,
since a lower thickness means less mass and therefore lower
mechanical impedance. The decreasing sensitivity tendency
levels off for thick plates due the maximum in resistive
impedance for SC seen in Fig. 2(a). For IAC, the sensitivity
is also decreasing with thickness until ≈ 5 µm where it begins
to increase. The turning point corresponds to the thickness
TABLE I. SUMMARIZED SCALING TRENDS FROM FIG. 4.
Single cell Infinite array of cells
TX RX TX RX
Scaling plate thickness (dB)
1 µm→ 2 µm 0.8 -4.2 5.3 -1.9
Scaling gap height (dB)
200 nm→ 400 nm 6.2 2.8 6.3 3.8
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Fig. 5. (a) Hydrophone and (b) pulse-echo measurements for two CMUT
arrays with different plate thicknesses.
where the mechanical impedance reaches the critical value that
changes the CMUT from under-damped to over-damped. The
thickness where the SC and IAC receive scaling lines with
same gap height intersect, corresponds to the thickness where
the resistive impedance of SC and IAC intersects in Fig. 2(a).
A summary of the scaling trends is listed in Table I.
III. EXPERIMENTAL RESULTS
Two different square cell CMUT arrays with plate thick-
nesses of 1 µm and 2 µm and plate side lengths of 35 µm
and 49 µm, respectively, were fabricated using the process
described in [6]. Both arrays have the same element area. The
acoustic measurements were carried out using the experimental
Synthetic Aperture Real-time Ultrasound System (SARUS) [7]
and performed in vegetable oil for electrical insulation of the
uncoated device. Hydrophone and pulse-echo measurements
were performed at a 10mm distance from the transducer sur-
face. The hydrophone used was an Optel 5 MHz hydrophone
(Optel, Wroclaw, Poland) and the plane reflector a 40mm thick
Polyvinylchlorid plate. A narrowband, 8 periods excitation was
used with a frequency step of 250 kHz with the RMS signal
taken as the average of 16 center array elements.
TABLE II. SUMMARIZED RESULTS FROM HYDROPHONE AND
PULSE-ECHO SPECTRUM IN FIG. 5.
t = 1 µm t = 2 µm
TX TX→RX TX TX→RX
Peak values (dB) -25.7 -21.8 -24.4 -17.4
Center frequency (MHz) 4.43 3.57 4.51 4.41
Fractional bandwidth (%) 70 140 77 108
The measured spectra for the two arrays are seen in Fig.
5 with summarized results in Table II. The difference in peak
hydrophone signal amplitude of 1.3 dB between the two arrays
is within the expected range of 0.8 dB to 5.3 dB in Table I for
SC and IAC, respectively. The pulse-echo center frequency
decreases ≈ 0.9MHz for the 1 µm thick plate. This follows
the FEA simulations in Fig. 3(b) and Fig. 4(b) where plates
with thicknesses less than ≈ 5 µm becomes increasingly over-
damped due to a lower mechanical impedance. The peak pulse-
echo signal amplitude is more than 4 dB higher for the thicker
plate due to an increase in the total product of both the transmit
and receive sensitivity spectrum. This result is in agreement
with the FEA scaling trends in Table I.
IV. CONCLUSION
A dimensional scaling study using numerical simulations
of square CMUT cells with a constant transmit immersion
frequency of 5MHz has been presented. Two cell configu-
rations have been studied: a single cell and an infinite array of
cells. Any real CMUT array design will behave within these
two extremes. It is demonstrated how the mutual radiation
impedance from neighboring cells affects both the transmit
and receive sensitivity spectrum. To optimize the transmit
sensitivity, the plate size and gap height should be increased.
For the receive sensitivity, the gap height should be increased
while the scaling on plate size is dependent on the actual
CMUT array design. The conclusions from the numerical
simulations are validated by acoustical measurements on two
fabricated CMUT arrays with plate thicknesses of 1 µm and
2 µm, respectively.
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Abstract
Traditionally, Capacitive Micromachined Ultrasonic Transducers (CMUTs) are
modeled using the isotropic plate equation and this leads to deviations between analyt-
ical calculations and Finite Element Modeling (FEM). In this paper, the deflection is
calculated for both circular and square plates using the full anisotropic plate equation.
It is shown that the anisotropic calculations match excellently with FEM, while an
isotropic approach causes up to 10 % deviations in deflection. For circular plates
an exact solution can be found. For square plates using the Galerkin method, and
utilizing the symmetry of the silicon crystal, a compact and accurate expression
for the deflection can be obtained. The deviation from FEM in center deflection
is < 0.1 %. The theory of multilayer plates is also applied to the CMUT. The de-
flection of a square plate was measured on fabricated CMUTs using a white light
interferometer. Fitting the plate parameter for the anisotropic calculated deflection
to the measurement, a deviation of 0.07 % is seen. Electrostatic and small-signal
dynamic analysis are performed using energy considerations including anisotropy.
The stable position, effective spring constant, pull-in distance and pull-in voltage are
found for both circular and square anisotropic plates, and the pressure dependence
is included by comparing to the corresponding analysis for a parallel plate. Mea-
surements on fabricated devices with both circular and square plates subjected to
increasing bias voltage are performed, and it is observed that the models including
anisotropic effects are within the uncertainty interval of the measurements. Finally, a
lumped element small-signal model for both circular and square anisotropic plates is
derived to describe the dynamics of the CMUT.
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Abstract—Traditionally, Capacitive Micromachined Ultrasonic
Transducers (CMUTs) are modeled using the isotropic plate
equation and this leads to deviations between analytical calcu-
lations and Finite Element Modeling (FEM). In this paper, the
deflection is calculated for both circular and square plates using
the full anisotropic plate equation. It is shown that the anisotropic
calculations match excellently with FEM, while an isotropic
approach causes up to 10 % deviations in deflection. For circular
plates an exact solution can be found. For square plates using
the Galerkin method, and utilizing the symmetry of the silicon
crystal, a compact and accurate expression for the deflection
can be obtained. The deviation from FEM in center deflection
is < 0.1 %. The theory of multilayer plates is also applied to
the CMUT. The deflection of a square plate was measured on
fabricated CMUTs using a white light interferometer. Fitting
the plate parameter for the anisotropic calculated deflection to
the measurement, a deviation of 0.07 % is seen. Electrostatic
and small-signal dynamic analysis are performed using energy
considerations including anisotropy. The stable position, effective
spring constant, pull-in distance and pull-in voltage are found for
both circular and square anisotropic plates, and the pressure
dependence is included by comparing to the corresponding
analysis for a parallel plate. Measurements on fabricated devices
with both circular and square plates subjected to increasing
bias voltage are performed, and it is observed that the models
including anisotropic effects are within the uncertainty interval of
the measurements. Finally, a lumped element small-signal model
for both circular and square anisotropic plates is derived to
describe the dynamics of the CMUT.
I. INTRODUCTION
Precise modeling of capacitive micromachined ultrasonic
transducers (CMUT) is important for an efficient design pro-
cess. A CMUT consists of two plates where one of them is
fixed and the other can deflect. The deflection w(x, y) of the
movable plate is an important parameter that influences several
basic CMUT parameters such as pull-in voltage and capaci-
tance. Most existing analytical approaches use the isotropic
plate equation to calculate the deflection [1], [2]. However,
when using fusion bonding fabrication technology [3], the
plate usually consists of crystalline silicon. Having a silicon
(001) substrate, which are most often used, Young’s modulus
and Poisson’s ratio are strongly anisotropic. The isotropic
approach is then not correct, and can result in deviations in
the deflection compared to finite element modeling (FEM)
taking the anisotropy into account. Therefore, to get precise
modeling of these CMUTs, the anisotropy of silicon needs to
be considered.
The first decade after CMUTs were invented, various ana-
lytical models were presented for circular cells [4], [5], [6].
However, these were based on parallel plate approximations
for the deflection leading only to estimates of the critical
CMUT parameters. Later, the actual deflection of the movable
plate clamped at the edges was taken into account [2], [7],
[8], and used for calculating pull-in voltage and deriving
an equivalent circuit model. The effect from having a non-
uniform load on the plate was included in [7] who used
superposition and a concentrically loaded plate, and by [9]
who used the Galerkin method. The non-uniform load occurs
when the bias voltage is increased, as the electrostatic force
will be greater where the gap is smaller. This effect gets
more distinct when the deflection is larger. However, it is not
necessary to include for the typical CMUT case, where the
plate never deflect more than half the gap due to pull-in.
All of these models assume a circular plate geometry of the
CMUT cells. For circular plates, a simple and exact solution
for the deflection exists [10], but this is not the case for square
plates. Existing solutions for the deflection of square plates is
based on series expansions with either trigonometric [11] or
polynomial basis functions [12]. None of these, however, take
the anisotropy of the plate into account.
After the fusion bonding fabrication method was applied
to CMUTs, the anisotropy of the plate was considered [13].
The anisotropy was not included analytically in the modeling,
but FEM was used to estimate a set of material parameters
(Young’s modulus and Poisson’s ratio) to use in the models
to get an approximation as close as possible to the correct
anisotropic solution.
This paper presents solutions to the full anisotropic plate
equation for both circular and square plates used in fusion
bonded CMUTs. The models were initially presented in [14]
for an anisotropic plate with circular geometry, and this was
then modified and expanded to include square plates as well
in [15]. For the circular cells, the symmetry reduces the plate
equation and an exact solution for the anisotropic case can be
obtained similar to the isotropic solution. The approach used to
solve the equation for the square plate is the Galerkin method
[16]. Utilizing the symmetry of the silicon crystal, a compact
and precise approximation of the deflection of a square plate
can be obtained for the anisotropic case.
The CMUT plate usually consists of more than one material.
The theory of laminar plates is described in [17], [18] and
in this paper, the multilayer plate theory including anisotropy
2is applied to calculate important parameters for a two layer
silicon/metal plate typically used for CMUTs.
Having found the deflection of the CMUT plate, a model for
the static and small-signal dynamic behavior of the transducer
can be set up. Circular cells have been investigated thoroughly
during the years and a full model for this plate geometry has
recently been presented [8], whereas the full analysis for the
square plate has not been investigated previously. Furthermore,
none of the existing models include the anisotropy.
This paper is orginized as follows: The isotropic plate
equation and solutions for circular and square plates can be
found in Section II. It is followed by a presentation of the
anisotropic plate equation in Section III and the symmetry of
the silicon crystal is utilized to reduce and solve the problem
for both circular and square plates. The calculated deflection
is compared to the solution for corresponding isotropic cases
and FEM. The theory of multilayered plates are applied to a
common CMUT case in Section IV and compared to measure-
ments performed on a fabricated device. Section V considers
the energies of a CMUT. These are used in Section VI to find
the stable position, effective spring constant, pull-in distance
and pull-in voltage. The pressure dependence is also included.
Measurements of the stable position are performed on devices
with both circular and square plates and the theory is compared
to these. Section VII presents the small-signal dynamic model
for both circular and square shaped CMUTs.
II. THE ISOTROPIC PLATE EQUATION
Conventionally, the deflection w(x, y) of a CMUT with a
thin plate is modeled using the isotropic plate equation [11]
∂4w
∂x4
+ 2
∂4w
∂x2∂y2
+
∂4w
∂y4
=
p
Di
, (1)
where p is the applied pressure difference across the plate and
the flexural rigidity is given by
Di =
E
12 (1− ν2)h
3, (2)
with E being Young’s modulus, ν being Poisson’s ratio, and
h being the thickness of the plate.
For thin clamped circular plates, an exact solution exists.
For such a plate with radius a, the center deflection is given
by [10]
w0,iso,circ =
1
64
a4p
Di
. (3)
For clamped rectangular and square plates, no simple exact
solution exists and approximate methods must be used. The
conventional isotropic approach is based on a series expansion
of the deflection, and the center deflection for a thin clamped
square plate having side length 2L is [11]
w0,iso,sq = 0.020245
L4p
Di
. (4)
Fig. 1 shows a cross sectional view of a CMUT cell with
an applied voltage. The device parameters are illustrated for
both circular and square plates.
Fig. 1. Cross sectional view of CMUT cell with applied voltage.
TABLE I
ROOM TEMPERATURE (300K) COMPLIANCE COEFFICIENTS FOR N-TYPE
CRYSTALLINE SILICON MEASURED BY [21] FOR A SUBSTRATE WITH LOW
DOPING LEVEL (150 Ω-CM, ∼ 2.8× 1013 CM−3) AND HIGH DOPING
LEVEL (3.26 MΩ-CM, ∼ 2.1× 1019 CM−3).
Low doping High doping
sc11 7.691× 10−12 Pa−1 7.858× 10−12 Pa−1
sc12 −2.1420× 10−12 Pa−1 −2.2254× 10−12 Pa−1
sc44 12.577× 10−12 Pa−1 12.628× 10−12 Pa−1
III. THE ANISOTROPIC PLATE EQUATION
To take the anisotropy of the plate into account and avoid
the inaccuracy from isotropic modeling, the stiffness of the
plate must be described through the stiffness matrix of the
material instead of Young’s modulus and Poisson’s ratio. The
starting point is the relation between stress, σ, and strain, ,
[19]
σc = ccc, or c = scσc. (5)
Here superscript c denotes the crystallographic coordinate
system, so cc is the stiffness matrix and sc = (cc)−1 the
compliance matrix in this coordinate system. Having a thin
plate, the stresses in the z direction can be ignored and plane
stress assumed. Using the Voigt notation, the relation between
strain and stress then becomes [20]
ε1
ε2
ε6
 =

s11 s12 s16
s12 s22 s26
s16 s26 s66


σ1
σ2
σ6
 = Seff

σ1
σ2
σ6
 ,
(6)
and we can define an effective stiffness matrix from the
effective compliance matrix
Ceff = (Seff)
−1
. (7)
For silicon, the effective compliance matrix is
Sceff =

sc11 s
c
12 0
sc12 s
c
11 0
0 0 sc44
 . (8)
The elements in this matrix are known from measurements and
shown in Table I [21]. It is noted that the elements in (8) are
known in the crystallographic coordinate system, which is not
necessarily the same as the coordinate system of the plate.
To illustrate this further, the crystallographic and the plate
coordinate systems can be seen in Fig. 2. The solid coordinate
3system aligned to the 〈100〉 directions is where the compliance
values for silicon are known and the dashed system shows the
rotated coordinate system for the plate where the compliance
values needs to be calculated. Having silicon as plate material
and performing standard cleanroom fabrication, the plate will
usually be on a (001) substrate and aligned to the primary
wafer flat. Flat alignment is to the [110] direction, so the plate
coordinate system will be rotated ψ = 45◦ with respect to
the crystallographic coordinate system. A transformation of
the compliance matrix between the two coordinate systems is
therefore needed. As it is the stiffness matrix elements that
are to be used in the plate equation, the resulting effective
stiffness matrix for the present case can be expressed through
(7) [20]
CeffSi(001),[110] =
1
sc44
+ 12(sc11+sc12)
1
2(sc11+s
c
12)
− 1sc44 0
1
2(sc11+s
c
12)
− 1sc44
1
sc44
+ 12(sc11+sc12)
0
0 0 12sc11−2sc12
 . (9)
It is seen that the stiffness matrix has an orthotropic symmetry.
Having the effective stiffness matrix, the generalized plate
equation can be used. This is a differential equation for the
deflection, w(x, y), of a thin anisotropic plate exposed to a
uniform load p given by [20], [22]
∂4w
∂x4
+ k1
∂4w
∂x3∂y
+ k2
∂4w
∂x2∂y2
+ k3
∂4w
∂x∂y3
+ k4
∂4w
∂y4
=
p
Da
.
(10)
The plate coefficients k1-k4 and the anisotropic flexural rigid-
ity, Da, depend on the elastic constants of the plate material
k1 =
4Ceff13
Ceff11
k2 =
2(Ceff12 +2C
eff
33 )
Ceff11
k3 =
4Ceff23
Ceff11
k4 =
Ceff22
Ceff11
Da =
1
12h
3Ceff11 ,
(11)
where Ceffpq are elements in the effective stiffness matrix (9).
Note that the stiffness of the plate is no longer expressed
through Young’s modulus and Poisson’s ratio but directly
through the stiffness values.
Using the compliance values for silicon (Table I) and
inserting the stiffness elements in (9) into (11), it follows that
k1 = k3 = 0 and k4 = 1. Thus, aligning the plate to the
primary flat simplifies the anisotropic plate equation (10) to
∂4w
∂x4
+ k2
∂4w
∂x2∂y2
+
∂4w
∂y4
=
p
Da
. (12)
The same is the case for aligning the plate along the [100]
direction where the inverse of (8) is used instead of (9),
resulting in the same values for k1, k3 and k4. For these
two special cases, the coefficients in the plate equation are
summarized in Table II for both high and low doping levels
of the substrate.
A. Deflection of Circular plates
The solution to (10) for a circular plate of radius a fixed at
the boundary is easily obtained using polar coordinates. The
Fig. 2. The two coordinate systems. Solid lines are the crystallographic system
aligned to the 〈100〉 direction and the dashed lines the plate system aligned
to the 〈110〉 direction.
TABLE III
YOUNG’S MODULUS AND POISSON’S RATIO FOR SILICON (001).
Young’s modulus Poisson’s ratio
[100] direction 130 GPa 0.278
[110] direction 169 GPa 0.062
Mean value 148 GPa 0.177
deflection at a point a distance r from the center is given by
[10]
w(r)
w0
=
(
1−
( r
a
)2)2
. (13)
This expression is similar to the deflection for the isotropic
case, however, the center deflection is different
w0,circ =
1
8 (3 + k2 + 3k4)
a4p
Da
. (14)
By combining (3) and (14) it is possible to find an effective
flexural rigidity
Deff =
3 + k2 + 3k4
8
Da. (15)
This can be used to easily change from the isotropic plate
equation to the anisotropic plate equation in already existing
analytical models of CMUTs. An example of this will be
shown in section VI. Using the plate coefficient values from
Table II for a highly doped (001) silicon plate aligned to
the 〈110〉 direction, the effective flexural rigidity becomes
Deff = 0.91551Da.
To compare the anisotropic model with the isotropic ap-
proach and FEM simulations, the normalized deflection of a
CMUT exposed to a pressure difference is shown in Fig. 3.
The FEM simulations were performed in COMSOL Multi-
physics version 4.2a using the full anisotropic stiffness tensor
and the curves are normalized to the center deflection of
this. The isotropic curves are made using (13) and (3) and
Young’s modulus and Poisson’s ratio along the [100] and
[110] directions (see Table III) to give the dash and dashdot
lines, respectively. The anisotropic solution is made using (13)
4TABLE II
SELECTED VALUES FOR THE PLATE COEFFICIENTS AND ANISOTROPIC FLEXURAL RIGIDITY FOR PLATES ON A SILICON (001) SUBSTRATE [20]. UPPER
VALUES IN BRACKETS ARE FOR LOW DOPING LEVEL AND LOWER VALUES FOR HIGH DOPING LEVEL.
Orientation ψ k1 k2 k3 k4 12Da/h3[GPa]
[100] 0 0
 2.8133± 0.00062.8559± 0.0006 0 1
 140.96± 0.03138.35± 0.03
[110] pi/4 0
 1.3241± 0.00041.2949± 0.0004 0 1
 169.62± 0.03167.96± 0.03
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Fig. 3. Normalized deflection cross section (y = 0) of a thin circular plate of
silicon (001) calculated with (13) using both the isotropic approach (3) with
Young’s modulus and Poisson’s ratio in the [100] and [110] directions and
the anisotropic approach (14). The circles represent the deflection calculated
by FEM.
and (14) and is shown as a solid curve. This is on top of
the FEM simulation (circles). Due to the symmetry of the
circular plate, any set of parameters from Table II can be
used. Excellent agreement between the anisotropic solution
and the finite element calculation is seen with an error of
less than 0.3%, which is due to grid size and slightly different
boundary conditions. The figure also shows that using Young’s
modulus and Poisson’s ratio corresponding to [100] or [110]
directions lead to errors in the center deflection of around 10%.
To reduce this error, it is common practice to use mean values
of Young’s modulus and Poisson’s ratio (see Table III) which
decreases the error to around 1.5%. As it can be hard to see
the solutions with small deviations from the FEM, a zoom
in on the center region of the plate is shown in the insert in
Fig. 3. Here the reduction in deviation from FEM by using the
anisotropic solution compared to the isotropic mean values of
Young’s modulus and Poisson’s ratio is clearly visible. Using
the anisotropic approach for a thin circular CMUT plate on a
(001) silicon substrate is simple and the result is exact.
B. Deflection of Square Plates
Having a square plate makes analytical deflection calcu-
lations complicated and approximate methods must be used
to solve the anisotropic plate equation. With the anisotropic
approach, the Galerkin method [16] can be used to find
approximate expressions for the deflection of a thin anisotropic
square plate. As previously stated, in the most common case
for CMUTs, the plate is fabricated on a silicon (001) substrate
and aligned to the [110] direction. For this orthotropic square
plate with sidelengths 2L, the relative deflection is found to
be [20], [23]
w(x, y)
w0
=
[
1−
( x
L
)2]2 [
1−
( y
L
)2]2
×
[
1 + β
( x
L
)2
+ β
( y
L
)2]
, (16)
where the plate parameter β is defined as
β =
182 + 143k2
1432 + 91k2
. (17)
The center deflection can be written
w0,sq,Si(001) =
77(1432 + 91k2)
256(16220 + 11k2(329 + 13k2))
L4p
Da
. (18)
Equations (16)-(18) are also valid when the plate is aligned
to the [100] direction on a silicon (001) substrate. Note that
the center deflection depends only on the k2 coefficient. For
primary flat alignment and inserting k2 from Table II into (17)
give βlow = 0.23920 for the low doing case (k2 = 1.3241) or
βhigh = 0.23691 for the high doping case (k2 = 1.2949). For
the low doping case, this results in a normalized deflection for
the plate aligned to the 〈110〉 direction given by
w(x, y)
w0
∣∣∣∣
sq,Si(001),〈110〉
=
[
1− (x/L)2]2 [1− (y/L)2]2
(19)
× [1 + 0.23920 [(x/L)2 + (y/L)2]] ,
and the center deflection becomes
w0,sq,Si(001),〈110〉 = 0.02196
L4p
Da
. (20)
For the high doping case, the factor in front in (20) becomes
0.02204 for the center deflection. Comparing (4) and (20), it is
seen that they contain the same parameters but have different
coefficients, and that (20) has the anisotropic instead of the
isotropic flexural rigidity.
Fig. 4 shows the deflection cross section through y = 0 of
a square plate of silicon (001) given by the reduced version
of (16)
wy=0,sq = w0
[
1− (x/L)2]2 [1 + β (x/L)2] . (21)
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Fig. 4. Normalized deflection cross section (y = 0) of a square plate of
silicon (001) calculated with (21) using both the isotropic approach (4) with
Young’s modulus and Poisson’s ratio in the [100] and [110] directions and
the anisotropic approach (20). The circles represent the deflection calculated
by FEM.
The deflection calculated with the anisotropic approach uses
k2 = 1.3241 in (17) and center deflection (20) (solid curve).
This is compared to the isotropic approach using k2 = 2
in (17) and center deflection (4), with Young’s modulus and
Poisson’s ratio in the [100] and [110] directions (dash and
dashdot curves, respectively), and to a finite element (FEM)
simulation using the full anisotropic compliance matrix (com-
pliance coefficients from Table I) in COMSOL (circles). The
calculated deflections are normalized to the FEM center de-
flection. Excellent agreement is shown between the anisotropic
curve and FEM with a deviation of less than 0.1 % whereas the
isotropic approach leads to deviations in the center deflection
of around 10 % for both [100] and [110] directions.
IV. ANISOTROPIC MULTILAYER PLATES
The theory for multilayered plates has classically been ad-
dressed for both isotropic [17] and anisotropic [18] plates. For
CMUTs, the isotropic case for circular plates was included in
[1] and for square plates it was included in [12]. Following the
method by [17], [18] the anisotropic plate theory for CMUTs
can be expanded to also include plates consisting of more
than one layer. Starting from equations for the moment and
stress resultants, it can be found that the general plate equation
including anisotropic effects has the same form as for the
single layer plate (10), however, the plate coefficients k1− k4
and the plate stiffness Da will be different to capture effects
from having a multilayer plate. The anisotropic multilayer
plate theory is in the following applied to a common CMUT
case so that it easily can be used in further calculations.
For the CMUT application, the multilayer plate will often
consist of two layers with silicon as the main part and a
thin aluminum layer on top for contacts. The aluminum is
an isotropic material and the silicon is, as seen on (8), an
orthotropic material (when aligned to [110] direction on a
(001) substrate). For this two-layer plate, the total thickness is
called h and the ratio α = hAl/h is defined from the thickness
of the aluminum, hAl. When the plate is all silicon α = 0 and
when the plate is only aluminum α = 1. Again utilizing the
symmetry of the materials, it can be found that k1 = k3 = 0
and k4 = 1 so only k2 and Da need to be taken into account.
Using the compliance values for highly doped silicon in
Table I and Young’s modulus of E = 70 GPa and Poisson’s
ratio of ν = 0.35 for aluminum in the expressions for k2 and
the plate stiffness, which has been omitted due to their length,
yields
DAlSi = (13.9963 GPa− 22.0458 GPa · α)h3 (22)
k2,AlSi = 1.29493 + 1.00464α. (23)
Furthermore, it can be found that for a sufficiently thin
aluminum layer, α < 0.2, a series expansion can be used
and simple correction formulas can be derived. This way, the
flexural rigidity of the combined aluminum and silicon plate
compared to the flexural rigidity of a pure silicon plate with
the same total thickness can be expressed as
DAlSi
DSi
= 1− 1.575α. (24)
Similarly, for the plate parameter k2 it is found that
k2,AlSi
k2,Si
= 1− 0.775822α. (25)
Equations (24) and (25) both use the stiffness values for highly
doped silicon from Table I.
For a circular plate, the relative center deflection using the
same method as above can be found to be
w0,AlSi,circ
w0,Si,circ
= 1 + 1.437α. (26)
Doing the same for square plates the relation becomes
w0,AlSi,Sq
w0,Si,Sq
= 1 + 1.445α. (27)
The error between the series expansion and the full result for
the center deflection is less than 2 % for α = 0.2 for both
plate geometries. An example of a typical thicknesses of the
layers of the CMUT multilayer plate is ∼2 µm silicon and
∼0.2 µm aluminum. This gives α = 0.1 and the error when
using the series expansion is less than 0.5 %.
As examples on how the aluminum layer influences the plate
parameter, stiffness, and center deflection of the circular and
square plates, calculations using single and multilayer plate
theory can be seen in Table IV. Here, calculations are made
with dimensions identical to the fabricated devices found in
Table V. It is seen that including the aluminum layer in the
calculations affects k2 with around 7 %, the stiffness of the
plate with around 18 % and the center deflection with around
12 %.
The importance of using the multilayer plate theory can be
seen by comparing calculated center deflections using the two
layer Si-Al plate and a single layer plate of Si. Using typical
values for CMUTs with a 2 µm Si layer and a 0.2 µm Al layer
and (27), will result in a difference in center deflection of
13 %.
6TABLE IV
EXAMPLES ON k2 , STIFFNESS AND CENTER DEFLECTION WHEN USING
SINGLE OR MULTILAYER PLATE THEORY.
α k2 12Da/h3 w0
Circ., multi 0.10 1.3954 141.50 GPa 29.4 nm
Circ., Si - 1.2949 167.96 GPa 25.7 nm
Sq., multi 0.08 1.3753 146.79 GPa 12.5 nm
Sq., Si - 1.2949 167.96 GPa 11.2 nm
TABLE V
DIMENSIONS OF DEVICES FABRICATED WITH CIRCULAR AND SQUARE
PLATES USING WAFER BONDING.
Circular Square
Size (a, L) 36 µm 32.5 µm
Plate thickness, Si hSi 1.8 µm 2.3 µm
Al thickness hAl 200 nm 200 nm
Gap height (vacuum) g (uncertain) 405 nm
Insulation layer tox 195 nm 198 nm
A. Deflection Measurement
To further validate the deflection of the anisotropic mul-
tilayer square plate, CMUTs devices have been fabricated
using fusion bonding [24]. The dimensions of the fabricated
device can be seen in Table V. The deflection was measured
with a Sensofar PLu Neox 3D Optical Profiler using white
light interferometry. Fig. 5 shows a measured cross section
of the normalized deflection for a fabricated device. It is
normalized in both center deflection and distance across the
plate to compare the shape of the measured deflection with
the calculated deflection. The red curve is a fit made to the
measurements using the anisotropic model (21). The plate
parameter β is fitted to the measurements. As it is seen in
the figure, the fitted value for β is 0.243. Using (23) for
calculating β for this multilayer plate (2 µm highly doped
silicon (001) substrate aligned to [110] direction with 200 nm
Al) a deviation of only 0.07 % is obtained.
It should be noted that this theory does not take stress in
the layers of the plate and charging effects into account. Stress
in the layers and charging can cause deviations, which were,
however, not observed in the measurements. Charging will be
difficult to predict, as it is dependent on the actual device being
used. The charging will affect the deflection of the plate, as it
causes deviations in the electric field in the CMUT.
V. ENERGY CONSIDERATIONS
The plate deflection derived in the previous sections can
be used to calculate the energy stored in the CMUT. In the
following, the total energy will be expressed using lumped
parameters, and the governing equations of the CMUT are
derived. The subsequent sections will use these to analyze
static and small-signal dynamic behavior of the CMUT.
Assuming a loss-less system, the total energy stored in the
transducer can be characterized by four terms
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Fig. 5. Normalized deflection cross section (y = 0) from measurement on
a fabricated CMUT with square plate of silicon (001) aligned to [110]. The
red curve is a fit made from (21).
Ut,m = Us + Ukin − Ue − Up . (28)
The two first terms are contributed by the internal energy of
the plate, which is comprised of the potential energy or strain
energy, Us, as well as the kinetic energy, Ukin, due to the
plate inertia. Ue is the electrical energy stored in the capacitor
formed by the top electrode and the bottom electrode. It is
subtracted, since this energy originates from work done on
the system by the voltage V . The same argument goes for Up,
which is the work done on the system by the external pressure,
p.
Using lumped parameters, the total stored energy in the
CMUT is
Ut,m =
1
2
k0w
2
0 +
1
2
m0
(
∂w0
∂t
)2
− 1
2
V 2C(w0)− pw0A0 ,
(29)
where k0 is the lumped spring constant that comes from the
calculation of the strain energy, A0 is the lumped area of
the plates i.e. the area that goes into calculation of the work
performed by deflecting the plate due to applied pressure, V is
the applied voltage, p the external pressure, C the capacitance
of the device and w0 the center deflection of the plate, which
is used as a reference in this work (any deflection could be
used as a reference).
The stored energy is seen to be a function of three dependent
variables, one for each of the three domains of the transducer:
V (electrical), w0 (mechanical), and p (acoustical). All three
dependent variables have time t as the independent variable.
The stored energy in the electrical and acoustical domains are
found by adjusting the signs to account for the change in the
definition of work and internal energy
7Ut,e = −1
2
k0w
2
0 −
1
2
m0
(
∂w0
∂t
)2
+
1
2
V 2C(w0)− pw0A0
(30)
Ut,a = −1
2
k0w
2
0 −
1
2
m0
(
∂w0
∂t
)2
− 1
2
V 2C(w0) + pw0A0 .
(31)
From (29), (30), and (31) it is possible to derive one governing
equation for each of the three domains. This is achieved
by differentiating the stored energy in each domain with
respect to its corresponding variable, yielding the charge Q
(electrical), force F (mechanical), and volume displacement
W (acoustical)
Q =
∂Ut,e
∂V
= V C(w0) (32)
F =
∂Ut,m
∂w0
= k0w0 +m0
∂2w0
∂t2
− 1
2
V 2
∂
∂w0
C(w0)− pA0
(33)
W =
∂Ut,a
∂p
= w0A0 . (34)
Eqs. (32)-(34) provide a non-linear description of the trans-
ducer behavior. Based on these equations, the following two
sections will give a static and a dynamic analysis of a CMUT.
VI. ELECTROSTATIC ANALYSIS
By using the solutions found in the previous sections and
performing electrostatic analysis, it is possible to find the
stable position of the plate, when applying a certain bias
voltage. The stable position is the position where the spring
force balances the electrostatic and pressure forces. From this
the pull-in distance and pull-in voltage can be found. The
derivation is initially done using the implicit lumped parame-
ters k0 and A0. The explicit values are derived afterwards.
For the static case, the total force on the system, Ft, is given
by (33) with the second term set to zero
Ft = k0w0 − pA0 − 1
2
V 2C ′(w0), (35)
where C ′(w0) denotes the capacitance differentiated with
respect to w0. The stable position of the plate can be found
for a given applied voltage as the point where the total force
is zero, i.e. solving
k0w0 = pA0 +
1
2
V 2C ′(w0). (36)
The effective spring constant, keff , can be found by differen-
tiating the total force with respect to the center deflection
keff =
∂Ft
∂w0
= k0 − 1
2
V 2C ′′(w0). (37)
Pull-in occurs when the effective spring constant is zero and
the pull-in voltage VPI can be expressed as
VPI =
√
2k0
C ′′(w0)
. (38)
Inserting the pull-in voltage (38) into the equation for the
stable position (36) the pull-in distance can be found by
solving the equation
k0w0 = pA0 +
k0C
′(w0)
C ′′(w0)
. (39)
The solution can then be inserted into (38) to obtain the pull-
in voltage. Finding pull-in distance and voltage is therefore a
question of solving the two equations (36) and (39) for the
two variables.
In the following, this analysis is shown for both circular and
square plates, with the anisotropic effects taken into account,
and for a parallel plate capacitor for comparison. A similar
analysis has previously been shown by others for isotropic
circular plates e.g. [2], [8] and is therefore shown here in
compact form with focus on the anisotropy of the plate.
A. Capacitance
An important variable in the electrostatic analysis for
CMUTs is the capacitance. The capacitance at zero deflection,
C0, of the plate can for both the circular and square plates
be divided into two contributions: The capacitance from the
vacuum gap Cvac = 0A/g and the capacitance from the
insulation oxide between the electrodes Cox = 0oxA/tox.
A is the area of the plate, g the vacuum gap, 0 the vacuum
permittivity, tox the thickness of the insulation oxide layer,
and ox the relative permittivity of the oxide. The effect from
having both contributions can be collected in an effective gap
height
geff = g +
tox
ox
. (40)
The total capacitance at zero deflection can then be written
C0 =
(
1
Cvac
+
1
Cox
)−1
=
0A
geff
. (41)
Taking the deflection of the plate into account, the total
capacitance of the device is
C =
1
geff
∫∫
0
1− ηf(x, y) dxdy (42)
where η = w0/geff is the normalized center deflection and
f(x, y) is a function describing the shape of the deflection.
For circular plates, this function will be (13), for square plates
it is (19), and for the parallel plate f = 1.
The total capacitance of a parallel plate capacitor is given
by
Cparallel = C0
1
1− η . (43)
For the circular plate, the integral can be solved analytically
and the total capacitance becomes [2], [8]
Ccirc = C0
√
1
η
arctanh
√
η. (44)
For the square plate, there is no analytical solution. The
integration in (42) can instead be performed numerically. The
total capacitance for this plate can be written
Csq = C0fs(η). (45)
8where fs(η) is a function describing the shape of the ca-
pacitance curve. Various functions can be used as the shape
function, e.g. spline fit to the numerically found solution, a
higher order polynomial fit or an interpolation function. A
Taylor expansion can also be used, however, at least 8 terms
is needed to get sufficient accuracy.
To obtain simpler expressions that can be used for further
calculations for the square plate, it is advantageous to look at
where the capacitance is used and compare with results for
the parallel plate. Inspecting (36)-(39) it is seen that in order
to find the stable position, the effective spring constant, the
pull-in voltage, and the pull-in distance, the functions f ′s(η),
f ′′s (η), 1/f
′′
s (η) and f
′
s(η)/f
′′
s (η) must be used. For the parallel
plate, using the normalized capacitance from (43) to obtain the
shape function for this plate type, the expressions will have
the form
fs(η) =
1
1− η , f
′
s(η) =
1
(1− η)2 , f
′′
s (η) =
2
(1− η)3 ,
1/f ′′s (η) =
1
2
(1− η)3, f ′s(η)/f ′′s (η) =
1
2
(1− η). (46)
All of these expressions for the parallel plate capacitor contain
(1 − η). Changing this to a second order polynomial, (1 −
aη−bη2), the coefficients a and b can be found for the square
plate to match each of the equations in (46) by fitting to the
numerically found solution for the capacitance. This way, the
following expressions can be used as approximations for the
square plate capacitance in the equations in the next sections
fs(η) =
1
1− 0.296η − 0.136η2 (47)
f ′s(η) =
1
(1.813− 1.050η − 0.299η2)2 (48)
f ′′s (η) =
1
(1.405− 0.953η − 0.271η2)3 (49)
1/f ′′s (η) = (1.405− 0.953η − 0.271η2)3 (50)
f ′s(η)/f
′′
s (η) =
1
1.211 + 0.647η + 2.906η2
(51)
Using these will result in deviations from the numerical
solution of less than 0.05 %, 0.08 %, 0.3 % and 2 %, respec-
tively. Note that the polynomial fits are only valid for relative
deflections of 0-0.5, i.e. below pull-in. A plot showing how the
polynomials are fitted can be seen in Fig. 6, where the circles
show the numerically found solutions for the capacitance and
its derivatives and the curves show the fits. Expressions for
the derivatives of the circular plate capacitance, (44), can be
found in [8].
Fig. 7 shows the total capacitance normalized to the total
capacitance with no deflection, C/C0, versus the relative
deflection, η, for all three plate types. For the square plate
shape function, the numerically found solution is shown in
the plot. It is seen that when normalized, the circular and
square plates have similar capacitance responses. For example,
at a relative deflection of 0.4 the deviation is 1.4% between
the square and circular capacitance, whereas using the parallel
plate approximation results in a much larger difference as seen
in the figure. For the square plate the polynomial solution from
(47) is shown in Fig. 7 as circles.
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Fig. 6. Capacitance for the square plate and its derivatives. The circles show
the numerically found solutions and the curves the second order fits.
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comparison. The polynimial solution for the square plate is shown as circles.
B. Lumped Parameter Calculations
The total strain energy is calculated by integrating the strain
energy density using (6) and (9). Having a thin plate, we can
assume plane stress and the expression becomes
Us =
1
2
∫∫∫
(σ1ε1 + σ2ε2 + σ6ε6) dx dy dz, (52)
where the strains are given by
1 = −z ∂
2w(x, y)
∂x2
, 2 = −z ∂
2w(x, y)
∂y2
, 6 = −2z ∂
2w(x, y)
∂x∂y
.
(53)
The energy due to the externally applied pressure is cal-
culated as the work performed (i.e. force times length, here
pressure times area times length) when deflecting the plate
Up =
∫∫
pw(x, y) dxdy. (54)
9The electrostatic energy is expressed through the charge Q
or applied voltage V , the vacuum permittivity 0, gap height
geff and the total capacitance C of the device
Ue =
1
2
V 2C
=
1
2
V 2
∫∫
0
geff − w(x, y) dxdy (55)
The capacitance inserted during the second equality in (55)
is valid for all plate geometries if the right expression for
the deflection is used in each case. It can be seen how
the deflection of the plate appears, and therefore the plate
geometry and the anisotropy of the plate is included through
the deflection.
For a circular plate (52) becomes
Us,circ =
1
2
∫ h/2
−h/2
∫ 2pi
0
∫ a
0
r (σ1ε1 + σ2ε2 + σ6ε6) dr dθ dz
=
h3piw20
9a2
(
3Ceff11 + 2C
eff
12 + 3C
eff
22 + 4C
eff
33
)
, (56)
and (54) and (55) become [2]
Up,circ = −
∫ a
0
2piprwdr = −1
3
pipa2w0 (57)
Ue,circ = −1
2
CV 2 = −1
2
V 2C0
√
1
η
arctanh
√
η. (58)
Using (11) it can be seen that the strain energy can be written
in terms of the effective flexural rigidity
Us,circ =
h3piw20
9a2
(3 + k2 + 3k4)
12Da
h3
=
32piDeffw
2
0
3a2
(59)
By changing the flexural rigidity, it is possible to easily switch
between isotropic and anisotropic calculations in (59).
Comparing (59) and (57) with (29), it can be seen that for
the circular plate the lumped spring constant and the lumped
area are given by
k0,circ =
2 · 32Deffpi
3a2
=
64Deffpi
3a2
(60)
A0,circ =
1
3
pia2. (61)
For the square plate, only the most common case with a
highly doped plate on silicon (001) substrate aligned to the
〈110〉 direction is considered. Using the deflection from (19),
the strain energy for the square plate becomes
Us,sq =
1
2
∫ h/2
−h/2
∫ L
−L
∫ L
−L
(σ1ε1 + σ2ε2 + σ6ε6) dxdy dz
=
4096h3w20
4729725L2
(
γ1C
eff
11 + 2γ2C
eff
12 + γ1C
eff
22 + 4γ2C
eff
33
)
,
(62)
γ1 =
(
1001 + 468β + 476β2
)
, γ2 = 26
(
11 + 2β2
)
.
Using the value for βhigh, γ1 = 1138.5 and γ2 = 288.9.
Inserting the plate coefficients from (11) into (62), it can be
seen that the strain energy can be written in terms of the plate
coefficients and the anisotropic flexural rigidity
Us,sq =
49152
4729725
(γ1 + γ2k2 + γ1k4)
Daw
2
0
L2
, (63)
Using the values from Table II, the strain energy for the square
plate of silicon (001) aligned to the 〈110〉 direction becomes
Us,sq,Si(001),[110] = ξs
h3w20
L2
, (64)
where the constant is ξs = 385.637 GPa.
The energy contribution from applied pressure (54) is for
this case given by
Up,sq = −
∫ L
−L
∫ L
−L
pw(x, y) dxdy (65)
Up,sq,Si(001),[110] = −ξppL2w0. (66)
where ξp = 1.215.
The electrostatic energy can in this square plate case not be
found exact as an approximation is needed for the total ca-
pacitance. Using the result from (45) this energy contribution
can be expressed as
Ue,sq = −1
2
V 2C0fs(η). (67)
Comparing (64) and (66) with (29), it is seen that for the
square plate the lumped spring constant and the lumped area
are given by
k0,sq =
2 · ξsh3
L2
=
2h3ξs
L2
(68)
A0,sq = ξpL
2. (69)
C. Effective Spring Constant
As mentioned earlier, the effective spring constant can be
found by performing a differentiation of the total force with
respect to the center deflection, see (37). The lumped spring
constant can be identified from the strain energy for both
circular and square plates, (60) and (68), and for the parallel
plate the spring constant is simply just k. All these expressions
can be inserted into the effective spring constant (37) to obtain
the effective spring constant for each plate type. The effect of
spring softening is identified as the second term in (37), and it
is seen to depend on the capacitance. Furthermore, it is seen
that the spring constant at zero applied voltage is the lumped
spring constant.
In Fig. 8, the effective spring constant relative to the spring
constant at zero applied voltage keff/k0 is shown versus
the normalized relative deflection η/ηPI,p0 (lower axis) or
normalized voltage (upper axis). The spring softening effect is
clearly seen as the effective spring constant becomes smaller
when the deflection and bias voltage increases. Again the
circular and square plate behave almost identical and the
parallel plate approximation differs from the two. Operating
at 80% of pull-in, the deviation between square and circular
plate results is 0.47% and for the parallel plate it is 12.5%.
D. Stable Position
Using the expressions (57)-(59) for the energies and the
equation for the stable position (36), the stable position for
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Fig. 8. Normalized effective spring constant versus relative center deflection
normalized to the pull-in distance for circular, square and parallel plates.
the circular plate becomes
Vstable,circ =√
−256geffη3/2(−a4ppi/64 +Deffpiηgeff)(−1 + η)
3a2C0
(−arctanh [√η]+ η arctanh [√η]+√η) . (70)
which is found in a similar way as in [2], [8].
A comparison of the stable position found using the
anisotropic approach, (70), and measurements on a fabricated
device can be found in Section VI-F.
For the square plate, combining the expressions in (64), (66)
and (67), the stable position for the highly doped square plate
on silicon (001) substrate aligned to the 〈110〉 direction can
be found by (36)
Vstable,sq =
√
2geff
(−L4pξp + 2h3ηξsgeff)
C0L2f ′s(η)
. (71)
For an approximation, (48) can be inserted into (71).
Devices with square plates were also fabricated and a
comparison of the stable position found using the anisotropic
approaches compared to the measured center deflection can be
found in Section VI-F.
Originally, the CMUT was modelled by use of a parallel
plate approximation [4], [5]. The parallel plate case is also
included here for comparison and in this case, the stable
position is
Vstable,parallel =
√
2(−1 + η)2geff(−Ap+ kηgeff)
C0
. (72)
Fig. 9 shows the stable position of the plate for varying bias
voltages. The bias voltage is normalized to the pull-in voltage
at zero applied pressure V/VPI,p0 and the deflection to the
pull-in distance at zero applied pressure η/ηPI,p0. It is seen
that the circular and square plate give almost identical results,
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Fig. 9. Stable voltage normalized to pull-in voltage at zero applied pressure
versus relative center deflection normalized to the pull-in distance at zero
applied pressure for circular (70), square (71) and parallel plates (72).
whereas the parallel plate has a slight deviation. At 80 %
of pull-in, which is where the CMUT is usually designed to
operate, the deviation of the square plate result compared to
the circular plate result is only 0.01 %. For the parallel plate
the deviation is 0.3 % compared to the circular plate result. It
should be noted that the result for the circular plate in Fig. 9
is similar to a previously shown figure in [8].
From the static analysis, it is possible to present a set of
general design plots for CMUTs by using adequate normal-
izations. Hereby, the results for circular, square and parallel
plates can be compared. For specific device behavior, the
equations for zero applied pressure or voltage can be used
to eliminate the normalizations. These expressions are derived
in section VI-E.
In general, it is seen from Figs. 8 and 9 that the overall
behaviour of the CMUT is well captured by both the more
accurate results for the circular and square plates, but also
by the parallel plate approximation. The difference lies in
the normalizations i.e. the pull-in point calculation, which is
different for each case when using the actual shape of the
deflection. The anisotropic effects are included through these
as well. This means that in practice, the simple expressions
can be used to model the CMUTs with good approximations,
if the specific de-normalizations are used for each plate type.
E. Pull-in
For the parallel plate, the pull-in distance at zero applied
pressure is given by ηPI,p0,parallel = 1/3. The corresponding
pull-in voltage is
VPI,p0,parallel =
√
8kg2eff
27C0
. (73)
The pressure dependence on the pull-in distance can be found
analytically for this plate type and is given by
ηPI,parallel = 1/3 + 2/3pr, (74)
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Fig. 10. Pull-in distance versus relative pressure. Circles are the full
calculation for circular plates, triangles the full model for square plates, the
red solid curve a fit for the circular plate (79), blue dashed curve a fit for the
square plate (82) and black dotted the analytical expression for the parallel
plate (74).
where the relative pressure is given by pr = pA/(geffk). The
relative pressure is the applied pressure normalized to the
pressure it takes to deflect the plate the distance of the effective
gap, pg. Fig. 10 shows the linear dependence of the pressure
on the pull-in distance, (74), as the black dotted curve. The
pressure dependent pull-in voltage can for the parallel plate
also be calculated analytically and is given by
VPI,parallel =
(−Ap+ kgeff)3
27C0k2geff
. (75)
It is seen that the influence of the pressure on the pull-in
distance, and thus also the pull-in voltage, is dependent on the
geometry of the device. Defining the relative pull-in voltage as
Vrel = VPI/VPI,p0 and using (75) and (73), the relative pull-in
voltage for the parallel plate yields
Vrel,parallel = (1− pr)(3/2). (76)
Fig. 11 shows a comparison of the relative voltage versus the
relative pressure with a black dotted curve for the parallel
plate.
Looking at the circular plate and the special case where the
applied pressure is zero, the relative pull-in distance becomes
ηPI,p0,circ = 0.463 from (39). With this pull-in distance
inserted into (70), the pull in voltage at zero applied pressure
for the circular plate becomes
VPI,p0,circ =
√
89.4459Deffg
2
eff
a2C0
. (77)
To find the influence of the pressure on the pull-in distance,
(39) is evaluated for varying values of the pressure. The result
can be seen as red points in Fig. 10. As also observed by [2],
[8], the influence of the pressure on the pull-in distance is
found to be linear as for the parallel plate. The expression can
be found by considering the boundary conditions ηPI(0) =
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versus relative pressure. Circles are the full calculation for circular plates,
triangles the full model for square plates, the red solid curve a fit for the
circular plate (80), blue dashed curve a fit for the square plate (83) and black
dotted the analytical expression for the parallel plate (76).
ηPI,p0 and ηPI(1) = 1. Using these conditions the expression
for the pressure dependent relative pull-in distance becomes
ηPI = ηPI,p0 + (1− ηPI,p0)pr, (78)
where the relative pressure is given by pr = p/pg =
pa4/(64geffDeff) for the circular plate. Inserting ηPI,p0,circ =
0.463 for the circular plate yields
ηPI,circ = 0.463 + 0.537pr. (79)
Eqn. (79) is plotted as the red solid curve in Fig. 10. The
maximum deviation between the expression and the data points
is 0.6 %. Compared to the parallel plate solution the difference
in pull-in distance at zero applied pressure is clearly observed.
Furthermore, note that (78) also applies for the parallel plate
as seen in (74).
To see how the pressure affects the pull-in voltage for the
circular plate, the relative pull-in voltage is again considered.
For simplicity, the equation for the pressure dependent pull-in
voltage is not shown, but it is found from the pull-in distance,
(79), inserted into the stable position, (70). The resulting
equation is evaluated for varying values of pressure and this is
shown as red dots in Fig. 11. It is seen that the pull-in voltage
decreases for increasing external pressure as expected, since
the plate is deflected due to the applied pressure. To follow the
analytical expression obtained for the parallel plate, a fit was
made to an expression having the same form as this analytical
result Vrel = (1− pr)(K·3/2), where K is the fitted parameter.
The result from fitting is
Vrel,circ = (1− pr)(0.710·3/2), (80)
Using this fit a maximum deviation of 3.9 % is obtained
relative to calculated points.
To expand this pull-in investigation to square plates as well,
the same procedure as for the circular plates is followed. For
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the square case, the pull-in distance in the special case of zero
applied pressure becomes ηPI,p0,sq = 0.466 which is very
close to the circular plate pull-in distance. The corresponding
pull-in voltage is
VPI,p0,sq =
√
2.95118g2effh
3ξs
C0L2
. (81)
To find the influence of the pressure on the pull-in distance
for the square plate it was calculated for different pressures
and plotted as triangular points in Fig. 10. As for the two
other plate geometries, the influence of the pressure on the
pull-in distance is found to be linear and using (78) it can be
described as
ηPI,sq = 0.466 + 0.534pr, (82)
where the relative pressure for the square plate is given by
pr = 0.021961pL
4/(geffDa). Eqn. (82) is shown as a dashed
blue line in Fig. 10. The maximum deviation between the fit
and the data points for the square plate is 0.7%.
In Fig. 11, it is seen how the pressure affects the pull-in
voltage for the square plate shown as triangular points and
a fit with a dashed blue line. The calculation method is the
same as for the circular plate, and the same behavior is also
observed. A fit of the data points to an expression of the same
form as for the parallel plate case yields
Vrel,sq = (1− pr)(0.712·3/2), (83)
resulting in a maximum deviation of 1.7%.
F. Stable Position Measurements
To compare the anisotropic approach for modeling CMUTs
to measurements for further validation of the theory for both
circular and square plates, devices with both plate types
were fabricated using a fusion bonding method [24]. The
dimensions of the devices can be seen in Table V.
Measurements of the stable position (presented as the de-
flection in the center of the plate) for increasing bias voltage
were performed on the fabricated devices. The deflections
were measured as area scans with a Sensofar PLu Neox 3D
Optical Profiler using white light interferometry.
Fig. 12 shows the measurements of the circular plate device.
It is seen how the center deflection varies with the applied
voltage and how the deflection increases when approaching
the pull-in voltage as expected. The center deflection for the
measurements is found as the average of 10 cells and the
gray shaded areas corresponds to plus/minus two standard
deviations. For the circular device, there was some uncertainty
in the final gap height. Because of this it was not possible to
plot the theoretical stable position for a circular plate, (70),
together with the measurements. Instead, a fit was made which
is shown as the theoretical curve in Fig. 12. From the fit, a gap
height of 457 nm was found, and it is seen that the expression
captures the behavior of the device excellently. With this gap,
the theoretical curve is within the uncertainty interval of the
measurements. Also, the pull-in voltage is in good agreement
with the experimentally found value, as it was measured to
Fig. 12. Measured center deflection for increasing bias voltage together with
theoretical curves for a circular plate (70).
Fig. 13. Measured center deflection for increasing bias voltage together with
theoretical curves for a square plate (71).
be 140 V, compared to an expected value of 138 V from the
anisotropic model (80).
Measurements with a DC voltage applied were also per-
formed for the square plate and the results are shown in
Fig. 13. The center deflection for the measurements is found as
the average of 10 cells and the gray shaded areas correspond
to plus/minus two standard deviations. The theoretical curve
is made from the stable position analysis and is for this
case plotted directly as the gap height was known from this
fabrication run. It is seen that the anisotropic theory matches
well with the measurement as it is within the error margin.
Also, the pull-in voltages are in good agreement as it was
measured to be 206 V, compared to an expected value of 201 V
from the anisotropic model (83).
VII. SMALL-SIGNAL DYNAMIC MODELING
Assuming that the signals applied to the CMUT are small,
a linearized model of the dynamic behaviour for both circular
and square anisotropic plates may be derived using well-
known methods [25], [26], [27].
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Applying the small-signal assumption, (32)-(34) may be
linearized around an operating point (Vop, wop, pop) by differ-
entiating with respect to each of the variables, while the other
two are kept constant. This linearization can be expressed in
matrix form as 
∂Q
∂F
∂W
 = A

∂V
∂w0
∂p
 , (84)
with
A =

∂Q
∂V
∂Q
∂w0
∂Q
∂p
∂F
∂V
∂F
∂w0
∂F
∂p
∂W
∂V
∂W
∂w0
∂W
∂p

=

C(wop) Vop
∂
∂w0
C(wop) 0
−Vop ∂∂w0C(wop) keff +m0 ∂
2
∂t2 −A0
0 A0 0
 . (85)
Since the dynamics of the system are of interest, it is more
convenient to use the time derivatives of Q, w0, and W , which
are denoted Q˙ = i, w˙0 = v, and W˙ . Rewriting yields
∫
∂idt
∂F∫
∂W˙dt
 = A

∂V∫
∂vdt
∂p
 . (86)
Furthermore, the analysis is simplified by transforming to the
frequency domain by a Laplace transform of the linear system
in (86)
∂i/s
∂F
∂W˙/s
 = L{A}

∂V
∂v/s
∂p
⇔

∂i
∂F
∂W˙
 = B

∂V
∂v
∂p
 ,
(87)
with
B =

sC(wop) Vop
∂
∂w0
C(wop) 0
−Vop ∂∂w0C(wop) keff/s+ sm0 −A0
0 A0 0
 , (88)
where s = jω is the complex angular frequency with j
being the imaginary unit and ω the angular frequency. From
the construction of the matrix elements, it is seen that the
first element in the diagonal describes the current i as a
function of voltage V , when the velocity and pressure are kept
constant. This is equal to the inverse electrical impedance for
a blocked mechanical system, 1/Ze,b. The second diagonal
element relates force F and velocity v for constant voltage
and pressure, and it is, thus, the mechanical impedance, Zm,s,
for a short circuited electrical system and vacuum in the
acoustical system (such that neither voltage nor pressure can
be built up). The two first off-diagonal elements relate force
F and voltage V as well as the current i and velocity v.
1
m
1 :  em  am : 1v
1/keﬀ
m0
i
Zec
C(wop)V
W˙
Zac
p
CMUT
Fig. 14. Equivalent circuit representation of the CMUT and the external
circuits. The transducer itself is represented by the circuit in the grey box,
while the external electrical and acoustical circuits are represented by their
respective Thevenin equivalents.
They, thus, describe the coupling Γem between the mechanical
and electrical domains. The last two off-diagonal elements
relate force F and pressure p as well as volume flow W˙ and
velocity v. These are therefore the coupling terms between
the mechanical and acoustical domains, Γam. Inserting in (88)
yields
B =

1/Ze,b Γem 0
−Γem Zm,s −Γam
0 Γam 0
 , (89)
Note that there is no acoustical impedance, since the CMUT
only interfaces to the acoustical domain, it does not include
it. The CMUT also interfaces to the electrical domain, but it
includes a capacitive element, hence the electrical impedance.
There is no direct coupling between the electrical and acous-
tical domains, since any interaction is done through the
mechanical domain of the plate.
The linear system described by (87) and (89) has the same
behavior as the electrical circuit shown in the gray box in
Fig. 14, or equivalently, the circuit in the gray box in Fig. 14
is described by (87) and (89). Thus, by deriving the component
values in (89), the small-signal dynamic behaviour of the
CMUT can be described. Using the results from the previous
sections, a small-signal dynamic model can be derived for
both circular and square anisotropic CMUTs. In Table VI, the
relevant circuit parameters are listed for convenience. These
are valid for highly doped (001) silicon plates aligned to the
〈110〉 direction. The capacitance, pull-in voltage and pull-in
deflection are evaluated at zero pressure.
VIII. CONCLUSION
In this paper, it was demonstrated how wafer bonded
CMUTs with both circular and square plates can be an-
alytically modelled using the full anisotropic properties of
single crystalline silicon. For the circular plate, an exact
solution to the plate equation was obtained, and for the square
plate, the full anisotropic plate equation was solved using the
Galerkin method. In this case, it was seen that the deflection
simplifies by utilizing the symmetry of the silicon crystal and
a compact solution was obtained for square CMUT plates on
a (001) silicon substrate aligned to the [110] direction. Using
this approach, the analytic plate deflections showed excellent
correspondence with FEM calculations and measurements.
Using isotropic plate theory to calculate the deflection of
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TABLE VI
STATIC TRANSDUCER PARAMETERS FOR HIGHLY DOPED (001) SILICON PLATES ALIGNED TO THE 〈110〉 DIRECTION. a IS THE RADIUS AND L THE HALF
SIDE-LENGTH, h IS THE PLATE THICKNESS, gEFF IS THE EFFECTIVE GAP HEIGHT, w0 IS THE CENTER DEFLECTION OF THE PLATE, AND 0 IS THE VACUUM
PERMITTIVITY. THE CAPACITANCE, PULL-IN VOLTAGE AND PULL-IN DEFLECTION ARE EVALUATED AT ZERO PRESSURE.
Circular Square
Capacitance C(w0) C0
√
1
η
arctan
√
η C0
1
1−0.296η−0.136η2
Lumped mass m0 pi3 ρha
2 1.215ρhL2
Lumped spring const. k0 858.8 GPa · h3a2 771.3 GPa · h
3
L2
Turns ratio Γem Vstable,circC0 12η
(
1
1−η −
√
1
η
arctan
√
η
)
Vstable,sqC0
1
(1.813−1.050η−0.299η2)2
Turns ratio Γam 13pia
2 1.215L2
anisotropic silicon plates, resulted in deviations from FEM
or measurements of up to 10 %. Using the anisotropic theory,
reduced the deviation from FEM to less than 0.3 % for the
circular plate and 0.1 % for the square plate. Fitting the
anisotropic calculated deflection for the square plate to the
measurement, a deviation of only 0.07 % was observed for
the fitted plate parameter. The theory of multilayer plates was
also applied to CMUTs, however, only a small difference will
be obtained in the deflection for the typical CMUT case.
A full electrostatic analysis including the anisotropic effects
was carried out for both circular, square, and parallel plate
devices. The analysis was based on energy considerations
and the capacitance, effective spring constant, stable position,
pull-in distance, and pull-in voltage are all calculated. In the
pull-in analysis, the pressure dependence is also included.
The circular and square plate devices are seen to behave
very similar with a difference of 0.01 % for stable position
and 0.47 % for effective spring constant at 80 % of pull-in.
Using the parallel plate approximation resulted in deviations
of 0.3 % and 12.5 %, respectively, at 80 % of pull-in. The
pressure dependence was expressed through linear fits for
the pull-in distance with a maximum deviation of 0.6 %
for the circular plate and 0.7 % for the square plate. The
pressure dependent pull-in voltage was seen to follow an
exponentiation expression with maximum deviations of 3.9 %
and 1.7 % for the circular and square plate, respectively. Using
the capacitance function of the circular plate for the square
plate, the maximum deviation was 1.6 %.
Devices with both circular and square plates were fabri-
cated, and the stable position and pull-in voltage measured.
Comparing this to to the anisotropic theory, it was seen that the
theory is within the uncertainty interval of the measurements
in both cases.
Last, a small-signal dynamic model for a CMUT with either
circular and square shaped anisotropic plate was presented.
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Abstract
The implications on direct bonding quality, when using a double oxidation step
to fabricate capacitive micromachined ultrasonic transducers (CMUTs), is analyzed.
The protrusions along the CMUT cavity edges created during the second oxidation
are investigated using simulations, AFM measurements, and a proposed analytical
model, which is in good agreement with the simulated results. The results demonstrate
protrusion heights in the order of 10 nm to 40 nm, with higher oxidation temperatures
giving the highest protrusions. Isotropically wet etched cavities exhibit significantly
smaller protrusions than anisotropically plasma etched cavities after the second ox-
idation. It is demonstrated that the protrusions will prevent good wafer bonding
without subsequent polishing or etching steps. A new fabrication process is therefore
proposed, allowing protrusion-free bonding surfaces with no alteration of the final
structure and no additional fabrication steps compared to the double oxidation process.
Two identical CMUT arrays with circular and square cavities having diameter/side
lengths of 72 µm/65 µm and a 20 µm interdistance are fabricated with the two pro-
cesses, demonstrating void-free bonding and 100 % yield from the proposed process
compared to poor bonding and 7 % yield using the double oxidation process.
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Abstract—The implications on direct bonding quality, when us-
ing a double oxidation step to fabricate capacitive micromachined
ultrasonic transducers (CMUTs), is analyzed. The protrusions
along the CMUT cavity edges created during the second oxi-
dation are investigated using simulations, AFM measurements,
and a proposed analytical model, which is in good agreement
with the simulated results. The results demonstrate protrusion
heights in the order of 10 nm to 40 nm, with higher oxidation
temperatures giving the highest protrusions. Isotropically wet
etched cavities exhibit significantly smaller protrusions than
anisotropically plasma etched cavities after the second oxidation.
It is demonstrated that the protrusions will prevent good wafer
bonding without subsequent polishing or etching steps. A new
fabrication process is therefore proposed, allowing protrusion-
free bonding surfaces with no alteration of the final structure
and no additional fabrication steps compared to the double
oxidation process. Two identical CMUT arrays with circular and
square cavities having diameter/side lengths of 72 µm/65 µm and
a 20 µm interdistance are fabricated with the two processes,
demonstrating void-free bonding and 100 % yield from the
proposed process compared to poor bonding and 7 % yield using
the double oxidation process.
I. INTRODUCTION
Capacitive micromachined ultrasonic transducers (CMUTs)
fabricated using direct wafer bonding offers various advan-
tages such as single crystalline plates with a well-defined
thickness and highly predictable mechanical properties. Huang
et al. demonstrated a simple fabrication process where the
CMUTs are made by etching out cavities in a grown oxide on
a silicon wafer. This wafer is bonded to a silicon-on-insulator
(SOI) wafer, which after removal of the handle and the buried
oxide defines the plate/top electrode [1]. An insulation oxide
in the bottom of the cavity is typically grown through a second
oxidation after the cavity etch to prevent short circuiting during
pull-in and avoid leak currents due to contaminations in the
cavities [1], [2]. However, this process creates protrusions at
the edge of the cavity as demonstrated in Fig. 1a.
In this paper, the height of the protrusions originating
from a double oxidation for various processing parameters
is investigated through simulations, analytical estimates, and
AFM measurements. It is concluded that, for the investigated
processing parameters, the prostrusions are of such a height
that direct wafer bonding of a typical CMUT array is impaired
or completely prohibited if subsequent etching or grinding
steps are not introduced to planarize the bonding surfaces. An
Protrusion
Si/SiO2 bonding interface
(a)
SiO2/SiO2 bonding interface
(b)
Fig. 1: Cross-sectional views of the CMUT cavities in the two
different fabrication approaches. (a) Double oxidation process.
(b) The proposed process. Si is orange and SiO2 is blue.
alternative simple fabrication approach is therefore proposed,
where the cavities are etched in an oxide grown on the SOI
wafer. The insulation oxide is then grown on a second wafer,
and the two wafers are bonded by SiO2/SiO2 direct bonding,
see Fig. 1b. Without introducing further processing steps, this
provides protrusion-free bonding surfaces and thus optimal
conditions for direct bonding. The superiority of the proposed
process is demonstrated in practice by fabricating CMUT
arrays with typical dimensions using both methods, showing
poor bonding results for the non-planarized double oxidation
process and void-free bonding results for the proposed process.
II. METHODS AND MATERIALS
A. Protrusion Investigations
The protrusion height was investigated experimentally as
a function of processing parameters through two individual
oxidations aiming for a 350 nm and a 200 nm oxide layer,
respectively. The latter was achieved through various oxidation
approaches as described below. The two oxide thicknesses
were chosen as they represent realistic values for a typical
CMUT design. The first oxidation was performed on six
500 µm single side polished n-type 〈100〉 4” silicon wafers
with a resistivity of 1-10 Ωcm, and the oxide thickness was
measured to be 357 ± 1 nm. A lithography step on each
wafer was followed by a cavity etch, defining square arrays
of circular cavities with a diameter of 72 µm and an inter-
spacing of 20 µm distributed over the entire wafer. In order
to investigate the effect of anisotropically and isotropically
etched cavities, two different etches were used to etch out
cavities in the oxide; on the first three of the wafers, an
Protrusion height
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Fig. 2: Simulated cavity profile after the second oxidation in
(a) an anisotropically etched cavity and (b) an isotropically
etched cavity. Si is orange and SiO2 is blue.
anisotropic reactive ion etch was used, while the remaining
three were subjected to a buffered hydrogen flouride (HF)
wet etch. Reference values of the protrusion height were
measured with atomic force microscopy (AFM) on both an
isotropically and an anisotropically etched wafer after this step.
Subsequently, the wafers were cleaved in two parts, enabling
six independent oxidations: Dry and wet oxidations at 950 ◦C
and 1000 ◦C, and only dry at 1050 ◦C, and 1100 ◦C. In all
oxidations, both an anisotropically and an isotropically etched
wafer were included. Each of these second oxidations aimed
for a 200 nm thick oxide in the cavities, and were all within
9 nm of this target. AFM measurements of the protrusion
height were then performed on these 12 half wafers. All AFM
measurements were made in tapping mode, scanning a 5 µm
by 5 µm area covering the cavity edge. The scan direction
was towards the cavity to avoid measurement artifacts such
as overshooting from the abrupt step at the cavity edge. All
heights reported in this study were averaged over three such
measurements taken on three different cavities, each being
evaluated by averaging over the 5 µm range. The measurement
error bars were calculated as 2 sample standard deviations.
All dry oxidations were carried out at an ambient pressure of
1 atm, while the wet oxidations were carried out at 0.85 atm
as a consequence of the furnace settings.
The simulations were carried out in Athena 5.20.0.R by
Silvaco Inc. using the same oxidation parameters in terms of
type, final oxide thickness, temperature and pressure as were
used in the experiments. A grid size of 1 nm in the vicinity of
the oxide cavity edge was used, growing linearly to 500 nm
5 µm from the cavity edge. The simulations were carried out
using different models that either includes or excludes stress
effects. All simulated results were seen to be identical in the
different models, indicating negligible stress effects, and only
one set of results is therefore reported in this work.
B. Array Fabrication
For the fabrication of the CMUT arrays, the double oxi-
dation process and the proposed process were carried out on
two separate pairs of bonded wafers, one for each process.
The main process steps are listed in Table I. As can be
seen, the two approaches share the number, order and type
of process steps. The only difference is that the respective
TABLE I: A list of the main process steps used in both
fabrication approaches. For each step, the wafer on which the
process step is carried out in the respective approach is given.
Step Double oxidation Proposed process
403 nm oxidation Standard SOI
Lithography Standard SOI
Cavity etch Standard SOI
195 nm oxidation Standard Standard
Bonding Standard/SOI Standard/SOI
Handle removal SOI SOI
process steps were carried out on either a standard, 500 µm
single side polished 1-10 Ωcm n-type 〈100〉 4” silicon wafer or
an SOI wafer with the same specifications along with a 2 µm
low resistivity device layer and a buried oxide (BOX) layer
of 1 µm. The lithography was performed through the same
mask for both processes, containing arrays with circular and
square cavities having diameter/side lengths of 72 µm/65 µm,
respectively. The cavities were separated by 20 µm in regular
square lattice arrays with either 324, 2304, or 9216 cavities
per array, corresponding to 9 CMUT cells per element in 6×6,
16× 16 and 32× 32 arrays designed for a nominal resonance
frequency in immersion of 3 MHz. The individual arrays were
separated by 2.2 mm. The cavity etch was performed in a
STI Pegasus reactive ion etcher, and the direct wafer bonding
step was carried out at 50 ◦C, 10−3 mbar ambient pressure
and 1500 N piston force for 5 minutes. Post-annealing was
carried out in an inert nitrogen atmosphere at 1100 ◦C for 70
minutes [3]. Prior to both oxidations and the bonding step, the
wafers were cleaned using a standard RCA cleaning procedure.
Before the bonding step, the final HF dip in the RCA cleaning
procedure was omitted to avoid oxide removal. After bonding,
the bonded wafers were dipped in buffered HF for 10 minutes
to remove the oxide from the exposed wafer surfaces, and
the SOI handle was subsequently removed in an isotropic
40 minute deep reactive ion etch. After this step, only the
2 µm device layer and the 1 µm BOX layer of the SOI wafer
remained, thereby clearly exposing any unbonded regions [4].
As only the bonding step was of interest to this study, the
subsequent lithography and top electrode etch steps required
to complete the CMUT arrays were not performed.
III. RESULTS AND DISCUSSION
A. Protrusion Investigations
In Fig. 3, the measured protrusion heights are shown as a
function of temperature. For each temperature, both wet and
dry oxidation results are shown for both anisotropically and
isotropically etched cavities. No measurements are given for
wet oxidations at 1050 ◦C and 1100 ◦C as the required oxi-
dation time to reach 200 nm is impractically short. Note that
the simulations predict higher protrusions than the measured
in most cases, the deviation being 7 nm at the most. Yet, both
simulations and measurements agree on the general parameter
dependency. It is thus seen that the oxidation temperature
only has a minor effect on the protrusion height, with a
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Fig. 3: Simulated, calculated and measured protrusion heights
for four independent processing parameters shown as a func-
tion of oxidation temperature. The shaded areas denote a
confidence interval of two standard deviations.
slightly increasing protrusion height for higher temperatures.
The results for the wet and dry oxidation are not significally
different, and no conclusions can be made in this case based
on the measurements. A much larger effect is seen for the
etch type, where the isotropically etched cavities exhibit a
significantly smaller protrusion height than the anisotropically
etched cavities. For all temperatures, the protrusion height is
decreased by almost a factor of two. This can be explained by
considering Figs. 2a and 2b, showing the simulation results of
both an anisotropically (Fig. 2a) and an isotropically (Fig. 2b)
etched cavity after the second oxidation. Since the isotropic
etch results in a cavity edge which is retracted slightly from
the beginning of the oxide masking, the edge is consequently
raised less than the corresponding anisotropic case, where the
cavity edge step is more abrupt. This therefore yields smaller
protrusions for the isotropically etched cavities.
In the case of anisotropically etched cavities, the protrusion
height can be quite accurately estimated using simple analyt-
ical considerations. Analytical models of the related LOCOS
oxidation are known, but these are based on fitted parameters
using nitride diffusion masks and are therefore not directly
applicable to the present case [5]. According to the Deal-Grove
model, the oxide growth rate is dx/dt = kC/N , where x is the
oxide thickness, k the interface reaction rate constant, N the
number of oxidizer molecules incorporated per unit volume
of oxide, and C the concentration of oxidizer molecules at
the oxide/silicon interface [6]. The interface concentration
results from diffusion of the oxidizer from the gas/oxide
interface where the oxidizer concentration is assumed contant.
Since the oxide thickness varies due to the etched cavity, the
interface concentration C is a function of position with well
known values far from the cavity edge. At the mask edge,
the concentration may be obtained by a full 2-D simulation,
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Fig. 4: Protrusion height plotted as a function of the thickness
of the second oxide for three different values of the initial
oxide thickness. For one of the initial oxide thicknesses, the
corresponding simulated values are given.
but a fair estimate is the average of the two known values
Cedge ' (Cc + Cox) /2, where Cc is the concentration in the
cavity and Cox the concentration at the oxide far from the
cavity. As a result of that simple assumption,
dxedge
dt
=
1
2
(
dxc
dt
+
dxox
dt
)
.
By subtracting dxox/dt, integrating, and accounting for the
volume expansion by a factor of 2.2 of the growing oxide
compared to the consumed silicon, the protrusion height
becomes
h =
2.2− 1
2.2
1
2
(∆xc −∆xox) ,
where the grown oxide in the cavity and at the initial oxide,
∆xc and ∆xox, are found using the Deal-Grove model for
thermal oxidation [6].
The analytical model has been used to predict the protrusion
height for the anisotropically etched cavities, and is given in
Fig. 3. Only anisotropically etched cavities are considered,
as the model assumes an abrupt step. The model shows
good agreement with the simulations, confirming that the
protrusions arise due to purely geometrical effects resulting
in spatially dependent diffusant concentrations. As the study
in Fig. 3 is restricted to a fixed oxide thickness, the model
has also been used to plot the protrusion height as a function
of the second oxide thickness for three different initial oxide
thicknesses grown in a dry oxidation at 1000 ◦C, see Fig. 4. It
is seen that the protrusion height increases with both initial ox-
ide thickness and second oxide thickness. For an initial oxide
thickness of 357 nm, corresponding to the experimental value,
the protrusion height has been simulated, showing excellent
agreement over a large range of second oxide thicknesses,
thereby confirming the validity of the model.
B. Array Fabrication
In Fig. 5, the result of the double oxidation process (left)
and proposed process (right) is shown in split-screen view. It
is clearly visible that the 2 µm top plate on most of the arrays
to the left have broken off due to poor bonding, resulting in
a yield of 7 %. As opposed to this, all arrays are bonded
flawlessly for the proposed fabrication process with SiO2/SiO2
bonding seen to the right, corresponding to 100 % yield.
Martini et al. investigated the crack length of the unbonded
region for step heights from 9 nm to 400 nm [7]. For step
heights above 55 nm, thin plate theory could be used to predict
the crack length. For step heights lower than 55 nm, i.e. in the
regime of the protrusion heights seen in this study, dislocation
theory was seen to provide a better description, with the crack
length L being given by L = Eh2/[8piγ(1 − ν)2]. Here,
E is the Young’s modulus and ν the Poisson ratio of the
bonded wafers, while h is the protrusion height and γ is the
surface energy of the bonding surfaces. For the anisotropic
stiffness properties of the silicon wafers bonded in this study,
an average Young’s modulus of 148 GPa and a Poisson ratio of
0.177 represent appropriate values. Assuming a representative
fracture surface energy of 0.1 J/m2, a protrusion height of
30 nm would result in a crack length of ∼ 80 µm. Even
for the smallest measured protrusion height of 11 nm, the
crack length would be ∼ 10 µm. Two neighboring cavities
will therefore need an interdistance well above 20 µm to
ensure even a small bonded area between the cavities. In the
fabricated arrays, the interdistance was 20 µm, and the fact that
the double oxidized wafers did not bond corresponds well to
this theoretical prediction. Note that the fracture surface energy
used in the calculation corresponds to the typical fracture
surface energy before annealing [4]. Annealing will contribute
to an increase in fracture surface energy up to a factor of 10
or more by conversion of hydrogen bonds to covalent bonds
[4]. However, since completely non-bonded regions between
cavities will not close during annealing, the pre-annealing
fracture surface energy is the appropriate measure.
The interdistance between cavities in a CMUT array should
be kept at a minimum, while still maintaining the required
mechanical stiffness, to maximize the fill-factor and hence the
highest possible output and sensitivity of the array [8]. Clearly,
the double oxidation approach counteracts this. Etching or
polishing steps performed prior to the bonding can be used
to reduce the protrusions [2], but the issue can be completely
bypassed without any additional steps by using the process
proposed in this paper, which furthermore contributes with a
slightly increased insulation thickness between the electrodes
compared to the double oxidation process, see Figs. 1a and 1b.
The only requirement is that the reduction of the SOI device
layer thickness due to the oxidation is considered in the design.
IV. CONCLUSION
The protrusions arising from a double oxidation process was
investigated using AFM measurements, numerical simulations
and a proposed analytical model showing good agreement
with simulations, proving that protrusions arise purely due
Double oxidation Proposed process
Fig. 5: A split-screen view of the result of the array fabrication
using the double oxidation process (left) and the process
proposed in this paper (right), showing poor and excellent
bonding results, respectively. The color variation is due to
variations in BOX layer thickness after the handle removal.
to geometrically dependent diffusion. It was found that the
protrusion height increases slightly with temperature, and
that the protrusions from isotropically wet etched cavities
are significantly smaller than protrusions from anisotropically
wet etched cavities. In all cases, it was found that direct
wafer bonding would be severely affected by the protrusions
for a typical CMUT array using processing parameters in
the investigated range. This fact was examplified through
fabrication of representative CMUT arrays on a 4” wafer,
demonstrating poor bonding equivalent to a 7 % yield. A
simple process requiring no additional processing steps was
proposed to completely remove the problem of protrusions,
and a demonstration of the process revealed void-free wafer
bonding resulting in 100 % yield.
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Abstract
The topography of thermally oxidized, structured silicon dioxide is investigated
through simulations, atomic force microscopy, and a proposed analytical model. A
357 nm thick oxide is structured by removing regions of the oxide in a masked etch
with either reactive ion etching or hydrofluoric acid. Subsequent thermal oxidation
is performed in both dry and wet ambients in the temperature range 950 ◦C to
1100 ◦C growing a 205 ± 12 nm thick oxide in the etched mask windows. Lifting
of the original oxide near the edge of the mask in the range 6 nm to 37 nm is seen
with increased lifting for increasing processing temperatures. Oxides structured by
reactive ion etching are lifted on average a factor of four more than oxides etched
in hydrofluoric acid. Both simulations and the analytical model successfully predict
the oxide topography qualitatively, showing that the mask lifting phenomenon is
governed mainly by diffusion and the geometry of the oxide. Simulations also predict
the oxide topography quantitatively, with an average root mean square deviation of
1.2 nm and a maximum deviation of 13 nm (39 %) from the mean of the measured
values.
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Thermal oxidation of silicon is a well-known and widely used
process in the microfabrication of semiconductor devices. Silicon
dioxide exhibits excellent electrical and mechanical properties and has
a highly predictable growth rate, which has made thermal oxidation
an indispensable process in the semiconductor industry.
The growth of silicon dioxide on planar silicon surfaces is well
described by the Deal and Grove model, which accurately predicts
the growth of silicon dioxides with the exception of very thin oxides
(<250 Å) grown in a dry ambient.1 The latter case was treated by
Massoud et al., who introduced an exponentially decaying addition to
the growth rate, thereby correcting for the faster initial oxidation rate
of thin oxides.2
However, for non-planar silicon surfaces, or silicon surfaces with
structured thin films, e.g. thin films subjected to a masked etch, the
oxidation can no longer be described as a one-dimensional problem in
the vicinity of the surface discontinuity. Such situations are frequently
encountered, e.g. in the oxidation of silicon surfaces structured by
etching and in LOCOS oxidations, where nitride diffusion barriers
are exploited to produce selective oxidation of pre-defined regions
of the silicon surface. The complex shape of the oxide grown in the
vicinity of such nitride masks, known as the bird’s beak, has been
investigated intensively in the literature due to its widespread use in
the fabrication of thick insulation oxides.3,4,5 Oxidation of structured
silicon has also attracted some attention, primarily due to the unwanted
artifacts that arise near corners, such as oxide thinning,6,7,8 rounding
or sharpening of convex corners,9 and oxide protrusions arising from
oxidation of 90◦ silicon corners.10
Thermal oxidation of structured silicon dioxide has so far only been
studied sparingly in literature.11 This paper investigates the oxidation
of an oxide step, a situation which arises if e.g. a thermally grown
oxide is structured by etching and subsequently oxidized a second
time in order to grow an oxide in the etched mask windows. The
structured oxide acts as a diffusion mask during the second oxidation,
and will experience lifting in the vicinity of the mask edge due to 2-D
oxidation effects as shown in Fig. 1.12,13 Such mask lifting can pose
a problem if the flatness of the oxide surface is critical, e.g. if direct
bonding is involved in subsequent processing steps.14,15
In this paper, the topography of the oxide mask is investigated
as a function of processing parameters through simulations, mea-
surements, and analytical considerations. The study considers a fixed
initial oxide mask thickness of 357 nm, in which mask windows are
opened using either reactive ion etching or hydrofluoric acid. For both
types of mask windows, a second oxidation is performed, aiming for a
zE-mail: tlehr@nanotech.dtu.dk
200 nm oxide thickness in the un-masked part of the wafer. By fixing
the thickness of the two oxidations, the effect of processing parame-
ters is investigated by carrying out the second oxidation at different
oxidation temperatures from 950◦C to 1100◦C for both wet and dry
oxidations.
Good agreement is seen between simulations and measurements,
demonstrating increased mask lifting at increasing oxidation temper-
atures and significantly larger mask lifting for mask windows etched
by reactive ion etching compared to those etched using hydrofluoric
acid. This trend is confirmed by a proposed analytical model, which
demonstrates that the mask lifting is essentially a function of the thick-
nesses of the oxides far from the oxide step. Stress effects, which are
known to have a large influence on the geometry of the bird’s beak,5
are seen to be negligible for the oxide step in the temperature ranges
considered in this study.
The structure of the paper is as follows: First, the theory describing
the thermal oxidation of an oxide step geometry is covered. The math-
ematical details of the conformal mapping technique used to solve the
problem analytically is presented in the appendix for convenience.
This is followed by a description of the experimental setup, includ-
ing sample preparation and measurement procedure. Subsequently,
the approach used in the simulations to emulate the experiments is
covered prior to a presentation and discussion of the results.
Theory
The oxide growth in the vicinity of an oxide step can be modeled
under the assumption that the oxidation rate is diffusion limited. In the
Figure 1. Simulated oxide geometry after thermal oxidation of an oxide step
showing the mask lifting near the mask edge.
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Figure 2. Iso-concentration and iso-flux lines in an oxide step geometry cal-
culated using the conformal mapping approach. The distances are normalized
to the thickness of the mask oxide (to the right of the step).
oxide film, the continuity equation governs the transport of the oxidant.
For realistic diffusion times t > y2ox/(4D), where yox is the thickness
of the oxide and D is the diffusivity, the diffusion will be almost
stationary, such that the time derivative of the oxidant concentration
C becomes
∂C
∂t
= D∇2C  0, [1]
where ∇2 denotes the Laplace operator. Hence, the oxide growth rate
can be expressed directly as a function of the flux density normal to
the silicon/oxide interface, J ,
ds
dt
= J
N
, [2]
where s is the oxide thickness at time t at the silicon/oxide interface,
and N is the number of oxidizer molecules incorporated per unit
volume of the oxide. Thus, if the normal incident flux density at the
interface can be found, the oxide thickness can be calculated by a time
integration of Eq. (2).
This can be achieved by use of conformal mapping, covered in
detail in the appendix, with which the flux- and concentration dis-
tribution in the structured oxide can be calculated. As an example,
Fig. 2 shows the iso-concentration and iso-flux contour lines of an
oxide step with a thickness ratio of ymask/ywindow = 5, where ywindow is
the thickness of the oxide grown in the mask windows and ymask is the
thickness of the oxide mask. The definition of these thicknesses are
given in Fig. 1. The flux density at the step, J0, is in the derivation in
the appendix shown to be proportional to the flux density in the mask
windows, Jwindow,
J0  0.83Jwindow. [3]
The ratio of the oxide grown at the step to the oxide thickness grown
in the mask window far from the step, β, thus becomes a constant,
since
β =
∫ t0
0 J0(t)/Ndt∫ t0
0 Jwindow(t)/Ndt
= 0.83
∫ t0
0 Jwindow(t)/Ndt∫ t0
0 Jwindow(t)/Ndt
= 0.83. [4]
The lifting of the mask at the mask edge at time t , denoted h in
Fig. 1, may then simply be expressed as
h(t) = 0.56{βywindow(t) − [ymask(t) − ymask(0)]}, [5]
where the factor of 0.56 accounts for the volume expansion by a factor
of 2.2 of the growing oxide compared to the consumed silicon.17
It is seen from Eq. (5) that the mask lifting becomes a function
only of the oxide thicknesses far from the step, which may be found
Table I. Parameters for the oxidation of Si(100).18,19
B0 Ea,B B0A0 Ea,B/A
[μ m2min−1] [eV] [μm min−1] [eV]
Dry oxidation 12.8667 1.23 6.176 × 104 2.0
Wet oxidation 7.00 0.78 1.755 × 105 2.05
using Deal and Grove’s model.1 This states that the thickness of the
growing oxide at time t is
yox =
√
A2
4
+ B(t + τ) − A
2
, [6]
where τ is the time shift induced by an already existing oxide. The
constants A and B are found via the parabolic and linear rate constants,
B and B/A, given by
B = B0 exp
(
− Ea,B
kB T
)
, [7]
B
A
= B0
A0
exp
(
− Ea,B/A
kB T
)
, [8]
where kB is Boltzmann’s constant, T is the absolute temperature, Ea,B
and Ea,B/A are activation energies, and B0 and B0/A0 are the parabolic
and linear rate constants in the infinite temperature limit. The values
relevant for this study are given in Table I.18,19 The partial pressure,
P , of the oxidant during the oxidation influences the parabolic and
linear rate constants, such that for a reference pressure of P0 = 1 atm,
the pressure dependence is given by 19,20
B
A
(P) = B
A
P
P0
, [9]
B(P) = B P
P0
. [10]
From Eq. (5), the mask lifting’s dependency on processing param-
eters can be deduced. In this study, the initial mask oxide thickness,
ymask(0), is kept constant, and the final thickness of the oxide grown in
the mask window, ywindow, is targeted at 200 nm, such that this can be
assumed a constant as well. Thus, the only variable is the final mask
oxide thickness, with thicker mask oxides yielding smaller mask lift-
ing. The thickness of the oxide can be described by Eq. (6). In the
limit of large values of t + τ, where the oxidation time t is dictated
by the desired thickness of the oxide in the mask windows, and τ is
dictated by the initial mask oxide thickness, Eq. (6) reduces to
yox 
√
B(t + τ), t + τ  0. [11]
The final oxide mask thickness therefore becomes
ymask =
√
ywindow[ywindow + A] + ymask(0)[ymask(0) + A]. [12]
If both ywindow and ymask(0) are constants, the mask lifting depends
only on the constant A, which relates to the oxidant diffusivity D and
surface reaction rate k as A = 2D/k.1 In Fig. 3, A has been plotted
for both dry and wet oxidations in the temperature range relevant for
this study. It is seen that A decreases for increasing temperature, and
thus the final mask oxide thickness will decrease for increasing tem-
perature. From Eq. (5), it is seen that this results in an increased mask
lifting. This is true for both wet and dry oxidations. However, A de-
creases more rapidly for increasing temperatures for wet oxidations,
indicating that the mask lifting will depend more strongly on temper-
ature for wet oxidations compared to dry oxidations. In addition to
this, A will, for a given temperature, be larger for wet oxidations than
for dry oxidations, yielding a larger mask lifting for dry oxidations.
Experimental
Sample preparation.— All samples in this study were made using
a total of six 525 ± 25 μm single side polished boron doped (100) 4′′
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Figure 3. Plot of the constant A as a function of temperature for both dry and
wet oxidations.
silicon wafers with a resistivity of 1–10 -cm. To achieve a uniform
oxide mask thickness on all samples, the six wafers were oxidized
simultaneously using a Tempress horizontal furnace in a dry oxygen
ambient at 1100◦C, 1 atm, for 6 hours and 40 minutes, yielding an
oxide mask thickness of 357 ± 1 nm. The thickness was measured by
fitting the reflectance spectrum at zero degrees and 70 degrees angle
of incidence. All wafers were then treated with hexamethyldisilazane
(HMDS) prior to a lithography step on the polished side of the wafers
using a 2.2 μm thick AZ 5214E photoresist and an AZ 351B devel-
oper. The photoresist was exposed to UV light for 9 seconds through
a chromium/soda-lime glass mask with arrays of squares having a
side length of 65 μm. In these squares, the oxide mask windows were
opened using an anisotropic reactive ion etch (RIE) for the first three
wafers and a buffered hydrofluoric acid (BHF) wet etch for the remain-
ing three. This was done to enable investigation of the influence of the
shape of the mask edge. The photoresist was subsequently stripped
in an O2/N2 RF plasma with gas flows of 240/70 sccm operating at
1000 W for 25 minutes.
Each of the six wafers were then cleaved in half with a diamond
scriber, yielding a total of 12 samples that were cleaned using a
10 minute clean in a NH4OH:H2O2:H2O (1:1:5) mixture followed
by a 10 minute clean in a HCl:H2O2:H2O (1:1:5) mixture, both heated
to 70◦C. All samples were subsequently oxidized in a Tempress hor-
izontal furnace using the processing temperatures listed in Table II.
Each sample has been assigned a number from 1 to 12, which will
be used as identification in the remainder of this paper. All oxida-
tions included a 20 minute post-annealing step in an inert nitrogen
atmosphere at the given oxidation temperature. All dry oxidations
were performed at 1 atm, while the wet oxidations were performed at
0.8 atm H2O partial pressure as dictated by the settings of the furnace.
The oxidation times for the respective oxidation temperatures were
chosen such that a final thickness of roughly 200 nm was achieved in
the mask windows. Silicon dummy wafers were included in each oxi-
dation, allowing the actual oxide thickness to be measured, the values
of which are listed in Table III. Note that a total of six oxidations
Table II. Table of the processing parameters used for the twelve
samples, numbered from 1 to 12.
Oxidation temp. [◦C]
Mask etch Ox. type 950 1000 1050 1100
RIE Dry 1 2 3 4
RIE Wet 5 6 – –
BHF Dry 7 8 9 10
BHF Wet 11 12 – –
Table III. Thicknesses of the oxides grown during the second
oxidation.
Oxidation temperature [◦C]
Ox. type 950 1000 1050 1100
Dry 195 nm 210 nm 217 nm 217 nm
Wet 192 nm 204 nm – –
were carried out, each containing two samples; one with a RIE etched
mask and one with a BHF etched mask. No wet oxidations were per-
formed at 1050◦C and 1100◦C, as the required oxidation time to reach
200 nm is impractically short (<15 minutes), potentially resulting in a
less well-defined and homogeneous oxide.
Measurements.— The oxide mask topography was measured us-
ing atomic force microscopy (AFM) using an approach similar to the
one used by Sarioglu et al.10 AFM was chosen over other possible
measurement equipment such as scanning electron microscopy and
transmission electron microscopy due to the aspect ratio of the inves-
tigated features, containing height differences less than 50 nm evolv-
ing over a distance in the order of microns. All AFM measurements
were made using a Nanoman atomic force microscope operating in
tapping mode, scanning a 5 μm by 5 μm area in 512 parallel scan
lines covering the mask edge. An example of such a scan is shown in
Fig. 4, corresponding to sample no. 3. The scan direction indicated
in Fig. 4, was incorporated to avoid measurement artifacts such as
overshooting from the abrupt step at the mask edge. Three such scans
were performed on each sample to take processing variations into
account, resulting in a total of 1536 scan lines per sample. Each scan
line was post-processed in MATLAB (MathWorks, Inc., Natick, MA,
USA) subject to the following routine:
1 The scan line was leveled by subtracting a linear function with a
slope determined from two points on the oxide mask: 1 μm from
the mask edge and the point farthest away from the mask edge.
2 The height of the point on the mask farthest away from the mask
edge was subtracted from all points on the scan line to set this
value to zero.
3 The scan lines were shifted horizontally such that the points with
maximum height (corresponding to the mask edge) were aligned.
This routine was carried out to account for drift in the AFM mea-
surements, thereby allowing for comparison of the individual profiles.
Each profile measurement reported in this study is the average value
Figure 4. Illustration showing an AFM scan of sample no. 3 with 512 scan
lines. A single scan line has been marked in black with an indication of the
scan direction incorporated to avoid overshooting artifacts at the oxide mask
edge.
Figure 5. Simulation of the oxidation of sample no. 3 showing the mesh used
for all simulations. The mesh is finer in the horizontal direction next to the
oxide step where 2-D oxidation effects are prominent.
of these 1536 postprocessed scans. The standard deviation of the j’th
measurement point of a profile representing a given sample is found
as
σ( j) =
√√√√ 1
N − 1
N∑
i=1
[xi ( j) − x¯( j)]2, [13]
where xi ( j) is the average of the j’th measurement point taken over
the 512 scan lines of the N = 3 measurement sites on each sample,
and x¯( j) is the global average of the j’th measurement point taken
over all 1536 scan lines from the sample. This standard deviation thus
reflects processing variations over the whole sample. The standard
deviation within a single measurement containing 512 scan lines was
in all cases below 1 nm, corresponding to the roughness of the sample.
This small variation is negligible compared to the variation between
the three measurement sites and has therefore not been included in the
presentation of the data.
Simulations
The simulations were carried out in Athena 5.20.0.R (Silvaco Inc.,
Santa Clara, CA, USA) using the same oxidation parameters in terms
of type, final oxide thickness, temperature, pressure, and annealing as
were used in the experiments. The initial structure for the simulations
included a region 3 μm to each side of the oxide mask as illustrated
in Fig. 5, showing the case of a RIE etched mask after the second
oxidation. In the horizontal direction, a mesh size of 10 nm was used
in the interval [-0.5 μm, 1 μm], the oxide mask edge being located at
x = 0. Outside this region, where 2-D oxidation effects are negligible,
the mesh size was set to increase linearly to 500 nm at the boundary
of the simulation.
The resolution of the mesh created during the oxidation was set
to 5 nm. This resolution was found by simulating a dry oxidation
at 950◦C for 880 minutes using a mesh size of 100 nm, 50 nm,
10 nm, 5 nm, and 1 nm, respectively. The relative change in the final
oxide thickness stagnated to a value below 0.5% when changing from
5 nm to 1 nm, hence 5 nm was chosen for giving both sufficient
accuracy and computational speed. The simulations were carried out
using the “Viscous” model, which includes both viscous flow of the
oxide and stress. However, the simulations were also carried out using
the “Compress” model that excludes stress, yielding identical results,
thereby indicating negligible stress effects.21 This fact is supported by
the work of EerNisse, who demonstrated that thermal oxides grow in
stress-free conditions at temperatures above 950−975◦C, while large
compressive stresses arise during growth for temperatures lower than
this.22
The RIE etched masks were simulated by a perfect right angle
mask etch, while the BHF etched profile was extracted from the actual
measured profile. The latter method was not used for the RIE etched
masks, as the step was too abrupt to be resolved by the AFM.
Results and Discussion
Fig. 6 shows the measured and simulated profiles of the oxide mask
in the vicinity of the mask edge after the second oxidation. Each plot
shows the result for a given temperature at either dry or wet oxidation.
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Figure 6. Simulated and measured profiles
of the mask surface in the vicinity of the mask
edge. The dotted lines indicate the mean of the
measurements while the shaded area shows
±2 standard deviations. The solid black lines
show the simulated profiles.
Furthermore, the results from both RIE and BHF etched oxide masks
are given in each plot.
For the RIE etched oxide masks, the average root mean square
(RMS) deviation of the simulated values from the mean of the mea-
sured values is 1.6 nm. The simulated values only deviate significantly
from the measured in the region just around the mask edge, where the
maximum deviation from the mean for the samples 2 through 6 is
7 nm (20%). This discrepancy in the vicinity of the mask edge could
be explained by either reflow of the oxide or slight differences be-
tween the perfect right angle mask edge assumed in the simulation
and the actual profile created by the RIE etch. However, sample 1 is
an outlier, since it deviates significantly from the measured values in
a much larger region than the remaining samples, up to as much as
13 nm (39%) from the mean. This large deviation cannot be explained
by the same factors, since the same RIE etch was used for all the
samples 1 through 6, and oxide reflow is expected to be more pro-
nounced for higher temperatures. However, sample 1 was oxidized
at 950◦C, which is the lower limit of stress-free oxide growth.22 The
pronounced discrepancy could therefore be due to unrelieved stresses
in the oxide, which the simulation fails to capture. The discrepancy
was still present if stress effects were included in the simulation, but
the stress behavior in this limiting case might not be well described
by the simulation software.
The results for the samples 7 through 12, corresponding to the
samples with BHF etched oxide masks, are in general closer to the
measured values than is seen for the samples 1 through 6, with an
average RMS deviation between the simulated values and the mean
of the measured of 0.8 nm. This is consistent with the fact that the
simulation was carried out using the measured profile of the mask
after the BHF etch, and thus the simulations are less vulnerable to
discrepancies between the simulated and the actual mask profile. The
maximum deviation between the simulated profiles and the mean of
measured profiles is therefore less than 1.8 nm (26%).
In Fig. 7, the simulated and measured mask lifting at the mask
edge has been extracted for each of the six oxidation temperatures
and -types. The figure has been divided into four sections, equivalent
to the four combinations of wet and dry oxidations, RIE and BHF
mask etchings. Furthermore, for the RIE etched masks, the analytical
prediction given by Eq. (5) has been plotted along with the measured
and simulated values.
It is seen that the analytical prediction in general overestimates
both the measured and the simulated mask lifting. The deviation from
the measured values is expected, since the simulated values also over-
estimate these. The reason for the deviation between the analytical and
the simulated values can be explained by the fact that the conformal
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Figure 7. Mask lifting at the mask edge as a function of oxidation temperature
and type for oxide mask etched by either RIE or BHF. Both measured, simulated
and analytically estimated values are given.
mapping, on which the theory is based, assumes a right angle oxide
step and a flat oxide-silicon interface at all times, which is of course a
simplifying assumption. Furthermore, the simulated profile considers
the top surface of the oxide mask, while the conformal mapping only
considers the oxide grown at the silicon/oxide interface, i.e. below the
mask. Thus, the geometrical deformation of the mask created during
growth is not captured by the theory.
Despite the mentioned discrepancies, both the simulated and the
analytically estimated values of the mask lifting successfully cap-
ture the qualitative parameter dependency. As was predicted by
Eq. (5), and confirmed by both simulations and measurements, the
mask lifting increases with oxidation temperature. Note, however, that
the temperature dependence seen in Fig. 7 is slightly misleading, since
the final oxide thickness outside the mask is not exactly the same for
all oxidations. Rather, it increases slightly with temperature, as seen
in Table III, leading to an exaggerated temperature dependence.
The analytical estimate and the simulated values both predict that,
for equal temperatures, the wet oxidations should yield smaller mask
liftings than dry oxidations. Furthermore, they both predict a more
pronounced temperature dependency for wet oxidations compared
to dry oxidations. However, the measurements do not show signifi-
cantly different mask liftings for wet and dry oxidations at 950◦C and
1000◦C, respectively.
In general, the oxidation temperature and oxidation type are seen
to have only a minor influence on the mask lifting. As opposed to this,
the type of etch used for the oxide mask exhibits a much more pro-
nounced influence. Both simulations and measurements demonstrate
significantly smaller mask liftings for BHF etched masks compared
to RIE etched masks. For all temperatures, the measured mask lift-
ing is on average a factor of four higher for the RIE etched masks
compared to the BHF etched masks. Although the analytical theory
does not describe the BHF etched masks’ geometry, this effect is to
be expected, since the sloped mask edge created by the isotropic BHF
etch impedes the oxidant diffusion from the side of the mask.
Conclusions
The topography of thermally oxidized, structured silicon dioxide
was investigated through simulations, atomic force microscopy, and a
proposed analytical model using conformal mapping. A 357 nm thick
oxide was grown and structured by removing regions of the oxide in
a masked etch with either reactive ion etching or hydrofluoric acid.
Subsequent thermal oxidations were performed in both dry and wet
ambient in the temperature range 950◦C to 1100◦C in order to grow
a 205 ± 12 nm thick oxide in the etched mask windows. The original
oxide was seen to act as a diffusion mask during the second oxidation,
resulting in lifting in the range 6 nm to 37 nm of the masking oxide
near the edge of the mask. The mask lifting exhibited a slight oxidation
parameter dependency, demonstrating increased lifting for increasing
processing temperatures. The etch used to structure the oxide showed a
much more pronounced effect on the mask lifting, with the reactive ion
etched masks being lifted on average a factor of four more than oxides
etched with hydrofluoric acid. Both simulations and the analytical
model was able to predict the oxide topography qualitatively. The
analytical model was used to derive a simple relationship between the
mask lifting and the thicknesses of the oxide far from the mask edge.
The simulations predicted the oxide topography quantitatively, with
an average RMS deviation of 1.2 nm and a maximum deviation of
13 nm (39%) from the mean of the measured values.
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Appendix: Conformal Mapping of the Diffusion Problem
The problem of finding the flux density in an oxide step similar to the structure
investigated in this study can be solved through the use of conformal mapping.16 Let the
infinite strip 0 < Im w < 1 in the complex plane represent a uniform oxide layer. The
complex coordinates w =  + iC are used to represent the flux, , and concentration,
C, functions of the problem, respectively. The concentration at the top of the oxide at
Im w = 1 is assumed to be C0 during the whole oxidation, corresponding to a constant
oxidant concentration in the furnace. The concentration at the silicon/oxide interface at
Im w = 0 is assumed to be negligible and is set to zero. The real concentration is then
given by C = C0C, while the real flux is ψ = DC0.
The next step is to map the infinite strip on to a geometry similar to an oxide step. Such
a geometry can be represented in the complex plane by 0 < Im z < 1 ∩ Re z < 0, and
0 < Im z < 1/α ∩ Re z > 0, where z is a complex value and α = ymask/ywindow, where
ywindow is the thickness of the oxide grown in the mask windows and ymask is the thickness
of the oxide mask as shown in Fig. 1. The conformal mapping from infinite strip to step
geometry is performed in two steps: First, the infinite strip 0 < Im w < 1 is mapped
on the upper half complex plane, ξ, which is accomplished through ξ = exp(πw) and
w = (ln ξ)/π. The mapping from the the half plane to the step geometry is subsequently
accomplished through
z = 1
π
[
ln
α2 − 1
α2 + 1 − 2√ξ − 1
√
ξ − α2 − 2ξ
+ i
α
(
π
2
+ arctanh ξ(α
2 + 1) − 2α2
2α
√
ξ − 1
√
ξ − α2
)]
, [A1]
with poles/zeroes at ξ = 0, ξ = 1, and ξ = α2 used in a Schwartz-Cristoffel transform.16
The complex coordinates z = x + iy represent the position in the oxide normalized to the
thickness of the mask oxide, ymask. Fig. 2 shows a plot of Eq. (A1) for α = 5, demonstrating
iso-flux and iso-concentration contour lines. For convenience, the x-coordinate has been
sign-inverted to orient the oxide mask to the right in accordance with the remaining figures
in this paper.
The line Im w = 1 is mapped on Im z = 0, equivalent to the real axis, x , representing
the oxide/silicon interface. The concentration at the silicon/oxide interface and at the
oxide surface is thus interchanged in this mapping, but this does not affect the result, as it
effectively corresponds to shifting the concentration’s zero reference. At the silicon/oxide
interface, w =  + i, corresponding to ξ = − exp(π). Inserting this in Eq. (A1) gives
an expression for the position along the silicon/oxide interface x as a function of the
normalized flux  at the interface.
The parameter that determines the oxide growth is the normalized flux density at the
silicon/oxide interface given by ˜J = d/dx . By differentiation, it is seen that
1
˜J
= dx
d
= −
√
1 + eπ
α2 + eπ ⇒ −e
π = ξ =
˜J 2 − α2
˜J 2 − 1 . [A2]
By inserting Eq. (A2) into Eq. (A1), the position at the interface normalized to ymask can
be found as a function of normalized flux density ˜J :
x = 1
π
ln
[
˜J − 1
˜J + 1
(
α + ˜J
α − ˜J
)1/α]
. [A3]
The thickness of the grown oxide may now, in general, be calculated by finding the
normalized flux density from Eq. (A3) and integrating Eq. (2) over time. However, at the
edge of the step x = 0, Eq. (A3) reduces to
˜J0 + 1
˜J0 − 1
=
(
α + ˜J0
α − ˜J0
)1/α
, [A4]
where ˜J0 denotes the normalized flux density at the step edge. For α > 1, which is always
true, Eq. (A4) yields an approximately constant relationship between the normalized flux
density at the step edge ˜J0 and the thickness ratio α:
˜J0  0.83α. [A5]
Hence, the real flux density at the mask edge J0 becomes
J0  0.83 DC0αymask = 0.83
DC0
ywindow
= 0.83Jwindow, [A6]
where the last equality comes from applying Fick’s law J = −D∇C to the one-
dimensional diffusion problem in the mask windows.
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Abstract
Fabrication and characterization of 64+64 2-D row-column addressed CMUT
arrays with 250 µm element pitch and 4.4 MHz center frequency in air incorporating
a new design approach is presented. The arrays are comprised of two wafer bonded,
structured silicon-on-insulator wafers featuring an open-grid support structure on top
of the CMUT plates, omitting the need for through wafer vias. A 5 mask process is
used to produce 2-D row-column addressed CMUT arrays with 74 nm vacuum gaps,
single crystalline silicon plates with optional lithographically defined mass loads,
120 V pull-in voltage, and high voltage insulation up to 310 V.
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Abstract—Fabrication and characterization of 64+ 64 2-D
row-column addressed CMUT arrays with 250 µm element pitch
and 4.4 MHz center frequency in air incorporating a new design
approach is presented. The arrays are comprised of two wafer
bonded, structured silicon-on-insulator wafers featuring an open-
grid support structure on top of the CMUT plates, omitting
the need for through wafer vias. A 5 mask process is used
to produce 2-D row-column addressed CMUT arrays with 74
nm vacuum gaps, single crystalline silicon plates with optional
lithographically defined mass loads, 120 V pull-in voltage, and
high voltage insulation up to 310 V.
I. INTRODUCTION
Capacitive micromachined ultrasonic transducers (CMUTs)
require high electric field strengths in the order of 108 V/m
to actuate the movable top plate in transmit operation and
to increase its compliance in receive [1]. A prerequisite for
achieving such high electric field strengths without using
excessively high voltages is to have electrode gap spacings in
the order of a couple of hundred nanometers. In the simplest
possible CMUT design using direct fusion bonding, the oxide
used for both structural support and insulation of the applied
voltage has the same thickness as the vacuum gap [2]. As
the theoretical dielectric breakdown field strength of silicon
dioxide is roughly 109 V/m, even a few impurities in the oxide
can degrade the breakdown strength enough to cause device
failure [3]. Therefore, various designs have been suggested in
the literature that seek to combine small vacuum gap spacings
and extended structural posts able to withstand high voltages,
e.g. through LOCOS oxidation or buried oxides [4], [5]. The
latter process offers the highest degree of insulation, since
the bottom electrode rests on a buried oxide (BOX) layer,
the thickness of which can be chosen independently of the
desired vacuum gap size. If such a process is used to fabricate
fully populated 2-D arrays, through wafer vias are needed in
order to access the bottom electrode [5]. This complicates the
fabrication process considerably if the arrays are to be operated
in the MHz range, where the via diameter is limited by the
pitch of the closely spaced CMUT elements.
The purpose of this paper is to demonstrate a fabrication
process primarily intended for row-column addressed 2-D
arrays that benefit from the before mentioned insulation ad-
vantages of a buried oxide structure without the need for
through wafer vias due to the use of an open-grid support
structure. Row-column addressing has emerged as a promising
addressing scheme for 2-D ultrasonic arrays, and it has been
Open-grid support 
structure
Top electrodes
Bottom electrodes
Isolated bonding posts
Vacuum sealing
Low resistivity SOI 
device layer BOX
High resistivity SOI 
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Fig. 1: An illustration of the 2-D row-column array design
shown in exploded view with the top and bottom wafer
separated at the bonding interface.
demonstrated theoretically that for three-dimensional imaging,
the resolution and contrast of such arrays is comparable
to fully addressed 2-D arrays [6], [7]. Prototypes of row-
column addressed transducers using both CMUT technology
[8], [9], and conventional bulk piezoelectric technology has
been demonstrated, in the latter case in an impressive 256×256
size array with corresponding 256 + 256 connections [10].
This paper exclusively covers the design and fabrication of
the proposed structure, which is demonstrated on arrays with
64 + 64 connections. Preliminary characterization tests are
carried out to evaluate the basic performance of the design
and to identify its strengths and weaknesses.
II. DESIGN
The design presented in this paper is based on the cri-
terion of having a highly insulating post structure, whilst
still allowing for well-controlled vacuum gap sizes in the
order of 100-200 nm. As covered in previous work in the
literature, such a design can be realized using silicon-on-
insulator (SOI) wafers with BOX layers that can support high
voltages [5]. A second criterion is that the contact pads to the
row- and column elements are accessible from the perimeter
of the array. This criterion will allow for wire bonding to
A
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Fig. 2: An illustration of the main steps involved in the
fabrication process. Silicon is illustrated in grey while silicon
dioxide is shown in a striped pattern.
the front of the device without the need for through wafer
vias, thereby simplifying the fabrication process considerably.
Through wafer vias can, if desired, still be integrated for
e.g. flip chip mounting. Finally, the flexural top plates of the
CMUT elements should be made of single crystalline silicon to
ensure uniform mechanical properties over large arrays. This
dictates a wafer-bonding approach as originally suggested by
Huang et. al [2] and used in later processes involving BOX
insulation layers [5].
The listed requirements dictates a radical rearrangement of
the mechanical structure supporting the flexible CMUT top
plates. In Fig. 1, the proposed design is shown in exploded
view with the device separated at the bonding interface. The
bottom electrodes are resting on a BOX layer and are com-
pletely insulated from the top electrodes by either BOX layers
or vacuum. Consequently, the isolated posts aligned parallel
to the bottom electrodes can only ensure a well-defined gap
between the top- and bottom plates. To define the individual
CMUT elements, an alternative support structure is therefore
needed to supply the mechanical support perpendicular to
the bottom electrodes. The approach taken in this paper is
to provide this through an open-grid support structure placed
above the top electrodes, thereby allowing for top- and bottom
electrodes insulated by BOX layers and vacuum. As seen in
Fig. 1, the device is fabricated using two SOI wafers. Thus,
the material for producing the open-grid support is supplied
by the highly resistive handle layer and BOX layer of the top
SOI wafer, enabling lithographical definition of the frame of
the individual elements. The top electrodes are insulated from
each other by etching trenches into the top SOI device layer.
The vacuum gap between the top- and bottom electrodes is
defined by having two accumulated oxide layers on the posts
and only one on the bottom electrode as pull-in insulation,
thereby ensuring precise control of the gap height. The vacuum
is maintained through a vacuum sealing frame that surrounds
the entire array.
A couple of important advantages of the open-grid support
should be mentioned. First, since it is solely responsible for
the definition of the CMUT elements, the bonding of the
two wafers essentially only functions as vacuum sealing. All
bonding interfaces are furthermore isolated from both top-
and bottom electrodes. Thus, the bonding can, if desired, be
carried out by alternatives to direct wafer bonding, e.g. eutectic
bonding, which do not demand the same cleanliness and low
surface roughness. In this paper, the design will be demon-
strated using direct wafer bonding. A second major advantage
of the open-grid support is the possibility of lithographically
defining mass loads on the top plates together with the open-
grid support. Additional mass loads can be desirable if high
output pressures are wanted or if a more piston-like behavior
of the CMUT top plate is needed [11], [12].
III. FABRICATION
The main steps of the fabrication process are outlined in
Fig. 2. A 4” silicon-on-insulator (SOI) wafer with a 2 µm low
resistivity device layer, a 1 µm buried oxide layer (BOX), and
a 500 µm high resistivity handle layer (wafer A) is used as
the processing substrate for the bottom electrodes, see Fig.
2a. A 168 nm dry thermal oxide is grown and the device
layer is patterned in a plasma etch through a lithographically
defined resist mask using the silicon device layer as an etch
stop as illustrated in Fig. 2b. A second lithography step is
used to define a resist mask for a deep reactive ion etch
through the device layer, this time with the BOX layer acting
as etch stop, see Fig. 2c. The inductively coupled plasma
etcher uses a low frequency 380 kHz generator in conjunction
with the usual high frequency RF coil to avoid lateral etching
or “notching” once the BOX is reached. As illustrated in Fig.
2d, a second 143 nm oxidation step follows, resulting in a
total of 217 nm oxide in the post areas already containing
oxide, ensuring both electrical insulation of exposed silicon
surfaces and insulation of the bottom electrode during pull-in
operation. Fig. 3a shows an optical micrograph of the resulting
structure after this step. The yellow pads in the bottom of the
figure are contact pads to the blue bottom electrodes, which are
seen as vertical columns. Every second bottom electrode has
a corresponding contact pad in the opposing end of the array.
The colors are the actual colors of the different oxide layers,
thereby clearly distinguishing the structures. As mentioned,
the blue oxide covers the bottom electrodes as a result of
the second oxidation. The yellow oxide is a product of both
the first and the second oxidation, and will provide the bond
surface during the direct wafer bonding step. Note the small
rectangular posts in between the bottom electrodes, which will
provide support for the crossing top electrodes. Each post is
completely isolated on the underlying greenish BOX layer. In
the bottom right corner, a part of the vacuum sealing frame
illustrated in Fig. 1 is seen.
(a) (b) (c)
Fig. 3: Optical micrographs of the fabricated device. The bottom electrodes (a), top electrodes (b), and support grid (c) are all
seen in the same corner section of a device, where both the electrodes and the bond pads can be seen. Every second bond pad
is located at the opposing side of the array. In order to better visualize the alignment between the three layers, the micrograph
of the top electrode (b) has been flipped around a vertical axis.
The top electrodes are etched into the device layer of a
second SOI wafer (wafer B) as illustrated in Figs. 2e and 2f,
once again using an ICP silicon etcher with a low frequency
generator to avoid notching when the BOX layer is reached.
The SOI wafer has a highly doped 20 µm device layer, a 1 µm
BOX and a 500 µm lightly doped handle layer. Fig. 3b shows
an optical micrograph of the result of this processing step.
The shown area of the array corresponds to the area shown in
Fig. 3a. Note, however, that since the wafer containing the top
electrodes is to be bonded to the wafer containing the bottom
electrodes, the image in Fig. 3b has been flipped around a
vertical axis to better visualize the alignment of the structures.
It is seen that the top electrodes are oriented perpendicularly
to the bottom electrodes and that access is made to the bottom
electrode contact pads through the top electrode device layer.
The two wafers are then cleaned using a standard RCA
cleaning procedure, aligned to each other, and bonded at
50 ◦C for 5 minutes at 1500 N piston force and 10−2 mbar
ambient pressure as illustrated in Fig. 2g (note that the top
electrodes are not visible in this illustration as they are oriented
perpendicularly to the bottom electrodes). The bonded wafers
Fig. 4: SEM micrograph showing a detail of a device with
lithographically defined and etched mass loads.
are subsequently annealed for 70 minutes at 1100 ◦C to
increase the bonding strength. The handle layer of the SOI
wafer containing the top electrodes is then thinned down in
KOH at 90 ◦C, see Fig. 2h, having an etch rate of 1.57 µm/min.
The etch rate is stable enough to allow precise thinning of the
wafer to a desired thickness with a tolerance of roughly 2-
4 µm. Thus, for the desired final handle thickness of 40 µm, a
36 µm thickness was realized in practice. Prior to the bonding,
alignment marks had been etched into the handle of the SOI
wafer containing the bottom electrodes. This alignment is used
as back-to-front alignment in a lithography step on the thinned
handle. The resulting resist mask acts as an etch mask in a
subsequent ICP silicon etch using the BOX as a stop layer,
in which the support structure and optionally mass loads are
defined. Fig. 4 shows a SEM micrograph of a device having
mass loads incorporated on the CMUT plates. The individual
elements are designed for a resonant frequency in air of 7
MHz, dictating an active element side length of 180 µm. The
exposed BOX as well as the underlying oxide on the bottom
electrode contact pads are etched using an ICP oxide etcher,
and the resulting structure after removing the resist mask can
be seen in Fig. 3c, in this case with no mass loads. The slight
reddish color on seen in the bottom electrode contact pads is
due to the partial transparency of the 2 µm device layer. Note
that the alignment during bonding is off by roughly 20 µm
in the horizontal direction in Fig. 3c due to an issue with
the bonding aligner in this direction. However, as this was a
known issue, the margins in the design allows for up to 50 µm
misalignment during bonding. The metal bond pads needed
for wire bonding were not added to this prototype device, as
this was not needed for the initial characterizations. Therefore,
devices with wire bondings and individual external electrical
connections are left for future batches. However, preliminary
trials with the needed processing has been carried out, demon-
strating the feasibility of patterning a resist over the elevated
support structure if two independent resist spin-on steps are
used. Alternatively, the metal pads can be incorporated in
the bonding step by using eutectic bonding. As all bonding
surfaces are isolated, and since the support grid is responsible
for the structural support of the elements, a conductive eutectic
bonding can be used with no disadvantage.
IV. CHARACTERIZATION
One of the main requirements of the device is its ability to
withstand high voltages. Since all potentials are supported by
BOX layers being 1 µm in thickness, the structure should, the-
oretically, withstand voltages up to 1000 V before breakdown
occurs. In order to measure the actual breakdown voltage, a
test structure was included on the chip which was identical
to the CMUT elements, but with the handle still present on
top of the plate. In this way, pull-in was avoided due to the
much higher plate stiffness, hence allowing measurement of
the breakdown voltage of the post. The measured breakdown
voltage on this test structure was 310 V, i.e. considerably lower
than the theoretical limit. This either suggests that the BOX
oxide quality is poor or that surface currents are able to flow
inside the device. The latter could be induced by alteration
of the oxide surface during the reactive ion etching, where
the ions can lead to trap formation. Despite the relatively low
breakdown voltage of the posts compared to the theoretical
limit, it is worth noting that this breakdown voltage is much
higher than the measured pull-in voltage of the device, being
120 V. Therefore, the functionality of the additionally insulated
post structure is verified.
The displacement frequency response of a single CMUT cell
of the device for two different DC bias voltages was measured
using laser Doppler vibrometry, and is shown in Fig. 5. The
element was excited using a 10 V AC chirp signal, covering
the frequency range in the vicinity of the resonant frequency
in air. The resonant frequency is seen to be 4.4 MHz at a
DC bias voltage of 80 V, dropping to just above 4.3 MHz at
110 V DC bias voltage due to the spring softening effect. This
resonance frequency is roughly 3 MHz lower than a perfectly
clamped rectangular plate of the same dimension as the CMUT
element, indicating that the open-grid support structure is, as
expected, not ideally rigid.
V. CONCLUSION
In this work, a new CMUT structure for 2-D row-column
addressed arrays was proposed. The introduction of an open-
grid support structure on top of the flexural plates enabled
highly insulating post structures, the advantage of non-critical
bonding, no need for through-wafer vias, and the possibility to
integrate mass loads on the plates. The post structures could
withstand up to 310 V, being significantly higher than the
120 V pull-in voltage of the device. Despite its demonstrated
advantages, the open-grid support might lead to increased
cross-coupling, and might have an effect on the acoustic output
characteristics. These potential issues will be the subject of
future research.
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Fig. 5: Measurements of the top plate deflection as a function
of frequency in the vicinity of the resonant frequency at two
different bias voltages and an AC amplitude of 10 V. The
measurements were recorded using laser Doppler vibrometry.
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Abstract
Experimental results from row-column addressed capacitive micromachined ultra-
sonic transducers (CMUTs) with integrated apodization are presented. The apodiza-
tion is applied by varying the density of CMUT cells in the array with the objective
of damping the edge waves originating from the element ends. Two row-column
addressed 32+32 CMUT arrays are pro- duced using a wafer-bonding technique,
one with and one without integrated apodization. Hydrophone measurements of the
emitted pressure field from the array with integrated apodization show a reduction in
edge wave energy of 8.4 dB (85 %) compared to the array without integrated apodiza-
tion. Field II simulations yield a corresponding reduction of 13.0 dB (95 %). The
simulations are able to replicate the measured pressure field, proving the predictability
of the technique.
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Abstract—Experimental results from row-column addressed
capacitive micromachined ultrasonic transducers (CMUTs) with
integrated apodization are presented. The apodization is applied
by varying the density of CMUT cells in the array with the
objective of damping the edge waves originating from the element
ends. Two row-column addressed 32+32 CMUT arrays are pro-
duced using a wafer-bonding technique, one with and one without
integrated apodization. Hydrophone measurements of the emitted
pressure field from the array with integrated apodization show a
reduction in edge wave energy of 8.4 dB (85 %) compared to the
array without integrated apodization. Field II simulations yield
a corresponding reduction of 13.0 dB (95 %). The simulations
are able to replicate the measured pressure field, proving the
predictability of the technique.
I. INTRODUCTION
Row-column addressed arrays for ultrasonic imaging have
recently attracted some attention, as they offer volumetric
imaging with a greatly reduced number of connections to
the array compared to fully wired 2-D matrix probes [1]–[4].
Despite this advantage, such arrays have an inherent draw-
back: the long elements produce edge waves originating from
the abrupt truncation at the element ends. These edge waves
generate artefacts in the image in the form of ghost echoes [1],
[5]. Due to the row-column addressing scheme, no electronic
control is available along the length of the elements. As a
consequence, this rules out the option of applying electronic
apodization to remove the effect of the truncation. A solution
is to integrate the apodization in the transducer array itself,
as suggested in recent studies [1], [5]. Several embodiments
of the integrated apodization have been suggested, such as
attenuating layers [1], variation in the active element area, and
bias control of capacitive micromachined ultrasonic transducers
(CMUTs) to alter the emitted/received energy [6].
The objective of this paper is to demonstrate the effect of an
integrated apodization, based on variation of the effective area,
through measurements of the emitted pressure field. Experi-
mental results are presented from two versions of a 32+32
row-column addressed CMUT array; one without integrated
apodization and one with integrated apodization. Simulations
in Field II [7], [8] are carried out to compare the measured
pressure field with the expected, thereby demonstrating the
predictability of the technique.
II. TRANSDUCER DESIGN
In this study, two 32+ 32 row-column addressed CMUT
arrays are produced; one without integrated apodization and
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Figure 1. Mask layout of the row-column addressed 32+32 CMUT transducers
without integrated apodization (a) and with integrated apodization (b). The
red circles indicate the individual CMUT cells, which are densely packed in
the non-apodized configuration, while the number of cells follows a circular
symmetric Hann function in the apodized layout.
one with integrated apodization. The mask layout of the two
transducer arrays are depicted in Fig. 1. The two transducers
both have a total size of 12 mm×12 mm, a pitch of 300 µm,
an element kerf of 12 µm, and a total of 32 row elements
and 32 column elements. The aperture size is consequently
9.6 mm×9.6 mm. In the array with no integrated apodization
(Fig. 1a), circular CMUT cells are densely distributed over
the array, with 3 cells along the width of the elements and 96
cells along their length. The individual cells have a diameter of
a)
b)
c)
d)
e)
f)
g)
h)
Si SiO2 Al
Figure 2. Process flow of the cleanroom fabrication. The line separates the
layer composition comprising the top electrodes (to the left of the line) and
the bottom electrodes (to the right of the line). The steps are: a) oxidation,
b) cavity etch, c) bottom electrode etch, d) wafer bonding, e) handle etch, f)
etch access to bottom electrodes, g) deposit and etch wire-bonding pads, and
h) deposit and etch top electrodes. A total of five lithography masks are used
(in steps b, c, f, g, and h).
72 µm, a plate thickness of 2 µm, and a vacuum gap height and
insulation oxide thickness of each 195 nm. Each section of the
array, where a row and a column intersects, can accommodate
a maximum of 9 CMUT cells. For the array with integrated
apodization (Fig. 1b), the number of cells in this square section
is varied according to a circularly symmetric Hann function.
This effectively alters the active area and consequently the
intensity of the emitted/received signal, gradually decreasing
it towards the edges of the array to suppress the edge waves.
III. TRANSDUCER FABRICATION
The arrays were fabricated using cleanroom processing
techniques, partly based on previous works described in the
literature [9], [10]. The individual process steps are shown in
Fig. 2.
The fabrication process utilized two (001) silicon-on-
insulator (SOI) wafers, both having a 525 µm thick handle
layer with high resistivity (1-10Ω cm), a 1 µm thick buried
oxide layer, and a low resistivity (0.01-0.001Ω cm) device
layer. The device layer on the first SOI wafer was 20 µm thick
and was used to create the bottom electrodes (rows). The
second SOI wafer had a 1.9 µm thick device layer, which was
used for the top electrodes (columns) of the array. These top
electrodes also constituted the flexible plate of the CMUTs.
Both SOI wafers were dry oxidized at 1100 ◦C for 2 hours
and 30 minutes to grow a 195 nm thick layer of oxide (Fig. 2a).
The CMUT cavities were then defined in the 20 µm SOI wafer
using UV lithography and etched using reactive ion etching
(RIE), see Fig. 2b. After stripping the photoresist, a second
lithography step was used to define the bottom electrodes
as shown in Fig. 2c. Two consecutive RIE etches were used
to selectively etch first the oxide layer and subsequently the
underlying silicon device layer. After stripping the photoresist,
the fabrication of the bottom electrodes and the substrate
supporting the array was complete.
Transducer
Hydrophone
AC signal
DC signal
3 cm
Figure 3. Picture of the experimental setup used to measure the emitted
pressure field. The transducer is mounted and wire-bonded on a chip carrier,
which is inserted into a chip socket. The transducer array is submerged in
rapeseed oil, and a single AC+DC signal is supplied to all the column channels
of the array, while the row are grounded.
Both SOI wafers were then cleaned using a standard RCA
cleaning procedure [11] and bonded together in vacuum
(0.01 mbar) using fusion bonding and a subsequent annealing
step (70 min at 1100 ◦C), see Fig. 2d. The oxide layer covering
the back side of both wafers was removed in buffered
hydrofluoric acid (BHF), after which the handle layer and
buried oxide layer of the top SOI wafer was etched using both
RIE and BHF, respectively, as shown in Fig. 2e.
A third lithography step followed by selective RIE in first
the silicon layer and subsequently the oxide layer was used to
define openings to the bottom electrodes, see Fig. 2f. The thin
device layer is partly transparent in the visible spectrum, and
alignment to the bottom wafer alignment marks could therefore
be performed, thereby omitting the need for alignment during
the wafer bonding step.
Fig. 2g shows the wire-bonding pads, which were made
by depositing a 800 nm aluminium layer on the entire wafer
using electron beam evaporation and structured in a resist
masked selective aluminium etch in H2O: H3PO4 (1 : 2) at
50 ◦C. The top electrodes, or columns, were then finally defined
by a step similar to the previous, but this time with a 200 nm
aluminium deposition. Before removing the photoresist, the
exposed silicon layer was etched using RIE to isolate the
individual top electrodes, thereby concluding the fabrication
process (Fig. 2h).
IV. MEASUREMENT AND SIMULATION SETUP
The acoustic field of the two CMUT arrays were measured
with a MH28-5 needle hydrophone (Force Technology, Den-
mark) and a DSO5012A oscilloscope (Agilent Technologies,
CA, USA). The measurement setup is shown in Fig. 3. For
spatial mapping of the transmit fields, the hydrophone was
mounted on the positioner of the intensity measurement system
AIMS-3 (Onda Corporation, CA, USA). The hydrophone was
positioned 5.3 mm from the array and scanned over the center
of each array in lateral steps of 0.1 mm. The transducers were
actuated using a 8116A pulse/function generator (Hewlett-
Packard Company, CA, USA) with a 15 Vpp 2-cycle 3 MHz
pulse through a custom made class B amplifier with a
bandwidth of 8 MHz. The DC bias was 40 V (pull-in: 52 V). All
row elements, respectively column elements, were electrically
shorted to allow simultaneous actuation of the whole array.
All measurements were carried out in rapeseed oil (speed of
sound: 1476 m/s) to ensure electrical insulation of the prototype
transducers.
In this work, Field II [7], [8] was used for all simulations.
Field II was set up to use lines to describe the apertures with
each element of the array being divided into square mathemat-
ical elements with a side length of λ/4. In the simulation,
the square intersection of each row- and column element,
each consisting of four mathematical elements, were given
an apodization value of {0, 19 , 29 , 13 , 49 , 59 , 23 , 79 , 89 ,1} dependent
on whether there were 0, 1, 2, 3, 4, 5, 6, 7, 8, or 9 CMUT
cells in the real array within this region. The emission pulse
was a 3 MHz 2-cycle Hann weighted pulse.
V. RESULTS
The measured and simulated emitted fields generated by
the two arrays are shown in Fig. 4. The result for the array
without integrated apodization is shown in Fig. 4a and Fig. 4c
(simulation and measurement, respectively), while the result
for the array with integrated apodization is shown in Fig. 4b
and Fig. 4d. The main wave arrives after 3.6 µs, corresponding
to a distance of 5.3 mm. In addition to this, a spherical wave
is emitted from the edges of the array. The arrival time of the
wave front is the distance travelled divided by the speed of
sound. The arrival time of the edge wave at the position of the
hydrophone is then
tedge =
√
d2 + x2/c , (1)
where d is the perpendicular distance from the point being
measured and the transducer surface, x is the lateral distance
of the point being measured from the edge of the array, and c
is the speed of sound. The predicted arrival time of an edge
wave originating from the array aperture edge at −4.8 mm has
been plotted with a dashed line in both the simulated and
measured fields for the array without integrated apodization in
Fig. 4a and Fig. 4b, respectively. It is seen that the edge wave
is accurately predicted, thereby confirming its origin.
For the array with integrated apodization (Fig. 4b and
Fig. 4d), the two edge waves are seen to be significantly
damped. The damping in terms of edge wave energy can be
quantified by summing the squared pressure values along the
curve given by (1) for both arrays. This yields a reduction of
edge wave energy of 13.0 dB (95 %) for the simulation and
8.4 dB (85 %) for the measurement. The deviance between
the simulation and measurement may be contributed to the
transducer ringing present in the measurements due to the lack
of a backing material. This will add to the calculated edge
wave energy in both cases and thereby reduce the energy ratio.
In Fig. 5a and Fig. 5b, the amplitude of the measured and
simulated pressure field is shown for the two arrays. The
amplitude is extracted at the arrival of the main wave at time
3.6 µs, and it thereby corresponds to a horizontal cross-section
of the plots in Fig. 4. The profiles of the simulated and measured
amplitudes are seen to be comparable for both of the arrays.
The correspondence is especially relevant for the array with
integrated apodization, since it demonstrates that the emitted
field, and thereby the apodization, can be accurately predicted.
VI. CONCLUSIONS
This paper demonstrated the effect of an integrated apodiza-
tion in row-column addressed CMUTs. The apodization was
applied by varying the density of CMUT cells in the array with
the objective of damping the edge waves originating from the
element ends, thereby mitigating the problem of ghost echoes
in images produced by such arrays. Two row-column addressed
32 + 32 CMUT arrays were fabricated, one with and one
without integrated apodization. Measurements of the emitted
pressure field from the array with integrated apodization showed
a reduction in edge wave energy of 8.4 dB (85 %) compared
to the array without integrated apodization. Simulations in
Field II yielded a corresponding reduction of 13.0 dB (95 %).
The simulations were able to replicate the measured pressure
field, proving the predictability of the technique.
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Figure 4. Simulated (a and b) and measured (c and d) pressure field along a line through the center of the array at a depth of 5.3 mm. a and c show the result
for the array without integrated apodization, and b and d show the result with integrated Hann apodization. The pressure has been normalized to the maximum
pressure of the measurement with no integrated apodization. The extend of the array aperture (from −4.8 mm to 4.8 mm) is marked. Two edge waves are
clearly visible for the non-apodized array, and the dashed line show the analytically calculated expected arrival time of the edge wave originating at −4.8 mm.
The ripples in the experimental results are due to transducer ringing, and these are therefore not reproduced in the simulations.
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Figure 5. Measured and simulated pressure at a distance of 5.3 mm from the transducer surface at time 3.6 µs. The pressure is measured along a line through
the center of the array. The extend of the array aperture (from −4.8 mm to 4.8 mm) is marked. The pressure has been normalized to the maximum pressure to
allow comparison of the profile of the emitted field over the array.
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Abstract
This paper investigates the effect of transducer-integrated apodization in row-
column addressed arrays and presents a beamforming approach specific for such
arrays. Row-column addressing 2-D arrays greatly reduces the number of active
channels needed to acquire a 3-D volume. A disadvantage of row-column addressed
arrays is an apparent ghost effect in the point spread function caused by edge waves.
This paper investigates the origin of the edge waves and the effect of introducing
an integrated apodization to reduce the ghost echoes. The performance of a λ/2-
pitch 5 MHz 128 + 128 row-column addressed array with different apodizations is
simulated. A Hann apodization is shown to decrease imaging performance away from
the center axis of the array because of a decrease in main lobe amplitude. Instead, a
static roll-off apodization region located at the ends of the line elements is proposed.
In simulations, the peak ghost echo intensity of a scatterer at (x, y, z) = (8, 3, 30)
mm was decreased by 43 dB by integrating roll-off apodization into the array. The
main lobe was unaffected by the apodization. Simulations of a 3 mm-diameter
anechoic blood vessel at 30 mm depth showed that applying the transducer-integrated
apodization increased the apparent diameter of the vessel from 2.0 mm to 2.4 mm,
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corresponding to an increase from 67 % to 80 % of the true vessel diameter. The
line element beamforming approach is shown to be essential for achieving correct
time-of-flight calculations, and hence avoid geometrical distortions. In Part II of this
work, experimental results from a capacitive micromachined ultrasonic transducer
with integrated roll-off apodization are given to validate the effect of integrating
apodization into the line elements.
3-D Imaging Using Row–Column-Addressed 
Arrays With Integrated Apodization— 
Part I: Apodization Design  
and Line Element Beamforming
Morten Fischer rasmussen, Thomas lehrmann christiansen, Erik Vilain Thomsen, 
and Jørgen arendt Jensen, Fellow, IEEE
Abstract—This paper investigates the effect of transducer-
integrated apodization in row–column-addressed arrays and 
presents a beamforming approach specific for such arrays. 
Row–column addressing 2-D arrays greatly reduces the num-
ber of active channels needed to acquire a 3-D volume. A dis-
advantage of row–column-addressed arrays is an apparent 
ghost effect in the point spread function caused by edge waves. 
This paper investigates the origin of the edge waves and the 
effect of introducing an integrated apodization to reduce the 
ghost echoes. The performance of a λ/2-pitch 5-MHz 128 + 
128 row–column-addressed array with different apodizations is 
simulated. A Hann apodization is shown to decrease imaging 
performance away from the center axis of the array because of 
a decrease in main lobe amplitude. Instead, a static roll-off 
apodization region located at the ends of the line elements is 
proposed. In simulations, the peak ghost echo intensity of a 
scatterer at (x y z, , ) = (8, 3, 30) mm was decreased by 43 dB by 
integrating roll-off apodization into the array. The main lobe 
was unaffected by the apodization. Simulations of a 3-mm-di-
ameter anechoic blood vessel at 30 mm depth showed that 
applying the transducer-integrated apodization increased the 
apparent diameter of the vessel from 2.0 mm to 2.4 mm, cor-
responding to an increase from 67% to 80% of the true vessel 
diameter. The line element beamforming approach is shown to 
be essential for achieving correct time-of-flight calculations, 
and hence avoid geometrical distortions. In Part II of this 
work, experimental results from a capacitive micromachined 
ultrasonic transducer with integrated roll-off apodization are 
given to validate the effect of integrating apodization into the 
line elements.
I. Introduction
For real-time 3-d ultrasonic imaging, 2-d array trans-ducers are needed to achieve real-time scanning of a 
volume [1], [2]. The number of elements in a fully ad-
dressed 2-d array scales with N2. In 2-d imaging, a 1-d 
array using more than 100 elements is commonly used. 
Using a fully addressed 2-d array, this would correspond 
to an array with more than 10 000 elements. To control 
the individual elements in the array, a connection must 
be made to each element. Thereby, any delay or apodiza-
tion scheme can be applied, offering maximum control and 
flexibility in the image processing [2]–[4]. However, ad-
dressing each element individually results in a vast num-
ber of interconnections and offers a great challenge in ac-
quiring and processing the large amount of data. reducing 
the number of transducer elements by using sparse arrays 
has therefore received a great amount of interest in the 
last couple of decades [5]–[9]. one of the drawbacks of 
sparse arrays, however, is the lower emitted energy from 
the reduced number of elements, leading to a lower snr 
in the recorded ultrasound image. The sparse arrays also 
have higher side lobes and can introduce grating lobes in 
the field.
2-d row–column-addressed arrays have recently at-
tracted some attention [10]–[25]. In a row–column-ad-
dressed array, the elements are accessed by their row or 
column index. Each row and column in the array thereby 
acts as one large element. This effectively transforms the 
dense 2-d array into two orthogonal 1-d arrays, as il-
lustrated in Fig. 1. Thereby, the number of elements in a 
2-d array is reduced from N2 to 2N. The long elements 
are in this work referred to as row elements and column 
elements, or simply as line elements.
considering a fully populated array with N × N el-
ements, a row–column-addressed array of the same size 
would contain N + N line elements. The size of one line 
element is then 1 × N, in units of the fully populated ar-
ray elements. The vibrating surface area, when exciting a 
single row–column-addressed transducer array channel, is 
therefore N times as large as the excited area of the fully 
populated area. a row–column-addressed array therefore 
emits far more energy per transducer channel than a fully 
populated array. In [22], the resolution and contrast of 
row–column-addressed arrays is shown to be better than 
for fully addressed arrays, when they use the same num-
ber of active channels. The row–column-addressed array 
is a very interesting candidate for real-time 3-d imag-
ing because it both has a large surface area and promises 
to achieve a high resolution per active channel. although 
the row–column addressing scheme greatly reduces the 
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number of elements and beamformer channels needed to 
perform real-time 3-d imaging, it has one major disad-
vantage compared with the fully addressed 2-d arrays: 
the long row- and column-elements have considerably in-
creased edge effects. as was shown in [22], the edge effect 
limits the image quality obtainable with 2-d row–column-
addressed arrays. This paper demonstrates how these edge 
effects can be effectively reduced, making row–column-ad-
dressed arrays capable of providing a high image quality 
for real-time 3-d imaging with a low channel count.
The paper is divided into three main sections. The first 
section describes the edge effects of long, thin line ele-
ments, and demonstrates the importance of apodizing the 
line elements along their length to reduce the edge effects. 
subsequently, a transducer-integrated apodization is de-
signed. It is shown that the previously proposed apodiza-
tion in the literature [19], [22] is not generally applicable 
for 3-d imaging. Instead, a new apodization scheme is 
proposed and simulated. Then, it is demonstrated how 
beamforming can be carried out when both the transmit 
line elements, the receive line elements, and the focal zone 
are line segments instead of points. Finally, the effective-
ness of the proposed apodization is demonstrated via 
simulated point spread functions (PsFs) and a simulated 
anechoic blood vessel surrounded by tissue.
In Part II of this work [26], experimental results from 
a 62 + 62 element, λ/2-pitch, 2.77-MHz capacitive micro-
machined ultrasonic transducer with integrated apodiza-
tion are given and compared with simulations of an array 
with identical properties. The array presented in Part II 
is a prototype, intended to experimentally validate the 
effect of the integrated apodization. To better illustrate 
the potential of a larger array, Part I includes simulations 
of a 128 + 128 element, λ/2-pitch, 5-MHz row–column-
addressed transducer array.
II. simulation setup
In this work, Field II pro [27]–[29] is used for all simula-
tions. The simulated receive signals are beamformed us-
ing a direct Matlab (The MathWorks Inc., natick, Ma, 
Usa) implementation of the beamformer for row–column-
addressed arrays presented in section V. The transducer 
arrays used in the simulations are row–column-addressed 
128 + 128 element 2-d arrays using the parameters shown 
in Table I. The orthogonal transmit and receive trans-
ducer array pairs are implemented as 1 × 128 and 128 
× 1 2-d arrays. Each line element is divided into square 
mathematical sub-elements with a side length of λ/4.
III. Edge Effects
row–column-addressed arrays are quite different acous-
tically from fully addressed arrays. Because of the row–
column addressing, each line element may have a length 
that is hundreds of times longer than the lengths of the 
square elements used in a fully addressed array. The long 
length of the line elements results in prominent edge ef-
fects. This section investigates how the line elements of 
a row–column-addressed array behave and what can be 
done to decrease the edge effects. The behavior of the line 
elements is first investigated by analyzing their spatial 
impulse response.
A. Spatial Impulse Response
In the following, the importance of apodizing the line 
elements along their length is demonstrated. For this pur-
Fig. 1. a row–column-addressed 2-d transducer array can be interpreted 
as two orthogonal 1-d arrays. To the right is shown a 2-d transducer 
array, where each transducer element is addressed by its row or column 
index, effectively creating the two arrays shown to the left.
TaBlE I. simulation Parameters.
Parameter name notation Value Unit
center frequency f0 5.0 MHz
speed of sound c 1480 m/s
Wavelength λ 296 µm
array pitch—x dx λ/2 = 148 µm
array pitch—y dy λ/2 = 148 µm
sampling frequency fs 120 MHz
Emission pulse — 2-cycles, Hann-weighted —
pose, an approximation to spatial impulse response is de-
rived. The purpose of the derivation is not to introduce a 
new equation suitable for calculating the impulse response, 
but to elucidate how the edge effects can be minimized.
The origin of the edge waves can be analyzed by the 
linear theory of wave propagation. The pressure at a given 
point p at the time t has in the literature [30] been shown 
to be
p t t v t h t( , ) = ( ) ( , )0p pρ
∂
∂
∗ (1a)
= ( ) ( , ),0ρ v t t h t∗
∂
∂
p (1b)
where ∗ denotes temporal convolution, ρ0 is the density of 
the medium, v is the velocity normal to the transducer 
surface, and h is the spatial impulse response. It is noted 
that v is the convolution of the aperture excitation signal 
and the electro-mechanical impulse response of the aper-
ture. The spatial impulse response h(p, t) is the observed 
sound field at the point p when the aperture is excited by 
a dirac delta function. The Huygens–Fresnel principle 
states that the field originating from a sound radiating 
surface can be calculated by considering all points on the 
surface as the source of an expanding spherical wave. The 
field at any point in space is then constructed by superpo-
sition of these spherical waves. The acoustic reciprocity 
theorem states that if the sound source and the sound 
receiver are interchanged, the received signal remains un-
changed. In other words, the spatial impulse response can 
be determined by letting the point p be the source of a 
spherical wavefront and then integrate the wave’s intersec-
tion with the aperture. This integral is termed the ray-
leigh integral [31], [32].
The intersection of the spherical wave and the plane of 
the aperture makes a circle arc. The spatial impulse re-
sponse at a certain time t is thereby determined by the 
length of the arc that intersects the aperture. The radius 
of the expanding sphere is R = ct, where t is time and c is 
the speed of sound. determining the arc intersection is 
reduced to a two-dimensional problem by projecting the 
point p onto the transducer plane. Without loss of gener-
ality, the aperture is assumed to be flat. In the following, 
a normal right-handed coordinate system consisting of x, 
y, and z coordinates is used. The aperture plane is spanned 
by the x- and y-axes and the z-axis is orthogonal to the 
aperture plane. If the coordinate of p is (px,  py,  pz), then 
the projection of p onto the xy-plane is (px, py, 0). The 
radius of the circle created by the intersection between the 
aperture and the expanding spherical wave is ρ(t) = 
( )2 2ct pz−  and the center of the circle is located at 
(px, py). The line integral along this expanding arc is the 
rayleigh integral in polar coordinates. This is the case 
shown in the aperture at the top of Fig. 2. The integration 
is performed along the gray dashed lines. several authors 
[33]–[35] have determined the solution to the rayleigh in-
tegral in polar coordinates of an apodized aperture to be
h t
c
a t t
p
ct
t z
( , ) = 2
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0
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ρ θ θ
θ
θ
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where a is the apodization function of the aperture in 
polar coordinates with origin at the projection of p onto 
the aperture plane. a is equal to 0 when evaluated outside 
of the aperture surface. If the apodization function is con-
stant along the integration paths, (2) becomes
h t
c
t t a t t
p
c
z
( , ) = 2 ( ( ) ( )) ( ) ,
0
2 1p pi θ θ ρρ− ≥





( )
,
if 
else.
 (3)
In the following, the aperture is assumed to be a long, 
thin, and rectangular line element. The x, y-coordinates 
are chosen such that the x-axis is oriented along the length 
of the line element and the origin is placed at the center of 
the line element length. This is illustrated in Fig. 2.
at the top of Fig. 2, a large aperture is shown where 
the full integral along the dashed lines must be carried 
out to find the spatial impulse response. Within the large 
aperture, a line element is shown. a zoom on the line ele-
ment is shown at the bottom of the figure. By approximat-
ing the integration paths on the line element by a verti-
cal line, the apodization function aρ(ρ) from (3) changes 
dependent variable from the radius ρ to the position x, 
representing the position along the line element: ax(x(t)). 
The thinner the line element is, the better is the approxi-
mation. From the triangle at the bottom right in Fig. 2, 
the x-variable as a function of time is determined to:
x t p t px x( ) = ( )2 2± −ρ (4a)
= ( ) .2 2 2p ct p px z y± − −  (4b)
Fig. 2. spatial impulse response of long, thin line elements. at the top a 
large aperture is shown with integration paths marked with gray dashed 
lines. The integration paths are used in (2) to determine the spatial 
impulse response. Within the large aperture, a thin line element is illus-
trated. at the bottom, a magnified image of the line element is shown. 
The expression in (5) approximates the integration paths with vertical 
lines. The thinner the line element is, the better the approximation.
The spatial impulse response then approximately becomes:
h t
c
t t a x t t tx( , ) 2 ( ( ) ( )) ( ) ,
0
2 1 1p ≈ − ≥

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pi θ θ ( )
,
if 
else,
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where t1 = p p cy z2 2+ /  is the earliest time at which the 
spherical wave arrives at the aperture. For a long, thin line 
element, the angular element width (θ2(t) − θ1(t)) chang-
es much slower than the apodization function at the edges 
of the line element, i.e.,
d
d d
d
t
x
t t
a x tt
( ( ) ( ))
2 ( ( )) .
2 1θ θ
pi
−
 (6)
By inserting (5) into (1b), and using (6), the pressure field 
is seen to be proportional to
p t v t a x t t tt x( , ) ( ) ( ( )),
0
1p ∝ ≥




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∗
d
d if 
else.,
 (7)
consider now the transmitting element of the row–col-
umn-addressed array shown in Fig. 3. Using the acoustic 
reciprocity, the pressure at point p can be found by as-
suming that p emits a spherical wavefront that is received 
by the transmitting line element. The wavefront reaches 
the closest point on the transmit line element (s1) at time 
t = t1. at t = t2, the wavefront first reaches the closest 
edge at s2, and at t = t3, the wavefront reaches the fur-
thest edge of the line element at s3. The apodization of a 
single line element is usually constant or only slowly vary-
ing over the entire element surface. Because the apodiza-
tion function evaluates to zero outside of the element area, 
there is a discontinuity at the element edges at s2 and s3. 
The derivative of the aperture function is therefore ap-
proximately zero everywhere except at the discontinuities 
at s1, s2, and s3, where it is the dirac delta function, δ:
d
dt a x t t t t t t tx( ( )) ( ) ( ) ( )1 2 3≈ − − − − −δ δ δ . (8)
By inserting (8) into (7), it is seen that the spatial 
transmit impulse response contains three individual re-
sponses. as a result, a single transmit pulse develops three 
wavefronts that passes the point p. When a scatterer is 
located at p, there are therefore three reflected waves re-
turning to the line element. Using the same argumenta-
tion, the spatial receive impulse response contains also 
three responses, meaning each wavefront is measured 
three times. The pulse-echo spatial impulse response is the 
convolution of the transmit and receive impulse responses 
and therefore contains up to nine responses. referring to 
Fig. 3, the three wavefronts appear to originate from s1, s2, 
and s3. The receive line element behaves as if it measures 
at the three discrete points r1, r2, and r3. This analysis 
considered two out of four edges. The two long edges will 
also give rise to a response, but for elements with a width 
in the order of a wavelength, the two extra responses will 
merge with the s1 response and are therefore negligible.
That nine echoes are measured from a single scatterer 
can be tested by a single line element pulse-echo simula-
tion. Fig. 4 shows the signals received by a 128 + 128 
element row–column-addressed array from a single scat-
ter located at the point p = (5, 4, 3) mm, when exciting 
the center line element with a two-cycle sinusoidal 5 MHz 
Fig. 3. Illustration of a pulse-echo simulation setup with one line element 
transmitting and one line element receiving. a scatterer is located at the 
point p, s1 is the closest point on the transmit element to p, and r1 is the 
closest point on the receive element to p. s2, s 3 and r2, r3 are the edges 
of the transmit and receive line elements, respectively.
Fig. 4. nine echoes are received from a single line element emission 
reflected by a scatter located at (x, y, z) = (5, 4, 3) mm. The gray-scale 
image is the envelope of the received signals and the overlaid lines are 
predicted time-of-flights. The predicted time-of-flight is calculated using 
(9). The amplitudes of the echoes received by a single channel are plot-
ted in the right sub-figure. The strongest ghost echo has an amplitude of 
−26 dB and the weakest ghost echo approximately −74 dB. That nine 
echoes are received exactly at the times predicted verifies the assumption 
that each line element behaves as three discrete elements, as illustrated 
in Fig. 3.
pulse. as expected, nine echoes are received. overlaid on 
the gray level receive echoes are the expected echo arrival 
time combinations of the three sources and the three re-
ceive points of Fig. 3. The echo arrival time, also termed 
the time-of-flight (ToF), is calculated as
ToF( , , ) =  ,p
p s r p
n i c
n i− + −  (9)
where both n and i are indexes between 1 and 3. The wave-
fronts are named waveni, where n indicates the s-index and 
i indicates the r-index. It is seen that the arrival time at 
each receive line element of all received echoes are perfectly 
predicted, and the location assumption of the transmit-
ter and receiver of each wavefront, shown in Fig. 3, must 
therefore be correct.
It is only the first echo, wave11, that can be used for 
imaging, as the amplitudes of the other ghost echoes are 
too weak. The amplitude of the most powerful ghost echo 
is approximately 40 dB lower than the amplitude of the 
main echo. Even though the ghost echoes cannot be used 
for imaging, they still degrade the image quality. It is seen 
from (7) that to reduce the edge waves, and thereby the 
ghost echoes, the derivative of the apodization function 
must be kept as small as possible. The apodization func-
tion therefore must converge to zero when approaching 
the line element edges. This cannot be achieved by the 
usual electronic apodization, because this does not change 
the line element apodization value along the length of 
it. Instead, the apodization must be integrated into the 
transducer array itself, which is the subject of the follow-
ing sections.
IV. Transducer-Integrated apodization
apodizing both the row and column line elements with 
a Hann function in the entire length of the line elements 
is very effective at suppressing the ghost echoes [19], [22]. 
a Hann apodized row–column-addressed array is shown 
in Fig. 5, where the top graph shows the apodization of a 
single line element. Because the row and column line ele-
ments are overlapping, so are their apodization functions. 
at each position on the transducer surface, two apodiza-
tion functions are overlapping, one from a row element 
and one from a column element. The effective apodization 
is the multiplication of the two apodization functions. The 
vertical line elements close to the edges are multiplied by 
values close to zero by the horizontal apodization func-
tion. similarly, the horizontal line elements at the edges 
are multiplied by values close to zero by the vertical apo-
dization function. The sensitivity of the edge line elements 
is therefore highly limited. The only location where this 
apodization function allows the row–column-addressed ar-
ray to perform well, is straight down at the center of the 
array. The output pressure of the Hann-apodized array is 
in an earlier study shown to be significantly lower than the 
output pressure of a non-apodized row–column-addressed 
transducer array [36]. Even if the array angles the trans-
Fig. 5. The row–column-addressed array with a transducer-integrated 
Hann apodization. The graph at the top shows the Hann apodization of 
a single line element as a function of the position along the line element. 
The bottom figure shows the Hann apodization of the full transducer 
array. The dashed lines mark the edge of the line elements and the row–
column-addressed array. The size of the area within the dashed lines is 
identical to that of the area within the dashed lines in Fig. 6.
Fig. 6. new integrated-apodization layout where a roll-off region is added 
to the ends of the line elements. The graph at the top shows the apodiza-
tion of each line element as a function of the position along the line ele-
ment. The central region, marked with dashed lines, has an apodization 
value of one. The size of the area within the dashed lines is identical to 
that of the area within the dashed lines in Fig. 5.
mit beam to the sides, like a phased array transducer, the 
echoes returning to the transducer surface will be signifi-
cantly attenuated.
an alternative to the overlapping apodizations is to 
not apodize the central part of the transducer surface, but 
instead adding a roll-off region on both sides of all line 
elements, as shown in Fig. 6. This roll-off region is used 
for the apodization function to converge smoothly to zero. 
This way, the central region of the aperture surface has a 
uniform apodization value of 1, and there is no overlap-
ping of the apodization functions where these are less than 
1. at the same time, the discontinuities at the edges have
been removed. If the added roll-off region is short, then 
the derivative of the aperture function will be high, and if 
the roll-off region is wide, the derivative will be low. From 
(7), it then follows that a wider roll-off region is better at 
suppressing the edge waves. Each line element thereby be-
comes longer, but there are the same number of row- and 
column-elements in the array. This apodization thereby 
does not affect the electronics, interconnections, or the 
data processing.
In Fig. 7, the simulated maximum received main echo 
as a function of scatterer position is shown. This expresses 
the array sensitivity as a function of position. The scat-
terer is placed directly in front of the transmitting line ele-
ment at a depth of 10 mm. The center line element of the 
array emits a two-cycled pulse and the received echoes are 
measured on all receive line elements. The received signal 
is envelope detected and the maximum value is plotted 
against the scatterer position. The Hann-apodized array 
is seen to loose sensitivity very fast. at the edge of the 
array, the returned main echo is 40 dB weaker than in the 
center of the array. on the standard array without the 
integrated apodization, the Fresnel-diffraction of a sharp 
edge is evident close to the aperture edges at ±9.5 mm 
[37, p. 145]. The edge-apodized array has a constant sen-
sitivity over entire central aperture, spanning from −9.5 
mm to 9.5 mm in both dimensions. adding roll-off regions 
to row–column-addressed arrays is therefore proposed as 
the standard solution.
In Fig. 8, the simulated maximum received ghost echo 
as a function of roll-off region width is shown. The scat-
terers are located at depths from 10 mm to 80 mm at the 
center of the aperture, where the ghost echoes reach their 
maximum amplitude. as expected, the wider the roll-off 
region is, the more the ghost echoes are suppressed. The 
deeper the scatter is located, the narrower is the effective 
width of the edge aperture, and its ghost-suppressing ef-
fect therefore decreases with depth. There is, however, an 
upper limit on the edge apodization width. a very large 
footprint results in difficulties getting a good acoustical 
contact between the aperture and the human body. For 
the rest of this paper, an edge width of 16λ is chosen as a 
compromise. 16λ is 1/4 of the original side length of 64λ, 
yielding a total aperture side length of 28.4 mm. as seen 
in Fig. 8, for a scatterer located at a depth of 10 mm, this 
will attenuate the ghost echo from −18 dB to −73 dB, 
and for a scatterer at 80 mm depth, this will attenuate the 
ghost echo from −10 dB to −32 dB. This corresponds to 
a damping of 55 dB and 22 dB, respectively. Importantly, 
this is without altering the electronics, interconnections, 
or data processing.
V. Beamforming With line sources
With a 1-d transducer array, focusing of the ultrasound 
wavefronts can be accomplished in the lateral direction. 
Fig. 7. Maximum received echo intensity from a single scatter at a depth 
of 10 mm and with its x-coordinate varying from −13 mm to 13 mm. The 
center line element is sending and all 128 receive elements are receiving. 
The maximum of all envelope-detected signals is plotted for each scat-
terer location. The three curves were simulated with three different ap-
ertures. The received signal acquired with an integrated Hann-apodized 
array is seen already to decrease quickly from the center of the array. 
The signal received with the standard array without any apodization de-
creases just before the edge of the array, and the roll-off-apodized array 
maintains the same signal strength until the edge of the array.
Fig. 8. Maximum ghost-echo intensity of a single scatterer as a func-
tion of edge apodization width. The wider the edge, the more the ghost 
echoes are suppressed. Each curve in the figure corresponds to a given 
scatterer depth, shown in the legend.
In 2-d ultrasound imaging, the 1-d transmit and receive 
arrays are both used for focusing in the lateral direction. 
When focusing the ultrasound wavefronts using a row–
column-addressed array, the transmit and receive arrays 
are orthogonal. This enables focusing of a 3-d volume, but 
the azimuth and elevation directions are only focused once 
[10], [18], [19], [22], [24].
delay-and-sum beamformers usually assume the geom-
etry of the sound sources and receivers to be points. The 
emitted wavefront of a line element has the shape of a 
cylindrical surface: it is a plane wave in the plane aligned 
along the line element and a circular arc in the plane or-
thogonal to the line element. assuming the geometry of 
the line elements to be points is therefore a poor approxi-
mation. a better approximation assumes the line elements 
to be line segments. When an array of line elements is 
focused, the geometry of the focal zone is also a line seg-
ment. calculating the distances between the line elements 
and a given point should therefore be calculated as the 
distance between a line segment and a point.
The vectors fp and prn, seen in Fig. 9, connect the 
point p to the closest point on, respectively, the focal 
line f and the receiving element rn. sf is the vector from 
the source line element s to the focal line f. Because the 
source elements and the focal line are parallel, determin-
ing the distance between them can be solved in the zy-
plane.
The time of flight of a wavefront is given by the short-
est distance from the source s through the focal line f to 
the point being focused p and back to the receiving ele-
ment rn, divided by the speed of sound. Using the nota-
tion from Fig. 9, this can be written as:
ToFm
nn c( , ) = ,p
sf fp pr     ± +
 (10)
where c is the speed of sound in the medium, n is an index 
from 1 to the number of receive line elements N and m 
is the emission index. only one value of ToFm is calcu-
lated per emission. If the point being focused is closer to 
the transducer array than the focal line, then the case of 
−||fp|| is used, otherwise +||fp|| is used.
To determine ||fp|| and ||prn||, the distance between a 
point and line must be calculated. The line segment from 
point a to point b is termed ab. This is illustrated in 
Fig. 10. The projection of the point p onto the line ab is 
termed l and is determined by the usual equation for pro-
jection. l is positive if the projected point is located on the 
same side of a as b, and negative if it is located on the 
other side. By normalizing l with the length of the line 
segment, ˆl  takes the values [0, 1] when the projected point
is located between a and b:
lˆ
l
= = .2   ab
ap ab
ab
⋅
(11)
When the projection of p onto the line lies between a and 
b, i.e., when lˆ  ∈ [0, 1], the standard formula for the dis-
tance between a line and a point can be used:
d = .
|| ||
|| ||
ab ap
ab
×
(12)
When lˆ  ∉ [0, 1], the shortest distance from the line seg-
ment to the point is the distance from the closest end of 
Fig. 9. Time of flight (ToF) illustration of a focused emission. The vector sf connects the first source line element that is excited with the focal line f. 
fp is the vector from the nearest point on the focal line to the point being beamformed (p), and pri is the vector from p to the nearest point on the 
receive line element ri. In (a) the setup is sliced orthogonal to the transmitting line elements and parallel with the receiving line elements, showing 
ToF in the y-dimension. In (b) the setup is sliced parallel with the transmitting line elements and orthogonal to the receiving line elements, showing 
ToF in the x-dimension. In (a) the focal zone f looks like a focal point, but in (b) it is seen to be a focal line.
the line segment (a or b) to the point (p). The following 
therefore determines the minimum distance between the 
point p and the line segment ab:
d
l
l
l
( , ) =
0 1
0
0
ab p
ab ap
ab
ap
bp
|| ||
|| ||
ˆ
|| || ˆ
|| || ˆ
×
≤ ≤
<
>
if 
if 
if .


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

 (13)
Using (13), the distances ||fp|| and ||prn|| can now be de-
termined as
|| || || ||fp f p pr r p= ( , ) = ( , ).d dn nand  (14)
By inserting (14) into (10), we arrive at
ToFm
zy zy nn c
d d
c( , ) =
( , ) ( , )
,p
s f r p f p|| ||−
+
±
 (15)
where szy and fzy are the coordinates in the z-y plane of s 
and f, respectively. The focused signal at point p is calcu-
lated by summing all receive signals at the time instances 
given by (15):
s a n y nm
n
N
m n m( ) = ( ) ( , ) ,
=1
,p p∑ elec ToF( )  (16)
where N is the number of receive elements, aelec(n) is the 
electronic receive apodization, and ym,n(t) is the measured 
signal from emission m on the receive element n at time t.
a Matlab beamformer that implements (16) was pro-
grammed to beamform data from row–column-addressed 
arrays and produce the point spread functions included 
in this paper. From (15), only the case in which ||fp|| is 
added is implemented, so that only points further away 
from the array than the focal line can be beamformed. 
The beamformer can Iq-beamform 250 000 voxels from a 
complex data set of 1.5 MiB from 128 receive line elements 
in approximately 11.4 on a Pc with a 3.4-GHz Intel core 
i7-3770 cPU (Intel corp., santa clara, ca, Usa) and 16 
GiB of raM. The proof-of-concept Matlab implementa-
tion of the beamformer can therefore not achieve a frame 
rate useful for real-time applications, but the frame rate is 
adequate for research purposes.
In Fig. 11, the importance of using a line-element 
beamformer is shown. In both figures, a wire phantom 
consisting of point scatterers located at 10 mm depth at 
the center of the transducer array is imaged. In Fig. 11(b), 
the line-element beamformer has been used, resulting in a 
reproduction of the wire with no geometrical distortions. 
In Fig. 11(a), conventional beamforming assuming point 
sources/receivers located at the center of the elements has 
been used. In this case the geometrical distortion of the 
wire caused by the error in the time-of-flight calculation 
is apparent, clearly demonstrating the need to take into 
consideration to the non-infinitesimal size of the sources/
receivers.
VI. Image quality
3-d rectilinear imaging can be achieved directly under 
the transducer array, marked with dashed lines in Fig. 6. 
The size of this area can be changed by varying number 
of transducer elements in the array and the pitch of the 
elements. The emission sequence can be designed exactly 
as when performing imaging with a 1-d transducer array.
A. Single-Element Emissions
In this work, a single-element emission sequence is 
used, leading to the use of 128 emissions for acquiring a 
full volume. standard dynamic receive focusing is used 
to focus the lateral direction (x-dimension) and synthetic 
transmit focusing is used to dynamically focus the eleva-
tion direction (y-dimension) [38]–[41].
Fig. 10. Projection of the point p onto the line segment ab. l is the dis-
tance from a to the projected point and d is the shortest distance from 
p to ab.
Fig. 11. B-mode images of a wire phantom beamformed (a) with a con-
ventional beamformer and (b) with the proposed line-element beam-
former. The dashed lines indicate the location of the wire phantom. 
The B-mode images are shown with a dynamic range of 40 dB. When 
using a conventional beamformer, the B-mode is seen to be geometrically 
distorted.
In Fig. 12, the PsF at (x, y, z) = (8, 3, 30) mm, where 9 
echoes are measured, is shown for both the standard and 
roll-off-apodized array. Because several of the ghost echoes 
arrive with a very short time interval, only 5 of the 8 ghost 
responses can be distinguished. The main response of the 
two arrays are almost identical, but the ghost echoes of 
the roll-off-apodized array are greatly suppressed com-
pared with the non-apodized standard array. The maxi-
mum intensity of the PsFs in Fig. 12 is seen in Fig. 13 as a 
function of depth. The corresponding values for the Hann-
apodized array has been added for comparison. The ghost 
responses seen on the PsF from the standard array are 
greatly attenuated by both the Hann-apodized array and 
the roll-off-apodized array. The maximum ghost echo is 
attenuated by 43 dB for the roll-off-apodized array and by 
66.5 dB for the Hann-apodized array. on the other hand, 
the main response of the Hann-apodized array is seen to 
be attenuated by 24 dB, which clearly demonstrates the 
problem with the Hann apodization. as opposed to this, 
the roll-off-apodized array has preserved the amplitude 
of the main response. Taking the main response damping 
into consideration, the maximum ghost echo damping of 
the Hann-apodized array becomes 42.5 dB.
In Fig. 14, B-mode images of a simulated anechoic 
blood vessel are shown. The diameter of the blood vessel 
is 3 mm and both B-mode images were acquired using 
128 single-line-element emissions [Fig. 14(a)] with a stan-
dard array and [Fig. 14(b)] with a roll-off-apodized array. 
The blood vessel phantoms used in Figs. 14(a) and 14(b) 
are identical, but the blood vessel in Fig. 14(a) appears 
smaller than the blood vessel in Fig. 14(b). The blood 
vessel diameter in Fig. 14(a) is decreased by the ghost 
echoes apparent when using the standard array. By deter-
mining the mean of the B-mode images in Fig. 14 along 
the x-dimension, the diameter of the blood vessel can be 
estimated. defining the vessel wall as the location where 
the x-dimension mean crosses −20 dB, the blood vessel 
diameter is determined to be 2.4 mm and 2.0 mm for the 
apodized array and the standard array, respectively. This 
corresponds to 80% and 66.7% of the true vessel diameter, 
and shows how applying the transducer-integrated apo-
dization increases the detectability of small anechoic ob-
jects. The imaging quality is therefore significantly better 
when the ghost echoes are removed by integrating roll-off 
apodization into the transducer array.
B. Phased-Array Imaging
The previous imaging examples were made using single-
element emissions. To emphasize that the 1-d transmit ar-
ray can be operated as a standard 1-d array, the following 
is an example of phased-array imaging. The vertical and 
horizontal arrays of the row–column-addressed 2-d ar-
ray can each steer the transmit beam in one direction. In 
Fig. 15, the relative peak pressure is shown when steer-
Fig. 12. PsF at (x, y, z) = (8, 3, 30) mm: (a) the PsF of a standard non-apodized transducer array, and (b) the PsF of a transducer array with inte-
grated roll-off apodization. The main responses of the PsFs are practically identical, but the ghost echoes of the roll-off-apodized array are greatly 
suppressed compared with the non-apodized standard array.
Fig. 13. Maximum intensity of the PsFs at (x, y, z) = (8, 3, 30) mm as 
a function of depth. The Hann-apodized array is added for comparison. 
Both the roll-off-apodized array and the Hann-apodized array greatly 
suppress the ghost echoes, but the maximum intensity of the main re-
sponse of the Hann-apodized array is 24 dB lower than the other two 
arrays.
ing the transmit beam to the sides. For the phased-array 
transmit beam, all 128 elements were focused at a distance 
of 80 mm. The transmit beam was varied by ±45° and 
each voxel in the figure is placed on the focal line for a 
given emission. 200 emissions were used to create Fig. 15. 
When the horizontal array is used as a transmit array, it 
can steer the transmit angle within in the zx-plane, and at 
the same time the vertical array is receiving. When the se-
quence has completed, the two arrays switch function, and 
now the vertical array is used as a transmit array. This 
leads to the energy being distributed as a cross, as seen in 
Fig. 15. row–column-addressed arrays are therefore also 
well suited for cross-plane imaging. Full pyramid volume 
imaging can be achieved by defocusing the emitted energy 
using a curved array or an acoustic lens [10], [19]. When 
the transmit beam is steered to the side, the echoes ar-
rive at the edge of the receive array first. To measure this 
signal, the roll-off region of the receive line elements must 
be disabled in that direction. For cMUTs, this can conve-
niently be achieved by simply removing the bias from the 
roll-off region. For piezo-element arrays, the roll-off region 
could be connected with switches to the line elements that 
then open when needed.
VII. discussion and conclusion
The spatial impulse response of thin line elements was 
shown to be proportional to the derivative of the line ele-
ment’s 1-d apodization function. The ghost echoes, ap-
parent with row–column-addressed arrays, therefore origi-
nate from the discontinuity of the apodization function 
at the edge of the line elements. To minimize the ghost 
echoes, the derivative of the apodization functions must 
be minimized.
In the literature, it has previously been proposed to 
use the Hann apodization to minimize the ghost echoes. 
In this work, it was shown that using the Hann apodiza-
tion has the disadvantage of emitting and receiving little 
energy off-center. Instead, it was proposed to add a trans-
ducer-integrated roll-off apodization region to the ends of 
the line elements. This way, the apodization functions of 
the horizontal and vertical line elements do not overlap 
when they differ from the apodization value of 1. The 
entire central region can thereby emit and receive at full 
strength. It was shown that a wider roll-off region leads to 
better ghost echo attenuation. a roll-off region width of 
Fig. 14. B-mode images of a slice through the center of an anechoic blood vessel with a diameter of 3 mm located at 30 mm depth; (a) is made with 
a standard array and (b) with the roll-off-apodized array. The dynamic range is 40 dB for both images. Because of ghost echoes in the PsF for the 
standard array, the blood vessel in (a) appears to be smaller than the blood vessel in (b).
Fig. 15. Peak pressure distribution of a phased row–column-addressed 
array. The transmit array of the row–column-addressed array is used 
as a normal 1-d phased array from 2-d ultrasound imaging. Each voxel 
representing the pressure is located within the focal line. 200 emissions 
are used for simulating the figure and all 128 elements are excited during 
each emission. Each emission focuses at a different focal angle, but the 
focal distance is kept constant. For the pressure field to attain the cross 
shape shown in the figure, the transmit and receive arrays are inter-
changed after 100 emissions. This enables beamforming of cross-planes.
16λ was chosen, which led to a ghost echo damping in the 
PsF at (x, y, z) = (8, 3, 30) mm of 43 dB. This rendered the 
ghost echoes invisible within the 70 dB dynamic range.
It was shown how data from a row–column-addressed 
array with a focal line can be delay-and-sum beamformed. 
The focal line can be located both in front of the array 
and behind it, and thereby both focused and unfocused 
emissions can be beamformed. a beamformer that can Iq-
beamform 250 000 voxels from one emission in 11.4 s on a 
standard Pc was presented.
simulations of a 3-mm-diameter anechoic blood vessel 
at 30 mm depth showed that applying the transducer-
integrated apodization increased the apparent diameter of 
the vessel from 2.0 mm to 2.4 mm. This corresponds to an 
increase from 67% to 80% of the true vessel diameter, and 
shows how applying the transducer-integrated apodiza-
tion increases the detectability of small anechoic objects. 
The imaging quality is therefore improved when the ghost 
echoes are removed by integrating roll-off apodization into 
the transducer array.
In Part II of this work, experimental results from a 
cMUT array with integrated roll-off apodization are pre-
sented to validate the effect of integrating apodization 
into the line elements.
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Abstract
This paper demonstrates the fabrication, characterization, and experimental imag-
ing results of a 62+62 element λ/2-pitch row-column addressed capacitive micro-
machined ultrasonic transducer (CMUT) array with integrated apodization. A new
fabrication process was used to manufacture a 26.3 mm by 26.3 mm array using five
lithography steps. The array includes an integrated apodization, presented in detail in
Part I of this paper, which is designed to reduce the amplitude of the ghost echoes
that are otherwise prominent for row-column addressed arrays. Custom front-end
electronics was produced with the capability of transmitting and receiving on all
elements, and the option of disabling the integrated apodization. The center frequency
and −6 dB fractional bandwidth of the array elements were 2.77±0.26 MHz and
102±10 %, respectively. The surface transmit pressure at 2.5 MHz was 590±73 kPa,
and the sensitivity was 0.299±0.090 µV/Pa. The nearest neighbour cross-talk level
was −23.9±3.7 dB, while the transmit to receive elements cross-talk level was
−40.2±3.5 dB. Imaging of a 0.3 mm diameter steel wire using synthetic transmit
focusing with 62 single-element emissions demonstrated an axial and lateral FWHM
of 0.71 mm and 1.79 mm (F-number: 1.4), respectively, compared to a simulated
axial and lateral FWHM of 0.69 mm and 1.76 mm. The dominant ghost echo was
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reduced by 15.8 dB in measurements using the integrated apodization compared to
the disabled configuration. The effect was reproduced in simulations showing a ghost
echo reduction of 18.9 dB.
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Abstract—This paper demonstrates the fabrication, charac-
terization, and experimental imaging results of a 62+62 ele-
ment λ/2-pitch row–column-addressed capacitive microma-
chined ultrasonic transducer (CMUT) array with integrated 
apodization. A new fabrication process was used to manufac-
ture a 26.3 mm by 26.3 mm array using five lithography steps. 
The array includes an integrated apodization, presented in de-
tail in Part I of this paper, which is designed to reduce the 
amplitude of the ghost echoes that are otherwise prominent for 
row–column-addressed arrays. Custom front-end electronics 
were produced with the capability of transmitting and receiv-
ing on all elements, and the option of disabling the integrated 
apodization. The center frequency and −6-dB fractional band-
width of the array elements were 2.77 ± 0.26 MHz and 102 ± 
10%, respectively. The surface transmit pressure at 2.5 MHz 
was 590 ± 73 kPa, and the sensitivity was 0.299 ± 0.090 V/Pa. 
The nearest neighbor crosstalk level was −23.9 ± 3.7 dB, while 
the transmit–to–receive-elements crosstalk level was −40.2 ± 
3.5 dB. Imaging of a 0.3-mm-diameter steel wire using syn-
thetic transmit focusing with 62 single-element emissions dem-
onstrated axial and lateral FWHMs of 0.71 mm and 1.79 mm 
(f-number: 1.4), respectively, compared with simulated axial 
and lateral FWHMs of 0.69 mm and 1.76 mm. The dominant 
ghost echo was reduced by 15.8 dB in measurements using the 
integrated apodization compared with the disabled configura-
tion. The effect was reproduced in simulations, showing a ghost 
echo reduction of 18.9 dB.
I. Introduction
recently, row–column-addressed arrays have attract-ed some attention as they offer real-time volumetric 
imaging with a greatly reduced number of connections to 
the array compared with a fully addressed array. Where 
an N × N fully addressed array will need N2 individual 
connections, a row–column-addressed array only needs 2N 
connections. numerous techniques have been introduced to 
reduce the complexity of 2-d matrix arrays, such as sparse 
arrays [1]–[5] and integrated electronics in the probe han-
dle [6]–[8]. despite these measures, the dense interconnect 
requirements, high electrical impedance of the elements, 
and heating of integrated electronics remain significant 
challenges for 2-d matrix arrays, which add to their com-
plexity and cost. Therefore, row–column-addressed arrays 
provide an attractive low-cost alternative to such arrays 
for real-time volumetric ultrasound imaging.
The concept of volumetric imaging using row–column 
addressing, where transmit focusing is performed in one 
dimension and receive focusing is performed in the or-
thogonal dimension, was first introduced by Morton and 
lockwood in 2003 [9], and later expanded by demoré et 
al. [10]. different techniques to improve the resolution, 
sensitivity, or frame rate of row–column-addressed arrays 
were explored theoretically by daher et al. [11], [12] and 
yen [13] using synthetic aperture techniques and spatial 
matched filters. recently, rasmussen and Jensen used a 
fully addressed 32 × 32 array in a measurement study to 
compare the imaging performance of a fully addressed ar-
ray to that of a row–column-addressed array [14]. For the 
same number of channels used, the row–column-addressed 
array exhibited superior detail resolution compared with 
the fully addressed array.
several groups have presented realizations of row–
column-addressed arrays. yen’s group has demonstrated 
imaging with several versions of row–column-addressed 
piezo-arrays, starting in 2006, when seo and yen [15] pre-
sented the first experimental demonstration of a row–col-
umn-addressed array. The 64 + 64 elements used in this 
array was later surpassed by a 256 + 256-element array 
[16]–[18] by the same authors. More recently, chen et al. 
[19] and yen et al. [20] have introduced arrays manufac-
tured with a dual-layer structure to simplify the fabri-
cation process. Zemp et al. [21] and sampaleanu et al. 
[22] have performed feasibility studies and recently pho-
toacoustic imaging [23] using capacitive micromachined 
ultrasonic transducers (cMUTs). additionally, the yeow’s 
group has demonstrated both characterization [24] and 
imaging using 16 + 16-element [25] and 32 + 32-element 
[26], [27] row–column-addressed cMUT arrays.
Manuscript received october 30, 2014; accepted January 3, 2015. This 
work was financially supported by grants 024-2008-3 and 82-2012-4 from 
the danish national advanced Technology Foundation and from BK 
Medical aps (Herlev, denmark).
T. l. christiansen and E. V. Thomsen are with the department of 
Micro- and nanotechnology, Technical University of denmark, dK-2800 
Kgs. lyngby, denmark (e-mail: tlehr@nanotech.dtu.dk).
M. F. rasmussen and J. a. Jensen are with the center for Fast Ultra-
sound Imaging, department of Electrical Engineering, Technical Univer-
sity of denmark, dK-2800 Kgs. lyngby, denmark.
J. P. Bagge and l. n. Moesner are with BK Medical aps, analogic 
Ultrasound Group, dK-2730 Herlev, denmark.
despite the promises of row–column addressing, such 
arrays have an inherent drawback: The long elements pro-
duce prominent edge effects, leading to ghost echoes in the 
beamformed image. The row–column addressing scheme 
does not allow for electronic control along the length of 
the elements, and the ghost echoes can therefore not be 
removed using conventional electronic apodization tech-
niques. This issue was first observed by demoré et al. [10] 
and later described in further detail by rasmussen and 
Jensen [28]. Both authors concluded that a solution to the 
problem was to integrate the apodization in the transduc-
er array itself, and several embodiments of a transducer-
integrated apodization have been suggested [29], [30].
In Part I of this paper [31], an in-depth study of the 
possibilities of such a transducer-integrated apodization 
was presented. simulation studies were used to develop an 
optimized transducer-integrated apodization that is able 
to efficiently damp the ghost echoes from row–column-
addressed arrays in the entire imaged 3-d volume. Impor-
tantly, this was achieved without affecting the main echo 
regardless of the position of the object being imaged, and 
without altering the number of channels needed or chang-
ing the beamforming in any way. additionally, beamform-
ing with row–column-addressed arrays using line-element 
beamforming was presented.
This paper demonstrates the fabrication and charac-
terization of a 62 + 62-element row–column-addressed 
cMUT array with such an integrated apodization based 
on the layout presented in [31]. custom front-end elec-
tronics with transmit and receive capability on all chan-
nels are made to drive the array. The array is used to per-
form volumetric imaging of a steel wire twice; once with 
the apodization enabled and once with the apodization 
disabled. The purpose is thereby to experimentally dem-
onstrate the effect of an integrated apodization when per-
forming 3-d imaging with row–column-addressed arrays.
The paper is organized as follows: section II covers the 
design and fabrication of the cMUT array as well as a de-
scription of the front-end electronics. section III contains 
a characterization of the array using impedance measure-
ments and acoustical measurements. In section IV, the 
imaging results are presented, and section V concludes 
the paper.
II. array design, Fabrication,
and Interconnect Electronics
A. Array Design
The design of the transducer array used in this work 
can be divided into three main components: design of 
the individual cMUT cells to achieve the desired operat-
ing frequency and operating voltage, determination of the 
element size and pitch, and finally design of the layout of 
the integrated apodization. These three components are 
addressed in the following.
a single element of the array consists of multiple indi-
vidual cMUT cells. The operating frequency of the array 
is determined by the plate thickness and lateral dimension 
of the cMUT cells [32]. To obtain a high fill-factor, the 
geometry of the cMUT cells is designed to be square, and 
the operating frequency is adjusted such that the cells can 
be closely fitted in the width of a λ/2–pitch array element. 
These considerations resulted in a cMUT cell with a plate 
thickness of 1.7 µm and a square side length of 60 µm, 
designed for a center frequency in immersion of 2.74 MHz. 
The corresponding element pitch for this frequency was 
270 µm. The distance between the individual cells and the 
kerf were set to 5 µm to provide adequate bonding area 
during the fabrication, as will be covered in section II-B. 
all dimensions can be seen in Table I.
The operating voltage of the array is, for fixed cMUT 
plate dimensions, determined by the gap between the top- 
and bottom electrodes. The gap consists of a vacuum re-
gion and an oxide layer; the latter is used to provide insu-
lation in case of pull-in. The pull-in voltage is here defined 
as the voltage at which the top plate collapses down to 
the bottom electrode because the electrostatic forces are 
larger than the mechanical forces. The desired thickness of 
the vacuum gap and insulation oxide are 400 nm and 300 
nm, respectively, which is designed to give a pull-in volt-
age of approximately 100 V. The actual gap dimensions, 
dictated by the fabrication accuracy, are seen in Table I.
a 3-d diagram of the corner portion of the array is 
given in Fig. 1. The layout of the array, seen in Fig. 2, is 
based on the findings in Part I [31]. It consists of 62 row 
elements, 62 column elements, and four apodization-re-
gion electrodes. The apodization-region electrodes provide 
dc bias to the integrated apodization, which is located at 
both ends of the elements. To the right in Fig. 2, a magni-
fied view of one apodized element end is shown. as seen, 
it consists of a collection of cMUT cells (red squares), the 
number of which is reduced toward the outer edge. such 
a reduction in the number of cMUT cells will provide a 
fixed integrated apodization, because the energy transmit-
ted and received by the array scales with the density of 
TaBlE I. Transducer dimensional Parameters.
Parameter Value Unit
array
 number of elements 62 + 62 —
 number of apodization-region electrodes 4 —
 Element pitch 270 µm
 Element width 265 µm
 Element length 24.84 mm
 length of apodization regions 4.05 mm
 array outer dimensions (square) 26.3 mm
cMUT cell
 cell side length (square) 60 µm
 distance between cells 5 µm
 Plate thickness 1.7 µm
 al electrode thickness 200 nm
 Insulation oxide thickness 296 nm
 Vacuum gap height 413 nm
the cells [33]. as in [31], the number of cells follows a Hann 
function, which in this case is discrete.
The central part of the array, i.e., excluding the apo-
dized element ends, is densely populated with cMUT cells 
and is thus not apodized in any way. In other words, the 
part of the array seen within the dashed line in Fig. 2 
may be considered a conventional row–column-addressed 
cMUT transducer array. The apodized regions located 
outside this central part are responsible for removing the 
otherwise abrupt truncation of the elements, which is the 
origin of the ghost echoes produced by row–column-ad-
dressed arrays [31]. This configuration allows the array to 
perform as a conventional row–column-addressed array, 
regardless of the position of the object being imaged, but 
with a significant damping of the ghost echoes, as demon-
strated in [31].
B. Array Fabrication
The array was fabricated using cleanroom processing 
techniques, partly based on previous works described in 
the literature [34], [35]. The individual process steps are 
shown in Fig. 3.
The fabrication process utilized two silicon-on-insulator 
(soI) wafers, both having a 525-µm-thick handle layer 
with high resistivity (1 to 10 Ω∙cm), a 1-µm-thick buried 
oxide layer, and a low resistivity (0.01 to 0.001 Ω∙cm) de-
vice layer. The device layer on the first soI wafer was 20 
µm thick and was used to create the bottom electrodes, 
henceforth defined as the rows. The second soI wafer had 
a 1.9-µm-thick device layer, which was used for the top 
electrode (plate) of the cMUT. These top electrodes are 
defined as the columns of the row–column-addressed ar-
ray.
The soI wafer with 20 µm device layer was dry oxi-
dized at 1050°c for 8 h and 35 min at an oxidant pressure 
of 100 kPa to grow a 296-nm-thick layer of oxide [Fig. 
3(a)]. The cMUT cavities were then defined using con-
ventional UV lithography and etched using reactive ion 
etching (rIE) as shown in Fig. 3(b). after stripping the 
photoresist, a second lithography step was used to define 
the bottom electrodes, or rows, as shown in Fig. 3(c). Two 
consecutive rIE etches were used to selectively etch first 
the oxide layer and subsequently the underlying silicon de-
vice layer. after stripping the photoresist, the fabrication 
of the bottom electrodes and the substrate supporting the 
array was complete.
The second soI wafer was dry oxidized at 1100°c for 
8 h and 55 min at an oxidant pressure of 1 atm to grow 
a 413-nm-thick layer of oxide, reducing the silicon device 
layer thickness from 1.9 µm to 1.7 µm. Both soI wafers 
were then cleaned using a standard rca cleaning proce-
dure [36] and bonded together in vacuum (100 Pa) using 
fusion bonding and a subsequent annealing step (70 min 
at 1100°c), see Fig. 3(d). The oxide layer covering both 
wafers was removed in buffered hydrofluoric acid (BHF), 
after which the handle layer and buried oxide layer of the 
top soI wafer were etched using rIE and BHF, respec-
tively, as shown in Fig. 3(e).
a third lithography step followed by selective rIE in 
first the silicon layer and subsequently the oxide layer was 
used to define openings to the bottom electrodes, see Fig. 
3(f). The thin device layer is partly transparent in the vis-
ible spectrum, and alignment to the bottom wafer align-
ment marks could therefore be performed, thereby omit-
ting the need for alignment during the wafer-bonding step.
Fig. 3(g) shows the wire-bonding pads, which were 
made by depositing a 800-nm aluminum layer on the en-
tire wafer using electron beam evaporation and structured 
Fig. 1. 3-d illustration of the cMUT row–column-addressed transducer 
array showing a detail of the upper right corner of the array seen in Fig. 
2 (top corner of the mounted array shown in Fig. 4). a section of the top 
electrodes have been removed to reveal the underlying cMUT cavities. 
oxide is blue, silicon is dark gray, and aluminum is light gray. dimen-
sions are not to scale.
Fig. 2. array mask layout. The red squares are the individual cMUT 
cells, which are densely populated in the central region of the array 
shown within the dashed line. a zoom on the apodized region of one ele-
ment is seen in the right part of the figure. The four large contact pads 
provide electrical access to the apodization-region electrodes.
by performing a lithography step followed by a selective 
aluminum etch in H2o:H3Po4 (1:2) at 50°c. The top elec-
trodes, or columns, were then finally defined by a step 
similar to the previous one, but this time with a 200-nm 
aluminum deposition. Before removing the photoresist, 
the exposed silicon layer was etched using rIE to isolate 
the individual top electrodes, thereby concluding the fab-
rication process.
It should be noted that this process only uses five li-
thography steps, and, wherever possible, the same lithog-
raphy step is used for multiple etches. any front-to-back 
or wafer-to-wafer alignment is omitted to improve the ro-
bustness of the process. also, the oxide-oxide bonding pre-
viously presented in [37] was chosen, because it allows for 
protrusion-free surfaces and thereby very low void density, 
which is essential for such large arrays.
C. Interconnect Electronics
The fabricated array was mounted on a printed circuit 
board acting as a carrier board, as shown in Fig. 4. This 
carrier board contained one lead per channel in the array, 
having wire-bonding pads in one end and terminating in 
one of two connectors in the other end (located on the 
back side of the carrier board shown in Fig. 4). all leads 
were designed to have equal length to ensure uniformity 
of the channels. To facilitate this, the orientation of the 
array was set to 45° relative to the sides of the carrier 
board. The array was mounted on the carrier board using 
namics Xs8481–8 epoxy glue (namics corp., niigata, Ja-
pan) with no further backing applied. The electrical con-
nection between array and carrier board was made using 
wire-bonding, and glob-top (dam and fill, namics G8245-
d and G8345–6, namics corp.) was applied afterwards to 
protect and insulate the bonds.
The carrier board was designed to easily connect via 
the connectors with a second printed circuit board, which 
acts as an interconnect board (IcB) between the mounted 
array and the scanner used to send and acquire the data. 
In this work, the experimental synthetic aperture real-
Fig. 3. Process flow of the cleanroom fabrication. The dashed line separates the layer composition comprising the top electrodes (to the left of the 
line) and the bottom electrodes (to the right of the line), corresponding to a cross-section from left to right in Fig. 1. The steps are: (a) oxidation, 
(b) cavity etch, (c) bottom electrode etch, (d) wafer bonding, (e) handle etch, (f) etch access to bottom electrodes, (g) deposit and etch wire-bonding 
pads, and (h) deposit and etch top electrodes. a total of five lithography masks are used [in steps (b), (c), (f), (g), and (h)].
Fig. 4. The row–column-addressed cMUT array mounted and wire-
bonded on the carrier board. Two connectors are located on the back 
side of the carrier board (the vias to the connectors can be seen to the 
left and right in the picture). The cMUT array is rotated 45° clockwise 
to ensure that the length of each lead to the connector pins is equal. The 
top electrodes (columns) can be seen going from the top left to the bot-
tom right of the array.
time Ultrasound system (sarUs) [38] was used. a total 
of 192 transmit/receive channels could be interfaced using 
this IcB, and connection to the scanner was made via a 
192 channel coaxial cable (BK Medical, Herlev, denmark). 
Every channel was connected to a MaX4805a preampli-
fier (Maxim Integrated, san Jose, ca, Usa), previously 
demonstrated to work with cMUT arrays [39]. This pre-
amplifier provides a nominal 8.7-dB voltage gain of the re-
ceive signals to drive the cable. The MaX4805a contains 
a built-in switching circuit that can protect the preampli-
fier during transmit, so that all channels on the IcB could 
be used for both transmission and reception.
a dc-biasing circuit with two dc bias supplies was 
made. a diagram of the electronics can be seen in Fig. 
5, where the variable capacitors denote the cMUTs con-
tained in the elements. This particular diagram illustrates 
only the first three rows and columns, respectively. Every 
element has contact to a single channel on the IcB. dc 
bias 1 supplies all the column channels, and the row ele-
ments passing perpendicularly below them are all held at 
the voltage potential defined by dc bias 2. The total dc 
bias seen by the cMUT element thereby becomes the dif-
ference between the two dc supplies. The dc bias supply 
to each element is provided through a 1-MΩ resistor (r), 
partly acting as a low-pass filter, and partly ensuring that 
the dc voltage can be maintained in the event of a short 
circuit of a top and bottom electrode within the cMUT 
array, or any other dc short of the row or column signals. 
a 10-nF capacitor (c) is placed in front of the input of 
the MaX4805a (shown in the inset of Fig. 5) to separate 
the dc bias from the ground reference of the transmitters 
and the receive circuit.
If a transmit pulse is sent on a column channel, all the 
row channels will provide a ground path for the ac signal. 
This will be established through the rows’ 10-nF capacitor 
(c), then through the transmit-path diodes (d) inside the 
MaX4805a (see inset of Fig. 5) and finally to the trans-
mit amplifier output of the row channels. It is therefore 
mandatory that the row channels are in the low-imped-
ance transmit mode to establish this ground reference. 
no ground is accessible through the receive path because 
of the high impedance of the 47-pF capacitor, cr. during 
reception, the ac voltage generated by the cMUT element 
is low enough that the diode pair (d) in the transmit path 
does not provide a path to ground. Therefore, all row 
channels and column channels will receive and amplify the 
received signal.
note that only the 62 + 62 elements are connected 
to beamformer channels; the four apodization-region elec-
trodes are provided with just a dc bias voltage.
III. Transducer characterization
The transducer presented in the previous section was 
characterized both electrically using impedance mea-
surements and acoustically in vegetable oil through hy-
drophone and pulse–echo measurements. This section 
describes these measurements, thereby providing an eval-
uation of the performance of the array.
Fig. 5. diagram of the front-end electronics showing three row channels and column channels. The variable capacitors denote the cMUTs contained 
in the elements. Every column channel has contact via the cMUTs to all row channels and vice versa. The dc biases are low-pass filtered through a 
1-MΩ resistor (r) in conjunction with the cMUT, whereas the ac signals to and from the cMUT via the MaX4805a preamplifier are high-pass fil-
tered using a 10-nF capacitor (c) together with the resistor r before going to the transmitters/receivers. The inset shows a detail of the MaX4805a 
circuit [39].
A. Impedance Measurements
The electrical characterization of the transducer array 
was carried out using an agilent 4294a impedance ana-
lyzer (Hewlett-Packard, Palo alto, ca, Usa). The mea-
surements were performed after mounting the array on the 
carrier board shown in Fig. 4. Each element of the array 
was accessed via the pins of the connectors on the carrier 
board using an agilent 42941a probe (Hewlett-Packard). 
When measuring on individual columns, all rows were 
electrically shorted using a custom-built connector to en-
able measurement of a whole column at the time. The 
reverse was true when measuring on individual rows. In 
all measurements, a 500 mV excitation voltage was used 
on top of a dc bias of 40 V, which was applied to the ar-
ray using the built-in dc bias of the impedance analyzer. 
These values were chosen to acquire adequate signal from 
the array to locate the resonance peak, while at the same 
time ensuring negligible frequency shift of the resonance 
peak resulting from the spring-softening effect.
For every element, a set of three impedance sweeps 
were performed: one spanning the whole range of the im-
pedance analyzer from 40 Hz to 110 MHz, a second from 
1 MHz to 20 MHz, and a final in an interval of ±1 MHz 
from the detected resonance frequency of the element. 
From this, the capacitance and resonance frequency in 
air of each individual element were found. The capaci-
tance was determined at the lowest measured frequency 
(40 Hz), and the resonance frequency was found as the 
local minimum in impedance magnitude in the vicinity of 
the resonance. an example of an impedance sweep show-
ing the resonance of element number 10 is seen in Fig. 6.
The resonance frequency in air and capacitance of each 
element are shown in Figs. 7(a) and 7(b). Mean and stan-
dard deviation over the whole array is given in Table II. 
The capacitance is seen to be very homogeneous for both 
the rows and columns with standard deviations of 1.2% 
and 0.5%, respectively. This is a consequence of the lat-
eral accuracy of the cleanroom processing, which uses UV 
photolithography for defining the lateral dimensions of the 
array. The rows (bottom electrodes) have a higher capaci-
tance than the columns (top electrodes) because they can 
couple capacitively to the substrate of the bottom soI wa-
fer. The apodization-region electrodes have a much higher 
capacitance than the elements, and their capacitance has 
therefore only been listed in Table II to better visualize 
the capacitance of the elements in Fig. 7(b). This higher 
capacitance is a consequence of the large area of the apo-
dization-region electrodes, as can be seen in Fig. 1. note 
also that the column elements 4–5, 11–12, and 21–22 are 
pair-wise shorted. This is due to fabrication errors in the 
final aluminum and silicon etch shown in Fig. 3(h). any 
particle covering the element kerf on the mask during the 
lithography step before these etches will result in contact 
between two top electrodes (columns). This is especially 
critical for row–column-addressed arrays, where the size 
of the elements results in an extensive total kerf length. 
The kerf is only 5 µm, so any particle larger than this will 
result in a short circuit, as was seen to affect these three 
different locations of the array.
The resonance frequency in air given in Fig. 7(a) is seen 
to vary slightly more than the capacitance, the standard 
deviation being 4%. This is a consequence of the thick-
ness variation of the device layer of the soI wafer, which 
is used to define the top electrode that acts as the top 
vibrating plate of the individual cMUT cells. This thick-
ness is harder to control precisely because the soI wafer 
was ordered from external wafer suppliers who promised 
Fig. 6. Impedance magnitude (solid line) and phase (dashed line) for 
element number 10 acquired at a dc bias of 40 V in the vicinity of the 
mechanical resonance of the element.
Fig. 7. (a) resonance frequency in air and (b) capacitance evaluated at 
40 Hz versus element number. The resonance frequency is shown with 
mean and two standard deviations (2σ). Elements 1–62 are top electrode 
elements and elements 63–124 are bottom electrode elements. The ele-
ments 4–5, 11–12, and 21–22 are pair-wise shorted because of fabrication 
errors, hence the altered capacitance.
a thickness tolerance of 300 nm. Because the resonance 
frequency in air scales linearly with the thickness [32], 
the observed frequency variation is well within this toler-
ance limit. note that the resonance frequency in air is far 
from the intended center frequency of the array of 2.74 
MHz. This is a predictable and well-known effect, because 
the acoustical loading of air is much lower than the load-
ing from a liquid medium. The resonances reported here 
therefore only serve as a measure of the functionality and 
homogeneity of the array.
Finally, the pull-in voltage was measured to determine 
the operating voltage of the array. To avoid charging of 
the array elements during pull-in [40], the pull-in voltage 
was measured on test-elements made on the same wafer 
as the array. The pull-in voltage was found by performing 
impedance sweeps while increasing the dc bias voltage se-
quentially using a Keithley 2400 sourcemeter (Keithley In-
struments Inc., cleveland, oH, Usa). The pull-in voltage 
was then identified as the point where the resonance peak 
seen in Fig. 6 was abruptly shifted to a higher frequency 
because of the collapse of the plates. This was done on 
a total of five test elements, yielding a pull-in voltage of 
100 ± 3 V, as reported in Table II. It was chosen to oper-
ate the array with a dc bias voltage of 80% of the pull-in 
voltage and an ac amplitude of 50% of the pull-in voltage. 
Thus, for all subsequently described measurements, the dc 
bias voltage was set to 80 V (±40 V on the two bias sup-
plies), and the ac amplitude to 50 V.
B. Acoustical Measurements
The acoustical characterization of the array was per-
formed with the carrier board mounted on the IcB de-
scribed in section II-c. The electronics and the array were 
then mounted in a poly(methyl methacrylate) (PMMa) 
box closed using an aluminum lid with a hole, through 
which there was access to the array. all measurements 
were performed in rapeseed oil to provide electrical insula-
tion of the exposed electrodes on the array. The speed of 
sound in the oil was measured to be 1480 m/s, and the 
damping was 0.3 dB/MHz∙cm, which is in agreement with 
previously reported values for vegetable oil [41]. as men-
tioned in the previous section, the dc bias voltage was in 
all measurements set to 80 V, and the amplitude of the ac 
signal was set to 50 V. The dc bias was provided through 
a ToE8842 dual dc power supply (Toellner Electronic 
Instrumente GmbH, Herdecke, Germany) set to ±40 V, 
and the ac signals were generated using the experimental 
ultrasound system sarUs [38], which was also used to 
record all received signals. The system was set to sample 
at 70 MHz and to record signals down to a depth of 4 cm. 
note that the four apodization-region electrodes are not 
included in the results presented later because they were 
not used as actual transmitting/receiving elements during 
imaging.
First, a reference measurement was made using a 2.5 
MHz sinusoidal excitation with 2 and 4 cycles. Here, each 
individual element was excited one at a time in a tank of 
oil with no immediate reflecting structures. For each exci-
tation, the signals received by all elements were recorded. 
This served the dual purpose of determining the crosstalk 
of the array and providing a noise frame reference that 
has been subtracted from all subsequent measurements. 
as listed in Table III, the nearest neighbor crosstalk level 
was −23.9 ± 3.7 dB. This is in agreement with previ-
ously reported values from 1-d cMUT arrays [42]. dur-
ing imaging, either the rows or columns may be used as 
transmitters and the other part as receivers. To illustrate 
the crosstalk between a transmit and a receive event, the 
average signal on all rows when transmitting with one 
column at a time was determined. The same was done 
with the columns when one row at a time was used for 
transmitting. The resulting transmit-to-receive crosstalk 
was −40.2 ± 3.5 dB, as given in Table III.
a second setup was established to determine the pulse–
echo impulse response of each element. a plane reflector (a 
4.1-cm-thick PVc plastic material) was positioned 2.5 cm 
away from and parallel to the transducer surface. Then, 
TaBlE II. Transducer Impedance characterization Parameters.
Parameter Mean value std. Unit
resonance frequency in air 5.18 0.21 MHz
Element capacitance (top) 194 1 pF
Element capacitance (bottom) 413 5 pF
apodization-region electrode capacitance (top) 2677 105 pF
apodization-region electrode capacitance (bottom) 4308 14 pF
Pull-in voltage 100 3 V
TaBlE III. Transducer acoustical characterization Parameters.
Parameter Mean std. Unit
center frequency in immersion 2.77 0.26 MHz
−6-dB fractional bandwidth 102 10 %
Transmit pressure peak-to-peak 590 73 kPa
sensitivity at 2.5 MHz 0.299 0.090 µV/Pa
nearest neighbor crosstalk level −23.9 3.7 dB
Transmit to receive elements crosstalk level −40.2 3.5 dB
20 realizations of random Gaussian noise was transmitted 
on one element at a time and received on the transmitting 
element. The recorded signal was cross-correlated with 
the excitation signal for each of the 20 realizations, and 
the 20 results were averaged to yield the pulse–echo im-
pulse response of the respective element [43]. The higher 
the number of realizations, the closer one gets to a true 
white signal, so the number of realizations is a compro-
mise between acquisition/processing time and accuracy. 
In Fig. 8(a), the impulse response of element number 96 
(the center row element) is shown, in this case using 600 
realizations of the Gaussian noise, and the corresponding 
spectrum is shown in Fig. 8(b). note that the deduced im-
pulse response describes the impulse response of the whole 
system consisting of transducer, front-end electronics, as 
well as receivers and transmit amplifiers in the sarUs 
system. It thereby characterizes the impulse response of 
the actual imaging setup, which may explain the drop in 
the spectrum amplitude for higher frequencies.
From the spectrum of the impulse response, the center 
frequency and bandwidth for each element can be found. 
The center frequency, fc, was determined by summing 
all frequencies from 0 to half the sampling frequency, fs, 
weighted by the spectrum amplitude for each frequency, 
S, and dividing by the sum of the spectrum amplitudes:
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This yielded a center frequency in immersion of 2.77 ± 
0.26 MHz. Because the pitch of the array was 270 µm, see 
Table I, the pitch in units of the wavelength is thereby 
0.51, which is very close to the desired pitch of λ/2. The 
relative −6-dB bandwidth was determined as the distance 
in frequency between the −6-dB points in the spectrum 
relative to the center frequency of the element, yielding a 
relative bandwidth of 102 ± 10%. The −6-dB bandwidth 
is illustrated for element number 96 in Fig. 8(b). Fig. 8(a) 
also shows the envelope of the impulse response in deci-
bels, computed as the log-compressed absolute values of 
the analytic signal. The −20-dB and −40-dB pulse dura-
tions for this element are 1.23 µs and 3.06 µs, respec-
tively, corresponding to 3.1 and 7.7 periods at its center 
frequency of 2.52 MHz.
a third setup was established to determine the transmit 
pressure of the elements. an HGl-0400 hydrophone con-
nected to an ac-2010 preamplifier (onda corp., sunny-
vale, ca, Usa) was placed 7 mm from the transducer 
surface and scanned over each element using the position-
er of the intensity measurement system aIMs-3 (onda 
corp.), while transmitting a 2.5-MHz, 4-cycle sinusoidal 
signal on the element being measured. The recorded pres-
sure at 7 mm was then compensated to find the pressure 
at the transducer surface. The compensation was found 
by a simulation in coMsol Multiphysics 4.4 (coMsol 
aB, stockholm, sweden). Here, an element with the same 
dimensions as the physical elements in the array was set 
to emit a continuous 2.5 MHz pressure wave, and the pres-
sure magnitude at a distance of 7 mm from the element 
relative to the pressure magnitude at the element surface 
was found and used as the compensation factor (9.6). The 
resulting surface pressure emitted by the elements is seen 
in Table III to be 590 ± 73 kPa.
subsequently, the pulse–echo signal from each element 
against a plane reflector (a 4.1-cm-thick PVc plastic ma-
terial) set at a distance of 7 mm from and parallel to the 
transducer surface was measured. once again, a 2.5-MHz 
4-cycle sinusoidal excitation pulse was used. The pressure 
received by the element was deduced by using the pressure 
measured with the hydrophone setup at a distance of 7 
mm from the transducer surface and compensating for the 
pressure drop from 7 mm to 14 mm (the return trip to the 
transducer surface) by using the coMsol Multiphysics 
simulation described previously. This yielded a factor of 
0.7, which was used to compensate for the pressure drop. 
Thereby, the sensitivity of each element could be found by 
dividing the received voltage signal with the incident pres-
sure (0.7 times the measured pressure). The value of 0.299 
Fig. 8. (a) Pulse–echo impulse response from the center bottom electrode element (no. 96). The solid line (left axis) shows the measured voltage 
signal and the dashed line (right axis) shows the envelope of the measured signal given in decibels. (b) Frequency domain of the impulse response. 
The center frequency (2.52 MHz) and the −6-dB bandwidth relative to the center frequency (0.95 to 3.4 MHz) have been indicated.
± 0.090 µV/Pa listed in Table III is the signal generated 
by the transducer itself; i.e., the signal has been reduced 
to account for the nominal 8.7 dB voltage gain supplied 
by the preamplifiers.
IV. Imaging
For the imaging experiments, a wire phantom consist-
ing of a steel wire with a diameter of 0.3 mm was used. 
It was positioned 23 mm away from the transducer array 
surface and oriented approximately parallel to the rows of 
the array, but with a 5° to 10° angle with respect to the 
transducer array surface resulting from alignment inac-
curacies. Both the transducer array and the wire phantom 
were positioned in electrically insulating rapeseed oil, as in 
the measurements described in the previous section. In the 
following, the azimuth direction is defined as being paral-
lel to the column elements, and the elevation direction is 
parallel to the row elements.
To image the 3-d volume, synthetic transmit focusing 
with single-element emissions was used. The rows were 
used as transmitters and the columns as receivers. Each 
row element was excited with a 2-cycle sinusoidal signal, 
one row element at a time. The acoustical pressure was for 
each emission recorded on all 62 receive elements. From 
each measured data set, the entire 3-d volume was beam-
formed, creating one low-resolution image. Because of the 
very long elements, a standard delay-and-sum beamform-
er cannot easily be used to beamform data measured with 
a row–column-addressed array. Instead, beamforming was 
performed using a custom-made beamformer presented in 
the companion paper [31]. By summation of each beam-
formed low-resolution image, the final 3-d volume was 
created. a Hann apodization function was used both in 
transmit and in receive. The pulse repetition frequency 
was 20 Hz, the sampling rate was 70 MHz, and data were 
recorded until a depth of 4 cm was reached. The imaging 
sequence was identical for the transducer array with the 
integrated apodization regions both enabled and disabled. 
as with the previous measurements, a 50 V excitation 
amplitude and an 80 V dc bias were used.
Two imaging sequences were run: one with the apo-
dization enabled, and one with the apodization disabled. 
In practice, the disabling of the apodization was achieved 
by modifying the dc bias supply on the front-end electron-
ics, such that the dc bias voltage seen by the apodized 
regions of the array became zero. The electro-mechanical 
coupling efficiency of cMUTs is highly dependent on the 
dc bias [44], and removing the dc bias should therefore 
make the contribution from the apodized regions of the 
array negligible. To evaluate this, the pulse–echo sensitiv-
ity of the apodized regions before and after removal of 
the effective dc bias was measured by performing a pulse–
echo measurement with each of the four apodization-re-
gion electrodes against a plane reflector positioned 7 mm 
from the transducer surface. The recorded signal with 0 V 
across the apodization regions was 18 dB lower than the 
signal with 80 V dc bias, showing that the apodization 
was considerably suppressed in the 0 V configuration.
The result of the two measurements is seen in Fig. 
9(a) (apodization disabled) and Fig. 9(b) (apodization 
enabled). Both figures show a cross-section of the wire 
beamformed with 800 × 800 points and displayed with a 
dynamic range of 40 dB. Thereby, this is a measure of the 
line spread function (lsF) of the array, i.e., the array’s 
ability to resolve a line source. In Fig. 9(a), where the 
integrated apodization is disabled, a ghost echo is clearly 
visible below the main echo. The maximum amplitude of 
this ghost echo is −22.6 dB relative to the maximum am-
plitude of the main echo. The lateral and axial full-widths 
at half-maximum (FWHM), i.e., the −6-dB resolutions, 
are 1.79 mm and 0.71 mm, respectively.
Fig. 9(b) shows the result with the integrated apodiza-
tion enabled, and here the ghost echo is not visible within 
the 40 dB dynamic range. The amplitude of the signal the 
same distance from the main echo as the ghost echo in 
Fig. 9(a) is −38 dB relative to the maximum amplitude of 
the main echo. Thus, the apodization has reduced the am-
plitude of the ghost echo by 15.8 dB. The lateral and axial 
FWHMs here are 1.91 mm and 0.71 mm, respectively. 
The axial FWHM is therefore unchanged, whereas the lat-
eral FWHM is 12% larger for the apodized measurement. 
However, this can be attributed to the wire being placed 
1 mm further from the center of the array in the apo-
dized measurement because of alignment imperfections. 
The signal-to-noise ratio (snr) in the beamformed image 
was calculated using the method presented in [45, Eq. (9)], 
yielding an snr of 46.9 dB.
For comparison, the lsF was simulated in Field II 
[46], [47] using a row–column-addressed transducer ar-
ray closely emulating the real transducer array used for 
the measurements. The exact same imaging sequence and 
beamforming technique used in the measurements were 
used in the simulation. The impulse response estimated 
for element number 96, shown in Fig. 8(a), was used in the 
simulations. The side length of the square cMUT cells in 
the physical array are approximately λ/8. Each element in 
the simulated transducer array was therefore divided into 
mathematical elements with a side length of λ/2 across 
the element width (i.e., the entire element width) and λ/8 
along the length of the element. Each mathematical ele-
ment was given an apodization value of {0, 1/4, 1/2, 1/3, or 
1} dependent on whether there are 0, 1, 2, 3, or 4 cMUT 
cells in the real array within the region of each respective 
mathematical element.
To emulate a wire, 1000 point scatterers were distrib-
uted on a line from (x, y, z) = (−3.3, −2.5, 22.5) mm to 
(1.3, −2.5, 22.5) mm. The point scatterers’ amplitudes 
were weighted by a Hann window along the length of the 
line. This was done to emulate the effect of a real wire 
object, which reflects less energy back to the array as the 
angle to the array is increased. note that the wire used 
in the simulation (consisting of point scatterers) does not 
have the same thickness as the wire used in the measure-
ments (having a diameter of 0.3 mm). Thus, the simula-
tion is intended to give a measure of the true lsF, rather 
than an exact replica of the experimental result.
The result of the simulation is seen in Fig. 9(c) (with-
out integrated apodization) and Fig. 9(d) (with integrated 
apodization). The lateral and axial FWHMs of the lsF 
for the simulated array without integrated apodization are 
1.74 mm and 0.69 mm, respectively. The corresponding 
metrics for the lsF of the simulated array with integrated 
apodization are 1.76 mm and 0.69 mm. note that, as op-
posed to the measurements, the wire phantom is placed 
in exactly the same position in the two simulations (cor-
responding to the position of the wire during the measure-
ment with the integrated apodization enabled). Therefore, 
both the axial and lateral FWHMs are practically un-
changed between the two. The ghost echo is clearly visible 
in the simulation of the array without integrated apodiza-
tion [Fig. 9(c)], whereas the integrated apodization is seen 
to reduce it significantly [Fig. 9(d)]. The damping of the 
ghost echo in the simulations is 18.9 dB; a comparison 
between the experimental and simulated results is seen in 
Table IV. note that the measured ghost echo damping is 
3.1 dB lower than the simulated damping. This can be at-
tributed to the fact that the response from the simulated 
wire is not identical to the response from the physical wire 
as covered previously.
In Fig. 10, a 3-d rendered image of the wire is shown. 
note that the signal from the wire dies out as it crosses 
the borders of the array. This is partly because the trans-
mitting elements are oriented parallel to the wire, and 
partly because the regions of the wire located outside the 
array are reflecting the received sound away from the ar-
ray. The first issue could be addressed by using a phased-
array technique, as proposed in Part I [31], whereas the 
second issue is related to the nature of the wire used, and 
will not be seen for a structure behaving like a collection 
of point scatterers. The latter effect also implies that the 
front of the emitted single-element plane wave is parallel 
to the element surface once emitted, but the smooth wire 
Fig. 9. Measured (a and b) and simulated (c and d) line spread function at a depth of 2.3 cm using a dynamic range of 40 dB. (a) and (c) show the 
result with the integrated apodization disabled, whereas (b) and (d) show the result with the integrated apodization enabled. The line spread func-
tion was acquired using a line of point scatterers in the simulation, whereas a 0.3-mm-diameter steel wire was used for the measurements. The image 
was beamformed using full synthetic aperture imaging with 62 single element emissions and data received by 62 receive elements for each emission. 
The azimuth zero-point is positioned at the center of the array.
TaBlE IV. Imaging results.
Parameter Measurement simulation Unit
lateral FWHM, no apodization 1.79 1.74 mm
lateral FWHM, with apodization 1.91 1.76 mm
axial FWHM, no apodization 0.71 0.69 mm
axial FWHM, with apodization 0.71 0.69 mm
Ghost echo damping 15.8 18.9 dB
reflects the wave as a mirror in the direction along the 
wire. Because the wire is not parallel to the transducer 
array surface, more energy is received at one end of the 
transducer array than the other. This is seen in Fig. 10, 
where the beamformed wire is not symmetric around zero 
in the elevation direction.
V. conclusions
In this paper, the first experimental results of a row–
column-addressed transducer array with integrated apo-
dization were presented. a 23.6 mm by 23.6 mm 62 + 62 
element capacitive micromachined ultrasonic transducer 
array with a center frequency in immersion of 2.77 MHz 
and a λ/2 element pitch was produced using cleanroom 
techniques in a five-mask fabrication process. The array 
incorporated an integrated apodization layout as pre-
sented in Part I of this paper [31]. The purpose of the 
integrated apodization was to reduce the ghost echoes 
that are otherwise prominent for row–column-addressed 
arrays. custom front-end electronics were developed to 
enable transmission and reception on all elements, and the 
array was characterized using both electrical impedance 
measurements and acoustical measurements. Thereby, the 
resonance frequency in air, capacitance, pull-in voltage, 
impulse response, center frequency, bandwidth, transmit 
pressure, sensitivity, and crosstalk were determined for all 
elements. The array was used for volumetric imaging of a 
0.3-mm-diameter steel wire placed at a depth of 23 mm, 
both with the integrated apodization enabled and dis-
abled, the latter by removing the effective dc voltage over 
the apodized regions of the array. The integrated apodiza-
tion was seen to reduce the ghost echo by 15.8 dB rela-
tive to the measurement with the integrated apodization 
disabled. simulations in Field II were performed to mimic 
the experimental setup. The simulations reproduced the 
effect seen in the measurements with a ghost echo damp-
ing of 18.9 dB.
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1 Introduction
Row-column addressed 2-D transducer arrays have been shown to provide volumetric
ultrasound images utilizing a significantly reduced number of connections to the array
compared to 2-D matrix arrays.1, 2 The elements are addressed by their row- and column
indices, effectively creating two orthogonal 1-D arrays, where typically the columns are
used as transmitters and the rows as receivers or vice versa. However, the acoustical
cross-talk in such arrays have so far not been investigated. This paper seeks to address
this subject using experimental data from a 2.7MHz, λ/2-pitch capacitive micromachined
ultrasonic transducer (CMUT) array with 62 rows and 62 columns.
Several studies involving 1-D linear CMUT arrays for medical imaging have revealed
significant acoustical cross-talk in such arrays, reporting nearest neighbor cross-talk in
the order of −20dB relative to the emitting element.3, 4 The origin of the cross-talk
has been identified as being Lamb waves in the silicon substrate, interface waves, and
the longitudinal waves emitted into the medium.3–5 Of these, the by far most dominat-
ing contribution are the interface waves.4 Using a row-column addressed CMUT array
presented in detail in a previous publication,2 it is here shown that the orthogonal ar-
rangement of transmitter- and receiver elements in the row-column addressing scheme
averages out the majority of the cross-talk, which is a previously unknown advantage
of such arrays. Similar to previous investigations for 1-D CMUT arrays, the cross-talk
is measured by emitting with one element and recording the signal on all receiving ele-
ments.4 This yields data in the temporal-spatial domain, which is subsequently analyzed
in the frequency domain using a 2-D Fourier transform of the data.6
The cross-talk cancelling effect of the row-column addressing scheme is illustrated
through two experiments: In the first experiment, one row is emitting and all rows are
receiving as shown in Fig. 1 (left). This mimics the configuration in a 1-D array used for
2-D B-mode imaging. In the second experiment, one column is emitting while all rows
are receiving, see Fig. 1 (right). This corresponds to the row-column configuration used
for volumetric imaging. It is shown that the 1-D configuration yields results consistent
with previous cross-talk investigations with 1-D CMUT arrays,4 while the row-column
configuration exhibits significantly reduced cross-talk levels.
2 Dispersion relations
As briefly covered above, the acoustical cross-talk in a CMUT array is in general com-
prised of substrate waves, interface waves, and longitudinal waves in the medium. While
the first two are dispersive waves, the latter are traveling non-dispersively at the speed
of sound c in the medium. The following gives a brief presentation of the dispersion
relation for the substrate waves and the interface waves.
The substrate of the CMUT is made from a silicon wafer, and the waves traveling in
this may be described by Lamb wave theory. Assuming an idealized case in which the
substrate is an isolated silicon plate of thickness d having infinite lateral extent, a pair
of characteristic equations describe the dispersion relation of the Lamb waves7
tan(βd/2)
tan(αd/2) = −
4αβk2
(k2 − β2)2 (1)
tan(βd/2)
tan(αd/2) = −
(k2 − β2)2
4αβk2 . (2)
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Here, α2 = ω2/c2L−k2 and β2 = ω2/c2T−k2 where ω is the angular frequency, and k is the
wave number. cL and cT are the longitudinal and shear wave velocities, respectively. In
this work, the substrate is a (001) silicon wafer having cubic symmetry with stiffness coef-
ficients c11 = 165.64GPa, c12 = 63.94GPa, and c44 = 79.51GPa.8 The transducer array
is aligned to the wafer flat such that a Lamb wave propagating away from the emitting
element travels in the [110]-direction. It follows that cL =
√
(c11 + c12 + 2c44)/(2ρ) =
9132m/s and cT =
√
c44/ρ = 5842m/s, where ρ = 2330kg/m3 is the mass density of
silicon.9
Equation (1) describes the symmetric modes, Sn, whereas Eq. (2) describes the an-
tisymmetric modes, An. The zeroth-order modes exist for all frequencies and have been
observed in several studies of 1-D CMUT arrays.3, 4 The higher-order modes have lower
cut-off frequencies at fc = ncL/(2d) and fc = ncT /(2d). At these frequencies, the plate
resonates with infinite phase velocity and zero group velocity. Ladabaum et al. observed
significant substrate ringing at the frequencies corresponding to longitudinal-wave res-
onances along the thickness of the substrate, and demonstrated that these resonances
could be moved out of the transducer frequency spectrum by thinning the substrate.10
In addition to substrate waves and waves in the medium, evanescent waves may
propagate next to the interface between the transducer and the medium. Previous studies
have shown that such waves are the most significant contribution to acoustical cross-talk
in 1-D CMUT arrays.3, 4 Eccardt et al. have provided a simple description of the
dispersion relation of these waves in CMUT arrays based on the assumption of a semi-
infinite homogeneous fluid interfaced by a semi-infinite solid with a given surface stiffness
per area and mass per area.5 In this framework, the pressure wave propagating in the
fluid at the interface is described by p = exp(−γz + jkx − jωt) with γ > 0 being the
decay constant in the z-direction perpendicular to the surface. Denoting the speed of
sound in the medium c, the wave number along the surface is given by the relation
k2 = γ2 + ω2/c2, which is found by inserting the expression for the pressure in the
time-dependent wave equation for the medium, ∂2p/∂t2 = c2∇2p. The impedance of
the surface wave is given by Zw = jωρm/γ,5 where j is the imaginary unit and ρm is
the mass density of the medium. A surface with a homogeneous stiffness per area s and
mass per aream will have an acoustic impedance given by Zi = s/(jω)+jωm. The wave
travels along this surface when Zw = Zi, and thus γ = jωρm/Zi. It therefore follows
that the phase velocity of the surface wave is
cphase =
ω
k
= c√
1−
(
ρmc
Zi
)2 , (3)
from which the dispersion relation k = ω/cphase is readily found. Note that for an
infinitely stiff surface, the interface wave propagates non-dispersively at cphase = c.
3 Experimental method
The transducer used in this work is a CMUT array with 62 rows and 62 columns. The
elements have a mean center frequency of 2.7MHz and a pitch of 270µm. Each element
consists of densely packed square CMUT cells with a side length of 60 µm and an inter-
distance of 5 µm. Further details can be found in a previous publication.2
The transducer array is mounted and wire-bonded on a printed circuit board with
each of the 124 channels connected to a research scanner system.11 In order to drive the
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cable to the scanner system, the received signals are amplified though MAX4805A pre-
amplifiers (Maxim Integrated, San Jose, CA, USA) providing a nominal 8.7 dB voltage
gain. All elements are kept at a constant DC voltage of 80V. The transducer array is
then mounted in a sealed box that allows it to be submerged in vegetable oil containing
no reflecting structures. Vegetable oil is used to avoid short circuiting of the array, which
does not have a protective coating nor lens.
In the first experiment, only the rows of the array are used in order to mimic a 1-D
array. The setup is illustrated in Fig. 1 (left). The outer-most row element is actuated
using a 4-cycle AC voltage signal with an amplitude of 50V on top of the 80V DC bias.
The onset of the AC signal triggers the scanner system, which then records the voltage
signal on all the rows for a duration of 54 µs. At a speed of sound in the vegetable oil of
1480m/s, this corresponds to an imaging depth of 4 cm.
The second experiment is illustrated in Fig. 1 (right). Here, the setup is the same as
in the first experiment, except that this time the outer-most column element is actuated.
This therefore corresponds to the situation where the array is used in the row-column
configuration with transmitting elements oriented orthogonal to receiving elements.
4 Results and discussion
The result of the two experiments are shown in Fig. 2. Both plots are normalized to the
maximum value in the 1-D configuration. The black dashed line indicates the end of the
transmit pulse and ring-down of the electronics at 2.8 µs which saturates the receivers on
all channels. Data recorded earlier than this are therefore not included in the subsequent
analysis.
In the data from the 1-D configuration (Fig. 2, left), the emitting element is located
to the far left in the figure. High-velocity waves are visible in the upper right corner,
but the most dominating waves occur at varying velocities and are seen to experience
little damping. Also, reflections from the array edge can be seen. The nearest neighbor
cross-talk in the 1-D configuration was found by repeating the measurement sequence
with a new emitting row element for each sequence, yielding a mean of −23.9dB with
a standard deviation of −3.7dB consistent with results in the literature.3, 4 The nearest
neighbor cross-talk was calculated by recording the signal from the neighbor to the
emitting element and normalizing it to the transmit voltage of the emitting element
corrected for the insertion loss of the emitting element.
From the data acquired in the row-column configuration (Fig. 2, right), it is evident
that the amplitude of the cross-talk is significantly reduced compared to the 1-D con-
figuration. In the row-column configuration, the concept of nearest neighbor cross-talk
does not make sense due to the orthogonal orientation of transmit- and receive elements.
Instead, the average of the maximum signal received on each receiving element is used.
Repeating the emission sequence for each of the columns and recording on all rows for
each emission yields a mean cross-talk of −40.2dB with a standard deviation of 3.5 dB.
In order to further analyze the data, a 2-D Fourier transform is performed on the
data for times greater than 2.8 µs.6 The data is multiplied with a Hann-window in both
dimensions to suppress side-lobes. The resulting plots in the frequency domain are shown
in Fig. 3. The maximum spatial frequency corresponds to one-half of the reciprocal pitch
of the transducer array (the Nyquist frequency). The maximum temporal frequency is set
to 4MHz since no data is within the dynamic range of the plot above this frequency. The
dispersion curves for the interface waves, substrate waves, and longitudinal waves in the
4
Christiansen, JASA-EL
medium have been plotted as well using the theory presented in section 2. Calculation of
the Lamb wave dispersion curves was done using the array substrate thickness of 520 µm.
Only the zeroth-order modes are visible in the shown frequency range. The dispersion
curve for the interface waves was calculated assuming that the whole transducer surface
is covered by CMUT cells (i.e. neglecting the 5 µm wide anchoring area between the
cells). The surface stiffness per area is then found as the stiffness of a single cell divided
by its effective area. For a square cell with a plate thickness of h = 2µm and a side-
length of 2L = 60µm, the stiffness is scell = 771.3GPah3/L2 and the effective area is
aeff = 1.215L2.12 The mass per area of the surface is simply m = ρh.
Note that both substrate waves, interface waves, and waves in the medium are clearly
observed for the 1-D configuration (Fig. 3, left). The plot has been normalized to the
amplitude of the interface waves, which are by far the most dominating. The non-
dispersive waves in the medium are located at or more than 36 dB below the interface
waves, while the number is 34 dB for the A0 Lamb wave. The S0 Lamb wave is not
visible within the displayed dynamic range. The substrate waves and the waves in the
medium are most visible in the frequency range defined by the −6 dB bandwidth of the
transducer, which has its limits at 0.95MHz and 3.4MHz, respectively.2
Note that all types of waves are accurately predicted by the theory. The dispersion
curve for the interface modes would follow the non-dispersive line at 1480m/s for an
infinitely stiff transducer surface.5 Since the actual surface is comprised of small areas of
solid silicon in addition to the CMUT cells, the calculated dispersion curve expectedly
borders the lower part of the interface modes’ spectrum.
For the row-column configuration (Fig. 3, right), the cross-talk is seen to be reduced
by more than 24 dB. The plot is normalized to the 0 dB-value for the 1-D configuration
to illustrate the reduction. The reason for this is the orientation of the receiving elements
relative to the emitting elements. As illustrated in Fig. 1 (left), the wave front of the
acoustical wave generated by the emitting element in the 1-D configuration will impinge
parallel to each of the receiving elements. Thus, the whole element surface vibrates in
phase, generating a strong signal. The case for the row-column configuration is seen in
Fig. 1 (right). Here, the wave front from the emitting element is oriented perpendicular
to the receiving elements. As the element is much longer than the wavelength of the
acoustical wave, the signals generated at the actuated parts of the element will average
out due to the symmetry of the wave, and ideally no signal is received. In practice,
however, the finite length of the elements and the reflections and mode conversions of
the waves will contribute with some net cross-talk as observed in the experiment.
5 Conclusion
This paper investigated the acoustical cross-talk in a row-column addressed CMUT array
for ultrasound imaging. It was shown that when used as a 1-D array, the array exhibited
a cross-talk of −23.9 ± 3.7 dB, consistent with previous results in the literature. The
acoustical cross-talk was identified as Lamb waves in the substrate, interface waves, and
non-dispersive waves in the medium. When used in the row-column configuration, with
columns emitting and rows receiving, the cross-talk was reduced to −40.2± 3.5 dB due
to the orthogonal orientation of the transmit- and receive elements.
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Figure 1: Illustration of the two setups used for measuring the cross-talk. In the case to
the left, one row (red) is actuated, and the received signal on all rows (blue) are recorded.
This corresponds to a 1-D array configuration. In the case to the right, one column is
actuated, and the signals from the rows are recorded. This corresponds to the row-
column configuration. The wavefront generated by the actuated element is shown with
a black dashed line. The size of the sine-symbols graphically illustrates the magnitude
of the signals. (Color online)
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Measured data, row-column configuration
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Figure 2: Data acquired using the two setups shown in Fig. 1. Time zero corresponds to
the onset of the transmit pulse. The black dashed line indicates the end of the transmit
pulse, and only data after this time has been included in the cross-talk analysis. (Color
online)
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Figure 3: 2-D Fourier transforms of the data shown in Fig. 2. The data has been
multiplied with a Hann-window in both the spatial and temporal dimension before the
Fourier transform. The theoretically calculated dispersion curves for the interface modes,
the waves in the medium, and the substrate Lamb waves are shown as white solid lines.
Both plots are normalized to the maximum value in the 1-D configuration. (Color online)
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Abstract
For real-time ultrasonic 3-D volumetric imaging and velocity estimation a 2-D
array transducer is needed. The complexity associated with fabricating 2-D matrix
arrays with a large number of channels have led to the development of row-column
(RC) addressed transducer arrays. The number of individual connections to the array
is thereby reduced from N2 to 2N . So far, only the imaging properties of such arrays
have been investigated. It is here demonstrated that RC arrays can also be used to
estimate 3-D vector flow using the Transverse Oscillation (TO) method.
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3-D Vector Flow Estimation with Row-Column Addressed Arrays 
Simon Holbek1, Thomas Lehrmann Christiansen2, Morten Fischer Rasmussen1, Matthias Bo Stuart1, Erik Vilain Thomsen2, Jørgen 
Arendt Jensen1 
1Department of Electrical Engineering, Technical University of Denmark, Lyngby, Denmark, 2Department of Micro- and 
Nanotechnology, Technical University of Denmark, Lyngby, Denmark 
Background, Motivation and Objective 
For real-time ultrasonic 3-D volumetric imaging and velocity estimation a 2-D array transducer is needed. The complexity associated 
with fabricating 2-D matrix arrays with a large number of channels have led to the development of row-column (RC) addressed 
transducer arrays. The number of individual connections to the array is thereby reduced from N2 to 2N. So far, only the imaging 
properties of such arrays have been investigated. It is here demonstrated that RC arrays can also be used to estimate 3-D vector flow 
using the Transverse Oscillation (TO) method. 
Statement of Contribution/Methods 
A 3 MHz, λ/2 pitch 2-D array with 64 rows and 64 columns was simulated in Field II. Velocities were estimated from a simulated 
cylendrical blood vessel (Ø = 12 mm) located at 3 cm depth with parabolic flow, a peak velocity of 1 m/s and a 90 degree beam-to-
flow angle. To obtain RF data for estimation of all three velocity components, the emission sequence was alternating between emitting 
on the rows and recieving on the columns and vice versa. At a PRF of 3.2 kHz, 2x32 focused emissions were emitted one line at a 
time to sweep across 11 different directions within a plane perpendicular to the vessel, see Fig 1. Beamformation was performed with 
an in-house-developed RC-beamformer, and velocities were estimated by using the TO method. Estimates from 10 frames were scan 
converted, interpolated, and averaged to get the mean 3-D vector flow estimate. 
Results/Discussion 
A colormap of the estimated 3-D vector flow is seen in Fig. 2. Projections of the mean velocity component along the flow direction 
(vx) are illustrated as shadowed areas, the standard deviations as dashed lines and the expected values as red lines. On the right side 
the velocity profile for a line through the center of the vessel in the z-direction is shown, and the left side shows the corresponding 
velocity profile in the y-direction. Relative mean bias for the velocities through the center of the vessel in the z-direction was (-8.6%, -
0.6%, -0.1%) for (vx, vy, vz) respectively. Peak velocity found from the 3-D vector flow image was 1.02 m/s which was 2% higher 
than expected. The results shows for the first time, that 3-D vector flow can be estimated with RC-arrays, despite their reduced 
number of channels. 
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Abstract
The number of transmit and receive channels needed to perform real-time 3-D
ultrasonic imaging can be greatly reduced if row-column addressed 2-D transducer
arrays are used. So far, a fully assembled hand-held row-column probe for volumetric
imaging has not been demonstrated. This contribution presents results from the
development of such a probe. The probe is designed to be used on a commercial
bk3000 scanner from BK Medical (Herlev, Denmark).
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A Row-Column Addressed CMUT Probe with Integrated Electronics for Volumetric Imaging 
Thomas Lehrmann Christiansen1, Mathias Engholm1, Christopher Beers2, Michael Berkheimer2, Lars Nordahl Moesner3, Jan Peter 
Bagge3, Matthias Bo Stuart4, Anders Lei1, Søren Elmin Diederichsen1, Jørgen Arendt Jensen4, Erik Vilain Thomsen1 
1Department of Micro- and Nanotechnology, Technical University of Denmark, Kgs. Lyngby, Denmark, 2Sound Technology, State 
College, PA, USA, 3BK Medical, Herlev, Denmark, 4Center for Fast Ultrasound Imaging, Department of Electrical Engineering, 
Technical University of Denmark, Kgs. Lyngby, Denmark 
Background, Motivation and Objective 
The number of transmit and receive channels needed to perform real-time 3-D ultrasound imaging can be greatly reduced if row-
column addressed 2-D transducer arrays are used. So far, a fully assembled hand-held row-column probe for volumetric imaging has 
not been demonstrated. 
This work presents results from the development of such a probe. The probe is designed to be used on a commercial bk3000 scanner 
from BK Medical (Herlev, Denmark). 
Statement of Contribution/Methods 
A 3 MHz, λ/2-pitch 62+62 channel row-column addressed 2-D capacitive micromachined ultrasonic transducer (CMUT) array with a 
footprint of 26 mm x 26 mm is fabricated using a LOCOS (LOCal Oxidation of Silicon) process with 4 lithography steps. The array 
employs integrated apodization to avoid ghost echoes in the image. It is mounted and wire-bonded on a flexible printed circuit board 
(PCB), which is connected to two rigid PCBs with pre-amplifiers for driving the cable to the scanner. The array and PCBs are 
encapsulated in a 3-D printed handle, and a grounded shielding layer and silicone coating is applied to the front-side of the array for 
physical and electrical isolation. The handle is assembled together with a 128-channel coaxial cable that connects it to the ultrasound 
scanner, which supplies the probe with a 190 V DC bias voltage and an AC excitation voltage of 150 Vpp. The electronics are designed 
to allow all elements to be used interchangeably as either transmitters or receivers. 
Results/Discussion 
The image shows the probe components before assembly. The array is seen on the flexible PCB, which connects to the in-handle 
electronics PCBs driving the cable to the scanner. The probe handle itself is composed of three parts. The square acoustic window for 
the transducer array is seen in the nose piece, which is to be sealed off with a grounded shielding layer and a silicone coating. The 
shielding layer is measured to give a noise performance equivalent to a commercial 8812 transducer (BK Medical, Herlev, Denmark). 
The array elements are measured prior to mounting and exhibit stable performance with no significant change in resonance frequency 
or coupling coefficient over 10 hours of continuous use. 
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Ultrasound Imaging Transducer
Array with Integrated Apodization
Authors: Thomas LehrmannChristiansen, Morten Fischer Rasmussen, Erik Vilain Thom-
sen, and Jørgen Arendt Jensen.
Filed on: December 19, 2013.
International patent number: PCT/IB2013/002838.
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Abstract
A transducer array (802) includes at least one 1D array of transducing elements
(804). The at least one 1D array of transducing elements includes a plurality of
transducing elements (904). A first of the plurality of transducing elements has a
first apodization and a second of the plurality of transducing elements has a second
apodization. The first apodization and the second apodization are different. The
transducer array further includes at least one electrically conductive element (910)
in electrical communication with each of the plurality of transducing elements. The
transducer array further includes at least one electrical contact (906) in electrical
communication with the at least one electrically conductive element. The at least
one electrical contact concurrently addresses the plurality of transducing elements
through the at least one electrically conductive element.
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ULTRASOUND IMAGING TRANSDUCER ARRAY 
WITH INTEGRATED APODIZATION 
 
TECHNICAL FIELD 
The following generally relates to a transducer array and more particularly to an 
ultrasound imaging transducer array with integrated apodization.  
 
BACKGROUND 
Ultrasound imaging has been used to determine information about the interior 
characteristics of an object or a subject.  Generally, an ultrasound imaging system includes a 
transducer array and components for at least generating and transmitting ultrasound waves, 
receiving echoes or reflected waves, processing the received signal, generating images, and 
displaying the images.  The transducer array may include a one-dimensional (1D) array of 
elements or a two-dimensional (2D) transducer array of elements.   
For three dimensional (3D) imaging with a 2D transducer array, the elements can be 
addressed element-wise where each element is individually addressed.  Alternatively, the 
elements can be addressed group-wise, e.g., using row-column addressing.  In a configuration 
in which each element is individually addressed, an NxN array of elements would require 
NxN (or N2) electrical connections and channels to fully address the array.  With row-column 
addressing, an NxN array of elements can be operated using 2N electrical connections and 
channels to fully address the array. 
As such, the row-column addressing approach can simplify fabrication of the 
transducer array, for example, due to the reduced number of electrical interconnects to the 
transducer array (e.g., from NxN to 2N).  Furthermore, the data bandwidth requirements are 
also reduced.  Unfortunately, the row-column addressing approach may introduce ghost 
artifact in the images, for example, because of the significant element height, the lack of an 
acoustic lens, and the lack of electronic control along the length of the row/column elements.   
A non-limiting example of row-column addressing of a 2D transducer array 100 is 
shown in Figures 1 and 2.  In Figure 1, each 1D array 102, 104, and 106 of elements (three 
elements in the illustrated embodiment) in a first direction (y in the illustrated embodiment) 
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respectively is excited with a single pulse 108, 110, and 112 in transmit.  In Figure 2, a single 
signal 202, 204, and 206 respectively is produced for each 1D array 208, 210, and 212 of 
elements (three elements in the illustrated embodiment) in a second different direction (x in 
the illustrated embodiment, where x is transverse to y) in receive.   
Figures 3, 4, 5, 6, and 7 provide an example of ghost artifact originating during both 
receive and transmit in connection with the 1D arrays 208-212 of Figure 2.  For sake of 
brevity, this example is described with respect to the array 208 in receive.  However, the same 
edge effect arises in transmit due to the receive/transmit reciprocity of the sound field.   In 
Figure 3, when an emitted waveform is reflected by a point scatterer 304, the reflected wave 
will have the shape of a sphere 300.  At a first time 306 thereafter, the reflected spherical 
wave 300 intersects only a first subset 308 of elements of the array 208 of the 1D array.  
Figure 4 shows the response 402 of the 1D array and the corresponding output signal 404, 
which is a sum of the measured signals, which are approximately in phase, producing a strong 
output signal.  
Returning to Figure 3, subsequently, at time 310, the reflected wave 300 intersects 
with a second subset 312 of elements of the array 208.  Where the amplitude of the transmit 
waveform is symmetric around zero, which it typically is in at least medical ultrasound, the 
integration of the output is close to zero.  Figure 5 shows the response 502 of the array 208 
and the corresponding output signal 504 at time 310.  Returning to Figure 3, subsequently, at 
time 314, the reflected wave crosses edges 316.  Figure 6 shows the response 602 of the array 
208 and the corresponding output signal 604 at time 314.   
From the above, during receive, a point scatterer will receive three pressure waves: 
one main wave and one from each edge of the 1D array.  Each of these three waves is 
reflected and each generates three signals during receive: One main, and one at each edge of 
the 1D array.  Thus, a total of nine signals are generated from one point scatterer.  However, 
only one of these is of interest (the main echo, i.e. the shortest distance from the array to the 
point scatterer).  The remaining eight echoes are artifacts that, in general, are seen as ghosts 
(three pairs and two single). 
Where the point scatterer is located directly above the center of the 1D array (the 
scenario shown in FIGURE 3), the number of ghosts collapses to two (each containing four of 
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the eight artifacts).  This is shown in Figure 7, which shows a main wave 702, and two ghost 
waves 704 and 706.  In the example shown in Figure 3-7, row-column addressing results in a 
main lobe at the center at 0 dB, and, beneath it, two ghosts as a result of edge effects on the 
long row and column elements.  Unfortunately, the ghosts introduce artifact, degrading image 
quality. 
 
SUMMARY 
 Aspects of the application address the above matters, and others. 
In one aspect, a transducer array includes at least one 1D array of transducing 
elements.  The at least one 1D array of transducing elements includes a plurality of 
transducing elements.  A first of the plurality of transducing elements has a first apodization 
and a second of the plurality of transducing elements has a second apodization.  The first 
apodization and the second apodization are different.  The transducer array further includes at 
least one electrically conductive element in electrical communication with each of the 
plurality of transducing elements.  The transducer array further includes at least one electrical 
contact in electrical communication with the at least one electrically conductive element.  The 
at least one electrical contact concurrently addresses the plurality of transducing elements 
through the at least one electrically conductive element. 
In another aspect, a method includes transmitting an ultrasound waveform with a 
transducer array that includes apodization that is integrated into  physical elements of the 
transducer array.  The method further includes receiving a reflected wave with the transducer 
array.  The method further includes processing the received reflected wave to generate at least 
one image. 
In another aspect, an ultrasound imaging system includes a transducer array with an 
array-wise addressable array of elements that includes at least two elements with a different 
apodization.  The apodization is one of a fixed area controlled apodization, a dynamic area 
controlled apodization, a fixed bias controlled apodization, or a dynamic bias controlled 
apodization.  The ultrasound imaging system further includes transmit circuitry that conveys 
an excitation pulse to the transducer array.  The ultrasound imaging system further includes 
receive circuitry that receives a signal indicative of an ultrasound echo from the transducer 
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array.  The ultrasound imaging system further includes a beamformer that processes the 
received signal, generating ultrasound image data.   
Those skilled in the art will recognize still other aspects of the present application 
upon reading and understanding the attached description. 
 
BRIEF DESCRIPTION OF THE DRAWINGS 
 The application is illustrated by way of example and not limited by the figures of the 
accompanying drawings, in which like references indicate similar elements and in which: 
Figure 1 schematically illustrates prior art row or column addressing for transmit or 
receive in connection with a 2D transducer array; 
Figure 2 schematically illustrates prior art column or row addressing for receive or 
transmit in connection with a 2D transducer array; 
Figure 3 schematically illustrates prior art interaction of a wave reflected by a point 
scatterer with a 1D array of a 2D transducer array at three different points in time; 
Figure 4 graphically illustrates a prior art response and output of the 1D array of 
Figure 3 at a first of the three points in time; 
Figure 5 graphically illustrates a prior art response and output of the 1D array of 
Figure 3 at a second of the three points in time; 
Figure 6 graphically illustrates a prior art response and output of the 1D array of 
Figure 3 at a third of the three points in time; 
Figure 7 graphically illustrates a main lobe and ghost lobes in connection with the 
prior art row-column addressing of Figures 1-6; 
Figure 8 schematically illustrates an example ultrasound imaging system with a 
transducer array with integrated apodization; 
Figure 9 schematically illustrates an example of fixed area controlled apodization in 
connection with rectangular piezoelectric elements; 
Figure 10 schematically illustrates an example of fixed area controlled apodization in 
connection with rectangular and triangular piezoelectric elements; 
Figure 11 schematically illustrates an example of dynamic area controlled apodization 
in connection with a piezoelectric 2D transducer array; 
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Figure 12 schematically illustrates an example of a CMUT 2D transducer array. 
Figure 13 schematically illustrates an example of fixed area controlled apodization in 
connection with a CMUT 2D transducer array; 
Figure 14 schematically illustrates an example of dynamic area controlled apodization 
in connection with a CMUT 2D transducer array; 
Figure 15 schematically illustrates an example of bias controlled apodization in 
connection with a CMUT 2D transducer array; 
Figure 16 schematically illustrates an example of area apodization with nine 
apodization levels that are set as a rotationally symmetric 2D Hann window; 
Figure 17 schematically illustrates an example mask layout for the apodization of 
Figure 16;  
Figure 18 illustrates an example of integrated fixed area apodization enabling 
homogeneous rectilinear imaging with optional beam steering; 
Figure 19 graphically illustrates a main lobe in connection with the row-column 
addressing of Figures 8 and 17; 
Figure 20 illustrates a method in accordance with the embodiments discussed herein; 
and  
Figure 21 illustrates an example mask layout for a CMUT using the apodization 
described in connection with Figure 18. 
 
DETAILED DESCRIPTION 
Figure 8 schematically illustrates an example ultrasound imaging system 800.   
The ultrasound imaging system 800 includes a transducer array 802 that includes at 
least one 1D array of transducing elements 804.  The at least one 1D array of transducing 
elements 804 is configured to transmit ultrasound signals when in transmit mode and receive 
echoes, reflected waveforms, etc. when in receive mode.  In one non-limiting instance, the at 
least one 1D array of transducing elements 804 includes a 2D array of two or more 1D arrays.  
An example 2D array includes a 16x16 array, a 32x32 array, a 64x64 array, a larger array, or 
a smaller array.  In another embodiment, the at least one 1D array of transducer elements 804 
includes a non-square array such as rectangular, circular array, and/or other shaped arrays.  In 
  
 
ANA1219-WO (BKM-10-7578-PCT) 6
yet another instance, the array of transducing elements 804 includes only a single 1D array of 
transducing elements.   
As described in greater detail below, the at least one 1D array of transducer elements 
804 includes integrated apodization, or apodization that is integrated in and part of the 
physical transducing elements themselves.  In one instance, the integrated apodization, e.g., 
weights end or peripheral regions of each 1D array of transducing elements lower than other 
regions (e.g., more central regions) of the at least one 1D array of transducer elements 804.  
This may reduce or mitigate the artifacts such as the ghost artifacts such as from the edges of 
a transducer array as discussed in connection with Figures 3-7 and/or other artifacts.  
Examples of such apodization include, but are not limited to, area (fixed and dynamic) and/or 
voltage bias (fixed and dynamic) controlled apodization.  These approaches can be used with 
different types of transducing elements such as piezoelectric, capacitive micro machined 
ultrasonic transducer (CMUT), and/or other transducing elements.   
Transmit circuitry 806 generates pulses that excite a predetermined set of addressed 
1D arrays of the at least one 1D array of transducer elements 804 to emit one or more 
ultrasound beams or waves into a scan field of view.  Receive circuitry 808 receives echoes or 
reflected waves, which are generated in response to the transmitted ultrasound beam or wave 
interacting with (stationary and/or flowing) structure in the scan field of view, from a 
predetermined set of addressed arrays of the at least one 1D array of transducer elements 804.  
A switch 810 switches between the transmit circuitry 806 and the receive circuitry 808, 
depending on whether the transducer array 802 is being operated in transmit or receive mode.  
In transmit mode, the switch 810 electrically connects the transmit circuitry 806 to the at least 
one 1D array of transducer elements 804.  In receive mode, the switch 810 electrically 
connects the receive circuitry 808 to the at least one 1D array of transducer elements 804.   
A beamformer 812 processes the received echoes, for example, by applying time 
delays and weights, summing, and/or otherwise processing the received echoes.  In one non-
limiting instance, the beamformer 812 includes a single sub-beamformer for each of the at 
least one 1D array of transducer elements 804.  In another instance, more than a single sub-
beamformer can be used with a 1D array and/or a single sub-beamformer can be used two 
more of the 1D arrays.  A scan converter 814 scan converts the beamformed data, converting 
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the beamformed data (e.g., images) into the coordinate system of a display 816, which 
visually displays the data.  In one instance, the data is visually displayed in an interactive 
graphical user interface (GUI), which allows the user to selectively rotate, scale, and/or 
manipulate the displayed data through a mouse, a keyboard, touch-screen controls, etc.  
A controller 818 controls one or more of the components of the system 800 such as at 
least one of the transmit circuitry 806 or receive circuitry 806, the switch 810 based on 
whether the at least one 1D array of transducer elements 804 is transmitting or receiving, etc.  
Such control can be based on available modes of operation (e.g., B-mode, C-mode, Doppler, 
etc.) of the system 800.  A user interface 820 includes include one or more input devices (e.g., 
a button, a knob, a slider, a touch pad, etc.) and/or one or more output devices (e.g., a display 
screen, lights, a speaker, etc.).  A particular mode, scanning, and/or other function can be 
activated by one or more signals indicative of input from the user interface 820.  The user 
interface 820 can also be used to set and/or change parameters such as imaging parameters, 
processing parameters, display parameters, etc. 
In one instance, the transducer array 802 is part of a probe and the transmit circuitry 
806, the receive circuitry 808, the switch 810, the beamformer 812, the scan converter 814, 
the controller 818, the user interface 820, and the display 816 are part of a console.  
Communication there between can be through a wired (e.g., a cable and electro-mechanical 
interfaces) and/or wireless communication channel.  In this instance, console can be similar to 
a portable computer such as a laptop, a notebook, etc., with additional hardware and/or 
software for ultrasound imaging.  The console can be docked to a docketing station and used. 
Alternatively, the console can be part (fixed or removable) of a mobile or portable cart 
system with wheels, casters, rollers, or the like, which can be moved around.  In this instance, 
the display 816 may be separate from the console and connected thereto through a wired 
and/or wireless communication channel.  Where the cart includes a docking interface, the 
laptop or notebook computer type console can be interfaced with the cart and used.  An 
example of a cart system where the console can be selectively installed and removed is 
described in US publication 2011/0118562 A1, entitled “Portable ultrasound scanner,” and 
filed on November 17, 2009, which is incorporated herein in its entirety by reference. 
  
 
ANA1219-WO (BKM-10-7578-PCT) 8
Alternatively, the transducer 802, the transmit circuitry 806, the receive circuitry 808, 
the switch 810, the beamformer 812, the scan converter 814, the controller 818, the user 
interface 820, and the display 816 are all housed and enclosed within a hand-held ultrasound 
apparatus, with a housing that mechanically supports and/or shields the components within.  
In this instance, the transducer 802 and/or display 816 are also part of the housing, being 
structurally integrated or part of a surface or end of the hand-held ultrasound apparatus.  An 
example of a hand-held device is described in US patent 7,699,776, entitled “Intuitive 
Ultrasonic Imaging System and Related Method Thereof,” and filed on March 6, 2003, which 
is incorporated herein in its entirety by reference. 
As briefly discussed above, the at least one 1D array of transducer elements 804 
includes integrated apodization, including, but not limited to, fixed area controlled 
apodization, dynamic area controlled apodization, fixed bias controlled apodization, and 
dynamic bias controlled apodization.  Non-limiting examples of each of these are discussed 
below.   
Figures 9, 10, and 11 show examples of area controlled apodization where the 
transducer array 802 includes a piezoelectric transducer array.  Figure 9 illustrates fixed area 
controlled apodization where the elements include rectangular elements.  Figure 10 illustrates 
fixed area controlled apodization where the elements include rectangular and non-rectangular 
elements.  Figure 11 illustrates dynamic area controlled apodization.  Generally, area-
controlled apodization refers to apodization that is based on a physical area of a transducing 
surface of each element of each of the at least one 1D array of transducer elements 804.  With 
area controller apodization, the transmit pressure and the signal generated during receive for 
each transducing element scale with the physical surface area of the transducing element.   
For sake of clarity and explanatory purposes, a first direction 900 of the array 802 is 
referred to herein as a row, and a second direction 902 of the array 802 is referred to herein as 
a column, and the first direction is considered the transmit direction, and the second direction 
is considered the receive direction.  However, the directions 900 and 902 respectively can 
alternatively refer to the column and the row and/or receive and transmit.  In general, the first 
direction 900 and the second direction 902 are different directions, approximately 
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perpendicular, as shown in Figure 9, or otherwise angularly offset.  Furthermore, transmit 
and/or receive can be performed in more than one direction.   
Initially referring to Figure 9, the transducer array 802 includes NxM transducing 
elements 904 (or elements 9041,1, …, 904N,M, where N and M are positive integers).  In one 
instance, N = M.  In another instance, N ≠ M.  The transducer array 802 further includes N 
electrical contacts 9061, …, 906N, and M electrical contacts 9081, …, 908M.   
The array 902 further includes an electrically conductive element 9101 that electrically 
connects the electrical contact 9061 to each of the elements 9041,1, …, 9041,M, forming a row 
line element 9121.  Likewise, electrically conductive elements 9102, 9103, 9104, ….910N, 
respectively electrically connect the electrical contacts 9062, 9063, 9064, ….906N to the 
elements 9042,1, …, 9042,M, 9043,1, …, 9043,M, 9044,1, …, 9044,M, … 904N,1, …, 904N,M, 
forming row line elements 9122, 9123, 9124, …, 912N.   
Each of the row line element 9121, 9122, 9123, 9124, …, 912N is addressed via the 
corresponding electrically conductive element 9061, 9062, 9063, 9064, ….906N.  For example, 
an excitation signal at the electrically conductive element 9061 excites the entire row line 
element 9121, or the elements 9041,1, …, 9041,M, …, an excitation signal at the electrically 
conductive element 906N excites the entire row line element 912N, or the elements 904N,1, …, 
904N,M.  In another example, receiving a signal from the electrically conductive element 9061 
receives signals from the entire row line element 9121, or the elements 9041,1, …, 9041,M, …, 
receiving a signal from the electrically conductive element 906N receives signals from the 
entire row line element 912N, or the elements 904N,1, …, 904N,M. 
The array 902 further includes an electrically conductive element 9141 that electrically 
connects the electrical contact 9081 to each of the elements 9041,1, …, 904N,1, forming a 
column line element 9161.  Likewise, electrically conductive elements 9142, 9143, 9144, 
….914M, respectively electrically connect the electrical contacts 9082, 9083, 9084, ….908N to 
the elements 9042,1, …, 9042,M, 9043,1, …, 9043,M, 9044,1, …, 9044,M, … 904N,1, …, 904N,M, 
forming column line elements 9162, 9163, 9164, …, 916N.   
Each of the column line element 9161, 9162, 9163, 9164, …, 916M is addressed via the 
corresponding electrically conductive element 9081, 9082, 9083, 9084, ….908M.  For example, 
an excitation signal at the electrically conductive element 9081 excites the entire column line 
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element 9161, or the elements 9041,1, …, 904N,1, …, an excitation signal at the electrically 
conductive element 908M excites the entire column line element 916M, or the elements 9041,M, 
…, 904N,M.  In another example, receiving a signal from the electrically conductive element 
9081 reads signal from the entire column line element 9161, or the elements 9041,1, …, 904N,1, 
…, receiving a signal from the electrically conductive element 908M reads signals from the 
entire column line element 916M, or the elements 9041,M, …, 904N,M. 
A first group 918 of elements at a central region of the array 802 each have a first area 
A1 (W1*L1).  A second group 920 of sub-elements (which excludes the first group 918) 
disposed along a perimeter or periphery of the array 802 each have a second area A2 (W2*L2).  
A third group of sub-elements 922 disposed at the corners of the array 802 each have a third 
area A3 (W3*L3).  However, this configuration is not limiting.  For example, in another 
embodiment, there may be more or less groups and/or different groups.  Furthermore, in 
Figure 9, the elements for all three of the groups 918, 920 and 922 is rectangular or square, 
and, in another embodiment, at least one of the sub-elements is otherwise shaped, such as 
circular, elliptical, triangular, hexagonal, etc.   
In the illustrated embodiment, W1 > W2 ≈ W3 and L1 ≈ L2 > L3, However, this 
configuration is not limiting.  Generally, the width (W) and length (L) of each element is such 
that A1 > A2 >. A3.  The pressure output (the transmitted pressure), transmitted in response to 
an excitation signal (e.g., a voltage pulse) of an element with an area A (or W*L) is P.  As 
such, the pressure output, due to excitation signal, of the elements of the first group 918, 
which have an area A1, is P1.  The pressure output, due to excitation signal, of the elements of 
the second group 920, which have an area A2, is P2, where P2 = αP1, where α = A2/A1.  The 
pressure output, due to excitation signal, of the elements of the third group, which have an 
area A3, is P3, where P3 = βP1, where β = A3/A1.   
The signal output, generated by an element in response to an incident acoustical wave 
impinging thereon, for an element with an area A is S.  As such, the signal output, due to an 
impinging acoustical wave, of the elements of the first group 918, which have an area A1, is 
S1.  The signal output, due to an impinging acoustical wave, of the elements of the second 
group 920, which have an area A2, is S2, where S2 = αS1, where α = A2/A1.  The signal output, 
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due to an impinging acoustical wave, of the elements of the third group 922, which have an 
area A3, is S3, where S3 = βS1, where β = A3/A1.   
With this configuration, the transmit pressure and/or the signal generated during 
transmit and receive scale with the transducing area of each element.  In the illustrated 
embodiment, the scaling scales down the transmit pressure and the signal generated during 
receive going from the first group 918, to the second group 920, to the third group 922 of 
elements.  Thus, a particular row line element or column line element includes fixed discrete 
area controlled apodization.  Such apodization effectively down weights the output pressure 
transmitted by (during transmit) and the electrical signal generated by (during receive) at the 
ends of each row and/or column line element, mitigating or reducing ghost artifact introduced 
by the edge elements.   
The configuration shown in Figure 9, can be formed by through dicing, screen-
printing (where the layout of each cell is defined by a mask), and/or other approach.  Dicing is 
well suited for creating the rectangular sub-elements shown in Figure 9.  As the resonance 
frequency of piezo-elements is given by the height, the area can be freely adjusted without 
altering the operating frequency of each sub-element.  This configuration allows for varying 
the transmitted/received signal of a single line element.  For transmit, the amplitude of the 
excitation pulses need not be varied, so a fixed excitation pulse waveform at a single 
amplitude can be used.  Only phase control is required to allow focusing and steering of the 
beam.  
Figure 10 schematically illustrates a variation of the transducer array 802 in Figure 9 
in which the geometry of the second group 920 of elements is not rectangular, and the 
apodization linearly scales (rather than discretely scales) the output pressure transmitted by 
(during transmit) and the electrical signal generated by (during receive) of the elements of the 
periphery.  This is achieved in this example through a triangular geometry of the second 
group 920 of elements in which the apodization decreases in a direction towards the 
periphery.  Again, other geometries, such as hexagonal, irregular, circular, etc. are also 
contemplated herein.  Screen-printing is well suited for such shapes.  The configuration of 
Figure 10 also does not include the third group 922, or corner elements 9041,1, 904N,1, 9041,M, 
and 904N,M.  In another variation, the apodization can scale in a non-linear manner, for 
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example, where the geometry of the outer sub-elements in a non-linear.  Furthermore, the first 
group 916 can also have non-linear geometries.   
Figure 11 shows an example of dynamic area controlled apodization for a single one 
of the elements 904 of the transducer array 802.  In Figure 11, the single element 904 includes 
a 3x3 arrangement of piezo sub-elements 1102, including a first row 11041 of sub-elements 
1102, a second row 11042 of sub-elements 1102, and a third row 11043 of sub-elements 1102, 
each row including three sub-elements 1102, and a first column 11061 of sub-elements 1102, 
a second column 11062 of sub-elements 1102, and a third column 11063 of sub-elements 
1102, each column including three sub-elements 1102.   
A row electrode 1108 is in electrical communication with the sub-elements 1102 of 
the second row 11042.  A first plurality of switches 1110 and 1112 respectively selectively 
electrically connect the sub-elements 1102 of the first row 11041 and the sub-elements 1102 
of the third row 11043 to the row electrode 1108.  As such, the area of the illustrated element 
904 can be dynamically changed, row-wise, between three different discrete area levels.  The 
levels include: only the second row 11042; the second row 11042 and either the first row 
11041 or the third row 11043, and all three rows.   
A column electrode 1114 is in electrical communication with the sub-elements 1102 
of the second column 11062.  A second plurality of switches 1116 and 1118 respectively 
selectively electrically connect the sub-elements 1102 of the first column 11061 and the sub-
elements 1102 of the third column 11063 to the column electrode 1114.  As such, the area of 
the illustrated element 904 can be dynamically changed, column-wise, between three different 
discrete area levels.  The levels include: only the second row 11062; the second row 11062 and 
either the first row 11061 or the third row 11063, and all three rows.   
Combining the switching of the rows and columns, the area of the illustrated element 
904 can be dynamically changed between nine different discrete area levels.  This includes 
only the central sub-elements 1102 up to all of the sub-elements 1102.  
Generally, if the number of enabled switches in row i is denoted ki and the number of 
enabled switches in column j is denoted kj, the area apodization A of element (i; j) is A(i; j) = 
ki x kj.  Any separable 2-D function can be implemented as an apodization function.  The 
number of switches per row or column for k x k cells per element can in principle be reduced 
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to 2k - 2, as this – together with the possibility of not reading out the signal from a row or 
column – allows any number of cells in a given element to be active.   
Figures 12, 13, and 14 shows examples of area controlled apodization where the 
transducer array 802 includes a CMUT transducer array.  Figure 12 shows a sub-portion of a 
CMUT transducer array 802.  Figure 13 shows an example of fixed area controlled 
apodization.  Figure 14 shows an example of dynamic area controlled apodization. 
In Figure 12, the sub-portion of the transducer array 802 includes two line elements 
1202 and 1204 in one direction 1206 and four line elements 1208, 1210, 1212 and 1214 in a 
different direction 1216.  An element 904 includes XxY cells 1218, where X and Y are 
positive integers, and X = Y or X ≠ Y.  Different elements 904 may have the same or a 
different number of cells 1218.   
In Figure 13, X = Y = 5, arranged as a 5x5 matrix, or 25 elements 904.  For sake of 
clarity and explanatory purposes, only reference numerals for a single element 904 and a 
single cell 1218 of the element 904 are provided.  For the other components, the description 
of Figure 9 can be referenced.  In Figure 13, the transducing area of each element 904 is fixed 
by the number of cells 1218 which populate the element 904.  That is, an element 904 with 
twice the number of cells 1218 as another element 904 will have twice the transducing area as 
the other element 904.   
By way of example, for the row line element 9121, element 1,1 includes a single cell 
1218, element 1,2 includes two cells 1218, the element 1,3 includes three cells 1218, element 
1,4 includes two cells 1218, and element 1,5 includes one cell 1218.  As such, the elements 
1,2 and 1,3 have twice the transducing area as the elements 1,1 and 1,4, and the element 1,3 
has three times the transducing area as the elements 1,1 and 1,4.  In this embodiment, a 
similar pattern is followed for the column line element 9161.  That is, the element 1,1 includes 
a single cell 1218, element 2,1 includes two cells 1218, element 3,1 includes three cells 1218, 
element 4,1 includes two cells 1218, and element 5,1 includes one cell 1218.   
As shown in the illustrated embodiment, the center element 3,3 includes nine cells 
1218.  The elements (element 3,2; element 2,3; element 4,3; element 3,4) adjacent to the 
center element 3,3 each include five cells 1218.  The elements (element 2,2; element 4,2; 
element 2,4; element 4,4) at the corners of the element 3,3 each include four cells 1218.  The 
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elements along the periphery and at the corners include less than four cells 1218.  With this 
configuration, the apodization rolls off from the center element 3,3 to the edge elements as a 
function of a distance from the center element 3,3 to each of the other elements 904.  Again, 
this has the effect of down waiting the edge sub-elements, mitigating ghost artifact introduced 
thereby.  The geometry of each element 904 can be the same or different. 
Generally, a size of each cell 1218 is determined by the desired fundamental resonant 
frequency of the transducer array 802.  The active or transducing area of an element 904 is 
adjusted by varying the number of cells 1218 per element 904.  With the geometry in Figure 
13, the element 3,3 has nine (9) discrete apodization levels, and the other elements 907 have 
less than nine discrete apodization levels, or a number of discrete apodization levels 
determined by the number of cells 1218.  A given transducer element 904 pitch and cell 1218 
pitch defines a maximum number of cells per element 904, and the apodization profile is 
discretized into a number of levels equal to the maximum number of cells per element 904.   
Figure 14 shows an example of dynamic area controlled apodization.  In Figure 14, a 
single element 904 includes a 3x3 arrangement of CMUT cells 1218, including a first row 
14021 of CMUT cells 1218, a second row 14022 of CMUT cells 1218, and a third row 14023 
of CMUT cells 1218, each row including three CMUT cells 1218, and a first column 14041 of 
CMUT cells 1218, a second column 14042 of CMUT cells 1218, and a third column 14043 of 
CMUT cells 1218, each column including three CMUT cells 1218.   
A row electrode 1406 is in electrical communication with the cells of the second row 
14022.  A first plurality of switches 1408 and 1410 respectively selectively electrically 
connect the cells of the first row 14021 and the cells of the third row 14023 to the row 
electrode 1406.  As such, the area of the illustrated element 904 can be dynamically changed, 
row-wise, between three different discrete area levels.  The levels include: only the second 
row 14022; the second row 14022 and either the first row 14021 or the third row 11023, and all 
three rows.   
A column electrode 1416 is in electrical communication with the cells of the second 
column 14042.  A second plurality of switches 1412 and 1414 respectively selectively 
electrically connect the cells of the first column 14041 and the cells of the third column 14043 
to the column electrode 1416.  As such, the area of the illustrated element 904 can be 
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dynamically changed, column-wise, between three different discrete area levels.  The levels 
include: only the second row 14042; the second row 14042 and either the first row 14041 or the 
third row 14043, and all three rows. 
Combining the switching of the rows and columns, the area of the illustrated element 
904 can be dynamically changed between nine different discrete area levels.  This includes 
only the central CMUT cell 1218 up to all of the CMUT cells 1218.  Similar to the 
piezoelectric element 904 of Figure 11, if the number of enabled switches in row i is denoted 
ki and the number of enabled switches in column j is denoted kj, the area apodization A of 
element (i; j) is A(i; j) = ki x kj.  As with fixed area-controlled apodization, dynamic area 
controlled apodization of row-column addressed arrays offers 2N transmit and receive 
connections to an N x N transducer array since the switches can be operated from a pre-
programmed independent circuit.   
Figure 15 shows an example of bias controlled apodization in connection with a 
CMUT transducer array 802.  For sake of clarity and explanatory purposes, this example 
includes a 6x6 array.  However, it is to be understood that smaller and larger arrays, and non-
square arrays are also contemplated herein.  It is also to be understood that the illustrated 
voltage levels are also provided for explanatory purposes and are not limiting; other voltage 
levels are contemplated herein.  
The transducer array 802 includes the electrical contacts 9061, …, 9066, each 
electrically connected to a plurality of the elements 904 via the electrically conductive 
elements 9101, …, 9106, forming the row line elements 9121, …, 9126.  The array 802 further 
includes the electrical contacts 9081, …, 9086, each electrically connected to a plurality of 
elements 904 via the electrically conductive elements 9141, …, 9146, forming the column line 
elements 9161, …, 9166.   
In this example, the transducer array 802 further includes a first set of direct current 
(DC) voltage sources 15021, …, 15026, and a second set of DC voltage sources 15041, …, 
15046.  The first set of DC voltage sources 15021, …, 15026 respectively are electrically 
connected to the electrical contacts 9061, …, 9066, and the second set of DC voltage sources 
15041, …, 15046 respectively are electrically connected to the electrical contacts 9081, …, 
9086. 
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The DC voltages generate a map of voltage differences over the sub-elements of the 
array 802.  In general, if the DC bias voltage applied to the i’th row is denoted r(i) and the DC 
bias voltage applied to the j’th column is denoted c(j), then the bias voltage of element (i; j) is 
given by VDC(i; j) = |r(i) - c(j)|.  As the apodization of the individual sub-elements in terms of 
power scaling is a function of only VDC(i; j) for a given operating frequency, DC bias control 
allows application of any apodization profile over the entire 2D array that can be described as 
the sum of two arbitrary discrete 1D functions.  
Since the number apodization levels are not limited by the number of cells per sub-
element, the DC bias voltage can take any level.  Bias-controlled apodization can be 
implemented as either a fixed or a dynamic apodization.  In the first case, a simple voltage 
divider circuit can be implemented next to the transducer, and the apodization profile is fixed, 
but the apodization levels are continuous.  For dynamic DC bias, a slightly more complicated 
electronic circuit has to be designed; however, usually only a small number of predefined 
apodization profiles are needed, so these could be pre-programmed and switched between by 
an external IC.   
With dynamic DC bias voltage control apodization, time gain compensation can be 
directly integrated into the transducer array 802.  By ramping up the DC bias voltage during 
receive, the signals from the transducer array 802 are effectively time gain compensated, and 
only a weaker subsequent time dependent amplification of the signals are needed.   
Figures 16 and 17 illustrate an example of integrated fixed area apodization for the 
symmetry axis normal to the array 802.  In this instance, the suppression of ghost echoes from 
a point scatterer located on the symmetry axis normal to the transducer is achieved by 
applying a rotationally symmetric apodization profile to the transducer.  For a CMUT array 
with 9 cells per sub-element, there are nine (9) apodization levels.  A discretized version of a 
2D Hann window with 9 levels on a 32x32 array is shown in Figure 16, and the corresponding 
mask layout for the CMUT array is shown in Figure, 17.  Other suitable windows include, but 
are not limited to, a Hamming, a linear, a Gaussian, and/or other discrete and/or continuous 
windows.   
For point scatterers located away from the symmetry axis normal to the transducer, the 
main echo will be damped, as the active area of the sub-elements directly beneath it is 
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reduced. Consequently, the resulting image will have a decreasing signal-to-noise ratio (SNR) 
as a function of the point scatterer’s distance from the symmetry axis. In order to address this 
issue, a second layout is proposed.  
Figure 18 illustrates an example of apodization enabling homogeneous rectilinear 
imaging with optional beam steering. Using fixed area apodization as an example, the layout 
in Figure 18 consists of a 2-D row-column addressed array 1800 with all elements having the 
same (maximum) active area.  On each end of the line elements, an apodization element 1802 
is attached in which the active area is gradually decreased from a full active area next to the 
line element to zero active area at the opposing end (the edge of the entire array).  With this 
approach, all point scatterers imaged using rectilinear imaging will experience the same 
apodization and exhibit the same SNR. In general, the layout  in Figure 18 can be used in 
connection with area apodization (e.g., the example of Figure 21), bias apodization, damping 
material, and/or apodization.  Damping materials are discussed in Demore et al., “Real-Time 
Volume Imaging Using a Crossed Electrode Array,” IEEE Transactions on Ultrasonics, 
Ferroelectrics, and Frequency Control, vol. 56, no. 6, June 2009. 
Beam steering can be employed through a modification: If the apodization elements 
located in the direction of the beam steering are turned off, the main echo from a point 
scatterer located will reach the non-apodized part of the line elements first, hence resulting in 
a full amplitude response.  The transmitted/received signal from CMUTs is negligible if no 
DC bias is applied.  By providing four separate DC bias supplies to the apodization elements 
located on the four sides of the array (or providing four switches, using floating ground, etc.), 
the apodization elements can be turned on and off in these four groups.  
Figure 21 illustrates an example mask layout 2100.  In contrast to the embodiment 
discussed in connection with Figures 16 and 17, in which the array includes a rotationally 
symmetric apodization profile, this layout is not rotationally symmetric to the axis normal to 
the array 802.  Rather, a same apodization pattern is employed apodization elements which 
are located only at the end of each 1D array. 
In the illustrated example, each of the 1D arrays is a line element that includes a first 
end, a second end and a middle region there between, and apodization is only at the first and 
second end regions of each of the 1D arrays, and not at the middle region of each of the 1D 
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arrays.  The illustrated mask layout 2100 includes column contacts 2102 and row contacts 
2104.   
The mask layout 2100 further includes a first group 2106 of column apodization 
elements and a second group 2108 of column apodization elements.  The mask layout 2100 
further includes a third group 2110 of row apodization elements and a fourth group 2112 of 
row apodization elements.  As shown, the first, second, third and fourth groups 2106, 2108, 
2110, and 2112 of apodization elements are located only at the first and second ends of each 
1D array, and not at the middle region of the 1D arrays.   
The mask layout 2100 further includes first row contacts 2114 to apodization elements 
in the first group 2106, and second row contacts 2116 to apodization elements in the second 
group 2108.  The mask layout 2100 further includes third column contacts 2118 to 
apodization elements in the third group 2110, and fourth column contacts 2120 to apodization 
elements in the fourth  group 2112.   
The mask layout 2100 further includes a non-apodized region 2122, which 
corresponds to only the middle regions of the 1D arrays, and not the first and second ends of 
the 1D arrays.   In this example, the non-apodized region 2122 is a rectangular region about a 
center of the array, in a central region within the boundary of the first, second, third and 
fourth groups 2106, 2108, 2110, and 2112 of the apodization elements.  
The mask layout 2100 is shown inside of a chip border 2124.  Corner regions 2126 do 
not include any elements.  The corner regions 2126 are rectangular shaped.  One side of each 
corner regions 2126 is adjacent to apodized rows elements.  Another side of each corner 
regions 2126 is adjacent to apodized column elements.  The two sides intersect at a corner at 
which the corresponding corner region 2126 is adjacent to the non-apodized region 2122. 
Figure 19 graphically illustrates the output of the transducer array 208 in connection 
with the row-column addressing of described herein, for example, in connection with Figures 
8-18.  From Figure 19, the output includes only a main lobe 1900 (and no ghost lobes).  For 
comparative purposes, Figure 7 graphically illustrates the row-column addressing of discussed 
in connection with Figures 1 and 2.  In Figure 7, the output includes a main lobe 702 as well 
as ghost lobes 704 and 706. 
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In the above, the focus has been on 2-D transducer arrays utilizing row-column 
addressing.  However, as 2-D row-column addressed arrays are essentially two 1-D arrays 
orthogonal to each other, the described apodization techniques and time gain compensation 
can also be applied to 1-D arrays.  For low-end ultrasound scanners that do not incorporate the 
extra electronics needed to apply transmit apodization, a static apodization can be 
implemented directly in the transducer using these techniques.  
Another possible use of these techniques is to improve the out-of-plane performance 
by apodizing 1-D arrays in the out-of-plane direction. This out-of-plane apodization could 
either be fixed or dynamic.  If the apodization is fixed, it would not influence how the 
ultrasound scanner uses the transducer nor would it lead to extra connections.  Fixed area-
controlled apodization can be incorporated in both CMUTs and piezoelectric transducers.  In 
1-D piezoelectric arrays the fixed area apodization can be changed by e.g. widening the dicing 
trenches in the crystal.   
Figure 20 illustrates an example method.   
It is to be understood that the following acts are provided for explanatory purposes and 
are not limiting.  As such, one or more of the acts may be omitted, one or more acts may be 
added, one or more acts may occur in a different order (including simultaneously with another 
act), etc.   
At 2002, a transmit mode signal is received, placing a transducer array that includes at 
least one 1D array of transducing elements with integrated apodization in transmit mode. 
At 2004, optionally, where the apodization is dynamic, a transmit apodization pattern 
signal is received setting the transmit apodization pattern.   
At 2006, an excitation signal is received by the transducer array. 
At 2008, the at least one 1D array of transducing elements transmits an ultrasound 
wave in response to receiving the excitation signal.   
At 2010, a receive mode signal is received placing the transducer array in receive 
mode. 
At 2012, optionally, where the apodization is dynamic, a receive apodization pattern 
signal is received setting the receive apodization pattern.   
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At 2014, a reflected wave, generated in response to an interaction of the transmitted 
ultrasound wave with structure, is received by the at least one 1D array of transducing 
elements or another the at least one 1D array of transducing elements.   
At 2016, the at least one 1D array of transducing elements receiving the reflected 
wave generates a signal indicative thereof. 
At 2018, the generate signal is processed and at least image is generated based 
thereon.   
The methods described herein may be implemented via one or more computer 
processors (e.g., a micro-processor, a central processing unit (cpu), etc.) executing one or 
more computer readable instructions encoded or embodied on computer readable storage 
medium (which excludes transitory medium) such as physical memory which causes the one 
or more processors to carry out the various acts and/or other functions and/or acts.  
Additionally or alternatively, the one or more processors can execute instructions carried by 
transitory medium such as a signal or carrier wave.   
The application has been described with reference to various embodiments.  
Modifications and alterations will occur to others upon reading the application.  It is intended 
that the invention be construed as including all such modifications and alterations, including 
insofar as they come within the scope of the appended claims and the equivalents thereof. 
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CLAIMS 
What is claimed is: 
 
1. A transducer array (802), comprising: 
at least one 1D array of transducing elements (804), the at least one 1D array of 
transducing elements, including: 
 a plurality of transducing elements (904), wherein a first of the plurality of 
transducing elements has a first apodization and a second of the plurality of transducing 
elements has a second apodization, and the first apodization and the second apodization are 
different; 
at least one electrically conductive element (910) in electrical communication with 
each of the plurality of transducing elements; and 
at least one electrical contact (906) in electrical communication with the at least one 
electrically conductive element,  
wherein the at least one electrical contact concurrently addresses the plurality of 
transducing elements through the at least one electrically conductive element. 
 
2. The transducer array claim 1, further comprising: 
a plurality of the 1D array of transducing elements, physically arranged with respect to 
each other in a 2D array, wherein each of the plurality of 1D array of transducing elements is 
independently addressable.  
 
3. The transducer array of claim 2, wherein one of the plurality of the 1D array of 
transducing elements is addressable to transmit ultrasound energy, and a second of the 
plurality of the 1D array of transducing elements  is addressable to receive reflected 
ultrasound waves. 
 
4. The transducer array of any of claims 2 to 3, wherein each of the plurality of the 1D 
array of transducing elements includes a first end, a second end and a middle region there 
between, each of the plurality of the 1D array of transducing elements has a same apodization 
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pattern, and the apodization of each of the plurality of the 1D array of transducing elements is 
only at the first and second ends, and not at the middle region. 
 
5. The transducer array of claim 1, wherein the first of the plurality of transducing 
elements has a first transducing surface area and the second of the plurality of transducing 
elements has a second transducing surface area, and a first value of the first transducing 
surface area and a second value of the second transducing surface area are different. 
 
6. The transducer array of claim 5, wherein the first apodization is proportional to the 
first value and the second apodization is proportional to the second value. 
 
7. The transducer array of any of claims 5 to 6, wherein the first of the plurality of 
transducing elements has a first geometric surface area and the second of the plurality of 
transducing elements has a second geometric surface area, and the first geometric surface area 
and the first transducing surface area are approximately the same and the second geometric 
surface area and the second transducing surface area are approximately the same.   
 
8. The transducer array of any of claims 2 to 4, wherein the first value is a fixed single 
value and the second value is a fixed single value. 
 
9. The transducer array of any of claims 2 to 3, wherein at least one of the plurality of 
transducing elements includes a plurality of sub-elements (1102), each of the plurality of sub-
elements having a transducing surface area, and a value of a transducing surface area of the at 
least one of the plurality of transducing elements is a summation of the transducing surface 
areas of each of the plurality of sub-elements.    
 
10. The transducer array of claim 9, wherein at least one of the first value or the second 
value is dynamically changeable between at least two different values. 
 
11. The transducer array of claim 10, further comprising: 
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a switch (1110, 1112, 1116, 1118) that electrically connects and disconnects at least 
one of the plurality of sub-elements with the other of the plurality of sub-elements, wherein 
the value of the transducing surface area of the at least one of the plurality of transducing 
elements is a summation of the transducing surface areas of each of the electrically connected 
plurality of sub-elements.   
 
12. The transducer array of claim 11, wherein the value of the transducing surface area of 
the at least one of the plurality of transducing elements does not include a transducing surface 
area of a sub-element not electrically connected to the plurality of sub-elements.   
 
13. The transducer array of any of claims 1 to 12, wherein the plurality of transducing 
elements includes piezoelectric transducing elements.   
 
14. The transducer array of any of claims 5 to 6, wherein a transducing element of at least 
one of the first or second of the plurality of transducing elements includes a first number of 
transducing cells, each of the transducing cells having a transducing area, and at least one of 
the first or second values is a summation of the areas of the transducing cells.   
 
15. The transducer array of claim 14, wherein the at least one of the first or second values 
is a fixed single value. 
 
16. The transducer array of claim 14, wherein the at least one of the first or second values 
is a fixed single value is dynamically changeable between at least two different values. 
 
17. The transducer array of claim 16, further comprising: 
a switch (1408, 1410, 1412, 1414) that electrically connects and disconnects at least 
one of the transducing cells with the other of the transducing cells, wherein the first or second 
value is a summation of the transducing surface areas of each of the electrically connected 
transducing cells.   
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18. The transducer array of any of claims 14 to 16, wherein the plurality of transducing 
elements includes capacitive micro machined ultrasonic transducer transducing elements.   
 
19. The transducer array of any of claims 5 to 18, wherein at least one of the first 
transducing surface area or the second transducing surface area is dynamically variable and 
performs time gain compensation.   
 
20. The transducer array of claim 1, further comprising: 
a first voltage source (1500) that applies a first bias voltage to the first of the plurality 
of transducing elements, wherein a first value of the first bias voltage provides the first 
apodization; and  
a second voltage source (1500) that applies a second bias voltage to the second of the 
plurality of transducing elements, wherein a second value of the second bias voltage provides 
the second apodization,  
wherein the first and second values are different values.  
 
21. The transducer array of claim 20, wherein the first and second voltage sources have 
fixed voltages, and the first value is a fixed single value and the second value is a fixed single 
value. 
 
22. The transducer array of claim 20, wherein the first and second voltage sources have 
variable voltages, and at least one of the first value or the second value is switchable between 
two different values. 
 
23. The transducer array of any of claims 20 to 22, wherein the plurality of transducing 
elements includes capacitive micro machined ultrasonic transducer transducing elements.   
 
24. The transducer array of any of claims 20 to 23, wherein at least one of the first and 
second values of the first and second bias voltages includes a time-gain compensation voltage. 
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25. The transducer array of any of claims 1 to 24, wherein the at least one 1D array of 
transducing elements includes a central region and at least one end region, the first 
apodization is less than the second apodization, and the first of the plurality of transducing 
elements is disposed at the central region and the second of the plurality of transducing 
elements is disposed at the at least one end region. 
 
26. A method, comprising: 
transmitting an ultrasound waveform with a transducer array that includes apodization 
that is integrated into  physical elements of the transducer array;  
receiving a reflected wave with the transducer array; and 
processing the received reflected wave to generate at least one image. 
 
27. The method of claim 26, further comprising: 
using a different apodization, for the same transducer array, for transmit and receive 
operations. 
 
28. The method of any of claims 26 to 27, further comprising: 
changing the apodization, of the same transducer array, for transmit and receive 
operations. 
 
29. The method of any of claims 26 to 28, further comprising: 
controlling a transducing area to control the apodization. 
 
30. The method of any of claims 26 to 29, further comprising: 
controlling a voltage bias applied to each element to control the apodization. 
 
31. An ultrasound imaging system (800), comprising: 
a transducer array (802) with an array-wise addressable array of elements that includes 
at least two elements with a different apodization, wherein the apodization is one of a fixed 
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area controlled apodization, a dynamic area controlled apodization, a fixed bias controlled 
apodization or a dynamic bias controlled apodization;  
transmit circuitry (806) that conveys an excitation pulse to the transducer array;  
receive circuitry (808) that receives a signal indicative of an ultrasound echo from the 
transducer array; and  
a beamformer (812) that processes the received signal, generating ultrasound image 
data.   
 
32. The ultrasound imaging system of claim 31, wherein the transducer array includes a 
2D array of transducing elements, and the apodization of the 2D array is not rotationally 
symmetric.   
  
 
ANA1219-WO (BKM-10-7578-PCT) 27
ABSTRACT 
 
A transducer array (802) includes at least one 1D array of transducing elements (804).  
The at least one 1D array of transducing elements includes a plurality of transducing elements 
(904).  A first of the plurality of transducing elements has a first apodization and a second of 
the plurality of transducing elements has a second apodization.  The first apodization and the 
second apodization are different.  The transducer array further includes at least one 
electrically conductive element (910) in electrical communication with each of the plurality of 
transducing elements.  The transducer array further includes at least one electrical contact 
(906) in electrical communication with the at least one electrically conductive element.  The 
at least one electrical contact concurrently addresses the plurality of transducing elements 
through the at least one electrically conductive element. 
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Abstract
An ultrasound system includes a 2-D transducer array and a velocity processor.
The 2-D transducer array includes a first 1-D array of one or more rows of transducing
elements configured to produce first ultrasound data. The 2-D transducer array
further includes a second 1-D array of one or more columns of transducing elements
configured to produce second ultrasound data. The first and second 1-D arrays are
configured for row-column addressing. The velocity processor processes the first and
the second ultrasound data, producing 3-D vector flow data. The 3-D vector flow
data includes an axial component, a first lateral component transverse to the axial
component, and a second lateral component transverse to the axial component and
the first lateral component.
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3-D FLOW ESTIMATION USING  
ROW-COLUMN ADDRESSED TRANSDUCER ARRAYS 
 
TECHNICAL FIELD 
The following generally relates to ultrasound imaging and more particularly to 3-D 
flow estimation using row-column addressed transducer arrays.  
 
BACKGROUND 
For ultrasound velocity estimation, the oscillation of the pulsed ultrasound field has 
been used to estimate the axial velocity component of the structure of interest.  The axial 
component is the component of the velocity vector in the direction of propagation of 
ultrasound energy from the ultrasound transducer array.  Several methods have been proposed 
in the literature to estimate the lateral components of the velocity vector (perpendicular to the 
axial component).  For 2-D imaging using 1-D transducer arrays, these include speckle 
tracking, directional beamforming, and transverse oscillation (TO).  In directional 
beamforming, the received signals are focused along the flow direction for a given depth.  The 
signals for two emissions are then cross-correlated, and the shift between them is found.  This 
is a shift in spatial position of the scatterers, and dividing by the time between emissions, thus, 
directly gives the velocity magnitude.  The angle between the emitted beam and the flow 
direction must be known before the beamformation can be done.  The angle could, e.g., be 
found from the B-mode image as in conventional spectral velocity estimation.   
For 2-D velocity vector estimation using the TO approach, an oscillation oriented 
transverse to that of the ultrasound pulse is introduced in the ultrasound field by applying the 
same transmit beam as used in conventional axial velocity estimation and adjusting the 
apodization of the receive aperture in such a way that the whole aperture resembles two point 
sources.  Two point sources separated in space will give rise to two interfering fields , which 
creates the transverse oscillation.  Using the Fraunhofer approximation, the relation between 
the lateral spatial wavelength and the apodization function is λx = 2λzz0/d, where d is the 
distance between the two peaks in the apodization function, z0 is a depth, and λz is the axial 
wavelength.  In axial velocity estimation, a Hilbert transform is performed to yield two 90° 
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phase shifted signals; the in-phase signal and the quadrature signal.  This enables the direction 
of the flow to be determined.  The 90° phase shift in the transverse direction can be 
accomplished by having two parallel beamformers in receive.  The two receive beams are 
steered, so that the transverse distance between each beam is λx/4, which corresponds to a 90° 
phase shift in space.  Along with these two TO lines, a center line can be beamformed by a 
third beamformer for conventional axial velocity estimation.   
For 3-D velocity vector estimation using the TO approach, 2-D transducer arrays are 
used to generate the TO field in both lateral dimensions allowing estimation of the velocity 
vector components in all three dimensions.  3-D velocity vector estimation using multiple 
crossed-beam ultrasound Doppler velocimetry and speckle tracking have also been proposed 
in the literature.  There is an unresolved need for other approaches to 3-D velocity vector 
estimation that are applicable to arrays with a reduced number of connections, such as row-
column addressed arrays.   
 
SUMMARY 
 Aspects of the application address the above matters, and others. 
In one aspect, an ultrasound system includes a 2-D transducer array and a velocity 
processor.  The 2-D transducer array includes a first 1-D array of one or more rows of 
transducing elements configured to produce first ultrasound data.  The 2-D transducer array 
further includes a second 1-D array of one or more columns of transducing elements 
configured to produce second ultrasound data.  The first and second 1-D arrays are configured 
for row-column addressing.  The velocity processor processes the first and the second 
ultrasound data, producing 3-D vector flow data.  The 3-D vector flow data includes an axial 
component, a first lateral component transverse to the axial component, and a second lateral 
component transverse to the axial component and the first lateral component. 
In another aspect, a method includes employing row-column addressing with an 
orthogonally disposed 1-D arrays of a 2-D transducer array to produce data for determining 3-
D velocity components.  The method further includes processing, with a velocity processor, 
the data to produce the 3-D velocity components, which includes at least two lateral 
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components, one transverse to the axial component and the other transverse to the axial 
component and the one lateral component. 
In another aspect, an ultrasound imaging system includes a pair of 1-D arrays oriented 
orthogonal to each other and row-column addressed.  The ultrasound imaging system further 
includes processing components that process an output of the pair of 1-D arrays to estimate an 
axial and two lateral components using 2-D velocity vector estimator.   
Those skilled in the art will recognize still other aspects of the present application 
upon reading and understanding the attached description. 
 
BRIEF DESCRIPTION OF THE DRAWINGS 
 The application is illustrated by way of example and not limited by the figures of the 
accompanying drawings, in which like references indicate similar elements and in which: 
Figure 1 schematically illustrates an example ultrasound imaging system with a 2-D 
transducer array of row-addressed orthogonal 1-D arrays; 
Figure 2 schematically illustrates an example of the 2-D transducer array; 
Figure 3 illustrates an example method for determining 3-D vector velocity component 
utilizing the 2-D transducer array of row-addressed orthogonal 1-D arrays; 
Figures 4 and 5 schematically illustrate transmit along rows (or columns) and receive 
by both rows and columns; 
Figure 6 schematically illustrates an example beamformer and velocity processor; 
Figure 7 schematically illustrates a variation of the beamformer of Figure 6; 
Figures 8, 9, 10 and 11 schematically illustrate transmit along rows (or columns) and 
receive along columns (or rows), and subsequent transmit along columns (or rows) and 
receive along rows (or columns); 
Figures 12 and 13 schematically illustrate other variations of the beamformer of 
Figure 6; 
Figure 14 shows an example of the two angles used for a velocity estimator using 
directional beamforming; and  
Figure 15, 16 and 17 illustrate an example in which the 2-D array 102 includes a 
physical lens for fixed elevation focus.    
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DETAILED DESCRIPTION 
The following describes an approach to estimate the axial component and both lateral 
components of the 3-D velocity vector with ultrasound imaging data acquired through row-
column addressing of two orthogonally oriented 1-D transducer arrays.   
Figure 1 schematically illustrates an example ultrasound imaging system 100.  The 
ultrasound imaging system 100 includes a 2-D transducer array 102 with at least two one-
dimensional (1-D) arrays 104 of transducing elements orthogonally arranged with respect to 
each other.  An example of the 2-D array 102 includes N rows (or columns) and M columns 
(or rows) of transducing elements, where N and M are positive integers and N = M or N ≠ M.  
The 2-D array 102 may include a 16x16, 32x32, 32x16, 64x64, larger or smaller array, a non-
square/rectangular array, and/or other 2-D array.  Figure 2 illustrates an example of the 2-D 
transducer array 102. 
Briefly turning to Figure 2, the example 2-D transducer array 102 is 6x6 transducer 
array (N=M=6).  The 2-D array 102 includes a plurality of rows 2041, 2042, 2043, 2044, 2045, 
and 2046, collectively referred to herein as rows 204.  The 2-D array 102 also includes a 
plurality of columns 2061, 2062, 2063, 2064, 2065, and 2066, collectively referred to herein as 
columns 206.  The rows 204 and columns 206 provide individual elements 2081,1, …, 2081,6, 
… 2086,1, … 2086,6, collectively referred to herein as elements 208.  The individual rows 204 
and columns 206 are addressable (individually or in groups) respectively through contacts 
2101, 2102, 2103, 2104, 2105, and 2106, and 2121, 2122, 2123, 2124, 2125, and 2126, collectively 
referred to as row contacts 210 and column contacts 212.   
Returning to Figure 1, multiple different types of row-column addressed array 
configurations are contemplated herein.  One type includes a conventional row-column 
addressed 2-D array.  This may allow volumetric imaging and estimation of all three velocity 
vector components in a volume.  Another type includes a row-column addressed 2-D array 
with a physical or electronic elevation lens.  This may offer two-way focused B- mode 
imaging and estimation of the two velocity vectors in the plane of the B-mode image in 
addition to the out-of-plane velocity vector.  This transducer array may include a dynamic 
receive capability in elevation to improve B-mode image resolution.   
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The transducing elements may include piezoelectric, capacitive micromachined 
ultrasonic transducer (CMUT), and/or other transducing elements.  Furthermore, the 
transducing elements may include integrated apodization, which may be identical or different 
for the individual elements.  An example of integrated apodization is described in 
international patent application serial number PCT/IB2013/002838, entitled “Ultrasound 
Imaging Transducer Array with Integrated Apodization,” and filed December 19, 2013, the 
entirety of which is incorporated herein by reference.  Furthermore, the 2-D array 102 may 
have a flat or a curved surface.  Furthermore, the 2-D array 102 may include one or more 
lenses.   
Transmit circuitry 106 generates pulses that excite a predetermined set of addressed 
1D arrays of the 2-D array 102 to emit one or more ultrasound beams or waves into a scan 
field of view.  Receive circuitry 108 receives echoes or reflected waves, which are generated 
in response to the transmitted ultrasound beam or wave interacting with (stationary and/or 
flowing) structure in the scan field of view, from a predetermined set of addressed arrays of 
the 2-D array 102.  A controller 110 controls the transmit circuitry 106 and/or the receive 
circuitry 108 based on a mode of operation.  An example of suitable control includes row-
column addressing, as well as individual element addressing.   
A beamformer 112 processes the echoes, for example, by applying time delays, 
weighting on the channels, summing, and/or otherwise beamforming received echoes.  The 
beamformer 112 includes a plurality of beamformers (e.g., 2, 3, 4, 5, etc.) that process the 
echoes and produce data for determining the 3-D velocity components.  As described in 
greater detail below, in one instance the beamformers simultaneously process the echoes, and, 
in another instance, the beamformers sequentially process the echoes.  The illustrated 
beamformer 112 also produces data for generating images in A-mode, B-mode, Doppler, 
and/or other ultrasound imaging modes. 
A velocity processor 114 processes the beamformed data to determine the 3-D 
velocity components.  The velocity processor 114 employs on one or more algorithms from an 
algorithm bank 116.  A suitable algorithm includes a 2-D velocity vector estimator such as a 
speckle tracking, crossed-beam ultrasound Doppler velocimetry, directional beamforming, 
transverse oscillation (TO), and/or other estimator.  An image processor 118 also processes 
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the beamformed data.  For B-mode, this includes generating a sequence of focused, coherent 
echo samples along focused scanlines of a scanplane.  The image processor 118 may also be 
configured to process the scanlines to lower speckle and/or improve specular reflector 
delineation via spatial compounding, apply filtering such as FIR and/or IIR, etc.   
A scan converter 120 scan converts the output of the image processor 118 and 
generates data for display, for example, by converting the data to the coordinate system of the 
display. The scan converter 120 can be configured to employ analog and/or digital scan 
converting techniques.  A rendering engine 122 visually presents one or more images and/or 
velocity information via a display monitor 124.  Such presentation can be in an interactive 
graphical user interface (GUI), which allows the user to selectively rotate, scale, and/or 
manipulate the displayed data.  Such interaction can be through a mouse or the like, and/or a 
keyboard or the like, and/or other approach for interacting with the GUI.   
A user interface 126 includes one or more input devices (e.g., a button, a knob, a 
slider, a touch pad, etc.) and/or one or more output devices (e.g., a display screen, lights, a 
speaker, etc.).  A particular mode, scanning, and/or other function can be activated by one or 
more signals indicative of input from the user interface 126.  For example, where the 
algorithm bank 116 include more than one 2-D velocity vector estimators the user interface 
126 can be used to select one through a user input.  The user interface 126 can also be used to 
set and/or change parameters such as imaging parameters, processing parameters, display 
parameters, etc. 
The beamformer 112, the velocity processor 114 and/or the image processor 118 can 
be implemented via a processor (e.g., a microprocessor, a CPU, a GPU, etc.) executing one or 
more computer readable instructions encoded or embedded on non-transitory computer 
readable storage medium such as physical memory.  Such a processor can be part of the 
system 100 and/or a computing device remote from the system 100.  Additionally or 
alternatively, the processor can execute at least one computer readable instructions carried by 
a carrier wave, a signal, or other transitory medium.   
In one instance, the transducer array 102 is part of a probe and the transmit circuitry 
106, the receive circuitry 108, the beamformer 112, the controller 110, the velocity processor 
114, the image processor 118, the scan converter 120, the rendering engine 122, the user 
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interface 126, and the display 124 are part of a separate console.  Communication there 
between can be through a wired (e.g., a cable and electro-mechanical interfaces) and/or 
wireless communication channel.  In this instance, console can be similar to a portable 
computer such as a laptop, a notebook, etc., with additional hardware and/or software for 
ultrasound imaging.  The console can be docked to a docketing station and used. 
Alternatively, the console can be part (fixed or removable) of a mobile or portable cart 
system with wheels, casters, rollers, or the like, which can be moved around.  In this instance, 
the display 124 may be separate from the console and connected thereto through a wired 
and/or wireless communication channel.  Where the cart includes a docking interface, the 
laptop or notebook computer type console can be interfaced with the cart and used.  An 
example of a cart system where the console can be selectively installed and removed is 
described in US publication 2011/0118562 A1, entitled “Portable ultrasound scanner,” and 
filed on November 17, 2009, which is incorporated herein in its entirety by reference. 
Alternatively, the transducer array 102, the transmit circuitry 106, the receive circuitry 
108, the beamformer 112, the controller 110, the velocity processor 114, the image processor 
118, the scan converter 120, the rendering engine 122, the user interface 126, and the display 
124 are housed within a hand-held ultrasound apparatus, where the housing mechanically 
supports and/or encloses the components therein.  In this instance, the transducer array 102 
and/or the display 124 can be part of the housing, being structurally integrated or part of a 
surface or end of the hand-held ultrasound apparatus.  An example of a hand-held device is 
described in US 7,699,776, entitled “Intuitive Ultrasonic Imaging System and Related Method 
Thereof,” and filed on March 6, 2003, which is incorporated herein in its entirety by 
reference. 
Figure 3 illustrates a method for 3-D flow estimation using row-column addressed 
arrays.   
At 302, either the rows or the columns (or both sequentially) are used as transmit 
elements.  Any apodization and phase delay can be applied to the transmit elements, and any 
number of transmit elements can be used simultaneously.  Furthermore, any emission 
technique may be used, e.g. focused emission, plane wave emission, single element emission, 
synthetic transmit aperture, etc.   
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An example of transmit along a subset of the rows or the columns 402 of the 2-D 
transducer array 102 is shown in Figure 4.  In Figure 4, the example transmit produces a 
focused sound wave 404 in one line of direction. 
Returning to Figure 3, at 304, echoes are subsequently received by the rows and the 
columns.  An example of this is shown in Figure 5, which shows both rows 502 (or columns) 
and columns 504 (or rows) of the 2-D transducer array 102 respectively receive echoes 506 
and 508.   
Returning to Figure 3, at 306, the echoes are processed to determine the 3-D velocity 
components.  Depending on the velocity estimator, any subset of the received signals may be 
used.  For example, in one instance, only the signals received by the rows are used.  
Furthermore, any apodization and phase delay may be applied to the receiving elements.  The 
full 3-D velocity estimation may be performed using a single or several of such transmit-
receive events, which may be combined in the estimation. 
In one embodiment, the controller 110 controls the transmit circuitry 106 so that either 
the rows or the columns emit ultrasound, and the velocity processor 114 estimates velocity by 
synthesizing TO fields in receive for both the rows and columns, respectively.  The sequence 
may be repeated with the same or different transmit setup.  This embodiment may be realized 
with a total of five beamformers 602, 604, 606, 608 and 610, as shown in Figure 6, each 
beamforming a line. The velocity processor 114 includes a transverse velocity processor 612, 
a transverse velocity processor 614, and an axial velocity processor 616. 
The received signals from the rows 612 are processed by beamformers 602 and 604, 
which are configured to produce data, which the transverse velocity processor 612 processes 
to determine the velocity component perpendicular to the rows.  The received signals from the 
columns 614 are processed by beamformers 608 and 610, which are configured to produce 
data, which the transverse velocity processor 614 processes to determine the velocity 
component perpendicular to the columns.  Example approaches for each of the two sets of 
beamformers are described in Jensen et al., “A new method for estimation of velocity 
vectors,” IEEE Trans. Ultrason., Ferroelec., Freq. Contr., vol. 45, pp. 837–851, 1998, Jensen, 
“A New Estimator for Vector Velocity Estimation”, IEEE Trans. Ultrason., Ferroelec., Freq. 
Contr., vol. 48, pp. 886-894, 2001, and Udesen et al., “Investigation of Transverse Oscillation 
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Method,” IEEE Trans. Ultrason., Ferroelec., Freq. Contr., vol. 53, pp. 959–971, 2006, and 
international application publication WO/2000/068678, entitled “Estimation of Vector 
Velocity,” and filed November 16, 2000, the entirety of which is incorporated herein by 
reference. 
The beamformer 606 is configured to produce data, which the axial velocity processor 
616 processes to determine the axial velocity component.  In one instance, the beamformer 
606 processes the signals received by the rows 612.  In another instance, the beamformer 606 
processes the signals received by the columns 614.  In yet another instance, the beamformer 
606 processes both the signals received by the rows 612 and the signals received by columns 
614.  In a variation, the beamformer 606 is omitted, and data from beamformers 602 and 604 
and/or the beamformers 608 and 610 are feed to the axial velocity processor 616, as shown in 
Figure 7, which processes the signals to determine the axial velocity component.   
In a variation, columns 802 (or rows 804) emit ultrasound (Figure 8), and the TO field 
is synthesized in receive using the rows 804 (or the columns 802) (Figure 9).  This allows 
estimation of the velocity component perpendicular to the rows (or columns).  Subsequently, 
the rows 804 (or the columns 802) emit ultrasound (Figure 10), and the TO field is 
synthesized in receive using the columns 802 (or the rows 804) (Figure 11).  This allows 
estimation of the velocity component perpendicular to the columns (or rows).  The axial 
velocity component may be estimated using data from either of the two transmit-receive 
events.  The signal processing may be done as shown in Figure 6. 
Alternatively, the signal processing may be done as shown in Figure 12.  Figure 12 is 
substantially similar to Figure 6 except that the two of beamformers feeding one the 
transverse velocity processors are omitted.  In this example, the beamformer 602 and 604, are 
omitted.  In another example, the beamformers 608 and 610, are omitted.  This can be 
implemented because the two transverse components of the velocity vector are estimated in 
two separate transmit-receive events.  Hence, the same set of beamformers may be used.  In a 
variation, the axial beamformer 606 is also omitted (Figure 13), and data from beamformers 
602 and 604 and/or beamformer 608 and 610 (as shown) is used to feed the axial velocity 
processor 614.  
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In another embodiment, either the rows or columns emit ultrasound, and the velocity 
estimation is subsequently done by performing directional beamforming in receive for both 
the rows and columns, respectively.  The sequence may be repeated with the same or different 
transmit setup.  In another embodiment, the rows emit ultrasound, and the velocity estimation 
is done by performing directional beamforming in receive for the columns.  This is used to 
estimate the velocity component perpendicular to the columns.  Subsequently, the columns 
emit ultrasound, and the velocity estimation is done by performing directional beamforming 
in receive for the rows.  This is used to estimate the velocity component perpendicular to the 
rows.  In both embodiments using directional beamforming, two angles must be 
predetermined.   
As shown in Figure 14, this includes a first angle (a1) 1402 between a surface 1404 of 
the transducer array 102 and a first projected direction of flow 1412, which is a direction of 
flow 1406 projected on a plane 1408 parallel to columns 1410.  This also includes a second 
angle (a2) 1414 between the transducer surface 1404 and a second projected direction of flow 
1420, which is the direction of flow 1406 projected on a plane 1416 parallel to columns 1418.  
These angles are used to determine the line to be produced using the received data.  They may 
be estimated e.g. from the volumetric image generated by the transducer array.  Alternatively, 
they may be found using the TO approach and/or the methods approach disclosed in Jensen et 
al., “Estimation of velocity vectors in synthetic aperture ultrasound imaging.” IEEE Trans. 
Ultrason., Ferroelec., Freq. Contr., vol. 25, pp. 1637–1644, 2006, Kortbek et al., “Estimation 
of velocity vector angles using the directional cross-correlation method,” IEEE Trans. 
Ultrason., Ferroelec., Freq. Contr., vol. 53, pp. 2036–2049, 2006, and/or other approach.   
Figure 15, 16 and 17 illustrate an example in which the 2-D array 102 includes a 
physical lens 1502 giving fixed elevation focus.  A conventional row-column addressed array 
using delay-and-sum beamforming can only achieve one-way focusing in each dimension.  
The elevation lens 1502 can be of any suitable material and can focus in any desired depth.  
Alternatively, an electronic lens could be used.  An example of an electronic lens is described 
in Daft et al., “Elevation beam profile control with bias polarity patterns applied to 
microfabricated ultrasound transducers,” in Proc. IEEE Ultrason.  Symp., vol. 2, 2003, pp. 
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1578–1581.  In such a lens configuration, the row-column array essentially  functions  as a 
conventional  1-D array.   
From Figure 15, in the illustrated example rows 1504 oriented in the x-direction are 
used for transmitting.  Electronic transmit focusing can then be performed in the y-direction, 
while the lens provides transmit focusing in the x-direction.  A B-mode image can be acquired 
using the rows as receivers, in which case the array functions exactly like a 1-D array with 
elevation focus.  The array may be used for estimating the 3-D velocity vector in the plane 
defined by the elevation lens.  This is done by processing the data received on the rows and 
columns using an estimator discussed herein and/or other estimator for the conventional row-
column addressed array.   
The velocity vector component in the y-direction is estimated using received data from 
the rows 1504 (Figure 16) and the velocity vector component in the x-direction is estimated 
using received data from columns 1702 (Figure 17). The z-component may be estimated using 
received data from either the rows or the columns, e.g., as shown in Figure 6.  As such, by 
installing the lens 1502 on the row-column array, a two-way focused B-mode image with full 
3-D velocity vector information in the plane of the B-mode image is achieved.  This can be 
used for finding e.g. flow rate, direction of flow, peak velocities, etc., without sacrificing 
frame-rate nor B-mode image quality.  A clinician will experience the same performance as 
when using a 1-D transducer for B-mode imaging in conjunction with 2-D velocity vector 
imaging, but with the addition of out-of plane velocity estimation.  
The application has been described with reference to various embodiments.  
Modifications and alterations will occur to others upon reading the application.  It is intended 
that the invention be construed as including all such modifications and alterations, including 
insofar as they come within the scope of the appended claims and the equivalents thereof. 
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CLAIMS 
What is claimed is: 
 
1. An ultrasound system, comprising: 
a 2-D transducer array, including: 
a first 1-D array of one or more rows of transducing elements configured to 
produce first ultrasound data; and 
a second 1-D array of one or more columns of transducing elements (208) 
configured to produce second ultrasound data, 
wherein the first and second 1-D arrays are configured for row-column 
addressing; and 
a velocity processor that processes the first and the second ultrasound data, producing 
3-D vector flow data, including: an axial component, a first lateral component transverse to 
the axial component, and a second lateral component transverse to the axial component and 
the first lateral component. 
 
2. The ultrasound system of claim 1, further comprising: 
an algorithm bank that includes at least one algorithm from a group consisting of 
speckle tracking, crossed-beam ultrasound Doppler velocimetry, directional beamforming and 
transverse oscillation,  
wherein the velocity processor employs the at least one algorithm to process the first 
and the second ultrasound data to produce the 3-D vector flow data. 
 
3. The ultrasound system of claim 1, further comprising: 
transmit circuitry; 
receive circuitry; and 
a controller that controls the transmit and receive circuitry to transmit using one of the 
first or second 1-D arrays and receive simultaneously from both of the first and second 1-D 
arrays. 
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4. The ultrasound system of claim 3, further comprising:  
first and second beamformer that process signals from one of the first or second 1-D 
arrays and produce first beamformed data; 
a first velocity processor that processes the first beamformed data, producing the 
velocity component perpendicular to the first or second 1-D array; 
third and fourth beamformer that process signals from the other of the first or second 
1-D arrays and produce second beamformed data; and 
a second velocity processor that processes the second beamformed data, producing the 
velocity component perpendicular to the other of the first or second 1-D array. 
 
5. The ultrasound system of claim 4, further comprising:  
a fifth beamformer that process at least one of the signal from the first or the second 1-
D array and produces third beamformed data; and 
a third velocity processor that processes the third beamformed data, producing the 
axial component. 
 
6. The ultrasound system of claim 4, further comprising:  
a third velocity processor that processes at least one of first beamformed data or the 
second beamformed data, producing the axial component. 
 
7. The ultrasound system of claim 1, further comprising: 
transmit circuitry; 
receive circuitry; and 
a controller that controls the receive and transmit circuitry to transmit using one of the 
first or second 1-D arrays and receive using the other of the first or second 1-D arrays and 
subsequently to transmit using the other of the first or second 1-D arrays and receive using the 
one of the first or second 1-D arrays, 
wherein the velocity processor processes data from at least one of transmit-receive 
sequences to estimate the lateral velocity components. 
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8. The ultrasound system of claim 7, further comprising:  
first and second beamformer that process signals from one of the first or second 1-D 
arrays and produce first beamformed data; 
a first velocity processor that processes the first beamformed data, producing the 
velocity component perpendicular to the first or second 1-D array; 
third and fourth beamformer that process signals from the other of the first or second 
1-D arrays and produce second beamformed data; and 
a second velocity processor that processes the second beamformed data, producing the 
velocity component perpendicular to the other of the first or second 1-D array. 
 
9. The ultrasound system of claim 8, further comprising:  
a fifth beamformer that process at least one of the signal from the first or the second 1-
D array and produces third beamformed data; and 
a third velocity processor that processes the third beamformed data, producing the 
axial component. 
 
10. The ultrasound system of claim 8, further comprising:  
a third velocity processor that processes at least one of first beamformed data or the 
second beamformed data, producing the axial component. 
 
11. The ultrasound system of claim 7, further comprising:  
a first pair of beamformers that processes signals from one of the first or second 1-D 
arrays and produces first or second beamformed data; 
a first velocity processor that processes the first beamformed data, producing the two 
lateral velocity components. 
 
12. The ultrasound system of claim 11, further comprising:  
an axial velocity beamformer that process at least one of the signal from the first or the 
second 1-D array and produces third beamformed data; and 
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a third velocity processor that processes the third beamformed data, producing the 
axial component. 
 
13. The ultrasound system of claims 11, further comprising:  
a third velocity processor that processes at least one of first beamformed data or the 
second beamformed data, producing the axial component. 
 
14. The ultrasound system of claim 1, wherein the velocity processor employs transverse 
oscillation to produce the first and second lateral components. 
 
15. The ultrasound system of claim 1, wherein the velocity processor employs directional 
beamforming to produce the first and second lateral components. 
 
16. The ultrasound system of claim 1, further comprising: 
an acoustical elevation lens affixed to the first and second 1-D arrays. 
 
17. The ultrasound system claim 16, wherein the 2-D array is configured for two way 
focused B-Mode imaging, and the velocity processor estimates two velocity vectors in a plane 
of a B-mode image and a velocity vector out of the plane of the B-mode image. 
 
18. A method, comprising: 
employing row-column addressing with a orthogonally disposed 1-D arrays of a 2-D 
transducer array to produce data for determining 3-D velocity components; and  
processing, with a velocity processor, the data to produce the 3-D velocity 
components, which includes at least two lateral components, one transverse to the axial 
component and the other transverse to the axial component and the one lateral component. 
 
19. The method of claim 18, wherein the velocity processor employs at least one of 
speckle tracking, crossed-beam ultrasound Doppler velocimetry, directional beamforming and 
transverse oscillation to produce the 3-D velocity components. 
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20. The method of claim 19, further comprising: 
transmitting ultrasound with only one of the orthogonally disposed 1-D arrays;  
receiving echoes concurrently with the orthogonally disposed 1-D arrays; and 
processing the received echoes to produce at least the two lateral components. 
 
21. The method of claim 19, further comprising: 
transmitting ultrasound with only one of the orthogonally disposed 1-D arrays and 
receiving echoes with only the other of the orthogonally disposed 1-D arrays; and  
processing the received echoes to produce at least the two lateral components.  
 
22. The method of claim 21, further comprising: 
transmitting ultrasound with only the other of the orthogonally disposed 1-D arrays 
and receiving echoes with only the one of the orthogonally disposed 1-D arrays; and  
processing the echoes received by the one and the other one of the 1-D arrays to 
produce at least the two lateral components.  
 
23. The method of claim 18, further comprising: 
applying apodization for the transmitting. 
 
24. The method of claim 23, wherein the apodization is integrated into transducer 
elements of the 1-D arrays. 
 
25. The method of claim 18, further comprising: 
applying a phase delay for the transmitting. 
 
26. The method of claim 18, further comprising: 
utilizing at least one of focused emission, plane wave emission, single element 
emission, or synthetic transmit aperture for transmitting.   
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27. The method of claim 18, further comprising: 
providing one-way focusing in both lateral directions. 
 
28. The method of claim 18, further comprising: 
employing a lens having a fixed elevation focus with the orthogonally disposed 1-D 
arrays.   
 
29. The method of claim 28, wherein the lens is a physical lens. 
  
30. The method of claim 29, wherein the lens is an electronic lens. 
 
31. The method of claim 28, further comprising: 
providing two-way focusing in a plane of the orthogonally disposed 1-D arrays. 
 
32. An ultrasound imaging system, comprising: 
a pair of 1-D arrays oriented orthogonal to each other and row-column addressed; and  
processing components that process an output of the pair of 1-D arrays to estimate an 
axial and two lateral components using 2-D velocity vector estimator.   
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ABSTRACT 
 
An ultrasound system includes a 2-D transducer array and a velocity processor.  The 
2-D transducer array includes a first 1-D array of one or more rows of transducing elements 
configured to produce first ultrasound data.  The 2-D transducer array further includes a 
second 1-D array of one or more columns of transducing elements configured to produce 
second ultrasound data.  The first and second 1-D arrays are configured for row-column 
addressing.  The velocity processor processes the first and the second ultrasound data, 
producing 3-D vector flow data.  The 3-D vector flow data includes an axial component, a 
first lateral component transverse to the axial component, and a second lateral component 
transverse to the axial component and the first lateral component. 
 










