Autonomy is a prime issue on robotics field and it is closely related to decision making. Last researches on decision making for social robots are focused on biologically inspired mechanisms for taking decisions. Following this approach, we propose a motivational system for decision making, using internal (drives) and external stimuli for learning to choose the right action. Actions are selected from a finite set of skills in order to keep robot's needs within an acceptable range. The robot uses reinforcement learning in order to calculate the suitability of every action in each state. The state of the robot is determined by the dominant motivation and its relation to the objects presents in its environment.
Introduction
Social Robots are intended for interacting with humans and assisting them in several tasks. It is desired that such tasks are accomplished by them without surveillance and this idea implies a certain level of autonomy.
Autonomy is a term widely used in literature and its meaning ranges from very different values. Bekey [9] refers autonomous systems as systems capable of operating in the real-world environment without any form of external control for extended periods of time. Cañamero [18] also gives a similar definition of autonomous agents and affirms that they are natural or artificial systems, which must satisfy a set of possible conflictive goals, in constant interaction with dynamic and unpredictable environments with limited resources.
Moreover, Bellman [10] states that autonomy implies a decision making process and this requires some knowledge about the current state of the agent and environment, including its objectives.
We consider the level of autonomy of robots as the amount of decisional mechanisms they are endowed with [23] . In our approach, an autonomous robot must know what action to execute in every situation in order to fulfill its goal. In the case that this robot does not have this knowledge, it must learn this relation between situations and actions. The robot learns this relation by interacting with its own environment where several objects can exist.
According to Mataric [41] , learning has been denominated as one of the distinctive marks of the intelligence and introducing adaptation and learning skills in artificial systems is one of the greatest challenges of the artificial intelligence. Moreover, Gadanho [20] states that learning is an important skill for an autonomous agent, since it gives the agent the plasticity needed for being independent.
In this work we propose a motivational system for autonomous decision making which endows robots with the capacity to learn to decide what to do and when to do it to satisfy its inner needs.
Since the robot will be learning on real environment interacting with several objects, it is desired to achieve it on an acceptable range of time. In addition, the relationship among the objects is a key aspect. For example, to drink water, it has to be learnt that, first, you have to grasp a glass, then you fill it with water and eventually you drink it. This process implies different objects.The new reinforcement learning algorithm called Object Q-Learning will deal with all these issues in Sect. 3 .
The rest of the paper is organized as follows. Next section presents some previous works about autonomy and decision making in robots. Afterwards, reinforcement learning and its well-known Q-Learning algorithm are introduced. Following, Sect. 4 defines how the state of the robot is formed. Then the Object Q-Learning algorithm is presented. After that, our theoretical approach is explained and then how it has been implemented in a real platform will be shown. Coming after, the results of the experiments with out robot Maggie are presented and they are discussed in the next section. Finally conclusions are summarized and the future works are roughly exposed.
Autonomy, Decision Making and Learning in Robots
Autonomy, and more precisely, autonomous robots have been extensively studied in the last years. More general researches have been focused on autonomous agents. As said in [2] , agent autonomy is defined like the capability to interact independently, exhibiting control over its own internal state. In addition, Verhagen [60] mentioned that autonomy is the degree in which one agent is independent with respect to another entity, the environment, other agents or even its own developer. Additionally, Barber and Martin [5] consider autonomy as a measure and adjustable value.
Regarding robots, Alami et al. [1] and Estlin et al. [19] present autonomy in robots as the capacity of producing plans for reaching a given goal. These plans could be modified on the fly and goals are given by users. At [24] adaptive autonomy is implemented in a tele-operation robot and the change in autonomy level is made dynamically.
As it has been mentioned before, autonomy in robots is very close to decision making [47] . Different approaches have been used for decision making in robots. Smith [52] implemented fuzzy decision making for navigation purposes in a robot. In contrast, Schermerhorn [49] makes decisions computing goals priorities based on its importance and its urgency. Schermerhorn also remarks the importance of dynamic autonomy in the performance of a robot team. Scheutz [50] presents a decision making using likelihood of success, the benefit and the cost of an action. In [31] , decisions are made considering information gathered by humans and robots, and operators are treated as perceptual resources of information; operators are queried depending of the amount of uncertainty in robot's beliefs.
As in many others scientific fields, researches try to imitate humans' mind and last investigations emulate humans' decision making. Accordingly, emotional and motivational models are suggested. As it has been exposed at [8] , humans' decision-making is not affected only by the possible outcomes, but also emotions play a main roll. In view of it, several authors propose decision making systems based on motivations, drives, and emotions [17, 21, 37, 42, 59] . In this work, we follow this approach, and the decision making system is based on drives and motivations. Emotions are also included in previous work [39] , but in the present implementation they are not included yet.
Our approach has been inspired mainly by Cañamero's [16, 18] , Gadanho's [20, 22] , and Velasquez's [57, 58] works.
In Cañamero's works, the original idea was that the behaviours of an autonomous agent are directed by motivational states and its basic emotions. The motivations, according to Cañamero, can be viewed as homeostatic processes that maintain a physiological variable controlled within a certain range. When the value of this variable is not equal to its ideal value, the drive emerges. The intensity of the motivation is a function of its related drive and a certain external stimulus. Once the highest motivation is obtained, the intensity of every behaviour, linked to this motivation, is calculated and the one with the highest intensity is executed.
Gadanho proposed a control architecture for autonomous robots with a system based on a set of homeostatic variables which must be maintained within a certain range. In her approach, the robot adapts to its environment using an adaptive controller adjusted using reinforcement learning. The goals are explicitly associated to the homeostatic variables. In order to reflect the hedonic state of the agent, a wellbeing value is created. This value mainly depends on the value of the homeostatic variables. In this approach, this wellbeing value is used as the reinforcement function.
Another approach was developed by Velásquez, who proposed an architecture developed for autonomous agents and contains an emotion generation model and a system of drives in order to develop a decision making model based on emotions. The drives system even exploit its influence in order to select specific behaviours. In this model, the behaviours compete among them to take the control. Therefore, only one behaviour is active at one time.
As will be shown, we use homeostatic drives that are related to motivations, as Cañamero does. Nevertheless, in our approach, the motivations, and not the behaviours (as referred to in Velasquez's approach) compete among them and the winner does not have any related behaviour that satisfies the associated need, as Cañamero proposes. In our situation, the robot must learn, using a reinforcement learning algorithm, which action to select in order to maintain the wellbeing within an acceptable range. This wellbeing is also a function of the needs of the robot, as Gadanho also considers, and its variation will be considered as the reinforcement function for the learning algorithm.
Lorenz defined learning as the adaptive changes of behaviour and this is, in fact, the reason why it exists in animals and humans [33] .
In relation to learning in robotics, Mataric in [41] states that learning is particularly difficult in robots. This is because interacting and feeling in the physical world requires to deal with the uncertainty due to the partial and changing information of the conditions of the environment. Nevertheless, learning is an active area in robotics and reinforcement learning is one of the learning methods that has been most successfully implemented in robots. In fact, according to some authors, reinforcement learning seems to be the natural selection for learning policies of mobile robot control. Instead of designing a low-level control policy, a description of the tasks at high-level can be designed through a reinforcement function. Frequently, for robot tasks, rewards corresponds to physical events in the environment. For instance, for the obstacle avoidance task, the robot can obtain a positive reinforcement if it gets its goal, and negative if it crashes into some obstacle [51] .
Reinforcement Learning and the Q-learning Algorithm
Reinforcement learning allows an agent to learn behaviour through trial and error interactions with a dynamic environment. An agent is connected with its environment via perception and action. On each step of iteration the agent receives information about the state s of the environment. The agent then chooses an action a. The action changes the state of the environment, and then the agent receives a reinforcement signal r. The goal of the agent is to find a policy, mapping to states to actions, that maximizes some long-run measure of reinforcement [30] . Reinforcement learning has been successfully implemented in several virtual agents and robots [4, 12, 29, 40, 43, 55] . One of the main applications, for robots or agents, is the learning of complex behaviours as a sequence of basic behaviours. Those complex behaviours allow to optimize the adaptation of the agent or robot to its environment. The reinforcement learning algorithm named Q-learning [62] has become one of the methods that is most used in autonomous robotics [56] .
The goal of the Q-learning algorithm is to estimate the Q values for every state-action pair. The Q value is defined as the expected reward for executing action a in state s and then following the optimal policy from there [51] . Every Q(s, a) is updated according to:
where:
is the value of the new state s and is the best reward the agent can expect from the new state s . A is the set of actions, a is every action, r is the reinforcement, γ is the discount factor and α is the learning rate. The learning rate α (0 < α < 1) controls how much weight is given to the reward just experienced, as opposed to the old Q estimate [28]. This parameter gives more or less importance to the learnt Q values than new experiences. A low value of α implies that the agent is more conservative and therefore gives more importance to past experiences. If α is high, near 1, the agent values, to a greater extent, the most recent experience.
Parameter γ (0 < γ < 1) is known as the discount factor, and defines how much expected future rewards affect decision now. A high value of this parameter gives more importance to future rewards. A low value, on the contrary, gives much more importance to current reward [28] .
As previously said, the final goal of the agent is to learn the optimal policy, the one that maximize the total expected reward. This policy relates, with probability 1, the actions that must be selected in every state. Once the optimal function Q * (s, a) is obtained it is easy to calculate the optimal policy, π * (s), considering all the possible actions for a certain state and selecting the one with the highest value:
The State Space
In this work, it is assumed that the robot lives in an environment where it can interact with other objects. The goal of the autonomous robot is to learn what to do in every situation in order to survive and to maintain its needs satisfied.
In this system, the state of the agent s S is the combination of its inner state and its external state:
where S inner and S external are the sets of internal and external states of the robot, respectively. The inner state of the robot is related to its internal needs (for instance: the robot is "hungry") and the external state is its state in relation to all the objects present in the environment:
therefore,
where S obj i is the set of the states of the robot in relation to the object i. For every object, the robot could be in n different states, so, the number of states will increase as the number of objects in the environment grows. For example, if for every object there are four different binary variables describing the relation of the robot with it, then, for every object we would have: 2 4 = 16 states in relation to it. Assuming that there are, for example, 10 objects in the environment, then, according to (5) , the number of external states would be 16 10 . Finally, since the state of the robot is its combination between the inner and the external state (6) , the final number of states would be even bigger since we must multiply the number of external states by the number of internal states. Moreover, assuming that the robot can execute a certain amount of actions, or skills, with each object, the number of utility values, Q(s, a), for every state-action pair, could become really high. This great number of Q values to calculate presents problems since it would take a long time for those values to converge. This is because in order to those values converge, every state-action pair must be visited by the agent an infinite number of times [28].
Reduced State Space
As previously stated, as the number of variables increases linearly, the number of states increases exponentially. This problem is known as the curse of dimensionality [61] . Many authors have proposed several solutions to deal with this problem. One solution would be to use the generalization capabilities of function approximators. Feedforward neural networks are a particular case of such function approximators that can be used in combination with reinforcement learning. Nevertheless, although the neural networks seem to be very efficient in some cases of large scale problems, there is no guarantee of convergence [14] .
Other authors propose some methods in order to reduce the state space. According to Sprague and Ballard, this problem can be better described as a set of hierarchical organized goals and subgoals, or a problem that requires the learning agent to address several tasks at once [53] . In [26] and [61] the learning process is accelerated by structuring the environment using factored Markov Decision Processes (FMDPs). The FMDPs are one approach to represent large, structured MDPs compactly, based on the idea that a transition of a variable often depends only on a small number of other variables.
In [32] , the authors present a review of other approaches which propose a state abstraction, or state aggregation, in order to deal with large state spaces. Abstraction can be thought of as a process that maps the original description of a problem to a much compact and easier one to work with. In these approaches the states are grouped together if they share, for example, the same probability transition and the reward function [13, 25] . Others consider that states should be aggregated if they have the same optimal action, or similar Q-values [15] , etc.
In this work, we propose a different solution to reduce the state space: the states related to the objects are going to be treated as if they were independent of one another. This assumption is based on human behaviour, since when we interact with different objects in our daily life, one, for example, takes a glass without considering the rest of objects surround.
As a consequence, the external state is considered as the state of the robot in relation to each object separately. This simplification means that the robot, in each moment, considers that its state in relation, for example, to obj 1 is independent from its state in relation to obj 2 , obj 3 , etc. so the robot learns what to do with every object by separate. This simplification reduces the number of states that must be considered during the learning process of the robot.
where S red external is the set of the reduced external states. For example, following the example presented in the previous section, for the 10 objects present in the world we would obtain 10 × 16 = 160 external states, those ones related to the objects. Therefore, the total number of utility values Q(s, a) would be greatly reduced.
Finally, the total state of the robot in relation to each object i is defined as follows:
where S i is the set of the reduced states in relation to the object i. Using this simplification, the robot learns what to do with every object for every inner state. For example, the robot would learn what to do with the docking station when it needs to recharge, or what to do with the player when it is bored, and so on without considering its relation to the rest of objects.
Collateral Effects and Object-Q Learning
The simplification made in order to reduce the state space considers the objects in the environment as if they were independent. This assumption implies that the effects resulting from the execution of an action, in relation to a certain object, do not affect to the state of the robot in relation to the rest of objects. Let us give an example: if the robot decides to move towards the player, this action will not affect to the rest of objects. Nevertheless, if previously, the robot was recharging in the docking station, this action (to move towards the player) related to the object player, has affected to the state in relation to the docking station.
The "collateral effects" are those effects produced by the robot on the rest of the objects when interacting with a certain object. Therefore, in order to take into account these collateral effects, a modification of the Q-learning algorithm is proposed: the Object Q-learning, introduced in previous works [36, 38] , where it was successfully implemented on virtual agents. Using this algorithm, the Q values are updated in the following way:
where the super-index obj i indicates that the learning process is made in relation to the object i. Therefore, s S i is the state of the robot in relation to the object i, A obj i is the set of the actions related to the object i and s is the new state in relation to the object i. Parameter r is the reinforcement received, γ is the discount factor and α is the learning rate. Moreover,
is the value of the object i in the new state considering the possible effects of the executed action with the object i, on the rest of objects. For this reason, the sum of the variations of the values of every other object is added to the value of the object i in the new state, previously defined in (2) .
These increments are calculated as follows:
Each of these increments measures, for every object, the difference between the best the robot can do in the new state, and the best the robot could do in the previous state. In other words, when the robot executes an action in relation to a certain object, the increment or decrement of the value of the rest of objects is considered.
Considering the example presented at the beginning of this section, if the objects the robot can interact with are limited to a player and the charger, the current states related to these objects are far from the player and plugged to the charger. Once the action move towards the player is executed, then the new states are close to the player and unplugged from the charger. Therefore Object Q-Learning is applied as follows. 1 From (9), (10) and (11):
and a can be any action with the player. The collateral effects are:
where a is any action related to charger.
The Decision Making System
Authors propose a decision making system for a social robot based on motivations where no specific goals are given in advance; the objective of robot's life is to be fine, in the sense that it has to keep its needs (drives) within an acceptable range, but the way to achieve it is not defined.
In our decision making system, the autonomous robot has certain drives and motivations. The goal is to survive by maintaining all its drives satisfied. For this purpose, the agent must learn to select the right action for every state, in order to maximize its wellbeing. The wellbeing of the robot will be defined, in the next section, as a function of its drives.
First, let us introduce the concepts of drive and motivation. The robot can be parameterized by several variables, which must be at an ideal level. When the value of these variables differs from the ideal one, an error signal occurs: the drive. These drives constitute urges to act based on bodily needs related to self-sufficiency and survival [16] . In this approach, the drives are considered as the needs of the agent.
Motivations are those internal factors, rather than external ones, that urge the organism to take action [48] . The motivational states represent tendencies to behave in particular ways as a consequence of internal (drives) and external (incentive stimuli) factors [3] . In other words, the motivational state is a tendency to correct the error, i.e., the drive, through the execution of behaviours.
In order to model the motivations of the agent, we use Lorentz's hydraulic model of motivation as an inspiration [34] . In Lorenz's model, the internal drive strength interacts with the external stimulus strength. If the drive is low, then a strong stimulus is needed to trigger a motivated behaviour. If the drive is high, then a mild stimulus is sufficient [11] . Therefore, the intensities of the motivations are calculated as shown in (12) If
where M i are the motivations, D i are the related drives, w i are the related external stimuli, and L d is called the activation level. Motivations whose drives are below respective activation levels will not compete for being the dominant motivation. The general idea is that we eat when we are hungry and also when we have food in front of us, although we do not really need it.
Once the intensities of the motivations are calculated, the internal state of the robot is determined by the motivation with the highest value. This is the dominant motivation.
As has been previously explained, the state of the robot, defined by (4), is a combination of the inner and external state. The inner state, as has been just explained, is determined by the dominant motivation of the robot, and the external state is its defined by its relation to every object in its environment.
The action selected at each moment will depend on the state of the robot and the potential actions, since the external state restricts the possible actions: for example, we can not eat if we do not have food. It is important to note that the robot does not necessarily know the consequences of its actions, nor the reinforcement that it will receive. The robot just have the knowledge about which actions can be executed with every object.
Pairs formed by the state s and each action a will have an associated value Q(s, a) which represents the suitability of that action on that state. These values will be tuned by interaction between the robot and the environment during the learning process. In particular, the already presented Object Q-learning has been applied in this work. In the next section, the learning process will be explained.
Learning to Choose
In this implementation, based on the drive reduction theory, which states that the drive reduction is the chief mechanism of reward [27] , the reinforcement function will be the variation of the wellbeing of the robot. The robot's wellbeing is a function of its drives and it measures the degree of satisfaction of its internal needs. Mathematically:
where α i are the ponder factors that weight the importance of each drive on the wellbeing of the robot and W b ideal is the ideal value of the wellbeing which corresponds to the value of wellbeing when all drives are satisfied. It is easy to observe that as the values of the needs of the robot (the drives) increase, its wellbeing decreases. Therefore, the reward value for one action correspond to the variation of all the drives during its execution. For example, for action A
Considering (14), the reward for an action will depend on how fast drives change their values and the duration of the action.
At the beginning of the learning process, all Q-values can be set to the same value. This means that no knowledge is provided in advance, there is no better actions than others for any state. On the other hand, in the same manner animals inherit abilities from their parents, previous knowledge can be assigned, so, they do not have to start from scratch. This can be useful when, for example, we do not want to allow the robot to die, i.e. battery is depleted, so the knowledge to survive is initially predefined. However, in this work, the former has been applied. This implies that, at some point, the robot could run out of battery because it does not know yet what to do in that case and the robot will try and fail until it learns.
Making it Real in Maggie
In this section, the first implementation of the decision making system and the learning process is presented. Moreover, an explanation of how the decision making system interacts with the other components of the control architecture running in the robot is given.
The intended decision making system will be developed and implemented on the social robot named Maggie [45] which is controlled by the Automatic-Deliberative (AD) architecture [6, 7] . Summarizing, AD is a two levels architecture where communication is accomplished by Events, Short Term Memory and Long Term Memory (Fig. 1) . Its essential component is the skill and its located in both levels [44] . An extensive example about how it is applied is presented at [46] . The components of the AD architecture are shown at Fig. 1 .
In relation to its hardware, Maggie is built on a wheeled base which allows the robot to move through the environment. Its arms, neck, and eyelids can be moved in a humanlike manner. The vision system uses a camera in the head and, thanks to it, Maggie can recognize people and play several games. Laser telemeter and ultrasound sensors are used by the navigation system. By means of an infrared emitter/receiver, Maggie also operates different home appliances such as televisions or music players. Touch sensors on the surface of the body and a touch screen situated in the breast are used for a direct interaction with people. Inside the head, an RFID antenna is placed for identifying objects. In order to provide verbal interaction, our robot is equipped with a text-to-speech module and an automatic speech recognition system.
The proposed decision making system has a bidirectional communication with the rest of the control architecture ( Fig. 1 ). On the one hand, the decision making system selects the proper behaviour which satisfies the most urgent need. This behaviour is translated into a skill (deliberative or automatic one). On the other hand, the decision making system needs information from the environment in order to update the state of the robot and to assess the suitability of the skills activated. This information will be provided by the sensors of the robot.
The aim of the presented decision making system is to achieve a full autonomous robot which learns to make decisions. Once the learning process has finished, the most appropriated action at each moment will be selected by the decision making module. Choosing the right action depends on the value of the motivations, previous experiences, and the relationship with the environment. All these elements have been modelled in order to be processed by the implemented decision making module.
The whole process can be summarized in the next steps:
1. Compute the dominant motivation (internal state) 2. Sense the state in the world (external state) 3. Evaluate possible actions and select one of them according to their Q-values 4. Updating the suitability of the selected action At Sect. 8 an example of how to apply our motivational decision making system is presented.
Internal State: Drives and Motivations
As expressed by (12) , each motivation is represented by a value and it is affected by two factors: internal needs and external stimuli. Internal needs are the drives, and their values depend on inner parameters. External stimuli are the objects situated in the environment altering the robot motivations. In addition, each motivation has an activation level: under it, motivations values will not be considered for the dominant motivation.
As mentioned, the internal needs, the drives, represent an internal value. Each motivation is connected to a drive. The selected drives are: calm: the need of peace. boredom: the need of fun or entertainment. energy: this drive is necessary for survival.
Since we want Maggie to be an autonomous social robot, based on past works [39] and experiences, three nonconventional motivations have been defined: relax: it is linked to a peaceful environment and it is related to the drive calm. fun: this motivation is related to entertainment purposes. Its associated drive is boredom. survival: it refers to the energy dependence. This motivation is connected to energy need.
Since drives temporally evolve from scratch, motivations do as well. In our implementation, boredom, and calm drives linearly increase but with different parameters. It means that, as time goes by, these drives become bigger and bigger, and so do the corresponding motivations. Boredom is the fastest drive since calm evolves slighter. This is because in social robots, as ours, interaction with people is the most relevant aim and fun motivation can involve to stablish relationship with people (for example, dance accompanied by persons). Hence fun motivation takes priority over the others.
The most relevant inner need, due to the necessity of survival, is the Energy drive. If we want to achieve a fully autonomous robot, power autonomy is the first step. Therefore, this drive will evolve as battery level varies. Then, its value will match the battery level.
After a drive is satisfied, it does not intermediately start evolving, there is a satisfaction time before it evolves again. The same idea occurs to human beings: once they have eaten, they do not feel hungry again but it takes some time before they need to eat again.
Moreover, in order to avoid an unstopped increase in the value of one of the drives, a saturation level is defined for each one: once a drive has reached its saturation value, it will not grow more. Different drives have different saturation values which will affect the dominant motivation in case of a never-ending expansion of the drives. In our implementation, energy has the highest saturation level, and the boredom and calm drives go after.
External Stimuli
Just like human beings can feel thirsty when they see water, the motivations are influenced by objects in the world and their states. That is called the external stimuli for motivations. These stimuli may have more or less influence: their values depend on the states related to the objects.
External State: Sensing the World
The world is sensed by the robot in terms of objects and the related states to these objects. Objects are not limited to physical objects but abstract objects too. So, in this first implementation, the world where Maggie is living in is limited to the laboratory and three objects have been defined: a cd player, the music in the lab and the docking station for supplying energy. Also relative states to all these items have to be presented and the transitions from one state to another is detected by several skills running on Maggie. More technical issues about how objects are sensed and what a skill is can be found in the references [44, 46] .
In Fig. 2 , objects and their states, actions, and transitions between states are shown. Dashed arrows represent transitions triggered by actions from other objects.These transitions correspond to the collateral effects presented at Sect. 5. Continuous ones mean actions executed with the objects, and circles are the states related to each item. If an action does not appear at one state, it means that it is incoherent to execute it from that state, e.g., Maggie cannot play a cd if it is far from the player or it cannot dance if it is not listening music. Section 7.3 details all these actions.
In order to operate the cd player, the robot has to be close to the player. Two different states have been considered: when the robot is close to the player and it is already working (near-on), and when the robot is close but it is not running (near-off). This is required to avoid to send the same command twice to the player. The information required to determine the position related to the player is provided by the navigation system.
The robot's environment is the lab, and music can sound there. Then, the robot can be listening, or not, music. Just when the robot is listening music, it is able to dance. If music is mute, it does not make sense to dance. The infrared The docking station is the source of energy. If the robot is plugged the battery is charging, otherwise the battery level decreases and the robot is unplugged. In order to find the docking station, the robot relies on the navigation system and the information from the laser telemeter. Eventually, to determine if it is plugged or not, a data acquisition device is reading the battery data.
Acting in the World: What Does Maggie Do Now?
Maggie interacts with the world through the objects and their potential actions. These actions are implemented as skills in the AD architecture. The actions cause effects over the drives. When the actions have ended, i.e. when the skill associated has been blocked because it has reached its goal, the effects are applied. If an error occurs during a skill execution or it is not successful, this situation is notified and its effect is not applied. In our experiments, the effects satisfy a drive, which becomes zero, or they could decrease it. Actions could also "damage" some drives of the robot increasing their values but this has not been considered in this work.
Following, the collection of skills are introduced. The possible actions with cd player item are: -Go to player: Maggie will approach cd player to operate it. If the robot was plugged, this action will unplug the robot. -Play a cd: a cd is played at the cd player when it is off.
This action will produce a change of state in other object: the music, from non-listening to listening. -Stop a cd: a cd is stopped when it is being played.This action produces a change of state in other object: the music, from listening to non-listening. -Idle: it just represents the possibility to remain next to the player.
About the music, there is just one possible action:
-dance: the robot moves its body with the music. This action is just executed when Maggie is listening music.
With the docking station, attainable actions are:
-charge: Maggie plugs to the station and it stays there until the batteries are full. At the end of this action the robot will be plugged. -remain: it holds plugged for a while.
It is important to mention that the transitions between two states and the effects of the actions are unknown by the system, this is, the model of the world is not provided in advance. Therefore, this is a model-free approach. These transitions will be learnt.
Next, once the environment where the robot will live has been presented, how the decision making system operates is explained. After the actions have been presented, the decision making system will select one of them to be executed. First of all, when the system starts, drives begin to evolve independently from their initial value zero, and skills start monitoring the related states to items. When a transition to a new state is detected, an specific event is emitted and the states are written in the short-term memory. The decision making module receives this event and states data are updated. Within robot lifetime, the action selection loop is executed in order to determine the next skill to be activated. At each iteration, the dominant motivation is computed as the maximum motivation whose value (internal needs plus external stimulus) is over its activation level. This parameter has been fixed to 10 for every motivation. Using the dominant motivation, the current states related to objects, and the Q-values associated to each feasible action, the next action will be chosen. This Q-values will the best possible action at each world configuration (the dominant motivation plus the state related to each object).
In some cases, the states and the actions are impossible. For example, for playing a cd in the player Maggie has to be near to the player while other cd is not being played (nearoff state). It does not make sense if charge action is activated when the robot is unplugged. At this point, values for these combinations are minimal and they will never be selected for execution.
During our first trials, after all values were fixed, the robot was programmed in such way that it always selected the best actions, it is those actions with the highest associated values. This leads to monotonous behaviours and the robot actions become very predictable. In order to allow risky behaviours, we have to face the dilemma of exploration vs. exploitation, several times refereed in the field of reinforcement learning [54] . Level of exploration represents the probabilities of executing actions different than those with the highest values. Using Boltzmann distribution, probabilities for selecting an action in a state is given by (15) . 
where Q(s, a) is the given Q-value for action a in state s, and A represents all possible actions in state s; T is the temperature and it weights exploration and exploitation. High T gives the same likelihood of selection to all possible actions and the next action will be almost randomly selected; low T enforces actions with high values. As it is presented in [35] , T value will be set according to (16) .
whereQ is the mean value of all possible Q-values. According to (16) , high δ implies high temperature and, therefore, exploration will dominate: actions will be selected with the same probability. Low δ produces low temperatures and, consequently, exploitation will prevail: actions with high Qvalues associated will be likely chosen.
Experimental Results
As has been established along the whole paper, our goal is to create a robot which is endowed with enough capabilities to autonomously make the proper decisions at each moment.
In order to do that, at the beginning, the robot has to learn the right relation between states and actions. Later it will use this knowledge to keep its needs at low level. The experiments will be split into two phases: exploration phase, which corresponds to the learning period, and exploitation, i.e. when the robot applies the acquired knowledge. All parameters set during the experiments will shape a specific personality for the robot. Changing these parameters, new personalities will be exhibited by the robot. The performance of different personalities will be studied in the future.
In our implementation, all external stimuli values have been fixed empirically. All external stimuli and their values Table 1 . Due to the fact that Maggie really likes to dance, fun motivation is affected when it is listening music. Besides, when the robot feels the charger, i.e. when it is plugged, survival motivation receives an increase of two units. Some actions affect the drives. The effects of these actions are presented in Table 2 . Figure 3 shows the experiment set up in the laboratory. The robot moves in the area between the music player and the docking station and it avoids collisions.
Exploring
The learning was achieved using the Object Q-Learning explained at Sect. 5. Initially, all Q-values were set to 1, so, there is no previous knowledge. This means that the new state after an action and the reward are unknown. Additionally, since we desire the robot to learn fast according to (9) , α will be set to 0.3. This value gives a relevant value to the future rewards so the learning is accelerated. After a while, we started to exploit a bit by gradually decreasing α from 0.3 at iteration 200 to 0.13 at iteration 300. During the rest of the experiment α did not change any more.
Learning must to try every combination for state-action pair. The way to achieve it is setting a high temperature T for the action selection (Sect. 7.3). Therefore, in this phase δ was set to 10.
The next graphs show the evolution of Q-values during a learning session which lasted six hours.
Due to the large extension of the results, just the most relevant results are shown. The rest will be presented on detail on future works. Figures 4 and 5 plot all the states and the actions when fun and survival are respectively the dominant motivations. Considering that the state of the robot respects to the objects is formed by the state related to each object, the potential set of actions for a particular world configuration will be formed by the possible actions with each object. Figure 4 presents the learnt values when fun is the dominant motivation. It is easy to appreciate that, when the music is listening, Fig. 4(f) , dance action is the most suitable action because it satisfies the boredom drive. Moreover, in relation with other objects, if the robot is at state near-off, Fig. 4(c) , both possible actions, play and idle, have a relative high Q-value. Play is high due to the fact that the robot has learnt that the next best thing the robot can do after play is to dance, which has the highest Q-values. Idle is a good action because the energy waste is minimal (i.e. the energy drive roughly increases) and the next best action is to play, which is high as well. When the robot is far from the player, Fig. 4(e) , go to player action slightly augments because it has learnt that after this action, it is close to the player and, sometimes, it will be near-on, Fig. 4(c) , and, others, near-off 4(d). The final learnt Q-value represents the average of the values of the two possible states which is a little increase. Actions at near-on state, Fig. 4(c) , does not have high Qvalues because from this state, there is nothing better to do with the player so actions available at this state are penalized. Since the robot needs to have fun, all actions related to the docking station have low Q-values. In fact, when the robot is unplugged, Fig. 4(b) , and goes to the charger, charge action, this not a good action because it implies a waste of energy when the energy is not required. Remain plugged, Fig. 4(a) , is not either good for the reason that energy drive is not changing but the other drives do. Then the wellbeing is reduced.
All the relations between actions from different objects are collateral effects learnt by the robot.
In Fig. 5 , Q-values when survival is the dominant motivation are plotted. In this situation, when the robot is unplugged, Fig. 5(b) , charge action will have always the highest value because it satisfies the need of energy. Besides, once the robot is plugged, Fig. 5(a) , remain in that state is not profitable since the batteries are full after the charge action. This action is hardly executed because the energy drive has been satisfied and a new dominant motivation arises. However, due to the dynamics of the battery level this is not always true, and this action is few times executed. In other states, actions do not affect energy drive but other drives do. In this case their Q-values increase because there is always Fig. 4 Q-values when the dominant motivation is fun. Sub-figures plot the potential actions on each state. The states are: plugged (a) or unplugged (b) to the docking station, near the player when it is working (c), or not (d), or if it is far from it (e), and when the music is listening (f) a reward due to the fact that other drives are satisfied. This happens for example at listening with dance or at near-off with play.
Exploiting
After exploring, the learnt values must be exploited in order to check if the learnt policy is right. Learning is reduced by setting α to 0.0001. This means that Q-values will minimally vary so learning is almost frozen. In addition, robot will tend to select the most suitable actions so low temperature T is needed. However, considering the social aspects of our robot, we do not desire a robot executing always the same sequence of actions which will lead to monotonous behaviors. Then temperature cannot be extremely low. In the experiment T = 2.
Since wellbeing was employed as reward during the learning process, the robot will tend to maximize the wellbeing. Therefore, the average wellbeing,W b, will be used as a performance rate. In addition, a secure area has been defined. When the robot's wellbeing is inside this area, it can be said that the robot is fine because the wellbeing is high. The percentage of time in this area will provide an idea about how much time the robot is well. Considering that in the experiments the ideal wellbeing was set to 20, Table 3 presents the results.
We can see that the average wellbeing during the exploiting phase is higher than during the exploring one. This is because when exploiting, the robot is using the learnt policy which will keep the wellbeing at high values. Besides, focusing on the time at the secure area, exploiting provides a relevant increase on this value. During the learning phase, 55% of the time the robot was fine. However, explorations rises this value to 69% of the time. This is a significant improvement and we can affirm that the learnt states-actions relationships improve the performance.
Discussion
As a primary result, the robot has learnt the right behaviour in order to satisfy a particular drive, e.g. the robot has learnt that it must dance in order to satisfy boredom, or it has to execute charge action to satisfy energy. Moreover, additional actions which are required to satisfy the most urgent drive will be selected in the proper order even if they are related to other objects. For example, if the robot is far from the player and the music is off, in order to satisfy the boredom, the most likely sequence of actions will be: first, it goes to the player, then play action is executed (so the music is on), and finally it will dance. This sequence has been learnt due to the collateral effects because dance is related to the music but the previous actions correspond to another object, the player. This is a clear example about how collateral effects considered in the Object Q-Learning enhance the learning when different objects are involved.
The percentage of time the robot's wellbeing is in the secure area seems to be a reliable measure of the performance. Since during the exploiting phase a little of randomness still exists, the percentage of time at the secure area is lower than if the most suitable action (this is the action with the highest q-value) is always picked. This is a trade-off between the performance (this is the time it stays at the secure area) and non-monotonous robot's behaviours which execute different actions at the same situation.
When the next state after an action (a) is executed from state s is not deterministic, the resulting q-value corresponding to the state-action pair Q(s, a) will average all the received rewards. For example, when the robot is far from player, the action go to player transits to near-on or near-off. The final q-value will average all the rewards received from both transitions.
Conclusions
In this paper authors present a decision making system implemented on the robot Maggie based on motivations where no predefined goals are provided in advance. This decision making system has learnt from scratch the state-action relationship in order to keep robot's wellbeing in an acceptable range.
Learning has been accomplished by the robot interacting with the environment. The new Object Q-Learning algorithm has been used as the learning algorithm. This algorithm takes advantage of the proposed reduction on the state space: the states related to objects will be considered as independent. Using this simplification the state space is significantly reduced and robot learns to deal with each object. Besides, the possible relationships between objects (collateral effects) are considered by the algorithm. The collateral effects are the effects over the rest of the objects when the robot is interacting with a certain object.
Since the variation of the robot's wellbeing has been used as the reinforcement during the learning, the robot has learnt to keep its wellbeing as high as possible. This is, it learns the best policy to satisfy its needs. In order to achieve it, robot's actions and the robot's state perception,which is formed by its inner state (the dominant motivation) and the external state (the state into its "world"), are accomplished by skills running in the AD architecture.
The experimental tests carried out with the robot showed that the learnt policy keeps the drives low and, therefore, a high wellbeing. During the learning phase, the average robot's wellbeing is lower than when the robot is exploiting the acquired knowledge.
Looking into the results, we can observe that the relationship between actions with different objects has been properly learnt as well. For example, when fun is the dominant motivation, the robot has learnt that it has to dance but, if it is not listening music, it has to play it with the player. Moreover, it also has learnt that if it wants to have fun but it is not listening music and it is far from the player, before anything else it must approach to the player.
The motivations, the drives, and all other required parameters define the personality for the robot. The value of all parameters are critical to get the desire behaviour and this has to be considered when tuning the parameters.
In summary, the proposed decision making system is able to learn by itself, without prior knowledge, the relationship between the behaviours and the states: it is able to satisfy the most urgent drive selecting the proper behaviour. The presented reinforcement learning process has exhibited great results considering the states of objects independent one from each. Besides, the relationship among several objects has been learnt as well by means of the Object Q-Learning algorithm which considers the collateral effects. All these concepts have been implemented on the social robot Maggie whose wellbeing remains high when Maggie exploits the learnt policy.
Future Works
The presented work is limited by the little set of objects the robot interacts with. The capacity of interaction with the environment is limited by the perception and action over the environment. New skills and technologies are being explored in order to interact with more complex objects.
So far, all the objects are static. However, active objects, i.e. objects which are able to act in the environment and change the robot's state, are being studied to incorporate them into the system. The most significant one is the humanbeing. For example, a person is able to play/stop music and consequently the robot's state will change without its consideration.
In spite of the improvement in the learning algorithm, new algorithms which fit the new requirements will be considered.
In future versions, emotions will take part of the system. We expect that emotions will add more natural behaviors and bring new approaches to the challenging decision making process.
