Abstract: We show first that there are intrinsic relationships among different conditions, old and recent, which lead to some general statements in both the Stieltjes and the Hamburger moment problems. Then we describe checkable conditions and prove new results about the moment (in)determinacy for products of independent and non-identically distributed random variables. We treat all three cases when the random variables are nonnegative (Stieltjes case), when they take values in the whole real line (Hamburger case), and the mixed case. As an illustration we characterize the moment determinacy of products of random variables whose distributions are generalized gamma or double generalized gamma all with distinct shape parameters. Among other corollaries, the product of two independent random variables, one exponential and one inverse Gaussian, is moment determinate, while the product is moment indeterminate for the cases: one exponential and one normal, one chi-square and one normal, and one inverse Gaussian and one normal.
Introduction
There is a long standing interest in studying products of random variables; see, e.g., [13] , [16] , [19] , [6] , [18] , [10] , [23] and the references therein. The reasons are two-fold. On one hand, to deal with products leads to non-trivial, difficult and challenging theoretical problems requiring to use diverse ideas and techniques. Let us mention just a few sources: [10] , [1] , [3] . On the other hand, products of random variables are naturally involved in stochastic modelling of complex random phenomena in areas such as statistical physics, quantum theory, communication theory and financial modelling; see, e.g., [4] , [9] , [10] , [7] , [12] , [8] , [17] , [5] .
In general, it is difficult to find explicit closed-form expressions for the densities or the distributions of products of random variables with different distributions. It is, however, possible to study successfully the moment problem for products of independent random variables; see, e.g., [15] , [22] . Answers about the moment (in)determinacy can be found if requiring only information about the asymptotic of the moments or about the tails of the densities or of their distributions.
All random variables considered in this paper are defined on an underlying probability space (Ω, F , P) and we denote by E[X] the expected value of the random variable X. A basic assumption is that the random variables we deal with have finite moments of all positive orders, i.e. E[|X| k ] < ∞, k = 1, 2, . . . . We write X ∼ F to tell that X is a random variable whose distribution function is F and denote its kth order moment by m k = E[X k ]. We say that X or F is moment determinate (M-det) if F is the only distribution having the moment sequence {m k } ∞ k=1 ; otherwise, we say that X or F is moment indeterminate (M-indet). We use traditional notions, notations and terms such as Cramér's condition, Carleman's condition, Krein's condition, and Hardy's condition. For reader's convenience we give their definitions in the text if necessary.
We use Γ(·) for the Euler-gamma function, R = (−∞, ∞) for the set of all real numbers, R + = [0, ∞) for the nonnegative numbers, the symbol O(·) with its usual meaning in asymptotic analysis and the abbreviation i.i.d. for independent and identically distributed (random variables).
In Section 2 we describe useful intrinsic relationships among different old and recent conditions involved in the Stieltjes and/or the Hamburger moment problems. Then we prove some new results under conditions which are relatively easy to check. In Section 3 we deal with the moment determinacy of products of independent nonnegative random variables with different distributions, while in Section 4 we consider products of random variables with values in R. Finally, in Section 5, we treat the mixed case: products of both types of random variables, nonnegative and real ones with values in R.
The results presented in this paper well extend some previous results for products of i.i.d. random variables. Here we need a more refined analysis of the densities of products than in the i.i.d. case. As an illustration we characterize the moment (in)determinacy of products of random variables whose distributions are generalized gamma or double generalized gamma all with distinct shape parameters. We have derived several corollaries involving popular distributions widely used in theoretical studies and applications. Let us list a few: (i) the product of two independent random variables, one exponential and one inverse Gaussian, is M-det; (ii) the product of independent exponential and normal random variables is Mindet; (iii) the product of independent chi-square and normal random variables is M-indet; and (iv) the product of independent inverse Gaussian and normal random variables is M-indet.
Some General Results
In this section we present two lemmas, Lemma 1 and Lemma 2, each containing workable conditions which, more or less, are available in the literature. Some of these conditions are old, while others are recent. We describe intrinsic relationships among these conditions and use them to prove new results; see Theorems 1-4.
Our findings in this section can be considered as a useful complement to the classical criteria of Cramér, Carleman, Krein, Hardy and their converses, so that all these taken together make more clear, and possibly complete, the picture of what is in our hands when discussing on the determinacy of distributions in terms of their moments.
Stieltjes Case
Lemma 1. Let 0 ≤ X ∼ F . Then the following four statements are equivalent:
Proof. The equivalence of conditions (i) and (ii), a known fact for decades, can be easily checked. Conditions (iii) and (iv) appeared recently and their equivalence to condition (ii) was shown in [21] . (ii) The boundary value a = 2 is the best possible for X to be M-det. Proof. Part (i) follows easily from Lemma 1. To prove part (ii), we take a number a > 2 and we want to find a random variable, say X a ∼ F a , such that the moments growth condition
Actually, we are going to show a little more. Namely, we describe explicitly one fixed random variable, sayX ∼F , such that the above properties are valid for all a > 2 not just for a fixed a. For this purpose, we consider the following absolutely continuous distributionF whose density is
Here δ > 1 andc is the norming constant. Then it is easy to evaluate the Krein quantity forX ∼F . Recall thatX is nonnegative, so in this Stieltjes case we obtain
HenceX is M-indet (see, e.g., [14] , Theorem 3). The next step is to check that m k = O(k ak ) as k → ∞ for all a > 2. To see this, we fix a > 2, take b ∈ (2, a) and easily find a number x 0 ≥ 1 such that
for all x ≥ x 0 . We now have that
For the last relation we have used the approximation of the gamma function:
as x → ∞ (see, e.g., [24] , p. 253). Thus we have shown that indeed m k = O(k ak ) as k → ∞ for all a > 2. Therefore the constant 2 in the formulation of the theorem is indeed the best possible for X to be M-det. ✷ Remark 1. For 0 ≤ X ∼ F , let us compare the following two moment conditions:
Here (a) is the condition in Theorem 1, while condition (b) was introduced and used in the recent paper [15] . Both conditions are checkable and each of them guarantees the moment determinacy of F . Just to mention that condition (b) implies condition (a) by referring to Theorem 3 in [15] , while the converse may not be true in general.
The next result, Theorem 2 below, is the converse to Theorem 1, and deals with the moment indeterminacy of nonnegative random variables. We need first one condition which is used a few times in the sequel.
Condition (L):
Suppose, in the Stieltjes case, that f (x), x ∈ R + , is a density function such that for some fixed x 0 > 0, f is strictly positive and differentiable for x > x 0 and
In the Hamburger case we require the density f (x), x ∈ R, to be symmetric. This condition plays a significant rôle in moment problems for absolutely continuous probability distributions. In the literature it is called Lin's condition. It was introduced and efficiently used for the first time in [14] and later used by several authors. This condition is involved in some of our results to follow. Proof. By the condition on the moments, we see that the Carleman quantity for the moments of F is finite. Indeed, in this Stieltjes case we have:
However no conclusion can be drawn from this because C[F ] < ∞ is only a necessary condition for X to be M-indet. We need other arguments. Applying Condition (L) and mimicking the proof of Theorem 4 in [15] , we finally conclude that indeed X is M-indet. ✷ Remark 2. To provide one application of Theorem 2, let us consider, for example, the random variable X = ξ 2(1+ε) , where ε > 0 and ξ ∼ Exp (1), the standard exponential distribution. On one hand, we can use the Krein criterion and show that X is M-indet. On the other hand, X satisfies the moment condition in Theorem 2. And here is the point: instead of applying Krein's condition, we can prove the moment indeterminacy of X by checking that its density f satisfies Condition (L). In general, we follow that approach which seems easier, or which is working in the specific case of interest.
Hamburger Case
We start with Lemma 2 establishing the equivalence of different type of conditions involved to decide whether a distribution on the whole real line R is M-det. Then we present some new results. Theorem 3 below is a slight modification, in a new light, of a result in [2] , while Theorem 4 is the converse to Theorem 3.
Lemma 2. Let X be a random variable taking values in R.
Then the following four statements are equivalent:
iv) X satisfies Cramér's condition: its moment generating function exists.
Proof. It is easy to check the equivalence of conditions (i) and (ii). The equivalence of conditions (ii) and (iv) is well-known, but we provide here a simple and instructive proof based on condition (i). Indeed, by Lemma 1 above, condition (i) is equivalent to say that the random variable Y = X 2 satisfies Hardy's condition, namely, E[e c √ Y ] = E[e c|X| ] < ∞ for some constant c > 0. The latter, however, means that X itself has a moment generating function. This is exactly claim (iv). Finally, applying again Lemma 1 to the nonnegative random variable Y , we obtain the equivalence of (ii) and (iii). Therefore, as stated, all four conditions (i) -(iv) are equivalent. ✷ Remark 3. In [2] the moment condition m k = O(k k ) as k → ∞ was used to derive the M-det of X on R. This condition can be replaced by a weaker one, allowing a 'faster' growth of the moments., e.g.,
Such a statement can be established by using quasi-analytic functions. We do not give details here. Proof. Part (i) follows immediately from Lemma 2. Part (ii) is essentially given in [2] . However, it is useful to have here the main arguments. Let us consider the distribution F with the following symmetric density (compare this with (1)):
where δ > 1, f (0) = 1 andc is a norming constant. In this, already Hamburger case, the Krein quantity for X ∼ F, with density f given by (2), can be evaluated and shown to be finite. Namely, we have that
Hence X is M-indet (see, e.g., [14] , Theorem 1). However, it is seen that m 2k = O((2k) 2ak ) as k → ∞ for all a > 1. Therefore, the constant 1 in the formulation of the theorem is indeed the best possible for X to be M-det. ✷ Remark 4. Suppose X ∼ F with F having unbounded support, supp(F ) ⊂ R. We want to compare the following two moment conditions:
2 ) as k → ∞. Here (a) is the growth of the moments condition in Theorem 3, while condition (b) was introduced and successfully exploited in the recent work [22] . Both conditions are checkable and each of them guarantees the moment determinacy of X and F . Let us mention that condition (b) implies condition (a) by referring to Theorem 2 in [22] , while the converse may not in general be true. Proof. By the condition on the moments, we see that the Carleman quantity for F is finite (we remember that this is a Hamburger case):
Since no conclusion can be drawn from this finding, we need different arguments. We use Condition (L) and mimic the proof of Theorem 3 in [22] thus arriving at the desired conclusion that indeed X is M-indet. ✷ Remark 5. For example, instead of applying Krein's condition, we can use Theorem 4 to prove the moment indeterminacy of X ∼ F whose density is the symmetrization of that of ξ 1+ε , where ε > 0 and ξ ∼ Exp(1).
Products of Nonnegative Random Variables
We start with two results describing relatively simple conditions on the random variables ξ 1 , . . . , ξ n in order to guarantee that their product is M-det. 
where a 1 , . . . , a n are positive constants. If a 1 , . . . , a n are such that a 1 + · · ·+ a n ≤ 2, then the product
we have, by the independence of ξ i , that
where a = a 1 + · · · + a n . Since, by assumption, a ≤ 2, we apply Theorem 1 to conclude the M-det property of the product Z n . ✷ Theorem 6. Suppose that we know the growth rates r 1 , . . . , r n of the moments of each of the random variables ξ 1 , . . . , ξ n :
where
. . , n, k = 1, 2, . . . . If the rates r 1 , . . . , r n are such that
Proof. Denoting m k = E[Z k n ] and using the independence of ξ i , we find that
where r = r 1 + · · · + r n . Since, by assumption, r ≤ 2, we refer to Remark 1 and conclude that the product Z n is M-det. ✷ Let us provide now conditions under which the product Z n becomes M-indet. 
and there exist constants B i > 0, α i > 0, β i > 0 and real γ i such that
If, in addition to (i) and (ii), the parameters β 1 , . . . , β n are such that
has a finite Krein quantity, thus Z n is M-indet.
Proof. We may assume, see condition (i), that f n is the density which is decreasing in x ≥ 0. Then, clearly Z n is nonnegative and its density, say h n , can be written as follows: for x > 0,
This representation shows that h n (x) > 0 and it decreases in x ∈ (0, ∞). Now, for any choice of numbers a i > 0, i = 1, 2, . . . , n − 1, we have the following:
Therefore, for values of x and a i ≥ x 0 such that x/(a 1 a 2 · · · a n−1 ) ≥ x 0 , we have, by (3) and (4) with a reference to Lemma 4 in [15] , that
Now we need to carefully analyze the factors in the last lower bound for h n (x). Since
. . , θ n−1 , θ n } and let x θ = x 1/θ 0 . Then for x > x θ , we have, by taking a i = x θ i in the above bound for h n , that
In the exponential factor above we keep separately the two terms because of their rôle when evaluating the Krein quantity for h n . Recall that this is a Stieltjes case and we have the following:
The conclusion about the finiteness of K[h n ] relies essentially on the facts that 2θ i β i < 1, i = 1, 2, . . . , n − 1, and 2θ n β n < 1. The proof is complete. ✷ Example 1. For illustration of how to use Theorem 7, consider the class of generalized gamma distributions. We use the notation ξ ∼ GG(α, β, γ) if the density function of the random variable ξ is of the form
Here α, β, γ > 0, f (0) = 0 if γ = 1, and c = βα γ/β /Γ(γ/β) is the norming constant. We have the following statement. Suppose ξ 1 , . . . , ξ n are n independent random variables such that ξ i ∼ GG(α i , β i , γ i ), i = 1, . . . , n, and let Z n = ξ 1 · · · ξ n . Two statements hold:
Corollary 1.
Proof. Note that for ξ ∼ GG(α, β, γ) defined by (5), we have two properties, namely:
, while part (ii) is a consequence of Theorem 7. ✷ Example 2. Consider the class of inverse Gaussian distributions. We say that X ∼ IG(µ, λ) if the density of X is of the form
where µ, λ > 0 and f (0) = 0. If X ∼ IG(µ, λ), then it has a moment generating function. This in turn implies that the power Y = X 2 satisfies Hardy's condition and hence is M-det. Actually, we have that for real r, X r is M-det if and only if |r| ≤ 2 (see [20] ). If ξ 1 and ξ 2 are two i.i.d. random variables with density (6), then the product Z = ξ 1 ξ 2 is also M-det due to Proposition 1(iii) in [15] . The next result is for products of non-identically distributed random variables. λ 2 ) and η ∼ Exp(1) be three independent random variables. Then the following statements hold:
Third, the tail function F satisfies (4) with the exponent β = 1. With these three steps we are in a position to apply Theorems 5 and 7 to confirm the validity of (i) -(iii) as stated above. ✷
Products of Random Variables on R
We start with two results describing relatively simple conditions on the random variables ξ 1 , . . . , ξ n in order to guarantee that their product is M-det. The results are similar to the above Theorems 5 and 6, however we remember that here we deal with the Hamburger case, so we work with the even order moments. 
where a 1 , . . . , a n are positive constants. If the parameters a 1 , . . . , a n are such that
n ] we have, by the independence of ξ i , that
where a = a 1 + · · · + a n . Since, by assumption, a ≤ 1, we apply Theorem 3 to conclude the M-det property of the product Z n . ✷ Theorem 9. Suppose that we know the growth rates r 1 , . . . , r n of the even order moments of each of the independent random variables ξ 1 , . . . , ξ n :
If the rates r 1 , . . . , r n are such that r 1 + · · · + r n ≤ 2, then the product
where r = r 1 + · · · + r n . Since, by assumption, r ≤ 2, Theorem 3 together with Remark 4 implies the M-det property of the product Z n . ✷ Let us describe now conditions under which the product Z n is M-indet. 
If, in addition to the above,
, then the product Z n = ξ 1 ξ 2 · · · ξ n has a finite Krein quantity and hence Z n is M-indet.
Proof. We may assume, see condition (i), that f n is the density which is decreasing in x ≥ 0. Then the density h n of Z n is symmetric about 0 (see, e.g., [11] ) and h n can be written as follows: for x > 0,
Hence h n (x) > 0 and it decreases on (0, ∞). As a consequence, for any choice of the positive numbers a 1 , a 2 , . . . , a n−1 , we obtain the following:
The rest of the proof is similar to that of Theorem 7, but for completeness we give detailed arguments here. Notice first that if x > x 0 and a i > 0 are such that x/(a 1 a 2 · · · a n−1 ) ≥ x 0 , we use the above conditions (7) and (8) to derive the following lower bound for the density h n (x):
> 1 by assumption, we can choose numbers θ i ∈ (0, 1), i = 1, 2, . . . , n − 1, such that θ i <
. . , θ n−1 , θ n } and let x θ = x 1/θ 0 . By taking x > x θ and a i = x θ i , we can rewrite the above lower bound for h n (x) as follows:
. The next step is to evaluate the Krein quantity for h n in this Hamburger case:
. . , n − 1 and θ n β n < 1. Hence, the product Z n is M-indet. ✷ Example 3. We now apply Theorem 10 to the product of double generalized gamma random variables. We write ξ ∼ DGG(α, β, γ) if ξ is a random variable in R with density function of the form
Here α, β, γ > 0, f (0) = 0 if γ = 1, and c = βα γ/β /(2Γ(γ/β)) is a norming constant.
Corollary 3. Suppose that ξ 1 , . . . , ξ n are n independent random variables, and let ξ i ∼ DGG(α i , β i , γ i ), i = 1, 2, . . . , n. For the product Z n = ξ 1 · · · ξ n , we have the following statements:
Proof. Note that for the moment m 2k = E[ξ 2k ] of ξ ∼ DGG(α, β, γ), see (9), we have the following relation: m 2k = O((2k) 2k/β ) as k → ∞. Thus, part (i) is exactly as Theorem 10 in [22] . The same statement can also be proved by Theorem 8 above. Finally, part (ii) follows from Theorem 10. ✷
The Mixed Case
For completeness of our study we need to consider products of both types of random variables, nonnegative ones and real ones with values in R. Since such a 'mixed' product takes values in R, this is a Hamburger case, so we can formulate results similar to Theorems 8 and 9. Since the conditions, the statements and the arguments are almost as in these two theorems, we do not give details. Instead, we suggest now a result in which the 'mixed' product Z n = ξ 1 · · · ξ n is M-indet.
Theorem 11. Given are n independent random variables, such that the 'first' group, ξ 1 , . . . , ξ n 0 , consists of nonnegative variables, while the variables in the 'second' group, ξ n 0 +1 , . . . , ξ n , are all with values in R, where 1 ≤ n 0 < n. We assume that all ξ i ∼ F i , i = 1, . . . , n, are absolutely continuous; denote their densities by f i , i = 1, . . . , n. Assume further that f i (x) > 0 on (0, ∞), i = 1, . . . , n 0 , while f j (x) > 0 on R, j = n 0 + 1, . . . , n, and are symmetric. We require also the following conditions: (i) At least one of the densities f j , j = n 0 + 1, . . . , n, is decreasing in x ≥ 0.
(ii) For each i = 1, 2, . . . , n, there exist constants x 0 ≥ 1 and A i > 0 such that
If, in addition to (i) and (ii), the parameters β i are such that n i=1 1 β i > 1, then the product Z n = ξ 1 · · · ξ n has a finite Krein quantity and hence Z n is M-indet. Proof. As before, we may assume that f n is the density which is decreasing in x ≥ 0. Then the density h n of the product Z n is symmetric about 0 and can be written as follows: for x > 0,
Hence h n (x) > 0 and decreases on (0, ∞). The rest of the proof is similar to that of Theorem 10 and can be omitted. ✷
As an application of Theorem 11 we derive below two interesting corollaries. In a similar way we arrive also at the following statement.
Corollary 5. (i) The product of two independent random variables, one chi-square and one normal, is M-indet.
(ii) The product of two independent random variables, one inverse Gaussian and one normal, is M-indet.
