Caracterización y estudio de sistemas con histéresis de tipo Bouc-Wen by Martín Clemente, Alejandro
DEPARTAMENTO DE INGENIERI´A DE SISTEMAS Y AUTOMA´TICA
TESIS DE MA´STER
CARACTERIZACIO´N Y ESTUDIO DE SISTEMAS CON
HISTE´RESIS DE TIPO BOUC-WEN
Autor: Alejandro Martı´n Clemente
Director: Prof. Luis Moreno Lorente
MA´STER OFICIAL EN
ROBO´TICA Y AUTOMATIZACIO´N
LEGANE´S, MADRID
NOVIEMBRE 2011
II
UNIVERSIDAD CARLOS III DE MADRID
MASTER OFICIAL EN ROBO´TICA Y AUTOMATIZACIO´N
El tribunal aprueba la tesis de Master titulada
“CARACTERIZACIO´N Y ESTUDIO DE SISTEMAS
CON HISTE´RESIS DE TIPO BOUC-WEN ” realizada por
Alejandro Martı´n Clemente.
Fecha: NOVIEMBRE 2011
Tribunal:
Dr. Santiago Garrido Bullo´n
Dra. Concepcio´n Alicia Monje Micharet
Dra. Dolores Blanco Rojas

El que gana nunca se rinde, y el que se rinde nunca gana...

I´ndice general
I´ndice de Figuras X
I´ndice de Tablas XIV
Agradecimientos XVII
Resumen XIX
Abstract XXI
1. Introduccio´n 1
1.1. Motivacio´n y origen de la tesis . . . . . . . . . . . . . . . . . . . . 2
1.2. Proyecto HYPER . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2. Estado del arte 7
2.1. Te´cnicas de identificacio´n de histe´resis . . . . . . . . . . . . . . . . 8
3. ¿Que´ es el Modelo Bouc-Wen? 11
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2. Consideraciones preliminares . . . . . . . . . . . . . . . . . . . . . 14
3.2.1. Estabilidad BIBO . . . . . . . . . . . . . . . . . . . . . . . . 15
VII
3.3. El modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4. Tipo de sen˜ales de entrada . . . . . . . . . . . . . . . . . . . . . . . 18
3.5. El modelo de Bouc-Wen normalizado . . . . . . . . . . . . . . . . 19
3.6. Identificacio´n del modelo Bouc-Wen . . . . . . . . . . . . . . . . . 21
3.6.1. Optimizacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4. Evolucio´n Diferencial 23
4.1. Optimizacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2. Evolucio´n Diferencial . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.1. Motivacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.2. Funcionamiento . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2.2.1. Mutacio´n . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.3. Ventajas y desventajas del algoritmo de ED . . . . . . . . . 31
4.2.4. Pseudo-Co´digo del optimizador . . . . . . . . . . . . . . . 32
5. Parametrizacio´n del modelo de Bouc-Wen normalizado 33
5.1. Me´todo propuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.1.1. Estrategia de optimizacio´n . . . . . . . . . . . . . . . . . . 34
5.1.2. Funciones de coste . . . . . . . . . . . . . . . . . . . . . . . 34
5.1.3. Resolucio´n de integrales . . . . . . . . . . . . . . . . . . . . 36
5.2. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.3. Espacio de soluciones . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4. Sensibilidad de las variables . . . . . . . . . . . . . . . . . . . . . . 44
5.4.1. Sensibilidad a la variable ρ . . . . . . . . . . . . . . . . . . 44
5.4.2. Sensibilidad a la variable σ . . . . . . . . . . . . . . . . . . 45
5.4.3. Sensibilidad a la variable kx . . . . . . . . . . . . . . . . . . 45
5.4.4. Sensibilidad a la variable ky . . . . . . . . . . . . . . . . . . 46
5.4.5. Sensibilidad a la variable n . . . . . . . . . . . . . . . . . . 46
5.4.6. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6. Disen˜o de un controlador PID para un sistema con histe´resis BW 49
6.1. Me´todo propuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2. Planteamiento del Problema . . . . . . . . . . . . . . . . . . . . . . 49
6.3. Disen˜o del controlador PID . . . . . . . . . . . . . . . . . . . . . . 50
6.4. Simulaciones del sistema propuesto . . . . . . . . . . . . . . . . . 52
6.5. Resultados de la simulacio´n . . . . . . . . . . . . . . . . . . . . . . 54
7. Resultados. Aplicacio´n en un Embrague Magnetoreolo´gico 59
7.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.2. Fluidos Magnetoreolo´gicos . . . . . . . . . . . . . . . . . . . . . . 61
7.2.1. Principio de funcionamiento . . . . . . . . . . . . . . . . . 61
7.2.2. Modos de funcionamiento . . . . . . . . . . . . . . . . . . . 63
7.3. Disen˜o propuesto de actuador . . . . . . . . . . . . . . . . . . . . . 64
7.3.1. Ca´lculos para el par transmitido . . . . . . . . . . . . . . . 65
7.3.2. Simulaciones del embrague propuesto . . . . . . . . . . . . 66
7.3.3. Resultados preliminares . . . . . . . . . . . . . . . . . . . . 67
7.3.4. Rehabilitacio´n funcional . . . . . . . . . . . . . . . . . . . . 68
7.3.5. Ventajas para los terapeutas . . . . . . . . . . . . . . . . . . 70
8. Control de aleacio´n con memoria de forma 71
8.1. Aleaciones con memoria de forma . . . . . . . . . . . . . . . . . . 71
8.2. Control de una fibra SMA . . . . . . . . . . . . . . . . . . . . . . . 71
8.3. Funcionamiento del nitinol . . . . . . . . . . . . . . . . . . . . . . 72
8.4. Bu´squeda del punto de inicial de trabajo . . . . . . . . . . . . . . . 74
8.5. Identificacio´n I de la histe´resis en una SMA . . . . . . . . . . . . . 78
8.6. Identificacio´n II de la histe´resis en una SMA . . . . . . . . . . . . . 79
8.7. Comparativa entre las estrategias de identificacio´n . . . . . . . . . 80
8.8. Control de la histe´resis . . . . . . . . . . . . . . . . . . . . . . . . . 81
9. Conclusiones y trabajos futuros 83
9.1. Trabajos futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A. Codigo de identificacio´n del modelo Bouc-Wen (m-file) 87
Referencias 91
I´ndice de figuras
1.1. Logo del proyecto HYPER. (Acro´nimo de) Dispositivos Hı´bridos
Neuroprote´sicos y Neurorobo´ticos para Compensacio´n Funcional
y Rehabilitacio´n de Trastornos del Movimiento. . . . . . . . . . . 3
2.1. Evolucio´n de las publicaciones acerca del modelo Bouc-Wen. . . . 9
3.1. Fuerza en funcio´n del desplazamiento para una funcio´n con histe´re-
ris . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2. Ejemplo de modelo Bouc-Wen que no disipa energı´a . . . . . . . . 17
3.3. Forma general de las sen˜ales de entrada . . . . . . . . . . . . . . . 19
4.1. Funcio´n monomodal. Bu´squeda del punto o´ptimo . . . . . . . . . 25
4.2. Funcio´n multimodal a escala local. Bu´squeda del mı´nimo global. 26
4.3. Differential Evolution. Planteamiento inicial del problema. . . . . 28
4.4. Differential Evolution. Seleccio´n de la poblacio´n con valores alea-
torios y generacio´n del vector de prueba u0 . . . . . . . . . . . . . 29
4.5. Differential Evolution. Puesto que posee el menor coste, u0 reem-
plaza el vector con ı´ndice 0 en la siguiente generacio´n. . . . . . . . 31
5.1. Error Cuadra´tico vs Generaciones para un crossover = 0.4 . . . . . 38
5.2. Error Cuadra´tico vs Generaciones para un crossover = 0.6 . . . . . 39
XI
5.3. Error Cuadra´tico vs Generaciones para un crossover = 0.8 . . . . . 39
5.4. Error Cuadra´tico vs Generaciones para un crossover = 0.9 . . . . . 40
5.5. Error Cuadra´tico vs Generaciones para un crossover = 1 . . . . . . 40
5.6. Error Cuadra´tico vs Generaciones para una poblacio´n = 60 . . . . 41
5.7. Error Cuadra´tico vs Generaciones para una poblacio´n = 80 . . . . 41
5.8. Error Cuadra´tico vs Generaciones para una poblacio´n = 100 . . . . 42
6.1. Modelo Simulink del sistema meca´nico propuesto . . . . . . . . . 53
6.2. Posicio´n referencia, real simulada y error . . . . . . . . . . . . . . 55
6.3. Velocidad referencia, real simulada y error . . . . . . . . . . . . . 56
7.1. Partı´culas magne´ticas en suspensio´n en un medio lı´quido (aceite) 61
7.2. Formacio´n de estructuras paralelas al campo magne´tico aplicado 62
7.3. Modos ba´sicos de operacio´n: (a) pressure driven mode, (b) direct
shear mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.4. Disen˜o preliminar del embrague MR . . . . . . . . . . . . . . . . . 64
7.5. Esquema ba´sico de la co-simulacio´n del embrague . . . . . . . . . 66
7.6. Motor ultraso´nico USM-TRUM-60-RA . . . . . . . . . . . . . . . . 68
7.7. Par realizado por el paciente con un 70 % de ayuda . . . . . . . . 69
7.8. Co-simulacio´n entre MSMS R©-Simulink R© . . . . . . . . . . . . . . 70
8.1. Elongacio´n en una SMA. . . . . . . . . . . . . . . . . . . . . . . . . 72
8.2. Fases de una SMA. . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
8.3. Temperatura frente a deformacio´n para una SMA Dynalloy, co-
menzando en fase austenı´tica con una tensio´n de 172MPa. . . . . 74
8.4. Sen˜al de entrada para el proceso de inicializacio´n. . . . . . . . . . 75
8.5. Bu´squeda del punto inicial de partida del ciclo de histe´resis (mar-
cado en rojo). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
8.6. Sen˜ales triangulares desfasadas q para identificar la histe´resis. . . 78
8.7. Ciclo de histe´resis. En rojo, curva de subida (loading part) de un
ciclo de histe´resis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
8.8. Esquema de control PID para la SMA alimentada en intensidad y
realimentada en posicio´n. . . . . . . . . . . . . . . . . . . . . . . . 81
9.1. Microventilador.Modelo: SUNON R©, UB393-500. . . . . . . . . . . 84
9.2. Estrategia de control hı´brida mediante el uso del compensador de
Prandtl-Ishlinskii. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
9.3. Microcontrolador e interfaz de control del dispositivo de rehabi-
litacio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

I´ndice de tablas
3.1. Clasificacio´n de los modelos Bouc-Wen con estabilidad tipo BIBO 18
3.2. Clasificacio´n de los modelos Bouc-Wen normalizados con estabi-
lidad tipo BIBO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.1. Distancia de una solucio´n al origen. . . . . . . . . . . . . . . . . . 43
5.2. Distancias y valor ρ del ajuste, para diversas soluciones con el
para´metro ρ forzado a un intervalo . . . . . . . . . . . . . . . . . . 44
5.3. Distancias y valor σ del ajuste, para diversas soluciones con el
para´metro σ forzado a un intervalo . . . . . . . . . . . . . . . . . . 45
5.4. Distancias y valor kx del ajuste, para diversas soluciones con el
para´metro kx forzado a un intervalo . . . . . . . . . . . . . . . . . 45
5.5. Distancias y valor ky del ajuste, para diversas soluciones con el
para´metro ky forzado a un intervalo . . . . . . . . . . . . . . . . . 46
5.6. Distancias y valor n del ajuste, para diversas soluciones con el
para´metro n forzado a un intervalo . . . . . . . . . . . . . . . . . . 46
7.1. Par transmitido para diferentes configuraciones del embrague y
peso total del dispositivo . . . . . . . . . . . . . . . . . . . . . . . . 67
XV

Agradecimientos
Aparte de mi familia ma´s cercana, padres y hermanos, me gustarı´a agrade-
cer a Jorge su infinita ayuda en la realizacio´n de este proyecto. Adema´s, despue´s
de tantas historias que hemos vivido juntos, ¡y las que quedan! que menos que
mencionarle en una lı´nea de esta Tesis.
Tambie´n he de dar las gracias a Bea, ya que es la que a diario suele aguantar
mis charlas y frikadas y que a la vez es la que me apoya y ayuda a seguir adelante.
XVII

Resumen
En la presente Tesis de Ma´ster se pretende plantear una metodologı´a para
analizar y controlar sistemas con histe´resis. Principalmente se estudiara´ el ti-
po de histe´resis Bouc-Wen, y ma´s concretamente te´cnicas de identificacio´n de la
misma basadas en algoritmos evolutivos. Una vez identificados los sistemas, se
estudiara´n diversas te´cnicas de control ası´ como los posibles campos de apli-
cacio´n de las mismas. Finalmente se plantean varios ejemplos de aplicacio´n de
estas te´cnicas de control en sistemas reales, tales como fibras SMA o un embra-
gue magnetoreolo´gico.
Bajo el proyecto HYPER, todo lo aquı´ presentado pretende contribuir al di-
sen˜o de dispositivos porta´tiles neuroprote´sicos y neurorobo´ticos (NR-MNP) pa-
ra ser utilizados, tanto para la rehabilitacio´n, como para la compensacio´n fun-
cional de los trastornos motores en las actividades de la vida diaria. El objetivo
final es superar las principales limitaciones de las soluciones actuales en rehabi-
litacio´n.
Palabras clave: Proyecto HYPER, histe´resis, modelo Bouc-Wen, SMA, em-
brague magnetoreolo´gico, control, Evolucio´n Diferencial.
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Abstract
This Master Thesis pretends to define a methodology to analyse and con-
trol systems with hysteresis. It will be focus mainly on the Bouc-Wen model of
hysteresis, and more specifically on identification techniques based on evoluti-
ve algorithms. Once the system has been identified, various techniques of con-
trol and possible fields of application will be stated. Finally, several application
examples of these control techniques in real systems have been studied, such as
SMA materials or a magnetorheological clutch.
Under the HYPER project, everything presented in this document is inten-
ded to contribute to the design of neurorobotic and neuroprosthetics (NR-MNP)
devices in order to be used both for rehabilitation and functional compensation
of motor disorders in daily activities. The ultimate goal is to improve the current
limitations of the classic rehabilitation devices.
Keywords: HYPER project, hysteresis, Bouc-Wen model, SMA, magnetor-
heological clutch, control, Differential Evolution.
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Capı´tulo1
Introduccio´n
Las tareas de rehabilitacio´n y/o recuperacio´n de las funciones motrices en
los miembros del cuerpo humano, apoya´ndose del uso de la robo´tica no son
realmente nuevas ni desconocidas (Pons, 2008), pero su utilizacio´n en el a´mbi-
to me´dico se ha visto siempre gravemente limitado por ciertos factores, que tal
vez, en el inicio de los desarrollos pasados no se habı´an tenido en cuenta co-
mo una parte fundamental en la aceptacio´n o no del dispositivo mecatro´nico
en su uso dentro del citado a´mbito me´dico de la rehabilitacio´n. Estos factores
pueden ser por ejemplo la comodidad, ya que que estos dispositivos no se debe
olvidar que esta´n pensados para utilizarse frecuentemente, solidarios al cuerpo
humano. Este tipo de robots son denominados wearable-robots cuya traduccio´n
literal es robots vestibles, y principalmente esta´n pensados para sustituir y/o
ayudar las funciones del esqueleto humano. De aquı´ que encontremos el otro
nombre wearable-exoskeletons, o exoesqueletos vestibles. Las caracterı´sticas que
deben buscarse son:
La comodidad no so´lo representa el peso del exoesqueleto, tambie´n inclu-
ye aspectos como el volumen, rozamientos con el cuerpo humano, ruido,
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fuerzas de reaccio´n generadas, facilidad de movimientos, etc. Un exoes-
queleto sera´ engorroso para el ser humano cuando los movimientos se
vean parcialmente impedidos o los actuadores sean pesados o grandes.
La facilidad de uso. Un exoesqueleto de rehabilitacio´n debe de presentar
una gran facilidad de uso (debe de ser amigable para el paciente y tera-
peuta). Para utilizarlo y configurar los movimientos de rehabilitacio´n no
se debe de precisar estudios de ingenierı´a, es por ello por lo que debera´n
de reducir todos los sistemas de control utilizados, hasta tal punto que sea
factible su implementacio´n en un entorno dome´stico.
La portabilidad. Es la capacidad del dispositivo de rehabilitacio´n para ser
trasladado de un lugar a otro de forma sencilla y que pueda ser puesto en
marcha de forma casi inmediata. Es el punto ma´s crı´tico de todo exoes-
queleto, y es por ello por lo que la gran mayorı´a de los disen˜os pensados
y estudiados no son viables. Para que un exoesqueleto pueda ser portable
debe de tener una autonomı´a suficiente y que a su vez el peso no sea ex-
cesivo. Estas caracterı´sticas son muy complicadas y a dı´a de hoy son los
grandes retos de la robo´tica aplicada en este campo.
1.1. Motivacio´n y origen de la tesis
El la presente tesis se plantea como reto el modelado y control de un siste-
ma no lineal, como el que pueden presentar los Neuro-Robots (NRs) utilizados
en rehabilitacio´n, y ma´s especı´ficamente los actuadores con un alto grado de
histe´resis que se pueden utilizar con este propo´sito.
Para ello se propone el uso de un algoritmo gene´tico para la identificacio´n
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y optimizacio´n de la histe´resis presente en los actuadores de un exoesqueleto.
Adema´s se han realizado una serie de experimentos en aleaciones con memoria
de forma SMA. Una vez se han extraı´do los datos necesarios, se ha procedido al
modelado de este material, ası´ como un amplio ana´lisis de los resultados obte-
nidos.
Con todo esto, se pretende en u´ltima instancia el desarrollo de un prototipo
de embrague magnetoreolo´gico para la rehabilitacio´n de pacientes con proble-
mas de movilidad en el codo. Adema´s, gracias a la experiencia adquirida en
dicho desarrollo, se permitira´ la creacio´n de una serie de normas basadas en los
resultados empı´ricos, para el desarrollo de mejoras de dicho embrague ası´ como
de controladores similares para otros miembros del cuerpo.
La tesis aquı´ presentada se enmarca dentro del proyecto HYPER, sostenido
por el programa CONSOLIDER-INGENIO 2010. Todo el contenido, resultados
y conclusiones extraı´dos del presente documento sera´n incluidas en la memoria
final del proyecto.
1.2. Proyecto HYPER
Figura 1.1: Logo del proyecto HYPER. (Acro´nimo de) Dispositivos Hı´bridos Neuroprote´sicos y
Neurorobo´ticos para Compensacio´n Funcional y Rehabilitacio´n de Trastornos del Movimiento.
4 Introduccio´n
El proyecto HYPER pretende representar un avance significativo en la inves-
tigacio´n de dispositivos neurorobo´ticos y neuroprote´sicos en interaccio´n cerca-
na con el cuerpo humano, tanto en la rehabilitacio´n como en la compensacio´n
funcional de trastornos motores en actividades de la vida diaria. El proyecto
centrara´ sus actividades en nuevos neurorobots (NR) vestibles y neuropro´tesis
(NP) que combinara´n estructuras biolo´gicas y artificiales con el objetivo de su-
perar las principales limitaciones de las soluciones robo´ticas actuales.
Los principales objetivos del proyecto son la restauracio´n de la funcio´n mo-
tora en pacientes con lesio´n medular a trave´s de la compensacio´n funcional y
promover el re-aprendizaje del control motor en pacientes afectados por acci-
dente cerebro vascular y para´lisis cerebral, por medio de un uso integrado de
neurorobots y neuropro´tesis.
El proyecto validara´ funcional y clı´nicamente el concepto de desarrollo de
sistemas Humano-Robot hı´bridos para la rehabilitacio´n compensacio´n funcio-
nal de trastornos motores bajo el paradigma de asistencia bajo demanda. En la
visio´n HYPER, se asume que el avance en las terapias de rehabilitacio´n fı´sica
depende de la obtencio´n de una comunicacio´n ma´s transparente entre los siste-
mas humanos y las ma´quinas, y por lo tanto, se explorara´n diferentes niveles de
actividad neural humana.
Adema´s se tratara´n preguntas fundamentales en la frontera del conocimien-
to en diferentes disciplinas tecnolo´gicas y cientı´ficas. Estas preguntas son inves-
tigadas en seis lı´neas de investigacio´n (biomeca´nica, control neuromotor, tecno-
logı´as de control, tecnologı´as de sensores actuadores y alimentacio´n, interfaces
multimodales cerebro-ma´quina, adaptacio´n de sistemas hı´bridos a escenarios de
aplicacio´n) con interacciones horizontales:
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Los sistemas tratara´n la variabilidad en las estructuras neuromusculares
humanas, con adaptaciones dina´micas acordes a las capacidades (motri-
ces) residuales de los usuarios.
La aproximacio´n propuesta promovera´ el reentrenamiento del control sen-
sorial y motor, y la plasticidad cerebral. Esto podra´ conducir a potenciales
soluciones de rehabilitacio´n de pacientes con apoplejı´a y para´lisis cerebral,
y a soluciones para la compensacio´n funcional de pacientes con lesio´n me-
dular.
HYPER propone una interfaz multimodal cerebro-ma´quina, cuyo objetivo
principal es la exploracio´n de los diferentes niveles de actividad neural, carac-
terizando las demandas especı´ficas de apoyo y la participacio´n del paciente, y
ası´ modificar la intervencio´n a nivel perife´rico con los sistemas hı´bridos NR-NP.
El proyecto de manera global, propone un marco para los cientı´ficos con una
formacio´n muy especializada y te´cnicos de diversas disciplinas. El proyecto tie-
ne por objeto lograr el conocimiento cientı´fico del ma´s alto nivel y, al mismo
tiempo, aprovechar las tecnologı´as que se esta´n desarrollando en entornos reales
(hospitales, centros de rehabilitacio´n, etc.). Como consecuencia de ello, un equi-
po de los principales socios industriales en los distintos a´mbitos han demostrado
su compromiso con este proyecto y participara´ en el seguimiento y la explora-
cio´n de los posibles resultados ası´ como la viabilidad comercial de los mismo.
El proyecto HYPER esta´ fundado y sostenido por el programa Consolider-
Ingenio financiado por el Ministerio de Ciencia e Innovacio´n del Gobierno de
Espan˜a.
Dentro de las necesidades del proyecto HYPER, el grupo de la Universidad
Carlos III de Madrid tiene asignado el disen˜o de los actuadores del exoesqueleto
debido a la alta experiencia en actuadores SMA, neuma´ticos, etc. del grupo de
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investigacio´n de Robo´tica y Automa´tica. Es por este motivo por el cual se ha
originado esta tesis de Ma´ster y mediante la cual se pretende cumplir con los
requisitos exigidos dentro del proyecto.
En gran medida, los actuadores estudiados en el a´mbito del proyecto HY-
PER, fundamentalmente los basados en SMA y aquellos en los que intervendra´n
fluidos magnetoreolo´gicos, presentan no linealidades en su funcionamiento que
complican su control. Esta tesis supone el primer paso hacia el desarrollo de al-
goritmos de control para sistemas que presentan no linealidades del tipo histe´re-
sis.
1.3. Objetivos
Se van a enumerar los objetivos principales de esta tesis de Ma´ster:
1. Identificacio´n de ciclos de histe´resis en materiales y dispositivos que pre-
sente este tipo de no linealidades.
2. Disen˜o y metodologı´a de control para un dispositivo de compensacio´n
funcional del movimiento del codo humano.
3. Estudio de actuadores basados en aleaciones con memoria de forma (SMA),
para su posible aplicacio´n en otras articulaciones, como por ejemplo dedos
humanos.
4. Planteamiento de una metodologı´a de control para todos los dispositivos
anteriores.
Capı´tulo2
Estado del arte
Los sistemas no lineales presentan comportamientos que no se pueden ex-
presar con ecuaciones de movimiento, evolucio´n o comportamiento lineales.
Todo esto presenta los inconvenientes para los investigadores, cientı´ficos, ma-
tema´ticos, etc. de no poder aplicar las simplificaciones, suposiciones y aproxi-
maciones que se utilizara´n para la resolucio´n de los problemas lineales.
Por otro lado, algunos sistemas no lineales tienen soluciones exactas o inte-
grables, mientras que en otros puede resultar imposible llegar a ellas. Un ejem-
plo de este comportamiento cao´tico son las olas gigantes, circuitos magne´ticos,
aleaciones con memoria de forma (SMA), etc. cuyos fundamentos fı´sicos son tan
altamente complejos que hacen impensable su estudio a bajo nivel.
En sı´, el feno´meno conocido como histe´resis representa la dependencia histo´ri-
ca en los sistemas fı´sicos. Si se piensa en deformar cualquier material pla´stico,
puede que este no vuelva al estado original al cesar la fuerza aplicada, esto sig-
nifica que el sistema presenta histe´resis de algu´n tipo. Ma´s especı´ficamente, el
te´rmino se suele utilizar para materiales magne´ticos. Por ejemplo al desconectar
un micro´fono de una grabadora, los dominios magne´ticos del casete no vuelven
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a su configuracio´n original (sino la mu´sica desaparecerı´a). Esto significa que se
debe de tener una serie de precauciones en las tareas de control de los dispo-
sitivos de este tipo, y es por ello por lo que se estudiara´ en lo sucesivo una
metodologı´a para conseguir este propo´sito.
2.1. Te´cnicas de identificacio´n de histe´resis
Es necesario modelar este tipo de no linealidades de modo que podamos es-
tudiarlas y analizarlas, con herramientas matema´ticas. Es por esto por lo que
existen numerosos modelos y formulaciones matema´ticas que intentan ajustar
este tipo de feno´menos a expresiones analı´ticas. La eleccio´n de un modelo u otro
depende en muchos casos de la complejidad del problema a resolver, potencia
de co´mputo disponible, etc. pero lo que se esconde detra´s de todos ellos es ase-
mejar lo observado con las expresiones que forman el modelo. Por este motivo
todo modelado de histe´resis en el fondo es una simplificacio´n del problema, y
como tal, hace que se pierda exactitud pero que a su vez permita manejarlo con
una mayor destreza.
El modelo de Bouc-Wen es el que se estudiara´ en detalle en lo sucesivo debi-
do a la flexibilidad que proporciona en cuanto a tipos de histe´resis con los que
es compatible. Es importante destacar que antiguamente este modelo apenas se
utilizaba por la complejidad computacional que requerı´a para un funcionamien-
to razonable, pero en la Figura 2.1 se observa como se ha incrementado el intere´s
por este modelo en los an˜os actuales, especialmente en lo que a identificacio´n de
histe´resis se refiere, tema el cual sera´ objeto de ana´lisis en la presente tesis.
2.1 Te´cnicas de identificacio´n de histe´resis 9
Figura 2.1: Evolucio´n de las publicaciones acerca del modelo Bouc-Wen.
Ma´s especı´ficamente el tema ma´s importante de un modelo de histe´resis es
conocer los para´metros del mismo, es decir, identificar la histe´resis observada en
el sistema fı´sico con la aproximacio´n al modelo elegido. Es por este motivo por
el cual se encuentran numerosas publicaciones acerca de este tema, utilizando
muy distintos tipos de algoritmos.
Trabajos sobre identificacio´n los podemos encontrar en (Sues y Mau, 1988)
donde se utiliza un algoritmo no recursivo de minimizacio´n del error. Un algo-
ritmo recursivo de mı´nimos cuadrados es el que se usa en (Loh y Chung, 1993),
junto con el me´todo de Newton y filtros de Kalman.
Algoritmos gene´ticos tambie´n se han utilizado para la determinacio´n de los
para´metros del modelo de Bouc-Wen en (Ha, Fung, y Han, 2005) entre otras.
De especial intere´s es (Kyprianou, Worden, y Panet, 2001), donde se usa un al-
goritmo de evolucio´n diferencial, donde la principal diferencia respecto a los
algoritmos gene´ticos convencionales esta´ en los mecanismos de mutacio´n y cruce.
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Me´todos basados en redes neuronales se han utilizado en (Xia, 2003), donde
se desarrolla un modelo inverso de un amortiguador magnetoreolo´gico, utili-
zando una red de percepcio´n multicapa y una identificacio´n basada en el mode-
lo ARX.
La estimacio´n Bayesiana se utiliza tambie´n en numerosas referencias. Como
ejemplo en (Ching, Beck, y Porter, 2006), donde se utiliza una versio´n modificada
del filtro de Kalman y de un filtro de partı´culas, para determinar los para´metros
de un sistema de segundo orden con histe´resis de tipo Bouc-Wen.
Por u´ltimo, te´cnicas de identificacio´n no parame´tricas se han descrito en
(Masri, Caffrey, Caughey, Smyth, y Chassiakos, 2004), donde la parte no lineal
correspondiente a la histe´resis del sistema se describe mediante una combina-
cio´n lineal de funciones polino´micas con coeficientes desconocidos. Estos coefi-
cientes se determinan utilizando un algoritmo de mı´nimos cuadrados.
El presente trabajo pretende utilizar una te´cnica evolutiva basada en Evolu-
cio´n Diferencial (ED) para la identificacio´n de ciclos de histe´resis, debido a la
rapidez de convergencia ası´ como a una facilidad de uso que hace viable su im-
plementacio´n en un sistema tan complejo de por sı´ como puede ser un material
de tipo SMA.
Capı´tulo3
¿Que´ es el Modelo Bouc-Wen?
3.1. Introduccio´n
El modelo Bouc-Wen es una metodologı´a de modelado de sistemas que pre-
sentan histe´resis de algu´n tipo, cuyo comienzo es el temprano artı´culo de Bouc
(Bouc, 1971), donde se propusieron una serie de funciones que describı´an el
feno´meno de la histe´resis. Como se observa en la Figura 3.1 para una misma
abscisa x = x0 se tendrı´an varı´as ordenadas, esto indica que F es una funcio´n
que depende de su estado anterior adema´s de las entradas para ese instante de
tiempo. Si se considera que x es una funcio´n del tiempo, el valor de la fuerza en
ese instante dependerı´a del valor del desplazamiento x en ese instante de tiem-
po, pero tambie´n de los valores en instantes anteriores.
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Figura 3.1: Fuerza en funcio´n del desplazamiento para una funcio´n con histe´reris
Este tipo de funciones con la forma definida en la figura anterior, es lo que
en la literatura actual se llama rate-independent property (Visintin, 1994). Para de-
finir la forma de F , en (Bouc, 1971) se consiguen agrupar numerosos trabajos
anteriores, para llegar a los siguientes planteamientos matema´ticos:
dF
dt
= g
(
x,F , sign
(
dx
dt
))
dx
dt
(3.1)
Considerando la ecuacio´n
d2x
dt2
+ F(t) = p(t) (3.2)
para una entrada dada p(t) y las condiciones iniciales
dx
dt (t0), x(t0), F(t0)
Las ecuaciones (3.1) y (3.2) describen un oscilador armo´nico con histe´reris.
Para este sı´mil basta considerar p(t) como la fuerza de excitacio´n del sistema
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(dependiente del tiempo), F(t) la fuerza restauradora del sistema y x el despla-
zamiento del mismo.
Tal y como se muestra en la ecuacio´n (3.1), la fuerza restauradora depende
de la posicio´n, estado, y si se encuentra en un estado de carga o descarga, etc.
Estas caracterı´sticas hacen que el sistema presente una histe´resis de tipo Bouc, y
sera´ la que se considerara´ a partir de ahora (oscilador armo´nico con un muelle).
El problema reside ahora en lo que Bouc en (Bouc, 1971) hace denotar la
dificultad de dar una solucio´n explı´cita para la Ecuacio´n (3.1), debido a la no li-
nealidad de la funcio´n g. Por esta razo´n el autor propone el uso de una variante
de la integral de Stieltjes (Bray, 1919) para definir esta funcio´n F .
F(t) = µ2x(t) +
∫ t
β
F (V ts ) dx(s) (3.3)
donde β ∈ [−∞,+∞) es el instante de tiempo posterior a la definicio´n del des-
plazamiento y la fuerza. El te´rmino V ts es la variacio´n total de x en el intervalo
de tiempo [s, t]. La funcio´n F es elegida de forma que se satisfagan algunas pro-
piedades matema´ticas compatibles con la propiedad de histe´resis. El siguiente
ejemplo de esta eleccio´n dado en (Bouc, 1971) cumple las propiedades necesa-
rias:
F (u) =
N∑
i=1
Aie
−αiu αi > 0 (3.4)
Ahora es posible definir escribir las ecuaciones (3.2)-(3.4) de la siguiente for-
ma:
d2x
dt2
+ µ2x+
N∑
i=1
Zi = p(t) (3.5)
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dZi
dt
+ αi
∣∣∣∣dxdt
∣∣∣∣Zi −Aidxdt = 0 (3.6)
Las ecuaciones (3.5) y (3.6) son lo que ahora se conoce como modelo de Bouc.
Adema´s la ecuacio´n (3.6) se extendio´ en la referencia (Wen, 1976) para describir
fuerzas restauradoras con histe´resis de la siguiente forma:
z˙ = −α|x˙|zn − βx˙|zn|+Ax˙ para n impar (3.7)
z˙ = −α|x˙|zn−1|z| − βx˙zn +Ax˙ para n par (3.8)
Las ecuaciones (3.7) y (3.8) constituyen la versio´n ma´s temprana de lo que
actualmente se conoce como el modelo de Bouc-Wen.
3.2. Consideraciones preliminares
Cuando se utiliza el modelo Bouc-Wen para la descripcio´n de una histe´re-
sis, puede ocurrir que la similitud con los datos reales sea muy buena, pero esto
no necesariamente significa que se hayan conservado una serie de propiedades
fı´sicas inherentes a los datos reales, que adema´s son independientes de la sen˜al
de excitacio´n del sistema. Es por ello por lo que a continuacio´n se presentan dos
propiedades que son compartidas por la mayorı´a de los sistemas meca´nicos y es-
tructurales con histe´resis y en algunos sistemas con histe´resis de tipo magne´tico,
y que debera´n estar consideradas en el modelo Bouc-Wen de un sistema real.
Propiedad 1: En este tipo de sistemas se observan sen˜ales acotadas tanto
en la entrada como en la salida, y es lo que se denomina estabilidad BIBO
(Bounded-Input Bounded-Output). Esta propiedad es observada en sistemas
meca´nicos y magne´ticos, siendo estables en lazo abierto.
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3.2.1. Estabilidad BIBO
Segu´n la definicio´n dada en (Ogata, 2001), sean u(t), y(t), h(t) la entrada, la
salida y la respuesta impulso de un sistema respectivamente. Si el sistema
se encuentra inicialmente en reposo, se dice que un sistema es BIBO esta-
ble, si para una entrada acotada, la salida tambie´n es acotada. El siguiente
ana´lisis matema´tico encuentra las condiciones que debe cumplir el sistema
para que sea BIBO estable. La salida del sistema se relaciona con u(t) y h(t)
a trave´s de la integral de convolucio´n de la siguiente manera:
y(t) =
∫ t
0
u(t− τ)h(τ) dτ (3.9)
La definicio´n de estabilidad BIBO establece que la salida debe ser acotada;
es decir que |y(t)| ≤ N , por lo que:
|y(t)| =
∣∣∣∣∫ t
0
u(t− τ)h(τ) dτ
∣∣∣∣ ≤ ∫ t
0
|u(t− τ)||h(τ)| dτ (3.10)
Adicionalmente, si |u(t)| ≤M , entonces:
|y(t)| ≤M
∫ t
0
|h(τ)| dτ (3.11)
y ya que |y(t)| ≤ N , entonces:
M
∫ t
0
|h(τ)| dτ ≤ N (3.12)
∫ t
0
|h(τ)| dτ ≤ Q (3.13)
La condicio´n anterior indica que para que el sistema sea BIBO estable se
debe cumplir que el a´rea bajo la curva |h(t)| debe ser finita. El ana´lisis
se concentra ahora en encontrar bajo que´ condiciones la integral anterior
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tendra´ un a´rea finita. Tal y como se demuestra en (Kuo y Golnaraghi, 2002),
el a´rea de la respuesta a impulso es infinita. Dicha conclusio´n viola el re-
quisito de estabilidad BIBO de que el a´rea deba ser finita, que lleva a con-
cluir que para que exista estabilidad BIBO necesariamente los polos del
sistema deben estar en el semiplano izquierdo.
Se dice que un sistema es inestable si no es estable en el sentido BIBO.
Propiedad 2: Considerando que x es el desplazamiento de un sistema
meca´nico de un grado de libertad, conectado a un elemento o dispositivo
que suministre una fuerza “restauradora” φs(x) al sistema. Este elemen-
to o dispositivo contribuira´ a disipar la energı´a meca´nica del sistema, tal y
como se observa en la pra´ctica. Por lo tanto el modelo Bouc-Wen debera´ re-
producir esta disipacio´n de energı´a, para representar adecuadamente el
comportamiento fı´sico de sistemas reales.
Una vez planteadas estas dos propiedades, se presenta, para ilustrar esta
situacio´n, el ejemplo de la Figura 3.2, donde aunque tiene estabilidad de tipo
BIBO, no se disiparı´a la energı´a meca´nica del sistema. Esto significa que, aunque
este modelo puede aproximarse muy bien a una histe´resis real, puede que no
represente el comportamiento de la histe´resis para cualquier tipo de entrada.
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Figura 3.2: Ejemplo de modelo Bouc-Wen que no disipa energı´a
3.3. El modelo
Considerando un sistema fı´sico, con una componente de histe´resis que se
puede representar por un mapa x(t)→ φs(x)(t), donde φs se refiere a la histe´re-
sis real. Entonces el modelo Bouc-Wen que representara´ a la histe´reris tiene la
siguiente forma:
φBW (x)(t) = αkx(t) + (1− α)Dkz(t) (3.14)
z˙ = D−1(Ax˙− β|x˙||z|n−1z − γx˙|z|n) (3.15)
Donde z˙ denota la derivada temporal, n > 1, D > 0, k > 0 y 0 < α < 1. Tambie´n
se considera β + γ 6= 0.
18 ¿Que´ es el Modelo Bouc-Wen?
Obviando las demostraciones matema´ticas correspondientes, se pueden aco-
tar los modelos de Bouc-Wen con estabilidad de tipo BIBO en la Tabla 3.1, donde
Ω representa el espacio de posibles valores que puede tomar el conjunto de va-
riables del modelo.
Tabla 3.1: Clasificacio´n de los modelos Bouc-Wen con estabilidad tipo BIBO
Caso Ω Cota superior de |z(t)| Clase
A > 0, β + γ > 0, β − γ ≥ 0 R max(|z(0)|, z0) I
A > 0, β − γ < 0, β ≥ 0 [−z1, z1] max(|z(0)|, z0) II
A < 0, β − γ > 0, β + γ ≥ 0 R max(|z(0)|, z1) III
A < 0, β + γ < 0, β ≥ 0 [−z0, z0] max(|z(0)|, z1) IV
A = 0, β + γ > 0, β − γ ≥ 0 R |z(0)| V
El resto de casos ∅
De todas estas clases presentadas anteriormente, se demuestra en varias re-
ferencias tales como (Ikhouane y Rodellar, 2007) o (Erlicher y Point, 2004) entre
otras, que la clase I es la u´nica que adema´s de ser estable de tipo BIBO, es com-
patible con el comportamiento de los sistemas reales. Es por ello por lo que de
aquı´ en adelante sera´ la considerada para fines de parametrizacio´n.
3.4. Tipo de sen˜ales de entrada
En esta seccio´n se pretende definir un tipo de sen˜al de entrada, para la cual la
salida de histe´resis Bouc-Wen tiende asinto´ticamente a una solucio´n perio´dica.
Adema´s se dara´ la expresio´n matema´tica de esta solucio´n.
Se considerara´n las sen˜ales de entrada x(t) continuas en el intervalo [0, +∞)
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y perio´dicas en el tiempo, como se observa en la Figura 3.3. Adema´s se su-
pondra´ que las funciones tendra´n la primera derivada continua en todo el inter-
valo, con una posible discontinuidad en el valor Xmax, cambiando en ese punto
el signo de la derivada.
Figura 3.3: Forma general de las sen˜ales de entrada
Este tipo de entradas es denominado como wave T-periodic y se demuestra en
(Ikhouane y Rodellar, 2007) que para este tipo de sen˜ales de entrada, el modelo
Bouc-Wen converge asinto´ticamente a una solucio´n perio´dica de perı´odo T, para
el caso del oscilador armo´nico estudiado.
3.5. El modelo de Bouc-Wen normalizado
El comportamiento del modelo Bouc-Wen no se describe por un so´lo conjun-
to de para´metros {α, k,D,A, β, γ, n} tal y como explica (Ikhouane y Rodellar,
2007). Un inconveniente de esta propiedad se ve reflejado en los procedimientos
de identificacio´n que utilizan datos de entrada-salida, no pueden determinar di-
chos para´metros.
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Para hacer frente a este problema, los usuarios de este modelo a veces fijan al-
gunos para´metros a valores arbitrarios. Por ejemplo en (Ni, Ko, y Wong, 1998)
el coeficiente (1−α)Dk de z(t) de la ecuacio´n (3.14) se fija a uno, y el para´metro
D tambie´n es fijado a este mismo valor. Otros autores comparan la forma del
ciclo lı´mite, en vez de comparar los valores identificados con los reales, tal y co-
mo se puede observar en (Spencer, Dyke, Sain, y Carlson, 1997). Este feno´meno
hace muy difı´cil comparar los resultados de diferentes te´cnicas de identificacio´n
comparando los para´metros que se obtienen. Es por este motivo por el cual es
necesario elaborar un modelo equivalente que defina de forma unı´voca el com-
portamiento de entrada-salida de este modelo, de modo que a su vez permita
comparar diversos me´todos de identificacio´n. Para este propo´sito, se define el
siguiente cambio de variable:
w(t) =
z(t)
z0
(3.16)
Con este cambio es posible reescribir el modelo formulado en las ecuaciones
(3.14) y (3.15) a:
φBW (x)(t) = kxx(t) + kww(t) (3.17)
w˙ = ρ(x˙− σ|x˙(t)||w(t)|n−1w(t) + (σ − 1)x˙(t)|w(t)|n) (3.18)
Donde:
ρ =
A
Dz0
> 0, σ =
β
β + γ
≥ 0
kx = αk > 0, kw = (1− α)Dkz0 > 0
(3.19)
Una vez expresado este nuevo modelo con tan so´lo cinco variables, y com-
pletamente equivalente al anterior, sera´ mucho ma´s sencilla la tarea de identifi-
cacio´n de los cinco para´metros que definen completamente este nuevo modelo
Bouc-Wen, teniendo en cuenta que w(0) = z(0)/z0.
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Para este nuevo caso, el modelo de Bouc-Wen estable de Clase I queda re-
flejado en la Tabla 3.2, donde adema´s se muestran las caracterı´sticas que deben
cumplir sus variables para que el sistema presente una estabilidad BIBO.
Tabla 3.2: Clasificacio´n de los modelos Bouc-Wen normalizados con estabilidad tipo BIBO
Caso Ω Cota superior de |w(t)| Clase
σ ≥ 12 R max(|w(0)|, 1) I
3.6. Identificacio´n del modelo Bouc-Wen
Debido a la complejidad del modelo es necesario definir una estrategia de
identificacio´n que, basa´ndose en datos experimentales sea capaz de identificar
los cinco para´metros del modelo normalizado. Para ello, de entre todas las te´cni-
cas ya comentadas en el Estado de Arte se ha elegido la de Evolucio´n Diferencial.
Las cinco variables a identificar hacen que las soluciones reales sean muy
complejas e incluso en algunos casos imposibles de conseguir, ya que muchas
se basan en me´todos experimentales que en la pra´ctica son difı´ciles de recrear.
Es por ello por lo que me´todos aproximados de optimizacio´n son los adecuados a
aplicar, para simplificar y hacer factible la resolucio´n del problema planteado.
3.6.1. Optimizacio´n
De forma gene´rica, la optimizacio´n intenta resolver una serie de problemas
en los cuales se intenta elegir el mejor candidato de entre un conjunto de elemen-
tos del espacio de bu´squeda. Lo que se intenta resolver, expresado de la forma
ma´s simple es:
min f(x)
x ∈ Ω ⊆ Rn
(3.20)
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Donde x puede ser un vector de n variables y representa las variables de deci-
sio´n, f(x) es lo que se denomina funcio´n objetivo y representa la calidad de las
soluciones. Por u´ltimo, Ω es el conjunto de restricciones que se le aplican a las
soluciones posibles del problema.
Para el caso estudiado la funcio´n objetivo a optimizar es el error en te´rmi-
nos de semejanza entre los datos observados y los obtenidos para unos para´me-
tros determinados. El espacio de bu´squeda se estudiara´ ma´s adelante, ya que
en principio es difı´cil obtener unas cotas o condiciones de contorno, las cuales
dependen en gran medida de cada problema en particular.
De entre todos los me´todos posibles, el que se aplicara´ de aquı´ en adelante
es el de Evolucio´n Diferencial (ED), el cual pertenece a la categorı´a de compu-
tacio´n evolutiva, y que principalmente se aplica a problemas complejos y se
caracteriza por encontrar soluciones de calidad en tiempos relativamente pe-
quen˜os. Adema´s este tipo de me´todos se conocen como metaheurı´sticos, ya que
no necesitan ningu´n conocimiento del problema en sı´ a resolver y son capaces
de buscar en espacios de soluciones muy grandes. Por contra este tipo de me´to-
dos no garantizan una solucio´n o´ptima.
La principal ventaja por la que se eligio´ este me´todo es que no es necesa-
rio utilizar funciones continuas, derivables y sin ruido, adema´s no necesita que
la funcio´n a optimizar sea derivable, como es el caso de los me´todos cla´sicos
basados en el gradiente y que no cumple el problema planteado.
Capı´tulo4
Evolucio´n Diferencial
4.1. Optimizacio´n
La optimizacio´n es probablemente uno de los desafı´os ma´s importante con el
que cientı´ficos y economistas se han enfrentado en las u´ltimas de´cadas. ¿Cua´l es
la cantidad o´ptima de combustible en un coche de Fo´rmula 1? ¿Cua´l es la locali-
zacio´n exacta del robot Spirit tras meses movie´ndose por la superficie marciana?
Claramente, es necesario a dia de hoy disponer de herramientas que permitan a
los investigadores responder a estas y otras muchas preguntas de manera preci-
sa, concisa y robusta.
En principio, la optimizacio´n y minimizacio´n no deberı´a parecer un proble-
ma complejo de analizar, por ejemplo, si un ganadero lleva 50 an˜os criando
gallinas, sabe perfectamente la cantidad de pienso que debe suministrar a sus
animales para alimentarlos al menor precio de coste y con la mayor produccio´n.
Nadie le ha dicho nunca cuantos kg debe darles y sin embargo considera perfecto
el volumen aunque cada an˜o posea un nu´mero variable de ellas. Sin embargo, no
todos los problemas son posibles de resolver a partir de la experiencia. Existen
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casos como por ejemplo la seleccio´n de los para´metros que maximizan los nive-
les de produccio´n de una central lechera (presio´n de las va´lvulas, temperatura
de los componentes, velocidad de la mezcla) que son complejos de determinar
a priori. Es decir, no es posible o conveniente,probar y equivocarse hasta dar con
la solucio´n adecuada por tratarse de problemas altamente complejos y caros. Es
por ello que se le da la oportunidad a las matema´ticas para guiarse en busca de
la mejor solucio´n.
Se puede definir la optimizacio´n como el proceso de encontrar la mejor solu-
cio´n posible a un problema, bajo ciertas restricciones. Normalmente, existen D
para´metros en una funcio´n f(x) = f(x0, x1, x2, ...xD−1) que modifican su com-
portamiento al intentar minimizarla. Esto significa que de alguna manera, para
minimizar f sera´ necesario comprender e interpretar el papel de cada variable
dentro del sistema global. En el caso de la Figura 4.1 se plantea como objetivo
encontrar el mı´nimo de la funcio´n f(x, y) = e−(x2+y2).
Dado que se trata de una funcio´n monomodal, pues tan solo existe una solu-
cio´n o´ptima, resulta sencillo de encontrar su solucio´n por me´todos tradicionales
como puede ser el me´todo del gradiente, la secante o Gauss-Newton, fuerza bru-
ta, Hooke and Jeeves en un entorno local. Si la optimizacio´n comienza cerca de
un cuenco o mı´nimo, estos me´todos dara´n resultados muy buenos. Adema´s, es
posible implementar un paso adaptativo que se reduzca a medida que la funcio´n
se acerque al mı´nimo.
Normalmente los problemas surgen en los sistemas no lineales de los cuales
se desconocen su mecanismo interno. En estos casos, es muy comu´n encontrarse
con funciones que admiten ma´s de una solucio´n (o mı´nimo) local, creando un
nuevo problema: la convergencia hacia otras soluciones peores (mı´nimos loca-
les) de los algoritmos. Para solucionar este problema, sera´ necesario implemen-
tar funciones de optimizacio´n que permitan realizar bu´squedas en un entorno
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Figura 4.1: Funcio´n monomodal. Bu´squeda del punto o´ptimo
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global, contrastando ası´ los costes en toda las superficie y seleccionando el va-
lor ma´s representativo de la misma. Este tipo de algoritmos son menos precisos,
pero ofrecen la ventaja de trabajar en funciones con numerosos mı´nimos locales
como en el caso de la Figura 4.2.
Figura 4.2: Funcio´n multimodal a escala local. Bu´squeda del mı´nimo global.
4.2. Evolucio´n Diferencial
La evolucio´n diferencial es principalmente un me´todo de optimizacio´n que
surgio´ en 1995 a partir de un algoritmo gene´tico desarrollado por Kenneth Price.
Se trata de un optimizador basado en poblaciones que ataca el problema inicial
mediante la evaluacio´n la funcio´n objetivo en mu´ltiples puntos iniciales seleccio-
nados aleatoriamente y evoluciona sobre las poblaciones anteriores de manera
aleatoria.
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4.2.1. Motivacio´n
Tal y como plantea (Price, Storn, y Lampinen, 2005), existen muchas formas
de resolver el problema de optimizacio´n en funciones multimodales. Como es
lo´gico, el principal problema que surge al abordar este tipo de funciones es el
punto de inicio o arranque. Antes de desarrollar me´todos basados en algorit-
mos gene´ticos o evolutivos, se plantearon soluciones ma´s sencillas pero menos
robustas y precisas:
1. Recocido simulado (Simulated Annealing) – Realiza una bu´squeda heurı´stica
en el que en cada iteracio´n, se evalu´an los puntos cercanos y probabilı´stica-
mente se decide si se pasa a un nuevo estado s′ o se mantiene en el mismo
estado s buscando los puntos de menor energı´a (Kirkpatrick, Gelatt, y Vec-
chi, 1983). Este procedimiento se realizara´ hasta que la energı´a sea menor a
un valor establecido anteriormente. Este me´todo posee como caracterı´stica
importante que la probabilidad de transicio´n siempre es mayor que cero,
y por lo tanto, elimina la posibilidad de estancarse en mı´nimos locales.
Adema´s, a medida que se va acercando a un mı´nimo global, la probabili-
dad disminuye asinto´ticamente.
2. Mu´ltiples puntos. Me´todos basados en la derivada– En los que se proponen
varios puntos iniciales y se estima la energı´a partiendo de todos ellos.
Con ello se consigue una optimizacio´n global. Normalmente estos me´to-
dos aplican la derivada, aunque no es estrictamente necesario, pudie´ndose
aplicar te´cnicas de bu´squeda directa en casos donde la funcio´n no es deri-
vable (Sekhon y Mebane, 1998).
3. Mu´ltiples puntos. Me´todos de Clustering – Otra posibilidad que se ha plan-
teado es lanzar diferentes puntos y establecer unas agrupaciones o clusters
de manera que se agrupan los puntos en funcio´n de su base de atraccio´n
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(Rinnooy Kan y Timmer, 1987). De esta manera, suponiendo que los mı´ni-
mos se comportan como hiper-elipsoides, es posible tras un clustering es-
timar el centro de los mismos y decidir cual es el mı´nimo global. El proble-
ma que surge al utilizar este me´todo es el gran consumo de memoria que
se produce pues requiere almacenar todos los valores y posiciones que se
van encontrando durante el proceso.
4.2.2. Funcionamiento
El me´todo de DE (Evolucio´n Diferencial) es un optimizador basado en pobla-
cio´n que resuelve el problema de la seleccio´n del punto inicial mediante el mues-
treo de la funcio´n objetivo en mu´ltiples puntos seleccionados aleatoriamente. En
el planteamiento inicial se establecen el dominio de los para´metros de entrada
xminm , x
max
m desde los cuales se generara´n Np vectores sobre esta poblacio´n ini-
cial tal como se muestra en la Figura 4.3. Cada vector se indexa de manera que
adquiera un valor entre 0 y Np − 1
Figura 4.3: Differential Evolution. Planteamiento inicial del problema.
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Como en otros los me´todos basados en poblacio´n, DE genera nuevos puntos
(perturbaciones) basado en puntos anteriores. Estas desviaciones no son refle-
xiones tal y como plantean otras soluciones como CRS o Nelder–Mead (Nelder y
Mead, 1965), ni tampoco se basan en seleccio´n de puntos en funciones de proba-
bilidad predefinidas, como en los algoritmos de Montecarlo. La gran diferencia
estriba en que en este caso los nuevos valores se generan valie´ndose de tres
individuos seleccionados al azar. Dos de los elementos xr1, xr2 se restan multi-
plicados por un peso (tasa e mutacio´n) F y se suman al tercero xr3 produciendo
el vector de prueba
u0 = xr3 + F · (xr1 − xr2)
tal y como se muestra en la Figura 4.4
Figura 4.4: Differential Evolution. Seleccio´n de la poblacio´n con valores aleatorios y generacio´n
del vector de prueba u0
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Posteriormente, en la etapa de seleccio´n, el vector de prueba u0 compite con-
tra todos los vectores de poblacio´n del mismo ı´ndice, que en el caso de la Figura
4.5 es el nu´mero 0. En dicha representacio´n se muestra el paso de seleccio´n y
almacenamiento en el que se marca el vector con menor coste como miembro
de la siguiente generacio´n. Este proceso se realizara´ repetidamente hasta que
una poblacio´n de Np vectores han competido contra un vector de prueba gene-
rado aleatoriamente. Una vez que el u´ltimo vector de prueba ha sido probado,
los vectores supervivientes de las Np competiciones entre pares pasan a ser los
padres de la siguiente generacio´n.
Cuando alguna de las condiciones de salida se cumplan, el algoritmo ter-
mina. Normalmente las restricciones son de tiempo, nu´mero de iteraciones/ge-
neraciones o precisio´n alcanzada. Dependiendo del uso que se le quiera dar al
algoritmo, convendra´ usar una u otra condicio´n de salida. En el caso de este pro-
yecto, dado que la bu´squeda del o´ptimo se buscara´ una sola vez, la velocidad de
convergencia no es crucial, siendo la ma´xima prioridad la precisio´n (dado que
una vez se encuentre la red o´ptima se establecera´n los valores o´ptimos como
pesos y bias de la misma y no se volvera´ a optimizar).
4.2.2.1. Mutacio´n
Un proceso importante en el algoritmo de ED es la mutacio´n. E´sta consiste
en agregar un incremento generado aleatoriamente a una o ma´s variables de un
vector solucio´n candidato. El objetivo de la mutacio´n es generar nuevos candi-
datos tal y como se observa en la Figura 4.4. Complementariamente a este pro-
ceso se encuentra tambie´n el de cruce, que consiste en intercambiar informacio´n
de los vectores solucio´n a sus descendientes.
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Figura 4.5: Differential Evolution. Puesto que posee el menor coste, u0 reemplaza el vector con
ı´ndice 0 en la siguiente generacio´n.
4.2.3. Ventajas y desventajas del algoritmo de ED
Las principales ventajas de la ED son:
Capaz de trabajar con funciones objetivo no lineales, no diferenciables y
multimodales.
Algoritmo fa´cilmente paralelizable, especialmente u´til cuando la evalua-
cio´n de la funcio´n objetivo es computacionalmente costosa.
No es necesario predefinir distribuciones de probabilidad como en el caso
de las estrategias evolutivas.
Suele converger a un valor o´ptimo (posiblemente global), de una manera
consistente a lo largo de una secuencia de ejecuciones independientes.
Por otro lado, la ED presenta una serie de desventajas propias de este tipo
de estrategias como son la posible convergencia inestable en algunos casos, o la
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probabilidad de caer en puntos o´ptimos a nivel local.
4.2.4. Pseudo-Co´digo del optimizador
El siguiente extracto contiene el pseudo–co´digo para DE mostrando la sen-
cillez del mismo y la base del mismo.
...
while (criterio de convergencia no es alcanzado)
{
//xi define un vector con el vector poblacio´n actual
//yi define un vector con el nuevo vector de poblacio´n
for (i=0; i<NP; i++)
{
//Seleccio´n de un ı´ndice aleatorio desde 1,2,...,Np
r1 = rand(NP);
r2 = rand(NP);
r3 = rand(NP);
ui = xr3 + F*(xr1 - xr2);
if (f(ui) <= f(xi))
{
yi = ui;
}
else
{
yi = xi;
}
}
}//end while
...
Capı´tulo5
Parametrizacio´n del modelo de
Bouc-Wen normalizado
5.1. Me´todo propuesto
En este capı´tulo se explica la aplicacio´n del me´todo Evolucio´n-Diferencial
(ED) al ca´lculo de los para´metros del sistema Bouc-Wen normalizado, para ello
se han utilizado varias funciones de error en las pruebas que a continuacio´n se
presentara´n.
Los para´metros a ajustar son los del modelo Bouc-Wen normalizado que se
encuentra en las expresiones (3.16)-(3.18), el cual requiere de cinco para´metros
ρ, σ, kx, ky, n, con una serie de restricciones del espacio de bu´squeda ası´ como
unas condiciones iniciales determinadas:
ρ > 0 σ > 1
2
kx > 0 kw > 0 n > 1 (5.1)
Adema´s la condicio´n inicial debe cumplir |w(0)| 6 1, entonces segu´n se de-
muestra en (Ikhouane y Rodellar, 2007) |w(t)| 6 1 para todo t > 0.
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5.1.1. Estrategia de optimizacio´n
Una vez definidos los para´metros a optimizar, lo que se pretende es que, el
algoritmo de DE, genere la salida teo´rica para cada individuo de la poblacio´n
con los para´metros de esa iteracio´n. El proceso de ca´lculo de la salida de histe´re-
sis es muy complejo ya que requiere integrar la funcio´n ω(t).
Para este proceso, al no existir una primitiva directa, se procede a la utiliza-
cio´n de me´todos nume´ricos en el ca´lculo de estas integrales. En concreto lo que
se implemento´ fue la creacio´n de unas lookup table o tablas de consulta (LUT)
cargadas en memoria, de modo que la evaluacio´n de una integral quede reduci-
da a la bu´squeda en una simple matriz.
Una vez calculada la salida de histe´resis teo´rica, cada individuo de la pobla-
cio´n computara´ el coste. La funcio´n que se optimizara´ sera´ el error o diferencia
con los datos reales observados. De este modo se ira´n calculando los para´metros
de la funcio´n que ma´s se asemeje a la observada en la experimentacio´n.
5.1.2. Funciones de coste
Las funciones a utilizar para el caso de estudio son de un u´nico objetivo a
optimizar. Puesto que la calidad de las soluciones variara´ dependiendo de esta
eleccio´n, es el punto ma´s importante a tener en cuenta en problemas de optimi-
zacio´n.
Los dos tipos de funcio´n de coste que se plantean son las ma´s utilizadas para
este tipo de problemas de optimizacio´n, presentando cada una de ellas una serie
de ventajas e inconvenientes. Adema´s se pueden combinar entre sı´ (Qing, 2009)
para disen˜ar otras nuevas funciones.
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Suma de las diferencias cuadra´ticas:
El coste en este caso viene dado por las diferencias cuadra´ticas entre todos
los puntos observados experimentalmente y los obtenidos en la iteracio´n
correspondiente del algoritmo DE. Esta funcio´n tiene la peculiaridad de
penalizar mucho a los puntos lejanos a la solucio´n, de modo que para cier-
tos problemas de optimizacio´n puede ser algo perjudicial ya que se puede
limitar el espacio de bu´squeda.
coste =
N∑
i=0
(fobs[i]− fgen[i])2 (5.2)
Donde fobs, es la salida de histe´resis observada, mientras que fgen es la ob-
tenida en la generacio´n actual del algoritmo evolutivo, y N es el nu´mero
de elementos de las muestras.
Suma de las diferencias absolutas:
A diferencia del caso anterior, el coste en este caso viene determinado por
la diferencia en valor absoluto entre las funciones de histe´resis observadas
y calculadas. La penalizacio´n del coste para puntos cercanos a los candi-
datos a solucio´n no es tan severa como en el caso anterior.
Computacionalmente es menos costoso hacer un valor absoluto a un pro-
ducto, y en determinados casos puede llegar a ser otro de los criterios de
eleccio´n de este algoritmo.
coste =
N∑
i=0
|fobs[i]− fgen[i]| (5.3)
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Finalmente, y tras una serie de pruebas se eligio´ la funcio´n de coste basa-
da en las diferencias cuadra´ticas. Esta decisio´n surge de un compromiso
entre la calidad de los resultados y el tiempo de co´mputo.
5.1.3. Resolucio´n de integrales
Debido a la complejidad computacional para la generacio´n analı´tica de un
ciclo de Bouc-Wen se plantean diversos problemas a solventar para su imple-
mentacio´n en el algoritmo de DE. La integral a resolver es la de la ecuacio´n
explicada anteriormente.
w˙ = ρ(x˙− σ|x˙(t)||w(t)|n−1w(t) + (σ − 1)x˙(t)|w(t)|n) (5.4)
Integrales→LUT: La no existencia de primitivas directas hace que haya
que generar tablas de bu´squeda en cada nueva evaluacio´n, ya que a su
vez estas integrales dependen de los para´metros del ciclo BW (normaliza-
do). Esto significa que antes de computar el ciclo de Bouc-Wen, hay que
calcular una serie de integrales. E´stas son calculadas por una cuadratura
de Simpson adaptativa y se almacenan en memoria, como se explicara´ en
detalle ma´s adelante.
Interpolacio´n: Al estar trabajando con LUT para la evaluacio´n de integra-
les, habra´ que interpolar cada vez que se consulten, en este caso se utilizan
interpolaciones lineales.
Precisio´n: Al tener que definir unas LUT de bu´squeda, queda a eleccio´n
del usuario la precisio´n de generacio´n de las mismas, ası´ como de la sali-
da del ciclo generado de BW. Para altas precisiones de ca´lculo de LUT el
algoritmo correra´ de forma muy lenta, y es por lo que se propone la modi-
ficacio´n de dichos para´metros para llegar a una situacio´n de compromiso
calidad solucio´n↔ tiempo de co´mputo.
5.1 Me´todo propuesto 37
Por este motivo y tras unos estudios previos se han establecido los siguien-
tes para´metros a configurar en el script generador del ciclo de manera analı´tica.
Principalmente se tuvo en cuenta la velocidad de ejecucio´n del algoritmo sin
perder calidad en los resultados. Bajar de los valores que se muestran a conti-
nuacio´n no mejora la calidad pero si empeora notablemente el tiempo de ejecu-
cio´n:
Precisio´n LUT = 0.01
Precisio´n ciclo generado = 0.001
Como resultados de este proceso de optimizacio´n se espera llegar a una so-
lucio´n similar a la observada en la experimentacio´n, y es por ello por lo que
establecen a continuacio´n una serie de pruebas para comprobar la calidad de la
solucio´n obtenida.
Para las pruebas que se presentan a continuacio´n se han utilizado los siguien-
tes para´metros fijos del algoritmo de DE.
F-VTR = 0.001 El valor a alcanzar de coste, (el algoritmo se parara´ cuando
la funcio´n de coste obtenga un valor menor que este para´metro).
I-itermax = 100 Valor ma´ximo de iteraciones (generaciones).
F-weight = 0.85 El taman˜o del paso del DE, su valor pertenece al siguiente
intervalo [0, 2].
Strategy = 3 Se utilizara´ en todas las pruebas presentadas la estrategia
DE/best/1 (Price y cols., 2005).
Antes de presentar los resultados es importante destacar que el ciclo de
histe´resis a parametrizar, se genero´ previamente mediante los algoritmos analı´ti-
cos, a los cuales se le introdujo un ruido gausiano.
El ciclo generado para este capı´tulo es: ρ = 1,5||σ = 2||kx = 3||ky = 2||n = 1,5
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5.2. Resultados
En vista de los resultados, se pueden sacar conclusiones acerca del compor-
tamiento del algoritmo en funcio´n de la variable crossover probability.
En la Figura 5.1 se observa como a partir de las 15 generaciones apenas se
reduce el error. Adema´s en las generaciones previas se puede apreciar como el
error se va reduciendo a mucha velocidad, sin estar apenas constante en 5 ciclos
antes de llegar al ciclo 15, en donde pra´cticamente se podrı´a dar por concluida
la parametrizacio´n.
Figura 5.1: Error Cuadra´tico vs Generaciones para un crossover = 0.4
En la Figura 5.2 el error para un crossover = 0.6 deja de decrecer a partir de
la tercera generacio´n. Ana´logamente en la Figura 5.3 se produce el experimento
con las mismas condiciones, con la diferencia de que tiene un crossover = 0.8. En
dicho caso se observa como el error disminuye de forma ma´s escalonada, siendo
la variacio´n de dicho error pra´cticamente nula a partir de la generacio´n 25.
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Figura 5.2: Error Cuadra´tico vs Generaciones para un crossover = 0.6
Figura 5.3: Error Cuadra´tico vs Generaciones para un crossover = 0.8
En la Figura 5.4 se incrementa el crossover hasta 0.9, y se observa una primera
disminucio´n brusca a partir de la iteracio´n 4 y una segunda disminucio´n ma´s
sesgada a partir de la iteracio´n 15. Finalmente la Figura 5.5 produce un resultado
mejor que las anteriores reduciendo pra´cticamente el error a partir de la se´ptima
iteracio´n.
40 Parametrizacio´n del modelo de Bouc-Wen normalizado
Figura 5.4: Error Cuadra´tico vs Generaciones para un crossover = 0.9
Figura 5.5: Error Cuadra´tico vs Generaciones para un crossover = 1
Una vez concluido este ana´lisis, se puede remarcar como resultado que el
para´metro crossover no afecta sustancialmente los resultados. Au´n ası´ se estable-
cera´ 0.9 como el valor a utilizar en lo sucesivo.
A continuacio´n se procede a variar los miembros de la poblacio´n en cada ite-
racio´n.
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Figura 5.6: Error Cuadra´tico vs Generaciones para una poblacio´n = 60
Figura 5.7: Error Cuadra´tico vs Generaciones para una poblacio´n = 80
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Figura 5.8: Error Cuadra´tico vs Generaciones para una poblacio´n = 100
En las figuras anteriores se ha experimentado con diferentes valores de la
poblacio´n con el objetivo de analizar el comportamiento del error cuadra´tico.
Tal y como se observa en la Figura 5.6 para una poblacio´n = 60, el error dismi-
nuye de manera muy escalonada, siendo en la iteracio´n 50 a partir de la cual
el error es pra´cticamente nulo. En la Figura 5.7 este resultado varı´a mucho ma´s
bruscamente, requiriendo u´nicamente 7 iteraciones para reducir el error. Final-
mente, en la Figura 5.8 se observa que para una poblacio´n = 100, los resultados
no varı´an sustancialmente. Por lo tanto, teniendo en cuenta los anteriores resul-
tados, se establecera´ como para´metro o´ptimo de poblacio´n un valor igual a 80.
5.3. Espacio de soluciones
El me´todo anteriormente propuesto de evolucio´n diferencial, puede encon-
trar diversos mı´nimos locales de la funcio´n de error propuesta. Por este motivo
se propone un me´todo de comprobacio´n del espacio de soluciones. E´ste consiste
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en calcular la distancia euclı´dea entre cada solucio´n y el origen. segu´n se observa
la siguiente expresio´n (5.5):
d =
√
ρ2 + σ2 + k2x + k
2
ω + n
2 (5.5)
Tabla 5.1: Distancia de una solucio´n al origen.
error distancia
36 · 10−4 5.11
36 · 10−4 5.27
54 · 10−4 4.96
80 · 10−4 5.83
244 · 10−4 5.13
86 · 10−4 4.98
152 · 10−4 4.65
82 · 10−4 5.23
50 · 10−4 5.17
En la tabla anterior se muestra la distancia de todas las soluciones y el ori-
gen en un espacio de cinco dimensiones. Adema´s se muestra el error asociado
para cada caso con el que concluyen las iteraciones de la Evolucio´n Diferencial.
Se puede observar como la variacio´n de la distancia varı´a relativamente poco,
mientras que el error en algunos casos se llega pra´cticamente a doblar. Estos re-
sultados indican que mientras que el espacio de soluciones es compacto en forma,
el error presenta un comportamiento algo ma´s variable. Lo que puede significar
la presencia de mı´nimos locales.
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5.4. Sensibilidad de las variables
Es importante adema´s de la evaluacio´n del espacio de soluciones, la realiza-
cio´n de un estudio acerca del nivel de sensibilidad de cada una de las variables
en el ajuste del modelo propuesto. Para ello se propone forzar al algoritmo de
DE para que encuentre cada una de las variables en un intervalo erro´neo y com-
probar de esta manera la calidad del ajuste final.
Para la realizacio´n de estos estudios se ha utilizado un crossover = 0,4 y el
resto de para´metros sera´n los establecidos anteriormente.
5.4.1. Sensibilidad a la variable ρ
Tabla 5.2: Distancias y valor ρ del ajuste, para diversas soluciones con el para´metro ρ forzado a
un intervalo
error distancia lı´m. inferior ρ lı´m. superior ρ valor ρ
197 · 10−4 4.38 0 8 1.85
44 · 10−4 4.96 2 8 2.10
281 · 10−4 5.14 3 8 3.02
885 · 10−4 6.33 4 8 4.00
12256 · 10−4 9.61 5 8 5.00
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5.4.2. Sensibilidad a la variable σ
Tabla 5.3: Distancias y valor σ del ajuste, para diversas soluciones con el para´metro σ forzado a
un intervalo
error distancia lı´m. inferiorσ lı´m. superiorσ valor σ
76 · 10−4 4.28 0 8 1.47
50 · 10−4 5.22 2 8 2.16
79 · 10−4 5.74 3 8 3.06
144 · 10−4 6.49 4 8 4.03
426 · 10−4 7.00 5 8 5.27
5.4.3. Sensibilidad a la variable kx
Tabla 5.4: Distancias y valor kx del ajuste, para diversas soluciones con el para´metro kx forzado
a un intervalo
error distancia lı´m. inferior kx lı´m. superior kx valor kx
22 · 10−4 4.79 0 8 3.57
10 · 10−4 4.60 2 8 2.03
14 · 10−4 4.61 3 8 3.05
27 · 10−4 5.02 4 8 4.05
256 · 10−4 7.26 5 8 5.00
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5.4.4. Sensibilidad a la variable ky
Tabla 5.5: Distancias y valor ky del ajuste, para diversas soluciones con el para´metro ky forzado
a un intervalo
error distancia lı´m. inferior ky lı´m. superior ky valor ky
39 · 10−4 5.11 0 8 1.12
37 · 10−4 5.23 2 8 2.33
82 · 10−4 5.14 3 8 3.94
10 · 10−4 5.54 4 8 4.55
34 · 10−4 5.63 5 8 5.00
5.4.5. Sensibilidad a la variable n
Tabla 5.6: Distancias y valor n del ajuste, para diversas soluciones con el para´metro n forzado a
un intervalo
error distancia lı´m. inferiorn lı´m. superiorn valor n
14 · 10−4 5.04 0 8 1.35
208 · 10−4 4.43 2 8 2.01
334 · 10−4 5.57 3 8 3.02
656 · 10−4 5.95 4 8 4.00
983 · 10−4 7.04 5 8 5.03
5.4.6. Conclusiones
En cuanto a la variable ρ, se observa en la Tabla 5.2 la alta sensibilidad de la
misma. Sabiendo que su valor real es 1.5 en cuanto se fuerza el intervalo en una
unidad mayor o menor a este valor, el error asociado al ajuste es pra´cticamente
inaceptable.
La variable σ presenta un comportamiento similar al descrito anteriormente.
Sabiendo que el valor real es 2, se observa en la Tabla 5.3 como la variable es
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sensible a este intervalo pero no de una forma tan abrupta como la anterior, sino
que el error va aumentando de forma ma´s o menos lineal.
La variable kx presenta un comportamiento algo distinto a las anteriores. Te-
niendo en cuenta que su valor real es 3, se puede observar en la Tabla 5.4 como
en un intervalo cercano a su valor real apenas varı´a el error del ajuste, pero una
vez superado este umbral el error se dispara en un orden de magnitud.
En cuanto a la variable ky, el valor real de la misma es de 2. Como se ob-
serva en la Tabla 5.5, apenas varı´a el error de ajuste a medida que la forzamos
a distintos intervalos. Esto significa que la forma del ciclo de histe´resis puede
adaptarse variando otras variables con pra´cticamente la misma precisio´n. Por lo
tanto sera´ una de las que menos importancia se dara´ para ca´lculos posteriores.
Tal y como se puede observar en la Tabla 5.6, la variable n es muy sensible a
forzarla a un cierto intervalo, ya que el ajuste dispara el error final. Recordando
que el valor real que deberı´a tomar es de 1.5 segu´n el ciclo generado, ya cuando
es forzado al intervalo [2, 8] el error del ajuste se dispara en un orden de magni-
tud.

Capı´tulo6
Disen˜o de un controlador PID
para un sistema con histe´resis BW
6.1. Me´todo propuesto
El me´todo utilizado para el disen˜o del controlador PID es analı´tico en un
primer momento, adema´s de estar apoyado por la herramienta de simulacio´n
desarrollada por MathWorks Simulink R©en la cual se han probado numerosos
disen˜os que se mostrara´n en lo sucesivo.
Una vez descrito el modelo de Bouc-Wen se presenta la pregunta de si un
sistema que presente un tipo de variable con histe´resis de tipo BW, serı´a con-
trolable con un PID, y en caso afirmativo co´mo se realizarı´a la eleccio´n de los
para´metros de este controlador.
6.2. Planteamiento del Problema
Se considera el sistema meca´nico de segundo orden descrito por:
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mx¨+ cx˙+ φ(x)(t) = u(t) (6.1)
La fuerza restauradora φ se considera descrita segu´n el modelo de norma-
lizado de Bouc-Wen (3.17) y (3.18) expresado anteriormente, con la condicio´n
inicial w(0). Los para´metros son desconocidos. El desplazamiento x(t) y la velo-
cidad x˙(t) se pueden medir, mientras que la sen˜al w(t) del modelo normalizado
no se puede medir. La sen˜al de control u(t) se debe disen˜ar para este caso.
Los para´metros n ≥ 1, ρ > 0, σ ≥ 12 , kx > 0, kw > 0,m > 0, c ≥ 0 son
desconocidos. El rango de para´metros corresponde a la Clase I, donde el modelo
de Bouc-Wen es estable y cumple con las leyes de la termodina´mica (Ikhouane
y Rodellar, 2005).
6.3. Disen˜o del controlador PID
El disen˜o de este regulador es el descrito en (Ikhouane y Rodellar, 2007), pri-
meramente se procede a definir las sen˜ales de referencia yr, y˙r.
yr es una sen˜al conocida que adema´s es suave y acotada, cuyas derivadas
tambie´n son suaves de modo que cumplen:
l´ım
t→∞ yr(t) = l´ımt→∞ y˙r(t) = l´ımt→∞ y¨r(t) = l´ımt→∞ y
(3)
r (t) = 0
Adema´s exponencialmente van reduciendo su valor, de modo que existen
unas constantes a > 0, b > 0 tales que:
|y(i)r (t)| ≤ ae−bt para t ≥ 0 i = 0, 1, 2, 3
El objetivo del control es de manera global y asinto´tica, regular el desplaza-
miento x(t) y la velocidad x˙(t) hacia las sen˜ales de referencia yr, y˙r, mantenien-
do la estabilidad de las sen˜ales en lazo cerrado. En este capı´tulo se probara´ como
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bajo un control PID, los errores en desplazamiento y velocidad tienden a cero a
medida que el tiempo se incremente.
Para conseguir la regulacio´n de desplazamiento y velocidad se introducen
las siguiente variables:
x1(t) = x(t)− yr(t)
x2(t) = x˙(t)− y˙r(t)
x0(t) =
∫ t
0
x1(τ) dτ
Se define el controlador PID segu´n la ley de control:
u(t) = −k0x0(t)− k1x1(t)− k2x2(t) (6.2)
Para definir los tres para´metros de este regulador hay que definir las siguien-
tes constantes:
k2min =
√
2mmax(σmaxρmaxkwmax + kxmax + k1) (6.3)
e1 =
(cmax + k2)
3
m2min
e2 =
k21
m2max
(k22 − k22min)
k0max = min
(
k1k2
mmax
,−e1 +
√
e21 + e2
)
(6.4)
Una vez definidos estos valores se procede a la eleccio´n de los para´metros
del PID del siguiente modo:
1. Se elige un valor positivo para k1
2. Se elige k2 que cumpla k2 > k2min
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3. Finalmente se coge 0 < k0 < k0max
Obviando las demostraciones pertinentes, se prueba que las sen˜ales de con-
trol x0, x1, x2, w y la sen˜al de control u esta´n acotadas. Teniendo tambie´n l´ımt→∞ x(t) =
0 y adema´s l´ımt→∞ x˙(t) = 0.
6.4. Simulaciones del sistema propuesto
Una vez se ha explicado la teorı´a de disen˜o del regulador PID, se procede a
la simulacio´n del sistema completo, para comprobar si el sistema realmente se
podrı´a llevar a una serie de posiciones target deseadas por el usuario y/o apli-
cacio´n correspondiente.
Para ello se aplico´ la anterior metodologı´a para conseguir un regulador PID
que cumpla con los requisitos de histe´resis ya mencionados. Adema´s es impor-
tante denotar que, aunque varı´en los para´metros del regulador (dentro de los
lı´mites de disen˜o), los resultados apenas varı´an, y es por lo que no se presentan
unos valores fijos con los que se han realizado las pruebas.
En la Figura 6.1 se observa el sistema ya simulado en Simulink. En este mo-
delo todos los boques corresponden al sistema planteado en la ecuacio´n (6.1),
donde el u´nico bloque que no corresponde a dicho sistema es el llamado Refe-
rencia, que es el que genera la sen˜al de referencia a seguir.
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Lo interesante de esta simulacio´n radica en observar como responde el siste-
ma ante ciertas sen˜ales de referencia del bloque nombrado anteriormente, y es
por ello por lo que se define una yr como la salida del sistema lineal de segundo
orden siguiente:
w20
s2 + 2ξw0s+ w20
Para los resultados que se mostrara´n en lo sucesivo, los valores escogidos
para este sistema fueron, w0 = 1 y ξ = 0,7 y la respuesta ante una entrada de
tipo escalo´n.
6.5. Resultados de la simulacio´n
La sen˜al de referencia escogida fue la combinacio´n de dos sistemas de se-
gundo orden, iguales y desplazados una constante, como se puede observar en
la Figura 6.2, de modo que se simule como el sistema de segundo orden alcanza
la posicio´n x = 1, y tras 50 segundos se vuelve a cambiar al sistema de posicio´n
a x = 2. Adema´s observamos el error que se comente mediante este control en
la variable controlada del sistema (posicio´n).
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En vista de los resultados para la regulacio´n en posicio´n, se comprueba como
para los datos escogidos para el PID, segu´n el proceso ya explicado, se consigue
alcanzar la sen˜al de referencia con pocas oscilaciones y de forma suave.
En cuanto a regulacio´n de velocidad, los resultados tambie´n son bastante
buenos, aunque el sistema tarda un poco ma´s en alcanzar la velocidad desea-
da que la posicio´n, de ahı´ que la pendiente algo ma´s abrupta (se observa en la
Figura 6.3), pero sigo el resultado sigue siendo bastante bueno para un sistema
cuyos tiempos de ciclo son bastante ma´s grandes.

Capı´tulo7
Resultados. Aplicacio´n en un
Embrague Magnetoreolo´gico
Una vez que se han establecido las bases de control de sistemas complejos,
que presentan algu´n tipo de histe´resis, se pretende llevar a cabo el disen˜o de
un dispositivo de rehabilitacio´n para el codo humano, el cual esta´ basado en un
actuador que utiliza fluidos magnetoreolo´gicos como medio de transmisio´n de
movimiento.
Este actuador consiste en una especie de embrague con un comportamiento
no lineal, con la principal ventaja de transmitir el par de un eje al otro median-
te un medio de viscosidad variable, como se consigue con este tipo de fluidos.
Todo el disen˜o y desarrollo esta´ bajo en proyecto Hybrid Neuroprosthetic and Neu-
rorobotic devices for Functional Compensation and Rehabilitation (HYPER) (Sitio Web
del proyecto HYPER, 2011).
Los robots esta´n tomando un importante papel en la rehabilitacio´n de per-
sonas, es por ello por lo que nuevos disen˜os esta´n emergiendo cada dı´a, pero la
mayorı´a de de ellos au´n no esta´n preparados para ser utilizados en prototipos
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en te´rminos de autonomı´a y peso entre otros. Uno de los requerimientos de di-
cho proyecto es precisamente el desarrollar prototipos pensados para posibles
usos en exoesqueletos portables en los que el peso y autonomı´a son las variables
crı´ticas.
Segu´n los propo´sitos de este proyecto se requieren tecnologı´as de actuado-
res que se puedan utilizar en dispositivos de rehabilitacio´n portables. El disen˜o
propuesto se basa en una transmisio´n de par entre el motor y la articulacio´n per-
judicada, mediante el uso de dicho embrague. Este actuador presenta la enorme
ventaja de poder liberar la articulacio´n de manera muy ra´pida, de modo que en
el caso de que el paciente sufriera una contraccio´n involuntaria (espasmo) se li-
berase el par de ayuda de forma que no se sufriera ningu´n dan˜o asociado al uso
de este sistema.
7.1. Introduccio´n
Los exoesqueletos son estructuras externas superpuestas al cuerpo humano,
cuya misio´n es transmitir par y fuerza de actuadores a los miembros solidarios
al mismo. El uso de este tipo de dispositivos para rehabilitacio´n, como se obser-
va en la literatura actual (Chen y Liao, 2006), permiten a los pacientes recuperar
o mejorar las funciones motoras afectadas (He y cols., 2005) de una manera ra´pi-
da y personalizada para cada paciente.
Los actuadores convencionales requieren complejas te´cnicas de control para
resolver las contracciones involuntarias en los mu´sculos sobre los que actu´an.
Cuando estos feno´menos ocurren es necesario, de algu´n modo, proporcionar
una respuesta suave no so´lo por parte del software sino de los modelos a disen˜ar.
Como norma general se puede establecer que hay que conseguir optimizar
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la relacio´n de par por peso y volumen. Estas restricciones son las que hacen que
el disen˜o sea un problema no trivial de resolver, adema´s un desafı´o para la ma-
yorı´a de los ingenieros tratando de encontrar situaciones de compromiso para
aplicaciones biome´dicas.
7.2. Fluidos Magnetoreolo´gicos
Los fluidos magnetoreolo´gicos (MR) son suspensiones de partı´culas pola-
rizables que tienen un taman˜o del orden de micro´metros y que se encuentran
sobre una matriz (aceite) que hace de medio de transporte. Como caracterı´sti-
ca principal destaca su cambio de viscosidad cuando es aplicado un campo
magne´tico externo.
Figura 7.1: Partı´culas magne´ticas en suspensio´n en un medio lı´quido (aceite)
7.2.1. Principio de funcionamiento
Cuando se les aplica un campo magne´tico, se producen formaciones de ca-
denas columnares en la direccio´n de las lı´neas de flujo. Estas estructuras son las
que restringen el movimiento del fluido, ya que incrementan la viscosidad del
fluido en conjunto.
Una vez que se retira el campo magne´tico aplicado, se vuelve a las condicio-
nes iniciales de manera instanta´nea (tiempos del orden de 1ms).
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Figura 7.2: Formacio´n de estructuras paralelas al campo magne´tico aplicado
El comportamiento de un fluido MR se representa generalmente como un
pla´stico de Bingham que tiene un lı´mite ela´stico variable (Phillips, 1969). En este
modelo, el flujo se gobierna segu´n (7.1):
τ = τy(H) + ηγ˙ , τ > τy (7.1)
En esta expresio´n, τy es el lı´mite ela´stico. H es el campo magne´tico aplicado,
γ˙ es el shear rate o velocidad de cizallamiento, y η es la viscosidad del pla´stico
(para H = 0). Por debajo de este lı´mite (para tensiones del orden de 10−3Pa), se
comporta de manera viscoela´stica (7.2).
τ = Gγ , τ < τy (7.2)
Donde G es el mo´dulo complejo del material. Adema´s se ha observado en
la literatura (Weiss, Carlson, y Nixon, 1994) que este mo´dulo es dependiente del
campo magne´tico aplicado. Por otro lado, los fluidos MR se alejan de manera
significativa del comportamiento como pla´sticos de Bingham cuando no aplica-
mos campo magne´tico, pero au´n ası´, utilizando debidamente (7.1) es suficiente
para el disen˜o de la mayorı´a de los dispositivos.
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7.2.2. Modos de funcionamiento
La mayorı´a de los dispositivos que utilizan fluidos MR se pueden clasificar
en funcio´n de si tienen polos fijos (pressure driven flow mode (PDF)) o con movi-
miento relativo entre ellos (direct-shear mode). Los diagramas de estos modos de
funcionamiento se pueden observar en la Figura 7.3.
Ejemplos de dispositivos de funcionamiento en modo PDF son: servo va´lvu-
las o amortiguadores. Ejemplos de dispositivos de funcionamiento en modo
direct-shear son: embragues, frenos, dispositivos de freno y sujecio´n.
Un tercer modo de funcionamiento conocido como squeeze-film tambie´n ha
sido utilizado en pequen˜os movimientos con requerimientos de altas fuerzas y
pares (Jolly y Carlson, 1996)
Figura 7.3: Modos ba´sicos de operacio´n: (a) pressure driven mode, (b) direct shear mode
El modo de funcionamiento que se utilizara´ en lo sucesivo sera´ el direct-shear,
donde la fuerza que se ejerce sobre las placas paralelas al vector velocidad del
fluido vienen dado por (7.3)
F = Fη + Fτ =
ηSA
g
+ τyA (7.3)
Donde S es la velocidad relativa entre dichas placas, y A = Lw es el a´rea de
contacto.
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7.3. Disen˜o propuesto de actuador
Entre los requerimientos iniciales para el desarrollo del dispositivo dentro
del proyecto HYPER, se requiere una solucio´n con buena relacio´n entre el par
transmitido y el confort, para ser viable la aplicacio´n en un posible exoesquele-
to. Es por este motivo por lo que el disen˜o de embrague propuesto consiste en
una forma cilı´ndrica como se puede observar en la Figura 7.4, similar al presen-
tado en (Walker, Thoma, y Niemeyer, 2009).
Como caracterı´stica principal destaca, la conexio´n de la carcasa al eje de en-
trada. La transmisio´n de par hacia el eje de salida se realiza a trave´s del fluido
MR, en especial al rozamiento que e´ste genera cuando se plastifica por la presen-
cia de un campo magne´tico externo.
La utilizacio´n de fluidos MR permite al dispositivo liberarse de manera casi
instanta´nea cuando se desee, de modo que si el campo magne´tico se retira el
par transmitido al eje de salida (a su vez conectado a la articulacio´n deseada)
sera´ nulo. Esta caracterı´stica, unida al bajo peso son las que hacen viable al em-
brague en casos de movimientos repentinos e involuntarios del usuario, tales
como espasmos.
Figura 7.4: Disen˜o preliminar del embrague MR
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7.3.1. Ca´lculos para el par transmitido
El procedimiento aquı´ descrito (7.4)-(7.6) es similar al utilizado en (Hongsheng,
Juan, Liang, Jiong, y Xuezheng, 2009), con la principal diferencia de haberse in-
troducido la posibilidad de cambiar el nu´mero de discos internos.
Para simplificar los ca´lculos, se han hecho algunas aproximaciones conside-
rando que so´lo el 95 % del a´rea es efectiva en te´rminos de transmisio´n de par
hacia el eje de salida.
Td
n− 1 =
piη · |∆ω|
hd
(R42 −R41) +
4
3
pi(R32 −R31)τB (7.4)
Th =
piη · |∆ω|
hh
·R42 +
4
3
pi ·R32 · τB (7.5)
Ttot = Td + Th (7.6)
En las expresiones (7.4)-(7.6), el ca´lculo esta´ dividido en dos partes. Td de-
nota el par transmitido debido a los discos internos y Th el correspondiente al
transmitido por la carcasa. La suma total depende adema´s del nu´mero de discos
n.
Adema´s, η es la viscosidad del fluido magnetoreolo´gico sin campo magne´ti-
co aplicado. Para el resto del trabajo se supone un valor constante de 0.3 Pa · s1.
|∆ω| el la velocidad de rotacio´n relativa entre los ejes de entrada-salida.
hd es la separacio´n entre dos discos consecutivos, y hh es la separacio´n entre
un disco (ma´s cercano a la carcasa) y la carcasa.
1Tal y como se ha determinado partiendo de las especificaciones gene´ricas de fluidos magne-
toreolo´gicos
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R2 es el radio de los discos internos y R1 es el radio del eje que los conecta
entre sı´.
τB es el lı´mite ela´stico del fluido para un campo magne´tico aplicado. Para el
resto del trabajo se se aproximara´ a una constante de valor 5 · 104Pa.
7.3.2. Simulaciones del embrague propuesto
Antes de la construccio´n de un prototipo se han llevado a cabo numerosas
simulaciones para entender el comportamiento de los fluidos MR y el par que
sera´ transmitido al eje conducido del dispositivo. Debido a la necesidad de ha-
cer un estudio ma´s a fondo de lo que con un programa CAD convencional se
harı´a, Matlab-Simulink R©ha sido utilizado para simular el comportamiento de
estos fluidos conectado con otros Software como MSC Adams R©. E´ste sirve para
analizar el movimiento de la estructura como so´lido rı´gido. Adema´s el funcio-
namiento como dispositivo de rehabilitacio´n se simulara´ mediante MSMS, cuya
interfaz visual permitira´ desde ver el movimiento en un cuerpo humano, hasta
definir condiciones de contorno para articulaciones humanas, etc.
Todo estos estos programas informa´ticos se encuentran conectados entre sı´ (co-
simulacio´n) como se observa en Figura 7.5.
Figura 7.5: Esquema ba´sico de la co-simulacio´n del embrague
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7.3.3. Resultados preliminares
Despue´s de numerosas pruebas llevadas a cabo se planteo´ la posibilidad de
variar el nu´mero de discos internos del embrague para evaluar si la relacio´n
par-peso mejorarı´a el disen˜o inicial propuesto. Los resultados obtenidos se en-
cuentran recogidos en la Tabla 7.1:, donde el material utilizado para todos los
ca´lculos es Al-Mg 5052 con densidad 2,68g/cm3.
Tabla 7.1: Par transmitido para diferentes configuraciones del embrague y peso total del dispo-
sitivo
Nu´mero Disco interno Carcasa exterior Par Peso
de discos φ (cm) φ (cm) ma´ximo (Nm) (g)
1 10 13 38.5 141
1 7 10 12 83
1 6 9 8 61
1 5 8 4.5 48
2 10 13 72 221
2 7 10 25 117
2 6 9 16 90
2 5 8 9 68
3 10 13 103 306
3 7 10 38 157
3 6 9 24 119.68
3 5 8 13 88
Como el par estimado para levantar un brazo adulto es de 3.3Nm (sin car-
ga), y si se piensa en un disen˜o para ayudar e incluso poder levantar pequen˜as
cargas (500-600g) y que se pueda utilizar en pacientes de mayor peso y altura, el
disen˜o con un disco interno de 10cm (83g) (ver Tabla 7.1) serı´a la mejor solucio´n.
Esta opcio´n es capaz de transmitir un par de hasta 12Nm, lo cual cumple con las
condiciones descritas y adema´s deja cierto margen de sobra en el par transmiti-
do, que permitira´ adaptar el disen˜o a varios perfiles de personas.
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El eje conductor sera´ movido por unmotor ultraso´nico (el peso del mismo no
esta´ incluido en el dispositivo). Este tipo de motores tienen la ventaja de dispo-
ner de relaciones par/peso muy elevadas y taman˜os muy pequen˜os adema´s de
tener una respuesta en posicio´n y velocidad muy buena. Tambie´n su respuesta
es muy ra´pida y requiere voltajes pequen˜os lo cual justifica su uso para aplica-
ciones me´dicas. Para este primer disen˜o se ha seleccionado el USM-TRUM-60-
RA (Figura 7.6) con un par de 1.5Nm, 250g de peso y una velocidad de rotacio´n
de 120rpm.
Figura 7.6: Motor ultraso´nico USM-TRUM-60-RA
7.3.4. Rehabilitacio´n funcional
El actuador propuesto tiene como principal funcio´n ayudar a recuperar la
funcio´n motora del codo humano. Dependiendo del dan˜o de cada paciente, el
disen˜o propuesto podra´ ayudar al paciente con un porcentaje de par necesario
para llevar a cabo de ejercicio deseado (Chen y Liao, 2009). Adema´s, sera´ posi-
ble definir ejercicios de rehabilitacio´n de forma que se compense esta movilidad
perdida, de modo que los terapeutas dispongan de herramientas de control y
seguimiento de cada uno de sus pacientes.
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Un ejemplo de ayuda que se podrı´a transmitir en un ejercicio de rehabilita-
cio´n es la que se muestra en Figura 7.7, donde se observa una simulacio´n de un
ejercicio de rehabilitacio´n con un 70 % de par de ayuda en un paciente de 1.80m
de altura y 80kg de peso. Adema´s se considera un movimiento sinusoidal [0, pi2 ]
del codo con una carga adicional de 1kg en la mano.
Figura 7.7: Par realizado por el paciente con un 70 % de ayuda
La principal ventaja del actuador disen˜ado es la capacidad de liberar el eje
de salida de forma instanta´nea. Esta caracterı´stica es esencial para su posible im-
plementacio´n en un robot portable ya que las articulaciones humanas no pue-
den ser forzadas a moverse. Movimientos involuntarios como espasmos u otro
tipo de contracciones se estudian mediante el modelado musculoesquele´tico
que permite el software MSMS R©, y que son exportadas directamente a Matlab-
Simulink R©como se observa en la Figura 7.8.
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Figura 7.8: Co-simulacio´n entre MSMS R©-Simulink R©
7.3.5. Ventajas para los terapeutas
Las principales ventajas son la posibilidad de disponer de un exoesqueleto
para propo´sitos de rehabilitacio´n, donde la articulacio´n del codo esta´ goberna-
da por un embrague MR. Adema´s se tendra´ la posibilidad de tratar a un mayor
nu´mero de pacientes de manera personalizada, definiendo ejercicios individua-
les para cada uno de ellos. Se podra´ disponer de historiales de evolucio´n para
cada uno de ellos, de manera que la ayuda aplicada por el dispositivo ira´ decre-
ciendo a medida que avanza el tratamiento.
Tal y como se ha visto en este capı´tulo, el modelo del embrague MR disen˜ado
en Matlab R©incorpora el modelado del comportamiento del fluido analizada y
explicado en los anteriores capı´tulos. Adema´s, el esquema de control definido
anteriormente ha sido implementado y puesto en marcha en este modelo.
Capı´tulo8
Control de aleacio´n con memoria
de forma
8.1. Aleaciones con memoria de forma
Las aleaciones con memoria de forma (SMA) son un tipo de aleaciones meta´li-
cas deformables, y que cuando son sometidas a cambios de temperaturas en un
determinado rango, recuperan el estado inicial no deformado, teniendo la ca-
pacidad de generar fuerzas durante dicha recuperacio´n. Por tanto, son un tipo
de actuadores controlables ele´ctricamente mediante el calentamiento por efec-
to Joule, y con una actuacio´n silenciosa, aunque tienen una baja velocidad de
respuesta.
8.2. Control de una fibra SMA
Todo el desarrollo presentado en los anteriores capı´tulos ha sido utilizado,
para el control de una aleacio´n con memoria de forma, debido a lo altamente no li-
neales que son estos materiales. Adema´s para la identificacio´n de la histe´resis se
planteo´ un procedimiento para llevar a la fibra a un estado conocido zero point,
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de este modo los algoritmos de control siempre parten de un estado conocido
del material. Las elongaciones ba´sicas de este tipo actuadores rondan en torno
al 4 %, como se observa en la Figura 8.1, y se consiguen mediante la excitacio´n
te´rmica del mismo, debido a las propiedades de la estructura cristalina que pre-
sentan.
Figura 8.1: Elongacio´n en una SMA.
8.3. Funcionamiento del nitinol
El material de las SMA utilizadas es nitinol (aleacio´n de nı´quel y titanio),
el cual es una aleacio´n intermeta´lica de nı´quel y titanio en proporciones pra´cti-
camente equiato´micas (Klemas y cols., 2002). Mientras la aleacio´n se encuentra
por debajo de su temperatura de transicio´n puede ser deformada y estirada con
facilidad, sin dan˜o permanente (dentro de los lı´mites de elasticidad). Una vez
que el material ha sido deformado, si es calentado por encima de su temperatu-
ra de transicio´n (ya sea por corriente ele´ctrica o una fuente externa), la aleacio´n
recupera su forma predeterminada deshaciendo la deformacio´n previa.
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Figura 8.2: Fases de una SMA.
En la Figura 8.2 se observa el porque de esta deformacio´n, donde cada cua-
dro representa un grano del material con sus respectivos lı´mites . Los granos
se orientan sime´tricamente a lo largo de los lı´mites de grano, dando lugar a
una estructura muy organizada (Villoslada, 2010). Esta configuracio´n permite el
cambio del enrejado interno de cada grano, al mismo tiempo que se mantiene
la misma interfase con los granos adyacentes. Es por esta razo´n por la cual las
SMA pueden experimentar deformaciones macrosco´picas mientras la estructura
microsco´pica mantiene su orden.
La transformacio´n de la estructura cristalina de la SMA durante el efecto de
memoria de forma, no es un proceso termodina´micamente reversible, ya que
debido a fricciones internas y a la aparicio´n de defectos estructurales, se da una
74 Control de aleacio´n con memoria de forma
disipacio´n de energı´a. La consecuencia de estas irreversibilidades es la aparicio´n
de histe´resis (Figura 8.3) en su comportamiento, lo cual hace que su manejo sea
complejo y requiera de una estrategia de control muy bien definida.
Figura 8.3: Temperatura frente a deformacio´n para una SMA Dynalloy, comenzando en fase
austenı´tica con una tensio´n de 172MPa.
8.4. Bu´squeda del punto de inicial de trabajo
Uno de los problemas que plantean este tipo de materiales con histe´resis es
conocer el punto en el que se encuentran inicialmente del ciclo de histe´resis. De-
pendiendo de la historia de uso que hayan tenido, velocidades de enfriamiento,
u´ltima tensio´n a la que fueron sometidas, nu´mero de ciclos, etc. su comporta-
miento sera´ distinto. Es por estos motivos por los cuales es necesario partir desde
un estado “conocido” antes de iniciar cualquier procedimiento de identificacio´n
y/o control.
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La te´cnica aplicada para esta inicializacio´n consiste en aplicar una sen˜al si-
nusoidal de amplitud decreciente y desplazada un offset determinado, como se
observa en la Figura 8.4. Esta sen˜al tiene la expresio´n matema´tica:
I(t)[A] = (at+ b) · sin(ωt) + C (8.1)
Figura 8.4: Sen˜al de entrada para el proceso de inicializacio´n.
Los para´metros a, b son los que corresponden a la amplitud de la sen˜al si-
nusoidal, donde en funcio´n de la velocidad requerida para la inicializacio´n se
variara´n en mayor o menor medida. Por otro lado ω es la velocidad de la sen˜al.
La constante C es la que define el punto medio de trabajo de la SMA en
intensidad. Para poder representar un ciclo con parte de subida y bajada, par-
tiendo desde el origen, es necesario el ca´lculo o estimacio´n de este punto. Por
simplicidad se ha cogido el valor medio entre las intensidades ma´xima y mı´ni-
ma aplicadas, ya que como primera aproximacio´n es bastante acertada.
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De forma ma´s intuitiva, lo que se esta´ haciendo es ir reduciendo los ciclos de
histe´resis que presenta el material hasta que se alcanza, en re´gimen permanente,
el punto buscado que se observa en la Figura 8.5, donde la fibra SMA se encon-
trarı´a lista para ejecutar cualquier tarea, ya sea de control o identificacio´n.
Este proceso se ha realizado de forma muy lenta para evitar la aparicio´n
de otras no linealidades en el material, pero se puede acelerar bastante depen-
diendo de la aplicacio´n. Para ello se debe proceder a variar las constantes a,b
anteriores, ası´ como ω, pero siempre se debe de prestar especial atencio´n a que
la SMA realice al menos 2 o 3 ciclos completos.
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8.5. Identificacio´n I de la histe´resis en una SMA
Una vez conocido el estado inicial, el sistema se encuentra listo para proceder
a la identificacio´n de la histe´resis (de la variable observada). El procedimiento
consiste en excitar al sistema con dos sen˜ales triangulares con una separacio´n
entre ellas q como se observa en la Figura 8.6. Una vez aplicadas estas sen˜ales a
la SMA se esperara´ varios ciclos hasta que se alcance un re´gimen con una esta-
bilidad aceptable.
Figura 8.6: Sen˜ales triangulares desfasadas q para identificar la histe´resis.
A continuacio´n so´lo se seleccionara´n las partes de subida del ciclo de histe´re-
sis para ambas sen˜ales (Figura 8.7). Una vez filtradas estas sen˜ales se aplicara´ el
proceso descrito en (Ikhouane y Rodellar, 2007) para la identificacio´n de los
para´metros de la histe´resis, cuya implementacio´n en Matlab R©, se encuentra en
el Ape´ndice A.
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Figura 8.7: Ciclo de histe´resis. En rojo, curva de subida (loading part) de un ciclo de histe´resis.
En la funcio´n implementada,
[kx,kw,rho,sigma,n]=identification(input,hyst1,hyst2,q)
el vector input corresponde a la parte de la sen˜al de entrada para el cual se
consiguen las partes de subida del ciclo (parte creciente de la sen˜al triangular).
Las partes de subida del ciclo de histe´resis se introducira´n como hyst1, hyst2
ası´ como el desplazamiento q entre ambas. El resultado de la ejecucio´n de este
algoritmo son las cinco variables del modelo Bouc-Wen normalizado.
8.6. Identificacio´n II de la histe´resis en una SMA
Tal y como se expreso´ en capı´tulos anteriores, la te´cnica de Evolucio´n Dife-
rencial (DE) funciona bastante bien en lo que a identificacio´n de para´metros se
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refiere, es por ello por lo que se plantea la siguiente metodologı´a de identifica-
cio´n:
Eleccio´n de una sen˜al de trabajo adecuada para llegar al re´gimen perma-
nente, donde el ciclo de histe´resis se repite de forma ide´ntica. Se sugiere la
utilizacio´n de sen˜ales sinusoidales y/o cuadradas, o una combinacio´n de
ambas para aligerar el enfriamiento de la SMA.
Determinacio´n de la frecuencia de trabajo de la SMA. Por motivos te´rmi-
cos, la velocidad de funcionamiento esta´ muy ligada al me´todo de enfria-
miento que se utilice, es por ello por lo que si se piensa utilizar conveccio´n
natural se debera´ de comprobar si es posible su uso.
Una vez aplicada la sen˜al durante varios ciclos hasta llegar a un ciclo esta-
ble, se extraera´n los datos correspondientes a la salida de histe´resis que se
este´ midiendo de un ciclo completo (subida y bajada).
Aplicacio´n del algoritmo de Evolucio´n Diferencial para la obtencio´n de los
para´metros, donde la funcio´n de coste sera´ la de diferencias cuadra´ticas
(ve´ase la ecuacio´n 5.2).
8.7. Comparativa entre las estrategias de identificacio´n
La u´ltima estrategia de identificacio´n, basada en algoritmos gene´ticos no ha
sido llevada acabo por falta de medios experimentales. Au´n ası´, se pueden esta-
blecer cuales serı´an las principales diferencias entre ambos me´todos:
El segundo me´todo obtendra´ una solucio´n mucho ma´s ra´pida, ya se es una
de las posibles soluciones del proceso de optimizacio´n.
La primera estrategia requiere de sen˜ales desfasadas una constante muy
bien determinada, lo cual puede ser un problema para su generacio´n y
medida. Adema´s, so´lo tiene en cuenta el ciclo de subida, lo cual puede
propagar pequen˜os errores en medidas a unos mayores en la estimacio´n.
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Para sistemas bien conocidos y en condiciones muy estables de funciona-
miento, se recomendarı´a la primera estrategia, pero para el presente traba-
jo se utilizara´ el primer me´todo por necesidades de una mayor flexibilidad
y robustez.
8.8. Control de la histe´resis
Una vez se han identificado los cinco para´metros del modelo Bouc-Wen nor-
malizado, se plantea una estrategia de control basada en un regulador PID. Los
para´metros de e´ste, se calculara´n siguiendo el procedimiento ya explicado en el
Capı´tulo-5 y sera´n especı´ficos para la aplicacio´n cuya sen˜al de entrada, sea la
utilizada en los propo´sitos de identificacio´n del ciclo de histe´resis.
El bucle de control en lazo cerrado a implementar sera´ el que se observa en
Figura 8.8:
Figura 8.8: Esquema de control PID para la SMA alimentada en intensidad y realimentada en
posicio´n.
La alimentacio´n de la SMA se realiza en intensidad, mientras que la variable
que se esta´ realimentando en todo momento es la posicio´n o elongacio´n de la
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misma. Adema´s, para incrementar la precisio´n en la lectura de la posicio´n, se
sugiere tomar medidas despue´s del mecanismo de amplificacio´n del movimien-
to (en el caso de que se utilice).
En el caso estudiado, se controlo´ la SMA en posicio´n, pero otra variables
tales como velocidad, temperatura, etc. podrı´an ser tambie´n objeto de intere´s si
la electro´nica disponible permitiese medirlas con precisio´n y velocidad.
Capı´tulo9
Conclusiones y trabajos futuros
El propo´sito final del trabajo comenzado en esta tesis es el disen˜o, construc-
cio´n y control de un dispositivo de rehabilitacio´n humana principalmente pen-
sada para el miembro superior. El objetivo de esta tesis, es proponer una meto-
dologı´a de control para los actuadores no lineales, dentro del dispositivo final de
compensacio´n de movimiento. Los puntos que se han alcanzado se enumeran a
continuacio´n:
Disen˜o y control del sistema de transmisio´n del par a la articulacio´n dan˜ada.
Se desarrollo´ y planteo´ una metodologı´a de control para un embrague
magnetoreolo´gico, que presenta una elevada histe´resis debido a las no li-
nealidades de dichos fluidos.
Planteamiento de una metodologı´a de control para actuadores basados en
SMAs, que se utilizara´n para el disen˜o de actuadores ma´s ligeros para ar-
ticulaciones que requieran menor par (principalmente los dedos).
Caracterizacio´n de ciclos de histe´resis mediante algoritmos evolutivos (Evo-
lucio´n Diferencial), los cuales tienen la enorme ventaja de no requerir un
conocimiento exhaustivo del problema en sı´.
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9.1. Trabajos futuros
El trabajo aquı´ descrito, al formar parte de un proyecto mayor, no es sino el
principio de unas metodologı´as a aplicar para el desarrollo del dispositivo de
rehabilitacio´n final. Es por este motivo por el cual, a continuacio´n se plantean
una serie de trabajos muy relacionados con los aquı´ presentados, y que a corto
plazo sera´n los prioritarios a realizar.
Disen˜o de unos dispositivos de enfriamiento para actuadores de tipo SMA.
Para mejorar los algoritmos de control y aumentar la frecuencia de fun-
cionamiento de los mismos, se plantean el uso de dispositivos de enfria-
miento por conveccio´n forzada basados en microventiladores y sopladores
como los que se observan en la Figura 9.1.
Figura 9.1: Microventilador.Modelo: SUNON R©, UB393-500.
Estudio del operador de histe´resis Prandtl-Ishlinskii (PI), como te´cnica de
control alternativa a las ya propuestas. Debido a la rapidez y simplicidad
(operador lineal) de este algoritmo, se plantea como una te´cnica alternativa
para aplicaciones en tiempo real. El esquema de control a implementar
serı´a similar al que se observa en la Figura 9.2. Donde se plantea el uso
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de un compensador de histe´resis (operador inverso de Prandtl-Ishlinskii)
para anular las no linealidades (Kuhnen, 2003).
Figura 9.2: Estrategia de control hı´brida mediante el uso del compensador de Prandtl-
Ishlinskii.
Implementacio´n de los algoritmos de control en un dispositivo embebi-
do (Figura 9.3). De forma paralela al desarrollo de este trabajo, se esta´ di-
sen˜ando una arquitectura de control para el dispositivo final. E´ste esta´ ba-
sado se basa en un microcontrolador dotado de una pantalla LCD, me-
diante la cual se debera´n de controlar los actuadores aquı´ descritos, y es
por ello por lo que se debera´n de adoptar todos los algoritmos a una ar-
quitectura de este tipo.
Comprobacio´n de los algoritmos de control sobre un fluido MR real, para
verificar que las simulaciones presentadas a lo largo de esta tesis tiene una
aplicacio´n concreta, de modo que todas las estrategias de presentadas en
este proyecto tengan su uso en un sistema altamente no lineal.
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Figura 9.3: Microcontrolador e interfaz de control del dispositivo de rehabilitacio´n.
Ape´ndiceA
Codigo de identificacio´n del
modelo Bouc-Wen (m-file)
function [kx,kw,rho,sigma,n] =
identification(input,hyst1,hyst2,q)
vectorkx = (hyst2-hyst1)/q;
kx = mean(vectorkx);
theta = hyst1-kx*input;
88 Codigo de identificacio´n del modelo Bouc-Wen (m-file)
posicion = interp1(theta,1:length(theta),0);
xestrella = interp1(input,posicion);
posicion1 = randi(length(input)-2,1);
posicion2 = randi(length(input)-1,1);
while (input(posicion1) <= xestrella)
posicion1 = randi(length(input)-2,1);
end
while input(posicion2) <= input(posicion1)
posicion2 = randi(length(input)-1,1);
end
derivadatheta = diff(theta)./diff(input);
a = interp1(derivadatheta,posicion);
n = log((derivadatheta(posicion2) - a)/
(derivadatheta(posicion1)- a))/
log(theta(posicion2)/theta(posicion1));
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b = (a-derivadatheta(posicion2))/(theta(posicion2)ˆn);
kw = (a/b)ˆ(1/n);
rho = a/kw;
omega = theta/kw;
aleatorio3 = randi(length(omega)-1,1);
while (omega(aleatorio3) >= 0)
aleatorio3 = randi(length(omega)-1,1);
end
derivadaomega = diff(omega)./diff(input);
sigma = (1/2)*((derivadaomega(aleatorio3)/rho-1)/
(-omega(aleatorio3))ˆn+1);
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