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INTERSECTION MULTIPLICITY OF SERRE IN THE
UNRAMIFIED CASE
C. SKALIT
Abstract. We describe here some recent progress pertaining to the Serre In-
tersection Multiplicity Conjecture. In particular, we show that if A is unram-
ified, then just as in the equicharacteristic case, the intersection multiplicity
of two modules is bounded below by the product of their Hilbert-Samuel mul-
tiplicities. We also explain, in terms of the blowup of SpecA, the geometric
significance of achieving this lower bound.
Introduction
Let (A,m) be a regular local ring. For two finitely-generated A-modules M and
N with ℓ(M⊗AN) <∞, Serre [Ser65, V] defines the “intersection multiplicity” via
χA(M,N) =
dimA∑
i=0
(−1)iℓ(TorAi (M,N)).
The formula, which was originally proposed to define the intersection product of
properly-meeting cycles on an algebraic variety, has garnered interest in its own
right, thanks to the following conjecture:
Serre’s Conjecture. [Ser65, V] Let (A,m) be a regular local ring. Suppose that
M and N are finitely-generated modules with ℓ(M ⊗AN) <∞. Then the following
statements hold:
(a) χA(M,N) ≥ 0.
(b) dimM + dimN ≤ dimA.
(c) χA(M,N) > 0 if and only if dimM + dimN = dimA.
Serre [loc. cit.] showed (b) holds in general and that (a) and (c) are also true
provided that A is either equicharacteristic or of mixed-characteristic and unrami-
fied. While the positivity in (c) remains open, Gabber has shown, using de Jong’s
theory of regular alterations [dJ96], that (a) holds in general. While Gabber never
published his result, accounts may be found in [Ber97] and [Hoc97]. The “only-if”
in (c) — that is, the vanishing of χA(M,N) when dimM + dimN < dimA —
was proved using K-Theoretic techniques by Gillet and Soule´ [GS87]. An alternate
proof, due to P. Roberts, may be found in [Rob85].
For the case of an equicharacteristicA, Serre’s proof of (c) shows that ifM andN
are of complimentary dimension (that is, when dimM + dimN = dimA), then, in
fact, one has χA(M,N) ≥ e(M)e(N) where we denote by e(M) the Hilbert-Samuel
multiplicity of M (with respect to m). Our first result is an extension of this lower
bound to the unramified case:
This work was funded in part by NSF grant DMS-1006610.
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Theorem A. Suppose that (R0, πR0) is a discrete valuation ring with perfect
residue field. Let (A,m) be a regular local ring containing R0 such that π ∈ m−m
2.
If M and N are finitely-generated A-modules with dimM + dimN = dimA and
ℓ(M ⊗A N) <∞, then χ
A(M,N) ≥ e(M)e(N).1
Note that for R0 = ZpZ, we have precisely the case where A is unramified in the
traditional sense.
To prove Theorem A, we may reduce to when A is complete and hence a power-
series ring over R, a complete DVR. We may further suppose that at least one
of M or N is R-flat. In this case, χA(M,N) = ed(M⊗̂RN) where d ⊆ A⊗̂RA
is the “diagonal ideal.” What we then actually prove is the stronger result that
e(M⊗̂RN) ≥ e(M)e(N). This and other properties regarding the completed tensor
product over a complete DVR are examined in detail in Section 2; the proof of
Theorem A appears in Section 3.1.
Having established a lower bound for χA(M,N), we now attempt to understand
under what circumstances it is achieved. Let (A,m) be regular and put X = SpecA.
Consider the closed subschemes Y = Spec(A/p) and Z = Spec(A/q) where p and q
are prime ideals. Assume that Y ∩ Z is a point and that dim Y + dimZ = dimX .
Geometric intuition suggests that if χA(A/p, A/q) 6= e(A/p)e(A/q), then Y and Z
do not meet transversely. In other words, their tangent cones intersect nontrivially
in the sense that dim(gr(A/p)⊗grA gr(A/q)) > 0. This implication was first proved
rigorously by B. Tennison [Ten79].
We can obtain a more quantitative version of Tennison’s result by passing to
X˜, the blowup of X along the ideal m. If F and G are coherent OX˜ -modules
with supports meeting in the exceptional divisor E ⊆ X˜, we can define a “global”
intersection multiplicity via
χOX˜ (F ,G) :=
∑
i,j≥0
(−1)i+jℓ(Hi(X˜, (Tor
O
X˜
j (F ,G))))
where we denote by Hi the (Zariski) sheaf-cohomology groups and ℓ the length of
each as an A-module. Writing Y˜ and Z˜ for the strict transforms of Y and Z, we
have a formula [Ful98, Example 20.4.3] connecting the two multiplicities:
χA(A/p, A/q) = e(A/p)e(A/q) + χOX˜ (OY˜ ,OZ˜).
We note that Tennison’s theorem now follows from the fact that Y˜ ∩Z˜ = ∅ precisely
when the tangent cones of Y and Z intersect trivially (see Lemma 3.5).
S. Dutta has investigated the natural question of whether χOX˜ (OY˜ ,OZ˜) ≥ 0
in [Dut13]. When A is unramified in the sense of Theorem A, this inequality is
guaranteed. We now propose a stronger positivity conjecture which asserts that
χOX˜ (OY˜ ,OZ˜) > 0 whenever Y˜ ∩ Z˜ is nonempty. Algebraically, this amounts to
saying:
Conjecture I. Let A be a regular local ring and suppose that M and N are
equidimensional, finitely-generated modules such that dimM +dimN = dimA and
ℓ(M ⊗AN) <∞. Then χ
A(M,N) ≥ e(M)e(N) with equality occurring if and only
if dim(grM ⊗grA grN) = 0.
1Although it has never before appeared in print, this inequality was previously known to O.
Gabber.
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It should go without saying that Conjecture I implies the positivity in part
(c) of Serre’s Conjecture. We shall therefore only concern ourselves with regular
local rings A for which positivity is already known. More precisely, we aim to
show that if χA(M,N) = e(M)e(N) then dim(grM ⊗grA grN) = 0; the reverse
implication, of course, follows from the work of Tennison [Ten79]. We also remark
that since only the top-dimensional components of SuppM and SuppN contribute
to χA(M,N), we need to impose equidimensional hypotheses to exclude the obvious
counterexamples (see Example 3.12).
In Section 3.3, we prove:
Theorem B. If A is equicharacteristic, then Conjecture I is true.
When A is essentially smooth over a field, Theorem B may be proved via the
techniques of Fulton-MacPherson intersection theory. Our method, which is purely
algebraic, relies instead on the celebrated Theorem of Rees [Ree61] that relates mul-
tiplicities to integral closures of ideals. The second key ingredient in our approach
is the following isomorphism of P. Samuel [Sam51], which states that for K a field
and A = K[[X1, · · · , Xn]], we have an isomorphism
grM ⊗K grN
∼
−→ gr(M⊗̂KN).
No such isomorphism exists in mixed-characteristic; in Section 2.4, we explain how
we may, in certain cases, circumvent this difficulty.
For the remainder of this section, let us fix a discrete valuation ring (R0, πR0)
with perfect residue field. Let (A,m) be any regular local ring containing R0 such
that π ∈ m−m2.
Theorem C. With A as above, Conjecture I is true for A-modules M and N under
the additional assumption that SuppM ⊆ Supp(A/πA).
In this case, we can in essence reduce ourselves to working with the equicharac-
teristic ring A/πA where the result is already known by Theorem B. Details appear
in Section 3.4.
We now turn to the case where the A-modules M and N are both R0-flat. We
first make the following crucial observation:
Theorem D. With A as above, let M and N be R0-flat A-modules such that
dimM + dimN = dimA and ℓ(M ⊗A N) < ∞. If χ
A(M,N) = e(M)e(N), then
e(M) = e(M/πM) or e(N) = e(N/πN).
With this result, we therefore see that when investigating Conjecture I for R0-
flat modules M and N , we may always assume that at least one of the modules —
say M — satisfies e(M) = e(M/πM). We now formulate:
Theorem E. Let A be as above. Assume that M = A/a and N = A/b are equidi-
mensional, R0-flat quotients of A and that e(M) = e(M/πM). Then Conjecture I
is true in the presence of any one of the following additional conditions:
(i) π is not contained in a height-one associated prime of grM ;
(ii) e(N) = e(N/πN);
(iii) dimM = dimA− 1;
(iv) dimM = 1;
(v) dim(grM ⊗grA grN ⊗grA
grA
π grA
) = 0.
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The proof of Theorem E ties together two main ideas: one algebraic, the other
geometric. In the first three cases, there exists a close-enough analogue of Samuel’s
isomorphism to directly apply the techniques used in Theorem B. In particular, we
show (see Proposition 2.17) that when A is complete, there is a canonical surjection
gr(A/a)⊗k gr(A/b)
π ⊗ 1− 1⊗ π
։ gr(A/a⊗̂RA/b)
that induces a homeomorphism of the underlying Zariski spaces. For the latter two
cases, we examine the blowups Y˜ and Z˜ of Spec(A/a) and Spec(A/b). Under these
circumstances, the intersection of Y˜ and Z˜ is simple enough to allow for the direct
computation of χOX˜ (OY˜ ,OZ˜); and we show, quite explicitly, that χ
O
X˜ (OY˜ ,OZ˜) =
0 if and only if Y˜ ∩ Z˜ = ∅. We treat the intersection multiplicity on X˜ in Section
3.2; Theorems C, D, and E are proved in Section 3.4.
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1. Some Remarks on Hilbert-Samuel Multiplicity
In this section, we fix notation and recall some elementary facts about Hilbert-
Samuel multiplicity for later use. We give proofs when no suitable literature refer-
ence may be found.
1.1. Hilbert Functions. Let S be an N-graded ring, finitely generated by S1 as
an S0-algebra where S0 is Artin-local. For any finitely-generated, graded S-module
E of Krull dimension d, we can define the Hilbert function, fE(n) :=
n∑
i=0
ℓ(Ei). For
n >> 0, one has that fE(n) = PE(n) where PE ∈ Q[x] is a degree-d polynomial.
The multiplicity e(E) is defined via
e(E) = lim
n→∞
d! · fE(n)
nd
= d! · (leading coefficient of PE).
So-called discrete derivatives are defined via ∆fE(n) = fE(n)− fE(n− 1) = ℓ(En).
It is clear that for n >> 0, one has ∆fE(n) = ∆PE(n) as well as
∆iPE(n) =
{
e(E) i = d
0 i > d
.
Let (A,m) be a Noetherian local ring, M a finitely-generated, d-dimensional A-
module, and a ⊆ A an ideal such that ℓ(M/aM) < ∞. We denote by fa,M (n) the
Hilbert function for gra(M) :=
∞⊕
n=0
anM
an+1M
and write Pa,M (n) for the corresponding
polynomial. We define the a-multiplicity via ea(M) = e(gra(M)). We will often
write e(M) and gr(M) when a = m.
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1.2. Grothendieck Groups. Now let Y ⊆ SpecA be a closed subset of dimension
d. We shall write M(Y ) for the abelian category of finitely-generated A-modules
M with support contained in Y and will denote by G0(Y ) the Grothendieck group
on M(Y ). Let a ⊆ A be any ideal for which V (a) ∩ Y = {m}; this is enough
to guarantee that ℓ(M/aM) < ∞ for all M ∈ M(Y ). It is well known [Ser65,
II-Prop.10] that the mapping ea(d,−), which sends M ∈ M(Y ) to ∆
dPa,M ∈ Z,
is additive over short-exact sequences in M(Y ) and so defines a homomorphism
G0(Y )→ Z.
When computing Hilbert-Samuel multiplicities or intersection multiplicities, it
is often convenient to pass to the primes associated to the modules in question. To
that end, we have the following lemma:
Lemma 1.1. Let A and Y be as above. Then for each M ∈ M(Y ), there is an
M ′′ ∈M(Y ) with dimM ′′ < d and an equation in G0(Y ) of the form
[M ] =
∑
p∈Y
dimA/p=d
ℓ(Mp)[A/p] + [M
′′].
Proof. We proceed by induction on a(M) =
∑
dimA/p=d
ℓ(Mp). If a(M) = 0, we have
dimM < d, and the proof is complete. If a(M) > 0, we choose some p ∈ SuppM
such that dimA/p = d. Since dimM = d, this p is minimal and hence associated,
thereby giving rise to an exact sequence
0→ A/p→M → N → 0.
For every d-dimensional component q of Y , we see from the above sequence that
ℓ(Nq) = ℓ(Mq) for q 6= p while ℓ(Np) = ℓ(Mp) − 1. Hence, a(N) = a(M) − 1 and
the proof is complete by induction. 
Invoking Lemma 1.1 to M in G0(SuppM) and applying ea(d,−) yields the
familiar “additivity formula” [Ser65, V-2].
Corollary 1.2. (Additivity Formula) Let M be a d-dimensional module over the
local ring A and let a be an ideal for which ℓ(M/aM) <∞. Then
ea(M) =
∑
p∈SuppM
dimA/p=d
ℓ(Mp)ea(A/p).
1.3. Multiplicity Modulo a Divisor.
Proposition 1.3. [FV93, Thm. 3.2(1)] Let (A,m) be a Noetherian local ring with
a ⊆ m. Let M be any finitely generated module such that M/aM is Artinian.
Suppose that x ∈ at is a non-zerodivisor on M . Denote by x the image of x
in at/at+1. Then ea(M/xM) ≥ t · ea(M) with equality occurring if and only if
gra(M)/x gra(M) has lesser dimension than gra(M).
We also include the following companion statement which shows that comparing
the multiplicities of M and M/xM really amounts to making the same comparison
for A/p where p is a minimal, associated prime of M .
Proposition 1.4. Let (A,m) be a Noetherian local ring with a ⊆ m. Let M be a
finitely-generated, d-dimensional A-module such thatM/aM is Artinian. Let x ∈ at
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be a non-zerodivisor for both A and M . Then ea(M/xM) = t · ea(M) if and only
if ea((A/p)/x(A/p)) = t · ea(A/p) for each p ∈ Supp(M) such that dim(A/p) = d.
Proof. Consider the map Φ, given by intersecting with x:
G0(SuppM)
Φ
−→ G0(SuppM ∩ Supp(A/xA))
[N ] 7−→ [N ⊗A A/xA]− [Tor
A
1 (N,A/xA)].
From Lemma 1.1, we know that in G0(SuppM), we may write:
[M ] =
∑
p∈SuppM
dimA/p=d
ℓ(Mp)[A/p] + [M
′′]
where dim(M ′′) < d. For those p subject to dim(A/p) = d, we have x /∈ p as p
is associated. By applying Φ, we therefore obtain, in G0(SuppM ∩ Supp(A/xA)),
the relation
[M/xM ] =
∑
p∈SuppM
dimA/p=d
ℓ(Mp)[A/p⊗A A/xA] + Φ([M
′′]).
We can read off the multiplicity ea(M/xM) by simply applying ea(d − 1,−).
Thus, our statement will be proved once we show that the virtual module Φ([M ′′])
is represented in G0(SuppM ∩ SuppA/xA) as a sum of modules having dimension
less than d − 1. For this, we observe that repeated applications of Lemma 1.1
will show that in G0(SuppM), [M
′′] may be written as a sum of [A/q]’s, where
dimA/q ≤ d − 1. If x ∈ q then TorA1 (A/q, A/xA)
∼= A/q = A/q ⊗A A/xA, so
Φ([A/q]) = 0 in this case. Otherwise, we have that x is A/q-regular, meaning
that Φ([A/q]) = [A/q⊗A A/xA] and thus is represented by a module of dimension
strictly less than d− 1. 
1.4. Integral Closure of Ideals. We state here some elementary facts about the
integral closure of ideals that will be used in the sequel. We refer the reader to
[HS06] for proofs.
Definition 1.5. Let a be an ideal in a ring, A. An element b ∈ A is said to be
integral over a if it satisfies an equation of the form
bn + a1b
n−1 + · · ·+ an−1b+ an = 0
where each ai belongs to a
i. The integral closure of a, denoted a, is the collection
of all b ∈ A that are integral over a. Note that a is an ideal by [HS06, 1.3.1].
The following lemma is an immediate consequence of the definitions.
Lemma 1.6. Let A→ B be a ring morphism and suppose that a ⊆ b are ideals of
A. Then if b ⊆ a, it follows that bB ⊆ aB.
We shall be interested in the connection between integral closure and Hilbert-
Samuel multiplicity. The first result in this direction is a fairly elementary observa-
tion:
Proposition 1.7. [HS06, 11.2.1] Let (A,m) be a Noetherian local ring and suppose
that a ⊆ b are ideals such that b ⊆ a. If M is a finitely generated module with
ℓ(M/aM) <∞, then ea(M) = eb(M).
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The converse, that multiplicity alone determines integral closure, requires ad-
ditional hypotheses and is considerably more subtle. It is the Theorem of Rees
alluded to in the introduction.
Theorem 1.8. [Ree61] Let (A,m) be a formally-equidimensional Noetherian local
ring and suppose that a ⊆ b are two m-primary ideals. Then ea(A) = eb(A) if and
only if b is contained in the integral closure of a.
2. Multiplicities of Completed Tensor Products
For this entire section, we fix a complete DVR (R, πR) with residue field k. If
A = R[[X1, · · · , Xm]], computing χ
A(M,N) for two R-flat A-modules amounts to
computing the multiplicity of M⊗̂RN with respect to a certain “diagonal ideal” as
we shall recall in the next section. For proving the lower bound in this case, it cer-
tainly suffices to show that e(M⊗̂RN) ≥ e(M)e(N). To do so, we break the symme-
try of the situation by introducing a second power-series ring B = R[[Y1, · · · , Yn]],
considering aB-moduleN , and examining the multiplicity ofM⊗̂RN , now regarded
as an A⊗̂RB-module. For generalities concerning the completed tensor product, we
refer the reader to [Ser65, V-6].
2.1. The Lower Bound.
Lemma 2.1. Let A = R[[X1, · · · , Xn]] and let B = R[[Y1, · · · , Ym]]. If M and N
are finitely-generated A and B-modules respectively, then the following statements
hold:
(a) dim(M⊗̂RN) ≤ dimM + dimN .
(b) If N is flat over R, then dim(M⊗̂RN) = dimM + dimN − 1.
Proof. Let p1, · · · , pk be the minimal primes of SuppM and q1, · · · , qℓ the minimal
primes of SuppN . Put C = A⊗̂RB and let φA and φB be the canonical maps from
SpecC to SpecA and to SpecB. We may write M⊗̂RN = (M ⊗AC)⊗C (N ⊗B C).
Note that Supp(M ⊗A C) = φ
−1
A (Supp(M)) and similarly for N . We therefore
obtain the following equalities:
Supp(M⊗̂RN) = Supp(M ⊗A C) ∩ Supp(N ⊗B C)
= φ−1A (SuppM) ∩ φ
−1
B (SuppN)
=
⋃
i,j
φ−1A (SuppA/pi) ∩ φ
−1
B (Supp(B/qj))
=
⋃
i,j
Supp(A/pi ⊗A C) ∩ Supp(B/qj ⊗B C)
=
⋃
i,j
Supp(A/pi⊗̂RB/qj)
One always has an isomorphism
A/pi⊗̂RB/qj
π(A/pi⊗̂RB/qj)
∼=
A/pi
π(A/pi)
⊗̂k
B/qj
π(B/qj)
,
and from it, (a) readily follows.
For (b), we note that if N is R-flat, π must act as a non-zerodivisor on each
B/qj →֒ N . In this case, π either annihilates A/pi⊗̂RB/qj or is a non-zerodivisor,
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depending on whether π ∈ pi. In either case, we have
dim(A/pi⊗̂RB/qj) = dim(A/pi) + dim(B/qj)− 1,
and the conclusion follows. 
Theorem 2.2. Let A = R[[X1, · · · , Xn]] and let B = R[[Y1, · · · , Ym]]. Let M and
N be finitely-generated A and B-modules respectively. If N is flat over R, then
e(M⊗̂RN) ≥ e(M)e(N).
Proof. It is well-known [Mat86, Thm.29.1] that there is a faithfully-flat base ex-
tension R → S where S is a complete DVR with uniformizer π and S/πS is alge-
braically closed. Put A′ = S⊗̂RA = S[[X1, · · · , Xm]] and similarly define B
′, M ′,
and N ′. We note that A→ A′ is a faithfully-flat morphism for which mAA
′ = mA′
and A′/mA′ is the algebraically-closed field, S/πS. Since all relevant quantities will
remain unchanged if we replace A, B, M , and N with A′, B′, M ′ and N ′, we shall
henceforth assume that k = R/πR is algebraically closed.
We next observe that since N is R-flat, we have an induced homomorphism of
Grothendieck groups:
G0(SuppM) −→ G0(Supp(M⊗̂RN))
[H ] 7−→ [H⊗̂RN ]
By Lemma 1.1, we may express [M ] in G0(SuppM) via
[M ] =
∑
q∈SuppM
dimA/q=d
ℓ(Mq)[A/q] + [M
′′]
where dimM = d, the q are prime, and dimM ′′ < d. One therefore obtains in
G0(Supp(M⊗̂RN)) the relation
[M⊗̂RN ] =
∑
q∈SuppM
dimA/q=d
ℓ(Mq)[A/q⊗̂RN ] + [M
′′⊗̂RN ].
Lemma 2.1 shows dim(M ′′⊗̂RN) = dimM
′′ + dimN − 1 < dimM + dimN − 1.
Applying e(dimM + dimN − 1,−) to the above expression therefore yields
e(M⊗̂RN) =
∑
q∈SuppM
dimA/q=d
ℓ(Mq)e(A/q⊗̂RN),
so by the additivity formula (1.2) it suffices to prove the claim for M = A/p where
p is a prime ideal.
Case 1: (M = A/fA for some nonzero f ∈ A.) Put C = A⊗̂RB. In this case,
M⊗̂RN ∼= (A⊗̂RN)/f(A⊗̂RN) as C-modules. Denote by mA the maximal ideal of
A and a = ord(f) the highest power of mA to which f belongs. Consequently, we
have f ∈ maC whence, by Proposition 1.3, we obtain e(M⊗̂RN) ≥ ae(A⊗̂RN).
However, since A is regular, e(M) = e(A/fA) = a [HS06, 11.2.8], and since
A⊗̂RN ∼= N [[X1, · · · , Xm]], we have e(N) = e(A⊗̂RN), thereby proving the de-
sired inequality in this case.
Case 2: (M = A/p for some prime ideal, p.) Since A/mA is infinite, we know
(see, for example, [Mat86, Thm. 14.14]) that there exists a system of parameters
x1, · · · , xd ∈ A/p such that the integral closure of the ideal they generate is equal
to all of mA/p. Let R[[T1, · · · , Td]] → A/p be the morphism mapping Ti to xi.
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This morphism is finite. From dimensional considerations, its kernel is prime and
generated by a single non-zero element g. Putting A0 = R[[T1, · · · , Td]]/(g), we have
an induced finite, integral extension of rings A0 →֒ A/p. Let r = [K(A/p) : K(A0)]
where for a domain D we denote by K(D) its fraction field. We then obtain a short
exact sequence of A0-modules
0→ (A0)
r → A/p→ E → 0
for which E⊗A0K(A0) = 0. Thus, dimE < d = dimA0, so by applying emA0 (d,−),
we see that emA0 (A/p) = re(A0). We make two observations at this point: First,
since k is algebraically closed, A/p and A0 have the same residue field. Thus,
given an Artinian A/p module, it does not matter whether we compute its length
as an A/p or as an A0 module. In particular, when computing the multiplicity
emA0 (A/p) of A/p as an A0-module, it is the same as computing emA0(A/p)(A/p),
the multiplicity of A/p when regarded as a module over itself. Second, we note that
since (x1, · · · , xd) ⊆ mA0(A/p), we have mA/p is contained in the integral closure
of the extended ideal, mA0(A/p). By Proposition 1.7, we are therefore assured that
e(M) = e(A/p) = emA0 (A/p) = re(A0).
Since N is R-flat, we can apply −⊗̂RN to obtain the following exact sequence
of A0⊗̂RB-modules:
0→ (A0⊗̂RN)
r → (M⊗̂RN)→ (E⊗̂RN)→ 0
If we consider the morphism of rings A0⊗̂RB → A/p⊗̂RB, it is immediate from
Lemma 1.6 that the integral closure ofmA0⊗̂RB in A/p⊗̂RB contains all ofmA/p⊗̂RB,
thus ensuring that em
A0⊗̂RB
(M⊗̂RN) = e(M⊗̂RN). We also note that by Lemma
2.1, dim(E⊗̂RN) < dim(M⊗̂RN) = dim(A0⊗̂RN). With these two considerations,
we can apply em
A0⊗̂RB
(dim(A0⊗̂RN),−) to obtain e(M⊗̂RN) = re(A0⊗̂RN). Now,
A0 is a power-series ring modulo a principal ideal, so by Case 1, we conclude that
e(M⊗̂RN) = re(A0⊗̂RN) ≥ re(A0)e(N) = e(M)e(N).

2.2. When Equality Holds. It’s not difficult to show that the inequality in The-
orem 2.2 can be strict, even in the case of an equicharacteristic DVR:
Example 2.3. Let R = C[[T ]] with M = N = R[[X ]]/(T −X2), then e(M) and
e(N) are both 1, but M⊗̂RN ∼= C[[X,Y ]]/(X2 − Y 2) and so has multiplicity 2.
In this example, the inequality e(M⊗̂RN) > e(M)e(N) may be attributed to
the fact that in both M and N , the uniformizer T is identified with an element in
the square of the maximal ideal. The following theorem says that this is essentially
the only reason why the inequality can be strict.
Theorem 2.4. Let A = R[[X1, · · · , Xm]] and B = R[[Y1, · · · , Yn]]. LetM and N be
finitely-generated A and B modules respectively, both of which are flat over R. Then
e(M⊗̂RN) = e(M)e(N) if and only if e(M) = e(M/πM) or e(N) = e(N/πN).
Proof. Just as in the proof of Proposition, 2.2, we may assume that k = R/πR
is algebraically closed. By Lemma 1.1, we have, in G0(SuppM) and G0(SuppN)
respectively, the equalities
[M ] =
∑
p∈SuppM
dimA/p=dimM
ℓ(Mp)[A/p] + [M
′′] and [N ] =
∑
q∈SuppN
dimB/q=dimN
ℓ(Nq)[B/q] + [N
′′]
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where dimM ′′ < dimM and dimN ′′ < dimN . Since M is R-torsion free (i.e.
flat over the DVR R), so too is each A/p →֒ M . The same can be said for any
B/q →֒ N . We can “multiply” [M ] and [N ] together via the map
G0(SuppM)⊗G0(SuppN) −→ G0(SuppM⊗̂RN)
[H ]⊗ [H ′] 7−→ [H⊗̂RH
′]− [T̂or
R
1 (H,H
′)].
Afterward we obtain, in G0(SuppM⊗̂RN), the relation
[M⊗̂RN ] = [M ] · [N ] =
∑
p∈SuppM
q∈SuppN
dimA/p=dimM
dimB/q=dimN
ℓ(Mp)ℓ(Nq)[A/p⊗̂RB/q] + Γ
where, by Lemma 2.1, Γ is a linear combination of modules having lower dimension
than M⊗̂RN . From the additivity formula (1.2), we see that
e(M⊗̂RN) = e(M)e(N) if and only if e(A/p⊗̂RB/q) = e(A/q)e(B/q)
for all p and q such that A/p and B/q have dimensions dimM and dimN respec-
tively. By Proposition 1.4, we also know that
e(M) = e(M/πM) if and only only if e(A/p) = e((A/p)/π(A/p))
for all p ∈ SuppM with dim(A/p) = dimM (and similarly for N). From these two
remarks, we are reduced to proving the theorem in the case that M = A/p and
N = B/q where p and q are prime ideals. We shall henceforth assume that M and
N are of this form.
We first tackle the “if” part and assume that e(M) = e(M/πM). Since k is
infinite, we can choose an ideal a = (x1, · · · , xd−1) ⊆ M = A/p such that a is a
parameter ideal for M/πM and ea(M/πM) = e(M/πM). Let b = a + (π). Since
π is M -regular and b is a parameter ideal for M , we have [Mat86, Thm. 14.11]
that eb(M) = ea(M/πM) = e(M/πM) = e(M). We consider the finite morphism
of rings R[[T1, · · · , Td−1]]→ A/p =M , defined via Ti 7→ xi, which, for dimensional
reasons, must be injective. Arguing as in Case 2 of Proposition 2.2, we get an exact
sequence
0→ R[[T1, · · · , Td−1]]
r →M → E → 0
with dimE < d = dimM , meaning that e(M) = r = [K(A/p) : K(R[[T1, · · · , Tn]])].
Applying −⊗̂RN gives
0→ N [[T1, · · · , Td−1]]
r →M⊗̂RN → E⊗̂RN → 0.
If we denote by m′ the maximal ideal of N [[T1, · · · , Td−1]] = (B/q)[[T1, · · · , Td−1]],
we see that
e(M⊗̂RN) ≤ em′(M⊗̂RN) = re(N [[T1, · · ·Td−1]]) = e(M)e(N).
That e(M⊗̂RN) ≥ e(M)e(N) is, of course, guaranteed by Theorem 2.2.
To prove the converse, we suppose that e(M) < e(M/πM) and e(N) < e(N/πN).
Once again we choose a system of parameters z1, · · · , zd ∈ A/p such that mA/p is
contained in the integral closure of (z1, · · · , zd). MappingWi to zi produces a finite
morphism A′ = R[[W1, · · · ,Wd]]→ A/p whose kernel is generated by a prime f .
We put A0 = A
′/fA′ and claim that e(A0) < e(A0/πA0). For this, we see that
as in Case 2 of Proposition 2.2, we have an exact sequence of A0-modules
0→ Ar0 →M → E → 0
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with dimE < dimM , whence e(M) = re(A0). We consider now the map on G0,
given by intersection with the divisor π:
G0(SpecA0)
Φ
−→ G0(Spec(A0/πA0))
[H ] 7−→ [H ⊗A0 A0/πA0]− [Tor
A0
1 (H,A0/πA0)]
Arguing as in the proof of Proposition 1.4, we obtain, in G0(Spec(A0/πA0)), the
relation
[M/πM ] = Φ([M ]) = r · Φ([A0]) + Φ([E]) = r · [A0/πA0] + Φ([E])
where Φ([E]) is represented by a sum of modules whose dimension is strictly less
than dimM − 1. Applying e(dimM − 1,−) shows that e(M/πM) = r · e(A0/πA0),
meaning that
e(M/πM)− e(M) = r(e(A0/πA0)− e(A0)).
In particular, we obtain e(A0) < e(A0/πA0).
Since N is R-flat, we can apply −⊗̂RN to the above sequence and obtain
e(M⊗̂RN) = re(A0⊗̂RN) (cf. Case 2 of Proposition 2.2). Since e(M) = re(A0), it
therefore suffices to show that e(A0⊗̂RN) > e(A0)e(N).
Consider first the shape of f ∈ A′. We may write
f =
∑
δ∈Nd
cδW
δ1
1 W
δ2
2 · · ·W
δd
d
where N = {0, 1, 2, · · · } and each cδ ∈ R. One therefore obtains the equality
e(A0) = ord(f) = min
δ∈Nd
{ν(cδ) + δ1 + δ2 + · · ·+ δd}
where ν is the discrete valuation on R and ν(0) =∞. If we denote by f the residue
of f in A′/πA′ = (R/πR)[[W1, · · · ,Wd]], we see that
e(A0/πA0) = ord(f) = min
δ∈Nd
{δ1 + · · ·+ δd : ν(cδ) = 0} .
Since e(A0) < e(A0/πA0), we see that ν(cδ) > 0 for all monomials cδW
δ1
1 · · ·W
δd
d
satisfying ord(cδW
δ1
1 · · ·W
δd
d ) = ord(f). In other words, f ≡ πg modm
a+1
A′ where
a = ord(f) = e(A0) and g ∈ A
′. Now put B′ = A′⊗̂R(B/q). Clearly, f ∈ m
a
B′ ;
denote by f its image in gra(B′) = maB′/m
a+1
B′ . It follows that we may write f = π ·g
in grB′ with π regarded as an element of gr1(B′).
Since B′ is a power-series ring over N = B/q, we see that there is a canonical
isomorphism grB′ ∼= gr(B/q)[W1, · · ·Wd] where each Wi sits in degree 1. Since π
divides f , we have a surjection
grB′
f grB′
։
grB′
π grB′
∼=
(
gr(B/q)
π gr(B/q)
)
[W1, · · · ,Wd]
with π now regarded as an element of gr1(B/q). By assumption, e(N) < e(N/πN),
so Proposition 1.3 assures us that dim
(
grN
π grN
)
= dimgrN . This, in turn, says
that going modulo f does not reduce the dimension of grB′. Note that
A0⊗̂RN = (A
′/fA′)⊗̂R(B/q) = B
′/fB′,
so we conclude, by Proposition 1.3, that e(A0⊗̂RN) > ae(B
′) = e(A0)e(N). 
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Corollary 2.5. Let R, A, B, M , and N be as in Theorem 2.4, and denote by π
the image of π in gr1(A) (or gr1(B)). Then
dim
(
grM ⊗k grN
π ⊗ 1− 1⊗ π
)
= dim(gr(M⊗̂RN))
if and only if e(M⊗̂RN) = e(M)e(N).
Proof. Since we have assumed that M and N are R-flat, we know from Lemma 2.1
that dim(grM ⊗k grN) = dim(gr(M⊗̂RN)) + 1. Our claim is therefore a question
of whether π ⊗ 1 − 1 ⊗ π cuts down the the dimension of grM ⊗k grN . As far as
sets are concerned, we have
Supp(grM ⊗k grN) =
⋃
i,j
Supp
(
grA
pi
⊗k
grB
qj
)
where pi and qj range over the minimal primes of the graded modules grM and
grN . Should it occur that e(M⊗̂RN) > e(M)e(N) then Theorem 2.4 implies that
e(M) < e(M/πM) and e(N) < e(N/πN). This, in turn, means that π fails to
cut down the dimensions of both grM and grN by Proposition 1.3. Thus, π lies
in some pi such that dim
(
grA
pi
)
= dim(grM) as well as in some qj such that
dim
(
grB
qj
)
= dim(grN). It follows that going modulo π⊗1−1⊗π does not drop
the dimension of grM ⊗k grN .
Conversely, suppose that e(M⊗̂RN) = e(M)e(N). Then by Theorem 2.4 we
may assume, without loss of generality, that e(M) = e(M/πM) — that is, π /∈ pi
for all pi such that dim
(
grA
pi
)
= dim(grM). Now fix an arbitrary qj .
Case 1: (π ∈ qj) In this case, we see that
gr(A)/pi ⊗k gr(B)/qj
π ⊗ 1− 1⊗ π
=
gr(A)/pi
π
⊗k gr(B)/qj,
and it is clear that π⊗ 1− 1⊗ π cuts down the dimension of gr(A)/pi ⊗k gr(B)/qj.
Case 2: (π /∈ qj) We consider going modulo the two-generated ideal (π⊗ 1, 1⊗ π):
gr(A)/pi ⊗k gr(B)/qj
(π ⊗ 1, 1⊗ π)
=
gr(A)/pi
π
⊗k
gr(B)/qj
π
Since going modulo (π ⊗ 1, 1⊗ π) = (π ⊗ 1− 1⊗ π, π ⊗ 1) drops the dimension by
2, π ⊗ 1− 1⊗ π must cut down the dimension by 1. 
2.3. Equidimensionality.
Definitions 2.6. Let A be a Noetherian ring. A finitely-generated A-module M is
said to be equidimensional if for all minimal primes p ∈ SuppM , dimA/p = dimM .
If A is local with maximal ideal m we say that A is formally-equidimensional if its
m-adic completion Aˆ is equidimensional (as an Aˆ-module).
Formal equidimensionality is a crucial hypothesis for many of our arguments.
We now show that this property is well-behaved with respect to completed tensor
products.
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Proposition 2.7. Let A = R[[X1, · · · , Xm]] and B = R[[Y1, · · · , Yn]]. If p and q
are prime ideals of A and B respectively such that A/p and B/q are R-flat, then
A/p⊗̂RB/q is equidimensional with no embedded primes.
Proof. Since A/p is R-flat, π is a non-zerodivisor, so A/p has a system of parameters
(π, x1, · · · , xd−1) where d = dim(A/p). By sending Ti to xi, we obtain a finite
morphism A′ = R[[T1, · · · , Td−1]] → A/p which must be injective for dimensional
reasons. Setting r = [K(A/p) : K(A′)], we have an exact sequence of A′-modules
0→ (A′)r → A/p→ E → 0
where E is annihilated by some g ∈ A′. Since B/q is R-flat, we obtain
0→ (A′⊗̂RB/q)
r → A/p⊗̂RB/q→ E⊗̂RB/q→ 0.
As g also kills E⊗̂RB/q, we see that (A/p⊗̂RB/q)g ∼= (A
′⊗̂RB/q)
r
g as A
′⊗̂RB/q-
modules. Since B/q is R-flat, g remains a non-zerodivisor on A/p⊗̂RB/q, thereby
giving rise to an inclusion
A/p⊗̂RB/q →֒ (A/p⊗̂RB/q)g ∼= (A
′⊗̂RB/q)
r
g.
However, A/p⊗̂RB/q is finitely-generated over A
′⊗̂RB/q, so for some N > 0, one
actually has an inclusion of A′⊗̂RB/q-modules
A/p⊗̂RB/q →֒
1
gN
(A′⊗̂RB/q)
r ∼= (A′⊗̂RB/q)
r.
Fix an associated prime P of A/p⊗̂RB/q. Its contraction P
′ ∈ Spec(A′⊗̂RB/q)
is also associated to A/p⊗̂RB/q, now thought of as an A
′⊗̂RB/q-module. From the
above inclusion, we see that P ′ is necessarily associated to A′⊗̂RB/q, itself. How-
ever, A′⊗̂RB/q ∼= B/q[[T1, · · · , Td−1]] and so is a domain, meaning that P
′ = (0).
We therefore see that A′⊗̂RB/q→ (A/p⊗̂RB/q)/P is a finite, integral extension of
rings, whence it follows that dim((A/p⊗̂RB/q)/P ) = dim(A
′⊗̂RB/q). 
Corollary 2.8. Let A and B be as in Proposition 2.7. Suppose that M and N are
finitely-generated modules over A and B such that both are R-flat and equidimen-
sional. Then M⊗̂RN is equidimensional.
Proof. As we saw in Lemma 2.1, we can decompose Supp(M⊗̂RN) via
Supp(M⊗̂RN) =
⋃
p,q
Supp(A/p⊗̂RB/q)
where p and q range over all minimal primes in SuppM and SuppN . Since M and
N are R-flat and equidimensional, we have, again by Lemma 2.1, that for each p
and q,
dim(A/p⊗̂RB/q) = dim(A/p)+dim(B/q)−1 = dimM+dimN−1 = dim(M⊗̂RN).
We now appeal to Proposition 2.7. 
Corollary 2.9. Let A = K[[X1, · · · , Xm]] and B = K[[Y1, · · · , Yn]] with K a field.
If M and N are finitely-generated, equidimensional A and B modules, M⊗̂KN is
equidimensional.
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Proof. Put R = K[[T ]]. Let A′ = A⊗̂KR and B
′ = B⊗̂KR. If M
′ = M⊗̂KR and
N ′ = N⊗̂KR, we see that M
′ and N ′ are R-flat, and, by Corollary 2.8, M ′⊗̂RN
′ is
an equidimensional A′⊗̂RB
′-module on which T acts as a non-zerodivisor. Thus,
M⊗̂KN =
M ′⊗̂RN
′
T (M ′⊗̂RN ′)
must be equidimensional [HS06, B.4.4]. 
2.4. Passage to the Associated Graded. For power-series ring over a field K
one has, thanks to Samuel, a particularly nice interplay between the completed
tensor product over K and the associated graded:
Theorem 2.10. [Sam51] Suppose A = K[[X1, · · · , Xm]] and B = K[[Y1, · · · , Yn]]
for K a field. Then for ideals, a and b, there is an isomorphism
gr(A/a)⊗K gr(B/b)
∼
−→ gr(A/a⊗̂KB/b).
From this we immediately see that e(A/a⊗̂KB/b) = e(A/a)e(B/b). In mixed-
characteristic, the situation is considerably more subtle.
Notations 2.11. We now fix A = R[[X1, · · · , Xm]] and B = R[[Y1, · · · , Yn]] where
R is our complete DVR with uniformizer π and residue field k. Suppose that A/a
and B/b are R-flat and equidimensional. As A/a, B/b, and A/a⊗̂RB/b are each
equidimensional (Corollary 2.8) and complete, we know [HS06, B.4.6] that gr(A/a),
gr(B/b), and gr(A/a⊗̂RB/b) are all equidimensional as well. We shall tacitly use
this fact repeatedly throughout our discussion.
There is a canonical surjection of N-graded rings
gr(A/a)⊗k gr(B/b)։ gr(A/a⊗̂RB/b)
where the grading on the left-hand side is given by total degree (see 2.12 below).
If we denote by π the image of π in gr1A (or in gr1B), we see that π ⊗ 1 − 1⊗ π
maps to 0 thus giving rise to a surjection
gr(A/a)⊗k gr(B/b)
π ⊗ 1− 1⊗ π
ψ
։ gr(A/a⊗̂RB/b).
Our situation is considerably worse than that in Theorem 2.10 as the kernel of ψ
can, in general, be quite large. In fact, Corollary 2.5 shows that the source and
target of ψ have the same dimension if and only if e(A/a⊗̂RB/b) = e(A/a)e(B/b).
Notations 2.12. We now putM ′ = {x ∈ gr(A/a) : πn · x = 0 for some n > 0} and
consider the exact sequence
0→M ′ → gr(A/a)→M ′′ → 0.
We now apply the functor −⊗k gr(B/b) and obtain
(*) 0→M ′ ⊗k gr(B/b)→ gr(A/a)⊗k gr(B/b)→M
′′ ⊗k gr(B/b)→ 0.
It will be convenient to view this as an exact sequence of grA⊗k grB-modules with
an N-grading given by total degree: that is, the r-th graded piece of grA⊗k grB is
given by
⊕
i+j=r
griA⊗k gr
j B. In this way, we can define Hilbert polynomials and
therefore multiplicities for grA⊗k grB-modules as in Section 1.1.
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Lemma 2.13. With the above notations, if e(A/a) = e((A/a)/π(A/a)), then
e(M ′′ ⊗k gr(B/b)) = e(gr(A/a)⊗k gr(B/b)) = e(A/a)e(B/b).
Proof. From Proposition 1.3, we see that no minimal prime of gr(A/a) contains π,
and hence, M ′ must vanish at every such prime, meaning that
dimM ′ < dimgr(A/a) = dimM ′′.
The result now follows from the exact sequence (*). 
Lemma 2.14. π ⊗ 1− 1⊗ π is a non-zerodivisor on M ′′ ⊗ gr(B/b).
Proof. We can equip S = gr(A)⊗k gr(B) with a new N-grading that depends only
on the first factor; that is, Sr = gr
r(A) ⊗k gr(B). We apply a similar grading to
N =M ′′⊗kgr(B/b). The key point is that π⊗1−1⊗π is now nonhomogeneous and
sits in degrees 0 and 1. Since π ⊗ 1, the degree-1 component, is a non-zerodivisor
on M ′′ ⊗k gr(B/b), the result follows. 
Corollary 2.15. If e(A/a) = e((A/a)/π(A/a)), then
e
(
M ′′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
)
= e(A/a)e(B/b).
Proof. We have from Lemma 2.14 that π⊗ 1− 1⊗ π is a non-zerodivisor on M ′′ ⊗
gr(B/b). Consider the exact sequence of grA ⊗k grB modules, N-graded by total
degree:
0→M ′′ ⊗k gr(B/b)[−1]
π⊗1−1⊗π
−→ M ′′ ⊗k gr(B/b)→
M ′′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
→ 0
Thus, the Hilbert function for
M ′′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
is just the discrete derivative of that
forM ′′⊗kgr(B/b). From Lemma 2.13, we have e(M
′′⊗kgr(B/b)) = e(A/a)e(B/b),
and the conclusion follows. 
Corollary 2.16. There is an exact sequence,
0→
M ′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
→
gr(A/a)⊗ gr(B/b)
π ⊗ 1− 1⊗ π
→
M ′′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
→ 0.
Proof. The desired exact sequence is obtained by tensoring (*) with
gr(A)⊗k gr(B)
π ⊗ 1− 1⊗ π
and noting that
Tor
gr(A)⊗kgr(B)
1
(
gr(A)⊗k gr(B)
π ⊗ 1− 1⊗ π
,M ′′ ⊗ gr(B/b)
)
= 0.
Indeed, since π ⊗ 1− 1 ⊗ π is clearly a non-zerodivisor in gr(A) ⊗k gr(B), we may
identify this Tor term with the submodule of M ′′⊗k gr(B/b) consisting of elements
killed by π ⊗ 1− 1⊗ π, which, by Lemma 2.14, is {0}. 
Proposition 2.17. Suppose that e(A/a) = e((A/a)/π(A/a)). Further suppose that
any one of the following three conditions holds:
(i) e(B/b) = e((B/b)/π(B/b));
(ii) π is not contained in any height-one associated prime of gr(A/a);
(iii) dim(A/a) = dimA− 1.
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Then the surjection
gr(A/a)⊗k gr(B/b)
π ⊗ 1− 1⊗ π
։ gr(A/a⊗̂RB/b)
induces a homeomorphism on Spec.
Proof. In the case of (i), π cuts down the dimension of gr(B/b), so the same argu-
ment used in Corollary 2.5 can be applied to show that going modulo π⊗ 1− 1⊗ π
reduces the dimension of M ′ ⊗k gr(B/b) by one. Statement (ii) is equivalent to
saying that dimM ′ ≤ dim gr(A/a)− 2. In either case, we see that
dim
(
M ′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
)
< dim
(
gr(A/a)⊗k gr(B/b)
π ⊗ 1− 1⊗ π
)
.
From Lemma 2.16, we have the exact sequence
0→
M ′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
→
gr(A/a)⊗ gr(B/b)
π ⊗ 1− 1⊗ π
→
M ′′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
→ 0
from which we obtain
e
(
gr(A/a)⊗ gr(B/b)
π ⊗ 1− 1⊗ π
)
= e
(
M ′′ ⊗k gr(B/b)
π ⊗ 1− 1⊗ π
)
= e(A/a)e(B/b).
Note that the last equality follows from Lemma 2.15. Consider the exact sequence
of N-graded modules
0→ K →
gr(A/a)⊗k gr(B/b)
π ⊗ 1− 1⊗ π
→ gr(A/a⊗̂RB/b)→ 0.
The fact that the two right-hand terms have the same dimension (Corollary 2.5) and
multiplicity means that K must have lesser dimension. Since
gr(A/a)⊗k gr(B/b)
π ⊗ 1− 1⊗ π
is equidimensional, this can only occur if
Supp
(
gr(A/a)⊗k gr(B/b)
π ⊗ 1− 1⊗ π
)
= Supp
(
gr(A/a⊗̂RB/b)
)
as claimed.
For case (iii), we first remark that we have
Supp(gr(A/a)) =
⋃
i
Supp(gr(A/pi))
and
Supp(gr(A/a⊗̂RB/b)) =
⋃
i
Supp(gr(A/pi⊗̂RB/b))
with pi ranging over all minimal primes of A/a. It therefore suffices to prove the
claim for each surjection
gr(A/pi)⊗ gr(B/b)
π ⊗ 1− 1⊗ π
։ gr(A/pi⊗̂RB/b).
Since A is a regular local ring, the fact that each A/pi has dimension dimA − 1
means that ht(pi) = 1, whence we have pi = (fi) for some fi ∈ A. One therefore has
an isomorphism gr(A/pi) ∼= gr(A)/(fi) (see Lemma 3.6 in the next section). From
Proposition 1.4, e(A/pi) = e((A/pi)/π(A/pi)), meaning that π, now thought of as a
prime element in gr1(A), does not lie in any minimal prime of gr(A/pi) = gr(A)/(fi)
(Proposition 1.3). Since grA is a unique factorization domain, this is enough to
guarantee that π is a non-zerodivisor on gr(A/pi) and, in particular, is not contained
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in any associated prime of gr(A/pi). We are therefore reduced to the situation of
Case (ii) for which we already know the result to be true. 
Example 2.18. It is very possible for π to lie in a height-one associated prime
while, at the same time, missing every minimal one. For example, let R = C[[T ]] be
our DVR and A = R[[X,Y ]] = C[[T,X, Y ]]. Let p be the kernel of the morphism
A → C[[Z]] under the mapping T 7→ Z4, X 7→ Z5, and Y 7→ Z11. p contains the
relations, T 4 −XY , X3 − TY , X4 − T 5, and Y 2 − T 3X2. From this, one sees that
the integral closure of (T ) in A/p is the entire maximal ideal. Thus,
e(A/p) = e(T )(A/p) = e((A/p)/T (A/p)),
where the first equality follows from Proposition 1.7 and the second by [Mat86,
Thm. 14.11]. By Proposition 1.3, this is enough to guarantee that T lies outside
each minimal prime of gr(A/p). However, the augmentation ideal (T ,X, Y ) of
gr(A/p) annihilates Y and thus is associated.
3. Serre Intersection Multiplicity
3.1. The Lower Bound in the Unramified Case. With the results we have
developed in Section 2, we now prove Theorems A through E stated in the intro-
duction. Let us first succinctly summarize the work of Serre:
Theorem 3.1. [Ser65, V-13,16] Suppose that V is either a field or a complete
DVR. Let A = V [[X1, · · · , Xn]] and suppose that M and N are finitely-generated
modules such that ℓ(M ⊗A N) <∞. Then the following statements hold:
(a) χA(M,N) :=
dimA∑
i=0
(−1)iℓ(TorAi (M,N)) ≥ 0.
(b) dimM + dimN ≤ dimA.
(c) χA(M,N) > 0 if and only if dimM + dimN = dimA.
Lemma 3.2. Suppose that (R0, πR0) is a discrete valuation ring and that R0/πR0
is perfect. Let (A,m) be a regular local ring containing R0 such that π ∈ m − m
2.
Then Aˆ ∼= R[[X1, · · · , Xn]] where (R, πR) is complete and contains R0.
Proof. The proof follows the same outline as that of the Cohen Structure Theorem
found in [Mat86, Ch. 29]. We shall be brief. Suppose that (π, x1, · · · , xn) is a
regular system of parameters for A. If R = Aˆ/(x1, · · · , xn)Aˆ, then R is a flat
extension of R0 and has π as its uniformizer. Since R0/πR0 → R/πR is separable
(i.e. 0-smooth), it follows [Mat86, 28.10] that that R0 → R is πR-smooth. In
particular, if we inductively assume that R→ A/mi has been defined, we obtain a
lift as indicated by the dotted arrow:
R //
##
A/mi
R0
OO
// A/mi+1
OO
Ultimately, we see that the map R0 → Aˆ factors through R. We can then define
R[[X1, · · · , Xn]] → Aˆ via Xi 7→ xi. Since R/πR = Aˆ/mAˆ, the map is clearly
surjective and, for dimensional reasons, must have kernel equal to {0}. 
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Theorem A. Let R0 and A be as in Lemma 3.2. If M and N are finitely-
generated A-modules such that dimM + dimN = dimA and ℓ(M ⊗A N) < ∞,
then χA(M,N) ≥ e(M)e(N).
Proof. Following [Ser65, V-16] we begin with two reductions. First, under the
faithfully-flat base-change to Aˆ, our three numbers e(M), e(N), and χ(M,N) are
unchanged, so we shall henceforth assume that A = Aˆ = R[[X1, · · · , Xn]] where
R is a complete DVR with uniformizer π (Lemma 3.2). Using the bilinearity of
χA(−,−), we can reduce to the case where M = A/p and N = A/q for primes p
and q, just as in proofs of Theorems 2.2 and 2.4.
Note first that it cannot occur that π ∈ p and π ∈ q. If this were the case, both
M and N would be supported on (R/πR)[[X1, · · · , Xn]], so by Theorem 3.1(b), we
would have dimM + dimN ≤ dim(R/πR)[[X1, · · · , Xn]] = dimA − 1. Thus, π is
a non-zerodivisor for one of the modules — say N . Consider the diagonal ideal,
d ⊆ A⊗̂RA, that is generated by the elements,
{
Xi⊗̂1− 1⊗̂Xi
}
1≤i≤n
. There is a
“reduction to the diagonal” spectral sequence [Ser65, V-12]
E2pq = Tor
A⊗̂RA
p ((A⊗̂RA)/d, T̂or
R
q (M,N))⇒ Tor
A
p+q(M,N).
Since N is R-flat, the spectral sequence degenerates to give isomorphisms
TorA⊗̂RAp ((A⊗̂RA)/d,M⊗̂RN)
∼= TorAp (M,N)
for all p ≥ 0. We therefore obtain
χA(M,N) =
n∑
i=0
(−1)iℓ(TorA⊗̂RAi ((A⊗̂RA)/d,M⊗̂RN))
=
n∑
i=0
(−1)iℓ(Hi(d,M⊗̂RN))
where H∗(d,M⊗̂RN) is the Koszul homology with respect to the parameter system{
Xi⊗̂1− 1⊗̂Xi
}
1≤i≤n
. From [Ser65, IV-12], we see that χA(M,N) = ed(M⊗̂RN),
so by Theorem 2.2, we conclude that ed(M⊗̂RN) ≥ e(M⊗̂RN) ≥ e(M)e(N). 
3.2. Connection with the Blowup.
Definitions 3.3. [Ful98, B.6.9] Let T →֒ Y →֒ X be a sequence of closed immer-
sions of (Noetherian) schemes. Denote by φX : X˜ → X and φY : Y˜ → Y the
blowups of X and Y along T . Y˜ may be realized as the scheme-theoretic closure
of φ−1X (Y − T ) in X˜ and is often called strict transform of Y in X˜. Furthermore,
if we denote by EX = φ
−1
X (T ) and EY = φ
−1
Y (T ) the exceptional divisors of our
blowups, one has EY = Y˜ ∩EX := Y˜ ×X˜ EX .
Now let (A,m) be a regular local ring. We shall mainly be concerned with the
blowup of X = SpecA along T = SpecA/m. We now recall from the introduction
the following key formula:
Theorem 3.4. [Ful98, Example 20.4.3] Let X = SpecA where A is a regular local
ring. Consider the closed subschemes Y = Spec(A/p) and Z = Spec(A/q) with
p and q prime ideals of A. Suppose that dimA/p + dimA/q = dimA, and that
ℓ(A/p⊗A A/q) <∞. Then
χA(A/p, A/q) = e(A/p)e(A/q) + χOX˜ (OY˜ ,OZ˜)
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where X˜, Y˜ , and Z˜ are the blowups of X, Y , and Z at the closed point and
χOX˜ (OY˜ ,OZ˜) :=
∑
i,j≥0
(−1)i+j lengthA(H
i(X˜, (Tor
O
X˜
j (OY˜ ,OZ˜)))).
A proof using algebraic cycles is outlined in [Ful98] while a more direct approach
may be found in [Dut08].
When A satisfies the hypotheses of Theorem A, we see that χOX˜ (OY˜ ,OZ˜) ≥ 0. In
this case, proving Conjecture I would amount to showing that if χOX˜ (OY˜ ,OZ˜) = 0
(that is, if χA(A/p, A/q) = e(A/p)e(A/q)), then Y˜ ∩ Z˜ is empty. Before proceeding
further, we first give algebraic descriptions of Y˜ ∩ Z˜ and several other geometric
objects relating to the blowup.
Lemma 3.5. Let X be the spectrum of a Noetherian local ring A, and let
Y = Spec(A/a) and Z = Spec(A/b) be arbitrary closed subschemes. Denote by
X˜, Y˜ , and Z˜ the blowups at the closed point. There is an isomorphism of reduced
schemes
(Y˜ ∩ Z˜)red ∼= Proj(gr(A/a)⊗grA gr(A/b))red.
In particular, Y˜ ∩ Z˜ is empty if and only if gr(A/a)⊗grA gr(A/b) is 0-dimensional.
Proof. Denote by E = Proj(grA) the exceptional divisor of the blowup X˜ → X .
We have that E ∩ Y˜ = Proj(gr(A/a)) and E ∩ Z˜ = Proj(gr(A/b)). Since Y and
Z meet at a point in X , we clearly have the set-theoretic containment Y˜ ∩ Z˜ ⊆ E.
Thus, as sets, we have Y˜ ∩ Z˜ = (E ∩ Y˜ ) ∩ (E ∩ Z˜). That is
(Y˜ ∩ Z˜)red = ((Y˜ ∩ E)×E (Z˜ ∩E))red = Proj(gr(A/a)⊗grA gr(A/b))red.

Lemma 3.6. [Mat86, Exercise 14.2] Let (A,m) be a Noetherian local ring for which
grA is an integral domain. Then if f ∈ mn−mn+1 with initial form f ∈ mn/mn+1
there is an isomorphism
grA
(f)
∼
−→ gr(A/fA).
This isomorphism may not hold if grA fails to be a domain. For example,
Proposition 1.3 shows that in general, we should not even expect both sides to have
the same dimension. Nonetheless, we have the following partial result which will
suffice for our purposes.
Proposition 3.7. Let (A,m) be a local ring and suppose that f ∈ A is a non-
zerodivisor for which e(A/fA) = e(A). Then the surjection grA/(f) → gr(A/fA)
induces an isomorphism of reduced schemes:
Proj(gr(A/fA))red
∼
−→ Proj
(
grA
(f)
)
red
Proof. Let φ : X˜ → SpecA be the blowup along the closed point with exceptional
divisor E = φ−1(SpecA/m). Let Y˜ be the strict transform of Spec(A/fA). We
can identify Proj(gr(A/fA)) with Y˜ ∩E. The canonical surjection of graded rings
gives a closed immersion of Proj(gr(A/fA)) into Proj(gr(A)/(f)), which, itself, is a
subscheme of E. To see that this inclusion is, in fact, a bijection of sets, choose any
component of Proj(gr(A)/(f)) and let x ∈ X˜ be its generic point. It will suffice to
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show that Proj(gr(A/fA)) = Y˜ ∩ E contains x. Since x already belongs to E, we
need only show that x ∈ Y˜ .
Let B = OX˜,x. We consider now the local equations of Proj(grA/(f)) and
Proj(gr(A/fA)) in B. First, E = Proj(grA) is an effective Cartier divisor and so is
given by a single equation t ∈ B. As f ∈ m−m2, we obtain the factorization f = at
in B, and Proj(grA/(f)) is given locally in B by the ideal (a, t). We may also realize
Y˜ as the closure of φ−1(Spec(A/fA)) − E in X˜ , so locally in SpecB, Y˜ is given
via the closure of the locally-closed subset, Spec((B/fB)t) = Spec((B/aB)t). Now,
Spec((B/aB)t) is empty if and only if the vanishing set of a in SpecB is contained
in the vanishing set of t. However, from Proposition 1.3, we know that since f cuts
down the dimension of grA, we must have that dim(B/(a, t)) < dim(B/(t)). That
is, the vanishing sets of t and a meet properly. Thus, Spec(B/aB)t is nonempty
and so its closure contains the maximal ideal of B, meaning that x ∈ Y˜ . 
Lemma 3.8. Let (A,m) be a formally-equidimensional, universally catenary local
ring. Let X˜ be the blowup along the maximal ideal. Then for every closed point
x ∈ X˜, dimOX˜,x = dimA.
Proof. First, we observe that if x ∈ X˜ is closed, then since X˜ → SpecA is proper, x
must be mapped to the closed point; hence, x ∈ E = Proj(grA). Since A is formally-
equidimensional and universally catenary, we have that gr(A) is an equidimensional
ring [HS06, B.4.6]. Thus, E is an equidimensional projective scheme over the field
k = A/m, so for any closed x ∈ X˜ , dimOE,x = dimgrA−1 = dimA−1. But OE,x
is just OX˜,x/tOX˜,x where t is the local equation for the effective Cartier divisor E,
so dimOX˜,x = dimA. 
Lemma 3.9. Suppose that (R0, πR0) is a discrete valuation ring with perfect
residue field. Let (A,m) be a regular local ring containing R0 such that π ∈ m−m
2.
Denote by X˜ the blowup of SpecA at the maximal ideal with exceptional divisor
E = Proj(grA) = Pdk. PutW = Proj(grA/π grA) →֒ E. Then for every x ∈ E−W ,
OX˜,x/πOX˜,x is regular. In particular, ÔX˜,x is a power-series over a complete dis-
crete valuation ring.
Proof. If A has dimension d+1, then we can write m = (π, y1, · · · , yd). X is covered
by open, affine coordinate charts Xi = SpecAi where
A0 = A
[y1
π
,
y2
π
, · · · ,
yd
π
]
and Ai = A
[
π
yi
,
y1
yi
, · · · ,
yi−1
yi
,
yi+1
yi
, · · · ,
yd
yi
]
(1 ≤ i ≤ d).
On X0, π generates E, so the result is clear for x ∈ X0 ∩ E. For i ≥ 1, E ∩Xi is
cut out by yi and W by (yi, π/yi). Thus, x ∈ Xi ∩ (E−W ) corresponds to a prime
ideal p ⊆ Ai containing yi but not π/yi. In OX,x = (Ai)p, π and yi therefore differ
by the unit π/yi, so once again, OX˜,x/πOX˜,x
∼= OE,x is regular. Since R0 ⊆ ÔX˜,x,
the second claim follows from Lemma 3.2. 
With A and R0 as above, let Y = Spec(A/p) and Z = Spec(A/q) be as in
Theorem 3.4. Our next proposition shows that if χA(A/p, A/q) = e(A/p)e(A/q),
then Y˜ ∩ Z˜ is contained (as a set) inside the closed, codimension-2 subscheme W
defined in Lemma 3.9.
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Proposition 3.10. Let R0 and A be as in Lemma 3.9. Let p and q be prime ideals
of A for which dim(A/p) + dim(A/q) = dimA and ℓ(A/p ⊗A A/q) < ∞ Suppose
that χA(A/p, A/q) = e(A/p)e(A/q). Under these conditions, if
dim
(
gr(A/p)⊗grA gr(A/q)⊗grA
grA
π grA
)
= 0,
then dim(gr(A/p)⊗grA gr(A/q)) = 0.
Proof. We put X = SpecA, Y = Spec(A/p), Z = Spec(A/q) and denote by X˜, Y˜ ,
and Z˜ their respective blowups at the closed point. We let E be the exceptional
divisor of X˜ and consider the closed subscheme W = Proj(grA/(π grA)) →֒ E as
defined in Lemma 3.9. From the hypothesis, dim(gr(A/p)⊗grAgr(A/q)) ≤ 1; that is,
Y˜ ∩ Z˜ is a finite (perhaps empty) set of closed points x1, · · · , xn ∈ E. We also know
that Y˜ ∩ Z˜∩W is empty, so according to Lemma 3.9, ÔX˜,xi is a power-series over a
complete DVR for each of the xi. Each of the coherent sheaves Tor
O
X˜
j (OY˜ ,OZ˜) is
supported on (at most) finitely many closed points and so is Γ(X˜,−)-acyclic. We
therefore see [Dut13, Main Thm.,(iii)] that the formula for χOX˜ (OY˜ ,OZ˜) reduces
to
χOX˜ (OY˜ ,OZ˜) =
n∑
i=1
∑
j≥0
(−1)j lengthA(Tor
O
X˜,xi
j (OY˜ ,xi ,OZ˜,xi))
=
n∑
i=1
[k(xi) : k]χ
O
X˜,xi (OY˜ ,xi ,OZ˜,xi)
where we respectively denote by k(xi) and k the residue fields of OX˜,xi and A.
As A/p and A/q are quotients of a regular local ring and therefore satisfy the
hypotheses of Lemma 3.8, we see that dimOY˜ ,xi + dimOZ˜,xi = dimOX˜,xi . Hence,
from Theorem A, we have χOX˜ (OY˜ ,OZ˜) > 0 if and only if Y˜ ∩ Z˜ is nonempty.
On the other hand, since χA(A/p, A/p) = e(A/p)e(A/q), Theorem 3.4 says that
χOX˜ (OY˜ ,OZ˜) = 0, and the conclusion follows by Lemma 3.5. 
3.3. Equality in the Equicharacteristic Case. We begin by stating the follow-
ing theorem of Fulton-Lazarsfeld, slightly reworded in our language:
Theorem 3.11. [Ful98, Thm. 12.4(b)] Let V be a smooth variety over a field k.
Suppose that x ∈ V is a k-rational point and that W1 and W2 are subvarieties of
complimentary dimension meeting properly at x. Let A = OV,x, M = OW1,x, and
N = OW2,x. Then χ
A(M,N) ≥ e(M)e(N) with equality occurring if and only if
the strict transforms of the Wi do not meet on V˜ , the blowup at {x}.
Indeed, a routine application of Artin Approximation [Art69] — as seen in
[Dut00, §3] or [Hoc97, Appx.] — could very likely be used to reduce the prob-
lem for a general equicharacteristic A to the finite-type situation of Theorem 3.11.
However, since Fulton’s proof requires the smoothness of the blowup over the base,
it appears difficult to adapt it to the case of mixed-characteristic. Instead, we shall
now present a direct, algebraic argument which generalizes Theorem 3.11 to all
equicharacteristic regular local rings and applies, at least in part, to the case of
mixed-characteristic. A key ingredient is the Theorem of Rees (1.8).
Theorem B. Suppose that A is an equicharacteristic regular local ring with residue
field k. Suppose that M and N are two equidimensional modules satisfying both
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dimM + dimN = dimA and ℓ(M ⊗A N) < ∞. If χ
A(M,N) = e(M)e(N), then
dim(grM ⊗grA grN) = 0. In other words, Conjecture I holds in the equicharacter-
istic case.
Proof. By base-extending to Aˆ, it is clear that the intersection multiplicity and
the dimension of grM ⊗grA grN will remain unchanged. Since A is regular and
hence formally-equidimensional, we are guaranteed [HS06, B.4.2,3] that M̂ and N̂
are equidimensional. We may therefore assume that A = Aˆ = k[[X1, · · · , Xn]].
If we choose arbitrary minimal primes p of M and q of N , we necessarily have
χA(A/p, A/q) = e(A/p)e(A/q). It therefore suffices to prove the proposition for
M = A/p and N = A/q.
By tracing through the steps of the proof of Theorem 3.1 (or adapting the proof
of Theorem A), we see that
χ(A/p, A/q) = ed(A/p⊗̂kA/q)
where d ⊆ A⊗̂kA is generated by
{
Xi⊗̂1− 1⊗̂Xi
}
(1≤i≤n)
. From Theorem 2.10, we
have an isomorphism
gr(A/p)⊗k gr(A/q)
∼
−→ gr(A/p⊗̂kA/q)
under which Xi⊗̂1− 1⊗̂Xi ∈ gr
1(A/p⊗̂kA/q) corresponds to Xi⊗1−1⊗Xi. From
this isomorphism, we immediately see that e(A/p⊗̂kA/q) = e(A/p)e(A/q). By
hypothesis, however, we also have χ(A/p, A/q) = ed(A/p⊗̂kA/q) = e(A/p)e(A/q).
Since A/p⊗̂kA/q is equidimensional (Corollary 2.9), Rees’s Theorem (1.8) says
that the maximal ideal of A/p⊗̂kA/q is contained in the integral closure of d ·
(A/p⊗̂kA/q). The map of Rees Algebras
(A/p⊗̂kA/q)[dT ] →֒ (A/p⊗̂kA/q)[mT ]
is therefore finite [HS06, Thm. 8.2.1]; and hence, the same can be said for grd(A/p⊗̂kA/q)→
gr(A/p⊗̂kA/q). It’s therefore clear that
gr(A/p⊗̂kA/q)
(· · · , Xi ⊗ 1− 1⊗Xi, · · · )
∼=
gr(A/p)⊗k gr(A/q)
(· · · , Xi ⊗ 1− 1⊗Xi, · · · )
∼= gr(A/p)⊗grA gr(A/q)
is 0-dimensional as claimed. 
Example 3.12. To illustrate the necessity of the equidimensional hypotheses, let
A = C[[X,Y, Z]], I = (X(Y −X2), XZ) and J = (Y, Z). By considering the exact
sequence
0→ A/(Y −X2, Z)
X
→ A/I → A/(X)→ 0
and noting that dim(A/(Y −X2, Z)) < dimA/I, we have
χA(A/I,A/J) = χA(A/(X), A/J) = 1 = e(A/I)e(A/J).
A direct computation, however, shows that dim(gr(A/I)⊗grA gr(A/J)) = 1.
3.4. Equality in the Mixed-Characteristic Case. We now fix a discrete valu-
ation ring (R0, πR0) with perfect residue field. We suppose that (A,m) is a regular
local ring containing R0 and that π ∈ m−m
2. This is enough to guarantee (Lemma
3.2) that Aˆ ∼= R[[X1, · · ·Xn]] for some complete DVR (R, πR). We treat first the
case in which one of the modules is supported on A/πA, and hence, the situation
is considerably simpler:
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Theorem C. With A as above, let M and N be finitely-generated, equidimensional
A-modules satisfying dimM + dimN = dimA and ℓ(M ⊗A N) <∞. Suppose also
that SuppM ⊆ Supp(A/πA). If χA(M,N) = e(M)e(N), then gr(M) ⊗grA gr(N)
is 0-dimensional. In other words, Conjecture I holds in this case.
Proof. Arguing as in the proof of Theorem B, we may assume without loss of gen-
erality that A = Aˆ = R[[X1, · · · , Xn]] where R is a complete DVR with uniformizer
π. We may also reduce to the case where M = A/p and N = A/q for prime ideals
p and q. The hypothesis on SuppM now amounts to saying that πM = 0, so once
again by Theorem 3.1(b), π is a non-zerodivisor on N .
Let A = A/πA = k[[X1, · · · , Xn]] and A/q = (A/q)/π(A/q). Since π is a non-
zerodivisor on N = A/q, TorAp (A,A/q) = 0 for p > 0. The change of rings spectral
sequence
E2pq = Tor
A
p (A/p,Tor
A
q (A,A/q))⇒ Tor
A
p+q(A/p, A/q)
therefore degenerates to give isomorphisms TorAp (A/p, A/q)
∼= TorAp (A/p, A/q) for
all p ≥ 0. We obtain the following chain of inequalities:
e(A/p)e(A/q) ≤ χA(A/p, A/q) = χA(A/p, A/q) = e(A/p)e(A/q) ≤ e(A/p)e(A/q).
Noting that A is equicharacteristic, we apply Theorem B to conclude that
gr(A/p)⊗grA gr(A/q) = gr(A/p)⊗grA gr(A/q) is 0-dimensional. Since we also have
e(A/q) = e(A/q), Proposition 3.7 says that
Proj
(
grA
π grA
⊗grA gr(A/q)
)
red
= Proj
(
gr
(
A/q
))
red
,
meaning that
Proj
(
gr(A/p)⊗grA
grA
π grA
⊗grA gr(A/q)
)
red
= Proj
(
gr(A/p)⊗grA gr
(
A/q
))
red
is empty. Because π annihilates gr(A/p), we see that
gr(A/p)⊗grA gr(A/q) = gr(A/p)⊗grA
grA
π grA
⊗grA gr(A/q)
is 0-dimensional (Lemma 3.5). 
The case of two R0-flat modules is considerably more complicated. Before at-
tempting to prove Conjecture I, we prove an intermediate result which is interesting
in its own right:
Theorem D. With A as above, let M and N be R0-flat A-modules such that
dimM + dimN = dimA and ℓ(M ⊗A N) < ∞. If χ
A(M,N) = e(M)e(N), then
e(M) = e(M/πM) or e(N) = e(N/πN).
Proof. Once again, we may assume that A = Aˆ = R[[X1, · · · , Xn]] where R is a
complete DVR with uniformizer π. From the proof of Theorem A, χA(M,N) is
just the multiplicity of M⊗̂RN with respect to the diagonal ideal d. That is,
χA(M,N) = ed(M⊗̂RN) ≥ e(M⊗̂RN) ≥ e(M)e(N).
If χA(M,N) = e(M)e(N), then in particular, e(M⊗̂RN) = e(M)e(N). By Theo-
rem 2.4, the result now follows. 
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Theorem E. With A as above, let M = A/a and N = A/b be equidimensional, R0-
flat quotients of A such that dimM+dimN = dimA and ℓ(M⊗AN) <∞. Suppose
that χA(M,N) = e(M)e(N) and e(M) = e(M/πM). Then dim(grM ⊗grA grN) =
0 (i.e. Conjecture I holds) in the presence of any one of the following conditions:
(i) π is not contained in a height-one associated prime of grM ;
(ii) e(N) = e(N/πN);
(iii) dimM = dimA− 1;
(iv) dimM = 1;
(v) dim(grM ⊗grA grN ⊗grA
grA
π grA
) = 0.
Proof. Arguing as in the proofs of Theorems B and C, we are free to assume that
A = Aˆ = R[[X1, · · · , Xn]] where R is a complete DVR with uniformizer π. Since
e(A/a) = e((A/a)/π(A/a)), Theorem 2.4 gives us
e(A/a⊗̂RA/b) = e(A/a)e(A/b) = χ
A(A/a, A/b) = ed(A/a⊗̂RA/b)
where d is the ideal generated by
{
X1⊗̂1− 1⊗̂Xi
}
1≤i≤n
. As A/a⊗̂RA/b is equidi-
mensional (Corollary 2.8), Rees’s Theorem (1.8) tells us that the integral closure of
d in A/a⊗̂RA/b is the entire maximal ideal. As in the proof of Theorem B, this is
enough to conclude that
gr(A/a⊗̂RA/b)
(· · · , Xi ⊗ 1− 1⊗Xi, · · · )
is 0-dimensional. In cases (i),
(ii), and (iii), Proposition 2.17 assures us that the canonical surjection
gr(A/a)⊗k gr(A/b)
π ⊗ 1− 1⊗ π
։ gr(A/a⊗̂RA/b)
induces an homeomorphism on Spec, so gr(A/a) ⊗grA gr(A/b), the quotient of
gr(A/a)⊗k gr(A/b)
π ⊗ 1− 1⊗ π
by the Xi ⊗ 1− 1⊗Xi, will be 0-dimensional as claimed.
In case (v), let p and q be arbitrary minimal primes of A/a and A/b. Since A/a
and A/b are equidimensional, we necessarily have χA(A/p, A/q) = e(A/p)e(A/q).
By hypothesis, dim(gr(A/p) ⊗grA gr(A/q) ⊗grA
grA
π grA
) = 0, so by Proposition
3.10, dim(gr(A/p)⊗grA gr(A/q)) = 0. Since p and q were arbitrary, the conclusion
follows.
In case (iv), recall that Proposition 1.3 says that going modulo π will drop the
dimension of gr(A/a). Since dim gr(A/a) = 1, we are reduced to case (v) where the
result is already known. 
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