Positivity proofs for linearization and connection coefficients of orthogonal polynomials satisfying an addition formula : (prepublication) by Koornwinder, T.H.
stichting 
mathematisch 
centrum 
AFDELING TOEGEPASTE WISKUNDE 
(DEPARTMENT OF APPLIED MATHEMATICS) 
T. H. KOORNW I NDER 
TW 1 58/76 
POSITIVITY PROOFS FOR LINEARIZATION AND CONNECTION 
COEFFICIENTS OF ORTHOGONAL POLYNOMIALS SATISFYING 
AN ADDITION FORMULA 
Prepublication 
~ 
MC 
JUL I 
2e boerhaavestraat 49 amsterdam 
PJilnted a:t :the Ma:thema.:Uc.a.l. Cen:tlr.e, 49, 2e BoeJLhaa.vu.tJr.a.a:t, Am-6:teJLdam. 
The Ma:thema.:Uc.a.l. Cen:tlr.e, 60W1.ded :the 11-:th 06 Feb1r.uaJr.y 1946, -l6 a. n.on.-
pM 6Lt ..i.nli:u.:tuti.o n. aim..i.n.9 a:t :the pll.omo:Uo n. o 6 pUll.e ma:thema.:UC-6 a.n.d Lt6 
a.ppUc.a.:Uoru,. I:t -l6 .6poru,01r.ed by :the Ne:theJLla.nd6 GoveJLn.ment :thJr.ough :the 
Nethvri.a.n.d6 01r.ga.n...i.za.:Uon. 6oJr. :the Adva.n.c.ement 06 PUite Ruea.1r.c.h (Z.W.0), 
by :the Mun...i.c...i.pa.U:ty 06 Am-6:teJLda.m, by :the Un...i.vCUL6Uy 06 Am-6:teJLdam, by 
:the. F 1r.ee. Un...i.vCUL6Uy a:t Am-6:teJLdam, a.n.d by ..i.ndu6:tluu • 
AMS(MOS) subject classification scheme (1970): 33A65, 42AS6, 43A90 
Positivity proofs for linearization and connection coefficients of orthogonal 
polynomials satisfying an addition formula*) 
by 
T.H. Koornwinder 
ABSTRACT 
For orthogonal polynomials in one or several variables which satisfy 
an addition formula of certain type it is proved that the linearization co-
efficients are nonnegative. For two classes of orthogonal polynomials which 
satisfy related addition formulas a sufficient condition for nonnegativity 
of the connection coefficients is given. The results are applied to Jacobi, 
Laguerre and disk polynomials. In particular, Dunkl's recent expression of 
a certain Jacobi polynomial times a simple polynomial as a sum of Gegenbauer 
polynomials with nonnegative coefficients is generalized to all real a~ O. 
KEY WORDS & PHRASES positivity of linearization coefficients; positivity 
of connection coefficients; addition foPmUla; Jacobi 
polynomials; Laguerre polynomials; disk polynomials; 
spherical functions on compact homogeneous spaces. 
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I • INTRODUCTION 
Consider orthogonal polynomials p (x) such that 
n 
fp (x)p (x)da(x) = (TI )- 1o • 
m n n m,n 
The coefficients in the formula 
(I.I) p (x)p (x) = 1a(t,m,n)TI1 p 0 (x) m n t A, 
are called linearization coefficients. If {q (x)} is another orthogonal sys-
n 
tem of polynomials then the coefficients in the formula 
( I • 2) p (x) =lb o (x) 
n n,m -m 
m 
are called connection coefficients. For the harmonic analysis with respect 
to such polynomials it is important to know whether the coefficients a(t,m,n) 
and b are nonnegative, cf. the survey papers by ASKEY [2] and GASPER [10]. 
n,m 
In the case of Jacobi polynomials the two problems have been solved by GASPER 
[7], [8] and by ASKEY & GASPER [3], respectively. 
The first main result in the present paper is a positivity proof for the 
coefficients a(t,m,n) in the case that the polynomials p (x) (which may be 
- n 
polynomials in several variables) satisfy an addition formula with certain 
qualitative features. In particular, the addition formula for Jacobi poly-
nomials R(a,S)(x), a> 8 >-½,has the required form. Thus we obtain a new 
n 
proof for part of GASPER's [7] results. This proof is much less computational 
than Gasper's original proof. The same method also applies to disk polynomials 
(a class of orthogonal polynomials in two variables on the unit disk). 
Here the results are probably new. 
Our second main result is the derivation of a sufficient condition for 
the positivity of the coefficients in (1.2), whenever pn(x) and 4m(x) satisfy 
related addition formulas. In the case of Jacobi polynomials this approach 
is no improvement compared with the proofs in ASKEY & GASPER [3]. However, 
if the polynomials p (x) are disk polynomials restricted to the real axis 
n 
2 
and the polynomials 4m(x) are Gegenbauer polynomials then it can be shown 
by our methods that 
( 1. 3) =' b R(½a-½,~_a-!)(x) l i 2n+k-2I. i 
with b. ~ 0 if a~ 0, thus extending DUNKL's [5] result 1n the cases 
1 
a.= 0,1,2, .... 
If the polynomials p (x) and q (x) can be interpreted as spherical 
n n 
functions on compact homogeneous spaces then the positivity of a(R-,m,n) and, 
sometimes, the positivity of b can be obtained from this group theoretic 
n,m 
interpretation. For Jacobi polynomials and disk polynomials such an inter-
pretation is possible for certain discrete values of the parameters. Addition 
formulas can be considered as formulas containing much analytic information 
of group theoretic nature, even if the polynomials have such parameter values 
that no group theoretic interpretation exists. The proofs of our main results 
imitate the proofs for the corresponding results on spherical functions. 
2. PRELIMINARIES 
Jacobi polynomials R(a,S)(x) (a,S>-1) are orthogonal polynomials on the 
n . 
interval (-1,l) with respect to the weight function (1-x)a(l+x)s. They are 
normalized such that R(a,S)(I) = I. We have 
n 
(2. I) 
where 
I 
r(a+S+2) J R(a,S)(x) R~a,B)(x) • 
2a+B+lr(a+I)r(B+l) -Im 
• (1-x)a(I+x)S dx = (n(a,B))-l o 
n m,n' 
(2n+a+B+I)(a.+I) (a+B+2) 
n n 
(n+a+B+I) (B+l) n! 
n 
Laguerre polynomials La(x) (a>-1) are orthogonal polynomials on the 
n 
interval (0, 00 ) with respect to the weight function e-x xa. They are norma-
lized such that La.(O) = (a.+l) /n!. Laguerre polynomials can be obtained from 
n n 
Jacobi polynomials by the limit formula 
(2.2) 
Disk polynomials Ra (z) (a>-1, m,n=0,1,2, ••• , z E ~) are defined in 
m,n 
terms of Jacobi polynomials by 
(2. 3) 
where 
We have 
(2.4) 
where 
a+] 
1T 
= min{m,n}. 
ff 
2 2 
X +y <) 
Ra (x+iy) R.a 0 (x+iy)• m,n -1t,"' 
2 2 a 
• ( ] -x -y ) d X d y = (1Ta )-] s: s: u ku 0 , m,n m, n,"' 
a 
1T 
m,n 
(m+n+a+l)(a+I) (a+]) 
m n 
= --,----,-e---.----,,---( a+ I) m! n! 
Orthogonal polynomials Ra,ke(x,y) (a,8>-1, n,k integers, n~k~O) on a 
n, 
3 
region bounded by a straight line and a parabola can be defined in terms of 
Jacobi polynomials by 
(2.5) 
We have 
(2.6) 
where 
a,e( ) R k x,y n, 
r(a+] )r(e+I )r(D 
I Yi 
f f 
y=O x=-y! 
a 8 -I (1r 'k) o ok "' n, n,m ,"' 
1ra,8 : = (2n-2k+28+l)(n+k+a+8+!). 
n,k (n-k+28+1)(n+a+B+J) 
2 
5 (a+I)k(28+2)n-k(a+8+ z)n 
k ! (n-k) ! (B+~)n 
The following addition formulas are well-known. For Gegenbauer poly-
nomials R(a,a)(x) (a>-!) we have 
n 
4 
(2. 7) 
n 
I 
k=0 
R(ct+k,a+k)(x)• 
n-k 
cf. ERDeLYI [6,3.15 (20)]. 
(2.8) 
For Jacobi polynomials R(a,S)(x) a> S >-½,we have n , 
I I 
(a S) 2 2 2 2 R ' (½(1+x)(1+y) + Hl-x)(l-y)t + (1-x) (1-y) s 
n 
k+t (-1) (-n\ (-n-S) t (n+a.+S+ I )k (n+a+ I )t 
2k 
2 (a+l)k+t (a.+l)k+t 
n k 
I I 
k=0 t=0 
• (l-x)½(k+t)(l+x)!(k-t)R(a+k+t,S+k-t)(x) . 
n-k 
• (l-y)½(k+t)(l+y)!(k-t)R(a.+k+t,S+k-t)(y) • 
n-k 
a-S-1 S- 1 a-S-1 S-! 
• 1Tk t ' 2 ~ t ' (s,t), 
' ' 
cf. K00RNWINDER [ IO] , [ 11 ] , [ 1 2] , [ 1 3], [ 14] . 
(2.9) 
V 
Finally, for disk polynomials Ra (z), a.> 0, we have 
m,n 
a. _ _ l _ 1 
Rm,n(zlz2 + (1-zlz1)2 (1 - z2z2)2 w) = 
k+t (-1) (-m\ (-n) t (n+a+ 1 \ (m+a+ 1) t 
(a.+l)k+t (a+l)k+t 
m n 
I I 
k=0 t=0 
• (1-z z )½(k+t)Ra+k+t (z) • 
I I m-k,n-t I 
(1-z2z2)½(k+t) Ra+k+t (z) Tika.-! a-1 ( ) 
m-k,n-t 2 ,~ ~,t w • 
cf. SAPIR0 [15] and K00RNWINDER [II]. 
We conclude this section with the following lerrnna. 
- I) = 
LEMMA 2.1. Let a, B > -1, n = 0,1,2, •••. Then 
1 
r(a+S+2) f R(2a+1,2S+1)(x)( 1-x)a( 1+x)B dx = 
2a+B+ 1 r(a+1) r(B+1) -1 n 
0 if n is odd, 
= 
< D <e+ 1 > m m 
------- > 0 if n = 
(a+;) (a+S+2) 
m m 
2m. 
PROOF. By expanding the Jacobi polynomial as a hypergeometric power series 
in 1(1-x) we obtain that the left-hand side equals 
3F2 (-n, n+2a+2S+3, a+1; 1) = 
a+S+2, 2a+2 ; / 
= r(½)r(a+})r(a+S+2)r(-B) 
r(-!n+J)r(!n+a+S+2)r(Jn+a+})r(-!n-B) 
= sinn(½-½n)sinn(-½n-B) 
sinn(-B) 
r(a+t) r(a+S+2) 
• r(a+t1!n) • r(a+S+2+Jn) 
r(I+S+½n) 
f(l+B) 
where the first equality follows from Watson's theorem (cf. ERDeLYI 
[6, 4.4 (6)J). D 
3. THE CASE OF SPHERICAL FUNCTIONS ON COMPACT HOMOGENEOUS SPACES 
5 
Let G be a compact group with closed subgroup K such that each irre-
ducible representation of G contains the representation 1 of Kat most once. 
Let Q: = G/K, let ~O € Q be stabilized by Kand let dw be the G-invariant 
normalized measure on Q. Let 
(3. I) 
6 
be the unique orthogonal decomposition of L2 (n) into irreducible subspaces 
with respect to G. Let cj> be the (zonal) spherical function in H, i.e. the 
n n 
unique zonal (K-invariant) function in Hn which has value 1 in s 0 • 
If cp is a zonal and continuous function on n then let IP be the unique function 
on n X n satisfying (i) ¢(gs,gn) = ¢(s,n) for all s,n en, g e G, and (ii) 
¢(s,s0 ) = cj>(s) for alls en. Let Tin denote the dimension of Hn. Then 
(3. 2) f cj>m(s)cj>n(s)dw(s) 
n 
If {f~ I k == l, ••• ,Tin} is an orthonormal basis of Hn then we have the addi-
tion formula 
(3. 3) <P (s,n) = (TI )-I 
n n 
In the formula 
(3. 4) I act,m,n> Tit4>tCs> 
t 
only finitely many terms are nonzero. 
For Theorem 3.2 below we need the following additional assumptions. 
Let G1 be a closed subgroup of G, let K1 :=Kn G1 and suppose that each 
irreducible representation of G1 contains the representation I of K1 at most 
once. Let n1 := {gs0 I g e G1}. Then n1 = G/K1. Let dw 1 be the G1-invariant 
normalized measure on n1. Let the irreducible subspaces of L2 (n 1) with re-
spect to G1 be denoted by K, let K have dimension p and let w be the n n n n 
unique K1-invariant function in Kn which has value I in s 0 . If w is a K1-
invariant and continuous function on n1 then let If/ be the function on 
nl x n1 satisfying (i) lfl(gCgn) = lfl(s,n) for all s n e n I , g e G1 and (ii) 
lfl(s,s0 ) = w(O for all s e n I. Note that if w is the restriction to nl of a 
K-invariant continuous function cj> on n then If/ is the restriction of IP to 
n1 x n1. In the formula 
(3.5) , s e n1 , 
7 
only finitely many terms are nonzero. 
It is well-known that the coefficient a(t,m,n) in (3.4) and b in (3.5) 
n,m 
are nonnegative. Usually this is proved by using the positive definiteness 
of spherical functions. For didactic reasons we now give the proofs in a so-
mewhat differeint form adapted to the proofs of the main theorems in section 
4. 
THEOREM 3.1. '1.'he coefficients a(t,m,n) in (3.4) are nonnegative. 
1 
PROOF. Choose an orthonormal basis {fnk} of H and let fn : = (n ) 2 ¢ . 
n I n n 
We have 
Hence 
a(t,m,n) = TT£ J J ~m(~,n)~n(~,n) ¢t(~)¢ 1 (n) dw(~) dw(n) = 
rl rl 
-I 
=TT 0 (TTTT) 
,., m n 
f~(~) f~(n) ¢ 0 (~) ¢ 0 (n) dw(~) dw(n) = J J ,., ,., 
□ 
Essentially the same positivity proof can be used in the case of linea-
rization coefficients of Q-functions on an association scheme (cf. DELSARTE 
[ 4 , Lennna 2 . 4] ) . 
THEOREM 3.2. '1.'he coefficients b 1,n (3.5) are nonnegative. 
n,m 
PROOF. 
m Let g 1 
n m Choose a~ orthonormal basis {fk} of Hn and {gk} of Km. 
: = (p ) 2 w . For,, n E ri: 1 we have m m 
8 
Hence 
<l> (~,n) 
n 
= I b f (~.n) = 
m n,m m 
p 
, 'i'm b ( )-1 m( ) m( ) 
!. l n m Pm gk ~ gk n • 
m k=l ' 
4. THE CASE OF GENERAL ORTHOGONAL SYSTEMS OF FUNCTIONS SATISFYING AN 
ADDITION FORMULA 
Let A and B be compact Hausdorff spaces with Borel measures a respecti-
vely 13 such that 0 < a (EI) < 00 and O < 13(E2) < 00 on nonempty open subsets E1 
of A and E2 of B. Let { p } and {r} be families of continuous functions on n n 
A respective!ly B such that ro(t) - I and 
( 4. I ) I p (x) p (x) da.(x) = (TI )-] 6 m,n' A m n n 
(4.2) I r (t) r (t) d/3 (t) = (pn) -I 6 
B m n m,n' 
where O < 7f < 00 0 < p < 00 Suppose that 
n • n 
(4.3) p (x) p (x) = I a(t,m,n)1r 1 p1 (x) m n 1 
with only finitely many nonzero terms. Suppose that A is a continuous mapping 
from Ax A>, B to A such that for each n there is an addition formula of the 
form 
( 4. 4) p (A(x,y,t)) = 
n 
9 
where pk is continuous on A, po= p, c k. ~ O, c O > 0 and where for each n n n n, n, 
n only finitely many coefficients c k are nonzero. 
n, 
Observe that the addition formulas (2.7), (2.8) and (2.9) have the form 
just described. 
THEOREM 4.1. Under the above asswrrptions the coefficients a(t,m,n) in (4.3) 
are nonnegative. 
PROOF. We have 
Hence 
p (A(x,y,t)) p (A(x,y,t)) = 
m n 
l a(t,m,n)nt pt(A(x,y,t)) = 
t 
= 
a(t,m,n) = (ct 0)-I nt ff f p (A(x,y,t)) • 
' A A B m 
C . p, C . p, • 
m, 1 1 n,J J 
• f f f pi(x) pi(y) .r. (t) pJ (x) pnj (y) r. (t) • 
A A B m m 1 n J 
-I I J J pi(x) i = (ct o> nt C m,i C n,i p. i 1 pm(y) , A A m 
i i pt(x) pt(y) dn(x) dn(y) • p (x) pn(y) = n 
-I I I J P!<x> 1 = (ct o> nt C m,i C n,i p. p. (x) i 1 n , A 
~ o. □ 
pt(x) dn(x) 12 ~ 
For the next theorem we make some additional assumptions. Let A1 and 
B1 be closed subspaces of A and B, respectively, with Borel measures a 1 on 
10 
A1 and s1 on B1 , which are finite and positive on nonempty open subsets. 
Let{~} andl {sm} be orthogonal systems of continuous functions on A1 re-
spectively B1 with respect to these measures and denote the inverse quadra-
tic norms by K and a , respectively. 
m m 
Let s 0 (t) = I. Suppose that 
(4.5) p (x) =Lb ~(x), 
n m n,m 
with only finitely many nonzero terms. Suppose that for each m there is an 
addition formula of the form 
(4.6) 
x,y E A1, t E B1, where~ is continuous on A1, ~ = ~• dm,k 2 0, dm,O > 0 
and where for each m only finitely many coefficients d k are nonzero. 
m, 
The above assumptions are satisfied, for instance, by two classes of 
Jacobi polynomials of different orders or by a class of disk polynomials 
together with a class of Gegenbauer polynomials. 
THEOREM 4.2. If the ahove assumptions are satisfied and if for all k 
(4. 7) f rk(t) dS 1 (t) 2 0 
Bl 
then the coefficients b in (4.5) are nonnegative. 
n,m 
PROOF. For x,y E A1 , t E B1 we have 
Hence 
pn(A(x,y,t)) = L bn,m ~(A(x,y,t)) = 
m 
I 
m,k 
b 
n,m 
b 
n,m 
= (d )-l(K )2 f f f 
m,O m 
Al Al Bl 
p (A(x,y,t)) • 
n 
• ~(x) ~(y) da 1(x) da 1 (y) dS 1(t) = 
= Cd o>-I(K >2 L c k 
m, m k n, pk I I I 
A1A1B1 
• rk(t) 4m(x) 4m(y) da 1(x) da 1(y) 
-I 2 \ f 
= (d o> (K) l C kpk( rk(t) 
m, m k n, B 
1 
• I { p~(x) 4m(x) da 1 (x) I 2 • D 
I 
k k pn(x) pn(y) • 
5. APPLICATIONS TO THE LINEARIZATION OF PRODUCTS OF JACOBI, LAGUERRE AND 
DISK POLYNOMIALS 
11 
In this section Theorem 4.1 will be applied to Jacobi and disk poly-
nomials. Some further results for Jacobi and Laguerre polynomials will follow. 
COROLLARY 5.1. For Jacobi poZynomiaZs R(a,B)(x), a~ B ~-},we have 
n 
with a(i,m,n) ~ O. 
This result was first obtained by GASPER [7], [8]. In fact he proved 
the nonnegativity of a(i,m,n) for a larger region in the (a,S)-planeinclud-
ing {(a,8) I a~ B, a+ B ~ -I}. 
a COROLLARY 5.2. For disk poZynomiaZs R (z), a~ O, we have 
m,n 
\ a a l a(m1,n1;m2 ,n2 ;m3 ,n3)n R (z) 
m3,n3 m3,n3 
m3,n3 
with a(m1,n 1;m2 ,n2 ;m3 ,n3) ~ O. In the above sum the pair (m3 ,n3) takes such 
vaZues that m1 + m2 + m3 = n 1 + n2 + n3 and lm1 + n 1 - m2 - n2 1~ m3 + n3 ~ 
~ml+ nl + m2 + n2. 
Except for the cases a= 0,1,2, ••• , where the nonnegativity follows 
from the group theoretic interpretation, this result is probably new. 
BIBLIOTHEEK MATHEMATISCH CENTRU~ 
--AMSTERDAM--
12 
COROLLARY 5.3. If a 2 0 and k,t,m,n are nonnegative integers then 
= I c. R(a,k~t)(x) 
· 1 m+n-1 
1 
with c. 2 O. In the above sum i takes such integer values that 
1 
0:,; i:,; (m+n) A (2m+k) A (2nH). 
PROOF. Use (2.2) and Corollary 5.2. 0 
COROLLARY 5.•~. If k,t,m,n are nonnegative integers then 
Lk(x) L1 (x) 
Ill n 
with c. 2 o. 
1 
= I <-1/ c. 
1 
1 
L k+t. (x) 
m+n-1 
PROOF. Use Corollary 5.3, formula (2.2) and the identity 
(-1) n (S+ I) 
= n 
(a+ I) 
n 
COROLLARY 5.5. If a 2 0, 0:,; A:,; 
with c.(>.) 2 0. 
1 
R(S,a)(x). 
n 
0 
and m,n are nonegative integers then 
PROOF. It follows from Corollary 5.3 that for nonnegative integers 
m,n,p,k,t,t we have 
If t ➔ 00 then it follows by (2. 2) that 
00 
J La(kx) La.(£x) La((k+£)x) xae -(k+£)x dx 2 0. 
0 m n p 
Hence 
00 J La(Ax) La((l-A)x) La(x) xae-x dx ~ 0 
0 m n p 
for all rational A, 0 ~A~ 1. By continuity this is also true for real 
A, 0 ~A~ I. 0 
6. APPLICATIONS TO CONNECTION COEFFICIENTS FOR JACOBI POLYNOMIALS AND DISK 
POLYNOMIALS 
In this section we consider applications of Theorem 4.2. 
COROLLARY 6.1. Let a> b >-!,a> 8 > -}, 
(6.1) 
n 
R(a,b)(x) = L b R(a,8)(x). 
n m=O n,m m 
If for all nonnegative integers k,j 
(6.2) (b-8). f ~a-b-1,b+2j)(x)(l-x)a-8-l(l+x)8+j dx ~ 0 
J -1 
then the coefficients b in (6.1) are nonnegative. 
n,m 
PROOF. It follows from Theorem 4.2 and the addition formula (2.8) that all 
b ~ 0 if 
n,m 
1 
f 
y=O 
R.a-b-1,b-! (x,y)(l-y)a-8-1 • 
-1<,i 
By (2.5) this is equivalent to 
13 
14 
The second integral is zero if k-l is odd and it has the same sign as 
(b-B)!(k-t) if k-t is even (cf. ASKEY [2, (7.34)]). 0 
To a large extent the problem on the positivity of the coefficients 
b 
n,m 
in (6.1) has been solved by ASKEY & GASPER [3]. It does not seem that 
our reduction of this problem to inequality (6.2) is a big improvement com-
pared with the methods of proof used in [3]. 
However, in the particular case that a= 2a + I, b = 28 + I, a> B > -~, 
the inequality (6.2) immediately follows from Lemma 2.1. Note that, in a 
certain sense, the point (2a+l,2B+I) is extreme in the set of all (a,b) 
such that all b ~ 0, cf. [3, Theorem 2]. 
n,m 
COROLLARY 6.2. If a~ 0, -I < B $ ½a - ½ and if n,k are nonnegative then 
(6.3) 
with b. ~ 0. 
1 
[n+½k] 
\ b R(B,B) ( ) 
l i 2n+k-2i x i=O 
PROOF. If -I < B < ½a - ½ then R(}a-!,½a-½)(x) is a linear combination with 
n 
positive coefficients of polynomials ~B,B)(x) (cf. ASKEY [2, (7.34)]). 
Hence it is sufficient to give a proof in the case B = ½a - !, By (2.3) the 
left-hand side of (6.3) equals Rak (x), where xis real. It follows from 
, n+ ,n 
Theorem 4.2 and the addition formulas (2.9) and (2.7) that the coefficients 
b. in (6.3) are nonnegative if 
1 
I 
J for all i,j, 
-I 
or, equivalently, if 
dx ~ 0 
for all m,t. Lenuna 2.1 shows that this last equality is valid. 0 
The above result was proved by DUNK.L [5] in the cases a= 0,1,2, ••• 
by using the group theoretic interpretation. As a corollary ASKEY [I] de-
rived that the function 
{(1-r)(l-s)(1-t) [(1-r)(1-s)(1+t) + 
+ (1-r)(1+s)(l-t) + (l+r)(1-s)(1-t)]}-~a-½ 
has nonnegative power series coefficients for a= 0,1,2, •••• Because of 
our Corollary 6.2 Askey's result is valid for all real a~ 0. 
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