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Aan de grote en de kleine tovenaar
— nil desperandum —

Voorwoord
Deze scriptie geeft een overzicht van het onderzoekswerk dat ik de laatste jaren heb
verricht op het gebied van de performantie-analyse van wachtlijnsystemen. Eenvoudig
gezegd bestudeert men in deze discipline van de ingenieurswetenschappen het gedrag
van systemen waarin entiteiten op de een of andere manier moeten wachten. Sinds het
begin van de 20ste eeuw, met de opkomst van de telefonie, vormt de telecommuni-
catiewereld een steeds belangrijkere drijfveer voor het doen van dergelijk onderzoek.
Wanneer men een hedendaags (digitaal) computer- of telecommunicatienetwerk be-
kijkt, zijn daarin ontelbare plaatsen te onderscheiden waar pakketjes informatie tij-
dens hun reis doorheen het systeem tijdelijk moeten wachten alvorens zij verder kun-
nen verwerkt of doorgezonden worden. Zeker nu de transmissie van informatie steeds
sneller en in grotere hoeveelheden verloopt, is het van belang om inzicht te verkrijgen
hoe een concreet systeem zich zal gedragen onder een bepaalde werklast en hoe men
eventueel het ontwerp van deze systemen kan verbeteren.
De werking van realistische communicatiesystemen is meestal gebaseerd op enke-
le eenvoudige deterministische regels. De machine volgt een bepaald protocol, vast-
gelegd in zijn software of hardware. Ondanks de eenvoud van de regels is het toch
niet voor de hand liggend om te voorspellen hoe het systeem zich zal gedragen eens
het in werking is. De oorzaak is dat de aansturing of invoer meestal op een grillige,
onzekere manier gebeurt, wat tot gevolg heeft dat het systeem zelf eveneens op een
onzekere, schijnbaar toevallige manier evolueert. Echter, we kunnen de onzekerheid
aan de invoer vatten in een abstract stochastisch model, waarbij aan elk exemplaar
van de invoer dat mogelijks kan optreden een bepaalde kans wordt verbonden. Bij e´e´n
bepaald exemplaar van de invoer reageert het systeem zonder onzekerheid volgens
zijn protocol of programma zodat het resulterende systeemgedrag vastligt. Door nu de
kansverdeling over alle mogelijke invoersexemplaren in rekening te brengen, zijn we
in staat de kans te berekenen waarmee het systeem een bepaald gedrag zal vertonen,
wat nuttige voorspellingen inzake de performantie mogelijk maakt.
In het meest ideale geval bestaat de opzet van de wachtlijntheorie als toegepaste
discipline er dus in de volgende dialectische cyclus te vervolmaken:
(a) de werking van een ree¨el systeem te vatten in een vereenvoudigd, stochastisch
model,
(b) vervolgens dit model te gaan doorrekenen,
(c) de bekomen resultaten te gebruiken om uitspraken te doen over de performantie
van het ree¨le systeem en
(d) (eventueel) de bekomen inzichten gebruiken om betere systemen te ontwerpen.
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Het is duidelijk dat men hierin des te beter zal slagen wanneer het model dichter bij
het werkelijke systeem aanleunt. Hoe beter het model, hoe kleiner de discrepantie
tussen het voorspeld en het realistisch gedrag van een systeem. De keerzijde van de
medaille is echter dat het toevoegen van allerlei finesses, nuances en complicaties
die men ontwaart in het systeem ertoe kunnen leiden dat het model – weliswaar heel
compleet en accuraat – te log en te gecompliceerd wordt om het nog wiskundig te
kunnen ‘oplossen’.
Het werk gepresenteerd in deze scriptie wil juist hierin een bijdrage leveren. Het
doel is een conceptueel inzicht te verwerven in enkele specifieke fenomenen die van
belang zijn in communicatiesystemen. Deze fenomenen werden in de ‘traditionele’
modellen verwaarloosd, niettegenstaande zij een belangrijke impact kunnen hebben
op het gedrag van het systeem, zoals zal blijken. We stellen ons hier de vraag: hoe
kan men deze modellen realistischer maken? Hoe kan men ze uitbreiden om ze be-
ter te laten beantwoorden aan de werkelijke omstandigheden? In Hfst. 2 bijvoorbeeld
wordt het feit dat bronnen informatiestromen genereren op een gecorreleerde manier
in rekening gebracht, waar eerdere modellen veronderstellen dat dit op een ongecor-
releerde manier gebeurt. Evenzo wordt in Hfst. 3 een verbetering voorgesteld die re-
kening houdt met het feit dat fouten bij het verzenden van informatie eveneens vaak
op een gecorreleerde manier voorkomen. In beide gevallen gaan we zowel kwalitatief
als kwantitatief na wat het effect is van deze complicaties. Echter, de prijs voor deze
betere modellen wordt betaald in de vorm van een complexere rekenopgave. Hfst. 4
tenslotte is in deze optiek wat afwijkend, omdat wij daar een geheel nieuwe wachtlijn-
discipline voorstellen en volledig analyseren.
Ik moet toegeven dat men als academisch onderzoeker er vaak meer om bekommerd
is de wiskundige kant van de zaak (puntje (b), het doorrekenen van het model) tot een
goed einde te brengen, dan de resultaten daadwerkelijk te gaan toepassen in een realis-
tisch systeem. Dat aspect wordt vaak aan anderen overgelaten. Een belangrijke reden
daartoe vormt het aanvoelen dat een mooi model qua toepasbaarheid niet noodzakelijk
beperkt is tot dat ene protocol of communicatie-apparaat. Vaak kunnen op zijn minst
de kwalitatieve resultaten van een model inzicht verschaffen in een veel bredere klasse
van systemen. Meer nog, hetzelfde kan gezegd worden over de wiskundige methodes
die gebruikt worden om van het model te komen tot praktisch berekenbare resultaten.
Niettegenstaande de rekenopgave complexer is, slagen wij er toch in om deze in al-
le volledigheid en op een exacte manier door te voeren. Kortom, de analyse van het
model vormt een op zichzelf staand stuk werk met zijn eigen toegevoegde waarde. Zo
komt het ook dat men op den duur enkel nog het abstracte model voor ogen heeft en
dat men met het begrip systeem eigenlijk steeds het gemodelleerde systeem bedoelt.
In tegenstelling tot de aard en het toepassingsgebied van de behandelde modellen is de
methode van analyse wel degelijk uniform doorheen dit werk. Steeds wordt de evolutie
van het (gemodelleerde) systeem opgevat als een Markovketting met een meerdimen-
sionale toestandsruimte. Door gebruik te maken van meerdimensionale genererende
functies kunnen we de kansverdeling in evenwicht berekenen van de systeemtoestand,
wat dan weer de aanzet is tot het verkrijgen van praktische performantiematen zoals
de systeembezetting en de vertragingstijden. Deze benaderingswijze is ook wel ge-
kend als de methode van de toegevoegde variabele en is samen met het gebruik van
genererende functies zowat het handelsmerk van het onderzoek bij SMACS.
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In deze scriptie behandelen we drie verschillende wachtlijnmodellen met betrekking
tot enkele typische fenomenen die optreden in moderne digitale communicatienetwer-
ken, hetzij vaste, hetzij draadloze. In deze systemen wordt informatie gemanipuleerd
in de vorm van logische eenheden van vaste lengte die we pakketten noemen. Van de
wachtlijnen wordt een stochastisch model opgesteld in discrete tijd. We onderstellen
met name dat de tijd wordt opgedeeld in slots en dat veranderingen in het systeem
slechts kunnen plaatsvinden op de slotgrenzen. Wij stellen een exacte analyse voor
die uitvoerig gebruik maakt van probabiliteitsgenererende functies (pgf’s). Elk van de
drie modellen kan gezien worden als een uitbreiding van meer klassieke modellen, in
de zin dat de gemaakte onderstellingen specifiek werden aangepast om beter te be-
antwoorden aan de realistische omstandigheden waarin de wachtlijn wordt gebruikt.
Naast de concrete resultaten die we behalen met betrekking tot de wachtlijnperfor-
mantie in deze modellen, bestaat de bijdrage van dit werk er ook in om de kracht en
de veelzijdigheid van de gebruikte analytische technieken te demonstreren.
I Met het eerste model bestuderen we de gelijktijdige impact op de wachtlijnperfor-
mantie van twee verschillende soorten correlatie aanwezig in het aankomstproces.
De wachtlijn stelt in dit geval een statistische multiplexer voor die berichten bun-
delt afkomstig van een grote groep gebruikers. De berichten bestaan hierbij uit een
algemeen verdeeld aantal pakketten. De pakketstroom die de multiplexer krijgt te
verwerken is dan onderhevig aan volgende correlaties. Ten eerste is er een primaire
correlatie als gevolg van het feit dat de berichten ‘aankomen als een trein’, d.w.z.
aan een snelheid van e´e´n pakket per slot. Ten tweede gebeurt het genereren van de
berichten zelf ook niet onafhankelijk van slot tot slot, wat resulteert in een secun-
daire correlatie. Er wordt namelijk ondersteld dat het aantal nieuwe berichten per
slot door de gebruikers gegenereerd, wordt gemoduleerd door een Markovproces
met twee toestanden. Eerst bepalen we een impliciete relatie voor de gezamenlijke
evenwichtsverdeling van de systeemvariabelen, waaruit we uitdrukkingen afleiden
voor de momenten en de staartverdeling van het aantal pakketten in de wachtlijn.
Daarna concentreren we ons ook op de vertragingstijd die de berichten ervaren in
het systeem. Daarbij onderstellen we dat de pakketten behandeld worden volgens
een ‘First-In First-Out’ (FIFO) discipline en dat pakketten die gelijktijdig aanko-
men in willekeurige volgorde worden opgeslaan. We verkrijgen de gemiddelde
waarde voor zowel de vertragingstijd als de verwerkingstijd van een willekeurig
bericht en geven nauwe grenzen aan voor hun staartverdeling.
I Het tweede model dient voor de analyse van het Stop-and-Wait ARQ protocol (Au-
tomatic Repeat reQuest) of SW-ARQ, dat tot doel heeft een betrouwbare transmis-
sie van pakketten over een inherent foutgevoelig kanaal te verzekeren. Het aantal
pakketten dat transmissie aanvraagt, wordt onafhankelijk ondersteld van slot tot
slot. Deze pakketten worden opgeslagen in een zenderbuffer terwijl ze hun trans-
missie afwachten over het kanaal naar de ontvanger toe. Wanneer een pakket de
ontvanger bereikt, wordt gedetecteerd of er een transmissiefout is opgetreden en
de zender wordt met een bevestigingsbericht op de hoogte gebracht van de al dan
niet foutieve ontvangst. Bij Stop-and-Wait ARQ stuurt de zender slechts een en-
kel pakket en wacht dan op diens bevestiging. Bij een negatieve bevestiging wordt
iv
het betreffende pakket opnieuw verstuurd, maar bij een positieve bevestiging mag
het de wachtlijn verlaten en wordt begonnen met de transmissie van een nieuw
pakket. Het belangrijke aspect van dit model is onze onderstelling dat de fouten
in het kanaal niet onafhankelijk optreden van elkaar, maar gemoduleerd worden
door een Markovproces met twee toestanden, net als de gebruikersomgeving in het
vorige model. Het onderstellen van dergelijke correlatie in het foutproces is van
speciaal belang bij communicatie over een draadloos kanaal, waarbij de fouten
typisch gegroepeerd optreden, in zgn. ‘bursts’. Voor dit model bepalen we eerst
de evenwichtsverdeling van de systeemtoestand en van het aantal pakketten in de
zenderbuffer. Daarna bekijken we de maximale doorvoer van het systeem en de
verdeling van de pakket-vertragingstijd. Aansluitend leiden we ook een boven- en
ondergrens af voor de kans dat de wachtlijn leeg is.
I Het derde model behandelt een wachtlijn die onderscheid maakt tussen twee types
van pakketten en de verwerking regelt volgens een nieuw soort wachtlijndiscipline
die we de Reservatiediscipline noemen. Het doel is hier om de vertraging van pak-
ketten met hoge prioriteit (type 1) te reduceren ten koste van pakketten met lage
prioriteit (type 2). De gebruikelijke manier om dit te realiseren is om Absolute Pri-
oriteit (AP) te verlenen aan pakketten van type 1. Echter, met AP is het verschil in
vertraging soms drastischer dan beoogd en kan dit verschil niet worden aangepast.
Onze oplossing bestaat erin om N reservatieplaatsen te voorzien in de wachtlijn
voor toekomstige aankomsten van type 1 pakketten. Bij aankomst van een type 1
pakket neemt dit de verst gevorderde reservatie in en maakt een nieuwe reservatie
aan het einde van de wachtlijn. De type 2 pakketten echter, nemen steeds plaats
aan het einde van de lijn zoals bij FIFO. Op deze manier wordt de pakket-volgorde
per type behouden en kan het verschil in vertragingstijd aangepast worden a.d.h.v.
de parameterN . Eerst wordt het model met e´e´n reservatie behandeld, waarvoor de
pgf, de momenten en de staartverdeling van de vertragingstijden van beide types
pakketten worden verkregen. Daarna wordt de analyse uitgebreid voorN>1 reser-
vaties. De resultaten worden vergeleken met zowel de FIFO als de AP discipline.
Men zou kunnen opperen dat deze drie modellen zich respectievelijk concentreren op
e´e´n van de drie basiscomponenten van een ‘wachtlijnsysteem’: het multiplexermo-
del bekijkt complicaties in het aankomstproces, het model van de SW-ARQ zender
heeft een niet-triviaal bedieningsproces en de Reservatiewachtlijn heeft een speciale
wachtlijndiscipline. De structuur van deze scriptie is als volgt. In het eerste hoofd-
stuk motiveren we de modellen vanuit de toepassingen in digitale communicatienet-
werken. We gaan in op stochastische modellering in het algemeen en discrete-tijd-
wachtlijnen in het bijzonder, de benodigde wiskundige middelen zoals discrete toe-
valsveranderlijken, pgfs en Markovkettingen. De algemene methodologie waarmee
de wachtlijnanalyse wordt uitgevoerd en die we de Discrete Supplementary Varia-
ble Technique (DSVT) noemen, wordt eveneens kort geschetst. In respectievelijk de
Hfstn. 2, 3 en 4 behandelen we elk van de bovenstaande modellen. Deze hoofdstuk-
ken kunnen volledig onafhankelijk van elkaar gelezen worden. De resultaten in elk
hoofdstuk worden ruimschoots geı¨llustreerd met een aantal numerieke voorbeelden.
Een appendix in Hfst. 3 geeft een overzicht van de literatuur rond ARQ protocollen en
hun performantie-evaluatie. Daarbij gaan we specifiek in op de vraag in hoeverre het
gebruikte kanaalmodel toepasbaar is voor draadloze communicatie.
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Summary
We present and analyse three different queueing models that are motivated from phe-
nomena occurring in modern communication networks, both wired and wireless. In
these systems, information is handled in the form of logical fixed-size units called
packets. The models are treated analytically in a stochastic discrete-time setting, i.e.
assuming that time is divided in fixed slots and that changes in the system can only
take place at slot boundaries. Also, the queues all have infinite capacity. The analysis
we propose is exact at the packet level, and is characterised by an extensive use of
probability generating functions (pgfs). Each of the presented models can be seen as
an extension of more traditional models, in the sense that they have an additional layer
of ‘complexity’. Compared to these earlier models, we have refined the assumptions in
order to capture the working conditions of the queue in a more realistic way. Besides
the tangible results we obtain for the queueing performance in each of the three mod-
els, one of the main goals of this work is to demonstrate the power and the versatility
of the analytic technique we use.
I With the first model, we study the simultaneous impact of two different types of
correlation in the packet arrival process on the performance of a queue. The queue
in this case, represents a statistical multiplexer to which messages arrive generated
by an unbounded population of users. Each message in this context consists of a
generally distributed number of packets. We assume the packet arrival process to
exhibit the following two types of correlation. First, the messages arrive to the mul-
tiplexer as a ‘train’, i.e. at the rate of one packet per slot. This results in what we
call the primary correlation in the arrival stream. Also, on a higher level, the arrival
process contains an additional secondary correlation, resulting from the fact that
the behaviour of the user population is governed by a two-state Markovian environ-
ment. Specifically, the state of the environment during a particular slot determines
the number of new messages in that slot. We first derive an implicit relation for the
joint distribution of the system state during equilibrium, from which expressions
are inferred for the moments and the tail distribution of the number of packets in
the queue. Using these results, we then also concentrate on the message delay dis-
tribution, under the important assumption of a First-In First-Out (FIFO) queueing
discipline for packets, whereby packets that arrive during the same slot are stored
in random order. We obtain the mean value of both the total delay and the trans-
mission time of an arbitrary message. Additionally, we provide a reasonably tight
upper and lower bound for the tail probabilities of the message delay.
I The second model deals with the analysis of the Stop-and-Wait ARQ (Automatic
Repeat reQuest) protocol for the reliable transmission of packets over an error-
prone channel. The number of packets per slot that request transmission is assumed
to be independent and identically distributed (iid). These packets are temporarily
stored in the transmitter queue to await their transmission over the channel towards
the receiver. After a packet reaches the receiver, it is checked for errors and the
transmitter is notified by returning a feedback message over the backward chan-
nel. Under Stop-and-Wait ARQ (SW-ARQ), the transmitter sends a single packet
and then waits for the feedback message. If the packet was in error, it is simply
transmitted over the channel again. On the other hand, if the transmission was suc-
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cessful, the packet in question is removed from the queue and the transmission of
another packet starts. The important feature of this model is the fact that the packet
errors in the channel are not iid, but modulated by a two-state Markov chain, just
like the user environment in the previous model. This assumption is particularly
important when the wireless channel is considered, where errors typically occur
in a bursty, correlated manner. We first derive the equilibrium distribution of the
system’s state and the queue content, after which we focus on the throughput and
the distribution of the packet delay. For the latter, we use the spectral decompo-
sition theorem from linear algebra. Additionally, lower and upper bounds for the
probability of the queue being empty are also given.
I The third model is concerned with a special kind of queueing discipline, which we
term the Reservation discipline. The objective of this scheduling mechanism is to
reduce the delay perceived by packets that are delay-sensitive (type 1), at the cost
of allowing higher delays for the best-effort packets (type 2). The ‘traditional’ way
of providing such differentiation in delay is to give Absolute Priority (AP) to the
packets of type 1. With AP however, the differentiation may be larger than desired
and cannot be controlled. Our solution is to introduce N reserved places in the
queue for future arrivals of type 1. Whenever a packet of type 1 enters the queue, it
takes the position of the most advanced reservation and creates a new reservation
at the end of the queue. Type 2 arrivals on the other hand, always take place at the
end of the queue in the usual FIFO manner. This way, per-type FIFO is attained, as
well as a stochastic delay difference between the types that can be controlled by the
parameterN . We first concentrate on the Reservation queue with only one reserved
place. Explicit results are obtained for the pgf, the moments and the tail distribution
of the delay of either traffic type. Then we extend the analysis to the case of N>1
reservations and give algorithmic solutions to obtain the same results. The results
are compared with those of the FIFO and AP disciplines.
One could say that these three models each focus on one of the three components
of a ‘queueing system’: the multiplexer model is concerned with the arrival process
(i.e. the input), the SW-ARQ transmitter queue has a non-trivial service process (the
output), while the Reservation queue has a special queueing discipline.
The structure of this thesis is as follows. In the first chapter we introduce the reader
to digital communication networks and their ubiquitous need for buffering. We explain
the morale behind stochastic modelling in general and the use of discrete-time queue-
ing models as a means of predicting buffering behaviour. Then the necessary math-
ematical tools, such as discrete random variables, probability generating functions
(pgfs) and Markov chains are reviewed. Finally, by means of two short examples, we
illustrate the general methodology used to analyse each of the above queueing models,
which we call the Discrete Supplementary Variable Technique (DSVT). The chapters
2, 3 and 4 can be read independently of each other and each treat one of the models
in detail. The results are discussed and illustrated with ample numerical examples.
An appendix of chapter 3 gives some more background information on ARQ methods
and their performance modelling. We specifically focus on the question in how far the
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1.1 Digital computer networks and queueing
In general, the purpose of a communication system is to manipulate information and
to convey it from one place to another. The way in which this happens depends on
the nature of the information, but also on the available technology. Until the 19th cen-
tury, the technology to communicate over longer distances was limited to physically
transporting something or someone carrying the information, like a letter or a messen-
ger. Things changed when in the course of that century scientists started to gain better
understanding of the electromagnetic force, which lead to technological developments
like the telegraph by S. Morse (1830), the telephone by A. Bell (1876) and the wireless
telegraph by G. Marconi (1895). In these devices, information like a text or a sound is
converted into an analog electrical signal and subsequently sent over an electric wave
conductor like a wire or into free space with an antenna. The main advantage of this
technology now is that the medium itself no longer has to be transported, as it already
extends from the sender to the receiver. Instead of transporting matter, information can
now be conveyed as pure energy in the form of an electromagnetic wave signal travel-
ling at nearly the speed of light. In the course of the 20th century, people learned to use
the electromagnetic mediumwith increasing efficiency by developing better wave con-
ductors, antennas, modulation techniques and coding schemes. The latter techniques
are used to put as much information as possible into the transmitted signal, without
compromising the chance of correctly retrieving this information at the receiver too
much. Most contemporary communication networks like television cable networks,
computer networks, fixed and mobile telephone networks are still based on the use of
the electromagnetic medium, be it wired or wireless. A fairly recent technology is to
convert information to a sequence of light-pulses and to transport them over an optical
wave conductor. Although light is electromagnetic in nature as well, this is an essen-
tially new technology which allows to transport information in even larger quantities
and at greater speeds. At this moment, the optical transport of information over glass
fiber cables is common practice, but the technological possibilities to process that in-
formation are still very limited. Therefore, in practical optical systems, essential parts
of the data have to be converted very often from optical to electrical form and back.
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Figure 1.1: Analog information like sound or images can be converted into digital form. When
the bit sequences, or messages, have to be transported over a digital communication network,
they are split up into packets conform to a format that can be handled by the network.
1.1.1 Digital communication
In the meantime, an important paradigm shift had occurred as to the representation
of the information that is used in communication systems. Whereas in early systems,
information processing was a matter of manipulating analog signals, the current sys-
tems work with information that is represented digitally. The shift from analog to
digital information processing was powered by the availability of a new technology as
well. In 1947, by relying on new insights in solid-state physics, Bardeen and Brattain
succeeded in building the first semiconductor transistor. When later, these compo-
nents were integrated on small silicon chips, this sounded the beginning of the mod-
ern computer age. Computers, so we know, are capable of processing huge amounts
of information but do require this information to be presented in digital form, i.e. as
a sequence of bits. A bit is the smallest possible unit of information with value either
0 or 1. Auditive and visual information for us people, can only be interpreted as an
analog signal. However, by using a sufficient number of bits this signal can be rep-
resented with arbitrary precision in digital form, as illustrated in Fig. 1.1. By using
efficient coding techniques, often especially adapted to a specific type of information,
the number of required bits can sometimes be kept surprisingly small. There are many
advantages to the use of a digital representation as opposed to an analog one. In prin-
ciple, bit sequences are more resilient to degradation and noise, being the reason why
a computer can make millions of computations per second without ever making one
error. Also, digital processing is conceptually simpler, more versatile and often less
costly than processing signals with analog electronics.
The way in which we represent and process information is determined by the ‘best’
available technology. New technologies in turn, emerge from discoveries in physics.
Charles Babbage’s difference engine (1822) manipulated numbers in decimal repre-
sentation and relied on simple mechanics to do so1. Nowadays, computers process
















Figure 1.2: Layered structure of a communication network according to the OSI reference
model. Every layer is responsible for a number of functions which are performed by its own
packet-based protocol.
numbers in binary format using semiconductor electronics. In the future, we may rep-
resent information in yet another way if the quantummechanical properties of atoms
can be harnessed into a feasible computing technology. In quantum computing [155],
information is represented by qubits rather than bits, taking values among the differ-
ent quantum states of a photon or atom. Conceptually, quantum computing promises to
solve (some) complex problems in a much faster way than can now be done. However,
like with Babbage in his days, technology still falls behind.
Considering the success of the digital concept, it is only logical that nowadays com-
munication systems process information in the form of bit sequences as well. One of
the many advantages is the fact that different kinds of information with heterogeneous
origins, can be treated uniformly and can be easily combined. Whether a certain bit
sequence represents an image, a text or a sound sample, the system does not always
have to make specific arrangements, because it is all bits and bytes, regardless of their
origin or interpretation. In this thesis, we do not deal with the coding aspect of digital
communication, but rather focus on the networking aspect, or the dynamics of mov-
ing pieces of information about in a communication system. Specifically, one such
dynamic phenomenon of particular importance is queueing.
1.1.2 Layered network architecture
For transporting information over long distances, digital systems indeed depend on a
networking infrastructure, a digital communication network. On the most basic level,
a network consists of geographically separated nodes that are interconnected with a
number of links over which communication can effectively take place. When a source
presents information to one of the nodes, the purpose of the network is to transport it to
a destination at another node as good and as fast as possible. We will discuss further
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what is meant here by ‘good’. The practical accommodation of many simultaneous
and heterogeneous traffic streams between a multitude of sources and destinations
dispersed over the different nodes is a very complex task. To keep the implementation
of a communication network tractable and manageable, such network is most often
designed according to a hierarchical layered architecture, as conceptually depicted in
Fig. 1.2. In such an architecture, each of the separate layers is responsible for an exclu-
sive part of the functions that the network as a whole has to fulfill. As such, the scope
of a layer extends horizontally over different nodes and vertically over some particu-
lar functions. Every layer takes decisions independently of the other layers, according
to a predefined set of rules called a protocol. A specific designation of protocols to a
number of adjacent layers is a protocol stack. Also, the same layers at two different
nodes are often called peer layers to indicate the spatial separation and the fact that
both are at the same level of hierarchy.
The practical implementation of the protocol used in a certain layer is self-contained
and does not depend on the implementation of the protocols in the other layers. This
ensures a certain interoperability between network devices from different vendors.
Obviously, the layers do pass information to each other, but communication is only
allowed between adjacent layers, i.e. the layer directly above or the one below. Most
protocols are packet-based, which means that inside a layer the data is handled in the
form of indivisible groups of either fixed or variable size. Depending on the specific
protocol in which they are used, these units are termed datagrams, cells, blocks or
frames. Typically, the lower level protocols employ units of small size with fixed size
in which case we consistently use the generic term packets. In upper layers, there is
often no predefined upper limit for the size of the information units which we then call
messages.
Let us assume that, as in Fig. 1.2, the protocol on layer 4 in node A wants to send
a message to the peer layer in node B. Layer 4 in A cannot send the message to B
directly, as there is only a physical link between the nodes at the lowest layer and
layer 4 can only communicate with layers 3 and 5. Rather, the message is conveyed
indirectly, by descending the hierarchy in node A to the lowest layer, being physically
transported to node B and there ascending the hierarchy until the peer layer is reached.
Specifically, layer 4 in node A issues a request for service to layer 3 asking to deliver
the message to layer 4 in node B. It is now the further responsibility of layer 3 to
provide this service in such a way that all the functions resorting under layer 3 are
taken care of. To this end, the original message is split up in packets conforming to
the format required by the layer 3 protocol and each of these are passed on to layer
2. After further reformatting of the information into layer 2 packets, these are passed
to layer 1 in fulfillment of the layer 2 functions. The main function of layer 1 then,
is to provide the physical transport to node B. Once there, the information climbs up
the hierarchy again and at each layer, the original packets are reconstructed from the
packets of the layer below. Eventually, layer 3 will deliver the necessary packets for
layer 4 in B to reconstruct the original message. On the way from A to B, among other
things it must be decided which further route is to be taken. As routing is typically a
function of layer 2 or 3, the information must climb up and descend a few layers in
some intermediate nodes as well.
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The communication with adjacent layers, i.e. either the service requests to the layer
below or the service provisioning to the layer above, is conducted over a so-called
service access point (SAP) which is a common interface between the two protocols.
In our example above, when layer 4 wants to send a message from A to B, it does so
in the form of a service request to layer 3 via the SAP in between. The way in which
layer 3 carries out this task is of no further interest to layer 4 until the moment layer
3 delivers the message to layer 4 in B, thereby providing the requested service. From
the viewpoint of layer 4 then, it is as if there is only one intermediate communication
partner between A and B, the protocol of layer 3. Note that every layer, except for
the highest and lowest one, in the hierarchy is both service user for the layer below
and service provider for the layer above. Also, keep in mind that there can be multiple
instances of ‘users’ in a layer that simultaneously rely on the services of the layer
below in a parallel way.
Although a layer in the source node can only pass information to the adjacent layers
in the same node, it is foremost its intention to communicate with the peer layer in
the destination node. But how does layer 3 in B for example, know what to do with
the packets it receives? The specific instructions in layer 3 from A to B are stored
in an extra block of information called a header and appended to the actual data or
the payload. The header contains all the control information that the protocol needs
to perform its functions with regard to the payload. Together, payload and header
constitute a valid packet conform to the format specifically required by the layer 3
protocol. Note that the distinction between payload data and header is meaningful
only to the current layer and a very complex situation arises once the packets are
passed to lower layers. As shown in Fig. 1.2 the whole message, including the header,
at layer 4 is split up into the payloads of layer 3 packets. To each of these, a specific
layer 3 header is appended, resulting in valid layer 3 packets. The same happens when
the layer 3 packets are passed to layer 2. So in fact, as the information progresses to
lower layers, more and more overhead information is added in the form of headers.
The OSI (Open System Interconnection) reference model [161, 221] dating from
the early 80s distinguishes a total of seven layers, to be divided in two groups. The
first group consists of the application layer (7), the presentation layer (6) and the ses-
sion layer (5) which are involved with application-specific issues and generally im-
plemented only in software. The application layer is the closest to the user and the ap-
plication it is running, like a web browser, a database or an online game. The practical
protocols at layer 7 are therefore also the most familiar ones to the average computer
user. Examples are: surfing the web via HTTP (HyperText Transfer Protocol), e-mail
via SMTP (Small Message Transfer Protocol) and POP3 (Post Office Protocol), file
transfer with FTP (File Transfer Protocol) and using a remote computer with Telnet.
The functions of this layer are to check the availability of intended communication
partners, the identification and authorisation of users, the security and synchronisa-
tion of distributed applications and generally, to execute the user’s commands at the
highest level. As such, the implementation of these protocols is often very specific to
the kind of user application. The presentation layer deals with the format in which the
data will be exchanged. If necessary, the data is translated to a platform-independent
representation as to avoid compatibility problems. The functions of the presentation
layer are: data conversion, coding, encryption, compression and negotiation with re-
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gard to the best data format. The session layer on level 5 takes care of establishing,
maintaining and breaking up a temporary connection (a session) between applications.
Contrary to the upper layers, the lower layers of the OSI model are not application-
oriented but network-oriented. They provide an application-independent system for
the reliable transport of data over the network. Some of the necessary functions, like
error detection and correction, are performed on more than one layer but always within
the scope of the layer’s responsibility. The functions are assigned to the four layers as
follows:
I The transport layer (4) oversees the end-to-end transmission from the location of a
source user to the location of the destination user. The principal function is to pro-
vide a reliable and sequential packet delivery by using error recovery mechanisms.
Another function is flow control, i.e. to adjust the flow of data from one device to
another to ensure that the receiving end can handle all of the incoming data. This
way, the protocol tries to avoid congestion further up in the network. The most
well-known layer 4 protocol is TCP (Transmission Control Protocol) which im-
plements both flow and error control as opposed to UDP (User Datagram Protocol)
which implements neither. UDP is therefore much simpler and only provides an
unguaranteed service to applications for which reliability is less important.
I The network layer (3) is mainly concerned with logical addressing and routing,
i.e. selecting a path between two end systems that may be located on geographi-
cally diverse subnetworks. A subnetwork or segment in this context is essentially
a single network infrastructure often using the same implementation solutions in
all the nodes. The subnetworks are connected to each other with gateway routers
and choosing a suitable route through the subnetworks is a layer 3 responsibil-
ity. For instance, IP (Internet Protocol) is the protocol that connects many diverse
subnetworks all over the world into one large network we know as the Internet.
I The link layer (2) regulates the reliable transmission of data within a subnetwork.
It provides physical routing, using a flat address space that is confined to the sub-
network only. In fact, choosing a physical path through the subnetwork at the level
of the link layer is called switching, as opposed to the term routing which is used
at the level of the network layer. The link layer may also provide error and flow
control, but only for the direct transmission over one physical link.
I The physical layer (1) is the only layer that is capable of actually using the net-
work’s physical medium to convey a bit stream to another node. In both wired
and wireless networks, such characteristics as voltage levels, data rates, maximum
transmission distances, physical connectors and so on are defined by the physical
layer’s specification. Many different technologies exist for implementing the phys-
ical layer, such as using coax cables, twisted-pair cables or the wireless medium.
Not all communication protocols that are in use today adhere strictly to the OSI model.
In fact, there are few who do. Most protocols like IP and TCP can be situated more
or less at a certain level but may take care of some functions of the adjacent layers as
well. Ethernet (IEEE 802.3) or ATM (Asynchronous Transfer Mode) are technologies
that largely combine the functionalities of both layer 1 and 2. Some protocols on the
other hand control only part of a layer’s functions. The functions of e.g. the link layer
are often split up into a MAC layer (Media Access Control) and an LLC layer (Log-
ical Link Control). After the OSI reference model was presented, specific protocol
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standards were developed that implement each layer’s functions. However, these new
protocols never gained much popularity because another de facto standard based on
combining TCP and IP (TCP/IP) was already being widely deployed. As discussed in
e.g. [184] both the OSI model and the TCP/IP have serious disadvantages. The OSI
model today is no longer of practical importance, but still provides a very useful theo-
retic and conceptual reference for discussing communication networks. The converse
is true for TCP/IP that is used on a large scale, but does not arise from a theoretically
well-founded model.
1.1.3 Quality of service
An increasingly important notion in digital communication networks isQuality of Ser-
vice (QoS). By QoS, we essentially mean a measure indicating how well the demands
and needs of the network users2 are met. Providing adequate QoS to the traffic streams
is what we have indicated earlier as one of the two main duties of a communication
network: provide transport as fast as possible and as good as possible. Obviously, dif-
ferent kinds of applications have different requirements with regard to the transport of
the packets they generate. In the table below taken from [184], some common appli-
cations are listed with their sensitivity to four service criteria.
Application Reliability Delay Delay jitter Bandwidth
email high low low low
file transfer high low low average
web browsing high average low average
remote login high average average low
audio streaming low low high average
video streaming low low high high
telephone low high high low
videoconferencing low high high high
For the first four applications, reliability is of particular importance. They need to be
absolutely sure that their packets are delivered correctly, without errors. On the other
hand, it is often the case that such applications are much less sensitive to delay and
jitter (i.e. to the variability in the delay of subsequent packets). For instance, when
transferring a large file over the network, one cannot tolerate that parts of the file
get lost or are corrupted during transport because that would make the complete file
useless to the end user. However, as long as it is reliable, the user does not mind
waiting a few seconds more for the transfer to complete. The converse is true for
the other four applications in the table: multimedia applications or so-called real-time
applications. If the packets do not reach the end user within a certain time, they can
no longer be used to reconstruct the audio or video signal and become useless. For
e.g. voice telephony the delay should be kept as low as possible. A difference of only
200ms is already noticeable and a conversation delay of more than 800ms is irritating
and confusing [144]. Reliability on the other hand, is much less of an issue here,
2Recall that in this thesis the term ‘user’ can mean any source that offers a flow of packets to be processed
or transmitted through the network. A user is therefore not always a physical person, but can be an applica-
tion or a protocol in some layer requesting service to the next protocol in the stack.
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since multimedia is usually coded in such a way that an acceptable quality can still be
reproduced even if some parts of the packet stream are missing or erroneous. Notice
however that the ‘delay’ requirement for the streaming applications is low as opposed
to telephony and videoconferencing. The reason is that streaming traffic is one-way
only, and a constant delay does not affect the decoding at the receiver (although jitter
does).
Ideally, all users strive for maximum QoS, i.e. no errors, no packet loss, minimal
delay, no jitter and maximum bandwidth. As the resources of the network are limited
however, a compromise has to be made, preferably on the QoS criteria that the traf-
fic is least sensitive to. For our purposes, it suffices to distinguish between only two
classes of traffic, based on the sensitivity to the first two service parameters in the table
above:
Ê Real-time traffic: delay-sensitive, but loss-tolerant
The packets in this kind of data flow foremost need to be on their destination as
soon as possible with small jitter. Bad reliability, i.e. the fact that a few packets get
lost or corrupted now and then, is not a problem if kept within limits.
Ë Non-real-time traffic: loss-sensitive, but delay-tolerant
The applications generating this type of traffic cannot afford a packet to be lost,
but generally do not mind if these packets take more time to reach the destination.
As a convention in this thesis, we refer to these classes as type 1 and type 2 respec-
tively. This classification is very rudimentary, but suffices for the discussion in this
thesis. In reality, many more QoS levels and dimensions are being identified, with less
coarse granularity.
The first packet-based networks and protocols were designed with only very limited
QoS provisioning in mind. All data packets were largely the same to the network, re-
sulting in a ‘best-effort’ performance for all types of traffic without guarantees. How-
ever, as networks grew larger and were used to transport more types of heterogeneous
traffic, the need for QoS provisioning was recognised and new networking standards
were developed that can effectively increase the QoS experienced by specific classes
of users. In fact, one of the most active fields of research in telecommunications to-
day is undoubtedly the development of new protocols and devices that can increase
the level of QoS in large networks transporting a lot of heterogeneous traffic. Mak-
ing a network QoS-aware involves special arrangements as to provide better service
(with regard to a specific service criterium) to one or more selected flows. Evidently,
increasing the QoS for one flow often implies that the other flows experience worse
QoS. Nevertheless, this is precisely the kind of behaviour that was aimed for and al-
lows to distribute the available network resources to the different flows in such a way
that their specific needs are taken into account. Many different approaches are used to
increase the QoS in a network, both at the level of the user (such as e.g. traffic shaping)
and at the level of the network (congestion avoidance, special scheduling mechanisms,
etc.), see e.g. [96].
The models we discuss in chapters 3 and 4 are specifically related to the challenge
of increasing QoS in the network. The subject of chapter 3 is ARQ, a technique used
at the link layer to increase the reliability with repeated retransmissions. As we will
see, increasing reliability comes at the cost of increased delay, so mainly non-real-
time traffic (type 2) will benefit from this. In chapter 4, we discuss an entirely new
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scheduling mechanism that can statistically lower the perceived delay of type 1 traffic
at the cost of the type 2 delay.
1.1.4 The need for queues
The models discussed in this thesis are inspired by important dynamic phenomena
that occur in layered communication networks. As information traverses through the
different layers of the network (both horizontally and vertically), it is handled by
many different protocols and is constantly being reorganised and reformatted. In this
process, there are numerous occasions throughout the network in which a packet of
information has to wait before it can proceed further towards its destination. No matter
how large the processing power available, communication devices are still sequential
machines and can handle only one or at most a few parallel tasks at a time. Hence,
it is inevitable that at certain points in the protocol stack more packets need a certain
service than can momentarily be provided. In order to function properly, a modern
packet-based communication network therefore requires queues or buffers, i.e. facili-
ties to store packets for a while and retrieve them at a later time when the resources
are available to process them.
Let us consider a specific example that demonstrates how networks designed for
higher efficiency and speed have an increasing need for queues. In the context of lay-
ered networking, it often occurs that multiple traffic streams have to be sent over the
same link, as shown in Fig. 1.3, an operation which is called multiplexing. After the
packets reach the other end of the link, they are demultiplexed again into the original
separate data streams. At least in concept, this situation can arise at any layer, when-
ever multiple ‘users’ or sources want to use a single network resource. The link in
this case has a limited capacity, which means that no more than a certain amount of
packets can be transported per time unit. In Fig. 1.3, the capacity of the link would be
fully used if 4 sources were to send packets continuously.
There are two ways to divide the capacity of the link between the different users.
Communication systems of the early days, like e.g. the Public Switched Telephone
Network (PSTN) use a technique called circuit-switching whereby part of the link ca-
pacity is exclusively reserved to each of the incoming streams. Once a user is granted
such a connection, it can send packets over its designated portion of the link at the
assigned rate. In Fig. 1.3 (a), the four users each have one quarter of the link’s capac-
ity which means that no room is left to accommodate packets from other users. The
advantage of this method is that whenever a user has a packet to send, it can do so
directly without delay. Moreover, this impeccable service is always guaranteed, even
if the user sends packets at maximum rate all of the time. However, as in the example
of Fig. 1.3, most users are not active continuously but often exhibit extended periods
of silence. Under these circumstances, it is clear that circuit-switching is inefficient:
packets from other users are denied access to the link even if some of the admitted
users do not use their assigned capacity.
The alternative to circuit-switching is packet-switching, shown in Fig. 1.3 (b), which
allows the link to be used more efficiently. With this method, no user can make an ex-
clusive claim to any of the link’s capacity. Instead, the packets of all users are first
aggregated and seen by the system as coming from one collective user. The packets
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Figure 1.3: Two ways to send multiple traffic streams over the same link: circuit-switching in
(a) and packet-switching in (b). In the latter case, a queue needs to be implemented to avoid
access conflicts.
in the aggregated stream are then transmitted at the native speed of the link. The main
advantage is that there is no predefined upper bound to the number of users that can
use the link simultaneously. As long as this limit is not reached, the link has avail-
able capacity for additional packets. As such, the increased efficiency obtained with
packet-switching mainly stems from the interrupted nature of the users’ traffic pat-
terns, which is a statistical property. The gain in efficiency is therefore sometimes
referred to as ‘statistical gain’. This gain comes at the price of increased implementa-
tion cost however. As in Fig. 1.3 (b), it is possible that two or more users send a packet
at the same instant, or at a time when the link is occupied transmitting another packet.
Such access conflicts have to be resolved by using a buffer where packets can tem-
porarily be stored. In most modern computer networks, packet-switching is preferred
over circuit-switching.
A system specifically designed to aggregate multiple traffic streams into a single
output stream of packets is called amultiplexer (MUX), which must always have some
buffering capabilities in order to realise a statistical gain. Unlike circuit-switching
however, statistical multiplexing does have consequences for the QoS perceived by
the users. Specifically, the fact that packets have to queue up before accessing the
link introduces an additional delay in their delivery. Also, if the available space in the
queue is finite (as it always is in practice), there is a chance that the queue becomes
fully occupied and that additional packets get lost anyway. As such, one could say
that the requirement of maximum QoS to a few users in the case of circuit-switching
is relaxed in favour of a diminished guarantee in QoS to many users in the case of
packet-switching. The way in which the QoS is affected depends on the queue size3:
large queues are good for loss-sensitive traffic while small queues are good for delay-
sensitive traffic.
3And on other aspects such as the queueing discipline as well, see further.
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1.1.5 Queueing theory
Evidently, queues do not only occur in packet-based networks or telecommunication
devices in general, but are important in many other engineering disciplines as well,
like production planning, operations research, information technology, software engi-
neering etc. Even in everyday life, we are confronted with queues everywhere: people
queueing up to buy tickets at a movie theater, being stuck in a traffic jam or in a line
at the counter of a grocery store. Sometimes the behaviour of such queues has a pro-
found impact on our lives, like e.g. being on a waiting list for an organ transplant or
other medical treatment.
In view of their broad importance, it is not surprising that the study of queues has
become a scientific discipline in its own right. Queueing theory is concerned with the
mathematical description and analysis of queueing phenomena. Given some quanti-
tative assumptions about the structure, the dynamic operation of the queue(s) and its
environment, it is the goal of the theory to make accurate predictions about the behav-
iour of the queue. With respect to digital communication again, predicted measures
are e.g. the amount of packets present in the queue (queue content) or the amount
of time spent in the queue by a particular packet (delay). Such mathematical results
prove to be useful in practice, as they can assist the design and dimensioning of the
buffering facilities in communication devices.
The publication that spawned queueing theory was [78], dating from 1909. It was
by the hand of A.K. Erlang who is generally considered to be the pioneer in this
area. In [38], an overview of his most important work can be found which is mainly
concerned with the measurement and analysis of telephone traffic and the dimension-
ing of switching centers. For a detailed historical overview of queueing theory, we
refer to [35, 177]. Classic reference works reviewing methods of queueing analysis
include [59, 105, 114] and more recently also [34, 64].
1.2 Dealing with uncertainty, the stochastic approach
As a dynamical system, a queue is usually influenced by certain processes in the en-
vironment in which it operates. In most cases, these processes are too complex to be
described deterministically, i.e. with an exact account of all causes and effects that
lead to the exhibited behaviour. If we consider for example the statistical multiplexer
of Sec. 1.1.4 again, it is clear that the number of packets in its queue is influenced
by the number of users, as well as by how many packets they generate and how these
packets are spread over time. Given the exact time stamps of all packets, it would be a
matter of simple calculation to conclude on the number of packets in the queue at any
given time. Gathering such exact knowledge could for instance be done by logging the
traffic trace at the input of the multiplexer, but in that case, one might as well measure
the queue content too. Nevertheless, describing the packet generation with complete
certainty in advance is not always possible as this would require exact knowledge of
all underlying causes and their specific interactions that eventually lead to a packet be-
ing generated or not. Moreover, such deterministic description is not even desirable,
because the obtained conclusions would be applicable in that specific situation (of
a particular input traffic trace) only. As an alternative, describing a process stochas-
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tically offers a shift in trade-off. A single stochastic description fits many different
traces and the conclusions concerning the queueing behaviour are valid for all these
traces. However, the price of this broader applicability is the fact that the conclusions
are also stochastic, and therefore less specific or less informative than a deterministic
one.
In this thesis, we describe the environment of the queues and therefore the queues
themselves in a stochastic mathematical framework. This means a certain probability
is assigned to every possible event. For instance, instead of specifying whether a user
will generate a packet or not, we simply bypass the complex analysis of the causes that
would lead to either event by saying there is a probability p that a packet is generated
and a probability 1−p that there is not4. The formalised mathematical laws that allow
to draw further conclusions from such stochastic assumptions is called probability the-
ory, of which we briefly review some elements here. In doing so, we adhere to the ax-
iomatic setting as first proposed by A.N. Kolmogorov in 1933 [117] and strictly limit
our discussion to variables and processes that are discrete in both time and space. We
particularly focus on the versatility of using probability generating functions (pgfs) to
represent distributions and on the concept of Markov chains, both of which are key
elements to the general methodology in this thesis. The main reference on probability
theory and stochastic processes is still [82]. An overview of stochastic processes with
specific importance to telecommunication can be found in [142].
1.2.1 Discrete random variables
We assume the reader has at least an intuitive notion of what is meant by a random
experiment, an event, the probability Prob[A] of an event A, and of concepts like
the conditional probability Prob[A|B], joint probability Prob[A,B] and basic laws of
probabilistic reasoning.
A random variable a is a measurable5 function that maps all possible outcomes of
an experiment to a set of ‘observable’ values V . The set V is often taken to be the setR
of real numbers, in which case a is called a continuous random variable. For example,
an experiment could be to take a pair of dice and roll them over a table. The outcome
or ‘sample’ of this experiment is for the dice and the table to have assumed a certain
state ω. The set of all possible outcomes is denoted as Ω and called the universe.
Consider then the function d which maps all possible states ω of the universe Ω to a
number d(ω)∈R such that in case of an outcome ω, the distance between the two dice
measured in centimeters is d(ω).
If on the other hand, V is the set of integer numbers only, then a is called a dis-
crete random variable. For example, doing the same experiment as above, now define
another function aT such that aT (ω) is always equal to the number of dots on the
top surfaces of the dice in case the outcome is ω. Clearly, it is possible to construct
many more random variables that relate the outcomes of this particular experiment
to real or integer numbers. In fact, doing so sensibly, is a way of gathering statistical
information about the experiment. However, instead of rolling dice, we rather study
4Whether this is an adequate assumption is another issue, see Sec. 1.3.1.
5Probability theory, like most mathematical disciplines, is rooted in measure theory and set theory. The
requirement of measurability is to avoid certain inconsistencies in the theory, see e.g. [100].
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queues whereby, as we will discuss further, all quantities of interest are discrete. They
are also nonnegative, i.e. we assume that all discrete random variables take values in
the set N of natural numbers, unless explicitly stated otherwise. Therefore, from this
point we may refer to a discrete nonnegative random variable simply as a ‘variable’ or
‘quantity’.
Distribution of a discrete random variable
A discrete random variable a is characterised by its distribution, which basically is
any representation that quantifies the probability Prob[a ∈ W ] for all subsets W of
V =N. One way to represent the distribution of a is by the sequence
pa(n) , Prob[a=n] , n = 0, 1, 2, . . . ,
which gives us the probability that the outcome of the experiment will be mapped to
the number n, or in other words, the probability of observing the event ‘a=n’. This
sequence of probabilities pa(n) is called the probability mass function (pmf) of a, for
which
pa(n) > 0, ∀n > 0 , (1)
+∞∑
n=0
pa(n) = 1 , (2)
must hold6. If a has some finite probability of assuming the value n (i.e. pa(n) >
0), then we call n a mass point of a. The distribution of a can also be given as its
cumulative distribution function (CDF) Fa(n) defined as







for which obviously, limn→∞ Fa(n) = 1 due to (2). The CDF gives the probability
of a not exceeding a certain value n, while the pmf returns the probability of a being
equal to n. Both functions represent the distribution uniquely and the CDF can always
be derived from the pmf and vice versa. In the next section, we will introduce yet
another distributional form for discrete random variables.
An interesting thing about random variables is the fact that new random variables
can be defined out of old ones with ease. Specifically, for any measurable function f
from V to f(V ), it is clear that a′=f(a) is again a random variable with possible val-
ues in f(V ). For our purposes, it is sufficient to consider functions f fromN toN only,
for which the measurability is implied. The function f also provides the distribution
of a′. For its pmf for instance, we have
pa′(n) = Prob[f(a)=n] =
+∞∑
i=0
Prob[a= i] δ(f(i)=n) ,
6Random variables for which (2) does not hold are called deficient (see [82]) and are used to represent
quantities that are equal to∞ with finite probability.
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where the function δ is 1 if its argument is true and 0 otherwise. In general, a discrete
(nonnegative) distribution is determined by a countable sequence of real numbers (the
probabilities) for which the only constraints are (1)–(2). Nevertheless, it is sometimes
useful to characterise a distribution with one or a few numbers only. An important
operator in this regard is the expected value E[·] of a random variable, which for a′=








f(n) pa(n) . (4)
This operator is linear, i.e. E[ca]=cE[a] for any c∈R, but generally does not commute
with f : E[f(a)] 6= f(E[a]). Note that if we have a functional relation a′ = f(a), then
E[a′] can be calculated either by using the pmf of a′ or that of a. This is a fundamental
property of the expected value operator that can be useful in case pa′(n) is hard to
obtain explicitly and pa(n) is not. The operator E[·] can be used to obtain the moment
and the central moment of order k as
ma(k) , E[ak] , and ca(k) , E[
(
a− E[a])k] , (5)
respectively. The moments reveal specific information about the shape of the distrib-
ution. For instance,ma(1)=E[a] is the value around which the pmf of a is ‘centered’
and is also the mean value of the observed values for a if the experiment is repeated
many times. The central moments on the other hand, give a measure for how much
the observed values deviate around the center. Of particular importance is the second
order central moment
Var[a] , ca(2) = E[
(
a− E[a])2] , and Dev[a] ,√Var[a] ,
which are respectively called the variance and the standard deviation of a. For some
distributions, not all moments are finite. However, if all moments exist, the sequence
ma(k) (or ca(k)), k>0, uniquely determines the distribution of a as well.
Joint distribution of multiple variables
As in our dice rolling example above, it is perfectly possible to consider multiple dis-
crete random variables a1, a2, . . . , aN from the same experiment. Let us only consider
a1 and a2 here, since the extension to N >2 is straightforward. Considering two ran-
dom variables is sometimes seen as conducting a ‘combined’ experiment, although
there is in fact only one experiment, but that is observed in two different ways. As
such, it would be better to talk about a combined observation, i.e. if the outcome of
the experiment is ω, the observations are the numbers a1(ω) and a2(ω), which can be
seen as a single random variable a={a1, a2} taking values in V =N×N. In general, a
combined variable a,{a1, a2, . . . , aN} is said to be multivariate and the set V =NN
of observable values is qualified as multidimensional. As before, the distribution of
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the discrete variable a can be given by stating the probability of all events ‘a=v’ for
all v∈V , which here means:
pa(v) = pa1a2(i, j) , Prob[a1= i, a2=j] , i, j > 0 . (6)
The function pa1a2(i, j) is called the joint probability mass function of a1 and a2. The





However, the converse is not true. It is not generally possible to obtain the joint distri-
bution (6) from the ‘marginal’ pmfs pa1(i), i>0 and pa2(j), j>0.
Sometimes, when conducting an experiment, the outcome is only partially revealed.
Instead of knowing the specific outcome ω∗ and hence the value of all random vari-
ables defined on this experiment, we may only be told that an event B has occurred,
i.e. that ω∗∈B. Given this knowledge, this may affect the a posteriori distribution of
the random variables involved. Formally, we define the conditional mass function of
a given a certain event B as
pa|B(n) , Prob[a=n|B] = Prob[a=n,B]Prob[B] , n > 0. (7)
Very often, the event B on which we condition is that of another variable having a
certain value, for example B=‘a2=j’. If so, we denote the conditional pmf of a1 as
pa1|B(i) = pa1|a2(i|j) = Prob[a1= i|a2=j] . (8)
For example, in the dice rolling experiment, let a1 and a2 be the number of dots on
the top surface of each die respectively and let aT = a1+a2 be the total number
thrown by the player. Suppose then that after throwing, only the second die can be
observed, which reads e.g. a2=1. Clearly, this condition alters the distribution of aT .
It would for instance be impossible now to have a total aT larger than 7, whereas in the
unconditional case this is Prob[aT > 7] = 15/36. In other words, taking into account
that the event ‘a2 = j’ occurred, the distribution of aT is given by paT |a2 rather than
paT .
As with the pmf, conditioning on an event may also affect the expected value of a





Considering two variables a1 and a2 again, the law of total expectation then simply























E[a1|a2=j]Prob[a2=j] = E [E[a1|a2=j] ]a2 , (9)
which says that E[a1] can be obtained by first conditioning a1 on ‘a2 = j’ and then
averaging out over these events.
Statistical independence
Nevertheless, knowledge of one variable’s value need not always affect the distribution
of another variable. Two variables a1 and a2 are said to be statistically independent if
and only if
pa1a2(i, j) = pa1(i) pa2(j) for all i, j > 0 . (10)
So statistical independence of two random variables is entirely determined by their
joint distribution. There is an intuitive interpretation to the concept of independency.
Note that if a1 and a2 are independent, (10) together with (7) implies that
pa1|a2(i|j) = pa1(i) , for all i, j > 0 .
So the fact that a2 is known, is irrelevant to the distribution of a1 and vice versa.
The intuitive interpretation of this invariance is that the two variables do not contain
any ‘information’ about each other. For example, the numbers a1 and a2 thrown with
each of the dice will be statistically independent (at least if the player and the dice are
honest), but e.g. a1 and aT will clearly not.
As in the case of a single random variable, a function f(a) of two random variables









pa1a2(i, j) δ(f(i, j)=n) , (11)
for n > 0, assuming that the range of f is also N. It is often difficult to obtain (11)










pa1a2(i, n− i) =
n∑
i=0
pa1|a2(i|n− i)pa2(n− i) .




pa1(i) pa2(n− i) , pa1 ∗ pa2(n) , (12)
which is called the convolution of pa1 and pa2 . So even for a simple function as the




The expected value operator can also be used to obtain scalar characteristics of the









f(i, j)pa1a2(i, j) . (13)
This can be used to produce several interesting scalar characteristics of the joint dis-
tribution, much like the moments in (5). The most important measure in this regard is
the covariance of two random variables defined as






= E[a1a2]− E[a1]E[a2] ,
and quantifies how much the joint distribution fluctuates around the mean in both





gives the coefficient of correlation between a1 and a2, which is a real number between
−1 and 1. The correlation coefficient indicates how well both distributions follow the
same linear trend. If φ=0, no such general trend can be found, whereas if |φ|=1 then
all mass points of {a1, a2} in the plane with coordinates a1 and a2 are on the same
line. The sign of φ indicates whether the linear trend is increasing or decreasing. Two
variables are said to be correlated if their covariance or correlation coefficient differs
from 0. Correlation between two variables indicates a certain ‘overall’ dependence
between their distributions, although correlation and statistical dependence are not the
same. If two variables are correlated, they must be statistically dependent, but depen-
dency does not imply correlation. Also, two variables a1 and a2 that are independent,












j pa2(j) = E[a1]E[a2] ,
but again, the converse is not true in general.
1.2.2 Probability generating functions
One of the goals of this thesis is to advocate the use of probability generating functions
as the preferred way of representing a discrete distribution. As we will demonstrate,
in the analysis of stochastic systems there are some significant advantages to manipu-
lating distributions in the form of their pgfs rather than their pmfs.
Let a be a discrete, nonnegative and nondeficient random variable with pmf pa(n),
n>0. For ease of notation, let us henceforth denote the probability of a having value
n as
a(n) , pa(n) = Prob[a=n] , n > 0 . (14)
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The probability generating function A(z) of a is defined as the function
A(z) = E[za] =
+∞∑
n=0
a(n) zn . (15)
This is the so-called z-transform of the sequence (14) to a function A(z) in the com-
plex plane z ∈C, valid for all z for which the power series (15) converges. Observe
that the transform is one to one, i.e. with each pmf corresponds exactly one pgf and
vice versa. The distribution of a is therefore defined uniquely by its pgf A(z) and it
is possible to conduct all stochastic inference in terms of probability generating func-
tions instead of mass functions. Manipulating distributions in the form of pgfs, or in
the transformation domain as this is called, requires an entirely different mathemati-
cal approach than working in the probability domain, i.e. using the pmf or CDF. For
example, pgfs are functions in the complex plane, so a basic knowledge of complex
function theory is needed, see e.g. [36,86,99]. However, as the coefficients in (15) are
real and nonnegative, it is seen from the definition that for real z> 0, the pgf A(z) is
real and nonnegative as well. By somewhat loosening the mathematic rigor, most of
the properties that are important in practice can be deduced equally well by regarding
A(z) as a real function.
Immediate properties
Some immediate properties of the pgf A(z) are the following:
I Normalisation
The coefficients a(n) in definition (15) are the probabilities that constitute the mass





a(n) = 1 ,
which is the normalisation condition that holds for any (proper) pgf. We will often
use this property to determine a final unknown parameter of a distribution.
I Bounded and analytic
The function (15) is a power series in z and therefore analytic within a certain
region of convergence |z| < R. This region contains at least the open unit disc







a(n) = 1 ,
which also means that A(z) is bounded in the closed unit disc D= {z : |z|6 1}.
The fact that A(z) is analytic in D˚ implies that it is differentiable up to any order
in that region. It also implies, by definition, that A(z) can have no singularities in
D˚, an observation that can be used to determine unknown parameters, just like the
normalisation condition. Moreover, most pgfs that occur in practice are analytic in
a region that extends at least a bit beyond D and which includes the point z = 1.
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We assume this is the case for all pgfs in this thesis, such that all the derivatives




A(z) , n > 0 ,
are defined uniquely on the unit disc D.
I The probability generating property
This is the property to which pgfs owe their name. The probabilities a(n) can
always be ‘generated’ from the function A(z) by consecutive differentiation to its









In principle, this provides a procedure for inverting A(z) back to the probability
domain, although it usually is an impractical one. A useful consequence of (16) is
however that
A(0) = a(0) = Prob[a=0] .
I Moment generating property
The derivatives of A(z) can also be evaluated in the point z = 1. It is seen from




= E[a (a−1) · . . . · (a−n+1)] , (17)
which are called the factorial moments of a. It is possible to obtain the moments
ma(k) and central moments ca(k) in (5) from these factorial moments in a recur-
sive way. For the first and second order moments, we have for instance:
E[a] = A′(1) ,
E[a2] = A′′(1) +A′(1) ,
Var[ a ] = E[a2]− E[a]2 = A′′(1)− (A′(1))2 +A′(1) .
Joint, conditional and partial probability generating functions
It is also possible to express the joint distribution of multiple random variables a1,
a2, . . . , aN in the z-transform domain. Again considering only the case N = 2, the
joint probability generating function of a1 and a2 is a complex function in two com-
plex arguments defined as the two-fold power series





a(i, j) · zi1 · zj2 , (18)
where we have introduced the notation
a(i, j) = pa1a2(i, j) = Prob[a1= i, a2=j] ,
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for the joint pmf of both variables. We will often consider joint pgfs with more than
two and even an infinite number of arguments. In principle, joint pgfs have the same
properties as one-dimensional pgfs. They are bounded in the region of their domain
where both |z1|61 and |z2|61. They normalise to 1 for z1=z2=1 and allow for the
marginal pgfs A1(z) and A2(z) of respectively a1 and a2 to be obtained easily,
A1(z1) = A(z1, 1) , and A2(z2) = A(1, z2) . (19)
Also, by taking suitable partial derivatives (PDs) ofA(z1, z2) evaluated in z1=z2=1,
the factorial moments and several kinds of cross-moments can be obtained again,
E[a1] = A′1(1) =
∂
∂z1




E[a1(a1−1)] = A′′1(1) =
∂2
∂z21









If two variables are statistically independent, this can be readily observed from their
joint pgf. Indeed, the equivalent of (10) in the z-domain is
a1 and a2 are
statistically independent ⇐⇒ A(z1, z2) = A1(z1) ·A2(z2) ,
for all z1 and z2 in some nonempty open region of C where (18) converges.
The conditional pgf of a given that a certain event B happened is simply the trans-














This is called a partial pgf because it generates the probabilities of a joint with B.
Note that
ApartB(z) +Apart B¯(z) = A(z) ,
where B¯ is the complementary event ofB. Obviously,ApartB(z) does not normalise to
1 but to Prob[B], indicating the ‘size’ of its share in the totalA(z). Note also that a pgf
can be partial and conditional at the same time, i.e. the transform of some probability
sequence Prob[a = n,C|B]. Equivalent definitions for multidimensional partial and
conditional transforms are possible as well.
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Stochastic inference in the transformation domain
As said already, when the distribution of a random variable has to be determined that
is some function of other random variables, it is often advantageous to use generating
functions rather than mass functions. We illustrate this assertion with two examples:
I Sum of independent variables
Suppose that a1 and a2 are independent. To obtain the pmf of the sum aT =a1+a2,
we have to use the discrete convolution as in (12). In the z-domain however, we
simply have that
AT (z) = E[zaT ] = E[za1+a2 ] = E[za1 ]E[za2 ] = A1(z)A2(z) .
So the pgf of a sum of independent variables is obtained simply by multiplying the
pgfs of each term in the sum, which is a lot easier than calculating convolutions in
the probability domain.
I Stochastic sums
Let us now consider the sum aT = a1+a2+. . .+aN in which all terms are inde-
pendent and identically distributed (iid) with common pgf A(z). If N , the number
of terms in this sum is deterministic then we have just seen that AT (z)=(A(z))N .
Suppose however that N is itself a random variable, independent of the terms in
the sum and with pgf N(z). The pgf AT (z) can then be obtained by using (9), the
law of total expectation:
AT (z) = E[zaT ] = E
[
E[za1+...+aN |N ] ]
N
= E [E[za1 |N ] . . .E[zaN |N ] ]N










So the pgf of a stochastic sum of iid terms is also very easy to obtain as the pgf of
the number of terms with the common pgf of the terms as its argument.
In view of the fact that in stochastic models, a lot of random variables are defined as
the sum of independent quantities, these calculation rules prove to be very useful.
Inversion: back to the probability domain
Unfortunately, stochastic inference in the transformation realm has disadvantages as
well. The most important drawback is likely the difficulty of translating the results
back to the probability domain. After obtaining the pgf A(z) of a certain stochastic
variable a of interest, we can calculate its moments with (17). But often we are inter-
ested in the pmf a(n) = Prob[a = n] as well. If we introduce the notation [zn]F (z)
to indicate the coefficient of zn in the power series expansion of the function F (z)
around the origin, we thus have that a(n)=[zn]A(z).
As a possible solution, we already mentioned the probability generating property
(16). If the available expression for A(z) is not too elaborate, this can be used to
calculate the probabilities a(0), a(1), . . . up to a(n) for some small n. The complexity
of the symbolic derivation however, increases exponentially with growing n such that
this method is impractical in most cases. Another theoretical approach is to use the
inverse z-transformation formula, see [36, 99]. From (15) it is seen that a(n) is the
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coefficient of z−1 in the series expansion of A(z)z−n−1 around the pole z = 0. The
Cauchy residue theorem then yields










where Cr is a contour around the origin lying within the region of convergence of
A(z) and  the complex imaginary unit
√−1. In practice, this does not help us further
since we need the subsequent differentiations again to calculate the residue in (20).
Nevertheless, the contour integration formula does form the starting point for some
methods that can very accurately approximate a(n) for large n, the so-called tail dis-
tribution of the variable a. These asymptotic methods are based on identifying the po-
sition and the nature of the singularities ofA(z), i.e. the points in C whereA(z) is not
analytic. The single contour Cr in (20) can be extended to encompass the whole com-
plex plane, except for the singularities of A(z). The contribution along the contour at
infinity drops to 0 if n is large enough, leaving only contributions along some contours
around the singularities. How these contributions must be calculated, then very much
depends on whether the singularities in question are isolated or not, whether they are
essential singularities, poles, or part of a branch cut. For the sake of argument, suppose
that A(z) hasM isolated singularities in the points z=zi, i=1, . . . ,M , then







with Ci a contour circling around zi only. If all of these integrals could be evaluated,
then this would yield a(n) exactly. For large n however, it can be shown that the terms
of (21) with contours around the singularities with smallest moduluswill dominate the
other terms. These singularities are therefore called the dominant singularities, which
are positioned on a circle around the origin with radius R, the radius of convergence
of A(z). This is due to Pringsheim’s theorem, see [85, 186].
Theorem 1 (Pringsheim’s theorem). A complex function F (z) whose power series
expansion at z=0 has a finite radius of convergence R, necessarily has a singularity
on the boundary of its disc of convergence |z|=R. If the coefficients f(n)=[zn]F (z)
in this expansion are nonnegative, the point z=R is a singularity of F (z).
Deriving the asymptotic behaviour of a(n) by studying the local behaviour of the
function A(z) around its dominant singularities has been named singularity analysis,
see e.g. [74, 84, 85, 157] and their references. But what if n is too large to use the
probability generating property (16), and too small for the asymptotic approximation
to be accurate enough? If an analytic expression for a(n) is desired, one could try to
obtain additional terms in (21), preferably the contributions of the contours around
singularities close to the dominant ones. This can sometimes increase the accuracy of
the approximation for lower n. However, if the analytic approach becomes unfeasible,
one can always resort to numerical methods, see e.g. [20, 111] and the appendix of
[123] for a discussion.
In each of the following chapters, we will study the asymptotic decay or ‘tail be-
haviour’ of the random variables involved by inspecting the dominant singularity. For
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all of the quantities concerned, it turns out that there is a single dominant pole that
determines the tail distribution.
A problem related to the inversion of pgfs is the following. Given an arbitrary com-
plex function A(z) such that A(1) = 1, is there a simple criterium to decide whether
A(z) is a proper pgf or not? In other words, do the coefficients in the series expansion
of A(z) represent a probability distribution? Note that the question is not trivial, the
fact that the function is normalised at z = 1 does not necessarily make it a pgf (take
e.g. A(z)=z2+z−1). To the best of our knowledge, there seems to be no easy way to
check directly in the transformation domain whether all coefficients in the expansion
are nonnegative. So in general, without inverting A(z), we cannot be sure that it is
a pgf. Luckily for us however, we usually know that the functions we obtain must be
proper pgfs, because they result from stochastic inference rules.
In general, one can define the power series (15) for any sequence of finite nonnega-
tive numbers f(n), which yields a function F (z) that is analytic at least in some region
around z=0. These functions are simply called generating functions instead of ‘prob-
ability’ generating functions, since F (1) does not necessarily converge. And even if it
does converge, it is not always to a number 06F (1)61 as would be the case for pgfs
or partial pgfs. Such functions are useful in many computer science disciplines such
as combinatorics and graph theory, see [85] again and [116].
1.2.3 Discrete-time stochastic processes
Essentially, a random or stochastic process is just a special kind of random variable.
We demonstrate the natural relation between the two concepts as follows. Consider
the random variable a∗ and recall that this is a function mapping the outcome ω of an
experiment to a set V ∗ of observed values:
a∗ : Ω 7→ V ∗ : ω → v∗ .
The unusual thing with this variable a∗ is that its ‘values’, i.e. the elements of V ∗,
are themselves functions over some index set T , which is usually T =R interpreted
as the points in linear time. So with every possible outcome ω of the experiment now
corresponds a single time-dependent function v∗=v(t), i.e.
a∗ = at : Ω 7→ V (T ) : ω → v(t) ,
where we have denoted the set of all functions from T to V as V (T ). The fact that at is
called a process now instead of a variable, is only to account for the time-dependency
of the ‘values’ v(t). In this new framework, a particular v(t)∈V (T ) is called a real-
isation of the process at and the set V (T ) of all possible realisations is the ensemble
of at. The set V , i.e. the range of the realisations v(t), is called the state space of at.
It is customary to classify stochastic processes according to the nature of the index
set T on the one hand, and the state space V on the other. If the index set T is a
non-countable subset of R, then at is called a continuous-time stochastic process. For
example, in the dice-rolling experiment of the previous section, we could extend the
variable d which is the distance between the dice as they lie still on the table, to a
process d∗=d(t) that records the distance as the dice are rolling over the table (note
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that limt→∞ dt = d, then). If on the other hand T is countable, at is said to be a
discrete-time process. We indicate this by using the index k ∈N instead of t. In this
case, the process ak can also be regarded as a sequence of separate random variables
a0, a1, a2, . . . , (22)
defined over the same probability space. Note that there is little difference between
a multivariate random variable a= {a1, a2, . . . , aN} as in Sec. 1.2.1 and a discrete-
time stochastic process ak with T = {k : 1 6 k 6 N}. Both represent a collection
of N variables with values in V and whether they are to be seen as a multivariate
or a stochastic process is just a matter of interpretation. Besides the domain T of the
realisations v(t), their range V classifies the process as well. If V is non-countable,
then at (or ak) is called a continuous process, whereas it is discrete if V is countable.
In the latter case, the process is often called a chain.
In what follows, we always assume that T = N and V = N, so we only consider
stochastic processes that are discrete in both space and time. Henceforth, if we use
the term stochastic ‘process’, we mean a discrete sequence of discrete-valued random
variables in the sense of (22).
Statistical characterisation of a discrete-time chain
We can also extend the concept of ‘probability distribution’ to stochastic processes.
The nth order statistical properties of a process ak are characterised by the joint prob-
ability mass function
pak(i1, i2, . . . , in; k1, k2, . . . , kn) = Prob[ak1= i1, ak2= i2, . . . , akn= in] , (23)
for all possible choices of the n indices k1, . . . , kn. In principle, to fully characterise a
general stochastic process, we need the nth order mass functions for all n>1 and for
all possible choices of k1, k2, . . . , kn. However, it often suffices to have the first and
second-order statistics only.
A process ak is stationary in the strict sense if it is statistically identical to ak+` for
all `= . . . ,−1, 0, 1, . . ., i.e. if for all i1, . . . , in and k1, . . . , kn we have that
pak(i1, i2, . . . , in; k1 + `, k2 + `, . . . , kn + `)
= pak(i1, i2, . . . , in; k1, k2, . . . , kn) , for all n. (24)
Stationarity implies that the nth order mass functions only depend on the relative
distances between the indexes kj and not on their absolute positions on the time axis.
A process is called stationary in the wide sense if (24) holds for the first and second-
order distributions (n = 1, 2). Many of the processes in the further chapters are not
stationary, but we assume them to be asymptotically stationary, in either the strict or
wide sense. This means that
lim
`→∞
pak(i1, i2, . . . , in; k1 + `, k2 + `, . . . , kn + `) , (25)
exists and becomes independent of `. Following such processes over time, once the
distribution (25) no longer changes with `, the process is said to have reached steady
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state or stochastic equilibrium7.
For (asymptotically) stationary processes we can define the so called stationary




which is independent of k. This is the pmf of a ‘generic’ random variable a which has
the stationary distribution of the process ak during equilibrium. Later we shall often
drop the index k in the notation to indicate the random variable that is the ‘steady-
state version’ of the process in question. Another useful characterisation of stationary
















which measures the amount of correlation of a process with a time-shifted version of
itself.
Finally, two processes ak and bk are independent if any subset of the variables
a0, a1, . . . is independent of any subset of the variables b0, b1, . . ..
Discrete-time processes with multidimensional state space
In the above, we have extended the notion of a random variable with values in V to
that of a stochastic process with state space V . As with multivariate random variables,
the state space of a stochastic process can be multidimensional as well. Specifically,
let V =NN , then a discrete-time process with state space V is
ak = {a1, a2, . . . , aN}k = {a1,k, a2,k, . . . , aN,k} . (26)
As this notation suggests, the N -dimensional process ak defines N 1-dimensional
processes aj,k, 16j6N . Bear in mind however, that these subprocesses are generally
not independent of each other, so it is useful to keep them together. Note also that the
state space of ak is still countable, so we can call this process a chain as well.
1.2.4 Markov chains
A type of stochastic process that is of special importance in stochastic modelling is the
Markov process. Consider a discrete-time chain ak, i.e. the sequence a0, a1, a2, . . . of
random variables at time steps k=0, 1, 2, . . . respectively. For a general process, the
statistics of this process may be arbitrarily complex, i.e. the nth order characterisa-
tions (23) can have an entirely different structure for every other set of time indexes
(k1, . . . , kn). Suppose we are following the realisation of such a sequence over time,
then in principle, a variable ah+1 in the sequence may depend on everyone of the
previous variables aj , 06 j6h. So given the observed values (the realisation) of the
variables before step h+1, the distribution of the variable ah+1 at the next step is given
by the conditional mass function
pah+1|ahah−1ah−2...(i|jh, jh−1, jh−2, . . .) ,
7We do not consider cyclostationary processes for which (24) holds only for ` equal to multiples of a
certain integer period δ>1.
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where in general, all variables in the ‘history’ before step h+1 have influence on
this distribution. However, if the structure of the stochastic process ak is such that
the conditional distribution of ah+1 depends on the value of the previous variable ah
only and is independent of all previous values, we say that the process has theMarkov
property and call it a Markov chain. More precisely, a process ak with state space N
is called a (onedimensional) Discrete-time Markov Chain (DTMC) if it satisfies the
condition
Prob[ah+1=j|ah= ih, ah−1= ih−1, . . .] = Prob[ah+1=j|ah= ih] , (27)
for all time indices h and whenever the conditioning event has nonzero probability. As
before, the set of possible values S of the variables in the sequence is the state space
of the Markov chain, which we assume to be a subset ofN. Obviously, a Markov chain
is much easier to describe statistically because of (27), since the state of the process at
any given time contains all the information about the past evolution that is useful for
predicting its future behaviour. If the Markov chain is stationary, or time homogeneous
as this is also called, then (27) does not depend on h. For such Markov chains we can
define the transition probabilities from state i to state j as
qij , Prob[ah+1=j|ah= i] for all i, j ∈ S ,
for which clearly,
∑
j∈S qij = 1 for any i ∈ S. We shall only consider stationary
DTMCs, which are fully described by
(i) the transition probabilities qij and
(ii) the initial distribution, i.e. the distribution of a0, say pa0(i), i∈S.
Consider now a DTMC with finite state space S = {1, 2, . . . ,M}. It is often ad-
vantageous to represent the parameters of the chain in matrix form as follows. The
transition probabilities can be arranged in a matrixQ such that [Q]ij=qij ,
Q ,

q11 q12 q13 · · · q1M
q21 q22 q23 · · · q2M






qM1 qM2 qM3 · · · qMM
 .
This matrix Q is the transition matrix of the DTMC and has nonnegative elements
with row sums equal to 1. Such a matrix Q is called a stochastic matrix or a Markov
matrix and has many interesting properties, see Chapters 3, 4 and a.o. [30, 35, 82, 94,
141]. Let also the vector ph represent the vector with the probabilities Prob[ah= i] as
its elements, i.e. the pmf of ah,
ph ,
[
pah(1) pah(2) · · · pah(M)
]
, (28)
then the initial probability distribution is given by the vector p0. It now follows from
the Markov property (27) that
ph = p0Qh , h > 0 , (29)
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which establishes the unconditional distribution of all variables ah in theMarkov chain
using only the parametersQ and p0. Note thatQh is itself also a stochastic matrix and




ij = Prob[ak+h=j|ak= i] .
Note that all of the above considerations are still valid if S is countably infinite, i.e. if
the chain hasM=∞ different states.
Classification of the states
Given a Markov chain ak, its states in the set S={1, 2, . . . ,M}, which is either finite
or countably infinite, can be classified in a number of ways. The following charac-
terisations of the states in S are all based on the transition probabilities qij and are
important when considering the asymptotic behaviour of the Markov chain, i.e. the
distribution ph for h→∞.
I Let i, j ∈S be two states of the Markov chain, then state j is said to be reachable
from state i if
∃h > 0 : q(h)ij > 0 ,
i.e. if starting from state i, there is a nonzero probability that after one or more
steps the chain ends up in state j . For convenience, let us call A(i) ⊂ S the set
of all states that are reachable from state i. If A(i) = {i} or equivalently, qii = 1
then i is called an absorbing state. Once the chain enters an absorbing state, it will
remain there forever. Also, two states i, j ∈S communicate with each other if i is
reachable from j and vice versa.
I We say that a state i ∈ S is recurrent if for every j that can be reached from i,
we have that i can also be reached from j. In other words, if j ∈ A(i) then also
i ∈A(j). If a state i is not recurrent, then it is transient. In particular, this means
that there are states j ∈A(i) such that i /∈A(j). The chain is sure to enter such a
state j sooner or later, after which it can never visit state i again. Another way of
determining the recurrent or transient character is to consider the recurrence time
τi for state i, defined as the random variable
τi , min{h > 0 : ak+h= i given that ak= i} .
So if τi=h, then the first return to state i occurs h steps after leaving state i. The
state i is transient if τi is a deficient random variable, i.e. if Prob[τi=∞]> 0. On
the other hand, if Prob[τi=∞]=0 then the chain will always return to state i.
I For a recurrent state i ∈ S, we can make a further discrimination based on the
expected value of the recurrence time τi. Let us define
µi , E[τi] , i ∈ S ,
then the state i is called positive recurrent if µi<∞ and null recurrent if µi=∞.
In the latter case, the chain does indeed return to state i, but on average takes an
infinite number of steps to do so. Note that this can only occur if S is countably
infinite. A DTMC with finite state space has only transient and positive recurrent
states.
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I Additionally, if state i∈S is recurrent, we can define its period δi as
δi , gcd{h > 0 : q(h)ii > 0} .
A recurrent state i is called aperiodic if δi=1, and periodic if δi>1.
The behaviour of a DTMC is determined by the classification of its states according
to these definitions. The chain ak with state space S is called irreducible if all states
in S communicate with each other. It is clear that an irreducible DTMC can have no
transient states. But even if we leave out all transient states, the recurrent states of
a general DTMC do not necessarily all communicate with each other. There may be
several subsets in S of communicating states which are called recurrence classes. So
all states of an irreducible DTMC are in the same recurrence class.
It can be shown [82] that the states of an irreducible DTMC are all of the same type
according to the definitions above. In other words, all states are either null recurrent
or positive recurrent. Furthermore, all states have the same period δ = δi for all i ∈
S. Hence, we call an irreducible DTMC periodic or aperiodic, and null or positive
recurrent if at least one of its states can be classified as such. In case the DTMC is
periodic with period δ > 1, the states can be partitioned in δ sets S0,S1, . . . ,Sδ−1
such that if the chain is in Sd at time k, it will be in S(d+1) mod δ at time k+1.
Ergodicity
In general, a stochastic process is ergodic if all its statistical properties over the ensem-
ble can be determined from time averages over one realisation only. The usefulness of
this property for us lies in the fact that the converse is also true. If we can calculate
the (stationary) distribution of a certain process over the ensemble and this process
is ergodic, then we are sure that every realisation of this process will have the same
properties when observed long enough over time8.
For Markov chains in particular, it can be shown that if a DTMC is irreducible, ape-
riodic and positive recurrent, then it is also ergodic and vice versa. However, before
discussing the implications of ergodicity, let us first have a look at the long-term be-
haviour of a DTMC ak with transition matrixQ. We call a stationary distribution p of
the DTMC ak a probability vector as in (28) over the states of S such that a one-step
transition has no effect on these state probabilities. Clearly, from (29) it then follows
that
p = pQ , and p1 = 1 , (30)
where 1 is a column vector with every element equal to 1. For a general DTMC with-
out null recurrent classes, a stationary distribution always exists, although there may
be more than one.
8Note that the whole idea of analytic stochastic modelling as a means of performance prediction relies
heavily on the assumption of ergodicity. The results from an analysis such as those given in further chapters,
are expressions for (part of) the statistical properties of the stochastic process that describes a certain system
or model. These statistics are derived from the whole ensemble, i.e. from the set of all possible realisations
of the stochastic process. However, the motivation for doing the analysis in the first place, is often to predict
the evolution of only one realisation of the process over a long period of time. So the desired measures
and those derived from the analysis are in fact two different things, which are equal only if the process in
question is ergodic. The ergodicity requirement is tacitly assumed.
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In contrast, a limiting distribution does not exist for all DTMCs. Suppose that the
initial distribution is given by p0, then it follows from (29) that after a very large
number of steps, the state distribution of the DTMC becomes
p∞ = lim
h→∞
ph = p0 lim
h→∞
Qh = p0Q∞ , (31)
at least if this limit exists. Obviously, if p∞ exists, then Q∞ exists as well and is
stochastic. For a general DTMC, the existence of a limiting distribution p∞ and the
values of its elements depend on the initial distribution p0 in (31). For example, if p0
only contains nonzero probabilities for states within a certain number of recurrence
classes, then the chain can never reach the other recurrence classes, so the probabilities
of p∞ (if it exists) will be zero for the states in the other classes as well. On the other
hand, whatever the starting probability pa0(i) in a transient state i, we always have
that pa∞(i)=0. So in general, a DTMC can exhibit many different kinds of long-term
behaviour, depending on the starting conditions.
We are particularly interested in the conditions under which a DTMC has an exist-
ing limiting distribution p∞ (and thus also an existing Q∞) that is also independent
of the initial distribution p0. Clearly, for such a DTMC, the limiting distribution p∞ is
unique and equal to the stationary distribution p, since both must satisfy (30). More-
over, the fact that p∞ is independent of p0 in (31), implies that all rows in Q∞ are
equal to the limiting vector p∞. The conditions for a unique p∞ to exist are the fol-
lowing:
I As we have seen, if the DTMC contains multiple recurrent classes, the limiting dis-
tribution will depend on the initial state distribution p0, so we only allow one re-
currence class. Transient states can be ruled out as well, since they do not affect the
limiting distribution. Therefore, we only consider DTMCs which are irreducible.
I Clearly, if the (irreducible) DTMC is periodic, the limit (31) cannot exist. If at time
k, the chain is in a state i∈Sd, d=0, . . . , δ−1, then the probability mass will be
concentrated exclusively in the states of S(d+1) mod δ at time k+1, in S(d+2) mod δ at
time k+2, and finally back in Sd at time k+δ. The cycling between the different
state partitions goes on forever and thus the limit in (31) never converges. So in
order for a limiting distribution to exist, the DTMC must be aperiodic.
I In case S is finite, the above conditions (irreducible and aperiodic) are enough to
ascertain a unique limiting distribution. However, if S is countably infinite, the
states must also be positive recurrent in order for p∞ to exist independently of p0.
As we have already mentioned, a DTMC satisfying these requirements9 is ergodic.
More specific, a DTMC is ergodic if and only if it has a unique limiting distribution
p∞, which we then call pi,
pi ,
[





pah(1) pah(2) . . . pah(M)
]
.
Roughly speaking, we can say that the aperiodic and positive recurrent property assure
that pi exists, whereas irreducibility is required for pi to be unique and independent of
p0.
9These conditions are not always easy to check in practice. However, some sufficient conditions for
ergodicity have been given by Foster [88, 158].
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In the remainder of this thesis, we will assume that all DTMCs we encounter are
ergodic10 and refer to the limiting distribution pi as the equilibrium distribution, which
is thus determined by
pi = piQ , and pi 1 = 1 .
An interesting consequence of ergodicity is the fact that pii > 0 for all states i ∈ S.
Moreover, every state iwill be visited an infinite number of times and the time between
the visits has finite mean µi <∞. Recall that for an ergodic process, the statistical
properties over the ensemble can be obtained as a suitable time average over one
realisation. One way to apply this, is the observation that the proportion of time spent
in state i during n consecutive steps converges to pii for n→∞:
lim
n→∞
#{k : ak= i, 0 6 k < n}
n
= pii , ∀i ∈ S ,
which provides an alternative way to calculate pi. Equivalently, averaging the recur-







, ∀i ∈ S .
Markov chains with multidimensional state space
There is no reason why the states in the space S should not be multivariate. In fact,
the methodology in this thesis heavily relies on DTMCs with multidimensional state
space. Consider a discrete-time chain ak as in (26) with state space S = NN , and
denote a particular state as i= {i1, i2, . . . , iN}, then the Markov property (27) for a
multidimensional chain ak can be stated as
Prob[ah+1=j|ah=i,ah−1=i′, . . .] = Prob[ah+1=j|ah=i] .
As S is still countable11, it is clear that all discussed properties of DTMCs with uni-
variate state space are equally valid in case of a multivariate state space. In particular,
the classification of the states i∈S, as well as the requirements for ergodicity remain
unchanged. It is also important to note that the subprocesses an,k, n = 1, . . . , N by
themselves are generally no Markov chains.
1.3 Stochastic modelling of queueing systems
1.3.1 Modelling
In sciences, a commonly used method to gain insight into complex phenomena ismod-
elling, i.e. replacing the realistic object under study by a simplified abstract model. We
10In fact, we will never talk of ergodicity in explicit terms again. Rather, we say that a system is ‘stable’
or ‘reaches stochastic equilibrium’, by which we mean that the DTMC describing this system is ergodic.
11A set of multivariate states can always be rewritten as a set of univariate states by suitably relabelling
the states. So mathematically, there is no real difference between a one-dimensional and a multidimen-
sional state space as long as both are countable. Nevertheless, it may be difficult to interpret the relabelled
representation of the state space, so it is usually better to retain the multivariate representation.
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too, when studying the performance of communication systems, rely on this paradigm
to make predictions about the behaviour of realistic systems.
We avoid the philosophical discussion on the question what a system actually is, al-
though we can assume that every dynamical phenomenon can be seen as a system on
one level or another. Nevertheless, with regard to telecommunications, we can iden-
tify a realistic system to be every device, or part of a device, in which information is
manipulated. So a communication system can be either conceptual or tangible, can
be implemented in software, hardware or both. Obviously, these realistic systems can
be extensive and very complex (like e.g. a layered computer network) with relation
to the actions they perform on the manipulated information. To make matters worse,
their dynamic behaviour may depend on a multitude of factors that interact in com-
plex ways. So often, the dynamic operation of a realistic system is too complex to
be captured entirely in the mind of an outside observer. Fortunately however, we are
usually not interested in encompassing and describing every subtle detail of a system,
but only in certain aspects of it that are useful to us. In answer to the question why a
system behaves as it does on a certain level, why it exhibits a specific observable way
of operating, we must identify and focus on the particular underlying rules of interac-
tion that most prominently cause the observed behaviour on that level. It is therefore
left to the observer’s own judgement to find out how deep the rabbit hole goes, i.e. to
decide how much detail is required and to concentrate only on those aspects that are
relevant.
In order to study a realistic system, to be able to understand it and make sensible
assertions or predictions, we must rely on a model of that system. A model can gen-
erally be seen as an abstract, simplifying reflection of a realistic system, that is easy
to handle and particularly focusses on aspects that are of interest. It is a tool that en-
ables us to answer questions about the real system to which the model corresponds.
As such, after the observer has identified those aspects of the system that are relevant
to his purposes, he can translate these mechanisms into an abstract model. In doing so,
the multitude of complex interactions at the various levels of detail in the real system
are aggregated, formalised, reduced, simplified or very often simply ignored, such that
only the most prominent dynamic properties remain, in the form of simple logical or
mathematical operations. Again, which aspects of the system should be retained in the
model and on what level they should be described, depends on the specific question
that the observer wants to answer and how: do we need qualitative or quantitative an-
swers, should they be very precise or only rough estimates? So we can either choose
a simple model accounting for only a few aspects of the system, or an elaborate, com-
plex model that is very detailed and accounts for a lot of relevant effects in the system.
In the former case, the results will be crude but easy to obtain, whereas in the latter,
the results may be very precise but are generally much harder to arrive at. Therefore, a
trade-off between accuracy and tractability always has to be made when choosing an
appropriate model.
In this thesis, we specifically focus on those aspects of telecommunication systems
that involve the queueing of fixed-size information packets as the distinguishing rele-
vant feature. For such systems, it is common practice to use stochastic models. These
models are event-based and capture the dynamics of a system with two kinds of rules:
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I Deterministic rules
Usually the deterministic rules reflect the core aspects of the system, i.e. how a cer-
tain protocol or queue is designed to operate. For example, the employed discipline
(see further) for queueing systems is usually a set of deterministic rules, indicating
precisely what happens if a packet arrives or leaves. In view of their central role,
we may regard the deterministic rules as ‘internal’ to the system.
I Stochastic rules
On the other hand, a stochastic description is used whenever the underlying causes
are unknown or too complex. For example, again for queueing systems, ‘external’
factors such as the time instants on which packets arrive to the queue, or the number
of packets contained in an arriving message are modelled as stochastic rules. In e.g.
the latter case, we then represent the number of packets as a stochastic variable `
with a certain pmf p`(n)=Prob[`=n], n>1. As such, the model does not concern
itself with computing the value that ` would have in the real system, but rather
assumes the mathematical construct of a random variable. In this way, the model
‘cuts away’ the difficulty of having to account for the many, hopelessly complex
interacting circumstances that lead to the value of ` in the real system. Obviously,
the pmf p`(n) in the model must be chosen to represent the message sizes occurring
in the system as closely as possible.
So a stochastic description is useful for modelling those aspects that are out of
the scope of interest, or not part of a design that needs to be evaluated12, but are
nevertheless important for an adequate prediction of the system’s behaviour. If the
model allows for generally distributed random variables to be used, then their dis-
tributions are input parameters to the model.
Somewhat confusingly, the terms ‘system’ and ‘model’ are used interchangeably in
this thesis. From this point on, if we refer to a ‘system’ it will be clear from the
context whether we mean a realistic device or phenomenon, or rather the simplified,
mathematical abstraction that is the system’s model. In fact, although the models we
treat are motivated from realistic systems, no effort is made to compare the results
obtained with the models to measurements of real systems. Also, the emphasis of
this thesis is foremost on the techniques used to analyse the models rather than on
the applicability to real situations. So real systems are not considered explicitly here,
and we can thus reserve the term ‘system’ to mean an abstract model in the sense of
the above discussion, without much ambiguity. Hence, in what follows, a ‘queueing
system’ is usually the same as a ‘queueing model’.
1.3.2 The choice for discrete time
In the literature on queueing theory, two main classes of models can be discerned,
differing with regard to how time is modelled. Either the model assumes time to be
continuous, in which case events can occur on all possible instants, or the model as-
sumes that changes in the system can only occur at discrete points in time. These are
called continuous-time and discrete-time models respectively and both classes have
different sets of analytic solution techniques and typical methodologies.
12Some queueing systems are stochastic in design as well, and use a so-called stochastic discipline or
protocol.
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As of the days of Erlang, until about 1960, it was self-evident to model time as
a continuous dimension, because of the analog operation of most communications
systems in that era. For example, in a telephone switching center, a call can come in
at any time instant and have any duration. However, nowadays most communication
systems work digitally and on much smaller timescales. For such systems, it is useful
to construct a model in discrete time, since both space and time in these systems are
often already discrete dimensions. For example, in the CPU of a digital computer,
only one instruction can be performed per clock cycle, so the state of the system
cannot change in between ticks of the clock. Also, in the lower layers of a digital
communication network, recall that we have assumed all packets to be equal in size,
so it is logical to assume that the time required to process such a packet is constant
as well. Often, packets are small and can be processed fast. Hence, while the system
is busy with one packet, it can do little else and no significant changes occur until the
packet in question is finished.
So for a digital system, a suitable timescale can usually be found on which the re-
alistic system is already synchronised. In a discrete-time model for such a system, we
therefore assume the same synchronisation and divide time (which is continuous in
principle) in fixed length slots, corresponding to this timescale. The modelled system
is then synchronised on these slots, which means that changes can only occur at slot
boundaries. A slot can then be a clock cycle, or a specific parameter of some communi-
cation protocol. However, we will always take a slot to be the time required to process
one packet. Because of this dimensional relation between slots and packets, our mod-
els are not only discrete in time, but also discrete in space. Indeed, every quantity that
characterises the system is either an integer number of slots or an integer number of
packets, which explains why we were only interested in discrete random variables and
processes in Sec. 1.2. Some of the first publications that analyse discrete-time queues
under these assumptions are [133,139].
Nevertheless, the use of discrete-time models is not necessarily limited to systems
with a ‘natural’ synchronisation. Also asynchroneous systems can be described ade-
quately in discrete-time, which allows the techniques from the discrete-time realm to
be used in those cases as well. As we demonstrate in Fig. 1.4, the only concern is to
take the slots as small as possible. At the top, we show the evolution over time of a
continous-time (CT) queueing system with asynchroneous packet arrivals, where each
packet requires exactly one second to process. The curves below indicate the evolution
of the queue content in corresponding discrete-time (DT) systems for a decreasing slot
length of 1s, 0.5s, 0.25s and 0.1s. It is seen that the DT systems converge to the CT
system for smaller slot lengths, as can be expected. It is important to note that for
the DT systems, the arriving packets are not stored in the queue before the end of the
slot in which they arrived. Obviously, this is because changes are only allowed on slot
boundaries for DT systems. This assumption holds throughout this thesis.
1.3.3 Characteristics of a queueing system
A typical single-server queueing model to which all models treated in this thesis com-
ply, is shown in Fig. 1.5. We assume the system or queue to be a structure comprising
the following two objects:










Figure 1.4: First, the continuous-time system is shown, with the packet arrivals, departures and
the bold line indicating the number of packets in the queue. The continuous-time system can be
approximated by a discrete-time system with increasing precision as the slot length is chosen
smaller and smaller.
I A server
All packets that enter the queue eventually want to receive some service, which
is the abstraction of whatever manipulation of the information in the packets is
required in the communication system. The ‘server’ is the place where exactly one
packet at a time can be served. We only consider models with one server.
I A buffer
The goal of the buffer is to provide a temporary storage facility for arriving packets
that cannot be served immediately upon arrival. For instance, if multiple packets
arrive in an empty system during a slot, only one of them can receive service
during the next slot and the others have to wait. The number of available spaces C
in the queue, i.e. the maximum number of packets that can be stored is called the
capacity of the queue. We always adopt the theoretical assumption of an infinite-
capacity queue, C = ∞, mainly because this allows an efficient analysis of the
system in the transformation domain.
The evolution of the system is further determined by the specific modelling assump-








Figure 1.5: Characteristics of a typical queueing system with one queue and one server.
I Arrival process
The arrival process is the result of modelling the conditions in an upper network
layer. As we have discussed, these conditions are generally very complex, so a
stochastic description is in order. For DT systems, the numbers of packet arrivals in
each of the subsequent slots form a discrete-time chain that is an ‘input’ parameter
to the model. In chapters 3 and 4 for instance, the number of packet arrivals ak
forms an independent process, i.e. the variables a0, a1, a2, . . . are independent and
identically distributed (iid) with common pgfA(z). In chapter 2 on the other hand,
the sequence ak exhibits a particular correlation structure, of which we study the
impact on the queueing behaviour. In CT systems, the arrival process is usually
characterised by the inter-arrival times between individual packet arrivals.
I Queueing discipline
The queueing discipline or scheduling mechanism of the system is a set of (mainly
deterministic) rules that are used to decide which packet in the buffer will be cho-
sen for service whenever the server becomes available. There are many different
useful disciplines, each designed to make the queue behave in a particular desired
way. The most well known discipline is probably FIFO (First-In First-Out), which
selects packets in the order of their arrival to the queue. LIFO (Last-In First-Out)
on the other hand always selects the latest arrival, whereas ROS (Random Order
of Service) [122] chooses a packet at random. Some disciplines are designed to
distinguish between two or more types of packets, each with different QoS re-
quirements. For example, AP (Absolute Priority) [196, 197] selects an available
packet of the highest priority. Other such disciplines are e.g. RR (Round Robin),
WFQ (Weighted Fair Queueing) [69] and their variants like EDF (Earliest Dead-
line First) [140, 175]. Some disciplines like FIFO, LIFO, AP, RR, WFQ and EDF
are purely deterministic, whereas others like ROS use stochastic rules as well.
Also, it is clear that not all disciplines maintain the order of packet arrivals. In
chapter 4, we present a new queueing discipline called the Reservation discipline
that is intended to provide a better QoS to one type of packets in a controllable
way.
I Service process
In the same way that the arrival process models the upper layer, the service process
models the conditions in the network layer below. So here too, a stochastic de-
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scription is preferred. A first relevant parameter is the number of servers c and
their availability throughout time. As already indicated, we only consider models
with a single server that is busy serving a packet whenever one is available in the
system. Secondly, the distribution of the service times must be given as well, i.e.
the time required to serve one packet. For DT systems, the service times of the
consecutive packets form a discrete-time chain of which the statistical properties
must be specified. In chapters 2 and 4, the service time of each packet is exactly
one slot. In chapter 3 on the other hand, the ‘service times’ of the transmitted
packets turn out to be a sequence of nonindependent random variables.
The main goal of a queueing model as described here, is to provide results (analytic
or otherwise) with regard to the distribution of certain performance measures of inter-
est. In this thesis, we mainly focus on the equilibrium distribution13 of the following
measures:
I Queue content
The number of packets present in the system during a certain slot k is called the
queue content or system content and is denoted by uk. The sequence u0, u1, u2, . . .
forms a discrete-time chain, but usually not a Markov chain. By u, we denote a
random variable of which the distribution is the equilibrium distribution of the se-
quence uk. This distribution follows from our analysis as the pgf U(z) obtained
in terms of the model parameters. This pgf tells us exactly what the probability is
of finding a certain number of packets in the queue during an arbitrary slot under
equilibrium conditions. Obviously, this is important information when dimension-
ing the capacity of the queue in a realistic system.
I Delay
The delay of a packet is defined as the total number of slots it spends in the system,
from the moment it is stored in the queue, until the moment it departs. Under
equilibrium conditions, we denote the delay of an arbitrary packet as d, of which
the pgf D(z) will also be calculated from the parameters of the model. This delay
distribution can be useful for dimensioning as well. For instance, if the delay is too
high, appropriate actions must be taken, such as decreasing the mean arrival rate or
decreasing the service times. In case of the model in chapter 2, each packet belongs
to a message and we also consider the delay, the waiting time and the transmission
time of messages, to be defined precisely later on.
Another performance measure of practical importance is the packet loss ratio (PLR),
i.e. the fraction of arriving packets that are not admitted to the system because there
is no more room in the queue. Obviously, this is only of concern in finite-capacity
queues since packets need never be rejected under the assumption of infinite capacity
C=∞ made above. Fortunately, the PLR of a system with a capacity C that is finite
but large, can be estimated rather accurately from the tail distribution of the queue
content u in the corresponding system with C=∞.
13As discussed earlier, the importance of the equilibrium distribution of an ergodic system lies in the fact
that the long-term behaviour of one realisation can be derived from it. Nevertheless, some authors are also
interested in the transient distributions of these measures, starting from a certain initial state of the system,
see e.g. [40, 56, 198].
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1.3.4 The Discrete Supplementary Variable Technique, DSVT
In each of the following chapters, a different queueing model is presented and analysed
in full detail. The basic methodology of queueing analysis however, is the same for
each of the three models we focus on, at least in principle. The idea behind the method
is to describe the system as a Markov chain with a multidimensional state space.
The typical analysis is carried out in the transformation domain and the subsequent
steps in such an analysis can be summarised as follows:
I Set up the stochastic model. Identify and suitably represent the relevant quantities
in the system as random variables.
I Quantify precisely the interactions between these variables and their evolution
from one slot to the next. The characterisation of this evolution can usually be
expressed as a set of system equations. This step requires insight in the ‘physical’
properties of the system. Every possible situation has to be taken into account.
I Identify a suitable description of the system’s state during an arbitrary slot k which
contains enough information so that the intended performance measures can be de-
rived from it. In practice, this is usually a subset of the random variables identified
in the first step. The variables that are chosen to be part of the system state are
called the system state variables and we characterise their (joint) distribution in
slot k by their joint pgf Pk. The primary concern here, is to choose the collection
of system state variables in such a way that it is Markovian, in the sense that Pk+1
can be determined from Pk without relying on the system state variables in the
slots before slot k. Note that a ‘natural’ candidate to be part of the system state is
the variable uk, i.e. the queue content.
I As we have said, the system equations relate the system state in slot k+1 to the
system state in slot k. In this step, we want to translate this relation to the transfor-
mation domain. Specifically, establish the relationship between the joint pgf Pk+1
of the system state variables in slot k+1 to the corresponding joint pgf in slot k by
using the information in the system equations. Mathematically, this usually is the
most involving part of the procedure.
I Now assume that for k→∞, the system reaches stochastic equilibrium such that
the distributions Pk and Pk+1 converge to the same limiting pgf P . The obtained
relation between Pk and Pk+1 then results in a functional equation that determines
the equilibrium distribution P in an implicit way.
I Sometimes, the functional equation for P can be solved explicitly, in which case
the joint distribution of the system state variables can be obtained in closed form.
However, even if an explicit solution for P is not available (at least not in a form
that is useful), it is still possible in most cases to obtain relevant characteristics of
the marginal distributions of the system state, such as e.g. the moments or approx-
imated tail distributions. For instance, the queue content uk is usually one of the
system state variables. Hence, the moments E[u],E[u2], . . . can be obtained explic-
itly from the functional equation, even if P cannot be determined explicitly. We
refer to chapter 2 for a demonstration.
I The equilibrium distribution P (or the moments thereof) forms the starting point
of the further analysis. The distribution (or the moments) of some performance
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measures that are directly or indirectly related to the variables in the system state
can then be inferred. For example, the packet delay is usually not suited to be part
of any system state14, but its distributionD(z) can nevertheless be calculated from
P .
Historically, this method has been called the ‘method of the supplementary vari-
able’ [62, 120] and has been successfully applied for CT and DT systems, both in
the probability domain and the transformation domain. It is called this way, because
supplementary variables are added to the system state in order to make it satisfy the
Markovian property. For convenience, we call the specific version of this method used
here the Discrete Supplementary Variable Technique (DSVT), in which the system is
described as a multidimensional DTMC and the analysis is performed mainly by using
pgfs. Although not their invention, the DSVT has been much refined and applied to
many different queueing systems in the works of Bruneel, see e.g. [43].
The question remains how many and which variables should be included in the sys-
tem state. The answer to this question is not always easy, since multiple considerations
are of importance. In the first place, the system state should always beMarkovian. Sec-
ondly, the choice also depends on the specific performance measures that we want to
obtain with the analysis. For example, if only the equilibrium distribution of the queue
content u is desired, then sometimes significantly less variables are required than if
the packet delay d must be calculated as well.
We have seen the conditions under which a general DTMC is ergodic and thus
reaches equilibrium in Sec. 1.2.4. In our summary of the DSVT, we have simply
assumed that the multidimensional Markov chain reaches stochastic equilibrium for
k → ∞ if some straightforward stability condition is met. However, this condition
usually follows from intuitive reasoning rather than mathematically ascertaining the
ergodicity of the chain (i.e. checking irreducibility, aperiodicity and null recurrency).
Although not mathematically rigorous, it is safe to assume ergodicity from a practical
point of view if there is no direct evidence in the physics of the queueing model that
would indicate otherwise. In our experience, periodic, nonstationary or deterministic
behaviour of e.g. the queue content, can only occur if one or more of the stochastic
‘input’ processes are periodic, nonstationary or have some particular deterministic pat-
tern. So the system simply inherits these undesired properties from the input processes
(e.g. the arrival process, server availability process or stochastic scheduling rules) but
does in general not produce them15, unless specifically introduced by the determin-
istic system rules (the queueing discipline). In any case, if stochastic equilibrium is
not reached, there will be a clear and identifiable reason for that, found either in the
system’s queueing discipline or in one of the stochastic input processes.
14The packet delay is defined with relation to a packet, not with relation to a slot as is the case for the
system state variables. In other words, contrary to e.g. the queue content, it is senseless to talk about the
‘packet delay during a certain slot’.
15I.e. ‘garbage in, garbage out’.
Chapter 2
A multiplexer with correlated
train arrivals
At the edge of an ATM (Asynchronous Transfer Mode) network, large external data
frames, e.g. IP (Internet Protocol) frames, are segmented into fixed-length ATM cells,
which are then transported through the network [103, 106]. In order to model the cor-
relation in traffic streams that results from this segmentation, several researchers have
analyzed discrete-time queueing systems where the customers are messages consisting
of a random number of fixed-length packets; see, e.g. [45, 47, 54, 57, 63, 67, 207, 208,
211, 219]. Here, the term message corresponds to the external data format, whereas
the term packet is used to denote the internal format. The segmentation process of the
messages into packets at the network layer is conceptually shown in Fig. 2.1. Time is
assumed divided into fixed-length intervals, referred to as slots, such that one slot suf-
fices to transmit exactly one packet from the buffer. A message enters the queue like
a train at the rate of one packet per slot and packets are assumed to leave the buffer at
the end of a slot. Various distributions for the lengths of the messages have been con-
sidered: a geometric distribution [45,47,208,219], constant-length messages [54,211]

















that the numbers of newly generated messages during the consecutive slots consti-
tute a sequence of independent and identically distributed (iid) random variables. A
somewhat related queueing model is considered in [57], where the delay of messages
consisting of a fixed number of packets is treated under the assumption of an un-
correlated packet arrival process. In [63], a queueing model with multiple classes of
messages is studied. Depending on its class, the packets of a message arrive either as
a train or as a batch, with the one having priority over the other.
An important difference of our model with that of most of the existing studies about
multiplexer models (see e.g. [45, 129, 194, 219]) is that we do not consider the arrival
stream to be the superposition of traffic coming from a finite number of sources. In-
stead of characterising individual sources, we propose a global description of the ag-
gregate packet arrival stream, as explained in the next section. Our model envisions
a ‘multiplexer’ in a more generic sense than the classical device with a fixed number
of limited-bandwidth input lines. In the classical sense, each message is sent to the
queue by a ‘user’ claiming an input line with a link capacity of one packet per slot.
The number of concurring messages (or active users) is then bounded by the number
of input lines. Instead as an aggregate of individual sources, the arrival stream in our
model comes from one centralised source that can be seen as an unbounded pool of
‘users’, capable of sending one message at a time, also at one packet per slot. There is
no upper limit on the number of messages (users) that can simultaneously be active,
so there is no bandwidth limitation other than the stability condition of the queue. Nei-
ther does the generation of new messages depend on how many of them are already
active.
The analysis in this chapter is the result of an attempt to take into account a possi-
ble correlation in the message generation process. In particular, the distribution of the
number of newly generated messages or leading packet arrivals in a slot is assumed
to depend on the value of some environment variable, which represents the behaviour
of the user population. There are two possible environment states, each with geomet-
rically distributed sojourn times. In particular, our analysis yields results with regard
to
I Packets:
the mean, variance and tail distribution of the number of packets in the queue dur-
ing equilibrium, as well as the mean delay of an arbitrary packet,
I Messages:
the mean delay and mean transmission time of an arbitrary message during equi-
librium.
Note that the considered correlated packet-train arrival process contains two types of
correlation: a primary correlation, which results from the fact that one message may
cause packet arrivals in the queue during several consecutive slots, and a secondary
correlation, which is due to the nonindependent generation of new messages. It is
important to note that these types of correlation are strictly Markovian by nature and
have an exponential decay over larger time lags. Our arrival model thus qualifies as
strictly short range dependent (SRD) and our analysis as it stands now is unable to
cope with long range dependent (LRD) traffic.
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2.1 The nonindependent generation of messages
We study a discrete-time single-server queueing system with infinite storage capacity.
A user population generates entities, referred to as messages, which consist of a vari-
able number of fixed-length packets. These messages are delivered to the buffer at a
rate equal to the output link rate of the queue, i.e. one packet per slot (train arrivals).
Note that we do not assume a limit on the number of users simultaneously sending
packets to the multiplexer (i.e. being active). Hence, the number of packet arrivals per
slot is not necessarily bounded.
In practice, our generic multiplexer model with its particular types of correlation in
the arrival stream, is suited to describe queues at places where input bandwidth is not
an issue (like inside a node or a processor) and where the origin of the burstiness is
centralised (like traffic coming mainly from one application). This may for instance be
the case in systems where larger blocks of information (messages) are at some point
transformed into contiguous streams of smaller fixed-size packets. Suppose the mul-
tiplexer operates at the level of a packet-based network layer and its input originates
from an application in the layer immediately above. When a message is generated by
the application (a user population in the upper layer), it is presented to the lower layer
for transmission. However, since the lower layer is packet-based, the message needs
to be broken down in packets at the edge of the two layers. As is the case in many real-
istic systems, the packets originating from one transmission request (one message) do
not enter the multiplexer as a batch, but as a train: one by one. It is obvious that, due to
this origin, the aggregated packet stream in the lower layer will be heavily correlated
(primary correlation): for instance, if a message with a length of two packets is gen-
erated during some slot, it is sure that at least one packet will arrive to the multiplexer
during the next slot, whereas this doesn’t need to be the case for any arbitrarily chosen
slot.
To be able to analyse the multiplexer performance, we still need to specify the
message generating behaviour of the user population. Instead of just assuming that this
is an uncorrelated process, we want to assess the impact of a possible correlation or
burstiness in the generation of messages at the higher layer. Therefore, we extend the
model of [207] with a simple Markovian environment of which the state determines
the number of newly generated messages in a slot. Specifically, the user population
can be in one of two possible environment states, say 1 and 0. During the 1-slots, the
number of new messages is given by a random variable which we assume to have a
value of no less than 1. As such, the 1-periods represent bursts of high user activity, in
which a lot of new messages (at least one per slot) are initiated. During the 0-slots on
the other hand, the activity of the users is rather low and typically, the generation of
one or more messages per slot happens only once in a while. That is, during each 0-slot
the number of newly initiated messages per slot is given by a random variable which
can be 0 with finite probability. Translated to the packet stream, this means that in the
1-periods, at least one packet arrives to the multiplexer per slot and the queue content
cannot decrease, i.e. the queue is in an overload situation. Of course, if the system
is stable, this must be compensated for during the 0-periods, in which slots occur
without packet arrivals. As we will show in this chapter, the (secondary) correlation
introduced in the packet stream by this environment mechanism has a major impact
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on the multiplexer performance, at least for what the queue content is concerned.
For the model explained above, we also want to investigate the delay and the trans-
mission time experienced by an arbitrary message during equilibrium. To this end, we
make the following assumptions regarding our model of the single-server queue.
I Firstly, the queueing discipline is ‘FIFO for packets’. This means that the server is
completely ignorant of the fact that each packet belongs to a certain message and
just transmits the packets in the order they were stored in the queue.
I Secondly, we note that for the analysis of the queue content in terms of packets,
the storage order (and hence, the order of transmission) of packets arriving in the
same slot was not relevant. However, for the delay analysis, it is crucial to specify
the policy used by the multiplexer to decide in which order these simultaneously
arriving packets are stored in the queue. In our model, we assume that this happens
in random order.
I Finally, in the following sections, we shall always define the delay of either packets
or messages to consist of an integer number of slots, i.e. we do not consider a packet
to be present in the system before the end of the slot in which it arrived. As such,
it suffices to observe the system at slot boundaries only.
2.2 Mathematical model and system equations
Since the environment state process is Markovian, the two states 1 and 0 both have
geometric sojourn times:
Prob[ length of a 1-period is n ] = (1−α)αn−1 , n > 1 ;
Prob[ length of a 0-period is n ] = (1−β)βn−1 , n > 1.
Moreover, because of the memoryless property of the geometric distribution, knowl-
edge of the value of rk−1, the environment state in slot k−1, is sufficient to determine
the probability distribution of rk. Specifically, we have that
E[zrk | rk−1=1] = 1−α+ α z , r1(z) ;
E[zrk | rk−1=0] = β + (1−β) z , r0(z) ,
(32)
where E[·] denotes the expected value operator. For ease of notation, we also define




Instead of by α and β, the user environment can also be characterised by the more
comprehensible set of parameters σ and K, which are defined as follows. Suppose
the environment state is 1 with probability σ and 0 with probability 1−σ, indepen-
dently from slot to slot. The mean sojourn times are then given by 1/(1−σ) and 1/σ
respectively. It is clear that the overall fraction of 1-slots remains equal to σ if the
mean lengths of the 1-periods and the 0-periods are both multiplied by the same factor
K, even if the environment is no longer independent then. So, in general, each (α, β)
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corresponds to a certain (σ,K) and vice versa, such that












The factor K can be seen as a measure for the absolute lengths of the sojourn times
in both states, whereas the parameter σ characterizes their relative lengths. Therefore,
we shall henceforward call K the burst-length factor, or equivalently, the correlation
factor of the environment. Moreover, it turns out that the correlation coefficient φ be-
tween the environment state in two consecutive slots during equilibrium is determined





= −1+α+β = 1− 1
K
. (35)
The message lengths (the number of composing packets) are iid random variables






Since the messages arrive to the queue in trains, a new message, or a user becoming
active, is seen by the multiplexer as the arrival of a leading packet in the current slot
and one packet arrival in each of the following consecutive slots up to a total given by
the length of the message. We do not impose an upper bound on the message length
although it is necessary to assume that the moments of its distribution exist, so any
heavy-tailed distributions are precluded. Note that the analysis in this chapter is a
priori valid for finite-length messages, i.e. if L(z) ,
∑N
j=1 `j z
j for a certain N > 1,
and can be much simplified in this case (see Appendix 2.C). In our further analysis,
instead of the probabilities `n (n > 1), we shall often use the probabilities q(n) (n >
1), which are defined as follows: q(n) denotes the probability that a message that is





, n > 1 . (36)
As such, when a user becomes active it runs through a state diagram as the one
depicted in Fig. 2.2, which illustrates the meaning of the incremental probabilities
q(n), n > 1.
Let us now denote by mn,k the number of users that send the nth packet of a mes-
sage during slot k. The number of leading packet arrivals or newly generated messages
m1,k in slot k is assumed to have a probability distribution that only depends on the
environment state rk in slot k. So the variable m1,k depends on the numbers of new
messages generated during previous slots only through the environment state process.
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Figure 2.2: State transition diagram of an active user
As such, m1,k is either given by a random variable w(1)k or by w
(0)
k , depending on
whether the environment is in state 1 or 0, i.e.
m1,k =
{
w(1)k if rk = 1 ;
w(0)k if rk = 0 .
(37)
Both sequences w(1)k and w
(0)
k are iid with pgfs M1(z) and M0(z) respectively, again
assuming that all needed moments of these distributions are finite,
M0(z) , E[ zm1,k | rk=0 ] ;
M1(z) , E[ zm1,k | rk=1 ] .
(38)
We repeat here the above-mentioned assumption that M1(0) = 0, thus interpreting 1
as the ‘active’ environment state in which the users generate at least one new message








dn,i , n > 1 . (40)
The dn,i’s (n > 1) in (40) are, for given n, iid random variables with common pgf
Dn(z) = q(n)z + 1−q(n) , n > 1 . (41)
Indeed, the number of messages that generate their (n+1)th packet in slot k corre-
sponds to the number of messages that generate their nth packet during slot k− 1 and
continue in slot k by sending an (n+1)th packet. The total number of packet arrivals
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Figure 2.3: Parameters of the arrival process and an example depicting the meaning of the
variablesmn,k.
ak in slot k is given by the sum of the numbers of active users mn,k (n > 1) present





Finally, let uk+1 represent the queue content or system content just after slot k (i.e., at
the beginning of slot k+1), where the terms queue or system content indicate the num-
ber of packets that are either waiting or being transmitted. Since the server transmits
a packet whenever one is available in the queue, the evolution of the system content
from slot to slot is described by
uk+1 = ak + (uk − 1)+ , (43)
where (·)+ = max(·, 0).
It is now clear that the arrival process of our model is determined by the following
parameters, listed in Fig. 2.3: σ and K for the environment, the pgf L(z) of the mes-
sage length and the pgfsM1(z) andM0(z) of the numbers of new messages in a 1-slot
and 0-slot respectively. This figure also shows an example explaining the meaning of
the random variables mn,k and (42). Fig. 2.4 gives an overview of the packet arrival
process as well.
Incremental message length distribution: properties
The pgfs Dn(z) have a number of interesting properties, which will make it possible
to revert our analysis later on in this chapter back in terms of the pgf L(z) of the
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Figure 2.4: Stochastic model of the packet arrival process.
message lengths. Specifically, from the above expression forDn(z) and equation (36)
for q(n), one can derive that for any x and for n, i>1,

















Hence, for all z for which L(z) converges,
lim
i→∞











and in view of the normalisation equation L(1) =
∑+∞
j=1 `j = 1,
lim
i→∞
Dn(Dn+1(. . . Dn+i−1(x) . . .)) = 1 .
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Figure 2.5: Flow chart of the packet arrival process: primary and secondary correlation
2.3 Equilibrium distribution of the system state
In Fig. 2.5, we have used the system equations (32), (37), (40) and (42) to depict the
correlation structure of the packet arrival process in the form of a flow chart. First of
all, the chart demonstrates the intra-slot dependencies, i.e. how the number of packet
arrivals ak in slot k depends on both the environment state rk and the numbers of
users mn,k (n > 1) that are active in that slot. Moreover, the chart also shows how
these quantities determine the corresponding quantities in the next slot. Specifically,
we see that the slot boundary is crossed by two arrows, corresponding to the two types
of correlation mentioned earlier. The first arrow passes the environment state rk to
the next slot and accounts for what we have called the secondary correlation. It is
clear from the chart that the environment state process rk forms a one-dimensional
Markov chain in its own right. The second arrow passes the value of the variables
mn,k (n > 1) to the next slot and accounts for the primary correlation. Indeed, because
the distribution of the message length is general, we have to keep track of the numbers
of users that became active in each of the previous slots and still have a packet to send
during the current slot. The information passed by both arrows together gives a full
description of the state of the packet arrival process in slot k. Therefore, the vectors
{rk, mn,k(n > 1)} form an (infinite-dimensional) Markov chain by which the packet
arrival process is characterized. In fact, if we consider the system as a whole (not only
the arrival process), we should include a third arrow, which passes the queue content
uk+1 to the next slot and accounts for the relation (43). All three arrows together,
i.e. the vector {rk, mn,k(n > 1), uk+1}, is sufficient to fully describe the state of
the multiplexer after slot k. Therefore, we can conclude that these vectors — again
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— form an infinite-dimensional Markov chain, and we shall often refer to the set of
variables rk, mn,k (n > 1), uk+1 as the system state variables for slot k. Following
the outline of the discrete supplementary variable technique (DSVT) described in Sec.
1.3.4, this concludes the step where a suitable Markovian system state description is
identified.
Now, we introduce the joint pgf of the infinite-dimensional system state vector in
a slot. Because the state vectors form a Markov chain, it is possible to express the
pgf of the system state vector in a certain slot as a function of the pgf corresponding
to the previous slot, by using the system equations derived earlier. This relation then
results in a functional equation for the equilibrium joint pgf of the system state vector.
Although we are not able to solve this equation, we can derive various results from it
regarding the equilibrium marginal distributions, such as the moments and tail distri-
bution of the queue content and the packet delay, which is done in Sec. 2.4. Later, in
Sec. 2.5 we use the functional equation to obtain the mean of the delay and transmis-
sion time experienced by an arbitrary message as well as the tail distribution of the
message delay.
We start the analysis by defining the joint pgf of the system state vector in slot k
(i.e. of the random variables rk, mn,k(n > 1) and uk+1) as
Pk(x, y1, y2, . . . , z) , E
[
xrk · ym1,k1 · ym2,k2 · . . . · zuk+1
]
. (46)
Then, using the system equations introduced in the previous section, we find
















rk(D1(y2z))m1,k(D2(y3z))m2,k · . . . · z(uk+1−1)+
.
In order to remove the operator (·)+ and to express the right-hand side of (47) in terms
of the function Pk, we need to distinguish between two cases, namely uk+1 > 0 and
uk+1=0. Doing so, while expanding the E-operator, we get









































)jn · Prob[rk= i,mn,k=jn(n>1), uk+1=0]]






































)jn · Prob[rk= i,mn,k=jn(n>1), uk+1=0]] . (48)
Finally, we note that having an empty system at the beginning of slot k+1 implies
that no packets have entered the system in slot k. Since we assumed that at least one
leading packet arrives in the system during a 1-slot, the system can only be empty at
the start of slot k+1 when rk=0 and ak=0. Hence, in view of (42), if uk+1=0, then
also rk = 0 and mn,k = 0 (n > 1), which implies that the probabilities on the right
of (48) are zero if i and jn (n > 1) are not all equal to zero. Furthermore, as k goes
to infinity, the functions Pk and Pk+1 converge to the same limiting function P and
it is seen from (48) that the equilibrium joint pgf P (x, y1, y2, . . . , z) must satisfy the
following functional equation:







· [P (Q(xµ(y1z)), D1(y2z), D2(y3z), . . . , z)+ p0 (z−1)] ,
where we have used the shorthand notations (33) and (39). The quantity p0 indicates
the equilibrium probability of having an empty queue at the start of an arbitrary slot.
This probability can be found using the normalisation condition P (1, 1, . . . , 1) = 1,
although this does not work if (49) is used directly. Let us defer the explanation of
how to obtain p0 to Sec. 2.4.2, where we find
p0 = Prob[u=0] = 1−
(
σM ′1(1) + (1−σ)M ′0(1)
)
L′(1) . (50)
Generally, finding an explicit solution for the joint equilibrium pgf P (x, y1, y2, . . . ,
z) from the functional equation (49) is not a straightforward task. Nevertheless, in
Appendix 2.A we show how a recursive solution can be obtained. But even without
an explicit solution for the joint pgf P , the moments of the performance measures we
are interested in can be obtained directly from the functional equation (49), as will be
explained in Secs. 2.4 and 2.5.
2.4 Analysis in terms of packets
2.4.1 The stability condition
First of all, equation (49) lets us obtain the equilibrium pgf R(x) corresponding to the
environment state process if we let all arguments of the P -function other than x be
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equal to one:










Keeping in mind that R(x) is a polynomial of degree one, we get
R(x) =
(1−β)x+ 1−α
2−α−β = σ x+ 1−σ . (52)
In the previous section, we have assumed that the system reaches stochastic equilib-
rium for k→∞. However, this is not true for all possible configurations of the packet
arrival process. An obvious restriction on the parameters in order for our present analy-
sis to be valid is this: on average over a long period of time, no more packets may enter
the system than can possibly be served in that time. As we assume our models in this
thesis to be ergodic, this condition simply states that the expected number of arrivals
E[a] per slot must be smaller than 1.
Now, to calculate E[a], we can proceed as follows. Let An(yn) (n > 1) be the pgf
of the number of users mn sending the nth packet of a message during an arbitrary
slot during equilibrium. For n=1, it is clear from (37) and (52) that the pgf A1(y1)
of the number of leading packet arrivalsm1 is given by
A1(y1) = M1(y1)Prob[r=1] + M0(y1)Prob[r=0]
= σM1(y1) + (1−σ)M0(y1) . (53)
For n > 2, on the other hand, we obtain from (40)
An(yn) = E[ymnn ] = E[
(
Dn−1(yn)
)mn−1 ] = An−1(Dn−1(yn)) . (54)
Upon repeatedly applying this recurrence equation, it is seen that
An(yn) = A1
(










where we have used property (44) with z = 1, n = 1 and x = yn. The moment-
generating property of pgfs states that the mean value of a random variable is given
by the first derivative of its pgf of which the argument is put equal to 1. Hence, the
average number of users that deliver the nth packet of a message during equilibrium
is given by







, n > 1 . (56)
Now, the expected value E[a] of the total number of packet arrivals can be found by




A′n(1) = A′1(1)L′(1) =
(
σM ′1(1) + (1−σ)M ′0(1)
)
L′(1) . (57)
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Because each packet requires exactly one slot of service and the multiplexer has only
one server, the quantity E[a] also equals the load ρ of the system, and the equilibrium
condition is given by
ρ = E[a] = A′1(1)L′(1) < 1 . (58)
2.4.2 Moments of the queue content
Let us now concentrate on the system content u at the beginning of an arbitrary slot
during equilibrium. In this section, we show that it is possible to calculate E[u], Var[u]
and even higher-order moments of u directly from the functional equation (49), i.e.
without first requiring an explicit expression for the distribution of u.
To obtain E[u], we can proceed as follows. First, let us consider (49) for only those
values of x, yn (n > 1) and z for which the respective arguments of the functions
P on both sides of the equation are equal to each other, i.e., the values given by the
equations









The above equations appear to have more than one set of solutions. For our purposes,
it is sufficient to consider only the solutions x , χ(z) and yn , ηn(z), which satisfy
χ(1) = 1 and ηn(1) = 1 (n > 1). By repeatedly applying (59) and using property
(45), we then find for n > 1
ηn(z) = lim
N→∞













Note in particular that η1(z)=L(z)/z. From this result, together with equation (60),




; χ(1) = 1 . (62)
When the arguments (x, y1, y2, . . . , z) are confined to the one-dimensional sub-
space (χ(z), η1(z), η2(z),. . . ,z), equation (49) becomes a linear equation for the func-
tion P (χ(z), η1(z), η2(z), . . . , z), from which we get
P (χ(z), η1(z), η2(z), . . . , z) =
p0 (z−1)G(z)







The quantity p0 can now be calculated from the normalisation condition
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as
p0 = 1−ρ ,
where ρ is the load of the multiplexer, given by (58). Note that this agrees with (50).
Next, total differentiation of both sides of (63) with respect to z and evaluation of the





















P (1, . . . , 1)︸ ︷︷ ︸
E[u]
.
Except for E[u], all the quantities in this equation can easily be calculated from previ-





+ σ (K−1)(M ′1(1)−M ′0(1))L′(1)[(1−σ)(M ′1(1)−M ′0(1))L′(1)1−ρ − 1
]
.
It has been verified that this result for E[u] reduces to the known result [207], if ab-
straction is made of the environment state process by putting α=0 and β=1, i.e., if
the number of new messages is determined by the same pgfM0(z) in every slot.
Recall that the packet arrival process, and hence the behaviour of the multiplexer, is
completely specified when a particular choice for each of the following is made: the
parameters σ and K for the environment, the distribution L(z) of the message length
` and the distributionsM1(z) andM0(z) of the numbers of new messagesw(1) and w(0)
respectively. In order to show more clearly how the mean system content is influenced
by these choices, we rewrite (65) as
E[u] =






























where A′1(1) = σM ′1(1) + (1−σ)M ′0(1).
First of all, we see that for given distributions of `,w(1) andw(0), and for a given frac-
tion σ of 1-slots, the mean queue content increases linearly with the correlation factor
K of the environment state process, this in spite of the fact that the mean number of
packet arrivals in a slot is independent of K. An intuitive explanation for this effect
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can readily be found. Since we assumed that at least one packet enters the system per
slot while the environment is in state 1, the server cannot keep up with the arrival
stream during the 1-periods and the queue content will gradually increase. Of course,
in stochastic equilibrium, these periods of buffer accumulationmust alternate with pe-
riods during which the transmission of packets prevails over the arrival of packets and
the queue content diminishes again. On the average, such is the case for the 0-periods.
As explained above, the mean lengths of both the 1-periods (accumulation) and the
0-periods (transmission) increase linearly with the factor K. Now, for a given value
of σ, one sees that the queue content, and also its expected value, will reach higher
values as the accumulation periods last longer and are less interrupted by transmission
periods, i.e., asK becomes larger. This explains the observed impact ofK on E[u].
Next, we notice that E[u] is a linearly increasing function of the variances of both
the message length and the numbers of new messages per slot in each of the environ-
ment states. Therefore, the mean queue content increases as the packet arrival process
exhibits a greater ‘variability’, which is a common fact in queueing theory. Also, for
a given load ρ = A′1(1)L′(1), the influence of Var[`] on E[u] increases as L′(1) di-
minishes, whereas the influence of Var[w(1)] and Var[w(0)] decreases. In other words,
for a given ρ, a larger number of, hence, shorter messages results in a larger impact of
Var[`] and a smaller impact of Var[w(1)] and Var[w(0)] on the mean queue content.
In the same way as for E[u], closed-form results can be derived for the higher-order
moments of u in a recursive way. However, it should be noted that the mathematical
manipulations rapidly become very complicated. To obtain the nth order moment of u,
we differentiate (63) n times and evaluate the result in z=1. This yields an expression
for the nth partial derivative (PD) of P (x, y1, y2, . . . , z) with respect to z in the point
(1, 1, . . . , 1) as a function of all other (mixed) PDs of P (x, y1, y2, . . . , z) up to order
n in that point. The first PD equals the nth derivative of the pgf U(z) of u in z=1 and
is directly related to the moment E[un] we are looking for. The other (mixed) PDs of
P (x, y1, y2, . . . , z) up to order n−1 in the point (1, 1, . . . , 1) were already obtained
during the calculation of a previous moment of u. To calculate the remaining nth order
PDs of P (x, y1, y2, . . . , z), we can use the functional equation (49) by differentiating
both sides n times to the desired arguments and evaluating for (1, 1, . . . , 1). To show
that this is always possible, we can remark the following. When comparing in (49)
the arguments of P on the right-hand side to the ones on the left, we observe that
the occurrences of yn (n > 1) have all shifted one place towards the left. It is this
property that enables us to overcome the infinite dimensionality of P and to calculate
its consecutive PDs from (49) in a recursive way. Following the above scheme, we
have obtained an explicit expression for Var[u]. We shall use this expression in the
numerical examples of the next section; however, it is too elaborate to be printed here
in detail.
We shall need some of the PDs mentioned here later on for the calculation of the
mean message delay and transmission time in Secs. 2.5.1 and 2.5.2. In particular, we
need these PDs of (∂/∂y1)P :
∂2
∂x∂y1
P (1, . . . , 1) = σM ′1(1) ; (67)
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∂2
∂y21
P (1, . . . , 1) = A′′1(1) ;
∂2
∂yi∂y1




, i > 2 ; (68)
∂2
∂z∂y1










L′(1)−1)+ (1−σ)K(M ′1(1)−M ′0(1))(1− L(φ)φ )
]
.
2.4.3 Tail behaviour of the queue content
To assess the tail behaviour of the queue content, we must first construct an expression
for the pgf U(z) of the queue content u. In appendix 2.A, we give an iterative proce-
dure that yields the joint pgf of the system state that we can use. In view of definition
(46), we have that U(z) = E[zu] = P (1, 1, . . . , 1, z) and it therefore follows from
(132) that






























, n > 0 . (71)
In (70) and (71), we denoted
g˜n(z) , gn(1, z) = zD1(zD2(. . . zDn(z) . . .)), n > 0 , (72)
which according to (44) is a known polynomial of degree n+1 converging to L(z)
as n goes to infinity. It is also equal to the function gn(yn+1, z) defined in (128) but
with all other arguments than z taken equal to 1. Likewise, the function γ˜n(z) is equal
to the function γn in (129) but also with arguments x, y1, . . . , yn+1 equal to 1. The
functions γ˜n(z) are therefore defined recursively as:
γ˜n(z) , γn(1, 1, . . . , 1, z) =
{
µ(z) , n = 0 ;
Q(γ˜n−1(z)) · µ(g˜n(z)) , n > 1 . (73)
To derive the tail distribution of the queue content, we use an approximation tech-
nique [43, 46] which is known to yield very accurate results. Specifically, from the
inversion formula for z-transforms, it follows that the probability mass function u(n)
can be expressed as a weighted sum of negative nth powers of the poles of U(z). Since
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all these poles have a modulus larger than 1, u(n) is dominated by the contribution of
the pole z0 with the smallest modulus. It is shown [46] that this ‘dominant’ pole z0
must necessarily be real and positive in order to ensure a nonnegative probability mass
function u(n). As such, the probability of having more than S packets in the system
at the beginning of an arbitrary slot can be expressed by the following geometric form
for sufficiently large values of S:







where θ is the residue of U(z) in the point z = z0.
To identify z0 and θ, we can proceed as follows. Since limn→∞ g˜n(z) = L(z), it




r0(Q(γ˜∞(z)) · µ(L(z))) ; Q(γ˜∞(1)) = 1 . (75)
Comparing (62) and (75), it can thus be concluded that r1(γ˜∞(z))/r0(γ˜∞(z)) equals
χ(z), because both functions are implicitly defined by the same relations. Hence, from
(75), it also follows that
γ˜∞(z) = χ(z) · µ(L(z)) . (76)
Although we strongly believe γ˜n(z) to converge in n for all relevant complex values
of z, we can only prove this if z is real and strictly positive. Hence, for this range of
z-values (which includes the dominant pole z0), expression (70) is certain to converge.
Also, from the specific structure of (70), we see that any real root z? of z−G(z)=0
larger than 1 is a pole of U(z). It is not difficult to show that there is just one such
root and that it has multiplicity 1. Moreover, we can prove that any real pole of the
factors ζn(z) (n > 0) must exceed z?. Hence, the root z? is equal to the real dominant
pole z0 of U(z) and can be calculated numerically by using, for instance, the Newton-
Raphson algorithm.









· p0(z0 − 1)z0
1−G′(z0) . (77)
Considering definition (64) of G(z) and the limit behaviour of both g˜n(z) and γ˜n(z),
we observe thatM0(g˜n(z0)) r0(γ˜n(z0)) goes to G(z0)= z0 as n approaches infinity.
From (71) it then follows that the factors ζn(z0) of the infinite product in (77) go to 1,
as n goes to infinity. As a consequence, (77) allows us to compute the residue θ up to
any desired precision by taking into account a sufficient number of factors.
2.4.4 Moments of packet arrivals per slot
We have called a the total number of packet arrivals per slot during equilibrium, which
is the sum of all mn (n > 1) as given by (42). The mean value of a was calculated
earlier, when discussing the stability condition of the system, as (57). Now, for use in
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the following section, we would also like to have an expression for the variance of a.
One ‘natural’ way to obtain the moments of a would be to establish its pgf A(y) first
and then use the moment-generating property of this pgf. Note that A(y) cannot be
constructed by merely multiplying the pgfs An(y) of mn (n > 1), since these vari-
ables are not independent. Instead, we could observe that A(y) = P (1, y, . . . , y, 1)
and repeatedly apply (49), much like we have done for the pgf of the queue content.














E[mi ·mj ] , (78)
where
E[mi ·mj ] = ∂
2
∂yi∂yj
P (1, 1, . . . , 1) and E[m2n] = A′′n(1) +A′n(1) . (79)
As explained above, the partial derivatives of P (x, y1, y2, . . . , z) evaluated in (1, 1, . . .
, 1) can be calculated directly from the functional equation (49). Doing so, for the
variance Var[a] = E[a2]−E[a]2 of the number of packet arrivals a during an arbitrary




























2.4.5 Mean packet delay
We define the packet delay as the number of slots between the end of the packet’s
arrival slot and the end of the slot during which the packet is transmitted from the
queue. Let d with pgf D(z) be the random variable denoting the delay of an arbitrary
packet during equilibrium. In [43, 211] and for a more general case also in [193],
it is shown that for any discrete-time single-server queueing system, with a FIFO
queueing discipline and constant service times of one slot, the following relationship




1− U(0) , (81)
irrespectively of the (possibly correlated) nature of the packet arrival process. Since
in our model the above conditions are met, expression (81) for the distribution of the
packet delay applies and allows us to obtain the moments and tail distribution of d
directly from the corresponding results for u. For instance, the mean packet delay
relates to the mean queue content obtained in (65) as (U(0)=p0)








in accordance with Little’s theorem [83,102].
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J J+1 J+2 J+3
L
M
Figure 2.6: An arbitrary message M of length L, with the leading packet arriving in slot J .
2.5 Analysis in terms of messages
2.5.1 Mean message delay
In this section, we deal with the delay experienced by messages, rather than individual
packets. We define the message delay c as the time period between the end of the slot
in which the first packet of a message is generated and the end of the slot during
which the last packet of this message is transmitted. In what follows, we extend the
technique used in [47,207] to obtain the mean message delay E[c]. To start with, let us
first consider an arbitrary but tagged message M, of which the leading packet enters
the multiplexer during some slot J during equilibrium, as in Fig. 2.6. Let r(J+n),
mi(J+n) (i > 1) and u(J+n) be the system state variables for slot J+n. Also, by
a(J+n), we indicate the total number of packet arrivals during slot J+n. Furthermore,
if we denote by L the length of message M, then for 06n6L−1, one of the packets
contained in a(J+n) will be the (n+1)th packet of the tagged message M; and by
a∗(J+n) we shall count those packets arriving in slot J+n that are to be transmitted
no later than this particular packet of M. Now, using similar methods as in [43,45,47],
it can be shown that the joint mass function of the system state variables in slot J is
given by




Prob[r= i,m1=j1,m2=j2, . . . , u=k], (83)
and the corresponding pgf P̂ (x, y1, y2, . . . , z) is given by





P (x, y1, y2, . . . , z) . (84)
From (83) and (84) it is clear that the statistics of the system during equilibrium depend
on the events on which one chooses to observe the multiplexer: the joint pgf of the
system state ‘on slot boundaries’ (P ) differs from the pgf of the system state ‘as seen
by new messages’ (P̂ ). In Appendix 2.A, we shall use (84) to give a more explicit
expression for P̂ (x, y1, y2, . . . , z).
In order to calculate the mean value of the message delay c, we first condition on




E[ck] `k , (85)
58 2.5. Analysis in terms of messages
J J+1 J+2 . . . J+k−1J








(a) L = 1 (b) L > 1
Figure 2.7: Arrival of a message M of length L=k. The packets of M are indicated in bold line
and the packets that are transmitted during the delay time of M are shaded.
where ck denotes the delay of an arbitrary message of length k. To derive the condi-
tional mean delay E[ck], we make a distinction between the cases for L= 1 and for
L> 1. In Fig. 2.7, we have depicted the packet arrivals in the consecutive slots dur-
ing which message M is delivered to the queue. Note that we have drawn the arriving
packets in the order they are stored in the queue and that in each slot, the position of
the packet belonging to M is random (i.e. uniformly distributed). In the case L=1, it
is clear that the message delay is given by
c1 = u(J) − a(J) + a∗(J) , (86)
which corresponds to the shaded packets in Fig. 2.7(a). If the system is non-empty at
the beginning of slot J , then u(J)−a(J) is the number of packets in the system at
that moment minus the one packet being served during slot J ; otherwise, it is zero.
Also, a∗(J) is the number of packet arrivals in slot J to be transmitted no later than
the packet of M. Next, if L=k>1, then the message delay is given by the number of
shaded packets in Fig. 2.7(b):
ck = u(J) +
k−2∑
n=1
a(J+n) + a∗(J+k−1) , k > 1 , (87)
where the second term is dropped if k = 2, by convention. Due to the fact that the
packet belonging to M could be any of the a(J+n) packets arriving in slot J+n, it















, n > 0 .
(88)
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E[a(J+n)] `k − 12
+∞∑
k=2
E[a(J+k−1)] `k . (89)
The mean queue content E[u(J)] as seen by an arbitrary message M can be calculated









P (1, 1, . . . , 1) . (90)










P̂ (1, 1, . . . , 1) .












where φ is reminded to be the coefficient of correlation of the environment state
process given by (35). Now, the only quantities in (89) that remain to be determined
are the mean numbers of arrivals E[a(J+n)] in the slots J+n (n > 1), given that
M is still active in those slots. To this end, we shall first derive in the following para-
graphs the expected values of the environment state r(J+n) and of the numbers of
usersmi(J+n) sending their ith packet (i>1). Furthermore, in the remainder of this
section, we always assume that n>1 and that a packet from message M arrives in slot
J+n.
Environment state in slot J+n.
From (32), we have for RJ+n(z), the pgf of r(J+n), that






Differentiating both sides of (92) and evaluation in z=1 yields
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where we have recursively applied the first equation to obtain the latter. Next, consid-
ering the fact that E[r(J)] = (∂/∂x)P̂ (1, 1, . . . , 1), we can conclude from (93), (84)
and (67) that





Note that E[r(J+n)] 6= σ, as would be the case for the environment state in an arbitrary
slot. However, slot J+n is not just any slot, but the nth slot after the arrival of the
tagged message M, which is statistically very different! The same remark can be made
for the other expressions in this section regarding averages taken in slot J+n.
New messages in slot J+n.






)r(J+n)] = M0(z)RJ+n(µ(z)) . (95)
Then, after differentiating (95) and using (94), we find




Active messages initiated before slot J+n.










where, for given i, the di−1,j’s are iid with common pgf Di−1(z), given in (41), and
with expected value q(i−1). The term −1 in (97) accounts for the (n+1)th packet of
M that is certain to arrive in slot J+n. Taking expected values of (97), we obtain:
E[mi(J+n)] = q(i−1)E[mi−1(J+n−1)] , 1<i 6= n+1 ;











E[m1(J+n−i+1)] , 1 < i < n+1 ; (98)
















E[mi−n(J)] , i > n+1 . (100)
Now, in (98), the averages on the right-hand side can directly be obtained from (96).
On the other hand, in (99) and (100), the quantities E[mi(J)] are given by (∂/∂yi)P̂ (1,











1 < i 6= n+1 ;






Since the mean value of the total number of packet arrivals E[a(J+n)] is given by
the sum of all E[mi(J+n)], i>1, we can now appropriately substitute the terms of this
sum by the expressions (96), (101) and (102), depending on whether i=1, 1<i 6=n+1

































Finally, substitution of the results (90), (91) and (103) in (89) leads to an expression
for the mean message delay E[c]. After some very tedious calculations, we find
E[c] =E[u] + L′(1)+
L′(1)
2A′1(1)






M ′1(1)− 1 +A′1(1)(L′(1)− 1)






























62 2.5. Analysis in terms of messages





(a) L = 1 (b) L > 1
Figure 2.8: Arrival of a message M of length L=k. The packets that are transmitted during the
transmission time of M are shaded.
2.5.2 Mean message transmission time
We define the transmission time of a message as the time period between the beginning
of the slot in which the leading packet of the message is transmitted and the end of the
slot in which the last packet is transmitted. Let h denote the transmission time of an
arbitrary message during equilibrium, then we show in this section, how the previously
obtained results can be used to compute the mean transmission time E[h]. Specifically,




E[hk] `k , (105)
where hk denotes the transmission time of an arbitrary message of length k. Obvi-
ously, if L=1, then h1=1. On the other hand, if L=k>1, then
hk = a∗∗(J) +
k−2∑
n=1
a(J+n) + a∗(J+k−1) , k > 1 , (106)
where a∗∗(J) indicates the number of packets arriving in slot J , but to be transmitted
no sooner than the packet of M that arrives in slot J (see Fig. 2.8). Note that, since
the position of this packet among the arrivals in slot J is random, a∗∗(J) has the same
distribution as a∗(J) and its mean value is given by (88). Thus, it follows from (105)
and (106) that


















where we have used (89). All terms appearing in (107) were studied in the previous
section, and we arrive at the following closed-form expression for the mean message
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Figure 2.9: The waiting time w, transmission time h and total delay c of a message M of length





















































In addition to the message delay and transmission time, many authors (e.g. [47, 54,
207]) also study the message waiting time. We define the waiting time w of a message
during equilibrium as the time period between the end of the slot during which the
first packet of the message arrives and the time instant at which the transmission of
this packet is about to start. From this definition and from Fig. 2.9, it is clear that
w = c− h. Therefore, from (107), the mean waiting time E[w] is given by



























2.5.3 Tail behaviour of the message delay
Whereas in Sec. 2.5.1, we have considered only the first moment of the message de-
lay c, we now want to study the z-transform of its complete distribution and give an
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approximation for the distribution of the tail that can be implemented numerically.
Specifically, we first construct an expression for the pgf ck(z) of ck, the delay of an
arbitrary message that consists of k packets. Obviously, the pgf of the unconditional





To assess the tail distribution of ck, we use again the dominant pole approximation
described in [43,46]. In other words, we approximate the probability for a message of
length k to experience a delay of more than C slots by the following geometric form
for sufficiently large values of C:








where θck is the residue of ck(z) in the point z = z0. To identify z0 and θck we thus
need an expression for ck(z).
Let us consider again an arbitrary message M of L packets of which the first one
arrives during slot J . We first treat the case where L = k > 1. Then it follows from
(87) and (88) that
ck(z) = E
[


















∆k(z, z, . . . , z, yk, z) dyk , (111)
where we have introduced the joint generating function of the queue content at the end
of slot J , together with the numbers of packet arrivals in each of the following k−1
slots:




2 · ya(J+2)3 · . . . · ya(J+k−1)k · zu(J)
]
. (112)
Now, following a similar line of thought as in Sec. 2.5.1, it is possible to relate the
random variables in (112) to the system state variables for slot J only (this is demon-
strated in Appendix 2.B in case all arguments of∆k are equal to z). We can therefore
rely on result (133) of Appendix 2.A for the joint pgf P̂ so as to find an exact expres-
sion for ∆k(z, z, . . . , yk, z) and hence, for ck(z). We have carried out the necessary
calculations and found that the dominant pole z0 is given implicitly by z0 = G(z0),
where G(z) is defined in (64). Its value can thus easily be obtained numerically by
using e.g. the Newton-Raphson scheme. However, to find the tail behaviour, we also












∆k(z, z, . . . , z, yk, z) dyk . (113)
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As such, the evaluation of θck involves the integration over a very complicated func-
tion of yk. Indeed, as it turns out, the integrand of (113) is a product of an infinite
number of factors in yk, which makes it hard to implement the integration numeri-
cally. Similarly, for the case L = 1, it follows from (86) and (88) that
c1(z) =E
[
















P̂ (1, y, y, . . . , z) dy . (114)
Here we can draw the same conclusions regarding z0 and θc1 as above.
In short, although we might be able to give an analytically exact expression for
ck(z) (k>1) and its residue θck in z0, the actual evaluation of the latter would be very
cumbersome due to the integrations in (111) and (114). Note that this integral arises
from the fact that the arrivals in the last arrival slot of message M are only partially
comprised within ck, i.e. it is the last term in (86) and (87) which gives difficulties.
In the following paragraphs we try to avoid this problem by proposing an appropriate
lower and upper bound for ck.
An upper bound ck for ck.
Let us call ck the delay of a message M with length k in the worst-case scenario
that of all the arrivals in a certain slot, the packet of M is always the last one to be
transmitted. This means that the term a∗(J+n), n > 0, in (86) and (87) is always
equal to its maximum value a(J+n) and we have that
ck 6 ck , u(J) +
k−1∑
n=1






n=1 a(J+n) · zu(J)
]
= ∆k(z, z, . . . , z︸ ︷︷ ︸
k−1
, z) .
In Appendix 2.B we calculate the pgf ∆k(z, z, . . . , z, z) in terms of the joint pgf P̂ ,
which in turn is calculated in Appendix 2.A. Using the obtained expressions (133)
and (139) then yields an explicit expression for ck(z) in terms of the parameters of the
arrival process only. Again, we can show that the dominant pole z0 of ck(z) is given
by G(z0) = z0. Its residue θck in the point z = z0 then follows as:
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where we make use of these particular evaluations of the functions (128) and (129)
from Appendix 2.A:
• g˜◦n = g˜n(z0) = gn(1, z0) , n > 0 ; (116)
•
{





n) , n > 0 ;
(117)


































































µ(g◦n) , n > 0 .
(120)
In (115)–(120) we also make use of the functions hij(z) (i, j > 0), Λk(z) (k > 0)
defined in Appendix 2.B, by (136) and (138) respectively. For large n, the factors of
the infinite product in (115) converge to G(z0)/z0 = 1. Likewise, one can prove the
infinite series to be also convergent. Therefore, it is not too difficult to evaluate θck
numerically based on the expressions (115)–(120).
A lower bound ck for ck.
We can also consider the scenario in which the packets of M always get transmitted
first, i.e. the term a∗(J+n), n> 0 in (86) and (87) always equals its minimum value
1. Under this condition, the message delay ck is given by




a(J+n) + 1 , k > 2 ;
u(J)− a(J) + 1 , k = 1 .
In the case where L = k > 1, we can remark that ck = ck−1+1. Hence, the pgf of
ck is given by ck(z) = z ck−1(z) and has the same dominant pole z0 as ck−1(z). Its
residue in the point z=z0 is then simply given by
θck = z0 θck−1 , k > 2 ,
so we can reuse the result of (115). In case L = 1, we find for c1(z):
c1(z) = E[z








, . . . , z
)
.
As such, it is possible to devise a similar algorithm for θc1 as in (115)–(120), albeit
much simpler here.
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To conclude, we note that once the values z0, θck and θck , k > 1, are obtained, one
can calculate from (110) the following upper and lower bounds for the probability of
the unconditional message delay c to be larger than C:
− θ
c
z0 − 1 z
−C−1
0 6 Prob[c > C] 6 −
θc






ck `k and θc =
∑+∞
k=1 θ
ck `k. In practice, these bounds prove to
be reasonably tight, as will be demonstrated by the examples in the next section.
2.6 Numerical examples and discussion of results
2.6.1 Effect of primary and secondary correlation on the mean
queue content
As mentioned before, the correlated train arrivals model for the packet arrival process
considered in this chapter exhibits a twofold correlation: a primary correlation due
to the arrival of messages in trains at the rate of one packet per slot and a secondary
correlation due to the nonindependent generation of new messages. In this section,
we will demonstrate the importance of taking into account both types of correlation.
For this purpose, we compare the results obtained for the mean queue content of the
‘correlated train arrivals’ model with the results that would be found if a model with-
out secondary correlation or an uncorrelated model for the packet arrival process were
used.
For the model without secondary correlation but with primary correlation (‘uncor-
related train arrivals’ model), we assume that new messages are generated by the user
population independently from slot to slot according to the pgf A1(z) given by equa-
tion (53); the message lengths are iid with pgf L(z). In this case, the mean equilibrium








By using (53), we can express E[uprim] in terms of the basic parameters of our corre-
lated train arrivals model as
E[uprim] =
A′1(1)2L′(1)


















Comparing the expressions (122) and (66) for E[uprim] and E[u], we find
E[u] = E[uprim] +
σ(M ′1(1)−M ′0(1))(M ′1(1)L′(1)− 1)L′(1)
1−ρ · (K − 1) . (123)

























Figure 2.10: Expected value and standard deviation of the queue content versus the total load
ρ for various values of K. The message-length distribution is a mixture of two geometrics
(p = 0.5, mean 10 and variance 150),M0(z) = 1 andM1(z) = 0.5z/(1− 0.5z).
This clearly shows that for given L(z), M0(z), M1(z) and σ 6= 0, E[u] is always
greater than E[uprim] when K > 1, i.e., in case of a positive correlation coefficient
φ=1−1/K between the environment states in two consecutive slots; the expressions
only agree when K = 1 (φ= 0), i.e., in case of an uncorrelated message generation
process. Therefore, neglecting the (positive) correlation in the message generation
always leads to an underestimation of the mean queue content.
In the ‘uncorrelated’ model, packets arrive to the multiplexer independently from
slot to slot. In order to make a fair comparison we assume the distribution of the
number of packet arrivals per slot to be the same as in the correlated train arrivals
model, i.e. the mean and variance are equal to ρ and Var[a], given in equations (58)
and (80). The mean equilibrium queue content E[uun] in the uncorrelated model is then







We now consider some practical examples. First, let us introduce four possible
choices for the pgf L(z) of the message length ` :
L1(z) = zm , L2(z) =
(1−θ)2z
(1− θ z)2 ,
L3(z) =
(1−λ)z
1− λ z , L4(z) = p
(1−λ1)z
1− λ1 z + (1−p)
(1−λ2)z
1− λ2 z , (125)
i.e., fixed-length messages, a negative binomial distribution, a geometric distribution
and a mixture of two geometric distributions, respectively. The parameters of the dis-
tributions are chosen such that the mean message length L′(1) is equal to a given
value m. Additionally, in case of L4(z), a value for p and Var[`4] must be specified.
The variances of the other message-length distributions are given by
Var[`1] = 0 , Var[`2] =
1
2
(m−1) (m+1) , Var[`3] = m(m−1) . (126)






















Figure 2.11: Expected value and standard deviation of the queue content versus the total load
ρ for various values of K. The message-length distribution is negative binomial (mean 10),
M0(z)=exp[0.05(z−1)] andM1(z)=z.
In Figs. 2.10, 2.11 and 2.12(a), the mean E[·] and standard deviation Dev[·] of the
queue content for u (correlated train arrivals), uprim (uncorrelated train arrivals) and





L′(1). For each of the curves in these plots, a particular fixed choice is
made for the distributions of `, w(1) and w(0) and for the value of the correlation factor
K. The variation of the load along the horizontal axis is brought about only by varying
σ between 0 and a maximum value implied by the stability condition. Hence, ρ can
range fromM ′0(1)L
′(1) to 1.
In Figs. 2.10 and 2.11, E[u], E[uprim] and E[uun], as well as Dev[u], Dev[uprim]
and Dev[uun] are plotted for different values of the environment correlation factor
K, namely K = 1, 2, 5, 10. In Fig. 2.10, the message-length distribution is a mixture
of two geometrics according to L4(z) with p = 0.5, m = 10 and a variance of 150.
The number of new messages in the 1-slots is assumed to have a geometric distri-
bution with an expected value of 2, whereas no new messages are generated during
the 0-slots. In Fig. 2.11, we give an example in which new messages are generated
during 0-slots too:M0(z) = exp[q(z − 1)], i.e., a Poisson distribution with intensity
q = 0.05. Furthermore, exactly one new message starts per 1-slot (M1(z) = z) and
the message lengths are negative binomially distributed with m = 10. Note that in
this case, the load ρ cannot become less thanmq = 0.5 by merely varying σ. The fig-
ures clearly demonstrate the severe underestimation of the system performance when
the different levels of correlation in the arrival process are neglected. For instance, we
observe the rapid growth of E[u] as K increases, i.e., as the absolute (mean) lengths
of the 1-periods and the 0-periods increase, even though the overall ratio σ of 1-slots
remains unchanged. As is expected from (122) and (123), all the curves for E[uprim]
coincide with the one representing E[u] for K = 1 (bold curve). For Dev[u] and
Dev[uprim], similar conclusions can be drawn. The dashed curves represent E[uun] and
Dev[uun], showing what happens if the correlation in the packet arrival stream is ne-
glected altogether. We see that the moments of uun also slightly increase with higher
values of K, although not in the same drastic way as the moments of u. It should

























K = 3 ρ = 0.5
(a) (b)
Figure 2.12: Mean queue content versus the total load ρ forK=3 in (a) and its tail distribution
Prob[u > S ] against S for K=3 and a total load ρ=0.5 in (b). These are plotted for various
distributions of the message lengths (mean 10),M0(z)=1 andM1(z)=0.5z/(1−0.5z).
be noted that in both Figs. 2.10 and 2.11, the results for Dev[uun] were obtained by
simulation of the arrival process over a large number of slots and are included for
comparison only.
In Fig. 2.12, the environment correlation factor is chosen to beK=3 for all curves.
In the 1-slots, the number of new messages has a geometric distribution with an ex-
pected value of 2, while no new messages are generated during the 0-slots. To illus-
trate the influence of the distribution of the message lengths, we plotted the mean
queue content and its tail distribution for the four pgfs given in (125). Their para-
meters are chosen such that L′(1) = 10, and for the mixed geometric distribution :
p = 0.5, Var[l4] = 150. In Fig. 2.12(a), we know from (66) and (122) that for E[u]
and E[uprim] the difference between the four curves is due only to the linear impact of
the message-length variance, which here has the values : Var[`1] = 0, Var[`2] = 49.5,
Var[`3]=90 and Var[`4]=150. For E[uun], however, we see that the curves are ordered
in the opposite way as for the correlated arrivals models. In view of (124), this sug-
gests a negative dependence of the variance (80) of the number of packet arrivals per
slot on the variance of the message lengths. In Fig. 2.12(b) we show a logarithmic plot
of the tail distribution of the queue content. The probability for the queue content to
exceed a certain level S is plotted for the same parameters of the arrival process as in
Fig. 2.12(a) and for a load ρ = 0.5. Here, similar conclusions can be drawn and, even
for this medium load, the difference between the curves for the three arrival models is
particularly striking.
2.6.2 The message delay and transmission time
In order to illustrate how E[c], E[h] and Prob[c > C] are influenced by the parameters
of the arrival process, we now consider some practical examples. The Figs. 2.13, 2.14
and 2.15 all consist of two plots. In part (a) of these figures, the mean delay E[c]
and the mean transmission time E[h] of the messages are plotted versus the total load




































Figure 2.13: Mean message delay E[c] and transmission time E[h] in case of a negative bino-
mial message-length distribution (mean 10), M0(z) = e0.05(z−1) and M1(z) = z. In (a) these
measures are plotted versus the total load ρ for various values of K, whereas in (b) they are









































Figure 2.14: Mean message delay E[c] and transmission time E[h] in case of a deterministic
message length L=m, M0(z) = 1 and M1(z) = z2, for various values of L. In (a) these are
plotted versus the load ρ forK=3 and in (b) versusK for ρ=0.5.
ρ=[σM ′1(1)+ (1−σ)M ′0(1)]L′(1) of the system. The variation of ρ along the abscissa
is brought about only by varying σ between 0 and a maximum value implied by the
stability condition. Hence, ρ can range fromM ′0(1)L
′(1) to 1. In part (b) of each figure,
E[c] and E[h] are plotted versus the burst-length factorK, for a particular fixed choice
of the load (or equivalently, of σ).
In Fig. 2.13, the message-length distribution is negative binomial according toL3(z),
withm=10. The number of new messages in the 0-slots is assumed to have a Poisson
distribution with intensity q=0.05, whereas exactly one new message is generated in
each 1-slot, i.e.M0(z)=eq(z−1) andM1=z. Note that in this case, the load cannot be-





























Figure 2.15: Mean message delay E[c] and transmission time E[h] for various distributions of
the message length L (mean 10),M0(z)=0.06z+0.94 andM1(z)=z. In (a) these are plotted
versus the load ρ forK=1, 5 and in (b) versusK for ρ=0.75.
come less thanmq=0.5 by merely varying σ. The first thing we notice on these plots,
is the rapid growth of the mean message delay as the burst-length factor K increases,
even though the load is unchanged. Specifically, Fig. 2.13(b) shows that this growth is
almost linear, especially for large K. Therefore, we can conclude that in the analysis
of multiplexers like the one studied here, it is very important to take into account pos-
sible correlation in the message generation process. In fact, suppose we would choose
to neglect this secondary correlation and analyse the system under the assumption that
the numbers of messages generated in each slot are no longer correlated, but are iid
variables with pgfA1(z). Of course, this pgf would then be: σM1(z)+ (1−σ)M0(z).
It can be seen that the results of the analysis for this model with only primary correla-
tion can be obtained from our model (with both primary and secondary correlation) by
assuming that the correlation coefficient φ of the environment state in two consecutive
slots is zero, i.e. K=1. Indeed, if K=1 (and φ=0), our results (104) and (109) for
E[c] and E[w] reduce to the ones obtained in [207], where an uncorrelated message
generation process was considered. The next observation we make from Fig. 2.13 is
that the influence of the environment parametersK and σ (or ρ) on the mean transmis-
sion time E[h] is rather limited (as opposed to the very significant influence on E[c]).
For instance, in Fig. 2.13(a) we see that, for given K, E[h] increases only slightly
with the load ρ and remains bounded, even if the load is maximal. Indeed, during the
transmission time of a message M, the only packets that are transmitted, are those that
arrived during the L arrival slots of M. On the average, the amount of those packets
is bounded for all 0 6 σ 6 1, even for values of σ for which ρ > 1. Additionally,
in Fig. 2.13(b), we observe that, for given ρ, E[h] reaches a limit value if K → ∞.
Naturally, all of the above considerations are valid for the Figs. 2.14 and 2.15 too.
In Fig. 2.14, the message length is deterministic according to L1(z), and we have
plotted E[c] and E[h] for m = 1, 2, 3, 4, 5. In the 0-slots, no new messages are gen-
erated, whereas in each 1-slot, there are exactly 2 new messages, i.e.M0(z) = 1 and
M1 = z2. In Fig. 2.14(a) and (b) we have assumed K = 3 and ρ= 0.5 respectively.
























K = 1 K = 5
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Figure 2.16: Upper and lower bounds for Prob[c > C] in case M0(z) = e0.05(z−1) and
M1(z) = z. In (a) the tails of c and c are plotted for K = 5 and various values of the load.
The messages have a constant length of 10 packets and for ρ=0.7, a simulation result of c is
added. In (b) we considered various distributions of the message length (mean 10), for ρ=0.8
andK=1, 5.
We observe that, for a given K and σ, both E[c] and E[h] increase with the message
lengthm, as is intuitively clear.
In Fig. 2.15, in each 1-slot exactly one new message is generated, while in each 0-
slot this only happens with probability 0.06, i.e.M0(z)=0.06z+0.94 andM1(z)=z.
To illustrate the influence of the distribution of the message lengths, we have plotted
E[c] and E[h] for the four pgfs given in (125). Their parameters are chosen such that
L′(1) = 10, and Var[L4] = 150. The other variances are then given by Var[L1] = 0,
Var[L2] = 49.5 and Var[L3] = 90. In Fig. 2.15(a) and 2.15(b) we chose K =1, 5 and
ρ = 0.75 respectively. Although it cannot directly be proven from (104), we make
the empirical observation that the mean message delay E[c] appears to increase with
Var[L] (we did prove that this is certainly the case for E[u]). However, for the mean
transmission time E[h], quite the opposite seems to hold: message-length distributions
with higher variances yield a lower, hence better, mean transmission time.
Finally, in Fig. 2.16, we show two plots of the tail distribution of the message delay
c, with M0(z) = e0.05(z−1) and M1(z) = z. First, in Fig. 2.16(a), the messages are
exactly 10 packets long. Both Prob[c > C] and Prob[c > C] are plotted for K = 5
and various values of the load ρ. We also used these parameters to run a simulation
according to the mathematical model described in Sec. 2.2. The delay distribution of
the messages generated during a 2 · 108-slot simulation for ρ = 0.7 is added to the
figure, matching exactly the result predicted in Sec. 2.5.3. Secondly, in Fig. 2.16(b),
the upper and lower bounds for Prob[c > C] are plotted for the same distributions
of the message length as in Fig. 2.15, for ρ = 0.8 and K = 1, 5. Again, we see that
the message-length distribution with the highest variance gives the highest tail prob-
abilities for the delay. Both figures show that the upper and lower bounds for the tail
distribution of c which we obtained in Sec. 2.5.3 lie extremely close together.
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The influence of the parameters of the model as observed in the above examples, is
in accordance with the nowadays well established rule that queue performance wors-
ens as the autocorrelation function of the arrival stream extends to larger time scales.
With regard to our particular model, it would be useful to be able to quantify the
‘amount’ of correlation that can be seen as primary correlation (messages arrive as
trains) and the amount qualified as secondary correlation (nonindependent environ-
ment) apart from each other, as well as their respective impact on the multiplexer
performance. For the secondary correlation, this is not too difficult. It is clear from
(35) that the autocorrelation of the environment {rk} at lag n behaves like φn, so
a higher φ (or K) means a higher secondary correlation. Also, the impact of K on
the performance measures is clearly discussed above. A similar characterisation for
the primary correlation is not so easy to provide. A possible candidate could be the
mean message length L′(1), since it reveals how long an average message affects the
arrival stream. Unfortunately, unlikeK, L′(1) also has influence on the first-order sta-
tistics of the arrival stream, which makes it difficult to use this parameter to quantify
correlation.
2.7 Conclusion
In this chapter, we have analyzed a discrete-time queueing system with correlated
variable-length packet-train arrivals that represents a statistical multiplexer with an
unbounded population of users. The simultaneous impact of two types of correlation
in the packet arrival process has been assessed, a primary correlation due to the fact
that the messages generated by the users enter the system at the rate of one packet
per slot (train arrivals) and a secondary correlation due to the fact that the number of
messages generated each slot depends on a Markov-modulated environment.
The use of the DSVT technique with an infinite-dimensional state description has
allowed us to obtain expressions for most of the relevant performance measures, both
in terms of packets and in terms of messages. For the packets, we have explicit expres-
sions for the moments of the queue content and the packet delay during equilibrium.
An algorithmic solution for the tail distribution is given as well. In terms of messages,
we obtained the mean value of the message delay and the message transmission time,
where the latter is the time from the instant the first packet of a message starts its
service until the last packet of the message leaves the queue. For both the delay and
transmission time of the messages, we have a tight upper and lower bound for their tail
distribution. Our results convincingly show that the required buffer storage capacity
for a statistical multiplexer may be severely underestimated if the correlation in the
packet arrival process is not taken into account properly. Correspondingly, the delay
of both packets and messages is equally influenced by the correlation in the arrival
stream.
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2.A Appendix: An iterative solution for the functional
equation
We now derive an explicit formula for the joint pgf of system state variables, observed
both on arbitrary slot boundaries (P ) and at the start of new messages (P̂ ). To this
end, we repeatedly apply functional equation (49) as follows:



















































D1(zD2(y3z)), D2(zD3(y4z)), . . . , z
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Q(γN ), D1(. . . zDN (yN+1z) . . .),
D2(. . . zDN+1(yN+2z) . . .), . . . , z
)
.
In this expression, we defined the functions gn, n > 0, as









i.e. gn is a polynomial of degree n+1 in z, converging to L(z) as n goes to infinity.
Secondly, the functions γn, n > 0, in (127) are defined recursively as{
γ0 = γ0(x, y1, z) , xµ(y1z) ;








, n > 1 . (129)
A remarkable thing about this iterative procedure is that the arguments of P on
the right-hand side of (127) become independent of all variables other than z, but
also seem to converge to the one-dimensional trajectory
(
χ(z), η1(z), η2(z), . . . , z
)
for which (63) holds. For the variables yn, n > 1, this follows directly from (61). On
the other hand, to prove that Q(γ∞) = χ(z), we first remark that if the sequence γn
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γ∞(1, 1, . . . , 1, 1)
)
= 1 , (130)
since limn→∞ gn = L(z). Now, when comparing (62) and (130), we see that both
χ(z) and Q(γ∞) are implicitly determined by the same relations. Hence, we can con-
clude on their equality. Note also that a fortiori the ‘reduced’ sequence γ˜n(z) defined
in (73) converges to χ(z) as well, so γ∞= γ˜∞(z)=χ(z).
We can also give a more ‘constructive’ proof for the convergence of Q
(
γn(x,
y1, . . . , yn+1, z)
)
to χ(z), in the case where the message length is bounded byN (see
Appendix 2.C). From (128) and (129), we then have that γn = Q(γn−1)µ(L(z)),
for all n > N . Therefore, the functions γn, n > N , depend only on the variables
(x, y1, . . . , yN , z). Moreover, for a particular value of z, the dynamic behaviour of




(1−β) γn−1 + β · µ(L(z)) . (131)
This well-known type of transformations generally has one repelling and one attract-
ing fixed point, the latter here being equal to χ(z)µ(L(z)). This means that, whatever
the starting value γN−1, eventually the sequence {Q(γn)} will always converge to the
value χ(z).
Finally, following the above discussion, we can substitute the linear solution (63)
of the functional equation into (127), which yields an explicit expression for the joint
pgf of the system state variables in an arbitrary slot:





















To obtain also the distribution as seen by an arbitrary new message, we need to differ-
entiate this expression to y1, as indicated by (84). Here it is useful to remark that gn,
n > 1, is independent of y1. We obtain:
















































Note that since gn → L(z) and γn → χ(z)µ(L(z)) as n goes to infinity, the factors
of the infinite product in both (132) and (133) converge to G(z)/z.
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2.B Appendix: The upper bound ck(z)
In this appendix, we elaborate on the pgf ck(z) = ∆k(z, z, . . . , z, z) of ck, an upper
bound for the total delay experienced by a message of length L = k. From definition
(112), we have for k>2 that
∆k(z, z, . . . , z︸ ︷︷ ︸
k−1
, z) = E[za(J+1) · za(J+2) · . . . · za(J+k−1) · zu(J)] . (134)
The first k−1 factors in (134) can be expanded using a(J + n) =∑+∞i=1 mi(J + n),
1 6 n 6 k−1. Then, based on system equations (97), in (134) we can relate the
system state variablesmi(J+k−1) (i>1) in slot J+k−1 to variables in the previous
slot J+k−2. In the next step, all variables mi(J+k−2) (i>1) are written in terms
of the variablesmi(J+k−3) and so on until the only variables left in the expression
are the number of new messages in the slots J+1 up to J+k−1 and the system state
variables mi(J) (i> 1) in slot J together with u(J). The result of these calculations
is
∆k(z,z, . . . , z, z) (135)
=E
[
zm1(J+k−1)(zh11)m1(J+k−2)(zh12)m1(J+k−3) · . . . · (zh1,k−2)m1(J+1)
· zk−1(h1,k−1)m1(J)−1 · (h2,k−1)m2(J) · (h3,k−1)m3(J) · . . . · zu(J)
]
,
where we have defined the functions hij , i, j>0, as
hij = hij(z) , Di(zDi+1(. . . zDi+j−1(z) . . .)) , (136)
where hij =1 if either of the indices is zero, by convention. According to (44), these
are known polynomials in z of degree j. Note that for i=1, the functions hij(z) are
similar to the functions g˜j(z) defined in (72), i.e.
z h1j(z) = g˜j(z) , j > 1 .
Next, we can use (95) to relate the number of new messagesm1(J + n) generated in
the slots J + 1, . . . , J + k− 1 to the environment state r(J + n) in those slots. Then,
in a similar way as we did above for the variables mi(J+n), i > 1 in the slots J+1
up to J+k−1, we can now also relate all variables r(J+n) to r(J) by using system
equation (92), starting in slot J+k−1 down to slot J . After k−1 times applying (92),
the function∆k now becomes:
∆k(z,z, . . . , z, z)
=M0(z)M0(zh11)M0(zh12) · . . . ·M0(zh1,k−2)








· (h1,k−1)m1(J)(h2,k−1)m2(J)(h3,k−1)m3(J) · . . . · zu(J)
]
,
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where the functions γ˜i are recalled from (73). The only remaining stochastic quantities
in (137) are the system state variables for slot J , of which the joint pgf is given by
P̂ (z, y1, y2, . . . , z). Let us further define
Λn(z) ,M0(zh1n(z)) r0(γ˜n(z)) , n = 0, 1, . . . k−2 . (138)
We then finally find with h10(z) , 1:
∆k(z, z, . . . , z, z) =Λ0(z) · Λ1(z) · Λ2(z) · . . . · Λk−2(z) · z
k−1
h1,k−1
· P̂ (Q(γ˜k−2) , h1,k−1 , h2,k−1 , h3,k−1 , . . . , z ) . (139)
Now, one can obtain an explicit expression for∆k(z, z, . . . , z, z) by simply substitut-
ing result (133) of Appendix 2.A.
2.C Appendix: Finite-length messages
We now point out some useful simplifications to our analysis in the particular case that
the length of the messages cannot exceed a certain bound N > 1, as may sometimes
be assumed in practical situations. In fact, all it takes to incorporate this observation
is to substitute `j=0 for all j>N into the results of the above analysis and no further
problems will arise. For instance, the infinite sums in expressions (104) and (108) now
reduce to finite sums and are therefore much easier to evaluate.
However, if it is known from the start that the messages are bounded, the analysis
no longer requires the use of an infinite-dimensional description of the system state.
Indeed, if no message can contain more thanN packets, it is seen thatmn,k must be 0
for all n > N . Therefore, the set of system state variables for slot k, as defined at the
end of Sec. 2.2, reduces to rk,m1,k, . . . ,mN,k, uk+1, so no more than N+2 random
variables are required. As a consequence, the pgf P (and also Pˆ ) of the system state
has only N+2 arguments and the main functional equation (49) becomes





















since, from (41) and (61),Dn(z)=1 and ηn(z)=1 for n>N . All further calculations
change accordingly. Also, the iterative procedure of Appendix 2.A to obtain an explicit
expression for P and Pˆ still holds. Contrary to what one might expect, an infinite
number of iterations are still required, even for bounded message lengths. For n > N ,
the functions gn in (128) become equal to L(z) and no longer vary, but the functions
γn keep changing according to (131). Thus, we still need infinite products in the results
(132) and (133).
Concerning E[c] and E[h], equations (85) and (105) reveal that it might be a good
idea to concentrate mainly on the calculation of those E[ck] and E[hk] for which `k is
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large (separate expressions for these conditional means can easily be derived from our
discussion in Secs. 2.5.1 and 2.5.2). Anyhow, for bounded message lengths, no more
than N of these terms have to be considered. Likewise, when evaluating the bounds c
and c to assess the tail distribution of the message delay, only those residues θck have
to be determined for which k 6 N . Note that the algorithm (115)–(120) can only
begin to converge beyond N iterations.
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Chapter 3
The Stop-and-Wait ARQ
protocol over a channel with
correlated errors
In this chapter we study the performance of the Stop-and-Wait ARQ protocol for the
reliable transmission of packets over an inherently unreliable channel. In order to do
so, we propose a discrete-time model of the transmitter queue assuming the trans-
mission errors in the channel occur in a correlated manner. Specifically, we use the
so-called Gilbert-Elliott channel model in which the probability that a packet error
occurs is modulated by a two-state Markov chain. The analysis we propose is based
on the identification of a multidimensional description of the system’s state, which
determines the system in the Markovian sense as explained in chapter 1. In this way,
we obtain results for the throughput of the protocol and the equilibrium distribution of
both the number of packets present in the system and their delay.
3.1 ARQ protocols
3.1.1 Data transmission over an unreliable channel
Let us consider the situation in which a user wishes to convey information in the
form of packets from point A (the transmitter) to point B (the receiver). The packets
are temporarily stored at the transmitter side if necessary, and then are sent into the
medium between A and B (the channel), one after the other. Once the packets reach
the receiver, they are delivered to the end user in the correct order, i.e. in the order
they were originally offered to the transmitter by the user in point A. No matter how
well the channel is implemented, it can never be made a 100% reliable and it is there-
fore inevitable that every now and then, a packet gets damaged or is lost entirely. In
many practical situations, such transmission errors occur more as a rule rather than
exception.
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In order to send the packets from A to B in a reliable way, notwithstanding the
intrinsic unreliability of the channel, one can use a method based on error detection
and retransmission, or ARQ (Automatic Repeat reQuest). With this technique, if the
receiver detects an error in the packet it receives, it will request the transmitter to
transmit a new copy of the same packet (retransmission). This implies that a copy of
the packet has to remain available at the transmitter side as long as the receiver can
request its retransmission. Note that there are two prerequisites in order to be able to
apply ARQ:
I First, there must be some way to check the integrity of a packet when it reaches the
receiver. For this purpose, the packets are being protected with an error-detecting
code C0 before they are sent into the channel. Usually, the code C0 calculates a
number of parity bits from the data in a packet from the user and appends them at
the end of that packet. Then, the packet with both user data and the redundant parity
bits is transmitted over the channel. At the receiver side, the packet is decoded
according to C0, which means that the parity bits are used to decide whether an
error occurred in the packet or not. Note that in practice, there is still a small chance
that the packet was corrupted during its transmission over the channel, but that
C0 is not able to detect this error1. However, in principle, the probability of an
undetected error can be kept arbitrarily small by using a stronger code, which often
means using more redundant bits.
I Secondly, the channel must be bidirectional, i.e. not only should communication
be possible from the transmitter to the receiver but also in the opposite direction,
via the feedback channel. This is necessary for the receiver to be able to send an ac-
knowledgement message back to the transmitter for each packet it receives. When
the concerning packet was received erroneously (i.e. when C0 decides as such)
the transmitter is notified of this error with a negative acknowledgement (NACK)
and transmits the packet again. On the other hand, if no error was detected in the
received packet, the receiver sends back a positive acknowledgement (ACK). The
transmitter then knows that the packet was received correctly and no longer needs
to retain a copy of that packet.
So in general, ARQ works as follows. The service requested by a user in point A is to
convey a stream of packets to an end user in point B, in such a way that the packets
are delivered correctly and in their original order. To this end, every packet is assigned
a sequence number at the transmitter side, in increasing order of arrival to the ARQ
transmitter. Since the packets must be sent over the channel one by one, the offered
packets are stored temporarily in a transmitter queue where they await their trans-
mission. Suppose that the packet with sequence number i is chosen, then its data is
coded according to C0 and the packet is transmitted over the channel for the first time.
However, packet i remains stored in the transmitter queue because its retransmission
may be required in the future. Packet i is now what we call an outstanding packet,
i.e. a packet that is transmitted, but for which no feedback message (ACK/NACK)
has yet returned. Once packet i reaches the receiver, it is decoded and the decision
is made whether an error occurred during its transmission or not. The transmitter is
1Usually, the code C0 is good at detecting one or at most a few wrong bits in the packet, which are
the types of error pattern that are most likely to occur. However, in the unlikely event that many bits in the
packet are switched, the probability increases that C0 does not recognise this.
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notified of this decision with an ACK/NACK message over the feedback channel. If
the transmitter gets back an ACK for packet i, then this packet can be removed from
the queue. However, if a NACK is sent back, the same packet i is retransmitted and
kept in the queue for a possible next retransmission. The transmitter keeps performing
retransmissions of packet i this way, until the receiver finally has a correct copy of the
packet. At the receiver side, the errorless packets are delivered to the end user. How-
ever, for some types of ARQ it often occurs that a correct copy of a packet with higher
sequence number is available at the receiver sooner than another packet with lower
sequence number. This is e.g. the case when repeated transmissions were required for
the latter packet. Since the end user usually wants the packets to be delivered in their
original order, it is therefore necessary to provide a resequencing buffer at the receiver
side. Indeed, as long as packet i is not received correctly, all other correctly received
packets with sequence number higher than i must wait before being delivered to the
end user.
For simplicity, we assume that no errors occur over the feedback channel, i.e. that
the ACK/NACK messages are never corrupted. In most cases, this assumption is jus-
tified because the feedback messages are small2 and can therefore be protected very
well without significantly using up much of the channel capacity. In case the feedback
messages can be corrupted or lost anyway, it is customary to use a time-out mecha-
nism. This means that a packet is retransmitted if no valid ACK/NACK message is
returned to the transmitter within a certain time period after the last (re)transmission
of that packet.
In terms of the OSI reference model for layered network architectures (see chapter
1) the use of ARQ as an error control technique is usually situated at the link layer
(level 2). In this context, the ‘user’ in point A is in fact the network layer protocol
(level 3) that issues a service request to the link layer. The requested service is to
deliver the packets without error and in their original order to the ‘end user’, which is
the network layer protocol in point B. To provide this service, the link layer can then
use either ARQ or another error control technique (see Sec. 3.C.2). In any case, the
link layer will have to make use of the services provided by the physical layer (level
1) that takes care of the actual transmission of the information. In our terminology, the
physical layer is characterised by the ‘channel’ and the possible services it provides
are the transmission of data packets in the one direction and the returning of feedback
messages in the other.
3.1.2 Three classical ARQ protocols
The specific set of deterministic rules that describe how the transmissions, retrans-
missions and acknowledgements are organised is called the ARQ protocol or scheme.
Traditionally, there are three basic ARQ protocols, each with their own specific ad-
vantages and drawbacks. In aid of the following discussion, let us define the feedback
delay s of the communication channel as the minimal time after a packet has been
transmitted for the ACK/NACK message of this packet to return to the transmitter. We
further assume that the feedback delay is fixed, i.e. the same for all packets although
2A feedback message contains only the binary decision ACK/NACK and the sequence number of the
packet.















3. . . . . .





Figure 3.1: Working principle of the Stop-and-Wait ARQ protocol. An error occurs on the first
transmission of packet 2, after which the packet is retransmitted (R).
for applications like e.g. satellite communication, a variable feedback delay is not
unthinkable.
Stop-and-Wait ARQ
The principle of the Stop-and-Wait ARQ protocol, SW-ARQ or SW for short, is illus-
trated in Fig. 3.1. After the transmission or retransmission of the packet with sequence
number i, the transmitter becomes idle and simply waits until the acknowledgement
message for this packet has returned. In case of a NACK, the packet i is retransmitted
while in case of a positive acknowledgement (ACK) packet i can safely be removed
from the transmitter queue and the next packet with sequence number i+1 is transmit-
ted for the first time. The SW-ARQ transmitter is characterised by the fact that after
the transmission of each packet, the channel is left unused during the whole feedback
delay s, which is inefficient. On the other hand, the SW-ARQ scheme is very simple
and therefore also easy to implement. Note for instance that there is never more than
one outstanding packet at the transmitter side. Also, correct copies of the packets al-
ways reach the receiver in the right order, so they can be delivered to the end user
directly and there is no need for a resequencing buffer.
Go-Back-N ARQ
The Go-Back-N ARQ protocol (GBN-ARQ or GBN) uses the channel in a more effi-
cient way than SW-ARQ because instead of allowing only one outstanding packet, it
uses a so-called ‘window’ of maximallyN unacknowledged packets. As illustrated in
Fig. 3.2 for N=3, packets are transmitted continuously without waiting for acknowl-
edgements, as long as there are no more thanN outstanding packets. If this maximum
is reached, an idle period follows during which the transmitter waits for the first re-
turning acknowledgement. If for a certain packet an ACK is returned, then this packet
is removed from the transmitter queue and from the window of outstanding packets.
In this window, there are now less than N packets so a new packet can be transmitted
immediately.
Suppose however that on reception of packet i, an error is detected in this packet at the
receiver side. Then, the receiver will send back a NACK to the transmitter and then
ignore all further incoming packets with sequence number higher than i, as long as
no correct copy of packet i has been received. The transmitter on his part, if a NACK
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Figure 3.2: Operation of Go-Back-N ARQ with N =3. The small digits indicate the number
of outstanding packets in the window.
is returned for packet i, will retransmit this packet and subsequently also all other
packets in the window, i.e. the packets with sequence number i+1, i+2 to maximally
i+N−1. As such, in case of a negative acknowledgement for a packet, the protocol
‘goes back’ in time to the moment of this packet’s last transmission and repeats every-
thing it did since then. For N = 1, GBN is exactly the same as SW, but for N > 1
GBN has a higher efficiency. The larger the maximal number of outstanding packets
N , the smaller the idle periods and the higher the used channel capacity. However, as
is clear from Fig. 3.2, the efficiency will not increase further once N becomes larger
than the number of packets that can be transmitted during one feedback delay. It is
therefore useless to make the sizeN of the window larger than this specific number of
packets, because the window would never be fully occupied then anyway. Sometimes,
GBN with N sufficiently large is also called Go-Back-∞ or GB(∞)3. Finally, note
that GBN is designed specifically to conserve the packet ordering, so just like SW, no
resequencing at the receiver is needed.
Selective-Repeat ARQ
The Selective-Repeat ARQ protocol (SR-ARQ or SR) further increases the efficiency
by dropping the upper bound for the number of outstanding packets on the one hand,
and by no longer requiring that the protocol automatically preserves the correct packet
order on the other. As shown in Fig. 3.3, the transmitter continuously transmits new
packets into the channel. This is only interrupted if a NACK is returned for a previ-
ously transmitted packet. This packet is then retransmitted immediately, after which
the transmitter simply continues with the transmission of new packets. So in compar-
ison to GB(∞), if the transmitter gets back a NACK for packet i, it only retransmits
this one packet and not all of the other outstanding packets as well. Also, packets
are never ignored. So once they reach the receiver without error, they never have to
be retransmitted. As a consequence, a correct copy of packets with sequence number
higher than i may be available at the receiver before packet i. So contrary to SW and
3Often, the term Go-Back-N ARQ is used for what is in fact GB(∞). In other words, it is tacitly
assumed that the window is always large enough so the transmitter never has to turn idle because of a full
window.
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Figure 3.3: The Selective-Repeat protocol with s=4. Resequencing is clearly required, since
e.g. packets 6 to 12 are received correctly prior to packet 5.
GBN, the SR-ARQ scheme does not preserve the packet order and thus needs a rese-
quencing buffer at the receiver side. In Fig. 3.3 for example, two retransmissions are
required for packet 5 and the receiver obtains a correct copy of this packet only after
it has received packets 6 to 12. It is seen that SR-ARQ allows the highest efficiency of
the three classical protocols, but is also the most difficult one to implement.
3.1.3 Performance and modelling of ARQ protocols
It is clear from the discussion above that each ARQ scheme has its own advantages
and drawbacks. The question is then how we should compare different protocols with
each other in order to decide which one is best in a given situation. Obviously, an
important criterium is the relative performance difference of the various schemes in
this situation. To be able to evaluate the performance of an ARQ protocol in a sensible
and comparative way, it is necessary to construct a model that makes unambiguous
quantitative assumptions regarding the operating environment, as discussed in Sec.
1.3.1.
In our model, we consider the ARQ protocol in terms of the packets that are trans-
mitted and retransmitted, which in a network, is mostly organised at the level of the
link layer. As in the other chapters, we use a model in discrete time and assume that
a slot is the fixed amount of time required to send one packet into the channel. The
elements that influence the operation of the protocol and hence, need to be included in
the system model, can be divided in three levels. From the lowest level to the highest
level, these are:
I The channel (the physical layer)
As the primary goal of an ARQ protocol is to send packets over a communication
channel, its operation obviously depends on the characteristics of that channel. We
already mentioned a first parameter: the feedback delay s, which indicates the time
required for a packet to travel from the transmitter to the receiver, to be checked for
errors and for an acknowledgement to travel back. In our model, we assume that
the feedback delay of every packet is the same fixed number of slots.
Secondly, we must also make specific assumptions with regard to the errors that
occur in the channel. Note that the frequency, the typical patterns and the statistical
properties of transmission errors are effectively related to the nature of the chan-
nel and the specific circumstances in which it is used. The physical causes that
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lead to an erroneous reception of a packet may for instance be totally different in
case of a wired connection between A and B than in the case of a wireless channel
medium4. Also, within these two classes, the error process heavily depends on the
used technology, the quality of the wiring or the transmitting power of an antenna,
the used modulation and coding techniques, as well as external factors such as elec-
tromagnetic interference, noise etc. Obviously, it is not possible for us to account
for all these physical elements and their specific interactions in a deterministic way.
Instead, we choose to assume that these physical causes can be captured in a sto-
chastic channel model that is part of the overall ARQ system model. Specifically,
in each of the subsequent slots, the channel model gives the exact probability that
a packet will be corrupted.
I The ARQ scheme
The ARQ protocol on the other hand, is the purely deterministic part of the system
model. It contains the specific rules that are used with regard to waiting and out-
standing packets, what to do when an ACK or a NACK is returned, which packet is
to be transmitted or retransmitted and at what time. For instance, we know that the
packets offered by the user are temporarily stored in a transmitter queue, that this
queue has a FIFO discipline, that a window has to be maintained with outstanding
packets, as well as a resequencing buffer at the receiver side. So from a systemic
point of view, the ARQ protocol is a dynamic data structure (transmitter queue and
resequencing queue) together with a set of event-based rules that tell exactly how
to react to every possible situation. In case of SW, GBN and SR, these rules have
been outlined in the previous section.
I The users
We have the same problem with the level above the system as with the channel
characteristics below. It is not possible, nor desirable, to describe deterministically
how many packets the users will generate in each of the subsequent slots, so we
must use a stochastic model here as well. Obviously, this relates to the packet
arrival process of the queueing model in the sense of chapter 1.
Constructing a model always implies making simplifying assumptions; so not all fea-
tures that influence the ARQ operation are included in the model. The goal of the
model in this chapter is to focus mainly on the retransmission aspect of ARQ, rather
than e.g. the coding aspect. As such, we assume that the error-detecting codeC0 which
protects the packets is perfect, so when a transmission error occurs, the receiver will
always be able to detect this5. Also, the assumption that the return channel is without
errors has been mentioned before.
The structure of a typical ARQ system and the route of a packet P being handled by
this system is depicted in Fig. 3.4. There is a transmitter queue at the transmitter side,
possibly also a resequencing buffer at the receiver side and the channel in between. If
P arrives at the transmitter side, it is stored in the queue, waiting to be transmitted for
the first time. At that moment, P becomes an ‘outstanding’ packet and is retransmitted
until it is received correctly. The transmitter is notified of this and the copy of P
4We will discuss this further in Sec. 3.C
5This assumption is not really essential for the evaluation of ARQ at the level of the link layer. In
practice, undetected erroneous packets are often mitigated by an upper layer protocol (e.g. TCP at the
transport layer) or are simply considered to be harmless (in the case of e.g. real-time applications).























Figure 3.4: A general ARQ system with the relevant delay times for a packet P .
leaves its queue. At the receiver, P must wait again until all other packets with a serial
number lower than that of P are received correctly as well, and can then finally be
delivered to the end user. Some of the results we want to obtain from such a model are
the following.
I Throughput
The maximal throughput of the system can be defined as the average number of
packets per slot that are received correctly in case there are always packets available
in the transmitter queue. The throughput is a quantitative measure for what we have
earlier called the efficiency.
I The content of the transmitter queue
The number of packets present in the queue, i.e. the number of packets that are
either waiting for their first transmission or that are outstanding.
I Transmitter delay of the packets
Directly related to the number of packets present in the queue is also the delay
that is experienced by these packets. Specifically, the measure of interest is the
transmitter delay, i.e. the total amount of time that (a copy of) the packet spends in
the transmitter queue.
In the following analysis, (the distribution of) each of these performance measures is
calculated exactly for the SW-ARQ protocol under equilibrium conditions. Note that
we are not concerned with the resequencing delay, as no resequencing is required for
this protocol.
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3.2 Stop-and-Wait performance over a Gilbert-Elliott
channel
As we have seen, for SW-ARQ the transmitter is inactive during the whole time a
packet is travelling through the channel, is being processed by the receiver and while
the feedback message is travelling back. We have referred to this time period as the
feedback delay s and it is clear that for long such delays, quite some time is wasted
simply waiting for acknowledgements, resulting in a low throughput. However, SW-
ARQ is simple to implement and ensures that packets are received in the same order
as they arrived to the transmitter such that no resequencing is needed.
The model we propose distinguishes itself from previous studies in that we allow
the errors occurring in the channel to be correlated in time. Instead of assuming that
the probability of an erroneous packet is static in time, we propose that this probability
depends on what state the channel is in when the packet is transmitted. Specifically,
the channel alternates between two states which could be termed the GOOD state
and the BAD state, both of which reflect different conditions with regard to the error
probability. The channel state process is modelled as a two-state Markov Chain with
a fixed error probability in either state, resulting in what is also known as the Gilbert-
Elliott model [76, 97]. This complication is inspired by the observation that real-life
communication channels rarely have the same error sensitivity during their whole time
of operation. Factors such as electromagnetic interference, availability of intermediate
network nodes and links, presence of data traffic with higher priority and so on, may
all influence the behaviour of the channel and are mostly time-varying in nature. This
holds especially when the wireless medium is considered where the conditions may
change on an even more diverse set of timescales than in a wired medium due to
user mobility, noise, reflection, scattering, shadowing, or any other physical effect that
causes the radio signal to change in both amplitude and phase. Such inherent signal
changes over time and space impairing the data transmission are known as channel
fading, see Sec. 3.C.1 for further details.
The Gilbert-Elliott channel model with only two states certainly has its merits when
used for the analysis of ARQ protocols, see e.g. [48, 224] as well as the examples in
[189]. As demonstrated in this chapter, some of the qualitative effects on the queueing
performance of the protocol that are caused by the correlation in the error process are
manifested in their purest form precisely when using only two states. The distinction
made between symmetric and compensated stability in Sec. 3.7.2 is an example. We
also note that in principle, our analytic technique can equally well be used in the case
of a model with N states, although explicit results for the queue content and delay
distribution can in general only be provided for N=2.
The performance of SW-ARQ has been studied before, both in terms of throughput
and queueing behaviour, but almost always in case of static error probabilities. Several
modifications have been proposed to enhance the performance of SW-ARQ, such as
sending multiple copies of a packet during the time the transmitter is waiting for feed-
back [48,79,146,151] or combining ARQ with improved error correction techniques,
known as hybrid ARQ [150]. In [48], the influence of decoding with memory has been
studied as well. Another improvement is the SW-ARQ protocol suggested in [192],
where each packet is divided in n parts and only those parts that were received in

















Figure 3.5: Operation of the transmitter queue under SW-ARQ, meaning of the feedback de-
lay s.
error are retransmitted. [170] studies the throughput and packet delay distribution of
all three major ARQ protocols over a TDMA channel with static errors, although for
Selective-Repeat ARQ (SR-ARQ), only bounds for the mean packet delay are given.
In [81], the transmitter queue behaviour of SW-ARQ is analysed in a continuous-time
setting. Towsley [187, 189] has worked on the SW-ARQ model with correlated errors
as well, but did not have results for the distribution of the packet delay as we do in
Sec. 3.6. Also, our analysis is quite different on several accounts and we provide more
explicit results in case of a two-state error channel.
3.3 Model description
We model the transmitter of a system operating under the Stop-and-Wait (SW) ARQ
protocol as a discrete-time queue. As usual, we assume that time is divided in fixed-
length intervals called slots, whereby one slot is the time required to transmit one
packet from the queue into the channel. In our analysis, the length of a certain time
period is always expressed as an (integer) number of slots. Let us assume the feedback
delay is a fixed number of slots too, denoted by s. The operation of SW-ARQ is illus-
trated in Fig. 3.5. A packet P arrives in the system and is queued for some time until
all preceding packets are transmitted correctly and the ACK of the previous packet is
received. Then P is transmitted for the first time. If the transmission is erroneous, a
NACK is returned and P is retransmitted s+1 slots after its previous transmission. The
packet is retransmitted until finally, an ACK is returned. Then the transmitter knows P
was transmitted correctly and there is no need to keep it in the queue any longer. One
may wonder if the feedback messages can be corrupted too, since they use the same
error-prone channel as the data packets. However, these messages are usually small
and easier to protect than the data packets. Hence, our model does not account for
erroneous ACK/NACK messages, which is in fact a non-restrictive assumption [168].
Packets of information enter the system according to a general independent arrival
process, i.e. the numbers of arrivals during consecutive slots form a sequence of in-
dependent and identically distributed random variables with common mass function




Let ak be the number of arriving packets during slot k, then we denote its mean value
by α, E[ak] =A′(1). Furthermore, we assume that the arrivals ak are not stored in
the queue until the end of slot k. This way, an arriving packet can only be served (i.e.














Figure 3.6: Markovian error model for the transmission channel.
transmitted) for the first time during the next slot (k+1) at the very earliest.
When a packet is transmitted, its successful receipt depends on the channel state
during the slot in which the feedback message is returned to the transmitter. The tran-
sitions between those states, the 0-state (GOOD) and the 1-state (BAD), are governed
by a two-state Markov Chain as depicted in Fig. 3.6: if the feedback of a packet is
returned during a 0-slot, this means the packet was transmitted erroneously with prob-
ability e0. Similarly, during a 1-slot a feedback message is a NACK with probability
e1 and ACK with probability 1−e1. In other words, if we adopt the notation q¯ , 1−q,
then e¯i is the probability of a correct transmission, i = 0, 1. Evidently, the designa-
tions GOOD and BAD are only meaningful if e0<e1, although this condition is not a
requirement for the analysis. At first it may seem strange that we choose not to probe
the channel state during the slot in which the packet is transmitted but during the slot
in which its feedback is returned to the transmitter. However, this modelling choice
makes the analysis less complicated while the results regarding the equilibrium behav-
iour stay the same. Indeed, it is only a matter of definition to which actual slot k−swe
refer to by the name ‘channel state in slot k’. Since the evolution of the channel state
is not influenced by the rest of the system, the results of the analysis are not affected
by a fixed time shift of this definition.
First of all, as a convention for the remainder of this chapter, let the index i always
be either 0 or 1. As indicated in Fig. 3.6, the probability of remaining in state i during
a slot transition is given by qi. We denote the channel state (0 or 1) in slot k by rk and
let ωi,k,Prob[rk= i]. Then we have






where ωk is the row vector with elements ω0,k and ω1,k and q is the transition proba-
bility matrix of the channel state process. Since the channel states are Markovian, both
the 0-periods and 1-periods are geometrically distributed, i.e.
Prob[i-period of length n] = (1−qi)qn−1i , n > 1 .
Also from Fig. 3.6, we have for the conditional pgfs of rk:
r0(z) , E[zrk+1 |rk=0] = q¯0z + q0 ,
r1(z) , E[zrk+1 |rk=1] = q1z + q¯1 ;
(141)
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where E[X|Y ] is the expected value of X given that Y holds. It turns out that the
lengths of 0- and 1-periods (i.e. the values q0 and q1) determine the performance of the
queue in a crucial way. However, rather than using q0 and q1, we define the parameters
σ =
1− q0
2− q0 − q1 and K =
1
2− q0 − q1 ,
to be understood as follows. Suppose the channel is in state 0 with probability σ¯ and
in state 1 with probability σ, independently from slot to slot, such that the mean so-
journ times are 1/σ and 1/σ¯ respectively. It is clear that the overall fraction of 1-slots
remains equal to σ if the mean lengths of 0- and 1-periods are both multiplied by the
same factorK, i.e. if the geometric distributions are chosen such that the mean lengths
are 1/(1−q0) = K/σ and 1/(1−q1) = K/σ¯ respectively. Therefore, the factor K
can be seen as a measure for the absolute lengths of the 0- and 1-periods, while σ
characterises their relative lengths. Indeed, σ is the relative fraction of 1-slots, since








Moreover, the correlation coefficient φ between the channel states in two consecutive





= −1+q0+q1 = 1− 1
K
.
Note that φ=0 andK=1 for uncorrelated errors, whereas for positive correlation we
have 0<φ< 1 and K > 1. The more correlation present in the channel state process
{rk}, the higherK is and the fewer the channel changes state. For example, if σ=0.5,
typical samples of {rk} may be :
011000110101000110111001101001001101000110111 K small,
000000001111111111110000000111111111111000000 K large.
3.4 Distribution of system state and queue content
Our study of the transmitter queue described above is done by using the DSVTmethod
explained in 1.3.4. This means we model the system as a (multi-dimensional) Markov
Chain and calculate its equilibrium distribution, assuming such equilibrium exists.
Hence, we first need a description of the system state in the Markovian sense, i.e. a set
of random variables such that their distribution in slot k+1 depends only on the values
of the corresponding variables in slot k (and not on those in previous slots). The set
must also be sufficiently large to solve the problem at hand. In other words, what is
the information we need to keep track of if we can only look back one slot?
As the system state variables, we choose the set illustrated in Fig. 3.7, constructed
as follows. Let uk be the queue content at the beginning of slot k, which obviously
needs to be included since {uk} is the process we are interested in. Next, we also need
to know how far a packet has progressed through the channel during slot k and when
3. The Stop-and-Wait ARQ protocol over a channel with correlated errors 93




















1 0 0 0 . . . 0 0 1 1 1 1 . . . 1 1 0 . . . 0 0 0 . . . rk
0 0 s+1 s . . . 1 0 0 0 s+1 s . . . 1 s+1 s . . . 1 s+1 s . . . mk
Figure 3.7: Evolution of the system state given by the channel state rk, the residual roundtrip
timemk and the queue content uk.
we can expect its feedback message. For this purpose we define the supplementary
variable mk, in a similar way as was done in [44]. The residual roundtrip time mk
indicates the remaining number of slots at the beginning of slot k, needed to complete
the roundtrip of the most recently transmitted packet if uk>1, andmk=0 if and only
if uk=0. Somk=s+1 when a packet is transmitted and then counts one down in each
of the following slots. After s slots, whenmk=1, we know that the feedback message
for this packet is being returned and the packet will either leave the queue at the end of
the slot (ACK) or be retransmitted in the next slot (NACK). Finally, as before, let the
random variable rk be the channel state during slot k. The channel state comes into
play during slots withmk=1, where it determines the probability that either an ACK
or a NACK is returned, or equivalently, that the packet departs from the queue or is to
be retransmitted. Let dk be equal to 1 if a packet departs at the end of slot k and equal
to 0 otherwise. Then ifmk=1, the probability of an error, and therefore of ‘dk=0’, is
ei if rk= i. Hence, the pgf of dk is given by di(z)= e¯iz + ei if rk= i. We also define
d¯i(z) , eiz+e¯i , (143)
which is the pgf of d¯k=1−dk.
3.4.1 System equations
One verifies that the triple {rk,mk, uk} is an adequate Markovian description of the
system state at the beginning of slot k. The transitions from slot k to slot k+1 in
this (three-dimensional) Markov Chain are described by the following set of system
equations. We specify of what possible events in slot k the events ‘mk+1 = h’, h=
0, 1, . . . , s, s+1 can be the result. Note that in all cases, the transitions for rk are in
correspondence with (141).
I mk+1=0 (and therefore uk+1=0):
An empty system in slot k+1 can be the result of two distinct events in slot k.
Either the queue was empty in slot k as well, or the queue contained exactly one
packet which departed. Obviously, no new packets should arrive in either case:
‘mk+1=0’ = ‘mk=0, ak=0’ ∨ ‘mk=1, uk=1, dk=1, ak=0’ . (144)
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I 0 < mk+1 < s+1:
In this case, we know that in slot k the system is not empty and that there can be
no departures, since no feedback message is expected. Hence:
mk+1 = mk − 1 , (145)
uk+1 = uk + ak . (146)
I mk+1 = s+1 :
In this case, a new roundtrip period starts with the transmission of a packet in slot
k+1. Therefore, in slot k, the queue was either empty but with the arrival of new
packets, or it was at the last slot of a roundtrip period (mk = 1). However, in the
latter case we have to exclude the possibility mentioned in (144) that the roundtrip
ends with a departure and there is no packet available to start a new one in slot
k+1:
‘mk+1=s+1’ = ‘mk=0, ak > 0’
∨ ‘mk=1,¬(uk=1, dk=1, ak=0)’ . (147)
In either case we have:
uk+1 = uk − dk + ak . (148)
3.4.2 Equilibrium distribution of the system state
We use the above relations to obtain separate expressions for the distribution of the
system state during slots where the queue is idle (mk=0) and during slots where the
queue is busy (mk > 0). First, let us define pi,k as the probability that the queue is
empty and that the channel is in state i in slot k,
pi,k , Prob[mk=0, rk= i] . (149)
Secondly, let yzHi,k(y, z) be the joint partial pgf of the residual roundtrip time and
the queue content in slot k for a busy queue and channel state i in that slot:
Hi,k(y, z) , E[ymk−1zuk−1{mk > 0, rk= i}] , (150)
where we use the notation E[X{Y }] = E[X|Y ]Prob[Y ]. Additionally, we define
zRi,k(z) as the partial pgf of the queue content in slot k for the case it is the last
slot of a roundtrip period (mk=1) and the channel state is i:
Ri,k(z) , E[zuk−1{mk=1, rk= i}] = Hi,k(0, z) . (151)
Note that Hi,k(y, z) and Ri,k(z) are partial pgf’s such that
Ri,k(1) = Prob[mk=1, rk= i] < Hi,k(1, 1) = Prob[mk > 0, rk= i] < 1 .
We proceed by using the system equations (141) and (144)–(148) to devise a rela-
tion between pi,k+1 and pi,k on the one hand, and Hi,k+1(y, z) and Hi,k(y, z) on the
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other. First, from (149), and subsequently using (144), the uncorrelated nature of the
arrival process, (141) and (151), we find
p0,k+1 + xp1,k+1 = E[xrk+1{mk+1=0}]
= A(0)
(











Secondly, from (150), and using the equations (145)–(148) we have
H0,k+1(y, z) + xH1,k+1(y, z)
= E[xrk+1ymk+1−1zuk+1−1{mk+1 > 0}]
= y−1E[xrk+1ymk−1zuk+ak−1{1 < mk 6 s+1}]
+ E[xrk+1yszak−1{mk=0, ak > 0}] (153)
+ E[xrk+1yszuk+ak−dk−1{mk=1,¬(uk=1, dk=1, ak=0)}] ,
which can readily be written in terms of pi,k, Ri,k(z) and Hi,k(y, z) using (141) and
the definitions (149)–(151).
We assume that for k → ∞, the system reaches equilibrium, such that pi,k and
the functions Ri,k(z) and Hi,k(y, z) converge to a limiting value which we indicate
by dropping the index k. Also, let r, m, u and a denote the channel state, the re-
maining roundtrip time, the queue content and the number of arrivals respectively, in
an arbitrary slot during equilibrium. The condition for the system to reach such an
equilibrium will be discussed further in Sec. 3.5. Due to (152), the partial pgf of the
channel state in equilibrium for an idle queue, is thus implicitly given by








Likewise, we find from (153) the following relation for the equilibrium distribution of
the system state for a busy queue:
























The relations (154) and (155) constitute a set of (functional) equations that implicitly
determine the distribution of the system state in equilibrium, i.e. the probabilities pi
and the functions Hi(y, z). Let us arrange these quantities in the row vectors p and





, H(y, z) =
[
H0(y, z) H1(y, z)
]
. (156)
Fortunately, it is possible to solve (154) and (155) for the functions Hi(y, z). We
observe that these equations are polynomials of degree 1 in x. Therefore, we can
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identify the coefficients of x on both sides of either equation. For (154), this yields the










= (1−φA(0))(σp0−σ¯p1) . (157)
























where we already have included the relations (157) to eliminate the probabilities
Ri(0). The only remaining unknowns in (158) are the probabilities pi and the func-
tions Ri(z). An expression for the latter can be obtained using the following property
of (partial) pgfs (see also [44]). The functions Hi(y, z), as a result of their definition
(150), must be bounded for all values of y and z with |y|6 1 and |z|6 1. In particu-
lar, because A(z) is a pgf, this should be the case for y =A(z) and y = φA(z) with
|z|61, since φ61 and |A(z)|61 for all such z. Now, if we choose either y=A(z) or
y=φA(z) in (158) where |z| 6 1, the left hand side of this equation vanishes. Since
Hi(y, z) is bounded for these values of y, the right hand side must be equal to zero
too. Applying the substitutions y=A(z) and y=φA(z) into (158) for either i=0 or
i=1 yields the same set of two relations between R0(z) and R1(z) from which these
























3.4.3 Probability of an empty queue
At this point, the only remaining unknowns in our analysis are the probabilities p0
and p1 of having an empty queue while the channel is in state 0 or 1 respectively. To
determine those, we need two additional relations. A first relation can be found from
the normalisation condition 1 = p0+p1+H0(1, 1)+H1(1, 1), which after taking the
limit y→1 and z→1 in (158), turns out to be equivalent to
α = e¯0R0(1) + e¯1R1(1) , (161)
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where α=A′(1) is the mean number of arriving packets per slot. Again, by taking the
limit z→1 in (159) and by using (161), we explicitly find
(1−φs+1)[(s+1)α+(p0+p1−1)(σ¯e¯0+σe¯1)] = φs(s+1)(e0−e1)(q¯0p0+q¯1p1) . (162)
Note that multiple applications of de l’Hoˆpital’s rule were required to obtain both
(161) and (162). The normalisation condition (162) allows us to write all results with
only a single unknown p0+p1 which indicates the equilibrium probability that the
queue is empty. It is possible to determine this last unknown probability numerically.
Indeed, a second relation for p0 and p1 can be obtained from (159) in a similar way as
before. Again, we can use eitherR0(z) orR1(z) for the procedure, since both yield the
same result. BecauseRi(z) is a (partial) pgf, it must be analytic and therefore bounded
in the unit disc |z|<1. Hence, if we can find a value z=z∗ in the unit disc for which
the denominatorN(z) ofRi(z) vanishes, the numerator must also be equal to zero for
z = z∗. We assert that it can be proven with Rouche´’s theorem that the denominator
N(z) has exactly one zero z∗ inside the unit disc, i.e. N(z∗)= 0, although the proof
may not be straightforward. This zero can easily be calculated using a numerical root-
finding algorithm, such as e.g. the Newton-Raphson scheme. The additional relation
between p0 and p1 we were looking for is thus obtained by substituting z∗ into the
numerator of (159) and let it equal zero. The obtained expression then determines the
probability p0+p1, which completes our analysis of the equilibrium distribution of the
system state (r,m, u). From (158) and (159), one finds the (unconditional) joint pgf
of the system state in equilibrium as
P (x, y, z) , E[xrymzu] = p0 + xp1 + yzH0(y, z) + xyzH1(y, z) , (163)
where the probabilities pi can be eliminated as explained.
3.4.4 Distribution of the queue content
Obviously, if we know the joint distribution of the system state (r,m, u), we can also
obtain the marginal distribution of the queue content u in equilibrium. Let U(z) be the
pgf of the queue content at the beginning of an arbitrary slot, then


















for which we took the limit y→1 in (158). After using the expressions (159) forRi(z)

















Various interesting measures concerning the behaviour of the queue content can be
derived from this pgf. Invoking the moment generating property of pgfs on (165)
yields closed-form expressions for the moments of the queue content up to any de-
sired order, although the subsequent differentiations quickly become very involved






















+(1−φs+1)(s+1)(A′′(1)− (s+2)α2 + 2α)]. (166)
We defer the discussion about the tail distribution Prob[u=n] for large n to Appendix
3.B.
3.5 Calculation of the throughput
We now focus on the calculation of the throughput of the SW-ARQ system described
above. What follows is a new and more intuitive proof for the throughput expression
already stated in [189]. Let us call the service period of a packet the period it stays in
the server of the queue, i.e. from the slot in which it is transmitted for the first time,
up to and including the slot in which it departs from the queue. The length of a service
period is called the service time of that packet. Clearly, the service time is always an
integer multiple of s+1, as it is always composed of a number of roundtrip periods:
one for the initial transmission of the packet and possibly an additional number for
retransmissions. We define the throughput η of the system as the maximum number of
packets per slot that can be correctly delivered to the receiver. Hence, η is a measure
for the maximum output rate at which the system can transmit incoming packets and
should therefore be compared to α, the mean arrival rate. Indeed, in order to have a
stable queue that reaches equilibrium, we must have
α < η , or ρ , α
η
< 1 , (167)
where we call ρ the load of the system. Obviously, the maximum output rate is only
achieved if the system operates under overload conditions, i.e. if we assume there are
always packets waiting in the queue for transmission. Thus, as soon as a packet is
ACKed and leaves the queue, there is always another packet available to transmit im-
mediately. Under these conditions, we can also define the throughput η as the inverse
















Figure 3.8: The service time of a packet of n=3 roundtrip periods starting in channel state i
and ending in state i′.
of the mean service time of an arbitrary packet. Therefore, we proceed by deriving the
service time distribution of the packets. For this, we do not need to consider the queued
packets as in the previous section, but only the server and the state of the channel.
Unfortunately, as a consequence of the correlated nature of the channel, the service
times are not independent. Specifically, a packet’s service time distribution will gener-
ally be different depending on whether its initial transmission happens during a 0-slot
or during a 1-slot. Let us say that the service time of a packet starts in channel state i
if the channel is in state i in the slot before the initial transmission of the packet, as in-
dicated in Fig. 3.8. Conversely, the service ends in channel state i′ if the channel state
is i′ in the slot where the packet leaves the queue. Now, let us define γii′(n) (n>1) as
the conditional probability that the service of a packet requires n roundtrip periods (or
n transmission attempts) and that the channel state is i′ at the end of the service given
that the service time starts in state i (i, i′=0, 1), i.e.
γii′(n) = Prob[n roundtrips, rk+n(s+1)−1= i′ | rk−1= i ] , (168)
if the packet is first transmitted in slot k.
Since we assume that the service periods are not interrupted by idle periods, every
service period starts in the same channel state as the previous one ended with, which
clearly is also the channel state during the departure slot of the previous packet. As
such, the departure slots mark the boundaries between two successive service peri-
ods while the length of a service depends on the channel state during the preceding
departure slot, in view of (168). Therefore, the channel state during departure slots
forms what is called a (special) Semi-Markov Process, see also the footnote on p. 132.
This embedded channel state process is of particular importance to us, since we need
to know the equilibrium probabilities of being in either channel state when a service
period starts (or ends), or equivalently, the channel state at departure slots only. Let r∗k
be the channel state during the k-th departure slot and pii,k the probability that r∗k= i.










which is to be compared with (140) for the channel state probabilities ωk at consec-
utive slots. The row vector of equilibrium probabilities of {r∗k} is pi = limk→∞ pik
which is different from the probabilities ω in (142), as will be shown.
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The probabilities γ(n) can be found as follows. According to (140), the (s+1)-
step transition probabilities of the channel state process {rk} are given by the matrix
qs+1, such that [qs+1]ii′ is the probability that the channel state is i′ at the end of a
roundtrip period given that it is i at the end of the previous roundtrip. This matrix has
eigenvalues 1 (since it is stochastic) and φ. The spectral decomposition representation











, h>0 . (170)





qs+1e¯ , n > 1 , (171)












The geometric-like expression (171) can easily be interpreted as follows. If the service
of a packet requires n roundtrip periods, then there are first n−1 roundtrip periods
(each of length s+1) wherein an error occurred followed by one roundtrip without
channel error.
The z-transform of the matrix γ(n) gives us the probability generating matrix (or
pgm) g(z) of the number of roundtrip periods required for the successful transmission





γ(n) zn = (I− z qs+1e)−1qs+1e¯z , (172)
where I is the 2×2 identity matrix. Note that the inverse matrix in (172) always exists
for |z|6 1, in the first place because the elements of g(z) are (partial) pgfs and must
be analytic in that region. Another reason why I−z qs+1e is nonsingular for |z|6 1
is due to the Perron-Frobenius (PF) Theorem, see [94, 141]. The λ eigenvalues of the
matrix qs+1e are found as the roots of its characteristic polynomial det(λI− qs+1e)
and must necessarily be smaller than one since the matrix is substochastic (except
perhaps for some boundary values of q and e for which the channel is static instead
of correlated). Let us define
ν(z) = det(I− z qs+1e) (173)
=1− z(e0(σ¯+φs+1σ) + e1(σ+φs+1σ¯))+ z2e0e1φs+1 ,
then it is clear that the eigenvalues λ satisfy ν(λ−1)=0 and are equal to the inverse of
the roots of ν(z). These roots, for which the matrix I−z qs+1e is singular, are therefore
situated outside the unit disc. Now note that the inverse of a matrix A is given by its
adjoint matrix adj(A) divided by its determinant det(A), again see [94,141]. Hence,
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Recall also that the element [g(z)]ii′ is the partial pgf of the number of roundtrip
periods required to successfully transmit a packet ending the service in state i′, given
that it starts in state i. For future purposes, we also introduce the pgm S(z) as
S(z) , g(zs+1) , (175)
which gives the distributions of the number of slots in a service period rather than the
number of roundtrips. The nice thing about the matrix representation S(z) is that it
allows us to handle the distribution of contiguous service times as if they were inde-
pendent. Indeed, the conditional distribution of the length of n contiguous services
(i.e. without idle periods in between) ending in state i′, given that the first service
starts in state i is simply given by [S(z)n]ii′ .
From (168), (169) and (172), the transition probability matrix of the embedded

















Hence, the equilibrium probabilities pi of the channel state r∗ at an arbitrary departure













Remember that for the queue working under overload conditions we have defined the
throughput η as the inverse of the mean service time. The distributions of the service
times conditioned on the channel state in which the service starts are given by (175),
whereas pi in (176) are the equilibrium probabilities of being in either state 0 or 1 at
the start of a service time. Therefore, using the moment generating property of pgfs,
we find the throughput as






where 1 is the 2×1 column vector with 1 on both entries and where S′(1) indicates the
matrix S(z)with each element differentiated to z and evaluated for z=1 (and likewise
for g′(1)). After properly evaluating (177), we finally find the following expression for











Note that this expression is surprisingly simple and is equal to that of the throughput





which we would get if the channel has a static error probability e , σ¯e0+σe1. Equiv-
alently, another way to interpret (178) is to say that the throughput η for our two-state





6= a︷ ︸︸ ︷
slot I slot I+1slot I−1
system in state (rI ,mI , uI)
d= (r,m, u)
Figure 3.9: The variable ` denotes the number of arrivals in slot I that are stored in the queue
before P , including P itself.
modulated channel is simply the weighted sum
η = σ¯η0 + ση1 , with ηi =
e¯i
s+ 1
, i=0, 1 , (179)
of the ‘static’ throughputs which would be obtained in the (fictitious) case of a sta-
tic channel error probability ei. Or in other words, ηi is the throughput in case the
channel has error probability ei in every slot. The coefficients in (179) are equal to
the equilibrium channel state probabilities ω of (142), which is consistent with the
findings in [189]. Observe also that η is independent of K, i.e. as far as the mean ser-
vice time of an arbitrary packet is concerned, it does not matter how often the channel
changes state as long as the overall ratio of 0- and 1-slots remains the same. Unlike
the throughput however, the probability p0+p1 of an empty queue does decrease with
K. See Sec. 3.7 for further discussion.
3.6 Analysis of the packet delay
In this section, we derive an expression for the pgf D(z) of the total delay d ex-
perienced by an arbitrary packet traversing the transmitter queue. Of all the packets
arriving to the system, consider an arbitrary packet and tag it as packet P . Also, let
us mark the arrival slot of P as slot I . We define the delay d as the number of slots
between the end of the slot in which P arrives (slot I) and the end of the slot in which
P departs from the transmitter queue.
We can quantify the delay as the amount of time required to process the unfinished
work present in the queue directly after the arrival of P , if we assume for a moment
that the arrivals during a slot occur one by one. Clearly, this unfinished work foremost
depends on the system state (rI ,mI , uI) at the beginning of slot I . Hence, we first
need an expression for the system state distribution PI(x, y, z) in slot I . Now, it has
been argued before (see e.g. [43]) that due to the uncorrelated (iid) nature of the packet
arrival process, the system as ‘seen’ by an arbitrary arriving packet at the beginning
of a slot has the same distribution as the system in an arbitrary slot. Therefore, we can
immediately use the result (163) of Sec. 3.4 for the joint pgf P (x, y, z) as it is also the
distribution of the system state during the arrival slot of an arbitrary packet,
(rI ,mI , uI)
d= (r,m, u) , PI(x, y, z) = P (x, y, z) . (180)





























































































































































































































104 3.6. Analysis of the packet delay
Apart from the system state at the beginning of slot I , the delay of P also depends
on the number and order of arrivals during that slot. Let ` be the number of packets
arriving in the queue in slot I that will be served no later than (but including) P , as
indicated in Figs. 3.9 and 3.10. The pgf L(z) of ` is found as (see [43])
L(z) =
z(1−A(z))
α(1− z) , (181)
by considering the fact that the pgf of the number of arrivals aI in slot I is not A(z),
but rather zA′(z)/α and that P could be any of the aI arrivals with equal probability.
In the following, we derive the pgfD(z) of the delay of P by conditioning on the sys-
tem state at the beginning of slot I . Specifically, as in Sec. 3.4, we make the distinction
between the cases where the system is idle in slot I (i.e. mI = 0) or busy (mI > 0).
In both cases, we can refer to Fig. 3.10 for a visual representation of the time periods
that constitute the total delay of P .
Let us first consider the case where P arrives when the queue is idle. This means
that the first of the ` packets will immediately be transmitted in the next slot. If the
service period of the first packet is finished, the next of the ` packets is served, without
interruption in between, and so forth until finally, the packet P is served. Therefore,
we know from the previous section that the pgfs of the length of these ` contiguous
services ending in channel state i′ given that they start in state i (i, i′ = 0, 1) are the




S(z)v Prob[`=v] , L(S(z)) , (182)
where the notationL(S(z)) stands for a matrix that is a power series in the matrix S(z)
with the same coefficients as the power series expansion in z of L(z) given by (181).
As argued in (180), the probabilities that the queue is empty and in either channel state
during slot I , are given by the vector p in (156). Hence,
E[zd{mI=0}] = pDmI=0(z)1 = pL(S(z))1 . (183)
In Appendix 3.A, we derive the spectral decomposition (214) of the matrix S(z) with
eigenvalue functions λ1(z) and λ2(z). Let us agree that the index j is always used to
indicate one of the two eigenvalues (i.e. j = 1, 2) and that we may write λj when in





where S1(z) and S2(z) are the so-called spectral projectors of S(z) that are derived
explicitly in Appendix 3.A, see (212), (213).
Secondly, we consider the more complicated case when P arrives when the queue
is busy serving another packet. Suppose the system state at the beginning of slot I
is (rI ,mI , uI) = (i, h, n). From Fig. 3.10 it is seen that the pgfs of the delay period
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ending in channel state i′ given that it starts in state i (i.e. rI = i) (i, i′=0, 1) are the
entries of the pgm
DmI>0(h, n, z) = (qz)
h−1 · (e¯+ eS(z)) · S(z)n−1 · L(S(z)) , (185)
where each factor corresponds to a certain part of the delay. The first factor indicates
the number of slots needed to finish the roundtrip period of the packet being served
during slot I . If this roundtrip period is finished, either an ACK or NACK was re-
turned to the transmitter. In case of an ACK, no channel error occurred (probabilities
e¯) which means the service is finished and the packet departs from the queue. In case
of a NACK, a channel error occurred (probabilities e) and the packet is retransmitted
such that an additional remaining service time must be accounted for. Note that the
conditional length of this remaining service time has a distribution that is also given
by S(z). This explains the second factor e¯ + eS(z). The third factor is due to the
service times of the uI−1 packets waiting in the queue at the beginning of slot I but
that were not yet transmitted then. Finally, the fourth factor accounts for the packets
arriving during slot I that are transmitted before P and for P itself, similar to (182).
Now, for 1<h6s+1 and n>1, let
χ(h, n) ,
[
Prob[rI=0,mI=h, uI=n] Prob[rI=1,mI=h, uI=n]
]
,
then by using (185) we find for the distribution of the delay d in case the queue is







































Note that we have used the spectral decomposition (214) again applied to DmI>0(h,
n, z) in the second line and the representation (170) for qh−1 in the third. From (150)
and (156) it is clear that the pgfs of the entries of χ(h, n) are given by H0(y, z)
and H1(y, z) respectively, which were determined in Sec. 3.4. Hence, we find for the




L(λj)Cj(z)(e¯+ eλj)Sj(z)1 , (187)
where we have used the row vectors Cj(z) defined as
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The entries C0j(z) and C1j(z) follow from (158) by applying the appropriate substi-


















in which everything is already known from Secs. 3.3 and 3.4. After substitution of ex-















· [q¯i¯(1−A(λj))(p0+p1) + φs(1−φA(λj))(q¯ipi−q¯i¯pi¯)]] .
Finally, we can bring together (184) and (187) to obtain the unconditional pgfD(z)
of the packet delay d:









This can be simplified further by observing that e¯i+eiλj is in fact d¯i(λj) and by using





















with ± being + if j=1 and − if j=2. To summarise, in (192) one has to substitute
(190) for Cij(z), (211) for the eigenvalue functions λj(z), (143) for d¯i(z), (210) for
µ(z), (209) for ψ(z) and (181) for L(z).
The mass function d(n)=Prob[d=n] can be obtained from the pgf D(z) by using
a numerical inversion algorithm, as will be done for the examples in the next section.
Unfortunately, the computational cost of calculating d(n) increases with n such that
numerical inversion becomes impractical for large n. Nevertheless, an elegant and ac-
curate approximation for the tail distribution of the packet delay can be found from the
asymptotic analysis ofD(z), for which we refer to Appendix 3.B. As with expression
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(164) for the pgf of the queue content, it is possible to derive the moments of the packet
delay from (192) by using the moment generating property of pgfs. For example, we
have verified numerically that the mean packet delay E[d] found as D′(1) is exactly
equal to U ′(1)/α, with U ′(1) given by (166), as required by Little’s theorem [83].
3.7 Bounds for the probability of an empty queue
The final step in the analysis of Sec. 3.4 was the numerical computation of the last
unknown p0+p1, being the probability of having an empty system during equilibrium.
Nevertheless, it is not always necessary to go through these numerical calculations. In
the following, we derive a simple upper and lower bound for Prob[u= 0] = p0+p1.
The upper bound corresponds to the case K = 1 of an uncorrelated channel and the
lower bound is asymptotically correct for K→∞, i.e. in case the channel is heavily
correlated.
3.7.1 No channel correlation (K=1)
The analysis of the transmitter queue content for Stop-and-Wait ARQ with an uncor-
related channel and static error probability e is given in [187], where the pgf of the
transmitter queue content in an arbitrary slot during equilibrium is found to be
Ustatic(z) = Ustatic(0)
(z−1) e¯ A(z)s+1
z −A(z)s+1(e¯+ ez) . (193)
The probability of an empty queue Ustatic(0) then follows from the normalisation con-
dition Ustatic(1)=1 as





and the condition (167) for the queue to reach equilibrium is




Regarding our model of the transmitter queue with a two-stated channel model, it
is not difficult to express the probability of an empty queue in the special case that
the channel is uncorrelated, i.e. in case K = 1 (or φ = 0). Indeed, if we choose the
transition probabilities q0 and q1 in Fig. 3.6 such that q0+ q1 = 1 or equivalently,
K = 1, our model reduces to a simpler model with a static channel and the results
of [187] can be used. The probability that a packet is transmitted erroneously is then
independent from slot to slot and equal to e = σ¯e0+σe1, which is in fact equal to
ω e 1, the error probabilities in both channel states weighted with the equilibrium
probabilities of those states. So the probability of an empty queue follows as
Prob[u=0] = 1− α s+ 1
1− (σ¯e0+σe1) = 1−
α
η
= 1− ρ if K=1 , (196)
where the load ρ of the system was defined in (167).
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3.7.2 Heavy channel correlation (K→∞)
Secondly, we can also investigate the opposite case in which the correlation of the
channel state from slot to slot is very large, i.e. in which asymptotically K→∞ (or
φ→1). From our definition ofK at the end of Sec. 3.3 we know that ifK gets larger,
the channel state switches less and less often, resulting in longer 0- and 1-periods of
which the mean length increases linearly with K. Note that if K were really equal
to infinity, the Markov chain in Fig. 3.6 is no longer irreducible and the channel will
remain in its initial state forever, such that the channel error probability is the same
in all slots, either e0 or e1 depending on the starting conditions. For our purposes,
it is useful to consider these two extreme cases for K =∞ separately. For instance,
suppose the channel state is always i (i = 0, 1), then the errors in the channel occur
independently from slot to slot and always with the same probability ei. If the mean
arrival rate is not too high, i.e.
α < ηi , e¯i/(s+1) , (197)
the behaviour of the transmitter queue is the same as in the ‘static’ case considered
in Sec. 3.7.1, only this time with static error probability e = ei. After some time,
the queue reaches equilibrium and expression (193) for the distribution of the queue
content applies as well as (194) for the probability that the queue is empty, both with
e=ei.
For a heavily correlated channel (K → ∞, but not K = ∞), the basic observa-
tion that we make is the following. Strictly speaking, if the 0- and 1-periods are
not infinitely long, we obviously need to perform the analysis as shown in the pre-
vious sections of this chapter, complete with the numerical procedure to determine
Prob[u = 0] = p0+p1. However, if the 0- and 1-periods are very large, we can still
reuse the results from the less complicated analysis with static errors. Suppose we
consider a single i-period and focus on the behaviour of the queue during this period
only, then we see that the queue is governed by the same system equations as in the
model with static error probability e = ei. Moreover, since the i-period is also very
long and assuming that α < ηi, we can expect that after some transitional phase a
local equilibrium sets in. For the remainder of that i-period, the queue then exhibits
the same kind of (local) equilibrium behaviour as if the channel were always in state
i. This local equilibrium ends when the channel switches to state i¯. Then, again after
some transitional phase, a new local equilibrium may set in if α<ηi¯, and so on.
In the following, we derive an expression for Prob[u = 0] when the channel is
heavily correlated. Without loss of generality, let us assume that e0 < e1 such that
η1 <η < η0. Obviously, we also assume that overall equilibrium can be reached, i.e.
that the condition (167) is met. Depending on how high the load α/η of the system
is, we can distinguish two cases. In the first case, which we term symmetric stability,
local equilibrium can occur during both 0- and 1-periods. If local equilibrium only can
occur during the 0-periods, then we talk about compensated stability.
Symmetric stability (α < η1 < η < η0):
In this case, the mean arrival rate α is low enough such that both α<η0 and α<η1.
Therefore, we can safely assume that for the larger part of both 0- and 1-periods, the
















































































































































































































110 3.7. Bounds for the probability of an empty queue
queue operates under local equilibrium. In fact, since the periods are very long, we can
ignore the transitional phases at the beginning of each period and assume that there is
local equilibrium during all the slots. Therefore, given that a certain slot belongs to an
i-period (i=0, 1), the probability that the queue is empty during that slot is given by
(194) with e= ei. Since a slot belongs to a 0- or 1-period with probabilities σ¯ and σ
respectively, we find
Prob[u=0] = σ¯(1− α
η0
) + σ(1− α
η1
)






, if K →∞ . (198)
Compensated stability (η1 < α < η < η0):
Here, unlike the previous case, the mean arrival rate is higher than the maximum
throughput η1 during the 1-periods. Obviously, this means there will be no local equi-
librium behaviour during 1-periods, since temporarily more packets are entering the
queue than can be processed. Instead, as illustrated in Fig. 3.11 for a specific trace of
the queue content, the queue will gradually build up as the 1-period advances. We can
quantify the rate at which the queue builds up in a fluid-flow like manner as follows.
The transmitter queue temporarily works under overload conditions as considered in
Sec. 3.5 and transmits at the maximum rate of η1 packets per slot. Hence, let us call
the build-up rate Rup the average number of excess packets arriving per 1-slot, then
we have
Rup = α− η1 = α− e¯1
s+1
,
i.e. the mean number of packets that enter the queue minus the mean number of pack-
ets that leave the queue per 1-slot. The longer the 1-periods are, the longer the queue
builds up at this rate and the higher the observed queue sizes will be. Of course, the
queue cannot grow indefinitely, since we know that overall stability is assured by
(167). Therefore, the build-up during the 1-periods must be compensated for some-
how during the 0-periods. Indeed, still reasoning in fluid-flow, there will be a phase
at the start of each 0-period during which the queue keeps transmitting at its max-
imum output rate as it did during the preceding 1-period. However, this output rate
is now increased to η0 instead of η1 packets per slot such that the excess amount of
work built up during the 1-periods can now gradually leave the queue. If the 0-period
extends long enough, all the excess work will be gone at a certain point and (after a
transitional phase) the local equilibrium sets in again. The rate Rdown at which the
queue is emptied at the beginning of the 0-periods is
Rdown = η0 − α = e¯0
s+1
− α ,
i.e. the maximum output rate during 0-periods minus the mean arrival rate. Inciden-
tally, observe that the overall equilibrium condition (167) is equivalent to







) ⇔ σ Rup < σ¯ Rdown ,
which states that on average, the excess work built up in the queue during 1-periods
can always be compensated for during the 0-periods. Let the mean excess work Qk be
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defined as the expected amount of excess packets present in the queue at the beginning




Qk +Rup if rk+1=1 ;
max(Qk −Rdown, 0) if rk+1=0 .
(199)
In Fig. 3.11, during the build-up phases, which coincide with the 1-periods, the mean
excess work Qk has positive slope Rup, while during the build-down phases, Qk has
negative slope −Rdown. In between these phases, where Qk = 0, are the parts of the
0-periods where local equilibrium occurs.
Before we calculate the probability of an empty queue in case of compensated sta-
bility withK→∞, we make the following assumptions:
I First, observe that we can neglect the possibility that the queue becomes empty
during the 1-periods when the queue is in a build-up phase. Likewise, we also ig-
nore this possibility when the queue is building down during the 0-periods. In other
words, as a first approximation, we assume that observing an empty queue when
the mean excess work Qk is non-zero, is a very rare event which can be ignored.
Note that in Fig. 3.11, this event occasionally occurs, but much less frequently than
during the periods in which Qk = 0. Also, it is seen that although the queue can
be empty when Qk > 0, this is only likely to happen when Qk is relatively small.
Obviously, whenK grows larger, the build-up phases will also be longer, such that
on the whole, there will be less and less slots in which small non-zero values ofQk
occur. Therefore, this approximation gains accuracy asK→∞.
I Secondly, we assume that in the periods during whichQk=0, the queue is in local
equilibrium, i.e. we ignore the transitional phases in the same way as we did in the
case of symmetric stability.
The probability Prob[u = 0] can now be obtained as follows. Consider N pairs of
consecutive 0- and 1-periods, with N large. As the mean lengths of 0- and 1-periods
areK/σ andK/σ¯ respectively, theseN pairs take up a total ofNK(σ−1+σ¯−1) slots
on the average. Let χ be the fraction of slots in which Qk=0, i.e. in which the mean
excess work is not building up or down and where we assume the system is in local
equilibrium. The number of build-up slots is given by NK/σ¯, being the number of
1-slots. Since it takes Rup/Rdown 0-slots to compensate for the excess work built up
per 1-slot, we find for the ratio χ:
χ =






















= . . . = σ¯ − σ Rup
Rdown
. (200)
During the slots in which the queue is in local equilibrium, the probability of having
an empty queue is given by (194) with e=e0. Therefore, the probability of observing
an empty queue finally follows as
















σ¯e¯0 + σe¯1 − (s+1)α
)
, if K →∞ .
Note that both (198) and (201) are linear functions of the mean arrival rate α and that
the expressions agree when α = η1. To summarise, the probability that the queue is





















where we have rewritten (198) and (201) as a function of the load ρ instead of the mean
arrival rate α, such that the parameter s no longer appears in the expressions. If the
load crosses the threshold value η1/η, the system switches from symmetric stability
to compensated stability.
3.7.3 Upper and lower bound
In the following, let us only consider positively correlated channels, i.e. with K > 1
or equivalently, 0 < φ < 1, which is most often the case in practice. Considering
a large set of numerical examples, we found that for K ranging from 1 to ∞ and
keeping all other parameters constant, expression (196) is an upper bound for the
probability Prob[u = 0] = p0+p1 as obtained from the numerical procedure in Sec.
3.4.3. Conversely, expression (202) is a lower bound. In other words, for Stop-and-
Wait ARQ over a positively correlated Gilbert-Elliot channel, the probability that the
transmitter queue is empty is always lower than in case of equivalent operation over
an uncorrelated channel (with K=1), but higher than when operating over a heavily
correlated channel (withK→∞).
This conclusion is substantiated by the following numerical example. In the first
plot of Fig. 3.12, we show the probability of an empty queue versus the system load
ρ=α/η, both in case the channel is uncorrelated (K =1, solid line) and in case it is
heavily correlated (K →∞, dashed line), as was discussed in Secs. 3.7.1 and 3.7.2
respectively. The other parameters of the channel model were chosen to be e0 =0.1,
e1 = 0.7 and σ = 0.5. The variation of ρ along the abscissa is due only to changing
the mean arrival rate α. As is clear from (196) and (202), both curves are (piecewise)
linear in ρ. In this plot, we also indicated the regions of stability. For a load ρ lower
than the threshold η1/η=0.5, the queue operates under symmetric stability, whereas
if the load exceeds this threshold, it operates under compensated stability. Obviously,
if ρ>1, the queue can no longer reach long-term stability. For three specific values of
the load, we show the dependency of Prob[u=0] on the value ofK in the second plot
of Fig. 3.12. In each case, this probability is plotted for feedback delays s=3, 15, 63
and for K ranging from 1 to 105 on a logarithmic scale. We observe that the curves
do indeed stay between the bounds set by the values obtained in the uncorrelated and
heavily correlated cases respectively. In fact, the probability gradually decreases in a
monotonic way from the upper bound for K = 1 to the lower bound for K → ∞,
whereby the value of s acts as a kind of scaling parameter.



















































































































































































































































































































































Figure 3.13: Worst-case difference between the upper and lower bound for Prob[u = 0] as a














Figure 3.14: The mean queue content versus
the mean arrival rate for three different arrival
















Figure 3.15: The mean queue content for
three different feedback delays and for two
correlation factors (Bernoulli, σ=0.2).
The question is now, is there any indication of how close the upper and lower bound
lie together? If the bounds are close, they provide a good estimate for the important
quantity Prob[u= 0] such that the numerical computation of this probability may no
longer be required. As can be seen from Fig. 3.12 the bounds are furthest apart when
the load is equal to the threshold value η1/η, so the difference in that point between
the upper and lower bound yields a worst-case measure for the distance between the
bounds. Taking the difference of (196) and (202) evaluated for ρ=η1/η, we find




In Fig. 3.13 this measure is plotted versus the error probabilities e0 < e1 and for
σ=0.1, 0.5, 0.9. It is maximally σ in case e1=1 and becomes very small as the error
probabilities are closer together. Note that for values of the load 0<ρ< 1 other than
the threshold value η1/η the difference between upper and lower bound will even be
smaller than this worst-case measure.
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3.8 Numerical examples
In order to illustrate how the equilibrium behaviour of the queue is influenced by the
parameters of the model, we now consider some practical examples. First consider the
following pgfs for the number of arrivals per slot:
A1(z) = α z + 1−α , A2(z) = exp(α(z−1)) ,
A3(z) =
1




1+α2−α2 z , (204)
i.e. a Bernoulli, Poisson, geometric and mixed geometric distribution respectively. For
the latter, we choose α1=0.1α and α2=1.9α.
Equilibrium distribution of the queue content
Let us now concentrate on the mean value E[u] and the tail distribution Prob[u=n] of
the queue content. As in all further plots in this paragraph, we choose the channel error
probabilities to be e0 = 0.1 and e1 = 0.8. For Fig. 3.14 in particular, the probability
of being in the BAD state is σ = 0.2 and the slot-to-slot correlation is K = 2. The
plot shows the mean queue content E[u] as given by (166), for different feedback
delays (s=2, 4, 6) and for three different arrival distributions: Bernoulli, Poisson and
geometric ones. As one could expect, the number of packets residing in the queue is
growing as the feedback delay s is getting larger. Three groups of curves converge to
three different asymptotes as for every individual group (corresponding to s = 2, 4
and 6), the throughput given by (179) has a different value (around 0.25, 0.15 and 0.1
respectively). Within these groups, the distinction between the curves is due only to
the linear contribution of A′′(1) in (166), which corresponds directly to the variance
of the arrival distribution. As the geometric distribution has the highest variance (and
Bernoulli the lowest), it is expected that it will yield the highest (and respectively the
lowest) values for E[u]. This can indeed be observed from the plot.
To show the impact of the error correlation in the transmission channel on E[u],
we choose much higher values of K. The results are given in Fig. 3.15, where E[u]
is plotted again for s = 2, 4 and 6 but now for K = 10 and 100. As for all further
plots in this paragraph, we take σ= 0.2 and the Bernoulli arrival distribution A1(z).
It is clearly seen that the mean queue contents is growing rapidly as K jumps from
value 10 to 100. This phenomenon is observed even more distinctly when the feedback
delay is relatively short. In order to further investigate this observation, a more detailed
analysis for a specific feedback delay (s= 2) was done for K = 1, 2, 5, 10, 50 and
100. The results are shown in Figs. 3.16 and 3.17. Fig. 3.16 shows E[u] plotted against
the system load (i.e. ρ=α/η), whereas Fig. 3.17 is a logarithmic plot showing the tail
distribution Prob[u>n] of the queue content. In Fig. 3.16, some results obtained from
simulations according to the described model are included as well.
Equilibrium distribution of the delay
Let us now focus on the distribution of the packet delay d. The Figs. 3.18 to 3.22 are
plots of the mass function d(n) of the packet delay. These probabilities were obtained


























Figure 3.16: The influence of the correla-
tion factor K on the mean queue content






















Figure 3.17: Tail distribution of the queue
content Prob[u > n] for various correlation















Figure 3.18: Logarithmic plot of Prob[d=n]
versus n in case e0 = 0.1, e1 = 0.5, σ = 0.5
and K = 10 for the channel model, feed-
back delay s = 3 and arrivals with geomet-
ric distribution, for various values of the load













Figure 3.19: Logarithmic plot of Prob[d=n]
versus n in case e0 = 0.1, e1 = 0.5, σ = 0.5
and K = 10 for the channel and Poisson ar-
rivals with load ρ=0.9, for various values of
the feedback delay s=1, 3, 7, 15.
by numerical inversion of the pgf D(z) given by (192) using the algorithm presented







F (z)z−n−1dz , (205)
where  is the complex imaginary unit
√−1 and Cr is a circular contour around the
origin with radius 0 < r < 1. In [20], this integral is approximated by sampling the
integrand on 2n points of the contour Cr. Using the discrete Poisson summation for-
mula, the error bound for this approximation is shown to be r2n for large n and small
r, such that any desired accuracy is guaranteed by choosing r sufficiently small.














Figure 3.20: Logarithmic plot of Prob[d=n]
versus n in case e0 = 0.1, e1 = 0.5, σ =
0.5 and feedback delay s = 3. For K =
10 and K = 100 the distribution is plotted
for four different arrival distributions A(z):
Bernoulli, Poisson, geometric and mixed geo-
metric, each time with load ρ=0.9.
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1
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Figure 3.21: Logarithmic plot of Prob[d=n]
versus n in case e0 = 0, σ = 0.5, K = 10,
s=3 and Poisson arrivals with load ρ=0.9.
The error probability in the BAD state takes
values e1=0, 0.25, 0.5, 0.75, 1. The bold line
indicates the approximated tail distribution.
In Fig. 3.18 we show a logarithmic plot of the mass function d(n) for increasing
values of the load ρ = α/η. The fraction of slots in either channel state is the same
(σ=0.5), the correlation factor K =10 and the error probabilities in the GOOD and
BAD state are e0 = 0.1 and e1 = 0.5 respectively. The feedback delay is s= 3 slots
and the numbers of arrivals per slot have a geometric distribution. As expected, we
observe that the probability mass shifts towards higher values as the load increases. If
more packets enter the queue in the same time period, they will have to wait longer
before they can be transmitted. Secondly, as with all of the following plots, we see
that d(n) = 0 for n < s+1 since the minimal delay of a packet is one roundtrip
period of s+1 slots. A packet experiences this minimal delay when it is the first
packet arriving during an idle slot and its first transmission is successful. Notice also
the peaks in the mass function for n equal to multiples of the roundtrip period s+1.
The peaks are more pronounced and last into higher values of n when the load is
lower, which can be explained as follows. For low load, there is a high probability that
packets arrive during a slot when the system is idle. Hence, the first of the packets
will be transmitted immediately in the next slot and the delay of all those packets will
be a multiple of s+1. Note that the probability mass d(n) for n not a multiple of
s+1 is entirely due to arrivals in slots with mk = 2, . . . , s+1, which is more likely
to happen when the load increases. The same observations can be made from Fig.
3.19, where various values of the feedback delay are considered. The arrivals have a
Poisson distribution with load ρ=0.9 and the other parameters are as in Fig. 3.18. As
one expects, the experienced delay increases with the feedback delay s. In Fig. 3.20
we show the influence of the arrival distribution A(z) for the four different arrival
distributions in (204). The system parameters are the same as in Fig. 3.18 and the load
is chosen to be ρ=0.9. The plot shows the mass function of the packet delay for these
four types of arrivals, both in case K = 10 and K = 100. The Bernoulli, Poisson,
geometric and mixed geometric distributions have variances 0.132, 0.157, 0.182 and











Figure 3.22: Logarithmic plot of
Prob[d = n] versus n in case e0 = 0.1,
e1 = 0.5, σ = 0.5 with feedback
delay s = 3 and Poisson arrivals with
load ρ = 0.9, for various values of













Figure 3.23: Log-log plot of E[u] versusK in case
e0=0.1, e1=0.5, σ=0.5, s=3 and with Poisson
arrivals. Curves are shown for system load ρ=0.6
to 0.85 respectively. When the load crosses the
threshold value η1/η=0.7143 the queue switches
from symmetric stability to compensated stability.
0.222 respectively and we observe that a higher variance of the arrival distribution
results in a higher packet delay. In Fig. 3.21, we assume that there are no errors in the
GOOD state (e0=0) while we consider increasing values for the error probability in
the BAD state, e1 =0, 0.25, 0.5, 0.75, 1. As expected, the delay increases if the error
probability is higher. Additionally, we demonstrate the effectiveness of the dominant
pole approximation for the tail distribution of the delay as discussed in Appendix 3.B.
The bold lines correspond to the geometric decay of the tail distribution obtained in
Appendix 3.B, which gives very good results for high n.
Finally, to illustrate the fact that the correlated nature of the transmission errors in
the channel has impact on the delay d as well, we have plotted in Fig. 3.22 the delay
distribution for increasing values of the correlation factor K=1, 10, 20, 50, 100. The
arrivals are Poisson with load ρ=0.9 for all curves and the other parameters are the
same as in Fig. 3.19. Observe that although the fraction of slots in the BAD state is
the same for all curves, the delay increases drastically with the factor K. The simple
fact that both the BAD and the GOOD periods last longer (see Sec. 3.3) for higherK,
results in a higher delay for an arbitrary packet.
Symmetric versus compensated stability
In fact, whether or not the performance keeps degrading for increasing correlation
in the channel as it does in this example of Fig. 3.22 depends on the type of sta-
bility the queue is in (see Sec. 3.7.2). Note that in this example the queue operates
under compensated stability since the load ρ= 0.9 is larger than the threshold value
η1/η = 0.7143. To illustrate this assertion, we discuss another experiment. In Fig.
3.23 we show a log-log plot of the mean queue content E[u] as given by (166) ver-
sus the correlation factor K. Recall that the mean queue content is closely related to
the mean packet delay E[d] via Little’s law. The six curves correspond to increasing
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values of the load ρ= 0.6, 0.65, 0.7, 0.75, 0.8, 0.85. If the load is chosen below the
threshold value 0.7143, the queue operates under symmetric stability and we see that
the curves saturate forK→∞. As such, the effect of a degrading performance for an
increasingly correlated channel is somehow limited. However, if the load exceeds the
threshold value, the queue switches to compensated stability and suddenly the mean
queue content no longer saturates but keeps increasing, linearly with K. Hence, the
performance can become arbitrarily bad.
The reason why this effect occurs can easily be explained when considering the
mechanism of queue build-up and build-down of Sec. 3.7.2. Specifically, under com-
pensated stability, the queue content will increase on average during the BAD periods
and decrease during the GOOD periods in a way that is described by the mean excess
work functionQk given by (199) and illustrated in Fig. 3.11. Now, it is clear that if the
BAD periods last longer and longer, the queue builds up uninterruptedly for a longer
time and the mean excess work will be allowed to reach higher peaks. Therefore, the
excess packetsQk become an increasingly more dominant part of the total queue con-
tent uk which also grows with the length of the BAD periods. This result strongly
shows the importance of accounting for possible correlation in the transmission chan-
nel when predicting the queueing performance. Indeed, as we have shown, both queue
content and packet delay may be severely underestimated when assuming only static
errors.
3.9 Conclusion
We have analysed the transmitter queue of the SW-ARQ protocol in case of a two-
state Markovian error channel. Closed-form expressions were derived for the pgf of
the equilibrium distribution of the system state and the queue content as well as the
maximum throughput. By using the eigenvalues and the spectral decomposition of the
matrix with the conditional lengths of the service time, we obtained the pgf of the
delay experienced by an arbitrary packet. Additionally, we established a useful lower
and upper bound on the probability that the queue is empty, thereby distinguishing be-
tween operation under symmetric and compensated stability. For the queue content as
well as the packet delay, we also gave an accurate approximation for the tail distribu-
tion and found that for the latter, the asymptotic contribution of the second eigenvalue
function is zero. Finally, by means of some examples we have discussed the influence
of the model parameters on the queue performance. The most important observation
is that, at least when operating under compensated stability, the performance worsens
drastically as the correlation in the channel is higher (i.e. ifK increases), although the
overall fraction of BAD slots remains the same. This result emphasizes the importance
of taking into account the correlation of the errors when dimensioning the buffer space
or calculating the packet loss.
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3.A Appendix: Spectral decomposition of S(z)
For the analysis of the delay in Sec. 3.6, we need a suitable representation for a func-
tion f of the pgm S(z). The following spectral decomposition theorem allows us to
determine f(S(z)) by evaluating f for scalars rather than matrices and can be found
in any textbook on matrix algebra (such as e.g. [94, 141]).
A squareN ×N matrixA is diagonalisable if there exists a similarity transform P
such thatP−1AP=D, withD a diagonal matrix with entries taken from the spectrum
σ(A) of A. The spectrum σ(A) = {λ1, . . . , λk} (k 6 N) is the set of eigenvalues
of A. Let f(z) be a function that is defined on σ(A), then there exist matrices Gj
(16j6k) such that
f(A) = f(λ1)G1 + f(λ2)G2 + . . .+ f(λk)Gk . (206)
The matrices Gj are called the constituents or spectral projectors of A belonging to
the eigenvalue λj and have the following properties:
• Gj is idempotent, i.e.G2j=Gj .
• G1 +G2 + . . .+Gk = I, with I the N ×N identity matrix.
• GjGj′ = 0 whenever j 6= j′ (16j, j′6k).









(λj − λj′) . (207)
The extension of this theorem to non-diagonalisable matrices A also exists but is
slightly more complicated.
We can use the above to obtain the spectral decomposition of the pgm g(z) given by
(174). First, let us denote the two eigenvalues of g(z) as λ∗1(z) and λ
∗
2(z) respectively,




zφs+1(e0e¯1+e¯0e1)−e¯0(σ¯+φs+1σ)−e¯1(σ + φs+1σ¯) + z2e¯0e¯1φs+1
]
.
Let zψ(z) be the discriminant of this ordinary quadratic equation in λ, i.e.
ψ(z) , µ2(z) + 4e¯0e¯1σσ¯(1−φs+1)2 , (209)
with
µ(z) , e¯0(σ¯+φs+1σ)−e¯1(σ+φs+1σ¯)−z (e1−e0)φs+1 . (210)
As in Sec. 3.6, we agree that the index j is always either 1 or 2. Solving the character-





e¯0(σ¯+φs+1σ) + e¯1(σ+φs+1σ¯) (211)






where ± means + for j = 1 and − for j = 2. It can be verified that if |z| < 1, the
eigenvalue functions λ∗j (z) are situated inside the unit disc too. Therefore, in case
f(z) is a pgf and thus analytic for |z|< 1, the spectral decomposition is always well
defined. Also, we have that |λ∗1(z)| > |λ∗2(z)|, i.e. λ∗1(z) is the ‘larger’ of the two
eigenvalue functions and yields the PF-eigenvalue λ∗1(1)= 1 of the stochastic matrix
g(1) with eigenvector pi as given by (176). However, although λ∗1(1)=1, the function
λ∗1(z) is in general not a pgf, since its singularities with smallest modulus are not real,
as would be required by Pringsheim’s theorem (a.k.a. Vivanti’s theorem, see [186]).
These singularities are the branch points given by the two (complex conjugate) roots
of ψ(z). The spectral projectorsGj of g(z) are found from (207) and (211) as












with the same convention for ± as before. Since S(z) = g(zs+1), we now also have
the spectral decomposition of S(z), with eigenvalues λj(z) and spectral projectors
Sj(z) given as
λj(z) = λ∗j (z
s+1) , Sj(z) = Gj(zs+1). (213)
Hence, we can write for the pgm S(z):
f(S(z)) = f(λ1(z))S1(z) + f(λ2(z))S2(z). (214)













We prove the following properties regarding the eigenvalue functions:
Prop. 1: The function λ1(z) is related to the throughput as
λ′1(1) = η
−1 . (216)
This follows directly from (211), (213) and (178). 
Prop. 2: For j=1, 2, and the function N(z) given by (160):
z−A(λj(z)) = 0 ⇒ N(λj(z)) = 0 . (217)
The eigenvalues λj(z) are functions for which the characteristic polynomial
det(λj(z)I−S(z)), given by (208) with all occurrences of z replaced by zs+1,
is zero. Now, substitution of λj(z) into (160) yields an expression forN(λj(z))
which after some careful rearranging of the terms and substitution ofA(λj(z))=
z reduces exactly to the characteristic polynomial of S(z) in λj(z). Hence,
N(λj(z))=0. 
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3.B Appendix: Asymptotic analysis of queue content
and delay distribution
We now use the pgfs U(z) and D(z) to assess the asymptotic behaviour of the queue
content and delay distribution, i.e. the mass functions u(n) and d(n) for large n.
Let us consider a discrete random variable f with pgf F (z). We use a well-known
approximation technique (see e.g. [46]) to obtain the mass function f(n) based on
the dominant singularity of F (z). Applying the principle of analytic continuation and
Cauchy’s theorem, it is possible to extend the contourCr in (205) to contain the whole
complex plane (r→∞) except for the singularities of the integrand. Instead of one
contour around the origin, there is now a big contour around the z-plane and a number
of small contours around the singularities of F (z)z−n−1 other than the origin. For
large n, the contribution to f(n) of the contour around the singularities with smallest
modulus will dominate the contributions of the other contours. Note that since F (z) is
analytic within the unit disc, all these singularities have a modulus larger than 1. Both
in the case of U(z) and D(z), the dominant singularity is a single pole, which must
necessarily be real and positive in order to ensure a nonnegative mass function. Now,
with F (z) having a dominant pole zf of multiplicity one, it follows from the partial
fractions expansion of F (z) around zf that the (dominant) contribution to f(n) of the
contour around zf can be expressed by the following geometric form:
Prob[f=n] ∼= −θf z−n−1f , (218)
where θf is the residue of F (z) in the point z=zf , i.e.
θf = ReszfF (z) = limz→zf
(z−zf )F (z) . (219)
In the examples of Sec. 3.8 we have plotted the probabilities Prob[f = n] on a log-
arithmic scale, which produces a straight line when n is large as can be seen from
(218):






The slope of this line is determined by z−1f which is the geometric decay rate of the
tail. Both the queue content and the packet delay distribution exhibit this geometrically
decaying tail behaviour. All that remains is to determine the values of zu, θu, zd and θd.
3.B.1 Queue content tail distribution
We now determine the dominant pole zu and the residue θu from the queue content
distribution U(z). It is seen from (165) that the dominant pole zu is given by the
smallest zero larger than one of the factor N(z). Hence, zu satisfies
N(zu) = 0 , (221)
and can be determined numerically by using e.g. the Newton-Raphson method. To
calculate the residue θu of U(z) in the point z = zu, we use the expression for U(z)
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found in (164) and expression (159) for Ri(z). Using de l’Hoˆpital’s rule, this yields
θu = ReszuU(z) = limz→zu




















3.B.2 Delay tail distribution
After close inspection of the factors in (192), we found that the dominant pole zd of
D(z) is always the smallest zero larger than one of the factor z − A(λ1(z)) in the
denominator of the functions Ci1(z) given by (189). It can be shown that the other
poles all have a larger modulus. Again, the value of zd must be obtained numerically.
From (217) we observe that zd is also a zero of the denominator N(λ1(z)) of the
functions Ri(λ1(z)) (see (159)) in Ci1(z), i.e.
N(λ1(zd)) = 0 . (223)
This would lead us to believe that zd is a pole of Ci1(z) with multiplicity 2. However,
after elimination of the functions Ri(z) it becomes clear in (190) that the numerator
is also zero for z=zd due to the factor As+1(λ1(z))−zs+1. The concerning factors in




z −A(λj(z)) = −(s+1)z
s
d , (224)
and zd proves to be a pole with single multiplicity due to the factor N(λ1(z)) in the
denominator of Ci1(z).
For convenience, let us define
yd , λ1(zd) and y′d , λ′1(zd) , (225)
then, we have from (192):
θd = ReszdD(z) = limz→zd





















· [− q¯i(1−zd)(p0+p1) + φs(1−φzd)(q¯ipi−q¯i¯pi¯)]






· [q¯i¯(1−zd)(p0+p1) + φs(1−φzd)(q¯ipi−q¯i¯pi¯)]] .
Note that the second eigenvalue function λ2(z) has no contribution to the tail distri-
bution d(n). Finally, from (221) and (223) we find the following interesting relation
between the decay rates z−1u and z
−1
d of the queue content distribution and the delay
distribution:
zu = λ1(zd) . (228)
3.C Appendix: Some literature on ARQ
When modelling transmission protocols over classical wired computer networks, it is
certainly justified to assume a certain correlation in the channel error process. The
‘channel’ in this case is a path of wired links between corresponding layers in two
nodes of the network. In practical systems, there are various factors that cause the er-
rors in the channel not to occur independently from each other, but in so-called bursts.
For example, electromagnetic interference with other channels, the unavailability of
intermediate network nodes, congestion in these nodes or the presence of traffic with a
higher priority are all circumstances that can lead to the loss or erroneous reception of
data packets. The impact of these effects is usually variable over time, so that the error
probability of subsequent packets during a transmission can hardly be considered as a
constant value.
However, if accounting for correlation in the error process during transmission over
a fixed network is useful, we can safely say that it is essential in case of transmission
over a wireless medium. Indeed, where errors in a fixed link are mostly caused by ex-
ternal factors, we shall see that for wireless communications, the temporary failing of
the channel is inherent to the nature of the medium. Physical causes such as the mobil-
ity of the users, noise, reflection of the electromagnetic waves on buildings, dispersion
and attenuation have as result that the amplitude and phase of the received signal can
strongly vary over space and time. The joint result of these effects is known as channel
fading which has as consequence that during certain periods, the received signal is too
weak or too distorted to be decoded. Simple countermeasures such as increasing the
channel capacity can only be of limited use here. Increasing the transmitting power
of the signal indefinitely is no option either, in view of the limited autonomy of most
wireless devices. One can thus safely say that the wireless medium is far less reliable
than fixed connections, and protocols at the link layer have to be able to handle the
lower quality of the services provided by the physical layer.
So for the performance analysis of a transmission protocol like ARQ over a wireless
link, the choice of a suited channel model is very important. If a stochastic model is
used for the performance assessment, the results of the analysis are heavily influenced
by how we choose to model the error process in the channel. A proper choice for the
channel model can be made if we account for the fact that transmission errors of pack-
ets are a direct consequence of the channel fading process. For instance, it is clear that
the error probability will increase drastically during the periods in which the channel
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is in deep fading. We thus expect from a representative model for the transmission
errors over a wireless channel that it follows the fading process as closely as possible,
which means e.g. that it exhibits a similar correlation structure. By allowing a simple
form of correlation in the channel model as we did in the current chapter, we move
away from the simplifying, unrealistic, but often used assumption that packet errors
occur independently from each other. Especially in the case of wireless channels, ac-
counting for the correlated nature of the errors in the channel of the stochastic model
is of specific importance for the applicability of the results to real-life situations.
In what follows, we first have a look at the so-called Rayleigh fading process and
motivate the choice made in this chapter to modulate the error probability in the chan-
nel by a Markov chain with two states. Then we give a survey of some improvements
and extensions of the three basic ARQ protocols that have been proposed in literature
and finally, we also give an overview of the existing work with regard to the perfor-
mance analysis of ARQ protocols.
3.C.1 Channel models for wireless communication
Let us again consider the specific situation in which information has to be sent over
a single wireless link, from the transmitter to the receiver. At the transmitter side, the
information is coded and modulated on a carrier wave, after which the resulting signal
is sent into the environment. The receiver then picks up this signal via an antenna,
decodes it and delivers the information to the end user. As indicated above, the nature
of the medium and more specifically the way in which the signal propagates through
the medium will result in a channel fading effect of which the severity varies over
time. In general, we can split up the causes of this fading process into large-scale
effects and small-scale effects [107, 112, 176]. On a large scale, the primary cause of
fading is the fact that propagation through a free medium causes attenuation of the
signal strength (path loss), proportional to the square of the travelled distance and
therefore relatively easy to predict. However, in addition there are often irregularities
present on the terrain such as large buildings, billboards or forests that can temporarily
block the waves and thus cause variability of the attenuation. If an impenetrable object
is situated between the transmitter and the receiver, then the radio signals can often
still reach the receiving antenna because of a secondary diffraction field that forms at
the edges of the object [164]. This effect is called shadowing and is usually modelled
by using a lognormal variance around the mean [176]. Also, depending on the size of
the textural features on large surfaces, an incoming wave may either reflect or disperse
on this surface. In the latter case, the energy is spread out over a large spatial angle. On
a smaller scale, about the size of half a wavelength of the carrier wave, fading is also
caused by small changes in the distance between the transmitter and the receiver. In
mobile communications for instance, the transmitter and receiver are always in relative
motion to each other, so the propagation conditions for the signal can vary strongly.
Rayleigh fading
The most dominant form of fading on the small scale ismultipath fading caused by the
fact that a signal usually reaches the receiver along many different paths, due to effects
126 3.C. Appendix: Some literature on ARQ
mentioned earlier such as reflection, dispersion and diffraction. Both the resulting at-
tenuation and phase shift of the signal are different on each of these paths. Therefore,
it is clear that under certain circumstances, the incoming waves from different direc-
tions can interfere destructively at the receiving antenna and thus cause the channel to
fade. Mathematically, this phenomenon is described by Clarke’s model [58], where it
is assumed that the incident energy of the signal is uniformly distributed over all pos-
sible directions and that the phase shift is uniformly distributed as well. The complex





Cn exp j(2pifDt cosαn + φn) , (229)
where Cn, αn and φn respectively are the path gain, the incoming angle and the initial
phase shift of the nth component. For large N and for all αn and φn distributed
independently and uniformly over [−pi, pi], this is called Rayleigh fading [107, 176,
220]. This is because it can be shown by using the central limit theorem that |g(t)| has
a Rayleigh distribution, and that the autocorrelation function (ACF) f|g| is a Bessel
function of the first kind of order 0, i.e.






, x > 0 ,
Rgg(τ) = E[g(t) g∗(t+τ)] ∼ 2J0(2pifDτ) ,
(230)
which are shown in Fig. 3.24. Under these conditions, the real and imaginary part of
g(t) are independent Gaussian processes with mean value 0. A typical example of the
evolution of |g(t)| over time is shown in Fig. 3.25. An important parameter in Clarke’s





where v is the maximal relative velocity of the transmitter and the receiver, fc the
carrier wave frequency and c the speed of light. As seen in (229) and (230), g(t) and its
ACF only depend on the time t through the factor fDt, so that the speed of the fading
process is determined by the Doppler shift fD. In telecommunication applications, the
value of fD lies typically between 5Hz and 300Hz. For example, for a carrier wave
of 2GHz and a mobile receiver with a velocity of 108km/h or 30m/s, we have that
fD=200Hz.
The fading speed is of importance when characterising the error behaviour of the
channel. Suppose for instance that a sequence of symbols with symbol time Ts (the
time required to transmit one symbol) are sent over the channel by the transmitter.
The signal of the consecutive symbols6, during its journey through the medium is
being modulated by an envelope g(t) as in Fig. 3.25. If by chance, the channel is
in deep fading for the kth symbol, i.e. |g(kTs)| < F for a certain fading margin F ,
then the received symbol energy will be very low7. There is a high probability then
6Each symbol consists of a number of bits, depending on the used modulation technique.
7A typical value for F is 10dB.
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f|g|(x)
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Figure 3.24: The Rayleigh distribution f|g|(x) and the ACF Rgg(τ) of the channel’s envelope
g(t).
that the SNR (Signal to Noise Ratio) of the received signal is too small to decode
correctly and thus that an error occurs. We speak of slow fading if g(t) does not change
significantly during a large number of subsequent symbol transmissions, which is the
case if the ‘normalised’ Doppler shift fDTs is small enough. It is seen that in this
case, there will be a substantial amount of correlation in the error process during the
symbol transmissions. If the SNR for a certain symbol is high, it will very likely
remain high for the next symbols. Conversely, also a period of low SNR (deep fading)
will stretch out over many symbol times. So slow fading results in distinct and long
periods of high error probability. On the other hand, if fDTs is large, we have fast
fading in which case the channel varies on a timescale smaller than the symbol time
Ts. Typically, the channel envelope |g(t)| will then change from a high to a low level
and back many times during a single symbol time Ts. An error occurs if the received
SNR averaged out over Ts is too small. As a consequence, the occurrences of symbol
errors is far less correlated than in the case of slow fading. As such, the error process
can sometimes even be represented very accurately by an independent process, i.e.
a static (iid) error probability, equal for every symbol [26, 183]. Note that the same
conclusion can be drawn from the expression of the autocorrelation function in (230).
The higher fD, the faster the ACF will die away and the lower the correlation at lag
τ = Ts. An intermediate situation between slow and fast fading is the case where
Ts is of comparable size as the first zero of the ACF in Fig. 3.24. For our analysis
of the SW-ARQ protocol, we have assumed that the smallest unit of information is
not a separate symbol, but a packet of length Tp equal to one slot. Usually, a packet
contains multiple symbols, so Tp > Ts. The above considerations with regard to the
fading speed are valid on the packet level as well, save a rescaling in time. If one is
only interested, as we are, in packet errors then the normalised Doppler shift can also
be defined as fDTp such that the transition from slow to fast fading will be situated
around lower values of fD.
The assumption of a flat (not frequency selective) Rayleigh fading channel is very
popular as a general model for the signal propagation through the wireless medium;
see e.g. [65, 89,98, 104,112,180,183,200,201,220,223,224] and many others. How-
ever, in some situations, other models are better suited. If in (229), there is also a direct
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Figure 3.25: An example of the envelope |g(t)| under Rayleigh fading assumptions as a func-
tion of time. The mobile velocity is v= 120km/h with a carrier frequency of fc = 1900MHz,
cfr. [220].
Line-of-Sight (LoS) component without obstructions between the transmitter and re-
ceiver, then the mean value of g(t) differs from zero and the expressions (230) are
no longer valid. This situation is called Ricean fading [164, 165]. Another and more
general model for multipath propagation is Nakagami-m fading [101, 164], which in-
cludes Rayleigh fading and also approximates Ricean fading very well.
Jakes’ simulator for Rayleigh fading
The mathematical model of Clarke for Rayleigh fading described above was used by
Jakes [107] to simulate the fading process. His simulator for the channel propagation
is still used very frequently for the evaluation of e.g. coding techniques [127] and
transmission protocols [25, 138]. Jakes approximates the envelope in (229) by choos-
ing a finite number of components N and Cn=1/
√
N , αn=2pin/N , φn=0 for all
n=1, . . . , N . Despite its popularity, this method has some serious shortcomings. For
instance, the resulting envelope from Jakes’ simulator is clearly deterministic and not
stationary in the wide sense [72, 160, 162], which implies among other things that it
does not entirely satisfy the desired statistical properties given in (230). Because of
this, many improvements on the original simulator have been proposed in literature.
Pop et al. [162] for example were able to obtain stationarity by representing the ini-
tial phase shifts φn in (229) as independent random variables, uniformly distributed
over [−pi, pi]. Although the ACF of the envelope then converges to Rgg(τ) in (230)
for large N , there are still problems with the crosscorrelation between the quadra-
ture components of g(t) and the statistics of higher order. The improved simulator of
Zheng et al. [220] obtains an exact match with (230) independently of N , by suitably
representing Cn, αn and φn as independent random variables.
Markovian channel models
During the last decennium, there has been a lot of discussion on the question whether
the error behaviour of a Rayleigh fading channel can be adequately modelled by a
Markov process, see e.g. [224, 225]. Wang and Chang [201] were the first to give an
indication that this is indeed the case, by using an information theoretic argument.
Suppose thatXk represents the envelope of the channel when the kth symbol is trans-
mitted, i.e. Xk = |g(kTS)|, then the sequence Xk, k = 0, 1, 2, . . . forms a Markov
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process if it satisfies the Markov property from Sec. 1.2.4, i.e. if Xk only depends
on the past via Xk−1. The dependency on the past can be expressed as follows in
terms of the average amount of information I(·) or entropy [93, 172]. The amount of
‘knowledge’ about Xk that is contained in Xk−1 and Xk−2 is given by the mutual
information metric I(Xk;Xk−1, Xk−2), that can be split up as
I(Xk;Xk−1, Xk−2) = I(Xk;Xk−1) + I(Xk;Xk−2|Xk−1) . (232)
The first term is the contribution to the knowledge about Xk contained in Xk−1 and
the second term is the remaining contribution contained in Xk−2. It is then clear that
the Markov property is satisfied all the better if the second term is small compared to
the first one, so if
ζ , I(Xk;Xk−2|Xk−1)
I(Xk;Xk−1)
 1 . (233)
In [201] it is shown that under Rayleigh fading, ζ is smaller than 0.01 for a normalised
Doppler shift below 0.002. So the slower the fading process, the better the Markov
property holds, is the conclusion of Wang and Chang. Simulations and experimental
data in [89,180,200] indeed confirm the applicability of first-order8 Markov processes
as suitable stochastic models for Rayleigh fading. Later, based on a similar argumen-
tation Zorzi et al. [223] showed that also the erroneous or correct transmission of
packets with length Tp over a Rayleigh fading channel forms a binary Markov chain.
In their calculations, it is assumed that if the SNR drops below a certain margin F , the
packet is in error or lost. Babich et al. [26] consider packet transmissions as well, but
use multiple thresholds 0=F0<F1<. . .<FN−1<gmax that divide the range [0, gmax]
of the channel envelope in N non-overlapping intervals. They research the conditions
for which the quantised fading process Sk, where Sk = Fn if Fn < Xk < Fn+1, is
Markovian. For slow fading, the Markov property appears to hold, but only approxi-
mately so. For fast fading channels on the other hand, they find the variables Sk to be
nearly independent (as we have already explained).
In later studies however, some serious objections are raised to the argumentation
and results of Wang and Chang. Tan and Beaulieu [183] for instance, note that a small
(conditional) mutual information between Xk and Xk−2 in the numerator of (233)
can also mean that both variables are very strongly correlated instead of nearly inde-
pendent. This is especially the case for slowly fading channels (fDTs < 0.002) and
ζ can therefore be small also if the sequence Xk is not Markov. Secondly, in (232)
going back only two steps in time might not be enough. It is possible that the cumu-
lative contribution of information about Xk contained in Xk−3, . . . , X−∞ cannot be
ignored, particularly due to the oscillating character of the Bessel function in the ACF
of g(t). So instead of taking ζ in (233) as a metric for the Markovian character of the
channel, Tan and Beaulieu propose to compare the ACF Rgg(τ) in (230) to the cor-
responding ACF of the discrete-time Markov chain that is a candidate model for the
quantised channel envelope. We mention also the work of Dalke and Hufford [65] who
8This to say that Xk only depends on Xk−1 and not on previous states Xj , j < k−1, as Wang and
Chang want to prove. In this context, for an nth order Markov chain, the stateXk depends on the values of
Xk−n, . . . , Xk−1. Note that a Markov chain of order n with N states can always be reduced formally to
a first-order chain by extending the state space toNn possible states.
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show that ζ converges to 1/2 for slow fading if besides the amplitude of the channel
envelope, the phase is taken into account as well, i.e. if Xk,g(kTs).
We can conclude from the discussion above that there are theoretical limitations to
the applicability of first-order Markov models as a description of the Rayleigh fading
wireless channel. Nevertheless, both for simulation and analytical modelling purposes,
the use of Markov models to represent the channel behaviour is very common, espe-
cially for the performance study of protocols on a higher layer. There are a number
of obvious advantages to using Markov models over other kinds of channel models,
that explain this success. For instance, if we restrict ourselves to Markov chains with a
finite number of states, then a very broad class of stochastic processes9 can be approx-
imated arbitrarily well, by choosing the number of states large enough and properly
fit the transition probabilities. Therefore, the Markov concept is versatile, extendable
and usually allows a relatively simple, intuitive analysis of the system involved, which
often provides closed-form results for the studied performance measures. Note that
extending the state space is a possible solution to the objections raised in [65, 183].
On the other hand, a limitation of Markov models is the explicit geometric decay of
their autocorrelation structure, which can make the modelling of phenomena on a large
timescale difficult.
The fact that Markov processes conveniently unite both tractability and representa-
tiveness for modelling the transmission errors over a communication channel (either
wired or wireless) has been recognised very early on. As such, many different kinds
of Markov channel models have been proposed, varying in the number of states and
the specific error probability in each state as well as the possible transitions between
the states. A first model that does better than simply assuming iid errors during the
transmission of packets was proposed and analysed by Gilbert [97]. In his model,
the channel is always in one of two states: a GOOD state in which a packet is al-
ways received correctly, and a BAD state in which an error occurs with probability e1.
The other parameters of the model are the transition probabilities between both states.
Later, Elliott [76] assumed a certain error probability e0 in the GOOD state as well and
the resulting two-state channel model is now known as the Gilbert-Elliott model (GE).
The intuitive relation of this model with the observation that errors occur in bursts is
clear if we choose e0  e1. A burst with a lot of errors in the channel corresponds
to a sojourn time in the BAD state, while a period with relatively few errors indicates
a stay in the GOOD state. Just like us, many authors use this simple channel model
for the performance study of coding schemes [98, 205], ARQ [48, 168, 189, 224] (and
many others, see Sec. 3.C.4) and other protocols [75].
Nevertheless, Markov models withmore than two states are frequently used as well.
The Finite-State Markov Channel (FSMC) proposed by Wang and Moayeri [200]
models the received SNR under Rayleigh fading conditions and currently is seen as a
de facto standard model. As explained on p. 129 with regard to the paper of Babich
et al. [26], the range of the SNR is quantised into N intervals. The FSMC resides in
state n (16 n6N ) if the SNR lies in the nth interval and only transitions between
adjacent states are allowed, which is acceptable for slow fading. The thresholds Fn are
carefully chosen in such a way that the equilibrium probabilities pin = Prob[Sk = n]
of all states are the same, i.e. pi1 = . . .= piN = 1/N . Bischl and Lutz [32] compare
9Except perhaps for self-similar or long range dependent (LRD) processes, see [142].
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Figure 2.  The finite state Markov channel model representation 
the Gilbert-Elliot channel.  In the FSMC, the fading process 
from a flat Rayleigh fading channel is characterized via the 
received signal to noise ratio (SNR), a parameter that is 
commonly used to represent the quality of the channel. 
Fig. 1 illustrates how the received SNR is used in the 
model.  First the SNR is partitioned into ‘n’ intervals or levels.  
Then each interval is associated with a state of a Markov 
process. The first interval starts at a level of zero SNR while 
the last one usually includes all received SNR values greater 
than a certain threshold.   
Fig. 2 shows the FSMC represented by a chain of ‘n’ states.   
As seen in the figure, only transitions to the same state 
(represented by the probabilities pii) or to adjacent ones 
(represented by pij) are allowed in the model.   In order to 
represent a symbol error process, each of the ‘n’ states is 
associated with a binary symmetric channel (BSC).  The ‘n’ 
BSC’s are shown in the lower part of Fig. 2.   In each state the 
associated BSC determines how a symbol being transmitted, 
for example a zero or a one, could be received in error.  The 
individual probabilities of receiving a symbol in error are 
called crossover probabilities and are represented in the figure 
as 1-pi.  When fairly simple modulation schemes are used 
computing these probabilities is a straightforward process [5]. 
The FSMC has been found to be an appropriate model to 
characterize the SNR variations in slow fading channels [2].    
When implemented in simulations this model is usually 
constructed with only two states, each state representing either 
‘good’ or ‘bad’ channel conditions.  Such an approach has been 
shown to be effective to model frame losses in slow fading 
channels [7].  Usually, in such implementations, all frames 
received during a ‘good’ state are assume to be error free and 
all frames received during a ‘bad’ state are assumed to be in 
error.  However, no validation of this model against 
experimental data coming from WLAN’s has been performed. 
Fig. 3 shows the two-state Markov channel model.  In this 
case the figure shows transitioning  rates and  not  probabilities.   
 
Figure 3.  The two-state Markov model with transitioning rates λ and µ 
The rate of transitioning from the good to the bad state is 
represented by λ while the rate of transitioning from the bad to 
the good state is µ.  This model is characterized by computing 
mean durations for each state (i.e. 1/ λ and 1/ µ) and then using 
the results as the means for exponentially distributed state 
durations.   
The standard procedure used to compute values for the 
average states’ durations is based on figures 1.3-4 and 1.3-5 
developed by Jakes in [1]. Given the Doppler frequency and a 
specific fade depth below the rms value of the received 
envelope the mean duration of the bad state can be directly read 
from figure [1,1.3-5], which determines the normalized average 
fade duration.  This means that whenever the received envelope 
is below the chosen value for the fade depth, the channel is 
assumed to be in the bad state.  On the other hand, figure [1, 
1.3-4] gives the normalized positive crossing rates in relation to 
the rms value of the envelope.  Using the same fade depth as 
before, it is possible to directly read from this figure a value 
that approximates the reciprocal of the sum of the duration of 
the good and bad states. From this result the mean duration of 
the good state can be computed.  However, with this approach 
there is no way of directly relating the state durations to the 
actual rms value of the received SNR. The signal variations are 
the same for every value of the SNR. 
III. EXPERIMENTAL SETUP 
A. Experimental Frame Error Sequences  
In order to perform a validation study of the traditional two-
state Markov model for WLAN’s channels it is necessary to 
collect experimental data that describes the frame loss process.  
Fig. 4 illustrates the configuration used for the obtaining the 
experimental traces.  The setup consisted of a wireless access 
point (either 802.11b or 802.11a), a server sending UDP traffic 
at a constant rate, a wireless client that received the UDP traffic 
and a wireless sniffer.  The sniffer allowed us to record the 
sequences of frames that describe the error process.   
Several average SNR values at the client, frame sizes and 
transmission rates were tested in both 802.11b and 802.11a 
channels.  The rate at which frames were sent by the server was  
 



































Interval state 2 
Interval state N 
interested to modify the coding parameters k and h of an RSE
code. This is feasible by using shortening and puncturing tech-
niques [15]. Shortening consists of adding a certain number of
information symbols equal to zero to the original information
in the encoding phase. Let’s consider a Reed Solomon erasure
code of RSEn k. We can generate a set of shortened code
RSEn b k b with   b  k  and an error correcting
capability, h, equal to h. These shortened codes have their b
high order information symbols equal to zero. Code puncturing
involves not transmitting (deleting) certain redundant symbols.
Puncturing allows a coder to change its number of redundant
packets h while shortening allows it to change its number of
data packets k. The shortened and punctured codes can use the
same encoder/decoder pair as their original code.











. Using the shortening technique, we
can derive a basic code RSENK with the same number of
redundant packets H  H
max
 NK. From this basic code,
we can create a large set of RSE codes RSEn k with k  K
and h  H using the shortening and puncturing techniques.
The software coder proposed by Rizzo can be easily extended
to support multiple block sizes and multiple redundant packets
as in [14]. The only implication of such a coder is that it needs
to support the maximum data block size K
max
which is nor-
mally bigger than the actual data block size k. However, taking
the maximum data block size allows us to use a single gener-
ator matrix that can support up to K
max
data packets which is
important if we need to vary our coding parameters.
3 QoS Metrics
We take efficiency and packet loss rate as our QoS metrics.
The first metric considers the effect of our adaptive scheme on
bandwidth and gives us an evaluation of how much overhead
our scheme adds compared to other schemes. It is defined as
the inverse f the average numb r of transmissions requir d by
all receivers to receive a packet correctly.
The second metric evaluates the loss probability before and
after our adaptive scheme. It is defined as the probability that
at least one receiver can not receive a packet correctly after the
first transmission. This metric allows us to observe the decrease
of loss rate due to the utilization of the adaptive protocol. It
gives us a precise measure of the effectiveness of our protocol
in reducing the loss rate.
Throughout this paper, we suppose that the loss events at dif-
ferent receivers are independent. We assume that all bit errors
in a received packet are detected thanks to its CRC field and
no control messages are lost. In case of multicast, the traffic is
transmitted to all receivers using the broadcast mechanism of
the radio rather than sending a separate copy for each receiver.
4 Finite State Markov Model
Markov chains have been extensively used in the literature to
capture the bursty nature of the error sequences generated by a
wireless channel. Previous studies [16], [17] show that a first
order Markov chain provides a good approximation of the error
process in fading channels. Furthermore, the parameters of the
model can be easily mapped to real physical quantities in case
of a Rayleigh fading channel. We take a finite state Markov
model as in [18]. This model is depicted in Figure 1. As it can
be seen, the channel states associated with consecutive sym-
bols are assumed to be neighboring states. This assumption is
true for a slow fading channel where the SNR varies slowly
compared to the symbol interval T .
........1 2 3  N
Figure 1: Finite state Markov model
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  be the thresh-
olds of the received SNR. The channel is said to be in state s





. Associated with each state, there is a Binary
Symmetric Channel (BSC) with the error probability e
s
.
Assuming that the channel fades slowly with respect to the
symbol interval, T , the Markov transition probabilities can be
approximated using the level crossing rate and the SNR den-
sity function. Recall that Rayleigh fading results in an expo-


























































In the above expressions,  is the average SNR and f
d
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the carri r frequency and c the speed of light
( ms). The steady state probabilities, 
s
, are:
Figure 3.26: The states of an FSMC according to [200] are derived from the received SNR.
Transitions are only possible betw en adjacent states.
the error probability of an arbitrary packet (packet error rate, PER) calculated from an
FSMC model with the PER observed for a flat Rayleigh fading channel. Goldsmith
and Varaiya [98] study the capacity of a general FSMC (GFSMC) without r strictions
for the transitions between states. They consider the channel on the timescale Tp of
packet transmissions nd with a specific error probability in each state. The Rayleigh
fading channel is taken as an example her . For a classica ype of GFSMCs known a
the Fritchman models [89], the N states are divided into two classes of respectively
GOOD st tes and BAD states, again without restrictions for the possible transitions.
In a BAD state, the error probability is always 1.
If an FSMC or GFSMC, regardless of its structure or complexity is chosen as a
channel model, the question obviously remains how to make a proper choice for the
parameters of the model. A sensibl solution would be to use xisting estimation
techniques that are used in t fram work of hidden Markov models10 (HMM), see
e.g. [95, 174, 180, 190]. In this way, Turin and Van Nobele [190] obtain the model
parameters by observing the channel envelope |g(t)|. Swarts and Ferreira [180] use
a ‘level-crossing’ argument, whereby the transition probabilities are estimated as the
numb r of transitions between every possibl pair of states during a certain obser-
vation time. A drawback of using HMM however, is the lack of an intuitive relation
between the channel behaviour and the underlying Markov chain.
In our opinion, the strength of th GE model with only two states lies among other
things in the fact that with only a small number of parameters, it allows to capture
the drastic effect that error correlation in the channel can have on the queueing behav-
iour of t protocol. Assuming more than two tates would undoubtedly describe the
channel quantitatively in a more accurate way, but the queueing analysis would have
to resort to numerical methods in an early stage such that the results would b less ex-
plicit and less elegant than in the case of only two states. Therefore, it would be much
more ifficult to draw qualitative conclus ons from the results. In this regard, we can
concur with the opinion of Zorzi and Rao [225] that ‘ . . . though the error process in-
duced by the Rayleigh fading has nontrivial statistical properties, and the interaction
between this pr cess and a queueing system is i volved, a surprisingly simple channel
model is found to provide very accurate predictions, making analytical computations
possible in some cases . . . ’. A discussion by the same authors with regard to a suitable
choice for the number of states in an FSMC is found in [224], where the GE model is
compared to simulations (Jakes’ simulator). It appears that unlike the sojourn times in
the GOOD state, the distribution of the length of the BAD periods (or the error bursts
10For an extensive overview of HMMs in general, see [77].
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in the simulation) deviates significantly from the geometric distribution that they are
supposed to have according to the GE model. Rather, the mass function of the simu-
lated error burst lengths seems to be the composition of two geometric distributions
with different decay (i.e. mixed geometric). Therefore, the authors conclude that a
model with three states, namely one GOOD and two BAD states, would probably be
much more accurate. Interesting as well is [52], where Chen and Rao study the circum-
stances in which the number of states of an FSMC can be reduced. They demonstrate
how a model with N states can be stochastically bounded by a model with only two
states. Also Zhang and Kassam [217] wonder how many states an FSMC should have.
The received SNR values are partitioned in a number of states according to a criterium
based on the mean sojourn time τ¯n in every state n, that is chosen as a fixed number
of transitions, i.e.




Here, C(F ) is the number of times per time unit that the SNR crosses the level F in











with γ0 the average received SNR. This yieldsN equations from which F1, . . . , FN−1
and c can be calculated for given N . So for every N , the value of c can be obtained,
and thus also the mean sojourn time τ¯ . For a certain normalised Doppler shift fDTp,
this results in a monotonic decreasing relationN(τ¯) that gives the number of required
states for a specific τ¯ . The eventual choice of τ¯ and thus of N , is then based on the
following considerations. On the one hand, an SNR interval [Fn−1, Fn[ in Fig. 3.26
must be large enough to contain the SNR variation during one packet transmission
time Tp. On the other hand, it must also be small enough for the model to be accurate,
i.e. the channel quality should not vary too much during a sojourn time in the same
state n.
Other channel models
If the length of the error periods or the error-free periods is non-geometric, one can
decide not to use a Markov model, but a semi-Markov model, see e.g. [206]. For a
normal DTMC with N states and transition probabilities [P ]ij = pij , 1 6 i, j 6 N ,
the time between transitions is unspecified in theory (but in practice usually taken to
be fixed: one slot, or the time Tp). Semi-Markov processes (SMP) on the other hand,
are so-called doubly stochastic processes for which the times between the transitions
have a specific pmf fij(n), n > 0 that depends on the states i and j between which
the transition is made11. The transition matrix P of the ‘embedded’ DTMC is then a
parameter of the model, just like the mass functions fij(n). Note that in principle, a
semi-Markov process can always be approximated by a regular Markov process, see
11Semi-Markov processes are also known as Markov renewal processes (MRP). If the distribution of the
time between transitions depends only on the current state j, i.e. fij(n) = fj(n), then this is sometimes
called a ‘special’ semi-Markov process (SSMP) [142].
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e.g. [190]. Conceptually, an SMP as a channel model is almost as simple as an FSMC,
but often can be made more accurate with regard to the statistical properties of higher
order. On the other hand, with an SMP channel model it is usually much harder to
conduct the performance study in an analytic way. However, for simulation purposes
this is no objection.
The ‘bipartite’ model of Willig [206] is an SMP with a number of GOOD states and







The channel always alternates between a GOOD state without errors and a BAD state
with iid errors. The distributions of the time between the transitions can be chosen at
will. Another SMP model is the McCullough channel model [137], which is in fact a
nonhomogeneous FSMC, with two transition matricesP andQ. If the previous packet
was in error, then P is used to make the transition to the next state, and if no error
occurred then Q is used. An entirely different approach is proposed by Costamagna
et al. [60], who use a deterministic channel model based on the chaotic behaviour of
two sets of nonlinear equations, that generate error bursts on large and small timescale
respectively.
Applications
Ara´uz et al. [25] and McDougall et al. [138] study the transmission of UDP (User
Datagram Protocol) traffic12 over IEEE 802.11 Wireless LAN under Rayleigh fading
conditions. Simulations and measurements of the lengths of error bursts and error-free
bursts are compared to the GOOD and BAD periods of the GE model. They conclude
that in principle, the GE model is inadequate to produce the observed error statistics.
Much better agreement is obtained with a 2-state semi-Markov process, where the
distributions of the time between transitions are fitted to the measured traces. Qiao
et al. [163] research the possibilities to enhance the throughput of the IEEE 802.11
protocol by dynamically adapting the PHY mode (the standard provides 8 different
PHY modes) to the conditions of the channel. Their method can be applied for any
model of the channel variation and specific results are given for a Markov channel
model with two states.
Obviously, mobile telephony is an important application as well. A standard of the
third generation (3G) for ubiquitous data exchange is for instance UMTS [166, 204]
that uses access technology called W-CDMA (Wideband Code Division Multiple
Access), to divide the resources of the channel between many simultaneous users.
Hueda [104] reports that the packet transmission errors under CDMA can be ade-
quately modelled by an FSMC with two states. A specific method to determine the
parameters of the model is given as well. A second generation (2G) standard for mo-
bile telephony is the well-known GSM (Global System for Mobility), that can not only
carry voice, but also data. Here, the channel is shared according to a TDMA scheme
12UDP is a very rudimentary protocol at the level of the transport layer that does not provide any error
control or connection mechanisms, this in contrast to its counterpart TCP. In this way, an erroneous or lost
UDP packet unambiguously indicates an error in the physical transmission of packets over the channel.
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(Time Division Multiple Access). Konrad et al. [119] developed a semi-Markov chan-
nel model with two states for the transmission of packets via TDMA, based on the
analysis of experimental measurements. They compare two FSMC models of first and
third order respectively.
Nguyen et al. [154] focus on the length of error bursts and error-free bursts mea-
sured in UDP traffic over AT&T WaveLAN. They too conclude that the lengths of
these bursts are not geometric, but rather have a mixed geometric and a piecewise
Pareto distribution instead. Obviously, this compromises the applicability of the GE
model for this technology. Dube et al. [75] use the GE channel model for the evalua-
tion of the Network File System (NFS) protocol over a wireless link.
3.C.2 Techniques for error control
Traditionally, there are two main error control techniques by which the reliability of
information transmission over an error-prone channel can be enhanced. First there is
the class of ARQ retransmission techniques, which we will discuss to some extent
in this appendix and have already done so in Sec. 3.1. As we have seen, the use of
ARQ requires that the channel is bidirectional and that the packets are protected by
an error-detecting code C0 [153]. If an error is discovered in a received packet, the
receiver simply discards it and requests a retransmission of the same packet.
An entirely different way of coping with transmission errors is FEC (Forward Error
Correction) [132] which avoids in advance that the receiver would have to request a
retransmission. Obviously the absence of retransmissions has a beneficial effect on
the delay of the packets in question. This is achieved by adding a lot more redundant
bits to each packet, which enable the receiver not only to detect an error but possibly
also to correct it. In other words, the bits are added according to an error-correcting
code C1 which allows to recover from a limited distortion in the packet13. The more
redundant bits are used, the more powerful the error-correcting capabilities of C1 and
the higher the probability that the receiver can correctly reconstruct the packet if its
transmission was in error. On the other hand, a large number of extra bits for every
packet implies a longer transmission time and thus a lower throughput of the protocol.
Therefore it is inefficient to increase the strength of the code indefinitely, so a trade-
off has to be made. Note that if the channel is not bidirectional, it is impossible to
organise selective retransmissions. In this case, FEC is the only possible means of
error control. Benice and Frey [29] discuss the circumstances in which either FEC
or a form of ARQ (SW, GBN or SR) is to be preferred, with both reliability and
throughput as performance criteria. They conclude that in a channel with independent
errors FEC has a higher throughput then ARQ if the error probability is high and vice
versa for low error probability. In case the errors occur in a correlated manner, ARQ
is almost always better than FEC both in terms of reliability and throughput.
In 1960, Wozencraft and Horstein [209] coined the idea of combining the respec-
tive advantages of both FEC and ARQ. This resulted in a whole line of powerful error
control schemes now collectively known as hybrid ARQ [61, 132, 156]. In these pro-
tocols, the packets are coded with an error-correcting code C1 as is the case for FEC.
However, if the number of bit errors introduced by the channel is too large for C1
13An error-correcting code is a fortiori also error-detecting.
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to reconstruct a packet, then the receiver can also request the retransmission of that
packet (ARQ). So by using a stronger code C1 instead of C0, hybrid ARQ reduces the
number of required retransmissions at the cost of a longer transmission time Tp for
every packet. This way, a significant increase of the throughput can be realised for a
broad range of channel conditions.
This initial form of FEC/ARQ combining is also called type-I hybrid ARQ to indi-
cate the difference with the more sophisticated type-II hybrid ARQ [150,216] that was
first introduced by Lin et al. [131,202]. In these schemes, the redundant parity bits are
added to the user information in an incremental way, dispersed over multiple packets.
In the scheme of Lin et al. both C0 and C1 are used, respectively for the detection
of transmission errors and for the generation of redundant bits for error correction. If
in a received packet I an error is discovered by C0, the receiver sends back a NACK
and stores the erroneous packet in a buffer instead of discarding it. In reaction to the
NACK, the transmitter does not simply send I again, but rather P (I) with a (limited)
number of extra bits according to code C1. The receiver then combines the informa-
tion in both P (I) and the previously stored erroneous packet I and tries to recover the
original packet I . IfC1 does not succeed in this effort, or if P (I) itself was transmitted
incorrectly, then the receiver can store P (I) along with I and request the transmitter
to send even more redundant bits P ′(I) (according to an even stronger code C ′1), and
so on. Especially because the size of the extra blocks of redundant bits can be kept
small, this method can yield a higher throughput than type-I hybrid ARQ. Later, the
throughput was increased even further with the discovery of very strong codes like
LDPC (Low Density Parity Check) codes or Turbo codes.
The previously discussed channel models have been used for the evaluation of the
error control schemes mentioned in this section as well. Nikaein and Bonnet [156] for
instance, use an FSMC to study the performance of an adaptive transmission protocol
that dynamically switches between normal ARQ and combined FEC/ARQ (type-I) in
case the channel conditions are bad. Mukhtar et al. [150] present a model for packet
errors under type-II hybrid ARQ where a packet is followed through multiple layers of
the network: a packet consists of z frames, that contain blocks, which in turn are com-
posed of individual bits. They assume a Gilbert model for the bit errors and eventually
arrive at a model with 16z+1 states for the packet errors.
Note that the performance of FEC and hybrid ARQ error control schemes is mainly
measured by the quality of the error-correcting code [213], a topic which is out of
our scope. In what follows, we therefore limit ourselves to an overview of studies on
‘pure’ ARQ protocols where packet errors are mitigated by using retransmissions of
the same packet rather than using stronger codes.
3.C.3 Performance analysis of ARQ with uncorrelated errors
Although we have clearly motivated above why the transmission errors in a wireless
channel should be modelled as a correlated process, it has long been common practice
to analyse ARQ protocols using a channel model with uncorrelated (or ‘static’) errors.
In what follows, we give a brief summary of some of these analyses for the classical
protocols SW, GBN and SR, first in terms of their throughput and then also in terms of
the queueing behaviour at the transmitter side. Unless stated otherwise, the mentioned
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publications treat ARQ models in discrete time, with largely the same assumptions as
for the model in this chapter.
Throughput
Very likely, the SR-ARQ protocol was first proposed by Stuart in [179], where the
throughput in case of a static error probability is determined. A first comparison of the
throughput and the resulting PER (Packet Error rate) for SW, GBN and SR was given
by Benice and Frey [28]. Yu and Lin [215] determined a lower bound for the through-
put of SR-ARQ in case the resequencing buffer can only contain a limited number of
packets and the range of sequence numbers is limited as well. Two numerical methods
for the exact calculation were proposed by Jianhua et al. [108]. Moris [148] and Tur-
ney [192] consider an SW-ARQ scheme whereby a packet is split into n blocks and
every block is protected separately by the code C0. After reception of all the blocks
in the packet, the receiver requests the retransmission of the erroneous blocks only.
Finally, if all blocks are received correctly, an ACK is sent to the transmitter which
then starts transmitting the blocks of a new packet.
Queueing behaviour of the transmitter queue
Saeki and Rubin [170] study the ARQ transmitter queue in case of a TDMA channel.
The queue is modelled in discrete time with an iid arrival process, as in this chapter,
but for static errors in the channel. They obtain the equilibrium distribution and the
moments of the packet delay in case of SW and GBN, as well as a lower and upper
bound for the mean packet delay in case of SR. Also interesting is the work of Lu
and Chang [135] who determine in a very general manner the pgf of the time required
to transmit a batch of M packets over a channel with static errors for both GBN
and SR. However, this is no genuine ‘queueing’ analysis, since they assume the batch
always arrives in an empty system and thus that the first packet of the batch can always
be transmitted immediately. The delay distribution of the ith packet in the batch is
determined as well.
For SW and GBN, Towsley and Wolf [187] calculate the throughput and the pgf
of the number of packets in the transmitter queue. Specifically, in case of GBN, they
employ a ‘modified’ model in which a packet leaves the transmitter queue s slots (the
time of one feedback delay) earlier than it is supposed to, i.e. immediately after its last
(re)transmission instead of the moment when its ACK is returned to the transmitter.
In this way, a model is obtained in which every packet has one single, contiguous
‘service time’, which is easier to analyse. Note that this approach is exact and much
simpler than the use of Konheim’s [118] model for GBN with exponentially growing
state space. However, the approach by Towsley and Wolf cannot be applied to SR,
whereas that of Konheim can (see next paragraph). Finally, we also mention the work
of Fayolle et al. [81] who analyse the queue content of the SW-ARQ transmitter in
continuous time and with Poisson arrivals. The feedback delay s however, is not fixed
for every packet here, but has and iid distribution with maximal value tout: a time-out.
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Analysis of the SR-ARQ transmitter buffer
To the best of our knowledge, the only author who has ever presented a queueing
analysis of the SR-ARQ transmitter that is both complete and correct at the packet
level, is Konheim [118]. He proposes a queueing model in discrete time of the trans-
mitter queue and divides the buffer space in a so-called ‘transmit’ buffer and a ‘tran-
sit’ buffer. The transmit buffer contains the packets that have not yet been transmit-
ted, whereas the transit buffer holds the at most s outstanding packets14. The pgfs of
both the total number of packets at the transmitter side and the packet delay (without
resequencing) are obtained with the same kind of DSVT method as we use in this
thesis. Indeed, the analysis is based on an (s+1)-dimensional system state description
(uk, b1,k, . . . , bs,k) in slot k, where uk is the total number of packets in both transmit
and transit queue and where bj,k is either 1 or 0, depending on whether a packet was
transmitted in slot k−j or not. The analysis is not too difficult, were it not for the
fact that a set of linear equations needs to be solved in 2s+1 unknowns. As such, this
system has a complexity that grows exponentially with the feedback delay s. Konheim
analyses GBN in this way as well, in which case the unknowns can be determined in
linear time. Also Anagnostou et al. [22] give an exact approach to obtain the distribu-
tion of the SR-ARQ transmitter queue content, but their analysis is situated entirely in
the probability domain. Just like Konheim, they view the system as a multidimensional
Markov chain and construct its corresponding transition matrix. Unfortunately, this is
where the analysis ends: no solution for the equilibrium distribution of the system
state nor for the queue content. Instead, the authors propose to truncate the (extremely
large) state space and use numerical methods to compute the solution. A rather crude
decoupling approximation is proposed, which is to assume that in each slot there is a
fixed probability p that a NACK is returned to the transmitter.
Analysis of the SR-ARQ resequencing buffer
Rosberg and Sidi [167] study a simplified version of SR with regard to the joint distri-
bution of the number of packets in the transmitter and resequencing queue. Bruneel et
al. [42] obtain expressions for the pgf of the content of the resequencing queue under
heavy-traffic conditions. Xia and Tse [210] consider the resequencing phenomenon as
well, but not necessarily in the framework of ARQ. They assume that every packet
experiences a random delay with iid distribution and conclude from their analysis that
the tail decay of this distribution has a severe impact on the performance of the rese-
quencing buffer. Recent work of Rossi et al. [168, 169] focusses on the packet delay
for SR-ARQ in case of a correlated error channel. However, instead of the delay in
the transmitter queue, they concentrate on the transmission time and the resequencing
delay at the receiver side. The analysis in [168] assumes a GE channel model under
a heavy traffic assumption. In [169], the channel model is specially suited to UMTS
W-CDMA.
14Note that the transit buffer corresponds to what we have called the ‘window’ in Sec. 3.1.2.
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3.C.4 Performance analysis of ARQ with correlated errors
Throughput
Fujiwara et al. [90] determine the throughput for SW and hybrid GBN in case of a
GE channel model where errors can only occur in the BAD state (e0 = 0). Leung
et al. [126] calculate the throughput for GBN as well, but only in case e1 = 1 and
e0 = 0. Bruneel and Tison [48] consider the throughput of SW-ARQ over a general
GE channel.
Cho and Un [53] and Zorzi and Rao [222] consider the throughput of GBN over
a GE channel where errors can occur both in the forward and the feedback channel.
The interesting thing about this analysis is the fact that one has to account for some
possible events that do not occur for classical GBN. For example, an ACK/NACK
message could get lost under these assumptions, so the transmitter has to work with a
time-out mechanism. If a valid ACK/NACK message hasn’t returned within the time-
out period, the packet is considered to be received in error. However, the first authors
to consider ARQ with possible errors in the feedback channel were Kim and Un [113]
who studied GBN and SR. They assumed two independent GE channel models for the
forward and the backward channel respectively. Turin [191] determines the throughput
of GBN over a Markovian channel with errors in both directions as well. Interestingly,
just as we do in the current chapter, he uses spectral decomposition techniques in the
special case that the channel has only two states.
Queue content and delay
It is the work of Towsley et al. [189] that probably bears the closest relationship to
our analysis of the SW-ARQ model in this chapter. Their previous analysis in [187] of
SW and GBN over a channel with static errors is extended here to a GFSMC channel
model withN states. The channel has a general transition matrix P and if the channel
is in state n, a transmission error occurs with probability en. The throughput is deter-
mined for SW and GBN, as well as the pgf of the transmitter queue content for SW
and GB(∞). This analysis is therefore a bit more general than ours, but the resulting
expressions are less explicit. Also, our approach is different on several accounts and
Towsley did not give results for the pgf of the packet delay in the transmitter queue.
In [136], Lu and Chang apply their method of [135] to the analysis of SW, GBN and
SR for two different channel models: a Markovian and a Semi-Markovian model. The
throughput of the three ARQ protocols is determined as well as the mean packet delay
of a batch ofM packets that arrives in an empty system. An interesting observation is
the fact that for SR, the throughput is independent of the correlation in both channel
models.
SR-ARQ with correlated errors: simplifying assumptions
We have already seen that the exact queueing analysis of SR-ARQ is a very difficult
task, even in the simple case of static channel errors. If correlation is added to the
error process, we can expect the complexity to rise even further. That is why authors
who wish to evaluate the performance of SR over wireless channels are often forced
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to make (sometimes drastically) simplifying assumptions. Kim and Krunz [110] for
instance, consider SR-ARQ with both correlated arrivals to the transmitter queue and
correlated errors in the channel. Both processes are modelled as Markov processes
with respectivelyN and 2 states (GE channel). In their analysis however, they assume
that there is no feedback delay, i.e. that it is immediately known at the transmitter
side whether a transmitted packet is (or better: will be) received in error or not. This
idea is taken from Anagnostou [22], see our discussion on p. 137, and is known as
ideal ARQ. This approximating assumption relieves us of the need to keep track of
the positions of each outstanding packet in the window (or transit buffer), as was
required in the analysis by Konheim [118]. Kim and Krunz conduct the analysis in the
transformation domain and obtain the pgfs of the queue content and packet delay at
the transmitter side, as well as an approximate expression for the mean resequencing
time. Fantacci [80] too gives an analysis of SR-ARQ over a GE channel using the same
simplifying assumptions. To our knowledge, there are currently no studies available
that give an idea of the applicability of ideal ARQ, i.e. how far the approximated
results deviate from the exact results under several conditions.
3.C.5 Improved ARQ protocols
Let us consider for now the transmission of packets over a channel with static error
probability e. The classical ARQ schemes SW, GBN and SR as discussed in Sec. 3.1.2
work fine if the channel has a low error probability e and low feedback delay s, and
are therefore suited for many classical applications of data transmission. Especially
the continuous schemes SR and GBN are nearly optimal under these conditions in
terms of throughput. However, in case of modern non-conventional channels such as
wireless or satellite communication where both the error probability and the feedback
delay can be very high, the efficiency of these schemes can be improved. Some of the
methods that have been proposed are the following:
I m-copy ARQ, systematically transmitting multiple copies of each packet
For high e and s, the throughput can be increased by not transmitting only one
copy of a packet each time it is scheduled for transmission or retransmission, but
multiple copies, immediately after each other. Only after transmitting themth copy,
the transmitter waits for an acknowledgement of this packet. If this is a NACK, then
all of the m copies have been received erroneously and a new group of m copies
is transmitted. Note that the probability of receiving at least one of the m packets
correctly is 1−em, which is higher than 1−e if only one packet is transmitted. So the
time lost by transmitting each packet m times is compensated by the reduction of
the number of required retransmissions, particularly so if e and s are high. If s<m
then it is possible that the transmitter receives an ACK for packet i before all of
them copies have been transmitted. Naturally, the transmitter no longer continues
transmitting packet i then, but proceeds with the next packet in line. Note that the
throughput can never be higher than 1/m and thus that this method is inadequate if
the error probability e is low. A typical threshold value for e above whichm-copy
ARQ is useful is e>0.5.
Birell [31] analyses the throughput of the method outlined here. Annamalai et
al. [23] also investigates the optimal m for a given error probability e. In [145],
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Moeneclaey and Bruneel suggest to takem=∞ which means that for each packet,
the transmitter keeps sending copies until an ACK for this packet returns. In [146],
the same authors calculate the optimal number of copiesm form-copy SW-ARQ.
De Munnynck et al. [70] give an analysis of the transmitter queue in case of m-
copy GBN-ARQ, with uncorrelated errors in the channel.
Bruneel and Moeneclaey [39] consider the following general model for the number
of copies in case of GBN-ARQ. If a packet i is scheduled for its first transmis-
sion, it is consecutively transmitted m0 times. If no ACK has been returned to the
receiver for any of these packets s slots later, then the transmitter reacts by trans-
mitting another group of m1 copies and generally, mj copies are used for the jth
retransmission of the packet. Here also, if s<mj then it is possible that an ACK
is returned for packet i before allmj copies have been transmitted, after which the
transmitter continues with the next packet. The authors also determine the value
of mj as a function of e and s that maximises the throughput. It turns out that the
optimal value is independent of the number of retransmissions j.
One can also choose not to send multiple copies immediately, but only if a retrans-
mission is requested, i.e. if a NACK is returned. Sastry [171] and Morris [147] for
example, suggest to repeat each retransmissionm times in case of SW and to keep
sending the concerning packet continuously until an ACK has returned in case of
GBN. The ‘SETRAN’ scheme of Lin and Yu [130] increases the throughput of
GBN by letting the receiver decode and acknowledge the packets that are normally
ignored by the conventional GBN protocol after an erroneous reception. If a NACK
for packet i is returned, the transmitter ‘goes back’ N slots in time as usual, but
now only retransmits the packets that were in error and packet i in the slots that
become available this way15.
The improved SR scheme of Weldon [203] also realises a significant increase of
the throughput for high e. If a NACK is returned to the transmitter, then the number
of copies that is used for the retransmission of the concerning packet depends both
on the occupancy of the resequencing buffer and the number of retransmissions
this packet has already been subjected to. The required information is sent back
to the receiver along with the acknowledgement messages. Chang and Leung [51]
optimise the parameters of Weldon’s SR scheme, just like Annamalai et al. [23].
I The use of memory at the receiver side
Suppose that a packet has been received erroneously for a number of times. Sindhu
[173] then proposed, instead of discarding the packet every time, to store the erro-
neous copy in a memory and try to reconstruct the content of the packet by com-
bining the information of the multiple copies that have been received. This idea is
based on the observation that in repeatedly transmitted copies of a packet, the bit
errors are unlikely to occur at the same positions every time. Obviously, a suitable
coding scheme is required to implement ARQwith memory16. Bruneel [41] applies
the idea tom-copy SW-ARQwith the following conceptual model for the decoding
memory at the receiver side. It is assumed that every time a copy of a certain packet
is received, the receiver will be unable to reconstruct the correct packet from the
15If the receiver does not ignore packets, the acknowledgement messages are indeed returned in time for
the receiver to take action according to this rule.
16Note that type-II hybrid ARQ could fit into this concept.
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copies in memory with a probability that decreases by a factor α61 for every ad-
ditionally received copy. In other words, after receiving j copies, the probability of
requiring another retransmission is reduced to eαj−1. Distinction is made between
FIS (Full Information Strategy) where all copies received thus far are used for de-
coding and LIS (Limited Information Strategy) where only the m copies of the
last retransmission are kept in memory. In [185], Tison and Bruneel also calculate
the throughput of m-copy SR-ARQ with memory, over an uncorrelated channel.
In [48] they do the same for SW-ARQ over a GE channel. De Munnynck et al. [71]
give the analysis of the transmitter queue and obtain results for the tail distribution
of the packet delay, for SW-ARQ and a number of different decoding schemes with
memory.
I Limiting the number of retransmissions (time-out)
For applications in real-time, such as e.g. multimedia traffic, the data is delay-
sensitive (see Sec. 1.1.3). If a packet carrying such data is under way too long, the
data becomes useless to the application, so there is no sense in allowing more than
a limited number of retransmissions at the level of the link layer. In such situation,
a time-out period tout can be implemented such that if no ACK is received for a
packet within the period tout after its first transmission, the packet is considered to
have expired and will not be delivered to the end user.
I Hierarchical ARQ protocols
In some cases, ARQ is used in two or more layers of the network. Vitsas and
Boucouvalas [195] study the use of ARQ in the IrDA (Advanced Infrared) stan-
dard, where the link layer is split up in multiple sub-layers. In the lowest layer
(AIr-LC) the GBN protocol is used, whereas in the layer above (AIr-MAC) an op-
tional SW-ARQ mechanism can be used. The authors obtain analytic results for
the throughput in case of a static error channel, both with and without the optional
SW-ARQ in the upper layer. Their conclusion is that hierarchical ARQ can be ben-
eficial in case of high error rates. Yoshimoto et al. [214] consider a similar model
with multiple destinations to which messages are sent consisting of several pack-
ets. The packets of a message are transmitted using GBN, but for each completed
message a separate acknowledgement is required in a SW manner.
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Chapter 4
A queue with place reservation
4.1 The model with a single reservation
A common problem in packet-based communication networks such as IP (Internet
Protocol) or ATM (Asynchronous Transfer Mode) is the provisioning of adequate QoS
(Quality of Service) guarantees to the traffic flows in the network. Moreover, the spe-
cific QoS required by a particular traffic flow often depends on the specific application
that generates the flow on a higher layer. As indicated in Sec. 1.1.3, we can roughly
distinguish two kinds of traffic. For real-time applications such as e.g. video or audio
streaming, it is important that the end-to-end delay experienced by the data packets is
not too large, i.e. the mean delay and delay jitter should be as low as possible. How-
ever, these delay-sensitive applications are generally more forgiving towards packets
being timed out or lost in the network. Non-real-time applications on the other hand,
such as data transfer, demand as little packet loss as possible but can tolerate much
larger delays (loss-sensitive applications).
Much effort has been done to equip the nodes in packet-based networks to acknowl-
edge and support this differentiation in QoS requirements [96]. As such, different
scheduling algorithms were suggested and implemented in practice, which provide
a better QoS to selected flows than the simple FIFO (First-In First-Out) scheduling
where all packets are regarded as equally important.
A theoretically ideal and fair way to share the server capacity over different input
streams is Generalised Processor Sharing (GPS) [13, 159, 212], but this mechanism is
difficult to apply in packet-based networks, so adaptations for packet scheduling are
needed. For instance in the framework of ATM [27], weighted-round-robin (WRR)
and weighted-fair-queueing (WFQ) [69] were proposed to reduce the delay of certain
flows in the node [134]. For these mechanisms, there are separate queues for each
type of traffic and the server ‘visits’ each queue in a cyclic and weighted manner.
Usually, these scheduling mechanisms require knowledge of the traffic mix to func-
tion properly and are difficult to implement. To accommodate delay-sensitive traf-
fic, packet-discarding strategies such as push-out buffer (POB), partial buffer sharing
(PBS) [55] and random early detection (RED) (see [87,143]) have been presented and
analysed in literature. Also, in IP-based networks, the introduction and enhancement
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Figure 4.1: Position numbering in the queue with 1 reserved space. State of the system at the
begin of slot k is uk=6,mk=3. The space was reserved by the 1-packet at position 2.
of the DiffServ [33] and IntServ [37] architecture allows to provide QoS suited to the
requirements of specific applications. A simulation study of either is found in [178].
A controllable DiffServ mechanism is Proportional Differentiated Services [73]. An-
other mechanism that tries to limit the delay of a selected flow is earliest deadline
first (EDF) [140, 175] or the use of virtual clocks [218]. An overview can be found
in [96, 149].
Suppose we have a queue with two types of packet arrivals and consider the delay
experienced by both types of packets. The first arrival flow (type 1) carries delay-
sensitive traffic and the second flow (type 2) represents the best-effort traffic, or elastic
traffic as it is also called. If the queue operates under the FIFO discipline, no special
arrangements are made to prioritise the delay-sensitive flow. Therefore, FIFO may
serve as the reference discipline for QoS-unaware network nodes. On the other hand,
the most extreme way of priority scheduling is Absolute Priority (AP) or HOL-priority
(Head of Line), either preemptive or non-preemptive [54,91,182,196,197,199]. Under
this queueing discipline, if the server becomes available and there are type 1 packets
present in the queue, a type 1 packet will always be scheduled first, regardless of how
many type 2 packets are present and how long they have been waiting for service.
This AP discipline was analysed extensively in e.g. [196], from which we draw results
for comparison. It is clear that, the server capacity being what it is, AP guarantees
the lowest possible delay for the type 1 traffic. However, this comes at the cost of
increasing the delay for the packets of type 2. This increase of the delay for the best-
effort packets can be very dramatic, especially when the partial load of the prioritised
flow is high, and may result in packet starvation or time-out.
In this chapter, we study a new and promising delay priority discipline introduced
by Burakowski and Tarasiuk [49], that is simple to implement and which reduces the
problem of type 2 packet starvation. The idea is to introduce a reserved space (R) in
the queue for future arrivals of type 1, as shown in Fig. 4.1. Whenever a packet of
type 1 enters the queue, it takes the position of the reservation that was created there
by a previous arrival of type 1 and creates a new reservation at the end of the queue.
Type 2 arrivals always take place at the end of the queue in the usual FIFO way. It is
seen that this Reservation discipline may allow a 1-packet to jump over some type 2
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packets when it is stored in the queue, thus reducing its queueing delay. For instance,
with regard to Fig. 4.1, a new arrival can directly jump to position 3 if it is of type 1,
instead of having to queue up at position 7 if it is of type 2. Note that it is impossible
for any 1-packets to show up behind the reservation, i.e. to have a position number
larger than that of R. As long as it is not seized by a 1-packet, the reserved space R
behaves as a normal packet in that it shifts one place to the right every time a packet
leaves the server. However, the reserved space cannot enter the server at position 0,
nor can it leave the queue.
In [50], this idea is carried through further with the proposition of the ‘Priority Forc-
ing Scheme’ (PFS). In this scheme, a certain application may not only send data pack-
ets (D-packets) to the queue, but also reservation packets (R-packets). The R-packets
are of small size and require very little service time. Their only purpose is to reserve a
space in the node for future arriving D-packets. Evidently, the more R-packets are sent
by the application in advance, the higher the possible gain in delay performance for
the D-flow. Both in [49] and [50], the reservation mechanism is studied by means of a
simple continuous-time model with Poisson input flows. The analysis in those papers
only provides approximated results for the mean delay of both types of packets.
We provide a full analysis of the delay of both 1- and 2-packets in a discrete-time
queue operating under the Reservation discipline when the arrival flows are assumed
to be independent processes. The analysis is based on a Markovian description of the
system state at the beginning of each consecutive slot and is carried out in the z-
transform domain, using probability generating functions. We obtain the distribution
of the delay experienced by the packets of both types during equilibrium, as well as
closed-form expressions for the mean, variance and tail behaviour of those distribu-
tions.
4.1.1 Model description and system equations
To be able to study how well the reservation mechanism answers to the objective of
differentiating the experienced delay between both types of packets, we now propose
a concise mathematical model of a queue with the described Reservation discipline.
Let us consider a discrete-time single-server queue with infinite buffer capacity.
We assume that time is divided in fixed-length intervals called slots, whereby one
slot is exactly the service time of a packet. Following [196], there are two types of
packets arriving into the queue. The packets of type 1 are delay-sensitive and will use
the reserved space in the queue, while the packets of type 2 represent the best-effort
traffic. Let the random variable ai,k denote the number of packets of type i (i=1, 2)
that arrive in the queue during slot k. In our model, we assume that the numbers
of arrivals of both types are iid (independent and identically distributed) from slot
to slot with their joint distribution given by the probability generating function (pgf)
A(z1, z2):
A(z1, z2) , E[za1,k1 z
a2,k
2 ] . (234)
As such, we allow for the numbers of arrivals of both types during the same slot to
be correlated, although the arrival process is independent (and therefore uncorrelated)
from slot to slot. For convenience, we will also use the marginal distributions Ai(z)
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of the number of arrivals per slot of type i, which are given by
A1(z) , E[za1,k ] = A(z, 1) , (235)
A2(z) , E[za2,k ] = A(1, z) . (236)
The total number of arrivals (both of type 1 and 2) during slot k is denoted by aT,k,
a1,k+a2,k and has pgf
AT (z) , E[zaT,k ] = A(z, z) . (237)
The mean number of arrivals per slot (arrival rate) of type i follows from the moment-
generating property of pgfs as
λi , E[ai,k] = A′i(1) , (238)
while the total arrival rate is
λT , E[aT,k] = A′T (1) . (239)
In Sec. 4.1.3 we will also use the higher-order derivatives evaluated for z=1:
λ′i , A′′i (1) , λ′′i , A′′′i (1) , (240)
λ′T , A′′T (1) , λ′′T , A′′′T (1) . (241)
The operation of the system under the Reservation discipline with a single reser-
vation is visualised in Fig. 4.2. Of all the arriving packets during a certain slot, the
1-packets are always stored in the queue before the 2-packets. The 1-packets seize the
reserved space R and make a new reserved space R at the end of the queue. After-
wards, the arriving 2-packets are stored at the end of the queue.
Let the random variable uk denote the total number of packets present in the system
at the beginning of slot k, i.e. including all 1- and 2-packets, but excluding the reserved
space R. For the delay analysis in Sec. 4.1.3, we are also required to know the position
of R at slot boundaries. Hence, we introduce the variablemk, being the position of the
reserved space at the beginning of slot k. For example, if Fig. 4.1 were to represent
the system at the beginning of slot k, we would have uk = 6 and mk = 3. Since R
can never enter the server at position 0 and there can be no empty places ahead of R
except when the system is empty, we have
1 6 mk 6 uk if uk > 0 ,
mk = 1 if uk = 0 .
(242)
An empty system is e.g. shown at the beginning of slot k−1 in Fig. 4.2. The basic
equations that govern the evolution of these variables from one slot to the next are
easily derived as follows. For the system content, we can use the well-known Lindley
equation
uk+1 = (uk − 1)+ + aT,k , (243)
where (·)+ is the operator max(·, 0). From (243), it can already be seen that the total
system content is the same as in the simple GI-1-1 FIFO system described in e.g. [43]
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Figure 4.2: Evolution of the queue with place reservation.
with iid arrivals and common pgfAT (z) for the number of arrivals per slot. This is not
surprising since the system content is not influenced by the order in which the packets
are served. Concerning the evolution of the position of R, we distinguish two cases.
First, if there is no arrival of type 1 (a1,k=0) then the reservation at mk persists and
shifts one position to the right at the end of slot k together with all other packets in
the queue (ifmk>1) because the packet in the server leaves. However, ifmk=1 and
the reservation is not seized, then R stays at position 1 in the next slot. Secondly, if a
batch of 1-packets (a1,k > 0) arrives during slot k, then the first packet of this batch
seizes R and makes a new reservation at the end of the queue. The second 1-packet
(if there is any) of the batch seizes this new reservation and makes a new one directly
behind itself. The same happens with every remaining 1-packet in the batch and each
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time the position of R is increased with one place. We find:
mk+1 =
{
(mk − 2)+ + 1 if a1,k = 0 ,
(uk − 1)+ + a1,k if a1,k > 0 .
(244)
It is seen that the variables {mk, uk} form an adequate Markovian description of the
system state at the beginning of slot k. Therefore, we shall henceforth call them the
system state variables.
4.1.2 Equilibrium analysis
We define the joint pgf of the system state {mk, uk} at the beginning of slot k as
Pk(y, z) , E[ymk−1 zuk ] . (245)
By means of the system equations (243) and (244), it is possible to relate the distribu-
tion of the system states at slot k and k+1 as follows. Using the fact that (a1,k, a2,k)
are statistically independent from (mk, uk), we find after some standard z-transform
manipulations
Pk+1(y, z) = E[ymk+1−1zuk+1 ]
= A1(0)E[ymk+1−1zuk+1 |a1,k=0] + (1−A1(0))E[ymk+1−1zuk+1 |a1,k > 0]











(yz−1)Pk(1, 0) + Pk(1, yz)
]
, (246)
where E[X|Y ] is the expected value of X given that Y holds. Note that because of
(242) and (245) the following expressions for the probability p0,k that the system is
empty at the beginning of slot k are equivalent:
p0,k , Prob[uk=0,mk=1] = Prob[uk=0] = Pk(0, 0) = Pk(1, 0) . (247)
We assume that for k→∞, the system reaches equilibrium, such that the functions
Pk+1(y, z) and Pk(y, z) converge to the same limiting function which we indicate by
dropping the index k. Also, let (m,u), ai and p0 denote the system state variables, the
number of type i arrivals and the probability of an empty system for an arbitrary slot
during equilibrium. The condition for the system to reach such an equilibrium is the
same as for the aforementioned GI-1-1 system, namely
λT < 1 , (248)
saying that the mean total arrival rate must be smaller than the maximum number of
packets that can be served per slot. Taking the limit k→∞ in (246) and isolating the
joint pgf P (y, z) ofm and u yields




(z−1)yP (0, 0) + (y−1)P (0, z)
]












Now, let us call U(z) the marginal pgf of the system content u during equilibrium:
U(z) , E[zu] = P (1, z) . (250)
Because of (247) it is then clear that U(0) =P (0, 0) = p0. Taking the limit y→ 1 in
(249) and isolating U(z) gives
U(z) = p0
AT (z)(z − 1)
z −AT (z) , (251)
which is indeed the pgf of the system content of the GI-1-1 system [43, 44], as ex-
pected. From the normalisation condition U(1)= 1 applied to (251), we find that the
probability p0 of having an empty system is
p0 = 1− λT . (252)
The only remaining unknown in (249) is the function P (0, z)which can be determined
as follows. Since P (y, z) as given in (249) is a probability generating function, it must
be bounded for arguments lying on the unit disc, i.e. for |y| 6 1 and |z|6 1. For the
same reason, it must also be analytic inside the unit disc (i.e. for |y|< 1 and |z|< 1).
Therefore, P (y, z) should not have singularities inside the unit disc. In theorem 2 of
Sec. 4.2 we show that there is always a nonempty subset ℵ of the open unit disc such
that
z ∈ ℵ ⇒
∣∣∣A(0, z)
z
∣∣∣ < 1 . (253)
If we were to choose for z∗ a value lying in ℵ and y∗ = A(0, z∗)/z∗, then the
denominator yz−A(0, z) in (249) vanishes for y = y∗ and z = z∗. Thus, we seem
to have found a singularity (y∗, z∗) of the function P (y, z) lying inside the unit disc,
which is impossible! The only way out of this contradiction is for the numerator in
(249) to vanish for (y∗, z∗) as well. Hence, an additional relation can be found by the
substitution y=A(0, z)/z in the numerator of (249). After some manipulations this
yields:








A(0, z)−A(A(0, z), z)
A(0, z)−A(A(0, z), A(0, z))
]
. (254)
It will be the main subject of the next section to prove that this expression is valid
not only for z ∈ ℵ, but for every z in the unit disc, whenever the function A(z1, z2)
satisfies some broad regularity conditions. Finally, after eliminating all occurrences of
the function P (·) in the right hand side of (249) using (251) and (254), we find the
following explicit expression for the system state distribution during an arbitrary slot
in equilibrium:




A(0, z)(z−1)yz −A(0, z)
z −A(0, z) + z(yz−1)
A(yz, z)−A(0, z)
yz −AT (yz)
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+ z2(y−1)1−A(0, z)
z −A(0, z)
A(0, z)−A(A(0, z), z)
A(0, z)−AT (A(0, z))
]
. (255)
4.1.3 Distribution of the packet delay
Let us now consider the arrivals of one type only, say type i. Of all the packets of type
i arriving to the system, we choose an arbitrary packet and tag it as packet P . Also,
let us mark the arrival slot of P as slot I . We define the delay di as the number of full
slots between the end of the slot in which P arrives (slot I) and the end of the slot in
which P departs from the queue.
We can quantify the delay di as the amount of slots required to process the unfin-
ished work present in the queue directly after P is stored in the queue, keeping in
mind that the packets are stored one by one, first the 1-packets, then the 2-packets.
Clearly, this unfinished work foremost depends on the system state (mI , uI) at the
beginning of slot I . Hence, we first need an expression for the system state distribu-
tion PI(y, z) in slot I . Now, it has been argued before (see e.g. [43]) that due to the
uncorrelated (iid) nature of the packet arrival process, the system state as ‘seen’ by an
arbitrary arriving packet of either type has the same distribution as the system state in
an arbitrary slot. Therefore, we can immediately use the result (255) of the previous
Section for the joint pgf P (y, z) as it is also the distribution of the system state during
the arrival slot of an arbitrary packet,
(mI , uI)
d= (m,u) , PI(y, z) = P (y, z) . (256)
Based on this observation, we can derive the pgfs D1(z) and D2(z) of the packet
delay for the specific cases in which P is of type 1 and of type 2 respectively. Because
of (256), we may write m and u instead of mI and uI for the system state variables
as seen by an arriving batch containing P .
Before we can proceed, we must introduce some further notation. First, let aI1 and
aI2 be the total numbers of arrivals of type 1 and 2 respectively during the arrival slot I
of P . Note that these variables do not have the same joint distribution as a1 and a2. If
P is of type i, the joint mass function of the numbers of arrivals of type 1 and 2 during






Prob[a1=j1, a2=j2] , i=1, 2 . (257)
Next, again with i indicating the type of packet P , let `i be the number of packets of
type i that arrive during slot I and are stored in the queue no later than (but including)
P , as shown in Figs. 4.3 and 4.4. The pgf Li(z) of `i is found as (see [43])
Li(z) =
z(1−Ai(z))
λi(1− z) , i=1, 2 , (258)
by considering the fact that the pgf of the number of type i arrivals aIi in slot I is
not Ai(z), but rather zA′i(z)/λi and that P could be any of the aIi arrivals with equal
probability.





























Figure 4.3: Delay of a tagged packet P of type 1 arriving in slot I . Only the packets scheduled
ahead of P are shown.
Delay of type 1 packets
Let us now consider the case in which P is an arbitrary packet of type 1. As shown in
Fig. 4.3, the delay d1 of P clearly depends on the system state (m,u) at the beginning
of slot I as well as on the number and order of other arrivals of type 1 during slot I .
Since exactly one packet is served every slot, the delay of P is equal to its position in
the queue when stored during I . To characterise the delay d1 wemust again distinguish
between two cases. First, if there are no type 1 packets to be stored during I prior to
P (i.e. `1 =1) then P seizes the reservation at position m. Otherwise, if `1 > 1, that
reservation is already taken by the first of the `1−1 previously stored 1-packets and P
seizes the reservation made by the (`1−1)th 1-packet. Hence,
d1 =
{
m if `1 = 1 ,
(u− 1)+ + `1 if `1 > 1 .
(259)










Observing that `1 is independent ofm and u, we can thus calculate the pgf D1(z) as
D1(z) , E[zd1 ]
= E[zm|`1=1]Prob[`1=1] + E[z(u−1)++`1 |`1>1]Prob[`1>1]








A1(z)− z − (1−z)A1(0)
z −AT (z) , (261)
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where we have used (251). The function P (z, 1) is simply the marginal pgf of the
reservation positionm and can easily be found from (255) by subsequent substitutions
z→1 and y→z:




z−AT (z) + φ
]
, (262)
where we have defined the constant φ as
φ , A1(0)−A1(A1(0))







A1(z)− z + (z − 1)A1(0)






z −AT (z) + φ
)]
.
Delay of type 2 packets
If the tagged packet P is of type 2, the calculation of the delay is slightly more com-
plicated, as shown in Fig. 4.4. Indeed, unlike the previous case, the delay of a type 2
packet is not entirely independent of the arrivals after slot I . An important issue to
consider is that immediately after slot I , the reservation R is always positioned ahead
of P . The distribution of d2 depends on whether that reserved space is seized by one
of the future arriving 1-packets before P reaches the server, or not. If so, the delay is
increased by one slot to account for the additional delay introduced by that 1-packet
that jumped over P . Specifically, let γn be a Bernoulli random variable that is 1 if
one or more arrivals of type 1 occur during n subsequent slots and is 0 otherwise.












Let us first assume that the reserved position is never seized after slot I . The delay of
P would then be given by
v , (u− 1)+ + aI1 + `2 . (266)
To obtain the pgf V (z) of v, we require the distribution of aI1 + `2. Based on (257)
and the fact that P could be any of the aI2 arrivals of type 2 during slot I with equal
probability, we find for the joint pgf F (x, y) of aI1 and `2:

















































or, if R is
seized during v−1 . . .
d2 if γv−1 = 0
d2 if γv−1 = 1
v−1 : opportunity for a type 1
packet to seize the R
Figure 4.4: Delay of a tagged packet P of type 2 arriving in slot I . Only the packets scheduled
ahead of P are shown. The delay is increased by one slot if the R is seized before P reaches the
server.
and the pgf of aI1 + `2 is then simply given by F (z, z). From (266), (267) and (251)
we can easily obtain V (z) as
V (z) = E[z(u−1)
+





z −AT (z) , (268)
since u is independent of aI1 and `2. However, as explained above, the delay may be
increased from v to v+1 if there is an arrival of type 1 before P enters the server, i.e.
during the v−1 slots after slot I . Therefore, we can write
d2 = v + γv−1 . (269)
Using (265) we can thus write the pgf of the delay for an arbitrary packet of type 2 as
D2(z) = zV (z) +
1−z
A1(0)
V (zA1(0)) . (270)
Note that a good heavy-traffic approximation for D2(z) is zV (z) since in that case
the reserved packet is very likely to be seized during the period v− 1 and hence
Prob[γv−1 = 1] ≈ 1. Even under low traffic conditions, this approximation is a tight
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Moments and Tail of the Packet Delay
Once we have obtained the pgfs of the packet delay for both types, we can derive
several interesting performance measures from them that are useful in practice. First
of all, invoking the moment generating property on the obtained pgfs (264) and (271)
yields closed-form expressions for the moments of the packet delay up to any de-
sired order, although the subsequent differentiations quickly become very involved



















where the function V (z) is given by (268) and φ by (263). The second-order moments
Var[di] = D′′i (1) + D
′
i(1) − D′i2(1) are found by differentiating (264) and (271) a















































− 2V ′(A1(0)) . (275)
Note that to obtain (272)–(275), multiple applications of de l’Hoˆpital’s rule were re-
quired when taking the limit z→1.
To derive the tail distribution of the packet delay, we use an approximation tech-
nique which is known to yield very accurate results [43,46]. Specifically, from the in-
version formula for z-transforms follows that the probability mass function Prob[di=
n] (i=1, 2) can be expressed as a weighted sum of negative nth powers of the poles of
Di(z). Since all these poles have a modulus larger than 1, Prob[di=n] is dominated
by the contribution of the pole zd,i with the smallest modulus. It is shown [46] that
this ‘dominant’ pole zd,i must necessarily be real and positive in order to ensure a
nonnegative probability mass function. As such, the probability for a packet of type i
to experience a delay of n slots can be expressed by the following geometric form for
sufficiently large values of n:
Prob[di = n] ∼= −θiz−n−1d,i , (276)
where θi is the residue of Di(z) in the point z = zd,i, i.e.
θi = Reszd,iDi(z) = limz→zd,i
(z − zd,i)Di(z) . (277)
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R type 1
R type 2
FIFO AP type 1
AP type 2E[d]







Figure 4.5: Mean delay for both types of
packets as a function of λ1/λT in case of the
















Figure 4.6: log Prob[di = n] of the delay for
both types of packets in case of the Reser-
vation discipline (R), Absolute Priority (AP)
and FIFO.
To identify zd,i and θi (i=1, 2), we can proceed as follows. Both in case of (264)
and (271), it can be shown that the dominant pole is always given by the smallest zero
larger than 1 of the factors z−AT (z) in their respective denominators. Hence, D1(z)
and D2(z) have the same dominant pole which we denote by
zd , zd,1 = zd,2 . (278)
We call z−1d the decay rate of the delay distributions, because of the geometric form
in (276). Clearly, zd satisfies
zd −AT (zd) = 0 , (279)
and can be determined numerically by using e.g. the Newton-Raphson method. The
residues θi of Di(z) (i = 1, 2) in the point z = zd are found from (277). Using de


















4.1.4 A numerical example
In order to illustrate the impact of the Reservation discipline on the equilibrium distri-
bution of the packet delays d1 and d2, we now consider a short practical example. Both
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N=1 15 30 50
log Prob[di=n]






Figure 4.7: Simulated mass function of the delay for type 1 packets (dotted lines) and type 2
packets (solid lines) for increasing number of reservations N in the queue. The dashed lines
indicate the delays for AP.




1+λ1 − z1 λ1 · e
λ2(z2 − 1) , (282)
i.e. the numbers of arrivals per slot of type 1 and 2 are independent and have a geo-
metric and Poisson distribution respectively, with partial loads λ1 and λ2. In Fig. 4.5,
we have chosen the total load λT =λ1+λ2 equal to 0.9 and plotted the mean delays
E[d1] and E[d2] for 1- and 2-packets as functions of the traffic mix λ1/λT . The ob-
tained values for FIFO and both types of packets under AP (see [196]) are also shown.
Note that in case of FIFO, we considered the delay of an arbitrary packet regardless
of its type. Therefore there is only one curve for FIFO instead of two for the Reser-
vation discipline and AP, where we considered the delay of each type separately. As
expected, under the Reservation discipline, the type 1 delay is reduced in comparison
with FIFO but not as much as would have been obtained with AP. Also, the delay of
the best-effort traffic (type 2) does not increase as drastically as with AP.
In Fig. 4.6, we show the mass functions Prob[di = n] on a logarithmic scale for
the case λ1/λT = 0.5, i.e. for both flows having the same partial load: λ1 = λ2 =
0.45. These plots were obtained by numerical inversion of the pgfs (264) and (271) as
discussed in [20]. The thin gray lines indicate the geometric approximations given by
(276), which are clearly very accurate. Again, the results are compared to that of FIFO
and AP. We see that the delays of type 1 and 2 have a geometric tail with the same
decay rate (i.e. both curves have the same slope) as predicted by (278). Also, we see
that the decay rate is the same as that of FIFO. Note that in the case of AP, it is known
that the tail of the type 2 delay may have a non-geometrical decay (see [196]).
One may conclude from these numerical examples that the delay differentiation be-
tween the two types of packets obtained with the described reservation mechanism is
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rather limited. An obvious extension of the model in this section is to introduce mul-
tiple reservation places in the queue. The reservation discipline with N reservation
places in the queue is treated in detail in Section 4.3. Fig. 4.7 gives the results of a
preliminary simulation experiment, that showed us what to expect if the number of
reservations is increased. In short, the operation of the multi-reservation queue is as
follows. When the queue is empty, the reservations are placed at positions 1 to N at
the front of the queue. A type 1 arrival will now seize the reservation with the lowest
position number and make a new reservation at the end of the queue as before. With
more reserved spaces, a 1-packet can skip more already stored 2-packets when it is
placed in the queue. Hence, the delay differentiation between the two types of packets
increases with the number of reserved spaces. For very large N , the delay behaviour
tends to that of the AP discipline as is shown in Fig. 4.7 where the logarithmic delay
mass functions for N = 1, 15, 30, 50 is plotted. We see that the amount of reserved
spaces N is an appropriate parameter by which the delay differentiation can be care-
fully controlled between the two extreme cases of FIFO and AP.
4.2 Some remarks on the determination of P (0, z)
The attentive reader may raise some questions about the way in which we have derived
the unknown function P (0, z) on page 149. In our argumentation there, we arrive at
expression (254) for P (0, z) starting from the assumption that a nonempty region ℵ
defined by (253) exists in the open unit disc. We already mentioned there that ‘it is
possible’ to prove the existence of such a region ℵ but we did not go into detail at the
time. It turns out that this region can be chosen to have the shape of a ring as depicted
in Fig. 4.8. The actual proof is the subject of the forthcoming theorem 2.
Secondly, once we agree that ℵ exists, it was convincingly shown that P (0, z) must






(z − 1)A(0, z) (283)
+ z2
A(0, z)−A(A(0, z), z)
A(0, z)
1−A(0, z)
A(0, z)−AT (A(0, z))
]
,
then still the correct representation of the (partial) pgf P (0, z)? The answer is yes,
which we can prove by means of theorem 3 and the argument of analytic continuation.
Indeed, we know that for z ∈ ℵ, P (0, z) is equal to f(z). Hence, f(z) is analytic in
ℵ precisely because it is the representation of a partial pgf there (any pgf or partial
pgf is analytic inside the unit disc). Theorem 3 establishes that, under some regularity
conditions for the pgf A(z1, z2), f(z) is analytic not only in ℵ but in a region D
slightly larger than the unit disc, see Fig. 4.9. Therefore, an analytic representation of
P (0, z) in D can only be given by f(z).
4.2.1 Assumptions
Before we proceed, we introduce some additional notations and assumptions besides
those of Sec. 4.1.1. Let D = {z : |z| 6 1} be the unit disc, D˚ = {z : |z| < 1}
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the open interior of the unit disc and ∂D = {z : |z| = 1} the unit circle. Also, let
D= {z : |z|< 1+} for some  > 0. By aT we denote the total number of arrivals
(both of type 1 and 2) with pgf AT (z) and mass function
aT (h) , Prob[aT =h] , h = 0, 1, . . . .
The joint mass function of the number of arrivals of both types is denoted by







a(h1, h2) zh11 z
h2
2 .
Note that we have dropped the slot index k for convenience. We make the following
assumptions regarding the distribution A(z1, z2) of the number of 1- and 2-arrivals
per slot, in order to exclude some trivial or pathological cases:
Ê Arrivals of either type occur with non-zero probability, i.e.
Prob[a1=0] = A(0, 1) = A1(0) < 1 ,
Prob[a2=0] = A(1, 0) = A2(0) < 1 .
(284)
As such, we exclude the cases in which either λ1=0 or λ2=0, i.e. in which there
are no 1- or 2-arrivals respectively. Obviously, if there are only arrivals of one type,
their delay distribution follows from the analysis of the GI-D-1 system.
Ë We also assume that the system is stable, i.e. seen over sufficiently large time
periods, the number of arriving packets does not exceed the number of possible
departures. A sufficient condition for stability is
λT = A′T (1) < 1 , (285)
which implies among other things that
a(0, 0) = A(0, 0) = AT (0) = aT (0) > 0 .
Note however that the requirement λT <1 is not a necessary condition for stability.
Consider the trivial case in which there is exactly one packet arrival per slot, i.e.
aT =1. In that special case, the system is stable although λT =1 and a(0, 0)=0.
Then, there is always exactly one packet in the queue at the beginning of each slot
and every packet has a delay of 1 slot.
Ì The pgf A(z1, z2) is analytic not only in D˚ but also on ∂D, or more accurately:
∃∗ > 0 : A(z1, z2) is analytic for z1, z2 ∈ D∗ = {z : |z| < 1+∗} . (286)
This is a strong regularity condition. There exist some exceptional cases of pgfs
A(z1, z2) which are bounded but not analytic on ∂D. A simple example of such a











Figure 4.8: The region ℵ within the unit disc






Figure 4.9: P (0, z) is given by the unique an-
alytic continuation of f(z) from ℵ toD.
which has a branch point in z=1. To see that f(z) is indeed a proper pgf observe




1 · 3 · 5 · · · (2k − 3)
k!
2k−1 ,
are all nonnegative. Notice also that the condition (286) assures that all moments
of the arrival distribution exist.
In aid of the exposition in this section, we also recall the following known facts
from the theory of complex variables [36, 86, 99].
Fact 1. If f1 and f2 are analytic in Ω then f1(z) · f2(z) as well as every linear
combination of f1 and f2 are analytic in Ω.
Fact 2. If f is analytic in Ω then 1/f is analytic in Ω \ {z : f(z)=0}.
Fact 3. If f1 is analytic in Ω and f2 analytic in Ω′ with Ω′ ⊃ {f1(z) : z ∈ Ω}, then
f2(f1(z)) is analytic in Ω.
Fact 4 (Rouche´’s theorem). If f1 and f2 are analytic in Ω and C is a closed contour
in Ω with |f2(z)| < |f1(z)| on C, then f1 and f1+f2 have the same number of roots
inside C.
Fact 5 (Analytic continuation). If f1 and f2 are analytic in the open connected regions
Ω1 and Ω2 respectively, and f1 = f2 on a non-empty open subset of Ω1 ∩ Ω2 that is
also connected, then f2 is called an analytic continuation of f1 to Ω2 and vice versa.
If it exists, the analytic continuation of f1 to Ω2 is unique. In other words, there exists
a unique function F analytic in Ω1 ∪ Ω2 that coincides with f1 in Ω1 and with f2 in
Ω2.
4.2.2 The nonempty set ℵ always exists
Theorem 2. Suppose ℵ = {z : r < |z|, |z| < 1} with
r =
A(0, 0)
A(0, 0) + 1−A1(0) , (287)
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then: (i) r < 1, i.e. ℵ is an open non-empty annulus,
(ii) In ℵ, we have the bound
∀z ∈ ℵ :
∣∣∣∣A(0, z)z
∣∣∣∣ < 1 . (288)
Proof.
(i) Because of (284), we have 1−A1(0) > 0 in the denominator of (287). Hence
r < 1.
(ii) For all z in D we have
|z| 6 1⇒
{
|z|n = 1 if n = 0 ,



















= A(0, 0) + |z|(A1(0)−A(0, 0)) , (289)
and ∣∣∣∣A(0, z)z
∣∣∣∣ 6 A(0, 0)|z| + (A1(0)−A(0, 0)) .
This upper bound increases towards infinity if |z| → 0. However, there is a non-






< 1 ⇔ |z| > A(0, 0)
A(0, 0) + 1−A1(0) = r .
Thus, at least for all r < |z| < 1 (i.e. for z ∈ ℵ), we have
∣∣∣A(0,z)z ∣∣∣ < 1.
Using this theorem, we have shown on page 149 that for z ∈ ℵ, the pgf P (0, z)
is given by the function f(z) defined in (283). So at least in ℵ ⊂ D˚, f(z) must be
analytic because it is a pgf there. In fact, in order to conclude this, we would have to
prove that the system state constitutes a Markov chain that is ergodic, which means
that every state can be expected to reach any other state within finite time (see [82]).
Sufficient conditions for ergodicity are e.g. stated in Foster’s theorem [88,158] and are
satisfied if condition (285) for stability holds. Our next task is to show that the region
where f(z) is analytic extends beyond D, at least to some region D, >0.
4. A queue with place reservation 161
4.2.3 The analytic continuation of f(z) to D
We have seen that the pgf P (y, z) of the system state features the function P (0, z), see
e.g. (249). So, as far as they exist, obtaining the moments of the system state requires
evaluating the derivatives of P (0, z) to z in the point z=1. However, the derivatives
are only uniquely defined if the function f(z) is analytic in (a neighbourhood of) z=1.
Since z=1 is not in ℵ, we have to check this first. On the other hand, to invert f(z)









where C0 is a closed contour around z = 0 lying in a region where f(z) is analytic.
Choosing C0 ∈ ℵ is always possible, and allows to compute the coefficients. But if
we want to invert f(z) by using the residue theorem, we need to show that f(z) is




















Also, the Cauchy theorem requires that f(z) is analytic within the contour C0 except
for a number of isolated points. Again, analyticity in z=0 has to be confirmed first,
since ℵ does not contain this point. In the following theorem, we rigorously show that
f(z) as given in (283) is analytic in a region D ( < ∗), based on the assumptions
we made on A(z1, z2). This region contains a neighbourhood of both z=1 and z=0.
Prior to theorem 3, we mention some lemmas first.
Lemma 1. There exists ′>0 such that for all z ∈ D′ , we have |A(0, z)|<1.
Proof. For z ∈ D, the proof is similar to that of theorem 2. If |z| 6 1, the bound
(289) is valid which becomes
|A(0, z)| 6 A(0, 0) + |z|(A1(0)−A(0, 0)) 6 A1(0) < 1 ,
due to assumption (284). Now, since A(0, z) is analytic in a disc around z = 0 with
radius at least a little bit larger than 1 (assumption (286)), it is also continuous there
and all its derivatives exist and are continuous as well. Therefore, since we know that
|A(0, z)| < 1 on the unit disc, there must exist an ′ such that |A(0, z)| < 1 in D′
too.
Lemma 2. There exists ′>0 such that the function A(0, z)−z has exactly one zero
in D′ .
Proof. Again, since A(z1, z2) is analytic in D∗ , so is the function f1(z) =A(0, z).
Let us call f2(z)=−z which obviously is analytic everywhere. Therefore, both f1 and
f2 are continuous with continuous derivatives in D. Also, from lemma 1 we know
that
|f1(z)| = |A(0, z)| < |z| = |f2(z)| = 1 ,
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on the unit circle ∂D. Because both f1 and f2 are continuous, the inequality must hold
for at least a little bit outside ∂D, or in other words, there exists ′ > 0 such that
∀z ∈ D¯′ : |f1(z)| = |A(0, z)| < |z| = |f2(z)| ,
where D¯′={z : |z| 6 1+′}. Nowwe can invoke Rouche´’s theorem for the functions
f1 and f2 using the contourC=∂D′ . Hence, we can conclude that−z andA(0, z)−z
have the same number of zeroes in D′ . Clearly, −z only has one zero (z=0) in D′ ,
so A(0, z)−z must have exactly one zero there as well.
Lemma 3. The function x−AT (x) has no zeroes in D˚.
Proof. Recall that AT (x) is a pgf for which AT (1) = 1. Usually, to prove that there
are no roots of x−AT (x) in D˚, people use Rouche´’s theorem with contour C=∂D.
However, this requires that |AT (x)|< |x| everywhere onC, which obviously is not the
case for x=1 and possibly some other points on C (consider e.g. AT (x)=(1+x2)/2
for which we have AT (1)=AT (−1)=1). In the appendix of [43], this problem was
alleviated by extending C with a small arc C = {x : x = 1 + eα, α ∈ [−pi2 , pi2 ]}
around x = 1 outwards of D and by checking that |AT (x)| < |x| everywhere on
C ′=C \ {z=1} ∪ C. In [115] the Rouche´ theorem was restated in such a way that
the extra work around x= 1 is no longer necessary but, as in [43], still requires that
|AT (x)|<1 in all other points of ∂D, which is a rather limiting assumption. However,
it is not difficult to extend the proof of [43] to the case where the pgf AT (x) becomes
equal to 1 in multiple points of the unit circle ∂D.
We call the support of the random variable aT with pgfAT (x) the set of values that
aT can assume with non-zero probability, i.e.
support(aT ) , {h > 0 : Prob[aT = h] > 0} .
In terms of the pgf, this is the set of all powers h for which the coefficient aT (h) of zh
in the expansion of AT (x) is non-zero. Further, letM be the greatest common divisor
of this set,
M , gcd support(aT ) ,
then it is seen that AT (x) becomes equal to 1 on ∂D in exactly the points xn =
e2pin/M (n= 0, 1, . . . ,M−1) and has a modulus smaller than 1 on the rest of ∂D.
Furthermore, due to assumption (285), M must be finite. Note that since AT (x) is
analytic on ∂D, if AT (x) would be equal to 1 in an infinite number of points of ∂D,
then AT (x)=1 everywhere, which obviously cannot be the case.
So we have a finite number of points xn on ∂D for which AT (xn)=1. If we want
to use Rouche´ to prove that x−AT (x) has no zeroes in D˚, we need a contour that at
least contains the whole of D˚ and on which
|x| > |AT (x)| . (290)
Obviously, this inequality holds on C=∂D except for the points xn. Hence, for each
of those points we extend C with a tiny arc Cn of radius  < ∗ centered in xn and
outwards of D:
Cn = {x : x = xn + eα′}















Figure 4.10: The extended contourC′=C \{xn, n=0, . . . ,M−1}∪C0∪ . . .∪CM−1 around
the unit disc and all the points xn in caseM=7.
= {x : x = e2pin/M (1 + eα)} n = 0, . . . ,M−1 ,









join seamlessly with C (Fig. 4.10). We show that (290) holds on each contour Cn if
→0. First, on Cn, we have using Newton’s binomium:
AT (e2pin/M (1 + eα)) =
+∞∑
h=0











aT (h) eh2pin/M + 
+∞∑
h=0
aT (h)h eα eh2pin/M + o()
= 1 +  eα
+∞∑
h=0
aT (h)h eh2pin/M + o() ,
and therefore
|AT (e2pin/M (1 + eα))| 6 |1 +  eα
+∞∑
h=0
h aT (h) + o()|
6 |1 +  λT eα + o()| . (291)
On the other hand, we have on Cn:
|e2pin/M (1 + eα)| = |1 + eα| (292)
Since λT < 1, we see from (291) and (292) that the requirement (290) is satisfied on
Cn for small . For α in [−pi2 , pi2 ] this is obvious. For α beyond this range such as
to close the contour C ′, to see that (291) is smaller than (292) requires a little more
geometric insight, but is straightforward nonetheless.
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Now we have shown that (290) holds in all points of the contour C ′, we can use
Rouche´’s theorem to prove the lemma. Conform to the formulation on p. 159, let
f1(x)=x and f2(x)=−AT (z). Then clearly |f2(x)|< |f1(x)| on the closed contour
C ′. Therefore, f1(x) and f1(x)+f2(x) must have the same number of zeroes within
C ′. Since f1(x) obviously has only one such root (x=0), the function f1(x)+f2(x)=
x−AT (x) has exactly one root in the interior of C ′ as well. However, we know that
this unique root can be no other than x=1, which is located outside of D˚. This proves
the lemma.
Theorem 3. There exists >0 such that the function f(z) as given by (283) is analytic
in D under the stated conditions (284), (285), and (286).
Proof. We simply show that  > 0 can be chosen such that none of the factors and





Clearly, the denominator is analytic in D∗ due to assumption (286). Therefore,
because of Fact 2, (z−A(0, z))−1 is also analytic in D∗ except for the zeroes of
z−A(0, z) that are poles of (z−A(0, z))−1. However, these zeroes are not poles of
f(z) since the second factor in (283) also vanishes for z=A(0, z) as can quickly
be checked. Lemma 2 states that for small enough ′< ∗, there is only one such
zero in D′ .
Á (z−1)A(0, z)
Both (z−1) and A(0, z) are analytic in D∗ , so no problems here.
Â z2
A(0, z)−A(A(0, z), z)
A(0, z)
Again, from assumption (286) we know that A(0, z) is analytic in D∗ , as well
as A(y, z) (i.e. for y, z ∈ D∗ ). We can invoke Fact 3 to show that A(A(0, z), z)
is also analytic for z ∈ D′′ for some 0 < ′′ < ∗ (let f1(z) = A(0, z) and
f2(y)=A(y, z)), but then we have to make sure that {f1(z) : z ∈ D′′} ⊂ D∗ .
Lemma 1 assures that such ′′ exists, and we can conclude that there are no singu-
larities of the numerator in D′′ .
Any possible zeroes of the denominator A(0, z) in D˚ are also zeroes of the nu-
merator so they do not introduce singularities. Note that it is impossible to have
points in D∗ in the neighbourhood of which A(0, z) is identically zero, because
that would mean that A(0, z) is identically zero in all of D∗ .
Ã
1−A(0, z)
A(0, z)−AT (A(0, z))
First, the numerator is analytic in D∗ and the denominator is analytic in D′′ for
some ′′ < ∗. For the latter, this follows from Fact 3, lemma 1 ({A(0, z) : z ∈
D′′} ⊂ D˚) and the fact that AT (z), being a pgf, is analytic in D˚.
The candidate singularities inD′′ of this factor are the zeroes of the denominator.
However, we show that there are no such zeroes in that region. Let x= A(0, z),
then lemma 1 states that if z ∈ D′′ then x ∈ D˚. On the other hand, for x ∈ D˚
lemma 3 assures that x−AT (x) is not zero.
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Clearly, for =min(′, ′′) the theorem is shown to hold.
According to this theorem, f(z) is the unique analytic continuation (Fact 5) of the
pgf P (0, z) from ℵ to D. In fact, one may also argue that f(z) is the unique analytic
continuation of P (0, z) in ℵ to the whole complex plane except for the singularities of
f(z). The exact identification of these singularities outside D obviously depends on
the nature of A(z1, z2) but is not required for our analysis.
In the next section, we have to resolve some unknown functions emerging from the
analysis of a system with multiple reservations. The approach is very similar to the
one used for the model with only one reserved space in Sec. 4.1: all unknowns can be
determined by appropriate substitutions of the arguments in the functional equation.
Of course, this raises the same questions as have been answered here in mathematical
detail: are these manipulations valid and can we always interpret the resulting ex-
pressions as fully-fledged (partial and/or multidimensional) pgfs? Although important
from a theoretical viewpoint, we will not check the necessary conditions every time,
since practice learns that, besides some extraordinary cases, the results are sound and
applicable.
4.3 The model with multiple reservations
The First-In-First-Out (FIFO) discipline has been our reference mechanism for queues
in which all packets are treated as equally important. Ideally, one wants the delay
of all packets to be as low as possible, but for a given capacity of the server and a
given stream of arriving packets, there will always be some delay. In circumstances
where this delay becomes substantial, we have the problem that all packets, as they
are treated the same, also have the same delay characteristics. This may lead to in-
efficient situations. Indeed, packets which become useless if not conveyed very fast
(e.g. for real-time applications) frequently arrive at their destination too late, due to
congestion largely consisting of packets for which the delay is much less important
(non-real-time applications). In such cases it is sensible to step away from the usual
FIFO mechanism in favour of a scheduling mechanism that recognises the packets as
belonging to one of several types (or classes) and treats them differently according to
the specific requirements of each type. This allows to repartition the resources of the
queue in a more intelligent way.
As before, we limit our discussion to the case of two classes only: the 1-packets
and the 2-packets, representing the real-time and non real-time traffic respectively.
Under Absolute Priority (AP) [182, 196, 197] the 1-packets as a group experience the
lowest delay possibly attainable and this at the expense of a (very) high delay for 2-
packets. Whenever there are 1-packets available in the queue, one of those packets
will be scheduled for service next, regardless of how many 2-packets are present and
how long they have been waiting. As we have seen, granting absolute priority to the
1-packets can be a curse as much as a blessing. If the total offered load as well as
the fraction of 1-packets compared to the fraction of 2-packets is relatively high, the
type 2 traffic may suffer from what is known as packet starvation. See for instance
the curves of AP for high values of λ1/λT in Fig. 4.5. As there are almost always
1-packets present in the system in that case, the 2-packets get to be served very rarely,
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which can lead to an extremely high delay. This can all the more be perceived as unfair
or inefficient operation since the delay of the few 2-packets is completely sacrificed
for only a very small gain in the delay of the many 1-packets. As such, in looking
to improve on FIFO, the approach of AP may be a bridge too far. For our purposes,
both mechanisms serve as reference cases: whereas there is no delay differentiation
between the two traffic types under FIFO, this difference is maximal under AP.
The reservation mechanism as proposed in Sec. 4.1 is a viable trade-off between
FIFO and AP. As we have shown, it realises a definite differentiation in delay although
it never results in packet starvation. However, as with FIFO and AP, the operation is
still fixed, meaning that for a certain arrival process, the trade-off between the delays
of both types is at some particular level predicted by the analysis we have given. If for
some reason we would want to shift the trade-off even further in favour of the type 1
traffic, there is no way to do it. We have already hinted at a solution to this problem
in Sec. 4.1.4. The idea is to extend the reservation mechanism to accommodate for
multiple reserved spaces in the queue.
In the model presented here, the 1- and 2-packets behave exactly the same as in
Sec. 4.1, only now we assume that there are N (>0) reserved spaces (R) in the queue
instead of only one. The policy regarding the storage of the arriving packets is exactly
the same as in the case of the queue with one reservation. Of all the packets arriving
in a slot, the 1-packets are stored first, i.e. one by one they seize the most advanced
R in the queue and make a new R at the end of the queue. After this, the 2-packets
are stored in the usual way. The only difference now is that operation starts from an
empty queue with N reserved spaces already present. As before, it is obvious that the
number of reservations always stays the same, due to the fact that each 1-packet seizes
an R but at the same time also creates an R at the end of the queue. Recall also that a
reservation can never enter the server!
As we will see, a queue implemented with more than one reserved space is able
to realise a larger differentiation of the delay. The higher we choose N , the more the
delays of type 1 and type 2 packets will differ. If N becomes very large, the experi-
enced delay is the same as that under AP. In this way, the number of reservations N
in the queue can be seen as a parameter by which the amount of delay differentiation
can be carefully controlled. This is useful from a designer’s or network manager’s
point of view. If in some situation we feel that the 2-packets have unfairly large de-
lays compared to the 1-packets, we can simply decrease N until a better trade-off is
reached. Likewise, the delay of the 1-packets can be decreased by increasingN , at the
cost of a larger delay for the 2-packets of course. In this respect, the results from the
present section will prove to be very useful, since we predict the mean delay experi-
enced by both types of packets, as well as their delay distribution for a given number
of reservations in the queue.
4.3.1 Description of the model
As before, we consider a discrete-time queue operating in slotted time, where a slot is
exactly the time required to serve one packet. The queue has infinite storage capacity
and one server. Also, the arrival process is the same as described in Sec. 4.1.1. The
number of arrivals a1,k of type 1 and a2,k of type 2 in slot k are independent from











Figure 4.11: The positions of the reservations in a system with N =4 reserved spaces during
slot k are given by the variablesmj,k (j=1, . . . , 4).
slot to slot, but may be correlated within a slot with joint pgf A(z1, z2), see (234). The
total number of arrivals aT,k=a1,k+a2,k in slot k has pgf AT (z)=A(z, z). To keep
the forthcoming expressions tractable, we extend the notation employed in Sec. 4.1.1
as follows. Let the mass function of the number of 1-arrivals per slot be




i. We also define
Ai∗(z) , E[za2,k{a1,k= i}] , i > 0 , (294)
which is the pgf of the number of 2-arrivals in case there are exactly i arrivals of type
1 in the same slot, and where E[X{Y }]=E[X|Y ]Prob[Y ] as usual. Note that
βi=Ai∗(1) , i > 0 . (295)
As with all models we treated, we are challenged to find a suitable representation of the
system state in slot k that allows us to analyse the delay distribution of the packets. If
we were only interested in the equilibrium distribution of the total number of packets
in the queue, then {uk} would suffice as representation. Recall that uk is the number
of packets in the queue at the beginning of slot k. Obviously, the content uk in our
multiple reservation queue is the same as for a simple GI-1-1 FIFO queue, because it
is governed by (243) in both systems. The analysis of the GI-1-1 system then yields
the pgf U(z) of the queue content, given by (251). However, if we want to study the
distribution of the packet delay, we require more information. As will be discussed
in Sec. 4.3.4, the jth packet in an arriving batch of 1-packets seizes the jth reserved
space if j6N . Hence, besides the queue content uk we also need to keep track of the
precise positions of all N reservations.
We number the R’s from 1 to N , with the first reservation being the one closest to
the server, i.e. the one with the smallest position number. Conversely, we may also say
that the jth reservation (j=1, . . . , N ) has order j. At the start of slot k, we denote the
position of the order j reservation bymj,k, as is illustrated in Fig. 4.11. As a 1-packet
always seizes the R with the lowest position number, it is seen that there can be no 1-
packets in the queue on positions larger thanm1,k. In other words, all packets behind
the first reservation must be of type 2.
We refer to the queue content uk together with the positions of all R’s, i.e. to the
vector {mj,k, j=1, . . . , N ;uk}, as the system state at the start of slot k. Because of the
stochastic nature of the arrival process, the system state observed in subsequent slots
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is an (N+1)-dimensional stochastic process as well. We refer to any of the random
variables m1,k,m2,k, . . . ,mN,k;uk as a system state variable. In order to analyse
the delay distribution, we first require the equilibrium distribution of the system state
itself, which will be the subject of Sec. 4.3.2. However, to obtain this distribution, we
first need to construct the equations that govern the evolution of the system state from
one slot to the next.
Specifically, the following system equations establish the value of the system state
variables in slot k + 1, for all possible values of those variables in slot k. The work-
ing method is to start from a certain state at the start of slot k. Then consider every
possible event during this slot in terms of arrivals, storage, scheduling and departures
and finally, write down the new system state this results in at the start of slot k+1.
In principle, this yields a function from one (N +1)-dimensional space to another,
although this space can be somewhat reduced by ruling out states than can never be
reached. For instance, because of their physical meaning, we know that the system
state variables must satisfy the constraint
1 6 m1,k < m2,k < . . . < mN,k 6 (uk − 1)+ +N , (296)
which for the position of jth reservation individually results in
j 6 mj,k 6 (uk − 1)+ + j , j=1, . . . , N . (297)
Note that (242) represents the same constraints in case j =N = 1 since mk =m1,k
in the current terminology. As a convention for the remainder of this section, let j
indicate any value from 1 to N , unless explicitly stated otherwise. In our analysis it
turns out that, instead of the variables mj,k, it is often more convenient to work with
the variables
mˆj,k , mj,k − j , (298)
which all have 0 as their minimal value instead of j. Therefore, the constraints (296)
and (297) now respectively become
0 6 mˆ1,k 6 mˆ2,k 6 . . . 6 mˆN,k 6 (uk − 1)+ , (299)
0 6 mˆj,k 6 (uk − 1)+ . (300)
Obviously, knowledge of the value or distribution of mj,k implies that of mˆj,k and
vice versa, so we may interchangeably use both as system state variables.
For the system equations we can distinguish between four cases, in all of which
the new queue content uk+1 is determined by (243). Observe also that a2,k appears
in (243) but not in any of the following equations for mˆj,k+1 where only the number
of arrivals of type 1 is of importance. Obviously, this is due to the fact that all the 1-
packets arriving in slot k are stored in the queue prior to the 2-packets (see Fig. 4.2).
Only the 1-packets seize reservations and make new ones, while the 2-packets are
simply stored at the end of the queue.
Assuming that the system is not empty to begin with, the events during slot k can
generally be summarised as follows. First, there are a1,k 1-arrivals to be stored. One
by one they seize the first R and make a new one at the end. As such, seen as a
group, the first N of these 1-arrivals take R’s that existed before slot k, while any
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remaining 1-arrivals seize an R that was created by a previous 1-arrival in slot k. At
the end of the slot, after the 2-packets have been stored as well, the packet in the
server terminates its service and leaves the queue. Then, at the start of slot k+1 a new
packet will enter service, at least if there are any left in the system. It is the first packet
(the one with lowest position number p) that will jump over any R’s at positions 1 to
p−1 into the server at position 0. Then, since position p is free now, all packets and
reservations on positions larger than p shift one position towards the server. Note that
only 2-packets can actually jump over reservations into the server, while 1-packets
are always positioned in front of any R’s in the queue. Additionally, if the system is
empty, we note that the first arrival (of type 1 if a1,k>0, of type 2 otherwise) will not
enter service immediately, but has to wait until the start of the next slot. As we have
said, these considerations lead us to distinguish four groups of system equations as
follows.
I uk=0 (empty system)
First of all, in case of an empty systemwe know that theN reservations are grouped
together on positions 1 to N , so
uk=0 ⇒ m1,k=1, m2,k=2, . . . ,mN,k=N
⇔ mˆ1,k = mˆ2,k = . . . = mˆN,k = 0 .
Therefore, we have in slot k+1:
mˆj,k+1 = (a1,k − 1)+ . (Empty)
I uk>0, a1,k=0 (no 1-arrivals)
In this and the remaining cases, we know that the system is not empty in slot
k. Since a1,k = 0 there are no arrivals of type 1 here. None of the reservations
will be seized so they all survive to the next slot. However, after the packet in
service during slot k has left, they will be shifted by one position as far as the
lower constraint in (300) is not violated. We have
mˆj,k+1 = (mˆj,k − 1)+ . (Keep)
I uk>0, a1,k= i with 16 i<N
In this case, the number of 1-arrivals i is smaller than the number of reservations
N . These i arrivals seize the first i reservations, i.e. those at positions m1,k up to
mi,k and make i new reservations at the end of the queue. So the last i reservations
in the next slot will be newly created and positioned together at the end of the
queue. Then, accounting for the fact that one packet will leave, it turns out that we
have
mˆj,k+1 = uk + i− 2 , if j = N−i+1, . . . , N . (AtEnd)
On the other hand, the first N−i R’s in the new slot are reservations that were not
seized and have survived. Their ordering number has simply decreased by i or in
other words, they have ‘i-shifted’:
mˆj,k+1 = mˆj+i,k + i− 1 , if j = 1, . . . , N−i . (i-shift)
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I uk>0, a1,k= i with i>N
Now, there are at least as many 1-arrivals as there are reservations. In this case all
new reservations will be grouped at the end of the queue, since none of the old R’s
survive. The equation (AtEnd) now applies for all new reservation positions, i.e.
mˆj,k+1 = uk + i− 2 , j = 1, . . . , N . (AtEnd)
4.3.2 Equilibrium distribution of the system state
Nowwe use the above equations to obtain the distribution of the system state {mj,k, j=
1, . . . , N ;uk} for k→∞, assuming that the system reaches equilibrium. To this end,
let us define the joint pgf of the system state at the start of slot k as
Pk(y1, y2, . . . , yN ; z) , E[ymˆ1,k1 y
mˆ2,k
2 · · · · · ymˆN,kN zuk ]
= E[ym1,k−11 y
m2,k−2
2 · · · · · ymN,k−NN zuk ] . (301)
The equations (Empty), (Keep), (i-shift) and (AtEnd) allow to relate the joint pgf
Pk+1 of the system state in slot k+1 to the distribution Pk in slot k. We perform
separate calculations for the four cases above, splitting up the joint pgf into four terms
as




2 · · · · · ymˆN,k+1N zuk+1 ]




E[. . . {uk>0, a1,k= i}] +
+∞∑
i=N
E[. . . {uk>0, a1,k= i}] .
For the first term, (Empty) applies, as well as (243) such that
E[ymˆ1,k+11 y
mˆ2,k+1
2 · · · · · ymˆN,k+1N zuk+1{uk=0}]
=E[(y1 y2 · · · yN )(a1,k−1)+ za1,k+a2,k{uk=0}]
= . . .
=
p0,k
y1 y2 · · · yN
[
(y1 y2 · · · yN − 1)A(0, z) +A(y1 y2 · · · yN z, z)
]
, (303)
where, analogous to (247),
p0,k = Uk(0) = Pk(0, 0, . . . , 0; 0) , (304)
is the probability that the system is empty at the beginning of slot k. The second term
of (302) can be further developed with (Keep), which yields
E[ymˆ1,k+11 y
mˆ2,k+1
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yj3−13 · · · yjN−1N pk(0, 0, j3, . . . , jN ;n)




yjN−1N pk(0, 0, . . . , 0, jN ;n)







y1y2y3 · · · yN
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y2y3 · · · yN
(
Pk(0, y2, y3, . . . , yN ; z)− Pk(0, 0, y3, . . . , yN ; z)
)





Pk(0, 0, . . . , 0, yN ; z)− Pk(0, 0, . . . , 0, 0; z)
)
+Pk(0, 0, . . . , 0, 0; z)− p0,k
]
, (305)
where we have used the following notation for the mass function of the system state
distribution in slot k:
pk(j1, j2, . . . , jN ;n),Prob[mˆ1,k=j1, mˆ2,k=j2, . . . , mˆN,k=jN , uk=n]. (306)
In the third term of (302), we must apply (i-shift) for the new reservations of order 1
to N−i and (AtEnd) for the remaining reservation positions. We have for 16 i<N ,
using (294):
E[ ymˆ1,k+11 · · · ymˆN−i,k+1N−i︸ ︷︷ ︸
(i-shift)
· ymˆN−i+1,k+1N−i+1 · · · ymˆN,k+1N︸ ︷︷ ︸
(AtEnd)
·zuk+1{uk>0, a1,k= i}]
=E[ymˆi+1,k+i−11 · · · ymˆN,k+i−1N−i yuk+i−2N−i+1 · · · yuk+i−2N zuk−1+i+a2,k{uk>0, a1,k= i}]
= (zy1y2 · · · yN−i)i−1(yN−i+1 · · · yN )i−2Ai∗(z)
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E[ymˆi+1,k1 · · · ymˆN,kN−i (zyN−i+1 · · · yN )uk{uk>0}]
= (zy1y2 · · · yN−i)i−1(yN−i+1 · · · yN )i−2Ai∗(z)[
Pk(1, 1, . . . , 1︸ ︷︷ ︸
i
, y1, y2, . . . , yN−i; zyN−i+1 · · · yN )− p0,k
]
. (307)
Finally, in the last term of (302), we find for i>N and using (AtEnd),
E[ymˆ1,k+11 y
mˆ2,k+1
2 · · · ymˆN,k+1N zuk+1{uk>0, a1,k= i}]
= zi−1(y1y2 · · · yN )i−2Ai∗(z)
[
Uk(zy1y2 · · · yN )− p0,k
]
, (308)
where Uk(z) is the marginal pgf of the queue content uk. Adding up the terms (303),
(305), (307) and (308) yields the right-hand side of (302). If equilibrium kicks in for
k→∞, the distributions Pk+1 and Pk become identical. In other words, all distribu-
tions and probabilities become independent of the slot index k. Therefore, this index
may be dropped to indicate that we refer to an arbitrary slot during equilibrium. If we
single out the function P (y1, . . . , yN ; z), we find our basic functional equation for the
equilibrium distribution of the system state in a queue with N reservations:(
z y˜1 −A(0, z)
)
P (y1, y2, . . . , yN ; z)
= z p0
[




(y1−1)P (0, y2, . . . , yN ; z)
+ y1(y2−1)P (0, 0, y3, . . . , yN ; z)
+ y1y2(y3−1)P (0, 0, 0, y4, . . . , yN ; z)
+ . . .









P (1, . . . , 1︸ ︷︷ ︸
i










where we define y˜j as the following product:
y˜j , yj · yj+1 · · · · · yN . (310)
This functional equation completely determines the equilibrium distribution P , al-
though we see that a lot of unknown functions have yet to be determined. Nevertheless,
all these unknowns can be resolved by using relation (309) only, as we will demon-
strate. Observe that there are a total of 2N unknown functions on the right-hand side
of (309). Let us designate a shorthand to each of these functions and order them in a
list as follows
1. 1 = P (0, y2, y3, y4, . . . , yN ; z)
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2. 1 = P (1, y2, y3, y4, . . . , yN ; z)
3. 2 = P (0, 0, y3, y4, . . . , yN ; z)
4. 2 = P (1, 1, y3, y4, . . . , yN ; z)
5. 3 = P (0, 0, 0, y4, . . . , yN ; z)
6. 3 = P (1, 1, 1, y4, . . . , yN ; z)
...
2N−1. N = P (0, 0, 0, 0, . . . , 0; z)
2N. N = P (1, 1, 1, 1, . . . , 1; z) = U(z) (311)
Note that we could have included the probability p0 in this list as well, although it
easily follows as p0 =1−λT by imposing the normalisation condition on U(z). The
unknown functions can be determined in this order by performing the appropriate
substitutions in (309). In fact, the functional equation is able to provide each of the
unknowns in the list as a function of unknowns further in the list. To make clear how
this is done, let us denote by the function P (y1, y2, . . . , yN ; z) in an explicit form,
i.e. equal to (309) but with all unknowns (those in list (311)) resolved. On the other
hand, we represent by ? 1 1 2 2 . . .NN a relation determining P (y1, y2, . . . , yN ; z),
but in which the functions after the question mark are still unresolved. Obviously,
this is the functional equation in the form given by (309). Clearly, the final explicit
expression for the equilibrium distribution of the system state we are looking for is .
Even for small N though, obtaining is an enormous task to do by hand, so we only
explain how to do this, rather than actually doing it.
As we have said, (309) holds the key to determining all the unknown functions ex-
plicitly by evaluating it for the right arguments. In what follows, we describe a ‘binary
tree backtracking’ scheme that shows us the way. There are two types of substitutions
that yield relevant information. The first one is to let
y1→1, y2→1, . . . , yn−1→1, yn→1 , (312)
for some n=1, . . . , N . This directly gives the relation n ? n+1 n+1 . . .NN . The second
type of substitution is to let
y1→1, y2→1, . . . , yn−1→1, yn → A(0, z)
yn+1yn+2 · · · yNz , (313)
which is mostly the same as (312), except for the last step. Note that if (313) is per-
formed on (309), the left-hand side vanishes. Using a similar argumentation as on
p. 149 where we determined 1 = P (0, z), we know that the right-hand side has to
vanish then as well. This provides the relation n ? n n+1 n+1 . . .NN .
We can arrange the substitutions of type (312) and (313) in a binary tree as shown
on the left side of Fig. 4.12. Branches going down correspond to substitutions yj→1,
while branches to the right indicate a substitution yj→A(0, z)/y˜j+1z. Hence, every
path in this tree corresponds to either (312) or (313), depending on the last branch.
In other words, each path represents a sequence of substitutions which, if applied
to the functional equation, yield the relation indicated on the node the path ends in.
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y1 → A(0, z)
y2y3 · · · yNz
y1 → 1
y2 → A(0, z)
y3y4 · · · yNz
y2 → 1
y3 → A(0, z)
y4y5 · · · yNz
y3 → 1
yN−1 → 1
yN → A(0, z)
z
yN → 1
? 1 1 2 2 . . . NN
1 ? 1 2 2 3 . . . NN
1 ? 2 2 3 3 . . . NN
2 ? 2 3 3 4 . . . NN
2 ? 3 3 4 4 . . . NN




y1 → A(0, z)
y2y3 · · · yNz
y1 → 1
y2 → A(0, z)
y3y4 · · · yNz
y2 → 1
y3 → A(0, z)
y4y5 · · · yNz
y3 → 1
yN−1 → 1
yN → A(0, z)
z
yN → 1
? 1 1 2 2 . . . NN
1 ? 1 2 2 3 . . . NN
1 ? 2 2 3 3 . . . NN
2 ? 2 3 3 4 . . . NN
2 ? 3 3 4 4 . . . NN











Figure 4.12: Binary tree backtracking scheme to obtain the unknown functions.
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Starting from the top of the tree, we can progressively determine the relations on each
node, until finally, we obtain N = U(z) explicitly. Note that we have included the
latter function in the list of unknowns notwithstanding the fact that it can easily be
obtained from the GI-1-1 analysis. We did so to illustrate that the marginal process of
the queue content is ‘contained’ within that of the system with multiple reservations.
So, although we can rely on the results of GI-1-1, we do not have to in theory.
On the right side of Fig. 4.12, we show the second part of the calculation scheme.
Starting from the bottom node, we work our way to the top by backtracking the pre-
viously obtained unresolved relations. Indeed, once we have N , we can use this in
the node with relation N ? N to resolve N . In turn, the explicit expressions N and N
allow to obtain N−1 in the node with relation N−1 ? NN , and so forth until we reach
the top. At this point, we have an explicit expression for , as well as for every other
unknown in the list (311). Note that in caseN=1, the scheme exists of only one stage
containing substitutions y1→ 1 and y1→A(0, z)/z, which we have used in Sec. 4.1
to obtain U(z) and P (0, z) respectively.
4.3.3 A basic theorem
We now discuss an important property regarding the behaviour of systems with mul-
tiple reservations which may not readily be apparent from the analysis so far. Let us
first introduce the following notation:m[N ]j,k is the position of the jth reservation at the
beginning of slot k in a system with N reservations, or a NR-system as we will call
it. Corresponding to (298), let also mˆ[N ]j,k =m
[N ]
j,k −j. Of course, if it is clear from con-
text that we are considering a system with N reservations, the superscript [N ] may be
dropped. In what follows, we use this notation for other quantities as well, to indicate
the number of reservations in the system they are related to. The following theorem is
crucial to our analysis of the packet delay distribution.
Theorem 4 (Reservation Theorem, RT). If a queue with N reservations and a queue
with N−1 reservations are both empty in slot 0 and are both subjected to the same











at the beginning of slot k, for j=2, . . . , N .
Proof. As we assume that both systems are empty in slot 0, the variables mˆ[N]j and
mˆ[N−1]j are all equal to 0 such that (314) holds. Now, suppose that (314) holds in slot





j−1,k+1 , j=2, . . . , N , (315)
then by induction, this proves the theorem. For certain values of the reservation posi-
tions in slot k, the system equations (Empty), (Keep), (AtEnd) and (i-shift) provide
the new reservation positions in slot k+1. Therefore, we must compare these equa-
tions to their equivalent in case of a system with only N−1 reservations. Doing so,
assuming that (314) holds, it can be checked easily that (315) holds as well, for every
possible value of uk and a1,k.
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R RR RRR RRRR
1R2 1RR2 1RRR2 1RRRR2
12R22 1R2R22 1RR2R22 1RRR2R22
2122R 12R22R 1R2R22R 1RR2R22R
122R22 2R22R22 2RR22R22 2RRR22R22
22R222 2R2R222 2RR2R222 2RRR2R222
212221R 121222RR 112R222RR 11R2R222RR
12221R 21222RR 12R222RR 1R2R222RR
2221R22 1222RR22 2R222RR22 2RR222RR22
221122R 2221R22R 1222RR22R 1R222RR22R
21122R 221R22R 222RR22R 2R22RR22R
1122R2 21R22R2 22RR22R2 2R2RR22R2
122R2 1R22R2 2RR22R2 2RRR22R2
2212R2 122R2R2 1R22R2R2 1RR22R2R2















































































































































































































































































































Figure 4.13: Illustration of the Reservation theorem
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This theorem is illustrated in Fig. 4.13, where we show the evolution of the queue
content starting from an empty system in the first slot and for the specific trace of
arrivals given on the top. For four different systems with respectively 1, 2, 3 and 4
reserved spaces, the queue content is indicated at the start of each slot. To make our
point clear, we connected the reservations of the same order with a bold line that is
darker for reservations of higher orders. The relation (314) is clearly seen to hold. For
instance, the shape of the black line connecting the positions of the first (and only)
R in the 1R-system is the same as the shape of the line connecting the second R in
the 2R-system, the third R in the 3R-system and so forth. The only difference is that
these lines are shifted by one position. Likewise, the dark gray line indicating the
position of the first reservation in the 2R-system has the same shape as that of the
second reservation in the 3R-system, the third reservation in the 4R-system and so
forth, again shifted by one position each time.
Together with the fact that the systems with N and N−1 reservations also hold the
same total number of packets, theorem (314) leads to the following corollary concern-
ing the joint pgfs of the system state of both systems. Let P [N ]k be the system state
distribution (301) for a system with N reserved spaces. It is now easily seen that
P
[N ]


























= P [N−1]k (y2, . . . , yN ; z) . (316)
If we let the arguments y2 to yn assume the value 1, then it directly follows from (316)
for some 06n<N that
P
[N ]
k (1, . . . , 1, yn+1, . . . , yN ; z) = P
[N−n]
k (yn+1, . . . , yN ; z) . (317)
This property says that the distribution of the last N −n reservation positions in a
system withN reservations is equal (up to a fixed shift) to that of reservation positions
in a system with onlyN−n reservations. Property (317) is a fundamental observation
for queues with multiple reservations and we will use it abundantly in what follows.
4.3.4 Delay of type 1 packets
So far, we concentrated on the equilibrium distribution of the system state during an
arbitrary slot in a system with N > 1 reserved spaces. This resulted in a functional
equation for the joint distribution of the positions of each reservation and the total
number of packets in the queue. However, as we have explained, the expression for
this distribution is very hard to obtain explicitly, even for small N , as it is the result
of many subsequent substitutions that interact in an untractable way. For instance, the
expression for P (y1, y2, y3; z) could not be printed here on one page. Fortunately,
from a practical point of view, we are not so much interested in the probability of such
exotic events as the fifth reservation being at position 9 while the second is at position
5. The distribution of such events could in principle be obtained from the complete
(N+1)-dimensional system state distribution, but then we are faced with the same
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problem of increasing complexity. Instead, we are more interested in a direct, useful
performance measure such as the distribution of the packet delay. The analysis of the
delay distribution relies heavily on our results regarding the system state distribution.
However, as will be shown, we are able to circumvent some of the complexity issues
and obtain numerical algorithms for the mean and the tail distribution of the packet
delay, that are relatively easy to implement.
Here, we focus on the delay distribution of the type 1 packets only, deferring the
analysis for the type 2 packets to Sec. 4.3.5. As in Sec. 4.1.3, let us consider an arbi-
trary packet P of type 1 again and refer to the slot in which it arrives as slot I . Our
purpose now is to obtain the delay d1 experienced by P as it goes through the system
withN reserved spaces. Recall that the delay d1 is the integer number of slots from the
moment that P is stored in the queue at the end of slot I , until the moment P leaves
the queue at the end of its service. In other words, d1 is the time the packet P has to
wait in the queue and is being served. Obviously, the delay of P will depend on the
state of the system in slot I . Assuming equilibrium behaviour, we have explained in
Sec. 4.1 that the system state in slot I has the same distribution as in any slot. There-
fore, we can use (309) to provide the distribution of the reservation positions in slot
I . With regard to the number of 1- and 2-arrivals during slot I , expression (257) still
holds as well as (258) for the pgf of `1, which is the counting number of P in the batch
of aI1 arriving 1-packets. Let us also introduce





βi , j > 1 , (318)








Recall that βi defined by (293) is the probability of having i 1-arrivals in a slot. In the
following, we drop the time index in the notation of the system state variables, since
it is clear they all refer to slot I .
The pgf D1(z) of the type 1 packet delay
As we have said, the delay of P depends on the state of the system in slot I . More
specifically, what is of importance is the exact position in which P will be stored at
the end of slot I . Only then it is clear how many packets are stored in front of P ,
which obviously are also the packets that will be served prior to P . In other words, the
delay is the number of slots required to serve each packet positioned in front of P at
the end of slot I , and P itself. If there are no packets in front of P when it is stored,
then P will be served immediately in the next slot and d1=1. So the information we
must derive from the system state in slot I is the position in the queue that P will
occupy. Note that we can ignore the 2-arrivals in slot I since they are stored later than
the 1-arrivals, according to the reservation protocol. Now, if P is the first of the batch
(`1=1) it will seize the first reservation at positionm1, if `1=2 then it takes position
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m2, and so forth. If `1 is larger than N however, P will seize a reservation created
by one of the `1−1 previous 1-arrivals in slot I , located somewhere at the end of the
queue. All in all, we find that
d1 =
{
mj if `1 = j 6 N ,
(u− 1)+ + `1 if `1 > N ,
(320)
which obviously is the extension of (259) to a system with N reservations instead of


























where we have used the alternative representation (298) for the jth reservation position





z −AT (z) . (322)
The marginal distribution E[zmˆj ] appearing in (321) on the other hand, is more diffi-
cult to obtain. However, this is where theorem 4 and its corollary (317) come into play.
Let us explicitly indicate the number of reservations in the system to which a certain
variable corresponds. Then we have for j=1, . . . , N :
E[zmˆ
[N]
j ] = P [N ](1, 1, . . . , 1︸ ︷︷ ︸
j−1
, z, 1, 1, . . . , 1; 1)
= P [N−j+1](z, 1, 1, . . . , 1; 1) = E[zmˆ
[N−j+1]
1 ] . (323)
The conclusion is that instead of having to calculate the marginal distributions of all
reservation positions mˆ[N]j (j =1, . . . , N ) in the NR-system, it is sufficient to obtain
the marginal distributions of mˆ[N−j+1]1 , i.e. only of the first reservation positions in the
systems with 1 up to N reservations. The advantage obviously is that our results are
better scalable as N increases: once we have the distribution of the first reservation
position in a system with n reservations, that result can be reused immediately in the
analysis of the delay in a system with n+1 reservations, which in turn can be used in
case of n+2 reservations and so forth. Therefore, we shall first focus on the distribution
of mˆ1 in case of N reservations in the system.
Distribution of the first reservation positionm1
The marginal distribution of mˆ1 can be obtained from the full system state distribution
in slot I determined by functional equation (309). We derive a recursive relation for
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E[zmˆ1 ] by using substitutions similar to those in the first stage of Fig. 4.12. Specif-
ically, let all arguments in (309) be equal to 1 except for the first one, for which we
take y1→z. Using (293)–(295) and theorem 4 again in the form of (323), we find













i , n > 1 . (325)
Note that the factor (z−AT (z))−1 is entirely due to the last term of (309) where U(z)
appears under the mentioned substitution. Let us also define











In (324), the probability P (0, 1, . . . , 1; 1) that mˆ1=0 can be obtained from the func-
tional equation by evaluating it for the right arguments. First, let z→α in (324) such
that the left-hand side vanishes. As we have explained before, the other side must be
equal to 0 then as well, which results in








iP [N−i](α, 1, . . . ; 1) . (327)
Plugging this into (324) yields the desired recursive relation for the distribution of the
first reservation position. If we first introduce a shorter notation for this distribution:
Ωn(z) , P [n](z, 1, . . . , 1; 1)=E[zmˆ
[n]
1 ] , n > 1 , (328)








In principle, our work is done now, since this relation determines all Ωn(z), n =
1, . . . , N , being the distributions of the first reservation position in systems with 1 up
to N reservations. Through (321) and (323), this directly provides the pgf of the type
1 packet delay in these systems.
Indeed, (329) can be solved in an iterative way sinceΩN (z) appears only on the left-
hand side while the other side only depends onΩ1(z) toΩN−1(z). We start withN=1
in the first iteration which yields Ω1(z), the next iteration for N =2 gives Ω2(z), and
so forth. The problem is however that we also have to determine the constant Ωn(α)
in step n (n=1, . . . , N−1). Since Ωn(z) is a pgf and α< 1, we know there must be
a solution for the quantities Ωn(α) lying between 0 and 1, but obtaining these values
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• • •
• • • • •
• • • Ω∞(α) −→
Ωn(α)








Figure 4.14: Values ofΩn(α) obtained by iteration of (329) and calculating the limit for z→α.
in a direct analytic way proves to be difficult. The main issue here is that if (329) is
solved by iteration, the complexity doubles with each step, producing expressions of
exponentially increasing length. Moreover, once we have Ωn(z), the quantity Ωn(α)
must be determined by taking the limit z → α of (329) (with N = n of course). It
turns out that we require the n-fold use of de l’Hoˆpital’s rule, meaning that one has to
differentiate an already extensive expression n times and evaluate it for z=α.
This iterative procedure was implemented in Maple, a symbolic computer algebra
system, and we found that even for a simple arrival process as in (282), the CPU
and memory requirements become unreasonably large for N as small as 10 or 12.
For λ1 = λ2 = 0.45, we plotted the result in Fig. 4.14. The limiting value Ω∞(α)
was obtained by assuming decoupling in the queue, as will be explained in the next
paragraph. At this point, a quick and dirty way of estimating the values Ωn(α) for
large n could be to take an exponential fit through some points already calculated
for low n and having the same limiting value for n→∞. However, from a theoretical
point of view, this is highly unsatisfactory. We have made considerable effort to devise
an algorithm that produces the quantities Ωn(α) in a direct way based on (329), but
did not succeed. Nevertheless, these quantities can be obtained numerically using an
entirely different approach, as we will see further.
The case N→∞: formation of a barrier and decoupling
If N is chosen larger, the packets of the same type will more and more cluster to-
gether in the queue. As illustrated in Fig. 4.15, a typical pattern will gradually emerge.
In this figure, the content of the system is shown during slot 561 of a simulation with
N = 5, 10, 15, 20 and with the arrival process chosen as in (282) where λ1 = λ2 =
0.485. One observes that at the front of the queue, there are mainly 1-packets with
an occasional 2-packet in between. Behind the 1-packets, there is a contiguous pool
of reservations that grows as N increases and after that, a swarm of 2-packets inter-
spersed with reservations made by the 1-packets.
It is this gradually emerging contiguous ‘pool’ of reservations immediately behind
the 1-packets in the queue that plays a crucial role. This group of reservations forms
as it were a barrier for the 2-packets, which increases in size as N gets larger and is
therefore harder and harder to penetrate. Let us now exactly define the barrier as the

















Figure 4.15: When N gets larger, a barrier forms between the 1- and 2-packets. For N =∞
the system decouples into two logical sub-queues of which both the behaviour and function
correspond to the low- and high-priority queues in an AP system.
contiguous row of reserved spaces that is positioned behind the last 1-packet, but in
front of the first 2-packet in the queue. As such, it happens that for lowN , this barrier
does not exist, as is e.g. the case in Fig. 4.15 for N=5, 10.
There are now two antagonistic effects that can cause the barrier to grow and decline
respectively, during the evolution of the system. These effects can be understood in a
qualitative way as follows. Recall that when no 1-packets are present in the queue, a
2-packet will jump to the server if there are only reservations on the positions between
itself and the server. If there are many reservations, it is clear that this is the usual way
in which the 2-packets gain access to the server. Every time such a jump takes place,
a 2-packet disappears from the swarm at the end of the queue. Additionally, if one or
more reservations were positioned behind this 2-packet, these will become part of the
barrier after the jump. In this way, we see that whenever a 2-packet jumps, the barrier
may grow with one or more units. Keep in mind however, that this can only occur
if there are no 1-packets in the system. In contrast, the barrier will decrease in size
every time a new 1-packet is stored in the queue. This packet will take the place of the
first reservation in the queue, which is also the first reservation in the barrier, at least
if there is a barrier at that moment. Also, the new reservation that is made by the 1-
packet is placed at the end of the queue and will eventually contribute to the dispersed
character of the swarm with 2-packets there. There is also an intermediate situation,
in which the barrier neither decreases nor increases during a certain slot. This is e.g.
the case if there are 1-packets present in the system, but no new 1-packets arrive.
It is now clear which conditions are responsible for the formation of a large barrier
between the (swarm of) 2-packets at the end of the queue and the 1-packets at the
front. Obviously, the number of reservations N in the system is important: the barrier
can never grow beyondN positions. Note that this numberN is also the initial size of
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the barrier if we start from an empty system. If the system is empty, all reservations are
placed on the firstN positions of the queue, which forms already a maximal barrier if
the first packets are stored. From then on, it is the balance between the two mentioned
antagonistic effects that determines the further evolution of the barrier’s size. So now,
from the discussion above, we can conclude that the growth of the barrier is stimulated
by the sufficiently long absence of 1-packets from the system. This is for instance the
case for small λ1/λT , i.e. if the fraction of 1-packets in the traffic is small. In those
circumstances, the growing effect because of the 2-packets jumping to the server is
stronger than the decline effect because of 1-packets being stored in the queue.
Once there is a substantial barrier, the 2-packets can only reach the server by jump-
ing over the reservations in the barrier. In contrast, we have seen that a 2-packet can
also reach the server by shifting towards lower positions in a natural way and thus
reaching the group of 1-packets at the front of the queue. But before this can happen
the barrier must first have disappeared completely, which is exactly what we can see as
a 2-packet breaching through, or penetrating the barrier. Note that a 2-packet can only
breach the barrier if during some period enough 1-packets arrive in the system. On
the other hand, under circumstances in which the growing of the barrier is stimulated
(highN and few arriving 1-packets), fewer and fewer 2-packets will be able to breach
through and most 2-packets will have to jump to reach the server.
Eventually, if N=∞, the queue will decouple into two logical sub-queues: one for
the 1-packets at the front closest to the server and one containing a swarm of 2-packets
at the far end. We call these sub-queues the 1-queue and the 2-queue respectively. In
between these sub-queues there is an impenetrable barrier containing an infinite num-
ber of reservations (see Fig. 4.15) that causes the decoupled operation of the system.
No matter how many 1-packets arrive and use up reservations from the barrier, the
barrier stays infinitely large and no 2-packet can ever breach through. Consequently,
the 2-packets can only reach the server by jumping in this situation.
It is seen that for N =∞, the packets in the reservation system behave the same as
in the AP system. Arrivals of type 1 will always be stored in the first reservation of the
barrier and thus find connection to the logical 1-queue. On the other hand, the reserva-
tion protocol dictates that the arriving 2-packets are stored at the end of the queue and
therefore become part of the logical 2-queue. If the server becomes available, the next
packet that is scheduled for service is the one positioned closest to the server. Since
the 1-packets are grouped on the first positions, the server always schedules a 1-packet
if one is available. Only if there are no 1-packets present, a 2-packet will jump over
the (infinite) barrier to be served next. From the numerical examples further on, we
will indeed observe that for high N the studied delay performance converges towards
that of the AP system.
The decoupled 1-queue
We can use this resemblance of the logical 1-queue in a ∞R-system to the high-
priority queue under AP, to obtain the limiting distributionΩ∞(z) of the position mˆ
[∞]
1
of the first reservation. Let u1 be the number of packets in the high-priority queue in an
AP system subjected to the same arrival process as we consider here. Since these high-
priority packets are not in any way affected by the low-priority packets (see [196]),
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it is clear that this high-priority queue behaves as a GI-1-1 queue with the number
of arrivals per slot distributed as A1(z). Hence, similar to (251), we have for the pgf
U1(z) of u1:
U1(z) = (1−λ1) A1(z)(z − 1)
z −A1(z) . (330)





1 − 1=(u1 − 1)+ . (331)
With (330), it then easily follows that
Ω∞(z) = (1−λ1) z − 1
z −A1(z) , and Ω∞(α) = (1−λ1)
α− 1
α−A1(α) , (332)
where the latter is the limiting value in Fig. 4.14. In case of AP (or N = ∞), the
number of packets that will be served no later than P is (u1 − 1)+ + `1 which is also
the delay of P . Hence, the pgf of the delay is given as the product of (319) and (322)






z −A1(z) . (333)
A generating function of generating functions
Whereas calculating the functions Ωn(z), n=1, 2, . . . iteratively from (329) is diffi-





which is the generating function of the generating functions Ωn(z). From (329) we
find a nice closed-form expression for Ω(x, z):
Ω(x, z) =
p0(z−1)Φ(x, z)− z−1α−1 (A1(αx)− α) Ω(x, α)
z−A1(zx) , (335)















This approach has been used before, e.g. [40,56,198], in the context of transient analy-
sis of queues. In those papers, the authors look at the queue content distribution of a
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particular system in subsequent slots 1, 2, 3, . . . assuming a certain system state in slot
0. As we do, they work with a double transform, one with respect to the queue content
and one with respect to the discrete time parameter. Evidently, the difference with our
situation here is that in (334), the z-transform is with regard to the position of the first
reservation position while the x-transform corresponds to the number of reservations
in the system.
Now we are faced with the same kind of problem as before. How do we determine










α(1−α) Ω(x, α) , (338)
which is of no help, since it only determines Ω(x, α) as a function of the equally un-
known Ω(x, 0). Note that (338) is in fact the transform of relation (327). A better idea
is the following. The function Ω(x, z), being the transform of probability generating
functions, is known to be analytic for x and z lying in the unit disc. If we could find
a pair (x, z) in that region for which the denominator in (335) becomes zero, then
we know the numerator should be zero as well. Fortunately, one can invoke Rouche´’s
theorem (see p. 159) to show that if |x| < 1, there always exists a unique Yˆ (x) for
which |Yˆ (x)|<1 and that satisfies




, with Yˆ (1) = 1 . (339)
Hence, if we let z→ Yˆ (x) in (335), the numerator must vanish, which yields
Ω(x, α) = p0(α−1) Φ(x, Yˆ (x))
A1(αx)− α . (340)
This, together with (337), allows us to write (335) as







z −AT (z) −
A1(Yˆ (x))− Yˆ (x)
Yˆ (x)−AT (Yˆ (x))
]
. (341)
This result determines the sequence of pgfs Ω1(z),Ω2(z), . . . , due to definition (328).
Let us assume a fixed (complex) value of z, then it is possible to obtain Ωn(z) by
inverting the x-transform (341). There exist many numerical methods to obtain the
coefficients [xn]Ω(x, z) of a generating function and most of them involve the evalu-
ation of Ω(x, z) on a number of discrete points on a contour C around the origin in
the x-plane. For instance, the inversion method in [20] which we also used in Sec. 3.8,
uses a circular contour Cr of radius 0< r < 1 around x= 0. However, the problem
with the evaluation of Ω(x, z) now is that the function Yˆ (x) appearing in (341) is not
known explicitly. Indeed, we know that Yˆ (x) exists and is unique, but we only have
the implicit relation (339) to determine it. This complicates matters a bit, since every
time we want to evaluate Ω(x, z) for a certain x on Cr (and a certain z, of course),
we also have to determine Yˆ (x) numerically from (339). To find this value, one can
choose any complex root-finding algorithm to find the root z∗= Yˆ (x) of z∗−A1(z∗x).
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We can apply this numerical inversion method particularly in case z = α, i.e. to
obtain the quantities Ωn(α), n=1, 2, . . . which we will need to obtain the mean value
of the type 1 packet delay. Although this method is computationally rather heavy,
(partly due to having to solve for the root Yˆ (x) anew each time), it allows to obtain
accurate values of Ωn(α) within reasonable time for far greater n than in Fig. 4.14.
Plotting out these values confirms that the sequence converges to a limiting value
Ω∞(α). Obviously, we expect the sequence of pgfs Ωn(z) to converge to a limiting
distribution Ω∞(z) as well.
Without much additional effort, it is also possible to obtain this limiting pgf Ω∞(z)
directly from (341) as follows. In general, suppose we have sequence fn, n > 1
that converges to some (unknown) limiting value f∞ > 0, or in other words, f∞ =
limn→∞ fn exists. For the generating function F (x) = f1x+ f2x2+ . . . we then
have that F (1) =∞. Let us split up this generating function in two terms F (x) =
F ∗(x)+Fc(x) such that
F ∗(1) <∞ , and Fc(1) =∞ , (342)
i.e. a power series that converges in z = 1 and one that does not. The coefficients
f∗n=[x
n]F ∗(x) then must form a sequence that converges to 0 (see [99], p. 187), and
consequently, the coefficients [xn]Fc(x) must converge to f∞, just like the original
sequence fn. Suppose we choose for Fc(x):
Fc(x) = f∞x+ f∞x2 + f∞x3 + . . . = f∞
x
1−x ,
where obviously |x|<1. For x=1, this series diverges as required by (342). Choosing
Fc(x) this way implies that F ∗(x) is the generating function of the sequence f∗n =
fn − f∞:
F ∗(x) = (f1−f∞)x+(f2−f∞)x2+(f3−f∞)x3+ . . . = F (x)−f∞ x1−x . (343)
The limiting value f∞ can now be found by insisting that (342) holds, i.e. taking x→1
in (343) must yield a finite number. Applied to the sequence Ωn(z), we can thus find
the limiting distribution Ω∞(z) by requiring that
lim
x→1
Ω(x, z)− Ω∞(z) x1− x = limx→1
(1−x) Ω(x, z)− xΩ∞(z)
1− x <∞ . (344)
As the denominator becomes 0 for x→1, the numerator must be zero as well, which







z −AT (z) −
A1(Yˆ (x))− Yˆ (x)
ˆY (x)−AT (Yˆ (x))
]
. (345)
In the limit, the first term vanishes while the second one must be evaluated using de




1− λ1 . (346)
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Taking the limit in (345), we find exactly (332) for the expressions of Ω∞(z) and
Ω∞(α). Apparently, we obtain exactly the same result here by using Ω(x, z) indige-
nous to the reservation discipline, as we did in the previous paragraph by assuming a
decoupled queue with the logical 1-queue behaving as the high-priority queue under
AP.
Mean value of the type 1 packet delay

















where the functions Ωn(z) follow from the discussion in the previous paragraph. As
such, D1(z) can be evaluated numerically for any particular z. On the other hand, if
N is not too large, one can endeavour to obtain the functions Ωn(z) analytically from
the recursive relation (329) as well. Invoking the moment-generating property of pgfs,
the expected value E[d1] of the delay experienced by an arbitrary 1-packet P can be
obtained as the first derivative of D1(z) evaluated in z = 1. Using the notations in
(238)–(241) and (319) gives
E[d1] = D′1(1) =
N∑
j=1










1 ], n=1, . . . , N and where we have used the fact that p0=1−λT .
Clearly, the problem at hand is now to determine the mean value E[mˆ[n]1 ] of the first
reservation position in a system with n reservations, n=1, . . . , N . In order to do so,
we assume that the quantities Ωn(α) are available. As we discussed, they can either
be obtained analytically by iterating (329) and taking the limit z→α in each step, or
they follow from the numerical inversion method discussed in the previous paragraph.
Differentiating (329) to z and taking the limit z→1 on both sides, we find after some
straightforward manipulations and using (326):






























1 ] . (349)
As was the case with (329), this relation can be solved iteratively as well. The first
iteration for N =1 yields E[mˆ[1]1 ], the second E[mˆ
[2]
1 ] for N =2 and so on. However,
still assuming that we know the sequence Ωn(α), it is possible to provide a direct
solution of the expected values E[mˆ[n]1 ] from (349). For the sake of transparency, let
us define the following shorthands
µn , E[mˆ[n]1 ] = Ω′n(1) , n=1, . . . , N , (350)
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δi ,
βi


























This reduces (349) to
µN = ΓN +
N−1∑
i=1
δi µN−i . (353)
In this relation, the quantities Γn, n=1, . . . , N and δi, i>1 are fully known whereas
the quantities µn are the mean values we seek. One can already deduce from (353) that
each µn will be a linear combination of the quantities Γ1 up to Γn with coefficients
being a function of δ1 up to δn. In order to find these coefficients we proceed as
follows. Let us first arrange the values obtained from (352) in a N×1 matrix Γ,
ΓT ,
[
Γ1 Γ2 Γ3 . . . ΓN
]
. (354)
Secondly, we use the values (351) to define the following N×N matrix,
H ,

δ1 1 0 0 · · · 0
δ2 0 1 0 · · · 0
δ3 0 0 1 · · · 0
...
. . .
δN−1 0 0 0 · · · 1
δN 0 0 0 · · · 0

. (355)
This matrix H is an instance of what is known as a Leslie matrix [125] due to P.H.
Leslie who used this kind of matrices in 1945 for the study of population growth. In




1 0 0 . . .
]
. (356)
In the current context, e is a 1×N row matrix. Now, it can be verified that µn is
obtained by calculating the (n−1)th power ofH, i.e. the solution of (353) is
µn = eHn−1 Γ , n=1, . . . , N . (357)
This provides the mean values µn=Ω′n(1) in the expression for the mean delay (348)
which now becomes


















where we have used (319) as well.












Figure 4.16: Mean value E[d[N]1 ] of the type 1 packet versus the number of reserved spaces N ,
in case of arrival process (282), a total load of λT =0.9 and traffic mix λ1/λT =0.25, 0.5, 0.75.
The value for N=0 indicates the result for FIFO.
This latest expression allows us to calculate the mean delay of type 1 in the system
with N reservations by means of N−1 matrix multiplications. However, in doing so,
it is possible to arrange the calculations in such a way that the mean values E[d[n]1 ] of
the delay in the corresponding systems with less than N reservations are produced as
well. In other words, calculating the delay in a system with one additional reservation
requires only one additional matrix multiplication. The following algorithm shows
how this can be achieved.
I For n=1, . . . , N , calculate the values Ωn(α), either analytically or numerically, as
explained before. Note that for high n, one could consider approximating Ωn(α)
by the limiting value Ω∞(α) given in (332).
I For n=1, . . . , N , calculate the entries Γn in the matrix Γ using (352).
I Now construct the matrixH as in (355) and define the starting values
ψ0 =
λ′T
2(1−λT ) + 1 +
λ′1
2λ1
and Q0 = 0 . (359)
Then, for n=1, . . . , N , calculate
ψn = ψn−1 − λ
′
T
2(1−λT ) ωn , and Qn = Qn−1H+ ωnI , (360)
where I is theN×N identity matrix. As the mean value of d[n]1 follows from (358)
for N =n, we can now see that after the nth step in this iteration, the mean delay
of type 1 in a system with n reservations is given by
E[d[n]1 ] = ψn + eQn Γ . (361)
We have used this procedure to plot in Fig. 4.16 the mean delay versus the number
of reserved spaces in the system. The arrival process was again taken to be the one in
(282) with total load λT = 0.9 and the maximal N considered is 50. The traffic mix
λ1/λT was subsequently chosen to be 0.25, 0.5 and 0.75. For each of the three curves,
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the values Ωn(α), n=1, . . . , 50 were determined first by numerical inversion of (341)
for z=α, with an accuracy of 6 digits. Then, the matrix multiplications in (361) were
performed. On a 2800Mhz computer, each curve took about three minutes to compute.
Tail distribution of the type 1 packet delay
Another important characteristic of the delay distribution besides the mean value, is
its tail distribution. As we did on p. 154 for the 1R-system, we can now also use the
dominant pole approximation to derive the tail behaviour of the type 1 delay in case
of multiple reservations. This approach asserts that the probability Prob[d[N]1 =n] for
large n can be approximated very accurately as
Prob[d[N ]1 =n] ∼= −θ[N ]1 z−n−1d , (362)
where zd is the pole of D1(z) with smallest modulus and θ
[N]
1 is the residue in zd:
θ
[N ]
1 = ReszdD1(z) = limz→zd
(z−zd)D1(z) . (363)
Additionally, in order to assure a nonnegative mass function of the delay distribution
we know that the dominant pole zd must be real and positive. For further details, see
also Sec. 3.B and [43, 46].
The first thing to do therefore, is to identify the dominant pole zd of D1(z). After
careful inspection of the expression (347), one can prove that its dominant pole can
only originate from the factor (z − AT (z))−1 appearing in the second term, but also
present in eachΩn(z) through (326) and (329). Note that the multiplicity of this factor
is equal to 1 in all of these terms. As such, zd can be obtained numerically as the
smallest real root larger than 1 of
z −AT (z) = 0 . (364)
Note that this value is independent of N and identical to the dominant pole we had
in case of FIFO and the 1R-system considered in Sec. 4.1. This is exactly what we
expect to find based on the simulations in Fig. 4.7. Indeed, we see from (362) that on
a logarithmic plot the slope of the tail distribution is given by the geometric decay rate
z−1d . Looking at the distributions obtained by simulation, we observe for large n that
the slope of the tail distribution is the same as in case of FIFO, no matter how many
reservations there are in the system.
Secondly, we have to evaluate the limit in (363) to obtain the residue θ[N]1 . Fortu-
nately, not all terms inD1(z) as given in (347) have zd as a pole. Consequently, all the
contributions to D1(z) that do not, will vanish when taking the limit z→ zd, due to
the factor (z−zd). This observation brings up the following idea. We have argued that
D1(z), and more specifically the functions Ωn(z), n=1, . . . , N which are foremost
required, can in practice only be obtained analytically in case there are but very few
reservations in the system. However, chances are that this task is much less compli-
cated if we only consider the contributions that have a pole in zd. In other words,
we hope that the recursion (329) becomes easier to solve if we can neglect the terms
that would vanish under the limit (363) anyway. Let us define Ω∗n(z), n=1, . . . , N as
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(z−zd)Ωn(z) = ReszdΩn(z) . (365)
Note that these modified functions are no longer pgfs. Their only correct interpretation
is having the same residue in zd as the original pgfs. Removing all terms that do not
have a pole in zd, the modified version of (329) is now










where we recall that fn(z) is defined in (325). The required residues (365) are there-















zd−α ReszdΩN−i(z) , (367)
where we have used de l’Hoˆpital’s rule and definition (325). This relation can be rep-
resented much simpler if we introduce















d , n=1, . . . , N , (370)









which is symbolically exactly the same as (353) and therefore has the same kind of
solution:
µ∗n = ReszdΩn(z) = e (H
∗)n−1 Γ∗ , n=1, . . . , N . (372)
Here, the matrix H∗ is the same as H, but with every entry δi replaced by δ∗i . Using

























192 4.3. The model with multiple reservations
where we have used expression (319) for L1(z).
As with the mean value of the delay, the calculation of the residue θ[N]1 can be
performed in such a way that the equivalent residues θ[n]1 for systems with fewer than
N reservations are produced as well. The following algorithm implements this.
I For n=1, . . . , N , calculate the entries Γ∗n in the matrix Γ∗ using (370).











, and Q∗0 = 0 . (374)
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We have checked that for N=1, this algorithm produces exactly the same expression
as (280).
4.3.5 Delay of type 2 packets
In this section, we turn our attention to the delay experienced by an arbitrary packet
of type 2. Let us call P such an arbitrary packet and follow the events as it arrives in
the system, advances through the queue and finally gets served and leaves. By giving
a stochastic description of these events, we are able to obtain the distribution of the
delay d2 defined as the total number of slots that P is present in the system. As before,
we refer to the slot during which P arrives as slot I . Recall also that in equilibrium,
the system state distribution at the start of slot I is the same as in an arbitrarily chosen
slot, due to the fact that the arrivals are independent from slot to slot. This means that
we can call upon the results of Sec. 4.3.2 again to provide the joint distribution of the
system state variables at the start of slot I . As in Sec. 4.1.3, let us denote the number
of 1- and 2-arrivals in slot I as aI1 and a
I
2 respectively and let `2 6 aI2 indicate how
many of these 2-arrivals are stored in the queue no later than P . Expression (267) still
applies for the joint pgf of aI1 and `2.
Compared to the delay analysis of the 1-packets, an important complication is now
that the delay of P not only depends on the system state and arrivals during slot I but
also on the arrivals of type 1 occurring after slot I . In the case of a system with one
reservation we have seen that the delay of P depends on whether or not the (single)
R is seized by a 1-packet prior to the service of P . If it is, this 1-packet moves into
a position closer to the server than P and will therefore be served earlier than P . As
a consequence, the delay of P is extended by one slot compared to the case in which
the R in front of P is not seized.
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d2=v: minimal delay (ν=0)
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P at position N+1
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1-arr’s since slot I
〉 P-queue 〉 〉 〉
d2=v+2, (ν=2)
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P at position N+1〉 P-queue 〉 〉 〉 〉size of P-queue becomeszero. P shifts to server nat-urally without jump
d2=v+N : maximal delay (ν=N )
additional delay ν=N
(N + 1)th 1-arrival
after slot I: no longer
affects the delay of P
Figure 4.17: The delay of an arbitrary 2-packet P in a system with N = 4 reservations is
influenced by 1-arrivals later than slot I . In (a) there are no 1-arrivals before the service of P ,
so ν=0 and d2 = v. In (b), 2 reservations in front of P are seized extending the delay by two
slots: ν = 2. In (c), there are so many 1-arrivals after slot I that all N reservations are seized,
ν=N=4 and the delay has maximum value d2=v+N .
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In case of a system with multiple reservations the same phenomenon occurs, only
now there are N R’s in front of P immediately after it is stored in the queue at the
end of slot I . The delay d2 depends on how many of these reservations will be seized
during the time between slot I and the service of P . This time is in fact the waiting
time of P . Let us denote by ν the number of reservations in front of P that will be
seized. Clearly, these ν seized R’s represent ν packets of type 1 belatedly positioned
in front of P . Hence, the delay of P will be extended by ν slots compared to the case
in which no reservations are seized during the waiting time of P , i.e. ν = 0. For this
reason, we refer to ν as the additional delay.
Although the mechanism that causes the delay to be extended by ν slots must cer-
tainly be accounted for, the delay of P is also contributed to by the packets already
queued when P arrives. Suppose now that ν=0. In that case, all the packets that will
be served during the delay of P are already present in the queue at the end of slot I . As
in Sec. 4.1, let v indicate this amount of packets. Obviously, the delay of P expressed
as a number of slots is then given by the variable v under these circumstances as well.
Considering the content of the queue at the start of slot I and the arrivals during slot
I , recall that v is to be expressed as
v , (u− 1)+ + aI1 + `2 , (376)
with u the content of the system. The corresponding pgf V (z) is given in (268). If we
also account for the additional delay ν, then we simply have that
d2 = v + ν . (377)
It should be stressed again that ν only counts those reservations that
I were in existence at the end of slot I (after P is stored), therefore also positioned
in front of P , and
I are seized after slot I but before the service of P .
Reservations created after slot I are of no concern to us since they are always posi-
tioned behind P and any 1-packet taking its position will not affect the delay of P . As
there are maximally N reservations, we thus have the bounds
0 6 ν 6 N . (378)
Given a certain configuration of the queue at the end of slot I , the quantity v can be re-
garded as the minimum delay that P can have. On the other hand, if allN reservations
positioned in front of P are seized during its waiting time, then P will experience a
maximal delay of v+N slots. From (377) and (378), we see that the delay is thus
bounded as
v 6 d2 = v + ν 6 v +N . (379)
To make things clear, we have given in Fig. 4.17 some examples that show how 1-
arrivals after slot I affect the delay ofP . In the three cases (a), (b) and (c), the situation
in slot I is identical: the same system state at the start of I and the same arrivals during
slot I such that P is the second of an arriving batch of three 2-packets. After slot I
however, the arrivals are different in each case. In (a), there are no 1-arrivals during
the waiting time of P so none of the R’s in the queue are taken and ν=0. Given the
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situation in slot I , the resulting delay has the lowest possible value d2=v. In (b), 2 of
the 4 R’s in front of P are seized before P is served, causing the delay to be extended
by exactly 2 slots: ν=2. In (c), all N available reservations in front of P are taken by
1-packets. Note that the last drawn 1-arrival is stored in time before P’s waiting time
ends, but does not cause the delay to be extended by another slot. The obvious reason
is that all reserved positions in front of P are already occupied and the 1-packet ends
up in the queue behind P .
In our analysis, the following definitions prove to be useful. Let J be the slot in
which P will be served if there is no additional delay (ν=0), then clearly
J = I + v . (380)
Also, let us refer to the slots between slots I and J as the A-period. The length of this
A-period is therefore equal to v−1 slots and has pgf Vˆ (z) given by






z −AT (z) , (381)
which follows directly from (268). Both slot J and the A-period are indicated in the
examples of Fig. 4.17. The importance of the A-period is the following. If no 1-arrivals
occur during the A-period as in (a), then there will be no additional delay either. Other-
wise, the number of 1-arrivals during the A-period directly determines the distribution
of ν as will be shown later.
Another useful concept to introduce is that of the P-queue, indicated in Fig. 4.17
as well. As soon as P is stored in the queue, we refer to the positions in front of
P as the P-queue, not including the server at position 0. When P is stored in slot
I , the P-queue will contain exactly N reserved spaces, while the other positions of
the P-queue are occupied with packets of either type. As time progresses, both the
size and the content of the P-queue changes. Its size decreases with one position in
every slot as the packets in the queue leave for service. The contents of the P-queue
changes as well, not only because packets leave but also because 1-arrivals may seize
the reservations in the P-queue as long as there are any available. The P-queue ceases
to exist once P enters service and its lifespan is therefore equal to the waiting time
of P . We say that the P-queue collapses when P moves to the server. The exact
delay of P can be inferred from the evolution of the P-queue both in terms of its size
and its contents, as we will make clear. It is important to observe the following fact
concerning the P-queue in the last slot of the A-period, i.e. slot J−1.
I During slot J−1, P is always in position N+1, regardless how many R’s were
seized between slot I and slot J−1. Consequently, the size of the P-queue isN
at that moment.
The collapse of the P-queue can occur in two ways. As its size decreases by one
position every slot, the size can eventually become zero, which means that P is in
position 1 and will be served in the next slot. This is what happens in Fig. 4.17(c).
However, the waiting time of P can end before the size of the P-queue ever reaches 0.
Indeed, suppose that in one of the slots J+k, k>0, the P-queue contains some R’s,
but no real packets. If no 1-arrivals occur during the remainder of this slot to seize one
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of these reservations, then P will be the packet closest to the server in the next slot.
Consequently, it will be chosen for service and jump over the R’s in the P-queue into
the server.
The main part of our analysis will be devoted to finding the distribution of ν. An
important thing to keep in mind is that v and ν are clearly not statistically independent.
Indeed if v is high, this means that the A-period is long and we expect a lot of 1-arrivals
in that period. As such, a lot of the R’s in front of P will be seized by the time slot J
starts, so ν will most likely be high as well. As a result, we expect a positive correlation
between the quantities v and ν. In our analysis, we deal with this by conditioning on
the value of v, i.e.
D2(z) = E[zd2 ] = E[zv+ν ] =
+∞∑
i=1
E[zi+ν{v = i}] . (382)
Virtual content of the P-queue: a PH-type distribution
We know that the P-queue decreases in size by one position per slot. We also know
for sure that immediately before slot J , the P-queue is exactly N positions large.
That moment, just before the end of the A-period when all arriving packets have been
stored, is a decisive moment in the analysis of the delay. The contents of the P-queue
at that time, as well as arrivals of type 1 in the following slots J, J+1, . . . determine
exactly when P will reach the server. As we have indicated before, the number of
packets in the P-queue at that moment is exactly given by the number of R’s in the
P-queue that have been seized during the A-period.
For now, let us assume that the P-queue is not limited in size, i.e. it can contain
any number of packets and has an infinite number of reservations that can be seized.
This abstraction admittedly seems to be strange at first, but is useful nonetheless. We
will correct our results later on, to account for the actual size of the P-queue. We
refer to the number of packets in this fictitious P-queue immediately before slot J+
k as the virtual content qk. If for any k = 0, 1, 2, . . . the virtual content qk should
become 0, then we know the P-queue only contains reservations and no packets. As a
consequence, P is the closest packet to the server then, and will be chosen for service
in slot J+k. So what we want to find out is when the virtual content becomes zero and
the (virtual) P-queue collapses.
Our first task is to obtain the distribution of q0, the virtual content before slot J
starts. Under the assumption of an infinite P-queue, the virtual content at this moment
is exactly equal to the number of 1-arrivals during the A-period. Therefore, given that
the A-period is i−1 slots long, i.e. v= i (i>1), the mass function of q0 is the (i−1)-fold
convolution of the mass function of a1, the number of 1-arrivals per slot. We denote









Let us arrange these probabilities in the matrix ζi as
ζi ,
[
ζ0,i ζ1,i ζ2,i . . .
]
. (384)
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The probability matrix ζi can be obtained from the mass function of the number of
1-arrivals a1 per slot in (293) as
ζi = eB
i−1 , i > 1 , (385)




α β1 β2 β3 · · ·
0 α β1 β2
. . .
0 0 α β1
. . .








If the probabilities βn, n > 0 are arranged this way, one can indeed verify that the
entries on the first row ofBn correspond to the mass function of the n-fold convolution
of a1, i.e. to the mass function of the number of 1-arrivals in n slots.
Secondly, once we know the distribution of q0, we want to find out how many slots
it will take before the virtual P-queue collapses. Recall that the P-queue will collapse
at the end of a slot J+k−1 if it is empty then and if there are no 1-arrivals in that
slot. Only in that situation we have that qk=0. Let the random variable w indicate the
number of slots after the A-period it takes for the virtual P-queue to collapse, i.e. we
define
w , min{k > 0 : qk=0} . (387)
In every slot, the virtual content will decrease by one unit as packets in the P-queue
move to the server and leave. However, the virtual content can also increase, due to
1-arrivals seizing a reservation. Specifically, as long as qk>0, we have that
qk+1 = qk − 1 + a1,J+k , (388)
where the (conditional) distribution ζi of q0 is given by (385). Still assuming that
v= i, the sequence qk is a Markov Chain with starting probabilities ζi and transition
matrix T∗ inferred from (388) as
T∗ =

1 0 0 0 · · ·
α β1 β2 β3 · · ·
0 α β1 β2
. . .
0 0 α β1
. . .









1 0 0 · · ·
T0 T
 . (389)
The variable w is then simply the number of transitions required to reach the state 0,
if the distribution of the initial state is given by ζi. For further use, we also define the
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matrix E of appropriate size as
E ,

0 0 0 0 · · ·
1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
...
...
. . . . . .
 . (390)




ζ1,i ζ2,i ζ3,i . . .
]
(391)
In fact, given that v= i, the distribution of w is commonly known as a phase-type
(PH-type) distribution [152, p. 45] with representation (ζiE,T). In general, suppose
the sequence qk is a Markov chain with a number of possible states qk=0, . . . ,M and
transition matrix T∗. Assume that one of the states, e.g. qk=0 is an absorbing state,
which means that once the chain enters state 0, it will stay in this state forever. If such
an absorbing state is present, then T∗ has a block-structure as in (389), defining the
sub-matricesT andT0.T contains the transition probabilities from and to states other
than the absorbing state qk = 0, while T0 is the column matrix with the transitions
from any of the other states to absorption. A variable w is of PH-type if it represents
the number of transitions before the chain reaches the absorbing state qk = 0. This
distribution not only depends on T and T0 but also on the initial state q0. Applied to
the case at hand, the distribution of the initial state is given by the row matrix ζi. As
in [152], the mass function of w is now found to be
Prob[w=0|v= i] = ζ0,i =
(
A1(0)
)i−1 = αi−1 ,
Prob[w=j|v= i] = ζiETj−1T0 , j > 1 .
(392)
For instance, if there are no 1-arrivals during the A-period then q0=0 and the chain is
in the absorbing state right from the beginning, which means that w=0. On the other
hand, if q0>0 with initial probabilities ζiE, it will remain in the set of non-absorbing
states for j−1 slots and finally be absorbed in the jth slot. The pgf of w follows from
(392) as
E[zw|v= i] = ζ0,i + ζi(I− zT)−1T0 ,
still under the assumption that the A-period is i−1 slots long.
The random variable w with the PH-type distribution derived above, represents the
number of slots, starting with slot J , it takes for the virtual P-queue to collapse. This
means that the packet P will leave the system in slot J +w, and its total delay is
d2= v+w. The quantity w is therefore what we have indicated as ‘additional’ delay,
due to 1-arrivals seizing reservations in the (virtual) P-queue after slot I .
All of the above is still under the assumption that the P-queue has infinite size,
which is obviously not the case in reality. Given that v= i, the real additional delay is
not w but ν for which (378) and (379) hold. There are no more thanN reservations in
the P-queue at the end of slot I that can be seized afterwards. The size of the P-queue
is exactly N at the end of the A-period and decreases by one every slot. Therefore,
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if the virtual P-queue has not collapsed yet before slot J+N , the real P-queue will
do so anyway in that slot because P has shifted gradually to position 1. So whatever
happens, P will be served no later than slot J+N and we can conclude that
ν = min(N,w) . (393)
Note that if more thanN 1-arrivals occur during the A-period, they all will be accepted
in the virtual P-queue, but not in the real P-queue. However, if this is the case then the
upper Hessenberg structure of T ensures that w >N , such that (393) is not affected
by this discrepancy.
The pgf D2(z) of the type 2 packet delay
With the conditional distribution of w and the relation (393), we now have sufficient
information to construct the pgf D2(z) of the delay d2 from (382). First, the condi-
tional distribution of the additional delay ν follows from (392) and (393) as
Prob[ν=0|v= i] = ζ0,i = αi−1 ,
Prob[ν=j|v= i] = ζiETj−1T0 = eBi−1ETj−1T0 , 0 < j < N ,




which allows us to obtain the conditional pgf of the additional delay ν directly as
νi(z) , E[zν |v= i]
= zN + (1−zN )αi−1 + eBi−1E
(N−1∑
j=1
(zj − zN )Tj−1
)
T0 . (395)








= . . . (396)
= zNV (z) +
1−zN
α
V (αz) + z e Vˆ (zB)E
(N−1∑
j=1
(zj − zN )Tj−1
)
T0 ,
where we have used the pgf V (z) of v, which is given by (268). The function Vˆ (z) is
the pgf of v−1 and is defined in (381). Also, we denote by Vˆ (zB) a matrix function
in z that is a power series of zB with the same coefficients as the power series Vˆ (z)




vˆ(n) zn , and Vˆ (zB) =
+∞∑
n=0
vˆ(n) (zB)n . (397)
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In fact, what is needed in (396) is not the whole matrix Vˆ (zB), but only its first row
e Vˆ (zB). It is possible to give the generating function in x of the entries of e Vˆ (zB)





. Therefore, if we expand Vˆ (zB) as in (397), then we know that




. The generating function in x
of the entries in e Vˆ (zB) therefore is
vˆ(0) + vˆ(1)A1(x)z + vˆ(2)A21(x)z
2 + vˆ(3)A31(x)z
3 + . . .= Vˆ (zA1(x)) (398)
In principle, we can use this result in expression (396) for the distribution of the type
2 delay. However, we will provide a better approach later on.
Convergence to AP: the case N→∞.
In the analysis of the type 1 delay in the previous section, we have observed that
the delay distribution of the 1-packets converges for N →∞ to the delay as would
be experienced in an absolute priority (AP) system. Obviously, we expect the same
convergence towards AP-behaviour for the packets of type 2. In this section, we show
that for an infinite number of reservations in the system, the pgfD[∞]2 (z) is indeed the
same as the pgf DAP2 (z) obtained in [197].
The basic observation here is that in case N→∞, the P-queue effectively contains
an infinite number of reservations and therefore always has infinite size. Everything
we have said for the virtual P-queue is now also valid for the real P-queue. Most im-
portantly, the imposed restriction (393) on the additional delay ν becomes redundant
now, i.e. we simply have that ν=w and consequently
d
[∞]
2 = v + w . (399)
The reason is that all 1-arrivals after slot I end up in theP-queue in front ofP , as there
are always available R’s there. Before, only the first N 1-arrivals were admitted. The
P-queue will only collapse if there are no other packets left in front of P to choose
for service. This collapse is caused by the fact that P jumps over the reservations into
the server. Note that it is now impossible for P to shift gradually to position 1 because
of the infinite barrier of R’s.
Under the special condition of infinite reservations, the distribution of w can be
derived in a much less complicated way than before. Let q0 again be the content of the





where ηn is the number of slots required for the content qk to decrease from n to
n−1. The time periods ηn are called sub-busy periods and in case all 1-arrivals are
accepted to the P-queue, their lengths are statistically independent. The pgf of ηn can
be obtained by a recursive probabilistic argument due to [43,196] that is illustrated in
Fig. 4.18. Suppose that qk=n in a certain slot J+k in which there are a1,J+k arrivals
of type 1. Before the content can ever reach level n−1, the queue must first work away

























Figure 4.18: Evolution of the content qk in the P-queue. Just before slot J , the number of
packets in the P-queue is q0. After slot J , the content must decrease by one q0 times until
it finally reaches zero and the P-queue collapses. The additional delay w is composed of q0
independent sub-busy periods ηn, n=1, . . . , q0 .
these additional packets. Specifically, after slot J+k the content must first decrease
from n+a1,J+k−1 to n+a1,J+k−2, then to n+a1,J+k−3 and so on until level n−1
is reached. Therefore, one can understand that each sub-busy period ηn itself consists
of a number of (sub-)sub-busy periods η′n′ , i.e.




Both the periods ηn and η′n′ represent the time required to decrease the content by one
slot in a system with independent arrivals, so both periods are identical in the stochas-






, and Y (1)=1 . (402)
The latter requirement is due to the fact that we want Y (z) to be a proper pgf. Rouche´’s
theorem on p. 159 can be used to show that there is always a unique function Y (z)
that satisfies (402).
As all 1-arrivals are admitted to the P-queue, we know that its content q0 just before
the end of the A-period is equal to the number of 1-arrivals during this A-period. Given
that v= i, the length of the A-period is i−1 slots, so we have
E[zq0 |v= i] = (A1(z))i−1 . (403)
As the sub-busy periods ηn in the sum (400) are independent and identically distrib-
uted with common pgf (403), the distribution of w is
E[zw|v= i] = (A1(Y (z)))i−1 . (404)
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Figure 4.19: Prob[d[N]2 = n] for N = 1, 2, 3, 4, 5 compared to the corresponding type 2 delay
distribution in case of AP.
The unconditional pgf D[∞]2 of the delay d
[∞]
2 in case there are an infinite number of


















AT (Y (z))−A1(Y (z))
Y (z)−AT (Y (z)) = D
AP
2 (z) . (405)
This is exactly the expression that was obtained for the delay of the type 2 packets
in case of absolute priority, see [196]. Once again, we validated our assertion that the
behaviour of the packets under the reservation discipline converges towards AP if N
gets very large.
The function Y (z) is closely related to the function Yˆ (z) we have encountered
in the analysis of the type 1 delay. Both functions are determined implicitly and by
comparing (339) and (402), it is seen that
Y (z)=z Yˆ (z) . (406)
Because of this relation, we now learn that Yˆ (z) is a proper pgf as well. It is the
distribution of η−1, where η is the length of a sub-busy period in a GI-1-1 system
where the number of arrivals per slot are iid with distribution A1(z). In general, the
presence of Y (z) in expression (405) has a profound impact on the tail behaviour
of the delay distribution. It turns out that the dominant singularity of DAP2 (z) is not
necessarily a pole but can also be a branch point. The dominant-pole approximation
which we have used so often in this dissertation is therefore not applicable. The decay
of Prob[dAP2 =n] for large n is no longer exponential but sub-exponential. For further
discussion on the function Y (z) and its impact on the tail distribution, we refer to [199]
and the appendix of [123].
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To conclude, we focus on a remarkable feature of the distribution of d[N]2 for finiteN
when compared to the corresponding delay under AP. In Fig. 4.19, we have plotted the
mass function of the delay using the numerical inversion of our final expression for the
pgfD[N]2 (z) to be developed later on. We show a logarithmic plot of Prob[d
[N]
2 =n] for
systems with 1 up to 5 reservations and compare it to the mass function of the delay in
case of AP. The considered arrival process is again that of (282) with λ1=λ2=0.45.
From these curves, we make the following observation:
Prob[d[N ]2 =n] = Prob[d
AP
2 =n] , n = 1, 2, . . . N+1 . (407)
This can be understood as follows. First note that at the end of slot I , the prospects for
P look exactly the same in theNR-system as under AP. Specifically, when P is stored
in the queue, the number of packets to be served no later than P is v with pgf V (z)
under both disciplines. In the slots after I , the number of packets scheduled for service
prior to P will remain identical in both systems as long as the 1-arrivals are stored in
the P-queue and not outside. In other words, the real and the virtual content of the
P-queue are the same as long as no 1-arrivals are stored behind P . Then, observe also
that it is only under these circumstances that d[N]2 6N+1 can occur, which explains
(407).
Matrices of finite dimension only
The main problem with expression (396) for the pgf of the type 2 delay in case there
are N reservations in the system, is the fact that the matrices involved are of infinite
dimension. This makes it hard to use this expression for practical computations. To
make our point clear, let us define the row matrix R(z) and the column matrix C(z)
as




(zj − zN )Tj−1
)
T0 , (409)
so that the last term of (396) can be written simply as zR(z)C(z). Since both factors
are of infinite dimension, one is led to believe that the multiplication R(z)C(z) re-
quires the sum over an infinite number of terms. In reality however, this is a sum over
only N−1 terms, because only the first N−1 entries ofC(z) differ from zero. To see
this, let us have a close look at the factors in (409). As only the first element of T0
is non-zero, see (389), the post-multiplication by T0 in fact selects the first column
of the summation over j. Now, since the highest power of T occurring in this sum
is TN−2, only the first N−1 entries on its first column are different from zero. This
situation obviously arises due to the upper Hessenberg structure of T. We conclude
that in order to calculate zR(z)C(z), we essentially need the first N−1 entries of
R(z) and the first column of the powers Tj in C(z).
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then we can define theN×N matrix T˜ and theN×1 columnmatrix T˜0 as the truncated
versions of T and T0 respectively:
T˜ ,

β1 β2 · · · βN−1 β˜N
α β1 · · · βN−2 β˜N−1
0 α · · · βN−3 β˜N−2
...
. . . . . .
...
0 · · · 0 α β˜1








Observe that T˜ has the same upper Hessenberg structure as T and is still a stochastic
matrix. Unlike T however, T˜ is no longer Toeplitz. We can also compare the nth
power of bothT and T˜ and observe that for the latter, we have the following structure,
T˜n =
∗ ∗ · · · ∗ ? · · · ?





∗ ∗ · · · ∗ ? · · · ?
0 ∗ · · · ∗ ? · · · ?
...











where ? represents an entry that is affected by the truncation and therefore different
than the corresponding entry in Tn. The entries indicated by ∗ on the other hand
are exactly the same as in Tn. We clearly see that the first column of T˜n remains
unaffected as long as the power n does not exceed N . As the highest power of T that
occurs in (409) is TN−2, we infer from (412) that only the first N−1 entries of
(N−1∑
j=1
(zj − zN )T˜j−1
)
T˜0 . (413)
are nonzero and more importantly, are exactly the same as the corresponding entries
in C(z). Secondly, we can use a similar truncation for the matrix B in (408) because
we are only interested in the first N elements of e Vˆ (zB). In fact, the first of these
elements is not used either due to the shifting operator E. Let us define the (N+1)×
(N+1) matrix B˜ as
B˜ =

α β1 β2 · · · βN−1 β˜N
0 α β1 · · · βN−2 β˜N−1
0 0 α · · · βN−3 β˜N−2
...
. . . . . .
...
0 α β˜1
0 0 0 · · · 0 1

, (414)
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which is to be compared with (386). Because of the upper triangular structure of both
B and B˜, it is easily verified that the nth power of B˜ results in
B˜n =
∗ ∗ ∗ · · · ∗ ?
0 ∗ ∗ · · · ∗ ?
0 0 ∗ · · · ∗ ?
...
. . . . . .
...
...
0 0 ∗ ?




for any n > 1. Here, the elements equal to the corresponding element in Bn are in-
dicated by ∗ again whereas the elements that have changed due to the truncation are
represented by ?. Specifically, if we look at the first row of B˜n, we see that theN first
elements are the same as in Bn. If we now also apply the operator E defined in (390)
which is of order (N+1)×N , we conclude that the first N−1 entries of zR(z) can
equally be obtained as
z eVˆ (zB˜)E . (416)
In expression (396) for the pgf D2(z), we can therefore replace the term zR(z)C(z)
by the product of (416) and (413). This yields
D2(z) = zNV (z) +
1−zN
α






In this expression, all matrices are of finite dimension, which makes it easier to de-
rive practical results such as the expected value and the tail distribution of the delay.
Nevertheless, one problem remains: if we evaluate Vˆ (zB˜) by using (397), we have
to compute all positive powers of B˜, which is of course not feasible. The following
section provides a solution for this problem.
Spectral decomposition of B˜
We now concentrate on the evaluation of the matrix function Vˆ (zB˜). From a purely
mathematical point of view, one must be univocal about what is meant by the image of
a matrix A under a scalar function f(z). The result of such an operation is uniquely
defined as long as the function f(z) is defined on the spectrum σ(A) or in other
words, all eigenvalues of A must belong to the domain of f(z). If such is the case,
then it is possible to reduce the evaluation of f(A) to the evaluation of f and its
derivatives over the scalar set of eigenvalues σ(A). This reduction is accomplished
by what is generally known as the spectral decomposition of A and is described in
[94, 141]. If the matrix A is diagonalisable, we already have discussed and applied
the spectral decomposition technique in Sec. 3.A. However, in case of (414) we are
dealing with a matrix that is in general non-diagonalisable, which requires a more
general approach. Nevertheless, due to the special structure of this matrix we can still
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provide a decomposition that is generally valid. The use of spectral decomposition for
evaluating the performance of queues dates back at least as far as 1974 [121]. Since
then, it has successfully been applied in both continuous-time [21] and discrete-time
[128, 129] models. In the latter, the entries of the decomposed matrix are themselves
the z-transforms of stochastic variables. A rigorous and more mathematically inclined
treatment of this subject is given in [92].
The first step in the decomposition of B˜ is the identification of its eigenvalues. From
(414), the characteristic polynomial of B˜ is seen to be given by
det(B˜− λI) = (1− λ)(α− λ)N (418)
Clearly, this means that B˜ has only two eigenvalues 1 and α, with algebraic multiplic-
ities 1 and N respectively. Both eigenvalues are in the analytic domain of Vˆ (z) under
the condition (286), which establishes that the matrix Vˆ (zB˜) is uniquely defined. Note
that B˜ is a stochastic matrix, so it is no surprise to see that the largest eigenvalue is
1, as required by the Perron-Frobenius theorem. This eigenvalue is often referred to
as the PF-eigenvalue. Also, if B˜ is interpreted as a Markov transition matrix, the re-
sulting chain has an absorbing state, namely the state with highest index N+1. The
stationary distribution pi of this chain is the solution of piB˜ = pi and is therefore a
normalised left eigenvector of B˜ corresponding to the PF-eigenvalue 1. As stateN+1




0 0 · · · 0 1] , and pi′ = [1 1 · · · 1 1]T . (419)
Here, pi′ represents a right eigenvector of B˜ corresponding to eigenvalue 1, which is
easily obtained from B˜pi′ = pi′. A matrix reduction that is applicable for all square
matrices is the similarity transform P−1B˜P = J to the Jordan normal form. The
Jordan form J of a matrix B˜ is unique and every matrix similar to B˜ has the same
J (two square matrices are called similar if the one can be written as a similarity
transform of the other and vice versa). In case of a matrix with the eigenstructure of
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As B˜ has two distinct eigenvalues, J consists of two so-called Jordan segments J1 and
Jα with their size equal to the algebraic multiplicity of the corresponding eigenvalue.
The 1×1 segment J1 simply has the eigenvalue 1 as its only element. In the N×N
segment Jα on the other hand, all elements on the diagonal are equal to the eigenvalue
α and some of the entries directly above the diagonal are nonzero as well. These off-
diagonal nonzero elements can always be chosen equal to 1 under similarity transform
and their exact number and place is most revealing. Specifically, the Jordan segment
Jα can be split up into a number of Jordan blocks J1α, J
2
α, . . . such that within each
block there are only 1’s directly above the diagonal. The number of Jordan blocks
that can be discerned in the segment Jα is called the geometric multiplicity gα of the
eigenvalue α and is equal to the dimension of the space spanned by the eigenvectors
of α. Also, the size of the largest Jordan block J∗α is termed the index of eigenvalue α
and is equal to the index of the matrix B˜−αI. The index of a matrix is the smallest
positive integer k for which the rank of (B˜−αI)k is equal to the rank of (B˜−αI)k+1.
Note that if a square matrix is diagonalisable, all off-diagonal elements in its Jor-
dan form are zero. Hence, each eigenvalue has index 1 and its geometric multiplicity
equals the algebraic multiplicity. For a non-diagonalisable matrixA however, its Jor-
dan normal form J is the closest we can get to diagonalisation by similarity transform.
In general, if A has spectrum σ(A)= {λ1, λ2, . . . , λs}, then for f defined on σ(A),








f (i)(λj) (A− λjI)iGj , (421)
which is the extension of (206) to non-diagonalisableA. In this expression, f (i) is the
ith derivative of f and kj denotes the index of eigenvalue λj . The matrix Gj is the
spectral projector or constituent belonging to eigenvalue λj for which the properties
on p. 120 still apply. In general, these projectors can be calculated from the similarity
transform matrix P for which P−1AP=J. If P is partitioned conformably as
A = PJP−1 =
[














with Jj the Jordan segment corresponding to eigenvalue λj , thenGj=PjQj . We also
note that the columns of Pj span the space of the right eigenvectors corresponding to
λj while the rows ofQj span the space of the left eigenvectors. An additional property
worth mentioning is
(A− λjI)kGj = 0 for k > kj = index(λj) and j = 1, . . . , s . (423)
In the case of the matrix B˜ in (414), λ = 1 is a simple eigenvalue, meaning that
both its algebraic and geometric multiplicity are 1. For such eigenvalues, the projector
can be calculated easily from an arbitrary left and right eigenvector (e.g. pi and pi′) as







0 0 · · · 0 1




0 0 · · · 0 1
 . (424)
To obtain the second projector Gα corresponding to eigenvalue α, we normally re-
quire the transform matrix P and its partitioning as in (422). However, we can also
use the fact that all projectors must sum up to I, such that
Gα = I−G1 =

1 0 · · · 0 −1




0 0 1 −1
0 0 · · · 0 0
 . (425)
Under the most general assumptions for the arrival distributionA1(z) of the 1-packets,
and hence for the entries of B˜, the Jordan segment Jα has only one block. The size of
this block is obviously N which is therefore also the index kα of α. For the function
f(B˜)= Vˆ (zB˜), (421) then becomes





f (i)(zα) (B˜− αI)iGα . (426)
Nevertheless, should for some specific A1(z) the index of α be lower than N , then
(426) is still valid due to (423). If we apply this result into expression (417) for the pgf
of the type 2 delay, we get




+ z Vˆ (z)eG1E
(N−1∑
j=1








Vˆ (i)(αz)e (B˜− αI)iGαE
(N−1∑
j=1
(zj − zN )T˜j−1
)
T˜0 .




0 · · · 0 1] , and T˜0 = [α 0 · · · 0]T . (428)
Therefore, pre-multiplying by eG1E and post-multiplying by T˜0 in fact only selects
the first entry on the N th row of the summation in between. As the term with the
highest power in the sum is T˜N−2, we see from (412) that this entry is zero. Our final
result for the pgf of the delay of type 2 now is










Vˆ (i)(αz)e (B˜− αI)iGαE
(N−1∑
j=1
(zj − zN )T˜j−1
)
T˜0 .
In the following sections, we use this expression to calculate the mean value and the
tail distribution of d[N]2 , the type 2 packet delay in a system with N reservations.
Mean value of the type 2 packet delay
In principle, the moments of d2 up to any order can be obtained from its pgfD2(z) by
invoking the moment-generating property. For instance, the mean value E[d2] follows
as the first derivative of D2(z) evaluated for z=1. From (429), we thus find












where V ′(1) and Vˆ (α) easily follow from (268) and (381) as
V ′(1) = 1 +
(1−λ1)λ′T − (1−λT )λ′1





α−AT (α) . (432)
IfN is large, probably the most time-consuming part of calculating the mean delay as
in (430), is obtaining the derivatives of Vˆ (z). If the joint pgfA(z1, z2) is complicated,
so will the pgf Vˆ (z) and it may be difficult to provide the subsequent derivatives
Vˆ (i)(z) in a symbolical way for large i within reasonable time. In such cases, it is
perhaps a good idea to revert to the probability domain. Specifically, from the power







k−ivˆ(k) , i > 0 , (433)
where Cik=k!/i!(k−i)! indicates the number of subsets with i elements in a set of k
elements. The quantities Vˆ (i)(α) can then be approximated by adding terms in (433)
until a certain precision is attained.
As was the case with the delay d1 of the 1-packets, it is now also possible to cal-
culate the mean delay of the type 2 packets in a progressive way with respect to the
number of reservations. The following algorithm economically arranges the required
matrix multiplications to provide the mean values E[d[n]2 ] for systems with 1 up to N
reserved spaces simultaneously. It is based on the following observation. Instead of
truncatingB to the square matrix B˜ of size N+1, we might as well have truncated to
a matrix of any order higher than N+1. In the same way, truncation of T to T˜ of any
size larger than N would yield exactly the same result for D[N]2 (z) and hence also for
E[d[N]2 ]. Therefore, the mean values can be computed as
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I Calculate V ′(1) and Vˆ (α) from (431) and (432).
I If the approximation (433) is used, obtain the coefficients vˆ(k) in the power expan-
sion (397) of Vˆ by numerically inverting the pgf Vˆ (z).
I Initialise the matrices
Q0 = 0 , F0 = 0 , C0 = I , (434)
which have dimensions N×N , 1×(N+1) and (N+1)×(N+1) respectively.
I For n=1, . . . , N subsequently update these matrices as
Qn = Qn−1 T˜− n I ,




Cn = Cn−1 (B˜− αI) .
For each n, the mean delay of a type 2 packet then follows as
E[d[N ]2 ] = n+ V
′(1)− n Vˆ (α) + FnGαEQn−1T˜0 .
Tail distribution of the type 2 packet delay
To obtain the tail probabilities of the type 2 delay, we can use the dominant-pole
approximation again, i.e.
Prob[d[N ]2 =n] ∼= −θ[N ]2 z−n−1d , (435)
which is very accurate if n is sufficiently large. Consequently, we have to identify the
dominant pole zd of D
[N]
2 (z) and then obtain its residue θ
[N]
2 in the point z= zd. It is
not difficult to see that the smallest real positive pole of expression (429) can only be
due to the first term, i.e. it is the smallest root outside the unit disc in the denominator
of V (z). Therefore, the dominant pole zd can be calculated numerically from (364)
again and is the same as the dominant pole of the type 1 delay, as expected. The
contributions in the other terms of D[N]2 (z) are either purely polynomial, or they have
the form Vˆ (i)(αz), i> 0. While the polynomial parts have no singularities at all, the
functions Vˆ (i)(αz) have the same singularities as V (αz), which are obviously larger




















where we have used expression (268) for the pgf V (z). This result is surprisingly
simple and similar to the result we found in the analysis of the system with only
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one reserved space. The residues θ[n]2 for systems with n=2, 3, . . . reservations follow
from the residue θ[1]2 given in (281) simply by multiplying with z
n−1
d . On a logarithmic
plot, this means that the tail distributions (435) of the delay d[n]2 , n= 1, 2, 3, . . . will
be equidistant straight lines with a vertical distance of log zd between them, as will be
demonstrated in the examples further on.
Bounds for the delay of type 2
In fact, it is no surprise that the asymptotic behaviour of the probabilities Prob[d2=n]
is determined by the term zNV (z). Recall the bounds (379) for d2, i.e.
v 6 d[2]N 6 v +N , (437)
where the delay is equal to the lower bound if none of the reservations is seized during
the A-period. On the other hand, the delay is equal to the upper bound in case all N
reservations are seized during the waiting time of P . Taking the generating functions
of both bounds we have
D
[N ]
2,low(z) = V (z) , and D
[N ]
2,up(z) = z
NV (z) . (438)
The higher the value of v, the longer also the A-period and the number of 1-arrivals
during the A-period that seize reservations. So if v is high, the more likely the event
that all N reservations are seized and that the delay attains its upper bound v+N .
Therefore, it is safe to say that packets with very high delay almost always experience
the maximum delay given by the upper bound. One can also use the bounds (438) to
provide a rough estimate of the mean delay of the 2-packets. Applying the moment-
generating property for (438), we find
V ′(1) 6 E[d[N ]2 ] 6 V ′(1) +N . (439)
where V ′(1) is given in (431). These bounds can be useful especially if N is not too
large, as will be demonstrated in the next Section. For very large N , instead of the
upper bound in (439) one can use the mean delay in case of AP as an upper bound,
which is easier to calculate than the exact value. For intermediate N however, the
values must be calculated exactly.
4.3.6 Discussion of results: some examples
In the discussion above, we have presented specific algorithms to calculate the mean
value and tail distribution of both d1 and d2, the delay experienced by an arbitrary
packet of type 1 or type 2 respectively. In this section, we use these algorithms to
provide a number of worked-out numerical examples so as to illustrate some specific
aspects of the packet delay distribution under the Reservation discipline. Where ap-
propriate, the results are compared to the corresponding results under FIFO and AP.
Let us first choose the distribution of the arrivals as in (282), i.e. the number of
arrivals of type 1 and type 2 within a slot have a geometric and Poisson distribution
respectively and are independent. The mean number of arrivals is λ1 and λ2 for type
1 and type 2 respectively and the system experiences a total load of λT = λ1+λ2.
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Figure 4.20: Mean delay of both 1- and 2-packets as a function of the total load λT for various
values ofN=1, 5, 10, 15, 20 and in case the arrivals are distributed as in (282). The traffic mix
is λ1/λT =0.2 in (a), 0.5 in (b) and 0.9 in (c). The corresponding curves for FIFO and AP are
shown as well.
In Fig. 4.20, the mean value of d[N]1 and d
[N]
2 is plotted as a function of the load λT .
In each of the plots (a), (b) and (c), the mean delays of both types are shown for
N=1, 5, 10, 15 and 20 reservations in the queue. The mean delay under FIFO and the
mean delay for 1- and 2-packets under AP are shown as well. As the FIFO-discipline
makes no distinction between the two types of packets we have plotted only one curve,
indicating the delay of an arbitrary packet regardless of its type. The first thing we
notice in these and all of the following plots, is that the curves for E[d[N]1 ] are always
positioned between those for E[dAP1 ] and the FIFO value E[d
FIFO]. Similarly, the curves
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Figure 4.21: Mean delay of both 1- and 2-packets versus the traffic mix λ1/λT in case of
N = 1, 3, 5, 10, 15, 20, 25 and 30 reservations in the queue. The arrivals of type 1 and type
2 are independent and have a geometric and Poisson distribution respectively with total load
λT =0.9.
for E[d[N]2 ] are positioned between E[d
FIFO] and E[dAP2 ], i.e.
E[dAP1 ] 6 E[d
[N ]
1 ] 6 E[dFIFO] 6 E[d
[N ]
2 ] 6 E[dAP2 ] , (440)
where strict equality only holds for some very specific arrival process. AsN increases,
the mean delay under the Reservation discipline tends more and more towards the ex-
treme values under AP. Secondly, we observe that the relative position of the curves
depends highly on the fraction of 1-packets present in the arriving traffic, i.e. on
λ1/λT . In (a), this traffic mix is equal to 0.2 and the curves for the type 2 delay
are very close together: only E[d[1]2 ] can be distinguished from the AP-curve while for
higher N , the curves almost coincide in the shown region. This indicates that if the
traffic consists for the most part of 2-packets, the type 2 delay will deviate only slightly
from the FIFO-value, which is intuitively clear. Conversely, if the traffic consists for
the largest part of 1-packets, the curves for the type 1 delay lie very close together as
is shown in (c), where the traffic mix is 0.9. Indeed, as there are only few 2-packets
in this case, the delay reduction that a 1-packet can realise by jumping over 2-packets
in the queue is rather limited. In (b) the traffic mix is 0.5 resulting in a more balanced
differentiation of the delay between the two types. Finally, in all three plots we see
that as the total load increases, it takes a larger number of reservations to reach the
AP-limit. However, no matter how many reservations are present in the system, the
mean delay will always move away from the AP-curve if only the load λT gets high
enough.
These observations are visually more apparent in Fig. 4.21 where we have plotted
E[d[N]1 ] and E[d
[N]
2 ] as functions of the traffic mix λ1/λT and for a fixed total load
λT =0.9. Again, the higher N , the more the mean delay of both types deviates from
FIFO and the closer they get to their respective AP limits. On the far left side of the
plot, there are but few 1-packets among a multitude of 2-packets. As a consequence,
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Figure 4.22: log Prob[d[N ]i = n] of the delay for both types of packets in case there are N =
10, 20 and 30 reservations. The load of the system is 0.9, equally shared among both traffic
streams. The corresponding delay distributions for AP and FIFO are also shown.
the queue contains mainly 2-packets and always has almost all of its reservations posi-
tioned directly in front of the server. Therefore, a rare arriving 1-packet can generally
jump over the whole queue content and be served directly in the next slot. So even
if there is only one reserved space, the behaviour under the Reservation discipline is
equal to that under AP for very low λ1/λT , resulting in a maximal delay differen-
tiation. On the far right of the plot, most of the traffic is of type 1, while 2-packets
arrive only very rarely. From the point of view of the 1-packets, there is no difference
between FIFO, AP or the intermediate Reservation discipline if λ1/λT is very high.
However, the delay of a rare 2-packet is influenced a great deal by the service disci-
pline in this case. While such a packet is almost sure to stay in the queue forever under
AP, its delay under the Reservation disciplines increases from the FIFO value more
or less linearly with N . In our opinion, this is where the main strength of the Reser-
vation discipline compared to AP emerges. If only a small part of the traffic consists
of low-priority traffic, their delay can be chosen at an arbitrary level by changing N ,
whereas the delay is infinite under AP (packet starvation).
In Fig. 4.22 a logarithmic plot is shown of the delay mass function for λ1 = λ2 =
0.45 and for N = 10, 20, 30. Here, the curves for Prob[d[N]1 = n] and Prob[d
[N]
2 = n]
under the Reservation discipline were obtained by simulation, as well as the reference
curves for FIFO and AP. The gray lines indicate the result of the dominant-pole ap-
proximation of the tail distribution and are seen to fit very accurately for high n. The
same observation as in the previous plots can be made here: the mass functions tend
more and more towards the AP-limits asN increases. In fact, the following qualitative
observation holds for the delay of both types i= 1, 2. For low values of n, the mass
function of d[N]i decays at the same rate as the corresponding probabilities for d
AP
i . If
on the other hand n is high, the mass function will decay at the same rate as the tail
distribution of dFIFO. For intermediate n, the curve for Prob[d[N]i = n] is in transition
between the AP and FIFO behaviour. Note that for n 6 N +1, the correspondence

































Figure 4.23: Plots of the mean type 2 delay E[d[N]2 ] versus N in case of the arrival process
(282), for load λT =0.9. The traffic mix is 0.25 in (a), 0.5 in (b), 0.75 in (c) and 0.9 in (d). The
upper and lower bounds as well as the AP-limit are also indicated.
between Prob[dAP2 =n] and Prob[d
[N]
2 =n] is exact, as we have explained in (407).
In Fig. 4.23 and Fig. 4.24 we concentrate on the bounds (438) and (439) that we
have established in the analysis of the type 2 delay. We try to find out in what cir-
cumstances they can be useful by comparing these bounds to the exact values of the
mean delay E[d[N]2 ] and mass function Prob[d
[N]
2 = n]. In Fig. 4.23 we have chosen
λT = 0.9 and plotted the mean delay as a function of the number of reservations N ,
for increasing values of the traffic mix λ1/λT . In each of the plots, we included the
lower bound V ′(1) and upper bound V ′(1)+N , as well as the AP limiting value which
is reached forN→∞. Obviously, the bounds are tighter ifN is small but become use-
less for high N as the upper bound increases linearly and eventually even exceeds the
AP-limit. In (a), the traffic mix is 0.25 and we see that the bounds are very far apart.
However, as the traffic mix increases to 0.5 in (b), to 0.75 in (c) and to 0.9 in (d), we
see that for low N , the upper bound comes closer to the actual value of E[d[N]2 ]. The
value of the load λT is important as well: only if the load is high enough will V ′(1) be
of higher magnitude than N , making the upper and lower bound relatively closer. We
can conclude that E[d[N]2 ] can be roughly approximated by the upper bound V
′(1)+N
only if N is rather small and both the total load and the traffic mix are high.
In Fig. 4.24 we show a logarithmic plot of Prob[d[N]2 = n] for a fixed load λT =
0.9 and for the traffic mix increasing from 0.25 in (a) to 0.9 in (d). In each case,
we considered both N = 5 and N = 10. In these plots, the mass function of d[N]2
was obtained by numerical inversion of (429) using the technique explained in [20].
In each of the plots, we have also shown the numerically inverted bounds in (438).
As was explained on p. 211, the tail of the type 2 delay always tends towards the
































































Figure 4.24: Logarithmic plots of Prob[d[N]2 = n] obtained by numerically inverting D
[N]
2 (z)
in case of arrival process (282) and for λT = 0.9. The traffic mix changes from 0.25 in (a) to
0.9 in (b) and in each case both N = 5 and N = 10 is considered. For n > N+1 the curve
changes shape and slowly converges to the stochastic upper bound given by the mass function
of zNV (z).
upper bound. Note that the bounds V (z) and zNV (z) which are plotted here in the
probability domain are stochastic bounds and do not require that the mass function of
d[N]2 lies between the two curves in all points. The specific shape of the mass function
Prob[d[N]2 =n] for intermediate n>N+1 (when the transition from AP to FIFO decay
takes place) is influenced by the value of λ1/λT as demonstrated in Fig. 4.24.
We have also considered an example for which the arrivals of both types within a
slot are not independent. Inspired on [196, 197], let the joint pgf of the numbers of 1-






























Figure 4.25: Mean value of the delay experienced by packets of type 1 and type 2 as a
function of N in case of arrival process (441), a total load of λT = 0.9 and traffic mix
λ1/λT =0.25, 0.5, 0.75. The mean delay in case of FIFO is also indicated for reference.
Note that the number of 1-arrivals per slot on the one hand and the number of 2-arrivals
on the other are both binomially distributed but are (negatively) correlated because no
more than M packets can arrive in one slot. In Fig. 4.25 we show the mean delays
E[d[N]1 ] and E[d
[N]
2 ] of both types versus the number of reservations N in case the total
load is 0.9 and for three values of the traffic mix: λ1/λT =0.25, 0.5, 0.75. The middle
curve shows the mean FIFO delay of an arbitrary packet. Again, we see that the mean
delay of both types saturates (to the AP-limit) as N increases. As before, we see
that this saturation sets in faster if the fraction of 1-packets in the traffic is lower. The
influence of the traffic mix is shown more clearly in Fig. 4.26 which is the counterpart
of Fig. 4.21 for arrival distribution (441). The same general conclusions can be drawn
here. Note that in contrast to Fig. 4.21 however, the FIFO curve is completely flat.
This is due to the fact that the total number of arrivals per slot always has distribution




(1− z)]M , (442)
regardless of how the load is distributed between the two types.
4.4 Conclusion
We have considered a discrete-time queue operating under the Reservation discipline.
The packets that arrive to the queue belong to one of two types reflecting their QoS
(Quality of Service) requirements: packets of type 1 are more delay-sensitive than the
packets of type 2. The Reservation discipline realises a delay differentiation between
the two types by reserving positions in the queue for future arrivals of type 1 and
consists of the following set of simple rules:






















Figure 4.26: Mean delay of both 1- and 2-packets versus the traffic mix λ1/λT in case of N=
1, 3, 5, 10, 15 and 20 reservations in the queue. The arrivals have a joint binomial distribution
as in (441).
I When stored, a 1-packet seizes the position of the most advanced reservation in the
queue and creates a new reservation on the first empty position at the end of the
queue.
I A 2-packet is always stored at the end of the queue in the usual FIFO manner.
I If the server becomes available, the first packet in the queue (either type 1 or type
2) if any is present, is chosen for service during the next slot.
An important parameter is N , the number of reservations in the queue, which is ini-
tially chosen and stays fixed throughout the operation of the system. The analysis in
Sec. 4.1 only considered the model for N =1, but was substantially extended in Sec.
4.3 to be able to account for multiple reserved spaces (N>1). For the packets of type
1, we have obtained a recursive relation for the pgf of their delay distribution while
a closed-form expression was derived for the delay distribution of the 2-packets. For
both types, we have provided algorithms to calculate the mean value and the approxi-
mated tail distribution of the delay.
Furthermore, we have proven that the queue under the Reservation discipline de-
couples into two logical sub-queues when N is very large. One of these sub-queues
contains only 1-packets, while the other contains the 2-packets. These logical sub-
queues behave exactly the same as the high-priority and low-priority queues under the
Absolute Priority discipline (AP). We have shown that the convergence towards AP-
behaviour as a function of N is slower when both the total load λT and/or the traffic
mix λ1/λT is larger.
Some of the advantages of the Reservation discipline as described here are the fol-
lowing. First, it is easy to implement, unlike many other priority scheduling disciplines
like Weighted Fair Queueing (WFQ) or its variants. Secondly, we have demonstrated
that the number of reservations in the system can be seen as a control parameter by
which the delay differentiation can be fine-tuned. This feature allows for dynamic
queue management in case the delay requirements of the two types change. Finally,
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the decay rate of the tail distribution of both type 1 and type 2 delay is always the
same as under FIFO. Specifically, this means that in case the arrival distribution is
well-behaved, the tail of the delay distribution exhibits an exponential decay, which is
not necessarily the case under AP.
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