Abstract. To achieve sparse description that allows intuitive analysis, we aim to represent deformation with a basis containing interpretable elements, and we wish to use elements that have the description capacity to represent the deformation compactly. We accomplish this by introducing higher order kernels in the LDDMM registration framework. The kernels allow local description of affine transformations and subsequent compact description of non-translational movement and of the entire non-rigid deformation. This is obtained with a representation that contains directly interpretable information from both mathematical and modeling perspectives. We develop the mathematical construction behind the higher order kernels, we show the implications for sparse image registration and deformation description, and we provide examples of how the capacity of the kernels enables registration with a very low number of parameters. The capacity and interpretability of the kernels lead to natural modeling of articulated movement, and the kernels promise to be useful for quantifying ventricle expansion and progressing atrophy during Alzheimer's disease.
1. Introduction. Atrophy occurs in the human brain among patients suffering from Alzheimer's disease, and the progressing atrophy can be detected by the expansion of the ventricles [16, 13] . We wish to describe the deformation of the brain caused by the progressing disease using as few parameters as possible and with a representation which allows intuitive analysis: we search for sparse representations with basis elements that have the capacity to describe deformation with few parameters while being directly interpretable.
Image registration algorithms often represent translational movement in a dense sampling of the image domain. Such approaches fail to satisfy the above goals: low dimensional deformations such as expansion of the ventricles will not be represented sparsely; the registration algorithm must optimize a large number of parameters; and the expansion cannot easily be interpreted from the registration result.
In this paper, we introduce higher order kernels in the LDDMM registration framework to obtain a deformation representation promising sparsity, increased capacity, end interpretability. We show how higher order kernels allow local representation of affine transformations and that they increase the capacity of the representation at each point. We use the compact deformation description to register points and images using very few parameters, and we illustrate how the deformation coded by the kernels can be directly interpreted and that it represents information directly useful in applications: with low numbers of control points, we can detect the expanding ventricles of the patient shown in in Figure 1 .1.
1.1. Background. Among the many methods for non-rigid registration in medical imaging, the majority model the displacement of each spatial position by either a combination of suitable basis functions for the displacement itself or for the velocity of the voxels. The number of control points vary between one for each voxel [2, 15, 7] and [17] and by using higher order kernels, we can register the expansion. (a) The position of the deformation atoms shown in the baseline scan; (b) the follow up scan; (c) the log-Jacobian determinant of the generated deformation in the ventricle area (red box in (b)); (d) the vector field at t = 0 of the generated deformation. The logarithm of the Jacobian determinant and the divergence at the deformation atoms are positive which is in line with the expected ventricle expansion, confer also Figure 5.5. fewer with larger basis functions [22, 5, 11] . For all methods, the infinite-dimensional space of deformations is approximated by the finite-but high-dimensional subspace spanned by the parametrization of the individual method. The approximation will be good if the underlying deformation is close to this subspace, and the representation will be compact, if few basis functions describe the deformation well. The choice of basis functions play a crucial role, and we will in the rest of the paper denote them deformation atoms. Two main observations constitute the motivation for the work presented in this paper:
Observation 1: Order of the Deformation Model. In the majority of registration methods, the deformation atoms model the local translation of each point. We wish a richer representation which is in particular able to model locally linear components in addition to local translations. The Polyaffine and Log-Euclidean Polyaffine [3, 1] frameworks pursue this by representing the velocity of a path of deformations locally by matrix logarithms. Ideas from the Polyaffine methods have recently been incorporated in e.g. the Demons algorithm [29] but, to the best of our knowledge, not in the LDDMM registration framework. We wish to extend the set of deformation atoms used in LDDMM to allow representation of first and higher order structure and hence incorporate the benefits of the Polyaffine methods in the LDDMM framework.
Observation 2: Order of the Similarity Measure. When registering DT images, the reorientation is a function of the derivative of the warp; curve normals also contain directional information which is dependent on the warp derivative and airway trees contain directional information in the three structure which can be used for measuring similarity. These are examples of similarity measures containing higher order information. For the case of image registration, the warp derivative may also enter the equation either directly in the similarity measure [21, 19] or to allow use of more image information than provided by a sampling of the warp. Consider an image similarity measure on the form U (ϕ) = Ω F (I m (ϕ −1 (x)), I f (x))dx. A finite sampling of the domain Ω can approximate this with
Letting {p 1 , . . . , p P } be uniformly distributed points around 0, we can increase the amount of image information used inŨ 0 (ϕ) without additional sampling of the warp by using a first order approximation of ϕ −1 :
This can be considered an increase from zero to first order in the approximation of U . Besides including more image information than provided by the initial sampling of the warp, the increase in order allows capture of non-translational informatione.g. rotation and dilation -in the similarity measure. The approach can be seen as a specific case of similarity smoothing and more examples of smoothing in intensity based image registration can be found in [9] 1 .
We focus on deformation modeling with the Large Deformation Diffeomorphic Metric Mapping (LDDMM) registration framework which has the benefit of both providing good registrations and drawing strong theoretical links with Lie group theory and evolution equations in physical modeling [8, 32] . Most often, high-dimensional voxel-wise representations are used for LDDMM although recent interest in compact representations [11, 25] show that the number of parameters can be much reduced. These methods use interpolation of the velocity field by deformation atoms to represent translational movement but deformation by other parts of the affine group cannot be compactly represented.
The deformation atoms are in LDDMM called kernels. The kernels are centered at different spatial positions and parameters determine the contribution of each kernel. In this paper, we use the partial derivative reproducing property [33] to show that partial derivatives of kernels -higher order kernels -fit naturally in the LD-DMM framework and constitute deformation atoms along with the original kernels. In particular, the higher order kernels have a singular momentum and the momentum stay singular when transported by the EPDiff evolution equations. We show how the higher order kernels allow modeling of locally affine deformations and hence extend the capacity of sparsely discretized LDDMM methods. In addition, they comprise the natural vehicle for incorporating first order similarity measures in the framework.
Related Work.
A number of methods for non-rigid registration have been developed during the last decades including non-linear elastic methods [18] , parametrizations using static velocity fields [2, 15] , the demons algorithm [26, 29] , and spline-based methods [22, 5] . For the particular case of LDDMM, the groundbreaking work appeared with the deformable template model by Grenander [14] and the flow approach by Christensen et al. [7] together with the theoretical contributions of Dupuis et al. and Trouvé [10, 27] . Algorithms for computing optimal diffeomorphisms have been developed in [4] , and [28] uses the momentum representation for statistics and develops a momentum based algorithm for the landmark matching problem.
Locally affine deformations can be modeled using the Polyaffine and Log-Euclidean Polyaffine [3, 1] frameworks. The velocity of a path of deformations is here computed using matrix logarithms, and the resulting diffeomorphism flowed forward by integrating the velocity. Ideas from the Polyaffine methods have recently been incorporated in e.g. the Demons algorithm [29, 23] . In LDDMM, the deformation atoms, the kernels, represent translational movement and the non-translational part of affine transformations cannot directly be represented. We will show how higher order kernels constitute deformation atoms which allow representing the linear parts of affine transformations. From a mathematical points of view, this is possible due to the partial derivative reproducing property (Zhou [33] ). The partial derivative reproducing property has been used in [6] to derive variations of flow equations for LDDMM DTI registration but higher order kernels are not used in the parametrization. Confer the monograph [32] for information on RKHSs and their role in LDDMM.
In order to reduce the dimensionality of the parametrization used in LDDMM, Durrleman et al. [11] introduced a control point formulation of the registration problem by choosing a finite set of control points and constraining the momentum to be concentrated as Dirac measures at the point trajectories. As we will see, higher order kernels make a finite control point formulation possible which is different in important aspects. Younes [31] in addition considers evolution in constrained subspaces.
Higher order kernels increase the capacity of the deformation parametrization, a goal which is also treated in sparse multi-scale methods such as the kernel bundle framework [25] . This method concerns the size of the kernel in contrast to the order which we deal with here. As we will discuss in the experiments section, the size of the kernel is important for higher order kernels as well, and higher order kernels and the kernel bundle method will likely complement each other nicely if applied together.
1.3. Content and Outline. We start the paper with an overview of LDDMM registration and the mathematical constructs behind the method. In the following section, we motivate the introduction of higher order kernels using zero-and first-order similarity measure approximations. We describe the derivative reproducing property, and show how it implies singular momentum for the kernels. The evolution of the momentum and velocity fields governed by the EPDiff evolution equations are then determined. To make actual registration possible, the next section describes the effect of varying the initial conditions and the backwards gradient transport before developing the actual matching algorithm. We give examples in the second last section, and we show how the higher order kernels are particularly useful when registering human brains with progressing atrophy. The paper ends with concluding remarks and outlook. The paper thus contributes by (1) introducing higher order kernels in the LDDMM framework as the deformation atoms enabling locally affine transformations, (2) showing how the order of the similarity measure approximation relates to higher order kernels, (3) relating the derivative reproducing property to LDDMM and showing how it implies a singular momentum for the higher order kernels, (4) deriving the EPDiff transport equations for higher order kernels, (5) computing the forward variational equations and describing the backwards gradient transport, (6) developing an algorithm allowing matching with the higher order kernels, (7) and demonstrating the application of the kernels with registration examples.
2. LDDMM Registration, Kernels, and Evolution Equations. We here give a brief introduction to LDDMM registration. For further information, confer the monograph [32] with extensive information on the method.
In the LDDMM framework, registration is performed through the action of diffeomorphisms on geometric objects. This approach is very general and allows the framework to be applied to both landmarks, curves, surfaces, images, and tensors. In the case of images, the action of a diffeomorphism ϕ on the image I : Ω → R takes the form ϕ.I = I • ϕ −1 , and given a fixed image I f and moving image I m , the registration amounts to a search for ϕ such that ϕ.I m ∼ I f . In exact matching, we wish ϕ.I m be exactly equal to I f but, more frequently, we allow some amount of inexactness to account for noise in the images and allow for smoother diffeomorphisms. This is done by defining a similarity measure U (ϕ) = U (ϕ.I m , I f ) on images and a regularization measure E 1 to give a combined energy
Here λ is a positive real representing the trade-off between regularity and goodness of fit. The similarity measure U is in the simplest form the L 2 -error Ω |ϕ.I m (x) − I f (x)|dx but more advanced measures can be used (e.g. [20, 30, 9] ).
In order to define the regularization term E 1 , we introduce some notations in the following: Let the domain Ω be a subset of R d with d = 2, 3, and let V denote a Hilbert space of vector fields v : 
as unique solution at time t. The set G V of diffeomorphisms built from V by such differential equations is a Lie group, and V is its tangent space at each point. The inner product on V associated to a norm · V makes G V a Riemannian manifold with right-invariant metric. Setting ϕ v 00 = Id Ω , the map t → ϕ v 0t is a path from Id Ω to ϕ with energy given by (2.2) and generated by v t . We will use this notation extensively in the following. A critical path for the energy (2.2) is a geodesic on G V , and the regularization term E 1 is defined using the energy by
i.e. it measures the minimal energy of diffeomorphism paths from Id Ω to ϕ. Since the energy is high for paths with great variation, the term penalizes highly varying paths, and a low value of E 1 (ϕ) thus implies that ϕ is regular.
2.1. Kernel and Momentum. As a consequence of the assumed admissibility of V , the evaluation functionals δ x : v → v(x) ∈ R d is well-defined and continuous for any x ∈ Ω. Thus, for any a ∈ R d the map a ⊗ δ x : v → a T v(x) belongs to the topological dual V * consisting of the continuous linear maps of V . This in turn implies the existence of spatially dependent matrices K : Ω × Ω → R d×d , the kernel, such that, for any constant vector a ∈ R d , the vector field K(·, x)a ∈ V represents a ⊗ δ x and K(·, x)a, v V = a ⊗ δ x (v) for any v ∈ V , point x ∈ Ω and vector a ∈ R d . This latter property is denoted the reproducing property and gives V the structure of a reproducing kernel Hilbert space (RKHS). Tightly connected to the norm and kernels is the notion of momentum given by the linear momentum operator
The momentum operator connects the inner product on V with the inner product in L 2 (Ω, R d ), and the image Lv of an element v ∈ V is denoted the momentum of v. The momentum Lv might be singular and in fact L K(·, y)a (x) is the Dirac measure δ y (x)a. Considering K as the map a → Ω K(·, x)a(x)dx, L can be viewed as the inverse of K. Confer [32] for a thorough introduction to reproducing kernels, especially with a view towards the LDDMM framework.
Instead of deriving the kernel from V , the opposite approach can be used: build V from a kernel, and hence impose the regularization in the framework from the kernel. With this approach, the kernel is often chosen to ensure rotational and translational invariance [32] and the scalar Gaussian kernel K(x, y) = exp(
)Id d is an often used choice. Confer [12] for details on the construction of V from Gaussian kernels.
Optimal Paths:
The EPDiff Evolution Equations. The relation between norm and momentum lead to convenient equations for minimizers of the energy (2.1). In particular, the EPDiff equations for the evolution of the momentum a t for optimal paths assert that if ϕ t is a path minimizing E 1 (ϕ) with ϕ 1 = ϕ minimizing E(ϕ) and v t is the derivative of ϕ t then v t satisfies the system
with Da t and Dv t denoting spatial differentiation of the momentum and velocity fields, respectively. The first equation connects the momentum a t with the velocity v t , and the second equation describes the time evolution of the momentum. In the most general form, the EPDiff equations describe the evolution of the momentum using the adjoint map. Following [32] , we define Ad
, and let ∇ ϕ U denote the gradient of the similarity measure U with respect to the inner product on V so that
• ϕ) for any variation v ∈ V and diffeomorphism path ψ v 0ǫ with derivative v. For optimal paths v t , the EPDiff equations assert that
U which leads to the conservation of momentum property for optimal paths. Conversely, the EPDiff equations reduce to simpler forms for certain objects. For landmarks x 1 , . . . , x N , the momentum will be concentrated at point trajectories x t,i := ϕ t (x i ) as Dirac measures a t,i δ xt,i leading to the finite dimensional system of ODE's
( 2.4) 3. Higher Order Kernels. We here introduce higher order kernels in the LD-DMM registration framework. We start by motivating the construction by considering the approximation used when computing the similarity measure. We then link the kernels to the momentum using the derivative reproducing property, and derive the path energy. We consider locally affine transformations before deriving the EPDiff evolution equations for paths incorporating higher order kernels.
We will motivate the introduction of higher order kernels by considering a specific case of image registration: we take on the goal of using a control point formulation [11] when solving the registration problem (2.1) and hence aim for using a relatively sparse sampling of the velocity or momentum field. To achieve this, we will consider the coupling between the transported control points {ϕ −1 (x 1 ), . . . , ϕ −1 (x N )} and the similarity measure in order to ensure the momentum stays singular and localized at the point trajectories while removing the need for warping the entire image at every iteration of the optimization process.
Considering a similarity measure
in the introduction, and a finite discretizationŨ
) with a sparse set of control points {x i }. While usingŨ 0 (ϕ) to drive registration of the images will be very efficient in evaluating the warp in few points, it will suffer correspondingly from only using image information present in those points. Apart from not being robust under the presence of noise in the images, the discretization implies that local dilation or rotation around the points ϕ −1 (x i ) cannot be detected:
Formally, if ψ 0ǫ is a diffeomorphism path that is equal to ϕ at t = 0 and has derivative v at t = 0, i.e. ∂ ǫ ψ 0ǫ = v and ψ 00 = ϕ, then
which vanishes if v(ϕ −1 (x i )) = 0. Here ∂ 1 F denotes the derivative of F : R 2 → R with respect to the first variable.
A simple way to include more image in formation in the similarity measure is to convolve with a kernel K s , and thus extendŨ 0 to
)dp with c Ks a normalization constant. If K s is a box kernel, this amounts to a finer sampling of both the image and warp, and hence a finer discretization of the Riemann integral. The kernel K s should not be confused with the RKHS kernel connected to the norm on V that is used when generating the V -gradient. A Gaussian kernel may be used for K s [9] , and more information on using smoothing kernels for intensity based image registration can be found in [9, 34] . The measure U 1 (ϕ) is problematic since a variation of ϕ would affect not only the point ϕ −1 (x i ) but also ϕ.I m (p + x i ), and U 1 (ϕ) will therefore be dependent on ϕ.I m (p+ x i ) for any p where K s (p, x i ) is non-zero. In this situation, the momentum is no longer concentrated in Dirac measures located at ϕ −1 t (x i ), and it will be necessary to increase the sampling of the warp. However, a first order expansion of ϕ −1 yields the approximatioñ
The measureŨ 1 (ϕ) is now again local depending only on ϕ −1 (x i ) and the first order derivatives D xi ϕ −1 . It offers the stability provided by the convolution with K s , and, importantly, variations v of ϕ keeping ϕ −1 (x i ) constant but changing D xi ϕ −1 do indeed affect the similarity measure. This implies thatŨ 1 (ϕ) is able to catch rotations and dilations and drive the search for optimal ϕ accordingly. Please note the differences with the approach of Durrleman et al. [11] : when usingŨ 1 (ϕ) as outlined here, the need for flowing the entire moving image forward is removed and the momentum field will stay singular directly thus removing the need for constraining the form of the velocity field.
This raises the question of how to represent variations of Dϕ in the LDDMM framework. As we will see, higher order kernels appear as the natural choice of deformation atoms allowing singular momentum for variations of Dϕ and hence keeping the benefits of the finite control point formulation.
3.1. Derivative Reproducing Property. Recall the reproducing property of the RKHS structure, i.e. K(·, x)a, v V = a ⊗ δ x (v) for v ∈ V , x ∈ Ω and a ∈ R d . Zhou [33] shows that this property holds not only for the kernel but also for its partial derivatives. Letting D α x v denote the derivative of v ∈ V at x ∈ Ω with respect to the multi-index α,
Ka ∈ V and that the partial derivative reproducing property
holds when the maps in V are sufficiently smooth for the derivatives to exist. In the following, we denote the matrices D α x K higher order kernels. Similarly, we denote the
As a consequence of Zhous result, we can derive the momentum for the higher order kernels. Recall that the momentum map L : V → V * satisfies Lv, w L 2 = v, w V . With the higher order kernels,
That is, the higher order kernels and higher order Diracs corresponds just as the kernels and Diracs in the usual RKHS sense.
Consider a map on diffeomorphisms U : G V → R e.g. an image similarity measure dependent on ϕ. In a finite dimensional setting with N evaluation points x i , U would decompose as U (ϕ) = P • Q(ϕ) with Q(ϕ) = (ϕ(x 1 ), . . . , ϕ(x N )) and P : R dN → R. Introducing higher order kernels, we let Q(ϕ) = (D α1 x1 (ϕ), . . . , D αJ xN (ϕ)) with J multiindices α j , and decompose U as U (ϕ) = P • Q(ϕ) with P : R dN J → R. We allow α j to be empty and hence incorporate the standard zero-order case. The partial derivative reproducing property now allows to compute the V -gradient of U as a sum of higher order kernels.
Proposition 3.1. Let ∇ ij P denote the gradient with respect to the variable indexed by D αj xi (ϕ) in the expression for Q. Then the gradient ∇ ϕ U ∈ V of U with respect to the inner product in V is given by
3.2. Momentum and Energy. As a result of Proposition 3.1, the momentum of the gradient of U is
is a sum of higher order kernels, the energy v 2 V can be computed using (3.2) as a sum of the different order kernels evaluated at the points x i . To keep the notation brief, we restrict to sums of zero-and first order kernels in the following. If
with D j i K(·, ·) denoting differentiation with the respect to the ith variable, i = 1, 2, and jth coordinate, j = 1, . . . , d. For scalar symmetric kernels such as Gaussians, this expression reduces to
3.3. Locally Affine Transformations. The Polyaffine and Log-Euclidean Polyaffine [3, 1] frameworks model locally affine transformations using matrix logarithms which has limited range. Though the higher order kernels can be seen as the LDDMM sibling of the Polyaffine methods, the methods differ in that diffeomorphism paths generated by higher order kernels, in particular, kernels of zero-and first order, can locally approximate all affine transformation with linear component having positive determinant. The approximation will depend only on how fast the kernel approaches zero towards infinity. The manifold structure of G V provides this result immediately. Indeed, let ϕ(x) = Ax + b be an affine transformation with det(A) > 0. We define a path ϕ t of finite energy such that ϕ 1 ≈ ϕ which shows that ϕ 1 ∈ G V and can be reached in the framework. The matrices of positive determinant is path connected so we can let ψ t be a path from Id d to A and defineψ t (x) = ψ t x + bt. Then with
−1 so that the first term ofṽ t (x) equals M t (x − bt). Then choose a radial kernel, e.g. a Gaussian K σ , and define the approximation v t of v t by
The path ϕ v 01 generated by v t then has finite energy, and
with the approximation depending only on the kernel scale σ. Note that the affine transformations with linear components having negative determinant can in a similar way be reached by starting the integrating at a diffeomorphism with negative Jacobian determinant.
In the experiments section, we will illustrate the locally affine transformations encoded by zero and first order kernels, and, therefore, it will be useful to introduce a notation for these kernels. We encode the translational part of either the momentum or velocity using the notation 
We emphasize that though we mainly focus on zero and first order kernels, the mathematical construction allows any order kernel permitted by the smoothness of the kernel at order zero.
EPDiff Equations.
It is important to note that the higher order kernels offer a convenient representation for the gradients of maps U incorporating derivative information but since the kernels are members of V and their momentum in the dual V * , the analytical of structure of LDDMM is not changed. In particular, the adjoint form of the EPDiff equations, i.e. that optimal paths v t satisfy v t = Ad
U , is still valid. The momentum ρ 1 = Lv 1 is transported to the momentum ρ t by Ad * ϕ v t1
if ρ 1 is a sum of higher order kernels, ρ t will be sum of higher order kernels for all t. However, since the time evolution of (ρ t |w) with the above relation involves derivatives of Dϕ v t1 , this form is inconvenient for computing ρ t . Instead, we make use of the Hamiltonian form of the EPDiff equations [32, P. 265] . Here, the momentum ρ t is pulled back to ρ 0 but with a coordinate change of the evaluation vector field: the Hamiltonian form µ t is defined by µ t w := ρ 0 (Dϕ ) −1 (y)w(y) is evaluated as a y-dependent vector field. Using this notation, the evolution equations become
For the case when (ρ 0 |w) does not involve derivatives of w, these equations form an ordinary differential equation describing the evolution of the path and momentum [32] . For the higher order case, we will need to incorporate additional information in the system. Again we restrict to the zero-and first order case, and we hence work with initial momenta on the form
with x t,i as usual denoting the point positions ϕ v 0t (x i ) at time t. Then
The momentum ρ t can the be recovered as
and hence the coefficients of the momentum a t,i and a j t,i (confer (3.7)) are given by a t,i = µ t,i and a
. This will provide the computational representation we will use when implementing the systems. In order to simplify the notation, we will work mainly with scalar kernels so that K k l (x, y) = K(x, y) if and only if k = l and 0 otherwise. Using (3.6), ϕ v 0t evolves according to
With scalar kernels, the trajectories x t,i are given by
It is shown in [32] that the evolution of Dϕ v 0t (x i,0 ) is given by
Inserting the Hamiltonian form of the higher order momentum, each component (l, k) of the matrix Dϕ v 0t (y) thus evolves according to
With scalar kernels, the evolution at the trajectories is then
The complete derivation of the evolution of µ t is notationally heavy and can be found in Appendix A. Combining this derivation with the expressions above, we arrive at the following result: Proposition 3.2. The EPDiff equations in the scalar case with zero-and first order kernels are given in Hamiltonian form by the system
Note that both x 1,i = ϕ v 01 (x 0,i ) and Dϕ v 01 (x 0,i ) are provided by the equation, and hence can be used to evaluate a similarity measure such asŨ 1 which depend on these entities. As in the zero-order case, the entire evolution can be recovered by the initial conditions for the momentum.
Variations of the Initial Conditions.
There exists various choices of optimization algorithms for LDDMM registration. Roughly, they can be divided into two groups based on whether they represent the initial momentum/velocity or the entire path ϕ t . Here, we take the approach of incorporating higher order kernels with the shooting method of e.g. Vaillant et al. [28] . The algorithm will take a guess for initial momentum, integrate the EPDiff equations forward, compute the similarity measure gradient ∇U , and flow the gradient backwards to provide an improved guess. For this to work, we will need the variation of the EPDiff equations when varying the initial conditions. Following this, we discuss the backwards gradient transport and arrive at a full matching algorithm.
A variation δρ 0 of the initial momentum will induce a variation of the system (3.9). By differentiating the system, we get the time evolution of the variation. To ease notation, we assume the scalar kernel has the form K(x, y) = γ(|x − y| 2 ) and write γ t,in = K(x t,i , x t,n ). Variations of the kernel and kernel derivatives such as the entity δ∇ 1 K(x t,i , x t,n ) below depend only on the variation of point trajectories δx t,i . The full expressions for these parts are provided in Appendix B. The evolution of the derived system then takes the following form:
The variation of µ j t,i is available as
However, when computing the backwards transport, we will need to remove the dependency on δa j 0,i which is only available for forward integration. Instead, by writing the evolution of µ j t,i in the form
we get the variation
Backwards Transport.
The correspondence between initial momentum ρ 0 and end diffeomorphism ϕ v 01 asserted by the EPDiff equations allows us to view the similarity measure U (ϕ v 01 ) as a function of ρ 0 . Let A denote the result of integrating the system for the variation of the initial conditions from t = 0 to t = 1 such that w = Aδρ 0 ∈ V for a variation δρ 0 . We then get a corresponding variation δU in the similarity measure. To compute the gradient of U as a function of ρ 0 , we have
Thus, the V * -gradient of ∇ ρ0 U is given by A T ∇ ϕ v
01
U . The gradient can equivalently be computed in momentum space at both endpoints of the diffeomorphism path using the map P defined in Proposition 3.1.
The complete system for the variation of the initial conditions is a linear ODE, and, therefore, there exists a time-dependent matrix M t such that the ODE ∂ t y t = M t y t has the variation as a solution y t . It is shown in [32] that, in such cases, solving the backwards transpose system
from t = 1 to t = 0 provides the value of A T w. Therefore, we can obtain ∇ ρ0 U by solving the transpose system backwards. The components of M t can be identified by writing the evolution equations for the variation in matrix form. This provides M T t and allows the backwards integration of the system 4.2. The components of the transpose matrix M t are provided in Appendix C.
Algorithm.
The registration problem (2.1) consists of both the similarity measure U and the minimal path energy E 1 . For e.g. landmark based registration, U (ϕ) is most often expressed in terms of ϕ directly whether as U is usually dependent on the inverse ϕ −1 for image registration. In the first case, the gradient ∇ ϕ U is known, and, given the initial momentum ρ 0 , we can obtain the gradient ∇ ρ0 U for a gradient descent based optimisation procedure from the backwards transport equations (4.2) discussed above. For the energy part, it is a fundamental result property of critical paths in the LDDMM framework that the energy stays constant along the path. Thus,
2 and we can easily compute the gradient from (3.3). Given this, the zero-order matching algorithm in the initial momentum is generalized to zero-and first order kernels in Algorithm 1. 
Traditionally, the similarity measure U (ϕ) is in image matching formulated using the inverse of ϕ, and this approach was taken when formulating the approximation (3.1). For this reason, at finite control point formulation is naturally expressed using a sampling {x 1 , . . . , x N } in the target image with the algorithm optimizing for the momentum ρ 1 at time t = 1. The evaluation points ϕ −1 (x i ) are then generated by flowing backwards from t = 1 to t = 0, the gradient of U (ϕ) can then be computed in ϕ −1 (x i ) and flowed forwards to update ρ 1 . This corresponds to switching the role of the moving and target image combined with backwards integration of the flow equations. Algorithm 1 will accommodate this situation by just reversing the integration directions. The control points can be chosen either at e.g. anatomically important locations, at random, or on a regular grid. In the experiments, we will register expanding ventricles using control points placed in the ventricles.
The integration of the ODEs can be performed with standard Runge-Kutta integrators such as Matlabs ode45 procedure. With zero order kernels only and N points, the forward and backwards system consist of 2dN equations. With zero-and first order kernels, the forward system is extended to N (2d + d
2 ) and the backwards system to 2N (d+d 2 ). For d = 3, this implies an 2.5 time increase in the size of the system. In addition to this should be considered the extra floating point operations necessary for computing the somewhat more complicated evolution equations. This increase should, however, be viewed against the fact that the finite dimensional system contain orders of magnitude fewer control points, and the added capacity of deformation description included in the derivative information. In addition and in contrast to previous approaches, we transport the similarity gradient only at the control point trajectories, again an order of magnitude reduction of transported information. As we will see in the following section, the inclusion of higher order kernels provides information with very few control points.
Experiments
. In order to demonstrate the efficiency and sparsity of representations using higher order kernels, we perform four sets of experiments. First, we provide four examples illustrating the type of deformations produced by zero-and first order kernels and the relation to the Polyaffine framework. We then use point based matching using first order information to show how complicated warps that would require many parameters with zero order deformation atoms can be generated with very compact representations using higher order kernels. When then underline the point that higher order kernels allow low-dimensional transformations to be registered using correspondingly low-dimensional representations: we show how synthetic test images generated by a low-dimensional transformation can be registered using only one deformation atom when representing using first order kernels and using the first order similarity measure approximation (3.1). We further emphasize this point by registering articulated movement using only one deformation atom per rigid part, and thus exemplify a natural representation that reduces the number of deformation atoms and the ambiguity in the placement of the atoms while also reducing the degrees of freedom in the representation. Finally, we illustrate how higher order kernels in a natural way allow registration of human brains with progressing atrophy. We describe the deformation field throughout the ventricles using few deformation atoms, and we thereby suggest a method for detecting anatomical change using few degrees of freedom. We start by briefly describing the similarity measures used throughout the experiments.
For the point examples below, we register moving points x 1 , . . . , x N against fixed points y 1 , . . . , y N . In addition, we match first order information by specifying values of D j xi ϕ. This is done compactly by providing matrices Y i so that we seek D xi ϕ = Y i for all i = 1, . . . , N . The similarity measure is simple sum of squares, i.e.
using the matrix 2-norm. This amounts to fitting ϕ against a locally affine map with The kernel is Gaussian with σ = 8 in grid units, and the grids are colored with the trace of CauchyGreen strain tensor (log-scale). Notice the locality of the deformation caused by the finite scale of the kernel, and that the deformation stays diffeomorphic even when two rotations force conflicting movements.
translational components y i and linear components Y i . For the image cases, we use L 1 -similarity to build the first order approximation (3.1) with the smoothing kernel K s being Gaussian of the same scale as the LDDMM kernel.
First Order Illustrations.
To visually illustrate the deformation generated by higher order kernels, we show in Figure 5 .1 the generated deformations on an initially square grid with four different first-order initial momenta. The deformation locally model the linear part of affine transformations and the the locality is determined by the Gaussian kernel that in the examples has scale σ = 8 in grid units. Notice for the rotations that the deformation stays diffeomorphic in the presence of conflicting forces. The similarity between the examples and the deformations generated in the Polyaffine framework [1] underlines the viewpoint that the registration using higher order kernels constitutes the LDDMM sibling of the Polyaffine framework. 
First Order Point Registration.
The optimal diffeomorphisms exhibit the expected expanding and turning effect, respectively. We stress that the deformations are generated using only two deformations atoms with combined 12 parameters. Representing equivalent deformation using zero order kernels would require a significantly increased number of atoms and a correspond increase in the number of parameters.
Low Dimensional Image Registration.
We now exemplify how higher order kernels allow low-dimensional transformations to be registered using correspondingly low-dimensional representations. We generate two test images by applying two linear transformations, an dilation and a rotation, to a binary image of a square, confer the moving images (a) and (e) in Figure 5 .3. By placing one deformation atom in the center of each fixed image and by using the similarity measure approximation (3.1), we can successfully register the moving and fixed images. The result and difference plots are shown in Figure 5 .3. The dimensionality of the linear transformations generating the moving images is equal to the number of parameters for the deformation atom. A registration using zero order kernels would need more than one deformation atom which would result in a number of parameters larger than the dimensionality. The scale of the Gaussian kernel used for the registration is 50 pixels.
Articulated Motion.
The articulated motion of the finger 3 in Figure 5 .4 (a) and (b) can be described by three locally linear transformations. With higher order kernels, we can place deformation atoms at the center of the bones in the moving and fixed images, and use the point positions together with the direction of the bones to drive a registration. This natural and low dimensional representation allows a fairly good match of the images resembling the use of the Polyaffine affine framework for articulated registration [23] . A similar registration using zero order kernels would need two deformation atoms per bone and lacking a natural way to place such atoms, the positions would need to be optimized. With higher order kernels, the deformation atoms can be placed in a natural and consistent way, and the total number of free parameters is lower than a zero order representation using two atoms per bone.
5.5. Registering Atrophy. Atrophy occurs in the human brain among patients suffering from Alzheimer's disease, and the progressing atrophy can be detected by the expansion of the ventricles [16, 13] . Since first order kernels offer compact description of expansion, this makes a parametrization of the registration based on higher order kernels suited for describing the expansion of the ventricles, and, in addition, the deformation represented by the kernels will be easily interpretable. In this experiment, we therefore suggest a registration method that using few degrees of freedom describes the expansion of the ventricles, and does so in a way that can be interpreted when doing further analysis of e.g. the volume change.
We will provide examples of 2D registration with the purpose of illustrating the use of the higher order kernels and suggest a method which can be applied in 3D. We do not aim at a quantitative evaluation but we plan to follow up on the experiment in future work with 3D registration of more subjects and explore the connection between first order initial momentum and actual ventricle expansion in greater detail.
We use the publicly available Oasis dataset 4 [17] , and we select a small number of patients from which two baseline scans are acquired at the same day together with a later follow up scan. The patients are in various stages of dementia. We perform rigid registration [9] before selecting vertical 2D slices where the ventricles are clearly visible. The slice plane is the same for all three scans of each patient.
The expanding ventricles can be registered by placing deformation atoms in the form of higher order kernels in the center of the ventricles of the fixed image as shown in Figure 1 .1. We manually place five deformation atoms in the ventricle area of each patient. It is important to note that though we localize the description of the deformation to the deformation atoms, the atoms control the deformation field throughout the ventricle area. Based on the size of the ventricles, we use Gaussian kernels with a scale of 15 voxels for the kernels, and we let the regularization weight in (2.1) be λ = 16. The effect of these choices is discussed below. Each deformation atom consists of a zero-and first order kernel, and, for each patient, we perform two registrations: we register the two baseline scans acquired at the same day, and we register one baseline scan against the follow up scan. Thus, the baseline-baseline registration should indicate no ventricle expansion, and we expect the baseline-follow up registration to indicate ventricle expansion. Figure 1 .1 shows for one patient the placement of the control points in the baseline image, the follow up image, the logJacobian determinant in the ventricle area of the generated deformation, and the initial vector field driving the registration.
The use of first order kernels allows us to interpret the result of the registrations and to relate the results to possible expansion of the ventricles. The volume change is indicated by the Jacobian determinant of the generated deformation at the deformation atoms as well as by the divergence of the first order kernels. The latter is available directly from the registration parameters. We plot in Figure 5 .5 the logarithm of the Jacobian determinant and the divergence for both the same day baseline-baseline registrations and for the baseline-follow up registrations. Patient 1 − 4 are classified as demented, patient 5 and 6 as non-demented, and all patient have constant clinical dementia rating through the experiment. The time-span between baseline and follow up scan is 1.5-2 years with the exception of 3 years for patient four. As expected, the log-Jacobian is close to zero for the same day baseline-baseline scans but it increases with the baseline-follow up registrations of the demented patients. In addition, the correlation between the log-Jacobian and the divergence shows how the indicated volume change is available directly from the registration parameters. This result suggests the usefulness of the approach and points to future experiments to validate the method. The average log-Jacobian determinant of the generated deformation at the 5 deformation atoms for six patients (1-4 demented, 5-6 non-demented); (b) divergence of the 5 higher order kernels representing the deformation. The divergence can be extracted directly from the parameters of the higher order kernels, and the correlation between the log-Jacobian and the divergence as seen by the similarity between (a) and (b) therefore shows the interpretability of the deformation atoms.
We chose two important parameters above: the kernel scale and the regularization term. The choice of one scale for all patients works well if the ventricles to be registered are of approximately the same size at the baseline scans. If the ventricles vary in size, the scale can be chosen individually for each patient. Alternatively, a multi-scale approach could do this automatically which suggests combining the method with e.g. the kernel bundle framework [24] . Depending on the image forces, the regularization term in (2.1) will affect the amount of expansion captured in the registration. Because of the low number of control points, we can in practice set the contribution of the regularization term to zero without experiencing non-diffeomorphic results. It will be interesting in the future to estimate the actual volume expansion directly using the parameters of the deformation atoms with this less biased model. 6. Conclusion and Outlook. We have introduced higher order kernels in the LDDMM registration framework. The kernels allow compact representation of locally affine transformations by increasing the capacity of the deformation description. Coupled with similarity measures incorporating first order information, the higher order kernels improve the range of deformations reached by sparsely discretized LDDMM methods, and they allow direct capture of first order information such as expansion and contraction. In addition, the constitute deformation atoms for which the generated deformation is directly interpretable.
In the paper, we have shown how the partial derivative reproducing property implies singular momentum for the higher order kernels, and we used this to derive the EPDiff evolution equations. By computing the forward and backward variational equations, we are able to transport gradient information and derive a matching algorithm. We provide examples showing typical deformation coded by first order kernels and how images can be registered using a very few parameters, and we have applied the method to register human brains with progressing atrophy.
The experiments included here show only a first step in the application of higher order kernels: the kernels may be applied to register entire images; merging the method with multi-scale approaches will increase the description capacity and may lead to further reduction in the dimensionality of the representation. Combined with efficient implementations, higher order kernels promise to provide a step forward in compact deformation description for image registration.
Appendix A. Time Evolution of µ t . Inserting the Hamiltonian form of the momentum, we have (µ t,n )
We write K k l (column-row) and get
For scalar kernels K 
