Abstract-We show how asymptotic estimates of powers of polynomials with nonnegative coefficients can be used in the analysis of low-density parity-check (LDPC) codes. In particular, we show how these estimates can be used to derive the asymptotic distance spectrum of both regular and irregular LDPC code ensembles. We then consider the binary erasure channel (BEC). Using these estimates we derive lower bounds on the error exponent, under iterative decoding, of LDPC codes used over the BEC. Both regular and irregular code structures are considered. These bounds are compared to the corresponding bounds when optimal (maximum-likelihood (ML)) decoding is applied.
I. INTRODUCTION
V ARIOUS combinatorial problems can be solved using enumerating functions. These problems involve powers of polynomials with nonnegative coefficients. For example, the spectrum of low-density parity-check (LDPC) codes [10] can often be expressed using an enumerating function. Another example is the analysis of the error probability of LDPC codes over the binary erasure channel (BEC) when iterative decoding is applied [6] .
In this paper, we discuss asymptotic properties of enumerating functions and show their usefulness in analyzing LDPC codes. Variants of these properties have appeared in [5] , [8] , [9] , [11] - [13] . We first derive the asymptotic distance spectrum of various LDPC code ensembles. The resulting expressions are either new, or otherwise require much more laborious methods to obtain. In particular, we derive the spectrum for the irregular bipartite graph based ensemble. This ensemble is widely used since on the one hand it has remarkable performance when decoded using the belief propagation decoding algorithm [17] , [22] , and on the other hand, it is easy to produce a random element from this ensemble. In [15] , the average spectrum was found for a related irregular ensemble, in which the parity-check matrices have known row and column weight profiles. The average spectrum of irregular LDPC codes was also considered in [7] .
We then consider the problem of bounding the error exponent of LDPC codes over the BEC. In [10] , Gallager obtained bounds on the error exponent of LDPC codes under optimal (maximum-likelihood (ML}) decoding. Other bounds were obtained in [18] . The analysis of iterative decoding is in general more complicated. A consequence of the concentration result derived in [17] , [20] is that if an outer code with arbitrarily high rate is used in a concatenated coding scheme, then the error probability is exponentially decreasing (see [20, footnote 4] ). However, the error exponent can only be bounded from below by an extremely small value.
The properties of Gallager's soft-decoding algorithm are best understood for the special case of the BEC. In fact, to date this is the only channel for which it was shown that channel capacity can be achieved [16] . In [6] , a recursion for obtaining the decoding error probability of regular LDPC codes under iterative decoding was proposed. Although this recursion yields the exact error probability, there is no obvious way in which this recursion can be used to obtain bounds on the error exponent. In this paper, we obtain lower bounds on the error exponent of regular and irregular LDPC codes under iterative decoding and compare these bounds to bounds on the error exponent under ML decoding.
The organization of the paper is as follows. In Section II, we provide a brief background on LDPC codes. In Section III, we describe asymptotic estimates of powers of polynomials with nonnegative coefficients. The application of these estimates to the computation of asymptotic LDPC spectrum is provided in Section IV. The application to the computation of lower bounds on the error exponent under iterative decoding for the BEC is provided in Section V. Section VI concludes the paper.
II. BACKGROUND

A. LDPC Codes and Graph Representations
It is convenient to specify LDPC codes using their Tanner graph representation [27] . The Tanner graph is a bipartite graph, where the nodes on the left side are associated with the codeword bits (variable nodes) and the nodes on the right are associated with the parity-check equations (check nodes).
The irregular LDPC code ensemble considered in this paper is based on the following ensemble of irregular bipartite graphs [16] . It is characterized by two probability vectors where is the fraction of edges with left degree , and is the fraction of edges with right degree . For convenience we also define the polynomials 0018-9448/04$20.00 © 2004 IEEE Let denote the total number of edges. Then there are left nodes with degree and right nodes with degree . Let denote the number of left nodes. Similarly, denotes the number of right nodes. Then
For each variable node with degree we assign variable sockets. Similarly, for each check node with degree we assign check sockets. The total number of variable sockets and the total number of check sockets are both . The ensemble of bipartite graphs is obtained by choosing a permutation with uniform probability from the space of all permutations of size . For each , we connect the variable node associated with the th variable socket to the check node associated with the th check socket. Note that in this way, multiple edges may link a pair of nodes. The mapping from the bipartite graph space to the parity-check matrix space is such that an element in the matrix, corresponding to the th check node and th variable node, is set to " " if there is an odd number of edges between the two nodes, and to " " otherwise.
The rate of each code in the ensemble satisfies , where (1) is the planned rate of the code (the inequality is due to a possible degeneracy in the parity-check equations).
The degree profiles and are from an edge perspective. Sometimes it is more convenient to work with degree profiles from the node perspective. Let ( , respectively) denote the fraction of left (right) nodes with degree . Then A special case of the irregular code ensemble that was described above is obtained when all edges have a constant left degree and a constant right degree . In this case, the ensemble is regular, , and .
B. Iterative Decoding Over the BEC
Gallager [10] proposed a soft-decoding iterative algorithm that can be used to decode LDPC codes over an arbitrary binaryinput symmetric-output channel. This algorithm is also known as belief propagation or sum-product algorithm. The algorithm is a message-passing algorithm, where messages are transmitted over the bipartite graph that characterizes the code. In the special case of the BEC, Gallager's belief propagation algorithm is simplified significantly, since each message reflects either complete knowledge or an erasure of the associated bit. It can be shown [16] that Gallager's belief propagation algorithm can correct a fraction of losses (erasures) in the channel if (2) for . Furthermore, it can be shown [16] , [24] that there exist sequences of LDPC codes that achieve channel capacity when using the belief propagation algorithm, by explicitly constructing these codes.
III. ASYMPTOTIC ESTIMATES OF POWERS OF POLYNOMIALS WITH NONNEGATIVE COEFFICIENTS
In this section, we present asymptotic estimates of powers of polynomials with nonnegative coefficients. Variants of these results have appeared in [5] , [8] , [9] , [11] - [13] .
A. The Single-Variable Case
Throughout the paper, we use extensively the following property of binomial coefficients (see, e.g., [4, eq. (12.53 
)])
Here is the base-logarithm function, is the binary entropy function, and is a function of that approaches uniformly in as . We begin by introducing several notations regarding polynomials. If is a polynomial, we denote by the coefficient of in , i.e.,
We use the convention that if is noninteger, then . We denote by and the largest and smallest index for which the coefficient is nonzero, respectively, i.e., and Theorem 1: Let be some rational number and let be a function such that is a polynomial with nonnegative coefficients. Let be some rational number and let be the series of all indexes such that is an integer and . Then We prove the theorem in Appendix A. 
Theorem 2:
Let be some rational number and let be a function such that is a multivariate polynomial with nonnegative coefficients. Let and be some rational numbers and let be the series of all indexes such that is an integer and . Then (6) and (7) A point achieves the minimum of (8) if and only if it satisfies the following two equations:
and (10) We prove the theorem in Appendix A. Notes: 1) In the proof of Theorem 2 we define the convex function by such that Thus, the minimization required in the right-hand side of (7) can be conveniently implemented by minimizing , using any standard algorithm for unconstrained minimization of a convex function (e.g., gradient descent). Thus, the theorem is practically useful even for polynomials with a large number of variables (large ).
2) Consider the right-hand side of (7) (11) where the matrix is determined from the constraints (91)-(93) and is independent of and . The region of and for which (11) is feasible is convex. To see that this region is also closed define the system (12) By Farkas' lemma [1, Sec. 5.8.3], (11) and (12) are strong alternatives, which means that exactly one of them holds (i.e., either (11) is feasible or (12) is feasible but not both). On the other hand, the region of for which (12) is feasible is clearly an open set, so that the region of for which (11) is feasible is closed. We conclude that is concave (and, in particular, continuous in the interior) in a convex and closed domain.
3) For convenience, we now consider the scalar case; however, the same observations apply to the multivariate case. Denote the right-hand side of (4) by , and let be the interior of the -region for which (i.e., (85)-(87) is feasible). We claim that for any there exists a line segment with length sufficiently small which is arbitrarily close to (possibly containing ) such that the convergence in (4) is uniform for all . To see this, first note that there is a unique vector that maximizes the minus relative entropy function in (83) subject to (85)-(87) (otherwise, a convex combination of two solutions would yield a feasible solution with a higher value, since the relative entropy function is strictly convex). Furthermore, for any the corresponding is continuous w.r.t. (otherwise, a convex combination of the 's corresponding to and would violate the continuity of that was established in Note 2). Now, if for all , the minimal nonzero element of is greater than some fixed positive threshold, then the uniform convergence in (84) is immediately implied by Appendix B. By (81) and (82), this also implies uniform convergence in (4). It is possible to construct with this property due to the continuity of w.r.t. .
IV. THE SPECTRUM OF LDPC CODES
A. Regular LDPC Codes 1) Bipartite Graph Based Ensemble: Consider the regular ensemble with block length . The average spectrum of the ensemble is defined as , where is a random variable (r.v.) equal to the number of codewords of weight in the drawn code.
For any , let be an indicator r.v. equal to " " if the th word of weight (by some arbitrary ordering of all weight-words) is a codeword of the drawn code, and to " " otherwise. Then Therefore, (13) by the symmetry of the ensemble construction. We thus have, for any (14) is the probability that a specific weightword is a codeword. Without loss of generality, this is the word beginning with a sequence of ones, and the rest are zeros. Denote this word by . Also denote the set of first variable nodes by . Then is a codeword if and only if all check nodes are connected to by an even number of edges.
Consider the sockets of . They are matched to any choice of out of the right sockets with equal probability. Out of a total of (15) possibilities to choose the corresponding right sockets, we need to count the number in which each check node participates an even number of times. This is easily done using an enumerating function and the result is (16) From the preceding discussion we have (17) Now, by (16) and Theorem 1 (18) From (15) we have (19) Combining (14) and (17)- (19) we obtain the following.
Theorem 3:
The average spectrum of the regular ensemble satisfies for any .
Note:
If is odd then the degree of is . Thus, in this case, if we have . This result was obtained in [14] using a different approach.
2) Gallager's Ensemble:
Let be two integers, and denote by the matrix with columns and rows obtained by horizontally concatenating sizeidentity matrices. A random parity-check matrix from Gallager's ensemble is obtained by vertically concatenating column-permuted versions of , where the permutations are independent and are uniformly distributed. The planned rate of the resulting code is . As in (13), we have (20) where is the event that some specific weight-vector is in , and is a matrix randomly drawn from Gallager's ensemble. Put differently, is the event that the modulosum of specific columns in is zero. Without loss of generality, we assume that these are the first columns.
Denote by the probability that the sum of the first columns in one specific submatrix (of size ) in is zero. Since the column permutations are independent for the different submatrices, we have (21) The probability that the sum of the first columns in a randomly column-permuted version of is zero, is equal to the probability that the sum of columns of , randomly chosen from the possibilities with uniform distribution, is zero. Thus, out of the equiprobable choices of columns, we count the number of choices in which the sum of the columns is zero. Again, using an enumerating function the answer is simple and is given by
We thus have Thus, using Theorem 1, for any we have (22) From (20)- (22) we get
Recalling that , we see that this is identical to the expression of the average spectrum for the bipartite graph based ensemble.
This expression for the spectrum was obtained in [10] , [14] using different approaches.
B. Irregular LDPC Codes
Consider the irregular bipartite graph based ensemble, in which there are variable nodes and check nodes. Denote by the number of ways to choose variable nodes such that exactly edges emanate from them. Further, denote by the number of ways to choose check sockets such that each check node has an even number of chosen sockets. Suppose we randomly choose a set of variable nodes with a uniform distribution over all possibilities. Denote by the r.v. indicating the number of edges emanating from , and by an r.v. that is equal to " " if all check nodes are connected to by an even number of edges, and to " " otherwise. Then (23) and (24) From (23) and (24) we see that (25) where is the average degree of a variable node. The term is a function of that approaches uniformly in as . Now
Thus, by (7)
In addition, by (6), we have for all (27) Similarly whence (28) and for all (29) By (25) , (27) , and (29) we have (30) where the term is a function of that approaches uniformly in as , and where
By Note 2) after Theorem 2, is upper semicontinuous in within some closed interval (and continuous in the interior ) and it is outside this interval. Now consider some . By Note 3) after Theorem 2, we can find a line segment which is arbitrarily close to , such that the convergence of (26) and (28) is uniform for . We conclude that if and is sufficiently large then we can find some arbitrarily close to such that both and are sufficiently close to the right-hand sides of (26) and (28), respectively. This and (25) yield,
Combining (30) and (32) we obtain the following.
Theorem 4: For any
, the average spectrum of the irregular bipartite graph based ensemble satisfies where is defined in (31) and . 1) The rateensemble defined by [17, Table I] and with . 2) The regular ensemble.
3) The random code ensemble. Once the spectrum is obtained one can obtain upper bounds on the probability of decoding error for various channels, both for the given ensemble and for the expurgated one, e.g., [10] , [18] , [19] , [23] , [25] . Note that (30) is sufficient for the application of these bounds, and Theorem 4 shows that the bound on the spectrum (30) is tight.
V. LOWER BOUNDS ON THE ERROR EXPONENT FOR THE BEC
A. Iterative Decoding of Regular LDPC Codes
Consider some bipartite graph representation of an LDPC code. Let a stopping set be defined as follows. It is a set of variable nodes, such that each check node neighbor of is connected to by at least two edges. In Fig. 2 , we show a stopping set , which is connected to a set of check neighbors denoted by . As explained in [6] , [21] , the iterative decoding of LDPC codes succeeds if and only if the set of variable nodes which correspond to erasures does not contain a subset which is a stopping set. We use this fact to derive bounds on the error exponent of regular LDPC codes and then generalize our results to irregular LDPC codes.
We use the following notation:
The ternary entropy function is defined by
1) Bounds Based on Stopping Sets:
Our first theorem asserts that there are no small stopping sets. It tightens Lemma 6 in [21] .
Theorem 5: Consider a bipartite graph which is drawn at random from the regular ensemble with . Let the function be defined by (33) for , where the maximization is over the range
This function satisfies for any sufficiently small. Let be the smallest value of for which . Then with probability (w.p.)
, does not contain a stopping set of size or less for any . Proof: Let be the probability that a randomly chosen graph from the ensemble has a stopping set of size or less. Let denote the size of the stopping set, and let denote the size of its neighbor set. By a union bound on all possible stopping sets we have (35) where is the probability that some fixed set of variables is a stopping set connected to check nodes. Denote this set of check nodes by . The number of checks satisfies , since all edges of are connected to . It also satisfies since each check node in is connected to by at least two edges by the definition of a stopping set. There are possible sets and different ways to select check sockets in , such that each check node in is chosen at least twice. Hence, (36) Note that the relation in (36) is an inequality rather than equality due to the possibility of having parallel edges between check and variable nodes. Each pair of parallel edges is eliminated from the graph before applying the decoding. Thus, the fact that before eliminating pairs of parallel edges from the graph, a set of variables is a stopping set is only a necessary condition that it would remain a stopping set after the elimination. Now, by (3) where is some number independent of . The first term is an upper bound on the contribution of in (35). The second term is an upper bound on the contribution of the terms with where is some integer, independent of , that will be determined later. The third term is an upper bound on the contribution of the other terms. Setting and in the last term of (39) and using (38) We first obtain an upper bound on , the probability of unsuccessful decoding when averaged over the ensemble of LDPC codes. Note that (45) where is the probability (over the ensemble of graphs) that some fixed set of variable nodes contains a stopping set. Let denote the size of the stopping set, and let denote the size of its neighbor set. By the union bound we have (46) where is the probability that some fixed set of variables is a stopping set with neighbor checks. The probability is bounded in (37). Now consider the expurgated ensemble of LDPC codes, where we expurgate all codes that contain a stopping set of size or less for some arbitrary . Let denote some randomly chosen code from the (nonexpurgated) The last inequality follows by the Markov inequality. The assertion of the theorem now follows from (47) and (49).
In the proof, we consider the expurgated ensemble. In fact, for the nonexpurgated ensemble, the averaged error probability is polynomially (and not exponentially) decreasing in ( in (45) is dominated by which is the contribution resulting from in (45) and in (46), similar to (39)). As in the analysis of ML decoding of LDPC codes [10] , [18] , the nonexpurgated ensemble averaged error probability is dominated by a polynomial fraction of bad codes. Hence, we need to expurgate these codes. Since almost all codes in the standard ensemble belong to the expurgated ensemble, the claim of the theorem follows.
2) Improved Bounds Based on Minimum Stopping Sets: We now tighten the bounds in Theorems 5 and 6. The improved Theorem 5 is as follows. , does not contain a stopping set of size or less for any . Proof: Let be the probability that a randomly chosen graph from the ensemble has a stopping set of size or less. Let denote the size of a minimum stopping set. A minimum stopping set is a stopping set with the property that it has no subset which is also a stopping set. Also, let denote the size of its neighbor set. By the union bound we have (53) where is the probability that some fixed set of variables is a minimum stopping set with neighbor checks. Let this set of neighbors be denoted by . By definition of a minimum stopping set, every node of is connected to at least one node of that has exactly two connecting edges with (otherwise, each check node to which is connected has at least three connecting edges with , hence the set is also a stopping set, contradicting the fact that is a minimum stopping set). Let be the number of check nodes in that are connected to by two edges. All other check nodes in are connected to by at least three edges. The following relations hold between , , and :
(54) (55) (56) (57) These relations imply that the summation on in (53) is limited to the range (58)
Now there are different ways to choose variable sockets from the set (depending on the context, refers either to the set of variable nodes or to the set of the associated variable sockets), such that each variable node in contributes at least one socket. Let this set of variable sockets be denoted by . There are possible sets that are neighbors of with check nodes. We first assume that there are no check nodes in that are connected to variable nodes by parallel edges. Later we will explain why this assumption can be made. The number of different ways to select check nodes in that are connected to by two edges, and then to select sockets from the remaining check nodes in that are connected to by at least three edges is On the other hand, the total number of different ways to select check socket neighbors to and check socket neighbors to out of the total check sockets is Hence,
where by (54)-(57), satisfies (60) Recalling (6), (38), and the fact that (this relation follows from Stirling's approximation), we have (61) Now, from Theorem 5 we know that if is sufficiently small then w.p.
there cannot be a stopping set of size or less. That is, the contribution of the terms with in (53) can be bounded by for some (the same bound of Theorem 5). Setting , , and , then by (58), the range of is given by (51), and by (60), the range of is given by (52). Using (53) and (61) it is now straightforward to derive the conclusion of the theorem.
It remains to argue why the presence of parallel edges does not change the statement of the theorem. A straightforward calculation shows that the expected number of parallel edges, , of degree two (i.e., number of pairs of variable and check nodes that are connected by exactly two edges) in the graph is bounded by a constant as , while the expected number of parallel edges of degree three or more approaches zero. Hence, by Markov's inequality, is arbitrarily small w.p. and at the same time the number of parallel edges of degree three or more is zero (w.p.
), so that (w.p. ), (59) now reads (here is the number of check nodes in with parallel edges of degree two) where is arbitrarily small. Hence, the arguments following (59) remain valid.
Very similar arguments apply to the tightening of Theorem 6, we therefore omit the details. The result is as follows. where denotes the number of variable sockets in the set , and is the total number of edges (also number of left or right sockets) in the graph.
is the number of different ways to choose variable nodes that have exactly sockets, and is the probability that a set of randomly chosen check sockets is a stopping set that has check nodes (i.e., each of the check nodes contributes at least two sockets to the set of chosen sockets). The bound on is due to (6) . The bound on is due to (3) . Recall that by Theorems 1 and 2, both bounds are asymptotically tight when considering the logarithms of these inequalities divided by .
We now claim that when , as for sufficiently small. The arguments are very similar to those used in Section V-A. Note that since is obviously bounded by the number of different ways to select variable nodes out of the total . Further, since then . In addition, . Hence, for sufficiently large, we have similar to the proof of Theorem 5 which is negative for all sufficiently small. Repeating the arguments of Section V-A for the irregular case, one can also verify that the contribution of the terms with is negligible. Thus, for sufficiently small, as claimed.
Equation (62) also applies to the general irregular (i.e., not necessarily right regular) case except that and are now given by (65) The generalization of (45) and (46) in Theorem 6 to the irregular case is (66) In (66), we sum over the probability that there are erasures and that the decoding is unsuccessful. For each value of we use two bounds: the first, , is obvious. The second follows from the following definitions of and . is the number of different ways to choose variable nodes that contain a subset with nodes and sockets The probability term is bounded in (64) for the right-regular case and in (65) for the general irregular case.
2) Improved Bounds Based on Minimum Stopping Sets: The generalization of (53) in Theorem 7 to the irregular case is (67) (68) Here, is the number of different ways to choose variable nodes with a total of sockets that contain a subset of colored sockets, such that each of the nodes contributes at least one colored socket.
is the probability that a set of randomly chosen check sockets is a stopping set with check nodes, of which contribute two check sockets per node to , and of which contribute at least three check sockets per node to (under the assumption that there are no parallel edges, as was discussed earlier).
The summation over and in (67) is subject to the following constraints, which are parallel to (54)- (57) (69) (70) (71) (72) In addition, the number of edges satisfies (73) To generalize Theorem 8 to the irregular case we use the inequality Here, is the number of different ways to choose variable nodes that contain a subset with nodes and sockets; these sockets contain a subset of colored sockets with the property that each of the variable nodes contributes at least one colored socket. The probability term is given in (68). The summations over and is within the range (69)-(72). The generalization of Theorems 7 and 8 to the irregular case is accordingly the following.
Theorem 9: Consider a bipartite graph , which is drawn at random from the irregular ensemble with planned rate , and suppose that the minimum left degree is larger than two. Let the function be defined by the equation at the top of the following page for , where the maximization on , , and is subject to the constraints (69)-(73) with , ,
, and ( cancels out in these inequalities).
The function satisfies for any sufficiently small. Let be the smallest value of for which . Then w.p.
, does not contain a stopping set of size or less for any .
Theorem 10:
Consider the iterative decoding of a irregular LDPC code with planned rate and minimum left degree larger than two over a BEC with erasure probability . Let denote the probability of unsuccessful decoding of some randomly chosen LDPC code in the ensemble. Further, see the equations at the bottom of the page, where and are defined in Theorem 7 and is defined in Theorem 6. The maximization on , , and is subject to the constraints (69)- (73) with , , , and ( cancels out in these inequalities). Then for any
C. ML Decoding
In this subsection, we derive a bound on the error exponent of regular LDPC codes over the BEC when optimal (ML) decoding is applied. Let denote the parity-check matrix of the code and let denote the set of indexes of bits that are erased by the channel. Further, let denote the submatrix of that contains all the columns whose indexes are given by . As explained in [6] , the ML decoder commits an error only if does not have full column rank. The following bound on the ensemble average probability of unsuccessful decoding, , follows [6] (74) (75) Here is the probability (over the ensemble of graphs) that some fixed set of variable nodes is such that does not have full column rank. The last event occurs if and only if there exists some codeword of weight which has " " components only within the set . In (75), a union bound on all possible vectors is employed. The term is the probability that some fixed vector of weight is a codeword. Fig. 3 . Lower bounds on the error exponent under iterative decoding (Theorems 6 and 8) and ML decoding (Theorem 12) for a (3; 6) regular code ensemble, as a function of the channel erasure probability. The points where the curves cross the x-axis indicate the lower bounds on the threshold.
We now derive the error exponent of the expurgated ensemble, when we expurgate all codes with minimum distance below some threshold. Let denote the probability that the minimum distance of a randomly chosen graph from the ensemble is or less. Then
Using arguments which are very similar to those employed in the proof of Theorem 5 we have the following (for small , i.e., where is sufficiently small, we bound the right-hand side of (76) from above by setting ).
Theorem 11: Consider a bipartite graph which is drawn at random from the regular ensemble with . Let the function be defined by
for . This function satisfies for any sufficiently small. Let be the smallest value of for which . Then, w.p. , the minimum distance of the LDPC code represented by is larger than for any .
Thus, repeating (74) and (75) for the expurgated ensemble (here we expurgate all codes with minimum distance less than where ) we have the following.
Theorem 12: Consider the ML decoding of a regular LDPC code with over a BEC with erasure probability . Let denote the probability of unsuccessful decoding of some randomly chosen LDPC code in the ensemble. Further, let where and are defined in Theorem 11, and is defined in Theorem 6. Then, for any where .
D. Examples
We have computed the bounds on the error exponent in Theorems 6 and 8 for two LDPC code ensembles. The first is regular. The second is regular. The results were compared to the bound on the error exponent under ML decoding in Theorem 12. Theorem 5 asserts that for a code, and for a code. Theorem 7 yields the same bounds for . Theorem 11 asserts that for a code, and that for a code. Using these values in Theorems 6, 8, and 12 yields the plots in Figs. 3 and 4 . Both figures show that the bounds on the error exponent of both the iterative decoding and ML decoding algorithms have similar shapes with a waterfall region. It can also be seen that the gap between iterative and ML decoding is larger for a code compared to a code. The last observation is consistent with our results in [3] , where we have considered, for an arbitrary binary-input symmetric-output channel, the performance under iterative decoding of a regular code with fixed planned rate , as grows. We showed that in this case, the algorithm becomes useless as grows. On the other hand, the performance of ML decoding improves (the error exponent approaches the random coding error exponent) as grows [18] .
E. Discussion
1) Expander Graph Arguments:
In [2] , we showed how expander graph arguments similar to those in [26] can be used to analyze various message-passing decoding algorithms, including Gallager's hard-decoding algorithm and Gallager's soft-decoding algorithm with appropriate clipping of the messages. Consider an LDPC ensemble with block length sufficiently large, and minimum left degree larger than five.
In [2] , we showed that except for a small fraction of graphs that do not have the required expansion, the various message-passing algorithms considered can correct a linear number of erroneous bits. These results can be combined with the concentration result in [17] and [20] to show that when these algorithms are used, the decoding error probability is exponentially decreasing, even when an outer code (concatenation) is not applied. However, as was noted in Section I, the error exponent can only be bounded from below by an extremely small value.
When the BEC is considered, the expander graph arguments can be simplified significantly as follows. First recall that a expander is a bipartite graph with the property that for any set of variable nodes with , ( is the set of edges of , and is the corresponding set of neighbors). Now consider a bipartite graph which is drawn at random from the ensemble, and suppose that the minimum left degree is larger than two. Suppose further that there exists a stopping set of size or less, whose set of check neighbors is . Since each element of is connected to by at least two edges, we have
Hence, cannot be a expander with . On the other hand, by [2, Lemma 1] , if the minimum left degree is larger than two then is a expander w.p. , for any sufficiently small and . Thus, w.p. , cannot have a stopping set of size or less. The same conclusion follows from Theorem 5. However, Theorem 5 provides a tighter bound on the minimum size of a stopping set , since it utilizes other sources of information beyond the fact that the graph is an expander. We note that the connection between expansion and correction on the BEC was previously mentioned in [16] .
2) Minimum Distance and Minimum Size of a Stopping Set: Comparing the analysis of ML decoding in Section V-C to the analysis of iterative decoding in Section V-A, we see that the significance of the minimum size of a stopping set to iterative decoding is similar to the significance of the minimum distance to ML decoding. In fact the minimum size of a stopping set is also the minimum number of channel erasures that cannot be corrected under iterative decoding. Similarly, the minimum distance is the minimum number of channel erasures that cannot be corrected under optimal (ML) decoding. Therefore, the minimum size of a stopping set cannot be larger than the minimum distance.
When the block length is sufficiently large and the minimum left degree is larger than two, both the minimum distance and the minimum size of a stopping set of most codes in the ensemble will be lower-bounded by some fraction of .
VI. CONCLUSION
We described how asymptotic estimates of powers of polynomials with nonnegative coefficients can be used in the analysis of LDPC codes. These estimates were shown useful both for deriving results regarding ML properties of the codes and for deriving results on iterative decoding over the BEC. Whereas the asymptotic distance spectrum of the codes is exact, the bound on the error exponent under iterative decoding is not tight. The derivation of tighter bounds is left for further research. Another possibility for further research is the generalization of the results to channels other then the BEC. Finally, we note that [5] , [8] , [9] , [11] , [12] can be used to derive higher order approximations to the average distance spectrum and to the distribution of the spectrum of stopping sets. 
and (80) Thus,
where the maximum over is again subject to the constraints (78)-(80). We thus get (using the convention that ) . Hence, is strictly convex over the real line. This shows that it has a unique minimum, .
APPENDIX B PROOF OF (84)
To see why (84) holds, note first that the right-hand side is an upper bound on the left-hand side, since choosing satisfies (85)-(87). Now denote by the value of at which the maximum of the right-hand side of (84) is attained, subject to (85)-(87). We assume that this maximum is finite (greater than ), since otherwise the claim is trivial. Denote 
