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Abstrakt
Tato diplomová práce se zabývá problematikou zlomkových diferenciálních rovnic. Jedním
z cílů je uvedení přehledu základních typů zlomkových diferenciálních rovnic. Je však velmi
obtížné najít jejich přesná řešení, proto budeme analyzovat hlavní kvalitativní vlastnosti
řešení, kterými jsou stabilita a asymptotika. Část textu bude věnována zlomkovým dife-
renčním rovnicím, tedy diskuzi numerického řešení. Na závěr práce bude detailně popsán
Bagleyho-Torvikův model z hlediska kvalitativních vlastností a numerického řešení.
Summary
This master’s thesis deals with fractional diﬀerential equations. One of the aims of this
thesis is to mention summary of basic types of fractional diﬀerential equations. It is very
diﬃcult to ﬁnd their exact solution, hence we will analyze the main qualitative properties
of solution, which are stability and asymptotics. Part of the text will be devoted to
fractional diﬀerence equations, i.e. discussion of numerical solution. At the end of thesis
the Bagley-Torvik model will be described with respect to qualitative properties and
numerical solution.
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ÚVOD
1. Úvod
Zlomkový kalkulus tvoří významnou část matematické analýzy, která se v posledních
letech značně rozvíjí, zejména vzhledem k řadě aplikací. Stručně vyjádřeno, tato oblast
matematiky se zabývá derivacemi a integracemi funkcí libovolných řádů, tedy i neceločí-
selných.
Jak už název napovídá, první myšlenkou pro toto zobecnění klasického kalkulu bylo
nahrazení přirozeného n jakožto řádu derivace za libovolné n ve tvaru zlomku. Tato otázka
se později rozšířila na náhradu n libovolným reálným a dokonce i komplexním číslem.
V roce 1695 se poprvé objevuje zmínka o zlomkovém kalkulu v dopise francouzského
matematika G. de l’Hospitala, který byl určen do rukou německého ﬁlozofa a matematika
G. W. Leibnize. Ten označil n-tou derivaci funkce f symbolem
dn
dxn
f(x), n ∈ Z+,
čímž inspiroval de l’Hospitala k otázce, co by znamenal tento výraz pro n = 1/2. S vidinou
do budoucna Leibniz odpovídá: „Thus it follows that d1/2x will be equal to x(dx/x)1/2.
This is an apparent paradox from which, one day, useful consequences will be drawn.ÿ
Později se začali o zlomkový kalkulus zajímat i další významní matematikové. Odvo-
zením vztahu
dm
dxm
· d
n
dxn
f(x) =
dm+n
dxm+n
f(x)
nepřímo přispěl i J. L. Lagrange. Počátkem 19. století S. F. Lacroix vyjádřil n-tou derivaci
mocninné funkce xm pro m ∈ Z+ jako
dnxm
dxn
=
m!
(m− n)! x
m−n, m ≥ n,
kterou s použitím Gamma funkce (viz odstavec 2.1) můžeme přepsat do tvaru
dnxm
dxn
=
Γ(m+ 1)
Γ(m− n+ 1) x
m−n.
Na konkrétním příkladě pak ukázal, že úpravami typickými pro klasické formalisty může
dojít ke stejným výsledkům jako při použití dnes známé Riemannovy-Liouvilleovy deﬁnice
zlomkové derivace. Pro funkci x a její poloviční derivaci odvodil
d1/2x
dx1/2
=
2
√
x√
pi
.
V roce 1823 byla poprvé použita zlomková operace norským matematikem N. H. Abe-
lem k řešení integrální rovnice popisující problém tautochrony. Tautochrona je řešením
úlohy o nalezení tvaru křivky takové, že doba sestupu hmotného bodu po této křivce
vlivem gravitace nezávisí na jeho počáteční poloze na této křivce. Zmíněná rovnice je
tvaru
k =
∫ x
0
(x− t)−1/2f(t) dt,
ve které hledáme funkci f(x) při předem dané konstantě k. Po úpravách byl odvozen
vztah
d1/2
dx1/2
k =
√
pif(x),
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odkud výpočtem poloviční derivace získáme hledanou funkci f(x). Abel tedy odvodil, že
zlomková derivace konstanty není vždy rovna nule, jak je tomu při klasické derivaci, což
dále hraje v teorii zlomkového kalkulu významnou roli.
Dále se v této oblasti matematiky prosadili i jiní matematici. J. Liouville například
odvodil vztah pro výpočet zlomkové derivace libovolného reálného řádu, problémem však
bylo jeho omezené použití, protože derivovaná funkce musela být vyjádřená ve tvaru
nekonečné řady. Jeho druhá deﬁnice byla pouze pro funkce tvaru x−a pro a > 0.
G. F. B. Riemann zobecněním Taylorovy řady odvodil vztah
D−νf(x) =
1
Γ(ν)
∫ x
a
(x− t)ν−1f(t)dt+ ψ(x),
kde symbolem D−νf(x) rozumíme zlomkový integrál řádu ν a ψ(x) je doplňková funkce.
Z něj se později odvodila Riemannova-Liouvilleova deﬁnice pro výpočet zlomkového inte-
grálu, která je v další části textu deﬁnována a dále používána. Kromě Riemannovy-Liou-
villeovy deﬁnice existují ještě další, které budou později uvedeny. (Podrobnější informace
o vzniku zlomkového kalkulu lze najít např. v [10], [12] nebo [13].)
Na základě deﬁnování těchto zlomkových diferenciálních operátorů můžeme přejít k
řešení mnoha technických problémů, které jsou popsány zlomkovými diferenciálními rov-
nicemi. Jsou to rovnice obsahující obecně několik diferenciálních operátorů, z nichž ale-
spoň jeden je zlomkový. Stejně jako v oblasti klasických diferenciálních rovnic můžeme i
zlomkové rovnice klasiﬁkovat obvyklými způsoby. Jsou to například obyčejné a parciální
zlomkové diferenciální rovnice, jim odpovídající počáteční a okrajové úlohy, problémy li-
neární a nelineární (homogenní a nehomogenní), rovnice s konstantními koeﬁcienty, atd.
V řadě případů se ukazuje, že matematický model popsaný pomocí zlomkových derivací
je často přesnější než v případě klasické diferenciální rovnice.
Nyní uvedeme několik konkrétních problémů, které jsou těmito zlomkovými diferen-
ciálními rovnicemi popsány (přesné vymezení všech potřebných pojmů bude provedeno v
průběhu dalšího textu). Dnes již klasickým modelem je tzv. Bagleyho-Torvikova rovnice
x′′(t) + aCD3/2x(t) + bx(t) = 0,
sestavená zmíněnými autory v sérii prací v průběhu 80. let minulého století (podrobněji
viz [7] a [13]). Tato rovnice popisuje oscilatorický pohyb desky ponořené v newtonovské
tekutině. Hledaná funkce x(t) zde vyjadřuje posunutí této desky, koeﬁcienty a a b jsou
reálné konstanty závisející na hmotnosti a ploše desky, dále na tuhosti pružiny, kterou je
deska připevněna, a na hustotě a viskozitě tekutiny. Symbol CD3/2x(t) značí Caputovu
zlomkovou derivaci funkce x(t) řádu 3/2, která bude později deﬁnována. Této rovnici se
budeme podrobněji věnovat v kapitole 5.
Dalším příkladem je Bassetova rovnice
D1x(t) + aDβx(t) + bx(t) = f(t),
kde 0 < β < 1 (podrobněji viz [7]). Tato rovnice je nejčastěji uvažována pro β = 1/2 a
popisuje síly vznikající při ponoření sférického objektu do nestlačitelné viskózní tekutiny.
V úvodu třetí kapitoly tuto rovnici využijeme jako ilustrační příklad pro převod rovnice
s více derivacemi různých řádů na soustavu zlomkových diferenciálních rovnic stejného
řádu.
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Budeme-li uvažovat počáteční problém pro jednu z nejjednodušších zlomkových dife-
renciálních rovnic, která se v aplikacích objevuje, získáme vyjádření relaxační-oscilační
rovnice
Dαx(t) + ax(t) = f(t), t > 0,
kde 0 < α ≤ 2, (podrobněji viz [13]).
Doposud zmíněné zlomkové diferenciální rovnice byly obyčejné. Dále uvedeme několik
příkladů využití zlomkových diferenciálních operátorů v oblasti parciálních diferenciálních
rovnic. Jednou z nejvýznamnějších aplikací využívající tyto operátory je modelování difúze
v porézních strukturách, polymerických materiálech nebo při přenosu náboje v amorfních
polovodičích. Rovnice popisující tento proces je pro jednorozměrnou úlohu následující:
Dαu(x, t) =
∂2u(x, t)
∂x2
.
Neznámá funkce u(x, t) zde vyjadřuje koncentraci difundující látky v tekutině. Tato rov-
nice je pro libovolné α označována jako zlomková difúzně-vlnová rovnice. Pro α = 1 jde
o klasickou difúzi, α = 2 značí klasickou vlnovou rovnici. Uvažujeme-li 0 < α < 1, jde o
tzv. velmi pomalou difúzi, zatímco pro 1 < α < 2 mluvíme o tzv. střední difúzi. Speciál-
ními volbami koeﬁcientů rovnice a počátečních, příp. okrajových podmínek získáme např.
Nigmatullinovu difúzní rovnici, Schneiderovu-Wyssovu nebo Mainardiho (podrobněji viz
[12] a [13]).
Další oblastí fyziky, kterou můžeme modelovat pomocí parciálních zlomkových dife-
renciálních rovnic, je teorie přenosu tepla a hmoty. Uveďme například rovnici(
∂
∂t
− ∂
2
∂x2
+ γ
)
T (x, t) = 0,
kde konstanta γ a funkce T (x, t) jsou dány. Tepelný tok zavedeme jako
qs(t) =
∂T (x, t)
∂x
.
Samotná rovnice není zlomková, ale úpravami přejde do tvaru zlomkové diferenciální rov-
nice (podrobněji viz [13]).
Na závěr úvodní části se stručně zmíníme o struktuře této práce. Po úvodní kapitole
shrnující historický vývoj zlomkového kalkulu a uvádějící několik základních zlomkových
modelů přejdeme k zavedení některých základních pojmů z oblasti klasické matematické
analýzy, které dále v textu využijeme. Budou to Gamma funkce představující zobecnění
faktoriálu pro komplexní čísla a funkce Mittagova-Leﬄerova typu, které hrají ve zlomko-
vém kalkulu stejně významnou roli jako exponenciální funkce v teorii klasických diferenci-
álních rovnic. Jak jsme již zmínili, existuje více přístupů pro zavedení zlomkových operá-
torů. V této práci uvedeme pouze tři z nich, které budeme dále používat. Závěrem druhé
kapitoly popíšeme Laplaceovu a Z-transformaci, díky kterým se nám podaří analyzovat
vybrané diferenciální a diferenční rovnice. Ve třetí kapitole přejdeme k vyšetřování kva-
litativních vlastností zlomkových diferenciálních rovnic, zejména jejich stability. Obecné
pojmy a poznatky pak budou ilustrovány na testovacích rovnicích. Diferenční analogií k
této části textu bude následující kapitola, která bude věnována diskrétní variantě těchto
testovacích rovnic a jejich stabilitě a asymptotice. Celou tuto teorii poté aplikujeme na
10
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analýzu stability a asymptotiky Bagleyho-Torvikova modelu, jak ve spojitém, tak v dis-
krétním případě. Závěrem zhodnotíme dosažené výsledky a porovnáme vlastnosti řešení.
Závěrečná kapitola pak shrnuje a komentuje dosažené výsledky a formuluje některé ote-
vřené problémy ze studované problematiky.
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2. Matematický aparát
V oblasti zlomkového kalkulu se můžeme setkat s mnoha netriviálními funkcemi. V
této kapitole uvedeme společně s některými vlastnostmi jen ty funkce, které budeme v
dalším využívat (viz [11]). Díky těmto funkcím můžeme deﬁnovat základní vztahy pro
výpočet zlomkových derivací ve spojitém případě a následně i jejich diskrétních analogií
ve formě zlomkových diferencí. Dále budeme potřebovat nástroje k úpravám a analýzám
některých výrazů, kterými budou Laplaceova a Z-transformace.
2.1. Gamma funkce
Jednou ze základních funkcí zlomkového kalkulu je Eulerova Gamma funkce nebo také
Eulerův integrál druhého druhu. Představuje zobecnění faktoriálu pro obor komplexních
čísel. Je to funkce deﬁnovaná vztahem
Γ(z) =
∫ ∞
0
e−ttz−1dt,
která konverguje pouze pro ℜe(z) > 0. Dalším vyjádřením je Gaussova limitní deﬁnice
Γ(z) = lim
n→∞
n!nz
z(z + 1) . . . (z + n)
(2.1)
pro z ∈ CrZ−0 . Na následujícím obrázku je vykreslena Gamma funkce pro reálné hodnoty
svého argumentu.
Obrázek 2.1: Gamma funkce pro reálné hodnoty svého argumentu.
Nejpoužívanějšími vlastnostmi Gamma funkce jsou
(a) Γ(1) = 1,
(b) Γ(z) = (z − 1)!, z ∈ Z+,
(c) Γ(z + 1) = zΓ(z), z ∈ R+.
Jak jsme dříve uvedli, a dokazuje to i předchozí vztah (b) pro kladná celá čísla, Gamma
funkce je spojena s faktoriálem, který je základem pro deﬁnování kombinačních čísel. Ta
budeme v dalším používat, a proto zde připomeneme známý vztah
12
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(
z
z − k
)
=
Γ(z + 1)
Γ(z − k + 1) Γ(k + 1) ,
z a k jsou komplexní čísla splňující příslušné podmínky.
Pro Gamma funkci a kombinační čísla existuje řada asymptotických a jiných vztahů,
které dávají informaci o kvalitativním chování příslušných výrazů. Dále formulujeme
pouze ty, jejichž vlastnosti později využijeme.
(
m− p− 1
m
)
= (−1)m
(
p
m
)
, m ∈ Z+, p ∈ R, (2.2)(
p
m
)
∼ (−1)
m
mp+1Γ(−p) , m→∞, m ∈ Z
+, p ∈ Rr Z+0 , (2.3)
kde symbolem ∼ rozumíme asymptotickou ekvivalenci ve smyslu
ϕ(t) ∼ ψ(t), t→∞ ⇔ ϕ(t)
ψ(t)
→ konst., t→∞.
Pomocí (2.1) můžeme deﬁnovat reciprokou Gamma funkci (tedy její převrácenou hod-
notu)
1
Γ(z)
= lim
n→∞
z(z + 1) . . . (z + n)
n!nz
a z jejího grafu můžeme vidět, že je spojitá a v bodech nespojitosti funkce Gamma má
nulovou hodnotu.
Obrázek 2.2: Reciproká Gamma funkce pro reálné hodnoty svého argumentu.
Pro účely vyjádření řešení zlomkových diferenčních rovnic zavedeme zobecnění Gamma
funkce, tzv. h-Gamma funkci (viz [6])
Γh(z) = lim
n→∞
n!hn(nh)(z/h)−1
z(z + h) . . . (z + (n− 1)h) , (2.4)
kde z ∈ Cr hZ−0 , h > 0. V závislosti na Gamma funkci ji lze vyjádřit jako
Γh(z) = h
(z/h)−1Γ
(z
h
)
. (2.5)
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Funkce Γh zúžená na (0,∞) je charakterizována vlastnostmi
(a) Γh(z + h) = zΓh(z),
(b) Γh(h) = 1.
Ve výrazech vzniklých řešením zlomkových diferenčních rovnic se vyskytují neceločí-
selné mocniny, které pomocí h-Gamma funkce můžeme vyjádřit jako
z(µ) =
Γh(z + µh)
Γh(z)
, µ ∈ R, z ∈ hZ+. (2.6)
2.2. Mittagovy-Leﬄerovy funkce
Při řešení obyčejných diferenciálních rovnic hraje významnou roli exponenciální funkce,
jejíž analogií ve zlomkových diferenciálních rovnicích jsou Mittagovy-Leﬄerovy funkce.
Uvažujeme-li exponenciální funkci komplexní proměnné z danou jako součet nekonečné
řady
ez =
∞∑
k=0
zk
k!
,
pak jejím zobecněním získáme
Eα,β(z) =
∞∑
k=0
zk
Γ (αk + β)
, (2.7)
což je vztah deﬁnující Mittagovu-Leﬄerovu funkci závisející na dvou komplexních para-
metrech α a β. Tyto parametry musí splňovat podmínky ℜe(α) > 0 a ℜe(β) > 0 a jejich
speciálními volbami lze získat některé známé funkce
E1,1(z) =
∞∑
k=0
zk
Γ (k + 1)
=
∞∑
k=0
zk
k!
= ez,
E2,1(z
2) =
∞∑
k=0
z2k
Γ (2k + 1)
=
∞∑
k=0
z2k
(2k)!
= cosh(z),
E2,2(z
2) =
∞∑
k=0
z2k
Γ (2k + 2)
=
1
z
∞∑
k=0
z2k+1
(2k + 1)!
=
sinh(z)
z
.
Zvolíme-li parametr β = 1, pak (2.7) nazýváme jednoparametrická Mittagova-Leﬄerova
funkce.
Stejně jako pro Gamma funkci existuje i pro funkce Mittagova-Leﬄerova typu mnoho
různých vztahů, ze kterých uvádíme dvě asymptotická vyjádření popsaná v následujícím
lemmatu (viz [14]).
Lemma 2.1. Nechť 0 < α < 2, β je libovolné komplexní číslo a µ je libovolné reálné číslo
takové, že
piα
2
< µ < min{pi, piα}.
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Pak pro libovolné celé číslo p ≥ 1 platí následující vztahy:
Eα,β(z) =
1
α
z(1−β)/α exp(z1/α)−
p∑
k=1
z−k
Γ(β − αk) +O(|z|
−1−p)
pro |arg(z)| ≤ µ a |z| → ∞;
Eα,β(z) = −
p∑
k=1
z−k
Γ(β − αk) +O(|z|
−1−p) (2.8)
pro µ ≤ |arg(z)| ≤ pi a |z| → ∞.
Landaův symbol O značí asymptotické chování funkcí a budeme jej chápat v obvyklém
smyslu jako
O(ψ(t)) = {ϕ(t); ∃k > 0, ∃t0 > 0 : |ϕ(t)| ≤ k|ψ(t)|, ∀t ≥ t0}.
2.3. Zlomková derivace
Nyní můžeme přejít k deﬁnování základních vztahů pro výpočet zlomkových derivací.
Existuje několik přístupů, které se vzájemně více či méně liší. My se v této práci omezíme
pouze na dva, konkrétně na Riemannův-Liouvilleův a Caputův, které se v oblasti zlom-
kového kalkulu řadí mezi nejvýznamnější (z důvodu numerických aproximací zmíníme i
přístup Grünwaldův-Letnikovův). Nejprve zavedeme označení pro operátory derivace a
integrace, potom je rozšíříme na n-násobné varianty, na základě kterých odvodíme zobec-
nění pro případ neceločíselný (viz [7]).
Symbolem D budeme značit operátor, který zobrazí diferencovatelnou funkci f na její
derivaci, tj.
Df(x) := f
′
(x).
Pro funkci f riemannovsky integrovatelnou na intervalu 〈a, b〉 budeme symbolem Ja
značit operátor, který tuto funkci zobrazí na její primitivní funkci s počátečním bodem
a, tj.
Jaf(x) :=
∫ x
a
f(t)dt, a ≤ x ≤ b.
Pro n ∈ Z+ značíme n-tou derivaci Dn a n-násobný integrál Jna . Pak píšeme D1 := D,
J1a := Ja a D
n := DDn−1, Jna := JaJ
n−1
a pro n ≥ 2.
Nyní se budeme zabývat otázkou, jak zavést n-tou derivaci pro n /∈ Z+. K tomu je
nutné, abychom nejdříve vyjádřili n-násobný integrál. Ten je podle následujícího lemmatu
vyjádřitelný tzv. Cauchyho formulí.
Lemma 2.2. Nechť je f(x) funkce riemannovsky integrovatelná na 〈a, b〉. Pak pro a ≤
x ≤ b a n ∈ Z+ platí
Jna f(x) =
1
(n− 1)!
∫ x
a
(x− t)n−1f(t)dt. (2.9)
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Protože podle našeho označení platí DnJna f = f , lze snadno ukázat, že platí i dále
uvedený vztah.
Lemma 2.3. Nechť m,n jsou taková přirozená čísla, že m > n, a funkce f má spojitou
n-tou derivaci na intervalu 〈a, b〉. Pak
Dnf = DmJm−na f. (2.10)
Na základě těchto vztahů dále zobecníme integrál pro neceločíselný případ. Protože
jediným pořadavkem na funkci f(x) v (2.9) je její integrovatelnost, lze n ∈ Z+ nahradit
α ∈ R+ a faktoriál Eulerovou Gamma funkcí. Pak máme
Jαa f(x) =
1
Γ (α)
∫ x
a
(x− t)α−1f(t)dt, (2.11)
kde je splněna podmínka integrovatelnosti α − 1 > −1. Tímto jsme vyjádřili zlomkový
integrál Riemannova-Liouvilleova typu. Dodejme, že pro α = 0 položíme J0af(t) = f(t).
Pro n-tou derivaci bohužel namáme k dispozici vhodný vztah podobný Cauchyho for-
muli, proto k zavedení Riemannovy-Liouvilleovy neceločíselné derivace musíme vycházet
ze vztahu (2.11) pro neceločíselný integrál. Vraťme se ke vztahu (2.10). Předpokládejme,
že α = n /∈ Z+. Musíme najít takové celé číslo m > α, aby bylo co nejmenší. Potom
můžeme deﬁnovat zlomkovou derivaci Riemannova-Liouvilleova typu.
Deﬁnice 2.4. Nechť α ∈ R+ a m = ⌈α⌉. Pak operátor deﬁnovaný jako
Dαa f := D
mJm−αa f
nazýváme Riemannův-Liouvilleův zlomkový diferenciální operátor řádu α.
Symbolem ⌈α⌉ rozumíme nejmenší celé číslo takové, které je větší nebo rovno α. Upřes-
něme, že požadavek, aby m bylo celé číslo, se zúží na přirozené číslo, protože α ∈ R+.
K tomuto operátoru vyjádříme příslušnou Riemannovu-Liouvilleovu zlomkovou derivaci
řádu α ∈ R+ funkce f(x) jako
Dαa f(x) =
dm
dxm
1
Γ(m− α)
∫ x
a
(x− t)m−α−1f(t)dt, m = ⌈α⌉. (2.12)
V dalším budeme symbol Dαa psát ve tvaru
RLDαa a místo J
α
a budeme používat
RLD−αa .
Jiným zobecněním zlomkové derivace je Caputův přístup. Ten se od Riemannova-
-Liouvilleova liší tím, že zaměníme pořádí integrace a derivace v deﬁničním vztahu. Tedy
D̂αa f := J
m−α
a D
mf,
kde α ∈ R, m = ⌈α⌉ a Dmf je funkce integrovatelná na 〈a, b〉. Potom místo D̂αa píšeme
CDαa a platí
CDαaf(x) =
1
Γ (m− α)
∫ x
a
(x− t)m−α−1f (m)(t)dt. (2.13)
Jako poslední přístup zmíníme Grünwaldův-Letnikovův. Ten se používá zejména k
výpočtům numerického řešení. Zde vycházíme ze známého vzorce pro klasickou derivaci
spojité funkce f(x)
f ′(x) =
df(x)
dx
= lim
h→0
f(x)− f(x− h)
h
,
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který indukcí pro n ∈ Z+ upravíme do tvaru
f (n)(x) =
dnf(x)
dxn
= lim
h→0
1
hn
n∑
k=0
(−1)k
(
n
k
)
f(x− kh).
Zobecněním pro α ∈ R+ dostaneme vztah
GLDαaf(x) = lim
h→0
∆αhf(x)
hα
, ∆αhf(x) =
⌈x−a
h
⌉∑
k=0
(−1)k
(
α
k
)
f(x− kh).
Dá se ukázat, že tento přístup je ekvivalentní s Riemannovou-Liouvilleovou deﬁnicí zlom-
kové derivace, čehož se v aplikacích využívá (viz také [13]).
V celém textu budeme v případě potřeby rozlišovat mezi příslušnými typy zlomkových
derivačních operátorů užitím výše zavedené symboliky. V případě, kdy na typu derivace
záviset nebude, užijeme symbol Dα bez bližší speciﬁkace typu.
2.4. Zlomková diference
V dalším se budeme zabývat jak analýzou lineárních zlomkových diferenciálních rovnic,
tak i analýzou jejich diskrétních analogií, tedy lineárních zlomkových diferenčních rovnic.
K tomu je nutné nejprve deﬁnovat pojem diference, následně i její zlomkové podoby.
Diference se zavádí pro diskrétně se měnící veličiny, které se dají popsat posloupnostmi.
Pro posloupnost x(n) rozlišujeme tři tvary diferencí:
(a) ∆x(n) = x(n+ 1)− x(n),
(b) ∇x(n) = x(n)− x(n− 1),
(c) δx(n) = x (n+ 1/2)− x (n− 1/2) ,
kde v případě (a) mluvíme o dopředné diferenci, (b) je zpětná diference a (c) značí cent-
rální diferenci. My se dále omezíme na zkoumání diferenčních rovnic se zpětnou diferencí.
Abychom mohli přejít k příslušným zlomkovým rovnicím, je třeba nejprve zadeﬁnovat
pojem zlomkové diference. Tu můžeme dále rozdělit na dva případy, Riemannovu-Liou-
villeovu a Caputovu, které se vzájemně budou lišit opět jen záměnou pořadí prováděných
operací. Ačkoliv lze pojem zlomkové diference zavést (podobně jako v případě derivací)
pro libovolný řád α ∈ R+, omezíme se pro jednoduchost pouze na případ 0 < α < 1, který
je z hlediska analýzy prováděné v dalších kapitolách této práce postačující. Ze stejného
důvodu položíme počáteční bod a = 0.
K zavedení pojmu zlomkové diference je nejprve potřeba zavést a vyjádřit zlomkovou
sumu, která bude představovat diskrétní analogii pojmu zlomkového integrálu. Pro γ > 0
je zlomková suma posloupnosti x(n) : Z+ → R deﬁnována jako
∇−γx(n) =
n∑
k=1
(n− k + 1)(γ−1)
Γ(γ)
x(k), (2.14)
kde diskrétní neceločíselná mocnina vystupující na pravé straně tohoto vztahu je dána
vztahem (2.6) při h = 1, tedy
s(µ) =
Γ(s+ µ)
Γ(s)
, µ ∈ R, s ∈ Z+. (2.15)
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Poznamenejme, že vztah (2.14) vychází z tzv. diskrétní Cauchyho formule
n∑
km=1
· · ·
k3∑
k2=1
k2∑
k1=1
x(k1) =
n∑
k=1
∏m−1
j=1 (n− k + j)
(m− 1)! x(k),
která převádí m-násobnou sumu na jednoduchou (podobně jako klasická Cauchyho for-
mule převádí m-násobný integrál na jednoduchý integrál).
Na základě vyjádření (2.14) pak lze deﬁnovat zpětnou diferenci Riemannova-Liouville-
ova typu řádu α jako
RL∇αx(n) = ∇∇α−1x(n) = ∇α−1x(n)−∇α−1x(n− 1).
Odtud vidíme, že RL∇α je přímou diskrétní analogií operátoru zlomkové derivace Rie-
mannova-Liouvilleova typu RLDα, protože na posloupnost x(n) nejprve aplikujeme ”in-
tegraci”a následně ”derivaci”. Druhou variantou je Caputova zpětná diference, která za-
měňuje pořadí ”integrace”a ”derivace”. Pro odlišení ji budeme značit horním indexem C.
Platí tedy
C∇αx(n) = ∇α−1∇x(n) = ∇α−1 [x(n)− x(n− 1)] .
Přesné vyjádření obou těchto pojmů (vyžadující dosazení vztahu (2.14) do příslušných
operací na pravé straně deﬁnitorických vzorců, neboť α−1 < 0) bude provedeno v dalších
kapitolách.
Dosud zmiňované diference jsme uvažovali klasicky jako rozdíl dvou hodnot posloup-
nosti x(n) (tedy s krokem h = 1). S ohledem na numerické aspekty této práce rozšíříme
předcházející vyjádření na případ, kdy vzdálenost dvou sousedních hodnot nezávislé pro-
měnné je obecné h > 0. Klasická zpětná h-diference je dána vztahem
∇hx(tn) = x(tn)− x(tn−1)
h
, (2.16)
kde tn = nh, n ∈ Z+, h > 0. Analogicky jako v předcházejícím případě nejprve zavedeme
h-zlomkovou sumu, a to vztahem
∇−γh x(tn) = h
n∑
k=1
(tn − tk−1)(γ−1)
Γ(γ)
x(tk), (2.17)
kde neceločíselná mocnina na pravé straně je přímo dána vztahem (2.6).
Dále opět provedeme zobecnění ve smyslu Riemannova-Liouvilleova a Caputova přístupu.
Pomocí vztahů (2.16) a (2.17) odvodíme vztah deﬁnující zpětnou h-diferenci Riemannova-
-Liouvilleova typu
RL∇αh x(tn) = ∇h∇α−1h x(tn) =
∇α−1h x(tn)−∇α−1h x(tn−1)
h
. (2.18)
Analogicky odvodíme zpětnou h-diferenci Caputova typu
C∇αh x(tn) = ∇α−1h ∇h x(tn) = ∇α−1h
[
x(tn)− x(tn−1)
h
]
, (2.19)
kde pro oba případy platí 0 < α < 1, n = 2, 3, . . . .
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2.5. Laplaceova transformace
Deﬁnice 2.5. Nechť je f(t) funkce spojitá (nebo alespoň po částech spojitá) a deﬁnovaná
na intervalu 〈0,∞). Pak Laplaceovu transformaci funkce f(t) deﬁnujeme jako
F (s) =
∫ ∞
0
f(t) e−stdt,
pokud daný integrál konverguje pro alespoň jedno s ∈ C.
Aby daný integrál existoval, musí být funkce f(t) exponenciálního řádu β pro vhodné
β, což znamená, že musí existovat kladné konstanty M a T takové, že
|f(t)| ≤Meβt, ∀t > T.
Laplaceova transformace je zobrazení L : f(t)→ F (s). Funkce F (s) se nazývá Lapla-
ceův obraz vzoru f(t). Proměnnou t nejčastěji chápeme jako čas, tedy spojitě se měnící
veličinu. Proto je Laplaceova transformace vhodným nástrojem ke studiu spojitých sys-
témů, které se dají popsat diferenciálními rovnicemi.
Dále nebudeme uvádět Laplaceovy obrazy elementárních funkcí, pouze ukážeme, co
Laplaceova transformace udělá s klasickou derivací funkce f(t) a následně i s její zlomko-
vou variantou řádu α, protože právě obraz zlomkové derivace budeme v dalším využívat.
Nejprve tedy Laplaceova transformace n-té derivace funkce f(t), kde n ∈ Z+:
L{f (n)(t)} (s) = snF (s)− n−1∑
k=0
sn−k−1f (k)(0) = snF (s)−
n−1∑
k=0
skf (n−k−1)(0).
Pro výpočet Laplaceovy transformace zlomkových derivací budeme jako dolní mez inte-
grace uvažovat a = 0. Mějme n − 1 ≤ α < n. Pak je Laplaceova transformace Rieman-
novy-Liouvilleovy derivace řádu α funkce f(t) dána vztahem
L{RLDα0f(t)} (s) = ∫ ∞
0
e−st RLDα0f(t) dt = s
αF (s)−
n−1∑
k=0
sk
[
RLDα−k−10 f(t)
]
t=0
. (2.20)
Analogicky pro Caputovu derivaci řádu α, kde pro n− 1 < α ≤ n máme
L{CDα0f(t)} (s) = ∫ ∞
0
e−st CDα0f(t) dt = s
αF (s)−
n−1∑
k=0
sα−k−1f (k)(0). (2.21)
2.6. Z-transformace
Stejně důležitou roli jako hraje Laplaceova transformace v diferenciálních rovnicích má
Z-transformace v rovnicích diferenčních. Systémy, které jsou těmito rovnicemi popiso-
vány, jsou dány diskrétními veličinami. Místo funkcí spojitých v čase tedy pracujeme s
posloupnostmi.
Z-transfomace posloupnosti x(n) deﬁnované na Z+ je dána vztahem
x˜(z) = Z(x(n)) =
∞∑
n=0
x(n)z−n, (2.22)
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kde z je komplexní proměnná, pro kterou řada konverguje absolutně.
Narozdíl od Laplaceovy transformace, díky které jsme mohli vyjádřit Laplaceův obraz
zlomkové derivace, se Z-transformace nedá aplikovat přímo na diferenci, ale pouze na
jednotlivé členy posloupnosti.
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3. Lineární zlomkové diferenciální
rovnice
3.1. Obecný úvod
Po zavedení základních pojmů v předchozí kapitole můžeme od zlomkové derivace přejít
k jejímu využití v oblasti diferenciáních rovnic. Budeme se tedy zabývat analýzou zlom-
kových diferenciálních rovnic, a to zejména z hlediska vyšetřování hlavních kvalitativních
vlastností jejich řešení, což jsou stabilita a asymptotika.
Uvažujme následující obecnou zlomkovou diferenciální rovnici
Dnka x(t) = f(t, x(t),D
n1
a x(t),D
n2
a x(t), . . . ,D
nk−1
a x(t)), (3.1)
kde 0 < n1 < n2 < · · · < nk jsou čísla a f je vhodná reálná funkce k + 1 proměnných.
Řešením rovnice (3.1) se rozumí taková funkce x(t), která je dostatečně diferencova-
telná a vyhovuje dané rovnici. Uvažujeme-li počáteční problém, je potřeba dodat počá-
teční podmínky. Ty jsou v případě Riemannových-Liouvilleových derivací v integrálním
tvaru (tento tvar nyní neuvádíme, neboť tato práce se počátečním problémem Rieman-
nova-Liouvilleova typu nezabývá). V případě derivací Caputových pak jde o klasické počá-
teční podmínky tvaru
x(j)(0) = x
(j)
0 , j = 0, 1, ..., ⌈nk⌉ − 1.
Existence a jednoznačnost řešení takového počátečního problému je pak zaručena
příslušnými kritérii (viz [7] a [13]).
Jak plyne z vyjádření (3.1), může být zlomková diferenciální rovnice jednak vyššího
řádu, a jednak také může obsahovat zlomkové derivace různých řádů. V takovém případě
bývá nejvýhodnější převést ji na soustavu rovnic, ve kterých bude obsažena pouze jedna
zlomková derivace. To však lze provést pouze pro speciální hodnoty derivací této rovnice,
a to takové, že čísla n1, . . . , nk jsou soudělná. Navíc uvažované zlomkové derivace musejí
být Caputova typu. Protože tento převod na konkrétním tvaru dané rovnice nezávisí,
budeme ho ilustrovat na případě Bassetovy rovnice
CD10x(t) + a
CDβ0x(t) + bx(t) = f(t),
x(0) = x0,
kde 0 < β < 1. Tato rovnice popisuje síly vzniklé při ponoření sférického objektu do
nestlačitelné viskózní tekutiny, jak jsme již znímili v úvodní kapitole. Za předpokladu,
že β je racionální číslo ve tvaru podílu dvou nesoudělných přirozených čísel, tj. β =
u/v, můžeme Bassetovu rovnici přepsat na soustavu v rovnic obsahujících pouze jednu
zlomkovou derivaci řádu 1/v. Dodejme, že řád soustavy v obecném případě závisí i na
nejvyšší derivaci v rovnici obsažené (v našem případě n2 = 1). Uvažujeme-li Bassetovu
rovnici například pro β = 1/3, tedy
CD10x(t) + a
CD
1/3
0 x(t) + bx(t) = f(t), (3.2)
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pak při označení
CD
i/3
0 x(t) = zi+1(t), i = 0, 1, 2 (3.3)
přejde rovnice (3.2) na soustavu tří rovnic řádu 1/3
CD
1/3
0 z1(t) = z2(t),
CD
1/3
0 z2(t) = z3(t),
CD
1/3
0 z3(t) = −az2(t)− bz1(t) + f(t).
Je-li β iracionální, nelze tento převod provést. Jako protipříklad uveďme následující rovnici
CD1ax(t) +
C D1/pia x(t) = 0.
V obecnějším případě rovnice (3.1), jsou-li n1, ..., nk zlomky vyjádřené v nesoudělném
tvaru, bude řádem dané soustavy převrácená hodnota k hodnotě nejmenšího společného
násobku jmenovatelů uvažovaných zlomků (podrobněji k tomuto přepisu viz [7]).
Tento převod na soustavu rovnic obsahujících derivaci jediného (stejného) řádu, a to
mezi 0 a 1, usnadňuje řešení daného problému a jeho kvalitativní analýzu.
Obecná zlomková diferenciální rovnice může být analogicky jako obecná obyčejná dife-
renciální rovnice dále klasiﬁkována mnoha způsoby. My se v dalším omezíme na analýzu
homogenních lineárních zlomkových diferenciálních rovnic s konstantními koeﬁcienty. S
ohledem na výše uvedenou transformaci budeme vyšetřovat testovací rovnici
Dαax(t) = Ax(t),
kde 0 < α < 1, A je reálná čtvercová matice řádu n a x(t) = (x1(t), . . . , xn(t))T . Pro
A ∈ R1×1 tato soustava zlomkových diferenciálních rovnic přejde do skalárního tvaru
Dαax(t) = λx(t).
Tuto skalární rovnici dále využijeme v důkazech některých tvrzení, která budou uvedena
v dalších kapitolách (jejich formulace budou provedeny ve vektorovém znění, důkazy pro
jednoduchost ve skalárním znění).
3.2. Stabilita testovací diferenciální rovnice
s Riemannovou-Liouvilleovou derivací
V této části se budeme zabývat stabilitou a asymptotikou řešení lineárních zlomkových
diferenciálních rovnic s konstantními koeﬁcienty Riemannova-Liouvilleova typu. Jak jsme
zdůvodnili dříve, zkoumat tyto kvalitativní vlastnosti budeme na vektorové testovací rov-
nici.
Nejprve zavedeme pojem stability.
Deﬁnice 3.1. Řekneme, že systém
RLDαax(t) = Ax(t) (3.4)
s počáteční podmínkou
RLDα−1a x(t)|t=a = x0
je pro 0 < α < 1 a A ∈ Rn×n
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(a) stabilní právě tehdy, když pro každé x0 existuje ε > 0 takové, že ‖x(t)‖ ≤ ε pro
t ≥ 0,
(b) asymptoticky stabilní právě tehdy, když lim
t−→∞
‖x(t)‖ = 0 .
Systém (3.4) můžeme označit za autonomní, protože nezávisí na nezávisle proměnné.
Daná počáteční podmínka pro vektorovou funkci x(t) je integrálního tvaru, protože před-
pokládáme 0 < α < 1, což znamená, že RLDα−1a je operátor Riemannovy-Liouvilleovy
zlomkové integrace deﬁnovaný dříve. Poznamenejme ještě, že konkrétní volba normy v
této ani v dalších deﬁnicích neovlivní stabilitu, resp. asymptotickou stabilitu daných sys-
témů.
V dalším budeme pro zjednodušení uvažovat systém (3.4) ve tvaru
RLDα0x(t) = Ax(t), 0 < α < 1, (3.5)
který dostaneme volbou počátečního bodu a = 0. Počáteční podmínka je opět v integrál-
ním tvaru, tj.
RLDα−10 x(t) = x0.
Deﬁnice stability a asymptotické stability řešení je tedy stejná jako v případě lineárních
obyčejných diferenciálních rovnic, a to ve smyslu ohraničenosti řešení vhodnou konstantou,
resp. konvergence řešení k nule. Dále uvedeme některé věty popisující chování testovací
rovnice v závislosti na vlastních číslech λ(A) matice A (viz [9] a [14]).
Věta 3.2. Jestliže všechna vlastní čísla λ(A) matice A splňují
|arg(λ(A))| > αpi
2
, (3.6)
pak je řešení systému (3.5) asymptoticky stabilní. Navíc pro každé řešení x(t) tohoto sys-
tému platí
x(t) = O(t−1−α), t→∞.
Důkaz. Pro zjednodušení uvažujme rovnici ve skalárním tvaru
RLDα0x(t) = λx(t), (3.7)
kde λ ∈ C. Aplikací Laplaceovy transformace na tuto rovnici s počáteční podmínkou
RLDα−10 x(t)|t=0 = x0
získáme vztah
X(s)sα − x0 = λX(s),
odkud plyne řešení rovnice (3.7) ve tvaru
x(t) = x0 t
α−1Eα,α(λt
α).
Protože µ ≤ |arg(λtα)| ≤ pi, použijeme vztah (2.8) pro β = α a (3.6), čímž dostaneme
Eα,α(λt
α) = −
p∑
k=2
(λtα)−k
Γ(α− αk) +O(|λt
α|−1−p) → 0 t→∞. (3.8)
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Tedy i
‖Eα,α(λtα)‖ → 0 t→∞.
Jelikož vztah (3.8) platí pro všechna p ≥ 1 a zároveň musí splňovat p ≥ 2, budeme pro
jednoduchost uvažovat situaci p = 2, tj.
Eα,α(λt
α) = −λ
−2t−2α
Γ(−α) +O(|λt
α|−3) = O(t−2α) +O(t−3α) = O(t−2α), t→∞.
Celkem tedy
x(t) = x0 t
α−1Eα,α(λt
α)→ 0 t→∞,
a přesněji
x(t) = x0 t
α−1O(t−2α) = O(t−1−α), t→∞.

Pro upřesnění uveďme, že rovnost x(t) = O(t−1−α) chápeme po složkách. Tedy
x(t) =
 x1(t)...
xn(t)
 =
 O(t
−1−α)
...
O(t−1−α)
 .
Oblast asymptotické stability je znázorněna na obrázku 3.1. Tvoří ji vyznačená část
komplexní roviny vlevo od vymezujících polopřímek. Kdybychom uvažovali tuto oblast
včetně vymezujících polopřímek, tak by vyznačená část byla pouze oblastí stability.
Obrázek 3.1: Oblast asymptotické stability pro α = 1/2.
Věta 3.3. Jestliže všechna vlastní čísla λ(A) matice A splňují
|arg(λ(A))| ≥ αpi
2
(3.9)
a kritická vlastní čísla vyhovující podmínce |arg(λ(A))| = αpi/2 mají stejnou algebraic-
kou a geometrickou násobnost, pak je řešení systému (3.5) stabilní, ale ne asymptoticky
stabilní.
Poznamenejme, že algebraickou násobností vlastního čísla v předchozí větě rozumíme
násobnost vlastního čísla jakožto kořene charakteristického polynomu, a geometrickou
násobností chápeme počet lineárně nezávislých vlastních vektorů příslušných vlastnímu
číslu.
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Z teorie obyčejných diferenciálních rovnic je známo, že lineární autonomní systém je
asymptoticky stabilní, mají-li všechna vlastní čísla matice systému zápornou reálnou část,
což odpovídá podmínce (3.6) pro zlomkové diferenciální rovnice při α = 1.
Poznamenejme dále, že tvrzení Věty 3.3 je stejné, uvažujeme-li pouze nenulová vlastní
čísla λ(A) matice A. Nulová vlastní čísla musí navíc splňovat podmínku uvedenou v [14]
ve Větě 3.3. Za předpokladu, že bychom v podmínce (3.9) uvažovali ostrou nerovnost
a opět jen nenulová vlastní čísla, pak by řešení příslušného systému bylo asymptoticky
stabilní (viz [14]).
3.3. Stabilita testovací diferenciální rovnice
s Caputovou derivací
Nyní přejdeme k řešení stability a asymptotiky vektorové rovnice s Caputovou deri-
vací. Závěrem srovnáme řešení dvou testovacích rovnic z hlediska kvalitativních vlastností
řešení.
Deﬁnice 3.4. Řekneme, že autonomní systém
CDα0x(t) = Ax(t) (3.10)
s počáteční podmínkou x(0) = x0, je pro 0 < α < 1 a A ∈ Rn×n
(a) stabilní, jestliže pro každé x0 existuje ε > 0 takové, že ‖x(t)‖ ≤ ε pro t ≥ 0,
(b) asymptoticky stabilní, jestliže lim
t−→∞
‖x(t)‖ = 0.
Na rozdíl od předchozí testovací rovnice s Riemannovou-Liouvilleovou derivací zde
uvažujme počáteční podmínku v klasickém tvaru. Dále uvedeme analogické tvrzení za-
chycující stabilitu a asymptotiku řešení v závislosti na poloze vlastních čísel λ(A) matice
A.
Věta 3.5. Autonomní systém (3.10) je
(a) asymptoticky stabilní právě tehdy, když |arg(λ(A))| > αpi/2. Navíc pro každé řešení
platí x(t) = O(t−α), t→∞;
(b) stabilní právě tehdy, když je asymptoticky stabilní nebo mají-li kritická vlastní čísla
splňující |arg(λ(A))| = αpi/2 geometrickou násobnost jedna.
Důkaz. Analogicky jako důkaz Věty 3.2.
Oblasti stability řešení pro rovnici s Caputovou i Riemannovou-Liouvilleovou derivací
jsou podle předchozích vět velmi podobné, ale nemusejí být identické, a to na hranici
oblasti stability. Lze to ilustrovat např. na případě rovnic
RLDα0x(t) = 0, (3.11)
CDα0x(t) = 0 (3.12)
s počáteční podmínkou v integrálním tvaru
RLDα−10 x(t) = x0
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pro rovnici (3.11) a s klasickou počáteční podmínkou
x(0) = x0
pro rovnici (3.12).
Nejprve uvažujme rovnici s Riemannovou-Liouvilleovou derivací (3.11). Jejím řešením
v závislosti na příslušné počáteční podmínce je
x(t) = x0 t
α−1Eα,α(0) = x0
tα−1
Γ(α)
.
Jak můžeme vidět, tak λ = 0 v tomto případě patří do oblasti asymptotické stability,
řešení je tedy pro α ∈ (0, 1) asymptoticky stabilní. Připustíme-li α = 1, řešením bude
x(t) = x0, což je konstantní funkce, která už je pouze stabilní.
V případě rovnice s Caputovou derivací (3.12) je řešením
x(t) = x0Eα,1(0) = x0,
které není asymptoticky stabilní, ale pouze stabilní. Na rozdíl od rovnice s Riemannovou-
-Liouvilleovou derivací toto řešení nezávisí na volbě řádu derivace α, chová se stále stejně.
Dodejme, že řešení rovnice (3.11) „konvergujeÿ pro α blížící se k 1 zleva k řešení „limitníÿ
diferenciální rovnice stejně jako k řešení rovnice (3.12).
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4. Lineární zlomkové diferenční
rovnice
4.1. Obecný úvod
Jedním z hlavních cílů této práce je diskuze numerického řešení Bagleyho-Torvikovy rov-
nice, kterou provedeme v následující kapitole. Tuto rovnici budeme řešit zpětnou zlom-
kovou Eulerovou metodou (viz např. [13]). Přesněji vyjádřeno, tuto rovnici přepíšeme na
soustavu zlomkových diferenciálních rovnic řádu 1/2 podle postupu popsaného v předchá-
zející kapitole, a na každou z rovnic této soustavy budeme aplikovat zmíněnou Eulerovu
diskretizaci.
Jak dále ukážeme, tato numerická metoda velmi úzce souvisí s náhradou zlomkového
diferenciáního operátoru pomocí příslušného diferenčního operátoru. Proto budeme uva-
žovat diskrétní zlomkovou soustavu tvaru
∇αhx(tn) = Ax(tn),
kde ∇αh je Riemannův-Liouvilleův nebo Caputův diferenční operátor (připomeňme, že při
zavedení zlomkových diferenčních operátorů jsme položili pro jednoduchost a = 0, přičemž
tuto hodnotu explicitně nevypisujeme), tn = nh, h > 0, 0 < α < 1 a A je reálná čtvercová
matice řádu d. Počáteční podmínky budou stejně jako ve spojitém případě záviset na
volbě diferenčního operátoru. Tuto soustavu lze opět pro pozdější účely zjednodušit do
skalární podoby, tedy
∇αhx(tn) = λx(tn).
Než se začneme zabývat stabilitou a asymptotikou těchto diferenčních rovnic, uvedeme
jejich alternativní vyjádření, díky kterému bude analýza těchto kvalitativních vlastností
jednodušší. Uvažujme Volterrovu diferenční rovnici konvolučního typu
y(tn+1) =
n∑
k=0
a(n− k)y(tk), n = 0, 1, . . . , (4.1)
kde
a(n) =
(−1)n
1− λhα
(
α
n+ 1
)
, n = 0, 1, . . . . (4.2)
Tato rovnice je iteračním předpisem výše zmíněné zpětné zlomkové Eulerovy metody
aplikované na rovnici
Dα0x(t) = λx(t), 0 < α < 1,
(viz [8] a [13]). Ukážeme, že rovnice (4.1) je ekvivalentní s rovnicí
RL∇αh x(tn) = λx(tn), n = 1, 2, . . . . (4.3)
Protože pro 0 < α < 1 platí
RL∇αh x(tn) = ∇h∇α−1h x(tn), n = 2, 3, . . . ,
můžeme rovnici (4.3) přepsat do tvaru
∇α−1h x(tn)−∇α−1h x(tn−1)
h
= λx(tn).
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Aplikací (2.17) a (2.2) dostaneme vztah
h−α
n∑
k=1
(−1)n−k
(
α− 1
n− k
)
x(tk)− h−α
n−1∑
k=1
(−1)n−k−1
(
α− 1
n− k − 1
)
x(tk) = λx(tn),
odkud
x(tn) =
1
1− λhα
n−1∑
k=1
(−1)n−k+1
(
α
n− k
)
x(tk), n = 2, 3, . . . . (4.4)
Nahrazením n za n+ 2 v rovnici (4.4) získáme
x(tn+2) =
1
1− λhα
n+1∑
k=1
(−1)n−k+1
(
α
n− k + 2
)
x(tk), n = 0, 1, . . . , (4.5)
čímž jsme při platnosti y(tn) = x(tn+1) dokázali ekvivalenci Volterrovy rovnice (4.1), (4.2)
s rovnicí (4.3) za podmínky λ 6= h−α.
Totéž nyní provedeme pro skalární rovnici s Caputovou diferencí
C∇αh x(tn) = λx(tn), n = 1, 2, . . . . (4.6)
Protože pro 0 < α < 1 platí
C∇αh x(tn) = ∇α−1h ∇hx(tn), n = 2, 3, . . . ,
můžeme rovnici (4.6) přepsat do tvaru
∇α−1h
[
x(tn)− x(tn−1)
h
]
= λx(tn).
Aplikací (2.17) a (2.2) dostaneme vztah
h−α
n∑
k=1
(−1)n−k
(
α− 1
n− k
)
(x(tk)− x(tk−1)) = λx(tn),
odkud
x(tn) =
1
1− λhα
[
n−1∑
k=1
(−1)n−k+1
(
α
n− k
)
x(tk) + (−1)n+1
(
α− 1
n− 1
)
x(0)
]
, n = 2, 3, . . . .
(4.7)
Můžeme vidět, že rovnice (4.7) se od rovnice (4.4) uvažované v Riemannově-Liouvilleově
smyslu liší pouze o poslední člen.
Podobnými úpravami se nám podaří vyjádřit i vektorové rovnice do tvaru Volterrovy
diferenční rovnice konvolučního typu. Uvažujme nejprve vektorovou rovnici s Riemanno-
vou-Liouvilleovou diferencí
RL∇αh x(tn) = Ax(tn), 0 < α < 1, n = 1, 2, . . . ,
kde matice A a vektor x(tn) mají stejný význam jako v úvodu této kapitoly. Potom
můžeme vektor x(tn) vyjádřit jako
x(tn) = (I − hαA)−1
n−1∑
k=1
(−1)n−k+1
(
α
n− k
)
x(tk), (4.8)
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kde předpokládáme, že matice I − hαA je regulární. Analogicky převedeme i vektorovou
rovnici s Caputovou diferencí
C∇αh x(tn) = Ax(tn), 0 < α < 1, n = 1, 2, . . .
do tvaru
x(tn) = (I − hαA)−1
[
n−1∑
k=1
(−1)n−k+1
(
α
n− k
)
x(tk) + (−1)n+1
(
α− 1
n− 1
)
x(0)
]
(4.9)
opět za předpokladu regularity matice I − hαA. Analogicky jako ve skalárním případě
vidíme, že vyjádření (4.9) se od (4.8) liší opět pouze o poslední člen.
Pojmy řešení a existence řešení námi studovaných lineárních zlomkových diferenčních
rovnic s konstantními koeﬁcienty přímo vyplývají z teorie Volterrových diferenčních rov-
nic. Speciálně zdůrazněme, že ačkoliv se jedná o rovnice s tzv. neohraničenou pamětí, celý
iterační proces lze odstartovat předepsáním jediné počáteční podmínky.
4.2. Stabilita diferenční rovnice
s Riemannovou-Liouvilleovou diferencí
Nyní přejdeme k již zmíněnému vyšetřování kvalitativních vlastností diferenční rovnice,
kterou budeme uvažovat ve vektorovém tvaru. Nejprve budeme opět studovat rovnici s
Riemannovou-Liouvilleovou diferencí.
Deﬁnice 4.1. Řekneme, že systém zlomkových diferenčních rovnic
RL∇αh x(tn) = Ax(tn), 0 < α < 1, n = 1, 2, . . . (4.10)
s počáteční podmínkou
RL∇α−1h x(0) = x0, (4.11)
kde A ∈ Rd×d a tn = nh, h > 0, je
(a) stabilní právě tehdy, když pro každé x0 existuje ε > 0 takové, že řešení x(tn) pro-
blému (4.10), (4.11) splňuje ‖x(tn)‖ ≤ ε pro všechna n = 1, 2, . . . ,
(b) asymptoticky stabilní právě tehdy, když pro každé x0 řešení x(tn) problému (4.10),
(4.11) splňuje ‖x(tn)‖ → 0 pro n→∞.
Z uvedených vztahů můžeme vidět přímou analogii s odpovídajícím diferenciálním
problémem (včetně ”integrální”podoby počáteční podmínky). Připomeňme, že konkrétní
volba normy neovlivní stabilitu ani asymptotickou stabilitu uvažovaného systému.
Nejprve uvedeme podmínky zaručující existenci a jednoznačnost řešení námi studova-
ného počátečního problému. Vlastnost hα-regresivity je speciálním případem ν-regresivity
známé z teorie časových škál (time scales) (podrobněji viz [4]).
Deﬁnice 4.2. Buď 0 < α < 1. Řekneme, že čtvercová matice A řádu d je hα-regresivní,
je-li I − hαA regulární.
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Věta 4.3. Buď A hα-regresivní. Pak má počáteční problém (4.10), (4.11) jednoznačné
řešení.
Dále zavedeme oblast
Σα(h) = Cr {z ∈ C : z = h−α(1− w)α, w ∈ C, |w| ≤ 1}. (4.12)
Vnitřek jejího doplňku v C budeme značit Uα(h). Na obrázku 4.1 je Σα(h) znázorněna
pro různé volby kroku h. Poznamenejme, že dle (4.12) leží příslušná oblast Σα(h) vně
hraničních křivek.
Obrázek 4.1: Oblast Σ0.7(h).
Pro další účely budeme pro maticiA = (aij) symbolem |A| rozumět matici |A| = (|aij|).
Ná základě tohoto označení uvedeme tvrzení popisující chování systému diferenčních rov-
nic (4.10) v závislosti na poloze vlastních čísel λ(A) příslušné matice systému A (viz
[4]).
Věta 4.4. Nechť je matice A hα-regresivní a nechť je x(tn) libovolné řešení systému (4.10).
(a) Jestliže všechna vlastní čísla λ(A) leží uvnitř Σα(h), pak je (4.10) asymptoticky
stabilní. Jestliže navíc platí, že všechna vlastní čísla matice |(I − hαA)−1| leží uvnitř
otevřeného jednotkového kruhu, pak x(tn) = O(n−1−α) pro n→∞.
(b) Existuje-li vlastní číslo λ(A) takové, že λ(A) ∈ Uα(h), pak je systém (4.10) nesta-
bilní.
Důkaz pro jednoduchost uvedeme, podobně jako v diferenciálním případě, pouze pro
skalární rovnici (4.3). Analýzu stability skalární diferenční rovnice (4.3) provedeme me-
todou Z-transformace, která je vhodná k řešení lineární Volterrovy konvoluční rovnice
(4.1), (4.2), jejíž ekvivalenci s (4.3) jsme dříve ukázali. Stabilitu určíme analýzou kořenů
příslušné charakteristické rovnice
z − a˜(z) = 0, (4.13)
kde a˜(z) je Z-transformace n-tého členu posloupnosti a(n) (viz (4.2)).
Jako přímý důsledek Věty 2.7 v [3] můžeme formulovat následující větu.
Věta 4.5. Jestliže platí, že všechny kořeny charakteristické rovnice (4.13) leží uvnitř
jednotkového kruhu, tj.
z − a˜(z) 6= 0 ∀|z| ≥ 1, (4.14)
pak je (4.1) asymptoticky stabilní.
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Důkaz Věty 4.4. Provedeme pro skalární rovnici (4.3) podle [3] a [4].
(a) Nejprve vypočítáme Z-transformaci n-tého člene posloupnosti a(n) (viz (4.2):
a˜(z) =
1
1− λhα
∞∑
k=0
(−1)k
(
α
k + 1
)
z−k =
1
1− λhα
∞∑
k=1
(−1)k−1
(
α
k
)
z−k+1 =
=
−z
1− λhα
∞∑
k=1
(
α
k
)(
−1
z
)k
=
−z
1− λhα
[(
1− 1
z
)α
− 1
]
(4.15)
∀z ∈ C, |z| ≥ 1, λ ∈ C, λ 6= h−α. Odtud dostaneme charakteristickou rovnici (4.13)
ve tvaru
z +
z
1− λhα
[(
1− 1
z
)α
− 1
]
= 0, (4.16)
a po úpravě
z
(
1 +
1
1− λhα
[(
1− 1
z
)α
− 1
])
= 0.
Kořen charakteristické rovnice z = 0 nesplňuje podmínku |z| ≥ 1, proto jej nemu-
síme uvažovat. Aby byla rovnice (4.1) asymptoticky stabilní, musí tedy pro dané λ
podle (4.14) platit
1 +
1
1− λhα
[(
1− 1
z
)α
− 1
]
6= 0 ∀|z| ≥ 1.
Nenulové kořeny zn charakteristické rovnice (4.16) splňují(
1− 1
zn
)α
= λhα, ∀|zn| < 1.
Označíme-li 1/zn = wn, dostaneme podmínku
(1− wn)α = λhα, ∀|wn| > 1,
odkud vidíme ekvivalenci s oblastí Σα(h) deﬁnované vztahem (4.12) pro z = λ. Tím
jsme ukázali, že oblast Σα(h) je oblastí asymptotické stability systému (4.10).
Dále ukážeme, že každé řešení splňuje asymptotický odhad x(tn) = O(n−1−α) pro
n→∞. Připomeňme, že vztah x(tn) = O(n−1−α) opět chápeme po složkách. Ana-
logicky jako v Důsledku 4.3. v [3] ukážeme, že platí
lim
n→∞
x(tn)
n−1−α
=
α(1− λhα)
(λhα)2Γ(1− α) x(0). (4.17)
Deﬁnujeme klesající posloupnost s kladnými členy
γ(n) = n−1−α, n = 1, 2, . . .
podle požadavků
lim
n→∞
γ(n− 1)
γ(n)
= 1,
∞∑
k=0
γ(k) <∞ a lim
m→∞
(
lim sup
n→∞
1
γ(n)
n−m∑
j=m
γ(n− j)γ(j)
)
= 0.
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Zavedeme následující vztah
L := lim
n→∞
a(n)
γ(n)
,
který podle vztahu (2.3) upravíme
L = lim
n→∞
a(n)
γ(n)
= lim
n→∞
(−1)n
(1− λhα)n−1−α
(
α
n+ 1
)
=
−1
(1− λhα)Γ(−α) .
Podobně platí
S :=
∞∑
n=0
a(n) =
1
1− λhα .
Využitím výsledků v [1] pak dostáváme
lim
n→∞
x(tn)
γ(n)
=
Lx(0)
(1− S)2
za předpokladu, že
∞∑
n=0
|a(n)| < 1. Protože
∞∑
n=0
|a(n)| =
∞∑
n=0
(−1)n
|1− λhα|
(
α
n+ 1
)
=
1
|1− λhα| ,
je uvedená podmínka splněna právě při předpokladu 1 < |1− λhα| (což je ska-
lární verze předpokladu, že vlastní čísla matice |(I − hαA)−1| leží uvnitř otevřeného
jednotkového kruhu). Celkem tedy
lim
n→∞
x(tn)
γ(n)
=
Lx(0)
(1− S)2 =
α(1− λhα)
(λhα)2Γ(1− α)x(0),
čímž jsme ukázali, že x(tn) = O(n−1−α) pro n→∞.
(b) Podle (2.22) je Z-transformace řešení x(tn)
x˜(z) =
∞∑
n=0
x(tn)z
−n. (4.18)
S využitím vlastností
Z(x(tn+1)) = zx˜(z)− zx(0) a Z
(
n∑
k=0
a(n− k)x(tk)
)
= a˜(z)x˜(z)
provedeme Z-transformaci Volterrovy rovnice (4.1) a vyjádříme
x˜(z) =
(1− λhα)x(0)(
1− 1
z
)α − λhα .
Tuto rovnici pak dosadíme do (4.18) a při označení w = 1/z dostaneme
(1− λhα)x(0)
(1− w)α − λhα =
∞∑
n=0
x(tn)w
n. (4.19)
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Funkce na levé straně (4.19) má pól v bodě
w∗ = 1− hλ1/α.
Podle předpokladu (b) dokazované věty a s přihlédnutím k tvaru (4.12) platí, že
|1− hλ1/α| < 1,
tedy |w∗| < 1. Potom má mocninná řada na pravé straně (4.19) poloměr konvergence
R < 1 a podle Cauchyho-Hadamardovy věty je
lim sup
n→∞
|x(tn)|1/n = 1
R
> 1,
proto je rovnice (4.1) nestabilní, tedy i rovnice (4.3) je nestabilní. 
Předchozí věta, zejména její část popisující asymptotický pokles řešení daného systému,
opět potvrzuje analogii mezi spojitým a diskrétním případem. Při řešení testovací zlom-
kové diferenciální rovnice s Riemannovou-Liouvilleovou derivací (3.4) je asymptotický
pokles vyjádřen jako
x(t) = O(t−1−α),
pro řešení odpovídající zlomkové diferenční rovnice (4.10) platí
x(tn) = O(n−1−α).
4.3. Stabilita diferenční rovnice s Caputovou diferencí
V další části se zmíníme o kvalitativních vlastnostech vektorové diferenční rovnice s Ca-
putovou diferencí.
Deﬁnice 4.6. Řekneme, že systém zlomkových diferenčních rovnic
C∇αh x(tn) = Ax(tn), 0 < α < 1, n = 1, 2, . . . , (4.20)
s počáteční podmínkou
x(0) = x0, (4.21)
kde A ∈ Rd×d a tn = nh, h > 0, je
(a) stabilní právě tehdy, když pro každé x0 existuje ε > 0 takové, že řešení x(tn) pro-
blému (4.20), (4.21) splňuje ‖x(tn)‖ ≤ ε pro všechna n = 1, 2, . . . ,
(b) asymptoticky stabilní právě tehdy, když pro každé x0 řešení x(tn) problému (4.20),
(4.21) splňuje ‖x(tn)‖ → 0 pro n→∞.
Dodejme, že počáteční podmínka je v tomto případě klasická, což odpovídá diskreti-
zaci Caputovy derivace. Analogicky jako v Riemannově-Liouvilleově případě platí i pro
diferenční rovnici s Caputovou diferencí následující věta popisující stabilitu systému (4.20)
v závislosti na poloze vlastních čísel λ(A) matice A zkoumaného systému.
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Věta 4.7. Nechť je matice A hα-regresivní a nechť je x(tn) libovolné řešení systému (4.20).
(a) Jestliže všechna vlastní čísla λ(A) leží uvnitř Σα(h), pak je (4.20) asymptoticky
stabilní. Navíc v tomto případě platí, že x(tn) = O(n−α) pro n→∞.
(b) Existuje-li vlastní číslo λ(A) takové, že λ(A) ∈ Uα(h), pak je systém (4.20) nesta-
bilní.
Poznámka 4.8. Uvedená tvrzení jsou dokázána v článku [5]. Princip důkazu je obdobný
jako v případě odpovídajícího Riemannova-Liouvilleova systému, tedy využívá se ekvi-
valence (4.20) a Volterrova diferenčního systému (4.1). Poněvadž se nyní jedná o systém
nehomogenní, přítomnost nehomogenního člene je nutné řešit metodou variace konstanty.
Stejně jako v případě Riemannově-Liouvilleově lze i zde vidět shodu v asymptotickém
poklesu řešení diferenciální a diferenční rovnice v Caputově smyslu. Pro řešení diferenciální
rovnice (3.10) je to
x(t) = O(t−α),
řešení zlomkové diferenční rovnice (4.20) je asymptoticky dáno vztahem
x(tn) = O(n−α).
Dodejme, že oba výrazy určující asymptotický pokles jsou opět chápány po složkách.
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5. Aplikace
5.1. Bagleyho-Torvikův model
Významnou oblastí fyziky, kterou lze modelovat pomocí zlomkového kalkulu, jsou osci-
latorické procesy. Klasickou oscilaci hmotného bodu s tlumením snadno odvodíme z 2.
Newtonova pohybového zákona ve tvaru
mx′′(t) + cx′(t) + kx(t) = f(t).
Budeme-li uvažovat zlomkové tlumení, dostaneme vyjádření Bagleyho-Torvikova modelu,
který popisuje tenkou tuhou desku ponořenou ve viskózní newtonovské tekutině (viz [2]).
Na tuto konkrétní rovnici aplikujeme výsledky předchozích kapitol. Námi studovaný počá-
teční problém je
x′′(t) + aCD
3/2
0 x(t) + bx(t) = 0, t > 0, (5.1)
x(0) = 0, (5.2)
x′(0) = 0, (5.3)
kde
a =
2s
√
µρ
m
, b =
k
m
. (5.4)
Deska dostatečně velké plochy s má hmotnost m a je upevněna pružinou tuhosti k,
vlastnosti newtonovské tekutiny jsou dány její hustotou ρ a viskozitou µ.
Obrázek 5.1: Tenká tuhá deska ponořená ve viskózní newtonovské tekutině.
Uvedená lineární zlomková diferenciální rovnice je homogenní a s konstantními koeﬁci-
enty (v modelech později odvozených z originální Bagleyho-Torvikovy rovnice se na pravé
straně rovnice (5.1) vyskytuje funkce f(t) symbolizující vliv vnějších sil). Zdůrazněme, že
zlomkovou derivaci uvažujeme v Caputově smyslu. Jak jsme dříve uvedli, lze za určitých
podmínek převést tuto rovnici obsahující dva diferenciální operátory na soustavu rovnic
s jedním zlomkovým operátorem (stejného řádu).
Tyto podmínky jsou nyní splněny, protože rovnice (5.1) obsahuje derivace řádu 2 a
3/2, tedy soudělné hodnoty. K tomuto převodu využijeme dříve zmíněný vztah
CD
i/2
0 x(t) = zi+1(t), i = 0, 1, 2, 3.
Na rozdíl od Bassetovy rovnice, kde jsme po převodu rovnice (3.2) získali tři rovnice obsa-
hující pouze zlomkovou derivaci řádu 1/3, nyní bude převod realizován čtyřmi rovnicemi
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se zlomkovou derivací řádu 1/2. Ve vektorové podobě je Bagleyho-Torvikův počáteční
problém tvaru
CD
1/2
0 Z
T (t) = AZT (t), (5.5)
kde
A =

0 1 0 0
0 0 1 0
0 0 0 1
−b 0 0 −a
 , ZT (t) =

z1(t)
z2(t)
z3(t)
z4(t)
 .
Dosud známé výsledky o Bagleyho-Torvikově rovnici se týkaly především reprezentace
řešení pomocí funkcí Mittagova-Leﬄerova typu. Jako příklad uvedeme článek [2], kde
byla zmíněná reprezentace ilustrována na příkladě speciální Bagleyho-Torvikovy rovnice
s koeﬁcienty a = 3, b = 1 a speciální pravou stranou
f(t) =
{
8, pro 0 ≤ t ≤ 1,
0, pro t > 1.
Pro tento konkrétní případ je řešení vyjádřeno pomocí jednoparametrické Mittagovy-
-Leﬄerovy funkce jako
x(t) = ℜe[z1(t)]
= 10−2ℜe[(−4, 8 + 1, 4i)Eα(λ1tα) + (0, 9− 7, 4i)Eα(λ2tα)
+0, 348Eα(λ3t
α)− 0, 59Eα(λ4tα)].
My se zaměříme na vyšetřování asymptotické stability daného problému. Jak plyne
z dříve odvozené podmínky, k asymptotické stabilitě rovnice (5.1) je třeba diskutovat
podmínku, aby vlastní čísla λ(A) matice A splňovala
|arg(λ(A))| > αpi
2
=
pi
4
,
tedy aby ležela vlevo od os prvního a čtvrtého kvadrantu Gaussovy roviny (viz obrázek
5.2). Tuto oblast budeme dále značit jako
Σ∗1/2 =
{
λ(A); |arg(λ(A))| > pi
4
}
.
Dále sestavíme charakteristickou rovnici příslušnou systému (5.5)
det(A− λI) = λ4 + aλ3 + b = 0 (5.6)
a hledáme podmínky, pro která a a b padnou všechny kořeny rovnice (5.6) do oblasti
asymptotické stability Σ∗1/2 (tedy vlevo od os prvního a čtvrtého kvadrantu Gaussovy ro-
viny). Poněvadž rovnice (5.6) je algebraická rovnice čtvrtého stupně, lze nejprve uvažovat
o přímém postupu pomocí výpočtu a analýzy kořenů.
Substitucí λ = µ− a/4 odstraníme kubický člen kvartické rovnice, tj.
µ4 + Pµ2 +Qµ+R = 0,
kde
P = −3
8
a2, Q =
1
8
a3, R = − 3
256
a4 + b.
36
SPOJITÝ BAGLEYHO-TORVIKŮV MODEL
Obrázek 5.2: Oblast asymptotické stability Σ∗1/2.
Nyní můžeme přepsat rovnici kvartickou na součin dvou kvadratických členů
µ4 + Pµ2 +Qµ+R = (µ2 +Kµ+ L)(µ2 +Mµ+N) = 0,
jejichž koeﬁcienty vyhovují vztahům
M +K = 0, L+N +KM = P, KN + LM = Q, LN = R.
Na základě rovnosti
(x+ y)2 − (x− y)2 = 4xy
pro dvojici čísel a jejich součet, součin a rozdíl dostaneme rovnici šestého stupně ve tvaru
K6 + 2PK4 + (P 2 − 4R)K2 −Q2 = 0,
kterou pomocí substituce K2 = S převedeme na kubickou
S3 + 2PS2 + (P 2 − 4R)S −Q2 = 0.
Tu lze vyřešit pomocí Cardanových vzorců (viz [16]) a zpětnou substitucí následně i
studovaný problém vlastních čísel.
Bohužel v případě obecné kubické rovnice je výpočet velmi složitý také díky tomu,
že kořeny jsou jak reálné, tak i komplexní. Tento postup založený na přímé výpočetní
analýze rovnice (5.6) se proto jeví z výpočetního hlediska jako nevhodný.
K vyřešení asymptotické stability rovnice (5.1) s počátečními podmínkami (5.2) a (5.3)
proto zvolíme jiný postup. Inspirací pro něj je metoda známá v numerické matematice
jako boundary locus technique užívaná např. při numerické analýze diferenciálních rovnic
zpožděného typu. Podstatou této metody je popsat hranici oblasti asymptotické stability
v závislosti na podmínkách stability. V našem případě lze tuto množinu popsat jako
BL∗ = {[a, b] ∈ R2;ℜe(λ) = |ℑm(λ)| pro alespoň 1 kořen rovnice (5.6)}, (5.7)
která tvoří hranici oblasti asymptotické stability (přesněji řečeno její nadmnožinu) rovnice
(5.1).
Touto oblastí přitom budeme rozumět množinu všech reálných dvojic [a, b] takových, že
odpovídající rovnice (5.1) je asymptoticky stabilní. Pojem asymptotické stability přitom
chápeme ve smyslu asymptotické stability příslušného systému (5.5). Tuto oblast budeme
dále označovat S∗.
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Nyní přistoupíme k popisu množiny BL∗. Vlastní číslo λ(A) matice A (tedy kořen
rovnice (5.6)) budeme uvažovat v goniometrickém tvaru
λ = ρ eiϕ.
Při speciﬁkaci BL∗ předpokládáme, že arg(λ(A)) = ϕ = pi/4 (příslušnou zápornou hod-
notu ϕ neuvažujeme vzhledem k symetrii kolem reálné osy). Podle (5.6) a (5.7) tedy
hledáme množinu všech bodů [a, b] ∈ R2 takových, že(
ρ eipi/4
)4
+ a
(
ρ eipi/4
)3
+ b = 0 (5.8)
pro vhodné ρ ≥ 0. Úpravou (5.8) podle Eulerovy identity dostáváme
ρ4
(
cos
pi
4
+ i sin
pi
4
)4
+ aρ3
(
cos
pi
4
+ i sin
pi
4
)3
+ b = 0.
Porovnáním reálné a imaginární části obdržíme rovnice
Re:
ρ4 cos pi + aρ3 cos
3
4
pi + b = 0, (5.9)
Im:
ρ4 sin pi + aρ3 sin
3
4
pi = 0. (5.10)
Je-li b = 0, pak uvedená soustava (5.9) a (5.10) je splněna při ρ = 0 pro každé reálné a.
Je-li b 6= 0, pak a = 0 (neboť případ ρ = 0 nyní nastat nemůže) a dosazením do (5.9)
dostáváme b = ρ4. Množina BL∗ je tedy tvořena přímkou b = 0 a polopřímkou a = 0,
b > 0.
BL∗ rozděluje rovinu a, b na 3 části (připomeňme, že hranice hledané oblasti asympto-
tické stability S∗ je podmnožinou BL∗). Z každé z těchto částí vybereme jednoho reprezen-
tanta, tedy dvojici [a, b], pro kterého sestavíme příslušnou charakteristickou rovnici (5.6)
a přímým výpočtem zjistíme počet kořenů λ této rovnice ležících v oblasti asymptotické
stability Σ∗1/2. Na následujícím obrázku jsou tito reprezentanti vykresleni.
Obrázek 5.3: Volba koeﬁcientů a a b.
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Obrázek 5.4 znázorňuje rozložení vypočítaných vlastních čísel λ, tedy kořenů charak-
teristické rovnice (5.6) příslušných bodům [a, b] z předchozího obrázku.
Obrázek 5.4: Oblast asymptotické stability Σ∗1/2 s příslušnými vlastními čísly.
Důsledkem obrázku 5.4 je následující schéma zachycující počet kořenů λ charakteris-
tické rovnice (5.6) v závislosti na poloze bodů [a, b] ∈ R2 vzhledem k rozdělení roviny a, b
na tři oblasti podle BL∗. Přímka a polopřímka rozdělující danou oblast znázorňují dříve
popsanou množinu BL∗, která pro b = 0 tvoří celou osu a a pro b 6= 0 je daná kladnou
částí osy b, viz obrázek 5.5.
Obrázek 5.5: Počet kořenů rovnice (5.6) v oblasti stability Σ∗1/2.
Připomeňme, že systém (5.1) je asymptoticky stabilní, jestliže všechny kořeny λ cha-
rakteristické rovnice (5.6) leží v oblasti asymptotické stability Σ∗1/2. Pokud alespoň je-
den kořen λ není v této oblasti, pak je stabilita systému porušena. Z předcházejcí ana-
lýzy tedy vyplývá, že hledanou hranicí oblasti asymptotické stability S∗ jsou polopřímky
a = 0, b > 0 a b = 0, a ≥ 0, protože všechny kořeny λ leží v oblasti Σ∗1/2 pouze pro
reprezentanta prvního kvadrantu roviny a, b. Potom je tedy hledaná oblast
S∗ = {[a, b] ∈ R2; a > 0, b > 0}. (5.11)
Odtud plyne, že v reálné aplikaci libovolná volba koeﬁcientů a a b zaručí, že systém
(5.1) společně s (5.2) a (5.3) bude asymptoticky stabilní. Jiná situace nemůže z podstaty
věci nastat, protože z rovností (5.4) vidíme, že a i b mohou nabývat pouze kladných
hodnot, jelikož závisejí na kladných parametrech s,m, ρ a µ.
Pro úplnost poznamenejme, že tento výsledek byl získán pomocí metody Laplaceovy
transformace v [15]. Námi uvedený postup je konzistentní s procedurou, která bude uve-
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dena v další části pro diskrétní případ, a navíc dává i informaci o řádu konvergence řešení
v nule. Skutečně, podle Věty 3.5 platí
x(t) = O(t−1/2), t→∞
pro každé řešení x(t) rovnice (5.1).
Analýza stability rovnice (5.1) by se provedla analogicky jako v případě asymptotické
stability. Podobně by se postupovalo i v případě, kdyby zlomková derivace v rovnici (5.1)
byla Riemannova-Liouvilleova typu. Jediný zásadnější rozdíl by byl v rychlosti konver-
gence asymptoticky stabilních řešení, jejichž mocninný řád by nebyl 1/2, ale 3/2 (viz
Věta 3.2).
5.2. Diskrétní Bagleyho-Torvikův model
V další části budeme zkoumat, zda se diskrétní analogie problému (5.1), (5.2) a (5.3)
chová z hlediska kvalitativních vlastností stejně jako spojitý případ Bagleyho-Torvikova
modelu a pokusíme se najít množinu bodů [a, b], pro kterou je daná diskrétní rovnice
asymptoticky stabilní. Tuto oblast budeme v souladu se spojitým případem dále značit
S(h).
Příslušný diskrétní počáteční problém je tvaru
x′′(tn) + a
C∇3/2h x(tn) + bx(tn) = 0, tn > 0, (5.12)
x(0) = 0, (5.13)
C∇1hx(0) = 0, (5.14)
kde
a =
2s
√
µρ
m
, b =
k
m
(5.15)
a tn = nh, h > 0. Opět studujeme homogenní rovnici s Caputovým diferenčním operáto-
rem, konstanty m, s, k, ρ a µ mají stejný význam jako ve spojitém případě. Připomeňme,
že uvedené schéma představuje zlomkovou Eulerovu metodu řešení rovnice (5.1).
Stejně jako v předchozí části můžeme tuto lineární zlomkovou diferenční rovnici s
konstantními koeﬁcienty převést na soustavu čtyř diferenčních rovnic obsahujících pouze
jediný zlomkový diferenční operátor řádu 1/2 podle analogického vztahu
C∇i/2h x(tn) = zi+1(tn), i = 0, 1, 2, 3.
Ve vektorovém tvaru ji lze vyjádřit jako
C∇1/2h ZT (t) = AZT (t), (5.16)
kde A je reálná čtvercová matice soustavy totožná s maticí A soustavy (5.5). Charakte-
ristická rovnice diferenčního systému (5.16) bude tedy stejná jako v případě diferenciální
soustavy (5.5), a to
λ4 + aλ3 + b = 0. (5.17)
Při hledání množiny S(h) se budeme opět inspirovat metodou boundary locus tech-
nique. Podle (4.12) předpokládáme komplexní kořen λ charakteristické rovnice (5.17) ve
tvaru
λ = h−1/2(1− w)1/2,
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kde požadavek |w| = 1 zaručí, že λ bude ležet na hranici oblasti stability Σ1/2(h). V
komplexním oboru tato podmínka odpovídá jednotkové kružnici, tj. w = eiϕ pro ϕ ∈
〈0, 2pi〉. Podle boundary locus technique tedy hledáme množinu
BL(h) = {[a, b] ∈ R2 : λ = h−1/2 (1− eiϕ)1/2 pro alespoň jeden kořen rovnice (5.17)}.
(5.18)
Pro zjednodušení dalších výpočtů nejprve upravíme komplexní číslo z = (1 − eiϕ) do
goniometrického tvaru, tj.
z = ρ eiϕ˜,
kde ρ je velikost komplexního čísla a ϕ˜ je jeho argument. Pomocí základních pravidel pro
počítání s úhly odvodíme, že
z = (2− 2 cosϕ)1/2 · exp
{
i
(
3
2
pi +
ϕ
2
)}
.
Dále vyjádříme odmocninu tohoto komplexního čísla jako
z1/2 = (2− 2 cosϕ)1/4
[
cos
(
7
4
pi +
ϕ
4
)
+ i sin
(
7
4
pi +
ϕ
4
)]
.
Tento vztah odpovídá pouze hlavní větvi odmocniny z komplexního čísla. Druhou větev
nemusíme uvažovat, protože pro ni není splněna charakteristická rovnice (5.17). Zápis
můžeme zjednodušit přepsáním argumentu
ϕ˜ =
7
4
pi +
ϕ
4
= −pi
4
+
ϕ
4
, ϕ˜ ∈
〈
−pi
4
,
pi
4
〉
.
Potom ϕ = 4ϕ˜+ pi. Podle součtových vzorců a vzorce pro poloviční úhel je
λ = h−1/2 [2− 2 cos(4ϕ˜+ pi)]1/4 eiϕ˜ =
(
2
h
cos 2ϕ˜
)1/2
eiϕ˜, ϕ˜ ∈
〈
−pi
4
,
pi
4
〉
. (5.19)
Podle BL(h) tedy hledáme množinu bodů [a, b] ∈ R2 takových, že
ρ4(ϕ˜) (cos 4ϕ˜+ i sin 4ϕ˜) + aρ3(ϕ˜) (cos 3ϕ˜+ i sin 3ϕ˜) + b = 0, ρ(ϕ˜) =
(
2
h
cos 2ϕ˜
)1/2
,
pro vhodné ϕ˜ ∈ 〈−pi/4, pi/4〉. Rozdělením na reálnou a imaginární složku dostaneme dvě
rovnice
ℜe:
ρ4(ϕ˜) cos 4ϕ˜+ aρ3(ϕ˜) cos 3ϕ˜+ b = 0, (5.20)
ℑm:
ρ4(ϕ˜) sin 4ϕ˜+ aρ3(ϕ˜) sin 3ϕ˜ = ρ3(ϕ˜) [ρ(ϕ˜) sin 4ϕ˜+ a sin 3ϕ˜] = 0. (5.21)
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Rovnice (5.20) a (5.21) budou splněny ve třech případech:
(1)
ρ(ϕ˜) = 0 ⇔
(
2
h
cos 2ϕ˜
)1/2
= 0 ⇔ ϕ˜ = ±pi
4
,
přičemž dosazením do (5.20) máme b = 0, a libovolné.
(2)
ϕ˜ = 0,
přičemž dosazením do (5.20) dostáváme
ρ4(0) + aρ3(0) + b = 0.
(3)
ρ(ϕ˜) sin 4ϕ˜+ a sin 3ϕ˜ = 0, ϕ˜ 6= 0,
odkud vyjádříme koeﬁcient a jako
a = −ρ(ϕ˜) · sin 4ϕ˜
sin 3ϕ˜
(5.22)
a z (5.20) koeﬁcient b jako
b = ρ4(ϕ˜) · sin ϕ˜
sin 3ϕ˜
. (5.23)
Dodejme, že při úpravě (5.23) byl využit vztah
sin 4ϕ˜
sin 3ϕ˜
cos 3ϕ˜− cos 4ϕ˜ = sin(4ϕ˜− 3ϕ˜)
sin 3ϕ˜
.
Dosud jsme parametr ϕ˜ uvažovali na intervalu 〈−pi/4, pi/4〉. Z vyjádření (5.22) a (5.23)
však vidíme, že závislé proměnné a a b jsou sudé vzhledem k ϕ˜. To nám umožňuje zúžit
omezení pro ϕ˜ na 0 < ϕ˜ < pi/4. V tomto případě je nutné uvažovat ostré nerovnosti,
protože rovnice (5.22) a (5.23) jsou splněny za předpokladu ϕ˜ 6= ±pi/4 a ϕ˜ 6= 0.
Dosazením
ρ(ϕ˜) =
(
2
h
cos 2ϕ˜
)1/2
a shnutím předchozích úvah dostaneme, že hledaná množina BL(h) deﬁnovaná vztahem
(5.18) je dána dvěma přímkami
b = 0, b = −
(
2
h
)3/2
a−
(
2
h
)2
(5.24)
a křivkou danou parametricky
γ(h) =
{
(a(ϕ˜, h), b(ϕ˜, h)) ∈ R2; 0 < ϕ˜ < pi
4
}
,
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kde
a(ϕ˜, h) = −
(
2
h
cos 2ϕ˜
)1/2
sin 4ϕ˜
sin 3ϕ˜
,
b(ϕ˜, h) =
(
2
h
cos 2ϕ˜
)2
sin ϕ˜
sin 3ϕ˜
.
Množina BL(h) rozděluje rovinu a, b na pět částí a tvoří hranici oblasti asymptotické
stability S(h), přesněji její nadmnožinu pro souřadný systém a, b. Pro názornost vykres-
líme množinu BL(1).
Obrázek 5.6: Množina BL(1).
Nyní přejdeme k hledání oblasti asymptotické stability S(h). Pro konkrétní volbu bodů
[a, b] - reprezentantů výše popsaných pěti oblastí - budeme řešit charakteristickou rovnici
(5.17), tj. najdeme všechny její kořeny λ a budeme zjišťovat, jestli leží v oblasti asympto-
tické stability Σ1/2(h), která je pro různou volbu kroku h tvořena hraničními křivkami na
následujícím obrázku a jejich vnějškem v komplexní rovině (viz závěry kapitoly 4).
Obrázek 5.7: Oblast asymptotické stability Σ1/2(h).
Testováním jsme zjistili, že hledanou oblastí asymptotické stability S(h), tedy body
[a, b], pro které je rovnice (5.17) asymptoticky stabilní, jsou pouze části roviny a, b zná-
zorněné na obrázku 5.8.
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Obrázek 5.8: Oblast asymptotické stability S(1).
Lze graﬁcky ilustrovat, že oblast asymptotické stability S(h) pro h→ 0 ”konverguje”
k oblasti asymptotické stability spojitého Bagleyho-Torvikova modelu S∗, tedy k prvnímu
kvadrantu roviny a, b (tuto okolnost lze také ověřit analyticky). Zdůrazněme však, že S(h)
je při libovolném h > 0 stále nadmnožinou S∗, což indikuje stabilitu příslušné numerické
formule.
Obrázek 5.9: Množina BL(h) pro různé volby h.
Odtud můžeme vidět, že pro h→ 0 se klesající přímka popsaná vztahem (5.24) odda-
luje od osy b (tím postupně eliminuje oblast asymptotické stability ve třetím a čtvrtém
kvadrantu) a konvexní křivka γ(h) se pro h→ 0 blíží ke kladné části osy b (tím postupně
eliminuje oblast asymptotické stability ve druhém kvadrantu), přímka b = 0 se jakožto
část BL(h) nemění.
Na následujících obrázcích budeme ilustrovat, že při každé volbě bodů [a, b] z ob-
lasti mimo první kvadrant vždy najdeme takové dostatečně malé h, že daná diskrétní
Bagleyho-Torvikova rovnice už nebude asymptoticky stabilní (tj. najdeme dostatečně vel-
kou hraniční křivku oblasti stability Σ1/2(h), do jejíhož vnitřku padne alespoň jeden kořen
λ charakteristické rovnice (5.17), což zajistí nestabilitu rovnice).
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Obrázek 5.10: Vlastní čísla λ charakteristické rovnice (5.17) pro [a, b] = [−6.5, 181.4].
Obrázek 5.11: Vlastní čísla λ charakteristické rovnice (5.17) pro [a, b] = [−1,−8].
Obrázek 5.12: Vlastní čísla λ charakteristické rovnice (5.17) pro [a, b] = [1,−1853].
K uvedeným výsledkům týkajícím se stability ještě dodejme informaci o asymptotic-
kém chování diskrétních řešení v oblasti S(h). Z Věty 4.7 totiž při α = 1/2 vyplývá, že
pro každé řešení x(tn) rovnice (5.12) platí
x(tn) = O(n−1/2), n→∞.
Zdůrazněme, že tento odhad je zcela konzistentní s odhadem řešení původního Bagleyho-
-Torvikova modelu.
Závěrem tedy shrňme, že zpětná zlomková Eulerova metoda aplikovaná na Bagleyho-
-Torvikův model zachovává (při libovolném kroku h) nejen oblast asymptotické stability,
ale také rychlost konvergence příslušných řešení k nule.
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6. Závěr
Cílem této diplomové práce bylo uvedení přehledu základních typů zlomkových dife-
renciálních rovnic, analýza hlavních kvalitativních vlastností řešení pro vybrané lineární
zlomkové soustavy a diskuze numerického řešení. Tyto poznatky pak byly aplikovány při
detailní analýze Bagleyho-Torvikovy rovnice.
Původní výsledky práce jsou obsaženy zejména v kapitole poslední. Ukazují, že zpětná
zlomková Eulerova metoda může být spolehlivým numerickým prostředkem pro řešení
dvou a vícečlenných zlomkových diferenciálních rovnic. Tato metoda (stejně jako další nu-
merické metody řešení diferenciálních rovnic neceločíselných řádů) má oproti své klasické
předloze jednu nevýhodu, a tou je skutečnost, že se jedná o diferenční rovnici Volterrova
typu, tedy rovnici s nekonečnou pamětí (zatímco klasická Eulerova metoda vyžaduje v
průběhu výpočtu znalost přibližné hodnoty řešení pouze v jednom předcházejícím uzlu,
zlomková Eulerova metoda vyžaduje v průběhu výpočtu znalost přibližné hodnoty řešení
ve všech předcházejících uzlech). Jak se s touto skutečností vypořádat je jeden z možných
směrů dalšího výzkumu, který je některými autory již prováděn.
Jiným směrem, který bezprostředně navazuje na tuto práci, může být obdobná kvali-
tativní analýza v práci zmíněné Bassetovy rovnice, příp. dalších rovnic. Uvedený algorit-
mus má totiž univerzálnější použití a umožňuje analyzovat i obecnější vícečlenné rovnice.
Pro tyto rovnice však musí být splněny podmínky, zaručující přepis zkoumané rovnice
na soustavu rovnic obsahujících pouze jednu zlomkovou derivaci, resp. diferenci. Apli-
kace příslušných kritérií stability a následně i boundary locus technique však může být i
složitější otázkou, jak naznačily výpočty v poslední kapitole této práce.
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SEZNAM POUŽITÝCH ZKRATEK A SYMBOLŮ
Seznam použitých zkratek a symbolů
R množina reálných čísel
R+ množina kladných reálných čísel
C množina komplexních čísel
Z množina celých čísel
Z+ množina kladných celých čísel
Z
+
0 množina kladných celých čísel včetně nuly
Z
−
0 množina záporných celých čísel včetně nuly
hZ+ množina h násobků kladných celých čísel pro h > 0
hZ−0 množina h násobků záporných celých čísel včetně nuly pro h > 0
f (n)(z) = d
nf(z)
dzn
n-tá derivace funkce f(z)
ℜe(z) reálná část komplexního čísla z
ℑm(z) imaginární část komplexního čísla z
arg(z) argument komplexního čísla z
Γ(z) Gamma funkce proměnné z
Γh(z) h-Gamma funkce proměnné z pro h > 0
Eα,β(z) dvouparametrická Mittagova-Leﬄerova funkce proměnné z
⌈z⌉ nejmenší celé číslo z0 takové, že z0 ≥ z
O(f(z)) Landaův symbol popisující asymptotické chování funkcí
∼ Landaův symbol popisující asymptotické chování funkcí, podrobnější
zavedení viz str. 13
RLDαaf(z) Riemannova-Liouvilleova zlomková derivace funkce f(z) řádu α
CDαaf(z) Caputova zlomková derivace funkce f(z) řádu α
GLDαaf(z) Grünwaldova-Letnikovova zlomková derivace funkce f(z) řádu α
RL∇αh f(z) Riemannova-Liouvilleova zlomková h-diference funkce f(z) řádu α
C∇αh f(z) Caputova zlomková h-diference funkce f(z) řádu α
L{f(z)}(s) Laplaceova transformace funkce f(z)
Z (x(n)) = x˜(z) Z-transformace posloupnosti n-tého členu posloupnosti x(n)
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SEZNAM POUŽITÝCH ZKRATEK A SYMBOLŮ
ODR obyčejné diferenciální rovnice
Σα(h) oblast asymptotické stability pro diferenční rovnici s h-diferencí řádu
α
Uα(h) doplněk Σα(h) v C
Σ∗α oblast asymptotické stability pro diferenciální rovnici s derivací řádu
α
S∗ množina bodů [a, b], pro které je spojitý Bagleyho-Torvikův model
asymptoticky stabilní
S(h) množina bodů [a, b], pro které je diskrétní Bagleyho-Torvikův model
asymptoticky stabilní
BL∗ množina Boundary Locus pro spojitý Bagleyho-Torvikův model
BL(h) množina Boundary Locus pro diskrétní Bagleyho-Torvikův model
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