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There have been several theorems proved in the last few years about rings, 
with no nil ideals, which describe the behavior fpowers of the eiements of
these rings. One such theorem is the hypereenter heorem 151 which asserts 
that in a ring with no nil ideals anelement commuting with a suitable power 
of each element of the ring must be central. A second such theorem states 
that if in a ring R with no nil ideals a pswer of every element falls ina P.I. 
subring B then R satisfies thepolynomial identity of (1 iI, ICI]). Another 
result [l, 61, in this direction, which is in the nattare of a general 
commutativity theorem, tells u that if R is a ring with no nil ideals inwhich, 
for every 61, b E R, a”‘$’ = b”am, where m = m(a, b) > 1 and n = ~(a, b) > I, 
then R must be commutative. Finally, there is a theorem j4j which 
interrelates derivations a dpowers of elements; it sta s that if R is a prime 
ring with no nil ideals and d # 0 is a derivation of such that d(x”) = 0, 
YE = n(x) > I, for every xE R then R is a commutative integral domain of 
characteristic p f 0.
The results described speak about the relation fpowers and nil ideals 
which, after all, are defined interms of powers, One could naturally wonder 
to what extent hese theorems could be generalized to polynomials more 
general than powers. A natural context for such extensions would be to 
algebras over a fieid, orover a suitable ciass of commutative rings, which 
have no nonzero algebraic ideals. The results ofthis paper are in that vein; 
we shall show here that he natural nalogs of the theorems entioned above 
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are valid in algebras over afield which are without algebraic (2-sided) i eals. 
In addition we investigate some other elated situations i  such algebras. 
1. THE ALGEBRAIC HYPERCENTER 
Let R be an algebra over a field F. Whenever we shall use the term 
“polynomial” itwill be understood tobe a polynomial ofpositive degree 
with coefficients i  F.If u E R when we write p,(t) we shall mean such a 
polynomial whose coefficients depend on u. 
DEFINITION. The algebraic hypercenter, A(R), of R is A(R) = 
{a E R I ap,,,(x> = p,,,(x) a, all xE R I. 
Clearly A(R) 2 2 = Z(R), the center of R. Equally clear is the fact hat 
A(R) is a subalgebra ofR over F. Thus we may always assume that he 
p,,,(t) in the definition of A(R) above has constant term 0. Our concern here 
will be to show that A(R) = Z when a suitable, r asonable hypothesis 
imposed on R. 
When we say that an element of R is algebraic we shall mean that it is 
algebraic over F. A subset of R is said to be algebraic if all of its elements 
are algebraic. An element which is not algebraic will be called transcen- 
dental. 
In what follows R will be an algebra over F having no nonzero algebraic 
(2-sided) ideals. 
Even if R does not have a unit element he mapping v(x) = 
(1 + t)x( 1 - t) = x + tx - xt - txt, where t2 = 0, t E R, defines an 
automorphism ofR. We call such an automorphism pecial. We shall make 
frequent use in this paper of two results proved by Herstein [7, 81. These 
are: 
(1) Let R be a prime ring having anonzero nil eft ideal, and let B be 
a subring of R such that w(B) c B for all special utomorphisms, v, of R. 
Then either B c Z or B contains a nonzero ideal of R. 
(2) Let R be a prime algebra over a field F and suppose that R 
contains anidempotent e = e2 # 0, 1. Suppose that B is a subring of R such 
that &B) c B for all special utomorphisms, vi/, ofR. Then either B c Z or 
B contains a nonzero ideal of R, except in the one case when R is the ring of 
all 2X 2 matrices over the integers mod 2. 
Returning tothe algebraic hypercenter d fined above, the reason that (1) 
and (2) will come into play is the simple observation that A(R) is a 
subalgebra of R invariant wi h respect toall special utomorphisms of R (in 
fact, with respect toall F-automorphisms of R). 
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Our objective, in this ection, isto prove that A ) = z if R has m 
algebraic ideals. Our first tep in the proof is to ma a redu&ln to the 
prime case. 
Let .F[c] be the polynomial ring in t over P and let x E 41 be transcen- 
dental. Let P, be an ideal of Ii maximal with respect tothe exclusion f
{f(x) /allff 0 E F[t] )_S’ ince x is transcendental, such a P, exists and is a 
prime ideal of R. In R = RIP,, 2, the image of x, is tra~sc~~de~tal and,
given an ideal U# 0 of E, J&C?) E ki for some 0 ipd;i(t) E F[t]* 
~~~thermore~ as x runs over the transcendental elements of 
S consists of algebraic elements and R has no no 
I the image of A(R), lies in Z(R), the center of fm- all P, we easily 
have thit A(W) c Z. Since A(R) c A(R), it is thus enough to show that 
A(X) c Z(R). 
So we may assume: in what follows, that is a prime algebra over F, 
is t~~n~cende~tal and,given U # 0 ~2~2 ideal of R, then pJx> E U for 
Our first lemma is the crucial step in the proof that A( 
algebra with no algebraic ideals. Its proof is a very slight variation of that of 
the Meld theorem of [ 9 1~ 
~EMM.4 1.1. Let R be a prime algebra ouer P and suppose that 
ck E A(W). us E R is transcendental them: 
(I) if char R = 0, p(s)(sa - as) = 0, 
(2) q char R =p f 0, p(s)(s”“a -asp”) = 0 for some n > 0, 
jib= a suitable p(t) # 0 E F’[t]. 
Proof: Consider F c B = F[s] n C,(a) c F[sj, where C,(u) = {x E R i 
xce = ax} is the centralizer of a in R. Since sis transcendental overF, F[s] is 
an integral domain; let K be the field of quotents ofB, and F(s) that of F[s 1~ 
if K=F(s) then s=u/v, where u,vEB so zjs=z1 hence O=ua-au= 
v(sa - as) since U, v E C,(a). Because v E F[s], v =p(s) for some 
polynomial pp~ Thus, in this case, the lemma is true. 
Suppose then that K # F(s). If F(s) is not purely inseparable ov r K there 
exists a valuation Y on M such that V(a) = 0 for all by. 6,F and such that V
has two distinct extensions V,, V,, to valuations on F(s). Since 
~~(~(s)/~(§)) = V((q(s)) - V,(r(s)) and V, # V, on F(s), we must have that 
V, f V, on F]s], so V,(q(s)) # T/,(q(s)) for some q(s) E Fjs]. Thus q(s) 6Z K. 
If u E is such that V(U) > 0 then V,(u”g(s)) f V,(u”q(s)) and, for y1 large 
enough, V’,(u”q(s)) > 0 for i = 1 and 2. 
By assumption there is a nonconstant polynomial p(t) E F[t] such that 
where w = zPq(s). If p(w)=a,wrn $aiWm-’ + .~. -t 
a,-kW mpk, where the cli E F and ~l,,_~ # 0 then, since V,(*W) > 0 and 
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Vi(aj) = 0, V,(p(w)) = min V,(qw”-j) = min(Vi(aj) + (m -j) V,(w)) =
(m-k) V,(w). But p(w) E B, hence V,(p(w)) = Vz(p(w)), and so 
(m - k) V,(w) = (m -k) V,(w). since B 3 F we may assume that k < m, 
hence we get that V,(w) = V2(w), a contradiction. Thus we must conclude 
that F(s) is purely inseparable ov r K, whence spn = U/Z), u E B, where 
p = char F# 0, and so vsPn = U. Because uE B c F[s], v is a polynomial in
s; because U, v E B c C,(a), we have v(s”“a -asp*) = 0. With this the 
lemma is proved. 
We are now in position toassert that at least in one case, A(R) = Z. This 
is 
LEMMA 1.2. If R is a domain then A(R) = Z. 
ProoJ Let s E R be transcendental, and aE A(R). By Lemma 1.1 we 
have that p(s)(s”“a - asp’) = 0 for some p(t) # 0 E F[t]; since R is a domain 
we get, since p(s) # 0, that sPna = asp”. On the other hand, if Y f -1 E R is 
algebraic, because R is a domain, Y is invertible in R; since 1+ r is also 
algebraic, 1 + r is also invertible in R. So, since rAr-’ c A and 
(l+r)A(l+r)-‘CA we have that ru=a,r and (1 +r)a=a,(l+r), 
where a,, a, EA. Thus a = a2 + (a, - a,) r. If s is transcendental, by the 
above we have that for some suitable n > 0, sp” commutes with a, a,, and 
a*. Hence (a, - a,)(rsP” - sPnr) = 0. 
If ~,=a, then we get a=a,=a, and so ra = ar. If a, # a2 then 
rsP” = sp”r since R is a domain. But then, since ris algebraic and sPn is 
transcendental and they commute, sPn + r is transcendental. By the above we 
have that (9’” + r)P” a = a(sP” + r)P” for some m, leading usto rPma = up”‘. 
Thus, for all yE R, ymCy)a = uy m(y) for some m(y) >0. Hence a is in the 
hypercenter of R as defined in[5]. By the main result of[5], a E Z. Thus we 
have shown that A(R) c Z, and, since Z c A(R), we have A(R) = Z. 
We return to the case of the prime ring more general than a domain. 
Recall our basic assumptions about R made earlier. 
LEMMA 1.3. If R = A(R) then all zero divisors in R are algebraic over 
F. 
ProoJ: Suppose that ab = 0, where a#0 and b# 0. Let L = 
{yERlyq(b)=O some q#OEF[t]} and let T={zERIq(b)z=O some 
q # 0 E F[t]}. L is a left ideal and T a right ideal of R. 
Since R =A(R), if y E L then yq(b) = 0 and, for some f# 0 E F[t], 
0 = yf(q(b)) =f(q(b)) y. (We may assume that he constant term off is 0, 
hence we get yf(q(b)) = 0.) So we obtain that if yE L then yE T, so L c T, 
Similarly Tc L. Thus 0 #L = T is an ideal of R and a # 0 E L. 
By our basic assumption R we have an x E R, transcendental, such 
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that p&x) E U for all ideals Uf 0 of I?. Hence fpL(xX)EL=a. so 
PLCX) bi@l= 0. 
Let Lx= (.YER lYq(xl=O some and TX = 
{z E R / q(x) z= 0 some q # 0 E F[t]}. As above, we ve Lx = TX is an 
ideal of R. If L, # 0 then g(x) E L, for some g(l) # 0 and so g(x)f(x> = 0 
for some f(t) # 0. Since x is transcendental this is not possible. So
L, = TX = 0. But q(b) E TX, hence q(b) = 0. Thus b is indeed algebraic over 
F. 
This last Iemma enables u to prove that A(R) = Z in yet another special 
case. This is the content of 
itEMMA 1.4. Zf A(R) = R then R is commutative. 
BYQOJ: If s E R is transcendental and CJ E R then, since =A, by 
Lemma I.? p(s)(s”“ca - asP”) = 0. S ince s is tra~s~e~de~tai, p(s) is also 
transcendental so,by Lemma 1.3, cannot be a zero divisor. Hence 
s3”a = asp”. 
Given b E R algebraic, since sp” is transcendental, (sP”Jpm b = b(sP”jP”’ so, 
if k = m + YE, sPk + b is transcendental. Thus (spk + bjP” a= a(~@ 5 ?jjpus 
leading to bp”a = abP”. Thus a is in the hypercenter of , so aEZ by IS]. 
Therefore R = Z, as claimed in the lemma. 
has a nonzero algebraic left ideal L then L is either nil or has a 
ial idempotent e2 = e # 0, 1. Because R is not ~sornor~bi~ to 
(GF(2)),-since R is not algebraic over F-we could use the results (1) or 
(2) quoted at the beginning ofthis ection, that a subring invariant with 
respect tospeciaal automorphisms ofR must be central ormust contain a 
nonzero ideal of R. Now A(R) is invariant re all the special utom 
hence A(R) c Z-the desired result,-or A(&! >3 I f 0, an ideal of 
A (I) = I because Ic A(R), and I, as a ring, has no algebraic  
Lemma 1.4 we would have that I is ~ommutative~ Since I # 0 is a 
commutative ideal of the prime ring W, e would have that 
commutative, in which case certainly R = A = Z. Thus we may a 
that R has a20 nonzero algebraic one-sided ideals. 
We now come to another key step in the proof of our theorem. This is 
LEMMA 1.5. A(R) is a domain. Infact, he EoNzero elements @f A
not zero divisors in R. 
Suppose that a # 0 E A(R), and sup me that ax = 0 for 
If YE R then (xi-a)” = 0, hence ( 
- xra) EA(R j. Since ax = 0 we get th 
oreover (xru’)” = 0; thus either a’= 
; in either case A(R) would have a nonzero element of square 0. 
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Suppose, then, that a f 0 E A(R) and a2 = 0. If r E R then since 
a E A(R), ap(ar) =p(ar) a for some polynomial p(t) E P[t] of positive 
degree with constant term 0. Because a2 = 0, up(u) = 0, hence p(ar) a = 0 
and so p(ar) ar = 0. This says that he right ideal 0f aR is algebraic, n 
violation t  our assumption R. Hence a = 0. This proves the lemma. 
We now have all the pieces needed to prove the main result ofthis ection, 
namely, 
THEOREM 1.6. Let R be an algebra over F having no nonzero algebraic 
ideals. Then the algebraic hypercenter, A(R), coincides with Z(R), the center 
ofR. 
ProoJ: Suppose that A(R) ck Z. By what we have shown we may assume 
that R is a prime ring, not a domain, that R has no algebraic one-sided 
ideals, and that A(R) is a domain. 
If a#OEA(R) we want to show that a E Z. We divide the argument 
according astat = 0 for all tE R such that 2 = 0, or tat # 0 for some t E R 
such that 2 = 0. 
Suppose first that at = 0 for all t E R such that 2 = 0. Since aE A(R) 
and (1 +t)a(l-t)EA(R), thus ta-at-tatEA(R), and so ta-atE 
A(R). However, (ta - at)2 = tata + atat - ta2t = -ta2t is in A(R) and is 
nilpotent, so (ta - at)* = 0, whence ta - at = 0. Thus a commutes with all 
t E R such that 2 = 0. 
If x # 0, y # 0 E R, and xy = 0 then, for r E R, ( yrx)’ = 0, hence ayrx =
yrxa. By Lemma 1.5, ay # 0 and xa # 0 hence, by a result ofMartindale 
[ 131, ay = ay and xa = ax for some a # 0 E C, the extended centroid ofR 
(see [131). 
If uv = 0, u # 0, u # 0 then, as above, av = /3v and ua = /3u for some 
/I E C. We claim that a = p. For, @y = uay = auy, so @ - a) uy = 0. If 
a # /3 then, since uy = 0, by the above ua = au; but ua = /3u resulting in 
a =p. 
Thus ua = au for all eft zero-divisors u E R. By the properties of the 
Martindale ring of quotients ( ee [131) there is an ideal W c R such that 
0 # Wa c R, hence W(a - a) c R. Since W(a - a) y = 0, W(a - a) consists 
of left zero-divisors of R,hence by the above paragraph, W(a - a)’ = 0, 
whence (a - a)’ = 0. 
If w E W then, since aE A(R), ap,(w(a - a)) =p,(w(a - a)) a; certainly 
v,(w(a - a>> =p,(w(a - a 1) a and so (a - a)p,(w(a - a)) =p,(w(a - a)) 
(a - a) = 0, (since pw has constant term 0, and (a - a)’ = 0). Therefore, 
W(a - a) is an algebraic left ideal of R; by our assumption R we must 
have that W(a - a) = 0. Hence a - a = 0, and so a E Z results. 
Suppose then that at # 0 for some t E R such that 2 = 0. Since (1 + t) 
a(1 -t)EA(R), we have that ta -at - tat EA(R). Similarly, since 
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(tr1)2 = 0 for r E R, we also have that rta - atrt - trtatrt E A(R). Finally, 
(I + trtj2 = 0 SO (t +trt) a - a(t + trt) - (t + trt) a(t $ trt) E A 
relations give us that rtat + atrt E A(R); however, trtat atrt isnilpotent 
rice, by Lemma 1.5 trtat + atrt = Cl for all r E R. y the results of
artindale quoted above, tat = /It, where ;1# 0 E 6. 
If /z = 1 then (ta)’ = ta, hence R has a nontrivial dempotent. 
invariance th orem [8] referred to as (2) earlier in this ection, becau 
is invariant re the special utomorphisms of I?, A(&) c Z or A (I?) 3 1 f 0, 
an ideal of R. If A (R j 113 I then, as before, since A (I) = I we e up with Ias 
a commutative ideal of R, forcing the commutativity of and so, of 
A(R)=Z. 
On the other hand, if /z f 1, since /It = lat E R, and (3~)~ = 0 we have 
(E +-tja(1 +t)-‘=a, and (1 +&)a(1 +At)-‘=a,, where a,,a,EAjR) 
and where, since at f ta, af a,. We thus get that (d - 1) a = (/la, - a2) + 
/1(~2, - a2> 1. Ify E R then for a suitable polynomial p of positive degreep(-v) 
commutes with all of a, a,, and a2. The net result this is that A(a, - az) 
I@(y) -p(u) t) = 0. Since ,I # 0 and a, - a2 E A ) if a, # a2 then, by 
Lemma 1.5, tp(u) -p(y) t = 0. This would put t E A(R), contradictdng hat
A (I?) is a domain Therefore a,= a,. we get from the above that 
(A-1)a=/la,-a,=Aa,-a,=(Ll UB a#l, ~CXKT, ~=cE,, a 
contradiction. The theorem is now completely proved. 
2. F-ALGEBRAICITY OVER 
A ring R is said to be radical over a subring if for each x E there is 
an integer n(x) > 1 such that xnCX) E B. When R has no nii deals there is 
variety ofresults which study the relationship between the proper-t 
and B. Of particular interest to us in this ection isa result due to 
and Rowen [ 111 and Zelmanov [161 which states that if has no nil ideals 
and R is ra al over a. P.I. subring then R satisfies the 
satisfied by 
IIn this ection we study an analogous situation. If 
field F and B is a subring of R we say that R is Fk-alge 
x E RR, then, for some nonconstant polynomial p,(t) E F 
objective here is to prove the analog of the result quoted above for algebras 
having no nonzero algebraic ideals. 
In a0 that follows in this ection, unless mentioned to the contrary, we 
shall assume that R is an algebra over a field, is ~-~~gebrQ~c over a
subring which satisfies a homogeneous, rn~lt~~i~e~r po 
and that contains olzonzero algebraic fdeaks. Since B + 
same identity as B and R is F-algebraic over B + FB, which is a subalgebra 
of R, we assume, withpout loss of generality, that B is a subalgebra of 
481/85/i-!5 
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over F. All ideals, one-sided ortwo-sided, coming up will be algebra ideals 
of R. 
In exactly the same manner as the previous section, for the proof of the 
algebraic hypercenter theorem (Theorem 1.6) we can reduce to the case 
where R is prime. So we assume in *what follows that R is prime. 
We begin with 
LEMMA 2.1. If B is semi-prime th n R satisjies th  same identity as B. 
ProoJ: Since B is, by hypothesis. a emi-prime P.I. ring, by a theorem of 
Formanek-Rowen [ 141 the center of B, Z(B), is nonzero. Thus, because R is 
F-algebraic over B, Z(B) cA(R) = Z(R) by Theorem 1.6. Since Z(R) is a 
domain (recall that R is prime), Z(B) is a domain; however, because B is a 
semi-prime ring with a center which is a domain, again, by making use of the 
result ofFormanek-Rowen, B itself must be prime. Let B be the localization 
of B at Z(B); since Z(B) c Z(R), we can localize R at Z(B) to obtain a
prime ring R,, and B, c R,. By Posner’s theorem, B is a finite dimensional 
central simple algebra over K, the quotient field of Z(B). 
Now B,, which is finite-dimensional central simple over K, sits in R,, 
which is an algebra over K, and B, and R, have the same unit element; bya 
result of Wedderburn [ 121, R, = B, 0 K W, where W= CRz(Bz), the 
centralizer of B,in R,. What precisely is W? If x E W then x= u/a, uE R, 
a E Z(B), and since x centralizes B, we immediately see that ucentralizes B, 
so u E C,(B). By Theorem 1.6, since C,(B)cA(R) = Z(R), we get that 
u E Z(R). Thus W is merely the center of R,. Because the polynomial 
identity of B is homogeneous and multilinear (which we may assume without 
loss of generality) it extends to B 0 KZ(RZ) =B 0 K W= R,. Since R, I> R 
satisfies the identity of B, so does R, and the lemma is proved. 
A fact worth mentioning isthat, although not related tothe proof of our 
result, in any F-algebra R with no nonzero algebraic one-sided ideals ifR is 
F-algebraic over B then B must be semi-prime. This fact, which is not hard 
to prove, when combined with Lemma 2.1 easily ields our desired 
conclusion (under a more stringent hypothesis than we are willing touse). 
However, to prove the stronger result, much extra work involving the 
polynomial identity of B is needed. 
We continue with 
LEMMA 2.2. If R satisfies any polynomial dentity then it satisfies th  
same identity as that satisfied by B.
ProoJ Since R is a prime P.I. ring its center, Z is nonzero [14]. By 
Posner’s theorem R,, the localization of R at Z, is a finite dimensional 
central simple algebra over K, the field of quotients of Z. Without loss of 
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generality we may assume that ZB c B and, by Lemma 2.1, that B is not a 
domain. Therefore R, is not a division ring, so has nontrivial dempotents 
and, in fact, isgenerated byits idempotents over K. In addition, since R, is 
not algebraic over F whereas R,, being finite-dimensional, s algebraic over 
K, it follows that K is not algebraic over F. IIence Z is not algebraic over F. 
If e2 = e # 0, 1 is an idempotent inR,, then e = X/LX for some x E 
ti E Z. Let /3 E Z be such that y=/3a is transcendental overF; 
where y is transcendental overF. Since R is F-algebraic over 
no~co~sta~t polynomial p(t) E F[t] such that p(ye) = p(y) e
e, y e2 y...T e, is a finite s t of idempotents we get that here is 
such that coei E B for i = 1, Z,..., II.
z, since R, is generated over K by its idempotents, here xists a 
t,) in (noncommuting) variables Over K suck that 
Y =fCe, - e,) for some idempotents e, D..., e, E R,. By the above, and the 
fact hat K is the quotient field of Z, if m = degS(?, ).~., t,)then there is a 
y # 5 E Z such that y”y E B. From this we clearly get that R, satisfies the 
same multilinear, homogeneous polynomial identity as B, hence R also does. 
This proves the lemma. 
By Lemma 2.2 we would be done if we .could show that R satisfies any
polynomiai identity. As a result ofthis we may ckssunze, from this point on, 
satisfies no polynomial ident@. We shall arrive at a eo~~~a~~~~i~~~ 
ally, based on this assumption. 
sharpen Lemma 2.2 somewhat o 
LEMMA 2.3. No nonzero left ideal of R satisfies any ~~~~~0~~~~ identity. 
Proof. Suppose that L # 0 is a left ideal of which satisfies a 
polynomial identity; since 0# (FR) L c L and 8YLC. i an algebra left ideal 
we may assume, without loss, that FL c L. Let r(k) = {x E R 1 Lx = 5 i 
and L r = L/L n r(L). L, is a prime P.I. F-aigebra and is F-algebraic over 
the image of & nB in L,. 
If &, were to contain a nonzero algebraic ideal, ?+ 0, then, without loss, 
FA~C I; if 1 is the pre-image inL off then clearly 1 is an algebraic (algebra) 
ideal of L. Since f# 0, I Q? r(L), hence LI # 0 c I, so LI is an algebraic left 
ideal of which satisfies a polynomial identity.  the positive solution f
the Kurosh problem for algebraic P.I. algebras [lo], &I is a nonzero locally 
Finite l ft ideal of R. But then it is contained ina nonzero locally finite ideal 
of R [lOj, contradictting the absence of algebraic ideals inR. 
Thus L, cannot any nonzero algebraic deals. y Lemma 2.2, L, 
satisfies thesome multilinear, homogeneous polynomial identity as the 
image of L n B in L,. Therefore, ifp(xl,-, xn) is such an identity 
then, for y, ,..., y, E L, p(yl ,..., y,)E r(L), hence Lp(y,,..., y,) = 0. Hence 
L+ and any other left (algebra) ideal of R which satisfies a polynomial 
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identity, must satisfy x,+ ip(x, ..., x,J. By Zorn’s lemma we can then con- 
clude that there is a left ideal A4 of R maximal with the property 
that M satisfies x,+ip(x, ..., x,). We may express x,+ ip(x, ..., x,)as 
%+I Cd, %X,(l) *** X,(n)7 where S, is the symmetric group of degree n. If 
r E R and ml,..., m, m,,, EM then (mnflr) j&,a,(m,,,,r) -.- (q(,,)r) = 
.a. ;rx&gE~n a&mod ( rm,J} r and, because rmi E M, i = l,..., IZ
LTCS, a (rm,d -.a (rm,(,,)l = 0. Thus Mr also satisfies 
%tlP (x i,..., x,). By a result of Rowen [ 151, M + Mr must satisfy a 
polynomial identity, hence by the above, must satisfy x,+ Ip(x, , .., xi). By 
the maximality ofM with this property we conclude that Mr c M for every 
r E R. Hence M is an ideal of R. Since M is a 2-sided i eal of the prime ring 
R, and M satisfies a polynomial identity, we have that R satisfies a 
polynomial identity [lo]. This contradicts ourassumption about R, thereby 
proving the lemma. 
We go on to 
LEMMA 2.4. R contains an algebraic left ideal L # 0 such that LB c L. 
ProoJ By Lemma 2.1 we may assume that B is not semi-prime, h nce 
contains anideal T# 0 (of B) such that T2 = 0. Let R, = RT/(RT f’ r(T)), 
where r(T) = {x E R 1 TX= 0). We can write the identity satisfied by B as 
P(X 1,**-, x,>=x1 dx~,..., x,) + h(x, >...> xJ, where no monomial of h begins 
with xi. If t E T and r 2,..., r,E RT n B then, because ri t= 0 for 
i = 1, 2,..., n, 0=p(t, r2 ,..., r,J= tq(r, ,..., rn). Thus q(r, ,..., r,) E r(T), and so 
q(r2,..., r,J E r(T) n B. 
R, is a prime P.I. algebra over F and is F-algebraic over the image of 
RTf? B; but RTf7 B 3 q(rz,..., r,J, hence its image also satisfies q(xz,..., x,).
So R, is algebraic over a subring which satisfies a polynomial identity of
degree lower than that of p(xl,,.., x,J. If R, contained no algebraic ideals 
then, by induction the degree of p(x, ..., x,), we would have that R, 
satisfies a polynomial identity, and so RT would satisfy a polynomial 
identity, in contradiction to Lemma 2.3. Thus we may assume that R, 
contains anideal f# 0 which is algebraic over F. 
If I is the preimage of r in RT then, clearly, I is algebraic and is an ideal 
of RT. Since r# 0, we must have I rf r(T), hence TI # 0. Therefore, 
0 # RTIRT c I; thus L = RTIRT f 0 is an algebraic left ideal of R, and 
since TB c T, we have that LB c L. By construction, FL = FR TIR T c L. 
The final piece needed for the proof of our result ismotivated, and uses 
the proof of, a pretty set-theoretic lemma due to Zelmanov [ 161. For this 
lemma we only need that R is F-algebraic over B. 
LEMMA 2.5. Suppose that R is F-algebraic over B, a subalgebra of R, 
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and let L, 1 L, be algebraic left (algebra) ideals C$ R such fhal k ,B c L 1. 
Then L 1 f L 2 is algebraic. 
ProojY By basic set theory (L, + LJ nB c (E, + )nL2+L1. If we 
could show that (L, + ) f’ L, + 45, were algebraic it would then foil 
was algebraic. However, given any x E L, + L,, since 
B, p(x) E B for some nonconstant polynomial 17, henc 
(IL, + LJ nB. By the algebraicity of (L, + E,) we would have that 
p(x), and so x, was algebraic. Thus it is enough show that (L. I + B) fl 
k, + L, is algebraic. 
Since LE B c I. r, L, is an ideal of I,, + B, hence is certai& an id 
(~5, + B) n L, + L r I Therefore, by basic isomorphism theorems, {(L r
L, + L,}/L, z (L, + B) n L,/(L, n (L, +B) nk,}. Since L, is al 
the right-hand side of this relation is algebraic; thus 
{(I. r $ B) n E, + L r j/L, is algebraic. Since L, is also algebraic we get [hat 
@I + B) ne, i-k, is algebraic. This proves the lemma. 
e can now prove the main result ofthis ectisn, namely, 
THEOREM 2.5. Let R be an algebra over afield F and suppose that 
F-algebraic over the subring B, which satisfies a polynomial identity. 
contains ononzero algebraic ideals then R satisfies the~o~y~o~~~ls identity 
satisj?ed by B. 
PP-oaf: As we indicated arlier, we may assume 
Furthermore, by Lemmas 2.1 and 2.2 we are done if eith 
or if R satisfies anypolynomial identity. So we suppose 
prime and that R satisfies no polynomial i 
We say that L is an algebroid left ideal ifL is an algebraic left ideal 
of R and there is some subring B, # 0 sue hat W is P-algebraic over B, 
and LB, c k. By Lemma 2.4, R contains onzero algebroid left ideals. 
Let W be the sum of all algebroid left ideals ofR. Hf R is F-algebraic over 
i and I?,, since R is not algebraic, B, nB, # 0 and R is F-algebraic over 
B, nB,. s is true for any finite number of i ,m..9 B, over which R is F- 
algebraic. rice, byrepeated use of Lemma 2. W is an alge 
r . If R is F-algebraic over B, and v is an F-automorphism 
zalgebraic over v(B). This implies that v(W) c W for all F-automorphism 
iy QfR. 
Since R has nonzero algebraic left ideals, either R has a nonzero nil ieft 
idea! or R contains a nontrivial dempotent. In either case we can use tk 
invariance th orems (1) and (2) mentioned atthe beginning ofthe sect 
conclude that either W c Z or W 3 I # 0, where I is an ideal of R. 
I # 0, then, since W is algebraic, I would be a nzero algebraic ideal 
cmtrary to our hypothesis on R. On the other nd, if WCZ then R 
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contains a nonzero central left ideal, inwhich case R must be commutative. 
But then R satisfies a polynomial identity, andagain we are done. Thus 
Theorem 2.6 is proved. 
3. A COMMUTATIVITY THEOREM 
If R is a ring with no nil ideals then it was proved in [l] and [6] that if, 
for every, a, b E R there xist integers m = m(a, b) > 1, n = m(a, b) > 1, such 
that ambn = b”am, R must be commutative. The proof of this result relies 
heavily on the hypercenter heorem [5]. In this ection we extend the above 
result, to more general polynomials than powers, for algebras over a field F, 
where there are no nonzero algebraic ideals present. 
In this ection R will be an algebra over a field F having no nonzero 
ideals. We further suppose that, given a, b E R there xist nonconstant 
polynomials p(t) =~~,~(t) and q(t) = qn,b(t) E F[t], depending on a and b, 
such that p(a) q(b) = q(b)p(a). Note that we may assume that he constant 
terms of p(t) and of q(t) are 0, for the constant terms does not affect whether 
or not the elements inquestion commute. Our objective is to prove that R
must be commutative. 
Exactly as in the proof of Theorem 1.6, we may reduce the question fthe 
commutativity of R to the special case in which R is a prime ring with no 
nonzero algebraic ideals, containing a transcendental element x such that for 
every ideal U # 0 of R there is a nonconstant pr,(t) E F[t] such that 
pu(x) E U. We assume in what follows that R is of this form. 
We shall use the notation-as we did before-that A(R) is the algebraic 
hypercenter of R and that CR(X) is the centralizer of X in R. To show that 
an element a is in A(R) it is enough to show that it commutes with a suitable 
polynomial inevery transcendental lement, for if Y E R is algebraic and 
p(r) = 0 then a certainly commutes with p(r). 
We begin with a key field-theoretic sult whose proof is along the lines of 
that of Lemma 1.1. 
LEMMA 3.1. If u, v E R then there exist aninteger i > 1 and nonconstant 
p(t), q(t) E F[t] such that p(u)(u’q(v) - q(v) ui) = 0. Furthermore, if char 
R = 0 then i= 1 and if char R = p # 0 then i= p” for some integer n > 0. 
Prooj We may, obviously, assume that both u and v are transcendental. 
By assumption, there xist nonconstant s(t) and q(t) E F[t] such that 
S(U) q(v) = q(v) S(U). Consider the integral domains F[u] n C,(q(v)) and 
FLU12 and their espective fields of quotients K and F(u). We have 
F c K c F(u); since S(U) E K it follows that F(u) is finite-dimensional over 
K. Pick s(t) and q(t) in F[t] such that dim, F(u) is minimal with respect to
the property hat S(U) commutes with q(v). 
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IfJ(r.4) E F[u] there xist nonconstant g(l), h(t) E F[t] such that g(f(zc)) 
and k(s(v)) commute. If we consider Flu] n C,@(v)) c F[u jn 
c~(h(q(v))) c fIu1,and if L is the field of quotients of F[u] n C~(~~~~~~~~, 
then K c L c F(u). If L = F(u) then u= a/b, where a, b are ~~~ynorn~als in a 
which commute with h(q(v)), hence we get ~(~~~~(~)) - h(q(u)) u = 0, and 
the lemma is correct for z1 and v. On the other band, if L # F(u), then by tiae 
miuimaiity ofdim, F(u) we must have that K = L # F(u). 
Therefore, if L = K, given S(u) E Flu], there is a nonconstant g(k) E Fit] 
such that g(f(u)) E K. Using the same valuation argument as that used in 
ma 1.1 it follows that ui E K, where i = I if char 
=p # 0. Hence ui = a(~)/b(u)~ where a(u), b(u) 
this yields that b(u)(u’q(v) - q(v) ui) = 0, proving t 
e now sharpen the result ofLemma 3.1, at least for a special c ass oE 
elements, to 
LEMMA 3.2. Let u, v E R be such that, for any ~on~o~sta~t p( ) E Fjtj, 
neither p(u) nor p(v) is a zero divisor inR. Then there xist integers i, j> 0 
such that uivj = vjui. Furthermore, 87 char R = 0 then i = j = 1, and if 
char R =p # 0 then i =pm and j =p” for integers m, n > 0. 
rooJ By Lemma 3.1 there xist an integer k > 1 and ~o~cons~an~ p(l), 
h(t) E F[2] such that p(u)(z?h(v) - h(v) u”) = 0; by our ass~~~t~~~ onp(zajg 
z?h(v) = h(v) uk. If B = F[v] n (lJ& C,(u”!)) and if K is the quotient field 
, then, for any g(v) E F[v] there is a nonconstant j”(t) E F[tj suck that 
v)) E K. As in the proofs of Lemmas 3.1 and 1~ Iwe can conclude that 
vi E K for some integer j> 1. Hence vj =p(v)/q(v), where p(v), q(v) El B; 
thus q(v) ~j =p(v). Since both q(v) and p(v) commute with ui for some 
suitable i > 1, we get q(u)(vju’ - uiv”) = 0, hence by our hypothesis, 2&t’ i=
vjui. As in the proof of Lemma 3.1, iand j have the form ascribed tothem 
in the statement ofLemma 3.2. 
e can now obtain our result for the special case when is a domain. 
LEMMA 3.3. If R is a domain then R is c~~~utat~ve. 
Proo$ Let u E R be transcendental. If 1 # a E R is algebraic, since R is 
a domain, amust be invertible. Since 1+ a is also algebraic, 4 + a is inver- 
Thus both aua -’ and (1 + a) u(l + a)-” are t~a~s~~~d~~t~~~ 
therefore the hypothesis of Lemma 3.2 applies to a~-’ and 
(I + a) u(l + a>-’ to give us an integer i > 1 such that auia ~i and 
(I + a) ~“(1 + a)-’ both commute with ui. Hence: 
(I) aui = ulas 
(2) (1 + a) 2di = u2(I + a), where u,, ~1~ E CR(u’). 
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Subtracting (1) from (2) yields that ui = Us + (u, - ui) a; commuting this 
with U’ we get 0 = (u, - ui)(au’ - u’a). Since R is a domain, we get u2 = U, 
or au’= u’a. 
If uz = ui, then, since ui = u2 + (u, - u,) a, we have ui = uz = u,; hence 
(1) tells u that U~CI = au’. Since acommutes with a power of every transcen- 
detal element a must be in A(R), the algebraic hypercenter of R; by Theorem 
1.6 we consider that aE Z. Thus every algebraic element is in the center of 
R. 
If u and u are transcendental, by Lemma 3.2 uizij = vjui for some i, j> 1. 
Thus, given x,y E R, x”‘y” = ynxm for some m, n > 1; by the main result of
[ 1 ] and [6] R must be commutative. 
The next lemma interrelates leftand right annihilation by a given element. 
LEMMA 3.4. If a, b E R are such that ab = 0 then f(6) a= 0 for some 
f(t) # 0 E qt]. 
ProoJ Let u = ba; thus u2 = ub = 0. Applying our basic hypothesis to b 
and (1 + u) b( 1+ u) ’ = (1 + u) b( 1- u) = b(1 - U) there xist p(t) # 0 and 
s(t) f 0 in F[t] such that p(b) and q((l +u)b(l -u))= 
(1 + u> db)(l - u> = q(b)(l - u> ( since we may assume that the constant 
terms of p and q are 0) commute. Thus p(b) q(b)(l - u) = (q(b)(l - u)) 
p(b) = q(b)p(b); thenet result ofthis is that 0=p(b) q(b) u=p(b) q(b) ba. 
Hencef(b) a = 0 wheref(t) =p(t) q(t) t. 
Lemma 3.4 enables u to say a great deal about he nature of zero-divisors 
in R. This is 
LEMMA 3.5. All zero-divisors n R are algebraic. 
Proojl: Suppose that b E R is transcendental and a zero-divisor; let 
L, = {r E R / rp,(b) = 0 for some p,(t) = 0 E F[t] } and Tb = (r E R / 
p,(b) r = 0 for some p,(t) # 0 E F[t]}. L,is a left ideal, and T, a right ideal, 
of R. Moreover, since b is a zero-divisor, L, # 0 or T, # 0. Suppose that 
L, # 0. If r E L, the rp(b) = 0 for some p(t) # 0 E F[t], hence, by Lemma 
3.4, f(p(b))r = 0 for some f(t) # 0 E P[t]. Therefore,  E T,; thus L, c Tb. 
Similarly Tbc L,, hence L, = Tb # 0 is an ideal of R. 
Recall that R contains a transcendental element x such that, for every 
ideal U # 0, p&) E U for some nonconstant pu(t) E F[t]. Therefore, 
f(x) E L, for some f(t) # 0 E F[t]. However, if we consider LfC,, = {r E R j 
rp,.(f(x)) = 0 for some p,(t) # 0 E F[t] }then the argument above shows that 
there xist p(t) # 0, q(t) # 0 in F[t] such that q(x)&-(x)) = 0, contradicting 
that x is transcendental. We thus obtain that all zero-divisors in R are 
algebraic. 
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We already have shown that if R is a domain then it is comm~tat~ve~ W  
thus assume in all that follows that R is not adomain Since W is prime and 
not a domain R must contain an element a # 0 such that a2 = 0. 
We now prove the main result ofthis ection, namely, 
THEOREM 3.6. Let R be an algebra over agield F having no nonzero 
algebraic ideals. Suppose for every a, b E R there xist ~~~~~n~t~~t 
~o~ynorni~~s p(t) ==pa,b(t) and q(t) = q,,,(t) in Fit], depending on a, 6, such 
that p(a) q(b) = q(b)p(a). Then R is commutative. 
e may assume that R is prime. By combining the results of
and 3.5 it follows that if u, v E R are transcendental thenthere 
exist integers i,j > I such that iivj = vju’. ~urt~ermore~ if char W = 0 then 
i=j= I, a ifcharR=p#Otheni=p”,j=p”forsomem,n~O. 
Hf char = 8 we thus have that any two transcendental elements 
commute, hence are in A(R), the algebraic hypercenter of 
1.6, all transcendental elements are then in , the center of R. This 
immediately implies that R = A(R) = Z, and so is commutative. 
Suppose. then, that char R =p # 0. If 0 # a E W and a2 = 0 then there 
exists an integer i > 1 such that ui and (1 + a) u’(1 + a)-’ = (a + a) 
~~(1 - a) commute, when 2 is transcendental. Since ~‘(1 t a) ~‘(1 - Q) = 
(I + a) ui(l -a) uiy we get 
62uzi - 2u’au’ + uZia = auiau - uicku’ff. (1) 
If p # 2, replacing a by --a in (l), and subtracting theresult from (I) 
gives us that 2(au*’ - 2u’rz.u’ + ~“‘a) = 0, hence mzi - h’au’ + uZia = 0. 
This says that (~“a - au’) ui = u’(u”a - au’), whence uiPa - azkiP = 
puio-“(u’a -au’) = 0. Since a commutes with a power of each transcen- 
dental element we get that aE A(R) = A; however, since is prime, Z is a 
domain, and a2 = 0, a # 0, a E Z is then a contradiction. This settles the 
situation when char R # 2. So there remains only ihe case char R = 2 to 
finish. 
uppose that char R = 2, and let a, u, i be as above; then (1) becomes 
auZi + u2iu = (aq + (z&7)‘. (2) 
Recall that (2) is a consequence ofthe fact hat ui and (1 + a) w ‘(I - a) 
commute; but then, for any polynomial f(t) E F[t], 
~‘(1 - a)) = (1 + a)S(u’)(l - a) commute and are trans 
hoE& for aElf E Fit]. 
In particular, iff(t) = tm we have 
auzim + uZima = (,uim)’ + (~~~a)~, 
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for all m > 0. Multiplying (3) on the right by a we obtain 
au2ima = (&y a for all m > 0. (4) 
Let v = ui and m = 2n; then (4) is aaZn+‘u = uv2”av2”u = (a~~“~‘)~ a. By
induction be obtain that av2”a = (au)‘” a,that is, 
a(d)*” a= (au’)2” a. (5) 
Let Y E R; then there xist nonconstant p(t), q(t) E F[t], (with constant 
term 0), such that (1 + a)p(ar)( 1 - a) q(ar) = q(ar)( 1 + a)p(ar)( 1 - a). 
Because a* = 0, this reduces to p(ar) q(u) = q(w) p(ar)( 1 - a), hence 
p(w) q(ar) a = 0. In other words, aR is an algebraic right ideal of R. As a 
result, au’, (a~&)* ,..., (au’)*” are linearly dependent over F for some m. Thus 
there is a polynomialf(t) = cjm=o ajt2j inF[tj such thatf(au’) = 0. 
However, by (5), 0=f(au’) a= af(u’) a. But we known that since f(u’) 
and (1 + a)f(u’)(l - a) commute, that (2) holds, that is, af(u’)’ +f(u’)’ a = 
(af(u’))’ + (f(u’) a ’ = 0. Therefore a commutes with a suitable 
nonconstant polynomial expression n each transcendental element of R. This 
puts a E A(R), the hypercenter of R; by Theorem 1.6, A(R) = Z, and as 
before, a = 0 results since Z has no nilpotent lements. The theorem is now 
completely proved. 
4. A THEOREM ON ALGEBRAS 
The result weprove in this ection issomewhat of a different flavor from 
these of the rest of the paper. It will play a significant rolein our discussion 
of derivations a dautomorphisms. Since the result deals with any algebra 
over a field, wefeel that it may be of some independent interest. 
Let R be an algebra over a field F and let L # 0 be a left ideal of R. 
Suppose that aE R has the property hat for every xE L there is a nonzero 
polynomial f,(t) E F[ t] such that af,(x) = 0. Of course this happens trivially 
in two special situations, namely, when uL = 0 or when every element of L is 
algebraic over F. What we propose to prove here, roughly, isthat hese 
situations arethe only ones when it can happen. 
Let L f 0 be a left ideal of R and let G(L) be the set of a having the 
property described in the paragraph above. Clearly G(L) is a left ideal of R. 
Furthermore L n G(L) is an algebraic left ideal of R, for if u E L n G(L) 
then uf(u) = 0 for some 0 #f(t) =&(t) E F[t], hence u is algebraic over F. 
The result we shall prove is 
THEOREM 4.1. Either R has a nonzero algebraic left ideal or 
G(L) L = 0. 
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Proof. Suppose that R has no nonzero algebraic left ideals; thus 
L C? G(L) = 8, since E ~7 G(L) is an algebraic left ideal of 
If uEE and u*=O then (l+u)L(P+21)~‘=(1+u)&(i-~)=L: 
hence, clearly, (1+ u) G(L)(l - u) c G(L). Thus, if a E G(L) we get that 
au - UCE + uau is in G(L), and so au + uau E G(L). Since au + ~au E L, we 
have that au + 2cau E L n G(L) = thus U(~U + uau) = 0. This yiel 
uau = 0, and so au = 0. In other s, u* = 0, 24 E k, then G(L) 2.4 = 0. 
Suppose now that 0 # a E G is such that a2 = 0. If u E L then 
ap(u) = 0 for some 0 #p(t) E P[t]. If a is the constant term of p(l), then 
aa = -aq(u) uE L f? G(L) = 0, where p(t) = a + q(t) t. Thus a = 0. So 
auq(u) = 0, whence (q(u) a~)~ = 0. Because q(u) au EL, and has square 0: 
by the paragraph above, G(L) q(u) au = 0, and SQ aq(u) au = 0. I,et q(f) be 
of minimal positive d gree such that aq(u) au = 0; since a2 = 0 we may 
assume that the constant term of q(t) is 0, hence Lf(t) = m(t) 1. Now 
(M(U) au)” = m(u) awn(u) au = m(u) as(u) au = 0, and since m(u) au E L, 
by the above, G(L) m(u) au = 0, whence am(u) a 0. This contradicts the
minimal choice of q(t), unless q(t) is of degree 1. e thus get that az4au = 0. 
Therefore (ua)” = 8, hence La is an algebraic left ideal of *’ In consequence, 
La = 0. ~~rnrnar~~ing, a E G(L) and a* = 0 implies that La = 0. 
Suppose now that a is any element of G(L) and that yE L is transcen- 
dental. Because a E G(L), ap(y) = 0 for some 0 +p(l) E F[r] thus 
a c G(L) consists of elements of square 0. By the above, 
Ra = 0. Let P, be an ideal of R maximal with respect tothe exclusion 
y) / all f(t) f 0 E F[P]} ; since y is transcendental, 9,. is a prime ideal 
. Also, because y is transcendental, ypf y) 65 P,) hence Lp(y) ~6 
y) Ra = 0, we have that Ra c P,, hence a & P,. In oth 
for every E L which is transcendental. Therefore, if 
where y runs over the transcendental elements ofL, then G(L) c 1. 
by the definition of 1, In L consists ofalgebraic elements, hence, by our 
ass~~~tio~ nR, I ,q L = 0. Since IL c In L = 0 and since G(k) c 1, we 
obtain that G(L) L = 0. This proves Theorem 4.1. 
An immediate corollary is: 
COROLLARY. If R is prime and has no nonzero algebraic left ideals rken 
G(L) = Ofor any L # 0. 
A reasonable conjecture might be: In any algebra, G(L)L is an algebraic 
left ideal. 
This would then give a very succinct s atement for a theorem stronger 
than our Theorem 4.1. 
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5. DERIVATIONS AND AUTOMORPHISMS 
Let R be an algebra over afield F and let d# 0 be a derivation of R. Then 
d induces a derivation, which we also denote by d, sending F into a, the 
centroid ofR. If D = {x E R 1 d(x) = 0}, then clearly D is a subring of R. 
Moreover, D is a subalgebra over F if and only if d(a) = 0 for every aE F. 
If charF=p#O and F,,={~EF~d@)=O}, then aPEFO for every 
a E F. If R is an algebra F-algebraic over D then it is F,-algebraic over D, 
for if C aixi E D, ai E F, then (C a,~‘)” = JJ apxPi E D, and the a: E F,. 
If, in addition, R has no nonzero ideals algebraic over F, it has none 
algebraic over F,. Thus for this case, in the context of the theorem that we 
wish to prove, we may assume gratis that d(a) = 0 for CI E F, that is, 
d(ax) = ad(x) f or x E R. For what we shall consider here we assume that 
d(ax) = ad( x) f or all aE F, x E R (that is, d is F-linear). 
We begin with 
LEMMA 5.1. If R is a domain F-algebraic over D and R is not algebraic 
over F then R is a commutative integral domain of characteristic p # 0.
Proof. If x E R, x fZ D is transcendental overF then, by considering 
FcDnF[x] cF[x], we are in the situation discussed inthe proof of 
Lemma 1.1, and the argument given there shows that uxp” = v if char F = 
p#O, and UX=V, if charF=O, where u#O, v#OEDnF[x]. Thus (in 
both cases), d(uxP”) = d(v) = 0, hence ud(xP”) = 0. Since R is a domain, we 
conclude that d(xP”) = 0 for some II > 0. On the other hand, if xE R, x E D 
is transcendental thend(x) = 0. So we have for every x E R which is 
transcendental th td(xP”) = 0 for some n > 0. 
If a E R is algebraic over F then, since R is a domain, amust be invertible 
in R. Also, if x is transcendental overF, so is axa ~ ‘. Hence, by the above, 
we can find an integer m > 0 such that d(xP”) = 0 = d(axP”a-‘). The 
computation fd(axP”a-‘) = 0 leads us to a--Id(a) xPm - xP”a-‘d(a) = 0. 
Clearly, ify is algebraic over F, and p(y) = 0, where p(t) E F[t], then 
a-‘d@)p(y) -P(Y) .-I d(a) = 0. Thus a-Id(a) is in A(R), the algebraic 
hypercenter of R. By Theorem 1.6, A(R) = Z, hence a-‘d(a) = a E Z, and 
so, d(a) = aa. Since a is algebraic over F so is 1 + a, hence d(1 + a) = 
p(1 + a), where p E Z. Since d(1) = 0, we get aa = d(u) = d(l + a) = 
/3(1 +a). So, if a&Z we get from (a-,8)a=P that a=/3=0, which is to 
say, d(u) = 0. Thus d(a) = 0 for every algebraic a E R which is not in Z. 
Finally, ifAE Z is algebraic over F, and char F = 0, for xE R transcen- 
dental, x + J, is transcendental, hence d(x +A) = 0. But d(x) = 0, whence 
d(A) = 0 follows. Ifchar F =p # 0, then d(/ZP) = 0. So for all r E R, 
d(rP”) = 0 for some n = n(r) > 0. By a result of Felzenszwatb and Giam- 
bruno [4], we get that R is a commutative domain of characteristic p # 0.
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We assume henceforth that R is not a domain. Therefore, if 
must have nonzero nilponent elements. We pass on to 
LEIMVIA 5.2. If R is a prime algebra over S=, F-algebraic over 
has no nonzero algebraic ideals then, if Z # GF(2), d(t) = Ofor e 
such that * = 0. If Z = GF(2) then d(t) = 0 or d(t) = 1 + t for such 1. 
Proof Given x E R there xists a polynomial, J: over F 
f(x> and f(l + t)x(l + t)-‘) are in D, where L2 = 
Q=d(f(x>)=d(f((l+t)x(l +t)-‘))=d((l+t)f(x)(I +t>
Lemma 5.1, we get that d(l + t) = a(1 + t), hence, d(t) = a(1 + t) for some 
a E z. 
If char F # 2, since d(t*) = 0 = td(t) + d(t) t= 2w(l + t) t, we get a = 0. 
Thus d(t) = 0. 
If char F = 2, and Z # GF(2), for y # 0, 1 in Z, d(y21) = /I(1 + y”t). 
d(y2t) = $d(t) = y2cr(l + t)- So we get y2~ = ,b’ and y*u = y’,!3. Therefore, 
a = /3 anad (y’ + 1) (x = 0; since y2 + 1 # 0, we get a = 0 and, once again, 
d(t) = Q. 
If Z = GF(2) and d(t) # Cl we have from d(t) = ~$1 + t), uE Z and a f II, 
that cy = I. Hence d(t) = 1 + t. 
e first dispose of the case in which d(t) = 1 + t for some i such that 
I2 = 0. 
LEMMA 5.3. If R is a prime algebra over F wk,ich is~-algebraic over 
alad R has reo nonzero algebraic ideals then d(t) = 0 for all tE R such that 
t2 = 0. 
PVC& Suppose that d(t) f 0 for some t E with t2 = 0. By Lemma 5.2, 
d(l) = E + t and Z = GF(2). If r E R then (trt)’ = 0 hence d(trr) = 0 m 
I + trt by Lemma 5.2. But d(trt) = d(t) rt + td(r) t + trd(t) = d(t) rt T 
td(r) t + tr(l + t); hence d(trt)  = trt. However, by the above, djtrt) = 0 or 
I + trt, hence d(trt)  = 0 or t. In consequence, tRt = GF(2) f. This 
immediately tells u that R is a primitive ring with minimal right idea! and 
c~mrn~ti~g ring GF(2). 
If If 8 is an ideal of R then tit # 0 hence tit # 0 for some i E I; thus 
tit = i and so f E I. Since I2 f 0 is an ideal of R, t E I’, hence d(t) E
d(I*) c I> which is to say, 1 + t E I. Together with t E I, this tells us that 
I E I, hence I= R. In other words, R is simple. Since is simple with 1 and 
has a minimal right ideal, R is simple artinian d since t
of R is GF(2), by Weddeburn’s theorem we conclude that 
k x k matrices over GF(2). But then R is algebraic over GF(2>, hence is 
algebraic over F. With this contradiction he lemma is proved. 
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We now can prove our main result for derivations vanishing on 
polynomials in every element. 
THEOREM 5.4. If R is a prime algebra over F and d # 0 is an F- 
derivation of R such that R is F-algebraic overD = {x E R / d(x) = 0}, then 
R is a commutative ntegral domain of characteristic p # 0, if R has no 
algebraic ideals. 
Proox By Lemma 5.1 we may assume that R is not a domain, and by 
Lemmas 5.2 and 5.3 we may assume that d(t) = 0 for all t E R such that 
t2 = 0. The subring T generated by all elements ofsquare 0 is invariant with 
respect to all automorphisms ofR and T c D. If R has a nontrivial 
idemptent e*= e f 0, 1 then by the result of [8] which we quoted earlier 
TC Z or T contains anideal I# 0 of R, unless R = (GF(2)),; since R is not 
algebraic over F, R cannot be isomorphic to(GF(2)),. Certainly Trf Z. So 
T 3 Z # 0 in this case. On the other hand, if R has a non-zero nil eft ideal, 
by the result of[‘7] quoted earlier, TC Z or TI I # 0,1 an ideal of R. Since 
T & Z, we conclude in both these cases that T 1 I # 0 an ideal of R. But 
since Tc D, we have that d(I) = 0. Since d# 0 this is not possible inthe 
prime ring R. We therefore know that R cannot have any nontrivial dem- 
potents nor any nonzero nil left ideals. Hence R has no nonzero algebraic 
left ideals. 
We now use an idea due to Felzenszwalb and Giambruno [4]. Suppose 
that xy = 0 with x# 0 and y # 0. If r E R then (yrx)’ = 0, hence d(yrx) = 0. 
There exists a polynomial p(t) EF[t] such that both p(rx) and p(rx +yrx) 
are in D. Because xy = 0, p(rx +yrx) =p(r) +yp(rx) + a,, + aI yrx (where 
p(t) = C a, P, hence 0 = d(p(rx + yrx)) = d(p(rx)) + d(yp(rx)) + d(a,) + 
aId = d(y)p( rx> , since p(rx) E D. So, if L = Rx then d(y) E G(L); by 
Theorem 4.1, since R has no algebraic left ideals, d(y) = 0. Since xyR = 0 
we get d(yR) = 0. Since R is prime this is not possible. Thus R must be a 
domain, and the theorem is proved. 
We prove an analogous result for automorphisms. LetR be a prime 
algebra over a field F and let v# 1 be an automorphism ofR. Suppose that 
R is F-algebraic over T= {x E R / w(R) = x}. We shall show that if R has no 
algebraic ideals then R must be a commutative integral domain of charac- 
teristic p # 0. Here, as in the case of derivations, we suppose that li/ is F- 
linear. However, for the very same reason as in the case of derivations, if 
char F=p # 0, we may assume the F-linearity of ye free of charge. 
Before proving the theorem we mentioned above we must settle the case in 
which R is radical over T, that is, given rE R then rnCr) E T. 
The arguments we shall use are reminiscent of hose used in the case of 
derivations. 
THEOREM 5.5. Let R be a prime ring and v an automorphism of R such 
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that, givera  E R, then &P@)) = rn@) for some n(r) > I. Gwen ifR has no nil 
ideals, either I+Y = 1 or R is a commutative integral domain of c 
p # 0. 
ProoJ If a is (formally) invertible th n for r E , there is an integer 
m > 1 such that both v/(P) = rm and v(ar”a-‘) = a - ’ ; we thus get that 
a- ’ v/(a) P = ?a - ‘u/(a). Hence a - I y(a) is in the hypercenter of R, thus by 
the hy~e~ce~ter heorem [5], a-Iv(a) E Z. So v(a) = aa, a f 0 E Z. 
Hn particular, if t E R is such that 2 = 0 then 1 + t is formally invertible, 
therefore ~(1 + t) = a(1 + t). This yields that v(t) = (a - 1) + f; since 
0 we get that a= I and so y(t) = t follows. 
is not a domain then it has nonzero elements  such that L’ = 0. HE 
hen (trt)’ = 0, hence v/(trt) = trt. 
then y((rt)“) = (rt)” for some n > 1; co~sequ~~t~y 
y(rt(rt)“-‘) = v(r) t(rt)“-’ by the above. Thus 
(r - v/(r)) t(rt)‘-’ = 0. Let n be minimal such that (r - j;/(r)) t(rt)“-’ = 0. 
If n > 2 then, for x E R, since i&(rl) x(r - ~(7)) r(re)‘-*)* = 0,
y/((rt) .x(r - y(r)) t(rt)“-*) = rtx(r - v/(r)) t(rt)+‘; because n-220, 
(rlx(r --y(r)) t(rt)“-‘) = v(r) tx(r - v/(r)) t(rt)“-2. We thus obtain ah;et 
(r - y(r)) tx(r - v(r)) t(rt)n-2 = 0 for all x E is prime we 
conclude that (r - v(r)) t(rt)“-’ = 0, contradi e of M. Thus 
n = E and (r - v(r)) t= 0 for all rE R. Hence, if s E R, 8 = (rs - QY(~s)) I = 
(r(s- y(s)) + (r-v(r)) v(s)) t= (r- v(r)) v(s) t; therefore, (r-v(r)) Rt = G 
and so r = v(r) for all rE R. Thus, if R is not a domain then li/ = 1. 
uppose, then, that R is a domain. If r E R and y(P) = rnS for some 
{x E: R / xrn = r^“x}. R, is a domain and, since w
prime 
oreover Z(R !> # 0 since rn E Z(R r). Localize R1 at 
get the ring R,. The center of is the Geld of quotients 
also I+U induces an automorphism on such that IC/(U~(‘)) = nrnCC) for ali 
u f R, ~ What we have gained is that may assume that Z(RJ f- 0 is a 
field. 
Since rE R, and r” E Z(R,), ris invertible in by the argumem 
at the beginning ofthe proof, v(r) = ar where ). Consequently, 
v(r) r= rv/(r) for all r E R. It is now an easy exercise toskow that is 
commutative. 
Finally, let L and K denote the quotient fields ofR and 27 Since a”(“’ E K 
for all uE L, by a result ofKaplansky [IO], either L has characteristic p # 0 
or L =K. owever, if I, = K then clearly w = 1 and with this the theorem is
proved. 
e conchrde this ection with 
THECIREM 5.6. Let R be a prime algebra over afield F and suppose that 
8% has no nonzero algebraic ideals. Suppose that v is an F-a~t~%~r~~is~ of 
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R such that, given x E R, v(p(x)) =p( x )f or some nonconstant polynomial p 
over F. Then either v = 1 or R is an commutative ntegral domain of charac- 
teristic p # 0. 
ProoJ: If r E R is transcendental over F, by considering F cF[r] f7 
TC F[r], where T= {x E R 1 v(x) = x}, then, as we showed in similar 
situations before, ifchar R = 0, ur = v where u # 0, v # 0 E F[r] f’ T and, if 
charR=p#O utP”= v for 0 f U, 0 # v in F[r] f’ T and some n > 0. This 
gives u(v(r”“) - rP”) = 0 (where, inchar R = 0, we havep” = 1). 
In particular, if R is a domain, we have that v/(r)“” = rpm for every 
transcendental r E R. On the other hand, if a E R is algebraic it is invertible 
so, for some suitable m > 0, both y(r”“) = rpm and V/(arP”aP’) = arpma-I. 
Therefore, a-‘v/(a) rpm= rPmael w(a). Ify E R is algebraic andp( y) = 0 then 
certainly a-‘v(a)p(y) =p(y) a-’ w(a). Thus a-‘w(a) E A(R), the algebraic 
hypercenter of R; by Theorem 1.6, a- ’ w(a) EZ. Now 1 + a is also 
algebraic, so (1 + a)-’ ~(1 + a) E Z. If a & Z these yield-as they did 
before-that w(a) = a. 
However, if a E Z, then for x transcendental, v/((a + x)~“) = (a + x)~” and 
v(xp”) = xpm for suitable m 2 0, thus v/(a”“) = aPm. Hence w fixes a power of 
every element of R. We are back in the situation of Theorem 5.5, so we 
conclude that either tq= 1 or R is commutative with characteristic p # 0.
Suppose then that R is not a domain. If a E R is (formally) invertible and 
x E R then, since v is an F-automorphism of R, there xists a nonconstant 
polynomial, f, over F such that both w(f(x)) =S(x) and w(af(x) a-‘) =
w(f(axa-‘)) =f(axa-‘) = af(x) a-‘. These give that a-‘w(a) E A(R) = Z, 
hence v/(a) = au, where a E Z. If t E R and t2 = 0 then 1 + t is formally 
invertible, h nce v( 1 + t) = a(1 + t) and so y(t) = (a - 1) + at, where 
a E Z. Because y(t)’ = 0 we get a = 1, and so y(t) = t. 
Suppose that xy = 0, x # 0, y # 0; for r E R, (yrx)* = 0, hence v(yrx) = 
yrx. Also, there xists a nonconstant polynomial f over F such that both 
f(rx> and f(rx + Y rx are in T. However, since xy = O,f(rx + yrx) =f(rx) +>
yf(rx) + a0 f ai yrx (wheref(t) = a0 + a, t + . . . + ant”); thusf(rx + yrx) =
wtfb + .v-x)) =fPx) + wtu>ftrx> + a0 + al yrx. We thus get that 
(y - w( y))f(rx) = 0. So y - y(y) E G(L), where L = Rx. By Theorem 4.1, 
y = I+@) or R has a nonzero algebraic left ideal. Ifthe latter were the case, 
either this left ideal is nil or has a nontrivial dempotent. Butthen any 
subring invariant under all automorphisms of R is either central orcontains 
a nonzero ideal of R by the results of[7] and [8] (since R # (GF(2)),). 
The subring, W generated byall tsuch that 2 = 0 is invariant under all 
automorphisms of R and W ti Z, so W 2 I # 0, an ideal of R. Since t2 = 0 
forces y(t) = t, W c T. Thus w(i) = i for all iE I; since the v/(ix) = ix for all 
x E A we get w = 1. So we may assume that R has no algebraic left ideal. 
Thus xy = 0, x # 0, y # 0 forces w(y) = y. But xy = 0 implies xyr = 0 for all 
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hence v/(yr) = yr, and so y(v/(r) - r) = 0. Thus 0 = 
j - rj y(s) + r(y(s) - s)) = yr(v(s) - s), for all r; s E 
prime, we get v(s) = s, hence ly = 1. The theorem is now proved. 
4. F-ALGEBRAICITY OVER SUBDIVISION 
A result due to Faith [3 ] asserts hat if W is a ring with no nonzero ni; 
ideals and if 3 #R is a subdivision ri g of R such that every element in R 
raised to some suitable positive power is in B, then R is a field. Itis natural 
to look for the analog of this theorem in our context, namely, that of 
algebras having no nonzero algebraic ideals. We shall do so in this ection. 
We begin with the special, but key, case in which our ring is a division 
algebra (not necessarily finite-dimensional) over  field F. 
kEMMA 6.1. Let D be a division algebra over afield F and suppose that 
B #D is a subalgebra over which D is F-algebraic. Then either 
algebraic over F or D is commutative. 
BrooJ: Suppose that D is not algebraic over F. If e? #
ii-” E II and so p(b-“j = b-” + ... +a,b-‘+a,EB for some aiEF, not 
all 0, and n > 0. Therefore, b”p(b-‘) = 1 + I.I + a,b”-’ $ aobn E 
because B is a subalgebra and b E B we get that 1 E B. Thus F I 1 c 
whence bnmm’g(b-‘) = b-’ + a,_, + ..* + aobn-’ is i , giving us that 
. In other words, B is a subdivision algebra of
s not commutative l t xE D be noncentral; sin (II), the algebraic 
f D is merely Z, the center of D, by Theorem 1.6, we have that 
rice there is a y E D such that x commutes with no no~consta~t 
ver F in y. Given y, xyx-‘, and (1 +x)y(l +x)-r there is 
some nonconstant PO> E F[tl such that p(y), p(xy~-‘), and 
~((1 + x)y(l +x))“) are all in B, that is, such that p(y), x&)x-‘, and 
(1 + x)p(y)(l +x)-l are all in B. Using the familiar gument which we 
have already used many times in this paper (and which is due to 
we have that p(y) E B, q(y) = UX, (1 + x)p(y) = v(l + x), where U, v E B. 
These yield that p(y) = v + (v - U) x; since q(y) #p(y) x it follows that 
u f U, hence x= (U - u))’ (p(y) - v) E B a contradiction. We thus obtain 
is the union of Z and B, two additive subgroups ofD. However, since 
we must have that D = Z, proving the lemma. 
For the remainder of this ection R will be an algebra over a field E 
zero algebraic ideals, and B will be a subdivision algebra over 
is F-algebraic over 23. 
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LEMMA 6.2. R is simple, with the same unit element as B. Furthermore, 
all transcendental elements ofR are invertible in R. 
Proof. Let e be the unit element of B; since E A(R), the algebraic 
hypercenter of R, by Theorem 1.6 we have that eE 2. Thus e is a central 
idempotent in R. Let I = R( 1 - e); then Iis an ideal of R and, if e f 1, I # 0. 
But, if I # 0, by our assumption R, I must have a transcendental element 
y; since yE 1, ye = 0. By the F-algebraicity of R over B there is a 
nonconstant polynomial p(t) E F(t] such that p(y) E B, hence p(y) =p( y) e; 
therefore yp(y) = yp(y) e=p( y) ye = 0. This contradicts that y is transcen- 
dental. Thus F = 0 and e = 1. An immediate consequence ofthis is that 
F = F. 1 c B, hence we may assume that all polynomials f(t) used having 
the property hat f(x) E B for xE R have constant term equal to 0. 
If x E R is transcendental then, for some nonconstant polynomial 
p(t) E F[t], 0 #p(x) E B, and so is invertible in R, since B is a subdivision 
algebra. By the remark above, p(t) = tq(t), hence xq(x) is invertible in R, 
whence x is. 
Finally, ifI# 0 is an ideal of R, by our hypothesis I contains a transcen- 
dental element, hence an invertible e ment, sothat 1= R. In other words R 
is simple. 
We now establish another special case of the main result that we seek. 
LEMMA 6.3. If R has no nonzero ne-sided algebraic ideals then R is a 
domain. Moreover, ifR is a domain then R is a Jield. 
Proof. If R is not a domain there xist nonzero a, b E R such that 
ab = 0. Consider the one-sided i eals Ra and bR. ,If neither of these is 
algebraic then there xist ranscendental elements y E Ra and z E bR. 
Furthermore, there xist a polynomial p(t) = tq(t) E F[t] such that p(y), p(z) 
are both in B. But B is a division ring and p(y)p(z) = q(y) yzq(z) = 0, since 
yz E RabR = 0, so p(y) = 0 or p(z) = 0, neither ofwhich is possible bythe 
transcendence of y and z. Thus one of Ra or bR is algebraic, proving the first 
contention of the lemma. 
If R is a domain then all algebraic elements ofR are invertible. Together 
with Lemma 6.2, this fact says that all nonzero elements ofR are invertible, 
that is R is a division ring. By Lemma 6.1 we conclude that R is a field. 
As we pointed out earlier inthe paper if every transcendental element is 
central then all elements ofR are in A(R), so by Theorem 1.6 we would have 
that Z = A(R) = R, hence R would be commutative. So to prove our main 
result i will be enough merely to show that all transcendental elements are 
central. We now prove the main theorem of this ection. 
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THEOREM 6.4. Let R be an algebra, ouer a field 2;; which has na 
nonzero algebraic deals. IfR is F-algebraic over a s~bd~~~i~~o~ algebra 
B f R then is a field* 
ProsJ y Lemma 6.3, if R does not contain il nonzers one-sided 
algebraic ideal, we are done. In addition, as we pointed out above, we are 
also done if every transcendental element of R is central, Thus, without loss 
of generality, we may assume that R contains both a nonzero ne-sided 
braic ideal and a noncentral transcendental element. 
ince an algebraic one-sided i eal is either nil or contains a nontriviai 
idempotent, theinvariance th orems mentioned atthe beginning ofthe paper, 
namely, that asubring invariant wi h respect toall special utomorp 
a prime ring 49 is either central orcontains a nonzero ideal of 
applies-since by Lemma 6.2, R is simple, hence prime. In fact here we 
know that such a subring is then central orall of R. 
be transcendental and noncentral. Since is a subdivision ri g 
of R all of the transcendental elements ofR are in ‘ble, we can use the 
exact same argument as that used in the proof of ma 6.1 to conclude 
If y E R is invertible th n yxy- ’ is transcendental and 
noncentral hence yxy - ’ ubring, M generated byall yzy-‘, y
invertible andz transcendental, is in Clearly M is invariant re all inner 
automorphisms of R; since x& Z, M CL Z, thus we have that M = R, hence 
= R, a contradiction. So the theorem is proved. 
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