Introduction
The expectation of the product of four real scalar random variables {x.}, 1 i=1, ••• ,4, which are jointly Gaussian distributed can be simply expressed in terms of first-and second-order moments (E denotes expectation) (see
This relationship plays an important role in determining the (asymptotic) variances and covariances of the estimates of correlation and spectr~l density functions of stationary stochastic processes ([3]-l6]), as well as of several parameter estimates (see e.g. (3J, l7J, [13] ).
In this note formula (1.1) is generalized to matrix-valued real or complex random variables which are Gaussian distributed. Using the Kronecker product notation, the generalized formula is expressed in a compact form (section 2).
As an application of the extended formula, we derive (in section 3) the asymptotic covariance matrix of IV estimates of parameters in multivariate linear regression models. The extended formula may find other applications in multivariate analysis and system identification.
The main results
In order to state our main result we first need to introduce some definit ions (see e. g.
[8], [13] ): We can now sta-te a generalization of (1.1) for matrix-valued real Gaussian random variables.
Theorem 1:
Let A,B,C,O be matrices of dimension (p*q), (q*r), (r*s) and (s*t).
Assume that the entries of these matrices are real random variables which (jointly) have a multivariate Gaussian distribution. Then the following result holds:
An alternative expression for the second term in the r.h.s. of (2.3a)
is:
(2.3b)
For r=1 the expression (2.3a) can be simplified to: Next we note that for 1 ( i ( P, 1 ( j ( t:
Using the formula (1.1) we thus obtain 
Theorem 1 provides a compact expression for the expectation of the product of four real matrix-valued random variables having a Gaussian distri-
bution. An application of this result is presented in the next section.
Another application is presented in the following.
In what follows, let us relax the assumption that the matrix random vari- Under these conditions we claim that the formulas of theorem 1 continue to hold for complex A,B,C,D matrices. To prove this claim it would clearly be necessary and sufficient to show that the scalar formula (1.1) holds for (scalar) complex Gaussian random variables as well. This is shown in the next lemma:
Lemma 1:
Let the complex scalar-valued random variables x 1 ,x 2 ,x 3 and x 4 be jointly
Gaussian distributed (that is to say, their real and imaginary parts are joint Gaussian random variables). Then the formula (1.1) applies.
Proof: It should, in principle, be possible to prove the assertion of the lemma by making use of formula (1.1) for real variables. However, the calculations involved appear to be very tedious.
A much simpler proof can be obtained by using theorem 1. Since E(X X X X } ~ E(X x x x ), the proof is completed. 1 2 34 1 2 3 4 • We were unable to locate a reference containing the result of lemma 1.
Only a special case of this result, which holds under a certain restciction on the Gaussian distributions of {x.} (see [9}- [11] ), appears to be 1 known (see e.g. [12] ).
An application
Consider the following multivariate linear regression equation An explicit expression for P {and hence for the asymptotic covariance matrix of the IV estimator (3.2», can be found in [7J, l13J. Our l>urpose here is to make use of theorem 1 to provide a simple derivation of that expression.
In doing so we have to impose the Gaussianity assumption on the stochastic processes involved.
Using theorem 1 we get 
