For a fixed frequency ω P R 2 zt0u we show the existence of Gevrey smooth Hamiltonians, arbitrarily close to a Kolmogorov non-degenerate analytic Hamiltonian, having a Lyapunov unstable elliptic equilibrium with frequency ω. In particular, the Hamiltonians thus constructed will be KAM-stable.
Introduction
By classical KAM theory, non-resonant elliptic fixed points satisfying the Kolmogorov's non-degeneracy condition are accumulated by invariant tori whose Lebesgue density tend to one in the neighbourhood of the point and whose frequencies cover a set of positive measure. This property is called KAM-stability. In [1] , Arnold proved 1 that non-resonant elliptic fixed points of Hamiltonians with two degrees of freedom which are simultaneously Kolmogorov and isoenergetic non-degenerate are Lyapunov stable.
Restricted to the two degrees of freedom case, we consider the question of wether or not KAM-stability by itself implies stability in the sense of Lyapunov. We point out that for systems with three or more degrees of freedom this question has a negative answer. In fact, for systems with at least five degrees of freedom, examples related to Arnold's diffusion [2] show that KAM-stability does not imply Lyapunov stability of the elliptic equilibrium, even if we assume isoenergetic non-degeneracy. More recently, Fayad [6] constructed similar examples for systems with three or more degrees of freedom by using a different diffusion mechanism.
In this work we show that for systems with two degrees of freedom the answer to this question is also negative. Our construction is inspired in the 'scape mechanism' on resonant elliptic equilibria described in Section 2.1.
Let us point out that Douady [5] previously constructed examples of C 8 Lyapunov unstable elliptic points for symplectic diffeomorphisms in R 2n for any n ě 2. Our method, like his, consists of a countable number of compactly supported perturbations. For this reason the perturbations in our construction, which can be taken to be ultradifferentiable in the sense of Gevrey, are not analytic. We stress the fact that the diffusion mechanism in Douady's examples (which is more reminiscent of the classical Arnold diffusion mechanism through chains of heteroclinic intersections) is different than ours.
Setting and notations
We write vectors in R 4 as z " px 1 , y 1 , x 2 , y 2 q and endow R 4 with the canonical symplectic structure dx 1^d y 1`d x 2^d y 2 . A fixed point of a smooth Hamiltonian is called elliptic if the eigenvalues of the linearized system are purely imaginary. In that case the spectrum will be given by t˘iω 1 ,˘iω 2 u for some ω in R 2 . This vector is called the frequency vector.
Every Hamiltonian H : R 4 Ñ R having an elliptic fixed point with a nonresonant frequency vector ω P R 2 can be expressed in the form
by means of a linear symplectic transformation (see [3] for a proof). Define I " pI 1 , I 2 q : R 4 Ñ R 2 by
In this work we will mainly consider two kinds of Hamiltonians. The first kind are near-integrable Hamiltonians on R 4 of the form 
where we endow T 2ˆR2 with the canonical symplectic structure dθ 1^d R 1d θ 2^d R 2 . To make the link between them we consider the symplectic change of coordinates
where
At first sight this may suggest the existence of an equivalence between the two settings, but as the transformation T´1 is not defined over a neighbourhood of the origin (and cannot be extended to it in a smooth way), we see that this equivalence cannot be achieved.
Informally, for h fixed, stability properties of the origin for Hamiltonians of type (2) will be related to the stability properties of
in systems of the form (3). Writing
we see that the frequency vector ω for the first system determines the flow restricted to T 0 for the second. This restriction is simply a continuous translation by ω, namely Φ t pθ 0 , 0q " pθ 0`t ω, 0q.
For systems of type (3), an embedded invariant Lagrangian torus T with an induced flow conjugated to a translation by a fixed vector ω is said to be a KAM-torus with translation vector ω.
As the nature of the properties we are interested in is local, we introduce suitable spaces of functions in which we will work later. To finish this Section let us recall the definitions of the aforementioned nondegeneracy conditions. A function h P C r p0q is said to be Kolmogorov nondegenerate if
Plan of the work
This paper is organized as follows. In Section 2, we consider systems in actionangle coordinates and construct Hamiltonians with a KAM stable (i.e. accumulated by invariant tori whose Lebesgue density tend to one in the neighbourhood of the point and whose frequencies cover a set of positive measure) Lyapunov unstable invariant torus. This will be the content of Theorem 2.1. In Section 3, we adapt the results of the previous Section to prove an analogous of Theorem 2.1 (Theorem 3.1) for non-resonant elliptic fixed points. Section 4 is a short Appendix containing results on Gevrey functions that will be used throughout this work.
Instability for a KAM torus
Our goal is to prove the following.
Theorem 2.1. Given ω P R 2 zt0u and for all σ ą 0 there exist h P C ω pT 0 q as in (5), f P G 1`σ pT 0 q and a positive constant A such that:
3. For every ǫ, δ ą 0 there exist p and t obeying
Remark: Φ t h`ǫf ppq will drift away from T 0 at a linear speed. See (14).
An example of instability
For any integer vector k P Z 2 let hpR 1 , R 2 q " xR, ky and consider
for some ǫ P R fixed. The flow of H is given by
Let θ 0 such that sinpθ 0¨k
defines an unbounded solution for the Hamiltonian. The feature allowing the solution to "escape" is the fact that along the line of direction k K containing the origin, the gradient of h remains orthogonal to k K . We can restate this condition as h | xk K y being constant.
In fact, the construction can be adapted to any integrable Hamiltonian h and any line Λ as long as h | Λ is constant and the slope of Λ is rational. In this case, if Λ " p 0`x ky, taking θ 0 as before and H as defined in (6), the solution zptq with initial conditions pθ 0 , p 0 q is completely contained in T 2ˆΛ and obeys
where we denote zptq " pz 1 ptq, z 2 ptqq P T 2ˆR2 . Inspired by this, we construct an integrable Hamiltonian whose gradient is orthogonal to a family of affine subspaces approaching the origin. Then we adapt the previous construction to obtain unbounded solutions with initial conditions arbitrarily close to T 0 . The perturbation will be flat on T 0 , hence this torus will also be invariant for the new Hamiltonian.
Sketch of the construction
Fix ω in R 2 zt0u and let v : R Ñ R 2 analytic with vp0q " ω. Let L t :" xv K ptqy be the line generated by v K ptq and denote by Λ t :" p0, tq`L t the associated affine subspace. Suppose there exists h :
h | Λt " hp0, tq,
and assume that graphpvq is not contained in any line of the plane. As the angle of v with the x-axis close to zero changes we can find non-constant sequences py n q ně1 Ă J, pk n q ně1 Ă Z 2 such that y n converges to zero and vpy n q is colinear with k n . Define
Hpθ, Rq " hpRq`ÿ ně1 ǫ n a n pRq cospθ¨k K n q,
for some constants ǫ n P R and some functions a n : R 2 Ñ R of disjoint support, flat at 0, such that a n | Λy n " 1.
If H is at least of class C 1 then
ǫ n a n pRq sinpθ¨k K n qk K n¸.
In that case, for any θ pnq P T 2 such that sinpθ pnq¨kK n q " 1 (12) and any R pnq P Λ yn equation (11) becomes
Then, by the same arguments of last section, the solution z pnq ptq with initial conditions pθ pnq , R pnis completely contained in T 2ˆΛ yn and obeys
where we denote z pnq ptq " pz
then the functions h, f thus defined would satisfy conditions 3 of Theorem 2.1.
We formalize this construction in the following Proposition.
Then there exist functions h P C ω pT 0 q, a n P C 8 pT 0 q as described above and positive constants ǫ n such that f as defined in (15) belongs to G 1`σ pT 0 q and is flat at T 0 . Furthermore, h depends only on v. If in addition v satisfies one of the following conditions:
or
then h is Kolmogorov non-degenerate.
Before proving this Proposition let us show how it implies Theorem 2.1.
Proof of Theorem 2.1. Suppose ω 2 ‰ 0. Take any analytic path v : J Ñ R with vp0q " ω satisfying (16) and obeying (17) or (18). Apply Proposition 2.2 to define h obeying (7), (8) and f as in (15). In particular, h, f verify conditions 1 and 2 in the Theorem. Take θ pnq as in (12). For ǫ fixed, the solution z pnq ptq of the Hamiltonian h`ǫf with initial conditions pθ pnq , p0, y nobeys an analog of equation (14), namely z pnq 2 ptq " p0, y n q`tǫǫ n k K n , as long as the flow is defined. This clearly implies assertion 3 of the Theorem. The argument for ω 1 ‰ 0 is completely analogous.
Proof of Proposition 2.2
We will split the construction in several parts. Lemma 2.3 concerns the integrable Hamiltonian h. Explicit definitions of y n , k n will be made in Lemma 2.4 and the functions a n will be constructed in Lemma 2.5. 
In particular t0uˆJ Ă U . 2. h obeys (7),(8) for every t P J.
3.
If v satisfies (17) or (18) then h is Kolmogorov non-degenerate.
Proof. Let δ " 1{β and define φ : p´δ, δqˆJ Ñ R 2 by φpx, yq " px, y´xϕpyqq .
Denote V " p´δ, δqˆJ and U " φpV q. We will show that φ is an analytic diffeomorphism. Given px, yq P V detpDφqpx, yq " 1´xϕ 1 pyq which is non-zero by the definition of δ. Thus φ is a local analytic diffeomorphism. To prove injectivity lets suppose px, yq, px 1 , y 1 q P V be such that φpx, yq " φpx 1 , y 1 q. This clearly implies x " x 1 and y´xϕpyq " y 1´x ϕpy 1 q.
If y ‰ y 1 we would have 0 ă |y´y 1 | " |x||ϕpyq´ϕpy 1 q| ă δβ|y´y 1 | " |y´y 1 | which is impossible. Thus y " y 1 . This shows that φ is injective and therefore an analytic diffeomorphism. Notice that
thus U is an open set as described in the first assertion. Define g :
where π 2 denotes the projection in the second coordinate. For any w P Λ δ y π 2˝φ´1 pwq " y.
Thus hpwq " gpyq which shows that h | Λ δ y is constant. Hence xp∇hqpwq, v K pyqy " 0, for every y P J and every w P Λ δ y . In particular 0 " xp∇hqp0, yq, v K pyqy " B x hp0, yqv 2 pyq´B y hp0, yqv 1 pyq.
As φ´1p0, yq " p0, yq it follows B y hp0, yq " g 1 pyq " v 2 pyq.
Thus ∇hp0, yq " vpyq.
It remains to show the fourth assertion. Differentiating the equation above
A simple calculation leads to and a constant C ą 0 such that:
1. 0 ă 2y n`1 ď y n , 2. vpy n q P xk n y and |k n | max ď C{y n .
Before giving the proof we show the following property:
Claim. Let I Ĺ T be an interval such that |I| ą 1 n . There exists k P Z 2 obeying |k| max " n, k }k} 2 P I.
This set splits T in 8n intervals. It suffices to note that the biggest interval has size sin´1ˆ1 ?
This function measures the angle of vptq with the x-axis. From the hypotheses there exists ρ positive, such that
Let t 0 ą 0 such that ψ 1 ptq ą ρ for |t| ă t 0 . Then for every interval I Ă p´t 0 , t 0 q |ψpIq| ą ρ|I|.
Let
For n " 1, J n is contained in p´t 0 , t 0 q, thus |ψpJ n q| ą 1{2 2n .
By the claim there exists k n P Z 2 such that |k n | max " 2 2n , k }k} 2 P ψpJ n q.
As ψ measures the angle of v with the x-axis, there exists y n in J n such that vpy n q belongs to xk n y. Defining y n , k n in this fashion we obtain the result.
Lemma 2.5. Let v as in Lemma 2.3 and let y n , k n as in Lemma 2.4. For every γ ą 0 there exist a sequence of functions ta n : U Ñ Ru ně1 in G 1`γ pU q, obeying (10), such that:
1. Supppa n q Ă tR | dpR, Λ yn q ă y n {4u.
2. Supppa n q X Supppa m q " H for n ‰ m sufficiently large.
3. There exist constants c a , ρ a ą 0 such that }B α a n } U ď c aˆρ a y n˙| α| pα!q 1`γ for any multi-index α and any n ě 1.
.
Denote w n " v K py n q }v K py n q} 2 " pw 1 n , w 2 n q, δ n " y n {4 and let a n : U Ñ R a n pRq " aˆx R, v n y´y n w 2 n δ n˙.
Then a n is a smooth function obeying (10) and such that a n pRq " 0 if dpR, Λ yn q ą y n {4. This proves the first assertion. The second assertion follows easily from the first and the definition of y n . The function a belongs to G 1`γ{2 pRq (see [10] ), thus there exist constants m, c ą 0 such that }a pkq } R ď mc k pk!q 1`γ{2 .
Given a multi-index α " pα 1 , α 2 q P N 2 B α a n pRq " w α n δ |α| n a p|α|qˆx R, v n y´y n w 2 n δ n˙.
Thus }B α a n } U ď mˆc δ n˙| α| p|α|!q 1`γ{2 .
Note that p|α|!q 1`γ{2 ď pα!q 1`γ for |α| " 1. So there exists m 1 ą 0 such that }B α a n } U ď mm 1ˆ4 c y n˙| α| pα!q 1`γ .
Take c a " mm 1 , ρ a " 4c.
Proof of Proposition 2.2. Let h : U Ñ R as in Lemma 2.3. By construction, h depends only on the analytic function v and it will be Kolmogorov non-degenerate if conditions (17) or (18) are satisfied. Let y n , k n as in Lemmas 2.3, 2.4 and a n as in Lemma 2.5 with γ " σ{2. Denote ρ " 1{σ and define ǫ n " expp´1{y ρ n q.
By definition, f is well a defined function of class C 8 on T 2ˆp U zt0uq. Thus it suffices to prove that it admits continuous derivatives of all orders on T 2ˆt 0u and that it is, in fact, a Gevrey function. Without loss of generality we suppose that condition 2 of Lemma 2.5 is true for all n ‰ m. If that's not the case it suffices to take δ in Lemma 2.3 smaller to guarantee p´δ, δqˆR X tR P R 2 | dpR, Λ yn q ă y n {4, dpR, Λ ym q ă y m {4u " H. Hence taking c " c a C 2 and ρ " maxtρ a , C 1 u }B α pH´hq} U ď sup ně1 ǫ n }pB α a n q} U |k K n | |β| max ď c a C 2 ρ |τ | a C |β| 1 pα!q 1`2γ ď cρ |α| pα!q 1`σ .
Therefore f P G 1`σ pU q. This function clearly converges to 0 as y Ñ 0. Calculating its derivative we can conclude that it attains it maximum at the point
Using Stirling's formula 
Instability for elliptic equilibria
The following result is an analog of Theorem 2.1.
Theorem 3.1. Given ω P R 2 zt0u such that ω 1¨ω2 ă 0 and for all σ ą 0 there exist h P C 8 p0q as in (1), f P G 1`σ p0q and a positive constant A such that:
1. h depends only on Ipzq.
h(I) is Kolmogorov non-degenerate.
3. f is flat at 0. In particular the origin is an elliptic fixed point for h`ǫf .
4. For every ǫ, δ ą 0 there exist p and t obeying }p} 2 ă δ }Φ t h`ǫf ppq} 2 ą A.
Remark: As in Theorem 2.1, Φ t h`ǫf ppq will drift away from 0 at a linear speed (see equation (22)).
Strategy
Take f, h as in Theorem 2.1. We would like to define f :" f˝T´1, h :" h˝T´1, to prove Theorem 3.1 with T as in (4) . Notice that f , h would be defined only on V X pR 2ˆR2 q, for some open neighbourhood of 0 that we denote by V . This approach poses two main difficulties:
• The unstable orbits of h`ǫf might not be contained in T´1pR 2ˆR2 q.
• An extension of f to V might not exist.
Since the unstable orbits described in Section 2.2 are contained in the sets T 2ˆΛ yn and obey (14), the first problem can be solved if we show that Λ yn XR 2 contains an infinite segment of Λ yn . This will be true if and only if the frequency vector ω " vp0q satisfies ω 1¨ω2 ă 0.
To overcome the second difficulty it suffices to note that an extension of f exists if f is a flat function on BpR 2 q. To guarantee this we will modify the family a n , constructed in Lemma 2.5, so that its support will be contained in R 2 . We do this by considering a new family of bump functions b n (Lemma 3.2) and taking the product a n b n . Following these ideas we consider
δ n ǫ n a n pRqb n pR 1 q cospθ¨k K n q (21) and analyse f 1 :" f 1˝T´1 . The constants δ n are introduced to make f 1 belong to the desired Gevrey class. In fact, we need to account for the change in the bounds of f and its derivatives due to the new products and composition.
We will show that for appropriate b n ,δ n the functions h, f 1 can be extended to an open neighbourhood of 0 and they will satisfy the conditions of Theorem 3.1.
Proof of Theorem 3.1
Lemma 3.2. Let γ ą 0. Given a sequence of positive numbers py n q nPN there exists a sequence of functions tb n : R Ñ Ru ně1 in G 1`γ pRq such that for every n ě 1 1. b n ptq " 0 for t ď y n .
2. b n ptq " 1 for t ě 2y n .
3. There exist constants c b , ρ b ą 0 such that
We have f P G 1`γ . A proof of this can be found in the appendix of [8] . As Gevrey classes are closed under addition, products and reciprocals (as long as the function does not get arbitrarily close from 0) it is clear that b P G 1`γ . Thus there exist constants c b , ρ b ą 0 such that
To analyse f 1 it will be useful to study the composition of the functions sinpθ i q, cospθ i q with T´1. We encode these compositions as g : R 2ˆR2 Ñ R 4 given by Proof. Denote g " pg 1 , g 2 q. We will prove the bounds for the function g 1 as those for g 2 are completely analogous. Since g 1 only depends on two variables it can be considered as a function defined on R 2 . Notice that for every λ ą 0, and every px, yq P R 2 g 1 pλxλyq " g 1 px, yq.
Thus B α g 1 pλx, λyq " 1 λ |α| B α g 1 px, yq for every α P N 2 . Since g 1 is analytic on a small open neighbourhood of S 1 Ă R 2 there exist constants c g1 , ρ g1 such that sup px,yqPS 1
Given t ą 0, α P N 2 sup px,yqPSt
The bounds for the other functions are completely analogous. Taking maximum over the constants the result follows. (21) for some positive constants δ n that we will specify later.
Our goal is to show that
where T is the symplectic change of coordinates given by (4) can be extended to an open neighbourhood of the origin and that they will satisfy the hypotheses of Theorem 3.1. First we prove that f 1 can be extended to a Gevrey function defined on an open neighbourhood of the origin. Let h n pθ, Rq " a n pRqb n pR 1 q cospθ¨k K n q.
For t sufficiently small v 1 ptqv 2 ptq ă 0, which implies Λ t X ppt, 8qˆRq Ă pt, 8qˆpt, 8q, thus Suppph n q Ă tR P R 2 | dpR, Λ yn q ď y n {4, R 1 ě y n u Ă S 3yn{4 , for n sufficiently large. Without loss of generality we suppose that this holds for every n. If that is not the case we can set a n equal to zero for every n ď N for some N sufficiently large. Hence the function h n " h n˝T´1 , which is initially only defined on a set of the form V X R 2ˆR2 for some open neighbourhood V of the origin can be extended by zero in a smooth way to V . Notice that this function will be flat on V X BpR 2ˆR2 q. Therefore f 1 can be extended by zero to a continuous function on V which is of class C 8 on V X R 2ˆR2 . We denote this extensions also by h n , f 1 .
To show that f 1 is of class C 8 on V we first notice that cospθ¨k n q can be expressed as p n pcospθ 1 q, sinpθ 1 q, cospθ 2 q, sinpθ 2 qq, for some polynomial p n of degree at most |k n |. Thus h n " pb n˝I1 qpa n˝I qpp n˝g q.
Let c n " }p n } C |kn| pUq , d " }I} C 2 pV q . From Suppph n q Ă S 3yn{4 and using the bounds for a n , b n , g and 
