Observations, experiments and simulations often generate large numbers of snapshots of configurations of complex many-body systems. It is important to find methods of extracting useful information from these ensembles of snapshots in order to document the motion as the system evolves in time. Some of the most interesting information is contained in the relative motion of individual constituents, rather than their absolute motion. We present a novel statistical method for identifying hierarchies of plastically connected objects in a system from a series of two or more snapshot configurations. These plastic clusters are distinctive in that although their members tend to remain loosely connected, the clusters may be deformed plastically. This method is demonstrated for a number of systems, including an exactly soluble freely jointed polymer chain model, a two-dimensional simulation of two species of interacting bodies and a protein. These concepts are implemented as TIMME, the Tool for Identifying Mobility in Macromolecular Ensembles.
Introduction
Many situations of interest generate large numbers of configurations of complex, multi-component systems. Examples include molecular dynamics simulations [1] , nuclear magnetic resonance (NMR) structure determination experiments [2, 3] , the motion of individuals in a crowd or grains of sand in a pile [4] , propagation of fire in a forest [5, 6] , the motion of magnetic vortices in a superconductor [7] , rigid spheres in viscoelastic media [8] [9] [10] [11] [12] , cars on the freeway [13] [14] [15] [16] or packets in a network [17, 18] . These systems have a significant underlying structure on various timescales and often include hierarchies of self-organized structure [19, 20] . Identifying such a structure poses a significant challenge in describing and quantifying the kinematics of the evolving system. Visually, the variations between snapshots are often characterized by direct observation and inference. Such an approach is highly subjective and qualitative. Direct observation is also severely limited because it is impossible for the human brain to simultaneously track the motion of thousands of densely packed objects. For this reason, there is a significant need for unambiguous, systematic, objective and quantitative analysis techniques. In this paper, we introduce a technique TIMME, the tool for identifying mobility in macromolecular ensembles, that can analyze two or more snapshots of a system to determine which atoms stay together during the motion associated with the snapshots. Normally many more than two snapshots would be used, and most often a series of still pictures would be input along a trajectory obtained from say a molecular dynamics simulation. TIMME can then determine in a rather straightforward way which contiguous local groups of atoms (clusters) move together. Although the focus in this paper is on the correlated motion involving atoms, this approach can clearly be applied to many diverse systems on various length scales-examples would be tracking clusters that move together in cell motion or tracking groups of people that move together in say a football crowd leaving through a gate at the end of a game. Either experimental or simulation data can be used as input, although in this paper we focus on simulation data as it is difficult to track the motion of atoms experimentally.
For many systems, the most interesting information is not the overall movement of individual objects in an ensemble of snapshots, but rather the correlated motion involving clusters of two or more objects. This correlated motion between individual constituent objects reflects the underlying structure of the system. Factor analytic techniques, such as principal components analysis (PCA) [21] [22] [23] can identify correlated motion by inferring a set of basis vectors of motions that contribute most to the variation between snapshots [21] . The PCA basis vectors can be thought of as a basis set of eigenmodes for the system that defines an easily accessible subspace. Unfortunately, PCA substitutes one complexity for another. Instead of having to consider a series of snapshots, a researcher using PCA has to consider a series of 3N-dimensional basis vectors, where N is the number of constituent objects in the system (atoms, people, etc).
In this paper, we present an alternative geometric approach that shares some of the strengths of PCA and model-free approaches. We find that it is possible to apply a simple statistical technique to identify a hierarchy of intra-related plastic clusters. What do we mean plastic in this context? A plastic cluster is a group of objects that move as a contiguous group. This group need not have a fixed shape, as in a rigid cluster, but rather is deformable while remaining as an identifiable group. Each member of the plastic group retains contact with at least one other member of the cluster, where contact is defined as being within some predefined distance. However, the various contacts between the objects that make up the cluster can be dynamic, in the sense that contacts can be broken and formed, but in such a way as to maintain the integrity of the cluster as explained in more detail later. Methods like PCA provide can provide a complete description of the motion of the system and often taking just the first few modes is sufficient. However in order to identify a small cluster of say three objects, it would be necessary to sum over a very large number of PCA modes to correctly describe such a localized state. This would not be practical and that is where the present approach is useful. It is a localized rather than an (extended) eigenmode description of the motion.
Constituents of these plastic clusters move in concert as though they were connected by one or more deformable ropes. This hierarchy is parameterized by a single length-scale cutoff σ c ; the root-mean-square deviations (RMSD) of the distances between pairs of bodies in the system. Any choice of the cutoff decomposes the system into a set of plastic clusters such that the bodies in each cluster are connected by a chain of pair distance fluctuations that do not exceed the cutoff. At a sufficiently high cutoff, all objects in the system belong to a single plastic cluster, which at the scale of the cutoff reflects rigid body motion of the entire system. As the cutoff is decreased, the single large plastic cluster breaks up into successively smaller clusters until, at a cutoff of zero, the only clusters remaining are those consisting of objects connected by a series of locked pair distances.
The collection of rigid body translations and rotations of the clusters at every size scale can be loosely thought of as forming a basis of possible motion for the system, much like the basis vectors identified by PCA. However, this hierarchy of motion is relatively easy to conceptualize compared with the 3N-dimensional basis vectors of a PCA analysis. Given a sufficiently large sample size, this hierarchy accurately reflects the underlying structure of a system.
Our algorithm for identifying a hierarchy of clusters is implemented as TIMME, the tool for identifying mobility in macromolecular ensembles, the details of which are presented in the following section. In section 3, example systems are analyzed to illustrate the strengths and limitations of this approach. Finally, in section 4, this algorithm is contrasted with a number of complementary analysis techniques.
Method

TIMME
Consider a system of N rigid objects of any size, shape and composition. Assume that for any pair of objects a and b in the system, there exists a well-defined distance r ab (t) between the two points at time t. If these objects are rigidly braced relative to one another, r ab (t) will be constant over the lifetime of the system and the variance of r ab (t),
will be zero, otherwise not. Here σ is a symmetric N × N matrix with elements σ ab 0 and σ aa = 0. As the tethering between a and b becomes weaker, σ ab will take on larger values. Completely disconnected objects will typically have larger values of σ ab . The angular brackets denote a time average over the various frames.
Given the pair distance deviations σ ab and an RMSD distance deviation cutoff σ c , it is possible to decompose the system into plastic clusters. The rule for building the clusters is to join all pairs of objects a and b into the same plastic cluster if σ ab σ c . Two objects a and b can either be joined directly if σ ab σ c or indirectly through a sequence of other objects that defines a path from a to b for which consecutive objects on the path all have pairwise fluctuations less than or equal to σ c . The path does not need to be limited to objects that are close in space. For example, given three objects a, b and c, if σ ab < σ c and σ bc < σ c , then a and c are considered to be members of the same cluster, even if σ ac > σ c . By this property, called an equivalence class relation, a long, slightly flexible rod made of several basis objects will be identified as a single plastic cluster even if the ends of the rod move enough relative to one another to be placed in separate plastic clusters in the absence of the connecting group. What the algorithm does necessitate is that all bodies belonging to different clusters must have pair fluctuations greater than σ c ?
The TIMME algorithm can be summarized by the following steps: For example, one can compute for each σ c the fraction of objects within plastic clusters containing more than some fixed number of objects (for comparison in this paper, 10 was arbitrarily chosen).
For a system of N objects, step (ii) scales as O(N 2 ). There are several obvious simplifications to the TIMME algorithm. In particular, considering σ ab for only spatially adjacent pairs that approach within a chosen cutoff distance (equivalent to setting the rest to infinity) reduces this step from O(N 2 ) to O(N). The result of this analysis is that we finish up with a set of clusters for each given σ c , where within a cluster everything is connected. Such connected clusters are common, as for example in the Gaussian network model, where each C α carbon atom is connected to all other C α carbon atoms within a distance of say 8Å [26] .
Especially in large systems, it is useful to consider the plastic cluster decomposition for all choices of σ c by creating a cluster hierarchy. In order to visualize this hierarchy, a two-dimensional dilution plot is prepared by ordering the basis objects along the horizontal axis and the cutoff along the vertical axis (as discussed in the examples in section 3). The dilution plot is analogous to that used in FIRST (floppy inclusions and rigid substructure topography) [27] , a graph theoretic structure analysis algorithm that creates a rigid cluster decomposition of a system. The term 'dilution plot' is used because connections are being removed or diluted as σ c is decreased. In a dilution plot, individual clusters are shown as colored horizontal stripes at a given cutoff. In general, clusters need neither be contiguous in space or in the dilution plot. Considering the entire dilution plot for a system can suggest which clusters are likely to be real and those which occur by chance.
Care must be taken when applying TIMME to highly constrained structures such as molecules. Because molecules are covalently bonded networks of atoms, simply treating each individual atom as an object will not produce useful results. The distance between a pair of covalently bonded atoms is fixed, up to thermal fluctuations, and remains fixed as the system evolves. Within a molecule, all pairs of atoms are connected through a sequence of covalent bonds. For this reason, the entire molecule would appear to be a plastic cluster by the equivalence class property. The only reason the molecule might appear to decompose into components would be due to small random differences in the standard deviations of individual bond lengths, which do not relate to the plasticity of the molecule.
Rather than considering individual atoms, one can consider an atom and its covalently bonded neighbors as the most basic intrinsically rigid building block. Computing the average value of σ ab over all atom pairs between these objects yields values that accurately reflect the actual relative motion. This is discussed in more detail in the section on proteins.
More generally, the user may select any appropriate units as the basic elements. For hard spheres, the spheres themselves would be a natural choice. For bonded atoms in molecules, a natural choice would be the object defined by an atom and its covalently bonded nearest neighbors.
Related techniques
The TIMME algorithm requires an estimate of σ ab for each pair of objects a and b, and is therefore sensitive to under-sampling, bias, and errors. This limitation is not unique to TIMME, but is a fundamental problem for any analysis approach based on incomplete information [28] .
One complementary approach to analyzing the dynamics of many-body systems is to perform a principal components analysis on a representative collection of 3N -dimensional snapshot states. PCA involves a linear transform that identifies the specific directions of motion within the system that contribute most to the system's overall motion. PCA can be thought of as being similar to a Fourier transform, except that the basis vectors are empirically derived to satisfy certain properties. In particular, the projection of all snapshot states onto the first PCA basis vector has the largest variance of any linear projection; with the projection onto the second PCA basis vector having the largest variance of any linear projection orthogonal to the first, and so on.
There are a number of algorithms for performing a PCA. One common approach begins by computing a covariance matrix for the 3N -dimensional snapshot states (for N objects in three dimensions). If x a and x b represent the coordinate vectors of states a and b in a certain basis, the covariance of a and b is
where the expectation value x is shorthand for the arithmetic mean value of the set of vectors x. The covariance of a and b indicates how much a and b vary together. If the positions of a and b are correlated, cov ab > 0. If they are anti-correlated, cov ab < 0, and if they are uncorrelated, cov ab = 0. In this way, cov ab can be used to identify the correlated motions within an ensemble. The bilinear symmetric 3N × 3N matrix cov ab is independent of uniform global translations and rotations of all snapshots. Diagonalizing the covariance matrix yields a set of basis vectors for the system. Sorted in decreasing order of the corresponding diagonal elements, these vectors correspond to the directions of motion with decreasingly large contribution to the variance. These basis vectors are called principal components and hence the approach is called a principal components analysis [21] [22] [23] .
Most often, diagonalization is implemented by performing a singular value decomposition (SVD) on the covariance matrix. This matrix factorization can roughly be thought of as a generalized eigenvector/eigenvalue decomposition. In an SVD, a m × n matrix M is factorized in the form
where U is an m × n matrix of basis vectors for the output range, is an n × n matrix with the singular values as the only nonzero entries down the diagonal and V † is the conjugate transpose of an n × n matrix of basis vectors for the input domain [29] .
Decomposition into plastic clusters in TIMME at a given cutoff corresponds roughly to the model-free approach of decomposing normal mode analysis or PCA covariance matrices into a block-diagonal form [24] . The individual blocks in the matrix correspond to distinct quasi-rigid domains which can be thought of as plastic clusters. In model-free methods, a fixed set of plastic clusters is chosen initially and used throughout the analysis. TIMME extends this approach by decomposing an entire system into successively smaller quasi-rigid domains ranging from the entire system as a whole to the smallest indivisible rigid building blocks. With a small modification, it is possible to generalize the model-free approaches into a hierarchy of block-diagonal decompositions that, like TIMME, can be applied to arbitrary collections of configurations.
Examples
The TIMME algorithm makes no assumptions about the source of the input data. It can be applied equally well to a set of snapshot coordinates from nuclear magnetic resonance structure determination experiments [2, 3] , confocal microscopy direct visualization experiments, molecular dynamics simulations [1] , people within a crowd or cars on a road [13] [14] [15] [16] . Although all of the examples presented here are confined to three or fewer dimensions, this approach can also be used to find clustering hierarchies for arbitrary data embedded in any high-dimensional space.
Several example systems follow, each selected to demonstrate specific properties of the TIMME algorithm and features of the results that it generates. The systems covered are the freely jointed polymer chain, two interacting fluids and a protein. This paper focuses on the method itself and not on the specific details of the example systems. The freely jointed polymer chain is presented here as an exactly soluble model and test case for the TIMME algorithm and its software implementation. It is also useful as a negative control to demonstrate the structure of relations and clusters that appear by chance. Next, a simulated mixture of two insoluble fluids is used to show the ability of TIMME to discriminate between similarly sized objects with different interaction potentials. Finally, the protein example is presented to show the utility of TIMME analysis for interpreting experimental measurements and comparing experimental NMR data with the results of molecular dynamics simulation.
In practice, the entire plastic cluster hierarchy should be considered.
However, in each of the examples, a single representative cutoff is chosen to illustrate a possible decomposition. This method is generally applicable to any system with two or more snapshot configurations.
Freely-jointed polymer chain
As a model of a linear polymer, we consider a freely jointed chain in three dimensions [30] . Each monomer subunit is modeled as a rod of length a. Linked pairs of monomers are connected by ball-and-socket hinges for which all possible angles are sampled with equal probability. In order for the clustering statistics to have simple analytic forms with which to compare TIMME analysis, the chain is assumed to be non-interacting and thus allows for spatial overlap between individual chain elements. Furthermore, the calculation of standard deviations σ ab characterizing pair distance fluctuations is restricted to neighboring links in the chain sequence.
While it is tempting to consider the joints as the fundamental objects for this system, such a choice is poor because any pair of adjacent joints will always be separated by a constant length and the TIMME analysis would identify the entire polymer chain as a single plastic cluster for any choice of cutoff σ c . A better choice is to use the links (bonds) between joints (atoms) as the fundamental units for the freely jointed chain, as the distance between the centers of nearest neighbor links varies with the internal angle θ . This distance is simply half of the separation l between the two neighboring joints given by
as shown in figure 1 . For simplicity, statistics will be conducted on l rather than l/2. The probability p(l) of measuring a distance l between neighboring joints is
for 0 l 2a.
For two random configurations of a polymer chain, the estimate for the variance in the distance between a particular pair of neighboring joints with a sample meanl is
It follows that the probability density of σ is
for 0 σ √ 2a. These ideas can be extended to N > 2 conformations, but we have been unable to find a general closed form expression for p(σ ) except for N = 2, as given in (7). However, the nth moment of p(σ ), defined as
can be found without knowing the explicit form of p(σ ). The second moment is
and the variance of σ 2 is
Both equations reduce to the results that can be obtained by direct integration using (7) and (8) when N = 2. Similar results can be obtained for any distance distribution equivalent to that of the freely jointed chain given in (5). The variance of σ 2 given by (10) goes to zero as N → ∞, meaning that the distribution p(σ ) becomes a delta function at a particular standard deviation σ crit . All clusters are therefore of size one for σ c < σ crit and there is a single large cluster containing the whole system for σ c > σ crit . For the freely jointed chain, σ crit /( √ 2a) = 2/3 from (9) as N → ∞. This means that the distribution plotted in figure 4 approaches a step function at σ crit /( √ 2a) = 2/3 as the number of conformations of the freely jointed chain increases to infinity. This result is special to the case where all elements are equivalent and is not true of the other two systems discussed in this paper. At some cutoff σ c , the probability of two adjacent links being joined is p c = p(σ σ c ). Integrating (7) gives
= σ c 12a 4 16
The probability of two adjacent links not being joined is 1−p c . Given p c , it is possible to determine exact clustering statistics for contiguous clusters in an infinitely long chain, such as the distribution of cluster sizes. The restriction to contiguous clusters reduces this to an effectively one-dimensional problem in which only the fluctuations between neighbors are used to deduce the flexibility. Correlations in higher dimensions are often restricted to pairs that approach within a chosen distance to reduce the amount of computation and the likelihood of spurious chance correlations. For an infinitely long chain, each contiguous cluster of r links must begin and end with adjacent links for which σ ab > σ c , with a corresponding probability of (1 − p c ) 2 . The cluster must also contain r − 1 consecutive pairs of links for which σ ab σ c . Contiguous clusters of size r therefore occur with a frequency proportional to (1 − p c ) 2 p r−1 c and the probability P (r) of a link being in a contiguous cluster of r links is
as shown in figure 2 . For a sufficiently small value of p c corresponding to a small cutoff σ c , all clusters consist of single links.
In this example, all joints are mechanically identical and therefore all clustering is due to fluctuations in σ ab that result from estimating the variance from a finite number of configurations. The results of the TIMME analysis for the freely jointed chain therefore serve as a baseline with which results from similar systems can be compared to determine if a set of clustering characteristics is due to inhomogeneities in the internal structure of the system or due simply to chance.
Two independent realizations of a 10 000-link noninteracting freely jointed chain were created by randomly assigning each link an orientation from a uniform distribution over the surface of a sphere. Only nearest neighbor links (12)) and from two simulated 10 000 link freely jointed chains (solid). (13)), and from two simulated 10 000 link freely jointed chains (solid).
were considered during the TIMME analysis. There is good correspondence between (12) and the results from analysis of the simulation with TIMME, as can be seen in figure 3 . It is useful to lump the largest clusters together via
where P (r R) represents the fraction of objects contained in a cluster of size greater than or equal to R. When all associations are by chance alone, this fraction typically takes a sigmoidal form, as in figure 4 , where R = 10 is used as a fairly arbitrary cut-off for purposes of illustration. Our purpose here is to illustrate the approach. The freely jointed chain serves as a useful check on the TIMME approach, as many quantities of interest can be solved exactly. 
Monoatomic interacting fluid
A simple model of two monoatomic interacting fluids provides an example of the TIMME algorithm's ability to identify clustering in a system with different interaction potentials. The model uses a Lennard-Jones potential of the form
where V ij represents the well depth, and i and j each represent one of two atom types A or B. A two-dimensional system consisting of 36 such atoms was simulated using velocity Verlet integration [31] with a Langevin thermostat [32] at 100 K (8.62 meV) with a time step of 0.5 fs. The 36 atoms of unit van der Waals radius (r 0 = 1Å) were arranged in a square lattice within a 9.6Å × 9.6Å periodic box. Of the 36 atoms, 27 were randomly assigned to type A and 9 to type B. The interactions between pairs were chosen such that the well depths are V AA = V BB > V AB (see table 1 ). The system was equilibrated for 50 ps. TIMME analysis was performed on 200 evenly spaced frames over an additional 50 ps of simulation (see figure 5) . Differences in the interaction potential cause the variance in the distance between like atoms (A-A and B-B) to be different than that between unlike atoms (A-B). Given a sufficiently long simulation, the variance of σ for each interaction type (A-A/B-B versus A-B) becomes much smaller than the differences in the mean σ for each interaction type. The separation of σ ij into distinct groups reduces the probability of atoms being improperly clustered. The TIMME analysis of this example, shown in figure 5 , properly clusters all atoms by type if a cutoff is chosen such that the largest cluster contains 27 atoms, the number of atoms of type A. The remaining 9 atoms are contained in several smaller clusters. The coloring in the right panels based on TIMME clearly identifies the A and B type atoms in clusters, whereas this is not easily apparent by inspection of the left panels. Even if there was no prior knowledge of the number of atoms of each type, the insensitivity in the largest cluster size to the cutoff seen in figure 6 suggests that 27 is the most likely size of the largest grouping. Over windows of time significantly shorter than 1 ps, the variance of σ ij for each interaction type becomes large, allowing strong correlations to occur between atoms by chance and causing the clustering to improperly classify the atoms by type.
It is important to note that the variance does not capture all the information contained within a distance distribution. In some cases, σ may not be a good indicator for distinguishing between multiple groups, but for many systems, especially those with mechanical interactions between its parts, the variance of the distance fluctuations is key to characterizing the flexibility and the motion. Identification of clusters by TIMME for a simulation of 36 atoms (27 of type A and 9 of type B) interacting through a Lennard-Jones potential in two dimensions. The left panels show the particles without coloring and the right panels show the particles colored according to the clusters identified by TIMME. The three frames show the identification of clusters by TIMME at a cutoff of 0.44Å. The largest cluster identified by TIMME includes all 27 members of species A (dark blue), whereas the remaining 9 members, assigned to species B (light green), are identified as several smaller clusters.
Proteins
Proteins are linear polymers of amino acids. Their structure depends on their sequence and the environment in which they are expressed [33] [34] [35] [36] [37] . A typical protein has a relatively rigid internal scaffolding that acts as a support to hold more flexible domains into specific relative positions and orientations. Flexible domains can serve to facilitate proteinprotein interactions, bind substrates or serve as a hinge between two or more relatively rigid scaffolds.
Understanding which domains are more rigid and which are more flexible can give significant insight into how a protein performs its functions as a molecular machine. In addition to the intrinsic interest of knowing how a protein works, such understanding can be of practical use for suggesting possible targets for drug design to facilitate or inhibit a protein's performance [38] [39] [40] [41] [42] . Cutoff, σ c (Å) Figure 6 . Identification of an appropriate cutoff for the TIMME analysis of a simulation of 36 atoms (27 of type A and 9 of type B) in a Lennard-Jones potential. The size of the largest cluster (thick dark blue) versus cutoff from TIMME analysis of 200 evenly spaced frames. For reference, a horizontal line (thin green) is placed at a cluster size of 27, the number of atoms of type A and hence the actual size of the largest cluster. The plateau at 27 atoms illustrates that there is a broad range of cutoff values which will give approximately the same plastic cluster decomposition.
A number of experimental techniques are used to determine protein structures. Two of the most common are x-ray diffraction [43, 44] and nuclear magnetic resonance [45, 46] . X-ray diffraction techniques diffract a beam of xrays from highly purified crystals composed of the protein of interest. Determination of the phases of the resulting diffraction pattern gives a reciprocal space representation of electron density in the protein. Computation of the Fourier transform of that reciprocal space representation provides the real-space electron density, from which a representative structure for the protein can be inferred.
NMR techniques measure internal distance and orientation constraints within an ensemble of structures. By imposing these constraints on a molecular dynamics simulation of the protein, an ensemble of structures consistent with the constraints can be generated. Assuming that a sufficiently large number of constraints have been measured, the structures reported from an NMR experiment will reflect the more populated states in the conformational space of the protein.
Rigid clusters can be inferred from static structures using a graph theoretic structure analysis system called 'Floppy Inclusions and Rigid Substructure Topography' [47, 48] . FIRST balances constraints and degrees of freedom to determine which regions of a molecule will be rigid and which will be flexible, under a specific set of constraints. The constraints used for this analysis include covalent bonds, hydrophobic tethers and hydrogen bonds with strengths greater than a user-specified cutoff. Alternatively, molecular dynamics simulations can be performed to explore which domains of a static protein structure are relatively rigid and which are relatively flexible. TIMME was originally developed to aid in the analysis of ensembles of protein conformations and provide an alternative to FIRST when more than a single conformation was available. Conceptually, rigid clusters from FIRST correspond roughly to plastic clusters from TIMME at some cutoff. By selecting an appropriate cutoff, static structures from x-ray crystallography experiments can be compared to ensembles of two or more structures from NMR structure determination experiments.
The basic unit or object used in the TIMME analysis consists of an atom and its covalently bonded nearest neighbors. Each atom is the origin of a unit. This means that there are as many units as there are atoms, and furthermore that the position of an atom can be involved in more than one unit. The standard deviation σ ab between objects a and b is calculated by taking the average σ ij over all pairs of atoms between the two objects. With this definition, σ ab between covalently bonded neighboring atoms can be included in the analysis if the effect of having shared atoms and a shared covalent bond is properly accounted for in the average. Rotation about a covalent bond leads to non-zero distance fluctuations between third nearest neighbors. The definition used for the freely jointed polymer chain used in section 3.1 is not convenient for proteins, as the covalent bond angle between adjacent bonds is fixed and hence there would be no variance between two points located at the centers of adjacent bonds. Steric and electrostatic constraints will limit local motion and cause σ ab to typically take on values that are small compared to the maximum length scale of the system. For the TIMME analysis discussed here, σ ab was only calculated between objects in which the central atoms approach within 10Å. One can hypothetically impose a minimum distance restraint on the pairs for which σ ab is calculated to avoid correlations due to extreme proximity of the objects, but no such restraint was used here.
Barnase is a 110 residue water-soluble protein that is produced and secreted by Bacillus amyloliquefaciens. By degrading RNA, barnase can stop protein synthesis and eventually kill neighboring cells. To protect itself from the action of barnase, B. amyloliquefaciens co-expresses an inhibitor called barstar [50] . Within a cell expressing barnase, barnase is very tightly bound to barrstar [51] . For this reason, barnase is commonly used in studies of protein-protein interactions and protein dynamics.
As an example of the correspondence between the rigid clusters identified from static structures and the plastic clusters from dynamic structures, a FIRST analysis, as shown in figure 6 , was performed for a static x-ray structure of barnase (pdb ID: 1a2p [49] ) and compared with the TIMME analysis of a corresponding NMR ensemble (pdb ID: 1bnr [2] ) and a 100 ps molecular dynamics simulation using NAMD [1] that began from the x-ray structure. The cutoff is shown for TIMME in figure 8 for barnase. We used all 20 NMR frames and selected 50 equally spaced frames from the last 50 ps of the molecular dynamics simulation.
The plastic cluster hierarchy from the TIMME analysis is captured by the dilution plot in figure 9 . We found that the best agreement between FIRST and TIMME results occurred with respective cutoffs of −0.048 kcal mol −1 and σ c /a = 0.04. Unlike the freely jointed chain, the fraction of atoms in the largest plastic cluster of barnase is nonsigmoidal, as shown in figure 8 , reflecting the inhomogeneous internal structure imposed by the covalent and non-covalent interactions. Although they are not identical, a casual inspection of figure 7 reveals significant overlap between the rigid clusters identified by FIRST and the plastic clusters identified by TIMME for the NMR and 100 ps molecular dynamics ensembles. We would not expect the two sets of clusters to be identical as 'plastic' is not the same as 'rigid'. Note that the coloring in figure 7 corresponds to a single cutoff in the dilution plot. This coloring would evolve with different cutoffs as the rigid cluster sizes change. A larger cutoff would increase or maintain the sizes of all the rigid clusters, and a smaller cutoff would decrease or maintain the sizes of the rigid clusters.
Discussion
Understanding and characterizing the motion of objects in inhomogeneous many-body systems is the subject of this paper. Experimental observation and computer simulation go hand-in-hand in studying these large systems. The results of such simulations and experiments include such a large quantity of information that data mining techniques are essential for understanding and visualizing the underlying properties of such systems.
A new method for identifying clusters of objects that move in concert is introduced in this paper. This approach, implemented as the tool for identification of mobility in macromolecular ensembles, combines a number of the strengths of factor analysis and hierarchical classification.
The TIMME algorithm has been applied to a number of sample test cases. Firstly, the method was demonstrated on a freely jointed polymer chain for which an analytic solution is available for comparison. Secondly, the method was applied to a simulated two-dimensional fluid of interacting atoms. Finally, the motion of a protein in aqueous solution observed by NMR structure determination experiments and molecular dynamics simulation has been analyzed. For the protein, the observed hierarchical structure we compute corresponds to known properties of the protein as well as to the hierarchical structure determined from static x-ray structures with the software FIRST.
Conclusions
The TIMME (Tool for Identifying Mobility in Macromolecular Ensembles) algorithm, described in this paper, is an objective and systematic approach to analyzing ensembles of snapshots of dynamic systems. Plastic cluster decompositions based on pair-distance statistics provide a useful way to visualize and hence help to understand detailed features of such systems that are not readily visible to the unaided observer. To perform the analysis, it is necessary to have two or more configurations of the system, where the elements (atoms, etc) can be numbered and tracked.
The algorithm relies on internal pair distances and therefore the results are independent of choice of the coordinates and system-wide translations and rotations between snapshot configurations. The algorithm makes no assumptions about the number or type of objects being analyzed and can be applied to any system with two or more configurations for which a pair distance can be measured and monitored. Although all of the examples modeled physical objects in two-or three-dimensional space, this method could be applied to high-dimensional abstract data sets to identify a hierarchy of clusters.
In order to apply the TIMME algorithm, individual objects must be enumerated and tracked. In a protein, the atoms are naturally numbered by their position along the polypeptide chain. For a collection of identical objects, the situation is more complex, as the snapshots must be taken at sufficiently short time intervals so that the objects can be continuously and unambiguously tracked.
