Abstract. We consider the semi-classical limit of the quantum evolution of Gaussian coherent states whenever the Hamiltonian H is given, as sum of quadratic forms, by H = −h 2 2m d 2 dx 2+ αδ 0 , with α ∈ R and δ 0 the Dirac delta-distribution at x = 0. We show that the quantum evolution can be approximated, uniformly for any time away from the collision time and with an error of order h 3/2−λ , 0 < λ < 3/2, by the quasi-classical evolution generated by a self-adjoint extension of the restriction to C ∞ c (M 0 ), M 0 := {(q, p) ∈ R 2 | q = 0}, of (−i times) the generator of the free classical dynamics; such a self-adjoint extension does not correspond to the classical dynamics describing the complete reflection due to the infinite barrier. Similar approximation results are also provided for the wave and scattering operators.
Introduction
The semi-classical limit of Quantum Mechanics for Gaussian coherent states is a well established subject and, in the case of regular potentials, many comprehensive results are available (see, e.g., [3, 7, 12, 15] and references therein); for example, by [7, Th. 1.1] , one has the following (here we consider the 1-D case and choose the parameter there denoted by α equal to 1/2):
let m be the mass of a quantum particle,h the reduced Planck constant and V a potential such that V ∈ C 2 (R), −c 1 ≤ V(x) ≤ c 2 e Mx 2 for some positive constants c 1 , c 2 , M, with V ′′ uniformly Lipschitz on compact subsets and let (σ,σ, q, p) ∈ C 2 × R 2 , with σ,σ = 0 such that Re(σ σ −1 ) = |σ| −2 > 0; define At ψh(σ t ,σ t , q t , p t ) L 2 (R) ≤ C •h 1/2−λ , |t| ≤ T .
Notice that, for the free Hamiltonian H 0 (i.e., V = 0), by Fourier transform one gets the exact correspondence (1.2) e
−i
H 0 ψh(σ,σ, q, p) = e ī h
At ψh(σ t ,σ, q t , p) ,
with (1.3)
A t = p 2 t 2m , σ t = σ + iσt 2m , q t = q + pt m ,
i.e., (1.1) holds with C • = 0.
In the present paper we provide a result similar to the one stated in Eq. (1.1) whenever V is a distributional potential describing a delta-interaction. Hence, here we consider the case H = H α , where H α , α ∈ R ∪ {∞}, is defined by means of the bounded from below, closed quadratic form
(here H 1 (R) := {ψ ∈ L 2 (R) | ψ ′ ∈ L 2 (R)} and H 1 0 (R ± ) := {ψ ∈ L 2 (R ± ) | ψ ′ ∈ L 2 (R ± ) , ψ(0 ± ) = 0} are the usual Sobolev spaces of order one). Such a family of self-adjoint operators describes a set of self-adjoint extensions of the symmetric operator H • 0 given by the restriction of the free Hamiltonian H 0 (corresponding to the choice α = 0) to the set C ∞ c (R\{0}) (see, e.g., [2, Ch. I.3] , [16, Ch. 8] and Section 3.1 below for more details).
Evidently, since our potential lacks any regularity, we cannot mimic the proofs provided in [7] and related papers; however we take inspiration from relations (1.1) and (1.2) . Some considerations about the semiclassical limit with a delta potential, based on theh → 0 limit of the continuation to imaginary time of the heat kernel of H α , have appeared in [5, Sec. 3.4] ; our approach here is quite different.
To simplify the exposition, we restrict the attention to coherent states ψh(σ,σ, q, p) with qp = 0, thus excluding cases with either q = 0 (which is the support of the distributional potential) or p = 0 (which gives, as regards the classical dynamics, no evolution).
From now on we fix σ 0 > 0,σ = σ −1 0 and define, for any σ ∈ C, ξ ≡ (q, p) ∈ R 2 , (1.4) ψh σ,ξ : R → C , ψh σ,ξ (x) :
and, for any σ ∈ C, x ∈ R, (1.5) φh σ,x : R 2 → C , φh σ,x (ξ) := ψh σ,ξ (x) .
Using such notations, Eq. (1.2) can be re-written as At e itL 0 φh σt,x (ξ) , where σ t := σ 0 + it 2mσ 0 and e itL 0 is the realization in L ∞ (R 2 ) of the strongly continuous (in L 2 (R 2 )) group of evolution generated by the self-adjoint operator In the following at first we provide (see Section 2) a family L β , β ∈ R ∪ {∞}, of self-adjoint extensions of L • 0 such that, for any f ∈ L 2 (R 2 ),
(1.7) e itL β f (q, p) = e itL 0 f (q, p) − θ(−tqp) θ |pt| m − |q| 1 − sgn(t)
2i|p| mβ e itL 0 f ev (q, p) ;
here θ denotes the Heaviside function (namely, θ(ξ) = 1 for ξ > 0 and θ(ξ) = 0 for ξ < 0) and f ev (ξ) := f(ξ) + f(−ξ) (see Proposition 2.4). This also shows that e itL β is a group of evolution in L ∞ (R 2 ). Notice that the case β = ∞ corresponds to complete reflection due to the infinite barrier at the origin, while β ∈ R\{0} allows transmission (β = 0 gives the free generator L 0 ). Therefore the case β ∈ R\{0} introduces "extra" classical paths going beyond the singularity; this resembles, in some way, the geometric theory of diffraction by Keller (see [9] and [10] ). In Section 3.3 we prove the following Theorem 1.1. Let β = 2α/h. Then, there exists a constant C > 0 such that, for any λ 1 , λ 2 > 0, for any t ∈ R and for any ξ ≡ (q, p) ∈ R 2 with qp = 0, there holds (1.8)
Thus, whenever t is not too close to the collision time t coll (ξ) := − mq p , ξ ≡ (q, p) (look at the last term in the above estimate), our approximation is better than the one given in (1.1) for regular potentials. In different terms, one has the following result (see Subsection 3.4): Corollary 1.2. Let β = 2α/h. Then, for any 0 < λ < 3/2 there exist constants h * , C * , c 0 > 0 such that
At e itL β φh σt,(·) (ξ)
for any t ∈ R, ξ ≡ (q, p) ∈ R 2 with qp = 0, such that
Notice that, if one approximates the quantum dynamics with the classical dynamics corresponding to the infinite barrier case (i.e., using the operator L ∞ ), which would seem the most natural choice, the estimates cannot be better (whenever α = ∞) than O h|p| m|α| (see Remark 3.10):
Moreover, the constraint t = t coll does not affect the semi-classical approximation for large times. Indeed, see Theorem 1.3 below, we can handle the approximations of the wave operators: denoting with Ω ± α the wave operators defined, as usual, by the limits in L 2 (R 2 ) Ω 
, one has the following (see Subsection 3.6 for the proof) Theorem 1.3. Let β = 2α/h. Then, there exists a constant C > 0 such that for any λ > 0 and for any ξ ≡ (q, p) ∈ R 2 with qp = 0, (1.10)
Analogously, for the corresponding scattering operators
Corollary 1.4. Let β = 2α/h. Then, for any 0 < λ < 3/2 there exist constants h * , C * > 0 such that
Singular perturbations of the free classical dynamics
Let h 0 (q, p) = p 2 /(2m) be the Hamiltonian function of a classical free particle in R and let X 0 (q, p) = (p/m, 0) be the related Hamiltonian vector field. In this connection, consider the differential operator
, namely the dual of the Schwartz space S(R 2 ). Let M 0 denote the manifold M 0 := R 2 \ {(0, p) | p ∈ R}; since the flow of X 0 ↾ M 0 is clearly not complete, by Povzner's theorem (see [14] and [1, Th. 2.6.15] 
In the sequel we proceed to characterize (some of) its self-adjoint extensions. We denote by
. By means of the partial Fourier transform
L 0 is unitarily equivalent to the multiplication operator
thus, L 0 is self-adjoint and its spectrum is purely absolutely continuous,
Let us now define the linear map
is endowed with the graph norm. Moreover, ker(γ) is dense in L 2 (R 2 ) and (γf)(p) = f(0, p) for any f ∈ S(R 2 ).
Proof. At first let us notice that, by the definition of dom(L 0 ), we have f ∈ dom(L 0 ) if and only if f ∈ L 2 (R 2 , (1 + |k p| 2 )dk dp). Hence S(R 2 ) is a dense subset of dom(L 0 ) (w.r.t. the graph norm). By inverse Fourier transform, for any f ∈ S(R 2 ) we have
and so f(0, p) = (γf)(p) for any f ∈ S(R 2 ). Therefore, since
Finally, for any f ∈ S(R 2 ) there holds the following chain of inequalities: γf 2 L 2 (R,|p| dp) = R dp |p| |γf(p)| 2 = 1 2π R dp |p|
This proves the boundedness of γ : dom(L 0 ) → L 2 (R, |p| dp) with respect to the graph norm in dom(L 0 ), thus concluding the proof.
Since L 0 is invariant with respect to translations in the q-variable,
for some kernel g z (q, p). By partial Fourier transform, one has
Computing the above integral one obtains
i.e., more compactly,
(recall that θ indicates the Heaviside step function). For any z ∈ C\R, we define the bounded linear map
Noting the identity gz(−q, p) = g z (q, p), by Eq. (2.2) we get
Hence, by the first resolvent identity we infer (see [13, Lem. 2 .1], paying attention to the different sign convention for the resolvent used therein)
Therefore, for any given β ∈ (R\{0}) ∪ {∞} and for all z ∈ C\R, the linear map
i m 2 |p| satisfies the identities (see [13, Eq.s (5) and (7)], recalling again that we are using a different sign convention for the resolvent)
dp) and L 2 (R, |p|dp) are considered as a dual couple with respect to the duality induced by the scalar product in L 2 (R)). Incidentally, let us remark that the above map M β z can be equivalently characterized as
where γ is the extension of the trace map (2.1) defined as
In addition, let us consider the projector on even functions (here either ρ(p) = |p| or ρ(p) = |p| −1 )
and notice that, since (Π(f·g))(p) = f(p) (Πg)(p) for any even f, we have in particular [13, Th. 2.1] here employed with τ := Πγ, we obtain the following Theorem 2.2. For any β ∈ (R\{0}) ∪ {∞}, the linear bounded operator
is the resolvent of a self-adjoint extension L β of the densely defined, closed symmetric operator L 0 ↾ ker(γ). Such an extension acts on its domain
Remark 2.3. Let us consider the function
and notice that by construction we have φ ∈ ran(Π), i.e., Πφ = φ. Then, recalling the previous relations (2.4) -(2.5), by a standard computation (see, e.g., [13] ) it can be inferred that any f ∈ dom(L β ) fulfils the boundary condition
Moreover, on account of the basic identity (L − z)G z φ = φ δ Σ 0 , where φδ Σ 0 is the tempered distribution supported on
from the above relations (2.7) -(2.8) we readily infer that
2.1. The classical perturbed dynamics. The action of the unitary group e −itL β (t ∈ R) describing the dynamics induced by L β can be explicitly characterized by means of elementary functional calculus starting from the corresponding resolvent operator R β z introduced in Theorem 2.2. In the sequel, we indicate with e −itL 0 (t ∈ R) the free unitary group
where
Proof. Firstly, let us remark that on account of the results mentioned in Theorem 2.2 we have
In the following we show how to derive Eq. (2.10) for t > 0. Analogous arguments can be employed in the case t < 0 (see, in particular Eq. (2.12) below), but for brevity we omit the details of the related computations. By standard functional calculus one has
Inverting the Laplace transform in the above relation yields the following, for any c > 0, t > 0 and f ∈ dom(L β ) (see [4, Ch. III, Cor. 5.15]):
Upon substitution of the previously mentioned expression for R β z f, keeping in mind that Im z = c > 0 we obtain
The latter identity can be rephrased in terms of unitary Fourier transforms and of their inverses; more precisely, denoting these transforms respectively with F and F −1 , we have
In view of the basic identity
which holds true whenever
, by elementary computations we obtain
Taking into account Eq. (2.9), the above relation is equivalent to Eq. (2.10) for t > 0, since in this case θ
For t < 0, in place of Eq. (2.11) one should consider the identity
Then, analogous computations yield (2.12)
which again reproduces the relation written in Eq. (2.10), thus proving the thesis.
Remark 2.5. Formula (2.10) shows that e −itL β defines a group of evolution in L ∞ (R 2 ).
Remark 2.6. Notice that the free operator e −itL 0 maps real-valued functions into real-valued functions. The same does not hold true for the perturbed analogue e −itL β , unless β = ∞ (corresponding to the case of Dirichlet boundary conditions, for which there is complete reflection); in this particular case, Eq. (2.10) reduces to
This also justifies our introduction of the projector Π defined in (2.6): it leads to a family of selfadjoint extensions containing the generator of the dynamics corresponding to complete reflection.
2.2.
The classical wave operators and scattering operator. In this section we find explicit formulae for the classical wave operators defined by Remark 2.7. Notice that the classical wave operators for a couple of flows in the phase space R 2 , ϕ 0 t (the free one) and ϕ t (the interacting one), are defined pointwise by
(see, e.g., [17, Def. 3.4.4] ). These induces the wave operators acting on functions defined by
This justifies our definition, taking into account the evolution e −itL β which is not induced (unless β = 0 and β = ∞) by a flow in the phase space.
Proposition 2.8. The limits in (2.13) exist pointwise for any ξ ≡ (q, p) ∈ R 2 with qp = 0 and in
where f ev := f(q, p) + f(−q, −p). Furthermore, the scattering operator is given by
Proof. Using the results derived previously (see, in particular, Eq. (2.10), and recall that e itL 0 f(q, p) = f(q + pt/m, p) for all t ∈ R), it can be readily inferred that, for any t ∈ R,
Taking into account the limits
we easily infer Eq. (2.14).
To prove formula (2.15), we note that the adjoint of W + β with respect to the L 2 (R 2 ) inner product is
Then, by composition we get
Remark 2.9. On account of Eq. (2.14), it is easy to check that
and a straightforward calculation it follows that
10. By arguments similar to those used in the proof of Proposition 2.8, one gets that the limitsW
Therefore, by [8, Ch. X, Th. 3.5], both W ± β andW ± β are complete, and the absolutely continuous part of L β is unitarily equivalent to the absolutely continuous part of L 0 , i.e., to L 0 itself; thus σ ac (L β ) = σ ac (L 0 ) = R and L β is unitarily equivalent to L 0 .
Semi-classical limit of quantum Hamiltonians with delta potentials
In this section we prove Theorems 1.1 and 1.3. We start by recalling the definition and the basic properties of the self-adjoint Hamiltonian H α in L 2 (R) corresponding to the formal expression
where α is a real parameter with dimensions (mass) × (length) 3 × (time) −2 , and δ 0 is the Dirac delta-distribution, for more details we refer to [16, Ch. 8 ].
3.1. Quantum Hamiltonian with a delta potential. The self-adjoint operator H α can be easily defined as a sum of quadratic forms. Alternatively, see [2, Ch. I.3], [16, Ch. 8] , it can be defined as a self-adjoint extension of the symmetric operator given by the restriction of the free Hamiltonian
Next, let us recall that for α > 0 the Hamiltonian H α has purely absolutely continuous spectrum σ(H α ) ≡ σ ac (H α ) = [0, ∞); in this case, a complete set of generalized eigenfunctions for H α is given by
For later purposes we also define the functions
this is also a complete set of generalized eigenfunctions of H α for α > 0. For α < 0, the absolutely continuous spectrum of H α remains σ ac (H α ) = [0, ∞); again, this part of the spectrum is related to a set of generalized eigenfunctions like those in Eq. (3.1) (or, equivalently, like those in Eq. (3.2) ). In addition, H α possesses a proper eigenvalue λ α < 0; the explicit expressions for this eigenvalue and for the corresponding eigenfunction are, respectively,
Let us remark that ϕ α is real-valued, positive and normalized in L 2 (R).
For any α ∈ R, taking into account the above spectral decomposition of H α , let us consider the bounded operators
Moreover we introduce the orthogonal projectors
Eq.s (3.3) -(3.4) reduce to (3.6)
Taking into account the previously described spectral decomposition of H α , for any α ∈ R the time evolution of any state ψ ∈ L 2 (R) induced by the unitary group e −i t h Hα (t ∈ R) can be characterized as
In the discussion above, in the definition of P ac and in Eq. (3.7), one could equivalently use the generalized eigenfunctions ϕ − k and the bounded operator F − , respectively in place of ϕ + k and F + . Remark 3.1. Existence and asymptotic completeness of the wave operators Ω ± α is well-known [2] . In particular, let us stress that Ω ± α are unitary on the absolutely continuous subspace for H α , namely, on ran(P ac ) with P ac defined according to Eq. (Ω ± α ) * Ω ± α = P ac . We also recall that the wave operators have an explicit expression in terms of the bounded operators F ± and of the Fourier transform
i.e., 3.2. Semiclassical evolution of a coherent state in presence of a delta potential. Following the approach of [7] (with respect to the notation employed therein, we set α = 1/2), we focus our attention on coherent states of the form
where (q, p) ∈ R 2 and σ,σ ∈ C are such that
The assumption (3.10) grants that conditions (1.1)-(1.4) in [7] are satisfied setting A = σ and B =σ; in fact, we have Re σ σ −1 = |σ| −2 and Re σσ −1 = |σ| −2 Re(σσ) = |σ| −2 Re(σσ) = |σ| −2 . We remark that the determination of the argument of complex numbers is such that square roots like
Moreover, all the states ψh of the form (3.9) fulfil the following relations (here q and p denote the position and momentum operators in the Schrödinger representation):
In the sequel we analyze the time evolution, generated by the unitary group e −i t h Hα (t ∈ R), of an initial state of the form (see also Eq. (1.4)) (3.14)
The assigned parameters (q, p) ∈ R 2 and σ 0 > 0 correspond respectively to the mean position, momentum and (rescaled) standard deviations of the initial state ψh σ 0 ,ξ (cf. Eq.s (3.12) and (3.13)). In this connection, let us remark that ψh σ 0 ,ξ saturates the uncertainty relation, i.e., ∆ q ψh σ 0 ,ξ ∆ p ψh σ 0 ,ξ =h/2.
To proceed let us recall that the free evolution of the initial state ψh, determined by the unperturbed Hamiltonian operator H 0 :=p 2 /(2m), is given by Eq.s (1.2) -(1.3).
We also note that the Fourier transform of e Moreover, let us remark that for any initial state ψh σ 0 ,ξ of the form (3.14) one has
At ψh σ t , σ
Finally, let us repeat that to simplify the exposition in the sequel we restrict the attention to coherent states fulfilling the condition qp = 0.
In the following proposition we obtain a convenient formula for the action of the unitary group e where we set 
Noting that R ± (k) = R ± (−k), we obtain the following identities:
From the above relations we infer
Hence, taking into account the basic identity
we obtain
Next, let us note the chain of identities
The first identity is trivial for q < 0, while for q > 0 it is equivalent to the identity θ(k) = 1−θ(−k). The second identity is trivial for p > 0, while for p < 0 it follows from θ(qp) − sgn(qp) θ − sgn(p)k = θ(−q)−sgn(−q) θ(k) = θ sgn(−q)(−k) = θ(sgn(q)k). By Eq. (3.23), we immediately infer
Using this identity, by a few additional elementary manipulations we obtain
The proof is concluded noting that the latter identity is equivalent to Eq. (3.15).
Let us recall that ψh(k) is a Gaussian state concentrated in a neighbourhood of k = p; with this in mind, we proceed to analyse the dominant contributions in Eq. (3.15) . To this purpose we state and prove the following: Lemma 3.3. There exists a constant C > 0 such that, for any ψh of the form (3.9) with qp = 0, for all t ∈ R and for all λ > 0, there holds
Proof. We prove the bound for Fh +,t ; the proof for Fh −,t is identical and therefore omitted. Let us notice that by unitarity of the Fourier transform we have
Recalling the definition of R + (k) given in Eq. (3.1), by explicit computations we obtain ( 1 )
Next, let us fix λ > 0 and note that
On the one hand, taking into account the inequality (3.25) and the elementary relation |k|−|p/h| ≤ |k − p/h|, we infer
.
On the other hand, we have
Summing up, the above arguments and the basic relation √ a 2 + b 2 ≤ a + b for a, b ≥ 0 yield the bound (3.24). 1 In particular note that, for all b ∈ R, there holds
Next we analyze the remainders in Eq. (3.15).
In the following lemma we show that the projection of a coherent state on the eigenspace corresponding to the (negative) eigenvalue of H α (for α < 0) is small forh "small enough". Hence, in the semiclassical limit, the presence of bound states (states corresponding to negative eigenvalues) has negligible effects on the time evolution, generated by the unitary group e −i t h Hα , of a coherent state. In other words, the L 2 -norm of Eh α,t in Eq. (3.15) is small in the semiclassical limit.
Lemma 3.4. Let P ac and P α be defined, respectively, as in Eq.s (3.3) and (3.4) . Then, there exists a constant C > 0 such that, for any ψh of the form (3.9) with qp = 0, there holds
Proof. For α > 0, Eq.s (3.26) -(3.27) follow trivially from the identities reported in Eq. (3.6).
Let us now assume α < 0. Hereafter we show how to derive Eq. (3.27); due to Identity (3.5), this suffices to infer Eq. (3.26) as well. Consider the definition (3.4) of P α and recall that ϕ α L 2 (R) = 1; then, for any η 1 ∈ (0, 1) we get
On the one hand, noting that |x| ≥ |q| − |x − q| ≥ (1 − η 1 ) |q| for |x − q| ≤ η 1 |q| and using the Cauchy-Schwarz inequality, for any η 2 ∈ (0, 1) we obtain m |α|
On the other hand, for any η 3 ∈ (0, 1) by elementary arguments we infer m |α|
With the specific admissible choices η 1 = η 3 = 2 −1/3 and η 2 = 2 −8/3 (2 1/3 −1) −1 , the above estimates imply Eq. (3.27), whence the thesis.
Lemma 3.5. There exists a constant C > 0 such that, for any ψh of the form (3.9) with qp = 0, and for all t ∈ R, there holds
Proof. Firstly, let us remark that the definition (3.17) of E 1,t can be reformulated as follows, recalling the basic Identity (3.22):
R dy e ik|y| − e i sgn(q)ky ψh(y) .
To proceed, notice that
and that the expression on the r.h.s. is an odd function of k, for k ∈ R; moreover, we have R dy e ik|y| − e i sgn(q)ky ψh(y) = ∞ 0 dy e iky − e −iky ψh −sgn(q)y , which is also an odd function of k ∈ R. Thus, by symmetry arguments we obtain
iky − e −iky ψh −sgn(q)y .
By the elementary inequality
and by the unitarity of the Fourier transform it follows that
Then, using the identity (see [6, p. 424 
where we put Keeping in mind the basic identity (cf. Eq. (3.9) and the related comments)
by elementary arguments we infer the following inequalities: 
.
Summing up, the above relations imply the thesis.
Lemma 3.6. There exists a constant C > 0 such that, for any ψh of the form (3.9) with qp = 0, for all t ∈ R and for all λ > 0, there holds 
and by unitarity of the Fourier transform, we have
Moreover, from the definitions of R ± (k) (see Eq.s (3.1) and (3.2)), by explicit computations we obtain ( 2 )
Thus, taking into account Identity (3.11) for ψh, we infer the following for any fixed λ > 0: 
which yields the thesis in view of the basic relation
In the next lemma we collect all the results of the previous lemmata.
Lemma 3.7. There exists a constant C > 0 such that for any ψh of the form (3.9) with qp = 0, for all t ∈ R, and for all λ 1 , λ 2 > 0, there holds 
Proof. Note that, by Eq. (3.27) of Lemma 3.4, it follows that
Then, claim (3.28) follows immediately from Eq. (3.15), together with the expansions of the terms Fh ±,t in Lemma 3.3, and the bounds on the remainders Eh 1,t , Eh 2,t in Lemmata 3.5, 3.6. In the bound (3.28) we also used the trivial inequality e Proof. As a example, we give the proof for q ≥ 0. Similar arguments can be employed for q < 0, and we omit them for brevity.
Noting that ψh(σ,σ, −q, −p; x) = ψh(σ,σ, q, p; −x), by direct computations we get On the other hand, we have
this yields Eq. (3.31) for q ≥ 0, thus concluding the proof.
3.3. Proof of Theorem 1.1. At first, in the following proposition we give an explicit formula for the semiclassical limit evolution of a coherent state.
(3/2 − λ) | ln h|, the latter relation can be rephrased as y 2 /(a + b (1 − y) 2 ) ≥ 1; a simple calculation shows that this inequality is fulfilled if (3.33) a, b ∈ (0, 1) and
Taking into account that a + b − ab ≤ a + b, a ≤ 4(3/2 − λ) h | ln h| and b ≤ (3/2 − λ) h | ln h|, it is easy to convince oneself that when h is small enough Eq. (3.33) holds true as soon as |y| > c 0 (3/2 − λ) h | ln h| for some c 0 > √ 5, which proves Eq. (1.9).
Remark 3.10. Our main motivation for considering the classical dynamics generated by L β with β = 2ᾱ h = ∞ is that it provides a better approximation for smallh of the quantum dynamics induced by H α with α = ∞, rather than the classical analogue corresponding to Dirichlet boundary conditions, i.e., to L ∞ ≡ L β with β = ∞.
More precisely, from Proposition 2.4 (see also Remark 2.6), Identity (1.6) and the unitarity of e −i t h H 0 we infer the following, for ξ ≡ (q, p):
h , for all t ∈ R and for allh |p| mα < 1 the latter identity implies ( 3 )
By the triangular inequality, from the above relation and from Theorem 1.1 we infer that there exist two constants C * ,h * > 0 such that for any ψh σ 0 ,ξ as in Eq. (3.14) and for allh ≤h * there holds 3.5. Approximation of wave and scattering operators. In the same spirit of the proof of Theorem 1.1, we look for a more convenient formula for the action of the wave operators on a coherent state. Proposition 3.11. For any ψh of the form (3.9) with qp = 0, there holds
with Fh ±,0 ≡ Fh ±,t=0 defined according to Eq. (3.16) and
Proof. As an example, we show how to derive Eq. (3.35) for Ω + α ; the proof for Ω − α is similar and we omit it for brevity.
First recall that, by Remark 3.1,
from here and from Identity (3.21) (to be used with t = 0), we obtain
Next, from the identity θ sgn(q)k = θ(qp) − sgn(qp) θ − sgn(p)k (see Eq. (3.23)), we infer
which is equivalent to Eq. (3.35).
Lemma 3.12. There exists a constant C > 0 such that, for any ψh of the form (3.9) with qp = 0, there holds
Proof. We prove the bound (3.36) for Eh 3,+ ; the proof of the analogous bound for Eh 3,− is identical and we omit it for brevity. By the elementary inequality
, by unitarity of the Fourier transform, and by the bound |R + (k)| ≤ 1, we infer that Proof. We first prove claim (1.10).
Preliminarily we apply the classical wave operators W ± β , with β = 2α/h to the state φh σ 0 ,(·) (ξ). Recalling the definition of R ± (k), by Eq. (2.14) we have: Firstly, from Identity (3.38) and Lemma 3.4, using once more the basic inequality |R + (p/h)| ≤ 1 we infer P α S cl β φh σ 0 ,(·) (ξ) L 2 (R) ≤ P α ψh σ 0 ,ξ L 2 (R) + R + (p/h) P α ψh σ 0 ,ξ L 2 (R) + P α ψh σ 0 ,−ξ L 2 (R)
≤ C e On the one hand, using once more arguments analogous to those described in the proof of the bounds (3.39) and (3.40), we get Summing up, the above estimates imply Eq. (1.11).
The proof of Corollary 1.4 is similar to that of Corollary 1.2 and we omit it.
