High Performance Computing (HPC) is a field concerned with solving large-scale problems in science and engineering. However, the computational infrastructure of HPC systems can also be misused as demonstrated by the recent commoditization of cloud computing resources on the black market. As a first step towards addressing this, we introduce a machine learning approach for classifying distributed parallel computations based on communication patterns between compute nodes. We first provide relevant background on message passing and computational equivalence classes called dwarfs and describe our exploratory data analysis using Self Organizing Maps. We then present our classification results across 29 scientific codes using Bayesian networks and compare their performance against Random Forest classifiers. These models, trained with hundreds of gigabytes of communication logs collected at Lawrence Berkeley National Laboratory, perform well without any a priori information and address several shortcomings of previous approaches.
There are also more benign reasons for fingerprinting HPC programs. Compute time on such systems is at a premium and users are often granted access for a specific purpose. Running unauthorized codes, or running classified codes on unclassified systems, may be against policy. Determining what is running may not be a trivial task: codes are often compiled with default compiler names such as a.out and can simply be renamed to appear as another binary. There are also performance reasons. Certain algorithms may be inefficient on a particular platform and have tuned implementations available. Identifying the underlying algorithm could enable automatic algorithm replacement [1, 2] and save researchers valuable compute time.
Though we are not primarily concerned with security applications here, our work is motivated by anomaly detection: given some unknown communication pattern, we compute the likelihood it was generated by each of a set of models constructed from authorized programs. The pattern is labeled anomalous if its posterior likelihood is not above a certain threshold for at least one of these models. Fingerprinting these communications is the more general problem of structural pattern recognition, where an unknown distributed computation re-veals itself indirectly via messages exchanged by a network of compute nodes.
The topology of the network and properties of these messages are typically well structured.
Identifying the computation underlying some pattern of distributed communication is thus a type of latent class analysis where a "hidden" algorithm must be identified only from observable information flows on the network. In this paper we continue previous work based on graph theory, network theory, and hypothesis testing [3] by using machine learning to identify the unknown algorithm most likely underlying these observed patterns of communication. We first review message passing and computational equivalence classes called dwarfs and discuss how dynamic communications are captured from running applications.
We then present our exploratory data analysis using a non-linear generalization of Principal Component Analysis called Self-Organizing Maps. Finally, we present the classification results for 29 scientific codes from Lawrence Berkeley National Laboratory using Naïve Bayes, Tree-Augmented Naïve Bayes, and Random Forest classifiers. For many applications of this work, identification of the computational dwarf may be of more interest than identifying individual codes. This should lead to even higher classification performance and is discussed in Section 6.
Related Work
Communication patterns have previously been used to study the performance of distributed memory applications, though the application of machine learning to the area has likely been limited by the difficulty of data collection.
Fürlinger et al. [4] provide a general introduction to communication logging and discuss several concepts related to this work including visualization of adjacency matrices and examining the distribution of aggregate communications. Shalf et al. [5] perform similar analysis to evaluate the communication requirements of parallel programs for improving processor interconnect designs. The adjacency matrices of several parallel benchmark applications, augmented by number of messages and message size, are presented by Riesen [6] .
Ma et al. [7] introduce a communication correlation coefficient to characterize the similarity of parallel programs using several metrics. The first compares the average transmission rate, message size, and unique neighbor count for each rank, while the second computes the maximum common subgraph. Their evaluation was limited to 4 parallel benchmark applications. Similar in scope, Florez et al. [8] trained neural network and Hidden Markov Model classifiers on communications and system calls to flag anomalous behavior in 2 parallel programs.
We present elsewhere classification approaches using graph theory, network theory, and statistical hypothesis testing [3] operating on attributed relational graphs where nodes are ranks and edges are MPI calls. These methods are more computationally efficient but less accurate than the machine learning approaches presented here.
Our work examines applications using the Message Passing Interface (MPI) standard for distributed memory programming. Other parallel programming standards such as OpenMP are based on a shared, as opposed to distributed, memory model. In an effort to increase the portability of parallel software, recent work uses compiler techniques to translate OpenMP into MPI source code [9, 10] , and our approach should apply when such techniques are used.
While we focus on latent analysis using only runtime communications, source code translation has also been used to replace inefficient computations [1, 2] .
The classification of distributed computation patterns thus has strong ties to compilers, static analysis, and code optimization. The result is a matrix of features for each run of a parallel program. By varying datasets, parameters, the number of compute nodes, and other factors, we obtain multiple matrices for each program. The task at hand, then, is to differentiate patterns of parallel computation while recognizing how the same program may express multiple patterns under different conditions.
Computational Dwarfs
A computational dwarf is "a pattern of communication and computation common across a set of applications" [12] . Each dwarf is an equivalence class of computation independent of the programming language or numerical methods used for a particular implementation. The common use of shared libraries such as BLAS and LAPACK provides some evidence of these equivalence classes, though dwarfs imply a level of algorithmic equivalence beyond code reuse.
Colella et al. identified seven dwarfs in HPC applications [13] : dense linear algebra, sparse linear algebra, spectral methods, n-body methods, structured grids, unstructured grids, and monte carlo methods. Asanovi et al. asked if these seven also captured patterns from areas outside of HPC [12] . They found six additional dwarfs were needed to capture the distinct patterns of computation outside HPC including combinational logic, graph traversal, dynamic programming, backtrack and branch/bound, graphical models, and finite state machines. Distributed memory parallel programs, then, will fall into one or more of these 13 dwarf classes. If the variance of the expressed patterns is bounded, identification of the dwarf class should be possible solely from observed communications.
Exploratory Data Analysis

Adjacency Matrices
Consider a three node communicator where rank 0 sends messages to ranks 1 and 2, rank 1 sends a message to rank 2, and ranks 1 and 2 send messages back Such a pattern is generated by finite difference equations and is found across many HPC applications. Another type of equation will have a different visual signature unless its pattern of distributed memory access is similar.
The structure seen in Figure 1 is typical of MPI applications and suggests that classification is possible. By the same argument, however, distinguishing applications within the same dwarf class may be difficult due to their topological similarity. Complicating matters, the same program may alter its communications given different parameter values, datasets, or communicator sizes (see Figure 2) . As a result, we cannot simply compare adjacency matrices to classify the underlying computation.
Self-Organizing Maps
To explore relationships between features we perform unsupervised clustering using a type of neural net called a Self-Organizing Map (SOM) [14] . In contrast to more common clustering algorithms such as k-means which require specifying the number of clusters (k) a priori, SOMs infer the number of clusters directly from the data. These clusters are visualized by projecting high dimensional inputs onto a two dimensional grid while simultaneously preserving the topological properties of the input space. Thus, they provide both clustering and dimensionality reduction and are a non-linear generalization of Principal Component Analysis [15] .
The two dimensional grid consists of randomly valued n-dimensional vectors of weights where n is the dimension of the input space. The weights are trained iteratively using a competitive learning algorithm: A random input vector is selected, the closest vector on the grid (the "winner") is computed, and both the winner and its neighbors adjust their values towards the input vector. Both the number of neighbors selected and the amount they change decrease each iteration until training converges.
If the input space is three dimensional then the weights of each trained vector in the grid can be visualized as the red, green, and blue components of a pixel. For input spaces beyond three dimensions there is no such convenient mapping. Instead, the U-matrix [14] stores the average L2 distance between each trained vector and its nearest neighbors. When the U-matrix is viewed as a color mapped grid, clusters emerge as high contrast curves.
SOMs may only provide a qualitative view of clustering depending on data complexity, properties of the grid, and training parameters. Such is the case for the U-matrix of cactus shown in Figure 3a where small values are mapped to blue and large values to red. While clustering structure is visible, the exact number of clusters is subject to interpretation.
In such instances, viewing the correlations between features can be more informative. This is accomplished by viewing individual "layers" of the trained grid corresponding to particular input dimensions. For example, the fourth component of each 5-dimensional input vector is the number of bytes sent between two ranks for a particular MPI call. Viewing only the fourth dimension of the trained vectors demonstrates how the inputs cluster with respect to the number of bytes sent.
These per-feature layers are shown in panels (b) through (f) of Figure 3 (again with small values mapped to blue and large values to red). The southwest corner of the "repeat count" layer reveals a red region corresponding to frequently repeated messages. Since the 2-dimensional projection preserves the topology of the input space, the low intensity of the same region in the "bytes sent" layer tells us that frequently repeated messages are also very small. In concert with the U-matrix, these feature layers make SOMs a powerful tool for discovering the structure and relationships hidden away in high dimensional data.
Models that account for the feature correlations observed above should perform better than those that assume independence. Along with the computational tradeoffs necessitated by the size of our dataset, this motivates our chosen model class introduced in the next section.
Bayesian Networks
In previous work [3] we found the distribution of MPI calls relative to each source rank were sufficient for accurate classification using goodness-of-fit tests.
This approach has two potential downsides. First, the chosen test generates conservative p-values when used with discrete distributions. Second and more significantly, without incorporating correlations between features it becomes less likely that codes will remain distinguishable as the number of codes increases.
This section reviews models called Bayesian networks that better approximate the joint communication feature distribution. We later evaluate these models and compare their classification performance to independent feature models as well as ensembles of decision trees called Random Forests [16] . The latter are state-of-the-art in many classification tasks and so serve as a useful reference point to compare against Bayesian networks in this setting.
Bayesian networks are widely used graphical models that allow efficient factoring of joint probability distributions by using directed acyclic graphs to represent conditional dependencies (the edges) between random variables or features (the nodes) [17, 18] . The joint probability of random variables X 1 , . . . , X v can be factored using the Markov property that limits the conditional dependencies of variable X i to its parent nodes Π Xi [19] :
The simplest Bayesian network, the Naïve Bayes [20] model, assumes all nodes are conditionally independent given a common parent node representing the class label. It is sometimes called an independent feature model as a result.
In contrast, the full joint distribution is represented as a completely connected graph. Between these extremes one can learn only the dependencies deemed relevant by some statistical test, as well as estimate conditional probabilities using Maximum Likelihood Estimation or smoothing techniques such as Dirichlet priors [18] .
Structural learning algorithms for Bayesian networks are broadly categorized into traditional heuristic searches optimizing some scoring function and specialized constraint-based searches that restrict the space of dependence relations.
Examples of the latter include Chow-Liu (CL) trees [21] and Tree-Augmented Naïve Bayes (TAN) networks [22] . These are optimal tree-structured approximations of the joint distribution and can be learned in O(n 2 ) time. Both CL and TAN perform similarly in practice [22] though TAN generally performs better for classification tasks. We briefly review the TAN learning algorithm here due to its superior performance detailed in the next section.
Naïve Bayes assumes conditional independence between nodes given a parent node representing the class label. Edges may be added to account for these correlations and improve model accuracy, but we often want to minimize the number of added edges for efficiency.
The TAN algorithm finds the most informative edges to add given some training data by first computing the conditional mutual information [23] between each pair of features X and Y and the class label Z:
It then constructs a complete undirected graph G with the conditional mutual information labeling the edge between X and Y . The maximum weight spanning tree is computed to retain only the most informative edges from the space of possible tree topologies. Edges not in the tree are dropped from G. A root is arbitrarily selected and undirected edges are given an outward direction from this root to convert G into a Bayesian network. Finally, a node for the class label is added as well as outward edges from this new label node to each feature node. Thus TAN "augments" the Naïve Bayes dependency graph by overlaying an optimal set of tree-structured edges.
We now have a Bayesian network whose structure incorporates a set of additional dependencies that more accurately represents the joint distribution of the data with a limited increase in the number of parameters. TAN modifies the Chow-Liu algorithm by using conditional instead of unconditional mutual information, as well as adding a node and edges for the class label.
Evaluation
All models were constructed and evaluated using the WEKA machine learning toolkit v3.7.5 [24] trained on IPM logs. As described in Section 3.1, logs are converted into feature matrices with each row corresponding to an MPI call made between a source and destination machine during the execution of a particular code. Broadcast messages are supported by IPM via use of a negative destination rank number.
Hundreds of gigabytes of logs proved problematic for the non-distributed nature of WEKA, so some preprocessing was required. In addition, the data has class imbalances due to the disparate number of logs available for each code.
To address these issues we use WEKA's supervised instance resampling filter to both up-and down-sample classes, creating a feature matrix containing 5% of the original data and with a uniform class distribution.
Many structural learning algorithms including TAN require discrete features.
While our features are already discrete, the message size feature can take on millions of values. Applying WEKA's supervised discretization filter based on Fayyad et al. [25] greatly reduces the number of unique values and makes computing conditional probabilities feasible.
Having balanced and discretized data, we evaluate the algorithms by generating a confusion matrix using WEKA. The confusion matrix is a table that shows the actual versus predicted labels for a supervised learning algorithm.
Evaluating the performance of a classifier using the confusion matrix is often straightforward, but is more involved if there are more than 2 classes or if the classes are unevenly distributed. The latter scenario is handled by the resampling method described in the previous section as well as the use of the evaluation method outlined below. To handle more than two classes, WEKA converts the multi-class confusion matrix into a set of binary matrices using the one-versus-rest approach [26] .
The 2-by-2 matrix for some program α shows the number of instances correctly and incorrectly classified as α versus all programs except α. A true positive (tp) occurs when an MPI call from program α is classified as program "not α"; a false positive (fp) occurs when a call from "not α" is misclassified as α. Similarly, a true negative (tn) occurs when a call from "not α" correctly fails to be classified as α, and a false negative (fn) occurs when a call from α is incorrectly classified as "not α". Two common statistics for evaluating classifiers using these quantities are the precision P and recall R:
Their harmonic mean is called the F 1 score and is used to summarize performance with a single number:
The F 1 scores for Naïve Bayes, Tree-Augmented Naïve Bayes, and Random Forest classifiers are shown in Table 1 . These are 80.7%, 88.1%, and 88.3%, respectively. Each score is obtained from 5-fold stratified cross validation [26] . This process builds multiple classifiers using different training and test sets (folds) and averages their scores to increase confidence that the measured performance will generalize to unseen data. It is clear from the cross-validated F 1 scores that feature correlations are important for discriminating between classes, as evidenced by the comparatively poor performance of Naïve Bayes.
A total of 1681 logs for 29 scientific applications were collected for Lawrence
Berkeley National Laboratory by the National Energy Research Scientific Computing Center. Though a single dwarf class for each node is listed for compactness, many codes belong to more than one class. Multiple logs exist for each code with varying ranks, parameters, architectures, and datasets when possible. Several simpler codes were logged by us; codes requiring significant domain knowledge or private datasets were logged from willing specialists on production systems. As a result, the inputs and parameters for some codes were not under our control. However, this dataset is several orders of magnitude larger than related efforts and contains a representative sample of the dwarfs found in scientific computing.
Examining the confusion matrix (ommitted for size) reveals that most classification errors are due to codes within the same dwarf class, or multi-dwarf codes that make use of the same library such as fftw [27] , superlu [28] , or scalapack [29] . For example, both the paratec [30] and vasp [31] are materials science codes. paratec is the hardest code to classify, having a recall of 63.1%. We can attribute 11% of its false negatives to vasp and another 11% to linear algebra operations in 2 other programs: 22% of its false negatives are due to only 3 other codes. Thus, if one wanted to infer the computational class of some unknown program rather than the exact code, classifcation performance would be substantially higher. This coarser-grained information would still be very useful for an anomaly detection system. Table 1 : Multi-class performance of Naïve Bayes, Tree-Augmented Naïve Bayes, and Random Forest classifiers. A higher F 1 score indicates better classification performance. Each score is averaged over a 5-fold stratified cross-validation using a class-balanced sampling from 5% of the original dataset. The increased complexity of the tree-structured network provides significant improvement over the independence assumption of Naïve Bayes. A high bias, low variance algorithm produces consistent classification across different datasets (low variance) at the cost of having consistently worse labeling (high bias) due to more general decision boundaries. In contrast, a low bias algorithm may perform well on certain datasets and worse on others: it finds better decision boundaries at the risk of overfitting the training data. In general, bias and variance cannot be simultaneously optimized and thus the choice of learning algorithm depends on the complexity and size of the data as well as the requirements of the task.
Ranks
To better understand the performance of our classifiers, we measure the biasvariance tradeoff using the technique of Kohavi and Wolpert [32] implemented in WEKA. Specifically, the data is first divided in two. The latter half of the data is held constant for testing while 25 training sets are generated from the first half by resampling without replacement. The bias and variance are estimated by evaluating classifiers trained on these separate training sets against the same test set. These estimates are shown in Table 2 . As one would expect from the F 1 scores, Naïve Bayes has the highest bias and the lowest variance due to its simple decision boundaries. Tree-Augmented Naïve Bayes trades a large decrease in bias for a slight increase in variance, while Random Forests slightly improve this bias for a larger increase in variance. This too is consistent with the F 1 scores: when the two classifiers differ, Random Forests tend to perform much better or much worse for particular classes.
These results are quite positive and are comparable with our previous work using graph theory, network theory, and hypothesis testing. However, machine learning is computationally more efficient than our graph-and network-theoretic approaches, resolves several shortcomings with the hypothesis testing approach, and achieves these results with a much larger and diverse dataset. We expect Table 2 : Bias-variance decomposition for Naïve Bayes, Tree-Augmented Naïve Bayes, and Random Forest classifiers. Numbers were obtained using the approach of Kohavi and Wolpert [32] implemented in WEKA. The data is first divided in two and the latter half held constant for testing. The first half is resampled without replacement to generate 25 training sets. Bias and variance is estimated by evaluating classifiers trained on these separate sets against the same test set. and vasp, and these bring the average F 1 score down considerably. Training with larger subsets of the original data, using search-based structural learning algorithms, or constructing Bayesian multi-nets [22] could increase performance in these circumstances. We leave these investigations for future work.
Classifier Bias
Conclusion
This work applies methods from machine learning to identify the latent class of a parallel computation from the observable information passed between nodes in a computational network: given logs of MPI messages from an unknown program, our job is to infer the program most likely to have generated those logs. Our motivation is the detection of anomalous behavior on HPC systems, though additional applications such as performance profiling are possible.
As initially postulated by work on computational dwarfs [12, 13] , communication patterns tend to be highly structured and reflect the distributed memory We trained Naïve Bayes, Tree-Augmented Naïve Bayes, and Random Forest classifiers on hundreds of gigabytes of runtime communication logs covering 29 distributed memory scientific codes from Lawrence Berkeley National Lab. This required both up-and down-sampling the data to correct for class imbalance and allow processing by a single computer using WEKA, as well as discretization of numeric features to feasibly compute conditional probability tables. TAN and Random Forest classifiers achieved 88.1% and 88.3% F 1 scores averaged over 5-fold stratified cross-validation, while using only 5% of the original dataset. These results are encouraging and improve upon several weaknesses in our previous work [3] testing the goodness-of-fit of call distributions as well as the distribution of over-represented subgraphs called motifs [33, 34] . In addition, classification of computational dwarfs instead of individual codes should have substantially higher performance, as most errors in the confusion matrix are due to codes within the same dwarf class. In fact, the latter may be more relevant than focusing on individual codes for many potential applications of this work. In either case, we believe these results demonstrate machine learning is practical for identifying latent classes of distributed computation from communication patterns, without the computational overhead required for static analysis and without using a priori information.
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