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RESUMEN 
En este trabajo se presentan los principales resultados de la literatura reciente sobre 
contrastes de momentos (ro) y de la matriz de información, Los contrastes de momentos lion 
un marco general para obtener diagnósticos de la especificación de modelos estimados bien por 
máxima verosimilitud o por el método de momentos. Los contrastes m pueden considerarse, 
bajo condiciones generales, contrastes de los mulliplicadores de lagrange. 
Una fuente de condiciones de momentos en los que basar la construcción de los 
diagnósticos ro es la igualdad de la matriz de información. Se ilustra cómo, en el caso de 
regresión lineal, los contrastes basados en la igualdad de la matriz de información generan 
diagnósticos tanto conocidos como más novedosos. El comportamiento en muestras rmitas de 
los contrastes es una consideración importante a la hora de su utilización, debiendo elegirse en 
cada circunstancia la versión más apropiada. 
Finalmente se señala el gran potencial de la igualdad de la matriz de información para 
generar balerías de diagnósticos para modelos para los cuales se dispone actualmente de una 
menor variedad de diagnósticos que para el caso de regresión lineal. 
ABSTRACT 
This paper presents Ihe main results oC the recent literature on momenl (ro) tests and 
inConnation matrix tests. The ro tests provide a general Cramework for deriving specification 
diagnostics fur models estimated by maximum IIkelihood or the method of moments. Under 
general conditions, m tesIs can be considered LM tests, 
A souree oC momen! conditions in which one could base lhe construction of m tesIs 
ís the Infonnation matrix equality. 11 is shown !hat in lhe case ofllnear regression, tests based 
on the infonnatlon malrix equality generate a variety of diagnostics, sorne ofthem new whlle 
others are already familiar. Small sample conslderations are importanl for !he practlcal 
applicatioD of!he tests; jt is suggested !hat appropriate choice of!he particular test will be an 
important practical decision. 
One oC !he most importan! implications of this framework is lbat il can generale 
batteries of diagnosUcs COI mode1s fOI which few diagnostics are presentiy available, 
1. Introducción 
En los últimos años ha habido un gran interés por el estudio de las consecuencias de los 
errores de especificación sobre la estimación e inferencia realizada con modelos econométricos. 
Por ello se han desarrollado gran variedad de métodos estadísticos para detectar la presencia de 
errores de especificación. En general, resulta apropiado pensar en estos procedimientos como 
diagnósticos que intentan detectar síntomas que revelen la posible existencia de mala 
especificación. 
Con frecuencia, el que un modelo esté correctamente especificado tiene una serie, a 
menudo infinita, de implicaciones (condiciones necesarias de correcta especificación). Una 
estrategia fructífera para obtener diagnósticos consiste en comprobar si alguna o algunas de esas 
implicaciones (condiciones necesarias) se cumplen en la muestra considerada. 
Un ejemplo sería un modelo cuya especificación correcta implicase ausencia de 
correlación serial en los errores (0.). En ese caso tendríamos un conjunto infmito de 
implicaciones (condiciones necesarias) E(llt"t_j) = O para j = 1, 2, ... en las que basar 
contrastes de especificación. Esta seria la base de los contrastes de autocorrelación. 
Otro ejemplo sería un modelo para el cual hubiese más de un estimador consistente de 
los parámetros de interés, (p.e.: mínimos cuadrados y variables instrumentales). Bajo 
especificación correcta los dos estimadores deberían tener valores asintóticamente similares. Si , 
los dos estimadoreshienen valores estadísticamente diferentes entonces el modelo estaóa mal 
'$ 
especificado. Este :ería el principio de los contrastes de Hausman (1978). 
Otro ejemplo sería una estimación por máxima verosimilitud, en la que II!¡ especificación 
correcta implica la validez de la igualdad de la matriz de información, esto es. qrle.la matriz de 
información se puede estimar tanto por el negativo del hesiano como p~r la forma de producto 
exterior del gradiente. Si estos dos estimadores no están suficientemente próximos entre sf, 
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entonces tendremos evidencia en contra de la hipótesis de especificación correcta. Esta es la 
base de los contrastes de la matriz de información de White (1982, 1987 Y 1994). 
Hay una gran variedad de procedimientos para derivar diagnósticos de especificación 
basados en contrastar la validez de alguna(s) implicación(es) (condiciones necesarias) de 
especificación correcta. En este trabajo nos vamos a centrar en el estudio de un marco concreto 
de análisis de especificación: los contrastes de momentos (m), propuestos independientemente 
por Newey (1985) y Tauchen (1985), y desarrollados posteriormente por White (1987 y 1994) 
Y Pérez (1993. y e). 
Muchos diagnósticos previamente disponibles pueden ser considerados como casos 
particulares de este marco general de los constrastes de momentos (m), por ejemplo los 
contrastes de la matriz de infonnación de White. En este trabajo se expondrán de manera 
sintética los principales resultados de esta literatura. 
El resto del trabajo está organizado como sigue: en la sección 2 se explicitan y 
se comentan los resultados generales sobre contrastes m. En la 3 se obtiene la relación entre 
contrastes m y otros contrastes más conocidos, se justifica que los contrastes ro pueden ser 
considerados contrastes de los multiplicadores de lagrange de alternativas paramétricas 
interpretables, y se detalla la construcción de contrastes de la razón de las verosimilitudes y de 
Wald equivalentes a un contraste m dado. En la 4 se presentan los contrastes de la matriz de 
información y en la 5 se particularizan los contrastes de la matriz de información de primer 
orden (dinámicos) al caso de regresión lineal. En la 6 se considera el comportamiento en 
muestras finitas de los contrastes m y en la 7 se encuentran las conclusiones. 
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2. Contrastes de momentos 
Newey (1985) Y Tauchen (1985) han propuesto un marco general para la detección de 
los errores de especificación en los modelos econométricos basado en el hecho de que un modelo 
dado, P, con un vector de parámetros asociado (J E e e Rk generalmente implica la 
validez de un número, quizá infmito, de condiciones de momentos de la forma 
Eo (m,(",.6» = O. t = 1.2 •...• (1) 
donde mt:Oxe~RP, con wEO. 
Si para todo () en 9 
Eo (m,(",.8» ;' O. t = 1, 2, ... , (2) 
resultaña que Po, el mecanismo que genera los datos, con vector de parámetros asociado 60 no 
está en P, esto es, que el modelo no está bien especificado. Esto sugerirla que se puede basar 
un contraste de especificación en las medias muestrales1 
" 




seña un estimador consistente de 80 cuando Po E P Y n seña el tamaño de 
la muestra. Estas medias muestra les (3) estarían próximas a cero cuando P estuviese bien 
,:1 
especificado, pero (e lo contrario, serían distintas de cero. Un ejemplo sería el caso en que la 
., 
., 
1 La notación sub t sugiere dependencia de la información en efmomento t; sub n sugiere 
dependencia de la información de toda la muestra. 'El superíndice t sugiere deiiendencia de la 
información de la muestra hasta el momento t. m, va a depender ~ en general, de toda la 
muestra, debido a que depende de iJ n ; para simplificar la notltción. lo denotaremos 
simplemente ';'t en adelante. 
\ 
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validez del modelo implicase que los errores no estuviesen autocorrelacionados. En ese caso, 
bajo especificación correcta 
r= l. 2. 
j=l,2, 
(4) 
Esto sugiere que podríamos basar un contraste de momentos en las medias de los 




j = l. 2 ..... 
que es precisamente un ejemplo típico de contrastes de momentos. 
(5) 
Cuando el modelo está correctamente especificado, se puede demostrar que, bajo 
condiciones generales, .fñ m
n 
se distribuyen asintóticamente como normal multivariante, y 
en el caso de que se dispusiese de un estimador consistente de su matriz de varianzas y 
covarianzas, por ejemplo -V
n 
,se podría foonar un estadístico ,(l de la siguiente foona: 
M •• V'- l • 2 (6) n Si n mn n mn - Xp 
Donde p es el número de condiciones de momentos contenidas en mil . Este enfoque 
es bastante general e incluye como casos particulares los contrastes de los multiplicadores de 
(agrange (Rao(1947). Aitchison y Silvey(1958». de Hausman (1978). de Cox (1961. 1962) Y 
de la matriz de infonnación de White (1982. 1987. 1994). Véase Godfrey (1988) para una 
panorámica de gran parte de esta literatura. Hay que señalar que este enfoque de condiciones 
de momentos es aplicable a modelos estimados tanto por máxima verosimilitud como por el 
método de momentos. 
La expresión (6) requiere un conjunto de condiciones de regularidad habituales en esta 
literatura, que se encuentran en White (1994). El contexto de máxima verosimilitud es 
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especialmente conveniente para presentar los resultados sobre contrastes de momentos, y por 
eso lo utilizaremos en el resto de este trabajo. También nos limitaremos a una situación en la 
que las variables consideradas van a ser no explosivas (quizá después de alguna transfonnación) 
aunque hay evidencia de que los resultados serían aplicables a ciertos tipos de variables no 
estacionarias; véase Wooldridge (1986). 
En la aplicación de la expresión (6) surgen dos cuestiones importantes: la primera es la 
elección de tn
n 
• de la que nos ocuparemos más adelante en la sección 4, y la segunda la 
elección de un estimador consistente de la varianza: Vn . 
Bajo condiciones generales se podría elegir el estimador 
• 
V" _- .-1 '<"' m" m" , n L.J t t 
1=1 
que sería consistente si los elementos de 
• 




son ftnitos y continuos y obedecen una ley débil de los grandes números, unifonoemente. En 
esas condiciones el estadístico (6) se podría computar como nRl donde Rl es el R2 no centrado 
(no ajustado por el uso de una constante), de Theill (1971, p. 164) de una regresión artificial 
donde la variable dePfndiente es la unidad y los regresares son las condiciones de momentos mI 
, 
(los indicadores esUmados). 
.t; 
2 En un modelo tal como y = X b + e, se derme Rl = b'X'Xb I y'y. 
• 
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1 sobre 1fI: (9) 
(Véase White (1994), corolario 9.9). CUando Po 3 P, entonces Mn == n Rl - x; de fonoa 
que un contraste m del tamaño o: se llevarla a cabo rechazando Ro: Po 3 P cuando nRl fuese 
mayor que el valor crítico de la x!. l-a 
Si se desea usar un estimador ~n que sea consistente cuando O n sea asintóticamente 
eficiente pero no lo sea necesariamente cuando O n no sea eficiente, entonces se podría utilizar 
como estimador de la matriz de varianzas y covarianzas 
n n n n 
J" -1,<", ~ "' ( -1,<", " .1)[ -1,<"" .1J-1( -1,<", " "') n=n L.J"',m,- n L..."m,s¡ n L.Ji),St n L..."s,m, 
,,,1 , .. 1 1,,1 t=1 
(10) 
donde el segundo ténnino después de la igualdad está teniendo en cuenta que los Ó n que se 
emplean para evaluar m, han sido estimados, siendo su matriz de varianzas y 
• covarianzas [n-¡ E St ~rl ,donde St es el gradiente dellogari(,mo de la verosimilitud 
para la observación''t1evaluado en el estimador de máxima verosimilitud. 
Usar este estimador de varianza en (6) equivaldrla a utilizar el estadístico M~=nR2, 
donde Rl es el Rl no ajustado por el uso de una constante de la regresión auxiliar en la que la 
variable dependiente es la constante unidad y las variables explicativas son m: y .f, ,esto es, 
1 sobre m:, 1, t=l, 2, ... , n. (11) 
En este caso se incluye en la regresión s, para tomar en cuenta que los 111, han sido 
estimados. La anterior regresión auxiliar. como se ve, no es más que un artificio para computar 
de forma simplificada el estadístico (6) usando (lO) como estimador de la matriz de varianzas 
y covarianzas. Este estadístico fue propuesto por Newey(1985) para el caso de observaciones 
independientes e idénticamente distribuidas y extendido al caso de observaciones dependientes 
por White (1987). La interpretación intuitiva de la regresión auxiliar (11) seña la siguiente: la 
regresión intenta "explicar" la variable dependiente, que es una constante; sólo lo podrá hacer 
si alguno de los regresares tiene media distinta de cero. Cada uno de los componentes del 
-i 
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gradiente t, tiene media cero puesto que el procedimiento de estimación (máxima 
verosimilitud) lo garantiza; así, lo único que podrfa explicar la constante es que algunals de las 
condiciones de momentos m: tengan media distinta de cero, que es precisamente lo que 
intentamos comprobar con el estadístico. 
La inferencia basada en (11) tendrá un tamaño asintótico apropiado cuando en sea un 
estimador asintóticamente eficiente, debido a que se usa la matriz de varianzas y covarianzas 
de IÍlt que resultaría en el caso de que O n fuese asintóticamente eficiente (producto exterior 
del gradiente). El contraste anterior utiliza como estimador de la matriz de varianzas y 
n 
covarianzas de O la inversa de iJ = n -1 ~ S i que es la forma de producto exterior de n n,{...¿ t, 
la matriz de información. El comportamienlol en muestras fmitas de este estimador puede ser 
deficiente, 10 que. en ocasiones nos llevaría a querer modificar el contraste en alguna de las 
direcciones que se sugieren más adelante. 
La importancia del resultado (11) radica en que permite llevar a cabo contrastes en la 
dirección elegida por los indicadores r1I, para cualquier verosimilitud. con el único requisito 
de disponer del gradiente s" que en general está disponible cuando se ha estimado por 
máxima verosimilitud. 
Además, si podemos descomponer los indicadores mt y el gradiente s, como 
producto de residuos generalizados (p,) por funciones de variables predetenninadas. (jt. wt), esto 
es, si podemos hacer 1Ilc = jt· Pt y s, = w t' PI' entonces bajo homoscedasticidad condicional 
(quizá después de est.mdarizar p,), los contrastes ro se podrían computar utilizando la regresión 
f 
auxiliar de los resi~~os generalizados '" sobre la variables explicativas j; y \ti;. esto es: 
P, sobre (12) 
y M~ =nR2, de la regresión auxiliar anterior, Véase una prueba simplificada ~n el Apéndice 
1. Expresado en la forma de (12), el contraste m resultaría idéntico al contraste de los 
multiplicadores de lagrange de variables omitidas J; en el que ya jse han incluido como 
regresores las variables w; . 
• 
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Los resultados (9), (11) Y (12) usan progresivamente más estructura del modelo para 
conseguir una computación más sencilla y un mejor comportamiento en muestras finitas. Los 
estadísticos (9) y (11) pueden requerir muestras especialmente grandes para tener una 
distribución que se aproxime a su distribución asintótica. Además, TayJor (1987), los resultados 
analíticos de Cavanagh(1985) y las simulaciones de Chesher y Spady (1991) implican que los 
estadfsticos (9) y (11) pueden tener una distribución que se aproxima mal por una x;. Esto 
sugiere utilizar algunas modificaciones de los estadísticos (9) y (11) como la de Wooldridge 
(1990), que explota la existencia de residuos generalizados y consiste en depurar los elementos 
de jt de los componentes correlacionados con "t> para obtener un mejor comportamiento de los 
contrastes en muestras [mitas. Este punto se retoma en la sección 6. 
3. La ["elación de los contrastes m con otros contrastes 
La similitud de los contrastes m con los contrastes de multiplicadores de lagrange (LM) 
de variables omitidas sugerida por la expresión (12) resulta acertada, Pérez (1993a) y White 
(1994) explicitan las condiciones de regularidad bajo las cuales esencialmente cualquier contraste 
ro puede ser considerado un contraste LM. Se demuestra por construcción que los contrastes 
m son contrastes LM de una alternativa paramétrica en la que las condiciones m podrían ser 
consideradas como una parte del gradiente de una verosimilitud artificial, de la cual la 
verosimilitud original sería un caso particular. La verosimilitud artificial se construye para 
conseguir que los contrastes ro se puedan derivar directamente como contrastes de los 
multiplicadores de Lagrange, Para ello, es necesario construir. partiendo de una función de 
verosimilitud original In (",t, 8) • una verosimilitud artificial o ampliada, hn(",n, 8, A) , 
que cumple las siguientes condiciones: 
1. La función de verosimilitud original In (",t, 8) es un caso particular de la verosimilitud 
artificial cuando las condiciones m son cero. 
2, La integral de la función de verosimilitud artificial es uno, 




El considerar a los contrastes ro como contrastes LM nos permite interpretarlos dentro 
del marco de los contrastes de hipótesis clásicos, y de esta fonna, gozarían de las propiedades 
de optimalidad de los contrastes LM. La construcción de la verosimilitud artificial podría 
llevarse a cabo como en Pérez (1989, 1993a), utilizando la siguiente verosimilitud artificial. 
Definición de verosimilltud artificiaJ 
Si partimos de una familia generatriz de verosimilitudes !n (w
'
, 6) Y un vector de dimensión 
p x 1 de condiciones de momentos mm «(dI, 8) tal que bajo especificación correcta (Po 3 P) 
se cumple que 
1 mn,(",',O) 1,(",', O) d~' = O, 
defmimos la función de verosimilitud artificial hn(wn, O,~) donde 'AEACRP y A es 
el conjunto de todos los ~ tales que 
O < f exp {h'mn (",n, Ol) In (",n, O) d~n < +00 
para todo 8 en 9 y todo n en N. Además. para todo 8, A en e x A defmimos la verosimilitud 
artificial 
donde 
'I'~!!O, h) 8 log J exp[h'mn(",n, O)]ln(",n, O) d~n. O 
El papel que cum~e el primer ténnino dentro del corchete es introducir las condiciones m 
dentro de la verosimilitud y conseguir que al diferenciar con respecto a sus parámetros, las 
condiciones m resulten ser parte del gradiente. El papel del segundo término dentro del 
corchete es nonnalizar para que la integral de la verosimilitud artificial sea uno. 
Cuando A contiene un entorno del origen, decimos que ha es una verosimilitud artificial 
propiamente dicha generada por fn y Dlo. 
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Esta verosimilitud artificial cumple los requisitos para ser una función de verosimilihld 
propiamente dicha, y con su ayuda los contrastes ID pueden ser considerados contrastes LM de 
las restricciones implicadas en la función de verosimilitud artificial por la hipótesis nula de que 
Jn(CIJ, lJ) es la verosimilitud correcta en vez de hn{w. O. A)' Estas funciones de 
verosimilitud artificiales tendrán mayor o menor interpretabilidad dependiendo de cuál sea la 
verosimilitud original y las condiciones de momentos que se elijan. Si la verosimilitud de 
partida pertenece a la familia lineal exponencial, entonces la verosimiUtud artificial pertenecerá 
a la misma familia. En el caso de que se parta de una verosimilitud gaussiana (normal), en 
general, es posible construir para cada conjunto de condiciones de momentos, una verosimilitud 
artificial también gaussiana de la cual la verosimilitud original sea un caso particular. 
Si se dan las condiciones para poder construir la verosimilitud artificial, los contrastes 
m serían contrastes LM de variables omitidas en la verosimilitud artificial hn(w, 6. X) . 
Debido a ello, se plantea de forma inmediata la existencia de contrastes de Wald equivalentes 
a contrastes m dados. Dadas un conjunto de condiciones m en las que basar un contraste de 
momentos, para llevar a cabo el contraste de Wald equivalente bastarían tos siguientes pasos: 
1. Partiendo de la función de verosimilitud considerada, !n{w, O) construir una función de 
verosimilitud artificial hn{w, O, X) ,que en general no será única. 
2. Estimar por máxima verosimilitud el modelo implicado por la función de verosimilitud 
artificial hn(w, 8, X) elegida. De entre las funciones de verosimilitud artificiales posibles, 
el investigador elegirá la que le parezca más plausible desde un punto de vista teórico o 
estadfstico. 
3. El contraste de Watd consistiría en contrastar, por el método apropiado en cada caso, la 
significatividad conjunta del vector de parámetros X en la anterior estimación. Si se rechaza la 
no significatividad conjunta de los parámetros X, entonces tendremos evidencia en contra de la 
verosimilitud fn(w, O) . Porque al ser significativos los parámetros h, las condiciones de 
momentos tomarían valores distintos de cero, y la verosimilitud artificial no se reducirla al caso 




De fonna análoga, un contraste de la razón de las verosimilitudes (LR) correspondiente 
a un contraste m dado se llevaría a cabo de la siguiente fonna: 
1. Estimar el modelo con la verosimilitud fn(w, 8) y obtener el valor dellogaribno de 
función de verosimilitud, digamos Ir. 
2. Estimar el modelo con la verosimilitud artificial hn(c.J. 6. A) Y obtener el valor del 
logaritmo de la función de verosbnilitud, digamos Ih. 
3. Fonnar el estadístico del cociente de las verosimilitudes LRn ""-2(1¡ - 'h) , que se 
distribuirá como una x! si el modelo fn(w, 6) es correcto. Si LRn > x!. entonces se 
rechazará la hipótesis nula de especificación correcta, y tendremos evidencia en contra de la 
verosimilitud Jn("" O) . 
4. Un caso particular de los contrastes m: los contrastes de la matriz de información. 
En las secciones anteriores hemos visto cómo se pueden computar e interpretar los 
contrastes m bajo circunstancias diversas. Sin embargo. quedaría por resolver la importante 
pregunta de cómo obtener condiciones de momentos útiles, esto es, implicadas por el supuesto 
:1 
de especificación colcecta de j, (6l 6) y, además informativas, en cuanto a posibles errores ~ n ' 
de especificación. Necesitarfamos, pues, una fuente de condiciones de momentos relevantes. 
Este problema tendría una importancia menor en los casos en que usemos .verosimilitudes 
fn(w, 6) familiares como la gaussiana, pues en ese caso hay una serie de, diagnósticos 
conocidos que se podrían aplicar. Sin embargo el problema se acenh,larÍa cuando utilicemos 
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verosimilirudes menos frecuentes en la práctica (p. ej.: la poisson) para las cuales no hay una 
batería de contrastes estándar. 
White (1982, 1987. 1994) ha introducido un marco general para derivar diagnósticos en 
el caso de estimación por máxima verosimilitud. Pérez (1989. 1993a) lo ha particularizado para 
el caso de regresión lineal. Este marco parte de la igualdad de la matriz de información, esto 
es, que bajo especificación correcta, (PO 3 P), hay dos formas equivalentes de la matriz de 
infonnación de Fisher (véase el Apéndice 2), por el negativo del hessiano y por el producto 
exterior del gradiente, esto es: 
A = 
• 
Bn lES S SI "" var ( n- lf2 V logf(6l, 6» 
(hesiano) 
(producto exterior) (13) 
Sustituyendo 6 por un estimador asintóticamente eficiente, 6 n y las esperanzas por 
medias, tendríamos dos estimadores distintos de la matriz de información 
• A. = n-1 L 
t=l 
2 • a log J,("" O.) 
ao ao' 
• li. = n-1 L 
,·1 
a log J,("" e.) 
ao 
a log 1,("" e.J' 
ao 
(14) 
Así, diremos que la igualdad de la matriz de información se cumple para una especificación dada 
si An + Bn = O o bien An + Bn ...... O . Se podría basar un conjunto de contrastes m en las 
diferencias entre esas dos formas de estimar la matriz de información: 
donde vec es el operador que transforma una matriz en un vector columna colocando las 
columnas de la matriz original una a continuación de la otra. 
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Las especificaciones para las cuales la igualdad de la matriz de infonnación no se cumple 
no consiguen. en general, la eficiencia asintótica, y ello indicaría que la precisión de la 
estimación y la potencia de los contrastes podrían mejorarse por el uso de otro estimador; por 
ejemplo, si se detecta autocorrelación en los errores. quizá habría que utilizar mínimos 
cuadrados generalizados. El incumplimiento de la igualdad de la matriz de infonnación puede 
también indicar un error de especificación en fn(w, 9) ; por ejemplo, la existencia de una 
variable omitida. Este incumplimiento sugiere la utilidad de continuar la investigación ·de la 
posible mala especificación de fn(w, O) usando contrastes direccionales; por ejemplo, un 
contraste LM de variable omitida. 
4.1 Contrastes de la matriz de información de prbner orden (dinámica) 
Hay un conjunto de contrastes de la matriz de infonnación que reciben el nombre de 
contrastes de la matriz de información de primer orden debido a que están basados en las 
primeras derivadas del logaritmo de la verosimilitud ft. esto es. el gradiente, Sto Una de las 
implicaciones de la igualdad de la matriz de infonnación (véase el Apéndice 2) es que 
n n 
var (n-In E s,*) = n-I E var sr" + 0(1) (15) 
'=1 "1 
donde la estreUa sugiere que se evalúan en el óptimo verdadero de la función de verosimilitud 
elegida. Condicione~isuficientes. pero no necesarias para esto son que E(s,·) "" O Y que 
•• ir-
E(sl S,_j) = o, t 1=1, 2, ''', j=I,. 2 ..... t. Estasegundacondici6n,laíncorrelación 
del gradiente. es una condición útil de examinar, y nos centraremos. por simplicidad, en el 
análisis de si un conjunto fmito de elementos de E(s,· s,:j) son cero. De forma que 
basaremos los contrastes de especificación en los siguientes indicadores de la matriz de 
infonnación dinámica: " '> 
a 
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m,(w, O) • S vee s,(w, O) [S'_I(W'-I, oi, ,,,' s,_,(w'-\ Oi] (16) 
donde, para mantener la notación original, ~ ~ 1 es ahora un entero que determina el 
lizar S es una matriz de selección máximo orden de correlación del gradiente que se va a ana . 
.... no estocástica) de orden q X ~ p2 que se usa para fijarnos en elementos (u otra maU.Uo 
b·· lineales de elementos de la matriz de indicadores. específicos, o coro maClones , 
La computación de estos contrastes se haría aplicando los resultados (9), (11) Y (12) bajo 
las condiciones de regularidad apropiadas. Por ejemplo, un análogo del resultado (11) sena aqui 
./ .1 1 sobre m,. s, (17) 
• .1 1. ] . El contraste de la matriz de información dinámica donde m, = S ved, [SI_l' .... J-)., .,~ '" 
/JI 2 de la anterior regresión auxiliar y bajo especdicaclon correcta M n sería aqul M n = nR 
2 donde p es el número de condiciones de se distribuiría asintóticamente como una Xp 
momentos que utiliza el contraste. 
Aquí el énfasis de la detección de errores de especificación se halla en la detección de 
1 ,. el grad'lente El hallazgo de correlaci6n en el gradiente puede suponer un error corre actoo en . 
1 ifi ,. dinámi'ca o bien un error más fundamenteal (como la existencia de variables en a espec lcaCIOO 
omitidas) en fn(w, O) • Es útil pensar en los contrastes de la matriz de información dinámica 
como una generalización de los contrastes de autocorrelaci6n. 
¡ i 
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4.2 Contrastes de la matriz de información de segundo orden. 
Los contrastes de la matriz de información de segundo orden reciben ese nombre porque 
están basados en la segunda derivada del logaribno de la verosimilitud. Otra de las 
implicaciones de la igualdad de la matriz de infannación (véase el Apéndice 2) es que 
" " n-1 I: E (V.,') + n-1 I: E(.,· .' s, ) = O (18) 
,,,,1 . ';;1 
Así, bajo especificación correcta, la matriz de infannación podría ser estimada por el negativo 
del hesiano o por el producto exterior del gradiente. En este caso, podemos considerar 
contrastes ro basados en los indicadores 
m,(x', O) = S vec [Vs,(x', O) + s,(x t, O) s,(x t, O)'] (19) 
donde S es una matriz fija. de dimensión q x p2, Este contraste es sensible ante 
heteroscedasticidad condicional, y asimetría y curtosis condicionales, aunque puede no ser 
sensible a mala especificación dinámica. Estos contrastes se presentan en White (1982) y son 
más conocidos que los de la matriz de irúormación dinámica. en los que ponemos énfasis en este 
trabajo. SU computación, bajo condiciones de regularidad apropiadas, es similar a la de los 
contrastes de la matriz de infonnación dinámica de (17). 
En este epígrafe hemos visto que una fuente potenciahnente útil para obtener contrastes 
de momentos con los que analizar la especificación de cualquier modelo estimado por máxima 
,i 
verosimilitud es lai}gualdad de la matriz de información, tanto de primer orden, como de 
o 
segundo orden. En el epígrafe siguiente veremos cómo en el caso particular de regresión lineal 
los contrastes de la matriz de información de primer orden dan lugar a contrastes conocidos, así 
como a otros nuevos que pueden ser interpretados como contrastes de especifica~ión dinámica. 
,) 
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S. Contrastes de la matriz de Información de primer orden (dinámicos) en el caso de 
regresión lineal. 
En este epígrafe presentamos los contrastes de la matriz de información de primer orden 
(dinámicos) para el caso especial, pero particularmente relevante e intuitivo, de regresión lineal. 
Para simplificar la presentación usaremos como ejemplo la siguiente densidad 
donde F'+1 representa la infonnación contenida en las variables predetenninadas, Ellogaritmo 
de la verosimilitud es 
1nJ,"_1("'" 8) = In'¡:¡;; - ID. + {(y, -" - P Y,-l- ~ x,)2/2;) 
siendo O = (a. p, 11. u); defmimos ",(8) == Y, - ex. - P Yt-l- 11 x, y los residuos 
donde On es el estimador de máxima verosimilitud de 8, (mínimos cuadrados ordinarios). 
En este caso, el gradiente condicional de la observación t es: 
V 1
, (' 8) _ (u,(8) u,(8)Yt-l u,(O)Xt-l 
9 nJtIt-l w, - --;¡:-' --;--. --;--. 
y el gradiente condicional conj retrasos sería la expresión anterior con t-j en vez de t. Si nos 
centramos en la autocorrelación del gradiente de orden 1. tendremos la siguiente matriz de 




u,Ut_1 u'Y'_2"1_1 u,x,_l "'_1 ",11,_1/(1 
RO -4 ",Y,-I",-1 ",Y,-2Y,-l "'-1 U,xt_IY'_ t "'_1 U,Y,_l'1,_1 1(1 
,=U 
U,X,Ut_l U,x'Yt_2 Ut_l U,x,XH "(-1 U,x, 1Jt_l!u 
11,",_1 l1'Y'-2"t-1 11,Xt_l "'_1 VrVr_"u'l 
El valor esperado de cada uno de los elementos de esta matriz es cero bajo especificación 
correcta. Asimismo, el valor esperado de cada elemento de las matrices correspondientes a 
retardos del gradiente superiores, ~o. J = 2, 0_'. A, sería cero. Si basamos un contraste m en 
el elemento 1,1 de R10 tenemos un contraste de correlación serial de orden 1, que se puede 
computar como nR2 (no centrado) de la regresión auxiliar 
(20) 
esta regresión sería análoga a la del resultado (11). Aquí se han eliminado las constantes ál sin 
que por ello cambie el R2 de la regresión. Por la diagonalidad por bloques de la matriz de 
infonnación podemos eliminar el último término de la anterior regresión. 
Debido a que ambos, el gradiente y el indicador, se pueden escribir como producto de 
residuos por variables predetenninadas, podríamos aplicar el resultado (12) y computar el 
contraste de autocorrelación de orden 1 como nR.2 de la regresión auxiliar 
rt sobre rt_l' 1, Y,_I' x, (21) 
idéntica a la que se utilizaría para computar el contraste LM de autocorrelación de orden 1. El 
resto de los elementos de la submatriz 3 x 3 superior izquierda darían lugar a contrastes de 
, 
especificación dlnáIrdca y posibles no linealidades omitidas. Los tres primeros elementos de la 
1* 
última columna darílfu lugar a contrastes de ARCH en media y los de la última ftIa darían lugar 
a contrastes sensibles a ARCH tanto no simétricos como simétricos. 
Eligiendo los correspondientes elementos de las matrices de indicadores j~t se pueden 
construir contrastes m sensibles a errores en la especificación dinámica para retardos de orden 
1 
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superior. Por ejemplo, un contraste de autocorrelación de órdenes 1 y 2 se puede computar 
como nR2 no centrado de la regresión auxiliar de 
o bien si utilizamos la versión de (12), sería el nR2 de la regresión auxiliar de 
que, de nuevo, sería idéntico al contraste LM de autocorrelación de órdenes 1 y 2. Eligiendo 
los elementos apropiados de las matrices ~o se pueden diseñar contrastes sensibles a los errores 
de especificación que sean de interés para cada modelo considerado. 
Como se ha visto en esta sección, en el caso de regresión lineal, los contrastes de la 
matriz de información dinámica daD lugar a contrastes de la especificación dinámica tanto 
conocidos como más novedosos y tanto de la media condicional como de la varianza condicional 
(tipo ARCH). 
Estos resultados sugieren que los contrastes de la matriz de información dinámica van 
a ser una fuente de diagnósticos relevantes y reveladores en modelos estimados por máxima 
verosimilitud. Un ejemplo de esto serían los diagnósticos propuestos por Pérez (1993c) para 
modelos estimados por ARCH. 
6. El comportamiento en muestras fmltas de los contrastes m 
Recientemente se han obtenido resultados que indican un posible mal comportamiento 
en muestras fmitas de los contrastes m. De hecho, el comportamiento en muestras ftnitas de 
algunas versiones de los estadísticos puede no ser satisfactorio, tal y como ilustran Cavanagh 
(1985), Kenn.n y NeulIIJIJIJI (1988), Orme (1990.) y Che,her y Sp.dy (1991). En general, esto, 
autores encuentran una tendencia al sobrerrechazo de algunas versiones de los contrastes. Esta 
tendencia se puede achacar a que la i no es una buena aproximación al comportamiento de p 
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algunas versiones de los contrastes, particularmente de aquellas que utilizan el producto exterior 
del gradiente como estimador de la matriz de varianzas y covarianzas. 
Estos trabajos han motivado una líneas de investigación centrada en obtener 
modificaciones de los contrastes o de la distribución que los aproxima que puede proporcionar 
un mejor control sobre el tamaño de los contrastes en muestras de tamafios habituales en 
econometría. Trabajos que avanzan en esta dirección son los de Kennan y Neumann (1988), 
David,on y Mackinnon (1988), Orme (199Ob), Che,her y Spady (1991) y Woo1dridge (1990). 
De cualquier forma, cabe resaltar que lo que defme un contraste ro es su hipótesis nula 
Eo (m, «(.1), O» '" 0, y no cuál sea el estadistico concreto que se utilice para su 
computación. Si tomamos como ejemplo un contraste de autocorrelación de orden uno para el 
caso de regresión lineal, la hipótesis nula sería Eo (ut u,_l) = O, Y habría distintos 
estadísticos para comprobar si esa hipótesis nula se da en la muestra, por ejemplo: 
(22) 
que corresponde a (9) o bien (20) y (21) que acabamos de presentar. 
Los resultados de los trabajos que acabamos de citar sugieren que si utilizamos muchos 
indicadores conjuntamente y, además, hay residuos no simétricos o atípicos, entonces la 
distribución de (22) y, probablemente (21), estará mal aproximada por una .; . 
Cuando se ut~jten contrastes m sería conveniente seleccionar un número razonablemente 
" pequeño de indicadoies, que se traten previamente los atípicos, y que se utilicen versiones de 
los contrastes, en nuestro caso (21), que tengan un mejor comportamiento en muestras imitas; 
véase Pérez (1993b). 
'. 
'h 
No se debe descalificar a los contrastes m basándose en que algunas versiones de la 
'. 
computación de los mismos son insatisfactorias. La mayoría de los diaghósticos habituales son 
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casos particulares de los contrastes m (y de la matriz de infamación) y, en general, hay 
versiones que tienen un comportamiento satisfactorio en muestras finitas. 
7. Conclusiones 
En este trabajo se han sintetizado los principales resultados de la literatura reciente sobre 
contrastes de momentos (m) y de la matriz de información. Los conttastes m fueron propuestos 
independien'emente por Newey(198S) y Tauchen(198S), y generalizados por Whi'e (1987) para 
el caso de observaciones dependientes. Los contrastes de la matriz de información fueron 
propuestos por White(1982, 1987, 1994) Y desarrollados para algunos casos particulares por 
Pérez (1989, 1993 a y e). 
Los contrastes ID son un marco general para llevar a cabo diagnósticos de modelos, 
basándose en que bajo especificación correcta habrá algunos momentos muestrales que deben 
ser cero. Además se demuestra que bajo condiciones generales los contrastes de momentos 
pueden ser considerados contrastes de tos multiplicadores de lagrange (LM). 
Los contrastes de la matriz de información pueden ser considerados una fuente para 
obtener condiciones de momentos. En este trabajo nos hemos centrado en los contrastes de la 
matriz de información de primer orden (dinámicos), por ser más recientes y menos conocidos 
que los de segundo orden. 
Hemos visto cómo los contrastes de la matriz de información de primer orden 
(dinámicos) dan lugar, en el caso de regresión lineal, a UD conjunto de contrastes interpretables 
y en algunos casos ya conocidos, así como fácilmente computables. 
Estos contrastes han sido criticados por su, en ocasiones, deficiente comportamiento en 
muestras finitas. Habría que señalar que la crítica sería aplicable a algunas formas de computar 
los contrastes más que a los contrastes en sí. Ya hemos visto que. en general, hay diferentes 
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maneras de computar un contraste dado, y habría que elegir en cada caso la más apropiada. 
Asimismo, cabría señalar que ya se ha abordado el estudio de modificaciones de la computación 
de 105 contrastes para conseguir un mejor comportamiento en muestras finitas. Resulta crucial 
y es responsabilidad del investigador aplicado, elegir tanto un número de indicadores 
razonablemente pequeño como una versión del contraste que sea apropiada en cada situación y 
aproveche la información disponible de la manera más eficiente. 
El verdadero valor de ia literatura sobre contrastes ro y de la matriz de infonnación 
reside en que aporta los resultados generales para desarrollar baterías de diagnósticos para 
modelos tanto estimados por método de momentos como por máxima verosimilitud, 
especialmente si se usan verosimilitudes menos habituales que la gaussiana. como podrían ser 
ARCH. GARCH, poisson, gamma y binomial. El desarrollo de estos diagnósticos es un reto 
para la investigación futura. 
APENDICE 1 
Prueba simplificada de (12). 
Sea R una matriz diagonal cuyos elementos son los residuos v t
X: matriz de w
t 
(para respetar la notación original). 
W: matriz de j" 
i: vector columna de unos. 
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Entonces, ,," e R W y r a R X. Utilizando la notación anterior podemos expresar (11) 
como nRo2 de i sobre RW, RX, que será: 
(A.I) 
[
W'RRWln W'RRXlnj-1 [W'RiI.[ñ] 
X'RRWln X'RRXln X'Ri/.[ñ 
y como ¡'RJ{j¡;; es 0p(1), (por ser los residuos ortogonales a los regresores), entonces 
nR~ = (i'RW/.[ñ) ( (W'RRWln) - (w'RRXln) (X'RRXln¡-1 (X'RRWINJ¡-I 
(W'Ril.[ñ) + 0p(l) 
y bajo homoscedasticidad condicional quedaría 
nR~ = (i/RW/.[ñ) ( (W/W/n) - (w'Xln) (X/Xln¡-I (X/WIN»-I 
(W'Ri/.[ñ) / .! + 0p(l) 
por tanto, BRo2 de i sobre RW, RX seña asintóticamente equivalente a esta expresión. 
Por otro lado, nR2 de la regresión meo de los residuos v sobre W, X seña, (dado que 
; = Ri) 
[
W'Wln W'Xlnj-1 [W'Ril{ñ] .,. I ( I RRlln) 
X'Wln X'Xln X'Ril{ñ 
y como iRXJ.[,i.:: op(1) y ¡'RRi In"" a!. tendríamos que 
n~ = (i'RWI{ñ) ( (w'Wln) - (w'Xln) (X'Xln)-1 (X'WIN))-I 
(W'Ril{ñ) I U; + oP) 
23 
con lo que se obtiene lo que se quería demostrar, esto es, que las expresiones resultantes de (11) 
y (12) son asintóticamente equivalentes, 
APENDICE 1 
Bajo condiciones de regularidad generales 
On - O; - O prob.- Po. 
siendo O; el verdadero óptimo de la función de verosimilitud utilizada. y. además, 
donde 
e". • -1 • • -1) 
vn ("n - 0n) - N(O, An Bn An 
n 
A; '" n-tE E (V2 10gf, (O:» (hesiano) 
,=1 
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donde V2 denota la matriz de derivadas parciales segundas con respecto a los parámetros 
O 
n 
Bn· ¡¡;¡¡ var ({rI V n-lE logt, (O;» (produclo exterior) 
1=1 
y bajo especificación correcta, (O; = 00 ) la varianza de los parámetros estimados sería 
avar 8
n 
== B~-I, porque, debido a la igualdad de la matriz de información, que se deriva a 
, 
continuación, An· :d1- B·' (donde B • es la matriz de información de Fisher) . 
• Ji n' o 
., 
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A.l.t. Derivación de la igualdad de la matriz de información dinámica (de primer orden) 
La igualdad de la matriz de infonnación se obtiene partiendo de que para toda función 
de densidad 
f f, (O) dv, = 1, -Po 
y además. diferenciando con respecto a los parámetros (J tendríamos 
V f f, (O) dv, = O, -PO (A.2.1) 
y por ello: 
v f f, (O) dv, = f V f, (O) dv, = f V 10g f, (O) f,(O) dv, = O, -PO (A.2.2) 
Y suponiendo especificación correcta, esto es, (J = 60 : 
f V 10g f, (00) f, (00) dv, = E (V 10g J, (Oo)/X'-t) = O, -Po 
donde 1['-1 es el conjunto de variables predetenninadas. Esto significa que el gradiente 
s? = V log J, (°0)' es una secuencia de diferencias de martingalas, esto es, 
E (s~ I X,-l) = O ~ E (s~ s~) = O, V/;é T 
yeso implicará que 
n n 
Bn· ¡¡;¡¡ var (n-InE s~» = n-1 L var s~ ¡¡;¡¡ Bn· 
1=1 t=l 
esto es, la igualdad de la matriz de infonnación dinámica, de primer orden, 
La condición suficiente para esta igualdad es que el gradiente sea una secuencia de 
diferencias de martingalas. 
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A.2.2. Derivación de la igualdad de la matriz de información de segundo orden. 
Si derivamos de nuevo la expresión (A.l) tendremos 
V2 J 1, (8) dv, = O, -Po 
V2 JI, (8) dv, = J V2 J, (8) dv, = J [V logJ, (8)' V log f,(8) + V2 10gJ, (8)]1,(8) dv,=O 
y bajo especificación correcta: 
J o O o' [ V s, + s, s,) f, (80) dv, = 
o O o' <>I-! E [ V s, + St s, I A- ] = O 
o o o' 
lo que implica que V s, + s, s, es una secuencia de diferencias de martingalas, de fonna 
que se daría 
• 
= n-! :E 
,,,,1 
o_n o el - • E ( Vs,) = - n ! :E E (s, s, ) = - B. 
,.! 
que es la igualdad de la matriz de información de segundo orden 
Combinando las dos igualdades, de primero y segundo orden. tenemos: 
que es la igualdad de la matriz de información. 
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