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A SHORT PROOF OF THE DEFORMATION PROPERTY OF BRIDGELAND
STABILITY CONDITIONS
AREND BAYER
ABSTRACT. The key result in the theory of Bridgeland stability conditions is the property that
they form a complex manifold. This comes from the fact that given any small deformation of the
central charge, there is a unique way to correspondingly deform the stability condition.
We give a short direct proof of an effective version of this deformation property.
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1. INTRODUCTION
Stability conditions on triangulated categories, introduced in [Bri07], have been hugely influ-
ential, due to their connections to physics [BS15, GMN13], to mirror symmetry [Bri09a] and to
representation theory [ABM15], and due to their applications within algebraic geometry, for ex-
ample to Donaldson-Thomas invariants [Tod14], to the derived category itself [Huy14, BB17],
or to the birational geometry of moduli spaces [ABCH13, BM14, Bay16, LZ16, MS16].
Their distinguishing property, crucial in all applications, is a strong deformation property: by
[Bri07, Theorem 1.2], there is a complex manifold of stability conditions, with a map to a vector
space that is a local isomorphism. We give a short proof of an effective version of this result.
Result. We refer to Section 2 for complete definitions; here we review notation and the support
property. Let D be a triangulated category, and let v : K(D) → Λ be a homomorphism from
its K-group to a finitely generated free abelian group Λ. A pre-stability condition on D with
respect to v is a pair σ = (Z,P), where P is a slicing (see Definition 2.1) and Z : Λ → C is a
compatible (see Definition 2.2) group homomorphism.
Key words and phrases. Bridgeland stability conditions, Derived category, Wall-crossing.
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Definition 1.1 ([Bri07], [KS08]). Let Q : ΛR → R be a quadratic form. We say that a pre-
stability condition (Z,P) satisfies the support property with respect to Q if
(1) the kernel KerZ ⊂ ΛR of the central charge is negative definite with respect to Q, and
(2) for any semistable object E, i.e. E ∈ P(φ) for some φ ∈ R, we have Q(v(E)) ≥ 0.
In this case, we call σ a stability condition. Let StabΛ(D) denote the topological space (see
Section 2) of stability conditions, and Z : StabΛ(D)→ Hom(Λ,C) the map Z(Z,P) = Z .
Theorem 1.2. Let Q be a quadratic form on Λ ⊗ R, and assume that the stability condition
σ = (Z,P) satisfies the support property with respect to Q. Then:
(1) There is an open neighbourhood σ ∈ Uσ ⊂ StabΛ(D) such that the restriction Z : Uσ →
Hom(Λ,C) is a covering of the set of Z ′ such that Q is negative definite on KerZ ′.
(2) All stability conditions in Uσ satisfy the support property with respect to Q.
In other words, StabΛ(D) is a manifold, and any path Zt ∈ Hom(Λ,C) for t ∈ [0, 1] with
Z0 = Z and KerZt negative definite for all t ∈ [0, 1] lifts uniquely to a continuous path
σt = (Zt,Pt) in the space of stability conditions starting at σ0 = σ.
Part (1) is an effective variant of [Bri07, Theorem 1.2] (which says that there is some neigh-
bourhood of Z0 in which paths can be lifted uniquely). The entire result first appeared as
[BMS16, Proposition A.5] with an indirect proof based on reduction to Bridgeland’s previous
result.
Remarks. The support property can be a deep and interesting property in itself: a quadratic
Bogomolov-Gieseker type inequality for Chern classes of semistable objects which, by Theorem
1.2, is preserved under wall-crossing.
Theorem 1.2 was crucial in [BMS16] in order to describe an entire component of the space of
stability conditions on abelian threefolds, and on some Calabi-Yau threefolds. It also greatly
simplifies the construction of stability conditions on surfaces (or of tilt-stability on higher-
dimensional varieties [BMT14]). In this case, the quadratic form Q is the classical Bogomolov-
Gieseker inequality, and Theorem 1.2 gives an open subset of stability conditions that otherwise
has to be glued together from many small pieces (see e.g. [BM11, Section 4]).
Theorem 1.2 of [Bri07] also allows for components of the space of stability conditions mod-
elled on a linear subspace L ⊂ Hom(Λ,C). When L is defined over Q, we can recover that
statement by replacing Λ with Λ/KerL. (See [MP14] for examples where this is not satisfied;
however, to achieve well-behaved wall-crossing one has to assume that L is defined over Q.)
Proof idea. Our proof is based on two ideas. First, we reduce to the case where the imaginary
part of Z is constant; then we only have to deform stability in a fixed abelian category. Secondly,
we use the elementary convex geometry of the Harder-Narasimhan polygon, see Section 3.
This avoids the need for quasi-abelian categories. It also avoids some of the more technical
arguments of [Bri07, Section 7]. We still need a few arguments similar to ones in [Bri07], which
we have reproduced for the convenience of the reader.
Application. Assume that D is a 2-Calabi-Yau category, i.e. for all E,F ∈ D we have a bi-
functorial isomorphism Hom(E,F ) = Hom(F,E[2])∨ . Let Λ be the numerical K-group of D,
and assume that Λ is finitely generated. Then there is a surjection v : K(D)→ Λ, and Λ admits
a non-degenerate bilinear form ( , ), called Mukai-pairing, with
χ(E,F ) = −(v(E), v(F )).
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Let P0(D) ⊂ Hom(Λ,C) be the set of central charges Z such that KerZ is negative definite
with respect to the Mukai pairing, and such that KerZ contains no root δ ∈ Λ, (δ, δ) = −2.
Corollary 1.3. The restriction Z−1 (P0(D)) Z−→ P0(D) is a covering map.
The proof, given in Section 8, is fairly similar to the case of K3 surfaces [Bri08, Proposition
8.3]. The point of including it here is to show that in terms of the support property via quadratic
forms, and equipped with Theorem 1.2, the proof becomes natural and short. This result was also
proved previously for preprojective algebras of quivers in [Tho08, Bri09b, Ike14]. In each of
these cases, there is in fact a connected component of Stab(D) that is a covering of a connected
of P0(X); such statements rely crucially on non-emptiness of moduli spaces of stable objects.
Acknowledgements. I would like to thank Emanuele Macrı` and Paolo Stellari; as indicated
above, Theorem 1.2 first appeared with a different proof in our joint work [BMS16]. I presented
a similar proof of Theorem 1.2 in my lectures at the Hausdorff school on derived categories in
Bonn, April 2016; I am grateful to the organisers for the opportunity, and the participants for
their feedback. I would also like to thank Martin Gulbrandsen for pointing out an inaccuracy (in
proving that the local inverse of Z is continuous) in the first arXiv version of this article. My
work was supported by the ERC starting grant WallXBirGeom 337039.
2. REVIEW: DEFINITIONS AND BASIC PROPERTIES
Throughout, D will be a triangulated category, equipped with a group homomorphism
v : K(D)→ Λ
from itsK-group to an abelian group Λ ∼= Zm.
Definitions. We first recall the main definitions from [Bri07].
Definition 2.1. A slicing P on D is a collection of full subcategories P(φ) for all φ ∈ R with
(1) P(φ+ 1) = P(φ)[1] for all φ ∈ R;
(2) for φ1 > φ2 and Ei ∈ P(φi), i = 1, 2, we have Hom(E1, E2) = 0; and
(3) for any E ∈ D there is a sequence of maps 0 = E0 i1−→ E1 → . . . im−→ Em = E and of
real numbers φ1 > φ2 > · · · > φm such that the cone of ij is in P(φj) for j = 1, . . . ,m.
The non-zero objects of P(φ) are called semistable of phase φ; its simple objects are called
stable. The sequence of maps in (3) is called the Harder-Narasimhan (HN) filtration of E.
Definition 2.2. A pre-stability condition on D is a pair σ = (Z,P) where Z : Λ→ C is a group
homomorphism and P a slicing, such that for all 0 6= E ∈ P(φ), we have Z(v(E)) ∈ R>0 ·eiπφ.
We will abuse notation and write Z(E) instead of Z(v(E)).
Basic properties. Let GL+2 (R) denote the group of real 2 × 2-matrices with positive determi-
nant. SinceGL+2 (R) acts on S
1, its universal cover G˜L
+
2 (R) acts on the universal cover R→ S1
given explicitly by φ 7→ eiπφ. For g˜ ∈ G˜L+2 (R) we will write g for the corresponding element
of GL+2 (R), and g˜.φ for the given action on R.
Proposition 2.3. There is a natural action of G˜L
+
2 (R) on the set of pre-stability conditions given
by g˜.(Z,P) = (g ◦ Z,P ′) where P ′(g˜.φ) = P(φ).
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The heart of a bounded t-structure is a full subcategory A ⊂ D such that
S(φ) :=
{
A[φ] if φ ∈ Z
∅ if φ /∈ Z
is a slicing (see [Bri07, Lemma 3.2]). It is automatically an abelian subcategory; and stability
conditions on D can be constructed from slope-stability in A.
Definition 2.4. A stability function Z on an abelian category A is a morphism Z : K(A) → C
of abelian groups such that for all 0 6= E ∈ A, the complex number Z(E) is in the semiclosed
upper half plane
H := {z ∈ C : ℑz > 0 or z ∈ R<0} .
For 0 6= E ∈ A we define its phase by φ(E) := 1
π
argZ(E) ∈ (0, 1]. An object E ∈ A is
called Z-semistable if for all subobjects A →֒ E, we have φ(A) ≤ φ(E).
Definition 2.5. We say that a stability function Z on an abelian category A satisfies the HN
property if every object E ∈ A admits a Harder-Narasimhan (HN) filtration: a sequence 0 =
E0 →֒ E1 →֒ E2 →֒ . . . →֒ Em = E such that Ei/Ei−1 is Z-semistable for i = 1, . . . ,m, with
φ (E1/E0) > φ (E2/E1) > · · · > φ (Em/Em−1) .
Proposition 2.6 ([Bri07, Proposition 5.3]). To give a pre-stability condition on D is equivalent
to giving a heart A of a bounded t-structure, and a stability function Z on A with the HN
property.
Here we tacitly assume that Z factors via K(A) = K(D) v−→ Λ. Given (Z,A), the slicing
is determined by setting P(φ) to be the Z-semistable objects E ∈ A of phase φ for φ ∈ (0, 1].
Conversely, given (Z,P), the heart A = P(0, 1] is the smallest extension-closed subcategory of
D containing P(φ) for φ ∈ (0, 1]. More generally, P(φ, φ + 1] is a heart for every φ ∈ R.
Definition 2.7. A stability condition σ is a pre-stability condition that satisfies the support prop-
erty in the sense of Definition 1.1 with respect to some quadratic form Q on Λ⊗ R.
Topology and local injectivity. There is a generalised metric, and thus a topology, on the set
of slicings Slice(D) given as follows. Given two slicings P,Q, we write φ±(E) and ψ±(E)
for the largest and smallest phase in the associated HN filtration of an object E for P and Q,
respectively. Then we define the distance of P and Q by
d(P,Q) := sup{∣∣φ+(E) − ψ+(E)∣∣ , ∣∣φ−(E)− ψ−(E)∣∣ : E ∈ D} ∈ [0,+∞].
We recall that this distance can be computed by considering P-semistable objects alone:
Lemma 2.8 ([Bri07, Lemma 6.1]). We have d(P,Q) = d′(P,Q), where the latter is defined by
d′(P,Q) := sup{ψ+(E) − φ, φ− ψ−(E) : φ ∈ R, 0 6= E ∈ P(φ)} .
Proof. The inequality d(P,Q) ≥ d′(P,Q) is immediate. For the converse, consider E ∈ D,
and let Ai be one of its HN factors with respect to P. Then ψ+(Ai) ≤ φ(Ai) + d′(P,Q) ≤
φ+(E) + d′(P,Q). Hence E admits no maps from Q-stable objects of phase bigger than
φ+(E) + d′(P,Q), and so ψ+(E) ≤ φ+(E) + d′(P,Q). The analogous inequality ψ−(E) ≥
φ−(E)− d′(P,Q) follows similarly.
Finally, for E ∈ D we have a non-zero map A1 → E with A1 ∈ P(φ+(E)). Therefore,
ψ+(E) ≥ ψ−(A1) ≥ φ−(A1) − d′(P,Q) = φ+(E) − d′(P,Q), and so |ψ+(E)− φ+(E)| ≤
d′(P,Q). Combined with the same inequality for ψ−, the claim follows. 
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The topology on StabΛ(D) is the coarsest topology such that both forgetful maps
StabΛ(D)→ Slice(D), (Z,P) 7→ P
Z : StabΛ(D)→ Hom(Λ,C), (Z,P) 7→ Z
are continuous.
The following Lemma is a variant of [Bri07, Lemma 6.4]:
Lemma 2.9. Assume that σ = (Z,P) and τ = (W,Q) are two pre-stability conditions such
that σ satisfies the support property with respect to Q, such that
(1)
|W (v)− Z(v)|
|Z(v)| < sinπǫ for all v ∈ Λ with Q(v) ≥ 0,
and such that either d(P,Q) < 14 , or that σ, τ have the same heart P(0, 1] = Q(0, 1]. Then
d(P,Q) < ǫ.
Of course, (1) means in particular that the phases ofW (v) and Z(v) differ by at most ǫ.
Proof. We want to apply Lemma 2.8, so let us consider an object E ∈ P(φ). In the first case,
d(P,Q) < 14 , we apply this assumption twice to see that every HN filtration factor of E with
respect to Q is contained in Q(φ − 14 , φ + 14) ⊂ P(φ − 12 , φ + 12 ] =: A. In particular, the first
HN filtration factor E1 → E of E with respect to Q is a subobject of E in the abelian category
A. The analogous claim is obvious in the second case for A = P(0, 1]. Therefore, every HN
factor F of E1 with respect to P has phase at most φ. By (1), it follows that W (F ) has phase
less than φ+ ǫ, and thus the same holds for the phase φ+(E) ofW (E1).
A similar argument shows ψ−(E) > φ(E) − ǫ, thus proving the claim. 
Corollary 2.10. The map Z : StabΛ(D)→ Hom(Λ,C) is locally injective.
Moreover, consider a section U → StabΛ(D), Z 7→ σZ = (Z,PZ ) of Z defined on a subset
U ⊂ Hom(Λ,C), such that every σZ satisfies the support property with respect to Q. Assume
that U can be covered by open subsets Vi such that for all Z,Z
′ ∈ Vi we have d(PZ ,PZ′) < 14 .
Then this section is continuous.
Proof. For the first statement, we just set Z = W in the Lemma, to obtain d(P,Q) = 0.
For the second statement, we only need to show that (1) holds in a neighbourhood of Z ∈
Hom(Λ,C) when Q is negative definite on KerZ . Choose any metric on ΛR; then clearly (1)
only needs to be checked for vectors with unit length. SinceQ( ) ≥ 0 defines a compact subset
of the unit sphere, on which |Z(v)| is a positive continuous function, the claim follows. 
Morever, Proposition 2.3 gives a continuous action of G˜L
+
2 (R) on StabΛ(D).
3. HARDER-NARASIMHAN FILTRATIONS VIA THE HARDER-NARASIMHAN POLYGON
Throughout this section, let A be an abelian category with a stability function Z .
Definition 3.1. The Harder-Narasimhan polygon HNZ(E) of an object E ∈ A is the convex
hull of the central charges Z(A) of all subobjects A ⊂ E of E.
(The trivial subobjects A = 0 or A = E are included in the definition.) The idea to consider
this convex set in the context of slope-stability goes back at least 40 years [Sha76].
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Definition 3.2. We say that the Harder-Narasimhan polygon HNZ(E) of an object E ∈ A is
polyhedral on the left if the set has finitely many extremal points 0 = z0, z1, . . . , zm = Z(E)
such that HNZ(E) lies to the right of the path z0z1z2 . . . zm; see fig. 1.
0z1
z2
z3
z4 = Z(E)
FIGURE 1. Polyhedral on the left
In other words, the intersection of HNZ(E) with the
closed half-plane to the left of the line through 0 and
Z(E) is the polygon with vertices z0, z1, . . . , zm. Our
proof of Theorem 1.2 is based on the following well-
known statement; we provide a proof for completeness:
Proposition 3.3. The object E has a Harder-
Narasimhan filtration with respect to Z if and only if
its Harder-Narasimhan polygon HNZ(E) is polyhedral
on the left.
Assume that HNZ(E) is polyhedral on the left. For each i = 1, . . . ,m, choose a subobject
Ei ⊂ E such that Z(Ei) = zi. (This exists as zi is extremal.)
Lemma 3.4. This is a filtration, i.e. Ei−1 ⊂ Ei for i = 1, . . . ,m.
Proof. Let A := Ei−1 ∩ Ei ⊂ E be the intersection of two subsequent objects, and B :=
Ei−1 +Ei ⊂ E be their span inside E. Then there is a short exact sequence
A →֒ Ei−1 ⊕ Ei ։ B.
Hence the midpoint of Z(A) and Z(B) is also the midpoint of zi−1 and zi, see also figure 2.
zi−1
zi
Z(A), Z(B)
zi−1+zi
2
FIGURE 2. Lemma 3.4
zi−1
zi
Z(A)
zi − zi−1
Z(A/Ei−1)
FIGURE 3. Lemma 3.5
On the other hand, Z(A), Z(B) lie in HNZ(E); by convexity and the choice of zi−1, zi,
they both have to lie either in the open half-plane to the right of the line (zi−1zi), or on the
line segment zi−1zi. The former would be a contradiction to the previous paragraph, and so
Z(A) ∈ zi−1zi.
Since A ⊂ Ei−1, this implies Z(A) = zi−1 and A ∼= Ei−1; therefore, Ei−1 ⊂ Ei. 
Lemma 3.5. The filtration quotient Ei/Ei−1 is semistable.
Proof. Otherwise, there is an object A with Ei−1 ⊂ A ⊂ Ei such that A/Ei−1 has bigger phase
than Ei/Ei−1, see fig. 3. It follows that Z(A) lies to the left of the line segment zi−1zi. Since
A ⊂ E and hence Z(A) ∈ HNZ(E), this is a contradiction. 
Proof of Proposition 3.3. The phase of Ei/Ei−1 is determined by the argument of zi− zi−1; by
convexity this shows φ(E1/E0) > · · · > φ(Em/Em−1), and so the Ei form a HN filtration.
A SHORT PROOF 7
Conversely, assume that we are given a HN filtration 0 = E0 →֒ E1 →֒ . . . →֒ Em and a
subobject A →֒ E. We have to show that Z(A) lies to the right of the path z0z1 . . . zm with
vertices zi := Z(Ei). By induction onm, we may assume that Z(A∩Em−1) lies to the right of
the path z0z1 . . . zm−1. On the other hand, A/ (A ∩ Em−1) is a subobject of Em/Em−1, which
is semistable; thus the central charge of Z
(
A/ (A ∩ Em−1)
)
lies to the right of the line segment
from 0 to zm − zm−1. Therefore, Z(A) = Z(A ∩ Em−1) + Z(A/ (A ∩ Em−1) lies to the right
of the path z0z1 . . . zm as claimed. 
Corollary 3.6. Given E ∈ A, assume that there are only finitely many classes v(A) of subob-
jects A ⊂ E with ℜZ(A) < max {0,ℜZ(E)}. Then E admits a HN filtration.
4. LINEAR ALGEBRA LEMMAS
Throughout Sections 4, 5 and 6, we fix a quadratic form Q on ΛR with:
Assumption 4.1. The quadratic form Q has signature (2, rk Λ− 2).
Lemma 4.2. Let Z : Λ → C be a group homomorphism such that Q is negative definite on
K := KerZ ⊂ ΛR. Let ‖·‖ be the norm on K associated to −Q, and let p : ΛR → KerZ be
the orthogonal projection with respect to Q. After replacing Z by suitable GL+2 (R)-translate,
we have
(2) Q(v) = |Z(v)|2 − ‖p(v)‖2 .
Proof. Let K⊥ be the orthogonal complement of K . As Z|K⊥ is injective, Assumption 4.1 can
only hold if Q is positive definite on K⊥, and if Z|K⊥ : K⊥ → C is an isomorphism. Up to the
GL+2 (R)-action, we may assume this to be an isometry. Then the the claim follows. 
Remark 4.3. In [Bri08], this normalisation is used with the Mukai quadratic form replacing Q.
Consider the subset in Hom(Λ,C) of central charges whose kernel is negative definite with
respect to Q; let PZ(Q) be its connected component containing Z .
Lemma 4.4. Assume that Q and Z satisfy equation (2).
(1) For each Z ′ ∈ PZ(Q) there exists a unique element g ∈ GL+2 (R) and a linear map
where u : KerZ → C with ‖u‖ < 1 such that
gZ ′ = Z + u ◦ p.
(2) There exist uR, uiR, Z1 and g1, g2 ∈ GL+2 (R) depending continuously on Z ′ where
(a) uR : KerZ → R and uiR : KerZ1 → R satisfy ‖uR‖ < 1, ‖uiR‖ < 1,
(b) Z1 := Z + uR ◦ p,
(c) g1 ◦ Z1 satisfies equation (2),
(d) g2Z
′ = g1Z1 + iuiR ◦ p1 where p1 : ΛR → KerZ1 is the orthogonal projection.
Proof. The restriction of Z ′ to the orthogonal complement K⊥ is an isomorphism for all Z ′ ∈
PZ(Q). Hence there exists a unique g ∈ GL2(R) such that gZ ′|K⊥ = Z|K⊥; since PZ(Q) is
connected, we in fact have g ∈ GL+2 (R). Let u := Z ′|KerZ ; then gZ ′ − Z = u ◦ p holds both
on KerZ and on K⊥, and thus on all of ΛR.
Next, we prove ‖u‖ < 1. Otherwise, let v ∈ K with ‖v‖ = 1 and |u(v)| ≥ 1, and let v ∈ K⊥
be such that Z(v) = u(v). Then Z ′(v − v) = 0, but Q(v − v) = |u(v)|2 − ‖v‖2 ≥ 0 in
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contradiction to the assumption that Q is negative definite on KerZ ′. This completes the proof
of (1).
Now let uR := ℜu, and let Z1 be as above. If we write ΛR = K ⊕ K⊥ and identify
K⊥ with C, then KerZ1 is the graph of −uR, and its orthogonal complement is the graph of
C→ K, z 7→ ℜz · u∨, where u∨ corresponds to u under the identification K ∼= K∨ induced by
the symmetric form associated to ‖·‖. A straightforward computation shows that g1 ◦Z1 induces
an isometry (KerZ1)
⊥ → C for g1 :=
(1 + ‖uR‖2)− 12 0
0 1
 ∈ GL+2 (R); by the proof of
Lemma 4.2 this implies (2c). Moreover, g1gZ
′ − g1Z1 = g1 ◦ ℑu ◦ p is completely imaginary.
Applying part (1) to g1gZ
′ and g1Z1 then shows part (2d). 
5. REAL VARIATIONS OF THE CENTRAL CHARGE
The key lemma, proved in this section and the next, treats the case where only the real part of
the central charge is varying:
Lemma 5.1. Consider a stability condition σ = (Z,P), satisfying the support property with
respect toQ, andQ, p as in Lemma 4.2. Given u : KerZ → R with ‖u‖ < 1, there is a stability
condition τ = (W,Q) withW = Z + u ◦ p, satisfying the support property with respect to Q,
and with d(P,Q) < ‖u‖2 .
Proof of Theorem 1.2, assuming Lemma 5.1 and Assumption 4.1. By the G˜L
+
2 (R)-action, Lemma
5.1 automatically also applies to purely imaginary variations of the central charge, as in Lemma
4.4.(2d). We may assume that Q and the central charge satisfy (2); then Lemmas 4.4 and 5.1
combined with the G˜L
+
2 (R)-action give a set-theoretic section PZ(Q)→ StabΛ(D).
Since GL+2 (R) acts continuously on the compact set S
1, there exists an open neighbourhood
Bǫ(1) of 1 ∈ G˜L
+
2 (R) such that |g˜.φ− φ| < ǫ for all g˜ ∈ Bǫ(1). It follows that if (Q,W ) =
g˜.(P, Z), then d(Q,P) < ǫ. Then there is an open neighborhood Uǫ(Z) of Z in PZ(Q) where,
in the notation of Lemma 4.4, ‖uR‖ < ǫ, ‖uiR‖ < ǫ, and g1, g2 lift to g˜1, g˜2 ∈ Bǫ(1). Then our
lift τ = (Z,Q) of any Z ′ in this open neighbourhood satisfies d(Q,P) < ǫ2 + ǫ+ ǫ2 + ǫ.
By Corollary 2.10, our section is continuous on Uǫ(Z) for ǫ ≤ 112 . Since the neighbour-
hoods U 1
12
(Z ′) for Z ′ ∈ PZ(Q) cover PZ(Q), and since the lifts constructed on each such
neighbourhood automatically agree on the overlaps by the local injectivity of Z , this proves the
Theorem. 
Lemma 5.1 is simpler to prove since it allows (and forces) us to leave the heart A := P(0, 1]
unchanged: we will apply Proposition 2.6 and prove that (A,W ) produces a stability condition.
Lemma 5.2. Let Z, u be as in Lemma 5.1. ThenW = Z + u ◦ p is a stability function on A.
Proof. Consider E ∈ A; if ℑZ(E) = ℑW (E) > 0, there is nothing to prove. Otherwise, E is
semistable with Z(E) ∈ R<0 and thus ‖p(E)‖ ≤ −Z(E). From ‖u‖ < 1 we conclude
W (E) = Z(E) + u ◦ p(E) ≤ Z(E) + ‖u‖ ‖p(E)‖ < Z(E)− Z(E) = 0. 
We will use Proposition 3.3 and Corollary 3.6 to prove that (A,W ) satisfies the HN property.
Let us define the mass mZ(E) of E ∈ A with respect to Z as the length of the boundary of
HNZ(E) on the left between 0 and Z(E).
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γE
γA
Z(E)
Z(A)
γI
e
a
FIGURE 4. Proof of Lemma 5.5
Z0(E)
Z0(A)
Zt(A)
x
a
HNZ0(A)
FIGURE 5. Proof of Lemma 5.7
Lemma 5.3. For all E ∈ A we have ‖p(E)‖ ≤ mZ(E).
Proof. If E is semistable, then 0 ≤ Q(E) = |Z(E)|2 − ‖p(E)‖2 = (mZ(E))2 − ‖p(E)‖2,
which is exactly the claim. Otherwise, consider the HN filtration E0 →֒ E1 →֒ . . . →֒ Em = E.
Combined with the triangle inequality, this gives
‖p(E)‖ ≤
∑
i
‖p(Ei/Ei−1)‖ ≤
∑
i
|Z(Ei/Ei−1)| =
∑
i
|Z(Ei)− Z(Ei−1)| = mZ(E). 
The following Lemma needs no proof:
Lemma 5.4. If A ⊂ E, then HNZ(A) ⊂ HNZ(E).
Lemma 5.5. Given any subobject A ⊂ E, we have
mZ(A)−ℜZ(A) ≤ mZ(E)−ℜZ(E).
Proof. This follows from the previous Lemma, convexity and a picture, see fig. 4. Indeed,
choose x > ℜZ(A),ℜZ(E); let a = x+ iℑZ(A) and e = x+ iℑZ(E). Let γA be the path that
follows by boundary of HNZ(A) from 0 to Z(A), and then continues horizontally to a; similarly
γE follows the boundary of HN
Z(E) and then continues to e. Their lengths are given as
|γA| = mZ(A) + x−ℜZ(A), |γE | = mZ(E) + x−ℜZ(E).
On the other hand, convexity and Lemma 5.4 imply |γA| ≤ |γE|; for example, if γI denotes
the intermediate path that follows the boundary of HNZ(E) up to height ℑZ(A) and then goes
horizontally to a, we clearly have |γA| ≤ |γI | ≤ |γE |. 
Lemma 5.6. Given C ∈ R, the set of v(A) ∈ Λ for subobjects A ⊂ E with ℜW (A) < C is
finite.
Proof. Given any such A, we use Lemmas 5.3 and 5.5 to obtain
C > ℜW (A) ≥ ℜZ(A)− ‖u‖ ‖p(A)‖ > (1− ‖u‖)ℜZ(A)− ‖u‖ (mZ(A)−ℜZ(A))
≥ (1− ‖u‖)ℜZ(A)− ‖u‖ (mZ(E)−ℜZ(E)) .
Since ‖u‖ < 1, this bounds ℜZ(A) from above. On the other hand, Z(A) ∈ HNZ(E), and
thus Z(A) is constrained to lie in a compact region of C. Using Lemmas 5.5 and 5.3 again, this
gives an upper bound first formZ(A) and consequently for ‖p(A)‖. Hence v(A) is contained in
a compact region of Λ⊗R depending only on E and C , and the claim follows. 
10 AREND BAYER
Therefore, Corollary 3.6 implies the existence of HN filtrations forW on A. By Proposition
2.6, we have constructed a pre-stability condition τ = (A,W ); write Q for the associated
slicing.
Lemma 5.7. The pre-stability condition τ = (W,Q) satisfies d(P,Q) < ‖u‖2 .
Proof. We apply Lemma 2.9: by construction, by (2), and by the assumption ‖u‖ < 1 we have
|W (v)− Z(v)|
|Z(v)| =
|u ◦ p(v)|
|Z(v)| ≤ ‖u‖
‖p(v)‖
|Z(v)| ≤ ‖u‖ < sinπ
‖u‖
2
for v ∈ Λ with Q(v) ≥ 0.

6. THE SUPPORT PROPERTY IS PRESERVED
It remains to show that (A,W ) satisfies the support property with respect toQ, i.e.Q(v(E)) ≥
0 for allW -stable E ∈ A. The basic reason is that this inequality preserved by wall-crossing:
Lemma 6.1. Let σ = (Z,P) be pre-stability condition. Assume that Q is a non-degenerate
quadratic form on ΛR of signature (2, rk Λ − 2) such that Q is negative definite on KerZ . If
E is strictly σ-semistable and admits a Jordan-Ho¨lder filtration with factors E1, . . . , Em, and if
Q(v(Ei)) ≥ 0 for i = 1, . . . ,m, then Q(v(E)) ≥ 0.
Proof. We apply Lemma 4.2; then Q(v) ≥ 0 is equivalent to |Z(v)| ≥ ‖p(v)‖. We obtain
|Z(E)| =
∑
i
|Z(Ei)| ≥
∑
i
‖p(v(Ei))‖ ≥
∥∥∥∥∥∑
i
p(v(Ei))
∥∥∥∥∥ = ‖p(v(E))‖
where the first equality holds since the central charges of all Ei are aligned, the first inequality
holds by assumption, and the second inequality is the triangle inequality. 
The proof strategy is thus clear: we use wall-crossing for the path of stability functions Zt =
Z + t · u ◦ p on A, for 0 ≤ t ≤ 1. If E ∈ A is Z1-stable with Q(v(E)) < 0, then it must be Z0-
unstable; wall-crossing gives a t ∈ [0, 1) such that E is strictly Zt-semistable; by the Lemma,
one of its Jordan-Ho¨lder factors will also violate the inequality, and we proceed by induction.
To conclude, we have to show that we can find such a wall, and that this process terminates.
Lemma 6.2. Given two objectsA,E ∈ A, denote their phases with respect toZt by φt(A), φt(E),
respectively. If the set of t ∈ [0, 1] with φt(A) ≥ φt(E) is non-empty, then it is a closed subin-
terval of [0, 1] containing one of its endpoints.
Proof. The condition is equivalent to
−ℜZt(A)
ℑZt(A)
≥ −ℜZt(E)ℑZt(E) , which is a linear inequality in t. 
0z1
z2
z3
z4 = Z(E)
FIGURE 6. The truncated
HN polygon
Consider the polygon whose vertices are the extremal points of
HNZ0(E) on the left; we will call this the truncated HN polygon
of E, see fig. 6. Note that if A ⊂ E is a subobject with φ0(A) ≥
φ0(E), then Z0(A) is contained in the truncated HN polygon of
E; by Lemmas 5.5 and 5.3 there are only finitely many classes
v(A) of such subobjects.
Lemma 6.3. Every Z1-semistable object E ∈ A satisfies
Q(E) ≥ 0.
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Proof. Otherwise, E must be Z0-unstable. By Lemma 6.2 and the following observation, there
are only finitely many classes v(A) of subobjects A →֒ E that destabilise E with respect Zt for
any t ∈ [0, 1]. Hence there is a wall t1 ∈ (0, 1] such that E is strictly semistable with respect
to Zt1 , and moreover E admits a Jordan-Ho¨lder filtration with respect to Zt1 . By Lemma 6.1,
there are subobjects G1 →֒ F1 →֒ E of the same phase, such that Q(v(F1/G1)) < 0.
Applying the same logic to F1/G1, we obtain t2 ∈ (0, t1) and subobjects G1 ⊂ G2 ⊂ F2 ⊂
F1 ⊂ E such that F2/G1, G2/G1 and F1/G1 all have the same phase with respect to t2, and
such thatQ(v(F2/G2)) < 0. Continuing by induction, we obtain a sequence t1 > t2 > t3 > . . .
in (0, 1) and chains of subobjects G1 ⊂ G2 ⊂ G3 ⊂ · · · ⊂ E and E ⊃ F1 ⊃ F2 ⊃ F3 ⊃ . . .
Lemma 6.2 gives φt2(F1) ≥ φt2(E) and φt2(G1) ≥ φt2(E). Since the central charge of
Zt2(F2) lies on the line segment connecting Zt2(F1) and Zt2(G1), we also have φ
t2(F2) ≥
φt2(E) (and therefore φt(F2) ≥ φt(E) for all t ∈ [0, t2]; similarly for G2. Continuing this
argument by induction, we see that Z0(Fi) and Z0(Gi) are all contained in the truncated HN
polygon of E. Thus this process terminates. 
This concludes the proof of Lemma 5.1, and thus of Theorem 1.2 under the Assumption 4.1.
7. REDUCTIONS
Finally, we will show that we can always reduce the situation to the case where Assumption
4.1 holds. By abuse of language, we call a quadratic form degenerate or non-degenerate if the
associated symmetric bilinear form is degenerate or non-degenerate, respectively.
Lemma 7.1. Assume that the quadratic form Q on ΛR is degenerate. Then there exists an
injective map ΛR →֒ Λ of real vector spaces and a non-degenerate quadratic form Q on Λ,
extending Q, such that any central charge Z : ΛR → C with kernel negative definite with respect
to Q extends to a central charge Z : Λ→ C with kernel negative definite with respect to Q.
Proof. LetN →֒ ΛR be the null space ofQ; we will only treat the case dimRN = 1 (otherwise,
we can iterate the construction that follows). Choose a splitting ΛR ∼= N ⊕ C; then for n ∈
N, c ∈ C , we have Q(n⊕ c) = Q(c). Let ΛR := N ⊕N∨⊕C , let q be the canonical quadratic
form on the hyperbolic plane N ⊕N∨, and set Q := q ⊕Q|C .
Given Z as above, the restriction Z|N is injective, and we may assume that Z maps N to
the real line. Let n ∈ N be such that Z(n) = 1, and let n∨ ∈ N∨ be the dual vector with
(n, n∨) = 1. We claim that for α ≫ 0, the extension of Z defined by Z ′(n∨) = α has the
desired property.
LetK := KerZ; then the kernel of Z ′ is contained inN ⊕N∨⊕K , and given by vectors of
the form a · n− a
α
· n∨ + k for k ∈ K,a ∈ R. For such vectors, we have
Q
(
a · n− a
α
· n∨ + k
)
= −2a
2
α
− 2a
α
(n∨, k) +Q(k).
This is a quadratic function in a with negative constant term; its discriminant is negative if
α > max
{
(n∨, k)2
−Q(k) : k ∈ K, k 6= 0
}
(which is finite since −Q(·) is a positive definite form onK). 
Replacing Λ by Λ⊕ Z and v by
K(D) v−→ Λ →֒ Λ⊕ Z
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we can therefore restrict to the case where Q is non-degenerate: given a path Zt of central
charges in Hom(ΛR,C) that are negative definite with respect to Q, we can choose extensions
Zt as in the Lemma that form a continuous path in Hom(Λ,C). If we can lift the latter path to
a path of stability conditions σt = (Zt,Pt) that satisfy the support property with respect to Q,
then σt := (Zt,Pt) is a path of stability conditions satisfying the support property with respect
to Q. The reduction to the case where Q has signature (2, rk Λ− 2) works similarly:
Lemma 7.2. Assume that Q is non-degenerate and of signature (p, rkΛ−p) for p ∈ {0, 1}. Let
Λ := ΛR⊕R, and let Q be the extension given byQ(v, α) = Q(v)+α2 for v ∈ ΛR and α ∈ R.
Then any central charge Z on ΛR whose kernel is negative definite with respect to Q extends to
a central charge Z on Λ whose kernel is negative definite with respect to Q.
Proof. We claim that there exists z ∈ C such that for all v ∈ ΛR with Z(v) = z, we have
Q(v) < −1. Indeed, letK ⊂ ΛR be the kernel of Z , and let K⊥ be its orthogonal complement.
Then clearly we may assume v ∈ K⊥. Since the restriction of Z to K⊥ is injective, and since
K⊥ either has rank one, or has signature (1,−1) with respect to Q, the claim is evident.
Using the claim, we can set Z(v, α) := Z(v) + αz. 
This concludes the proof of Theorem 1.2.
8. APPLICATION
Proof of Corollary 1.3. Using the same arguments as in the previous section, we may assume
that the Mukai pairing on Λ has signature (2, rk Λ− 2).
By Serre duality, any σ-stable object E ∈ D satisfies Hom(E,E[i]) = 0 for i < 0 or i > 3
and Hom(E,E) = C = Hom(E,E[2]); therefore, (v(E), v(E)) ≥ −2. Moreover, Serre
duality induces a non-degenerate symplectic form on Ext1(E,E), and it has even dimension;
thus (v(E), v(E)) = −2 or (v(E), v(E)) ≥ 0.
Let σ = (Z,P) be a stability condition with Z ∈ P0(D). By the same argument as in Lemma
4.2 we may assume
(v, v) = |Z(v)|2 − ‖p(v)‖2 ,
where p : ΛR → KerZ is the orthogonal projection onto the kernel of Z , and where ‖·‖ denotes
the norm on KerZ induced by the negative of the Mukai pairing. We claim that
(3) C := inf {|Z(δ)| : δ ∈ Λ, (δ, δ) = −2} > 0.
Indeed, if |Z(δ)| ≤ 1, then ‖p(δ)‖ ≤ √3; as |Z(·)| + ‖p(·)‖ is a norm on ΛR, there are only
finitely many integral classes satisfying both inequalities. Since Z(δ) 6= 0 by assumption, the
claim follows.
Now set
Q(v) := (v, v) +
2
C2
|Z(v)|2 .
Clearly Q is negative definite on KerZ . Moreover, if E is σ-stable, then either (v(E), v(E)) ≥
0 or v(E) = δ is a root in Λ; in both cases, Q(v(E)) ≥ 0 is evident from the construction.
Hence σ satisfies the support property with respect to Q. Theorem 1.2 gives an open neigh-
bourhood PZ(Q) ⊂ P0(A) of Z and an open neighbourhood Uσ of σ such that Uσ Z−→ PZ(Q)
is a covering. Since these open neighbourhoods cover P0(D), this completes the proof. 
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