Numerical calculation of the decay widths, the decay constants, and the
  decay energy spectra of the resonances of the delta-shell potential by de la Madrid, Rafael
ar
X
iv
:1
70
4.
00
04
7v
1 
 [q
ua
nt-
ph
]  
31
 M
ar 
20
17
Numerical calculation of the decay widths,
the decay constants, and the decay energy
spectra of the resonances of the delta-shell
potential
Rafael de la Madrid
Department of Physics, Lamar University, Beaumont, TX 77710
E-mail: rafael.delamadrid@lamar.edu
March 30, 2017
Abstract
We express the resonant energies of the delta-shell potential in terms of the Lam-
bert W function, and we calculate their decay widths and decay constants. The
ensuing numerical results strengthen the interpretation of such decay widths and
constants as a way to quantify the coupling between a resonance and the con-
tinuum. We calculate explicitly the decay energy spectrum of the resonances
of the delta-shell potential, and we show numerically that the lineshape of such
spectrum is not the same as, and can be very different from, the Breit-Wigner
(Lorentzian) distribution. We argue that the standard Golden Rule cannot de-
scribe the interference of two resonances, and we show how to describe such
interference by way of the decay energy spectrum of two resonant states.
Keywords: Decay constant; decay width; resonant states; Gamow states; resonances;
Golden Rule; Lambert W function.
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1 Introduction
Although there are several theoretical ways to describe a resonance, there is increasing
evidence in molecular, atomic, nuclear and particle physics that a resonance should
be defined as a pole of the S matrix [1], due to the phenomenological and theoretical
advantages of such definition [2–19]. Once we accept the definition of a resonance as
a pole of the S-matrix, it is very natural to associate with it a resonant (Gamow)
state [20–56].
Because resonant states are the wave functions of resonances, it is logical to obtain
from them measurable quantities such as decay rates and branching fractions. In
Ref. [48], it was shown how to construct the decay energy spectrum, the differential and
the total decay widths, and the differential and the total decay constants of a resonant
state. In the present paper, we will use the example of the delta-shell potential to obtain
a numerical validation of the results of Ref. [48]. Such numerical validation is needed
because there is a result of perturbation theory [57] that is seemingly in conflict with
the results of Ref. [48]. The explicit numerical calculation of the quantities introduced
in Ref. [48] will show that the formalism of Ref. [48] is indeed sound.
Although it is not very realistic, the delta-shell potential [58–60] is frequently used
to exemplify and test new results in the theory of resonances, because it is the simplest
potential that produces resonances, and because it is almost exactly solvable. For
example, in Ref [27], a double delta-shell potential was used to numerically obtain an
exceptional point. In Ref. [37], the delta-shell potential was utilized to study the decay
of two identical, non-interacting particles. In Ref. [38], it was used to illustrate that the
resonant states yield the same time evolution of a wave packet as the scattering states.
In Refs. [39, 44], the delta-shell potential with a complex coupling was employed to
study time evolution in the presence of absorbing and emitting potentials. In Ref. [56],
it was used to study the non-Hermitian character of the Born rule in open quantum
systems. In Ref. [61], a double well Dirac delta function model was utilized as the
one-dimensional limit of H+2 . In Ref. [62], the delta-shell potential was used to relate
resonances with the eigenstates of a particle in a box by means of renormalization
and mixing. In Ref. [63], it was utilized to study perturbative and non-perturbative
dynamics of resonances. In our case, besides its simplicity, we use the delta-shell
potential because we have found that the transcendental equation that provides its
resonant energies can actually be solved exactly in terms of the Lambert W function,
thereby making the delta-shell potential a fully solvable model for resonances.
It is important to understand to what kind of situations the decay energy spectrum
of Ref. [48] would apply. Resonances appear as sharp peaks of the cross section.
For example, in the reaction pi+ + p → pi+ + p, there is a sharp peak centered at
1230 MeV whose width is about 115 MeV [64]. Such peaks are thought to be due to
intermediate, unstable particles that are described by a pole of the S-matrix, and they
are interpreted in terms of the cross section rather than the decay energy spectrum
of Ref. [48]. Resonances are also observed when the energy spectrum of its decay
2
products is measured. For example, in the reaction pi++ p→ pi++ pi0+ p, we can plot
the number of decay evens of pi+pi0 versus the invariant mass of the two pions [64]. It is
then found that there is a peak around 770 MeV that corresponds to the energy of the
ρ+ resonance. The reaction is then thought to proceed in two steps. In the first one, a
proton and the ρ+ are produced; in the second one, the ρ+ decays into two pions. It is
to this kind of situations –when the decay energy spectrum of a resonance is measured
by counting the number of decay products as a function of the energy– that the decay
energy spectrum of Ref. [48] applies, in the non-relativistic domain.
Our results are based on the assumption that the wave function of a resonance is
exactly given by a resonant state. However, a recurring objection to the use of resonant
states is that such states are not physical. In order to counter such objection, we would
like to point out that, theoretically, using a resonant state to describe a resonance is
complementary to, and in the same spirit as, using a pole of the S-matrix. When one
describes a resonance as the pole of the S-matrix (which is defined on the scattering
spectrum), one analytically continues the S-matrix from the real, scattering energies
(which are the only energies that are accessible by experiment), to the complex resonant
pole (which is not directly accessible by experiment). The Laurent expansion of the
S-matrix is the sum of a resonant part (the pole’s contribution), and a non-resonant
part (the background). The S-matrix description of a resonance assumes that the
resonance’s contribution to the cross section is given by the pole’s contribution, and
that the background has nothing to do with the resonance itself. Similarly, when one
uses a wave function ϕ to describe a system with resonances, one analytically continues
ϕ from the real, scattering energies into the complex pole of the S-matrix, resulting in
an expansion of the form |ϕ〉 = cR|zR〉 + |bg〉. In such expansion, the resonant state
|zR〉 is supposed to carry the resonance’s contribution to the state ϕ (including the
exponential decay), and the background |bg〉 is supposed to carry the non-resonant
contributions (including deviations from exponential decay).
Since one can use the formalism of Ref. [48] to calculate the decay rate of a square-
integrable wave function ϕ, one may be tempted to identify the decay rate of a wisely
chosen ϕ, rather than the decay rate of a resonant state, with the true decay rate of
a resonance. However, describing the decay rate of a resonance by way of a square-
integrable function ϕ leads to ambiguities. To see why, let us imagine that we are
using a wave function ϕ1 to obtain the decay rate and the lifetime of a resonance. We
can always expand ϕ1 in terms of the resonant state, ϕ1 = cR,1|zR〉 + |bg1〉. But if we
used a wave function ϕ2 = cR,2|zR〉 + |bg2〉 that is only slightly different from ϕ1, we
would obtain a slightly different decay rate and a slightly different lifetime, and we
could not tell which ones are the right ones, let alone relate them to the pole width.
The Gamow-state description of resonances addresses this ambiguity by associating a
unique Gamow state to each pole of the S-matrix, and by defining resonant properties
such as decay rates and lifetimes in terms of the Gamow states. In our example, there
is only one resonance, and ϕ1 and ϕ2 are two different approximations of one and the
same resonant state. The backgrounds |bg1〉 and |bg2〉 provide a measure of how well
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the wave function is tuned around the resonant state. Thus, by identifying the resonant
state with the wave function of a resonance, one has an unambiguous way to prescribe
what is resonance from what is background.
Since we will denote similar quantities by similar symbols, it may be helpful to
review our notation. The differential and the total decay widths will be denoted by
dΓ(E)
dE
and Γ, respectively. The differential and the total decay constants will be denoted
by dΓ(E)
dE
and Γ, respectively. The complex, resonant energy, which is a pole of the S
matrix, will be denoted by zR = ER − iΓR/2, where ER is the (mean) energy of the
resonant state, and ΓR is the pole width.
The structure of the paper is as follows. In Sec. 2, we review the main properties of
the delta-shell potential and obtain the resonant energies for the zero angular momen-
tum case. We will show that the transcendental equation that provides the resonant
energies can be solved explicitly in terms of the Lambert W function. In Sec. 3, we
calculate the decay widths Γ and the decay constants Γ. We will show that the closer
the resonance is to the real axis (and hence the closer it is to become a bound state),
the smaller Γ is, and the larger Γ is. Thus, both Γ and Γ can be used to quantify the
strength of the interaction between the resonance and the continuum. We will also
point out that, although a standard result of perturbation theory seems to be in con-
tradiction with the formalism of Ref. [48], the numerical results of the present paper
show that such formalism is well grounded. In Sec. 4, we use the Golden Rule of a reso-
nant state to obtain the values of the decay widths and constants in the approximation
that the resonance is sharp. We will denote such approximate values by Γsharp and
Γsharp. We will show that, surprisingly, for truly sharp resonances Γsharp is very close
to the pole width ΓR, even though Γ is very different from ΓR. In Sec. 5, we obtain the
theoretical probability dP (E)
dE
that is to correspond to the experimental decay energy
spectrum. We will show numerically that the Breit-Wigner (Lorentzian) distribution
does not coincide exactly with the natural lineshape of a resonance, even when the
effect of the threshold can be neglected. In addition, we will show that dP (E)
dE
natu-
rally suggests a new normalization of the resonant states. We will also point out some
similarities of the decay energy spectra of the delta-shell potential with experimental
ones. In Sec. 6, we obtain the decay energy spectrum of two interfering resonances,
and we argue that the standard Golden Rule is not suitable to describe such interfer-
ence. Although cross sections are not the main focus of the present paper, in Sec. 7 we
compare three different approximations of the S-matrix to describe resonant peaks in
cross sections. Finally, in Sec. 8 we state our conclusions.
2 The delta-shell potential
Let us review the main features of the delta-shell potential [59]. A delta-shell potential
at r = a is given by
V (r) = gδ(r − a) , (2.1)
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where g characterizes the opaqueness of the barrier. In the radial, position represen-
tation, and for zero angular momentum, the eigensolutions of the time-independent
Schro¨dinger equation subject to appropriate boundary conditions are given by
χ(r;E) = A(E)
{
sin(kr) 0 < r < a ,
J1(E)e
ikr + J2(E)e
−ikr a < r <∞ ,
(2.2)
where k =
√
2m
~2
E is the wave number, A(E) is a normalization constant, and the Jost
functions are given by
J 1
2
(E) =
1
4k
[
∓2ik +
2mg
~2
(
e∓2ika − 1
)]
. (2.3)
The S-matrix is given by
S(E) = −
J1(E)
J2(E)
. (2.4)
The resonant wave numbers are given by the poles of the S-matrix, which coincide
with the zeros of J2(E),
2ika + λ
(
e2ika − 1
)
= 0 , (2.5)
where λ = 2m
~2
ga is a dimensionless constant that characterizes the strength of the
potential. Equation (2.5) is a transcendental equation that has an infinite number of
complex solutions. Such solutions can be written in terms of the Lambert W func-
tion [65–71]. The resonant wave numbers, which lie in the fourth quadrant, are given
by
kn ≡ αn − iβn =
{ 1
2ia
[
λ−W−n(λeλ)
]
, n = 1, 2, . . . , λ > 0 ,
1
2ia
[
λ−W−n(λeλ)
]
, n = 2, 3, . . . , λ < 0 ,
(2.6)
where Wn is the nth branch of the Lambert W function. For λ < −1, the delta-shell
potential forms a bound state whose wave number is given by
kb ≡ i|kb| =
1
2ia
[
λ−W0(λe
λ)
]
. (2.7)
For −1 < λ < 0, the delta-shell potential forms a virtual (also known as anti-bound)
state of wave number
kv ≡ −i|kv| =
1
2ia
[
λ−W−1(λe
λ)
]
. (2.8)
For any λ, the anti-resonant wave numbers, which lie in the third quadrant, are given
by
k−n ≡ −αn − iβn = −k
∗
n =
1
2ia
[
λ−Wn(λe
λ)
]
, n = 1, 2, . . . . (2.9)
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By using a program such as Mathematica, Maple or Matlab, it is very easy to
calculate the resonant wave numbers of the delta-shell potential for a given value of
λ. Tables 1-6 in Appendix B list the first eight resonant wave numbers and energies
for the cases λ = ±0.5,±10, and ±100 in units where a = ~2/2m = 1. This choice of
units is equivalent to measuring wave number in units of 1/a and energy in units of
~
2/2ma2. The virtual (λ = −0.5, Table 4) and bound (λ = −10, Table 5; λ = −100,
Table 6) states are also listed.
The resonant eigenfunctions are given by
〈r|zR〉 = u(r; zR) = NR
{ 1
J1(zR) sin(kRr) 0 < r < a ,
eikRr a < r <∞ ,
(2.10)
where Zeldovich’s normalization constant NR is given by the residue of the S-matrix
at the complex resonant wave number kR,
N2
R
= i res [S(q)]q=kR = −i
J1(kR)
J ′2(kR)
. (2.11)
3 The decay width and the decay constants
In Ref. [48], we identified |〈E|e−iHτ/~|zR〉|2 with the probability density
dpτ
dE
that the
resonance has decayed into a stable particle of energy E at time τ ,
dpτ
dE
≡ |〈E|e−iHτ/~|zR〉|
2 . (3.1)
The differential decay width associated with such a probability is defined as (see
Refs. [72, 73] for a somewhat related definition)
dΓ(E)
dE
≡ −~
d
dτ
(
dpτ
dE
)∣∣∣∣
τ=0
. (3.2)
As shown in Ref. [48], the differential and the total decay widths of a resonant state
can be written as
dΓ(E)
dE
=
ΓR
(E −ER)2 + (ΓR/2)2
|〈E|V |zR〉|
2 , (3.3)
Γ =
∫ ∞
0
dE
ΓR
(E − ER)2 + (ΓR/2)2
|〈E|V |zR〉|
2 . (3.4)
The decay width Γ has units of energy, and physically can be interpreted as the initial
decay rate associated with the probability pτ . Thus, at least in principle, one could
measure Γ by measuring the initial decay rate of pτ . However, in general Γ is different
6
from ΓR. Thus, Γ is not the same as the width of resonant peaks in cross sections,
because such width is determined by ΓR.
The differential and the total decay constants of a resonant state can be written
as [48]
dΓ(E)
dE
=
1
(E −ER)2 + (ΓR/2)2
|〈E|V |zR〉|
2 , (3.5)
Γ =
∫ ∞
0
dE
1
(E − ER)2 + (ΓR/2)2
|〈E|V |zR〉|
2 . (3.6)
The differential decay constant dΓ(E)
dE
has units of (energy)−1 and hence can be inter-
preted as the probability density that the resonance decays into a stable particle of
energy E. By contrast, Γ is a dimensionless constant that is (formally) equal to the
norm of the absolute value squared of the resonant state [48]. Thus, at first sight, it
may seem that Γ can be interpreted as the total probability of transition from a reso-
nant state to a continuum. However, because it can be greater than unity, Γ doesn’t
have a straightforward probabilistic interpretation. This is actually a general feature of
resonant states: Some quantities that for bound and scattering states have a straight-
forward probabilistic interpretation become greater than unity for resonant states (see
for example Ref. [56]). It was proposed in Ref. [56] that such quantities may have an
interpretation as “quasiprobabilities,” although it is still an open question whether Γ
can be interpreted that way. In the present paper, Γ will be absorbed in the definition
of the decay energy spectrum (see Sec. 5), and therefore it will not matter that Γ can
be greater than unity.
From Eqs. (3.3)-(3.6), there follows that
dΓ(E)
dE
= 1
ΓR
dΓ(E)
dE
, (3.7)
Γ = Γ
ΓR
. (3.8)
For the delta-shell potential, the differential and the total decay widths are given
by [48]
dΓ(E)
dE
=
1
pi
ΓR/2
(E −ER)2 + (ΓR/2)2
4mg2
~2
sin2 (ka)
k
|NR|
2e2βRa , (3.9)
Γ =
4mg2
~2
|NR|
2e2βRaC =
~
2
2ma2
2λ2|NR|
2e2βRaC , (3.10)
where
C =
∫ ∞
0
dE
1
pi
ΓR/2
(E − ER)2 + (ΓR/2)2
sin2 (ka)
k
. (3.11)
Tables 1-6 in Appendix B list the values of Γ for λ = ±0.5,±10, and ±100 in units
of ~/2ma2 for the first eight resonances of the delta-shell potential. The values of Γ,
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obtained through Eq. (3.8), are also listed. It follows from Tables 1-6 that the decay
width Γ is different from the S-matrix width ΓR (if Γ and ΓR were equal, by Eq. (3.8)
Γ would always be equal to 1). We can see in Tables 1-6 that, for a given value of
λ, the closer the resonance is to the real axis, the larger the decay constant Γ is, and
the smaller the decay width Γ is. We can also see in Tables 1-6 that if we follow
a given resonance, say the first one, for different values of λ, then as the magnitude
of λ increases and therefore the resonance becomes more stable, the decay width Γ
becomes smaller and the decay constant Γ becomes larger. Thus, Γ and Γ can be seen
as parameters that quantify how strongly the resonance couples to the continuum.
As can be seen in Tables 5 and 6, for a bound state Γ is equal to 0, as you would
expect from a stable state. In addition, for a bound state the decay constant is equal
to 1. The reason is that, as can be seen from its definition [48], the decay constant of
a bound state |Ebound〉 is equal to the norm squared of the bound-state wave function,
Γ =
∫ ∞
0
|〈E|Ebound〉|
2dE = 〈Ebound|Ebound〉 = ‖|Ebound〉‖
2 . (3.12)
Since for bound states Zeldovich’s normalization coincides with the usual normalization
of the absolute value squared of the wave function, we have that ‖|Ebound〉‖
2 = 1, and
therefore Γ must be equal to 1 for bound states.
Similar to a bound state, for a virtual state Γ is also equal to 0 (see Table 4).
However, unlike for a bound state, the value of Γ for a virtual state is not equal to 1.
Overall, the numerical results of Tables 1-6 provide a numerical validation of the
formalism of Ref. [48]. Such validation was needed because there is a result of pertur-
bation theory that is in contradiction with the formalism of Ref. [48]. As can be seen
for example on page 200 of Ref. [57], second-order perturbation theory can be used to
show that the pole width for the transition from an initial state |i〉 of complex energy
Ei + δ − i ΓR/2 to a set of final states |n〉 satisfies the following implicit equation:
ΓR =
∑
n 6=i
|Vni|
2 ΓR
(Ei + δ − En)2 + (ΓR/2)2
, (3.13)
where Ei is the energy of the initial state, δ is the energy shift, and Vni is the matrix
element between |i〉 and |n〉. The continuum version of Eq. (3.13) can be written as
ΓR =
∫ ∞
0
dE
ΓR
(ER −E)2 + (ΓR/2)2
|〈E|V |i〉|2 . (3.14)
If we take |i〉 to be a Gamow state |zR〉, then Eqs. (3.4), (3.8) and (3.14) would imply
that the total decay width Γ is equal to the pole width ΓR, and that the decay constant
Γ is always 1,
Γ = ΓR , Γ = 1 . (3.15)
This would render the results of Ref. [48] invalid, since in appendix A of Ref. [48] it
was shown that Γ and ΓR are different,
Γ 6= ΓR , Γ 6= 1 . (3.16)
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Obviously, Eqs. (3.15) and (3.16) cannot both be correct. Since our numerical results
show that Eq. (3.16), rather than Eq. (3.15), is correct, we can conclude that the
formalism of Ref. [48] is sound.
In principle, perturbation theory and the results of Ref. [48] should agree with each
other, since ΓR is determined by the pole of the S-matrix, not by perturbation theory or
by the formalism of Ref. [48]. It is still an open question why the formula in Eq. (3.14)
is not correct.
The formalism of Ref. [48] can also be used to define partial widths and branching
fractions for a resonance that has more than one mode of decay, and we would like to
compare them with the partial widths of Refs. [24, 35]. Like Refs. [24, 35], Ref. [48]
uses the resonant states to define the partial widths. However, the partial widths of
Refs. [24,35] use only the tails of the resonant states, and they are more appropriate to
describe tunneling of a particle through a potential barrier, whereas the partial widths
of Ref. [48] use the whole resonant wave function and describe decay of a resonance into
the continuum. Thus, both approaches describe different, although related, resonance
phenomena. In addition, the formalism of Ref. [48] allows us to define branching
fractions as the ratio of two dimensionless quantities (as it is done in experiments),
whereas the branching fractions of Refs. [24, 35] would be given by the ratio of two
dimensionful quantities.
4 The Golden Rule of a resonant state
As shown in Ref. [48], by (formally) replacing the Lorentzian by the delta function
when the resonance is sharp, we can obtain the Golden Rule of a resonant state,
dΓ(E)
dE
≈
dΓsharp(E)
dE
= 2pi|〈E|V |zR〉|
2δ(E −ER) , (4.1)
Γ ≈ Γsharp = 2pi |〈ER|V |zR〉|
2 . (4.2)
In addition, because of Eq. (3.8), the decay constant of a sharp resonance can be
approximated by
Γ ≈ Γsharp =
Γsharp
ΓR
. (4.3)
For the delta-shell potential, Eqs. (4.1) and (4.2) can be written as
dΓsharp(E)
dE
=
4mg2
~2
sin2 (ka)
k
|NR|
2e2βRaδ(E − ER) , (4.4)
Γsharp =
4mg2
~2
sin2(k˜Ra)
k˜R
|NR|
2e2βRa =
~
2
2ma2
2λ2
sin2(k˜Ra)
k˜R
|NR|
2e2βRa , (4.5)
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where k˜R =
√
(2m/~2)ER. Tables 1-6 in Appendix B list the values of Γsharp when
λ = ±0.5,±10 and ±100 in units of ~2/2ma2 for the first eight resonances of the delta-
shell potential. The values of Γsharp are obtained through Eq. (4.3). Surprisingly, for
sharp resonances the value of Γsharp is very close to the value of ΓR, even though the
exact value of the decay constant Γ is not close to ΓR. The closeness of Γsharp to ΓR is
also manifest in the value of Γsharp: As the resonance becomes sharper, Γsharp becomes
closer to 1.
That Γsharp is close to the pole width ΓR for sharp resonances (or, equivalently,
that Γsharp is close to 1) is not very surprising, since for sharp resonances the standard
Golden Rule should yield the pole width ΓR. What is surprising is that the exact value
of the decay width Γ is not approximately the same as the pole width ΓR, even for
very sharp resonances. Numerically, the reason is that the exact value of the integral
in Eq. (3.11) is not the same as what one obtains by formally replacing the Lorentzian
by the delta function, even when ΓR ≈ 10
−3. Theoretically, this means that although
the results of Ref. [48] agree with Fermi’s Golden Rule (which is a result of first-order
perturbation theory) when we can replace the Lorentzian by the delta function, the
formalism of Ref. [48] disagrees with a result of second-order perturbation theory, as
explained in Sec. 3.
5 The decay energy spectrum
The s-wave partial cross section σ(E) is given by [1]
σ(E) =
pi
k2
|S(E)− 1|2 . (5.1)
When S(E) has a pole at the complex energy zR, we can expand S(E)−1 in a Laurent
expansion in a region close to zR,
S(E)− 1 =
rR
E − zR
+B(E) , (5.2)
where rR is the residue of S(E) at zR and B(E) is an analytic function that corresponds
to the background. By identifying the pole’s contribution to the S-matrix with the
resonance’s contribution to the cross section, and by neglecting the background, we
approximate the cross section in the vicinity of the resonant energy as follows,
σ(E) ≈ σLaurent(E) =
pi
k2
|rR|
2
(E −ER)2 + (ΓR/2)2
, (5.3)
which is the well-known Breit-Wigner formula. The approximation in Eq. (5.3) is valid
when the resonance is isolated and far from a threshold [74]. We then say that the
Lorentzian peak in the cross section is produced by an intermediate, unstable particle
of (mean) energy ER, width ΓR, and lifetime τR =
~
ΓR
.
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When one measures the number of decay events per energy bin, instead of the cross
section one obtains the decay energy spectrum. If the number of decay events per
energy bin is normalized by the total number of events, the resulting normalized decay
energy spectrum is interpreted as the probability density that the resonance decays into
the continuum. In Ref. [48], it was proposed that the differential decay constant dΓ(E)
dE
describes such probability density. However, since Γ =
∫∞
0
dΓ(E)
dE
dE 6= 1, the probability
distribution dΓ(E)
dE
is not normalized to 1. We therefore define the probability density
dP (E)
dE
≡
1
Γ
dΓ(E)
dE
=
1
Γ
1
(E − ER)2 + (ΓR/2)2
|〈E|V |zR〉|
2 . (5.4)
Clearly, dP (E)
dE
is normalized to 1. Thus, we can interpret the theoretical probability
distribution dP (E)
dE
as the normalized experimental decay energy spectrum.
It should be noted that the reason why dΓ(E)
dE
is not normalized to 1 is that Zel-
dovich’s normalization factor NR ensures that the square of the resonant state, rather
than its absolute value squared, is normalized to 1. We can however normalize the
resonant states as 1√
Γ
|zR〉, where |zR〉 is the resonant state normalized according to Zel-
dovich’s prescription. The advantage of such normalization is that the resonant state
1√
Γ
|zR〉 automatically yields a probability distribution
dP (E)
dE
that is normalized to 1.
For the delta-shell potential, it follows from Eqs. (3.5) and (5.4) that
dP (E)
dE
=
1
2piΓ
1
(E − ER)2 + (ΓR/2)2
4mg2
~2
sin2 (ka)
k
|NR|
2e2βRa . (5.5)
In Fig. 1 of Appendix C, we plot the decay energy spectrum of Eq. (5.5) along with
the (normalized) Breit-Wigner distribution 1
pi
ΓR/2
(E−ER)2+(ΓR/2)2 and the matrix element
of the interaction |〈E|V |zR〉|
2 for the third resonance of the delta-shell potential when
λ = 100. For the sake of clarity, Fig. 2 of Appendix C contains the same plots as Fig. 1
except for the matrix element. Figure 3 displays the decay energy spectrum and the
Breit-Wigner distribution of the third resonance when λ = 10.
Figures 1-3 exhibit some features that are common to all the resonances produced
by the delta-shell potential. First, although the lineshape of the resonant cross sec-
tion (5.3) is given by the Lorentzian, the lineshape of the decay energy spectrum is
not just the Breit-Wigner (Lorentzian) distribution. Rather, it is the Breit-Wigner
distribution modulated by the matrix element. Second, the third resonance of the
delta-shell potential is very sharp when λ = 100, and in this case the decay energy
spectrum is fairly symmetric and has a shape that is similar to the Breit-Wigner dis-
tribution (see Figs. 1 and 2). However, when λ = 10, the third resonance is less sharp
and the peak is more asymmetric (see Fig. 3). Although most experimental resonant
peaks are symmetric, one can also find asymmetric ones, see for example figure 1 in
Ref. [75] and figure 2b in Ref. [76]. In addition, when the resonance is very sharp,
the tails of the decay energy spectrum tend smoothly to zero in regions away from the
11
resonance’s position (see Figs. 1 and 2), whereas the tails of a resonance that is not
so sharp have small wiggles (see Fig. 3). It is actually not unusual that decay spectra
exhibit small wiggles, as can be seen for example in figure 1 of Ref. [77], figure 1b of
Ref. [78], figure 1 of Ref. [79], and figure 2 of Ref. [80], although the wiggles of the
figures of Refs. [77–80] may be just statistical fluctuations. Third, fits using only the
Breit-Wigner distribution would yield different resonant parameters than fits using the
exact lineshape of Eq. (5.5). Fourth, it is clear from Fig. 1 that the matrix element is
very different from either the Breit-Wigner distribution or from the resonant lineshape.
Thus, the matrix element should not be used as the resonant lineshape. Fifth, Eq. (5.4)
takes threshold effects into account automatically. In fact, one can see in Fig. 3 that
there is a small enhancement of the decay energy spectrum at the E = 0 threshold.
Sixth, many resonant bumps are fitted by way of a Breit-Wigner distribution with an
energy-dependent width. The resonant lineshape of Eq. (5.4) has an energy depen-
dence carried by the matrix element, and therefore it may provide a useful alternative
to Breit-Wigner distributions with an energy-dependent width. Seventh, experimen-
tal resonant peaks rarely have a Lorentzian shape, partly due to detector resolution.
Often, when the pole width of the resonance is very small compared to the detector
resolution, the width of the experimental peak is dominated by detector resolution,
and the data are fit with a Gaussian distribution; when the pole width is comparable
to the detector resolution, the data are fit with a Breit-Wigner distribution (for the
resonant lineshape) convoluted by a Gaussian distribution (for the detector resolution).
In fact, only in Mo¨ssbauer-like experiments one obtains peaks with Lorentzian shape.
Thus, it is unlikely that the resonant lineshape of Eq. (5.4) shows up directly in most
experiments, unless one makes use of a Mo¨ssbauer-like effect. Eighth, the resonant
states are exponentially-growing, non-normalizable states, although they can be nor-
malized using Zeldovich’s regulator. Surprisingly, though, they yield in a natural way
a probability distribution that is finite without the need of any regulator. Ninth, it
follows from Eqs. (3.7), (3.8) and (5.4) that
dP (E)
dE
=
1
Γ
dΓ(E)
dE
. (5.6)
Hence, one can also use the decay width to obtain the decay energy spectrum of a
resonant state. Tenth, similar to a Fano lineshape, the decay energy spectrum is asym-
metric (although such asymmetry is barely noticeable when the resonance is sharp).
However, whereas a Fano resonance appears in the cross section due to the interference
between a scattering resonance and a background, the asymmetry of the decay energy
spectrum is an intrinsic property of the decay of a resonance into the continuum.
The decay energy spectra of the other resonances of the delta-shell potential are
qualitatively the same as those shown in Figs. 1-3. However, for a virtual state, the
decay energy spectrum has a different shape. Figure 4 shows the lineshape of the
virtual state of the delta-shell potential when λ = −0.5. As can be seen in Fig. 4, the
decay energy spectrum of a virtual state is simply a sharp peak located at the E = 0
threshold. The peak has no resemblance with a Lorentzian. Rather, it is just a sharp
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enhancement of probability at the threshold, which is also how virtual states appear
in cross sections.
In many systems, not just one but several resonances are excited. Figure 5 shows
the decay energy spectrum of the first three resonances of the delta-shell potential
when λ = 100. Because each decay spectrum is normalized to 1, you can conclude
from Fig. 5 that the peak of the first resonance is much sharper than the peak of the
second resonance, which in turn is much sharper than the peak of the third resonance.
This is a general feature: The higher the order of the resonance, the less sharp it is.
In addition, as |λ| decreases, the resonances become less sharp.
The natural question is, what kind of experiments would this resonant lineshape
apply to? Let us imagine (for the sake of argument) that we have eight neutrons,
six protons, and six electrons, and that we somehow have a procedure to produce a
14C atom out of them. Our experimental procedure would produce a state described
by a square-integrable wave function ϕ. Assuming for simplicity that our system has
only one resonance zR, we can expand ϕ as ϕ = cR|zR〉 + |bg〉. When one devises
an experimental procedure to produce a wave function very sharply tuned around the
resonant state, the background term is nearly zero. However, |bg〉 can never be exactly
zero, which reflects the experimental impossibility that a given preparation procedure
always yields a resonant state. In the example of 14C atoms, this means that no matter
what our procedure is to handle the protons, electrons and neutrons, we cannot always
produce a 14C atom, not even in principle. During some trials, we will produce states
that are not 14C atoms, and we identify such non-resonant states with the background.
However, in those trials where we do produce a 14C atom, we let it decay. By repeating
the process many times, and by discarding the trials where we do not produce a 14C
atom, we measure the decay energy spectrum. Such spectrum should correspond to
dP (E)
dE
, because the wave function of the 14C atom would be a resonant state. Thus, in
any experiment where we are able to create an unstable state that subsequently decays
on its own, the decay energy spectrum would be given by dP (E)
dE
.
6 Interference of two resonances
There are many instances where two (or more) resonances interfere because they are
not isolated from each other. The S-matrix description of such interference is as follows.
Instead of the Laurent expansion of Eq. (5.2), one uses a Mittag-Leffler expansion. For
our purposes, the Mittag-Leffler expansion can be easily obtained by means of Cauchy’s
residue theorem, as done for example in Ref. [9]. Let us assume that S(E) has two
poles (a higher number of interfering resonances can be handled analogously) z1 and z2
in a region enclosed by a contour γ. The contour γ also encloses a portion of the real
axis, including the scattering energy E. Then Cauchy’s residue theorem implies that∮
γ
S(w)− 1
w − E
dw = 2pii (S(E)− 1) + 2pii
(
r1
z1 − E
+
r2
z2 −E
)
, (6.1)
13
where r1 and r2 are the residues of the S-matrix at z1 and z2, respectively. Equa-
tion (6.1) leads to the following Mittag-Leffler expansion:
S(E)−1 =
(
r1
E − z1
+
r2
E − z2
)
+
1
2pii
∮
γ
S(w)− 1
w − E
dw ≡
(
r1
E − z1
+
r2
E − z2
)
+B(E) ,
(6.2)
where B(E) is the background. By neglecting the background in the expansion (6.2),
and by substituting the result into Eq. (5.1), we obtain that
σ(E) ≈
pi
k2
[
|r1|
2
(E −E1)2 + (Γ1/2)2
+
|r2|
2
(E −E2)2 + (Γ2/2)2
+ 2Re
(
r1r
∗
2
(E − z1)(E − z∗2)
)]
.
(6.3)
Thus, the contribution to the cross section of two interference resonances consists of
two Lorentzians (these are the contributions from each individual resonance) and an
interference term.
When one measures the decay energy spectrum of two interfering resonances (see
for example Ref. [81]), the quantity to consider is dP (E)
dE
rather than the cross section.
As pointed out in Ref. [48], one can define the differential decay energy spectrum of
any square-integrable function as
dP (E)
dE
≡ |〈E|ϕ〉|2 . (6.4)
When we describe a system of two interfering resonances, in analogy to Eq. (6.2), we
expand ϕ in terms of the corresponding resonant states as
|ϕ〉 = c1|z1〉+ c2|z2〉+ |bg〉 . (6.5)
By neglecting the background |bg〉, we extract the contribution to ϕ of those two
resonances,
|ϕ〉 ≈ c1|z1〉+ c2|z2〉 . (6.6)
By substituting Eq. (6.6) into Eq. (6.4), we obtain
dP (E)
dE
= |c1|
2|〈E|z1〉|
2 + |c2|
2|〈E|z2〉|
2 + 2Re(c1c
∗
2〈E|z1〉〈E|z2〉
∗) . (6.7)
It was shown in section 3 of Ref. [48] that
〈E|z1〉 =
1
z1 − E
〈E|V |z1〉 , (6.8)
with an analogous result holding for |z2〉. Substitution of Eq. (6.8) into Eq. (6.7) yields
dP (E)
dE
= |c1|
2 1
(E −E1)2 + (Γ1/2)2
|〈E|V |z1〉|
2 + |c2|
2 1
(E − E2)2 + (Γ2/2)2
|〈E|V |z2〉|
2
+2Re
(
c1c
∗
2
1
z1 − E
1
z∗2 − E
〈E|V |z1〉〈E|V |z2〉
∗
)
. (6.9)
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This is the analog of Eq. (6.3). Both Eqs. (6.3) and (6.9) contain the contribution of
each resonance plus an interference term. However, in Eq. (6.3) the contribution from
each resonance to the cross section is fixed and determined by the Breit-Wigner dis-
tributions and the residues, whereas in Eq. (6.9) the contribution from each resonance
can change depending on its weight (c1 or c2) in the resonant expansion (6.6).
It should be noted that the standard Golden Rule is unable to account for the
interference of two resonances. The reason is that the interference between two delta
functions should be zero, since there is no overlap between them. Thus, the standard
Golden Rule does not produce an interference term, and it is inadequate to describe
experiments such as, for example, that in Ref. [81].
In the literature, one can find studies of the interference of two resonances (see for
example Refs. [24,36,82,83]). The approach of the present paper is basically the same
as that in Ref. [36]: One uses a resonant expansion [26, 28–30, 38, 43, 50] to expand a
square integrable wave function in terms of resonant states, and then one keeps the
contributions of the resonant states that carry the most weight in the expansion. It is
important to understand, however, that resonant expansions [26,28–30,38,43,50] cannot
be used to further expand the decay width, Eq. (3.3), the decay constant, Eq. (3.6),
and the decay energy spectrum, Eq. (5.4), of a single resonance. The formulas in
Eqs. (3.4), (3.6) and (5.4) already provide the contribution of each individual resonance,
and therefore cannot be expanded any further in terms of the rest of the resonances of
the system.
7 Fits of resonant peaks
Fits of resonant peaks in cross sections are notoriously ambiguous, and one needs to
recourse to additional quantities such as the phase shift or the time delay to ascertain
the presence and the exact location of a resonance (see for example Ref. [84]). When
a system has an isolated resonance, it is usually assumed [1] that in the vicinity of the
resonant energy the S-matrix can be approximated by
S(E) ≈
E − z∗
R
E − zR
. (7.1)
Often, this approximation is written in terms of the wave number,
S(E) ≈
k − k∗
R
k − kR
. (7.2)
Mathematically, the approximations (7.1) and (7.2) can be justified by way of Blaschke
products. Physically, such approximations are more desirable than the one resulting
from neglecting the background in the Laurent expansion of the S-matrix, because the
approximate S-matrix in Eqs. (7.1) and (7.2) is unitary, whereas the S-matrix that
results from neglecting the background in the Laurent expansion is not unitary.
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Because they are unitary, one may wonder if the approximations (7.1) and (7.2)
lead to better fits of resonant peaks than the Laurent-expansion approximation. In
order to find out, let us substitute Eq. (7.1) into Eq. (5.1). The result is
σ(E) ≈ σe-unitarized(E) =
pi
k2
|ΓR|
2
(E −ER)2 + (ΓR/2)2
. (7.3)
Similarly, substitution of Eq. (7.2) into Eq. (5.1) yields
σ(E) ≈ σk-unitarized(E) =
pi
k2
|2βR|
2
(k − αR)2 + β2R
. (7.4)
Comparison of Eqs. (5.3), (7.3), and (7.4) shows that σLaurent(E) and σe-unitarized(E) are
identical, except for an overall factor, whereas σk-unitarized(E) is a Breit-Wigner distribu-
tion in the wave number [85], rather than in the energy, domain.
Figure 6 shows the three approximations together with the exact cross section in
the vicinity of the third resonant energy for λ = 100. As can be seen in Fig. 6, the
approximations σe-unitarized(E) and σk-unitarized(E) are almost indistinguishable. In fact,
their ratio is given by
σe-unitarized(E)
σk-unitarized(E)
=
4α2
R
(k + αR)2 + β2R
, (7.5)
which is very close to unity when k is close to αR and when βR is small, as is the case for
most resonances of the delta-shell potential when |λ| is sufficiently large. One can also
see in Fig. 6 that the Laurent approximation σLaurent(E) is very similar to σe-unitarized(E)
and σk-unitarized(E). Thus, even though the corresponding approximation of the S-matrix
is not unitary, σLaurent(E) provides as good of a fit as σe-unitarized(E) and σk-unitarized(E).
8 Conclusions
The resonant (Gamow) states are the natural wave functions of resonances. Because
they diverge exponentially at infinity, it is not easy to extract information from them.
We have used the delta-shell potential to show how one can calculate explicitly the
decay width Γ and the decay constant Γ of a resonant state without having to worry
about its exponential blowup at infinity. We have also shown that the Golden Rule of
a sharp resonant state yields a decay width that is approximately the same as the pole
width, even though the exact decay width is very different from the pole width. Overall,
the results of the present paper constitute a numerical validation of the formalism of
Ref. [48].
It should be noted that the decay width Γ and the decay constant Γ are not replace-
ments of the pole width ΓR, since ΓR determines the lifetime of the resonance. Rather,
Γ and Γ provide another way to quantify the strength of the interaction between the
resonance and the continuum.
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We have seen that for sharp resonances, the decay energy spectrum dP (E)
dE
has a
shape that is similar to, but not the same as, the Breit-Wigner distribution, whereas
for resonances that are not very sharp, the lineshape differs significantly from the
Breit-Wigner distribution, due to the effect of the matrix element of the interaction.
In particular, fits using the lineshape dP (E)
dE
would yield different resonant energies and
pole widths than fits using only a Breit-Wigner distribution. We have also pointed out
some (vague) similarities between the decay energy spectrum of the resonances of the
delta-shell potential and some experimental decay energy spectra.
In normalizing the distribution dP (E)
dE
, we have found that if we normalize a resonant
state as 1√
Γ
|zR〉, then
1√
Γ
|zR〉 yields a normalized decay energy spectrum. However,
this normalization is not a replacement of Zeldovich’s normalization, since Zeldovich’s
normalization is more appropriate for resonant expansions.
We have seen that there is a clear analogy between the S-matrix description of a
resonance and the formalism of Ref. [48]. Much like the pole of the S-matrix extracts
the contribution of a resonance to the cross section through a Laurent expansion, the
resonant state extracts the contribution of a resonance to the decay energy spectrum
through the expression for dP (E)
dE
. Much like Lorentzian peaks in the cross section
are produced by intermediate, unstable particles, the quasi-Lorentzian peaks in decay
energy spectra are produced by decaying, unstable particles.
There are however some differences between cross sections and decay energy spectra.
For example, in the cross section, the contribution of each resonance is fixed, and it is
determined by the residue of the S-matrix at the pole. In the decay energy spectrum
the strength of each resonance’s contribution can change depending on the weight of
that particular resonant state in the resonant expansion.
We have interpreted the background term of resonant expansions as the impossi-
bility that a given experimental procedure used to create a resonant state is always
successful. That is, not even in principle a given experimental procedure will yield a
resonant state in all the trials. During some trials, a non-resonant state will be created,
and such non-resonant state will be described by the background. However, in those
trials where we do create a resonant state, the wave function of such state is a Gamow
state, and the corresponding decay widths, decay constants, and decay energy spectra
are obtained in the way presented in this paper.
We have argued that the standard Golden Rule is not appropriate to describe the
interference of two resonances, and we have used the decay energy spectrum of two
resonant states to describe such interference. The resulting energy spectrum is very
similar to the cross section obtained by way of a Mittag-Leffler expansion.
We have also seen that three common approximations of the S-matrix lead to similar
fits of resonant peaks in the cross section.
Although strictly speaking our results are restricted to the resonances of the delta-
shell potential, it is likely that their main features hold true for a large class of potentials
that includes those of compact support. However, it would be interesting to see how
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our results apply to more realistic systems [33, 86–90].
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A Appendix A: The Lambert W function
The resonant wave numbers of a delta-shell potential can be expressed in terms of the
Lambert W function [65–70], see Eq. (2.6). In this Appendix, we will briefly review
the main properties of W , and we will show that Eq. (2.6) provides the solutions to
Eq. (2.5).
The natural logarithm is the inverse function of the exponential function f(x) = ex.
That is,
y = ex ⇐⇒ x = ln(y) . (A.1)
Similarly, the Lambert function is the inverse function of f(x) = xex. That is,
y = xex ⇐⇒ x = W (y) . (A.2)
In order to obtain the solutions of Eq. (2.5), let us define a new variable t as [68]
t = −2iak + λ . (A.3)
Using this new variable, Eq. (2.5) can be written as
tet = λeλ . (A.4)
Hence, by the definition (A.2) of the Lambert function, we have that
t = W (λeλ) . (A.5)
Substitution of Eq. (A.3) into Eq. (A.5) yields
k =
1
2ia
[
λ−W (λeλ)
]
, (A.6)
which is just Eq. (2.6). The branches of the Lambert function generate, through
Eq. (A.6), the resonant, anti-resonant, bound, and virtual poles of the delta-shell po-
tential. It should be noted that Eq. (A.6) also produces the poles of the complex delta
potential [44].
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B Appendix B: Tables
In this appendix, we list the resonant quantities of the first eight resonances of the
delta-shell potential for λ = ±0.5,±10, and ±100. The wave number kR is in units of
1/a, whereas the resonant energies zR, the pole width ΓR, and the decay widths Γ and
Γsharp are in units of ~
2/2ma2. The decay constants Γ and Γsharp are dimensionless.
kR zR ΓR Γ Γ Γsharp Γsharp
1st 3.1105− 0.000956 i 9.6754− 0.00595 i 0.0119 0.0237 1.9924 0.0119 0.9972
2nd 6.2213− 0.003803 i 38.704− 0.04732 i 0.0946 0.1864 1.9700 0.0936 0.9888
3rd 9.3325− 0.008479 i 87.096− 0.15827 i 0.3165 0.6121 1.9337 0.3087 0.9752
4th 12.444− 0.014885 i 154.86− 0.37048 i 0.7410 1.3969 1.8852 0.7090 0.9569
5th 15.557− 0.022893 i 242.02− 0.71228 i 1.4246 2.6018 1.8264 1.3313 0.9345
6th 18.671− 0.032350 i 348.59− 1.20800 i 2.4159 4.2509 1.7595 2.1956 0.9088
7th 21.786− 0.043093 i 474.61− 1.87762 i 3.7552 6.3338 1.6867 3.3060 0.8804
8th 24.902− 0.054952 i 620.08− 2.73677 i 5.4735 8.8126 1.6100 4.6530 0.8501
Table 1: Resonant quantities for λ = 100.
kR zR ΓR Γ Γ Γsharp Γsharp
1st 2.8776− 0.06651 i 8.2760− 0.3828 i 0.7656 1.1887 1.5527 0.6416 0.8381
2nd 5.8413− 0.20648 i 34.079− 2.4123 i 4.8245 4.4336 0.9190 2.7565 0.5713
3rd 8.8807 − 0.34784 i 78.745− 6.1781 i 12.356 6.7976 0.5501 4.7517 0.3846
4th 11.962− 0.46966 i 142.87 − 11.236 i 22.472 8.0742 0.3593 6.1270 0.2726
5th 15.066− 0.57220 i 226.64− 17.241 i 34.482 8.7614 0.2541 7.0385 0.2041
6th 18.181− 0.65934 i 330.13− 23.975 i 47.951 9.1543 0.1909 7.6599 0.1597
7h 21.305− 0.73457 i 453.34− 31.299i 62.599 9.3939 0.1501 8.1005 0.1294
8th 24.432− 0.80052 i 596.30− 39.117i 78.234 9.5484 0.1220 8.4245 0.1077
Table 2: Resonant quantities for λ = 10.
kR zR ΓR Γ Γ Γsharp Γsharp
1st 2.1659− 1.1167 i 3.4440− 4.8372 i 9.6745 0.53790 0.05560 1.34145 0.13866
2nd 5.3794− 1.5486 i 26.539− 16.661 i 33.322 0.50608 0.01519 0.91622 0.02750
3rd 8.5512− 1.7740 i 69.976− 30.340 i 60.679 0.50188 0.00827 0.80531 0.01327
4th 11.710− 1.9284 i 133.40− 45.163 i 90.327 0.50069 0.00554 0.74903 0.00829
5th 14.862− 2.0462 i 216.71− 60.823 i 121.65 0.50024 0.00411 0.71355 0.00587
5th 18.012− 2.1414 i 319.84− 77.141 i 154.28 0.50005 0.00324 0.68860 0.00446
7th 21.160− 2.2213 i 442.78− 94.004 i 188.01 0.49995 0.00266 0.66985 0.00356
8th 24.306− 2.2903 i 585.51− 111.33 i 222.66 0.49991 0.00225 0.65513 0.00294
Table 3: Resonant quantities for λ = 0.5.
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kR zR ΓR Γ Γ Γsharp Γsharp
virt. −0.6282 i −0.3947 0 0 0.18817
1st 3.7188− 1.3945 i 11.885− 10.372 i 20.744 0.45592 0.02198 0.10662 0.00514
2nd 6.9328− 1.6799 i 45.242− 23.294 i 46.587 0.48116 0.01033 0.19640 0.00422
3rd 10.107− 1.8604 i 98.695− 37.608 i 75.216 0.48917 0.00650 0.24735 0.00329
4th 13.268− 1.9929 i 172.07− 52.883 i 105.77 0.49284 0.00466 0.28122 0.00266
5th 16.422− 2.0975 i 265.30− 68.893 i 137.79 0.49486 0.00359 0.3057 0.00222
6th 19.573− 2.1841 i 378.34− 85.498 i 171.00 0.49610 0.00290 0.32448 0.00190
7th 22.722− 2.2578 i 511.17− 102.60 i 205.21 0.49692 0.00242 0.33937 0.00165
8th 25.869− 2.3221 i 663.79− 120.14 i 240.28 0.49750 0.00207 0.35154 0.00146
Table 4: Resonant quantities for λ = −0.5.
kR zR ΓR Γ Γ Γsharp Γsharp
bound 4.9998 i −24.998 0 0 1
1st 3.4380− 0.1038 i 11.809− 0.7138 i 1.4276 1.8693 1.3094 1.0118 0.7087
2nd 6.7367− 0.2684 i 45.312− 3.6159 i 7.2318 5.0728 0.7015 3.0729 0.4249
3rd 9.9614− 0.4092 i 99.063− 8.1533 i 16.307 6.9389 0.4255 4.5690 0.2802
4th 13.153− 0.5242 i 172.73− 13.790 i 27.580 7.9535 0.2884 5.5583 0.2015
5th 16.328− 0.6197 i 266.21− 20.236 i 40.473 8.5436 0.2111 6.2386 0.1541
6th 19.493− 0.7008 i 379.47− 27.322 i 54.643 8.9122 0.1631 6.7301 0.1232
7th 22.652− 0.7711 i 512.51− 34.935 i 69.869 9.1567 0.1311 7.1005 0.1016
8th 25.807− 0.8331 i 665.31− 42.998 i 85.995 9.3268 0.1085 7.3895 0.0859
Table 5: Resonant quantities for λ = −10.
kR zR ΓR Γ Γ Γsharp Γsharp
bound 50 i −2500 0 0 1
1st 3.1733− 0.00102 i 10.070− 0.0064 i 0.0129 0.0257 1.9919 0.0128 0.9969
2nd 6.3463− 0.00404 i 40.276− 0.0512 i 0.1024 0.2016 1.9678 0.1012 0.9878
3rd 9.5188− 0.00899 i 90.608− 0.1711 i 0.3422 0.6601 1.9291 0.3330 0.9731
4th 12.691− 0.01576 i 161.05− 0.3999 i 0.7998 1.5017 1.8776 0.7624 0.9533
5th 15.862− 0.02419 i 251.59− 0.7674 i 1.5349 2.7864 1.8154 1.4262 0.9292
6th 19.031− 0.03412 i 362.19− 1.2988 i 2.5976 4.5330 1.7451 2.3423 0.9017
7th 22.200− 0.04536 i 492.83− 2.0140 i 4.0281 6.7233 1.6691 3.5110 0.8716
8th 25.367− 0.05772 i 643.50− 2.9284 i 5.8568 9.3104 1.5897 4.9182 0.8397
Table 6: Resonant quantities for λ = −100.
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C Appendix C: Plots
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Figure 1: Plot of the decay energy spectrum (blue, thick, solid line), the normalized
Breit-Wigner distribution (brown, thin, solid line), and the matrix element of the
interaction (dashed, black line) for the third resonance when λ = 100.
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Figure 2: Close-up of the decay energy spectrum (blue, thick, solid line), and the
normalized Breit-Wigner distribution (brown, thin, solid line) for the third resonance
when λ = 100.
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Figure 3: Plot of the decay energy spectrum (blue, thick, solid line), and the normalized
Breit-Wigner distribution (brown, thin, solid line) for the third resonance when λ = 10.
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Figure 4: Plot of the decay energy spectrum of the virtual state when λ = −0.5.
22
0 20 40 60 80 100
Energy
5
10
15
20
25
Counts per Energy
Figure 5: Plot of the decay energy spectra of the first three resonances when λ = 100.
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Figure 6: Plots of the exact cross section σ(E) (thin, brown line), the Laurent approxi-
mation of the cross section σLaurent(E) (thick, blue line), the e-unitarized approximation
of the cross section σe-unitarized(E) (dashed, green line), and the k-unitarized approxima-
tion of the cross section σk-unitarized(E) (dotted, red line) in the vicinity of the third
resonant energy for λ = 100. For this resonance, σe-unitarized(E) and σk-unitarized(E) are
virtually indistinguishable.
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