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Resumen—En las u´ltimas de´cadas el aumento de fuentes de
informacio´n en diferentes campos de la sociedad desde la salud
hasta las redes sociales, ha puesto de manifiesto la necesidad de
nuevas te´cnicas para su ana´lisis, lo que se ha venido a llamar el
Big Data. Los problemas cla´sicos de optimizacio´n no son ajenos
a este cambio de paradigma, como por ejemplo el problema del
viajante de comercio (TSP), ya que se puede beneficiar de los
datos que proporciona los diferentes sensores que se encuentran
en las ciudades y que podemos acceder a ellos gracias a los
portales de Open Data. En esta tesis se ha desarrollado un nuevo
framework, jMetalSP, para la optimizacio´n de problemas en el
a´mbito del Big Data permitiendo el uso de fuentes de datos
externas para modificar los datos del problema en tiempo real.
Por otro lado, cuando estamos realizando ana´lisis, ya sea de
optimizacio´n o machine learning en Big Data, una de las formas
ma´s usada de abordarlo es mediante workflows de ana´lisis.
Estos esta´n formados por componentes que hacen cada paso
del ana´lisis. El flujo de informacio´n en workflows puede ser
anotada y almacenada usando herramientas de la Web Sema´ntica
para facilitar la reutilizacio´n de dichos componentes o incluso
el workflow completo en futuros ana´lisis, facilitando ası´, su
reutilizacio´n y a su vez, mejorando el procesos de creacio´n de
los mismos. Para ello se ha creado la ontologı´a BIGOWL, que
permite trazar la cadena de valor de los datos de los workflows
mediante sema´ntica y adema´s ayuda al analista en la creacio´n
de workflow gracias a que va guiando su composicio´n con la
informacio´n que contiene por la anotacio´n de algoritmos, datos,
componentes y workflows.
Index Terms—Big Data, Optimizacio´n, Machine Learning,
Web Semantic
I. INTRODUCCIO´N
Debido al gran avance que existe dı´a a dı´a en las tecnologı´as
de informacio´n, las organizaciones se han tenido que enfrentar
a nuevos desafı´os que les permitan analizar, descubrir y
entender ma´s alla´ de lo que sus herramientas tradicionales
reportan sobre su informacio´n. Existen numerosas fuentes de
informacio´n como son, las aplicaciones disponibles en internet
(redes sociales, geo-referenciamiento, etc.); la informacio´n
obtenida en el campo de la medicina y biologı´a con la
secuenciacio´n del ADN y otros datos analı´ticos, etc. Todos
estos datos se conocen como Big Data y hace necesario
el uso de nuevos enfoques para el ana´lisis de los mismos,
debido principalmente, a que las te´cnicas tradicionales usadas
hasta ahora (Machine Learning y Optimizacio´n) no esta´n
disen˜adas ni optimizadas para manejar grandes volu´menes de
informacio´n [1].
El te´rmino Big Data por tanto, hace referencia a aquellos
datos que no pueden ser procesados o analizados usando las
te´cnicas tradicionales [2]. El ana´lisis del Big Data permi-
te extraer informacio´n a partir de estos datos. Multitud de
soluciones software alrededor del proyecto Apache Hadoop
van resolviendo las diferentes problema´ticas a trave´s de este
proyecto y otros complementarios. Alguno de estos proyectos
son:
Apache Hadoop. Que integra el framework MapReduce
y el sistema de archivos HDFS.
Apache Spark. Framework que permite realizar tareas de
transformacio´n y de accio´n sobre los datos en streaming
de manera eficiente.
De acuerdo con Gartner 1 y la asociacio´n europea Big Data
Value (BDVA)2, hay un reto en el campo del Big Data acerca
de la construccio´n de aplicaciones que inyecte el conocimiento
del dominio (problema, algoritmo, dato, etc.), ası´ como el
contexto, en el proceso de ana´lisis. Por contexto entendemos
toda la (meta)informacio´n relevante que permita interpretar
los resultados del ana´lisis. Esto tendra´ como consecuencia
la accionabilidad de dichos resultados. Ası´ facilitara´ la inter-
pretacio´n de estos datos; permitira´ integrarlos fa´cilmente con
otros datos estructurados; facilitara´ la integracio´n del sistema
de ana´lisis del Big Data con otros sistemas y habilitara´ la
interconexio´n de algoritmos. En esta tesis hemos abordado
este reto creando BIGOWL, una ontologı´a en la que se
ha definido toda la sema´ntica necesaria para poder definir
cualquier problema de ana´lisis en el a´mbito del Big Data ası´
como los algoritmos y datos a utilizar para dicho ana´lisis.
Uno de los principales problemas que nos encontramos a la
hora de trabajar con Big Data es la eficiencia de los algoritmos
1https://www.gartner.com/doc/3656517/adopt-datadriven-approach-
consolidating-infrastructure
2http://www.bdva.eu/
de optimizacio´n a la hora de procesar grandes volu´menes
de informacio´n, sobre todo en tiempo de co´mputo, por ello
es necesario realizar algoritmos optimizados para problemas
de Big Data. Existen dos grandes tipos de problemas de
optimizacio´n los llamados mono-objetivo y los multi-objetivo.
Este trabajo se ha centrado en los problemas multi-objectivo ya
que existen muchos en Big Data. Para ello hemos desarrollado
jMetalSP que es una librerı´a de algoritmos de optimizacio´n
adaptados para Big Data, el cual esta´ basado en jMetal [3], una
herramienta para la optimizacio´n multi-ojetivo y Apache Spark
[4]. Dentro de los algoritmos multi-objetivo desarrollados en
jMetalSP, nos hemos centrado en los algoritmos dina´micos
y en los interactivos, ya que facilitan reducir el espacio de
bu´squeda de soluciones de un problema y por tanto, reducir el
tiempo de co´mputo queda´ndose sola con las a´reas preferidas
por el analista (Decision Maker). Adema´s permiten abordar
procesamiento en streaming (Velocidad), actuar ante cambios
en el problema, datos o entorno (Variabilidad) y acercar el
proceso de optimizacio´n al Decision Maker (Valor, Veracidad).
II. ANTECEDENTE E HIPO´TESIS DE PARTIDA
Los problemas de procesamiento que dan lugar al Big Data
provienen de la cantidad de datos, que es desproporcionada-
mente grande y del origen de la informacio´n, que es muy
variado (fuentes, formato, etc.). Estos problemas asociados al
Big Data se entienden en cinco dimensiones (las denominadas
“cinco uves”): Volumen, Velocidad, Variedad, Variabilidad y
Veracidad. El Big Data trae consigo la posibilidad de encontrar
informacio´n relevante en los nuevos tipos de datos emergentes
la capacidad de abordar cuestiones que hasta no hace mucho
eran imposibles de plantear. El ana´lisis del Big Data puede
revelar informacio´n importante que anteriormente permanecı´a
oculta debido al elevado coste de procesar ciertos datos,
tales como las tendencias sociales de opinio´n, tendencias
de consumo de ciertos productos comerciales, orientacio´n y
seguimiento publicitario, etc.
En general, la generacio´n de un ana´lisis en Big Data
es compleja ya que entran en juego diferentes aplicaciones
o algoritmos, concretamente diferentes componentes, que se
tienen que interconectar entre ellos y tienen que ser com-
patibles, es decir, los datos de salida de uno son los de
entrada del siguiente. En este sentido, esta tesis se propone
que el uso de la sema´ntica apoyado con tecnologı´as de la Web
Sema´ntica puede ayudar en la anotacio´n de toda la informacio´n
necesaria para que componentes distintos puedan interactuar
entre ellos, facilitando ası´ la interconexio´n entre componentes,
su reutilizacio´n y la trazabilidad de la cadena de valor de los
datos.
La problema´tica se encuentra en dar estructura a esta
informacio´n para poder ser integrada en los componentes. De
hecho, la automatizacio´n de este proceso es uno de los grandes
retos en los que las tecnologı´as relacionadas con los esta´ndares
de la Web Sema´ntica podrı´an tener un papel relevante.
Hoy en dı´a se esta´n desarrollando una serie de plataformas
para el ana´lisis del Big Data que adema´s ofrecen una conexio´n
con otros sistemas para la asistencia en la toma de decisiones.
No obstante, hasta donde llega nuestro conocimiento, estos
frameworks no incluyen una anotacio´n sema´ntica de sus
elementos (componentes, algoritmos, me´todos, interfaces, etc.)
que facilite la reutilizacio´n y la composicio´n de workflows
de ana´lisis del Big Data. Tampoco aprovechan la sema´ntica
especı´fica del dominio de aplicacio´n de forma que se facilite
el desarrollo de los workflows de ana´lisis, la anotacio´n de los
datos y los metadatos y/o de los resultados de los algoritmos,
adema´s de la generacio´n de nuevos operadores adaptados que
utilizan la estructura sema´ntica del dominio del problema. Esto
provoca que:
1. Los algoritmos de ana´lisis del Big Data no son fa´cilmente
reutilizables, no son capaces de explotar la sema´ntica
y, por tanto, la creacio´n de workflows “inteligentes” es
complicado y requiere desarrollo ad hoc.
2. No existe un procedimiento estandarizado para conectar
los resultados del ana´lisis del Big Data con otros sistemas.
Todas estas razones nos llevan a plantear la principal
hipo´tesis de este proyecto: la “anotacio´n sema´ntica”de los
componentes software que constituyen un framework para el
ana´lisis del Big Data puede actuar como nexo de unio´n, tanto
para la generacio´n de nuevas propuestas algorı´tmicas que
utilicen este conocimiento sema´ntico, como para su final co-
nexio´n con otros sistemas. Se reutiliza ası´ la idea fundamental
de la Web Sema´ntica en el contexto del Big Data orientado a
la optimizacio´n.
Por otro lado, hemos desarrollado un framework para el
ana´lisis del Big Data, centra´ndonos en la optimizacio´n multi-
objectivo para Big Data, ma´s concretamente en metaheurı´sticas
dina´micas y/o interactivas. Este framework, junto con otros
de Machine Learning (WEKA, Scikit Learn Python, MLlib
Spark, etc.), se usara´n como casos de uso para comprobar
que la anotacio´n de sus componentes es capaz de cubrir
completamente sus especificaciones.
Los algoritmos que se han desarrollado en el framework
se usara´n en diferentes problemas reales, como son: la bioin-
forma´tica o la bu´squeda de la ruta o´ptima en tra´fico. Hemos
integrado el framework jMetal, como base, que proporciona
una gran baterı´a de algoritmos de optimizacio´n multi-objetivo,
junto con el modelo de programacio´n MapReduce [5] y el
framework Spark [4].
Otro de nuestros objetivos es realizar un benchmark para los
algoritmos interactivos que se desarrollen en esta tesis y que
nos permita compararlos ya que solo existe uno en el estado
de arte actual [6].
III. OBJETIVOS
Esta tesis tiene como objetivo el integrar te´cnicas y resul-
tados del ana´lisis del Big Data con una capa de metadatos
(de los datos objetos del ana´lisis, de las te´cnicas de ana´lisis y
del dominio donde e´stas se aplican) para romper las barreras
de acceso y aplicabilidad relacionados con las tecnologı´as de
ana´lisis del Big Data. Como enfoque principal el desarrollo de
herramientas para dicho ana´lisis, nos centramos en la optimi-
zacio´n en Big Data. Concretamente los principales objetivos
son:
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O 1. Definir un modelo ontolo´gico para la anotacio´n sema´nti-
ca de algoritmos de ana´lisis del Big Data.
O 1.1. Desarrollar una clasificacio´n sema´ntica de los
algoritmos, componentes de procesamiento y vi-
sualizacio´n.
O 2.2. Disen˜ar una metodologı´a para anotar la fun-
cionalidad gene´rica de los algoritmos (tipo de
algoritmos, entradas, salidas, transformacio´n de
los datos).
O 3.3. Disen˜ar una metodologı´a para anotar las en-
tradas, salidas y tipo de algoritmos segu´n una
ontologı´a de dominio en caso de ser algoritmos
especı´ficos de un dominio de aplicacio´n.
O 2. Desarrollo de una plataforma para la optimizacio´n en
problemas Big Data.
O 2.1. Estudio de nuevos algoritmos de ana´lisis en Big
Data (dina´micos y/o interactivos).
O 2.2. Desarrollo de mecanismos para la evaluacio´n de
algoritmos interactivos.
O 2.3. Disen˜ar la estructura del repositorio para incluir
no so´lo los algoritmos, sino tambie´n sus anota-
ciones sema´nticas relativas a su funcionalidad y
los eventos que generan o consumen.
O 3. Validacio´n de la plataforma con casos de uso reales y
acade´micos.
O 3.1. Problema del viajante de comercio en la ciudad
de Nueva York con streaming Open Data.
O 3.2. Inferencia en Redes ge´nicas (E.coli, Yeast).
O 3.3. Familia de problemas multi-objectivo DTLZ.
O 3.4. Familia de problemas dina´micos y multi-objetivo
FDA.
IV. METODOLOGI´A Y PLAN DE TRABAJO
El me´todo a utilizar es una adaptacio´n del me´todo Investi-
gacio´n en Accio´n de Avison, et al. [7]. Se trata de un me´todo
cualitativo utilizado para validar los trabajos de investigacio´n
mediante su aplicacio´n a proyectos reales. En la Conferencia
sobre Procesamiento de Informacio´n de 1998 se declaro´ a
los me´todos cualitativos como me´todos de investigacio´n apro-
piados para el campo de los sistemas de informacio´n [7], y
los difundio´ en [8]. Proponemos un me´todo de investigacio´n
gene´rico, basado en la propuesta de Bunge [9] y formado
por etapas que, dada su generalidad, pueden aplicarse a
cualquier tipo de investigacio´n. Por tanto, utilizaremos un
me´todo de validacio´n pra´ctica, especialmente apropiado para
la investigacio´n en ingenierı´a y especı´ficamente para validar
aquellos resultados, en los que la aplicacio´n de un me´todo
cientı´fico tradicional (inductivo o hipote´tico-deductivo) no son
directamente aplicables. El me´todo a seguir para la resolucio´n
y validacio´n del problema concreto que nos ocupa (me´todo
de Investigacio´n en Accio´n) no es un proceso lineal, sino que
va avanzando mediante la complecio´n de ciclos. Al comenzar
cada ciclo se ponen en marcha nuevas ideas, que son puestas
en pra´ctica y comprobadas hasta el inicio del siguiente ciclo
[10]. Este proceso cı´clico, en el que hemos ido probando y
refinando cada uno de los resultados obtenidos, sera´ nuestro
me´todo de validacio´n.
La metodologı´a Software que se va a seguir estara´ inspirada
en este me´todo, ya que se tendra´n como referencia modelos
a´giles como Scrum 3, basados en iteraciones de breve dura-
cio´n.
En concreto las tareas realizadas, para cada ciclo, son:
Observacio´n. Estudio pormenorizado del problema a
tratar, realizando un estudio del estado del arte e identi-
ficando posibles riesgos antes de afrontar la tarea.
Formulacio´n de hipo´tesis. Declaracio´n de la hipo´tesis
que queremos llevar a cabo en dicho ciclo, se dividira´ en
pequen˜as tareas abordables en la duracio´n del ciclo.
Recogida de observaciones. Obtencio´n de resultados
como consecuencia de la realizacio´n de las tareas del
paso anterior.
Contrastes de hipo´tesis. Estudio de las observaciones
recogidas y comprobacio´n si se han cumplido nuestras
hipo´tesis de partida.
Demostracio´n o refutacio´n de hipo´tesis. Aceptacio´n o
rechazo de la hipo´tesis, si es necesario una modificacio´n
de la misma, empieza un nuevo ciclo con estos cambios.
Para alcanzar los objetivos siguiendo esta metodologı´a, se
definieron los siguientes pasos del plan de trabajo:
1. Ana´lisis de la tarea, estudiando el problema que queremos
abordar, tecnologı´a a usar y bu´squeda de otras propuestas
en el estado del arte.
2. Disen˜o de la tarea, estudio de detalles te´cnicos y patrones
de disen˜o a usar, ya sea para aplicarlo a la implementa-
cio´n de nuevos algoritmos o la anotacio´n de componentes
de BIGOWL (ontologı´a propuesta).
3. Implementacio´n del disen˜o anteriormente indicado.
4. Validacio´n de los resultados obtenidos mediante el uso
de herramientas externas como pueden ser estadı´sticos,
razonadores de ontologı´a, etc.
5. Difusio´n y publicacio´n de revistas y congresos interna-
cionales de impacto o relevancia cientı´fica.
V. RELEVANCIA DE LA TESIS
Esta tesis esta´ financiada mediante la beca BES-2015-
072209 del proyecto PERCEPTION [TIN 2014-58304-R] del
Ministerio de Economı´a y Competitividad de Espan˜a, adema´s,
se alinea directamente con las prioridades del PLAN ESTA-
TAL DE INVESTIGACIO´N CIENTI´FICA Y TE´CNICA Y
DE INNOVACIO´N 2013-2016 al plantear la generacio´n de
conocimiento en el a´mbito de Big Data, y ser parte de la
estrategia del grupo de investigacio´n al que pertenezco, grupo
de investigacio´n Khaos4 5. Por otro lado, la lı´nea que se esta´
siguiendo en dicha tesis, esta´ en concordancia con las a´reas
prioritarias del Octavo Programa Marco de la Unio´n Europea
Horizonte 2020, ICT–19- [2018-20]: Big Data PPP: Methods
and tools for extreme-scale analytics, and innovation hubs en
3https://www.scrum.org
4http://khaos.uma.es/
5http://khaos.uma.es/cbarba
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el a´rea de “investigacio´n e innovacio´n”, en la que se esperan
proyectos para desarrollar entre otros, algoritmos, arquitecturas
software y metodologı´as de optimizacio´n novedosas para el
ana´lisis del Big Data.
En la Figura 1. se pueden ver las principales lı´neas de inves-
tigacio´n que se esta´n siguiendo en esta tesis. Como elemento
central tenemos la optimizacio´n en Big Data la cual se apoya
en los otros conceptos, como por ejemplo, los modelos de
la web sema´ntica para la anotacio´n de los componentes de
los workflows con el fin de mejorar el proceso de creacio´n
de los mismos, o la optimizacio´n multi-objetivo junto con los
procedimientos en streaming para crear la optimizacio´n multi-
objetivo dina´mica con el fin de poder abordar optimizaciones
con grandes volu´menes de datos.
Con el objetivo de poner en relieve la relevancia de esta
tesis, se muestra a continuacio´n la lista de las publicaciones
realizadas durante su desarrollo:
1. Fine Grain Sentiment Analysis with Semantics in
Tweets [11]. Este artı´culo se realizo´ una primera apro-
ximacio´n al mundo del Big Data an˜adie´ndole sema´ntica
al ana´lisis de los datos. Se realizo´ un estudio de los senti-
mientos de los aficionados durante el torneo universitario
de baloncesto de Estados Unidos Big 12 Men’s Basketball
Championship. En este artı´culo se comprobo´ de manera
empı´rica, nuestra hipo´tesis, la sema´ntica mejora y facilita
el ana´lisis en Big Data.
2. Dynamic Multi-Objective Optimization With jMetal and
Spark: a Case Study [12]. El objetivo de este artı´culo
fue comprobar que el uso de un framework de Big Data
como Spark facilita la lectura de datos en streaming para
su optimizacio´n. Es decir, se comprobo´ que era posible
dotar con datos reales y en streaming a un problema de
optimizacio´n.
3. Un Framework para Big Data Optimization Basado en
jMetal y Spark [13]. En este trabajo se presenta una
primera aproximacio´n al framework para la optimizacio´n
en Big Data, en el que se utiliza Spark como motor
de computacio´n distribuida y jMetal como motor de
optimizacio´n.
4. jMetalSP: a framework for dynamic multi-objective
big data optimization [14]. En este artı´culo se presenta
la primera versio´n de jMetalSP, la herramienta para
la optimizacio´n de Big Data. En esta primera versio´n
jMetalSP esta´ compuesto por una serie de algoritmos de
optimizacio´n multi-objectivo y dina´micos. Se usa como
caso de uso el problema de TSP con datos reales de la
ciudad de Nueva York en streaming.
5. Multi-Objective Big Data Optimization with jMetal and
Spark [15]. Con este trabajo se evalu´a el rendimiento de
jMetalSP y la plataforma de ana´lisis con 100 nodos que
hemos configurado para ejecutar todo el software desa-
rrollado en esta tesis. Se comprueba la escalabilidad de la
plataforma y del propio framework. Para ello se evalu´an
los tiempos de computacio´n tratando con diferentes ta-
man˜os de datos y complejidad algorı´tmica del problema.
Ası´ como el nu´mero de nodos usados. Finalmente, una
comparativa entre los framework MapReduce de Hadoop
y Spark desde un punto de vista de tiempo de ejecucio´n
en algoritmos de optimizacio´n.
6. Design and Architecture of the jMetalSP Framework
[16]. Este trabajo tiene como objetivo la presentacio´n de
una nueva arquitectura para jMetalSP en el que, ya no
es tan dependiente de Spark, sino que se hace flexible a
cualquier motor de ejecucio´n paralela. Se an˜aden nuevos
algoritmos dina´micos como Dynamic SMPSO y Dynamic
MOCell, ası´ como la familia de problemas dina´micos
FDA para su evaluacio´n.
7. InDM2: Interactive Dynamic Multi-Objective Decision
Making Using Evolutionary Algorithms [17]. En este
artı´culo se presenta el primer algoritmo interactivo y
dina´mico de optimizacio´n multi-objetivo al que hemos
llamado InDM2. El desarrollo de esta nueva propuesta
algorı´tmica se ha realizado usando jMetalSP, por lo que
an˜adimos a la plataforma algoritmos interactivos adema´s
de dina´micos.
8. BIGOWL: Knowledge Centered Big Data Analytics
[18]. En este artı´culo se presenta BIGOWL, la propuesta
ontolo´gica para el ana´lisis del Big Data. Define todos
los componentes necesarios para el disen˜o, construccio´n
y ejecucio´n de un workflow. Ası´ como los elementos de
ma´s bajo nivel que los conforman (algoritmos, problemas,
datos, tareas,etc). Adema´s se presentan una serie de
consultas SPARQL y reglas de razonamiento para guiar el
proceso de creacio´n y validacio´n de workflows. Se utiliza
jMetalSP y el caso de uso del problema TSP con datos
reales de la ciudad de Nueva York para validar el modelo
sema´ntico.
9. Ana´lisis de datos de acelerometrı´a para la deteccio´n
de tipos de actividades [19]. Se realiza un estudio de
viabilidad para la clasificacio´n de actividades fı´sicas
obtenidas mediante pulseras de acelerometrı´a en pacien-
tes con problemas cardiovasculares, utilizando para ello
algoritmos de Deep Convolutional Neural Networks (una
modalidad de ConvNet) para un conjunto de datos de ma´s
de 4 TB.
10. Artificial Decision Maker Driven by PSO: An Approach
for Testing Reference Point Based Interactive Methods
[20]. Este trabajo presenta una seria de mecanismos
para la evaluacio´n de algoritmos interactivos de forma
automa´tica. Con esta aproximacio´n es posible evaluar
cualquier algoritmo interactivo que utilice puntos de
referencias para indicar las preferencias del usuario. Esta
propuesta se basa en la bu´squeda del algoritmo PSO
para encontrar buenas soluciones o´ptimas o cercanas a
ellas. En nuestro caso, usamos la bu´squeda de PSO para
indicarle al algoritmo interactivo un punto de referencia
cercano al punto de aspiracio´n facilitado por el analista
o Decision Maker.
11. Extending the Speed-constrained Multi-Objective PSO
(SMPSO) With Reference Point Based Preference Ar-
ticulation [21]. En este artı´culo presentamos una nueva
versio´n interactiva del algoritmo SMPSO, usando el fra-
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Figura 1. Lı´neas de investigacio´n en la tesis.
mework jMetalSP. SMPSO con puntos de referencia pue-
de centrarse solo en un a´rea del espacio de bu´squeda del
problema especificado por el analista mediante los puntos
de referencias, mejorando ası´ los tiempos de ejecucio´n ya
que se reduce mucho el espacio de bu´squeda.
12. Scalable Inference of Gene Regulatory Networks with
the Spark Distributed Computing Platform [22]. En este
trabajo resolvemos el problema biolo´gico de la inferencia
en redes ge´nicas usando el jMetalSP ya que, gracias
a Spark, se puede realizar computacio´n distribuida y
permite resolver este problema disminuyendo el tiempo
de ejecucio´n.
13. About Designing an Observer Pattern-Based Architec-
ture for a Multi-ObjectiveMetaheuristic Optimization
Framework [23]. Este trabajo versa sobre la presentacio´n
de una nueva arquitectura para jMetal usando el patro´n
observador en el que se podra´ componer metaheurı´sticas
mediante componentes independientes y reusables. Por
tanto, extendemos la idea de la composicio´n de workflow
a la composicio´n de algoritmos.
En la Figura 2. se muestra un resumen de los diferentes tra-
bajos antes mencionados junto con los to´picos de investigacio´n
que se cubren en esta tesis.
VI. CONCLUSIONES
Las concusiones que podemos destacar en esta tesis son:
Esta tesis pretende abordar una serie de problemas ac-
tuales alineados con las prioridades estrate´gicas de los
planes de investigacio´n regional, nacional y europea.
Se ha generado software, como son jMetalSP y BI-
GOWL, que aportan valor a la comunidad cientı´fica y
empresarial.
Presenta una serie de contribuciones cientı´ficas bien
avaladas en te´rminos de publicaciones
Como futuras lı´neas de trabajo se pretende desarrollar nue-
vas propuestas algorı´tmicas que hagan uso del conocimiento
sema´ntico que se pueda extraer del domino de los problemas,
facilitando ası´ sus resoluciones.
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