Introduction
Due to the complexity of modern engineered products, multidisciplinary teams, which handle different aspects of the design, are often involved in the design process. Ideally, these teams should work seamlessly as one unified team to achieve the common good of the design. However, seamless cooperation is not often viable in practice due to the diversity of domain knowledge of different teams and the expense of managing intensive communication flows. Therefore, the autonomy of each team is encouraged in the practice of decentralized decision making, such that an individual team can work on its own as much as it can to achieve a better design overall.
However, even though teams are motivated to achieve the common good of the design, their design decisions can unintentionally impact other teams so that desirable outcomes cannot be obtained. To illustrate this issue in the decentralized design environment, consider an optimization problem formulated in min x 1 ,x 2 f͑x 1 ,x 2 ͒ = x 1 2 − 5x 1 + 2x 2 2 − 8x 2 subject to 3x 1 + 2x 2 Յ 6 and x 1 ,x 2 Ն 0 ͑1͒
The optimal solution of this problem is ͓x 1 , x 2 ͔ = ͓1 , 1.5͔, which yields the objective value f = −11.5. In a decentralized solution process, two teams are set up, and each of them handles one variable ͑say, Team A handles x 1 , and Team B handles x 2 ͒. Then, the subproblems handled by these teams are formulated in Fig. 1 , where x 1 ‫ء‬ and x 2 ‫ء‬ are treated as constants. Note that both teams are motivated to optimize the common objective, and they are willing to cooperate with each other. However, in a decentralized environment, both teams need to make design decisions on their own. During the solution process, Team A first works on its own subproblem. Then, it communicates the result with Team B, which will, in turn, work on its subproblem. For illustration, the contour of the objective function is plotted in Fig. 2 .
Suppose that the initial point is ͓0.5,0.5͔, and Team A is then motivated to solve its subproblem. In the first iteration, Team A yields a new value of x 1 equal to 5/3 ͑see Fig. 2͒ . Given the new value of x 1 , Team B is then motivated to solve its subproblem. Based on x 1 =5/ 3, Team 2 cannot further modify the current value of x 2 , which is equal to 0.5 ͑otherwise, an infeasible solution will be obtained͒. Thus, the optimization process terminates. The final solution is ͓5/3,0.5͔, which is not the optimal solution. In this case, as both teams are willing to cooperate for the common objective, why cannot their willingness lead to the optimal solution?
This undesirable solution can be explained as follows. When a team is assigned to optimize the objective function, this team usually comes up with a solution that lies on the constraint boundary ͑i.e., 3x 1 +2x 2 =6͒. Then, in the next iteration, another team, just by its effort, is not able to move further to the optimal point. To resolve this "lockup" situation, both teams need to communicate with each other so that a decision from one team will allow rooms for another team's improvement. However, such communication is not trivial in a decentralized condition.
Furthermore, the team-based solution process described above proceeds in an alternate manner ͑i.e., solve Team A's subproblem, then Team B's͒. Although concurrent decision making among teams is generally more desirable in the decentralized design environment, how to achieve it is not trivial due to the presence of the common constraint. In this example, if Team A and Team B solve their subproblems concurrently, the resulting solution will be ͓5/3,2͔, which violates the common constraint.
This mathematical example, in spite of its simplicity, highlights some challenges in team-based product design in a decentralized environment. First of all, partial control of design variables from each team limits the effective exploration of the design space in practice. Aggressive design decisions from one team may seriously impact the potential of other teams to make good design decisions. However, conservative decisions from design teams can lead to a slow convergence rate toward a balanced, satisfactory design. Also, parallel workflows via concurrent decision making to expedite the design process are not easy to achieve when some common constraints are present between any two teams. Particularly, even though teams are intended to generate a feasible design under their partial control of design variables, their collective decisions can still lead to constraint violation unintentionally.
Facing the abovementioned challenges, this paper is intended to contribute to the area of decentralized team-based design in the context of computer-aided product development ͑CAPD͒. First of all, this paper will introduce the Lagrangian relaxation ͑LR͒ approach for coordinating the team-based product design. It should be noted that the LR approach has been commonly used for solv-ing engineering optimization problems and well studied in applied mathematics ͓1͔. However, considering the LR approach as a coordination technique in the context of team-based product design ͑or collaborative design͒ has not been well explored in the engineering design community. In Sec. 2, relevant research efforts to decentralized team-based design will be reviewed to support this point. Furthermore, Sec. 3 will provide the framework of the LR approach for decentralized team-based problems.
Also, the importance of the convergence issue was discussed in both the applied mathematics community ͑e.g., Ref. ͓2͔ in the context of Lagrangian relaxation͒ and the engineering design community ͑e.g., Ref. ͓3͔ in the context of decentralized design processes͒. Particularly, in the context of team-based design, a slow convergence often implies an extended design process and a long development lead time. Under the framework of the LR approach, Sec. 4 of this paper will propose an objective adjustment factor to address the convergence issue in the LR approach. Section 5 will illustrate the LR approach for the team-based design and justify the utility of the objective adjustment factor. Section 6 will provide the closing remarks of this paper.
Related Works
This section will briefly review the research efforts related to decentralized design problems according to the hierarchical optimization approach, the game-theoretic approach, and the decomposition approach in optimization. The first two approaches mainly stem from the engineering design community, and the third approach from applied mathematics.
Hierarchical Optimization Approach.
Initial research efforts that utilize hierarchical structures for large-scale optimization problems can be found in the field of multidisciplinary design optimization ͑MDO͒. In general, the major characteristic of MDO is to apply a two-level computing structure, which consists of a system level and a disciplinary level. Cramer et al. ͓4͔ summarized three MDO approaches, in which the system level was responsible for optimization ͑or decision making͒ activities and the disciplinary level for domain-specific analyses. Balling and Sobieszczanski-Sobieski ͓5͔ further proposed a framework to characterize different MDO formulations, in which design variables could be handled by the system level or distributed to the disciplinary level.
In addition to the MDO efforts, Braun ͓6͔ proposed the framework of collaborative optimization ͑CO͒, in which the disciplinary autonomy is emphasized to reduce the workload at the system level. Since then, various CO formulations were proposed ͓7,8͔. However, Alexandrov and Lewis ͓9͔ found that CO might return undesirable results since convergence of CO has not been proven. In this context, the framework of analytical target cascading ͑ATC͒ ͓10͔ was proposed, which was supported by a convergence proof. Recent research efforts on ATC include the application of the ATC framework for the product family optimization problem ͓11͔ and the use of Lagrangian relaxation techniques to facilitate parallel computation in ATC ͓12,13͔.
The common feature of the hierarchical optimization approach discussed above is that the system level optimizer plays a significant role in achieving the overall objective. At the disciplinary level, the major task is to match the targets from the system level and satisfy the local constraints. Comparatively, the LR approach to be introduced in this paper is intended to minimize the optimization ͑or design͒ activities at the system level in order to achieve a decentralized design environment.
Game-Theoretic Approach.
The game-theoretic approach characterizes decentralized engineering design as a multiplayer game, in which each team is considered as a game player. Then, the knowledge from game theory can be adapted to model and analyze the team-based design. Vincent ͓14͔ first initiated the possibility of applying game theory in the field of engineering design. Rao and Freiheit ͓15͔ surveyed different optimization methods and modified the cooperative game theory method to deal with multiobjective optimization problems. Dhingra and Rao ͓16͔ developed an optimization method by combining cooperative game theory and fuzzy set theory.
Afterwards, researchers focused on the modeling of team interactions using a game-theoretic framework. Badhrinath and Rao ͓17͔ analyzed different game solution concepts in the context of concurrent design. Lewis and Mistree ͓18͔ applied a gametheoretic approach to model the interactions among multidisciplinary design teams. Particularly, they used three game protocols ͑i.e., Pareto cooperation, Nash noncooperation, and Stackelberg leader/follower͒ to model and implement different team strategies in design. Chen and Li ͓19͔ proposed the concepts of responsibility and controllability to unify different game-theoretic models in design. Li et al. ͓20͔ proposed three models to capture different cooperation modes in the team-based design.
Recent relevant efforts can be found from Xiao et al. ͓21͔, who utilized design capability indices to model design flexibility in a game-theoretic design framework. Chanron and Lewis ͓3͔ studied the convergence conditions in game-theoretic design interactions. While the game-theoretic approach has offered different models for team design interactions, the LR approach in this paper focuses on the solution process, which allows different teams to generate concurrent and decentralized decisions to achieve a common design objective.
Decomposition Approach in Optimization.
In the area of large-scale optimization, researchers of applied mathematics identified and utilized some problem structures that can lead to more efficient solution processes ͓22͔. A common problem structure is that an optimization problem contains a small set of socalled complicating variables or constraints. If these complicating Transactions of the ASME variables or constraints are removed, the original problem can be decomposed into a set of independent subproblems, which can be solved individually ͓1͔. In the two-team example formulated in Fig. 1 , the common constraint ͑i.e., 3x 1 +2x 2 Յ 6͒ is considered a complicating constraint, which causes the coupling between two independent subproblems. In this context, the decomposition approach in optimization is intended to handle complicating variables or constraints so that independent subproblems can be concurrently solved for the overall solution. The development of the decomposition approach in optimization was initiated by the well-known Dantzig-Wolfe decomposition principle ͓23͔, which addressed complicating constraints in linear programming. Then, the Benders algorithm ͓1,24͔ was proposed to handle the complicating variables, and the Rosen algorithm ͓25͔ to handle both complicating constraints and variables. These research efforts were then generalized via the Lagrangian relaxation technique to address the traveling-salesman problem ͓26͔, integer programming ͓27-29͔, and nonlinear programming ͓1,2,22͔.
The basic notion of LR is to relax the original problem by removing the complicating constraints 1 and treating them as penalty terms ͑via Lagrangian multipliers͒ in the objective function. Then, a two-level computing structure is invoked: master level and subproblem level. The master level is responsible for satisfying the complicating constraints by regulating the values of Lagrangian multipliers for subproblems. In turn, each subproblem is formulated with a set of local constraints and an objective function that includes Lagrangian penalty terms. In this way, the computational burden at the master level can be minimized since it does not need to deal with actual decision variables ͑which are only handled at the subproblem level͒ nor run optimization to set target values for subproblems. In other words, the master level in the LR approach only performs the regulating duty, rather than the optimization duty as the case in MDO and CO discussed in Sec. 2.1. Although the LR approach has been applied for decentralized optimization problems, it experiences difficulty in convergence, which will be discussed in Sec. 4.
Lagrangian Relaxation Approach for Decentralized Decision Making
In this section, we will present the optimization models for decentralized decision making ͑Sec. 3.1͒ and the LR approach ͑Sec. 3.2͒. The solution procedure using the LR approach and its implication to the team-based design process will be covered in Secs. 3.3 and 3.4, respectively.
Decentralized Optimization Model.
Initially, the task of a general design problem is to determine the values of n ͑decision͒ variables that minimize a global objective ͑f͒ while satisfying m constraints ͑g͒. This general design problem is formulated as follows:
General formulation min 
͑2͒
The dependency relationships between constraints and variables can be captured by a rectangular matrix. Denote this matrix as A = ͓a ij ͔ for i =1 to m, and j =1 to n. With this matrix format, each row label represents a constraint function, and each column label represents a variable. If the ith constraint depends on the jth variable, the corresponding matrix entry a ij is equal to 1. Otherwise, a ij is equal to zero. Then, the general design problem is partitioned into t subproblems, each of which is handled by an individual decision making unit, namely, a team. The corresponding partitioned matrix is shown in Fig. 3 , where the shaded areas illustrate the presence of nonzero matrix entries. Also, it is assumed that each team is responsible for one objective, which depends on its own variables, as well as variables of other teams. By using the notation given in Table 1 , a partitioned problem is formulated as follows:
Formulation of a partitioned problem min
For simplicity, we denote ͑x k , x −k ͒ as the vector in which variables pertaining to x k can be controlled by the kth team, while other variables ͑x −k ͒ are kept as constants. Then, the formulation of the subproblem that is handled by the kth team is given below as Subproblem formulation͑local objective͒ min
Assuming that all teams take their efforts to minimize the overall objective F, a subproblem is formulated below as Subproblem formulation͑overall objective͒ min
Complicating variables can also be handled similarly via the duality of the original problem ͓1͔. 
͑5͒
Given the subproblem formulation in Eq. ͑5͒, the collective team efforts are expected to determine the values of all variables to optimize the common objective and satisfy both common and local constraints.
Lagrangian Relaxation Formulation.
Assume that there are t teams to minimize a common objective f. Then, the global view of the optimization problem can be expressed as follows:
The above optimization problem can be solved by individual teams if the common ͑or complicating͒ constraints ͑g c ͒ are removed ͑or relaxed͒. A Lagrangian function ͑symbolized as L͒ is then employed for relaxation purposes, and its formulation is given below as ͓1͔
where is the Lagrangian multiplier vector. Given a feasible solution and Ն 0, the term T g c ͑x͒ is nonpositive. In other words, if f͑x͒ Ͻ L͑x , ͒, the solution must be infeasible. Suppose that the values of the Lagrangian multipliers are given ͑symbolized as ͒. The optimization subproblem of the kth team can be formulated as follows:
The intuition of the Lagrangian multipliers is similar to the penalty concept in optimization, and each Lagrangian multiplier can be viewed as a price associated with a common constraint. When the price's value increases, the team will tend to select the solution point that is far from the boundary of the associated constraint. Similarly, when the price's value decreases, the team will attempt the solution point closer to the constraint boundary. In this way, the price values can be regulated to coordinate the solution points of different teams to yield an overall optimal and feasible solution.
3.3 Solution Procedure. By referencing Ref. ͓1͔, the procedure for solving a decentralized team-based optimization problem is presented in this subsection. The mathematical example presented in Sec. 1 will be used to illustrate the procedure.
Initially, the Lagrangian relaxation technique is applied to formulate two optimization subproblems to be solved by two teams ͑say, Teams A and B͒. The formulation is given in Fig. 4 . Then, the step-by-step procedure below is invoked for problem solving.
Step 1: Initialize the values of design variables and Lagrangian multipliers. In the example, we set the initial solution ͓x 1 ͑0͒ , x 2 ͑0͒ ͔ = ͓0.5, 0.5͔ and ͑0͒ = 2. Set i = 1 to keep track of the number of iterations.
Step 2: Solve the optimization subproblems at the team level. Given the value of ͑i−1͒ , Teams A and B can solve their optimization subproblems concurrently. In the first iteration ͑i.e., i =1͒, Team A gives x 1 ͑1͒ = 0, and Team B gives x 2 ͑1͒ =1.
Step 3: Update the Lagrangian multipliers . Different schemes have been proposed to update the Lagrangian multipliers, based on the current solution point. In this paper, the subgradient method is applied ͓1,30͔, and the corresponding formulations for updating the Lagrangian multipliers are given below as
where ʈg c ʈ is the norm ͑or magnitude͒ of the vector g c , and a and b are scalar constants. In this paper, we set a = 1 and b = 0.1. In the two-team example, the multiplier value ͑i.e., ͑i͒ ͒ can be updated using the following formulation:
More discussions of the subgradient method and the multiplier update can be found in Sec. 4.
Step 4: Check for convergence. If the solution procedure converges at the ith iteration, stop the procedure, and the output solution is x ͑i͒ . Otherwise, increase the value of i by 1, and go to Step 2.
To check for convergence, we focus on the changes of feasible solutions since the subgradient method progresses to the optimal solution in an oscillating manner between feasible and infeasible solutions ͓1͔. Then, the procedure is considered as converged if the change in the current feasible objective value ͑f ͑j͒ ͒ from the previous feasible objective value ͑f ͑k͒ ͒ is less than ͑i.e., ͉f ͑j͒ − f ͑k͒ ͉ / ͉f ͑j͒ ͉ Յ͒. In addition, if the gap between the Lagrangian function and the objective function is sufficiently small ͑i.e., 0 Յ ͑f͑x ͑i͒ ͒ − L͑x ͑i͒ , ͑i͒ ͒͒ / ͉f͑x ͑i͒ ͉͒ Յ͒, the procedure is also considered as converged.
After executing the solution procedure to the example, the results of each iteration are obtained and shown in Table 2 , in which Iterations 0, 1, 2 and 4 lead to feasible solutions. By setting = 0.02, the solution procedure stops at the fourth iteration. The final solution is ͓0.96,1.49͔, and the objective value is Ϫ11.36, which is close to the optimal solution ͓1,1.5͔ and the optimal objective value ͑i.e., Ϫ11.5͒, respectively.
Implication to the Team-Based Design Process.
The above algorithmic description of the LR approach can be meaningfully interpreted as the team-based design process in an actual decentralized environment. Initially, it is supposed that design teams are set up, and each of them has their expertise and partial control on the final design. Upon the consensus of the teams ͑or the company's policy͒, they periodically share their design decisions with each other so that they can update the current design progress at different stages of the design process. In the meantime, there exist some common constraints that collectively affect a number of teams. If these common constraints are violated, the involved teams will be penalized, such that they will seek conservative solutions to reduce the chance of violating the common constraints. Teams can receive different degrees of penalty for regulating the team's behavior toward the common constraints. Then, this penalizing mechanism can indirectly coordinate different teams to satisfy the common constraints.
For instance, suppose that two teams are deciding two geometric values, respectively ͑say, x 1 and x 2 ͒, and these values have to satisfy a constraint x 1 Յ x 2 . If Team No. 1 wants to increase the value of x 1 , it needs to pay ͑or be penalized͒ for this action in its design consideration. The quantification of the penalty can be determined according to the actual design context ͑e.g., the Lagrangian term can be used in the context of design optimization͒. A similar arrangement can also be applied to Team No. 2 when it wants to decrease the value of x 2 . In such a way, each team can still maintain their autonomy to complete their partial design, while it is motivated to avoid the violation of common constraints.
Convergence Issue in the Lagrangian Relaxation Approach
4.1 Background. The convergence issue in the LR approach was identified as one major challenge in computational practice ͓2͔. In the practice of the team-based design, convergence is also an important issue since each design iteration often implies a significant impact on cost and lead time. In the application of the subgradient method ͑as discussed in Sec. 3.3͒, the conventional technique to address the convergence issue is to control the step size ͑i.e., k ͑i͒ in Eq. ͑10͒͒. It has been proven that if the step size follows the conditions formulated in Eq. ͑12͒ below ͑along with the convexity condition͒, the procedure based on the subgradient method will converge to the optimal solution in finite steps ͓2͔. However, it was stated that the convergence rate can be very slow ͓1͔
Due to the slow convergence rate of the subgradient method, other optimization-based approaches were proposed to update the Lagrangian multipliers such as the cutting plane method ͓31͔ and the bundle method ͓32͔. In this paper's context, we do not consider these approaches as they require the master level to perform optimization, thus defeating the original purpose of decentralization.
Problem Illustration-Welded Beam Design.
To illustrate the convergence problem of the subgradient method, the welded beam design example, adapted from Ragsdell and Phillips ͓33͔, is used, and it is illustrated in Fig. 5 . In this example, the common objective is to minimize the cost function ͑composed of the welding cost and the beam material cost͒ by determining four design variables: the height ͑t͒ and thickness ͑b͒ of the beam, and the depth ͑h͒ and length ͑l͒ of the weld. Five design constraints are considered, and they are the beam deflection ͑␦͒, the bending stress in the beam ͑͒, the buckling load ͑F͒, weld geometry compatibility, and the shear stress in the weld ͑͒. The parametric constants of this welded beam design are listed in Table 3 .
In this design example, two teams are set up: a beam team that determines the beam's geometry ͑i.e., t and b͒ and a weld team that determines the weld's geometry ͑i.e., h and l͒. Their common cost objective ͑f͒ is formulated as follows:
where c 1 and c 2 are cost constants ͑see Table 3͒ . The beam team is responsible for three local design constraints, which are related to the beam deflection ͑g 1 ͒, the bending stress in the beam ͑g 2 ͒, and the buckling load ͑g 3 ͒. These constraints are formulated as follows:
ͪՅ0 ͑16͒
Both teams are responsible for two common design constraints, which are weld geometry compatibility ͑g 4 ͒ and the weld shear stress ͑g 5 ͒. These constraints are formulated as follows:
where 
Given the above formulations, several parameters are further set in order to execute the solution procedure, and they are listed as follows.
• Initial solution:
• Variable bounds: 0.6x
• Stopping criterion: = 0.001 Accordingly, the optimization subproblems of two teams are set up and shown in Fig. 6 . Then, the solution procedure is executed for 20 iterations to observe how teams interact to obtain design solutions. The cost objective values are plotted in Fig. 7 . In the first iteration, the cost value increases largely due to the relatively high price values ͑i.e., 1 and 2 ͒. Then, teams will rather choose the solution point that is within the feasible region and far from the constraint boundary, thus leading to a high cost value. In the next two iterations, the price values drop so that the objective function ͑f͒ has a stronger influence in choosing solution points, thus leading to low cost values. At the fourth and fifth iterations, the price values become so low that constraint violation takes place. After increasing the price, the sixth iteration yields a feasible solution with a higher cost value. After that, the price values are adjusted so that the objective values keep decreasing between the seventh and 19th iterations. However, at the 20th iteration, the price values lead to an infeasible solution again. Through this example, we can observe how the oscillation occurs in the solution process. In the next two subsections, we will analyze the cause of such oscillation and propose an objective adjustment factor to improve the convergence rate.
Analysis on Slow Convergence Situations.
In the current LR approach, the slow convergence rate can be attributed to the tension between the feasibility and optimality of the solution. When the intermediate solution is feasible, the subgradient method will attempt a solution point that is closer to the constraint boundary in order to yield a better objective value. In contrast, when the intermediate solution is infeasible, the subgradient method will tend to move the solution point to be within the constraint boundary in order to get a feasible solution. Thus, an oscillation occurs between conservative ͑yet feasible͒ solutions and aggressive ͑yet infeasible͒ solutions before the final optimal solution is obtained, leading to the slow convergence rate.
In particular, although all the teams are responsible for optimizing the original objective in design, they essentially search for a solution, based on the Lagrangian function formulated in Eq. ͑7͒. While the objective term ͑i.e., f͒ in the Lagrangian function influences the team to optimize the original objective, the Lagrangian term ͑i.e., g͒ are present to minimize the chance of constraint violation. In this situation, any unbalanced influence from both the objective and Lagrangian terms can strongly deteriorate the convergence rate of the team-based design process.
Two specific cases are considered for further analysis. In Case No. 1, the influence from the Lagrangian term is substantially larger than the influence from the objective term ͑symbolically, g ӷ f͒. In this case, the LR approach will initially search for an "extremely conservative" solution as the constraint g is minimized in the solution process. Consequently, the value of the Lagrangian multiplier ͑͒ will become very small in order to make the objective term "more significant" in search of the solution. Due to the small value of , the control of becomes very sensitive, which makes either the Lagrangian or objective term be the dominant term in an alternate manner, thus causing a wide range of oscillations. Essentially, Case No. 1 magnifies the tension between the feasibility and optimality of the solutions.
In Case No. 2, the influence from the Lagrangian term is substantially smaller than the influence from the objective term ͑sym-bolically, g Ӷ f͒. Initially, this case will lead to an infeasible solution and cause the value of the Lagrangian multiplier ͑͒ to increase. Then, based on the step size of the subgradient method, the computational process will gradually converge to the optimal solution ͓2͔. The convergence rate in this case can be slow if the initial solution is far from the optimal solution. However, the large value of the Lagrangian multiplier makes the range of oscillations smaller or more tractable.
In this paper, it is considered that the unbalanced influence from the Lagrangian and objective terms is one of the important factors that impact the convergence rate of the LR approach. Based on this consideration, Sec. 4.4 will propose the objective adjustment factor, one original contribution of this paper, to improve the convergence rate of the LR approach for a decentralized design process. Notably, the technique to be proposed is different from other convergence-improving techniques, which mainly focus on the control of the step size ͓2͔ or the optimization-based update of Lagrangian multipliers ͓31,32͔.
Objective Adjustment Factor.
Ideally, the case of balanced influence from the objective and Lagrangian terms should be pursued for a proper convergence rate. However, how to define and achieve a perfectly balanced case is not trivial. Based on the analysis in Sec. 4.3, Case No. 2 ͑i.e., g Ӷ f͒ is relatively more desirable than Case No. 1 because it at least approaches to the desirable solution in a tractable manner. In contrast, the oscillation in Case No. 1 makes the team-based design process hard to track and difficult to estimate the desirable solution.
Thus, the intuition of the objective adjustment factor is to improve the convergence rate by properly increasing the influence from the objective term ͑i.e., to avoid Case No. 1͒. To estimate a team's ability to optimize the objective term ͑f͒ based on the given Lagrangian function, we employ the sensitivity information Transactions of the ASME pertaining to the objective function and the Lagrangian function. In particular, we check the sensitivity of the Lagrangian function with respect to each variable ͑say, x i ͒, which can be formulated as ‫ץ‬L / ‫ץ‬x i ͑Lagrangian sensitivity͒. This value can reflect how effective the variable x i can modify the Lagrangian function. Similarly, the sensitivity of the objective function with respect to each variable can be formulated as ‫ץ‬f / ‫ץ‬x i ͑objective sensitivity͒, wherein its value can reflect how effective the variable x i can modify the objective function. Accordingly, the ratio of the Lagrangian sensitivity to the objective sensitivity ͑symbolized as r i ͒ provides the essential means to adjust the strength of the objective term ͑f͒ in the Lagrangian function, and it is formulated below as
Let x k be the vector of a variables of the kth team, and it is defined as x k = ͓x k1 , x k2 , . . . ,x ka ͔. Then, the objective adjustment factor of the kth team ͑symbolized as k ͒ can be approximated using the following formulation:
͑20͒
As a result, the Lagrangian function of the kth team ͑symbolized as L k ͒ can be reformulated as follows:
Formulation ͑19͒ implies that the sensitivity information can be updated in every iteration, and this practice can be computationally demanding. Nevertheless, it should be noted that the essence of the objective adjustment factor ͑ k ͒ is to ensure the proper influence of the objective term in the Lagrangian function. Thus, the exact value of k is generally not required in practice, and it can be roughly estimated without dramatically affecting the convergence rate. In our practice, the value of k is approximated via formulation ͑20͒, using the initial design condition and the initial Lagrangian multipliers. Also, it is set in the power of 10 ͑i.e., 10 n ͒ and kept as a constant during the solution process. Section 5 will report that the current practice of setting the value of k is effective, as well as justify the utility of the objective adjustment factor.
In the practice of engineering design, the evaluation of the sensitivity information according to Eq. ͑19͒ may not be practical due to lack of closed-form equations. Since the value of k is an approximated constant in our practice, it can be estimated via other sensitivity analysis techniques for the case without closedform equations such as sampling-based methods ͓34͔.
Illustration and Justification

Mathematical Problem Revisited.
The mathematical problem introduced in Sec. 1 is revisited in this subsection. This problem has been solved via the LR approach in Sec. 3.3, which demonstrates a satisfactory rate of convergence in the solution process ͑shown in Table 2͒ . This result can be attributed to the similar influence from both the objective and Lagrangian terms. To justify the utility of the objective adjustment factor, the two unbalanced cases mentioned in Sec. 4.3 will be studied via this mathematical problem. Particularly, the constraint function is multiplied with a constant weight ͑say, w͒. Given below is the formulation of the modified team's objective function: min f = x 1 2 − 5x 1 + 2x 2 2 − 8x 2 + w͑3x 1 + 2x 2 − 6͒ ͑22͒
Note that the value of w ͑except w =0͒ does not alter the optimal solution ͑i.e., ͓x 1 , x 2 ͔ = ͓1 , 1.5͔ and f = −11.5͒. Given the initial conditions ͓x 1 ͑0͒ , x 2 ͑0͒ ͔ = ͓0.5, 0.5͔ and ͑0͒ = 2, the value of w is equal to 0.41 via formulation ͑20͒. According to the approximation approach mentioned in Sec. 4.4, either w = 0.1 or w =1 ͑the case demonstrated in Sec. 3.3͒ should yield a satisfactory convergence rate. To investigate Case No. 1 ͑i.e., g ӷ f͒, we set w equal to 10 and 100 and run the LR approach for 100 iterations. Figures  8͑a͒ and 8͑b͒ show the plots of the objective values for the cases of w = 10 and w = 100, respectively. These results agree with the analysis discussed in Sec. 4.3. First of all, both cases show the oscillations of the solution results. Also, greater unbalance on the Lagrangian term ͑i.e., w = 100͒ will lead to a wider range of oscillation ͑note that the vertical axis in Fig. 8͑b͒ marks from Ϫ1000 to 8000͒.
To investigate Case No. 2 ͑i.e., g Ӷ f͒, we set w equal to 0.01 and 0.001 and run the LR approach for 100 iterations. Figures 8͑c͒ show the plots of the objective values for these two cases. Again, these results agree with the analysis in Sec. 4.3. First of all, these cases exhibit a much narrower range to approach to the optimal value ͑i.e., Ϫ11.5͒ as compared with the cases of w = 10 and w = 100. This result supports the argument that the situation of Case No. 2 ͑i.e., g Ӷ f͒ is relatively more desirable than the situation of Case No. 1 ͑i.e., g ӷ f͒. The case with the greatest unbalance ͑i.e., w = 0.001͒ shows the slowest convergence rate. Comparatively, the case of moderate unbalance ͑i.e., w = 0.01͒ shows a slightly faster convergence rate. For comparison, the case of w = 0.1 is also executed, and the result is also plotted in Fig. 8͑c͒ . This case shows relatively satisfactory convergence that supports the approximation approach used in this paper.
In summary, the above test results of the mathematical problem support the analysis of slow convergence in the LR approach discussed in Sec. 4.3. More importantly, these results support the principle of the objective adjustment factor that resorts to the adjustment of the influence from the objective term in the Lagrangian function to improve the convergence rate. The next subsections will illustrate how the objective adjustment factor can improve the convergence rate in engineering design problems.
Welded Beam Design Revisited.
To improve the convergence rate, the objective adjustment factors are applied to the welded beam design example introduced in Sec. 4.2. Particularly, we set ͓ 1 , 2 ͔ = ͓1000, 1000͔, where 1 and 2 are the objective adjustment factors of the beam team and the weld team, respectively. Accordingly, the optimization subproblems of two teams are set up with the adjusted objective function as follows: min 1000f + 1 g 4 + 2 g 5 ͑23͒
After executing the solution procedure using the same setup parameters in Sec. 4.2, the decentralized team-based design solutions are obtained and presented in Table 4 , in which Iterations 0, 6, 8 and 10 lead to feasible solutions. Also, the global optimal solution is presented at the last row for comparison. Based on the stopping criterion ͑which is 0.001͒, the solution procedure stops at the tenth iteration, yielding a feasible solution with the cost value of 1.95 USD ͑while the optimal cost value is 1.94 USD͒. If the solution procedure continues with a sufficiently small stopping criterion, it is able to obtain h = 5.71 mm with the cost value of 1.94 USD at the 50th iteration. From Table 4 , we find that the beam team can effectively yield and stay with the optimal variables of t and b after the first iteration. In contrast, the weld team appears with an oscillation of the values of h, leading to an oscillation of feasible and infeasible solutions. Comparatively, in the case without the objective adjustment factors, the values of h actually fluctuate with a large range ͑between 4.8 mm and 11.2 mm͒, and they do not converge even after 10,000 iterations in our testing. This supports the utility of the objective adjustment factors to improve the convergence rate of the decentralized design process.
Heat Exchanger Design.
The schematic of the shell-andtube heat exchanger in this example, adapted from Kakaç and Liu ͓35͔, is illustrated in Fig. 9 . This heat exchanger consists of 124 tubes plus 2 two tube passes laid out on a square pitch with 90 deg tube layout angle ͑see Fig. 10͒ . Its duty is to heat up water from
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MARCH 2010, Vol. 10 / 011001-7 Transactions of the ASME 17°C to 40°C, subject to the mass flow rate of 30,000 kg/h. The common design objective in this example is to maximize the overall heat transfer coefficient ͑U o ͒. In this context, three teams are set up to determine seven variables. Particularly, a tube team is assigned to determine the inner and outer diameters ͑d i and d o ͒ of the tube, as well as the tube's length ͑L t ͒. A shell team is assigned to determine to the inner and outer diameters ͑D i and D o ͒ of the shell. A configuration team is assigned to determine the pitch size ͑P T ͒ and the baffle spacing ͑B͒. Further, eight design constraints are considered in this design example, including the shell pressure drop ͑g 1 ͒, the tube pressure drop ͑g 2 ͒, the shell pressure stress ͑g 3 ͒, the tube pressure stress ͑g 4 ͒, and the geometric compatibility ͑g 5 to g 8 ͒. The formulations of the objective and constraints ͑as well as parametric constants͒ are provided in the Appendix.
To execute the solution procedure according to the LR approach, the optimization subproblems of three teams are set up and shown in Fig. 11 . The common constraints that involve variables of multiple teams include g 1 ͑the shell pressure drop͒, g 3 ͑the shell pressure stress͒, g 5 , and g 6 ͑geometric compatibility͒. Thus, these constraints are treated as the Lagrangian term in the optimization formulations. Other local constraints are assigned to the corresponding team. Several parameters required in the solution procedure are set as follows:
• Initial design solution: ͓0.016, 0.019, 3.67, 0.39, 0.44, 0.024, 0.25͔ • Initial Lagrangian multipliers:
• Stopping criterion: = 0.001
For comparison, we initially disable the effect of the objective adjustment factors by setting them equal to 1 ͑i.e., ͓ 1 , 2 , 3 ͔ = ͓1,1,1͔͒. Then, the solution procedure is executed for 20 iterations to observe how teams interact to obtain design solutions. The values of the objective function ͑i.e., overall heat transfer coefficient͒ are plotted in Fig. 12 , which clearly exhibits an oscillating nature of the solution process. High objective values are obtained due to constraint violation. When constraint violation takes place, teams tend to select a conservative solution point, which is feasible, but has a poor objective value. In this particular process, To remedy the oscillating nature, the objective adjustment factors are applied, and they are set to ͓ 1 , 2 , 3 ͔ = ͓10 3 ,10 9 ,10 4 ͔, according to the approximated values obtained via formulation ͑20͒. After executing the solution procedure, the decentralized team-based design solutions are obtained and presented in Table  5 , in which Iterations 0, 2 and 6 lead to feasible solutions. Also, the global optimal solution is presented at the last row for comparison.
Although an infeasible solution is obtained at the first iteration, a feasible and improved solution is obtained at the second iteration. After infeasible solutions are obtained in the next three iterations, a feasible solution is obtained again at the sixth iteration. Since this solution ͑i.e., x ͑6͒ ͒ is very close to the previous feasible solution ͑i.e., x ͑2͒ ͒, the stopping criterion is met, and the solution procedure is stopped. The final solution is very close to the global optimal solution, thus supporting the effectiveness of the objective adjustment factors in the LR approach.
Discussion.
The above examples have demonstrated two major aspects of decentralized team-based design: a team's autonomy and information exchange for coordination. First of all, a team's autonomy is promoted by assigning each team a set of design variables, which are not overlapping with the variables of other teams. Assuming that all teams are expected to achieve the same objective ͑e.g., the overall heat transfer coefficient in the heat exchanger design example͒, teams can solve their design subproblems based on the information available to them ͑e.g., the latest design values of other teams͒ without interacting with other teams. Consequently, teams can work on their own design subproblems concurrently to expedite the whole team-based design process. The design results from all teams can lead to a complete design solution.
Due to the presence of common constraints, teams need to share their design decisions periodically to ensure the feasibility of the final design. The workflow of information sharing among teams can be described in the following three steps.
• Step 1: Based on the latest design information, teams start working on their design subproblems concurrently and individually.
• Step 2: After they have completed their partial design, they share their latest results among each other. Note that in this kind of information sharing and coordination, teams do not need to explain how they get their design results. Also, no single team can directly change and influence design results of other teams. • Step 3: Based on the updated design information, the feasibility of common constraints is evaluated to determine the penalty terms ͑i.e., the Lagrangian term͒ for all teams. The updated penalty terms will be used to regulate the behavior of the teams in the next round of individual team design described in Step 1.
This periodical information exchange will continue until a feasible and converged solution is obtained. Notably, the team-based design process discussed in these examples does not require any centralized coordination team to directly control the decisions of teams or to facilitate the negotiation process. Instead, the penalty terms can sufficiently guide the teams to converge to the feasible and close-to-optimal solution. Such arrangement for coordination can avoid the overloading of information flow to the coordination team.
Closing Remarks
This paper contributes to the engineering design community in two ways. First, it introduces the LR approach to handle design problems in a cooperative and decentralized environment. Even though the LR approach has been developed in the context of mathematical programming for about 40 years, it has not been studied in depth, as compared with other research efforts ͑e.g., MDO and the game-theoretic approach͒, for decentralized decision making in the context of engineering design. One direction of future work is to utilize the abundant results of the LR approach from applied mathematics to develop a robust framework for solving decentralized design problems.
Second, this paper proposes an objective adjustment factor to improve the convergence rate in the LR solution procedure. This objective adjustment factor has been formulated and applied to the welded beam design and the heat exchanger design for illustration and justification. The results have supported the utility of the objective adjustment factor. Thus far, the value of the objective adjustment factor is only approximated via formulation ͑20͒. Therefore, another direction of future work is to investigate a method to automatically control the values of the objective adjustment factors that can ensure robust convergence of the solution process. In addition, while the current work is based on applied mathematics and design optimization, the future work is expected to address more practical issues in decentralized decision making from the user's perspective, such as handling the design situation without sensitivity information and managing coupling relationships between decision units other than common constraints.
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Appendix: Formulations of the Heat Exchanger Design
The parametric constants are shown in 
Intermediate equations h i = 5.65͑f t /2͒͑ t u m d i / t − 1000͒ 1 + 27.6͑f t /2͒ 
