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Abstract
The evaluation of the two principal styles of web services architec-
ture: Representational State Transfer (REST) and Service Oriented
Architecture (SOA) has conventionally focused on the extent to
which each architectural style induces desirable architectural prop-
erties. The increasing prevalence of enterprise web services and the
commercialization of publicly available web services has driven in-
creased interest in the association of Quality of Service (QoS) with
the provision of services. Accordingly, the evaluation of web ser-
vices architectures must consider the consequences of each archi-
tecture in terms of Quality of Service (QoS), such as performance
and availability, and in terms of profit yielded by a provider offer-
ing service provision contracts contingent on this QoS. We intro-
duce a utility model to facilitate the formation of optimal service
contracts under the uncertainty in QoS experienced using a given
architecture. We then introduce the Amazon Simple Storage Ser-
vice (S3) as a pertinent example service, and present an architecture
for contract-based service provision along with an implementation
of the architecture using S3. Empirical results obtained from the
implementation are presented to illustrate the consequences of a
chosen architecture on QoS and therefore on the profit yielded by
the provider from service provision contracts. This demonstrates
the applicability of an empirical evaluation of web services archi-
tectures from an economic perspective.
Keywords Web services, REST, SOA, cloud computing, con-
tracts, QoS, utility, performance
1. Introduction
Web services architectures seek to achieve interoperability between
distributed and diverse software applications (8), and to induce de-
sirable architectural properties such as scalability and reliability
through a set of architectural principles. The evaluation of the two
principal styles of web services architecture: Representational State
Transfer (REST) (5) and Service Oriented Architecture (SOA) has
∗ The authors are supported in part by EPSRC Grant EP/F066937/1
(“Economics-inspired Instant Trust Mechanisms for the Service Provision
Industry”), UK Department of Trade and Industry Grant P0007E (“Trust
Economics”), and EPSRC grant EP/C009797/1 (“Dynamic Operating Poli-
cies for Commercial Hosting Environments”)
conventionally focused on these architectural properties (6) and the
extent to which each architectural style induces desirable architec-
tural properties.
The increasing prevalence of enterprise web services and the
commercialization of publicly available web services has driven in-
creased interest in the associated of Quality of Service (QoS) with
the provision of services. Pertinent examples of such services in-
clude the computational and/or storage resources available in large-
scale “cloud” infrastructures. Accordingly, the evaluation of web
services architectures must consider the consequences in terms of
Quality of Service (QoS), such as performance and availability, and
in terms of profit yielded by a provider offering service provision
contracts contingent on this QoS. These contracts habitually take
the form of a contingent contracts (4) stating a set of quality level
guarantees pertaining to non-functional properties of the service
along with payment terms for the fulfilment or violation of these
guarantees.
The QoS demonstrated by a web services architecture has nu-
merous influencing factors including the granularity of operations
exposed by the architecture, demand patterns for these operations,
and the implementation technologies required to realize the com-
ponents and relationships which comprise the architecture. Each of
these influencing factors can introduce uncertainty in the prediction
of the QoS that will be experienced by consumers of a given web
service, and consequently affects the frequency with which the QoS
guarantees contained in service provision contracts are fulfilled or
violated. We have shown in earlier work (7) that the profit attained
by a service provider offering QoS guarantees depends on the cer-
tainty with which the QoS can be predicted. This empirical evalua-
tion seeks to extend the work by illustrating the the consequences of
the choice of web services architecture on QoS and, perhaps more
importantly, the consequences on the profit yielded by a provider
offering service provision contracts contingent on this QoS. In do-
ing so, we seek to demonstrate the applicability of an empirical
evaluation of web services architectures from an economic perspec-
tive, and extend the scope of evaluation of web services architec-
tures from simply architectural properties to performance factors,
quality of service and ultimately business profitability.
The remainder of the paper is structured as follows. In Section
2 we present a utility model for a contract-based service provision
facilitating the formation of optimal contracts under the uncertainty
in QoS experienced using a given web services architecture. Sec-
tion 3 introduces the Amazon Simple Storage Service (S3) as an
example of a publicly available, commercial web service on which
service provision contracts contingent on QoS could be offered.
A novel architecture for contract-based service provision is intro-
duced in Section 4 which realizes the utility model presented in
Section 2, and enables service provision contracts to be offered for
any given service. We additionally provide details of an implemen-
tation of the architecture utilizing S3 as the service provisioned. In
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Section 5 we present empirical results obtained from the implemen-
tation of the architecture utilizing the two principal styles of web
services architecture supported by S3. The consequences of each
web services architecture on the QoS and ultimately the profit of
the service provider is illustrated by our results and, finally, Sec-
tion 6 concludes the work.
2. A Utility Model for a Contract-Based Service
Provision
In this section we present a utility model for contract-based service
provision as defined in our previous work (7). We show how the
provider can utilize this utility model to formulate optimal service
provision contracts under uncertainty in quality levels.
Definition 1. A quality level guarantee is a pair q = (m, v), where
m is some chosen quality metric (such as response time) and v ∈ R
is an assigned value for m (such as 300 milliseconds as bound for
response time).
The service provision contract takes the form of a contingent
contract (4), with contingent payments based on a given outcome
from the service provision. We define a contract to contain a single
quality level guarantee, and define a binary outcome set for the
service provision where the members represent the fulfilment and
violation of the quality level guarantee respectively:
Q = {q,¬q} (1)
Definition 2. A contract is a tuple a(m, v) = (m, v, gm(v), hm(v))
where m is the chosen quality metric, v is the value of the metric,
gm(v) is the payment to the provider for fulfilment of the quality
level guarantee, and hm(v) is payment to the provider for violation
of the quality level guarantee q.
Let Vm denote a continuous random variable representing the
value, v, for a given metric, m. This random variable represents
uncertainty in the value of metric m. The probability density func-
tion for Vm is denoted fm(v), defined over the domain R, where R
can be partitioned into two sub-domains: V +m,v ⊂ R and V −m,v =
R\V +m,v . Here, V +m,v is the domain of values over which the quality
level guarantee is fulfilled, while V −m,v is the domain of values over
which the quality level guarantee is violated. For a given contract,
we yield the following expected utility function, EU(m, v, ), for
the provider:
EU(m, v) =
Z
x∈V +m,v
fm(x)dx · gm(x)
+
Z
x∈V−m,v
fm(x)dx · hm(x)
(2)
The expected utility function of the provider is taken as the ob-
jective function we seek to maximize in the optimization problem
faced when formulating service provision contracts:
arg maxv∈Vm,vEU(m, v) (3)
3. Amazon Simple Storage Service (S3)
The Amazon Simple Storage Service (S3) (1) is a large-scale
“cloud” infrastructure providing storage resources to consumers.
The service provides the ability for consumers to store and retrieve
data objects on-demand, with pricing based upon the amount of
bandwidth consumed and the number of operations performed on
the data objects. A data object is assigned a key for the purposes of
identification and is stored within a uniquely identified collection
known as a bucket. The core operations supported by the service
are:
• Create bucket - Creates a collection to store data objects
• Delete bucket - Deletes a collection of data objects
• Write object - Writes a data object to the storage cloud
• Read object - Reads a data object from the storage cloud
• Delete object - Deletes a data object from the storage cloud
• List keys - Lists the data objects in a given bucket
S3 provides limited support for QoS with a single availability
metric requiring monitoring by the consumer, repeated violation of
the QoS before any compensation is paid. Both principal styles of
web services architectures are supported by S3, with extensive tool-
ing available to facilitate their utilization by consumers. We provide
a brief overview of both interfaces in the following subsections.
3.1 HTTP Interface
A REST architecture is realized by S3 using Hypertext Transfer
Protocol (HTTP). The core operations supported by the service are
mapped onto HTTP methods executed on resources which repre-
sent each bucket and data object. Each resource (bucket or data
object) has a unique URL to which the HTTP methods are directed
to yield the desired semantics. The mapping of core operations onto
HTTP methods on resources is given in the table below:
Core Operation HTTP Method Resource
Create bucket PUT Bucket
Delete bucket DELETE Bucket
Write object PUT Object
POST Bucket
Read object GET Object
Delete object DELETE Object
List keys GET Bucket
Figure 1. Mapping of Core Operations to the S3 HTTP Interface
3.2 SOAP Interface
An SOA architecture is realized by S3 using Simple Object Ac-
cess Protocol (SOAP). SOAP messages are sent to a generic service
endpoint containing the operation to be performed and the param-
eters required by that operation to yield the desired semantics. The
mapping of core operations to SOAP messages is given in the table
below:
Core Operation SOAP Operation Parameters
Create bucket CreateBucket Bucket ID
Delete bucket DeleteBucket Bucket ID
Write object PutObject Object Key
Read object GetObject Object Key
Delete object DeleteObject Object Key
List keys ListBucket Bucket ID
Figure 2. Mapping of Core Operations to the S3 HTTP Interface
4. An Architecture for a Contract-Based Service
Provision
In this section we present a novel architecture for a contract-based
service provision which realizes the utility model presented in Sec-
tion 2 to facilitate to formation of optimal service provision con-
tracts under uncertainty in quality levels. The architecture follows
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a data flow pattern with a specified data flow enacting various pro-
cesses on each request and response. Figure 3 illustrates the data
flow of each request and response through the principal compo-
nents of the architecture.
MonitorContract Factory
Predictor
Service RequestContract Request
f m,v
a(m, v)
(m, v)
{ v   ,...,  v  }1 n
Database
Dispatcher
Service
Figure 3. An Architecture for Contract-Based Service Provision
4.1 Architectural Components
The architecture comprises of four principal components: contract
factory, predictor, monitor and dispatcher. We outline the role of
each component in the following subsections.
4.1.1 Contract Factory
The contract factory component facilitates the creation of service
provision contracts for a given consumer. The predictor supplies
the output of a performance prediction method: fm(v). The utility
model is realized using Algorithm 4. For ease of differentiation
within the algorithm, we assume that both payment functions are
polynomials of the form anxn + · · · + a1x + a0. We then build
an expected utility functions from the component terms (Step 1),
and differentiate this expected utility function (Step 2). Given the
differentiated expected utility function, a root-finding algorithm
is used (Step 3) to yield the optimal quality level for the service
provision contract (Step 4).
Algorithm 1: Optimal Contract Formation Algorithm
input : Metric, m
input : Payment functions, gm(v) and hm(v)
input : Probability density function, fm(v)
output: Optimal contract, a∗
eu← EUBuild(gm(v), hm(v), fm(v));1
dv← Differentiate(eu, v);2
v∗← RootFinding(dv);3
a∗← ((m, v∗), gm(v∗), hm(v∗)) ;4
4.1.2 Predictor
The predictor component utilizes empirical data from the database
to produce a probability density function: fm(v). The set of empir-
ical data utilized to produce the density function is dependant on
the performance prediction method implemented by the predictor
(see (7)).
4.1.3 Monitor
The monitor component derives quality of service metrics from
each storage request to the architecture. Each request passes
through the monitor component on entry to and exit form the sys-
tem facilitating the derivation of a variety of metrics including
response time and failure rate. The value of the each quality of
service metric: (m, v), for each storage request, is written to the
database once derived for utilization by the predictor component.
4.1.4 Dispatcher
The dispatcher component performs any necessary transformation
of the storage request into a request to the specific service. For any
service a dispatcher can be stipulated to transform the requests into
the appropriate form for the service, providing the ability to support
any given service.
4.2 An Implementation using the Amazon Simple Storage
Service (S3)
The architecture presented in Section 4 was implemented using the
Apache Tomcat Servlet Container (3). The Amazon Simple Storage
Service described in Section 3 was utilized as the service on which
quality level guarantees were defined. As described in Section 1,
such a service is a pertinent example of those services with which
there is increasing interest in the association of QoS with service
provision. By utilizing this service we can extend the QoS metrics
on which a provider can offer guarantees. Instead of being limited
to those provided by S3 itself, a downstream provider has the
potential to offer guarantees on a wide range of QoS metrics for S3
using the utility model given in Section 2. The defined components
of the architecture were mapped to the filter and servlet constructs
provided by the servlet container and the data flow between these
components took the form of HTTP requests and responses.
4.2.1 Contract Factory
The contract factory was implemented by a servlet which formu-
lated service provision contracts for a single quality of service met-
ric. The metric chosen was that of response time: the time between
the end of the storage request and the beginning of the storage re-
sponse. The bisection method of root-finding was implemented in
the contract factory to find the root of the differentiated expected
utility function defined by the utility model. Example payment
functions were associated with the metric in accordance with the
utility model defined in Section 2:
gm(v) = −1.5 + 15000 (4)
hm(v) = 0.5 +−5000 (5)
4.2.2 Predictor
The predictor component was implemented by a servlet using a
simple sliding window heuristic to predict quality levels which
samples the most recent w observations from a set, Θm of chrono-
logically ordered, empirical observations of a given metric m, ob-
tained from those written to the database by the monitor compo-
nent. The size of the window, w, can be established in accordance
with desired reactivity of the method with a smaller window denot-
ing increased reactivity to recent completed requests. The mean, µ,
of the observations in the sample was calculated enabling the boot-
strapping of a parametric distribution. We assume this parametric
distribution to be an exponential distribution and thus the rate pa-
rameter of the exponential distribution, λ, is derived from µ (see (7)
for more information on performance prediction in this context).
µ =
P
θi
w
, λ =
1
µ
(6)
4.2.3 Monitor
The monitor was implemented by a filter and monitored a single
quality of service metric: response time. In order to derive the re-
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sponse time for each storage request, the request was time-stamped
on entry to the system and then time-stamped again on exit from
the system. After the exit time-stamp the derived value for the re-
sponse time metric was written to the database for subsequent use
by the predictor component.
4.2.4 Dispatcher
Two distinct dispatcher components were implemented for each
architecture realized by S3. These dispatcher components trans-
formed the storage requests into specific format required by the
selected S3 web services architecture.
5. Empirical Results
In this section we present empirical results obtained from the im-
plementation described in Section 4.2. The experimentation pro-
vided empirical evidence of the consequences of each web services
architecture on the selected QoS metric (response time), and on
the profit earned by the provider from service provision contracts
contingent on the QoS. The economic perspective of our approach
generates the potential for provider to perform such an empirical
evaluation on the web services architectures exposed by a enter-
prise or commercial web service, and select that web services ar-
chitecture which contributes most positively to QoS and therefore
yields the maximum profit.
The implementation of the architecture described in Section 4.2
was deployed on a single server, and requests for service provi-
sion contracts and the service itself were submitted to this server
in accordance with some example load conditions using a multi-
threaded load generator (2) deployed on a separate machine. The
duration of each experimental run was 10000 iterations of a con-
tract request followed by a storage request. Each storage request
was analogous, requesting the retrieval of an identically file from
S3. The requests were partitioned equally across 100 independent
threads and the time between arrivals for each of the 100 indepen-
dent threads was modelled by an exponentially distributed random
variable, exp(λ) where λ = 0.025, generating an average of 2.5 re-
quests per second. The experiment was repeated for each of the web
service architectures supported by S3. The load conditions chosen
serve only as indicative rather than serving to simulate any specific
execution environment.
Mean Std Dev Min Max
HTTP Interface 457.48 185.87 419.54 4682.80
SOAP Interface 588.70 554.40 504.05 12430.04
Figure 4. Response Time Statistics using the HTTP and SOAP
Interface for S3
Table 5 presents statistics obtained for the response time QoS
metric, utilizing each of the web services architectures supported
by S3 during experimentation. The response times obtained through
the HTTP interface were, on average, significantly lower and less
varied than those obtained through the SOAP interface. Both the
standard deviation (554.40) and the maximum value (12430.04) of
the SOAP interface were vastly higher than the standard deviation
(457.48) and the maximum value (4682.80) of the HTTP inter-
face. These statistics indicate that the HTTP interface yields far
more predictability than the SOAP interface in terms of response
time and therefore the values of response time included in quality
level guarantees should be more accurate when using the HTTP
interface.
Figure 5 illustrates the prediction error experienced when utiliz-
ing the HTTP interface. The greater the prediction error in perfor-
mance through a given interface, the more uncertain the quality of
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Figure 5. Prediction Error using the HTTP Interface for S3
service included in a given service provision contract. The closer
the values are to zero on the y-axis, the more accurate the predic-
tion.
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Figure 6. Prediction Error using the SOAP Interface for S3
Figure 6 illustrates the prediction error experienced when utiliz-
ing the SOAP interface. In comparison with Figure 5 one can see
that, in general, the QoS is subject to a more significant prediction
error utilizing the SOAP interface than when utilizing the HTTP
interface. When utilizing the SOAP interface, the predictor tends to
under-estimate the value of response time significantly more than
when utilizing the HTTP interface. It should be noted that, for rea-
sons of clarity, both graphs on plot those errors between−2000 and
2000, omitting a small number of errors which lie outside of that
range.
The effect of each web services architecture on the prediction
error leads to a consequential effect on the utility/profit yielded by
the provider. Figure 7 illustrates this effect on the cumulative util-
ity yielded by the provider over the lifetime of the experiment. The
reduction in prediction error attained through the HTTP interface
translates directly into increased utility for the provider and over
the lifetime of the experiment, the utilization of the HTTP interface
yields greater utility/profit than utilization of the SOAP interface.
These results are not necessarily indicative for services other than
S3, but they do demonstrate the applicability of the empirical eval-
uation from an economic perspective we advocate in this work.
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6. Conclusion
In this paper we have presented an empirical evaluation of web ser-
vices architectures from an economic perspective. We have intro-
duced a utility model to facilitate the formation of optimal service
contracts under uncertainty in QoS. We then introduced the Ama-
zon Simple Storage Service (S3), presented an architecture to sup-
port contract-based service provision and discussed an implemen-
tation of the architecture using S3. Empirical results obtained from
the implementation were presented to illustrate the consequences
of utilizing each of the two principal styles of web services ar-
chitecture exposed by S3 in terms of both quality of service and
profit yielded by the provider. The consequences of each web ser-
vices architecture on the QoS and ultimately the profit of the service
provider were illustrated by our results demonstrated the applica-
bility of an empirical evaluation of web services architectures from
an economic perspective.
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