Abstract. Recently, the first author of this paper, used the structure of finite dimensional translation invariant subspaces of C(R, C) to give a new proof of classical Montel's theorem, about continuous solutions of Fréchet's functional equation ∆ m h f = 0, for real functions (and complex functions) of one real variable. In this paper we use similar ideas to prove a Montel's type theorem for the case of complex valued functions defined over the discrete group Z d . Furthermore, we also state and demonstrate an improved version of Montel's Theorem for complex functions of several real variables and complex functions of several complex variables.
Motivation
A famous result proved by Jacobi in 1834 claims that if f : C → C is a non constant meromorphic function defined on the complex numbers, then P 0 (f ) = {w ∈ C : f (z + w) = f (z) for all z ∈ C}, the set of periods of f , is a discrete subgroup of (C, +). This reduces the possibilities to the following three cases: P 0 (f ) = {0}, or P 0 (f ) = {nw 1 : n ∈ Z} for a certain complex number w 1 = 0, or P 0 (f ) = {n 1 w 1 + n 2 w 2 : (n 1 , n 2 ) ∈ Z 2 } for certain complex numbers w 1 , w 2 satisfying w 1 w 2 = 0 and w 1 /w 2 ∈ R. In particular, these functions cannot have three independent periods and there exist meromorphic functions f : C → C with two independent periods w 1 , w 2 as soon as w 1 /w 2 ∈ R. These functions are called doubly periodic (or elliptic) and have an important role in complex function theory [9] . Analogously, if the function f : R → R is continuous and non constant, it does not admit two Q-linearly independent periods.
Obviously, Jacobi's theorem can be formulated as a result which characterizes the constant functions as those meromorphic functions f : C → C which solve a system of functional equations of the form (1) ∆ h1 f (z) = ∆ h2 f (z) = ∆ h3 f (z) = 0 (z ∈ C)
for three independent periods {h 1 , h 2 , h 3 } (i.e., h 1 Z + h 2 Z + h 3 Z is a dense subset of C). For the real case, the result states that, if h 1 , h 2 ∈ R \ {0} are two nonzero real numbers and h 1 /h 2 ∈ Q, the continuous function f : R → R is a constant function if and only if it solves the system of functional equations (2) ∆ h1 f (x) = ∆ h2 f (x) = 0 (x ∈ R).
In 1937 Montel [15] proved an interesting nontrivial generalization of Jacobi's theorem. Concretely, he substituted in the equations (1), (2) above the first difference operator ∆ h by the higher differences operator ∆ m+1 h (which is inductively defined by ∆ n+1 h f (x) = ∆ h (∆ n h f )(x), n = 1, 2, · · · ) and proved that these equations are appropriate for the characterization of ordinary polynomials. In particular, he proved the following result: Theorem 1.1 (Montel) . Assume that f : C → C is an analytic function which solves a system of functional equations of the form
m is an ordinary polynomial with complex coefficients and degree ≤ m. Furthermore, if {h 1 , h 2 } ⊂ R \ {0} satisfy h 1 /h 2 ∈ Q, the continuous function f : R → R is an ordinary polynomial with real coefficients and degree ≤ m if and only if it solves the system of functional equations
The functional equation ∆ m+1 h f (x) = 0 had already been introduced in the literature by M. Fréchet in 1909 as a particular case of the functional equation
where f : R → R and ∆ h1h2···hs f (x) = ∆ h1 (∆ h2···hs f ) (x), s = 2, 3, · · · . In particular, after Fréchet's seminal paper [6] , the solutions of (5) are named "polynomials" by the Functional Equations community, since it is known that, under very mild regularity conditions on f , if f : R → R satisfies (5), then f (x) = a 0 + a 1 x + · · · a m x m for all x ∈ R and certain constants a i ∈ R. For example, in order to have this property, it is enough for f being locally bounded [6] , [2] , but there are stronger results [7] , [10] , [14] , [16] . The equation (5) can be studied for functions f : X → Y whenever X, Y are two Q-vector spaces and the variables x, h 1 , · · · , h m+1 are assumed to be elements of X:
In this context, the general solutions of (6) are characterized as functions of the form
Furthermore, it is known that f : X → Y satisfies (6) if and only if it satisfies
A proof of this fact follows directly from Djoković's Theorem [5] (see also [8 
where
In his seminal paper [15] , Montel also studied the equation (7) 
some complex numbers a α , and all x ∈ R d . Thus, f is an ordinary complex valued polynomial in d real variables.
Consequently
α is an ordinary complex valued polynomial in k complex variables. 
(see, e.g., [20, Theorem 4.1] , for the proof of this result).
In [1] the author used the structure of finite dimensional translation invariant subspaces of C(R, C) to give a new proof of Theorem 1.1. In this paper we use similar ideas to prove a Montel's type theorem for the case of complex valued functions defined over the discrete group Z d . Furthermore, we also state and demonstrate an improved version of Theorem 1.2.
In all the paper we use the following standard notation:
Main resuts
For the discrete case, we will need to use the following well known result by M. Lefranc, whose proof is based on algebraic geometry arguments (see, e.g., [4] , [12] , [18] ).
Theorem 2.1 (Lefranc, 1958) . Assume that V is a closed vector subspace of C(Z d , C) which is invariant by translations, and let Γ V denote the set of exponential monomials which belong to V . Then V = span(Γ V ).
An immediate consequence of Lefranc's Theorem is the following
Here and, in all what follows, we assume that λ 0 = (1, · · · , 1) and that m 0 = 0 means that there are no elements of the form n α in the basis. We always assume that m k ≥ 1 for k = 1, · · · , s.
Let us now state two technical results, which are extremely important for our arguments in this section.
Lemma 2.4. Let E be a vector space and L : E → E be a linear operator defined on E. 
It is important to note that there are many examples of linear transformations T : E → E such that T and T m have different sets of invariant subspaces. For example, if T is not of the form T = λI for any scalar λ and satisfies T m = I or T m = 0, then all subspaces of E are invariant subspaces of T m and, on the other hand, there exists v ∈ E such that T v ∈ span{v}, so that span{v} is not an invariant subspace of T . On the other hand, as the following lemma proves, sometimes it is possible to show that T and T m share the same set of invariant subspaces. Lemma 2.6. Let K be a field and E be a K-vector space with basis β = {v k } n k=1 and let m ∈ N, m ≥ 1. Assume that T : E → E is such that A = M β (T ) is of the form A = λI + B, where λ ∈ C and B is strictly upper triangular with nonzero entries in the first superdiagonal. Then the full list of T -invariant subspaces of E is given by V 0 = {0} and V k = span{v 1 , · · · , v k }, k = 1, 2, · · · , n. Furthermore, if λ = 0, then T m has the same invariant subspaces as T .
Proof. Assume that A = M β (T ) is of the form A = λI + B, where λ = 0 and B is strictly upper triangular with nonzero entries in the first superdiagonal, and let V = {0} be a T -invariant subspace. 
Let us now assume that λ = 0. To compute the invariant subspaces of T m we take into account that
and
This shows that A m = λ m I + C, with C strictly upper triangular with nonzero entries in the first superdiagonal, since the only contribution to the first superdiagonal of C = mλ
is got from mλ m−1 B, and λ = 0 . It follows that we can apply the first part of the lemma to the linear transformation T m , which concludes the proof.
which is invariant by translations and contains V . Consequently, all elements of V are exponential polynomials,
Proof. We apply Lemma 2.5 with
Applying Corollary 2.2, we conclude that all elements of W (hence, also all elements of V ) are exponential polynomials.
Theorem 2.8 (Discrete Montel's Theorem
complex numbers a α , and all n ∈ Z d . In other words: f is an ordinary polynomial on
which satisfies the hypotheses of Proposition 2.7. Hence all elements of V are exponential polynomials. In particular, f is an exponential polynomial,
and we can assume, with no loss of generality, that λ 0 = (1, 1, · · · , 1), m 0 ≥ m − 1, and λ i = λ j for all i = j. Let
and E = span{β} be an space with a basis of the form (11) which contains V . Let us consider the linear map ∆ h : S → S induced by the operator ∆ h when restricted to E. Obviously, E = P ⊕E 1 ⊕E 2 ⊕· · ·⊕E s , where
is a polynomial of degree ≤ |α| − 1 and
Let us fix k ∈ {1, · · · , s} and let us consider the operator (∆ h ) |E k : E k → E k . The matrix A k associated to this operator with respect to the basis β k = {n α λ n k } 0≤|α|≤m k , which we consider ordered by the graduated lexicographic order,
Let us now study the equations
, being the vectors fixed by the hypotheses of the theorem. We know that
which is equivalent to the system of relations
Consider the function f given by (10) .
Hence f = p 0 , which proves the first part of the theorem.
Let us now assume that d = 1. We know that f (n) = a 0 +a 1 n+· · ·+a m0 n m0 is an ordinary polynomial (with m 0 ≥ m − 1) and we want to demonstrate that deg(f ) ≤ m − 1. To prove this assertion we fix our attention on the matrix A associated to ∆ h : Π m0 → Π m0 with respect to the basis
. A simple computation shows that Proof. If h 1 , h 2 are coprime then, by Bézout's identity, there exists a, b ∈ Z such that 1 = ah 1 + bh 2 .
Hence h 1 Z + h 2 Z = Z and the result follows from Theorem 2.8.
The estimation of the degree of f in Theorem 2.8 when d > 1 can be achieved in certain special cases. To prove a result of this type, we introduce the following technical result.
Proof. Let i ∈ {1, · · · , d} be fixed and let us assume that α = (α 1 , · · · , α d ) satisfies a α = 0 and α i ≥ m+1. Then In [11, Lemma 15.9.4.] it is proved that, if f : R d → R is an ordinary polynomial separately in each one of its variables, and the partial degrees of f are uniformly bounded by a certain natural number m, independently of the concrete variable and independently of the values of the other variables, then f is itself an ordinary polynomial. Corollary 2.11 proves that an analogous result holds for functions f : Z d → C and gives a concrete upper bound for the total degree of f . In [17, Theorem 14] the authors proved that, if K is a field and f : K d → K is an ordinary polynomial separately in each variable (but without any other assumption about the degrees of the polynomials appearing in this way), then f is an ordinary polynomial jointly in all its variables, provided that K is finite or uncountable. Furthermore, for the case of K with infinite countable cardinal, they constructed a function χ : K d → K which is not a polynomial function on K d , but it is an ordinary polynomial separately in each variable. This
