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In this paper, we study the influence of spatial fluctuations in a two-dimentional Kondo-Lattice
model (KLM) with anti-ferromagnetic couplings. To accomplish this, we first present an implemen-
tation of the dual-fermion (DF) approach based on the hybridization expansion continuous-time
quantum Monte Carlo impurity solver (CT-HYB), which allows us to consistently compare the local
and non-local descriptions of this model. We find that, the inclusion of non-locality restores the
self-energy dispersion of the conduction electrons, i.e. the ~k dependence of Σ(~k, iωn). The anti-
ferromagnetic correlations result in an additional symmetry in Σ(~k, iωn), which is well described by
the Ne´el antiferromagnetic wave-vector. A “metal”-“anti-ferromagnetic insulator”-“Kondo insula-
tor” transition is observed at finite temperatures, which is driven by the competition of the effective
RKKY interaction (at the weak coupling regime) and the Kondo singlet formation mechanism (at
the strong coupling regime). Away from half-filling, the anti-ferromagnetic phase becomes unstable
against hole doping. The system tends to develop a ferromagnetic phase with the spin susceptibility
χs(Q) peaking at Q = Γ. However, for small J/t, no divergence of χs(Γ) is really observed, thus,
we find no sign of long-range ferromagnetism in the hole-doped two-dimension KLM. The ferromag-
netism is found to be stable at larger J/t regime. Interestingly, we find the local approximation
employed in this work, i.e. the dynamical mean-field theory (DMFT), is still a very good description
of the KLM, especially in the hole-doped case. We do not observe clear difference of the two-particle
spin susceptibilities in the DMFT and the DF calculations in this regime. However, at half-filling,
the non-local fluctuation effect is indeed pronounced. We observe a strong reduction of the critical
coupling strength for the onset of the Kondo insulating phase.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h
I. INTRODUCTION
Heavy fermion, as the name tells, is a fermion with
large effective mass as compared to that of a non-
interacting fermion. They are found in a large num-
ber of lanthanide and actinide compounds1–5, which
display many striking phenomena. The large effective
mass can be seen, for example, from the specific heat of
CexLa1−xCu63, which shows a large linear temperature-
dependence. The effective mass is known to be propo-
sitional to this linear coefficient in Fermi liquid theory,
whose quasiparticle description is believed to be valid in
the heavy fermion systems6. The specific heat seems to
have a universal doping dependence, which indicates that
each Ce ion independently contributes to the enhanced
specific heat, thus the ion-electron interaction is rather
local. The measured temperature-dependence of the uni-
form susceptibility shows two different types of behav-
iors1,3. A Curie-Weiss behavior is found at temperatures
higher than a characteristic temperature TK , which is
known as the kondo temperature. The susceptibility is
non-monotonic at low T, and eventually saturates to a
finite value when T approaches to zero with the value
being a few orders of magnitude larger than values typ-
ical for simple metals. This leads to the enhanced Pauli
susceptibility for T < TK .
To account for the local coupling between the mag-
netic moments and itinerant electrons, the Kondo lattice
model (KLM) is proposed,
H = −t
∑
〈i,j〉,σ
(c†i,σcjσ +h.c.)−µ
∑
i,σ
c†iσciσ + J
∑
i
~Sfi ·~sci .
(1)
where c†i,σ(ciσ) creates(annihillates) of a conduction elec-
tron with spin σ at the i-th site. Eq. (1) describes local-
ized degrees of freedom interacting with itinerant elec-
trons. It is an effective model for many materials with f
orbitals (some with d orbitals), in which the Coulomb in-
teraction between electrons are so strong that the charge
fluctuations are essentially suppressed, leading to a sit-
uation that only spin/orbital degree of freedom remain
active. This process can be mathematically simulated
by cutting off the one-electron hybridization processes in
the periodic Anderson model as done in the Schrieffer-
Wolff transformation.7 In Eq. (1), at each site, the spin
sector of the conduction electrons interacts locally with
that of the f-orbital. This interaction gives rise to the
dominant energy scale in the large J/t limit, where the
local magnetic impurity is fully screened by the conduc-
tion electron by forming spin singlets, i.e. Kondo effect.
However, going from the PAM to the KLM, the adiabatic
connection to J/t = 0 limit is lost. Unlike in the PAM,
the perturbation series with respect to J/t is singular at
J = 08, which makes the solution of the KLM non-trivial
even for small J/t. When J/t is small, another energy
scale emerges from the coupling of the conduction elec-
tron polarization around the magnetic impurities at dif-
ferent sites, i.e. the so-called Ruderman-Kittel-Kasuya-
Yosida (RKKY) interaction. The RKKY interaction is
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2an indirect interaction of the local magnetic impurities
induced by Kondo exchange coupling. To understand
the competition of these two energy scales is one of the
key issues in the study of heavy fermion systems.
Theoretically, the phase diagram of the KLM has been
extensively studied by the mean-field theory9–11 and nu-
merical approaches in one-dimension12–14. For reviews of
the KLM, see, for example, references 15–17. Recently,
many efforts8,18–21 are dedicated to the study of the KLM
in the infinite-dimension by using the dynamical mean-
field theory (DMFT)22. The DMFT is an exact map-
ping of the interacting many-body problem to an effec-
tive impurity problem in the infinite-dimension, in which
spatial fluctuations are completely neglected. In this pa-
per, we study the anti-ferromagnetic Kondo model on
a two-dimensional square lattice, with special attention
to the non-local fluctuation effect. Effort of going be-
yond the local description of the KLM has been recently
carried out23,24 at two-dimension by using one cluster-
extension of the DMFT, i.e. the dynamical cluster ap-
proximation (DCA)25. In the DCA, the short-range cor-
relations inside a two-site cluster was fully taken into
account. Here, we take a different strategy, we consider
the non-local corrections to the DMFT local solution via
the local two-particle vertices through the dual fermion
approach26,27, in which both the short- and long-range
non-local fluctuations can be treated on equal footing,
but they both are only approximately taken in account
in this method. We calculate the one-body self-energy
function Σ(~k, iωn) and identify the non-local fluctuations
from the momentum dependence of it. We find that
the spatial fluctuation is pronounced at half-filling and
becomes weaker with hole doping. At the hole doped
regime, we find no sign of long-range ferromagnetism at
small J/t. The ferromagnetic spin arrangement is only
stabilized when J/t is large. We find the DMFT solution
is quite close to the DF results with large hole doping,
indicating spatial fluctuation is negligible in this case. To
see the non-local effect on the anti-ferromagnetic phase,
we calculate χDFMTs (Q,Ωm = 0) from the DMFT and
χDFs (Q,Ωm = 0) from the DF approach. We find the
non-local fluctuations suppresses the antiferromagnetic
phase to lower temperature and smaller J/t regime.
This paper is organized as follows: we start with the
local description of the KLM by solving the DMFT equa-
tion with the CT-HYB impurity solver. We briefly sum-
marize the basic idea of the CT-HYB for the Kondo
problem in II A. In II B we present a few DMFT re-
sults focusing on the two-dimension case. A comparison
to the infinite-dimension DMFT results is made, which
also serves as benchmarks of our implementation. In sec-
tion III, the non-local extension of the DMFT is given.
The details of the DF scheme for the Kondo lattice model
is presented in III A and the main discussion of this paper
is dedicated to the non-local fluctuations on the single-
and two-particle properties, which is presented in III B.
Summary and outlook are then given in section IV.
II. LOCAL DESCRIPTION
A. algorithm
In the language of the DMFT, the many-body inter-
acting problem in Eq. (1) is locally approximated by a
magnetic impurity embedded in a continuous bath of the
conduction electrons. The non-local degrees of freedom
in Eq. (1), i.e. the kinetic term −t∑〈i,j〉,σ(c†i,σcjσ+h.c.),
can be readily integrated out. Due to the coupling of the
c− and the f−electrons at the impurity site, integrating
over the bath mathematically results in a dynamic func-
tion ∆(ω) associated to the impurity, which accounts for
the hybridization of the impurity with the itinerate con-
duction electrons. The local Hamiltonian is given as:
Hiloc = −µ
∑
σ
c†iσciσ + J ~S
f
i · ~sci . (2)
Eq. (2) can be easily diagonalized in the particle-
number basis. Table I shows the corresponding eigen-
functions and eigenvalues. The full Hilbert space of Hiloc
is a product of those of the conduction electrons and the
magnetic impurity. As for a spin-1/2 impurity which is
what we consider in this work. The Hilbert space dimen-
sion is 8. Hamiltonian Eq. (2) conserves particle num-
ber N and spin SU(2) symmetry, thus the corresponding
Hilbert space can be further decomposed into 7 blocks
characterized by different quantum numbers (N,Stotz ).
As one can see, the largest dimension of these decoupled
blocks is 2. The decompsion of the full Hilbert space is
of great convenience for the numerical simulation of this
model that we will specify below.
Energy Eigenstates Particle Number Stotz
0 |1〉 = |0, ↓〉 0 -1/2
0 |2〉 = |0, ↑〉 0 1/2
J/4− µ |3〉 = | ↓, ↓〉 1 -1
−3J/4− µ |4〉 = 1√
2
(| ↑, ↓〉 − | ↓, ↑〉)
1 0
J/4− µ |5〉 = 1√
2
(| ↑, ↓〉+ | ↓, ↑〉)
J/4− µ |6〉 = | ↑, ↑〉 1 1
−2µ |7〉 = | ↑↓, ↓〉 2 -1/2
−2µ |8〉 = | ↑↓, ↑〉 2 1/2
TABLE I. Eigenvalues and eigenstates of the local Hamilot-
nian Eq. (2) in the particle-number basis. The Hilbert space
is further decoupled into different blocks with respect to the
total particle number and the z-component of the total spin
operator. The first arrow in each eigenstate represents the
c-electron spin, while the second arrow represents the spin of
the local magnetic impurity.
The complete DMFT action of the Kondo lattice model
is given as the sum of the hybridization and the local
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FIG. 1. The probability of the expansion terms in Eq. (1)
being sampled at each order for the Kondo lattice model on
a two-dimension square lattice at βt = 50.
parts.
S[{c}; {f}] = −
∑
σ
c∗σ,ωn [iωn + µ−∆(iωn)]cσ,ωn
+J ~Sf · ~sc (3)
In this paper, to numerically solve this action, we employ
the continuous-time quantum Monte Carlo method28
based on the hybridization-expansion algorithm29,30. We
note that, the interaction-expansion algorithm31 has also
been applied to a closely related model, i.e. Coqblin-
Schrieffer model with N components32 by J. Otsuki et
al.19,20. Here, we employ the implementation recently
proposed by us33 directly to the KLM. In this implemen-
tation, the single- and two-particle Green’s functions are
directly sampled in the Matsubara frequencies space, no
imaginary-time measurement is required. The noise of
the self-energy function at large frequencies are removed
by replacing the self-energy with a carefully determined
high-frequency tail. This tail is calculated independently
from the CT-HYB simulation. We find that, usually,
only a few numbers of Matsubara frequencies need to be
simulated. And this number decreases with the increase
of interaction strengths. Thus, moderate speedup of the
simulation can be gained in this implementation.
As for the Kondo problem defined in Eq. (3), the ba-
sic idea of the CT-HYB algorithm can be understood as
an expansion over the coupling between the conduction
electrons and the magnetic impurity.
Zimp= Tre−
∫ β
0
dτdτ ′S(τ,τ ′) = ZcZloc
∑
k
1
k!2
Tr×
〈Tτ
∫ β
0
{dτ}c(τ1)c†(τ ′1) · · · c(τk)c†(τ ′k)〉c〈DetCk〉b,(4)
where k is the expansion order, Zc = Trc exp[−βHc],
Zloc = Trc exp[−βHloc] are the partition function corre-
sponding to the conduction electrons and the local Hamil-
tonian. If we choose the basis function of Zloc as the
eigenfunctions listed in table I, Zloc can be easily cal-
culated from the eigenenergies of Hloc. However, under
this basis, c(τ) and c(τ ′)† in Eq. (4) become matrices,
whose elements connect different eigenstates. Due to the
conservation of the quantum numbers mentioned in ta-
ble I, these elements are non-vanishing only between cer-
tain eigenstates. Thus, the matrix product of the list
of kinks, e.g. c(τ) and c†(τ ′) in Eq. (4), only need to
be calculated between certain blocks of the full Hilbert
space. Compared to the production of matrix of size
8 × 8 for the full Hilbert space, now the largest matrix
needs to be treated is 2 × 1. Thus, the decomposition
greatly reduces the simulation efforts. In Eq. (4), every
expansion term will be faithfully calculated in a stochas-
tic way in the simulation. Therefore, the CT-HYB can
provide a numerically exact solution to the DMFT map-
ping of the Kondo lattice model. Under the MC impor-
tance sampling algorithm, for our problem, there is only
finite number of terms have non-vanishing contributions
to the expansion.
B. results
The DMFT + CT-HYB study of the Kondo lattice
model has been carried out on the bethe lattice30. The
study presented in this section focuses on the square lat-
tice geometry, we will mainly discuss the influence of the
system-dimension reduction. In addition, they can also
be viewed as benchmark of our implementations.
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FIG. 2. The comparison of the local self-energy of the antifer-
romagnetic KLM at βt = 50 on a two-dimension square and
an infinite-dimension bethe lattice.
Fig. 1 shows an estimate of the expansion order ”k”
(see Eq. (4)) for different values of J/t on the square lat-
tice at βt = 50. As on the bethe lattice30, the increase of
J/t value leads to the movement of the distribution P (k)
towards a smaller value of k. This is because the stochas-
tic expansion in the CT-HYB is around the atomic limit,
4the larger coupling J/t would justify the local Hamilto-
nian Eq. (2) to be a better zero approximation of the full
Hamiltonian, e.g. Eq. (3). P (k) can be a measure of
the numerical expense of the problem29, it defines the di-
mension of the determinantal matrix and the number of
“kinks” to be multiplied30. Fig. 1 shows that the larger
values of J/t cases can be more efficiently simulated in
the CT-HYB algorithm. Compared to P (k) for the bethe
lattice calculations30, we find that for given value of J/t,
the reduction of system dimension from infinity- to two-
dimension shifts the distribution to larger value of J/t
(, for the corresponding distribution P (k) on the bethe
lattice, see 30).
As another benchmark of our simulations, we show in
Fig. 2 the local self-energy and compare them to the
counterparts on the bethe lattice30. The solid symbols
in Fig. 2 represent the imaginary part of the local self-
energy for J/t = 1.0, 1.2 and 1.5 on the square lattice.
The empty symbols correspond to the solutions on the
bethe lattice with the same parameters. The reduction
of system dimension in the DMFT does not change the
self-energy too much, though P (k) shown in Fig. 1 cen-
ters at “k” of value more than two times larger on the
square lattice than on the bethe lattice. Σ(iωn) behaves
very similarly for the two different lattice geometries, i.e.
−ImΣ(iωn)/t logarithmly increases with the decrease of
frequencies ωn, which suggests the system to be an insu-
lator.
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FIG. 3. Imaginary-time Green’s function of the conduction
electrons at inverse temperature βt = 50. With the increase
of coupling strengths, −G(τ) at t = β/2 exponentially decays.
But for all values of J/t, −G(β/2) stay below the value (the
black dashed line) expected for the Fermi liquid.
We can further confirm this conclusion by examining
the imaginary-time Green’s function of the conduction
electrons in Fig. 3. We can clearly see that for all values
of J/t, G(β/2) remains smaller than 4/(piβt) ≈ 0.02546
expected for a Fermi liquid. G(β/2) varies very slowly
with decreasing of J/t, thus, we could reasonably expect
that for any small value of J/t the system will never be-
come a Fermi liquid. Further decreasing of temperatures
would lead to a smaller value of G(β/2) for given J/t.
This leads to the conclusion that, he ground state of the
anti-ferromagnetic Kondo model may be an insulator for
arbitrary value of J/t.
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FIG. 4. The imaginary part of the self-energy function and the
corresponding one-particle Green’s function of the conduction
electrons. In the upper panel, Σ(iωn) exponentially increases
when ωn approaches to zero. In the lower panel, G(iωn) shows
no divergence and approaches to zero for large values of J/t
at ωn → 0.
Fig. 4 displays the imaginary part of the self-energy
function for βt = 50 and various J/t. Compared to Fig. 2,
here results for more values of J/t are presented and they
all correspond to the square lattice study. −ImΣ(iωn)/t
logarithmly increases with the decrease of ωn for all val-
ues of J/t. Decreasing J/t only slowly increase the slopes
of −ImΣ(iωn)/t, but never changes the sign of the slope
to positive values. Thus, the self-energy will never fall
down to zero at ωn → 0 as expected for the metallic
phase. This leads to an insulating phase for all values of
J/t, which agrees with the behavior of G(β/2). However,
the one-body Green’s function shown in the lower plot
of Fig. 4 seems to display different behaviors at larger
and smaller values of J/t. In general, the single-particle
Green’s function is divergent in the metallic phase and
approaches to zero in the insulating phase as ωn → 0.
As shown in Fig. 4, for J/t larger than 0.8, −ImG(iωn)t
5remains finite (not divergent) at ωn → 0. It becomes
flat at J/t = 0.8 and starts to decrease with the fur-
ther increase of J/t as expected for insulators. From
Fig. 3 and Fig. 4(a), we know the system is insulating
for all values J/t studied here. The non-vanishing value
of −ImG(iωn)t for J/t > 0.8 at ωn → 0 in Fig. 4(b)
reflects that the charge gap is very small in these cases,
which is essentially the same the situation as of G(β/2)
for smaller values of interaction, where they are very close
to the value expected for a Fermi liquid (see the dashed
line in Fig. 3).
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FIG. 5. The uniform spin susceptibility of the KLM, which
contains the contribution from both local moments and con-
duction electrons. Jχs(T ) shows a crossover from ∼ 1/T at
high temperatures to ∼ 1/TK behaviors at low temperatures.
To track the crossover from high temperature mag-
netic moments to low temperature electrons screening
processes, we show in Fig. 5 the temperature evolution
of the impurity spin susceptibility
χimps (T ) =
∫ β
0
dτχimps (τ, T ) =
∫ β
0
dτ〈Sz(τ)Sz(0)〉 (5)
and normalize it with the static susceptibility CZ = 〈S2z 〉.
In the CT-HYB, both χimps (T ) and CZ can be measured
to very high precision. In the eigenbasis shown in Ta-
ble I, Sz is simply a conserved number, which is the z-
component of the total spin of Eq. (1). Thus, χimps (T )
actually contains the contribution from both local mo-
ments and conduction electrons. This is different from
the quantities shown in Fig. 3 and Fig. 4, which only
correspond to the conduction electrons. Due to the con-
servation of Sz, in the CT-HYB, the matrix product in
Eq. (4) with Sz(τ) and Sz(0) operators can be trivially
done. As we expected, χimps (T ) shows two distinct behav-
iors at high and low temperatures. At high temperature
χimps (T ) scales in Curie law ∼ 1/T , while at low tem-
perature it saturates and shows a paramagnetic behavior
∼ 1/TK . The temperature TK marks the crossover of
the susceptibility from a high temperature Curie-Weiss
type to a low temperature Pauli type. With the in-
crease of J/t, the saturation of χimps (T )/CZ moves to
larger value of T/t, indicating that the Kondo tempera-
ture TK increases with the increase of the Kondo coupling
strengths. Following reference 19, one can estimate the
Kondo temperature TK from the inverse of the impurity
spin susceptibility as TK = CZ/χ
imp
s at sufficiently low
temperature. Corresponding to the parameters in Fig. 5,
TK can be found in Fig. 10, which we will discuss later
on together with the magnetic phases detected from the
DMFT and the dual-fermion approaches, respectively.
III. NON-LOCAL CORRECTION
To go beyond the local approximation of the DMFT,
we consider the non-local corrections generated by the
local two-particle vertices, through the dual-fermion ap-
proach26,27. In the DMFT mapping of the Kondo prob-
lem defined on the square lattice, the one-particle hop-
ping of the conduction electrons is essentially replaced
by the hybridization function ∆(ω), which locally cou-
ples to the impurity. Such a replacement is exact when
the dimension of the system is infinite. For the prob-
lem defined on the square lattice, (k) cannot be exactly
mapped to ∆(ω). As the DMFT is a good approxima-
tion in many cases, (k) - ∆(ω) can be small. Thus, we
treat (k)−∆(ω) as a small parameter and perturbatively
study their influence on the DMFT solution. This is the
basic idea of the dual-fermion approach. As a compre-
hensive presentation of our implementation of the dual-
fermion method in conjunction with the CT-HYB, we
explain the methodology of the dual-fermion approach
in details here once again, following the original work of
A.N. Rubtsov and his collaborators.26
A. algorithm
Mathematically, one can formulate the above idea by
rewriting the lattice action with that of the impurity and
expands (k)−∆(ω) around the DMFT limit. Under the
path-integral, the lattice partition function is expressed
as Z = ∫ D[{c}; {f}]e−S , and
S[{c}; {f}] = −
∑
k,σ
c∗k,ωn,σ[iωn + µ− k]ck,ωn,σ
+J
∑
i
~Sf · ~sc. (6)
We can add/subtract ∆(iωn) to/from the above action,
which essentially changes nothing, but now the action
reads
S[{c}; {f}] =
∑
i
Siimp +
∑
α
c∗α[k −∆(iωn)]cα, (7)
where Simp is given by Eq. (3) and the short notation
α = (k, ωn, σ) is used. As stated above, if we take
6k − ∆(iωn) as an expansion parameter (no matter it
is large or small), we can formally expand this action
around Simp. If we are able to collect every term, this
expansion will still be an exact expression of S[{c}; {f}].
In the dual-fermion approach, this expansion is practi-
cally carried out by applying one of the path-integral
standard technique, i.e. change of variable.
The last term in the above expression can be rewrit-
ten in an equivalent form by introducing a new set of
variables, e.g. {d}.
e−
∑
α c
†
αAαcα =
−1
detA
∫
D[d, d∗]e(−c∗αdα+h.c.)−d∗αAαdα ,(8)
which depends on both the conduction electron degrees
of freedom, i.e. {c}, and the introduced dual variables,
i.e. {d}. Here A denotes matrix Âkωn,σ, with element
Akωn,σ = [∆(iωn)− k]−1. The partition function of the
lattice problem defined in Eq. (1) now depends on all
three variables,
Z =
−1
detA
∫
D[c, c∗; f, f∗]e−
∑
i S
i
imp ×∫
D[d, d∗]e−
∑
α[c
∗
αdα+d
∗
αcα+d
∗
αAαdα] (9)
We should note here, there is no approximation in-
volved in the above derivations, Eq. (9) is an equiva-
lent expression of the lattice action. Thus, any quan-
tity of interests can be equally evaluated through Eq. (9)
and Eq. (6). For example, one can calculate the single-
particle Green’s function from both actions (by taking k
as the source term and differentiate both actions over it),
which leads to
Gkωn,σ = [∆(iωn)−k]−2Gdualkωn,σ+[∆(iωn)−k]−1, (10)
where Gdualkωn,σ = −〈dkωn,σd∗kωn,σ〉 denotes the single-
particle Green’s function of the dual variables.
It becomes transparent now that the introduction of
the new variable changes the calculation of the lattice
Green’s function Gkωn,σ to that of G
dual
kωn,σ
. With respect
to the complexity of solving the KLM, it seems that noth-
ing is achieved in the transformation in Eqs. (6 - 10), as
Gdualkωn,σ is not known and its calculation can be equally
complicated as that of Gkωn,σ. However, as one will see
below, due to the fact that the expansion is around the
DMFT solution, Gdualkωn,σ can be reliably calculated in a
perturbative manner, which is much simpler than the
calculation of Gkωn,σ directly.
As for the Kondo problem we study in this paper, the
evaluation of Gdualkωn,σ formally requires an action that de-
pends only on {d} and {f} degrees of freedom, which can
be obtained by integrating {c} out of Eq. (9). {c} and {d}
are separated in Eq. (9) except for (c∗kωn,σdkωn,σ + h.c.).
Expanding the partition function in Eq. (9) over this
mixed term, and neglecting any term in which c and
c∗ are not paired (according to the Grassmann algebra)
leads to
Z =
−1
detA
∫
D[d, d∗] exp(−
∑
α
d∗αAαdα)×Zimp
∫
D[c, c∗; f, f∗]e−
∑
i S
i
imp[c,c
∗;f,f∗] ×
×[1 +
∑
α1α2
d∗α1〈cα1c∗α2〉impdα2 +
1
4
∑
α1α2α3α4
〈cα1c∗α2cα3c∗α4〉impd∗α1dα2d∗α3dα4 + higher orders]
= Zimp
−1
detA
∫
D[d, d∗] exp(−
∑
α
d∗α(Aα + gα)dα − V [d, d∗]), (11)
where gα = −〈cαc∗α〉imp and χ1234 = 〈cα1c∗α2cα3c∗α4〉imp
are the impurity one- and two-particle Green’s functions.
A complete separation of vaiables {d} with the local
degress of freedom {c} and {f} is achieved in this equa-
tion. In the last step, we have brought each expansion
term back to the exponential function and grouped all
terms of order higher than 1 to V [d, d∗]. The first term in
V [d, d∗] is 14γ1234d
∗
α1dα2d
∗
α3dα4 , with γ1234 the reducible
part of χ1234 (, the bubble term is subtracted due to the
exponential form of
∑
α1α2
d∗α1〈cα1c∗α2〉impdα2).
gα and γ1234 are given as the solutions of the DMFT
calculations. As a technical remark, we note that, though
with the CT-HYB as imprity solver, the higher-frequency
part of the Matsubara self-energy function Σα contains
larger statistical error than the lower-frequency part, the
sampling of gα and γ1234 is more stable and less affected
by the statical noises. Moreover, due to the subtraction of
the bubble contribution from χ1234, γ1234 can be reliably
sampled directly in the Matsubara frequency space33.
Eq. (11) is exactly same as the original lattice par-
tition function (see e.g. Eq. (6)), no approximation is
introduced either in the procedure of changing-variables
or in the expansion of the mixed term, as long as we
carefully collect every term in V [d, d∗]. However, due to
the complexity of V [d, d∗], we are partically limited to a
few lower order terms of it. In most of the studies with
the DF method, only the two-particle reducible vertex
in V [d, d∗] is employed for calculating Gdualkωn,σ. It turns
to be sufficient of doing so for constructing the non-local
corrections to the DMFT solution in most cases34,35.
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FIG. 6. The momentum evolution of the self-energy function of the anti-ferromagnetic Kondo model. The inverse temperature
is set as βt = 25. Σ(~k, iω0)/t is shown for three different values of J/t in (a), (b) and (c) respectively. The momentum
dependence of Σ(~k, iωn) becomes more pronounced with the increase of J/t.
With the action of the dual variables,
S[d, d∗] =
∑
α
d∗αG
dual,−1
0,α dα + V [d
∗, d], (12)
one can perturbatively determine Gdualkωn,σ from
Gdual0,kωn,σ = 1/[(∆(iωn) − k)−1 + gωn,σ] and V [d, d∗]. In
terms of the two-particle reducible vertex, the self-energy
function of the dual variables can be calculated, e.g.
from the first two diagrams26,27,34 in an expansion of
V [d, d∗], as
Σdualα1 = [
T
N
∑
2,3,4
Gdualα3 γ1234(δα2;α3 − δα1;α2)
− T
2
2N2
∑
2,3,4
Gdualα2 G
dual
α3 G
dual
α4 γ1234γ4321]×
δα1+α3;α2+α4 . (13)
Gdualα and Σ
dual
α are related by Dyson equation
Gdual,−1α = G
dual,−1
0,α − Σdualα . Through Eq. (10), the
frequency and momentum dependent Green’s function
Gkωn,σ can straightforwardly be calculated.
B. results
The most convincing way of understanding the advan-
tage of the DF approach over the DMFT is to explicitly
see the momentum dependence of the self-energy func-
tion. We show in Fig. 6 the evolution of Σ(~k, pit)/t as a
function of k along the path indicated in the middle of
Fig. 6(c). These results correspond to the inverse tem-
perature βt = 25 and only the self-energies for the lowest
Matsubara frequency iω0 are shown here. As we know, in
the DMFT local approximation, the impurity self-energy
contains only the dynamic information. It is a constant
function of k in the 1st Brillouin Zone (BZ). In Fig. 6(a-
c), they are shown as straight lines in all three plots, i.e.
8the DMFT self-energy has no dispersion in momentum
space. In the DF approach, due to the inclusion of the
non-local fluctuations, this dispersion is nicely restored.
In Fig. 6, the solid blue line and the dashed red line are
the corresponding imaginary and real parts of the self-
energy, they both display certain dispersions, which are
missing in the DMFT calculations. We find, this disper-
sion is much more pronounced for larger values of J/t,
indicating that in such case the DMFT local approxima-
tion becomes less appropriate. Interesting, we notice that
the momentum dispersion is always around the DMFT
solution. Thus, a coarse-graining of the self-energy in
momentum space would lead to a constant value that is
close to the DMFT solution. In this respect, we justify
the DMFT to be essentially a reasonable approximation
to the problems in which electronic correlations and the
delocalization of electrons competes, as in the KLM.
FIG. 7. Single-particle spectral function of the conduction
electrons at βt = 25 for (a) J/t = 0.4, (b) J/t = 1.0, (c)
J/t = 1.5 and (d) J/t = 2.0. The inset of (a) and (d) display
the corresponding spin susceptibilities. At J/t = 1.0 and
J/t = 1.5, the Kondo lattice model develops long-range anti-
ferromagnetic order, thus spin susceptibilities are divergent
and cannot be plotted.
The deviation of Σ(k, iωn) from the DMFT solution
Σ(iωn) is more pronounced at M -point. With the in-
crease of J/t, the real-part of Σ(M, iωn) becomes flat
around this point. As M -point is on the Fermi surface
(M = 0) of the non-interacting conduction electrons, the
non-local corrections to G(~k, iωn) = 1/(iωn + µ − k −
Σ(~k, iωn)) from Σ(~k, iωn) would be much larger here than
at other values of ~k. In Fig. 6(d-f), the single-particle
Green’s function G(~k, iωn) are shown for the same pa-
rameters corresponding to Fig. 6(a-c). As we explained
above, G(~k, iωn) from the DF and the DMFT calcula-
tions are mainly different at M -point and their differ-
ence becomes larger for larger J/t. For the same reason,
though Σ(~k, iωn) for ~k = Γ also clearly deviates from
the DMFT solution, G(~k, iωn) gets less affected from it,
since k takes the largest negative value at Γ-point. Only
when the deviation becomes comparable with the half
band-width, e.g. as in Fig. 6(c), G(Γ, iωn) becomes dif-
ferent from the DMFT one, see Fig. 6(f).
What is more interesting is, that Σ(~k, iωn) shows an
additional symmetry which cannot be described by ei-
ther Γ, M or K. In K − Γ direction, we clearly ob-
serve another symmetry line. The real-part of Σ(~k, iωn)
is anti-symmetric and the imaginary-part is symmetric
with respect to this symmetry. This is exactly where
the Fermi surface of the non-interacting system locates,
and it is also the magnetic zone boundary for the (pi, pi)-
antiferromagnetic order. Clearly, due to the inclusion of
non-locality, the DF calculations capture the signature of
the spin excitation. As the DMFT self-energy does not
couple to any k-dependent collective excitation, it is not
possible for the DMFT to get this additional symmetry.
Fig. 7 displays the single-particle spectral function
A(~k, ω) = −ImG(~k, ω)/pi of the conduction electrons
with four different values of J/t at βt = 25 in the
paramagnetic phase. A(~k, ω) is obtained from the cor-
responding single-particle Matsubara Green’s function
G(~k, iωn) from the stochastic analytic continuation
36.
From Fig. 3 and Fig. 4, we learn that the ground state
of the anti-ferromagnetic Kondo model is insulating, at
any J/t. At high temperature, we notice that the sys-
tem can be a metal with Fermi surface connecting the
node (±pi/2,±pi/2) and antinode (0,±pi), (±pi, 0). For
low J/t, the RKKY interaction is expected to stabilize
the anti-ferromagnetic long-range order. As the appear-
ance of the additional symmetry in Fig. 6(a-c), the in-
clusion of the ~k-dependent collective excitation in the
DF approach is then expected to resolve some precur-
sor effects near the magnetic transition in A(~k, ω), i.e.
shadow band23. Unfortunately, we did not observe any
shadow band above/below the Fermi level at Γ/K. This
is probably because we simply took a constant error es-
timation in the stochastic analytic continuation. Shadow
band contains less spectral weight compared to the other
bands, which might be smeared out in the analytic con-
tinuation.
In addition to inducing shadow bands, the effective
RKKY interaction induced anti-ferromagnetic correla-
tions can also drive the system to insulating. At J/t =
1.0 (see Fig. 7(b)), the anti-ferromagnetic long-range cor-
relation is established and splits the bands simultane-
ously at the Fermi level along the node and antinode
direction. Fig. 7(a) and Fig. 7(b), thus, show the metal-
insulator transition driven by the effective RKKY inter-
actions and the resulting anti-ferromagnetic correlations.
When the coupling of the conduction electrons and the
local moments becomes larger, the Kondo effect starts
to take effect. As shown in Fig. 7(c), the valence band
extends to K from both node and antinode. We would
expect to have a large Fermi surface when we dope the
system with holes. At the same time, the conduction
9FIG. 8. The spin susceptibilities of the anti-ferromagnetic
Kondo model at J/t = 0.5 (upper row) and J/t = 1.0 (lower
row) for three different hole doping levels. A change from
anti-ferromagnetic to ferromagnetic correlations is observed
with the hole doping, however, no stable ferromagnetic phase
is established for the cases studied here.
band extends to Γ from node and antinode. Similarly,
if we dope the system with electrons, a small Fermi sur-
face will be obtained. Though, A(~k, ω) in Fig. 7(b, c, d)
all contain a charge gap at the Fermi level, the mech-
anism for gaping is essentially different. In Fig. 7(b),
the conduction electrons is decoupled with the local mo-
ments, the charge degree of freedom is gaped by the col-
lective spin excitation induced by the effective RKKY
interaction. In Fig. 7(d), the Kondo singlet forms, the
conduction electron is bounded with local moments and,
thus, is localized. Each site is occupied by one con-
duction electron anti-ferromagnetically coupled with the
local magnetic moments, while the empty and doubly-
occupied states at half-filling only appear virtually. The
situation in Fig. 7(c) is more complicated, thus, actu-
ally more interesting. It is an anti-ferromagnetic insu-
lator, the RKKY interaction is still playing roles, how-
ever, the additional band features at K and Γ are also
apparent. Thus, the Kondo screening coexists with the
anti-ferromagnetic long-range order in this phase37,38.
The phase shown in Fig. 7(d) is termed as spin-
liquid15. The spin-liquid phase extends to J/t = 0 in
one-dimension Kondo model12–14. At two-dimension, the
RKKY interaction favors the anti-ferromagnetic align-
ment of the spins between neighboring sites for small
J/t, the ground state is an anti-ferromagnetic insula-
tor. The spin-liquid phase is favored only at high J/t,
where the Kondo interaction overwhelms the RKKY in-
teraction. At high temperatures, the anti-ferromagnetic
insulating states is unstable with respect to the ther-
mal fluctuations, while the Kondo insulating states is
found to be more robust. As a result, the “metal”-
“anti-ferromagnetic insulator”-“Kondo insulator” transi-
tion is observed in Fig. 7 (Fig. 7(a) paramagnetic metal;
Fig. 7(b, c) antiferromagnetic insulator; Fig. 7(d) Kondo
insulator).
The spin-liquid phase is magnetically disordered with
the corresponding spin susceptibilities being finite. In the
inset of Fig. 7(d), the spin susceptibility χs(Q) is shown
in the entire 1st BZ. χs(Q) peaks at ~Q = (pi, pi) and is
rotationally invariant about (pi, pi). This is similar as the
spin susceptibilities in the Hubbard model with a small
on-site Coulomb replusion U . However, we need to note
that in the Hubbard model, increasing U leads to the
enhancement of χs(Q). While, in the Kondo model, fur-
ther increase J/t would suppress χspin(Q) as the Kondo
singlet would have lesser overlap with the neighboring
ones. Interestingly, in the paramagnetic metallic phase,
e.g. see Fig. 7(a), the spin susceptibility shows a differ-
ent structure. In addition to the peak at Q = (pi, pi),
χs(Q) also shows considerable amount of weight along
kx = ±ky. The different structure of the spin suscep-
tibility signals the difference between the two paramag-
netic states at low and high J/t in terms of magnetic
correlations, which is in line with the RKKY and Kondo
interactions. In the RKKY regime, the electron spin sus-
ceptibilities are mainly contributed by the electron-hole
excitations along the perfect nested Fermi surface. Due
to the square shape of the Fermi surface in the 1st BZ, the
majority of the momentum vectors connecting two differ-
ent pieces of Fermi surface follows kx = ±ky. While, in
the Kondo regime, the Fermi surface disappear, the low
energy excitation is between the top of the valence band
and the bottom of the conduction band. These portions
of the bands in the 1st BZ are not straight lines any more,
but more extended. Thus, every combination of kx, ky is
possible, which results in the rotationally invariance of
the spin susceptibilities.
Now, let us move away from half-filling and study the
destruction of the spin liquid phase against hole dop-
ing. When doping the system with holes, the Fermi en-
ergy moves into the valence band, the spin-liquid phase
evolves into the heavy Fermi liquid state with enhanced
quasiparticle mass and a large Fermi surface. Intu-
itive mean-field studies of the phase diagram11 indicate
that, at two-dimension, for low J/t the RKKY anti-
ferromagnetic phase extends to 〈n〉 ∼ 0.58, then it is
replaced by a RKKY ferromagnetic phase. For large J/t,
the Kondo paramagnetic phase survives even with large
hole concentrations, only at very large J/t the Nagaoka
ferromagnetism overwhelms the Kondo paramgnetism.
Similarly, the ferromagnetism at small J/t in the one-
dimension Kondo lattice model was also numerically
studied by many different approaches, e.g. quantum
Monte Carlo39, density matrix renormalization group40,
the DMFT41, exact diagonalization42, etc. The ferro-
magnetic phase is found to be stable at filling 〈n〉 < J/3t.
In addition, a ferromagnetic phase is also observed in
the intermediate filling region, which entirely embeds in-
side the paramagnetic regime. Compared to the one-
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FIG. 9. The momentum dependence of the self-energy function at J/t = 1.0 with different hole concentrations. Doping the
system away from half-filling, the self-energy becomes flat and the DMFT approximation becomes more justified.
dimension case, less numerical results are known for two-
dimension Kondo lattice model at away-filling case, espe-
cially for the magnetic ordering. Recently, Robert21 and
Takahiro43 etc. found a charge ordered phase at quarter-
filling, which coexists with the anti-ferromagnetic phase
at low temperature.
Here, we study the magnetic correlations of the KLM
with the DMFT and DF approaches. Our strategy here
is to calculate the spin susceptibility in the paramagnetic
phase and to look for the divergence of it, which corre-
sponds to the instability of the paramagnetic solution.
From which Q the spin susceptibility χs(Q) becomes di-
vergent, we can interpret the type of the magnetic or-
dering that breaks the paramagnetic symmetry. Fig. 8
displays the spin susceptibilities for two values of J/t
and three different hole concentrations. From (a)→ (c),
we see the peak of the spin susceptibility at (pi, pi) splits
into four peaks and gradually moves their position from
(pi, pi) to (0,±pi) and (±pi, 0). At the mean time, its am-
plitude is suppressed. Further increasing the hole con-
centration results in a continuous movement of the peaks
to Q = Γ, see Fig. 8(c), which shows a tendency towards
a ferromagnetic phase. We find, the susceptibility basi-
cally does not change upon increasing J/t to moderate
value like J/t = 1.0 (not shown here) Only the structure
gets smoother due to the same reason as for Fig. 7(a,
d) (insets). However, further increasing J/t and decreas-
ing temperature T will induce a divergence in χs(Γ), see
Fig. 8(d), which possibly corresponds to the Nagaoka fer-
romagnetism. While, for small J/t, the ferromagnetic
states are not really stable, no long-range order could be
detected in our calculations. We further find, that the
spin susceptibilities calculated from the DMFT and the
DF approaches agree with each other very well, especially
in the large hole doped case. Thus, we believe that the
non-local fluctuation is weak in the large doping regime.
This can be further understood from Fig. 9, where the
momentum dependence of the self-energy functions are
shown for the same doppings with J/t = 1.0. Close
to half-filling, the non-local fluctuation strongly modi-
fies the self-energy function which induces an momentum
dispersion as shown in Fig. 9(c). Increasing hole concen-
tration, the difference between the DMFT solution and
the DF solutions becomes less obvious. The DF results
now become closer to the DMFT local solution, leading
to the conclusion that the non-local fluctuation becomes
unimportant in the hole doped case, thus, the DMFT
should be a very reasonable and reliable approximation
in this case.
However, at half-filling, with respect to the size of the
antiferromagnetic phase, the DMFT shows a strong de-
viation from the DF results. In Fig. 10, we summarize
our results for the antiferromagnetism to the Kondo in-
sulator transition, which is also discussed in Fig. 7, from
the DMFT and the DF calculations. As stated before,
by calculating the exact local two-particle vertex from
the CT-HYB, we can determine the spin susceptibilities
χDMFTs (Q) and χ
DF
s (Q). The antiferromagnetic phase
are given by the divergence of χDMFTs (Q) and χ
DF
s (Q)
at Q = (pi, pi). In Fig. 10, the paramagnetic solutions are
shown as blue square. In the DMFT, the antiferromag-
netic phase are labeled as light-purple triangles, which
clearly shows different T-J relations at large and small
values of J/t. This highlights the competition of the
RKKY and the Kondo interactions. When J/t is small,
the Ne´el temperature TN increases with the increase of
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FIG. 10. Doniach diagram, where the antiferromagnetic
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J/t. TN can be fitted approximately as TN = 0.085J
2.
The same J2-dependence of TN is also found in our DF
calculations, i.e. for smaller J/t, the DMFT and the DF
gives essentially the same solutions. At large J/t, in both
the DMFT and the DF calculations, we find a quick re-
duction of the Ne´el temperature, which drops to zero very
rapidly at JDMFTc ∼ 2.15± 0.05 and JDFc ∼ 1.85± 0.05.
The different values of Jc in the DMFT and the DF calcu-
lations indicate that, the non-locality becomes more rele-
vant at larger J/t side, which seems to be unexpected. As
the RKKY interaction (the effective interaction between
different magnetic moments) in the smaller J/t regime is
non-local, while the Kondo singlet is formed locally from
the magnetic impurity and the polarization of the con-
duction electrons, we would expect the non-local effect is
more important in the RKKY regime, thus the deviation
of the DMFT and the DF to be larger at smaller J/t. We
believe this is due to the perfect nesting of the fermi sur-
face at smaller J/t, compared to which the non-locality
becomes less important and can be neglected. However,
with the increase of J/t, the nesting fermi-surface is grad-
ually lost, non-local fluctuations become visible to the
system. Thus, the fermi-surface nesting suppresses the
influence from the non-local fluctuations, which leads to
the nice agreement of the DMFT and the DF at smaller
J/t. And for larger J/t, the non-local fluctuation effect
starts to play roles.
In Fig. 10, the Kondo temperature is approximately
determined from the inverse of the impurity suscepti-
bility from the DMFT, i.e. TK = CZ/χ
imp
s (T ), at
T/t = 0.01. Following Doniach’s energy argument, we
find TK can be fitted as 4.65Exp[−5.26/J ]. By tak-
ing into account the spin-degeneracy, as suggested by P.
Coleman, we find TK can also be fitted approximately
as TK = 1.8J
1/2Exp[−4.11/J ]. These two fittings are
nearly on top of each other for the J/t values studied
here. The anti-ferromagnetic phase extends to J/t = 0
limit in Fig. 10, which partly due to the nested struc-
ture of the Fermi-surface at two-dimension. Therefore,
it would be very interesting to know how the Doniach’s
diagram is modified when the Fermi-surface nesting is
removed, for example, by the geometric frustration in a
triangular system.44
IV. CONCLUSION
In this paper, we present a detailed implementation
of the dual fermion approach, in conjugation with the
hybridization expansion of the continuous-time quantum
Monte Carlo algorithm. The single-particle Green’s func-
tion and the two-particle reducible vertex are sampled
directly in the Matsubara frequency space, with sup-
plemented self-energy high-frequency tail. We applied
our implementation to the two-dimension Kondo lattice
model, where we find that the non-local fluctuations is
strong at half-filling and becomes less important when
the system is doped. The anti-ferromagnetic correlation
induces one additional symmetry to the self-energy func-
tion, which can be nicely explained by the Ne´el mag-
netic ordering. At finite-temperature, we find a “metal”-
“anti-ferromagnetic insulator”-“Kondo insulator” transi-
tion, which is resulted by the competition of the effective
RKKY interaction at low J/t and the Kondo effect at
large J/t. The formation of the Kondo singlet opens the
charge gap and induces additional spectra around K be-
low the Fermi level and around Γ above the Fermi level.
Correspondingly, the change of the Fermi surface shape
leads to different structures in the spin susceptibilities.
We confirm the Kondo effect and the anti-ferromagnetic
correlations coexist at half-filling. We find the non-local
fluctuations have more pronounced influence at the larger
J/t regime, the critical value of Jc for the antiferromag-
netism to the Kondo insulator transition is largely re-
duced when the non-locality is included. By doping the
system, we further find that the anti-ferromagnetic cor-
relation is destroyed and the spin susceptibility tends to
peak at Q = Γ, which favors the ferromagnetic phase.
However, no long-range ferromagnetic states is stabilized
in our calculations for small J/t. In the doped case, the
DMFT local approximation becomes very reliable due to
the fade of the non-local fluctuations in this case.
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