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I. INTRODUCION 
1.1 Influencia de diversos factores rneteorol6gicos en la predic-
ci6n de niveles de contaminaci6n. 
Aunque la contaminaci6n del media ambiente es un problema 
antiguo para el hombre, el interes que actualrnente se esta pres-
tando a dicha cuesti6n ha surgido, en cambia, recientemente. Fue 
a partir de la revoluci6n industrial cuando en los principales 
centros fabriles se produjeron las primeras incidencias serias so 
bre el habitat humano, pero s6lo en las ultirnas decadas, debido al 
aumento desmesurado de las ciudades e industrias1 se ha comenzado 
a considerar cientificamente. 
Centrando la atenci6n sabre el me,lio ambiente atmosferico, 
esta clara que los principales factores determinantes de la situ~ 
ci6n contaminante son: la emisi6n deelementos extrafios en el seno 
de la atm6sfera y su poder difusor. Este ultimo esta condicionado 
par el conjunto de variables rneteorol6gicas que deterrninan el es-
tado de la atm6sfera en cada instante y que, una vez delimitada 
la influencia de cada una de ellas, se convertiran en los param~ 
tros rectores de tipo rneteorol6gico que rigen el cornportamiento 
de tales sustancias ajenas a la composici6n del aire y cuya emi-
si6n depende de cada configuraci6n. 
La delimitaci6n de la acci6n que cada uno de los parametres 
meteorol6gicos ejerce sabre los agentes contarninadores ha sido abor 
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dada de las m~s diversas maneras por los diferentes autores que 
se han ocupado de este tema. 
Al considerar la difusi6n de las diferentes sustancias en 
el seno de la capa limite planetaria, que es la regi6n donde rna-
yor inter~s presenta su conocimiento, se deber~ tener en cuenta 
que el comportamiento de los contaminantes en la capa limite at 
mosf~rica satisface la conocida ecuaci6n de advecci6n-difusi6n 
siendo: 
c: concentraci6n del contaminante. 
u, v, w: componentes de la velocidad. 
D: coeficiente de difusi6n molecular. 
T: temperatura. 
Ri: ritmo de formaci6n de los contaminantes debido a reacciones 
qu!micas en el seno de la atm6sfera. 
Si: intensidad de emisi6n de las fuentes. 
Por otra parte, en muchos problemas de din~mica de fluld?s 
en los que intervienen reacciones qu!micas, esta ecuaci6n se debe 
resolver necesariamente de manera simult~nea con las ecuaciones 
de balance de masa, cantidad de movimiento y energla para descr! 
bir apropiadamente tanto los cambios que tienen lugar en la con-
centraci6n, la velocidad y la temperatura, como la~ interrelacio 
nes que se producen entre estas variables. 
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El sistema que se origina esta formado par ecuaciones dife 
renciales no lineales y sus soluciones analiticas no se conocen 
en la actualidad, lo que obliga a recurrir a metodos numericos 
de integraci6n, extremadamente complejos y laboriosos, de dudosa 
aplicacion practica. 
Sin embargo, en el problema de la contaminaci6n urbana, sa! 
vo cuando estan presentes aspectos fotoquimicos, las concentraci~ 
nes no afectan a los parametres meteorol6gicos, con lo que la ecu~ 
cion de continuidad se puede resolver independientemente de las 
Navier-Stokes y de energia. De esta manera sera suficiente resol-
ver la primera para conocer el comportamiento de los contaminantes 
y los factores que lo determinan. 1nspeccionando la expresion (1.1) 
podria parecer a primera vista, que las variables que rigen la ~ 
voluci6n de la concentracion comprenden unicamente la temperatu-
ra y la velocidad del viento par una parte y, par otra, el tipo, 
naturaleza y localizaci6n relativa de las fuentes, asi como de las 
reacciones quimicas que experimenta el contaminante. Ahara bien, si 
se tiene en cuenta que los flujos atmosfericos son turbulentos y 
que, por tanto, las variables se pueden representar como suma de 
dos componentes, una determinist!ca y otro estocastic~ equivalen-
tes al valor media y a la perturbaci6n de cada variable, la ecua-
cion (1.1) se podra escribir: 
- '() - " ~I () -, I ~ W'c·- R + s {)c +'C>(iic/+1-(vcl+u(wc}+-;:,1Lc +~'Jvc +~ -
'U /; '()X IJ ~ ,.. 
donde C= c + c' siendo c' 0 
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Su resoluci6n esta complicada por la aparici6n de los t~r-
minos que contienen perturbaciones pero se pueden obtener solucio 
nes anal!ticas del sistema lineal resultante y es precisamente a 
trav~s de los t~rminos perturbados donde se pone de manifiesto la 
influencia de variables meteorol6gicas distintas de la velocidad 
del viento y la temperatura ya mencionadas. En efecto, si se con-
sidera la representaci6n de los t~rminos perturbados mediante la 
teor1a K (2,3,4,5~ entonces se tiene que 
JC . , "de 
-U!C' = - Kxx ~ VC = - Kyyd~ ., "";)c WC = - Kz z::;;:t 
siendo Kxx, Kyy y Kzz las componentes diagonales de un tensor de 
segundo orden (denominador tensor de K o de difusividad) que re-
presentan los coeficientes de difusividad cuyo conocirniento sera 
imprescindible para resolver la ecuaci6n que aqu1 se trata. Los 
valores de K dependen de las condiciones rneteorol6gicas reinan-
tes y sera necesario determinarlos ernp1ricamente en cada caso, de 
acuerdo con el contaminante estudiado y las caracteristicas f!si-
cas del terrene y del flujo del aire. 
Generalmente es factible y licito suponer que la velocidad 
media es paralela al suelo con componentes U.. ;& 0/ V j: 0 '1 w-o 4 - I 
consiguientemente, la unica forma v~lida dela teoria K consiste en 
suponer Kxx = Kyy = KM Y Kzz = Kv, siendo solamente dos de los co~ 
ficientes de difusividad a evaluar, uno horizontal y otro vertical. 
Estes son dificiles de conocer a trav~s de rnedidas directas y ge-
neralrnente se calculan a partir de los datos observados, aunque se 
ha podido saber que K es una funci6n de la velocidad local y del 
campo de cizalladura, es decir, de la estratificaci6n termica y 
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del gradiente de temperaturas. La relacion funcional entre la di-
fusividad vertical y estas variables es desconocida. 
Se observa, por tanto, una dependencia entre el comporta-
miento de la cohcentracion de los contaminantes y la meteorolo-
gia a trav~s de los siguientes terminos u, v, w, T, KM y Kv. Pe~ 
ro, no son estas las unicas relaciones que se pueden poner de m~ 
nifiesto. En efecto, la resolucion de la ecuacion de continuidad 
necesita ineludiblemente la imposicion de ciertas condiciones de 
contorno. Cabe mencionar la delimitacion de la region en la cual 
se estudia el problema, siendo fundamental el conocimiento de la 
altura hasta la cual se extiende la zona particular. Dicho valor 
viene limitado por una nueva variable meteorologica: la altura de 
la inversion, cuyo conocimiento resulta de esta manera vital para 
la resolucion del problema. 
Aunque, como se acaba de exponer, se conocen las magnitudes 
que te6ricamente influyen en la presentaci6n de dichos niveles de 
concentracion dados, su aplicaci6n pr~ctica no es inmediata debi-
do al gran numero de agentes locales existentes que influyen de 
formas muy diferentes entre sf. De esta manera, las expresiones 
generales se deben aplicar con gran pr~·:auci6n, pues cada situa-
ci6n es un universe con facetas muy es~=cfficas, las cuales se de 
ben incorporar mediante el procedimienL) mas conveniente. 
A causa de todo ello habr~ que proceder a una valoraci6n 
cualitativa y cuantitativa de cada variable concreta junto con los 
6 
demas factores que afectan a los procesos de difusi6n atmosfericos. 
Dentro de estos, Monin distingue cuatro grupos (6). 
El primero de ellos se refiere a la manera en que los dife-
rentes compuestos son emitidos y quedan inmersos en las capas bajas 
del aire (fuentes antropogenicas o naturales, puntuales o extensas, 
continuas o instantaneas, etc.). El segundo incluye el de los fac 
tores responsables del transporte de la materia: en el se englo-
baran todas las variables necesarias para describir hidrodinamica 
mente los procesos cinematicos y turbulentos que tienen lugar en 
el seno de la atmosfera. Para este autor el conocimiento del cam-
po de vientos tanto horizontal como vertical as! como de la estra 
tificaci6n termica reinante permiten dar cuenta satisfactoriamen-
te de este grupo. El tercero trata de todos aquellos aspectos re-
ferentes a la naturaleza del propio contaminante, prestando espe-
cial interes a las interacciones que se producen entre el compue~ 
to estudiado y todos los demas presentes en el medio ambiente a~ 
mosferico. En el ultimo apartado, el autor engloba todos los fa£ 
tores relatives a la interacci6n del producto contaminante con la 
superficie de la tierra o del mar, y en general, en todas aquellas 
superficies de interfase o separaci6n entre dos medios o dos zonas 
de un mismo medio, poseedoras de caracter!sticas diferentes entre 
s!. Todos estos conjuntos de factores senalados por Monin se re-
flejan en la expresi6n (1). As!, el termino s 1 representa la emi 
si6n debida a las fuentes y, por tanto, la inyeccion de materiales 
en el seno del aire atmosferico. R. da cuenta de las reacciones de 
~ 
todo tipo que, teniendo lugar en el medio ambiente afectan al com 
puesto considerado. Los factores meteorol6gicos ya se han tratado 
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con detalle y, en cuanto a los efectos 1 (mites, estos se pueden 
reflejar mediante las condiciones inici~les y de contorno. 
Con todo lo anterior se ha obteni~~ una detallada perspecti-
va de las influencias meteorol6gicas en los procesos de transpO£ 
te y difusi6n de material contaminante y de parte de las dificul 
tades de tipo practice que su determinaci6n acarrea. En cuanto a 
los terminos representatives de las reacciones quimicas y de las 
fuentes de emisi6n del contaminante, el primero de ellos es de 
gran importancia en los casos de contaminaci6n fotoquimica, pero, 
si esto no ocurre asi, se puede depreciar. Por otra parte, el ter 
mino s 1 de las fuentes emisoras es relativamente simple en cases 
de focos poco numerosos y localizadas (por ejemplo en zonas indus 
triales), pero no as! en zonas urbanas, en las cuales el caracter 
es multiple y existen en gran numero y no se encuentran regularme~ 
te distribuidas. Esta clase de pegas hace que, en muchas ocasio-
nes, los intentos de resoluci6n directa se vean condenados al fra 
caso desde el inicio y no se puedan abordar, por lo que se debera 
recurrir a procesos indirectos. 
I.2 La modelizaci6n de contaminantes en el medic arnbiente atmos-
ferico. 
Toda esta problematica ha llevadG a la realizaci6n de una gran 
cantidad de trabajos; los puntos de vi~ta de los autores varian 
desde aquellos que se limitan a realiz3r un estudio empirico de 
las correlaciones obtenidas experimentalmente, hasta los que for-
mulan un modele capaz de describir, con mayor o menor exactitud, 
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el comportamiento de la concentraci6n de contaminante registrada 
en un cierto lugar. Asi, se pueden distinguir tres grandes clases 
de modelos: puramente empiricos, estructurales y estoc~sticos. 
Por lo que respecta a los emp!ricos, entre ellos se encuen 
tra el de Turner (7) que relaciona las concentraciones medias dia 
rias de so2 en Nashville con la temperatura, la estabilidad y la 
velocidad del viento, encontrando la mejor correlaci6n con la tern 
peratura. Baulch (8) estudi6 tarnbien el so2 en Nashville en rela 
ci6n con la clasificaci6n Brookhaven (9) de rafagosidad del vien-
to. Newall y Feves (10) encontraron una dependencia inversa entre 
las concentraciones medias diarias de so2 y la velocidaddel vie~ 
to en Londres, pero no as! con la precipitaci6n. Breuer y Winkler 
(11) constataron la correlaci6n existente entre los altos niveles 
de so2 y las bajas velocidades del viento en el ~rea Colonia-Lever 
kusen. Marsh y Foster (12), en un trabajo ya cl~sico, encontraron 
que las concentraciones de so2 en Reading estaban mejor correlaci~ 
nadas con la temperatura que con la velocidad o la direcci6n del 
viento; iguales conclusiones fueron alcanzadas por Petersen (13) 
y Mac. Lauglin et al. (14) en el ~rea de St. Louis y en el valle 
de Ohio. As! mismo, Schmidt y Velds (15) pusieron de manifiesto 
la relaci6n que se verificaba entre el descenso de so 2 registrado 
en Rotterdan y el aumento en la velocidad del viento, la tempera-
tura y la precipitaci6n, as! como un descenso en los tipos de ci£ 
culaci6n sin6ptica desfavorables. Halliday y Kenney (16) estudia-
ron tarnbien los efectos de la salida y la puesta de sol sobre la 
concentraci6n de diversos contaminantes. Gorr et el. (17) han es 
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tudiado, por otra parte, la influencia ce las condiciones de cal 
rna en la acurnulaci6n de ciertos productos nocivos. 
La tecnica mas sencilla empleada en este tipo de estudios 
consiste en analizar las correlaciones entre los niveles de con-
centraci6n de un cierto agente contarnina:1te y los diversos fact~ 
res rneteorol6gicos. De este tipo es el t~abajo realizado por Za-
netti et al (18) para el so 2 en la ciudad de Venecia. En el se 
estudian mediante correlaciones y rosas de contarninante los efec 
tos de: la direcci6n del viento, el modulo de la velocidad del 
viento, la temperatura, la precipitaci6n, la hurnedad, la niebla 
y la clase de estabilidad. La contribuci6n mas irnportante viene 
dada por los tres prirneros parametres, siendo la mas importante 
la de la velocidad del viento. Las demas variables casi no afec 
tan a los niveles de so2 registrados y, si lo hacen, es debido a 
que estan intimamente relacionados con ~a velocidad o la direcci6n 
del vector viento que resulta el param~l:ro fundamental a tener en 
cuenta. 
Raynor et al. (19 y 20) han realizado dentro de esta misma 
linea un examen exahustivo, aunque no demasiado original, sabre los 
efectos devarias variables meteorol6gicas en los ciclos diarios y 
estacional que presenta el so2 y especialmente en las situaciones 
epis6dicas durante las cuales se registran una gran acumulaci6n de 
contaminantes. Las magnitudes introducidas han sido: direcci6n y 
velocidad del viento, rafagosidad del mismo, temperatura y p~eci­
pitaci6n. Como en casi todos estos estudios, son aquellos parame-
tres relacionados con el vector viento los que mas contribuyen a 
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explicar la variabilidad de los niveles de concentraci6n. La co~ 
tribuci6n de la meteorolog!a a los aspectos t!picos que presentan 
los contaminantes fotoqu!micos en diversos nucleos urbanos ha si-
do tambi~n estudiada por Brunz et al. (21), Cleveland et al. (22), 
Elkus y Wilson (23) y Karl (24~ prestando todos ellos una especial 
atenci6n a la radiaci6n y la temperatura. Es particularmente atra£ 
tiva la relaci6n puesta de manifiesto por Harrison et al. (25) en-
tre el descenso experimentado por la concentraci6n de contaminan-
tes fotoqu!micosy 'lestabilidad en la capa limite planetaria en una 
zona no urbana. Estos mismos autores (26) han analizado la calidad 
del aire en un medio rural estudiando los niveles de concentraci6n 
de so2 NOx y NO. Debido a las peculiares caracter!sticas del lugar, 
prestan gran atenci6n al tipo de masa de aire y a la direcci6n del 
viento reinante, lo que les permite profundizar en interesantes con 
sideraciones sobre el origen de los compuestos citados y el trans 
porte regional. 
Haagenson (27) y Riehl (28) se han preocupado tanto de los 
factores climatol6gicos como meteorol6gicos que afectan a la ca-
lidad del medio ambiente atmosf~rico en la ciudad de Denver. Los 
meteorol6gicos considerados fueron: la velocidad del viento pr£ 
mediada verticalmente entre 0 y 200m., la altura de la capa de 
mezcla y el grado de estabilidad por encima de dicha capa. Como 
en trabajos anteriores, el mejor indicador del transporte que ti~ 
ne lugar en la zona est~constituido por el promedio de la veloci-
dad considerada. Dado que el m6dulo de la velocidad del viento se 
comporta como la variable rectora ~~s influyente en la determina-
ci6n de los niveles de concentraci6n, varies autores (29 y 30) han 
11 
considerado un factor de dispersion (producto de la velocidad del 
viento y la altura de la capa de mezcla) y evaluado sus efectos 
sabre la concenttaci6n de particulas totales suspendidas, resul-
tando este parametro un buen indicador del comportamiento del con 
taminante. 
Una vez conocidas las variables mateorol6gicas que afectan 
la evoluci6n de los niveles de concentraci6n, se debe proceder a 
la evaluaci6n y cuantificaci6n de los Efectos que tiene lugar por 
causa de estas. La manera mas simple de abordarlo consiste en apl! 
car tecnicas de regresi6n multiple entre la concentraci6n y los 
diversos factores para as! elaborar una expresi6n que las ligue de 
una manera puramente empirica. En este campo destacan los primeros 
estudios de Marsh (31) para el area de Reading que formul6 un mo-
dele que relacionaba la concentraci6n de so2 con cinco parametres: 
intensidad horizontal y vertical de la turbulencia, temperatura, n~ 
bosidad y velocidad del viento. Las relaciones encontradas eran de 
tipo potencial positive para los tres mencionados en primer lugar 
y potencial negative para los dos ultimos. La misma metodologia ha 
~ido seguida por Elson y Chandler (32) que estudian tanto los hu 
mos como el so2 en dos areas urbanas de Gran Bretana. Las varia-
bles por ellos consideradas son: velocidad del viento, temperat~ 
ra, humedad relativa, nubosidad, precipitaci6n (duraci6n, cantidad 
e intensidad) y estabilidad (a traves de la altura de la capa de 
mezcla) . Nuevamente aparece el viento como la variable que mas va-
riabilidad explica, siendo, por tanto, la mas significativa en el 
estudio de estes dos contaminantes. Este -ttabajo ha side posterio£ 
mente continuado por AnmadyHudson (33) para la ciudad de Man-
chester, examinandose las influencias de la velocidad 
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del viento (que juega un papel preponderante entre las variables 
rneteorol6gicas nuevarnente), la temperatura, la altura de la rnez-
cla, la precipitaci6n y la direcci6n del viento. Cabe resaltar 
que, en ciertas estaciones, la altura de la capa de rnezcla resul 
t6 no significativa; as! rnisrno, los efectos de la precipitaci6n, 
la insol~ci6n y la direcci6n del viento pudieron despreciarse 
frent2 a los de los dern~s par~metros. 
T~cnicas similares de regresi6n multiple han sido aplicadas por 
Bringfetl (34 y 35) en Estocolmo, prestando especial inter~s a 
los per!odoC de estancamiento (aquellas situaciones en que la 
altura de mezcla alcanza un valor inferior a 350 m.). La variables 
utilizadas adern~s de la propia altura de mezcla, son la tempera-
tura y la velocidad del viento, correspondiendC a esta ultima el 
papel preponderante. 
Tiao et al. (36, 37) se han preocupado, como colof6n a sus in-
teresantes y pioneros trabajos sobre el tratamiento de series tern 
porales, del CO en los Angeles en funci6n de la altura de la ba-
se de la inversi6n y de la velocidad del viento. El mismo conta-
minante, junto con los oxidantes, ha sido estudiado en un contex 
to m~s amplio por Chock et al. (38) que elaboraron un modelo ex-
perimental en funci6n de la radiaci6n, la temperatura y la velo 
cidad del viento que resulta la m~s significativa. 
Un enfoque de mayor complejidad y por ello menos abordado, co~ 
siste en intentar resolver las ecuaciones de continuidad mediante 
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procedimientos num~ricos que conduzcan a un algoritm0 de c§lculo 
que incluya los par§metros meteorol6gicos deterrninantes de los ni 
veles registrados (39, 40, 41). Cabe destacar en este campo la a-
portacion de Desalu (42) y, sabre todo, la fundamental de Bankoff 
y Hanzevack (43) basada en los datos registrados en echo estacio-
nes ubicadas en el centro de Chicago. Los par§rnetros incluidos en 
este estudio son: velocidad y direccio~ del viento, altura de la 
inversion y difusividad turbulenta vert.ical, Como ya se ha indica-
do repetidamente, de nuevo resulta el m6dulo de la velocidad. co-
mo el par§metro que mejor ha explicado ~l cornportarniento del con-
tarninante estudiado (S0 2 ). 
Una importante aplicaci6n de estes m~todos consisti6 en la 
rnodelizacion del transporte a meso-escala de los agentes contam! 
nantes llevada a cabo entre f,,,~ f"rDraxler y Fay ( 4 4, 4 5) . Segun 
este ultimo autor, los factores que deben ser tenidos en cuenta 
son: la adveccion horizontal del viento, la dispersion causada 
por la turbulencia atmosf~rica, la transformacion de contaminan-
tes primaries en secundarios y la deposicion tanto seca como hu-
rneda de los contaminantes. 
La linea senalada por Bankoff y Hanzavack se ha vista seguida 
con entus iasmo por Franz a et al. ( 4 7, 48, 4 9) en sus estudios sa-
bre contaminaci6n procedentes de fuentes industriales localizadas. 
Los par§metros estudiados son: velocidad y direcci6n del viente, cl~ 
se de estabilidad y radiaci6n solar. Los autores hacen especial hin 
capie en la importancia que tiene la prevision rneteorologica de to-
14 
dos aquellos par§metros relacionados con el viento, principal a-
gente difusor en el medio ambiente atmosferico. Todo ella viene 
a resaltar uno de los puntos fundamentales de estos trabajos de 
investigaci6n: la preponderancia de la meteorologia en los diver-
sos procesos determinantes del comportamientos de los distintos 
agentes contaminadores. 
Otros intentos de elaboraci6n de modelos basados en la inte 
graci6n num~rica de las ecuaciones de advecci6n-difusi6n o en la 
hip6tesis gaussiana en zonas urbanas son los llevados a cabo por 
Goussmans y Glarenburg (50), Middelton (51), Anfoss (52), Mehta 
et al (53) y por Shir y Shieh (54, 55, 56, 57). En estos casas, 
ademas de introducir t~rminos correspondientes a la fuerza de emi 
si6n de las fuentes tenidas en cuenta en cada caso, se consideran 
parametros de velocidad del viento, estabilidad y altura de la in-
versi6n que ya han sido ampliamente comentados. 
Hasta aqui se han resefiado dos clases de modelos: los emp!-
ricos y aquellos obtenidos mediante la integraci6n mas o menos di-
recta de las ecuaciones de advecci6n-difusi6n o de continuidad. Sus 
parametros tendr§n, par tanto, una interpretaci6n natural o estru~ 
tural y daran una explicaci6n del proceso que genere los datos, de 
este modo entran dentro de lo que Parzen (58) denomina modelos es-
tructurales. Aquellos que, sin ser de este tipo, suministran info£ 
maci6n util para simulaci6n, predicci6n y reconocimiento de patro-
nes son denominados por este mismo autor modelos sinteticos y en e-
llos se incluye los modelos emp!ricos comentados anteriormente. 
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Parece, por tanto, 16gico admitir que el modelo ideal para 
cualquier situaci6n fisica en estudio ha de ser estructural. Sin 
embargo, en el momenta de llevar a la pr~ctica la construcci6n de 
un modelo hay que tener en cuenta dos aspectos: la complejidad de 
realizaci6n y los fines perseguidos con dicho modelo. Concretamen 
te, al abordar la influencia de los factores meteorol6gicos en la 
predicci6n de niveles de concentraci6n en zonas urbanas, se debe 
considerar que: a) las fuentes de contaminante no son fijas (aut~ 
m6viles) o est~n muy dispersas (calefacciones domesticas principa! 
mente) y normalmente se carece de inventario de focos, b) no es p~ 
sible conocer con el detalle necesario las condiciones micrometeo 
rol6gicas a que est~n sometidos los diversos contaminantes, c) no 
se conocen de manera pormenorizada las reacciones qu!micas que tie 
nen lugar entre unos y otros elementos, d) el ~rea considerada es 
bastante extensa y en absoluto tiene caracteristicas uniformes. A-
dem~s, el interes no est~ tanto en determinar la naturaleza ulti-
ma de este tipo de procesos como en la acci6n de las variables me 
teorol6gicas sobre el comportamiento global de los distintos conta 
minantes. 
Consecuentemente con todo ello, se ha dirigido la mayor ate~ 
cion a la construcci6n, no de un modelo estructural (dificilmente 
conseguible en este momenta) , sino a uno sintetico de tipo estoc~s 
tico. La elecci6n de modelos estocasticos es debida a que, aunque 
no tienen una base f!sica, si poseen, en cambia, una estructura 
"razonable" y se pueden interpretar de manera inmediata y relacio-
narlos con los modelos estructurales subyacentes. Par otra parte, 
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la informacion requerida en su elaboraci6n es f~cilmente accesible, 
pues proviene, en su mayor parte, de las caracteristicas de las·se 
ries temporales estudiadas. En este apartado se puede incluir el 
trabajo ya reseftado de Chock et al (38) en el que, despu~s de un 
an~lisis univariante de las series temporales de concentraci6n de 
los diversos productos contaminantes, se precede a introducir va-
riables meteorol6gicas segun los denominados modelos de funci6n de 
transferencia (59). Dichos modelos expresan la concentraci6n co-
mo funci6n lineal de sus propios valores anteriores, de los diver 
sos par~metros meteorpl6gicos y de terminos aleatorios. M~s adela~ 
te se prestar~ una m~yor atenci6n a este tipo de modelizaci6n que 
raramente se encuentra en la bibliografia. 
Dentro de la metodologia cabe resaltar tambien los trabajos 
de Carbone y Gorr (60) donde se estudia un modele que presenta una 
similitud con el anterior, pero en el cual la velocidad del viento, 
la precipitaci6n y la temperatura se dividen en clases a la hora 
de estimar los par~metros del modele. Sin embargo, la innovaci6n 
m~s original que presentan es la introducci6n de un algoritmo de 
tipo recursive capaz de apreciar variaciones temporales en las es-
timaciones de los par~metros. Los resultados asi obtenidos alcan-
zan los objetivos propuestos, aunque el c~lculo es tedioso. 
Una contribuci6n fundamental a este campo es la aportada por 
G. Finzi (61, 62, 63) que ha estudiado el problema de la contamina 
ci6n urbana de so2 en nucleos urbanos (Mil~n y Venecia,especialmente) 
Sus trabajos evolucionan desde la modelizaci6n univariante (sin va-
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riables) mediante modelos ARMA (61, 63) r.asta aquellos en los que 
intevienen la direcci6n, velocidad del viento y temperatura media 
diaria. 
Aunque los modelos multivariantes que consigue elaborar ex-
presan tambien la concentraci6n como combinaci6n de sus valores 
anteriores y de ciertos par~metros externos, los medios empleados 
son radicalmente distintos a las funciones de transferencia. En 
efecto, se usan modelos ARMAX con un tratamiento menos sistem~ti­
co y quiz~s mas subjetivo en el que los criterios de introducci6n 
de variables ex6genas se basan, unicamer.~e, en los resultados a po~ 
teriori del modelo ya elaborado. Los valores de los par~metros no 
tienen una variabilidad temporal, sino q11e dependen de la catego-
r!a sin6ptica o de la direcci6n del vient~ siendo su estimaci6n r~ 
lativamente sencilla. Por otra parte, y debido a la necesidad de c2 
nocer con anticipaci6n los valores de ciertos parametres meteorol~ 
gicos, elabora predictores estocasticos o probabil!sticos del m6du-
lo de la velocidad media del viento, que es el parametro difusor de 
mayor influencia en modelos elaborados. 
II.3 OBJETIVOS 
Para una adopcion de medidas a tomar acerca de los problemas 
de contaminacion en una gran urbe como Madrid, es necesario poseer 
una amplia cobertura de medidas de los contaminantes fundamentales. 
En los ultimos tres afios se ha realizado un gran esfuerzo para es-
tablecer una red lo mas amplia y extensa posible, tratando de que 
esta sea representativa de todas las zonas de la ciudad. La infor 
maci6n suministrada por esta red al ordenador central hace que el 
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tratamiento del volumen de datos resulte pr~cticamente inasequible 
a la hora de poder interpretar o analizar las medidas. Frente a es-
te problema se deben adoptar unos Iniices qu~ con base cientlfica, 
hagan posible la utilizacion de la informacion en un tiempo real. 
Con este objetivo se introducir~ un indice global denominado pro-
ducto de dosificacion superficial (P.D.S.) y se comprobar~ sur~ 
presentatividad real con respecto a las dieciseis estaciones que 
constituyen la red de control autom~ticos de la contaminaci6n del 
Ayuntamiento de Madrid. Reducidas de este modo las dimensiones del 
vector de concentraciones se proceder~ a una modelizacion del mis-
mo para obtener una prediccion acorde con la realidad. 
De entre las multiples clases de modelos existentes, en esta 
ocasion y, debido a las caracterlsticas intrlnsecas de la naturale 
za del problema, se recurrio a la aplicaci6n de diversas metodolo-
glas en el campo estoc~stico. Puesto que gran numero de ellos re-
quieren del conocimiento previo de los mecanismos temporales enca£ 
gados de su regulacion, se modelizar~ la serie constituida por los 
valores de las componentes del PDS desde su aspecto univariante, 
es decir, teniendo en cuenta unicamente la informacion que aporta 
la propia serie temporal. Conocidos los modelos adecuados en cada 
caso, se deber~ determinar cu~les son las magnitudes que, en la 
pr~ctica, influyen en las series modelizadas. Para ello se somete 
r~ a un proceso de "screening" y preblanqueo a un conjunto de va-
riables meteorol6gicas que se consideran susceptibles de ejercer 
una cierta influencia en losniveles alcanzados. Una vez conocidas 
las significativas se elaborar~n diversos modelos estocAsticos que 
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de este modo evaluar~n, al mismo tiempo, cuantitativamente el efe~ 
to de cada una de ellas. Asfmismo, se obtendr~n modelos univarian 
tes que permitan la predicci6n de los valores del PDS. 
Los modelos univariantes se construyen a partir de la histo-
ria de la propia serie, siendo dtiles para realizar una primera 
aproximaci6n en el campo de la prediccion. Como extensi6n natural 
de estos, surgen los multivariantes en forma de funciones de trans 
ferencia~que incorporan las variables meteorol6gicas a la predic-
0 ci6n del contaminante~ sin romper la continuidad de las series te~ 
porales. La mayor complejidad inherente 2n su elaboraci6n, se espera 
compensar con unos mejores resultados en la predicci6n reduciendo de 
esta manera la variabilidad de los residues. 
Con el doble objeto de contrastar los resultados de las fun-
clones de transferencia e introducir variables nocuarititativas en 
las expresiones de predicci6n, se prestar~ atenci6n a los modelos 
n ARMAX. Estos..,. basan parte de su estructura en los univariantes, p~ 
ro permiten una mayor flexibilidad en la introducci6n de variables 
externas al no tener que cefiirse rigurosamente a estructuras de s~ 
rie temporal. Aunque desde el punta de "ista te6rico presenten ma-
yores ventajas, resultara interesante cotejar sus resultados con los 
de las funciones de transferencia, ya que pueden presentar mayores 
dificultades de Indole pr~ctico. 
Dado que la aplicaci6n a tiempo real de las expresiones asi 
obtenidas precisa conocer anticipadamente el valor de las variables 
meteorol6gicas, se construir~n modelos ~3ra el modulo de la veloci 
dad del viento y la temperatura minima. Para ella se recurrira nue 
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vamente al campo estoc~stico, lirnit~ndose, el referente al viento, 
al tipo univariante y adapt~ndose las funciones de transferencia . 
para la temperatura rn!nirna. 
Finalrnente, se englobar~n sus predicciones en los modelos 
referentes a la concentraci6n de contarninante, para obtener una vi 
si6n general de la aproxirnaci6n que estas rnodelizaciones suponen. 
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II. DATOS BASICOS 
II.1 INTRODUCCION. 
En el memento de evaluar las influe1cias meteorol6gicas so-
bre los procesos de difusi6n atmosferica ·=xperimentados por las 
diferentes sustancias que se encuentran en el seno del aire, hay 
que tener presente, como repetidamente se ha senalado en el cap! 
tulo anterior, la dependencia de estas con la naturaleza del com-
puesto considerado. Esto hace que los estudi0s que se realizan se 
refieren bien a un unico agente contaminante o a un fdice global 
de ellos, por lo que habr~ que optar por uno u otro. 
En el ~rea urbana de Madrid se instal6 en el ano 1978 una red 
autom~tica de control de contaminaci6n por parte del Ayuntamiento. 
Consta de 17 estaciones senaladas en la figura II-1, todas ellas 
registran continuamente concentraciones de so2 y particular mate-
riales y s6lo cinco (las numeros 1, 2, 4, 15 y 17) mon6xido de car-
bono. Al no disponerse de medidas contfnuas y sistem~ticas de los 
demas contaminantes principales (NOx y oxidantes) en el ~rea cons! 
der~da, el c~lculo de fndice globales, como por ejemplo el ORAQUI/ 
se ver~ sesgado al carecer de esta informaci6n. Ello hizo que se 
decidiera escoger uno de los tres compuestos antes mencionados y 
proceder a su correspondiente tratamiento y modelizaci6n para la 
determinacion de las variables significativas. 
Se desech6 el CO porque solamente se registra en cinco esta-
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Fig. II-1 Localizaci6n de las estaciones de medida de la 
red de control de contaminaci6n. 
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ciones y se pretende obtener resultados lo mas globales posibles. 
Ademas, es conocida su intensa interacci6n con el ozona y demas ox~ 
dantes (64) y1 al no existir medidas compaL3bles de estos ultimo, es 
te heche no se podr1a tener en cuenta. 
Finalmente se eligi6 el so2 por poseer una mayor incidencia 
sabre la poblaci6n ciudadana (65) , y ser un buen !ndice global de 
los niveles de concentraci6n que alcanzan los otros agentes, ademas, 
las part!culas materiales comprenden un gran numero de diferentes 
sustancias de diversas procedencias, lo que hace que los resultados 
obtenidos no siempre sean comparables con los existentes para otros 
lugares y la identificaci6n de agentes rectores se vea muy dificultada. 
El intervale de tiempo base adoptado fue de un dia y se tom6 
como valor representative de dicho per!odo el promedio de cada es-
taci6n obtenido a partir de los valores semihorarios suministrados 
par el ordenador central de la red. En todo el trabajo se consideran 
unicamente las estaciones numeradas del uno al dieciseis par ser los 
que se encontraban en funcionamiento en cl periodo Octubre 1978-Mar-
zo 1981 se sirve de base para la realizaci6n del rnisrno. Con un regi~ 
tro de esta longitud se han considerado tres periodos invernales (es 
en estas epocas cuando se alcanzan los n~veles mas altos) y es sufi-
cientemente extenso y ademas adecuado a los fines propuestos. 
11.2 ANALISIS PRELIMINAR DE LAS CONCENTRAC10NES DE so 2 
Puesto que la base experimental de este estudio la constitu-
yen los valores de concentraci6n de so2 , sera necesario obtener un 
conocimiento profunda de todas sus caracteristicas, especialrnente 
de aquellas que posteriorrnente sean aprovechables en una rnodeliza-
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ci6n. A tal fin se construyeron los histogramas incluidos en las 
figuras II.2- II.17 que son representatives de cada una de las 
distibuciones de las poblaciones correspondientes a los dieciseis 
puntos de medida. En todas ellas se puede observar una fuerte asi 
metr!a hacia los valores m~s bajos, caracter!stica de distribucio 
nes logar!tmico-normales o pr6ximos a ellos, t!picas de este con-
taminante (66 y 67). 
La tabla II-1.contiene los principales estad!sticos de las 
muestras. 
TABLA II-1 Estadisticos de las estaciones de so2 . Los valores se expresan en 3 /Aq·lm . 
-ESTACION c Uc. MODA Uc/( 
1 108.2 88.3 80 0.82 
2 103.3 74.0 90 0.68 
3 105.4 63.8 80 0.61 
4 48.5 53.8 ; 20 1.11 
5 130.3 99.0 60 0.76 
6 108.4 92.9 so 0.86 
7 87.9 86.3 25 0.98 
8 59.7 58.7 25 0.98 
9 76.2 64.7 50 0.85 
10 59.9 63.8 36 1.06 
11 62.0 62.5 36 1.06 
12 78.7 94.0 25 1.19 
13 51.4 47.4 45 0.92 
14 50.2 47.2 60 0.94 
15 111.9 51.9 90 0.46 
16 43.8 34.5 36 0.79 
·;. 
~5 
~0 
35 
30 
25 
20 
15 
10 
5 
0 
40 
35 
30 
25 
20 
15 
10 
0 
25 
IJO 90 150 210 270 331) 390 450 
Figura II-2 Histograma de concen-
traciones de 502 . Estaci6n 1 
60 120 160 200 21.0 260 
Figura II-4. Histogramas de concen 
traciones de 502 . Estaci6n 3. 
60 120 180 21.0 300 
Figura II-3. Histograma de concentra 
ciones de 502 . Estaci6n 2. 
I-
I-
~0 1":0 120 160 200 
Figura II-5. Histograma de concentra-
ciones de so2 . Estaci6n 4. 
35 
30 
25 
20 
15 
10 
5 
0 
26 
60 120 180 240 300 360 420 
Figura II-6. Histograma de concen-
traciones de 502 . Estaci6n 5. 
35 
30 
25 
20 
15 
10 
5 
0 
50 100 1~0 2CO 250 300 350 
Figura II-8. Histogramas de con 
centraciones de 502 . Estaci6n 7 
50 100 150 200 2SO 300 350 400 
Figura II-7. Histogramas de concen-
traciones de so
2
. Estaci6n 6. 
50 100 150 200 250 300 
Figura II-9. Histograma de concen-
traciones de so
2
. Estaci6n 8. 
27 
45 
40 
35 
30 
25 
20 
15 
10 
5 
0 
50 100 150 200 250 
Figura II-10. Histograma de con 
centraciones de 502 . Estaci6n 9~ 
40 
35 
JO 
25 
20 
15 
10 
0 
36 72 1Q.~ 1U V30 216 2S2 
Figura II-12. Histograma de concen-
traciones de so2 . Estaci6n 11. 
35 72 108 144 1M 216 252 258 
Figura II-11. Histograma de concen 
traciones de 50
2
. Estaci6n 10. -
:a 100 1:.•·. 200 250 350 l.OO 
Figura II-13. Histograma de cance!!_ 
traciones de so2 . Estaci6n 12 
!iO 
45 
40 
35 
30 
25 
20 
15 
10 
5 
0 
30 60 90 180 210 240 
Figura II-14. Histograma de concen-
traciones de so2 . Estaci6n 13. 
35 
25 
20 
15 
10 
5 
0 
30 so 90 120 1~J 1:0 2i0 2l.O 
Figura II-16. Histograma de concen-
traciones de so2 . Estaci6n 15. 
r--
1--
60 120 180 
Figura II-15. Histograma de concen 
traciones de so2 . Estaci6n 14. 
.~..J_J_...L..~_;::~ 
i"2 % 12() 1:1!. 
Figura II-17. Histograma de concen 
traciones de so2 . Estaci6n 16 
29 
En ella se puede observar que, a primera vist~hay una co-
rrespondencia entre los valores mas altos y la proximidad al cen 
tro de la ciudad, lo que permite, en cierta manera, establecer 
un criteria discriminador entre las diferentes estaciones. Esta 
cuesti6n se abordara con mayor detalle y profundidad en el capi-
tulo III. 
El maximo de los valores medias (130.~g;m3 ) se registra 
en la estaci6n ubicada en la plaza de Quevedo que corresponde a 
una zona de intenso trafico rodeada por una gran densidad de edi 
ficios dedicados tanto a viviendas como ~ usos comerciales y ofi 
cinas. 3 El valor mas bajo (43.8~g/m ) se alcanza en Arturo Soria 
que se halla situado en un barrio periferico de reciente creaci6n 
y una densidad de erlificaci6n, de caracter predominantemente resi 
dencial/baja. 
En cuanto a las desviaciones standard, en la figura II.18 
se ha representado su valor frente al de la media de la concen-
traci6n de cada.estaci6n, dicho diagrama pone de manifiesto una 
clara relaci6n directa entre ambas magnitudes. Esta interdepende~ 
cia se puede explicar si se tiene en cuenta que los puntas de v~ 
lor media mas elevado presentan una diferencia entre los valores 
invernales y los estivales muy superior a las estaciones menos con 
taminadas, lo que justificaria una menor dispersi6n en el conju~ 
to de los valores correspondientes a estas ultimas. 
t:r: 
130 
120 
110 
100 
90 
80 
'10 
60 
'jf) 
'· 0 
JO 
·zo 
10 
0 
30 
s 
12 
.1 
2 
~~II 9 ,3 
.~ 
.4 IS 
11. .. 13 
16 
10 10 30 40 so 60 10 M 90 100 no 120 do 140 c ~/ ""3 
FIGURA II-18. valores de la desviaci6n standard frente ala media de cada 
estaci6n. 
Este mismo heche se refleja al comparar las evoluciones c~ 
rrespondientes al periodo total de muestreo (figuras 1!.19 - !!.34), 
pues se puede comprobar que en los meses de verano la diferencia 
entre los valores de las estaciones es mucho menor que durante los 
invernales. Todas las figuras son muy similares y muestran clara-
mente al estacionalidad anual tipica del so2 , mucho m~s acentuada 
cuanto m~s inmerso est~ el punta de muestreo en el nucleo urbana 
y puesta de manifiesto por los contrastados m~ximos invernales. El 
origen de este ciclo anual parece radicar en la naturaleza de las 
fuentes, constituidas principalmente por calefacciones domesticas 
que entran en funcionamiento a primeros de Noviembre y permanecen 
en actividad hasta finales de Marzo. Dada la composici6n de los 
combustibles que se emplean mayoritariamente, ella 
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Fig. II-20 Evoluci6n de las medias mensuales de so
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FIGURA II-22. Evoluci6n de las medias mensuales de so2 . Estaci6n 4. 
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FIGURA II-23. Evoluci6n de las medias mens.;ales de so2 . Estaci6n 5. 
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FIGURA II-25. Evoluci6n de las medias mensuales de so2 . Estaci6n 7. 
FIGURA II-26. Evoluci6n de las medias mensuales de so2 . Estaci6n, 8. 
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FIGURA II-27. Evoluci6n de las medias mensuales de so
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FIGURA II-28. Evoluci6n de las medias mEmsuales de so
2
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FIGURA II-29. Evoluci6n de las medias mensuales de so2 . Estaci6n 11. 
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FIGURA II-30. Evoluci6n de las medias mensuales de so2 . Estaci6n 12. 
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FIGURA II-31. Evoluci6n de las medias mensuales de so2 . Estaci6n 13. 
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supone un gran incremento en la cantidad de azufre vertida a la 
atm6sfera en dicha epoc~ que origina la subsiguiente elevaci6n 
de los niveles de concentraci6n. Cuanto mayor sea la concentraci6n 
de focos (mayor densidad de edificaciones) mayor ser~ el aumento, 
lo que explicar1a la diferencia entre un;.s estaciones y otras. 
II.3 An~lisis espectral 
II.3 Introducci6n 
Una vez conocidos los par~metros descriptivos que caracte-
rizan las series temporales de so2 registrados en cada una de las 
dieciseis estaciones de la red urbana, se puso de manifiesto la ne 
cesidad de un an~lisis que revelara aspectos del comportamiento 
de las series, tales como tendencias, periodicidades, etc., que 
ser~n de especial inter~s a la hora de elaborar modelos de predi£ 
ci6n. Para alcanzar estos objetivos se hizo uso del an~lisis espe£ 
tral, considerado como un medio auxiliar que proporciona una in-
formaci6n complementaria de valiosa utilidad, especialmente en el 
diseno de funciones de autocorrelaci6n, siendo estas las fundamen-
tales en el memento dS idehtificar algunos de los modelos de predi£ 
ci6n que se aplicar~n. 
De acuerdo con lo expresado en el p~rrafo anterior se proc~ 
di6 a calcular los respectivos espectros de las diferentes series 
segun la idea desarrollada por Jenkins y Watts (68) y siguiendo 
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el algoritmo de Blackman-Tukey (69) mediante el programa BMD-02T 
de !a biblioteca de programas del Centro de C~lculo de !a UniveE 
sidad Complutense de Madrid, el cual se aplic6 a las series tem-
porales anteriormente estudiadas. Debido a las caracteristicas 
del registro se puede detectar cualquier posible periodicidad de 
per!odo superior a dos dias y, si existiese, se podra identificar 
!a anual. El interes en !a capacidad de detecci6n de !a periodic! 
dad anual estriba en que las caracter!sticas de este contaminante 
hacen que su presentaci6n sea muy probable 1 como se sefial6 en el 
apartado II.2. Los espectros obtenidos se representan, una vez noE 
malizados, en las figuras !!.35--II.SO, tanto la longitud de los 
registros como el numero de grados de libertad fueron iguales en 
cada uno de ellos. La ventana espectral utilizada fue la de Hanning 
(68) y su anchura viene representada en las figuras, este espaciado 
proporciona una gran estabilidad en las estimaciones espectrales 
conjugada con una excelente resolubilidad del espectro. 
Las caracter!sticas espectrales m~s destacables para el con-
junto de estaciones se resumen en la tabl1 II.2. 
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TABLA II-2 Caracter!sticas de los espectros sin filtrar. 
£sbo.e,.ott. v-.. ri4c.c. ~O!t. 
/Z,,·.:~o 
'lj to~tr -«;;Nif/ r"!}o 
1 0.78 7791.3 si 
2 0.73 5482.3 No 
3 0.84 4060.6 S! 
4 0.74 2890.4 No 
5 0.83 9790.4 S! 
6 0.80 8688.3 Si 
7 0.84 7446.8 Si 
8 0.83 3437.8 Si 
9 0.84 4177.3 Si 
10 0-78 4073.0 Si 
11 0.78 3905.2 Si 
12 0.82 8834.8 Si 
13 0.78 2243.8 Si 
14 0.56 2231.9 No 
15 0.74 2773.3 No 
16 0.67 1192.3 No 
Como puede observarse de la primera columna de la tabl~ t~ 
das las series presentan un alto grado de persistencia (puesto de 
manifiesto por r 1 ) siendo m!nimo en la 14, adem~s en doce de ellas 
se puede asimilar a un ruido rojo de Mar~ov. Tambien cabe resal-
tar que la mayoria de las estaciones perif~ricas tienen un valor 
de r 1 inferior al correspondiente a aquellas de ubicaci6n mas tip! 
camente urbana, lo que se puede atribuir a la diferente distribu-
ci6n de los focos, cada vez m~s escasa al alejarse del centro de 
la ciudad. En efecto, puesto que la densidad de focos es m~xima 
en el centro, las estaciones de medida alli ubicadas estar~n com 
pletamente inmersas en el foco y ello hara que las observaciones 
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FIGURA II-37. Espectro de pctencia. Estaci6n 3. 
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FIGURA II-40. Espectro de potencia. Estaci6n 6. 
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FIGURA II-44. Espectro de potencia. Estaci6n 10. 
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dependan m~s de las inmisiones en la zona central que en la p~ 
rif~rica. Puesto que el comportamiento de los focos de emisi6n 
posee caracter!sticas m~s regulares que el de los agentes meteo-
rol6gicos, parece 16gico que las estaciones m~s influidas por los 
primeros presenten un comportamiento rn~s persistente que las de-
m~s. En cuanto a la varianza total de cada una de las series, va-
ria entre 1192.3 (~g/m3 ) 2 y 9790.4 (~g/rn3 ) 2 . La distribuci6n se 
gun los puntas de muestreo no presenta un patr6n diferenciador tan 
claro como el caso de los coeficientes de autocorrelaci6n, debido 
quiz~s a la conjunci6n de los factores estacionales, especialmente 
intensos en la zona central de observaci6n, y de aquellos otros c~ 
yos efectos se manifiestan a escalas ternporales de unos pocos d!as. 
En la zona de bajas frecuencias se pone de manifiesto en to-
dos los espectros la existencia de un pico que emerge clararnente 
por encima por encima de los continuos nulo y del nivel 95% de co~ 
fianza en valor correspondiente a un periodo centrado en 333 ~las. 
Este se encuentra comprendido en una banda que incluye la period! 
cidad anual, y por tanto, es atribuible al mecanisme de funciona-
miento de los focos ernisores, as! como, en rnenor grado, al compo~ 
tamiento de los fen6menos atmosfericos a gran escala. Su importan-
cia relativa varia ligeramente de unas estaciones a otras, aunque 
siempre se mantiene entre una contribuci6n que supone un 8% de la 
varianza total en la estaci6n 14 y un 21% en las 1 y 2. 
En las frecuencias y medias el comportamiento espectral va-
ria segun la localizaci6n de las estaciones de observaci6n. As!, 
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los espectros para las series 1, 5 y 15 presentan un ritmo de P~-
riodicidad en torno a los nueve d!as cuya contribuci6n a la varia~ 
za total es de 2%. En los restantes, o bien no se presenta indicio 
alguno de tal periodicidad, o aparece una ligera tendencia a po-
derse presentar pero siempre manteni~ndose por debajo de los nive 
les de confianza. 
Debido a que esta acumulaci6n de varianza no se present6 en 
todos los espectros realizados, se procedi6 a elevar los niveles 
de significaci6n de acuerdo con los criterios propuestos en (70), 
que permiten diferenciar si un valor significative a un cierto ni-
vel se puede atribuir a fen6menos f!sicos reales, o bien a las flue 
tuaciones propias del muestreo. Para los tres espectros que pre-
sentaban esta periodicidad el nivel resultante fue del 99'9% y, a 
pesar de ello se mantiene la significaci6n de los picos, con lo 
cual se excluye la posibilidad de que tales periodicidades sean de-
bidas a las fluctuaciones del muestreo. 
11.3.3 Filtros 
Para poner de manifiesto si la existencia de la periodicidad 
de los nueve d!as era realmente significativa y exclusiva de aque-
llos espectros ya senalados, se procedi6 a la aplicaci6n de un fil 
tro que limitara la influencia que otras zonas del espectro pudie-
ran tener sobre las frecuencias pr6ximas a la identificada. De es-
ta forma se intenta garantizar que la va1·ianza asignada a cada una 
de las frecuencias corresponde unicamente a fen6menos incluidos den 
tro de la banda delirnitada por el filtro y se evitan influencias 
de otras zonas que pueden enrnascarar la varianza de ciertas bandas 
de frecuencia. 
A tal fin se disen6 un filtro que resaltar~ la zona del es-
1 -1 pectro cornprendida entre 0'025 d- (40 d!as) y 0'25 d (4 dias) 
y elirnine la influencia de los valores situados fuera de la zona 
as! acotada. Con ello se intentaba elirninar tres efectos que pudi~ 
ran distorsonar las estirnaciones del poder espectral; la persiste~ 
cia, la tendenciay la periocidad anual, puesto que ambos se rnani-
fiestan en la zona de frecuencia rnuy bajas y, por tanto, muy infe-
rior a 0.025 d- 1 . 
El procedirnientos de filtrado que se emple6 fue digital (68), 
paso-ba .. da entre 40 y 4 d!as y sirnetrico. El efecto paso-banda no 
se logr6 directarnente sino que se obtuvo como diferencia entre dos 
filtros paso alta, uno correspondiente a 40 y otro a ~ d!as. La ex 
presi6n final obtenida consta de 33 pesos y se puede forrnular como 
Jt. 
fi = ~ ~t xt-t 
t.~·/6 
siendo yt los valores filtrados, xt los originales y ht los pesos 
que se dan en la tabla II-3 
TABLA II-3 Peso del filtro aplicado. 
1 0 1 2 3 4 5 6 7 8 
h1 .6357 .1368 -.0580 -.0548 -.0506 -.0458 -.0404 -.0349 -.0295 
1 9 10 11 12 13 14 16 16 
hl -.0244 -.0197 -.0155 -.0120 -.0091 -.0069 -.0048 -.0034 
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La funci6n de respuesta del filtro ~e ha representado en la 
figura II-51. 
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FIGURA II-51. Ganancia del filtro digital aplicado. 
t (C/dia) 
En ella puede observarse que la funci6n aumenta rapida y uniform~ 
mente hasta alcanzar un valor maximo 1'03 cuando f vale 0'75, a paE 
tir de este punta se inicia un descenso con menor pendiente que el 
tramo anterior hasta valer 0'3 para f = 0'48 y a continuaci6n de 
ese punta cae bruscamente hasta un valor 0 en la frecuencia limi 
te. En la zona que se pretendla filtrar, la funci6n se comporta 
satisfactoriamente, pues, en ella var!d entre 0'57 para f ~ 0'025 
y 0'67 para f = 0'25 siendo para la periodicidad de 9 dlas el va-
lor de la funci6n igual a uno. 
Par todo lo anterior se comprueba que el filtro digital em-
pleado cumple satisfactoriamente las condiciones que se impusieron 
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al disefiarlo y se puede aplicar a cada una de las series. 
Consecuentemente, se aplic6 el filtro cuyas caracteristicas y 
efectos se acaban de describir a la totalidad de los valores. Como 
ejemplo ilustrativo, en la figura II-5& se ha representado la se-
rie original y la filtrada correspondiente a la estaci6n 14. El 
filtrado, como puede observarse, supone la aparici6n de valores ne 
gativos en la serie temporal como consecuencia del predominio de 
pesos de valor menor que cero en los coeficientes de la media m6 
vil aplicada. La diferencia mas clara a primera vista (ver la fi-
gura como ejemplo ilustrativo) estriba en el hecho de que la evol~ 
ci6n de los datos filtrados es mas suavizada que la de los origin~ 
les, pero no se ha introducido un gran cambio en el aspecto cual! 
tativo, puesto que ambas presentan evoluciones muy similares. 
Al conjunto de las nuevas series filtradas se le aplic6/del 
mismo modo que se hizo a las originales, el procedimiento de Blak-
man y Tukey para el calculo de los correspondientes espectros de 
potencia. DB nuevo el numero de puntos y el de grades de libertad 
fue el mismo en cada uno de los espectros. Las principales carac-
ter1sticas de los espectros filtrados se han resumido en la tabla 
II-4. 
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Estaci6n r1 r2/r1 varian~"'t. ~!m ) Reducci6n % 
1 .69 .32 2701.5 65 
2 . 71 .40 1535.0 72 
3 .75 .48 1211.9 70 
4 .69 .41 891.4 69 
5 .73 .42 2603.6 73 
6 .68 .30 2323.2 73 
7 .72 .38 2030.6 73 
8 .74 .47 1087.9 68 
9 . 76 .52 1322.9 68 
10 .70 .36 1430.6 65 
11 .67 .27 1195.5 69 
12 .67 .25 2105.4 76 
13 .71 .36 800.9 64 
14 .69 .42 878.:... 60 
15 .66 .17 949.::: 66 
16 .58 .02 393.6 67 
TABLA II-4 Caracteristicas de los espectros filtrados. 
En ella se puede observar que existe una reducci6n del valor 
del coeficiente de autocorre1aci6n del prlmer lag y, por tanto, de 
la persistencia, excepto en el espectro correspondiente a la esta-
ci6n 14, que experimenta un ligero aumento de 0'13. Sin embargo, 
se mantiene la diferencia entre los sectures, aunque esta se pre-
senta de manera menos acentuada. Cabe resaltar que la persistencia 
no~~~~ningGn espectro de tipo markoviano. Por otra parte, la varia~ 
za experimenta una sensible reducci6n que est~ comprendida entre un 
75% en la estaci6n 12 y un 60% en la 14. La raz6n de este descenso 
hay que buscarla 16gicamente en el efecto que produce el filtro, el! 
minando la varianza asociada tanto en las periodicidades de frecuen 
cia inferior a 0'025 d- 1 como a los supe~iores a 0'25. 
56 
fA 91m3 
-go 
80 
70-
60 
50 
40 
30 
~0 
10 
0 
17 19 21 23 25 27 29 31 1 5 7 9 11 13 15 
---------------------------00. NOV. 
\FIGURA II-52 a). Evoluci6n diaria de 50
2 
sin filtrar. 
50 
~0 
30 
20 
10 
-10 
-20 
-30 
-t.C 
FIGURA II-52 b). Evoluci6n diaria de 502 filtrada. 
57 
En todo caso, tiene mayor importancia la reducci6n debida a la zo 
na inferior a 0'025, pues en ella est~n incluidos, como se indica_ 
anteriormente, los efectos de la persistencia markoviana, la ten-
dencia y la periodicidad anual. Un ejemplc1 de los espectros de los 
datos filtrados de cada estaci6n (de aqui en adelante denominados 
espectros f.il trades) se han representado en las f iguras 11-53 aun-
que sip incluirse el cont!nuo nulo. El a~pecto general es muy simi 
lar para todos ellos y se caracteriza porque el m~ximo de varianza 
no se halla en las frecuencias m~s bajas, sino en dos zonas: una 
amplia correspondiente a una periodicidad entre 30 y 15 d!as y un 
pica muy claramente definido centrado alrededor de los nueve d!as. 
La ausencia de valores altos en las zonas m~s pr6ximas al origen se 
explican en raz6n del proceso de filtrado, puesto que como se ha 
sefialado repetidamente elimina todos los efectos de esta parte del 
espectro. 
FIGURA II-53. Espectro filtrado de la estaci6n 1. 
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El~trazado de los continuos nulos en los espectros de potencia 
present6 inicialmente serias dificultades. En efecto, ninguno de e-
llos, a pesar de los altos valores de r 1 registrados, se puede as! 
milar a un ruido rojo de Markov de valor r 1,tal y como se puede 
apreciar al compararlo en la figura II-54 con el aspecto de las 
curvas correspondientes a dicho tipo de persistencia, por este mo-
tive debe rechazarse este ultimo como representative del espectro 
estudiado. Con objeto de buscar un continuo que realmente reflej~ 
ra el comportamiento del espectro, se calcularon los diferentes va 
!ores de los cocientes entre el coeficiente de autocorrelaci6n en 
el segunda "lag" y el del primero (valores de r 2 /r 1 de la segunda 
columna de la tabla anterior). Ello se hizo siguiendo una idea su 
gerida en (70) y se pens6 que, al ser dichos cocientes muy inferi~ 
res a los de r 1 , el ruido ser!a menos persistente y, en consecuen-
cia, la acumulaci6n de varianza en las frecuencias inferiores no se 
r!a tan grande y se conseguirla una mejor aproximaci6n. Sin embar 
go, la representatividad obtenida no se puede considerar ni mucho 
menos satisfactoria, tal y como se ilustra en la figura II-55. Por 
otra parte, asimilar los continuos a aquellos de ruido blanco cuyo 
valor correspondiente fuera, en cada caso, el de !a potencia media 
espectral, tampoco cumpli6 los requerimientos exigidos (ver figura 
II-56) . 
Puesto que no se pudieron hallar en la bibliografla metodos 
alternatives a los ya empleados,result6 clara la necesidad dedi-
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FIGURA II-54. Espectro filtrado de la estaci6n 1 con un continuo 
de Markov. 
FIGURA II-55. Espectro filtrado de la estaci6n con un continuo 
de Markov caracterizado por r 2/r1 . 
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FIGURA II-56. Espectro filtrado de la estaci6n 1 con un continuo igual 
al valor media. 
FIGURA II-57. Espectro filtrado de la estaci6n 1 con un continuo 
filtrado. 
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sefiar un criteria que permitiera un trazado correcto de los conti 
nuos representatives de estos espectros. Finalmente se pens6 que 
el procedimiento m~s realista seria proceder a un filtrado de los 
continuos nulos obtenidos para cada serie mediante la aplicaci6n 
de la funci6n de respuesta considerada. Un ejemplo de los resulta-
dos se representan en la f igura II-57 y se puede observar que el pico 
de 9 d!as emerge claramente por encima del continuo y del nivel de 
confianza del 95% (calculado segun el procedimiento usual a partir 
del continuo) en la pr~ctica totalidad de las estaciones. 
Las razones que llevaron a la elecci6n de este tipo de conti 
nuo son de origen tanto te6rico como pr~ctico. Por una parte, se 
sabe que el efecto que un filtro ejerce sabre el espectro de una 
serie temporal determinada se caracteriza tanto por la ganancia 
como por la fase de su funci6n de respuesta. Para el aqu1 aplicado, 
dadas sus caracteristicas, la fase toma un valor nulo y la ganancia 
es la representada,anteriormente en la figura II-51. Ello hace que 
su aplicaci6n pr~ctica sea inmediata y no presente dificultades, 
puesto que en cada caso se determin6 el ~ontinuo nulo representat! 
vo de cada espectro, parece 16gico pensar que el nuevo continuo a-
signado de los datos filtrados sea el obtenido al filtrar el nulo 
original. Como quiera que los resultados confirmaron la represent~ 
tividad de estos ultimos el metoda ideado se consider6 aceptable 
para los fines propuestos, aunque no se descart6 la validez de apr~ 
ximaci6n por otro tipo de procedimientos. 
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Debido a que la caracteristica comun de los espectros era la 
presencia, mucho m~s n1tida que en cualquier espectro anterior y 
tambien verificada mediante criterios a posteriori, de la periodi-
cidad de nueve dias, se pens6 que quiza§ fuera significativa. Sin 
embargo no se le pudo encontrar una interpretaci6n f1sica, ya que, 
por un !ado no se ha localizado ninguna referencia sabre la apari-
ci6n de dicha periodicidad en las variables meteorol6gicas en las 
latitudes medias, puesto que las manifestaciones del ciclo de 1ndi 
ce registrados se encuentra en torno a los 15 d1as y siempre son de 
periodo superior a los 10 dias (71, 72, 73), y, por otra parte, las 
ondas de presi6n suelen estar en torno a los 5 dias, es decir, se 
aprecia un vacio precisamente aldedor de los 9 dias. Tampoco pare-
ce claro asignar dicha periodicidad a la frecuencia de presentaci6n 
de diferentes ~ituac~ones meteorol6gicas; asimismo, estudios anterio 
res sobreel recorrido del viento (74) en la misma zona no ponen de 
manifiesto dicha existencia. Por todo ello, se descart6 en princi-
pia el origen puramente meteorol6gico de tal periodicidad. 
La posibilidad de que fuera un fen6meno antropogenico, basa-
do en la existencia de algun ciclo de emisi6n en la ciudad, el que 
diera origen a la~parici6n del mencionado ritmo en las concentracio 
nes de so2 , no se pudo comprobar directamente dada la carencia, co-
mo ya se mencion6 al comienzo de esta memoria, de un inventario de 
tallado de emisiones. A pesar de todo, y como se disponia de los 
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valores de la concentraci6n de part!culas materiales y demon6xi-· 
do de carbona registrados en las estaciones de la misma red de m~ 
dida, se realiz6 un estudio paralelo para dichos contaminantes con 
objeto de conocer si tal periodicidad era exclusiva del so2 o no. 
Los espectros obtenidos son similares para el caso de las partie~ 
las (en la figura II-58 se ha representado el correspondiente a la 
estaci6n 1) lo cual se podria explicar si se tiene en cuenta sus o-
rigenes (75). 
Para el mon6xido de carbona, en cambia, el espectro (fig. II-59) 
presenta un aspecto diferente y en ~1 no se registra ningun pica 
significative que supere el nivel del 95% en la banda centrada en 
9 dfas, aun mas, en la propia frecuencia correspondiente a 9 dfas 
el valor de la varianza no presenta siquiera un maximo relativo en 
las estaciones. 
Todo. lo anterior parecer!a indicar que el fen6meno causante 
de la periodicidad es exclusivo del so2 y de las particulas, lo cual 
haria pensar que pudiera consistir en un ciclo de emisi6n que afec-
tara unicamente a las fuentes comunes de ambos agentes contaminan-
tes. Ademas, es de sefialar que para el co la reducci6n porcentual 
de la varianza es de un 40% mientras que se vi6 que para los ante-
riores, este era superior a un 60%. Ella indicaria que, para el CO 
los fen6menos cuya escala de tiempo se halla incluida en las zonas 
filtradas tienen menor importancia en la determinacion de su compoE 
tamiento que para el so2 y las particulas materiales lo que supon-
dria una clara diferencia entre los contaminante. 
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FIGURA II-58. Espectro de la serie de particulas de la estaci6n 1. 
FIGURA II-59. Espectro de potencias de la serie de CO 
de la estaci6n 2. 
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Para completar el estudio sobre el origen de la periodicidad 
se someti6 al mismo tratamiento a los datos de so2 diarios medidos 
en la c~tedra de F!sica del Aire de la Ciudad Universitaria de Ma-
drid. Los registros comprenden el per!odo Abril 75-0ctubre 77 pue~ 
to que no se dispone de medidas simult~neas a las de la red muni-
cipal. En el espectro final obtenido se puede apreciar claramente 
la presencia de un pico definido centrado en torno a una perioci-
dad de 7 d!as que resulta significative con respecto a los conti-
nuos; as! como la desaparici6n del m~ximo de varianza en el punto 
correspondiente a 9 dias. Este heche implicar!a que el fen6meno 
origen de esta dltima periodicidad se ver!a cincunscrito a la zo-
na m~s t!picamente urbana y no se verificaria en las zonas de ca-
r~cter semiurbano como la Ciudad Universitaria. 
Sin embargo, esta conclusi6n no se puede tomar sino como una 
referencia, ya que, al no ser los registros simult~neos en el tiem 
po, pudiera haber existido un cambio en e:_ comportamiento del so2 
de uno al otro per!odo. No obstante, la verificaci6n de este cam-
bio es practicamente imposible y, por otra parte, parece muy dudo-
so el que haya tenido lugar. 
Dado que no se ha encontrado una explicaci6n f!sica que ju~ 
tificase la existencia de la periodicidad de 9 dias, se consider6 
que el probable origen ~ tal periodicidad se podia atribuir a una 
fuga espectral de varianza procedente de la periodicidad de un afio 
a traves de los 16bulos laterales de la ventana de Hanning. Este he 
cho se suele presentar con cierta asiduidad si se aplican tecnicas 
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espectrales cl~sicas como la de Blackman y Tuckey a registros de 
poca longitud. En el an~lisis del so2 se han empleado datos de 2 
afios y medic, lo que representa un valor insuficiente para alcan-
zar un r~gimen estacionario con respecto a la periodicidad anual. 
As1 el r~gimen transitorio adquiere una gran importancia y se pu~ 
de producir el fen6meno de fuga (76, 77, 78) anteriormente mencio 
nado que, en los espectros aqu1 considerados tomaria la forma de 
9 dias. 
Puesto que el filtro anteriormente aplicado no elimin6 la 
periodicidad de 9 dfas, se recurri6 a otra alternativa que confirm~ 
ra si el origen de la acumulaci6n de varianza en la.banda de fre-
cuencia de 0'111 d!a - 1 se halla en un goteo o fuga espectral pr~ 
cedente de la acumulaci6n de varianza en la frecuencia anual, y 
consistira en eliminar los efectos de dicho ritmo de periodicidad 
de la serie temporal (79); en otras palabras, se trata del m~todo 
de periodicidades escondidas. Para ello, bastar~ tener en cuenta 
que la contribuci6n de una determinada banda de frecuencia al va-
lor final de la serie es. 
~~:A GCj ( ~ n n f-+ t/JJ 
donde A es la amplitud de la frecuencia y ~ la fase con la cual ac-
taa ~sta. Si a cada valor de las series xb se le resta el corres-
pondiente yb, se podr~ analizar los residues r~ y comprobar si se 
presenta la periodicidad de 9 dias o no. En caso afirmativo se de-
ber~ descartar su origen espureo, puesto que la serie residual ha 
sido sometido a un blanqueo en las frecuencias correspondientes a 
la periodicidad anual, por lo que la contribuci6n de esta es clara 
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mente nula en la nueva serie. Por el contrario, si el pice de 9 
dias ha desaparecido, no habra ninguna duda en atribuir su origen 
a fugas espectrales procedentes de la bancla anual. 
Esta sospecha se ve confirmada por ~1 heche de que al divi-
dir las series de so2 en periodos de invi(~rno-verano, los espectros 
no presentan indicio alguno sobre tal maximo relative en 9 dias. Si 
el origen fuera real, la periodicidad se deberia presentar clara-
mente, puesto que un registro de 160 dias (longitud aproximada de 
cada uno de los per!odod en que dividi6 la s~rie) es suficientemen 
te largo con respecto al posible ciclo de 9 dias, como para que el 
r~gimen estacionario se haya alcanzado y no se presenten problemas 
transitorios. 
Para poder eliminar el tone anual es precise calcular previ~ 
mente los valores de su amplitud y de su fase, esto se consigui6 
mediante la aplicaci6n de un programa propuesto por Bloomfield en 
(79), a pesar de todo, el analisis epectral de los residues muestra 
todavia la periodicidad que se pretend!a eliminar. 
En consecuencia, se investig6 el posible origen del pice no 
como consecuencia de fugas, sino de efecto espureo causado por la 
ventana empleada, en este case la de Hanning (68), o bien inducido 
por el propio algoritmo de calculo. Por ello se calcul6 el perio-
dograma correspondiente sin aplicaci6n de ninguna ventana e intro 
duciendo la rectangular. Pudo observarse en ~stas que no aparece 
el menor rastro de la existencia de maxi~o relativo centrado en 9 
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d1as, p~lo que se rechaz6 que tal periodicidad fuera significat! 
va. 
Todo lo anterior resalta el gran cuidado que se debe poner 
al analizar periodicidades sin significado fisico, que se obtengan 
en la zona de bajas frecuencias al analizar esp~ctralmente media~ 
te t~cnicas clasicas una serie temporal. Puede ocurrir qu~ ni aun 
los test a posteriori mas contrastados tengan la habilidad de de-
tectar su origen espureo, como es aqu! el caso, lo que originar1a 
la obtenci6n de conclusiones err6neas y sin sentido flsico que con 
dujeron a resultados totalmente absurdos. 
En definitiva, los rasgos mas sobresalientes del so2 en el 
centro urbane de Madrid son su procedencia de distribuciones loga-
ritmico-normales, una clara periodicidad anual con maximos en los 
meses de Noviembre y Diciembre y la presencia de una persistencia 
bien caracterizada. 
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III. INDICE DE CONTAMINACION EN UN AREA. 
III.1. Introducci6n. 
En la actualidad existen disciplinas en las cuales se dis 
pone de una gran cantidad de inforrnaci6, sobre un problema con-
creto englobado en su campo de acci6n. La excesiva proliferaci6n 
de fuentes informativas puede hacer que, parad6jicamente, el ac-
ceso al conocimiento de tales cuestiones sea demasiado laborioso 
o inalcanzable si no se puede tratar el caudal de datos concen-
trandolo y reduciendolo a dimensiones acordes con la capacidad 
de c~lculo que se dispone. Todo ello ha conducido a que, en 
las ultimas d~cadas, se haya procedido a la elaboraci6n de di-
ferentes sistematizaciones capaces de, sin reducir ninguna in-
forMaci6n, reducir el volumen de datos que se debe tratar, fa-
cilitando as! su an~lisis y comprensi6n. En este punto se pre-
sentan, entre otras varias, dos altern~tivas, as!, la utiliza-
ci6n de cualquier tipo de an~lisis dis::riminante permite disti~ 
auir la informaci6n que resulta significativa, y eliminar el res 
to, que ser~, por lo tanto superfluo. Sin embargo, se puede OE 
tar por la no eliminaci6n de parte alg~na del contenido total, 
englobando o aunando varies sectores diferentes en indices si~ 
nificativos de un hecho m~s general. 
Dentro del contexte meteorol6gico y sus aplicaciones al 
campo de la contaminaci6n ambiental este aspecto ha sido trata-
do por diversos autores (80, 81), destacando especialmente lacon 
tribuci6n de Van Egmond et al (82, 83, 84, 85) en su estudio acer 
ca del transporte de contaminantes en Rolanda. 
De entre los distintos indicadores globales (86, 87), en 
este trabajo se ce~trar~ la atenci6n en el denominado P.D.S., !n-
dice inicialmente indicativa de los efectos de una emisi6n1 por 
las razones que se expondr~n a continuaci6n. 
III.2. El P.D.S. 
III.2.1. DefiniciOn del P.D.S. 
Este !ndice surge al intentar combinar los varies aspec-
tos determinantes de la acci6n que puede ejercer un cierto nivel 
de concentraci6n de un contaminante sabre cualquier ente a el ex 
puesto. En concreto, se tienen en cuenta el valor medido de la 
concentraci6n, su durac:6n y el ~rea afectada. Puesto que los 
efectos de un agente nocivo para la salud dependen tanto de !a 
concentraci6n a la que se encuentran expuestos los organismos, 
como del tiempo de duraci6n de dicha exposici6n, es 16gico expr~ 
sar mediante el producto de estas dos variables el efecto global 
de ambas. Dicho producto se conoce como la dosificaci6n del con-
taminante (88) que af~ctar~ a una determinada !rea, el producto 
de este ~rea por su dosificaci6n ser! representative de la cont~ 
minaci6n global originada por una cierta emisi6n. As!, pues, el 
producto de dosificaci6n superficial se defifte como: 
h 
P. D. s. = J J c a/.~ J,s 
s iJ 
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donde S es el area sabre la cual se calcula el producto (P.D.S.~ 
t 1 y t 2 los l!mites del intervale de tiempo considerado y C la 
concentraci6n registrada durante el mismo. Esta idea fue intra-
ducida por Duckwoth et al. (87), y como se acaba de indicar, de 
esta manera se caracteriza una emisi6n superficial y temporalme~ 
te. Ampliando este concepto Finzi (89) et al. modificaron la ex-
presi6n del P.D.S. con objeto de hacerlo representative de la co~ 
centraci6n registrada en un area global, para lo cual introdujo 
una ponderaci6n espacial y otra temporal. De esta manera el P.D.S. 
queda transformado como siguJe):i, 
_..J_ celt P. D.S. - 6tS 
$ ~I 
d.S (111-j) 
que sera esta la forma definitiva que aqu1 se aplicara. 
Con esta forma de filtrado se podran sustituir las diferen-
tes concentraciones registradas en un area por un unico valor, 
disminuyendo volumen de datos a tratar. En definitiva, se redu-
ce el nurnero de cornponentes del vecto¥ de concentraciones, lo 
que equivale a trasladarse desde un es:Jacio de n-dimensiones a 
otro cuyas coordenadas son, normalrnente, inferiores a cinco. Pue 
de observarse una cierta analog!a formal con metodos como el 
analisis discriminante o el de cornponentes principales, y, al 
igual que ellos debera estar garantizado que la transformaci6n 
rnantiene las principales propiedades y no supone perdida de fa-
cetas o aspectos fundamentales existentes en el vector original 
y !levan implicita la caracterizaci6n total y correcta. Con el 
fin de que este procedimiento sea representative de la realidad 
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y no suponga una perdida de la informaci6n total, se deber~ 
utilizar un criterio objetivo en la elecci6n de los recintos 
S, que garantice la homogeneidad dentro de ellos. 
Para satisfacer esta necesidad se realiz6 un an~lisis pr~ 
vio de los datos disponibles procedentes de las dieciseis es-
taciones registradoras de so2 que estaban en funcionamiento en 
el per1odo de estudio. De este modo, se pretend1a obtener algun 
indicio sobre la posible existencia en el nucleo urbano de Ma-
drid de zonas de distinto car~cter desde el punto de vista con 
taminante. Esta suposici6n, aprior1stica, se basaba en la pro-
pia naturaleza de las fuentes emisoras de so2 , 16gicamente m~s 
numerosas en el centro de la ciudad. Por otra parte, los valo-
res medios obtenidos para cada estaci6n, que se seftalan en el 
apartado II-2, tarnbien hac1an sospechar tal discriminaci6n. 
III.2.2. Elecci6n de sectores. 
--------------------
El planteamiento anterior es, desde un cierto punto de 
vista, t1pico de un an~lisis de conglomerados puesto que se de-
sea agrupar las estaciones (queea el lenguaje de los conglome-
rados ser1an los objetos) segun un numero de categor1as lo mas 
reducido posible antes de proceder a un tratamiento capaz de 
descubrir y desentraftar normas de comportamiento. 
Para poder definir dichas categor1as habr~ que seftalar las ca-
racter1sticas que segun sean cornnues, o no, determinaran la 
pertenencia de un elemento o una clase a la proximidad de un ob 
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jeto a otro. Debido a que el interes se centra en los niveles 
de contaminaci6n que alcanza cada estacion, no se presento nig 
guna duda al elegir como caracter1sticas Jas concentraciones 
diarias que registraba cada una de ellas, teniendo definida de 
esta manera la matriz basica se realiz6 un analisis de conglo-
merados de los valores del per!odo cornprendido entre Noviembre 
y Marzo, ya que corresponden a la epoca del ano en que la con-
centraci6n alcanza valores mas altos y coincide con el funcio-
namiento de las calefacciones. El algoritmo empleado hace uso 
de "distancias" eucl!deas (90 y 91) y se encuentra incluido en 
el paquete de programas ADDAD (del Centro de Calculo de la Uni-
versidad Complutense de Madrid). Los r~sultados obtenidos para 
la primera epoca analizada (Noviernbre ·78 - Marzo 79) dan lugar 
ala tabla III-1, donde estan reflejacas las clases de la jeraE 
qu1a proporcionadas por el metodo de ~nlculo, asimismo, en la 
figura III-1 viene indicado el diagrama de los 1ndices del ni-
vel de jerarqu!a. 
Vera continuaci6n Tabla III-1. 
Tabla III-1. 
Conglomerado 
Final 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
Inicial 
13 
4 
11 
1 
17 
7 
5 
18 
20 
3 
21 
27 
25 
29 
30 
y 14 
y 10 
y 1 3 
y 9 
y 16 
y 15 
y 12 
y 8 
y 2 
y 23 
y 19 
y 24 
y 26 
y 6 
y 28 
T(O 
300 
200 
100 
0 
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Clases de las jerarqu1as del an~lisis cluster. 
Estaciones que comprende 
1 3, 14 
4, 10 
11 , 13 
1 , 9 
13, 14, 16 
7, 15 
5, 7, 15 
4, 10, 8 
1 , 9, 2 
3, 5, 7, 15 
13, 14, 16, 11 
13, 14, 16, 11 , 4, 10, 8 
1 , 9, 2, 3, 5, 7, 15 
1 , 9, 2, 3, 5, 7, 15, 12, 6 
1,9,2,3,5,7,15,12,6,13,14,16,11,4,10,8 
Orden del conglom:?rndo 
30 2'?, 26 24 22 20 18 
FIGURA III-1 Diagrama de las clases de jerarquia del analisis de conglomerados. 
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En esta ultima se puede observar que la variabilidad den-
tro de cada conglomerado va aumentando gradual y progresivamen-
te en las 14 primeras y experimenta ur. brusco aumento en la ul 
tima (T. indice de la variabilidad dentro del conjunto es 3.7 
J 
veces superior al del anterior). Todo ello 1ndicaque este con 
glomerado no se puede considerar como homog~neo y se deben di-
ferenciar sus dos componentes (28 y 30). El hecho de que la iner 
cia de estas ultirnas (T.= 73 y 86 respectivamente) est~ dentro 
J 
del mismo orden que las de los demas ronglomerados, condujo a 
que no se distinguieran nuevos agrupanientos. De esta manera, 
se pone de manifiesto la existencia de dos conglomerados. El 
primero consta de las siguientes estaciones: 4, 8, 11, 13, 14, 
15 y 10. Los resultados obtenidos en los inviernos sucesivos con 
firrnaron plenamente los anteriores, por lo que se consider6 co-
mo definitiva dicha diferenciaci6n. De esta manera, y puesto 
que, adernas, las estaciones del segund~ conglorneradp estan agr~ 
padas geograficarnente en el centro del casco urbana y las del 
primero se distribuyen de rnanera regular en la periferia del 
rnismo, se distinguieron dos sectores: el sector perif~rico I 
que comprende el area de influencia de las estaciones que for-
man el conglornerado 28 y el central II, cuya superficie se ex-
tiende a la determinada por las estaciones del treinta. 
Para poder calcular el P.D.S. se procedi6 a delimi-
tar el recinto urbana de Madrid en el cual se deterrninar1a dicho 
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!ndice. La superficie base que se ha tornado es la representada 
en la figura III-2, de esta manera se engloba la zona de mayor 
densidad de poblaci6n, as! como aquellas perifericas donde exi~ 
ten ubicadas estaciones de medida. Si se considera que el eje 
central de la ciudad lo constituye el Paseo de la Castellana, 
se puede observar que el espacio de este recinto se extiende 
m!s hacia el este, debido a la existencia en la zona oeste de 
la Casa de Campo y Ciudad Universitaria, que han limitado el 
crecimiento de la ciudad en esta direcci6n. Se adopt6 un con-
torno rectangular puesto que esta figura plana es la que mejor 
parece aproximarse a la estructura superficial de la ciudad. 
Una vez definido el !mbito en el cual se va a calcular 
el P.D.S. se deber!a proceder al c!lculo de la integral III.1. 
Sin embargo, ello no resulta factible debido a que no se disp~ 
ne en cada punto del recinto de un registro de la concentraci6n 
del contaminante. Puesto que s6larnente hay 16 estaciones de 
rnuestreo se proceder!a a reconstruir el campo de concentracio-
nes para as! poder llegar a evaluar el !ndice P.D.S. Teniendo 
en cuenta que la expresi6n III-1 est! dada en forma continua, 
tanto en el tiempo como en el espacio, se proceder§ a discre-
tizarla en sus variables es decir, que 
o D 5 - ..J_ ~ c,· 4!lt s; 
I· . •- LJt. 5 
o, lo que es lo mismo 
?.D.S. ~ :. C·S· -~ ' ' s i:l 
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FIGURA III-2 Limites del recinto n.rbano de Madrid. El i!re~ poli-
gonal contiene el se·- tor II y el res to, hasta com-
pletar el rectangulo, el I. 
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donde c1 son las concentraciones registradas en la estacion i, 
si el "area de influencia" de dicha estaci6n y S la superficie 
total considerada. 
De esta manera se evita la integraci6n con respecto a la 
variable temporal, lo que conduce a una gran simplificacion en 
el c~lculo inherente a la aplicaci6n pr~ctica de este !ndice. 
Con objeto de determinar las superficies, Si, se aplic6 
el denominado metodo de los pol!gonos; para ello se divide el 
recinto por medio de un ret!culo de brazo de red, d, que propo£ 
cione una densidad de celdilla unitaria suficientemente amplia 
para asegurar la representatividad de las areas. La zona de in-
fluencia de la estaci6n i, comprender~ todas aquellas celdillas 
unitarias tales que la distancia entre el centro de la celdilla 
y la estaci6n, i, sea menor que la distancia entre dicho centro 
y cualquiera otra de las estaciones. El valor del area ser~ la 
suma de las superficies unitarias, que delimitar~n un contorno 
poligonal alrededor de cada una de las estaciones. As! queda d~ 
terminada el area, s 1 , y se puede proceder al c~lculo de P.D.S. 
y conocer la superficie de cada uno de los sectores que anterioE 
mente se han mencionado y se representan en la figura III-3. De 
esta manera se han descrito mediante criterios geometricos los 
distintos valores de s1 • Para verificar estos resultados se apl! 
c6 un metodo alternative consistente en el uso de esquemas y 
algoritmos de interpolaci6n que hagan factible el trazado de 
isol!neas de concentraci6n en la superficie considerada. Con 
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FIGURA III-3 Areas de influencia de las estaciones determinadas 
segun el metodo de los poligonos. 
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objeto de comprobar si este procedimiento mas complejo y la-
borioso conduc1aaresultados similares a aqu~llos logrados con 
el metodo poligonal se realiz6 una interpolaci6n segun el met2 
do de la funci6n de ponderaci6n de distancia y densidad (82) 
equivalente a otros intrincados como el de interpolaci6n 6pti-
ma (92) o de interpolaci6n de autovectores (82). 
AS1 se pudo obtener la gr~fica de la figura III-4, en ella 
las zonas sombreadas indican las ~reas a las cuales se manifies-
ta las influencias de mas de una estaciones. Las partes sin ra-
yar muestran los recintos de influencia de un unico punto de 
muestreo. Las 11neas continuas son las fronteras impuestas por 
el m~todo de los pol1gonos. Los resultados consecuentes a este 
proceso (ver fig. III-4) ponen de manifiesto la pertinencia de 
las suposiciones hechas al considerar los pol1gonos y marcan cl~ 
ramente unas zonas de influencia de cada una de las estaciones 
totalmente concordantes con las anteriores, por lo que se puede 
considerar ambas aproximaciones como equivalentes. Dado que el 
expuesto primeramente posee una mayor sencillez de c~lculo, se-
ra el que subsiguientemente se aplicar~. Es especialmente inte-
resante la constlt.ci6n de una de las hip6tesis que, en un pri~ 
cipio, puede parecer mas conflictiva: la constancia de c1 en el 
interior de Si. Efectivamente, el ser las zonas limites muy es-
trechas, se puede suponer a efectos de la integraci6n posterior 
que, en todos los recintos, c1 es constante e igual al valor r~ 
gistradoenla estaci6n i. En cambio, nose puede mantener esta 
suposicion a efectos de limitacion de sectores como mas adelan-
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~IGURA III-4 Areas de influcncia d8 las estnciones y zw1as de inte-
racci6n de una o m~s de ellas. 
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te sever~ y, en general, a estudios a escala global. Sin em-
bargo para el c~lculo total en el rect~ngulo elegido, si que es 
t~ permitido. 
III-3. Resultados. 
III.3.1. Sectores. 
--------
Siguiendo el procedimiento descrito en el apartado 
anterior, se procedi6 al c~lculo de los valores diarios del P.O.S. 
a partir de las concentraciones medias diarias registradas en c~ 
da una de las estaciones de la red. Una de las dificultades que 
conllev6 dicho proceso fue la elecci6n del bra~o de red. Para 
ello, se deben tener en cuenta tres factores fundamentales y bu~ 
car una soluci6n intermedia entre ellos: en primer lugar debe de 
diferenciar las estaciones de tal manera que no coincidan dos o 
m~s .. en una misma c~lula individual, esto implicar!a elegir un 
brazo de red "lo suficientemente corto". Adem~s, los pol!gonos 
resultantes en la construcci6n y determinacion de ~ste 1ndice 
tendr~n que reflejar de la mejor forma posible la realidad, lo 
que nuevamente obliga a ia elecci6n de un brazo de red corto. 
Por ultimo, se debe considerar que un excesivo numero de celd! 
llas elementales dificulta sobremanera el c~lculo, aumentado 
el tiempo de procesamiento y haciendolo demasiado prolijo. Pue~ 
-to que la toma en consideraci6n de este ultimo hecho supondr1a 
la eleccion del "brazo de red largo" ser~ necesario lograr un 
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compromise entre las exigencias de este requerimiento y .los an-
teriores. La consideraci6n de un braz0 de red corte o largo de-
pende de la escala concreta en que se trabaja, asi, para una 
zona urbana como la ciudad de Madrid, la cual est§ limitada por 
un rect§ngulo de 8 x 11 Km2 , se probaron los siguientes brazos 
de red: 1 Km, 750 m, 500 m, 300 m y 200 m. De entre todos ellos 
se opt6 por elegir como mas adecuado el de 500 m, de acuerdo con 
las razones previamente expuestas. 
En la figura III-J se representa=on la malla de red obte-
nida con dicho braze, as1 como los pol1gonos que determinan cada 
una de las §reas, s1 , se puede observa:: que las dos zonas discr! 
minadas por el an§lisis de conglomerados presentan caracter1sti-
cas diferentes, por cuanto a los de la agrupaci6n. I se les 
asocian Areas mayores que a los de la II, debido a que la dens! 
dad de estaciones de observaci6n es mayor en la zona central de 
la ciudad que en la periferia. Por tanto, si se determin~ un 
P.D.S. conjunto para la totalidad del area urbana, su valor es-
tar1a muy influenciado por las §reas perifericas que, como ya 
se destac6, en general, presentan los valores de concentraci6n 
registrados mAs bajos y no ser!a capaz de reflejar de una mane-
ra adecuada las situaciones epis6dicas en el centro, siendo es-
tas las de mayor interes. Queda asi puesto de manifiesto la ne-
cesidad de distinguir los diversos sectores dentro del §rea con 
siderada. 
En los procesos de calculo se eligi6 el d1a como unidad 
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temporal, ello es debido a que en una etapa posterior se rnode-
lizaron las series ternporales de los P.D.S. con objeto de rea-
lizar una predicci6n de estos indices. Dado que algunos de los 
fen6menos rneteorol6gicos reguladores de los niveles de concen-
traciones registradas y que las rnismas emisiones presentan una 
periocidad diaria, se t6rno esta unidad para evitar la conside-
raci6n de este ciclo, lo cual dificultaria la predicci6n que se 
pretende llevar a cabo. Adern&s este intervale de tiernpo es su-
ficientemente largo como para per~itir la adopcion de medidas 
de control si estas fueran necesarias y resultara posible su 
adopci6n. Para la separaci6n final del area global considerada, 
se ha tenido en cuenta, adern&s del criteria anteriorrnente des-
crito, las caracteristicas de cada una de las regiones refere~ 
tes a densidad de trafico, emisi6n de calefacciones o dernogr&-
fica y la estructura viaria de la ciudad especialrnente de sus 
grandes arterias~ Todas estas consideraciones conducen a la fi 
gura III-2. Cabe de destacar la rnodificaci6n que se ha realiza 
do sobre el area de influencia de la estaci6n, 15, correspondie~ 
te a la Plaza de Castilla. Por estar ubicada sobre el eje del 
Paseo de la Castellana su caracter contaminante es plenamente 
urbano aunque su localizaci6n sea periferica, ello implica que 
parte de su area de influencia se deba asignar al sector (I) yno 
al sector, II, como en un principia se podia pensar. Consider~ 
ciones an&logas se pueden consignar para las estaciones, 9, 
(Fern&ndez Ladreda), 3 (Puerta del Sol) y 12 (Plaza de Manuel 
Becerra). 
111.!.2. Analisis de los valores del P.D.S. 
----------------------------------
Aplicando la expresi6n (11.2) y todas las considera-
ciones expuestas en los puntos anteriores, se procedi6 al calc~ 
lode las series diarias al P.D.S., para el periodo comprendido 
entre el 1 de Octubre de 1978 y 28 de M'rzo de 1981, que seen-
cuentran tabuladas en el ap~ndice I. 
Para intentar un primer conocimiento descriptive de cada 
una de las series se construyeron los histogramas de las mismas, 
representados en la figura III-5 y se calcularon las estadisti-
cas reflejados en la tabla III-2. 
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FIGURA III-5 a) Histograma de los valores c.el PDSI 
b) Histograma de los valores eel PDSII 
TABLA III-2 
c 
cr 
Mod a 
Coef. var. 
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RESUMEN DE LAS CARACTERISTICAS DE LAS DISTRIBU-
CIONES DEL PSD. 
PDS I PDS II 
62.4 1 01 • 1 
46.8 70.42 
36 75 
1. 33 1. 44 
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Al observar la figura cabe resaltar que esta presenta una 
clara asimetr1a hacia los valores mas bajos. La distribuci6n a 
la cual tienden estos histogramas, despues de aplicar la trans 
formaci6n logarttmica, resultan normales al nivel del 0.1 se-
gun el test de Kolmogorov-Smirnov. (93). 
Este tipo de distribuciones est! en concordancia con los 
previstos por Larsen (66), para este agente contaminante. As1-
mismo, son an~logos a los encontrados para casi todas las es-
taciones de la red bajo estudio. 
En la tabla se puede ver que el valor media del P.S.D. en 
el sector) II· es mayor en 60% que, I, como era 16gico esperar 
debido al diferente caracter contaminador de ambos sectores que 
ya se ha puesto de manifiesto anteriormente par otros metodos. 
Los coeficientes variacionales son del misrno arden aunque lige-
ramente superior el del sector, I. 
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Las evolUQciones del PDS se han representado en las fi-
guras III-6 y III-7. Los valores de la grafica son los prome-
dios mensuales a la larga de todo el per!odo de registro. Como 
era de esperar, la evolucion cualitativa ha sido la misma en 
ambos sectores, presentandose las maximas en los meses de No-
viembre y Diciembre, y decreciendo a valores m!nimos en los me 
ses de Julio y Agosto. Las maximas absolutas son alcanzadas tan 
to para uno como para otro sector en el afio 1979. En un aparta-
do posterior de este capitulo se prestara especial atencion a 
las condiciones meteorologicas que originan la obtencion de ta 
les niveles. En todo caso, la forma de las curvas de los dos In 
dices tiene un aspecto similar a las de las observaciones de las 
que proceden, por lo que es aplicable todo lo all! indicado re-
ferente a la evaluacion. 
Debid~ a las facetas diferenciadoras de las zonas que se 
representan a traves de cada una de las componentes del PDS, el 
II debera tener siempre un valor superior al del I. Este hecho 
se ve reflejado claramente en las figuras anteriormente mencio-
nadas, donde puede observarse que la curva II esta siempre por 
encima de la I. Ademas la diferencia es maxima en valor absolu-
ta y en relative (figura II-8) en los meses de mayor intensi 
dad de emision, ello es 16gico por la mayor acumulaci6n de fuen 
tes existentes en el sector II que elevan las niveles en los 
per!odos de estancamiento. El cociente entre el valor del sector 
II y el del I varia entre 1.07 (Octubre 1981) y 2.82 (Abril 1979), 
su promedio es de 1.69 y no presenta un valor de evoluci6n cla-
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FIGURA III-6 Evoluci6n de las medias men~~ales del PDSI 
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FIGURA III-7 Evoluci6n de las medias mensuales del PDSII 
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FIGURA III-8 a) Evoluci6n de las diferencias absolutas entre las medias 
mensuales del PDSII y el PDSI. 
FIGURA III-8 b) Evoluci6n de las diferencias relativas entre los medios 
mensuales del PDSII y el PDSI. 
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ro, por lo que se puede considerar que la proporcion entre los 
1ndices var1a de manera aleatoria alrededor de su media (siem-
pre sobre bases mensuales). 
Con objeto de completar el conocimiento sobre la se-
rie temporal constitu1da por el PDS, se realize, siempre para 
aprovechar posteriormente la informacion obtenida de cara a 
una posterior parametrizaci6n y uso cuantitativo, un tratamien 
to espectral de las series I y II. En las figuras III.9 y III.10 
se han representado los espectros de los datos originales y en 
ellas se puede observar, a parte de la periodicidad anual, la 
presencia de un m§ximo relativa en la banda de frecuencia cen-
-1 
trada en 0.111 d1as ., correspondiente ala periodicidad de 
nueve d1as que se manifestaba en los espectros de los datos de 
varias estaciones de la red. Como en el capitulo II se ha evide~ 
ciado claramente el origen espureo de este ritmo, se someti6 a 
las dos series a un tratamiento paralelo al desarrollado en el 
apartado II.3 y se obtuvieron las mismas conclusiones que all1 
se alcanzaron, como era de esperar, pu£s si las series origina-
les no ten1an esta caracter1stica, por la propia definicion del 
PDS, este dificilmente la poseera, si es un fiel representante 
de las mismas. Sus caracter1sticas mas representativas se dan 
en la tabla III-4. 
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FIGURA III-9 Espectro de potencia del PDSI 
FIGURA III-10 Espectro de potencia del PDSII' 
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TABLA III-4 Caracter1sticas espectrales del PDS. 
I 
r Varianza Reducci6n % 
1 
--
PDS I 0.71 630.4 71.3 
PDS II 0.73 1370.6 72.3 
Todo ello pone de manifiesto la representatividad del PDS 
con respecto a la situaci6n real de partida que se ha considera 
do. Por tanto la aplicaci6n del 1ndice ha cubierto los objetivos 
planteados con su introducci6n, puesto que ha side capaz de agr~ 
par los valores de dieciseis estaciones en dos sectores. Dicha 
agrupaci6n se ha realizado de manera tal que se han preservado 
todas las caracter1sticas importantes de cada una de las esta-
ciones y, por tanto, no ha supuesto perdida de informacion sig-
nificativa. Si a esto se le afiade la simplificaci6n que supone 
modelizar un vector de dos componentes frente a uno de dieciseis, 
queda patentizado en definitiva que el PDS aqu1 aplicado se com-
porta como un Indice adecuado para la caracterizaci6n de agrupa-
ciones de datos como los pertinentemente considerados. 
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III.4. Caracter!sticas meteorol6gicas que determinan la presen-
taci6n de valores m~ximos PDS. 
Durante la epoca bajo estudio y para la cual se calcularon 
los valores del PDS se registraron varies per!odos epis6dicos. 
Cronol6gicamente el primero de ellos es el comprendido entre el 
25 de Noviembre de 1979 y el 7 de Diciembre del mismo afio. En 
la tabla III.S se han indicado las caracter!sticas meteorol6gi-
cas m&s relevantes que influyen en la aparici6n de estes valores 
maximos. 
TABLA III-5 CARACTERISTICAS l'!ETEOROLOGICAS DURANTE EL PERIODO DE MA'lOR ACUHUL.\CION DE S0 2 · 
'rempet"atun. 
~STI\8 ILIOAO Ree1ro R.ecorrido Fr•e. •ttent.o rtacha aa.x. 
PDS II :ain. 
Vlent.o I~ 2'1 )~ ~"' Cal. 01r. t<m/h. S1tuaci6n 7h. l)h. ISh. 
24-XI-79 183.3 -3 10 111 20 220 ENE 
14 
25-XI-79 205.0 -3 12 109 240 NE 
26-XI-19 454.7 -3 14 88 240 NE 
27-XI-i9 537.0 -2 16 83 240 calma 
28-XI-79 498.0 -2 19 120 40 200 NE 16 
29-XI-79 457.0 -1 18 136 75 265 NE 
30-XI-79 440.0 0 16 116 20 220 NE 1t 
1-XII-79 273.0 20 143 40 200 NE 
2-XII-79 301.0 19 143 90 250 NE 
3-XII-79 317.0 18 134 40 200 NE 
4-XII-79 245.0 15 139 60 1SO NE 
5-:UI-79 155.0 -1 16 141 40 200 NE 
6-XII-79 256 .o 14 102 10 230 NE 
7-XII-79 264.0 -2 11 12 240 Calma 
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En primer lugar, se comenz6 observando el tipo de situa-
ci6n meteorol6gica que se presentaba en cada uno de los dias 
segun la clasificaci6n de (94), que se representa en la segun-
da columna. Los dos primeros corresponden a una situaci6n anti-
cil6nica de poco espesor, 7, para posteriormente transformarse 
en una de tipo, 8, a anticicl6n de grar espesor. Al final de es 
te per1odo dicho anticicl6n se debilit~ para pasar, otra vez, 
a la situaci6n 7. En la tercera columna se indican las diferen 
tes clases de estabilidad, segun Turner (95) para las horas 7, 
13 y 18 de cada uno de los d1as. A las horas matutina y vespe~ 
tina se registra siempre una gran establlidad. Sin ernbargo1 du-
rante las centrales del d1a se registra inestabilidad, que i~ 
dudablernente tiene su origen en la gran insolaci6n que acornpa-
na a este tipo de patrones sin6pticos. Todo ello hace que en el 
centro del d!a se produzca turbulencia originada por la mayor 
intensidad de la radiaci6n solar recibida. Sin embargo, ello no 
irnplica que se favorezca la difusividad, ya que prevalece el 
efecto del anticicl6n rnanifestado a traves de una inversi6n de 
subsidencia que irnpide la consiguiente diluci6n de los contarni-
nantes atmosfericos. Las demas colurnnas son 1 en consecuencia, re-
flejos de las situaciones invernales ti?icas sabre la Peninsula, 
presentando bajas ternperaturas y recor1 idos de viento muy peque-
ftos, siendo considerados como una situa~i6n de calma. 
Con vistas a intentar una posiblP- evaluaci6n de la influen-
cia de las fuentes externas a la propia ciudad, se procedi6 al 
trazado de las trayectorias de las part1culas en la superficie 
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de 1.000mb, puesto que este serian representatives del trans-
porte hacia la urbe. Debido a que las situaciones sinopticas 
son de gran estabilidad y las velocidades registradas son muy 
pequefias, estando pr6ximas a las de los 11mites de detecci6n de 
los aparatos de medida/ Se procedi6 al trazado de los mapas de 
6 horas en 6 horas y trazando las isobaras a intervalos de 1mb. 
A pesar de todo ello las trayectorias asi obtenidas no dejan de 
ser de dudosa fiabilidad y la unica conclusion que se pudo ex-
traer de su analisis es que el incremento del nivel del PDS es 
debido a los focos emisores en la propia ciudad y su entorno 
mas inmediato. Las razones que llevaron a tales consideraciones 
estan basadas en el hecho de que las trayectorias son de muy coE 
ta longitud y de direcciones muy irregulares, como era de espe-
rar observando las correspondientes mapas sinopticos. 
Con intencion de confirmar los resultados anteriores y no 
s6lamente para las situaciones episodicas, sino para todos los 
d!as en los cuales se supero el valor de 200~g/ma (nivel stan-
dard de la mayor!a de las legislaciones internacionales) se rea 
liz6 un recuento exhaustive de los d!as en que esto ocurria y 
un estudio pormenorizado de los mismos. Se construyeron las ro-
sas de PDS, de esta manera se obtuvo que para el primer sector 
hab!a un total de 22 d!as que superaron dicho valor, de ellos 
15 correspond1an a clamas, 5 al primer cuadrante y 2 al segun-
do. En el segundo sector el numero total fue de 58, de los cua-
les los dias de calma fueron 53 y solamente 5 correspondian al 
primer cuadrante. Todo ello refuerza la hipotesis anterior, de 
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que el aumento es debido a focos locales y el transporte a mesoe 
escala que se pueden despreciar. 
En estas condiciones los sondeos aerol6gicos del observato-
rio de Barajas, as! como los realizados con el globo cauti~en al 
guno de los d!as es estos periodos por Catala et al. (96) mostra-
ban fuertes inversiones en tierra, asf como las de subsidencia pr~ 
pias de este tipo de situaciones y principales responsables de la 
acumulaci6n de contaminan~en la capa limite planetaria. 
Las caracter!sticas del resto de los per!odos vienen en la ta 
bla III-6. En ella se pone de manifiesto que estas son analogas a las 
de la tabla III-5, correspondiente al periodo para el cual se alcan-
zaron niveles mas altos. Ello fue debido a que en este primer perio-
do la situaci6n 8 persisti6 durante un mayor namero de dfas que en 
los demas, por otra parte las temperaturas mfnimas alcanzadas fueron 
inferiores a cualquier otra de las registradas, lo que pudo inducir 
un mayor funcionamiento de las calefacciones. Puesto que estas son 
las condiciones caracter!sticas que dan lugar a unos niveles de conta 
minaci6n mas elevados, se pone de manifiesto que el el fndice PDS 
responde adecuadamente y en el mismo sentido que las concentraciones 
de so2 a las acciones de los agentes atmosfericos. Por todo ello, se 
puede concluir que la presentaci6n de nive.les preocupantes es debi-
da fundamentalmente a las propias fuentes de la ciudad y siempre se 
presenta en las situaciones 7 y 8, pero~cuando estas aparecen aisla 
damente, sino despues de un cierto perfodo de persistencia de las 
misrnas. 
11 
Estabilidad Temperatura Retiro Ree. Free. viento. Raeha Max. 
Dia Site. 7h. 13h. 18h. PDSII Max.Min. Viento 1~ 2~ 3~ 42 Calma Dir. Km 
4-XII-80 5 
5-XII-80 8 
6-XII-80 8 
7-XII-80 5 
12-XII-80 8 
13-XII-80 7 
14-XII-80 7 
15-XII-80 7 
16-XII-80 
22-XII-80 8 
23-XII-80 8 
24-XII-80 8 
25-XII-80 8 
31-XII-80 7 
1-I-81 8 
2-I-81 8 
3-I-81 8 
4-I-81 8 
5-I-81 7 
6-I-81 8 
7-I-81 8 
8-I-81 8 
9-I-81 8 
26-I-81 8 
27-I-81 8 
28-I-81 8 
29-I-81 7 
30-I-81 7 
31-I-81 7 
1-II-81 8 
2-II-81 8 
3-II-81 8 
4 
5 
7 
7 
7 
5 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
4 
2 
2 
7 
7 
7 
7 
4 
4 
7 
7 
6 
7 
7 
4 
7 
7 
7 
7 
7 
4 
7 
7 
7 
7 
7 
6 
7 
5 
7 
7 
6 
238 
357 
333 
213 
314 
398 
296 
263 
136 
330 
285 
267 
217 
337 
162 
396 
343 
255 
221 
180 
302 
371 
246 
219 
254 
287 
232 
125 
98 
223 
268 
265 
7.4 -2.0 
8.0 -1.6 
6.8 -2.0 
8.0 -1.6 
9.0 0.4 
9.4 0.4 
11.0 1.8 
8.0 1.2 
8.6 0.8 
11.8 3.4 
14.6 3.0 
12.6 3.0 
11.2 1.8 
10.6 -0.4 
11.0 -1.4 
11.2 -1.0 
11.0 -1.6 
9.2 -1.8 
12.6 -0.2 
11.4 0.6 
13.0 -1.0 
10.8 0.8 
7.2 -1.0 
13.4 -0.2 
12.8 1.8 
14.6 1.6 
11.0 1.8 
10.4 1.2 
10.8 3.0 
125 
93 
84 
181 
96 
71 
88 
117 
313 
87 
103 
114 
94 
98 
163 
88 
92 
108 
182 
119 
166 
95 
90 
101 
113 
101 
101 
160 
185 
35 
80 
130 
20 40 
105 50 
20 
20 
20 
85 
0.5 
110 
45 
65 
0.5 
10 
0.5 
65 
100 0.5 
to 
205 SE 
240 Calma 
160 Calma 
100 SSE 
240 sw 
240 Calma 
240 Calma 
180 E 
85 E 
240 Calma 
220 SE 
220 SE 
240 Calma 
220 SE 
155 ESE 
240 Calma 
235 SSE 
240 Calma 
130 ESE 
195 SE 
175 SE 
240 Calma 
240 Calma 
235 SE 
230 SE 
0.5 230 ss 
240 SE 
175 s 
135 SSE 
20 
42 
6 
31 
53 
72 
10 
11 
3 
2 
2 
98 
IV. UN MODELO SENCILLO DE PREDICCION. 
IV.1. Introducci6n. 
Al plantear el estudio de la influencia rneteorol6gica so-
bre la contarninaci6n urbana, se delirnita considerablernente el 
campo de los rnodelos susceptibles de aplicaci6n, p~esto que, 
al tratar con valores registrados en localizaciones plenamen-
te inmersas en el foco, no se podr~ aplicar la simplificaci6n 
inherente a considerar un foco superficial de una cierta exte~ 
si6n. Todo ello obligar1a a resolver la ecuaci6n b~sica de ad-
vecci6n-difusi6n tantas veces como fccos individuales existie-
ran, labor inabordable dada la multip~.icidad y dispersion de 
las fuentes de so2 • En consecuencia, :.a unica rnanera de atacar 
el problema con probabilidades de obtener resultados contrasta 
bles satisfactoriamente con la realidad, ser~ recurrir a meto-
dolog!as que tengan en cuenta los fenomenos subyacentes mediante 
consideraciones estad!sticas que, a su vez, se puedan aplicar 
a variables macrosc6picas (fundarnentalmente meteorologicas). 
De entre los diversos metodos existentes en este campo se ha 
optado por recurrir a aquellos cuya base est~ constituida por 
el tratamiento de series temporales, ya que han dado resultados 
satisfactorios en otras circunstancias (36, 37, 38, 61, 62, 63). 
En particular, se centr6 la atencion sobre los rnodelos autorre 
gresivos de media m6vil (58, 59, 67) debido a que el an~lisis 
espectral hab!a revelado la existencia, como una de las caracte 
r!sticas predominantes, de persistencia en las series de P.D.S. 
En ellos interviene exclusivamente la informaci6n contenida en 
la propia serie temporal, es decir, son univariantes, lo que 
supone una gran cortapisa, pues se desperdician las aportaci~ 
nes que pueda proporcionar el conocimiento de variables relacio 
nadas con la dependiente. Sin embargo, su conocimiento es im-
prescindible para la construcci6n de modelos mas complejos que 
se discutiran en el capitulo V (59), ademas, la determinaci6n 
del orden autorregresivo de los procesos pondra de manifiesto 
interesantes aspectos cualitativos y cuantitativos sobre la es 
tructura de la persistencia que se hab!a detectado previamente. 
Aunque su base es ciertamente emp!rica, poseen una estruc 
tura prefijada que se debe identificar y unos parametros a cuya 
estimaci6n hay que proceder. Consecuentemente, esto permite co~ 
siderarlos intermedios entre los determin!sticos, cuya inaplic~ 
bilidad se ha resefiado repetidamente y los puramente empiricos, 
los cuales carecen de bases te6ricas que justifiquen las rela-
ciones entre las distintas variables que intervienen en los di-
versos fen6menos. Se han aplica~o tanto a la predicci6n y el 
ajuste de series temporales como a la evaluaci6n de tendencias 
y la adopci6n de medidas de control (98, 99, 100, 101, 102, 103, 
104, 61, 62, 63, 105, 106, 107, 108, 109, 110, 111). 
IV.2 Bases te6ricas de los modelos. 
IV.2.1. Procesos estacionarios. 
----------------------
El fundamento en que se basan es el hecho, constatado 
por Youle (112), de que las series temporales con un cierto gra-
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do de persistencia se pueden generar a partir de la sefial con 
que un filtro responde a una secuencia temporal aleatoria cono 
cida como ruido. Puesto que las series a estudiar presentan t~ 
das un gran componente persistente, se proceder~ a una modeli-
zaci6n univariante bas~ndose en el hecho anteriormente resefia-
do. Dentro de los filtros que se pueden aplicar a este tipo de 
series, se centrar~ la atenci6n en lo~. lineales, cuya respues-
ta en un cierto instante, t, viene det:erminada por la surna po!!_ 
derada de los valores que ha tornado previamente el ruido, es 
decir, que 
donde: 
Zt es la serie temporal observada, 
at el ruido. 
(1\r- !) 
~(B) es un polinomio representative del filtro que transforma 
at en Zt, siendo la variable B el operador denominado de despla-
zamiento regresivo, es decir, que transforrna cada valor de la 
serie en el inmediato anterior y, finalmente, ~ es el par~­
metro que en ciertos casas coincide con la media y, en general, 
representa el nivel de la serie. 
Una ~ran mayoria de las variables que aparecen en la rea-
lidad se presentan a traves de series estacionarias, por lo que 
ser~ interesante conocer las condiciones que debe cumplirlp(B) 
para que la serie generada sea estacionaria. En efecto, si se 
tiene en cuenta que'\J(B) se puede considerar como la funci6n 
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generatriz de los coeficientes ~· tomando B como una variable 
falsa cuya potencia jesima es el coeficiente de ~j, la cond! 
ci6n de estacionariedad es (13) que la serie'V(B) converja cuan 
do \B\~1. 
As!mismo, si en la expresi6n ( IV - 1 ) el valor de la 
media es cero se tiene que, para determinar los valores de a~ 
en funci6n de zt se deber! poder escribir 
!4: = \\' csY' ~t ( ~-.1) 
o lo que es equivalente (59) 
~ w"'•:i. 
l\J w~ - ..... - '-\' ~ t -K + Cl-\:- I Clt-'IC.-:i dt -:.-T 'lt-~-Tl:t-'2. 
Est! claro que si Zt toma un valor finito, la serie deber! con-
verger, y ser! preciso que este asegurada la invertibilidad pa-
ra que se garantice la aceptabilidad de los valores de Zt obte-
nidos. 
w-' A partir de la expresi6n (2) se obtiene, cuando existe T (B~ 
es decir, que el polinomio 
(m:-"3) 
it{~&} =~-'(s) deber! converger 
para que (IV-3) tenga sentido. La condici6n anal!tica de la es-
tacionalidad viene expresada por la convergencia de los coefi-
cientes del polinomio~(B) tanto en el interior como en la per! 
feria del c!rculo unidad. Es de destacar que en los modelos en 
los cuales el numero de terminos del polinomio~ (B) es finito, 
el proceso de identificaci6n y elaboraci6n se ve muy facilitado. 
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Por otra parte, las condiciones de invertibilidad se cumplen de 
una manera inmediata, ya que al ser un numero finito de terminos 
la serie converge sin imponer restricci6n alguna. La estaciona-
riedad viene garantizada cuando las r~fces de la ecuaci6n carac 
ter1stica. 11 (B)=O se encuentran fuera del circulo unidad (59). 
Si el numero de terminos del polinomi~ es p, este ser~ autore-
gresivo de orden p, con lo cual los valores de zt se pueden ex-
presar como combinaci6n lineal de los p valores previos de la 
propia serie temporal m~s un termino fe ruido, es decir, cada 
valor se autoregresiona sobre valores anteriores de si mismo. 
Cuando el polinomio ~ (B) posee un numero finito de termi 
nos, q, el modelo es de media m6vil de orden q, es deci~ zt se 
puede expresar como una combinaci6n lineal de un numero finito 
de impulses, at, del ruido. Por su propia naturaleza, estas s~ 
ries son siempre estacionarias, al tener~(B) un numero finito 
de terminos. De una manera an~loga a las consideraciones ante-
riores, las series de este tipo son invertibles cuando las ra! 
ces de la ecuaci6n caracter1stica ~ (B)=O est~n contenidas den 
tro del c1rculo unidad, en la circunferencia que lo limita. 
Combinando los modelos anteriores de manera que el valor 
de la serie se pueda expresar como funci6n lineal de, p, valores 
previos de si mismo y, q, del ruido se obtienen los modelos auto-
regresivos de media m6vil de 6rden (p,q). Las condiciones de in-
vertibilidad y estacionariedad para estes modelos vienen expres~ 
das por la restricci6n de que las soluciones de las correspondie~ 
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tes ecuaciones caracter1stica sean exteriores al c1rculo unidad. 
IV.2.2. Procesos no estacionarios. 
-------------------------
Hasta ahara se han considerado los modelos generadores 
de series temporales estacionarias debidos a las respuestas de 
diferentes filtros lineales a unos ciertos procesos de ruido. 
Sin embargo, muchas de las series resultantes de las observaci~ 
nes reales presentan diversas formas de no estacionariedad que 
son tratables mediante una modelizaci6n similar a las precede~ 
tes. Obviamente, la manera de abordar este problema consistira 
en hacer menos restrictiva la condici6n de estacionariedad im-
puesta anteriormente. Ya se vi6 que si las ra!ces de la ecuaci6n 
~(B)=O estaban dentro del c1rculo unidad, la serie era estacio-
naria. Ademas, se puede demostrar (59) que si las mismas se en-
cuentran dentro de este c1rculo, la serie presenta un caracter 
netamente explosive, es decir, el crecimiento es desmesurado y 
no se adapta a unos patrones de comportamiento faciles de iden-
tificar, si existen. Por todo ella, un tratamiento mas adecuado 
ser~ el considerar que a una o varias raices estan sabre el cir 
culo unidad. En consecuencia, el polinomio ~(B) se podra expre-
sar como producto de dos nuevas polinomios: uno de ellos esta-
cionario1que vendra indicado por 0 1 (B~ y el otro estar~ consti-
tu1do por la potencia d-~sima del binornio, (1-B). Si se aplica 
esta potencia d-~sima a la serie observada, ~t' se obtendr~ una 
nueva serie, Wt, con d terrninos menos que la serie primitiva y, 
su comportamiento se vera regido por un polinomio estacionario. 
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De esta manera se podr~ conocer la evoluci6n de la serie, Wt' 
bastar~ entonces deshacer la transformaci6n realizada para en-
contrar la de zt. As1 se construyen los conocidos modelos auto-
regresivos integrados de media movil. Son integrados porque con 
la parte autoregresiva 1 la media m6vil se logra modelizar el 
comportamiento de, Wt' y para hallar, Zt' se debe surnar e inte-
grar el proceso estacionario, d, veces, es decir, deshacer la 
transformaci6n wt. 
Como ya se ha seftalado, no todas las series no estaciona-
rias se engloban en estos modelos, sin embargo, la amplitud de 
estos es suficiente para tratar la inmensa mayoria de las que 
se presentan en la pr~ctica. 
La expresi6n general de estos modelos se puede escribir 
por todo lo ya considerado. 
qts) ._(-\-'B)-' Zt = 9(e)a-t 
Existe la posibilidad de generalizarla para aquellos casos 
en que la serie tiene una tendencia c.eterminista, agregando un 
t~rmino, E3o, constante, siendo entor.ces 
(.Gr-5) 
Si So no se introduce el modelo es capaz de tener en cuenta s6-
lamente las tendencias estoc~sticas ~resentes en las series. 
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realizara se limitara unicamente a los meses invernales. Ya se se-
nal6 al analizar el comportamiento del PSD que este presentaba una 
clara estacionalidad anual, mucho mas contrastada en el sector II. 
El origen de dicho ciclo estacional se atribuy6 a la conjunci6n de 
situaciones meteorol6gicas estables y grandes emisiones. Debido a 
que el so2 contenido en la atm6fera proviene en mas de un 90% de las 
calefacciones domesticas y, puesto que ~stas se encuentran en funcio 
namiento por regla general desde Noviembre hasta Marzo se tom6 este 
per!odo para realizar la modelizaci6n pues, previsiblement~ durante 
estos meses la concentraci6n de so 2 alcanzara valores altos y, por 
tanto, de interes para la predicci6n. En el per!odo base para los pr~ 
cesos de identificaci6n y estimaci6n fue el 79-80 puesto que en el 
anterior los aparatos de la red no estaban instalados de una manera 
definitiva y no ofrecian todas las garantias. El per!odo 80-81 se 
adopt6 como referente para comprobar la calidad del modele. 
Considerando que el analisis espectral que se realiz6 en el ca-
pitulo anterior lo fue para todo el per!odo de muestreo, y puesto 
que la modelizaci6n univariante se va a limitar al per1odo anterio~ 
mente senalado, se calcularon los espectros correspondientes a los 
valores que tom6 el PDS en los dos sectores durante el mismo per!o-
do. Las caracter1sticas de ambos se han senalado en la tabla IV-1. 
Las caracter!sticas de ambos son simi lares a, las de los espectros 
tales, se presenta una alta persistencia y una periodicidad de alto 
per!odo inducida por la anual. No aparecieron ritmos de periodici-
dad espureos. 
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IV.3 LA MODELIZACION UNIVARIANTE 
IV.3.1 Tecnicas de identificaci6n. 
--------------------------
Tal y como se ha expuesto en la introducion teorica, el pri~ 
cipal problema que se presenta en la co~ruccion de cualquie tipo 
de modelizacion univariante es la identificaci6n del filtro dina 
mico que, en cada situacion particular, hace que los valores cons 
tituyentes del ruido generen la serie temporal considerada. En pa£ 
ticular, para las dos series del PDS, se considerara que el ruido 
engloba y contiene toda la informaci6n referente a emisiones de co~ 
taminante, situacion meteorologica y, en general, cualquier otro 
factor que afecte a los niveles de concentraci6n que se alcanzan 
en la atmosfera urbana de Madrid. 
El medio que se va a aplicar para ciscernir la estructura in-
terna de dichos filtros es doble: por una parte la funcion de aut~ 
correlacion y, por otra, la funcion de autocorrelacion parcial. Pue~ 
to que la series se conocen a intervalos discretos de tiempo, la fun-
cion de autocorrelaci6n esaquella en la cual se representa la corre-
laci6n existente entre los valores de la serie (expresada mediante 
el coeficiente de correlaci6n) cuando estos estan separados entre 
si k intervalos de tiempo. De su propia definicion se deduce que es 
simetrica con respecto a k = 0, por tar.to, solo se estudia su parte 
positiva entre 0 y un valor maximo que se fijara segun las necesida 
des que cada serie plantea. Para la identificaci6n es de maxima im. 
portancia conocer no solo los valores de la funci6n de autocorrela-
cion sino tambien las interrelaciones entre ellos y la propia funci6n 
(114, 115, 116). 
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De heche, la estructura cualitativa determina el tipo de modele 
que rige la serie y los valores cuantitativos el valor de los par~-
metros identificados. Mientras que la funci6n de autocorrelaci6n da 
cuenta del car~cter de media m6vil, la de autocorrelaci6n parcial lo 
hace del autorregresivo (59). La autocorrelaci6n parcial del desfase 
k de una serie temporal se calcula a partir de los polinomios (59). 
Jj :::- cl>..:.i ~J-J. -t c:t>~~~~-2,1- ····+ct>IC.(.K-t) Sj-~<-~J.-t ~K Si-K. 
y coincide, para cada valor incremental con el de ~kk. De este modo, 
la funci6n de autocorrelaci6n parcial est~ constitu!da por los dis-
tintos valores que ~kk tomg al variar el desfase k. Por tanto, tarnbi~n 
es sim~trica alrededor de cero y sus l!mites est~n determinados por 
las mismas restricciones que la funci6n de autocorrelac~6n. 
Se puede demostrar (117) que debe cumplirse que el proceso sea 
homoced~stico, es decir, el ruido mantenga su varianza constante, pa-
ra obtener una modelizaci6n correcta. El cumplimiento de esta hip6t~ 
sis supone que el proceso aleatoric base y generador de la serie se 
conserve invariante en el tiempo y resulte legitime y justificable 
enunciar una predicci6n sobre su futuro comportamiento. Tarnbi~n en 
(117) se sugieren las transformaciones que suelen inducir esta propie 
dad en las variables que no la poseen, siendo normalmente logar!tmi-
cas o potenciales. Para identificarlas se construye una representa-
ci6n range-media de los datos, la apropiada ser~ aquella para la cual 
la distribuci6n de puntos en el gr~fico tenga caracter aleatoric (118 
IV.3.2 Resultados univariantes. 
Dado que se precede a estudiar el so2 , la modelizaci6n que se 
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Antes de proceder a la determinaci6n de las funciones de au 
tocorrelaci6n simple y parcial del PSD, se construyeron los diagr~ 
mas rango-media (figura IV-1). Del an~lisiE: de los mismos se conclu 
y6 que la mejor. transformaci6n era la logan:.tmica para ambos comp~ 
nentes. De ahara en adelante se trabajar~ con la variable transfor 
mada unicamente. 
Para el c~lculo de las funciones de autocorrelaci6n y auto-
correlaci6n parcial, as! como de las etapas posteriores que !leva 
consigo un proceso de modelizaci6n se ha empleado el paquete de 
programas "A computer program for the Analysis of time series Mo-
dels using the Box-Jenkis Philosophy" de David Pack. De esta mane 
ra se obtuvieron las funciones que se han representado en las fig~ 
ras IV-2 (PDS I) y IV-3 (PDS II) correspol~1ientes al invierno 79-80. 
Los modelos identificados para ambos sectnres adoptan la forma 
y para el sector 1 
( ...t- 0,1-~ ~} ~o~ "PDSI.~: = <X1: (I[.-+) 
que tambien se puede escribir 
-toea l'"b.Sit = 0."~3\fb.S.:t.t;.-4 -t ol.t ( l)Z_-cg) 
An~logamente para el sector 2 
(..\-0.1-'8'B) ~~Slt~-= ole (.UZ:-9} 
o bien 
El par~metro est~ limitado, como ya se senal6, tanto superior 
como inferiormente por las restricciones que imponen las condiciones 
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de estacionariedad y que se traduce en que 191 6 ~ . El hecho de 
que el modele sea autorregresivo de orden uno indica que la mem~ 
ria o la inercia del proceso se limita unicamente al valor inme-
diatamente anterior: es decir, todas las influencias se pueden con 
siderar englobadas en dicho termino de tal manera que contiene to 
da la informaci6n aprovechable para la modelizaci6n. 
El valor que toma E3 , indica que el nivel que se alcanza ca-
da d!a es casi un 30% inferior al del anterior, siempre y cuando la 
situaci6n sea normal y no se produzcan residues excesivamente altos 
Es decir, en la mayoria de las situaciones el modele implica que no 
se han producido efectos acumulativos en la atm6sfera con respecto 
al so2 y, por tanto, prevalece la diluci6n sobre la acumulaci6n pr~ 
ducida por los factores de emisi6n. En general, siempre que \9\ ~ -::i 
el modele indicar! que el valor que se obtenga al dia siguiente se~ 
r! inferior al del dia actual, mientras los res!duos se mantengan 
en niveles pr6ximos al valor mas probable. Debido a que este es el 
comportamiento dominante en la atm6sfera, se pone de manifiesto el 
significado fisico de la condici6n de estacionariedad que inicial-
mente se impuso como restricci6n necesaria para la resolubilidad 
del modele sobre unas bases puramente analiticas. Puesto que las si 
tuaciones cuya predicci6n tiene mayor interes son los periodos ep! 
s6dicos de acumulaci6n de contaminante, hay que resaltar que se re-
flejar!n en el modele a traves de valores muy altos de at los cua-
les se deben sumar a los terminos autorregresivos. 
Debido a la propia naturaleza del PDS, la aplicabilidad de 
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este modelo univariante se tiene que ver reducida necesariamente al 
ajuste y modelizaci6n de la serie. As!, por ejemplo, el modelo sup~ 
ne una reducci6n porcentual en la suma de los cuadrados muy pequefia, 
lo que hace que sea muy limitada su capacidad para realizar una pr~ 
dicci6n. M~s adelante se pondr~ claramente de manifiesto la utili-
dad real de este procedimiento en el tratamiento multivalente. A 
pesar de ello, la correlaci6n entre los valores predicho y observ~ 
do que se obtiene con el tratamiento univariante son r 0.73 (se~ 
tor 3) y r = 0.78 (sector 2) explicando en ambos casos m~s del 50% 
de la varianza total 
TABLA IV-1 Caracteristicas espectrales del PDS con 150 dias. 
r varian.a Ruido rojo 
--
PDS I 0.74 1741.3 sr 
PDS II 0.74 2706.5 Si 
IV.3.3 Verificaci6n de los resultados. 
------------------------------
Para cerciorarse de la bondad de los modelos se aplicar4n 
los correspondientes tests a los respectivos grupos de residuos. 
Todos ellos sirven para poner de manifiesto. la existencia de una 
desviaci6n significativa con respecto a la aleatoriedad por parte 
de los resfduos, puesto que cuando se verifica este hecho el mo 
delo es totalmente inaceptable. Efectivamente, si se presenta un 
comportamiento difP.rente del determinado por el azar, ello indica-
ria que no se ha extraido toda la informaci6n contenida en la serie 
y, por tanto, no se ha logrado alcanzar el limite determinado por 
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la estructura reai subyacente en cada una de las series consi 
deradas. En definitiva, si no se logra obtener una secuencia 
residual totalmente blanqueada (con un car~cter completamente 
aleatoric) habr~ que rechazar el modelo debiendose proceder 
bien a una nueva identificaci6n correcta o bien a conseguir que 
el modelo incorpore para si las facetas discrepantes del azar 
que se hayan encontrado al aplicar los test. Aqu! se han utili 
zado: uno desarrollado por Boxy Pierce (119) que da idea del 
ajuste global del modelo a traves de la distribuci6n de chi-cua 
drado para el estad!stico denominado Q y otro ideado por Bartlett 
(120) capaz de detectar la presencia de no aleatoriedades a tra 
ves del periodograma. 
Aplicados ambos a los modelos representados a traves de 
las expresiones 2 y 3 no manifestaron ninguna caracter!stica 
total o parcialmente diferentes de las propias del azar y co~ 
siguientemente se aceptaron como v~lidos sin reservas. Con los 
par~metros estimados durante el 79-80, se emplearon las expre-
siones (IV-8) y (IV-10) para el per!odo 80-81, asi se alcanz6 
una correlaci6n de 0.69 y 0.71 para los sectores I y II entre 
valores predichos y reales. Una reestimaci6n de los par~metros 
hizo que estos valieran 0.70 y 0.75. Es decir, el modelo se pu~ 
de aplicar para la predicci6n con resultados similares a los 
del per!odo usado como base, existiendo una debil dependencia 
con respecto a este intervale inicial. Considerando desde otro 
punto de vista, esto indica que el proceso ge~ador de los nive 
les de so2 no ha variado sustancialmente en su car~cter de un 
afio para otro, manteniendose as! constantes sus mecanismos ge-
neradores. 
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V. FUNCIONES DE TRANSFERENCIA CONSTRUIDAS A PARTIR DE VARIABLES 
METEOROLOGICAS. 
V.1 INTRODUCCION. 
En el capitulo anterior se han considerado diferentes mo 
delos estoc~sticos capaces de describir el comportamiento de una 
serie temporal teniendo en cuenta unicamente de las caracteris 
ticas de esta. Este tipo de modelizaci6n es adecuada en los ca 
sos en que no se tenga informaci6n alguna relativa a las in-
fluencias exteriores susceptibles de ser ejercidas sabre la se 
rie estudiada o serie base, ya que el elemento generador de la 
misma es un ruido que engloba de man~ra indescernible a todos 
los agentes externos, sin embargo, hay casas como el aqui con-
siderado en los cuales se conoce un conjunto de variables que 
pueden actuar sabre la serie base determinando, al menos de rna 
nera parcial, su comportamiento y caracteristicas. Es, por ta~ 
to, necesario un m~todo que pueda caracterizar y evaluar los 
efectos que la serie Xt ejerce sabre la serie base Yt. Ciertos 
modelos que satisfacen este tipo de problemas son los denomina-
dos de funci6n de transferencia (57, 108, 109, 121, 122, 123) 
Aunque no son los Onicos modelos multivariantes que se 
pueden construir y las relaciones que se pueden considerar a 
traves de ellos son b~sicamente lineales, resulta interesante 
su aplicaci6n por ser una forma de extensi6n natural de los 
procesos autorregresivos y de media m6vil. Esto es asi puesto 
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que la estructura es similar, con la diferenci3 que no hay una 
sola variable rectora, sino que existen varias y de car~cter no 
aleatoric; otra peculiariedad es que se necesitan varios filtros, 
uno para cada magnitud independiente y otro adicional para el 
ruido. Ello supone una modificaci6n en el interpuesto entre el 
ruido y la serie b~sica puesto que los primeros res!duos conte-
n1an todo aquello que no era expresable a trav~s de la propia 
serie. En cambio, ahora contienen la informaci6n no asimilable 
mediante un mayor numero de series y su contenido est~ m~s em-
pobrecido, en consecuencia, se deber~ procurar que el azar ten 
ga el papel menos relevante posible y su aportaci6n sea minima 
entre las variables investigadas. 
V.2 BASES TEORICAS. 
V.2.1 Fundamentos. 
-----------
Sea xt una magnitud que parcial o totalmente determine 
la evoluci6n de una serie base Yt' un cambio en el valor de xt 
producir~ una variaci6n en yt, dependiendo de la relaci6n exis 
tente entre ambas variables es muy posible que el sistema (xt, 
yt) posea una cierta inercia y exist~ una demora o retardo en 
la reacci6n de Yt hasta que se alcance un equilibrio. Estos ca~ 
bios de yt se denominan respuestas din~micas y son descritos 
por las funciones de transferencia. 
En los modelos univariantes la serie estudiada se conside 
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raba la salida de un filtro cuya entrada era una serie de ruido. 
Sin embargo, en los modelos de funci6n de transferencia la en-
trada est~ constituida por las series temporales de ciertas va-
riables rectoras de salida, formando as! un sistema din~mico 
que hay que caracterizar de manera adecuada. Para ella ser~ ne 
cesario conocer las caracteristicas del filtro existente entre 
ambas series. De esta forma se ponen claramente de manifiesto 
las analogias y diferencias entre la modelizaci6n univariada 
y la multivariada, pues aunque en ambas hay que descubrir las 
propiedades de los filtro~ lineales, en la primera de ellas la 
ignorancia es pr~cticarnente total, y~ qu~ toda la iniciativa 
del proceso generador de la serie corresponde al azar a trav~s 
del ruido, en cambia, en el caso rnultivariado es una serie co-
nocida la que deterrnina el comportamiento del sistema en cada 
instante ~ Se vi6 que el arden de los polinomios autorregresivos, 
de media rn6vil y el de la integraci6~-diferenciaci6n caracte-
rizaban la rnodelizaci6n de las serie~; univariantes. De una for 
rna similar las funciones de transferencia se caracterizan por 
su ganancia estacionaria (relaci6n ~ntre el valor de la serie 
de salida y el de entrada cuando esta permanece en un valor con~ 
tante), y la funci6n de respuesta a irnpulsos1 puesto que lase-
rie de entrada genera la serie base mediante un filtro, si ~s-
te es lineal se expresa mediante la relaci6n funcional 
y~ ~ Vo X-t,. + "-1 'Xt-i ~ v., x~-t. +.... l V-i) 
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siendo el polinomio V(B) la funci6n de transferencia. Los coe 
ficientes Vo) VA, v~J .... ) constituyen la funci6n de respuesta a 
impulsos del sistema. Este filtro para poder ser conveniente-
mente aplicado y analizado debe garantizar que, para cualquier 
cambia finito en la serie directora, la serie de salida expe-
rimenta el mismo tipo de variaci6n. De esta manera se tiene la 
seguridad de que el problema es ~bordable dentro de los limites 
de aplicacion. La condicion anal!tica que garantiza el cumpli-
miento de este hecho es que la serie Vo+V, '6+-V~ 'B"l.+ ... debe con-
verger cuando \B\6 ~ considerando B como una variable al igual 
que anteriormente. Un sistema que cumple tal condici6n es esta 
ble. De la propia definicion de la ganancia se puede observar 
que existe una interdependencia con los valores de los coefi-
cientes, esto es1 con la funci6n respuesta a impulsos. ~s f~ci~ 
mente demostrable a partir de la expresi6n ('/-~)que la ganancia 
es la suma de los coeficientes v. 
Las relaciones din~micas entre varias variables se pueden 
formular no s6lamente de la manera que aqu! se ha expuesto, si-
no tambi~n mediante ecuaciones diferenciales cuya expresi6n g~ 
neral es: 
En efecto, ~stas son capaces de describir aquellos fen6-
menos en los cuales la influencia de la variable directora no 
est~ determinada unicamente por su valor, sino tambien por su 
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velocidad de cambia y las derivadas de arden superior S y a-
demas es ejercida no s6lo sabre la dependiente sino tambien 
sabre sus derivados hasta el arden R. Si el sistema presenta 
una cierta inercia, es decir, la variable dependiente tarda en 
reaccionar un tiempo a las acciones de la independiente, la 
ecuaci6n diferencial es: 
( i+Z.~h+· · ·., :[~ ~)~ = ~ ( ~-4-+\-1 'b + · · · +-Hs ~) ')(t-b 
Esta ecuaci6n s6lamente es aplicable cuando el operador 
D tiene sentido, es decir, en variables que sean cont!nuas. Pa-
ra el estudio de series temporales se precisa una expresi6n a-
naloga a la (v-2)J ·pero con un operador definido para variables 
discretas. Teniendo en cuenta la definicion del operador B, ba~ 
tara sustituirlo para transformar (~-~)) pudiendose entonces e~ 
cribir: 
r)\J ::(w -W'B-·"-ws"B-.))(t-b (v-3 ) (-1-o,;B- .. ·-cl'r"B 't o ' . 
0 de una forma mas compacta 
("- 4) 
Puesto que en esta formulaci6n se admiti6 un desfase de 
tiempo b, para calcular la funci6n de transferencia sera necesa 
rio relacionar yt de manera expl!cita con xt-b la cual se pue-
de escribir como Bb Xt' llevando este valor a la (B) se obtie-
ne: 
de donde la funci6n de transferencia 
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La condici6n de estabilidad se establece en esta nueva 
forrnulaci6n an~logarnente a la condici6n de estacionariedad 
en los rnodelos autorregresivos integrados de media rn6vil, es 
decir 1 las rafces de la ecuaci6n caracteristica 8(e)=O se d~ 
ben encontrar fuera del c!rculo unidad. Por un proceso isomorfo 
al seguido en el apartado anterior, la ganancia se puede expr~ 
sar como: 
W0 -W.A- · · ·-Ws 
-t-d-i-0"1--··-d,. 
donde 'N0 J w..._, ... W~ son los coefj cientes del polinomio W {B); d'...,J 
s
1
,.Jr los del 6(B). En general, los coeficientes de la funci6n de 
respuesta impulso, esto es los propios impulses, siguen una e~ 
tructura deterrninada por los valores de b 1 .,.. '"\ :::,. Pr imeramen te 
aparecen b valores nulosJ a continuaci6n ,si s>r existen s-r-+ ::1. 
valores que no adrniten ningun patr6n prefijado Y 1 por ultimo, 
una serie cuyo comportamiento est~ ~eg~do por la ecuaci6n de 
arden r. 
En el anterior tratamiento la serie de salida estaba con 
trolada unicamente por la variable externa que era perfectame~ 
te conocida, pero eso s6lamente es una situaci6n ideal, ya que 
siempre habr~ aspectos de la realidad no controlables y
1
por en 
de,no expresables por funciones anal!ticas. La soluci6n a esta 
cuesti6n se realiza introduciendo un termino de ruido como nue 
va serie de entrada adicional que debe ser independiente de los 
valores xt. Este termino aleatoric engloba todos aquellos fen6-
menos no controlables que perturban el modelo y admiten cualquier 
tipo de estructura 1 aunque la rnayoria de las veces se adapta a 
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una estructura autorregresiva integrada y de media m6vil. 
Dentro de las limitaciones te6ricas que presenta la apl! 
caci6n de las funciones de transferencia cabe destacar que las 
relaciones que establece son unicamente lineales y puede suce-
der que no sean capaces de representar adecuadamente interre-
laciones de otro tipo. Esta cortapisa llega a ser muy restri£ 
tiva en el caso de los contaminantes atmosfericos, debido a 
que la ecuaci6n b~sica que regula su comportamiento es la bien 
conocida de advecci6n-difusi6n, en la cual los terminos de ma-
yor importancia son los no lineales. No obstante1 es de senalar 
que tal restricci6n es evitable, en parte, si se tiene en cuen 
ta que se pueden realizar transformaciones sobre las variables 
tanto de entrada como de salida, que permiten introducir depe~ 
dencias no lineales. En IV se senal6 que Boxy Cox (117) acon-
sejan que las funciones que se deben aplicar sean de tipo po-
tencial y logar1tmicas con objeto d~ garantizar que la varian 
za de los res1duos no aumente con el tiempo, lo que supondria 
el incumplimiento de la hip6tesis del modelo, por lo cual la 
varianza del ruido ha de ser constante. 
V.3 VARIABLES RECTORAS: SU ELECCION Y EVALUACION. 
Una vez decidido el tipo de modelizaci6n que ofrecia los 
mejores indicios en cuanto a calidad de los resultados para las 
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series temporales que se est~n estudiando, se procedio a su 
aplicacion para el PDS. 
En la determinacion de la funcion o funciones de trans-
ferencia capaces de caracterizar mejor las interacciones que 
en una atmosfera urbana tienen lugar entre las concentraciones 
de so2 registradas y los factores tanto meteorol6gicos como e-
misores, el primer problema que se presenta es la eleccion co-
rrecta de las variables macroscopicas que sean representativas 
de dichos factores. Puesto que no se dispone de magnitudes 
m!nimamente representativas de las emisiones que se realizan 
en Madrid y su entorno m~s inmediato, el campo de invest!-
gacion se restringio necesariamente a las variables de tipo me-
teorol6gico. Por todo ello, se procedio a un exhaustive proceso 
de "screening" o apantallamienb• de todas las variables susceE 
tibles de influenciar significativamente en el comportamiento 
de los niveles promedios diaries alcanzados, tales como estabi-. 
lidad, altura de mezcla (124), diversos factores de dispersion 
(29,30), precipitaci6n, temperatura y velocidad y direccion del 
viento. 
La tecnica que se aplic6 consistio en un estudio prelim! 
nar de las funciones de correlaci6n cruzada que proporcionan p~ 
ra cada valor del desfase la correlacion existente entre dos 
series cualesquiera. Sin embargo, como ya senalaron acertadar 
mente Box (125) y Bartlett (126), la correlacion entre dos mag-
nitudes expresadas en forma de serie temporal puede estar vicia 
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da y ofrecer resultados espGreos inducidos por la estructura 
temporal de las series; es decir, existe laposibilidad de que 
surjan distorsiones debidas a la autocorrelaci6n propia de ca-
da una de ellas. 
Para obviar este efecto, Box y J~nkins (57, 121) sugieren 
el empleo del preblanqueo como metodolog!a capaz de evitar la 
aparici6n de correlaciones de origen puramente temporal en la 
funci6n de autocorrelaci6n cruzada. El problema se resuelve 
aplicando a la serie de salida el modele univariante elaborado 
para la de entrada y calculando los valores que toma la corre-
laci6n cruzada de los residues obtenidJS para las dos series. 
Finalmente, se considera que esta es la funci6n que mejor re-
presenta la verdadera relaci6n existente entre ambas magnitudes. 
Esto es asi porque, al aplicar a la serie de salida el modele 
correspondiente a la de entrada, se ha eliminado en ella toda 
la inforrnaci6n debida a las caracteristicas temporales de dicha 
secuencia y, por tanto, la posible conexi6n puesta de manifiesto 
por la nueva funci6n ser~ toda aquella no contenida en la misma 
serie, es decir, la adicional aportada por la variable de entra 
da. 
Con todo lo anterior, se pr0cedj6 a calcular la funci6n 
de correlaci6n cruzada entre la serie de valores del PDS y un 
conjunto de variables meteorol6gicas ~;eleccionado de acuerdo 
con todas las consideraciones que se realizaron en el primer 
capitulo de esta memoria. 
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Las variables fueron: recorrido diario del viento, te~ 
peratura media diaria y humedad media, todas ellas registra-
das en el parque del Retiro. Se eligi6 este observatorio de 
entre los existentes en Madrid y su periferia, por considerar 
que, al ser su emplazamiento el m~s centrico, es m~s resprese~ 
tativo con respecto a las variables que realmente se registran 
en la ciudad. 
La direcci6n del viento no se consider6 debido a que en 
el capitulo III, al estudiar las condiciones meteoro16gicas que 
conducen a la obtenci6n de valores significativamente altos d€1 
PDS, se encontr6 que se podia despreciar el aporte de las fuen-
tes externas al propio nucleo urbano, con lo que la influencia 
del viento se podr~ caracterizar unicamente mediante el modulo 
de la velocidad. La altura de mezcla no se introdujo, por no 
disponerse de medidas representativas de la ciudad. El resto 
de las magnitudes no se pudo considerar bien porque era. de ca 
r~cter cualitativo, bien porque no constituian una serie temp£ 
ral. 
Al incluir la temperatura existe un interes adicional a 
la pura constataci6n de su posible influencia, cual es compro-
bar si existe en la ciudad de Madrid un efecto similar al deno 
minado grado-d!a (26, 32, 35),segun el cual, la acci6n ejercida 
por los agentes representados a traves de la temperatura empieza 
a actuar cuando esta es inferior a un cierto nivel. Dicho umbra! 
se denomina temperatura grado-dia y en las espresiones de pre-
dicci6n los agentes termicos se suelen representar mediante la 
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diferencia entre el valor observado y la temperatura grado-dia 
as! establecida. La raz6n de este comportamiento estriba en 
el hechoplausiblede que parte de la poblaci6n sentir~ la n~ 
cesidad de intensificar el funcionamiento de su instalaci6n 
calefactora cuando la temperatura arnbiente descienda por deba-
jo de un limite que se determine. Si se percibe una reacci6n 
de este tipo, su predicci6n ser~ de gran utilidad para el co-
nocimiento futuro de aumentos bruscos en los niveles de concen 
traci6n causados por este mecanis~o. 
La humedad fue considerada inicialmente por si su efecto 
hidratador despues de la oxidaci6n del so2 fuese perceptible a 
la escala temporal considerada. De todos modos, las funciones 
de correlaci6n no dieron el menor sintoma de tal influencia y 
se desech6 su empleo. En lo que respecto a las variables termi-
cas, al ser ambos indicadores de un mismo fen6meno, se consid~ 
r6 redundante aplicar las dos (se pudo comprobar a posteriori 
esta aseveraci6n) por lo que opto por la temperatura mi~ima tras 
verificar que poseia un patron de dependencia similar y era es-
ta la que manifestaba una correlaci6n ligeramente superior con 
el PDS. 
Las funciones de correlaci6n obtenidas por la velocidad 
del viento y la tempertaura minima (Tmin) sin preblanqueo se 
ha representado en las figuras V-1 y V-2 y las preblanqueadas 
obtenidas mediante la aplicaci6n de los modelos, resenados en 
la tabla V-1 y que se obtuvieron con el mismo periodo basico que 
el univariante, en los numeros V-3 y V-4. 
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TABLA V-1. Modelos univariantes de ~ Vt ~ TMint 
Variable Modele 
Velocidad del viento (..t- o.cs -a B) -to'i-" ~ = ae 
Temperatura minima (~- o.·v~-a) lt'l"'int: -= dt. 
El univariante correspondtente al - rn6dulo de 
la velocidad del viento es, despues de transforrnar la variable 
adecuadamente (se puede verificar en la figura V-5): 
lv-G) 
presenta la misma estructura que el PDS, por lo cual las con-
sideraciones que all1 se hicieron a prop6sito del modele son 
aplicables, con las diferencias debidas al diferente caracter 
de las dos series. Sin embargo, merece la pena resaltar que, en 
este caso, el valor del pararnetro es inferior al estimado pa-
ra el PDS. Ello quiere decir que la influencia que el pasado, 
representado unicamente por el valor inmediatamente anterior, 
ejerce sobre cada valor de la serie, es inferior a la que tiene 
lugar en el PDS; en otras palabras, la persistencia del recorr! 
do del viento es inferior a la del PDS. El coeficiente de corre 
laci6n que se obtuvo fue de r = 0.52 mas bajo que los anterio-
res, debido al comportamiento mas erratico del viento. 
Para las ternperaturas se sigue manteniendo la misma es-
tructura autorregresiva que para las anteriores variables, por 
lo que las caracteristicas son similares a las resenadas. No 
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fue necesaria ninguna transformaci6n (figura V-6) y la varian 
za explicada es mayor, a pesar de que los coeficientes tienen 
valores parejos. Ello se puede explicar si se tiene en cuenta 
que la variable temperatura posee un comportam~ento m~s regu-
lar que las anteriores, y significa que, aunque el valor del 
par~metro sea similar, la informaci6n contenida en la propia 
serie es mucho mayor. Todo esto hace que los residues (o lo 
que es igual la influencia externa) tengan menor importancia 
relativa frente al propio termino autorregresivo, y el modelo 
univariante proporciona resultados de una calidad superior pa-
ra las temperaturas. 
Una inspecci6n previa permiti6 desechar la existencia de 
un efecto grado-d!a en Madrid. La gr~fica V-6 representa el va 
lor del PDSII frente a la Tm durante el invierno 79-80. Puede 
apreciarse la ausencia de un valor urnbral que suponga el inicio 
de una relaci6n cuasi lineal entre arnbas, lo mismo puede decir 
se con respecto a los otros inviernos, incluso sustituyendo la 
concentraci6n por su logaritmo natural. En consecuencia, sepu~ 
de aventurar como hip6tesis que el funcionamiento de las cale-
facciones en Madrid, una vez comenzado, alcanza unos niveles de 
emisi~n pr~cticamente invariables durante todo el periodo, sin 
aumentar su intensidad al descender la temperatura y aumentar 
la sensaci6n de fr{o. Consecuentemente, la Tmin ejercer~ una 
acci6n poco detectable a nivel global, aunque no se descarte 
la posibilidad de que este se acentde con ciertas situaciones 
meteorologicas. 
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FIGURA V-6 PDSII frente a Trnin durante el invierno 79-80 
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Puesto que entre todas las dem~s variables no hubo nin 
guna otra que resultara significativa, se procedi6 a evaluar 
cuantitativa y cualitativamente la funci6n de transferencia y, 
por tanto, el filtro atmosferico existente entre cada variable 
directora y el PDS. El interes en la determinaci6n de tal fil-
tro no es solamente por lo que concierne a la predicci6n, sino 
tambien por la informaci6n que puede suministrar relativa a los 
efectos e interacciones que ocurren a escala global en la zona 
urbana de Madrid. 
V.4 FUNCIONES DE TRANSFERENCIA. 
V.4.1 Su estimaci6n. 
-------------
Elegidas como variables rectoras la temperatura y la ve-
locidad del viento, se procedi6 a identificar las funciones de 
transferencia interpuestas empleando las funciones de correla-
ci6n cruzadas. Para poner de manifiesto la importancia fundamen 
tal y la pertinencia de las transformaciones aplicadas, se re~ 
liz6 una modelizaci6n paralela a la que aquf se describir~, y 
se pudo comprobar, a posteriori, que la mejora obtenida con res 
pecto a la expresi6n univariante era pr~cticamente despre~iable 
(la correlaci6n entre los valores predichos y los reales era 
en el caso m~s favorable de 0.787) siesta no era tenida en cuen 
ta. A partir de los datos asf transformados se obtuvieron las 
funciones de correlaci6n cruzada de las figurqs V-3 y V-4. 
Dada la similitud existente entre las correspondientes a los 
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dos sectores, se describir~ con detalle el proceso seguido p~ 
ra la zona II y solamente se hara refe~Gncia a la I cuando se 
encuentren discrepancias sertas con re~pecto a !a anterior. De 
acuerdo con ello se identific6 para la funci6n de log PDSII y 
la Tm una expresi6n del tipo 
~ 'l>DSIL-e = a-i \rn \: + ( ..1- a<., '""B) eXt-
que despu~s de un proceso de estimaci6n de maxima verosimilitud 
di6 los valores de la tabla V-II 
TABLA V-II Valores de los parametres de la expresi6n (V-7) 
Valor estimado Limite superior Limite inferior 
a, -0.048 -0.025 -0.071 
a2 0.775 0.879 0.671 
La correlaci6n entre los valores predichos y observados 
alcanz6 el valor 0. 793 y la suma resid'Jla de los cuadrados el 
3 2 de 414886 (fLg/m ) , lo que supone un aporte adicional muy pe-
quefio con respecto al modelo univariante, puesto que, aunque el 
coeficiente de correlaci6n entre los valores del modelo y los 
reales aumentan ligeramente, la suma de los residues al cuadra 
do supone un ensanchamiento de la banda de discrepancias entre 
una y otra serie. En todo caso, la relaci6n es siempre en fase 
y negativa; es decir, a un descenso de temperatura le corres-
ponde un aumento de concentraci6n. La no presentaci6n de detase 
alguno indica que la ligera reacci6n frente a la temperatura se 
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presenta en el mismo d!a, lo que supone una diferencia notable 
con respectoa loobtenido en otros lugares (122, 123, 127). En 
definitiva, la temperatura no es una variable de gran signif! 
catividad global de cara a la predicci6n de los niveles del 
PDSII, se ver~ en el capitulo VI en que existen situaciones en 
que, sin embargo, no se puede desechar esta magnitud. 
El logaritmo de la velocidad del viento s! es, en carnbio, 
una variable de gran significaci6n. En efecto, la expresi6n co-
rrespondiente a la relaci6n entre el PDSII y el logar!tmo del 
m6dulo es: 
~'Pl>SJG: = (a .. -a~"B)~3 v~:: 4-(.t-a~-a) ole [ V-11) 
En la tabla V-3_se indican los valores de los par~metros as! 
como sus !!mites al nivel del 95%. La correlaci6n que se logra 
es de 0.867 y la suma residual de 290729 (jLg/m3 ) 2 , lo que su-
pone una mejora en las prestaciones alcanzadas (la varianza 
explicada supone · un 75% de la total, una co_ta_ ciertamente al-
ta). 
TABLA V-3 Valores de los par~metros de la expresi6n (V-8). 
Valor estimado !!mite superior !!mite inferior 
a, -0.497 -0.398 -0.596 
a2 -0.073 0. 170 -0.026 
a3 0.710 0.854 0.654 
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Debe resaltarse que, ademc1s de t•::.mar los coeficientes v~ 
lares negatives, debido a la conocida dependencia inversa, se 
verifica una relaci6n de doble naturaleza; por una parte se pr~ 
senta en fase y, por otra, hay una ligera inercia que hace que 
sea levemente significativa la influencia del valor retrasado 
un d.la. Sin embargo, puesto que. a 1· es casi veinte veces supe-
rior a a 2 , se puede atribuir este hecho a un efecto de persis-
tencia y remanencia del contaminante que provoca que la limpi~ 
za del viento no sea unicamente instantc1nea, sino que permane~ 
ca ligeramente durante un periodo de muestreo. El modele global 
que auna las ·dos variables rectoras y parametricas resulta de 
combinar ambos para dar lugar a la ecuaci6n: 
!a.s t"bSU.*-: a_. TM-l"' (at-~~} ~Yt. ~ c~-a ... ])~\:: (V-9) 
Los valores se han resumido en la tabla V-4, la correlaci6n 
vale 0.867 y la suma residual 292748 (p.g;m3 ) 2 . En definitiva, 
la temperatura ha mantenido la bondad del ajuste alcanzado uni-
camente con el viento. De todos modos, los resultados de (V-8) 
son suficientemente satisfactorios y demuestran que la metoda-
logia elegida, lo ha sido correctamente y permite llegar a valo-
res altamente esperanzadores. 
TABLA V-4 Valores de los parc1metros de la expresi6n (V-9) 
Valor estimado Limite superior Limite inferior 
a, -0.010 0.010 -0.031 
a2 -0.471 0.305 0.581 
a3 0.070 0. 175 -0.022 
a4 0.701 0.824 0.584 
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Los valores que se han senalado corresponden no a una pr~ 
dicci6n realmente, sino a un ajuste en el cual se supone que.se 
conoce la temperatura y el viento que se mediaran durante el 
d!a para que se realice la predicci6n. Obviamente, su conoci-
miento exacto es imposible y, por tanto, estos seran lo !!mites 
superiores que se pueden alcanzar por los modelos. La aplicabi-
lidad real se obtendra introduciendo en las distintas expresi£ 
nes aquellas predicci6nes de las variables meteorol6gicas obt~ 
nidas por otros caminos, esta cuesti6n se tratara ampliamente 
en el capitulo VII. De todos modos, para dar una idea de los ni-
veles m!nimos de prestaci6n a que se ha llegado, se calcularon 
los resultados suponiendo que la temperatura y el viento perm~ 
necen en los mismo valores que el d!a anterior, informaci6n sie~ 
pre disponible e inmediatamente valorable. Con ello los coefi-
cientes que proporcionaron Las (V-7), (V-8) y (V-9) descendie-
ron hasta 0.79, 0.82 y 0.82 respectivamente, poniendo de mani-
fiesto la gran importancia de una predicci6n meteorol6gica para 
poder explotar al maximo la capacidad predictora de los modelos 
elaborados. De todos modos, aun cuando no se pueden obtener pr~ 
dictores de las variables, se aumenta el porcentaje de varianza 
explicado en un 8%, lo que supone un acercamiento significativ~ 
mente mas satisfactorio a la re2lidad f!sica subyacente en el 
proceso que el logrado sin incluir las condiciones atmosfericas. 
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V.4.3 La inclusi6n del PDSI 
---------------------
En lo elaborado hasta aqui no se ha incluido para nada 
el valor del PDSI como variable rectora, en otras palabras, no 
se ha considerado el aporte que puede suponer la inclusi6n de 
la variable representativa del sector ro modelizado, Puede p~ 
recer, en principia, que as! se desprecia una informaci6n si~ 
nificativa, puesto que en los cap!tulos III y IV se puso de re 
lieve el paralelismo existente entre anmos. Sin embargo, su in 
troducci6n presenta aspectos ciertamente problem~ticos como a 
continuaci6n se expone. 
Efectivamente, la funci6n de correlaci6n cruzada entre 
ellos (figura V-7) indica la presencia de altas correlaciones 
para desfases de hasta doce d!as variando entre 0.9/ y 0.24 p~ 
ra el "lag" cero y el veinticuatro respectivamente. No es esta, 
emper~, la unica caracteristica notable que se puede observar, 
puesto qu~ por otra parte, en el semieje negative tambien se dan 
valores del mismo arden. Ello indica (S7) que la relaci6n entre 
ambos sectores no se establece de modo unidireccional, sino que 
se verifica en ambos sentidos; es decJr, el sector II influye 
el el I y viceversa, como se podr!a e[perar por la propia natu 
raleza de ambos. Tal situaci6n se desv(a del plateamiento gene-
ral de las funciones de transferencia, en la cuales era impre~ 
cindible que la variable dependiente no ejerciera acci6n alguna 
sabre la independiente. Por ello, se careceria de bases te6ricas 
para abordar el problema y se deberia proceder a construir modelos 
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estoc~sticos multivariantes (121) que pueden describir tales 
interdependencias. 
Sin embargo, puesto que la funci6n contiene la estructu 
ra temporal, se recurri6 nuevamente a la aplicaci6n de metodos 
de preblanqueo que dieron lugar a la funci6n representada en la 
figura V-8, en ella se pone en claro que la relaci6n existente 
entre ambos Indices es unicamente simult~nea y las dem~s corr~ 
laciones estaban inducidas por las temp•)rales, que ya se habian 
introducido mediante el termino aleatoric. De esta forma, el mo 
delo bivariado entre ellos ser~ 
los valores de los ai para i = 11 2 se reflejan en la tabla V-5 
y se obtiene una correlaci6n de 0.983 y una suma residual de 
180943 (,U.g/m3)2 
TABLA V-5 Valores de los par~metros de la expresi6n (V-10) 
Valor estimado Limite super. Limite inferior 
a1 0.8955 0.9554 0.8356 
a2 0.5113 0.6588 0.3639 
Aunandolo con el viento y la Tm se puede escribir 
~~t:sn:-t= d-1 ~~t-+ aq Tmt- + (a~-aLi"eJ ~'I-t+ lJ-Os :a)o4. (v-J~) 
con una correlaci6n de 0. 985 y una suma residual 179854 ~g/m3 ) 2 
131 
en la tabla V-6 se representan los valores de esta expresi6n 
que no son representatives de una predicci6n pues lleva impl! 
cito el conocimiento previa del valor de PDSI; por no ser rea-
lista habr~ que tener en cuenta unicamente aquellos que se den, 
bien suponiendo persistencia del viento bien con un modele uni 
variante o multivariante. 
TABLA V-6 Valores de los par~metros de la expresi6n (V-11) 
Valor estimado Limite superior L!mite inferior 
a, 0.8831 0.9571 0.8294 
a2 0.025 0.087 -0.013 
a3 -0.131 0.114 -0.237 
a4 -0.1186 0.131 -0.2256 
las 0.5101 0.6593 0.3741 
V.4.4 EL PDSI 
El proceso seguido ha sido totalmente paralelo y las ex-
• 
presiones alcanzadas, as! como sus resultados se han resumido 
en la tabla V-7. Dada la semejanza con el PDSII los cementa-
rios all! efectuados son pertinentes. No se realizo una modeli 
zaci6n que incluyera al sector II debido a que tambien se nece 
sitar!a conocer previamente su valor y este es el objetivo fu~ 
damental, por lo que s6lo se obtendr!a una expresi6n de ajuste. 
TABLA V-7 Resultados para el POSI 
MOOELO r suma res 
(ALq/m3) 2 
Loq POSit = (-0.58-0.088) log Vt+ (1-0.688) t 0.866 107153 
Log POSit= -0.053Tt +(1-0.768) t 0.756 175418 
Log POSit= ( -0.59-0. 0778) log vt-0.06Tt + 
+ (l-0. 738) 0.867 106351 
t 
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V.S CRITERIOS SOBRE LA BONDAD DE LOS MODELOS. 
As! como existen tests aplicables sabre los residues p~ 
ra revelar aspectoserr6neos en los modelos univariantes, se 
dispone de criterios similares que certifiquen la existencia 
de discrepancias serias enlos multivariantes. Si all! se estu 
diaba la funci6n de autocorrelaci6n simple y la parcial de los 
residues, ahara se prestar~ atenci6n a la de autocorrelaci6n 
y a las de correlaci6n cruzada entre los residues y cada vari~ 
ble param~trica preblanqueada. Cada una de ellas revelar~ un 
aspecto diferente de discrepancia; ast, si la funci6n de trans 
ferencia es cor~ecta y el ruido es incorrecto, los residues e~ 
tar~n fuertemente autocorrelacionados entre si, y la estructura 
que revelen se podr~ aprovechar para establecer un ruido correc 
to, los test univariantes siguen siendo validos. Si sucediera 
que el modele de transferencia es incorrecto, los residues e~ 
tar1an correlacionados no s6lo con ellos mismos, sino tarnbien 
con las variables rectoras preblanque~das, la verificaci6n de 
dicha dependencia se pueden valorar a trav~s de test similares 
a los univariante (57) basados en est~3isticos que siguen dis 
tribuciones del tipo chi-cuqdrado. 
En todos los modelos se aplicaron los dos de criterios y, 
al no encontrarse rastro alguno de dis•:::repancia se aceptaron 
como validos los elaborados. 
Un aspecto interesante a analizar es el valor y las cir 
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cunstancias se ocurrencia de aquellos residues an6malos, o 
que superan el limite de 2~. El namero de veces que esto ocu 
rra en las expresiones (V-9) es de cinco. 
El que tiene lugar en el d!a 27 corresponde al comien 
zo del per!odo epis6dico m~s grave que ha tenido lugar en Madrid 
durante los dos anos y medio registrados y responde al hecho 
contrastado de que el modelo no ha podido prever la futura a-
cumulaci6n que seinicia en ese memento. En los restantes dias 
epis6dicos, el modele ya se acopla a la evoluci6n~- real y no se 
producen residues superiores a 2o- . El producido en 39 tiene 
3 
su correspondencia en un descenso brusco de 136 p g/m que se 
verifica entre el 7 y el 8 de Noviembre y supone el fin del me~ 
cionado episodic. El 57 est~ asociado a un aumento de 110~g;m3 
que se registra el 26-XII-79 acompanado por un descenso en el 
recorrido del viento del orden de 100 km/dia. An~loga explica-
ci6n se puede aplicar al residue 97. El 112 est~ originado, en 
cambio, por un sGbito descenso de la concentraci6n el 19-II-80. 
La conclusi6n principal que se puede extraer del an~lisis 
de estes residues, es que el modelo lleva asociado impllcita-
mente una inercia en la respuesta, incluso suponiendo perfect~ 
mente conocido el viento en cada instante. Todo ello es achaca-
ble al papel jugado por la persistencia (implicitamente conte-
nida en el termino de ruido que tambien mantiene la dependen-
cia dinamica) que provoca que el aporte de dicho termino induzca 
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una persistencia en el modelo no compensada por la acci6n de 
los restantes. Esta es una de las principales pegas que surgen 
en la aplicaci6n pra.ctica, pero una cor-recta modelizaci6n la 
reduce a un corto numero de valores y resulta admisible como 
sucede aqui. 
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VI. MODELOS DISCRETOS PARA LOS PATRONES METEOROLOGICOS. 
VI.1 INTRODUCCION. 
Hasta ahora todo el tratamiento que se ha seguido en la 
modelizaci6n de las distintas magnitudes se ha basado en el e~ 
tudio de las series temporales en cada momento. Como se ha vis-
to en capitulos previos, los resultados que as! se obtienen de-
penden del tipo de variable y de modelo, aunque siempre resutan 
satisfactorias y represatan una aproximaci6n v~lida. 
En el campo multivariante existe, sin embargo, una clase 
de modelos alternatives que, sin dejar de ser estoc~sticos, no 
se basa en el concepto de serie temporal, son los denominados 
autorregresivos de media m6vil con variables ex6genas (ARMAX) 
y que se han aplicado anteriormente a valores de so2 de la Ci~ 
dad Universitaria 02]. Esta modelizaci6n (128) recibe su nom-
bre porque su base se halla en el modelo autorregresivo y de 
media m6vil que se identifica de manera univariante para la v~ 
riable de salida, en este caso la concentraci6n de so2 represe~ 
tado por las dos componentes del PDS. La diferencia con las fun-
clones de transferencia radica en la manera de introducir las 
variables adicion~les o de control, puesto que no se recurre 
al filtro lineal de par~metros constantes, sino que se conside-
ra que la relaci6n mantenida entre la variable a modelizar y 
cada una de las restantes posee unos coeficientes variables 
que cambian de acuerdo con un conjunto de par~metros caracte-
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rizadores de una determinada situaci6n. Por otra parte, las i~ 
terrelaciones existentes no han de ser necesariamente lineales, 
sino que pueden adoptar cualquier otra expresi6n analitica. Al 
eliminar tal restricci6n esta ultima clase de modelos resulta 
m~s vers~til te6ricamente y puede apl:i.carse a situaciones mcis 
complejas que las funciones de transferencia. 
VI.2 FUNDAMENTO TEORICO. 
De una manera general los modelos se escriben: 
xl-= t-t. ('J(t-K) + ~ t1.t ('i&t} + ~~ L<ib) tn-.!) 
donde xt representa la serie a ~odelizar, yt los valores de 
las variables de control yott los t~rminos de ruido;~A(Xt-~l 
representa la parte autorregresiva del modele identificada en 
la modelizaci6n univariante, ~~\l~t) es la funci6n de depende~ 
cia entre la variable Yit y xt, finalmente 43 representa el t~r 
mino de media rn6vil que tarnbi~n se hab!a identificado. 
A pesar de la ventaja te6rica que supone la posibilidad 
de tratar relaciones no lineales, hay una dificultad de orden 
practice que puede resultar en algunos casos insuperable. Ella 
estriba en que no se han definido criterios objetivos que per-
mitan identificar las funciones f 2 i similares a los basados en 
las de correlaci6n cruzada. Esto provoca que la elecci6n de las 
Y1 se deba hacer, cuando s~posible, entre las funciones senala 
das por las bases te6ricas que dan cuenta de las relaciones exis 
tentes entre las dos variantes. Cuando no se disponga del bagaje 
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te6rico apropiado, el unico medio de identificaci6n consisti-
ra en probar diversos tipos de f 21 y elegir el que de mejor 
resultado. Todo ello supone un gran handicap que, en las apl! 
caciones practicas, puede llegar a contrarrestar la mayor ver-
satilidad que conlleva el uso de funciones no lineales. 
VI.3 MODELIZACION ARMAX DEL PDS 
Para comprobar lo que ocurria con el PDS en Madrid, e i~ 
tentar discernir que modelizaci6n producia un mejor adecuaci6n 
para este indice, se elabor6 un modelo ARMAX. El primer proble-
ma que se debi6 abordar fue la elecci6n de las condiciones que 
indujeran modificaciones en los coeficientes que se identifican 
y, por ende, en el mecanisme de reacci6n de la atm6sfera. D~bidm 
a que durante en la ~poca invernal el cornportarniento de las fue~ 
tes ernisoras presenta una gran homogeneidad y ~stas no varian sen 
siblernente los criterios electives que rigen los patrones discr! 
minantes deben ser indudablemente de caracter rneteorol6gico. 
Se debera procurar que los elegidos constituyan un conjun-
to arm6nico, autoconsistente y fie! diagnosticador de la posible 
respuesta que en cada instante dara el ambiente atrnosferico. Ta-
les requisites parecen ser satisfechos por las categorias de es 
tabilidad atrnosferica defindas ror Pasquill (129) y Turner (95) 
entre otros otros. Debe resaltarse, sin embargo, que, al estar 
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este estudio realizado sabre bases diarias, no se puede esta-
blecer una clara correspondencia entre las clases de estabi-
lidad y los dias correspondientes ya que la inclusi6n de una 
estabilidad media diaria no ser!a ni representativa ni adecua-
da. En consecuencia, se dirigi6 la atenci6n a criterios m~s a-
cordes con el periodo de muestreo y que, a ser posible, engle-
ben aspectos tanto particulares como producidos a una escala 
de mayor generalidad. As!, se decidi6 que cada d!a se podia 
ordenar segun el patr6n sin6ptico reinante de acuerdo con (94), 
donde se clasificaban las situaciones tipicas de presentaci6n 
en la Peninsula. De esta manera, se conocen las facetas a mesoes 
cala def initorias, en parte, de la difusi:JU.:),,...' · arnbiental, ad~ 
m~s, tales situaciones son suficientemente persistentes como 
para considerar que se mantienen constantes durante cada d!a 
y establecer as! una correspondencia bien definida. 
Por tanto, cada uno de los patrones sin6pticos tendr~ 
as6ciado un conjunto de valores de los coeficientes param~tri­
cos de las expresiones correspondientes. En la tabla VI-1 se han 
indicado la frecuencia de presentaci6n de cada uno de ellos du-
rante los per!odos Noviernbre-Marzo de los afios 79-80 y 80-81 
(se tomaron dos periodos invernales para lograr un numero sufi-
ciente de d!as que permita un proceso de estimaci6n fiable). 
TABLA VI-1 Frecuencias de ocurrencia de los diferentes patrones sin6pticos 
Patron 2 3 4 5 6 7 8 
4 45 38 20 4 65 85 
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Puede observarse que las m~s frecuentes son las 7 y 8, 
correspondientes a anticiclones que originan grandes estabil! 
dades tipicas de la estaci6n invernal en Espana. Dado el bajo 
porcentaje de presentaci6n de varias modalidades, las clases 
que finalmente se tuvieron en cuenta fueron: 3, 4, 5, 7, 8 y A 
que engloba a las 1, 2 y 6 y a todos aquellos d!as inclasifi-
cables. 
ducidas. 
-------
La conocida relaci6n inversa existente entre la veloci-
dad del viento y la concentracion de so2 , por una parte, y e~ 
tre la temperatura m!nima y la misma concatraci6n por otra, 
!levan a probar enlaetapa de identificaci6n funciones de la 
familia 
donde k 1 y k 2 son los par~metros que dependen de la situaci6n, 
para cada una de las variables mencionadas. 
Aunqueen (127) la temperatura actua con un desfase de un 
d!a sobre la concentraci6n de so2 , en el PDS la influencia ti~ 
ne lugar simult&neamente tal y como se puso en evidencia en el 
proceso identificativo del capitulo V, y no ser~ preciso:recu 
K~ 
rrir a la familia Xt = l(.f ~i-K. . De todos modos, se compr~ 
b6, a posteriori, que los resultados obtenidos sin introducir 
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el desfase proporcionaba mejores prestaciones que teniendolo 
en consideraci6n. 
La aplicacion de estos modelos !leva consigo la acepta-
ci6n implicita de la siguiente hip6tesis: el comportamiento 
cualitativo de la atmosfera es el mismo en todo el periodo 
de muest~eo (pues !a funci6n se mantiene constante) ; sin embar 
go, su respuesta cuantitativa depende de la situaci6n (al per-
mitir la variabilidad de los coeficientes) . Siendo esta hip6-
tesis menos restrictiva que la constancia de la respuesta cua 
litativa y cuantitativa que !leva consigo la modelizacion de 
funci6n de transferencia, esto supone una ventaja adicional en 
el plano te6rico de los ARMAX que los hace adaptativos en un 
cierto sentido y m~s abiertos a otros efectos. 
En las funciones de transferencia las unicas magnitudes 
c;,·.·•O! se pod!an considerar eran aquellas cuantitativas y expresa-
bles mediante series temporales. Por lo que se ha expuesto, r~ 
sulta claro que los modelos ARMAX no r11~cesitan que las variables 
constituyan una secuencia temporal, lo que las hace m~s flexi-
bles. Pero existe, adem~s, una mejora ildicional puesto que los 
factores cualitativos se pueden tener ·~n cuenta de una manera 
indirecta. En efecto, la variabilidad de los par~metros permite 
la posibilidad de adaptaci6n del modelo a la situaci6n corres-
pondiente y de esta forma considerar globalmente el conjunto de 
las variables definidoras de los criterios determinantes de las 
susodichas clasificaciones. Asi, la aqui aplicada mide de manera 
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indirecta la estabilidad atmosferica y el regimen de flujo do-
minante en la Peninsula Ib~rica en el dia considerado a trav~s 
de la posicion relativa que ocupen los centros de acci6n situa 
dos en las cercanias de la misma. Consecuentemente, se posee 
una informacion sobre los fenomenos a mesoescala determinantes, 
en parte, de la difusividad atmosferica en el punto de muestreo. 
Todo ello se complementa con las aportaciones a escala local 
representadas mediante los valores registrados de la velocidad 
del viento y la temperatura minima. De esta forma, la vision 
que se obtiene es m~s completa que la proporcionada por las fu~ 
clones de transferencia y puede dar lugar a una mayor comprension 
pr~ctica de las diversas influencias meteorol6gicas sobre el 
PDS. 
El procedimiento resultante que siguio consistio en ide~ 
tificar las funciones f 2 para la Tmin y la velocidaddel viento 
segun la aplicaci6n del programa BMDP3R del Centro de C~lculo 
de la Universidad Complutense y siguiendo una aproximacion ite 
rativa no lineal a .toda la extension del registro. Una vez de-
terminado el tipo de funcion se dividieron los datos segun la 
clasificaci6n final de la situacion y se estimaron los valores 
de los par~metros, con ello se obtuvo el conjunto de valores 
que mejor se ajustaba a cada grupo concreto pero no un modelo 
de predicci6n, aunque su obtencion es inmediata. Para conse-
guirlo, bastar~ con predecir la situaci6n sin6ptica y aplicar, 
de acuerdo con tal prevision, el modelo correspondiente con los 
valores registrados el dia en que se realiza la predicci6n. 
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Para la previsi6n meteorol6gica se ~uede recurrir a los 
mapas realizados por el Centro de Predicci6n del Instituto Na-
cional de Meteorologia. De esta manera, se obtiene una expre-
si6n final cuyos coeficientes toman un valor u otro de acuer 
do con lo previsto y, por tanto, la frecuencia de cada modelo 
vendr§ dada por la de su situaci6n sin6ptica correspondiente. 
Al no tener que soportar la restricci6n que supone la linea 
lidad se puede proceder a la constituci6n del modelo sin las 
transformaciones previas que se requeria~ en V. Por consiguiente, 
se llevar~ a cabo el procedimiento sin a;·licar operador alguno 
y se comproba"r§ su bondad con la alc':inzac.a tras aplicar los co-
rrespondientes del capitulo V. 
Como ha sido puesto de manifiesto que la influencia de 
la temperatura no es del tipo grado-d!a y su aporte adicional 
es pequefio, se sigui6 un desarollo comparativo sobre los efec-
tos de la temperatura en el PDS. Para el sector central la ex-
presiones correspondientes son: OL~ 
""P~SJI:t =Et-t ~ILt-j. 40<, ~S:l:-t-~ +03 'Jf44 -+ ds (\~~-+ i..JJ + c4 ("".fi.-~J 
I 
I 'V~ I t'DS."lt:~.:. = a,.' "f"t::6.lit.-j.-+ 0~ ~S.:I.-l-..i-+ 03 -t +-olt (.!t!.-4) 
No se incluye el POSit por razones similares a las que aconsejaron 
no hacerlo en el capitulo precedente. Tm se debi6 introducir 
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con una constante adicional por razones del proceso iterative 
3 -1 de aproximaci6n. El PDS se mide en~/m , v en m.s _ y Tm en 
QC. El termino PDSit_ 1 es un !ndice de la informaci6n aporta-
da por el ptzmer sector que sustituye el valor de POSit, que 
no se puede conocer con exactitud en el memento de la predic-
ci6n y no resultara practice para la misma. El sumando PDSIIt_ 1 
se haya presente por corresponder al termino autorregresivo uni 
variante. 
Las tablas VI-2 a) y b) muestran los valores de los par! 
metros a la expresiones (VI-3 y VI-4) respectivamente, los valo 
res de la desviaci6n standard se incluyen entre parentesis deba 
jo de cada parametro. 
TABLA VI-2 (a) Valor de los parametres de la expresi6n (VI-3) 
Situaci6n a a2 a3 a4 as a6 
3 -0.15 0.19 89.8 -1.15 87.0 -0.18 
( .33) ( .23) (26) ( .8) (56) (. 19) 
4 -0.03 0.34 36.3 -0.62 78.1 -0.04 
( .14) ( .16) (29) ( 1) (42) ( .19) 
5 .03 .34 226.1 -2.68 67.3 -0.01 
(.55) ( .29) (124) (1.9) (42) ( .19) 
7 -0.03 0.37 113.0 -0.99 193.5 -0.9 
( .28) (. 21) (37) ( .6) ( 147) ( .98) 
8 .15 .64 116.2 -3.57 18 -0.03 
( .19) ( .12) ( 21) (. 12) ( .29) (. 71) 
A -1.00 1.12 20. 11 -0.21 79 -0.42 
( .45) ( .29) ( 18) (. 5) (54) (. 31) 
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La tabla VI-3 resume, para cada situaci6n, el coefich'!~ 
te de correlaci6n e-ntre los valores predichos y observado~ y.la 
sum.:1 residual de cuadr«dos de cada \lPO de ellos 
TJ\BLJ\ VI-2 b) Valores do los par~me­
tros de (VI-11). 
: 
Si.t a' 1 a'2 a'3 a'4 
3 -.156 .225 140.3 -.42 
(. 31) (. 22) (22) ( .08) 
4 0.32 .:..03 109.1 -.163 
( .14) (.13) (19) (. 1) 
5 .23 .25 199.4 -.83 
(.53) ( .29) (37.8) (. 3) 
7 -0.188 .506 130.9 -.77 
(. 4) (-. 5) ( 16) ( .16) 
8 .14 .66 121 -2.23 
(: 19) ( .12) (19) ( .6) 
A -.93 1.13 51.1 -.11 
f---.......1.06> (. 3) (21. B) ( .19) 
Global 
Global con persistencia viento 
TABLA VI-3 Resultados de (VI-3) y (Vl-'1) 
para las situaciones meteorol6gicas. 
a b 
r sum.r. i. r. sum.r 
: 
0.70 19810 0.69 20217 
.53 11178 .53 11079 
.84 25950 .70 28604 
--- ---·-· 
0.81 58445 .76 68465 
.86 172761 .87 175828 
.62 41286 .59 42706 
----
.87 399432 .86 345875 
.BL 373951 .7911 416087 
Las influencias de cada variable_difieren de acuerdo con el p~ 
tr6n sin6ptico reinante ~ asi, cabe resaltar la siguientes ca-
racter1sticas a prop6sito de la tabla VI-3. La situaci6n 3 el 
efecto de la temperatura se manifiesta a trav~s de un t~rmino 
casi const«nte de valor aproximado 20 p g/m3 ; la influencia del 
vieuto es ligeramente superior a la de la persistcncia (expre-
sada mediante el PDSIIt_ 1 ) y se puede desechar el aporte del 
PDSI. En la 4 el m5s apreciable es el dcbido al viento con di 
ferencja con rcspccto a la persistencia. La temperatura se m«n 
U cnc t.ambicn cuasi-constante. El tct·mino principal en la sJtna 
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ci6n 5 es el POSII seguido por el viento y la Tmin' en este 
caso no constante y muy significativa. 
La denominada 7 presenta un arden de importancia inver-
tide entre el viento y el PDSII con respecto a la 5. Asi mismo/ 
la Tmin es fundamental en el comportamiento del PDSII en esta 
situaci6n. Cuando esta se puede clasificar como 8, la compone~ 
te principal es la producidad por la persistencia con gran di-
ferencia sabre el viento. En las englobadas bajo la denomina-
ci6n A. sonmuchom~s significativos los efectos persistentes. 
La diferencia observada entre unas situaciones y otras en lo 
que respecta a agentes m~s o menos influyentes se pueden expl! 
car teniendo en cuenta el flujo de vientos que cada una de e-
llas lleva implicito. 
Aquellas que se hallan asociadas a anticiclones m~s o 
menos pr6ximos a la Peninsula o centrados sabre ella suponen 
un mayor peso de los valores anteriores puesto que la circula-
ci6n que se experimenta es nula o muy debil y, por tanto, la 
persistencia se hace mucho m~s intensa. Por contra, aquellas 
en las cuales se hacen presentes ciclones o se canalizan fuer 
tes corrientes hacia el punta de muestreo, es el m6dulo de la 
velocidad el que juega el papel primordial. 
En lo que respecta a las expresiones denominadas b) , vale 
todo aquello referente a las a) excluyendo, naturalmente, las 
apostillas relativas a la temperatura. Las correlaciones que 
154 
proporcionan el modelo, son superiores en las situaciones 5, 7 
y 8, precisamente en las que el efecto persistente es m~s no-
torio, la raz6n estriba en que la per~.lstencia se pone de mani 
fiesto a traves del termino PDSIIt_ 1 , que se conoce perfectame~ 
te en el momento de realizar la predicci6n y es m~s determinan-
te y puede ser mejor tenido en cuenta por el modelo. En cambio, 
el viento es una magnitud de mucha mayor variabilidad y, por tan 
to, su efecto presenta m~s dificultad cle incorporaci6n a una 
expresi6n anal!tica como las que se persiguen. Las correlacio-
nes descienden al pasar de a) a b) en 5 y 7, sefialando as! que 
en estos casos no se puede despreciar la acci6n termica y debe 
tenerse presente en todo instante para un correcto ajuste y pr~ 
dicci6n. El mensaje impl!cito en este hecho se explicaria consi 
derando que la presentaci6n de estos patrones va acompafiada por 
una respuesta real al; descenso de temperaturas que durante ellas 
se verifique. 
Totalizando y estructurando las diferentes ecuaciones se-
gun la manera indicada previamente se obtiene una correlaci6n 
de 0.87 comparable a la asociada con (V-8), pero reduciendo en 
menor medida la banda de variabilidad, estos mismo niveles de 
pre~tacci6n se logran recurriendo a l3s expresiones b)como pu~ 
de observarse en la tabla VI-3. Consecuentemente, todo parece 
indicar que las funciones de transferencia y los ARMAX !levan 
a valores similares (aunque los primeros solo consideren el 
viento y la Tmin como variable externa y no tengan en cuenta 
el PDSI) , por lo que la elecci6n de uno u otro para llegar a 
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a un ajuste se debe realizar atendiendo a otros criterios que 
no sean los resultados. Se prestar~ entonces atenci6n a argu-
mentos tales como disponibilidad de cjlculo, bases de datos 
disponibles, etc ... que faciliten una decisi6n. 
Es importante senalar que la funci6n de tranferencia se 
elabor6unicamente a base de 150 d!as de un unico registro inver-
nal, y el ARMAX necesita de dos per1odos completes para llegar 
a un numero suficiente de datos que garantizasen una estabili-
dad en el proceso de estimaci6n de los distintos par~metros. 
Siempre que se disponga de una serie temporal de 100 
puntas de longitud m!nima y las relaciones entre las variables 
sean lineales, transformables en ellas mediante operaciones p~ 
tenciales o logar!tmicas o no se conocen, ser~n preferibles las 
funciones de transferencia, fundamentalmente por disponer de 
criterios b~sicamente objetivos que permitan la adopci6n de 
una u otra funci6n. Si cualquiera de los puntas anteriores pr~ 
senta graves dificultades en su aplicaci6n la alternativa 
ARMAX1 aunque m~s laboriosa y subjetiva1 puede hacer alcanzar las 
mismas cotas. 
Por lo indicado en el VI.3.3 parecer!a que no existe una 
necesidad objetiva de tener en cuenta la Tmin salvo que unica-
mente interesen las situaciones 5 y 7, ya que se alcanza una 
calidad global pareja con y sin ella. Esto es correcto en cuan 
to a un ajuste, pero no asi para una predicci6n, en efecto, su 
156 
poniendo persistencia simple del viento (lo m~s indicado segun 
las funciones de correlaci6n cruzda de V) las correlaciones 
descienden hasta 0.813 incluyendo Tmin y .794 sin hacerlo. 
Es decir, el aumento no resulta apreciable sin la Tmin que de-
ber~1segun esto, entrar en los modelos globales enfocados ha-
cia una predicci6n a tiempo real y no a un ajuste, siempre y 
cuando la unica informaci6n fiable refErente al viento y disp~ 
nible en el memento de efectuar la previsi6n sea la de tiempo 
pasado y no se pueden aventurar hip6tesis m~s realisticas acer 
ca de sus futures niveles. 
El PDSI fue sometido a un tratamient0 similar, obteni~n-
dose las expresiones a~ ~ 
PIJ.s:!.t: q_. ~:I.t-A-+ Oc ~Sll-t -1 +~3 Vt. + ~ (Tm.•nt. +~J + c4 (n...-'S J 
cuyos resultados se expresan en la tabla VI-4 a) y b) 
TABLA VI-4 a) Resultados alcanzados con la expresi6n VI-S 
Sit. a1 a? a3 a4 as a6 r sum.res . 
3 . 406 -. 153 -17.0 .74 68.8 .09 .485 8109 
(. 28) (. 19) (30) (. 12) (28) I .14) 
4 . 777 -.407 -12. .636 46.1 .244 .574 10371 
( .16) (. 15) (10) ( .28) (19) (. 15) 
5 .269 0.0 139.1 -1.56 25.21 -.16 .93 1834 
(.30) (. 16) (31.1) ( 1.05) (30.3) ( .38) 
7 .619 -.128 56.33 -1. 12 118.6 ·- .87 .825 14548 
( .19) (. 14) ( 22.1) (. 78) (80.2) ( .83) 
8 .436 . 173 68.2 -5.04 67.3 .458 .778 101864 
( .16) ( .10) (17.7) ( 2. 2) (13. 3) (. 79) 
A . 11 .24 21.5 -.27 60.5 -. 77 .633 5067 
(.32) (. 22) (60.1) ( !777) (72) ( 2. 5) 
Global 
.83 141793 
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TABLA VI-4 b) Resultados alcanzados con VI-6 
Sit. a1 a2 a3 a4 r sum. res. 
3 .274 -.152 102.7 -.63 .63 67.85 
(. 25) ( .17) ( 17 .8) ( .13) 
4 .70 -.34 63.6 -.21 .48 12494 
( .16) ( .15) (21.9) (.22) 
5 .345 -.01 148.4 -1.17 .91 2096 
( .27) ( .15) ( 10. 3) ( .19) 
7 .51 -.03 74.3 -.83 .80 16362 
( .19) ( .15) (20) ( .15) 
8 .425 .202 68.24 -2.42 .77 105297 
( .16) ( .10) ( 16.3) (1.07) 
A .181 .264 27.9 -.2 .64 15103 
(. 31) (. 21) (13 .9) (. 23) 
Global .822 148137 
Puede observarse el paralelismo Pxistente con los valores re-
1 flej~dos en las tablas VI-2 y VI-3, por lo cual se le pueden 
aplicar las consideraciones anteriores. 
VI.3.4 Bondad de los modelos ARMAX. 
---------------------------
Aunque para esta metodolog!a no se han desarrollado cri-
terios espec!ficos similares a los correspondientes a los mode 
los univariantes y funciones de transferencia, se aplicaron 
los expuestos en el capitulo V. Su adopci6n est~ legitimada poE 
que el objetivo de estos test es ~arantizar que el ruido ha si-
do sometido aun.exhaustivo proceso de extracci6n de informaci6n, 
que s6lo se logra si la estructura final es totalmente an~rqu! 
ca y presenta una forma de ruido blanco completamente aleatoric. 
Por tanto, como el objetivo es alcanzar la m~xima informaci6n, 
no importa la via seguida, se pueden aplicar para ambas modeli-
zaciones. Tampoco se detectaron valores extrafios y se aceptaron 
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los modelos como validos. 
E~ 81 analisis de los residuos an6malo~ del modelo que con-
tiene laTmreyciertas diferencias con resFecto a las funciones 
de transferencia tanto en la catidad como en la fecha de su pr~ 
sentaci6n. Ahora se ha llegado hasta nueve, lo que supone casi 
duplicar el numero de anomal!as, aunque siempre manteniendose 
en el limite de aceptabilidad. Por otra parte, unicamente son 
comunes los de 26-XI-79 y 8-XII-79, lo que constituye un indicio 
de una evoluci6n en estos dos dias demasiado brusca para cual-
quier modele estocastico con una fuerte ponderaci6n en el ter 
mino persistente. Desde otro punto de vista, llama la atenci6n 
el haya residuos significativos durante los 5, 6 y 8 de Enero 
de 1980, ello sugiere una menor adaptabilidad, en cierto senti 
do, con respecto a las expresiones de V y resulta tanto mas sor 
prendente por cuanto se ha mantenido un patr6n 8. 
Da-todas formas su explicaci6n es analoga ala pertinen-
temente se expuso en V y se puede considerar que los ARMAX ado 
lecen tambien de una inercia analoga a la3 funciones de transfe 
rencia, aunque con facetas ligeramente diferentes, pero sie~pre 
originados en la persistencia. 
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VII. PREDICCION DE VARIABLES HETEOROLOGICAS: TEMPERATURA Y VELO-
CIDAD DEL VIENTO. 
VII.1. Introducci6n. 
Todas las expresiones multivariantes construidas en los 
cap!tulos V y VI necesitan conocer anticipadamente el valor de 
las variables meteorol6gicas que en ellas entran en juego, por 
lo que ser& necesario modelizar cada y una y as1 determinar la 
calidad de los resultados que, en tiempo real, se obtienen al 
aplicar las expresiones multivariantes finales (V-8) (VI-3). 
Por lo que respecta a la variable mas significativa (la 
velocidad del viento), su predicci6n encuentra grandes dificu! 
tades debido a la gran aleatoriedad contenida en su comportamie~ 
to. Sobre bases horarias se han ajustado procesos de Markov 
(130) y autorregresivos (131 y 132) con relativo exito; en ca~ 
bio, si se emplea valores medios diarios las dificultades son 
mayores al presentarse mucho menor persistencia y mayor varia-
bilidad, por ende el acercamiento es mucho mas deficiente (133 
y 134). 
En este capitulo se evaluar& un modelo autorregresivo de 
media m6vil univariante que permite, al menos, una estimacion 
de los niveles que alcanzar& el modulo de la velocidad al dla 
siguiente. 
En cuanto a la temperatura minima, su prediccion ha sido 
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tratada ampliamente (135, 136, 137, 138 y 139) alcanz~ndose re-
sultados muy superiores a los de la velocidad del viento. Aqu! 
se recurrir~ a las funciones de transferencia como metodo para 
determinar las magnitudes que m~s influyen en la propia tempe-
ratura minima y realizar previsiones que mejoren modelos ante-
riores. 
VII.2. Ajuste autorregresivo del viento. 
Para la predicci6n del m6dulo de la velocidad del viento 
se intent6 ajustar un modele de funci6n de transferencia, pero 
no se logr6 identificar ninguna variable minimamente signific! 
tiva, por lo que se recurri6 a un tratamiento univariante que, 
unido al correspondiente a la temperatura minima, se introduci 
r! en las expresiones multivariantes. De esta manera se podr~ 
conocer la capacidad real de predicci6n de estas ultimas. 
Despues de la transformaci6n logaritmica, el modele univa 
riante result6 autorregresivo de orden 'f como se indic6 en el 
capitulo v. La expresi6n final fue: 
..6:a Vt. -= o. ss ~ v~-i. +at { m-::1) 
y se obtuvo un ajuste con r=0'54 superior al que se alcanzaria 
suponiendo unicamente persistencia simp~e r=0'4. 
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VII.3. Predicci6n de temperaturas m!nimas. 
En los modelos anteriormente construidos se ha puesto 
claramente de manifiesto que la temperatura minima registrada 
es una variable que actua como par~metro significative en el 
comportarniento del P.D.S. Para poder predecir este 1ndice se-
r~, por tanto1 necesario, de acuerdo con las ecuaciones que ri-
gen los modelos finalmente adoptados, poder prever el valor 
que tendr~ la temperatura minima en el d1a para el cual se va 
a realizar la predicci6n. 
El conocimiento de la temperatura minima anticipadarnente 
est~ muy desarrollado en la bibliograf1a, basta citar los tra-
bajos recientes (140, 141, 142). Lasexpresiones deducidas para 
la predicci6n de esta magnitud son fundamentalrnente para los 
dias que presenten las siguientes caracteristicas metereol6gi-
cas: situaciones anticicl6nicas, que implican ausencia de nubo 
sidad, inversion t~rmica junto al suelo y vientos flojos. 
Las magnitudes que intervienen en las expresiones de 
predicci6n mas corrientemente aplicadas son: la temperatura del 
term6metro humedo, Tw' la temperatura del punto de rocio, Td y 
la temperatura del aire, T, todas ellas registradas a las 18 
horas del d1a anterior al que se realiza la predicci6n, asi c~ 
mo la oscilaci6n t~rmica de ese dia ¢, y en algunos casos, la 
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velocidad horizontal del viento. 
Entre las formulas deducidas po~ los autores anteriormen-
te mencionados se encontr6 que la que proporcionaba mejores re-
sultados para la zona bajo consideraci6n es la deducida en (143), 
cuya expresi6n: 
Tr-r'""= a 4 T +0~ ¢ -t-a3 Tw +a~ (ID""-:i.) 
La estimaci6n de las constantes a 1 , a 2 , a 3 , y a 4 para las 
observaciones registradas en el observatorio del Retire (Madrid) 
durante el invierno 1979-80, hizo que la expresi6n final para 
este caso concreto fuera: 
(YIL-2) 
y el coeficiente de correlaci6n, as! obtenido entre los valores 
observados de las temperaturas rn!nimas y predichas fuera de r= 
0'94 siendo el nurnero de observaciones de 150, con lo cual este 
coeficiente de correlaci6n es significative al nivel 99'9%, ex-
plicando un 89% de la varianza total puesta en juego. 
Sin embargo, se comprob6 que la siguiente expresi6n dedu-
cida tambien en (141): 
'""•('\ =a_. Td + a'll ¢-+ a.3 Tw + Cl'i 
siendo las estimaciones de los coefic~entes para el rnismo perio-
do anterior: 
-r -=.A.~ T-a -o,S'5" -c.~ T~ ... -to~ 
'rn""'' 'f' 
l"YIC-4) 
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proporcionaba unos resultados muy similares a los de la f6rmula 
previa. En efecto, el coeficie~te de correlaci6n entre los valo 
res observados y los predichos fue r=0,93, para el mismo numero 
de grados de libertad, y resultando significative al mismo nivel. 
La diferencia entre ambas expresiones reside en que la pr! 
mera utiliza la temperatura T y la segunda hace uso de la temp~ 
ratura del punto de roc!o, Td. 
Dada la similitud entre ambas f6rmulas y que los resulta-
dos proporcionados por ellas son equiparables, se siente la ne-
cesidad de disponer de un criteria objetivo que permita selecci~ 
nar una u otra expresi6n. Para ello, se debera atender a crite-
rios f!sicos que determinen cual de las dos variables ~ o T 
estan mas 1ntimamente ligada con la temperatura minima, aunque 
exista a priori una raz6n para la adopci6n de la expresi6n que 
utiliza la temperatura del aire T, en lugar de la que tiene en 
cuenta la temperatura del punto de rocio Td. En efecto, la tem-
peratura del aire T se mide directamente, mientras que Td se 
debe calcular indirectamente a partir de otras observaciones. 
Sin embargo, esta no debe ser la raz6n fundamental puesto que 
no pone de manifiesto la posible diferencia entre las relaciones 
f!sicas existentes entre T~ y Td' Td y T respectivamente. Pues-
to que el conjunto de las variables se presenta en forma de se-
rie temporal, los coeficientes de correlaci6n expresan ademas 
de la propia relaci6n entre las variables un efecto de autoco-
rrelaci6n temporal de cada una de estas (124, 125). En definiti 
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va,esta situaci6n se puede analizar mediante un preblanqueo que 
permita separar la influencia que, en cada caso, es debida a la 
autocorrelaci6n temporal de la propia variable de la ejercida 
por otra externa. En particular, dicho preblanqueo deber~ ser-
vir para indicar si la dependencia existente entre Td y Trn y 
entre T y Trn es debida unicarnente a que poseen estructuras tern-
porales sirnilares, o si, por el contrario, prevalece el efecto 
de la relaci6n f!sica existente entre ellas. Para analizar este 
hecho se procedi6 el siguiente modo: se realizaron los corres-
pondientes estudios univariantes y en 1ma segunda etapa se engl~ 
baron los resultados as! obtenidos, siArnpre segun la rnetodolog!a 
Box-Jenkins, de una rnanera an~loga a la empleada para el ~.D.S. 
VII.3.2. Discriminaci6n de variables. 
---------------------------
Consecuentemente, se realiz6 una rnodelizaci6n univa-
riante de la serie temporal de la temperatura rn!nirna que, des-
pu~s de las etapas de identificaci6n, estil'!l.aci6n y cornprobaci6n 
sobre los residues, hizo que se adoptara el rnodelo anteriorrnen-
te expresado por la siguiente ecuaci6n: 
{A- o.G~B) Trn~ = ct~ 
donde, como siernpre, at representa un terrnino de ruido de corn-
portarniento aleatoric. Puesto que este es el rn~s simple para rea 
lizar una predicci6n, ya que s6lo es necesario segun (VII-3) el 
valor del dia anterior, se evalu6 la bondad del ajuste que pro-
porcionaba para as! poderlo comparar con los posteriores. 
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De esta manera se obtuvo un coeficiente de correlaci6n 
r=0,65 para el mismo numero de observaciones de los d!as ante-
riormente expuestos y que fueron utilizados para el c&lculo de 
los coeficientes de las f6rmulas (VII-2) y (VII-4), es signif! 
cativo al mismo nivel que los anteriores. El valor absolute 
de los errores cometidos resul t6 ~ 1 QC en un 38%, ~ 2QC en un 
79% y > 2QC en un 21%. Debido a las caracter!sticas intr!nsecas 
de este modelo, los resultados son poco satisfactorios,pero cons 
tituye una buena base de referencia para evaluar los que se lo-
gran con otros modelos rn~s cornplejos y, por supuesto, multiva-
riantes que se desarrollaran posteriorrnente. 
De la rnisma manera, se ha encontrado que la temperatura 
del punto de roc!o se puede describir desde un punto de vista 
univariante por la expresi6n: 
(m..-G) 
An~logamente para la temperatura del aire se encontr6: 
En ninguno de estos rnodelos fue necesaria ninguna transfor-
rnaci6n, y los testaplicados no revelaron discrepancias residuales 
significativas con respecto a una situaci6n de aleatoriedad, 
por lo que se aceptaron como v~lidos y se procedi6 consecuent~ 
mente a realizar un estudio rnultivariante. Con este objeto se 
calcularon las funciones de correlacci6n cruzada entre las va-
riables Td y Tm' T. De su analisis se puede concluir que las re 
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laciones entre las anteriores variables se pueden caracterizar 
por: 
-r,.,t =(o.o-=l -0.13 B) TL 4- (A.- o.~~ B) 0~ 
(-t-o.f;~"B) 
Tm.: = (o.:i - 0 • 2 B) I d.: -t- ( -i- o.S3 ~)a.: 
( .-.- o.t.t2. -s ') 
(R- <a) 
Los resultados obtenidos se exponen en la Tabla VII-1 
Variables consideradas r 
Trn y Td 0.62 36.5 67.1 22.9 
Tm y T 0.63 38 69.2 20.8 
Sin embargo, al aplicar la tecnica descrita con anterior! 
dad se obtuvieron las funciones de correlacion cruzada que se 
encuentran representadas en la figura VII.1. Al comparar estas 
figuras la consecuencia m~s important~ que se extrae es que,en 
el caso de la temperatura del punto de rocio Td, la informacion 
suministrada por la serie sobre el comportamiento de la temper~ 
tura minima se halla contenida en los valores precedentes de la 
temperatura minima y, por este motive, se puede desestimar co-
mo variable significativa de cara tanto a la modelizaci6n como 
a la prediccion. 
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FIGURA VII-1 a) Funci6n de correlaci6n cruzada por blanqueado entre Tm y T. 
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-0,2 
-2 o-
FIGURA VII-1 b) Funci6n de correlaci6n cruzada preblanqueada entre Tm y Td 
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Ahora bien, es conocida la relacL6n existente entre Tm y 
la humedad del aire, y puesto que Td es un 1ndice del contenido 
de humedad, la consecuencia extra!da anteriormente parece incu-
rrir en clara contradicci6n con esta realidad f1sica. Sin embar 
go, aplicando el mismo procedimiento de preblanqueo a Tw, que es 
otra de las variables empleada en modelos anteriores (141) y que 
tambien representa el contenido del VGpor de agua de una masa 
de aire, se pone de manifiesto la gr~n importancia que, aun 
despues del preblanqueo, tiene esta variable en el comportamien-
to de la temperatura minima. Esto indicar& que la relaci6n exis-
tnete entre la humedad y Tm en tra en c:.cc i6n exclusivamen-
te a traves de Tw. Puesto que Td representa el punta en el cual 
se alcanza la saturaci6n de unamasade aire por procesos isob&-
ricos, se podr& concluir que los fen6menos de enfriamiento iso-
b&rico son despreciables en la determinaci6n del descenso en-
friamiento nocturne de la temperatura atmosferica, es decir, 
los intercambios de entalpia llevan aparejado, en la mayor par-
te de los casos, fen6menos convectivos (144). En definitiva, a 
traves del preblanqueo se ha podido llegar a obtener conclusio-
nes que anteriormen~e se habian alcanzado sobre bases puramente 
f1sicas. 
Como consecuencia de lo anteriormente expuesto se tuvieron 
en cuenta solamente los resultados que proporcionaba el modele 
(VII-1). 
Sin embargo, a pesar de que la aproximaci6n dada por (VII-1) 
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era satisfactoria y, dado que el valor predicho de la temperat~ 
ra minima se deb1a introducir en un modelo de predicci6n del P. 
D.S., se puso claramente de manifiesto que los errores cometidos 
se deberian reducir al minimo, con objeto de que la predicci6n 
en tiempo real del P.D.S. resutase lo menos distorsionado po-
sible. Puesto que la aplicaci6n de las expresiones anteriores 
supone la existencia de unas ciertas condiciones meteorol6gicas 
espec1ficas, ser! necesario elaborar unos modelos de predicci6n 
cuyas aplicaciones no conlleve ningun tipo de restricci6n, por 
ello se ha recurrido a la metodolog1a de · Box-Jenkins. 
tura m!nima. 
Por las causas que se desprenden de todo lo anterior, 
las series temporales elegidas son las siguientes: Tmin, Tw, T, 
n (nubosidad), V (velocidad del viento), todos ellos a las 18 
horas del d1a anterior al que se va hacer la predicci6n y la os 
cilaci6n termica diaria 0 (definida como la diferencia en grados 
entre la Tmax y Tmin de cada d1a) . 
El periodo base empleado para este estudio coincide con 
el que se us6 para el P.D.S. Corresponde a los meses comprendi-
dos entre noviembre de 1979 a marzo de 1980. Los modelos univa-
riantes de cada serie se han reflejado en la Tabla VII-2. 
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Tabla VII-2 MODELOS UNIVARIANTES DE VARIABLES VECTORAS DE TMIN. 
Variable 
Tw 
Td 
T 
Tm 
Nubosidad 
Velocidad Viento 
Modelo 
(1-0.66B)Xt:O(t 
( 1-0. 65B) xt:::Ott 
(1-v. 73B)Xt=elt 
(1-J.67B)Xt=ott 
Xt= ol. t 
Xt"'o( t 
( 1-Q. SB) Xt=at 
Es de sefialar en dicha tabla que todas las variables rela-
cionadas con la temperatura son de car~cte~ autorregresivo y de 
primer orden, lo cual se podia esperar dado el paralelismo y 
la estrecha relaci6n que existe entre ellas, originando una 
estructura temporal comun. Los valores de los coeficientes son, 
asi mismo, muy similares indicando un grado de persistencia pa-
rejo, siendo ligeramente inferior para la oscilaci6n. Por otra 
parte, la nubosidad y la velocidad del viento, medidos ambos a 
las 18 horas, tienen un comportamiento en el que el car&cter 
aleatoric es predominante, lo que hace que no sea posible ide~ 
tificar ningun tipo de modelo distinto al de ruido blanco, como 
se puede observar en sus funciones de autocorrelaci6n, fig. VII-
2. Es de resaltar que la modelizaci6n de la velocidad del vien-
0,3 
0,2 
0,1 
0,0' 
~0.1 
-Q,2 
0,61 
0,5 
0.4 
0,3 
0,2 
0,1 
0,0 
-0,1 
-0.2 
0 
0 
-
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FIGURA VII-2 a) Funci6n de autocorrelaci6n de la nubosidad a las 18 h. 
b) Funci6n de autocorrelaci6n parcial de la nubosidad a 
las 18 h. 
- - - - - - - - ' - - - - - --
--
FIGURA VII-3 a) Funci6n de autocorrelaci6n de la velocidad del viento a las 18 h. 
b) Funci6n de autocorrelaci6n parcial de la velocidad del viento a 
las 18 h. 
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to en el capitulo anterior se realiz6 sobre valores medios dia-
ries y aqu1 se ha hecho para valores instant~neos, lo que just~ 
fica la diferencia en los modelos. 
Por todo ello, las unicas variables susceptibles de ser 
significativas con respecto a la temperatura minima y que se pu~ 
den tratar segun lo expuesto, son T, Tw, ~. Los diagramas range-
mediA en ningun caso manifestaran tendencia al alineamiento, por 
lo que no se hizo necesaria la aplicaci6n de transformacion al-
guna, esto equivale a expresar que la relaci6n entre las diver-
sas magnitudes termicas es esencialmente lineal. Para cada una 
de ellas y, despues de realizar el preblanqueo adecuado, se ob-
tuvieron las funciones de transferencia cuyos rasgos m~s sobre-
salientes vienen en la tabla VII-3. 
El modelo que liga a la Tmin y Tw es, de todos aquellos en 
los que unicamente interviene una variable rectora, el de mayor 
coeficiente de correlaci6n y menor suma residual y, por tanto, 
proporciona unos resultados m~s satisf,Jctorios. Esto pone de m~ 
nifiesto el hecho ampliamente contrastado con anterioridad (148), 
como es que la variable m~s estrechamente ligada con la Tmin sea 
Tw. Ahora bien, tambien expresa que la influencia de Tw no se limi 
ta exclusivamente al dia anterior, sino que adem~s incluye el 
d!a previo a este, es decir, se mantiene una cierta memoria en 
la inter-relacion existente entre las dos variables. La raz6n 
de esta memoria, manifestada a traves de su inercia, radicarla 
en el car~cter conservative de la Tw de la masa de aire, y en 
TABLA VII-3 FUNCIONES DE TRANSFERENCIA ENTRE TMIN Y VARIAS VARIABLES 
Suma 
Variables Modelo v .61 Q ~2Q > 2Q 
residual 
Trnin y Tw Trnin= (0.33 + 0.58B) Twt1 + (1-0. 37 B) a+ 0.86 47,5% 84,4 15,6 275,5 
I Trnin y T Trnin= (0.38 + 0.30B) Tt 1 + (1-0.67B)a+ 0.78 4511% 80.1 19.9 348,2 M 
,..... 
.... 
I 
Tmin y C/J Trnin= (-0.33 C/J t1 + (1-0. 75B)a+ 0.75 41.0% 71.3 28.7 433,3 
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que la mayoria de los dias estudiados corresponden a situaci6n de 
gran estabilidad y por tanto los cambio de masas de aire han sido 
poco numerosos lo que haria que sus efectos de ponderaci6n fueron 
desperciables. 
El orden de la influencia~ercida por Ty~ es el mismo aunque 
ligeramente superior para T, pero se mantiene lejos del que ejer-
ce T . 
w 
La estructura del modelo correspondiente a la temperatura s~ 
ca es igual a la del asignado a Tw. Sin embargo, las razones que 
lo explican son diferentes y se encuentraft en la consabida estacio 
nalidad de per1odo de 24 horas de la temperatura del aire. Desde es 
te punto de vista, el rnodelo corresponde a una relaci6n estacional 
de ~rimer orde~ es decir la influencia que cada valor tiene sobre 
el retrasado un ciclo complete se rnanifiesta del mismo modo sobre 
la variable dependiente, que en este caso es la temperatura minima. 
Debido a que Tw presenta la rnisma estacionalidad que T, esta raz6n 
sirve tambien para justificar desde otro punto de vista el modelo 
de Tw. 
Por ultimo, la expresi6n asignada a 1:1 oscilaci6n termica re-
fleja que la dependencia con esta variable :;e limita al valor inme-
diatamente anterior y no pone de manifiesto una inercia en el filtro 
interpuesto entre ambas variables. Adem4s, puesto que ~ es siempre 
positive y esta multiplicado por un par4met~o negative e inferior a 
la unidad, su efecto es siempre hacer siempre Tm inferior a 0 y con 
un valor absolute igual a la tercera parte de la propia oscilaci6n. 
I 
lf) 
r--
..... 
I 
TABLA VII-4 FUNCIONES DE TRANSFERENCIAS MULTIPLES. 
Modelo 
a) Tmint= 0.18 Twt-1 - 0.7 ~ ~-i + 0.9Tt_ 1 + (1-0.16B)a+ 
b) Tmint=(-9.1+0.17B)Twt_ 1 -0.66¢t_1 + (0.77-0.1B) Tt_ 1+ (1-0.23B)a+ 
r E 1Q ~ 1~ S. resid. 
-
0.95 82 99.2 87.4 
~ 1 ,5~ 
0.96 84 99.2 82.05 
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Determinadas las relaciones ant0riores entre la temperatu-
ra m1nima y las diferentes variables que la caracterizan, y, pue~ 
to que cada uno de los modelos anteriores tiene en cuenta los 
efectos de una unica variable y los de las demas se hallan im-
pl1citos en los t~rminos de ruido, se debera construir un mode 
lo global que contenga explicitamente todas las magnitudes y co 
mo consecuencia la influencia del ruido sea m1nimo. 
El modelo as1 resultante presenta dos posibles formas al-
ternativas reflejadas en la tabla VII-4. 
En el segundo modelo se introducen dos parametres mas que 
en el primero, siendo el aumento en el coeficiente de correla-
ci6n solamente de una centesima, lo que podr1a indicar que los 
mencionados parametres son innecesarios. Sin embargo, al estu-
diar el valor absolute de los residues (y por tanto, de los erro 
res cometidos) se observa que en el ultimo el 11mite superior 
del error es 1,SQC en un 99,2% de las observaciones yen el pr! 
mero tal 11mite se hala en 2QC. Debido a las necesidades espec! 
ficas que se tienen a la hora de construir este modelo se opt6 
por el segundo, puesto que,siendo el coeficiente de correlaci6n 
ligeramente superior al primero, la banda de errores es signifi-
cativamente mas estrecha, lo que garantiza una distorsi6n menor 
en el modelo final de predicci6n del P.D.S. 
La estructura de la relaci6n existente cada variable recto 
ra y la temperatura minima es la misma que la identificada 
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en cada rnodelo individual, por lo cual la interpretacion alli dada 
sigue siendo valida. Por otra parte, la varianza explicada se eleva 
hasta un 92%, lo que supone un aurnento superior al 18% en todas las 
f6rmulas, y la suma de los cuadrados residuales, disminuye tambi~n 
entre un 70 a 80%. 
Al cornparar el rnodelo aquf elaborado para la prediccion pe te~ 
peraturas m1nimas y las f6rrnulas de predicci6n deducidas para los 
mismos d!as, los resultados obtenidos (ver tabla VII-S) ponen de rna 
nifiesto el gran avance que ha supuesto la aplicaci6n de estas t~c-
nicas, especialrnente al reducir la banda errores, sobre todo si se 
tiene en cuanta que no existe ninguna lirnitacion en su aplicaci6n 
en lo referente a condiciones meteorol6gicas. 
TABLA VII.S. Resultados de (VII.4) y funciones de transferencia 
MODELO 
VII-4 
f.transfe-
rencia b) 
finales. 
r 
0.93 
0.96 
~ 1. SQ (%) ~1 .5 (%) 
79 89.5 10.5 
84 99.2 0.8 
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Concluyendo, se ha podido obtener resultados 6ptimos me-
diante la aplicaci6n de modelos estocasticos de variables cuyo 
comportamiento tiene muy poco de tal. Ello da idea de la gran 
flexibilidad de los metodos aqui tratados y de su adaptibilidad 
a un gran nlimero de situaciones complejos y de diferente carac-
ter. 
VII.4. Aplicaci6n de los modelos meteorol6gicos. 
Tanto en el cap!tulo V como en el VI se calcularon los li 
mites superior e inferior de las difer9ntes expresiones predic-
teras, en esta secci6n se estudiara el aporte que supone la in 
troducci6n en tales ecuaciones de los valores predichos por los 
rnodelos elaborados en este capitulo para las variables meteoro-
16gicas. De este modo se caracterizan adecuada y correctamente 
las prestaciones en tiempo real expresiones finales V-8 y VI-3. 
As!, se obtuvo para V-8 un coeficientc de correlaci6n 0.845 
(71.4% de la varianza total) y una suma residual de 31.042 
3~ (~//m ) . En consecuencia, esto supone un aporte significative 
con respecto a los valores obtenidos suponiendo persistencia de 
las variables meteorol6gicas y resalta la utilidad de los mode-
los de l~s variables atmosfericas de este capitulo, ademas. de 
proporcionar el limite real de los modelos. Los residues no se 
han vista rnodificados en cuanto a su localizaci6n temporal, aun 
que en general se ha reducido en un 10% en su valor absolute. 
La reducci6n no ha podido ser mas espactacular por la incapa-
cidad de la expresi6n del m~dulo de la velocidad del viento de 
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predecir los bruscos aumentos o descensos que originan los residues 
significativos, coinctdiendo de manera sincronizada los de V-8 con 
VII-1. 
La temperatura minima se ha podido predecir con gran exact!-
tud, lo ·1ue ha supuesto, junto a su menor influencia, que los err~ 
res inducidos por ella sean despreciables frente a los provocados 
por la mala predicci6n de la velocidad del viento. Se puede con-
cluir,por tanto, que el principal obstaculo existente para alcanzar 
el maximo de prestaciones es la mala calidad de la predicci6n cua~ 
titativa del m6dulo e6lico y mientras no se resuelva satisfactoria 
mente no se podra llegar a aquilatar al maximo en los valores pre-
vistos. En cualquier caso, dado que el regimen de flujos de aire en 
Madrid se caracteriza por unos valores muy bajos y con gran nurnero 
de calmas, especialmente durante el invierno, el peso de la cornpo-
nente aleatoria en el m6dulo tendra considerable importancia en el 
computo final. Se trata, pues, de una variable de dificil predic-
ci6n sobre bases diarias dada su propia naturaleza intrinseca, y en 
la actualidad, su prevision es un problema muy intrincado y con p~ 
cos visos de obtener resultados esperanzadores en un futuro proxi-
mo. Todo lo anterior es valido para la expresion VI- en la cual 
los valores logrados fueron 0.841 y 31.482 3 2 {_)J~ /m ) para el coe 
ficiente.de correlaci6n y la suma de cuadrados residuales respec-
tivamente. Ello supone un valor intermedio entre los resulta-
dos alcanzados suponiendo persistencia de las variables meteorol6 
gicas y su exacto conocimiento, por lo que se deben considerar co 
mo l~s cotas que alcanzan los modelos en su aplicaci6n practica real. 
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VIII. RESUMEN Y CONCLUSIONES. 
1.- Las concentraciones de so2 medidas en el casco urbano de Ma-
drid obedecen a distribuciones logar1tmico-normales. 
2.- Los valores m&s altos se presentan en los meses de invierno. 
Ello es debido al intenso funcionamiento de las calefacciones 
en esta ~poca del ano. Los puntos q·1e registran niveles sup~ 
riores son los ubicados m&s en el c~ntro de la ciudad. 
3.- La periodicidad dominante en el comportamiento de este con-
taminante es la anual, tal y como pone de manifiesto el an& 
!isis espectral. 
4.- El filtrado digital, aunque elimine la varianza de las zonas 
determinadas por su funci6n de respuesta, no es totalmente 
eficiente en la prevenci6n de la existencia de periodicidad 
espureas. 
5.- Los test a posteriori no ~udie:on ~etectar el origen espureo 
de la periodicidad de nueve d1as, por lo que se manifiestan 
sus lirnitaciones que hacen que sus resultados se deban veri 
ficar por otros medios. 
6.- El uso de diferentes metodos cl&sicos para el c&lculo de los 
espectros es una rnedida para contrastar la existencia real 
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de picas sabre cuya representatividad se tengan dudas raze-
nables. 
7.- Se ha introducido el PDS como indice global de la contami-
naci6n en un lugar par un cierto agente. Ella supone la re-
ducci6n de las dimensiones del vector a predecir. Medicnte 
un an~lisis de conglomerados se pueden distinguir dos secto 
res en Madrid, uno periferico y otro central. El segunco pr~ 
senta niveles superiores a! primero~ por lo dem~s su compor-
tamiento es totalmente similar. 
8.- Las distribuciones estadisticas del PDS son iguales a los 
de cada estaci6n. Asimismo sus evoluciones y espectros se 
corresponden con los de los puntas de muestreo, par lo que 
se confirma la pertinencia y bondad de dicho indice. He s~ 
perado a los 200}"g/m3 siempre en situaciones sin6pticcs 7 
y 8 durante el invierno. La mayor acumulaci6n se da durante 
per!odos de estancamiento que persisten varios d!as. 
9.- Las trayectorias en estas fechas son trernendamente irregul~ 
res y de dif!cil c~lculo y representatividad, perc parecen 
indicar que el aporte externo es despreciable. Esto e~los 
niveles peligrosos se alcanzan par el efecto de las prcpias 
fuentes de la ciudad unicamente. 
10.- Existe una equivalencia entre el metoda de los poligonos y 
la determinaci6n de los sectores mediante procesos que impl! 
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quen trazados de isol!neas, lo que confirma de manera in-
directa la constancia de la concentraci6n en el interior 
de cada ~rea de influencia. 
11.- La transformaci6n adecuada para los PDS es la logar!tmica. 
Est~ regida en sus dos componente~; por modelos autorregre-
sivos de orden 1; es decir, toda ~.a influencia del pasado 
est~ concentrada en el valor inmediatamente anterior. Las 
ecuaciones de los modelos son: 
POSit= 0.73 PDSit_ 1+ at 
PDS!It= 0.78PDSIIt_ 1 + at 
12.- Con la metodolog!a univariante se explica hasta un 60% de 
la varianza de la serie modelizada. 
13.- Las series de PDS se pueden considerar generadas por un pr£ 
ceso estacionario, ya que no hubo que recurrir a ninguna 
diferenciaci6n para inducir esta propiedad. 
14.- No se aprecia efecto grado-d!a en la relaci6n del contaminan 
te con la temperatura, esta tiene lugar en fase y es signi-
ficativa unicamente bajo situaciones 5, 7 y 8, de rnarcado 
car~cter anticicl6nico, siendo lo rn~s importante los term! 
nos de persistencia que los representatives del viento en 
las rnisrnas. La relaci6n con el viento no es solarnente en 
fase sino que presenta una ligera inercia de un d!a. 
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15.- Las funciones de transferencia identificadas y estimadas 
han side: 
PDSIIt= -(0.49+0.07B)~g Vt + (1-0.7B) at 
PDSIIt= -0.01Tt-10.47+0.08B) ~ Vt + (1-0.7B) at 
obteni~ndose un ajuste con coeficientes de correlaci6n 
0.792, 0.8665 y 0.8634 respectivamente; al efectuar la pr~ 
dicci6n suponiendo la persistencia del viento y la temper~ 
tura coeficientes, descienden hasta 0.79, 0.825 y 0.821. 
16.- A pesar de ser mAs versAtiles desde el punto de vista te6-
rico, los modelos ARMAX ofrecen resultados similares a las 
funciones de transferencia. 
17.- Es mAs conveniente aplicar un modele de funci6n de trans£~ 
rencia en una configuraci6n de factores como la que se pr~ 
senta, pues se dispone de una base de datos adecuada que 
permite la aplicaci6n de sus criterios objetivos con un me 
nor ~umero de valores y se alcanzaron resultados sirnilares. 
con ellos y los ARMAX. 
18.- La temperatura no necesita transforrnaci6n logaritrnica, pue~ 
to que los resultados obtenidos son rnejores,se pone de rn~ 
nifiesto que los rnodelos proporcionan su rnejor rendirniento 
cuando las relaciones entre las variables son realmente li 
neales. 
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19.- La temperatura Td, no parece ser significativa en los mo-
delos de predicci6n de Trn • Tw. ·tesult~, como ya habia 
sido puesto de manifiesto, la variable rectora fundamental 
en las f6rmulas de predicci6n de Tm. 
20.- Todas las variables terrnicas obedecen a un ccmportamiento 
autoregresivo de orden uno. El modelo Tw es el que mejores 
resultados proporciona para la predicci6n de Tm y no hace 
ningun tipo de restricci6n sobre las situaciones atmosfe-
ricas. 
21.- Se comprueba la utilidad del preblanqueo tanto en la mode-
lizaci6n como para la realizaci6n de inferencias f1sicas. 
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