Abstract The paper presents design, implementation and tuning of a hybrid parallel OpenMP+CUDA code for computation of similarity between pairs of a large number of multidimensional vectors. The problem has a wide range of applications, and consequently its optimization is of high importance, especially on currently widespread hybrid CPU+GPU systems targeted in the paper. The following are presented and tested for computation of all vector pairs: tuning of a GPU kernel with consideration of memory coalescing and using shared memory, minimization of GPU memory allocation costs, optimization of CPU-GPU communication in terms of size of data sent, overlapping CPU-GPU communication and kernel execution, concurrent kernel execution, determination of best sizes for data batches processed on CPUs and GPUs along with best GPU grid sizes. It is shown that all codes scale in hybrid environments with various relative performances of compute devices, even for a case when comparisons of various vector pairs take various amounts of time. Tests were performed on two high-performance hybrid systems with: 2 x Intel Xeon E5-2640 CPU + 2 x NVIDIA Tesla K20m and latest generation 2 x Intel Xeon CPU E5-2620 v4 + NVIDIA's Pascal generation GTX 1070 cards. Results demonstrate expected improvements and beneficial optimizations important for users incorporating such types of computations into their parallel codes run on similar systems.
Introduction
In the high-performance computing landscape, more and more modern compute devices appear, including multicore CPUs such as Xeon series v4 devices with even 24 physical and 48 logical cores in the Intel Xeon E7-8894 v4 CPU, Pascal series GPUs and Knight Landing Xeon Phi many core coprocessors. Consequently, hybrid systems including these devices have become widespread. For instance, in the TOP500 list, three of the first four most powerful systems include an Intel Xeon+Xeon Phi, a Xeon+NVIDIA GPU and an Opteron+NVIDIA GPU systems. CPU+GPU hybrid architectures are now also widespread among workstations and home PCs, many of which include multicore CPUs and GPUs capable of running CUDA and/or OpenCL codes.
The goal of this paper is to design a parallelized algorithm and present an efficient OpenMP+CUDA implementation for computation of similarity between pairs from a large set of multidimensional vectors, for the aforementioned hybrid CPU+GPU systems. This task is a challenge because of various performances of compute devices and consequently need for proper data partitioning, need for load balancing and management of computations on CPU cores and GPUs, potential optimizations such as minimization of host-to-device (GPU) communication across PCI Express, minimization of GPU memory allocation, overlapping CPU-GPU communication and computations on the GPU, concurrent kernel execution. This research follows consideration of the same problem for a hybrid CPU+Xeon Phi coprocessor environment presented in [5] . In comparison, this work dives into details of an environment with GPUs which require a different programming model and ways of optimization.
Related work
Applications of similarity computations are very broad and are often based on comparison of components such as images, words, text excerpts, documents (text, web pages) and various objects [22, 24] . These components can be encoded as multidimensional vectors. Hence, the problem of finding similarities between a large number of multidimensional vectors using desired similarity metrics is of high importance, especially in areas where drawing conclusions from big data sets has become possible through emergence of new high-performance computing devices as multicore CPUs and GPUs.
There are numerous applications of similarity computations including: providing hints to the user during web searching [22] , finding data related to the current clinical case in medicine [17] , disambiguation of entities [18] , document clusterization [25] , audio recognition [19] , handwritten word image retrieval [23] , linguistic information classification [21] . Paper [16] discusses benefits from parallelization of chemical similarity calculation and presents an algorithm for all-vs-all Tanimoto matrix calculation and nearest neighbor search using GPUs demonstrating considerable benefits over CPU-based approaches.
In many papers, the problem of all-pair similarity search is analyzed, which is to obtain such pairs for which the value of a similarity metric is above a given threshold which is often implemented by algorithm-level optimizations [1, 3, 4, 9, 15, 27] .
Various environments were considered for execution and optimization of similarityrelated research-typically this includes CPUs [4, 15] . MapReduce has been used for computing similarity between words or objects on the Web [1, 9, 20] . Several works discuss using CPU and GPU environments. Paper [13] discusses parallelization of linkbased similarity measure computations on a GPU in comparison with a CPU-based approach. Because of GPU memory limitations, matrix tiling is applied so that submatrices fit into GPU global memory. For optimization of data transfer between RAM and GPU memory, doubly compressed sparse row (DCSR) is used. For SimRank, rvs-SimRank and interconnection computations, CPU is better for a small number of iterations, but falls behind a GPU for larger numbers of iterations. Tiling is also used in paper [10] for parallel comparisons of bug reports in the context of automated bug triaging. A total of 8192 reports are compared to 8192 reports after which results are transferred back to the system memory. A sequential CPU-based version is compared to a parallel GPU version with the latter showing of up to over 80x speedup compared to the former for parallel cosine similarity computations. Regression lines are found for tested data points to find projected results for even higher numbers of reports. Tesla K40 was used and compared to an Intel Xeon E5-2660v3 CPU. Paper [14] presents an approach for hybrid CPU/GPU parallel processing of similarity search in the context of content-based multimedia retrieval. Specifically, signature quadratic form distance is used. A CPU-and GPU-equipped workstation outperforms a 48-node NUMA server. In terms of implementation, a GPU is used mainly for computation of similarity between a query and a database entry. A block is sent to a GPU with the query and N signatures. Launching a kernel is asynchronous, which allows spawning work on the CPU side as well. Furthermore, computation of a distance is also performed in parallel with the use of local memory within a GPU. Combined CPU/GPU parallel similarity computations are also discussed in paper [12] in the context of ontology matching. The authors consider and address issues such as limited data types on the GPU side as well as limited memory. The former is solved using arrays and the latter by partitioning ontologies into smaller parts. An implementation uses a job queue from which work is distributed over a GPU and a CPU. The authors presented smaller execution times for a GTX660 compared to an Intel i5-2500 CPU and further improvement in a hybrid environment using both the GPU and the CPU. Next, distance computations can also be found in works in the context of content-based medical image retrieval. In paper [26] , authors present approximately 10x smaller execution times of a parallel GPU code on an NVIDIA GeForce 9500GT compared to an Intel E5500 CPU for X-ray images with sizes from 32 × 32 up to 800 × 800.
The problem considered in this work was also analyzed previously in [8] in the context of models of the processing algorithm and the hardware on which the algorithm was run. Both were created in the MERPSYS environment that allows simulation of parallel application execution on large-scale cluster and volunteer-based systems and returns predicted application execution time, energy consumption and probability of successful execution. In [8] , simulation results were validated against real execution times obtained in a parallel setting. Then, after proper calibration, the simulator allows to predict times for systems with larger numbers of nodes.
Implementation of parallel similarity measure computations between vectors in a hybrid CPU/Xeon Phi environment was optimized by the author previously and described in detail in paper [5] . Specifically, best sizes of vector batches sent for computations were obtained experimentally including dynamic second vector batch size; optimizations including setting MIC_USE_2MB_BUFFERS and overlapping communications were implemented and verified as giving benefits in a parallel hybrid environment.
Compared to the aforementioned works, this paper contributes by optimization of computing similarities for pairs of multidimensional vectors in a hybrid CPU+GPU environment with specific performance-oriented optimizations including: overlapping communication and computations, memory management optimizations, data partitioning and best GPU grid size determination. As such, conclusions found in this paper are directly useful for a considerable number of programmers using such modern hardware for application of vector similarity search in many applications.
Problem statement and approach to parallelization
The problem considered in this paper can be stated as follows: design, implement and optimize a parallel code for computation of a similarity measure between every pair of a large number of high-dimensional vectors such that the code scales in a hybrid environment with compute devices such as CPUs and GPUs of various relative performances. Similarly to [5] , a testbed similarity measure was a square root of the sum of differences of values in corresponding dimensions power 2. All similarities across vector pairs can then be reduced to a single value according to a given operator. For the following tests, except those in Sect. 4.3.7, the maximum operator is used which requires all-pair similarity computations.
The code should also scale in a case in which pairs of vectors that meet certain criteria are considered. The latter makes load balancing more difficult because computations required for some pairs of vectors are different than for the others. This is the case for the considered scenario when the goal is to consider pairs for which similarity exceeds a given threshold.
Parallelization of the problem involves the following steps:
1. Partitioning-how data and computations should be broken into data packets for processing by available compute devices. Compute devices in a hybrid environment differ in performance. 2. Assignment-how data packets are assigned to particular compute devices in the system. 3. Execution-actual launching computations and running code on compute devices.
It should be noted that partitioning and assignment can be performed either statically, i.e., before computations start, or dynamically, at runtime.
Partitioning
For partitioning of input data, the following algorithm is applied, which is depicted in Fig. 1 . The figure presents the result space represented by a matrix in which each vector is paired with each other vector for comparison. Along each side of the square, there are the input vectors lined up. Consequently, the shaded triangle (excluding the diagonal) represents a result space. Rectangles of predefined size are generated and aligned to cover the triangle of results. Each rectangle has <first vector batch size> × <second vector batch size> size. The order in which the result space is covered is shown in the figure. Because of various performances of compute devices, faster devices would compute more result rectangles than slower ones in the same amount of time. A sufficient number of rectangles are needed to balance load. The sufficient number of rectangles is the smallest number that allows the rectangles to be distributed among compute devices so that execution times of the rectangles on various devices differ by no more than a predefined threshold. The greater differences in compute performances between devices the larger number of rectangles is required.
Assignment and execution
Execution of computations corresponding to each rectangle can be regarded as spawning a computational kernel, in terms of technological terms in APIs such as CUDA. Similarly, running a local function in a separate thread on a multicore CPU can also be regarded as launching such a kernel. This is similar to offloading computations to a coprocessor such as Xeon Phi using OpenMP's constructs, which can also be regarded as such.
Finally, then, assignment and execution require proper management of the rectangles, and it is accomplished similarly to the approach in [5] , i.e., within a node a number of top-level threads are launched each of which is responsible for running a kernel on a compute device. Note that each kernel is parallel within itself: -a CUDA kernel on a GPU, -a number of threads running on cores of a multicore CPU.
Code optimizations and results

Testbed environments
For the following tests, two hybrid parallel environments described in Table 1 were used that differ mainly in CUDA capabilities of cards and their target: desktop and server as well as different relative CPU/GPU performances. Interestingly, it is the newer desktop GTX 1070 card in system 1 that offers higher CUDA compute capability than the Tesla K20m in system 2. Both systems feature 2 multicore Intel Xeon family CPUs apart from 2 NVIDIA GPUs in each.
Testbed application
The testbed problem was described in previous sections of the paper. Its implementation needs to consider, among others, storage of arrays, allocation of space for arrays on a device and further code optimizations, described in subsequent sections. Specifically, the testbed application uses/assumes that vectors are allocated as a single array with vectors stored one after another. In order to balance load among compute devices that potentially differ in performance, the number of similarly sized (differences can arise at the end of batches of vectors) batches must be considerably larger than the number of compute devices.
For subsequent tests, the application was compiled with the -O3 flag for high optimization. Three runs per each test configuration, unless otherwise noted, were run with selection of best results.
Tests, results and discussion
Determination of CPU-GPU thread management configuration
Firstly, for a selected first and second batch sizes as well as grid size configuration we aim at determination of how many computing threads on CPUs should be launched apart from top-level threads in charge of GPU management. It should be noted that 2 threads are used for high-level management of launching computations on two GPUs. Figure 2 presents results for various numbers of additional computing threads on CPUs on system 1. The first batch size equal to 512, second batch size equal to 256 and 1024 threads per block were used as an example at this point for an initial parallel implementation. Optimization of the latter as well as parameter tuning is performed in subsequent sections, in particular in Sect. 4.3.5. The reason for the observed increase in execution time from 30 to 32 threads computing on the CPUs is that they need to share cores with the two threads managing computations on the GPUs, i.e., launching hostto-device communication, kernel and device-to-host communication. Consequently, based on the previous results, the number of computing threads for CPUs was selected as <the number of logical processors-2>. This formula also turned out to be the best 
Optimization of the GPU kernel
The initial kernel followed the CPU implementation, i.e., each thread was assigned a pair of vectors for which a similarity measure was to be computed. While this approach works correctly, on a GPU several threads of a single block would be computing pairs for which obviously one of the threads would be different and thus would be accessing very dispersed locations in the global memory. In order to improve this implementation, the author proposed and implemented the idea shown in Fig. 3 . The main steps and logic of this solution are as follows:
1. As before, each thread is assigned a pair of vectors. That is, each thread is responsible for a different pair of vectors from the rectangle of <first vector batch size> × <second vector batch size> size. This is determined using the thread's id block I d x.x * block Dim.x + thread I dx.x considering the rectangle size. However, in this solution, threads in a thread block compute a similarity measure of each of the pairs assigned to this block's threads in parallel. This means that x threads of a thread block (x ≤ 1024 in CUDA) are assigned x pairs of vectors and parallel computation of each of these pairs is performed one by one. 2. A loop iterates over pairs of vectors. In each iteration j following from 0 to block Dim.x − 1, it is determined which pair would be computed, i.e., the pair for which the j-th thread in a block is responsible. This information is put into shared memory before __syncthreads() so that each thread in a block knows the pair to be compared. 3. An internal loop (executed in each thread) allows each thread to compute (a i −b i ) 2 elements in parallel. Each thread uses stride block Dim.x which optimizes memory access (memory coalescing). 4. A parallel reduction sum is run for all threads in a block using shared memory (like in [11] ) with log complexity (the number of steps in terms of the number of threads). 5. A square root of the result of the previous step is stored in a cell of another shared memory array at the index to which the pair of vectors was initially assigned. 6. After the outer loop has finished, the latter shared memory array contains results for the x pairs of vectors. Now, another parallel reduction is run with the given operator. 
Optimization of GPU memory allocation and CPU-GPU communication
In this step, compared to the allocation scheme of the initial implementation described in Sect. 4.2, the following optimizations were introduced and tested in the code: 1. There is no need for recurrent memory allocation on the GPU side. It can be done once and reused later if only large enough buffers are allocated. This is known from predefined first and second vector batches. It can also be noted that memory allocation optimization has been found important in a GPU implementation for speech recognition [2] . 2. According to the partitioning scheme outlined in Fig. 1 , a host thread iterates first through first batch vectors and then through second batch vectors. Consequently, it is often the case in subsequent kernel invocations that the first vector batch does not change, and there is no need for sending it again. This is detected through keeping track of which first vector batch was sent last time. If the current to be analyzed first vector batch is the same, it is not sent as it is already in the GPU memory and can be reused.
Gains from these code changes are clearly visible and shown in Fig. 6 , for the two configurations, compared to the previous improved kernel version.
Overlapping communication and computations as well as concurrent kernel execution on GPUs
In the initial implementation, a host thread manages host-to-device copying, kernel execution on the device and device-to-host copying. It is possible to overlap copying and kernel execution in two streams or even kernel execution if supported by the card. Because of that in the next step, the previous implementation was modified in such a way that the host thread creates two streams. Subsequently, it puts host-to-device communication, kernel launch, device-to-host communication into the first stream, the same sequence of commands for a new second vector (and possibly first vector) batches into the second stream, all launched asynchronously. This results in overlap- Overlapping also required allocation of host side buffers-vector data (through cudaHostRegister(...) for previously allocated data) as well as output result buffers through cudaHostAlloc(...) as pinned memory. Allocation as pinned memory may take more time than regular allocation but later results in performance gains through the proposed implementation. These improvements require more memory allocated for the two streams-which is important especially on the GPU side. Figure 7 presents visible improvements from the optimizations for two selected cases for the two analyzed systems. For system 1, 30 CPU threads and 2 threads for GPU management were used. For system 2, 22 CPU threads and 2 threads for GPU management were used.
Optimization of vector batch sizes and GPU grid size configuration
In the next step, using a version with all the aforementioned improvements, we ran performance tests in order to evaluate how batch sizes as well as the number of threads per block impact performance.
Figures 8 and 9 present execution times for a given first vector batch size, second vector batch size for the number of threads per block giving the best execution time (tests were run for 64, 128, 256, 512 and 1024 threads per block for each configuration), for the two systems. There is a trade-off between potential imbalance among compute devices (for large batch sizes) and performance cliff for very small batch sizes, which result in a very small number of blocks and under-utilization of a GPU.
It turns out that the best configurations for the two platforms were similar-the first batch either 1024 or 2048, second batch size either 64 or 128 (multiples of 2 were It can be noticed that these are very similar to best batch sizes obtained for the same problem benchmarked by the author on a different hybrid system with 2 multicore CPUs and 2 Xeon Phi cards [5] . 
Results for various configurations
Based on the previous assessment, a configuration with first batch size = 1024, second batch size = 64, number of threads per block = 128 was used for system 1 and first batch size = 2048, second batch size = 128, number of threads per block = 256 for system 2. Tests were performed for various hardware configurations, i.e., 2xCPU, 1xGPU, 2xGPU and 2xCPU+2xGPU. Results are presented in Figs. 10 and 11 for systems 1 and 2, respectively. In comparison, the 2xCPU+2xGPU execution times shown in the figures are up to 8.4% larger compared to theoretical times computed analytically from measured performance of 2xCPU and 2xGPU cases assuming perfect load balancing. The following conclusions can be drawn from these results:
1. The code scales well, i.e., can effectively use more resources for computations of vector similarities on the two platforms. 2. There is a visible difference in GPU-to-CPU performance for the two systems. On system 1, GPUs are considerably more powerful than CPUs for this code which in turn results in relatively lower gain from 2xGPU to 2xCPU+2xGPU configuration. 3. Gain is visible for various input data sizes, in particular various ratios of the number of vectors to dimension size. This proves that the code scales well for various input data configurations.
It can be noticed that the code scales for hybrid systems with increasing computational power, with differences in times more visible for systems for which additional resources (such as CPUs in the 2xCPU+2xGPU environment) that are of higher computational power compared to the already included devices-GPUs, such as for system 2. Additionally, Fig. 12 presents execution times for various numbers of vectors and dim size = 10,000 and analogous growth for various hardware configurations. 20000 vectors, dim_size=10000 10000 vectors, dim_size=30000 15000 vectors, dim_size=10000 10000 vectors, dim_size=10000 5000 vectors, dim_size=20000 number of vectors 2 x CPU system 1 1 x GPU system 1 2 x GPU system 1 2 x CPU + 2 x GPU system 1 2 x CPU system 2 1 x GPU system 2 2 x GPU system 2 2 x CPU + 2 x GPU system 2 
Scaling for all pairs above a threshold
Finally, the implementation was checked in terms of scalability for a case when we search for vectors for which the similarity value exceeds a certain threshold. This results in smaller execution times compared to full search but actually makes load balancing harder because computations for a given pair of vectors can be stopped at the moment when a partial sum exceeds a threshold. In this case, the minimum operator is used. Firstly, it was implemented in the code in the following way. The loop iterating through vector indices was split into two loops-an outer one and an inner one-the latter adding a number of elements (the same in the GPU and CPU implementations) after which a check was performed whether the sum exceeded a threshold. This did not involve too much overhead which was important because in the GPU case, checking against a threshold had to be preceded by a parallel reduction over threads in a block. Figure 13 finally shows that the code scales for such a case, in which processing of various pairs of vectors may require checking various numbers of elements before reaching the threshold.
Summary and future work
The paper presented and discussed a parallel OpenMP+CUDA implementation for parallel computation of similarity between pairs of a large number of multidimensional vectors. It allows efficient parallelization and scaling for hybrid CPU+GPU systems that was proved through experiments on two real systems, each with 2 x Xeon CPU + 2 x NVIDIA GPUs, each with a different relative performance of CPU/GPU. Several code improvements were proposed, tested and proved beneficial through experiments, including kernel tuning by engaging threads for optimized memory access and utilization of shared memory, minimization of data sent between CPU and GPU, minimization of memory allocation on the GPU side, overlapping CPU-GPU communication and GPU kernel execution, concurrent kernel execution, determination of best vector batch sizes for which computations are requested and best grid configuration on GPUs.
Future work includes taking up other important algorithms for such hybrid systems as well as tuning for the latest Xeon Phi Knight Landing systems, as continuation of research presented in [5] and in this paper. Furthermore, the author plans to incorporate power consumption and energy usage models [6, 7] into optimization of these computations.
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