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ÁLTALÁNOS INFORMÁCIÓK ÉS ÚTMUTATÓ 
A Geomatikai Közlemények 1998 óta rendszeresen, általában évenként egy alkalom-
mal megjelenő folyóirat. A kiadvány célja, hogy elsősorban magyar és esetenként angol 
nyelvű fórumot biztosítson a hazai ill. külföldi kutatóknak és szakembereknek, akik a 
geodézia, fotogrammetria, térinformatika, fizikai geodézia, geofizika, földmágnesség, 
geodinamika, a Föld belső szerkezete és a Föld körüli térség fizikája, tágabb értelemben 
véve a geomatika szakterületén elért tudományos eredményeiket szeretnék közzétenni. 
A kiadványban megjelenő cikkek és tanulmányok a mai normáknak megfelelő lektorá-
lási folyamaton mennek keresztül, azaz mielőtt publikálásra kerülnek legalább kettő 
független bíráló véleményt alkot a közlésre benyújtott kéziratról. A bírálók nevét alap-
helyzetben csak a szerkesztőbizottság ismeri, de a bírálók kérhetik anonimitásuk fel-
függesztését. A bírálatok alapján a szerkesztőbizottság eldönti, hogy az adott kézirat 
megfelel-e a Geomatikai Közlemények formai és tartalmi követelmény-rendszerének, 
illetve, hogy az esetlegesen felmerülő hibák és hiányosságok kijavíthatók- és pótolha-
tók-e a kézirat kisebb-nagyobb átdolgozásával. 
A Geomatikai Közlemények szerkesztését – amelyet 2011-től már egy, az Interneten 
keresztül elérhető és működtethető web felület is támogat (www.geomatika.ggki.hu/ 
kozlemenyek Lovranits Tamás és Papp Gábor) – társadalmi munkában végző szer-
kesztőség nagy hangsúlyt fektet a lehető leggyorsabb minőségi munkára. Ez mind a 
szerzőktől, mind a bírálóktól erőfeszítéseket és fegyelmet kíván, amit a szerkesztőség 




amelyek a már fent megadott címre belépve letölthetők. A regisztrált felhasználók 
ugyanezen a címen keresztül végezhetik el a rendszer által koordinált aktuális felada-
taikat, akár szerzői, akár bírálói szerepkörben. Az új felhasználók ugyanitt regisztrál-
hatnak, felhasználói név és e-mail cím megadásával. 
A feltöltött kéziratokat a szerkesztőség előbírálja, elsősorban az instrukciókban megfo-
galmazott formai szempontok szerint. Ha a kézirat formailag kielégítőnek bizonyul, 
akkor elindul a bírálati folyamat, amely általában több ciklust is képez, és egészen addig 
tart, ameddig a bírálók ill. a szerkesztőség ezt tartalmi-formai indokok miatt szükséges-
nek tartják. A bírálati fázisokról és az aktuális teendőkről mind a szerzők mind a bírálók 
automatikus üzenetekben értesülnek. 
A Geomatikai Közleményeket az MTA CSFK Geodéziai és Geofizikai Intézete adja ki. 
A kiadás anyagi hátterét egyrészt a kétévente Sopronban megrendezésre kerülő 
Geomatika Szeminárium, másrészt különböző pályázatok és tudományos szervezetek 
(pl. Soproni Tudós Társaság) támogatásai biztosítják. A XIX. kötet megjelenését az 








This special issue of Publications in Geomatics contains only one monograph a main 
part of which was published as the PhD dissertation of Judit Benedek in 2009 at the 
West Hungarian University Sopron in Hungarian language. In the meantime the 
author revised its content based on partly the comments and recommendations of the 
referees (Dr. László Szarka and Dr. Gyula Tóth) of her thesis work and partly her 
own experience in the application of the algorithms she wrote for synthetic 
gravitational modeling. Consequently the monograph is an improved version of the 
original dissertation containing some new achievements and details in its topic. 
The publication of this volume was financed by the Research Centre for 
Astronomy and Earth Sciences of the Hungarian Academy of Sciences. The 
manuscript was revised by Dr. Martin Vermeer (Aalto University, Helsinki, Finland) 
and Dr. Ernő Prácser (MTA CSFK GGI, Sopron, Hungary). 
 
 
 Gábor Papp 
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Synthetic modelling of the gravitational field 
A nehézségi erőtér szintetikus modellezése 
 Geomatikai Közlemények XIX, 2016 
*MTA CSFK GGI, 9400 Sopron, Csatkai u. 6-8. 
E-mail: geomatika@ggki.hu 
SYNTHETIC MODELLING OF THE GRAVITATIONAL FIELD 
Benedek Judit 
 This work makes an attempt to summarise and complete the analytical formulas of 
gravitational potential of the homogeneous polyhedral body and its first and second order derivatives. 
The Newtonian integral over the volume of a polyhedral body can be expressed as a summation of 
closed analytical functions evaluated at facet vertices using transformations to surface and line 
integrals. The ultimate results can be expressed as a sum of arcus tangent and logarithm terms at 
both ends of every edges of every face. The analytical formulas for the gravitational field of a 
homogeneous polyhedral body (gravitational potential and its first derivatives) given by Pohànka was 
implemented in a Fortran program developed by the author and completed with formulas of second 
derivatives of potential. The numerical stability of polyhedron-based models was studied in points 
close to and far from the effective source giving the limits where the analytical formulas became 
senseless or the numerical error dominates in the computed value. 
The time needed for calculating the gravitational potential and its first and second order 
derivatives with the algorithm developed is 2 times more using polyhedrons than the one optimised 
by D Nagy for rectangular prisms, applying double precision arithmetic. 
In the second part of the work an outlook on the possible future applications of gravity field 
modelling using polyhedron volume elements is presented. 
Keywords: polyhedron, gravity modelling, gravitational potential  
 
A dolgozat célja a homogén poliéder térfogatelem tömegvonzási erőterét leíró potenciált illetve a 
potenciál első és másodrendű deriváltjait leíró analitikus függvények összefoglalása és a köztük levő 
kapcsolatok bemutatása a szakirodalomban megtalálható képletek alapján. Azokban az esetekben, 
amikor csak az elsőrendű deriváltak kerültek publikálásra, a dolgozatban levezetésre kerültek a 
másodrendű formulák is. A poliéder tömegvonzási erőterét leíró Newton térfogat integrál a poliéder 
lapokon illetve éleken történő zárt analitikus képletek összegezése, mely a prizmaformulákhoz 
hasonlóan arcus tangens és logaritmus tagokat tartalmaz. Az analitikus képletek mindegyike 
felhasználja a nevezetes integrálátalakító tételeket, melyek segítségével áttérhetünk térfogat 
integrálról felületi integrálra, illetve felületi integrálról vonal integrálra. Modellszámításokhoz a 
poliéder térfogatelem tömegvonzási potenciáljának és elsőrendű deriváltjainak a Pohànka által 
közölt képletei illetve a szerző által levezetett potenciál másodrendű derivált képletei kerültek 
programozásra Fortran nyelven. A tanulmány vizsgálja a poliéder térfogatelem potenciálja, első és 
másodrendű derivált függvényeinek stabilitását a poliéder közeli illetve távoli tartományaiban, 
megadva az egyes analitikus függvények értelmezési tartományát és a képletek numerikus stabilitását. 
A poliéder térfogatelemek átlag generált erőtér paramétereinek duplapontossággal történő 
számítás ideje ~2-szerese a prizma térfogatelemhez viszonyítva. 
A dolgozat második része egy rövid kitekintés a poliéder térfogatelemmel történő erőtér 
modellezés lehetséges alkalmazási területeire a geotudományokban. 
Kulcsszavak: poliéder, gravitációs modellezés, tömegvonzási potenciál 
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NOTATION 
a  A a is an element of  A 
a  A a is not an element of A 
A  B A is a subset of B 
 intersection of two sets 
                 union of two sets 
A \ B the difference of set A from B 
AB Cartesian product of A and B,   BbAabaBA  ,,    
Rn real coordinate space of n dimension, consist of all ordered n-couples  nxxx ,...,, 21 , 
where the xi are real numbers 
  closure of   Rn is a set which contains all its limit points, i.e.  , where  
is the set of limit points of   
 boundary of   Rn,  \  
n,1  natural numbers from 1 to n which is the {1,2,…,n} set 
   x  Euclidian norm of x Rn, 222
2
1 ... nxxx   x , where  nxxx ,...,, 21x  
B (M,) is an open 3-ball of radius ε and centre M in R3  Euclidian space, 
       B MMRMM 3,  
C (M,) is an open 2-ball of radius ε and centre M in R2 Euclidian space, 
        C MMRMM 2,  
Cp() Let   nn N  ,...,, 21  be a multi-index and let n    ...21  be the 















Cp() denote the set of all f functions defined on   Rn that are continuous in  together 
with all partial derivatives Df, where p   . 
 denotes the scalar or dot or inner product of two vectors. If  321 ,, aaaa ,  321 ,, bbbb  
then   cos332211 abbababa ba , where   is the angle between a and b, a and 










1 bbb b  
 denotes the vector or cross product of two vectors. a  b is defined as a vector c that is 
perpendicular to both a and b, with a direction given by the right-hand rule and the 
magnitude equal to the area of the parallelogram that the vectors span, sinab  c , 
where  is the angle between a and b, a and b are the vectors magnitude 
◦ denotes the dyadic product of  321 ,, aaaa  and  321 ,, bbbb  is   3,1,  ji jibaba   









 , where i, j, k are the unit 
vectors of the coordinate system 
u  if u: R3 →R is a scalar field, M is a point in R3 with x, y, z coordinates,  zyxM ,,r  is 


















grad   
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u if u: R3→R3 is a vector field, M is a point in R3 with x, y, z coordinates, 
       kjiu  zyxu zyxu zyxuM ,,,,,, 321  is a vector and 

















dist(M, ) is the distance from the point MRn to the Rn domain defined as: 
MPM
P 
 min),dist(  
proj

(M) projection of MRn on Rn is a point M  ́ defined as: proj
  
M = M and 
  MMM ,dist  
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Introduction  Precedents and objectives of the research 
The research, the results of which are presented in this thesis, is the continuation of the F0142841 
(finished in 1997) and T0253182 (finished in 2001) National Scientific Research Fund programs 
(OTKA). The first version of the 3D density model of the lithosphere of the Pannonian basin (Papp 
1996a) was created in the framework of F014284 National Scientific Research Fund research 
program. That model used the rectangular prism as a volume element. Different versions of the geoid 
were computed by its application for the territory of Hungary. Such a 3D model makes possible – 
with specific conditions – to determine different parameters of the gravity field (gravitational 
acceleration, geoid undulation, gravitational potential, gravity anomaly) analytically. Furthermore, 
because of the rigorous functional relations between the parameters of the field created from the 
density model by forward modelling, it is possible to test numerical methods (for example a specific 
solution of the Stokes integral) which transform from one system of parameters to another one. In the 
T025318 OTKA research program the lithosphere model was extended to describe the Carpathian-
Pannonian Region. One of the aims of this program was to determine the gravitational field lines 
going through the topographic masses using forward modelling techniques. Based on the model 
calculations it was possible to study the order of difference between the horizontal coordinates of a 
specific surface point obtained from GPS measurements (Helmert projection) and its projection point 
corresponding to its elevation coordinate determined by levelling (Pizetti projection). Furthermore, it 
became possible to compute the free-air gradient (second order partial derivative in the vertical 
direction of the gravity potential) using analytical methods and it was also possible to determine the 
terrestrial distribution of deviations from its normal value within the Pannonian Basin (Csapó and 
Papp 2000). Based on the model used for the investigations detailed above I tested the effect of the 
point density of gravity data on the accuracy of geoid undulations determined by the Stokes-FFT 
method (Benedek 2000, 2001). For the test all geodetic boundary values (gravity anomalies) and also 
the boundary surface to be determined (geoid undulation) were derived analytically from the model.  
The OTKA studies mentioned above indicated that the refinement of the model is beneficial in 
some applications. One possibility is to apply a more realistic volume element which improves the 
geometrical description of the structural surfaces. Such a simple geometric element is the polyhedron, 
because it allows creating bodies bounded with oblique surfaces. Its application can provide a more 
realistic geometrical description of boundary surfaces, without height jump which is an unavoidable 
artifact of the description made by rectangular prisms. In this way, the artificial gravitational effect 
due to the step-like structure can be eliminated. The stepped structure mainly influences the second 
and the third order derivatives of the potential in near surface points. Furthermore, the effect of the 
Earth's curvature can be taken into consideration during computations, because the polyhedral 
geometry allows the description of this model in a global coordinate system (e.g. WGS84). Compared 
to the rectangular prisms the analytical formulas of the polyhedron’s gravitational potential and its 
higher order derivatives are more complicated so their calculation is more time consuming. 
One aim of my thesis was to compare the contributions to geoid undulation and gravity anomaly 
synthetically computed from polyhedron and rectangular prism models describing the crustal 
structure of the Carpathian-Pannonian region. Furthermore, I wished to compare the second order 
vertical derivatives determined from these two models in near-surface points by forward modelling. 
In this comparison I wanted to involve in situ measurements (Csapó and Papp 2000) so I chose the 
Sóskút testing area of Tech. Univ. Budapest (TUB) as a target area for model computations. The third 
aim was to give an estimate of the gravitational contribution of the different geological units such as 
topography, upper mantle and Neogene-Quaternary sedimentary complex to the second derivatives 
                                           
1 National Scientific Research Fund Nr. F014284: “High precision modelling of the gravity field and geoid computation in 
Carpathian-Pannonian Region”, 1994-1997, Principal Investigator: Papp Gábor 
 
2 National Scientific Research Fund Nr. T025318: “The effect of local characteristics of the Earth’s gravity field on geodetic 
coordinates”. Simulation studies in the Pannonian basin, 1998-2001, Principal Investigator: Papp Gábor 
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of disturbing potential, i.e., to the elements of the Eötvös tensor by using the extended, regional scale 
(AlpinePannonianCarpathian region) lithosphere model. I wanted to study whether the on board 
gradiometric observations of the GOCE (Gravity and Steady-State Ocean Circulation Experiment) 
satellite could be applicable to deduce some regional information about the horizontal density 
variation of the crust as well. I aimed also to derive formulas for the transformation of the computed 
second derivatives of the potential in local (using the rectangular prism as volume element) and in 
global (using the polyhedron as volume element) coordinate systems. Based on this I also wanted to 
determine the effect of the Earth's curvature on field parameters. 
I wished to study the analytical behaviour of the formula given for the gravitational potential of 
the polyhedron volume element and the numerical characteristics of its higher order derivatives in 
points close to and far from the effective source, and also the accuracy of model computation and the 
time-consumption of the analytical formulas. 
Research methods and results 
I applied the theorems of the potential theory to define the domains of formulas describing first and 
second derivatives of the gravitational potential and the potential itself generated by the polyhedrons. 
Using vector analysis I derived analytical formulas for the gravitational potential and its first and 
second derivatives of the polyhedrons. 
I developed a program system in the HP Fortran language for computing the gravitational potential 
of the polyhedron and the first and second derivatives of the potential.  
For the forward modelling of the gravity field related quantities I used different models of the 
topography of the AlpinePannonianCarpathian (ALPACA) region built up with triangular prisms 
and polyhedrons as volume elements. 
Computational and modelling results were compared to measurements in certain cases and I 
managed to show the advantages of using the polyhedron models.  
I used different coordinate systems (planar and global) which are transformable into one-another. 
I applied various models (elementary and optimised) of rectangular prisms generated by different 
methods representing the local (planar) mapping system and polyhedron elements defined in the 
global Cartesian coordinate system. These models are also transformable into one-another (there is a 
one-to-one geometrical correspondence between the corner points of prisms and polyhedrons). Using 
these models I was able to estimate the effect of the Earth's curvature. 
In my thesis I summarised and completed the analytical formulas of the gravitational potential and 
its first and second order derivatives of the polyhedron volume element. Using vector analysis I gave 
a uniform derivation for the formulas. I demonstrated that passing from surface integrals to contour 
integrals using either the Gauss-Ostrogradsky or the Stokes theorem leads to finding the same vector 
function, and to define it one has to solve a quasi-linear differential equation. I proved that the domains 
of the analytical formulas could be extended to the domains dedused from potential theory, thus the 
singularities of the formulas can be eliminated. 
I studied the numerical stability of the polyhedron-based model in points close to and far from the 
effective source giving each point location those limits where 1) the analytical formulas become 
senseless or 2) the numerical error is dominating in computed value. As far as first derivative of the 
potential is concerned I completed the relation given by Holstein and Ketteridge (1996) and Holstein 
et al. (1999) with new relations about the potential and its second order derivatives. I showed by 
double precision computations that using the polyhedral model of the ALPACA region the error of 
the forward computation of the second order derivatives of the potential is less than 1% within the 
studied area. 
I compared the runtimes of the potential and its derivatives applying the polyhedron algorithm 
and the code for the rectangular prism optimised by Nagy (1988). 
Based on a 5 km  5 km DTM of the Carpathian Basin and a 500 m  500 m DTM of Hungary I 
created polyhedron and different type (elementary and optimised) rectangular prism models for both 
territories. Both in the elementary rectangular prism and the polyhedron models the horizontal 
dimensions of the volume elements are equal to the resolution of the relevant DTM, while the vertical 
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dimensions of the volume elements are equal to the values given by the DTM point. Another 
rectangular prism model (optimised) was created based on the minimum number of volume elements 
principle (Kalmár et al. 1995). Using various models developed from a 5 km  5 km DTM, the order 
of the average and the standard deviation of the computed gravitational disturbance at the geoid level 
is about -0.1 mGal and 0.5 mGal throughout the 800 km  600 km computational area which includes 
also the territory of Hungary. In the second application I used models derived from 500 m  500 m 
DTM, and the computation was made on a 165.km..150.km territory of the Northern Mid Mountains 
Range. The computations which were performed at the geoid level show that the differences between 
the results computed from optimised prism and polyhedron models appear more remarkable on the 
low plains than on higher territories. 
A big advantage of the polyhedron volume element is that it can describe the surface without 
jumps in height, so the second order derivatives of potential in z are much smoother and more realistic 
in near surface parts. It can be deduced from the study carried out on the Sóskút test area of TUB that 
in accordance with the theory the second order derivatives computed from the polyhedron model at  
1 m height above the topographic surface are correlating fairly well with topography. To model the 
second order derivatives of the potential in near-surface points the polyhedron volume element is 
needed. Even if the rectangular prism model is derived from a 10 m  10 m DTM the variation of the 
derivatives between adjacent points (for example points of the 25 m  25 m grid) can be too (unreal) 
high. Therefore the correlation between the values itself and the surface is low. In the six point of the 
Sóskút geodetic network dedicated for studying deformation, vertical gradient (VG) values computed 
from the polyhedron model of the area fit well with the measurements (Csapó and Papp 2000) apart 
from a shift, but the values obtained from the rectangular prism model are in contradiction with the 
measured values. 
From results of the synthetic gravitational modelling for the planned orbit altitude (250.km) of 
GOCE satellite it was found that the individual contribution of the topography and the upper mantle 
to the second derivatives of the disturbing potential reaches 1 Eötvös. In case of the Neogene-
Quaternary sediments this contribution is several hundredths of an Eötvös unit only, but this is still 
higher than the projected measurement sensitivity. As the topography and the density distribution of 
the sediments are known much better than the density contrast at Moho–the boundary between the 
lower crust and the upper mantle – we can use their synthetically modeled contributions as correction 
in relation with the measurements at orbit altitude. Residuals (i.e. GOCE measurements – corrections) 
can be converted into density values with inversion, so the density contrast at the Moho surface can 
be estimated more precisely. 
For forward computation of the contribution of the topography the polyhedron model is 
recommended (i.e. using a global coordinate system) because of the effect of the Earth's curvature for 
this component is greater than the sensitivity of the satellite gradiometer. When computing the 
contribution of the effect of the sediments it is enough to use a local coordinate system, i.e. rectangular 
prisms because the effect of the curvature is estimated to be in the order of the noise range. If 10% 
accuracy is enough, then the local system is sufficient for the inversion. 
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1 The Newton (volume) potential 
1.1 Review of the applied mathematical formulas  
In this paragraph generally known theorems from potential theory and vector calculus based on the 
Vlagyimirov (1979) and Tyhonov and Samarsky (1964) works are presented without proof. During 
this work we will refer to these theorems. 
1.1.1 The integral theorems 
1. The divergence theorem (Theorem of Gauss and Ostrogradsky) 
Suppose  is a subset of Rn which is compact (  Rn is compact if and only if it is closed and 
bounded) and has a piecewise smooth boundary1 =S. If n is the outward pointing unit normal field 
of the boundary =S, and 𝒘(𝑤1, 𝑤2, … , 𝑤𝑛): → 𝑅
𝑛 , 𝑤𝑘 = 𝑤𝑘(𝑥1, 𝑥2, … , 𝑥𝑛) , 𝑘 = 1, 𝑛  is a 
continuously differentiable vector field on  and continuous on the boundary of , 𝒘 ∈ 𝐶(̅) ∩
𝐶2(), then we have: 
 
 SS
dσddv nwσww ,    (1) 
where d is the oriented surface element. This vector is belonging to the surface element d of S   
(Fig. 1), has the same direction as the n vector, the length of this vector is equivalent with the area of 






1.  In R3 the theorem stands for a S surface which has a continuously varying tangent plane 
excepting a finite number of corners and edges. 
2.  A special case of the Gauss-Ostrogradsky theorem when w = u is a scalar function in R3, 
then: 
 









,   (2) 
where i is the unit vector in the x direction, and (n,i) denotes the angle between the normal 
of the surface and the x axis. 





 (gradient theorem),   (3) 
































 321321 . 
 
                                           
1  The surface S belongs to the Cp , p1 classes, which is  set of all differentiable functions whose derivative is in Cp−1, if for all 
x0 S Vx0 vicinity of the point x0 wherein the surface can be described analytically: x0(x) = 0, xVx0, where gradx0(x)  0 in 
Vx0, in addition the x0  function has all partial derivatives of order up to p continuous on Vx0. The picewise smooth surface S 
consists of finite C1 surfaces. 
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2. Stokes theorem 
Let w be a C1 vector field defined on an open set   R3. Let S be a bounded and piecewise smooth 
and oriented surface contained entirely within  with boundary ∂S =  which carries the orientation 
induced by S which is compatible with the right-hand rule (if we walk along  in the direction of the 
orientation induced by S with and our head points in the direction of the unit normal for S, then S will 
be on our left-hand side) (Fig 1). Then: 






































w 123123 ,,rot ww  and dl is the oriented line element 













Fig. 1 The illustration of the quantities used in the Stokes theorem 
3. Green theorem 
Let  be a positively oriented1, piecewise smooth, simple closed2 curve in R2. Let S  R2 be the region 
bounded by . If 𝒘(𝑤1, 𝑤2): 𝑆 ∪ Γ → 𝑅




















12 .    (5) 
Observations 
1. The theorem holds for  having continuous tangent except at a number of finite points, or 
more generally, a set of zero measure. 
2. The Green theorem is a special case of the Stokes theorem taking the 
    2,1,,,, 21  kyxwwww kkw , planar vector field. This relation can easily be derived using 
the following relation: 
















ww  ww  12
2121
,0,00,,rot,rot ww . 
3. The Green theorem is a special case of Gauss-Ostogradsky theorem for n=2. In this case 
S,   ,    yxwwww ii ,,, 21 w  is a plane vector field, n = (n1, n2) is the normal vector 
of . Let  and  be the angle of a  curve with the coordinate axes.  
                                           
1 If we walk in the direction of the positive orientation for  then the interior of  is always on our left-hand side 
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and this yields the relation (5). 
4. The relation (5) in case of w = u scalar function is: 
 











 .    (6) 
4. Green formulas 
Let   Rn be a bounded solid region, with a piecewise C1 (smooth) boundary surface =S. Let n be 
the unit outward normal vector on S. Let u and v be scalar fields (vector-scalar function),






























































































 is the directional derivative of u in the direction of the outward pointing normal n to 
the surface element dσ. 
Observation 
1. Green first relation can be extend for unbounded regions if  r0 so that for r  r0 then 
r
A










 comes true, where A is a constant.  
5. Consequences of Green identities 
Let   Rn be a bounded set, with a piecewise C1 (smooth) boundary surface =S. Let rM and rP be 
the position vectors of the M and P  points, MPMP rrr  and MPMPr r is the length of MP






























































n 3           (9) 
 
 
















































,MR2 .             (10) 
If   1Cu  is harmonic on  (i.e.   nRPPu  ,0 ), then: 
1.1.1 THE INTEGRAL THEOREMS 17 
Geomatikai Közlemények XIX, 2016 

















































































, MR2.  (12) 
Observation 
1. Relation (9) stands for     12 CCu  too. 
6. Green’s theorem in complex form 
Let ),( zzff   be a complex valued function of a complex variable, iyxziyxz  , ,











idzzzf 2, .    (13)
1.1.2 Theorems regarding to potential theory  
7. Theorem 
Let   Rn be a bounded region, let rM and rP be the position vectors of the M, P points, 
MPMP rrr  , and  MPMPr r  is the length of the MP  vector and let C be a constant value.  










, M    (14) 
improper integral exists (is convergent). If   n, the  improper integral (14) is not convergent. 
Observation  
1. In case of  < n for M points the I(M) is uniformly convergent. 
2. It can be show that in points M, where I(M) is uniformly convergent, the I is continuous. 









 exists and is continuous for every  < n. 
















 integrals exist and are continuous 
for MR3. 
8. Theorem 
Let   Rn be a bounded set, let rM and rP be the position vectors of the M, P points, MPMP rrr   
and  MPMPr r  is the length of the MP  vector.  













, M, 0 <  < n   (15) 
the volume potential is an improper integral, having singularity in P=M and fulfils the following 
properties: 
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1. For M the I(M) exists (is convergent). 
2. In the exterior of  the function I is infinitely differentiable (    \RCI n ) in addition the 
differential of I can be obtained simply by applying the differential operator behind the integral: 























    \RM 3 ,  (16) 
where   nn            ...,...,,, 2121 . 
3. The behaviour of derivatives in the infinite can be characterized by: 
    MrOMID    if rM .    (17) 
4. If  is bounded on , then  np RCI  , where p is the largest integer with the property that 
np  . In this case the computation of derivatives can perform by applying the differential 
operator behind the integral. 
Observation 




















2 , ML, 0 <  < n-2,   (19) 
where S  Rn is a bounded region and a piecewise smooth (C1) surface, L is a segment in Rn, rM 
and rP are the position vectors of the M, P points, MPMP rrr  , and  MPMPr r  is the length of 
the MP  vector. 
If  is a bounded function on S and L, then the I1 and I2 improper integrals have the following 
properties: 
1. For MS I1(M) exists (is convergent). 
2. For ML I2(M) exists (is convergent). 
3. In the exterior of S the function I1 is infinitely differentiable (  S\RCI n2 ) in addition the 
differential of I1 can be obtained simply by applying the differential operator behind the 
integral. 
4. In the exterior of L the function I2 is infinitely differentiable (  L\RCI n2 ), in addition the 
differential of I2 can be obtained simply by applying the differential operator behind the 
integral. 
5. The  L\RCI n2 , where p is the largest integer with the property that  + p +1 < n.  
9. Theorem – Properties of harmonic functions 
1. Let S be a closed, piecewise C1 (smooth) surface in G region, S   and let n be the normal vector 









.     (20) 
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2. If  is a bounded region and     12 CCu  is not a constant function, u is harmonic on                  
(   0 Mu ,M), then the extreme values of u in  region are not realized in , in other words: 
     Pu  MuPu  
  P  P 
 maxmin , M.    (21) 
3. If  is a bounded region,      Pu  MuPu  
  P  P 
 maxmin  is not a constant function, u is harmonic on 




, then holds the maximum principle: 
   PuMu
P 
max ,  \RM
n
.    (22) 
10. Theorem - Volume potential 
Let   R3 be a bounded region, with a piecewise smooth boundary  (consisting of a finite number 
of C1 surface elements). Let rM and rP be position vectors of the M(x,y,z)R3 and P(,,) points, 
 zyxMPMP   ,,rrr ,  MPMPr r  is the length of the MP vector. 












     (23) 
volume potential is defined in all space, MR3 and one gets: 
1. The first derivatives of V are uniformly convergent then in consequence are continuous functions 
in the whole space (VC1(R3)). In addition the different partial derivatives of V can be obtained simply 
by applying the adequate partial differential operator behind the integral: 






























 , MR3. 






























 , MR3.  (24) 






























 , MR3. 
Rewriting (24) in vectorial form we have:  


































r  , MR
3. 
2. Outside the area  the function V is infinitely differentiable, i.e,   \RCV     3 . In addition the 
differential of V can be obtained simply by applying the differential operator behind the integral: 






















    \RM   3 ,   (25) 
where   nn            ...,...,,, 2121 . 
3. The behaviour of derivatives in the infinite can be characterized by: 
     1MrOMVD  if rM .    (26) 
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4. For  = (2,2,2) based on 2 we can conclude, that V is harmonic in the exterior of region . On 
\R3 the Laplace equation holds: 
   







































 ,  \RM   3  
(27) 
5. If     1CC  then exists the second partial derivatives of V on  (VC2()) and the following 
holds: 
   MMV 4 ,M  (Poisson equation).   (28) 
6. Let S be a closed and piecewise smooth surface outside the  region (S  \R3 ) and let n be 








.     (29) 
7. Based on the maximum principle of harmonic functions we have: 
   Pu Mu
 P 
 max ,  \RM n .    (30) 
8. Let S be a closed and piecewise smooth surface outside the  region (S  \R3 ), let n be normal 
vector of the S surface and let  be the region enclosed by the S surface, then for every M points of  
we have: 


































,M,  (31) 
i.e. the volume integral can be expressed as sum of a simple-layer and a double-layer potential. 
If S is a potential surface (   SP constVPV  ,0 ) and  is the region enclosed by the S surface, 














, M,,   (32) 
i.e. the volume integral can be expressed as sum of a simple-layer potential with respect to the 
potential surface. 
Observations 
1. Let  be bounded and continuous almost everywhere (it is only discontinuous on a set of 
zero measure, this means that if we choose a random point on the function, the probability 
that it is continuous is exactly 1, in addition these conditions are sufficient for Riemann 
integrability of ), then the volume potential and its first order partial derivatives exist and 
are continuous in all space. As consequence of this statement is that the potential and its 
derivatives are continuous even in those points where for example  has a jump. In addition 
despite the boundary of  consisting of points where the function  has a discontinuity ( = 0 
in the exterior of ,   0 in ). The volume potential and its first order partial derivatives 
exist and are continuous on the boundary of . 
2. The second order partial derivatives of volume potential are not defined in those points where 
 has a discontinuity, e.g., on the boundary of . 
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5. In case of two dimensions : 







If  S C , then V(M)C1(R2) is harmonic on S\R2 . 
If  S C1 , then V(M)C2(R2). 
11. Theorem – Simple-layer potential 
Let   R3 be a region and let  be a bounded and piecewise smooth two side surface. Let be           
M(x, y, z)R3 and P(,,).  zyxMPMP   ,,rrr  and rMP = rMP is the length of the 
MP  vector. 












0      (33) 
is defined in all space MR3 and has the following properties: 
1.    30  R CV  . 
2. 
   00 V . 
3.      \RCV      30  is harmonic in all space excepting the boundary of , i.e.,
     \RM  MV   30 ,0 . 
4. If , the boundary of the  region, is a bounded, closed, and a C2 surface, then the directional 
derivatives of the simple-layer potential along the exterior normal to the  surface are defined on  










































, M,  (34) 
where MP is the angle between the exterior normal to the  surface at point P and vector MP , i.e., 





















































































 . (35) 
5. The formula of the simple-layer potential for two variables: 
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ln0  ,    (36) 
in this case  is a planar curve. 




































1.The potential of the surface 
0R
S of the homogeneous sphere (simple-layer potential) with centre 






































, where M = 4R00 is the mass distributed on the surface 
of the sphere. 
2. If  C , then the simple-layer potential for two variables, i.e., in R2, belongs to the class of 
function C(R2) and is harmonic except in . 
12. Theorem - Double-layer potential 
Let   R3 be a region, let  be a bounded and piecewise smooth two side surface. Let be M(x,y,z)R3 
and P(,,). rMP=rMP is the length of the MP  vector and let nP be the directional derivatives of 
simple-layer potential along the exterior normal to the  surface at point P. If  is continuous 
function on the boundary of G (  C ), then the double-layer potential 




























  (37) 
exists in all space (MR3) and has the following properties: 
1. 
   01 V . 
2. V(1) is infinitely derivable and is harmonic in all space without the boundary of  
𝑉(1) ∈ 𝐶∞(𝑅3\𝜕),     \RM  MV   31 ,0 . 
3. If  the boundary of  is bounded, closed and a C2 surface, then 
     CV  1  and 
     \RCV   31 . Approaching  points from the exterior or interior of the region , we get the 
limits 
 1
V  and 
 1
V  for 
 1V  which are fulfilling the following relations: 




























 .              (38) 
4. The double-layer potential for two variables, i.e., in R2, is expressed as: 
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ln1  ,  (39) 
here  is a plane curve. 
Observation 
1. From (38) we can get: 
          000
1
0
1 ,4 M  MMVMV  . 
2. In case of a constant 0  density the value of double-layer potential in point M is equal 










   020
1 ,cos nr ,  \RM
3
.  (40) 
































.    (41) 
This means that the constant density induce a constant potential function on the three disjoint 
regions: , Ext(), Int(). Let these values be 
 1
V ,  
 1
Ext V ,  
 1
Int V respectively. Using (41) 
we can get: 
 
 
   
 















   
   
VV
VV
.    (42) 





























,  (43)  
 
   
 


















4. In R2 holds a relation similar to (38) with  instead of 2. 
5. In R2 space in case of a constant 0  density the value of the double-layer potential in a 
point M is equal with the angle described by the MP segment while the point P runs over the 
 curve: 











where P1 and P2 are the start and end points of the  arc. 
 
                                           
1 The solid angle  subtended by a surface  is defined as the surface area of a unit sphere centered at the observation point 
M covered by the surface projection onto the sphere along the line connecting  with M 
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1.2 The analytical formulas of gravitational potential and its derivatives of the homogeneous 
polyhedron volume element 
The notation in this section follows the notation presented by Pohànka (1988), Holstein and Ketteridge 
(1996), Holstein et al. (1999) and Holstein (2002a, 2002b). The vector analysis tools were used in the 
deduction of formulas instead of other methods like the coordinate geometry in order to avoid the 
coordinate transformations. 
The computations were performed on an Hp Unix 11.i system, A-Class 1440 MHz PA 8500 CPU 
processor and the programs were written in the HP Fortran programming language.  
In the Section 1.2.1 is presented a review of literature regarding to the gravitational potential of a 
polyhedron and its derivatives. The object of Section 1.2.2 is to give the domain of definition of these 
functions based on theorems of potential theory. The notation used in deduction of analytical formulas 
of the gravitational potential and its derivatives is presented in Section 1.2.3. 
The analytical formulas are deduced converting the volume integral to surface integrals 
(divergence theorem) and those to line integrals (Stokes or Gauss-Ostrogradsky theorem). The 
formally different analytical formulas found in the literature arise from the different strategies for the 
reduction of the initial 3D integral to 1D integrals. The Section 1.2.4 consists of the general solution 
of the differential equation needed for the Gauss-Ostrogradsky theorem. The different kind of 
particular solutions of the differential equation can provide different solutions presented e.g., by 
Pohànka (1988),  Götze and Lahmeyer (1988), Petrovič (1996). Holstein (2002a) introduced the (Cij, 
ij) constant system which will be presented in this section. Guptasarma and Singh (1999) and Singh 
and Guptasarma (2001) derived analytical formulas up to first derivatives of gravitational potential, 
which were completed in this work with the analytical formulas of second order derivatives. Werner 
and Scheeres (1997) discussed in detail the geometrical interpretation of the constant i. Holstein 
(2002a, 2002b) introduces the vector invariant quantities which allows to describe the gravitational 
potential and its first and second derivatives in terms of these quantities. In Section 1.2.6 the 
simplification of analytical formulas of gravitational potential and its first and second derivatives are 
given taken into account the reductions due to common edges based on the the work of Werner and 
Scheeres (1997). In the Section 1.2.7 a different way of deduction of the analytical formulas of first 
derivatives of potential is presented. Holstein (2002b) deduces two different analytical expressions of 
first derivatives of gravitational potential using the vector invariants. In this section the formulas of 
first derivatives of gravitational potential were deduced in some other way such as by using a proper 
local coordinate system, or based on geometrical interpretation, or using dyads. In the Section 1.2.8 
the analytical expression of second order derivatives of potential is presented. Section 1.2.9 deals with 
the different analytical formulas of constants (Cij, ij) found in the literature, with the domain of 
definition of these constants and the domain of stability of analytical expression of particular 
constants. In Section 1.2.10 the numerical instability of constants far from the source is investigated 
that increases with the distance from the target, while the anomaly decreases. Similarly the numerical 
instability near to the target is presented too. A limited range of target distances beyond which the 
calculations are dominated by rounding error are determined for the mentioned two extreme positions 
of the computation point regarding the gravitational source. Holstein and Ketteridge (1996) and 
Holstein et al. (1999) describe the magnitude of numerical errors of analytical formulas of first 
derivatives of gravitational potential by an exponential function of two parameters, one the distance 
of the gravitational source from observation point and the second the source dimension. This relation 
was proved by the authors theoretically and confirmed by model computation. The model computation 
given by Holstein et al. (1999) was reproduced with a self-written program in Fortran-Programming 
languages. We repeat the model computation considering the exponent of above mentioned function 
as a parameter. In this way we can estimate the exponent parameter belonging to the potential and 
belonging to the second derivatives of potential. These exponential relations with the estimated 
exponent can provide the limit of the distance of the observation point and the arbitrary gravitational 
source for which the computational error (computational error = theoretical value – computed value) 
is beyond an a priori chosen p percent. In addition we have proved that the numerical error committed 
in the gravity field related quantities with the realistic ALCAPA density model (Benedek and Papp 
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2009) is below 1%. Pohànka (1988) investigated the error induced by small ε quantities introduced to 
avoid the singularities of analytical expression for the first derivatives of potential. A similar 
investigation to estimate the error due to the ε quantity in the analytical formulas of potential and its 
second derivatives of its are presented in Section 1.2.11. We investigated numerically the value of ε 
for which the committed numerical error will be the same order of magnitude as the ε. We compare 
the computational time of different analytical expressions of Cij and ij. In Section 1.2.12 we describe 
the algorithm for computation of the potential and its first and second derivatives in case of the special 
polyhedron with five faces. Furthermore in Section 1.2.12 we present our algorithm for determination 
of face positive orientation in case of general polyhedron (convex or concave polyhedron with an 
arbitrary number of faces) and the face normal vector consistent with this orientation.  
1.2.1 Overview of the literature 
Prisms are mainly used for local modelling if flat earth approximation based on planar geodetic 
coordinates is allowed. Nagy et al. (2000) gave an extended reference of the earliest applications of 
prisms in gravity field modelling. The paper of Zach (1811) can be mentioned as the earliest 
publication in this area. Beyond rectangular prisms the polyhedrons or tesseroids can also be used to 
discretize the density distribution of 3D models to describe adequately the geological structures. The 
polyhedron is a relatively new volume element (Okabe 1979, Cady 1980). Its application improves 
the geometrical description of the bounding surfaces (density interfaces) compared to flat topped 
rectangular prisms because it is able to provide continuity where it is reasonable. The spatial resolution 
of the model can be arbitrarily synchronized to the resolution of the available geometrical data (points 
of the interfaces) and physical parameters (e.g. mass density distribution). Furthermore, the effect of 
the Earth's curvature can easily be taken into account in the computations (Benedek and Papp 2009), 
because the polyhedral geometry allows the description of any density model not only in a local 
(planar) but in a global geodetic coordinate system (e.g. WGS84) too. Analytical expressions for the 
gravitational field of a polyhedral body with either linearly or non-linearly varying density are also 
available (Garcia-Abdealem, 1992, 2005, Pohànka 1998, Hansen 1999, Holstein 2003, Zhou 2009). 
This improvement enables the modelling of the continuous density variation inside the volume 
element if geology justifies its existence. 
The modelling of the gravitational field of the asteroid 4769 Castalia is an example of the 
application of the polyhedron volume element in space geodesy. The surface of asteroid was described 
by a polyhedral surface with 3300 faces (Werner and Scheeres 1997). Hikida and Wieczorek (2007) 
describe the crust-mantle boundary by polyhedron faces and the crust-mantle boundary is determined 
by inversion.  
Although very complex modeller systems equipped by graphical user interface, like IGMAS 
(Götze and Lahmeyer 1988) also exist and are available for the research community, basic research 
usually needs high flexibility in program coding to defer to the continuously varying requirements 
and aims (http://www.gravity.uni-kiel.de/igmas/). Mahatsente et al. (1999), Kuder (2002), Ebbing and 
Götze (2001) present applications of this program. 
In the direct (forward) modelling in general the gravitational potential and its derivatives generated 
by certain homogeneous volume elements (prism, polyhedron, tesseroid etc) are computed 
analytically or numerically (expanding the gravitational potential into a harmonic series). The latter 
one can be realised by spherical harmonics expansion of the gravitational potential generated by the 
volume element (MacMillan 1958) which is an approximation  of exact analytical formula due to the 
fact that only a finite number of terms are taken into account in the expansion. The error of 
approximation increases and its convergence is slow near the boundary of the convergence region (the 
exterior of the sphere which includes the volume element). The series is divergent outside the 
convergence region and numerically unstable, i.e. any mass rearrangement can induce the divergence 
of the series. Another way to approximate the gravitational potential generated by irregular volume 
elements is the substitution of a continous mass distribution with discrete point masses. The advantage 
of the point masses approximation is the convergence of gravitational potential with increasing the 
number of point masses, the drawback is the very slow convergence with increasing the computation 
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point distance from the source. Furthermore in the vicinity of the source the point mass approximation 
of the gravitational field suffers from spectral distortion (Papp and Wang 1996). 
Similar to the prism the gravitational potential and its derivatives generated by a polyhedron can 
be described analytically. From Theorem 9 of potential theory discussed in Section 1.1.1 we can 
deduce that the potential and its first derivatives are continuous in all space (in R3). Therefore the 
analytical formulas of these functions can be extended continuously to the whole space (Nagy et al. 
2000). In case of the second derivatives of potential the domain of discontinuity is the polyhedron 
surface. In these points the second derivatives have a discontinuity of the second kind.  
In the literature we can find several formally different analytical expressions published in papers 
by Paul (1974), Barnett (1976), Okabe (1979), Götze and Lahmeyer (1988), Pohànka (1988), Kwok 
(1991a, 1991b), Ivan (1996), Holstein and Ketteridge (1996), Petrovič (1996), Tsoulis and Petrovič 
(2001), Werner and Scheeres (1997), Holstein et al. (1999), Holstein (2002a, 2002b), Guptasarma and 
Singh (1999), Singh and Guptasarma (2001), Furness (2000). The equivalence of the different 
analytical expressions of gravitational potential and its derivatives given in these publications will be 
discussed in the following sections. All the analytical formulas are obtained transforming the volume 
integral to line integrals. This can be realised in two steps, first the volume integral is transformed to 
a surface integral using the Gauss-Ostrogradsky theorem (Theorem 1 in Section 1.1.1) excepting 
Furness (1994), where this transformation is realised applying the Green theorem (Theorem 3). Then 
the surface integral is calculated directly (Paul 1974, Barnett 1976) or is transformed to line integrals 
applying the Stokes (Theorem 2) or the Gauss-Ostrogradsky formula (Theorem 1 for n = 2). Werner 
and Scheeres (1997) present the deduction of analytical formulas of second order of derivatives of 
gravitational potential, Holstein (2002a, 2002b) gave these formulas using the concept of vector 
invariant by means of which the analytical formulas become a linear combination of them. This kind 
of expression is very advantageous from a programming point of view. Formally the different 
analytical formulas for gravitational potential and its derivatives given in the literature in fact are the 
primitive function of a volume integral, because these analytical expressions are identical aside from 
a constant on their common domain of definition. These identities will be demonstrated during this 
work. In the mentioned publications the analytical expressions of gravitational potential and its 
derivatives are deduced for a general polyhedron volume element. Paul (1974) and Barnett (1976) 
gave solutions valid for a special polyhedron with triangular faces. 
 From a programing point of view the simplification of analytical formulas means implementation 
of vector analysis instead of the application of coordinate geometry. Furthermore the analytical 
formulas written in vectorial form are more simple (Götze and Lahmayer 1988, Pohànka 1988, 
Petrovič 1996, Tsoulis and Petrovič 2001, Werner and Scheeres 1997, Holstein et al. 1999, Holstein 
2002a,b, Guptasarma and Singh 1999, Singh and Guptasarma 2001, Furness 2000). Kwok (1991a, 
1991b) use the complex analysis tools to deduce the formulas. The authors not always give the 
maximal domain of definition concerning to the analytical expression of gravity related quantities. 
Paul (1974) and Götze and Lahmeyer (1988) gave the exterior domain of polyhedron as domain of 
definition of first derivatives of potential. Barnett (1976) applied a larger domain of definition as the 
union of exterior and interior domain of polyhedron. Okabe (1979) gave the maximal feasible domain 
of definition for the first and second derivatives of gravitational potential generated by a polyhedron. 
In case of first derivatives the maximal domain is the whole space, while in case of second derivatives 
as the maximal feasible domain the union of interior and exterior of polyhedron is given.  
The error analysis of analytical formulas of gravitational potential and its first derivatives are 
investigated too (Holstein and Ketteridge 1996, Holstein et al. 1999). The relation between the rate 
of numerical error and the geometrical parameters defining the position of computation point relative 
to the polyhedron volume element is deduced. 
The calculation of the closed formulae given for the gravitational potential and its higher order 
derivatives, however, needs more runtime than that of the rectangular prism computations. But the 
new computational feasibility (parallel programing, largest memory capacity) allows the applicability 
in 3D gravitational modelling in regional and even in global scale of polyhedron
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1.2.2 The analytical properties of gravitational potential and its derivatives based on theorems 
of potential theory 
In general in the gravitational modelling the computation of gravity field parameters is limited to the 
exterior of mass sources (e.g. the exterior or the surface of Earth) which means the limitation of 
analytical expressions of gravitational potential or its derivatives on the exterior domain of volume 
elements. But certain investigations (for example the plumbline modelling) make it necessary to 
extend the computational domain to the interior of the masses. Therefore is important to give the 
maximal feasible domain of definition derived from the potential theory where the gravitational 
potential and its derivatives are defined. In case of existence of analytical formulas describing the 
gravity field related quantities generated by a source model (e.g. prism, polyhedron) we have to 
distinguish the domain of definition of the analytical expression which is a subset of the domain of 
definition deduced from potential theory of the gravitational functions( Nagy et al. 2000). Is important 
to compare these two sets and investigate the limits of the analytical expressions in points which are 
not belonging to the domain of definition of analytical expression but they are point of domain derived 
from potential theory. In the following we will discuss in detail the domain of definition of 
gravitational potential and its derivatives generated by a polyhedron based on potential theory. 
The gravitational potential generated by a homogeneous polyhedron volume element                            
(
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,    (45) 
where U(M) is the gravitational potential in the observation point M, G is the gravitational constant, 
 (  R3) denotes the body of the polyhedron, MPMP rrr  ,  MPMPr r  is the vector and its norm 
determined by the an arbitrary point of polyhedron P and the observation point M.  
Since the 0   constant density function fulfils the     1 C C  condition, by right of 
Theorem 10 the following statements are valid: 
1. U and its partial derivatives are continuous functions in all space, namely: 
 31 RCU   . 
From this arise the next important issue: The gravitational force between the homogeneous 
polyhedron mass and the unit mass in M is given by the formula: 























rF rr  , MR
3  (46) 
and is defined and continuous in the whole space. 
2. U is infinitely differentiable on exterior of : 
   \RCU   3 .     (47) 
3. U is harmonic function on exterior of : 
  0 MU  (Laplace equation).    (48) 
4. The second order partial derivatives of U are continuous in interior of  and it holds: 
  GMU 04 , M (Poisson equation).   (49) 




.                   (50) 
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6.    PUMU
P 
 max ,  \RM 3 .                  (51)
1.2.3 The scalar and vectorial quantities assigned to the polyhedron  
According to the polyhedron definition its surface can be given as the union of polygonal planes. 
Since any non-convex polyhedron can be split into a finite number of convex polyhedrons without 
limiting generality all the following statements are demonstrated only for the convex case. In the case 








where Si is the ith convex polygonal face, n is the number of polyhedron faces. Let l(i) be the number 







Let j  be the index of an edge of the ith face (Fig. 2), let Mi  be the projection of M point onto the Si face                                  
( MM
iSi
proj ) and let Mij be the projection of Mi onto the Lij edge ( MM
ijLij
proj ) (Fig. 3). Let P   
be an arbitrary point of polyhedron. In the following we list the vector and scalar quantities used in 
this work and its geometrical interpretation: 
rMP, rMP  is the vector and its norm determined by the an arbitrary point of polyhedron P and 
the observation point M  
aij is the position of vector that represents the position of the jth vertex of ith polygonal 
face in relation to the origin of coordinate system  
ni  is the normal vector of Si polygonal face 
lij, ij is the directed line segment Lij and the unit vector of this. Directions of lij and ij 
vectors are defined by the positive direction of the boundary of polygonal face Si. 
If you walk in the positive direction around Si with your head pointing in the 
direction of ni, the surface will always be on your left 
(ij, ni, ij) is the right-handed orthonormal basis assigned to the Li,j segment, so that
iijij nμν   
r1ij, r2ij  are the vectors determined by the vertices of segment Lij and the observation point 
M 





 is the vector determined by an arbitrary point of polyhedron PSi and the 
MM
iSi
proj point and its vector norm 
hi is the signed distance of M point from the Si face, i.e MPi r    h inproj where PSi is 
an arbitrary point. The hi is negative, if M is situated in the half-space defined by Si 
plane and determined by the pointing direction of Si surface normal ni 
hij is the signed distance of Mi pointed to the Lij segment, i.e MPij r    h ijνproj  where 
PSi is an arbitrary point. The hij is positive if Mi is situated in the half-pane defined 
by the Lij segment which includes the Si polygonal face, otherwise hij is negative. hij 
is independent from the PLij point 
lij is the length of the  Lij segment 
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l  is the signed distance of PLij point from the Mij point 
l1ij, l2ij are the projection (signed distance) of r1ij and r2ij vectors to the lij vector, i.e 
ijij ij
 vetl lr11  and ijij ij vetl lr22   
klij the triangular faces enclosed by the projection of rkij, rlij vectors to the Si plane, where 




















Fig. 2 The scheme of Si
 polygonal face and Si boundary polygonal line. M is an arbitrary point in the space, Mi
 is its 



























Fig. 3 Represents the scalar and vectorial quantities belonging to the  Lij segment. (ij, ni, ij) is a right-handed orthonormal 
system. r1ij and r2ij are vectors determined by the ij vertices and the M point. 01ij, 02ij, 12ij denotes successively the 
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In the algorithm developed by myself computing the polyhedron gravitational field parameters the 
polyhedron is defined by the coordinates of vertices. For each face is given the list of vertices which 
define the orientation of the polygonal line. In the following the face i is considered fixed. In case of 
convex polyhedron all faces are convex polygons so the normal vector of vectorial product of any 











1 , iiiiii aalaal  , where the 0 upper index indicates 
the initial orientation of the closed polygonal line) gives a vector perpendicular to the Si plane 
additionally these three vectors form an right-handed system. In the following we need the external 
normal vector of face i, so it is necessary to check the previously determined direction and change it 
if necessary. As a first step we choose arbitrarily an inner point of the polyhedron, let the geometric 
centre (centroid) be this point. Using the convexity condition of polyhedron, the decision of 
correctness of direction of vectorial product defined by the initial orientation of polygonal line can be 
reduced to verifying if this direction points in the opposite half-space limited by Si and the centroid. 
If the direction points in the half-space limited by Si the vectorial product gives the inner normal 
vector, in this case we have to change the initial orientation of Si polygonal line and otherwise the 
initial orientation will remain unchanged. We repeat for every face the same procedure, which in 
mathematical formulation means:  
















zyxf  , xij, yij, zij are the components 























where n is the number of faces, l(i) is the number of edges of ith face, i, j denotes consecutively the 
face and the vertex indices belonging to a certain face. If the inequality is fulfilled the initial 
orientation of Si is retained, so the final vertices ordering (positive direction) and the external normal 
of Si are:
0
ijij aa  , 
0











 . Otherwise 
0
2)( jil  iij aa , )(,2 ilj , 
0


























  (Fig. 4). In case of concave polygonal faces the vectorial product can be 


















iijiiji aaaaaaaan . 
Supposing a bounded model, the concave polyhedron can be inscribed in the [x
min
, xmax]  [ymin, ymax] 
 [z
min
, zmax] prism, where    zyxP  x   x PPPP  ,,maxmax  and    zyxP  x   x PPPP  ,,minmin  















) will belong to the exterior domain of the 
polyhedron. Straight lines are taken extending from this point indefinitely in directions 
determined by each face inner point e.g. by its centroid in case of convex face. The next steps 
are to marking of normal vector belonging to polyhedron faces:  
1. One arbitrary face and its arbitrary inner point P (e.g. the face geometric centre in case of 
convex face) is fixed.  
2. We determine the number of intersection Ti of the half-line belonging to the fixed face with 
the other faces of the polyhedron (Fig.4).  
3. Once the distance is determined for all these points from the T point, then the Ti points are ordered 
on the basis of their respective distances with the T point, the point having the smallest distance is 
ranked first. Using the fact that the Ti-1 Ti segments alternate from outside to inside in successive 
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set TT1 is situated in the exterior domain of polyhedron, T1T2 is situated in the inner domain of 
polyhedron, T2T3 is situated in the exterior domain of polyhedron and so on (Fig.4).  
4. After the ranking step the rank order of point P is checked. In case of even order the direction of 
the normal vector of fixed face points in opposite direction with semi-space determined by the fixed 
face and the T point, otherwise the normal vector points in this semi-space. In other words we 
determine the normal vector pointing in the exterior domain of polyhedron and the positive orientation 

















Fig. 4 Determination of the normal vector of Si face pointing into the exterior domain of polyhedron in case of a) convex and 
b) concave body 





 rM, MPMPr rr  , 

























, iijij nμν  , 
Mijij rar 1 , Mijij rar  12 , 
ijijijr μr  10 , nrnrnr  ijiijiMPih 21 , ijijijh νr  1 , PSi, 
ijijijl μr  11 , ijijijijij lll  122 μr ,  
where rMP, r0ij, lij are positive scalar quantities, the sign of hi, hij, l1ij, l2ij quantities depends on the 
position of computation point M, on the Si plane and on the Lij edge.
1.2.4 Review of different demonstration techniques of the analytical formulas of gravitational 
potential generated by a polyhedron volume element 
The gravitational potential in the observation point M generated by a polyhedron volume element  
is described by a volume integral. The analytical expression of volume integral can be obtained 
transforming the volume integral to line integrals. This can be realised in two steps, first the volume 





















 .   (52) 
Following we used the relations: 
ni 
A1 
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where M(x,y,z) is the observation point, P(,,) is an arbitrary point of polyhedron volume 
element.  





 is defined on  and 














 .    (53) 





 is not defined in the point P=M, thus it 
does not fulfill the condition of Gauss-Ostrogradsky theorem in  domain. The theorem can be applied 













































































The limit of second term is zero. This can be seen as follow: 
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, MR3.                  (54) 
Paul (1974) calculates the surface integrals on triangular faces analitically using a proper coordinate 






 triangle we define the  iii zyx  ,,  right-
handed coordinate system with origin in Ai1 and the axis defined as 21 i  i i  A  Ax  , 21 iii AAy   and
 321 iiii AAAy  , ii xz   and ii yz  . The formulas (Paul, 1974) in these local coordinate systems 
described in are disadvantageous from programming point of view. Furthermore in case of a general 
polyhedron with arbitrary polygonal faces the calculation of multiple integrals on a general polygonal 
face is awkwardish, therefore it is more convenient to convert the double integrals to line integrals 
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using Gauss-Ostrogradsky or Stokes formula. The requirement for applying the Stokes theorem is to 
find for every Si face a fi(rP) vector-vector function achieving:  





rot  nrfnrfr , PSi.   (55) 







 rfr , PSi.   (56) 
The fi(rP) function is not uniquely defined by (55) and (56) respectively which explains the different 
analytical formulas of gravitational potential and its derivatives found in the literature. Kwok (1991 a) 
gives a special solution to resolve conversion of double integral to line integrals using a the Green’s 
theorem in complex form. The obtained formulas are identical with formulas presented in the papers 
by Götze and Lahmeyer (1988) and Petrovič (1996). Barnett (1976) and Okabe (1979) but instead of 
vector analysis he used the analytical geometry tools. The obtained analytical formulas are identical 
with those given by Pohànka (1988), Holstein and Ketteridge (1996) and Werner and Scheeres (1997). 
The aim is to choose such function f which is defined in all points of the Si face and satisfying the 
(55) and (56) requirements too (Pohànka 1988, Holstein 2002a, Holstein and Ketteridge 1996, Werner 
and Scheeres 1997). Götze and Lahmeyer (1988), Petrovič (1996) use function f which is singular at 
points inside Si. Table 1 summarises all f functions used in the literature and their properties. 
Hereinafter the verification of (55) and (56) conditions for all particular fi given in Table 1 is 
discussed. 
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The following relations were used: 
    www  uuu  and     (57) 
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Table 1. Domain of definition of the proper f function and its properties 
Author f Domain of definition Properties 
1. Götze and Lahmeyer 
(1988) 
2. Petrovič (1996) 





















If ii SM  , then fi  is not 































 rfr  
Holstein and 
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 nrfr       
We will  give the general solution of equation (56) on the set of functions 
       yxc     S MPPiiPi srfrf  , , where (x, y) is a local coordinate system in Si with origin in Mi, 
s
MP
 is the position vector of point P,  yxMP  ,s  and
222






 rfr  equation in the (x,y) local coordinate system. Equation 







,,  rr rf  leads to the following two first order quasilinear equations 
(Polyanin et al. 2002): 
 









































































































iMP hyxr  , 
22 yxsMP  . 





















where * is an arbitrary function. In case of *= 0 we get the function fi which derives solution given 
by Götze and Lahmeyer (1988) and Petrovič (1996), in case of   h      i
  the fi which leads to 
Pohànka (1988) solution.   h      i
 is the only one function for which fi is defined on the whole 
Si face and fulfils the Gauss-Ostrogradsky theorem in this domain (see demonstration II.). 
The sets of the vector functions fulfilling (55) or (56) conditions are the same, namely A=B, where 
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nrff r set, 











   B
P
1
rff r  set. If we use the function given in 
the paper by Holstein and Ketteridge (1996) from the set of functions fulfilling condition (55) and 
applying the Stokes theorem we will get the following line integral: 
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Using the function given by Pohànka (1988) which fulfills condition (56) and applying the Gauss-
Ostogradsky theorem we will get the same line integral like in (59): 












































        





















































νrf  (60) 
Here we used the following relation 
    ijMPijMPijMPijiijMPi h rνsνsμnμsn ,    (61) 
where ij and ij are the normal vector and the unit vector of the jth segment of the Si polygonal line.  
Furthermore, choosing fi which leads to solutions given is Götze and Lahmeyer (1988) and 
Petrovič (1996) (Table 1) the transformation of the surface integral to line integral by Gauss-
Ostogradsky theorem is possible only on  

,M\SS iii C  domain due to fi singularity in Mi. 
 ,M iC  indicates the inner domain of the circle with centre in Mi and radius . In virtue of Gauss-
Ostogradsky theorem in case of fi with singularity it holds:  
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Here was used the following relation: 
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 .  (64) 
The last step in deduction of the analytical formula of gravitation potential is the evaluation of line 








,  dlsr MPMP
2
1
.    (65) 
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In the course of deduction the tlhhl iij 
222
 substitution was used. Applying another
lthhl iij 
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      (68)
Pohànka (1988) gave an advantageous form of cij from programming point of view presented below: 






































2 lnsignlnsign  
      
 

















 .      (69) 
Based on Holstein (2002) we define the Cij and the ij quantities:  
ijiijijij hChc       (70) 




























 .  (71) 
Using (66)-(69) Cij and ij  can be written as follows (Table 4): 
























































































































 ,     (73) 
where the upper indices denotes the author name. Holstein and Ketteridge (1996) used different 
expressions for c(hi,hij,l) and for cij, which explains the formally different analytical formulas of first 
derivatives of gravitational potential found in the literature (Pohànka 1988, Holstein and Ketteridge 



















































   



































   

































.             (74) 
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.              (76) 




















































.                    (77) 
From (74)-(77) we get the analytical expression for the indefinite integral c(hi,hij,l) and for cij which 






















































































































































 .               (79) 




































  ,    (80) 
























































































 .          (81) 
The analytical expressions of Cij given in (80) are used as well by Petrovič (1996) and Götze and 
Lahmeyer (1988), therefor we will use for this constant as upper index HPGL based on the initials of 
the authors (Table 4). Analogously the two expressions of 
ij  given in (81) are marked with Holstein
1 
and Holstein2 upper indices (Table 4): 
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Holstein and Ketteridge (1996) and Holstein et al. (1999) gave analytical forms of Cij and ij which 



















































atanh2ln ,   (82) 
     
 
  



























































,   (83) 
 
 
    
   
 
 
   





















































where    201122 rlr lra ijijijijij  , ijijij lld 12  . 
Werner and Scheeres (1996) used the same analytical form of Cij as given in (82), therefore the HWS 
upper index was chosen for notation of adherent Cij. The equivalency between (82) and (80) is 
demonstrated below. We start with the identity: 









































































This demonstrates the equivalency of the (82) and (80) formulas on the common domain of definition. 
Götze and Lahmeyer (1988) and Petrovič (1996) deduced the equation (62) too. In order to get the 
analytical formulas of gravitational potential from this equation the analytical expressions of the last 
two indefinite integrals in (65) are necessary, namely: 
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.  (85) 




. They are formally 

















constant. The expression of Cij and ij constants based on Götze and Lahmeyer (1988) and Petrovič 

















































































































































































































































































 .   (91) 
Making use of cij, Cij and ij constants, the expression of gravitational potential takes the form: 

















































,  (92) 
which is a linear combination of Cij and i constants. Different analytical forms of these constants 
show different properties from programming point of view with regard to their stability domain. 
Guptasarma and Singh (1999) and Singh and Guptasarma (2001) use another system of constants, 
namely (Pij, Qij, Rij) to describe the analytical formulas for the first derivatives of potential. The 
gravitational potential can be described with these constants too, as follows: 
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          Q n  P n  z  z  P nR n  y  y R nQ n  x   x ij i,1 iji,2ij ij i,3ij i,1ij ij i,2ij i,3ij 111  
     I i ij ij ij nlr  1 ,                    (93) 
where dl=( d, d,d),  zyxM ,,r ,   ,,Pr ,  3,2,1, ,, iiii nnnn ,
 ijijijijijijijijij zzyyxx 12121212 ,,  rrl . 












 line integrals. 






































 substitution, we get: 
      211
22222 2 ijijijijMP ttlzyxr rlr   , where lij= lij . Making use of these 
relations, Pij, Qij, Rij takes the form: 

























,  (94) 
and similarly 





















































.   (96) 
































































.                (97) 
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1.2.5 Geometrical interpretation of Cij and Ωij constants. Definition and interpretation of 
particular vector invariants defined by means of these constants 
The geometrical interpretation of the i constant will be introduced in detail in the following part 

























































































































.  (99) 
We can concluded from the 2th remark of Theorem 12 that i is equal to the magnitude of that solid 
angle related to the area Si subtended at point M. The solid angle for an arbitrary oriented surface S 
subtended at a point P is equal to the solid angle of projection of surface S to the unit sphere with 




























.  (100) 







 rfr     (101) 
is solved similarly to (56) on the set of functions         yxc    S   MPPiiPi srfrf  , , where (x,y) is 
a coordinate system situated in the Si plane with the origin in Mi. In this system sMP = (x,y) is the 
position vector of P situated in Si , 
222














































  the fi will be defined in 12ij (Fig. 3) and fulfils the condition of Gauss-
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  . (103) 

















































































 in fact 
is the signed angle AijMiAij+1. hij is positive if M is leaving from left when we moving along the Si 
and negative when M is leaving from right. Summing these angles along the Si, we get the angle i 































atan .     (104) 
ij constants (103) are substituted in the formula (91): 












0    









































                 (105) 
Holstein 2002a, 2002b introduced the bij vector invariants as a function of Cij and ij constants: 
ijiijijij C  nνb .    (106) 
Using the following relations: MPijijh rν   if PLij and MPiih rn   if PSi we can derive:  
MPijijc rb   if PLij. 




rb  .     (107) 














rbrn   
 

,    (108) 
where ri = rMP is the position vector of an arbitrary point PSi. 
Based on the Remark 2 of Theorem 12 in Section 1.1.1 and on relations (99) and (100) the i and 
ij in fact denote the solid angles associated to the point M and the areas Si and respectively 12ij. 
From definition the absolute value of solid angle of a planar polygonal region is equal with the area 
of spherical polygon image projected on the unit sphere centred in M. (Fig. 5). In case of unit sphere 
the area of spherical polygon is equal with the spherical excess (Bronstejn and Szemengyajev 1987), 







∗ ) = ∑ 𝑆𝑖𝑗 − (𝑙(𝑖) − 2)𝜋
𝑙(𝑖)
𝑗=1         (109) 
        AAM     ijijiijij 1Area    (110) 
where Sij is the angle belonging to the edge MAij and equal to the angle defined by the planes MAij-1Aij 
and MAijAij+1. Let  be the angle determined by the MMiAij and MMiAij+1. This is equal with the 
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AijMiAij+1 angle. Let  and  be the angles enclosed by the MAij-1Aij and MAijAij+1 and respectively by 
the MAij-1Aij and MAijAij+1 planes.  
We will demonstrate that the absolute value of the ij constant defined by (103) is identical with 
the spherical excess given by (110). Allowing for the fact that , , (0,) we have: 






    (111) 
and =A
ij
QR, where Q and R fulfil the conditions 1 ijij MAQA , 1 ijij MAQA  (Fig. 5). Thus 
 MAMRA ijiij 1  and from this arise 1 ijMARQ . By right of definition the angle between the       
MAij-1Aij and MAijAij+1 planes is an angle smaller than 180 defined by straight lines 𝐴𝑖𝑗𝑄 and RQ 























Fig. 5 The Si planar polygon and the adherent spherical polygon image Si
* projected on the unit sphere centred in M, the plane 
and spherical triangle faces 12ij  and 12ij
*. Sij is the angle between the MAij-1Aij and MAijAij+1 faces 
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.              (112) 

















 ij12  
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In addition the (113) relation yields the geometrical interpretation of the atan terms in expression 
(102) of ij .Starting from the geometrical interpretation of i and ij (Werner and Scheeres 1997) 
we can derive a more compact formula for these quantities. In the first step the relation (27) derived 















Fig. 6 The solid angle  defined by the vectors r1, r2, r3; the angle S2 determined by the planes (r1, r2) and (r2, r3) and equal 
with the angle between the a and b vectors. a, b are vectors situated in planes (r1, r2) and (r2, r3) and perpendiculars to r2. n is 
a normal vector of the plane defined by the endpoints of r1, r2, r3 vectors, r denotes the position vectors of vectors with start 
point O and endpoint on this plane 
A12, A13, A23 denote the angles consecutively of vectors r1 and r2, r1 and r3, r2 and r3. S2 denotes the 
angle of (r1, r2) and (r2, r3) planes. We determine that vectors denoted by a and b, with the property 
that a is situated in the plane defined by r1 and r2, a (r1, r2) and a  r2. Similarly the vector b fulfils 
b (r2, r3) and b  r2 conditions (Fig. 6). From this S2 is equal with the angle of vectors a and b. Let 
barrr

,,,, 321  successively be the unit vectors of r1, r2, r3, a, b vectors. Since S2(0,), therefore 
sinS2>0. 
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  








































,            (114) 
   










































A             (116) 
The area of spherical triangle defined by a trihedral, is equal with the spherical excess of spherical 
triangle (Werner and Scheeres 1997), therefore: 



























 this angle can be uniquely determined using the atan2 1(-, ) 
trigonometric function: 
   rrrrrr     SSS 213312321321321321 ,2atan2 rrrrrrrrr   .     (117) 
Based on (117) we can established that the solid angle  defined by r1, r2, r3 vectors is equal with 
spherical excess assigned by them. The sign of  is identic with the sign of scalar product nr, where 
n is the normal vector of the plane stretched by the r1, r2, r3 vectors and r denotes the position vectors 
of the plane points respect to the point O (Fig. 6). If r1, r2, r3 defines a right-hand system, then O and 
n are situated on different side of the plane stretched by the r1, r2, r3 vectors, thus nr will positive 
quantity. Otherwise if O and n are on the same side of plane nr will be negative. Thus                    
sign(nr) = sign(r1(r2r3)) and: 
  213312321321321 ,2atan2 rrrrrrrrr  rrrrrr .  (118) 
Substituting in (118) instead of r1, r2, r3 successively the vectors hini, r1ij = aij  rM, r2ij = aij+1  rM  we 
get ij . Taking into account that (ni, r1ij, r2ij) vectors form a right-hand system, we can derive:  
   











      21231212121 ,2atansign2 rrrnrrrrn ijiiijiijijiijijiijijiiij rhrhhrrhhh  .            (119) 
As we previously mentioned hij is positive if the orientation of Si curve corresponds to right-hand 
rule and is negative otherwise. The expression of ij notated by (81) contains two or four arctg terms, 
but (119) and (73) formulas contains only one term. 
                                           






























































   NaN,x

, where  2,0  , tan=yx. 
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i can be computed using (100). According to this formula i is sum of ij terms, as follows its value 
can be computed using least of l(i) number of atan terms. Accordingly with (109) another possibility 
to compute i is using of Sij angles (Fig. 5). To compute i the computation of l(i) number of atan 
terms are required. This formula permits the recursive computation of 
i  (Werner and Scheeres, 
1997). In case of convex polyhedron we have Sij  (0, ) for  iljni ,1,,1  . 
 
    
 










iji xSilS ,  (120) 
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,  ilk ,1 , 00 x ,  (121)
















 denotes position vector corresponding to the kth vertex of ith face with origin in M 



















. Considering the )(0 iili rr

 ,   11 iiil rr

  conditions, after 
l(i) steps we will get the value of cos xl(i) and sin xl(i) which holds cos i= cos xl(i) and sin i= cos xl(i) 
based on (120). i can be determined using the atan2 function. Taking into account that the value of 
the atan2 function is in the (-, ) interval because of the angle 
i
 is in the (0, 2π) interval, the 
following relation is valid: 
    
    
    

























.  (123) 















x . Based on this we have the following relation: 
    ilili xx sin,cos12atan2  . 
The i and the scalar product nri have the same sign where ri denotes the position vector of Si points 
with respect to the origin M. This sign is independent from the ri, thus: 
      ililii xx sin,cos12atansign2  rn    (124) 
The convex Si can be divided into (n-2) triangles. Due to (118) the computation of i can be performed 
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1.2.6 The analytical formula of gravitational potential generated by polyhedron allowing for the 
common edge of faces 
Using (104) we have: 

































































0 .             (126) 


















sum. Every edge belongs to two faces, let i and i* be the order of these and let 
j, j* be the order of common edge of the i, i* faces. Let  ijiji μνn ,,  and   ji ji i μνn ,,  be the 
coordinate systems belonging to the common edges Lij=Li*j*, where ni and ni* are the normal vectors 
of the Si and Si* faces. For the point PLij=Li*j* situated on the common edge it holds that r1ij = r1i*j* 
(Fig. 7). The direction of the ijth and i*j* th edges are opposite in case of positive direction of faces 
belonging to these edges, thus  




















































































Fig. 7 The Si, Si* are the polyhedron faces belonging to the common Lij=Li*j* edges.  ijiji μνn ,,  and   jijii μνn ,, are the 
associated coordinate systems. The vector system (iedge, jedge, kedge) of the common edge is a right handed coordinate system. 
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Using the fact that in the sum (127) every edge belongs to two different faces, we can conclude: 










00  ,  (128) 
where  denotes the dyadic product1. In (128) the following property of dyadic product was used: 
     cbaccbac   . 
Let be 
 jiiijiedge νnνn  and iii nn  .   (129) 
Using the fact that in the sum (127) every edge belongs to the two polyhedron faces, we can conclude: 













00 .  (130) 
In (130) the number of terms are E+n, where E denotes the number of edges, n denotes the number 
of faces. In (105) the number of terms are 2E+n. 
From the definition of i it followes that i is a symmetric dyad. Henceforth based on Werner and 
Scheeres (1997) we will demonstrate that edge is a symmetric dyad too. Let  be the angle of normal 
vectors ni and ni*, which is  = arcos(ni ni*). The angle of Si and Si* faces with the common edge 
Lij=Li*j* is  - . We define a local coordinate system (iedge, jedge, kedge) where iedge  is oriented towards 
the insideof polyhedron and the angles enclosed by this vector with Si and Si* are the same, namely  
( - )/2 i.e., it bisects the angle between the faces. Direction of the vector kedge has to coincide with 
the Lij edge direction, accordingly we have kedge = ij or kedge = i*j*. The jedge is chosen so that (iedge, 
jedge, kedge) is a right-handed system. For ni, ni*, ij, i*j* vectors and for edge dyad we have: 
        edgeedgeedgeedgei jijin 2sin2cos2sin2cos               (131) 
        edgeedgeedgeedgei jijin 2sin2cos2sin2cos   ,            (132) 
        edgeedgeedgeedgeij jijiν 2cos2sin223sin223cos               (133) 
        edgeedgeedgeedgeji jijiν 2cos2sin223sin223cos               (134) 
         edgeedgeedgeedgeij jijiν 2cos2sin223sin223cos   
    edgeedgeedgeedge jjii   sin                  (135) 









baba  , where  321 ,, aaaa ,  321 ,, bbbb   
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1.2.7 The analytical formulas of first derivatives of gravitational potential generated by 
homogeneous polyhedron volume element 
Using the introduced cij, i, Cij, ij scalar and the bij vector quantities the gravitational potential and 
its first derivatives can expressed as linear combinations of these quantities. We start with applying 
the gradient operator to gravitational potential 
























































nnn  .             (136) 
To transform the volume integral to surface integral we used Corollary 3 of Gauss-Ostrogradsky 
theorem. Based on the relation (98) the formula for the first derivatives of gravitational potential in 
terms of introduced scalar quantities can be written:  
      













































0 nnnr  .       (137) 
Furthermore the formula of the first derivatives of gravitational potential in terms of introduced vector 










0 rbnr   
 
 .    (138) 
Using the Uk, 3,1k notation for the components of gravity vector, i.e, 





















r , then the following relations hold: 












































  , 3,1k ,    (140) 
where 
k
in denotes the k
th component of ni vector and 3,1, k ke  are the unit vectors of the coordinate 
system. 
The number of terms in (137) is 2E+n, where E is the number of polyhedron edges and n is the 
number of polyhedron faces. Using dyads the number of terms can be reduced to E+n terms: 










































10 rnnrνnrnrνnr   










edgeedgeedge GCG rr  00 .                (141) 
The last relation in (141) is identical with the Equation 15 found in the paper by Werner and Scheeres 
(1997). In (141) we used the following properties of dyadic product: 
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   cbacba  ,     (142) 
in virtue of this we have: 
             edge   edgeedgejiiijiedgejiiedgeijijijiiijiji    rrνnνnrνnrνnrνnrνn   11 , and 
    iiiiiiii rrnnrnn   . 
Henceforth we deduce formulas differing from (137) and (138) which is identical with the Equation 16 
presented by Holstein (2002). Deduction of these formulas differs from the demonstration presented 











































To prove (143) we use the property (57) of the  operator. For x
1











































       













































Here we used the r = 3 identity. In the following we present the deduction of analytical formulas 












































































































 nrσrr  
                 (144) 
In order to realise the conversion from surface integral to line integral we have to solve the following 











rfr .     (145)  
We resolve this equation in the (xʹ, yʹ, zʹ) coordinate system, with unit vectors: e
2











 . To compute U2, U3 we substitute e1 successively with e2 and e3. e2 is defined so that 
(e
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where n
i,j
, 3,1j are the components of the ni vector in the (e1, e2, e3) system, that is 
33,22,11, eeen iiii nnn  and ),cos(, jijijin enen  , 3,1j , the upper indices denote the 
exponent. The equation of linear transformation between the two systems is:  
   TT zyxAzyx  ,,,, ,    (146) 





1,e2,e3) system we have:  




































 .          (147) 
The expressions of rMP in these two systems are: 
                222222222 iMP hyxzyxzyxr    
























 rf given in Section 1.2.4 and the relation (147) we 
can convert the surface (144) into line integrals using the Gauss-Ostrogradsky theorem: 






















































i νrfenνen 11 ,cos0,
1
,sin  



































































































en .            (148) 
 denotes the normal vector of Si. In (148) to evaluate the 1eν ij  product we use the expression of 
1e   in (e1, e2, e3) coordinate system based on the (146) relation and we use the 0iijnν  identity since 
iij
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Using relations (99) and (103), (148) can be expressed in terms of the parameters introduced as 
follows:  




































In virtue of (149) we can give another expression of first derivatives of potential which will differ 
from (138) and (139): 


















































































110 ,cos,cos eneνeneν  . 
The same expression holds for the partial derivative with respect to y and z. The analytical formula of 
the first derivatives of potential generally can be written: 



















0 eneν , 3,1k    (150) 



















0 nνr  .       (151) 
Using the introduced vector quantities the expression (151) can be given as follows: 




















0 nνrnbrnr  .      (152) 
Using the Pij, Qij, Rij, Iij constants introduced by Guptasarma and Singh (1999) and Singh and 
Guptasarma (2001) the first derivatives of potential can be given as: 














































































       iijijijiijiijiijiijiiji IQnPnPnRnRnQn nleee  31,2,23,1,12,3, .            (153) 
where   dddd ,,l ,  zyxM ,,r ,   ,,Pr ,  3,2,1, ,, iiii nnnn , lij=   lij,  
 ijijijijijijijijij zzyyxx 12121212 ,,  rrl  and Pij, Qij, Rij, Iij are given by (93)-(95) expressions. 
The general formula of the first derivatives of potential generated by a polyhedron is: 


























0 nnlr  .   (154) 
The first component (derivatives with respect to x) of U
Mr
  is: 
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1,2,3,01  .   (155) 
From (138) and (152) arise the next identity between the introduced vector parameters: 



























1 brnrbn .    (156) 
(156) is identical with Equation 9 given by Holstein (2002b). In the following we will demonstrate 
(156) in a direct way. From the fact that all the edges of a polyhedron belong to two faces, it follows 







2 . We use i, j and i*, j* notation 
to indices of faces and edges for two secant faces. Let  ijiji μνn ,,  and   jijii       μνn ,,  be the 
coordinate systems belonging to the common edges ij and i*j* (Fig. 8). Based on relation (106) we 
have: 
    iiijiijijiijijijiijiji hhChhC nnnrbn  1 ,    (157) 
























Fig. 8 The position of ni, ij, vij and ni*, i*j*, vi*j* vectors belonging to the polyhedron faces Si, and Si* and the observation 
point M. Sij, Si*j* are faces belonging to the common edges Lij = Li*j* and perpendicular successively to the faces Si-re and Si* . 
The dashed part represents extension of Si and Si* polyhedron faces in Ext(Polyhedron)  R
3 
The same relations are available for the i*j* edge too. In case of positive orientation of these two 
polygon faces the common edges ij and i*j* will get opposite direction. In the following we will prove 
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νn .     (159) 
We start with demonstration of the following identity: 
  jijiiijijijijiiijiji ChChhChC ννnn .    (160) 
Using the identity  jiij CC  (Eq. 127) and simplifying expression (160) with Cij we get the 
following identity: 
    0  jiijijijiiiijijiijiiijjiiiji hhhhhhhh vvνnνnννnn . 
The Si, Si* polyhedron faces divide the space into four disjoint parts. The Sij and Si*j* planes going 
through the common edge of Si and Si*  and successively perpendicular to these planes divide the 
space into four disjoint parts. The sign of hi, hi*, hij, hi*j* is changing depending on the position of 
computation point M. In the proper situation as shown in Fig. 7 the sign of these quantities as a 
function of M are: hi<0, hi*>0, hij>0, hi*j*>0. It can be easily demonstrated that length and direction of 
iijijiij hh νnv   and   ijijiiji hh νnv  vectors are the same, so (160) is demonstrated for the 
concrete position of point M presented in Fig. 8 Similar consideration can be carried out for an 
arbitrary position of M. Each edge in the summation (159) appears twice. Using the identity (160) the 
(159) and on this basis (156) are evident. Using (156) and applying the  operator to the (108) formula 
of gravitational potential, we get: 


















    





















































    















































































 .             (161) 
From (138) and (161) is apparent that the derivatives of bij vector fulfil the relation (10) given by 
Holstein 2002: 











rbrn r .    (162) 
In the following, we derive (156) and (159) using the dyad and its properties. For symmetric dyads  
we have: 
aT =  a,     (163) 
where a is an arbitrary vector. Using relation (163), we have: 



































edgeedge GCGGCG rrrr  0000 .       (164) 
(164) is equivalent with (141), thus the analytical expressions (138) and (152) of the first derivatives 
of gravitational potential are equivalent too.
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1.2.8 The analytical formulas of second derivatives of gravitational potential generated by 
homogeneous polyhedron volume element 
The second derivatives of potential are the derivatives of the gradient tensor U
Mr
 . The second 



















































































11 ,  and similarly for the other indices. 












= where x, y, z are the 
coordinates of computation point M and , ,   are the coordinates of polyhedron point P. Based on 
(136) the elements of gravity gradient tensor can be given with the following surface integral: 









































































Using (149) the surface integral can be expressed in terms of constants Cij and ij: 



















0 ,cos,cos eneνeneneνen   
             
     
   






















,,,0 bn  , 3,1, lk            (166) 
where  3,2,1, ,, iiii nnnn ,  3,2,1, ,, iiii ν ,  3,2,1, ,, iiii bbbb  and ◦ denotes the dyadic product 
defined on Section 1.2.6. The expression of Eötvös tensor elements in terms of Pij, Qij, Rij, Iij is: 




























0  eneνen , 3,1, lk .  
                     (167) 
The expression elements of the gravity gradient tensor as a function of dyads (Werner and Scheeres 














00 eeee  ,   (168) 
and in matrix form: 












    (169) 
U(M), the sum of the homogeneous tensor elements, or Lapacian, can be expressed as: 













kijki bnGMUMUMUMUMU   
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     
 
























,,0 bnbn  .             (170) 
(170) is identical with Eq 17 given by Werner and Scheeres (1997). Applying relations (40) and (41) 
presented in observation 2 and 3 of Theorem 12 regarding to the double layer potential we get the 
well known Laplace equation: 
 
























































                 (171) 
This equation serves to decide the position of point M referring to the   R3 domain defined by the 
polyhedron. Applying the  operator to (152) we get: 





























    
















GGMUMU rbnbnbrn rrrr  (172) 












rbn r .     (173) 










rbr .               (174) 



























1 bbrrbrb rrr .            (175) 
Based on (175) we can show that bij appears invariant (acts as a constant) to the gradient operation. 
Because of this property the bij quantities are called the gravimetric invariants of the polyhedron 
(Holstein 2002a, 2002b)
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1.2.9 Summary of analytical formulas 
Hereunder we list the analytical formulas of gravitational potential and its first and second derivatives 
generated by a polyhedron.  
Analytical formulas in terms of constants Cij, Ωij, Ωi, Qij, Rij, Pij:  
      






















































,           (176)



























.                               (177) 
   
 
     












































0 nnnνr  ,           (178) 


























1,1,3,01  , 


























2,3,1,02  , 


























3,1,2,03  .               (179) 
   

















,,,0  .             (180) 



















1,2,3,,01  , 



















2,3,1,,02  , 



















3,1,2,,03  .              (181) 
Analytical formulas in terms of vector invariants 













rbrn   
 

,                 (182) 
































,               (183) 


















10 rbnbrnr    
  
 ,              (184) 
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0 nnlr  ,               (185) 











0 eneνen .               (186) 
Analytical formulas in terms of dyads: 














,              (187) 


















00 eeee  , 












 .               (189) 
Relations between the constants and vector invariants: 
ijijijh 1rν  , ijijijc 1rb  , MPiih rn   if PSi, ijiijijij hChc  , 
ijiijijij C  nνb , lij=r2ij – r1ij = (x2ij– x1ij, y2ij– y1ij, z2ij– z1ij), 
 3,2,1, ,, iiii nnnn ,  3,2,1, ,, ijijijij ν ,  3,2,1, ,, ijijijij bbbb .              (190) 
The different analytical expressions of Cij and i constants founded in the literature are summarized 
in Table 4.
1.2.10. Domain of definition of analytical formulas and its numerical properties 
From the potential theory (Theorem 10) and based on relations (46)-(51) we can conclude that the 
gravitational potential and its derivatives generated by a homogeneous polyhedron has the following 
properties: 
1. U and U are continuous functions on the whole space, i.e.:  31 RCU  . 
2. U is an infinitely differentiable function on the exterior of   R3 domain defined by the 
polyhedron, i.e.:    \RCU 3 . 
3. In case of a homogeneous polyhedron the density function satisfies the condition 
     Int1CC , which is a sufficient condition to ensure the existence of second derivatives 
of U in the interior of the polyhedron, i.e.:    Int2CU . 
4. In exterior domain of the polyhedron the Laplace equation is valid, in the interior domain of the 
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Domain of definition of the introduced constants and vectorial quantities deduced from integral form 
of its definition 
The analytical formulas (177) – (189) determine the domain of definition of these quantities. 















































D , where D  denotes the largest 
possible domain of definition.  













ijc rb , from 







ijijrb  is R
3.  
By right of (176) and (178) the domain of definition of U(M) and  MU
Mr







ijc . Similarly from (182) and (184) the domain of definition of U(M) and  MU
Mr
  are 







ijij rb . Thus the domain of definition of gravitational potential and its first 
derivatives is the all 3D space R3. The same conclusion can be drawn applying the Theorem 10, which 
states that the gravitational potential and its first derivatives generated by a homogeneous polyhedron 
are continuous in the whole space: 
 31 RCU  . 






ijc is the intersection of  the domains assigned to hijCij and hiij 
because of the relation ijiijijij hChc  . 
Relation (186) shows that the domain of definition of second derivatives of gravitational potential 
is intersection of domains of definitions of constants Cij and i, which is equal to the domain of 
definition of vector quantities ijiijijij C  nνb . 
In the following we investigate the domain of definition of Cij, i and hijCij, hii quantities by 
right of its definition in integral form and respectively its analytical formulas. The numerical 
instability of these analytical formulas are investigated also. The integral form of the quantities Cij, 

























































.  (193) 
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Based on the Observation 2 and 4 of Theorem 8 Cij is defined and infinitely differentiable on the 
whole space except the Lij segment, i.e.   ijij L\RC  3D  (Table 2).  
Based on Theorem 12 regarding the double layer potential we can conclude that ij, i are defined 
and infinitely differentiable on whole space except the interfaces 12ij and Si, i.e.   ,123 ijij \R  D  
  ii SR\D
3 . On these interfaces ij and i are discontinuous of second kind, namely when 
approaching the surfaces from different directions the limit of integral formulas varies in function of 
directions (Table 3). From Theorem 12 we get the following limits for these quantities:   0ij , 
  0i . 
Domain of definition of the introduced constants and vectorial quantities deduced from their 
analytical expressions. Investigation of numerical instability of these formulas 
The analytical formulas of the constants Cij, ij, i and the domain of definition of these analytical 
expressions are summarized in Table 4. It is shown that domain of definition of analytical formulas 
differs from domain of definition assigned by the integral form (henceforth will refer to it as 
theoretical domains of definition) of these constants. Based on Table 4 we can state that the theoretical 
domains of definition of Cij  coincide with the analytical domains only in the C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛  and C𝑖𝑗
𝐻𝑊𝑆𝑐ℎ 
cases. In other cases the domains of analytical formulas are subsets of theoretical domains. The 
programming of gravity field parameters make use of analytical formulas of Cij, ij, i constants, 
which requires the domain of definition of these constants because gravity related quantities can be 
evaluated only that specific domain. Out of domain of the analytical formulas the computed gravity 
parameters values will be “NaN”. This can be avoided by introducing an  threshold following the 
Pohànka (1988) idea. In this case we substitute the exact values U(M), Uk(M), Ukl(M) with 
approximate numerical values U(M, ), Uk(M, ), Ukl(M, ). In Section 1.2.11 we will give a detailed 
analysis of the error introduced by the  quantity. Making use of an adequate  threshold we can 
extend the domain of definition of analytical expressions to the larger domain (theoretical domain). 
Thus the computation can be performed in this larger domain assigned by the integral form of these 
quantities without additional investigation regarding to the position of observation point compared to 
the polyhedron. Additionally it is important to know the behaviour of formulas from a numerical point 
of view and specify the domain of stability of these analytical expressions. Numerical stability means 
that the computed value is not dominated by rounding error. In Section 1.2.11 we will precisely 
determine the stability domains of Cij, ij, i constants.  
1. Analysis of the analytical formulas for the Cij constant 
Using notation introduced by Holstein and Ketteridge (1996), we denote with  the typical dimension 
of the target body (polyhedron) and with  the typical distance of polyhedron from an observation 
point P. Their ratio 


   is a dimensionless quantity.  
The theoretical domain of definition of the Cij constant derived from its integral form (191) is 
  AB\RL\RCD ijij 33  . Without constraining the generality, the numerical investigation of the 
Cij constants may be limited to an Lij segment, where  denotes the length of the segment, and  
denotes the distance of the observation point from the segment. The value of Cij depends on the 
relative position of the observation point and the Lij segment. This means that varying the   length 
of the Lij segment arbitrarily and the position  of the observation point in accordance with the  =, 
the Cij value evaluated for these two different geometrical configuration will be the same. So these 
geometrical configurations which satisfy the  =const relation can be considered equivalent. Let be 
Lij  = AB where A(0,-1,0), B(0,1,0). We perform the investigation of numerical stability of analytical 
formulas of Cij (Table 4) by setting 4640 points around the boundary of domain of definition (Lij edge) 
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and distant points from it. We fixed five points, from which three points (0,0.5,0),(0,1,0),(0,-1,0) were 
situated on the Lij segment (boundary of domain of definition of Cij) and two points (0,1.5,0),(0,-1.5,0) 
were situated on the exterior of the Lij segment. We take lines (in total 29 lines), which have different 
gradients (d) and pass through the fixed limit point P0. P0 +da  is then the coordinates of points 
situated on these lines with d chosen as ((0,0,1), (-1,0,0), (-1,0,1), (0,1,0), (-1,1,0), (1,1,1)), and 
a=2k10
n
, where n varies between 8 and 25 and k{5,4,3,2,1}. In case of larger n the point P0+da 
moves away from P0, in the contrary case P0+da approaches P0. For the numerical investigation all 
computations were effectuated in double and quad precision. Stability problems arise both in distant 
points from Lij, ( <<1) and points near to Lij ( >>1). Due to the configuration of these 4640 points, 
in our investigation the lower limit of  was min = 210-9, the upper limit of  was max = 1025. In our 
earlier works (Benedek 2004, Benedek and Papp 2009) and a recent work (Benedek et al. 2018) in 
case of the applied local and regional model computations the limits of  are situated between: 
2000max 
modell  and 4min 1051
 .modell , which do not exceed the min = 210-9 and min = 1025 limits. 
In case of quad precision computation the first 24 decimals are identical for C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3  and 
C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛 (Table 4) in the 4640 observation points which cover the investigated   (210-9, 1025) 
range. So C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3  and C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛  values coincide up to 24 decimal places on their common domain 
of definition. Accordingly in the course of numerical investigation we have considered as reference 
values the quad precision computed C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 and C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛  (notated by r16 indices) compared to 







can be considered as reference values is supported by the fact that in case of far computation points 
characterized with   (210-9, 5) the limit of these values are equal up to 24 decimal digits with quad 




C   (Table 4). When performing the same calculation 
in double precision we produce an approximation which is correct up to 16 decimal digits of accuracy. 
The values of C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 and C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛  near to the polyhedron and characterized by  >>1 are 
numerically stable, because in these formulas in the numerator of logarithmic terms we can find the 
sum of the same order of magnitude quantities (r2ij and l2ij and respectively r1ij and l1ij), whereas in 
case of Pohànka1, Pohànka2, HPGL analytical formulas (Table 4) appear the difference of these 
quantities. Based on quad computation Pohànka1, Pohànka2, HPGL formulas numerically are stable 
on   (210-9, 1016). In double precision evaluation the numerical instability occurs for  > 107. In 







  quantity  will converge to the value 1 if the computation 
point approaches the [AB] segment, therefore the denominator of HWS (logarithmic term of ij) will 
become numerically unstable in the near area of [AB]. In case of computation of quad precision the 
numerical instability arises for points close to the segment AB characterized with  > 1016. In case of 
computation of double precision the corresponding domain will be  >107. Out of points of AB 
segment (R3 \ [AB]) HWS formula is stable on the feasible maximum domain   (min = 210-9, max = 1025). 
From the numerical value of quad precision computed Cij we can conclude: 







 we can conclude that they are practically identical (to 24 digits 
after the decimal point). In the   (105, 109) domain the absolute value of difference of these 
quantities is less than 10-16, in case of the   (109, 1013) domain the difference between the computed 
and reference value is less than 10-8, while on   (1013, 1016) the difference is less than 10-2. 
Similarly from the double precision computation we can state:  













 values are less than 10-16 on the   (103, 1025) domain, on the                   
  (10-4, 103) domain the difference is less than 10-12, and furthermore on the   (210-9,.10-4) domain 
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the difference is less than 10-8. Near to the segment AB characterized by the inequality   (103, 105) 
the rest of formulas (Cij)r8 (Pohànka1, Pohànka2, HPGL, HWS) will approach the exact value less than 
10-8, in case of observation points more closely approaching (  (105, 107)) the segment AB the 
difference will be less than 10-4.  
If the computation point converges to the source model the numerical error begins to dominate 
the Cij and these formulas will become numerically unstable and the relative error will be growing. 


















 and (C𝑖𝑗𝐻𝑃𝐺𝐻)𝑟8 formulas this limit will be at   510
6. 











lim  (Fig. 9, 
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lim  (Table 2). 
The hijCij term appears in the analytical formulas of gravitational potential and its first derivatives. 
If the observation point is approaching the [AB] segment, then the value of hijCij scalar product will 
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0 ijijijijij lrlrr   and ijijij lll 12  .  
The following inequality shows that if the observation point M moves away from [AB] segment, then 
hijCij will be less than the length of segment (Fig. 10, Table 2): 
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  can be demonstrated using the l’Hospital theorem. If 
















behaviour of the Cij, hijCij functions and their limits in the limit points of the domain of definition are 
summarized in Table 2. 
 
Fig. 9 The variation of Cij and hijCijalong the M(-z, 0.5, z) points which are situated on the line (d: 0.5 = y, x + z = 0        
M(-z, 0.5, z)) perpendicular to Lij=[AB] segment (A=(0,1,0), B=(0,-1,0)). The values of the functions are in the logarithmic 
scale. The value of  accordingly with its definition is 
12  z . If the observation point M(-z, 0.5, z) approaches the          
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ij . If the observation point M moves away from the 
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Fig. 10 The variation of Cij and hijCijalong the M(-z, z+1.5, z) points which are situated on a line (d: -x = y-1.5 = z                  
M(-z, z+1.5, z)). The values of the functions are in the logarithmic scale. The value of  accordingly with its definition is 
12  z . If the observation point M(-z, z+1.5, z) approaches the M0(0, 1.5, 0) the common point of segment [AB] and the 


















Ch  Ch  

 (where hij is the projection of M point to the    z 





















Table 2. The limits of the Cij,and hijCij functions 
constant investigated domain limit explanation 








12ln ll   AB\ABM 0 , 











































2. Numerical investigation of analytical functions of ij, i 
We have constrained the numerical investigation of i to a single Si triangular face, similarly we 
constrained the investigation of ij to a single edge of Si namely to the 12ij (Fig. 3). Without 
constraining the generality let be Si = [Ai1Ai2Ai3] = [ABC], where A(0,-1,0), B(0,1,0), C(1,0,0). 
Accordingly 
1212 
= [MiAB], 1223 = [MiBC], 1231 = [MiCA], where Mi is the projection of M to Si 
plane. We assign the value  = 2 to Si = [ABC] and we denote with  the distance of observation point 





0 5 10 15 20 25 30 35 40 45 50 z
Cij      hij Cij 
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their domains of definition and in points away from the triangular face Si, in total 8510 points (Table 4). 
Similar to numerical investigations performed for Cij the ij, i formulas where evaluated on lines 
with different directions (30 lines) around the (0,0.5,0), (0,1,0), (0,1.5,0), (0.5, 0,0) (-1,0.5,0) limit 
points. The computations were effectuated in double and quad precision. The numerical instability 
problems arise when the observation point is away from the Si face ( << 1) and near to the Si face    
( >> 1). From computation of quad precision we state max = 1025, and min = 1.510-9. 
Moving away with the observation point from the Si face the limits of ij, i and hii are 0         
(Fig. 11, Fig. 12, Fig. 14, Fig. 15, Fig. 17, Fig. 18, Fig. 20, Fig. 21), whereas the limit of hiij depends 
on the direction of approaching the line (Fig. 13, 16, 19). 
On the [AB], [BC], [AC] edges of Si = [ABC] face ij and i are not defined (Table 4). The inner 
points of this face are points of discontinuity of the second kind or essential discontinuity of i since 
the limit in these points are functions of the direction of the approaching line (Fig. 20, Table 3). 
i is continuous in the R3 \ Si domain. The limit at points adherent to set s \ Si i.e. belonging to the 
s plane defined by the ABC face without the points of the Si face is 0 (Fig. 15, Fig. 18 and Table 3). 
The points of plane s are discontinuous of the second kind for ij (Fig. 12, Fig. 15, Fig. 18), 
whereas on R3 \ s points ij is continuous (Table 3). 
The hiij , hii are continuous in all space. In the special case when the observation point belongs 
to s, the limit of hiij and hii is 0 (Fig. 11, Fig. 13, Fig. 14, Fg. 16, Fig. 17, Fig. 19, Fig. 21, Table 3), 
i.e., hiij, hii 0 if hi 0. 
We will justify our statements below. Moving away with the observation point from the Si face is 
evident from geometrical interpretation of ij, i that the limit of these expressions will be 0. This 
affirmation can be demonstrated directly starting with identity (73): 
 
























































































.           
(198) 
For distant points from Si it holds ij0, and for this reason ij0. Since i is the sum of ij we can 
conclude that i 0 if ij0 (Table 3). 
Approaching the plane s, then hi 0. Since ij is a bounded function (ij<2) then hiij and 
hii0, if hi 0 (Table 3). 
Moving away with the observation point from the Si face along a d line, then hi  or hij . 
We examined the following cases: 
1. d is perpendicular to the plane s (d  s)  (d, s) = /2. Then hi and hij  will be a bounded 
quantities. Using (197): 















    (199) 









and the following inequality: 
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. Whereas i is the sum of 







2. If (d,s)=0, i.e. d s then follows that hij and hi is bonded, which assures the convergence to 













3. If (d,s)(0,/2), then it holds hij and hi. We introduce the parameter m=tan(d,s) and the 
notations d=proj
S
d and M0 = ds. In the s plane we take the (M0, x, y) local coordinate system, where 
the x axis coincides with the d line and its direction is identical with the moving point direction. Let 
 be the rotation angle between the (O, x, y) and (M0, x, y) coordinate systems. The equation defining 








































. (hi/m, 0, hi) is the coordinate of the observation point. The hiij 
limit is independent from the coordinate system, so without limiting the generality the calculations 
are effectuated in the (x, y, z) coordinate system. For hi the argument of the atan function in 









, we can write the following identity: 































.  (202) 
(202) shows that hiij has a limit which depends on the direction of d denoted by m (Fig. 13, Fig. 16, 
Fig. 19). Using (202) we can deduce the limit of hii  as follows: 











































If Si is positive oriented then    ijijij yy 12signsign  . Thus: 




























Furthermore we investigated the limit of i in points of plane s. We consider the (125) expression 
of i: 
  213312321321321 ,2atan2 rrrrrrrrr rrrrrr
WS
i  . 
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We can distinguish three cases: (1) M0 s\Si , (2) M0  Si  and (3) M0 Si . If the observation point M 




































rrrrrrrrrrrrrrr  rrrrrrrrrrrr ,   (203)
where AM0
0
1 r , BM0
0
2 r , CM 0
0

























1 rr . Since 













rrr .    (204) 
If we approach the point M0  s \ Si along points situated outside of the plane s (M  R3 \ s), then 







If we approach the point M0  s along points in s then   0321  rrr  and holds: 
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rrr .   (209) 
By right of the (208), (209) relations we have: 
    
    



















































rrr ,   (210) 
where m is the tangent of the angle between the line d and plane s, i.e. m = tan(d,s). f(m) is the 
expression of indeterminate form 0/0 changing as a function of m, that is the directional derivatives 
(Fig. 19). In order to evaluate the expression of f(m) we define a local coordinate system in the s plane 
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with the origin in (M0, x, y), where x is identical with dd sproj  and is assumed to coincide with 
the direction of the moving observation point. Let  ijij yx 11 ,   and  ijij yx 22 ,   be the coordinates in this 
local system of vertices of the jth ( 3,1j ) edge of Si. f(m) is independent of the chosen local frame. 

















































































                   (211). 
The numerical stability of i was analyzed in 8510 points fulfilling the relation   (min , max ) = 
(1.510-9, 1025). The values of i obtained from quad precision computation were considered as 
reference.  
In the distant domain characterized with  > 1.510-8 and R3 \ s the i values will be erroneous due 
to the numerical error. Moving away from Si the limit of i is 0, between the  < 1.510-8 and                
min = 1.510-9 region the absolute error of i is characterized as   1616 10

ri
. The limit of 
errorless values of i computed with double precision is  < 3.510-6, if   (min, 3.510-6) then the 
absolute error of i is   118 10

ri
. In case of distant points situated in plane s the absolute error 
of i computed with double and quad precision is   3216 10

ri






When the computation point is situated outside the plane s and approaches a point in this plane 
then i computed with quad precision satisfies   1616 10

ri
 in computation points 









 relation, in the   (1.51018, 

















 in the   (510-4, 310-2) 








 in the   (1.5104, 




 in the   (1.5108, 1.51011) domain. In observation points 
characterized by   (1.51011, max) the numerical errors will dominate the true value of i. 
The magnitude of relative error in case of i computed with double precision both in near and far 
field regions from the polyhedron can reach the value 100%. In far field points from the polyhedron 
defined successively by relations (1)   10-6 the relative error is around 1%, (2)   10-7 the relative 
error can reach the value 100%. In near field points from the polyhedron satisfying the   1.51013 
relation the relative error can reach 1%. 
If the observation point is situated in the s\Si domain and near to lines which define the boundary 
triangle face Si then the value of i computed with double precision in these points can be compared 
with its theoretical value i = 0 in the limit point. From this comparison we can conclude that the 




whereas in the   (min, max) domain it holds that   816 10

ri
. In the domain  < 1.5108 for i 




. However in the  > 1.5108 domain i 
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is dominated by numerical error. In the   (1.51016, max) domain the Holstein1, Holstein2, Holstein3 
(Table 4) are identically zero, so they coincide with the theoretical value, as against the expression of 
Werner and Scheeres becomes indefinite.  
Finally if the observation point is situated in plane s and converges to a point in s\Si, the absolute 









case of quad and double precision. The results concerning the limit of ij, i, hiij and hij we have 
summarized in Table 3. 
 Based on the investigated limit of the Cij, hijCij, ij, i, hiij and hii functions we can derive the 
limits of gravitational potential and its first and second derivatives in the limit points of the domain 
of definition. Based on formulas (176) and (178) the analytical expressions of potential and its first 
derivatives consists only of the hijCij and hii terms, which have finite limits in every point of space. 
In the concrete case when 
00 i
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   . 
We made use of the following relations valid for 
00 i



















On this basis the gravitational potential and its first derivatives have a finite limit in any M0  point 
situated on the
0i
S face of the polyhedron. Due to the fact that i has a jump discontinuity at any point 
of 
0i
S  (Table 3) the second derivatives of potential likewise will have a jump discontinuity in these 
points. 
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Fig. 11 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0.5,0,0)  Si be a point 
of Si. The values i and hii are computed on the points M(0.5-z, z, z) situated along the line d: 0.5-x = y = z  M(0.5-z, z, z) 



























Fig. 12 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0.5,0,0)  Si be a point 
of Si. The values ij, j=1,3 are computed on points M(0.5-z, z, z) situated along the line d: 0.5-x = y = z  M(0.5-z, z, z) and 






































lim , where  BAPa 0tan ,  CBPcb 0tan , a+ b +c=2. If the observation point M 


















































i  hii 
i1             i2          i3 
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Fig. 13 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0.5,0,0)  Si be a point 
of Si. The value hiij, j=1,3  are computed in points M(0.5-z, z, z) situated along the line d: 0.5-x = y = z  M(0.5-z, z, z) and 






. If the observation point M 













,   33321  ll , l3 = 0, ( 42,423,42,22 321  yyym ) 
 
  
Fig. 14 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (-1,0.5,0)  Ext(Si) be a 
point in exterior domain of Si. The values i and hii are computed on the points M(-1 - z, 0.5, z) situated along the line d: y = 
































































i          hii 
hii1           hi i2              hi i3 
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Fig. 15 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (-1,0.5,0)  Ext(Si) be a 
point in exterior domain of Si. The values ij, j=1,3 are computed on the points M(-1 - z, 0.5, z) situated along the line                    





































lim , a=AP0B, b=BP0C, 







Fig. 16 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (-1,0.5,0)  Ext(Si) be a 
point in exterior domain of Si. The values hiij, j=1,3 are computed on the points M(-1 - z, 0.5, z) situated along the line               







. If the observation point M moves away from M0 then it holds that z and based on (201) we have 












,   222,22
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 lll  ( 5.0,5.1,5.0,1
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i1            i2        i3 
hii1             hi i2             hi i3 
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Fig. 17 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0,1.5,0)  Ext(Si) be a 
point in exterior domain of Si. The values i and hii are computed ont the points M(0, 1.5, z) situated along the line d: x = 0, 





















Fig. 18 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0,1.5,0)  Ext(Si) be a 
point in exterior of Si. The values ij, j=1,3 are computed on the points M(0, 1.5, z) situated along the line d: x = 0, y = 1.5  































lim . If the observation point M moves away from M0 then 














































i             hii 
i1            i2       i3 
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Fig. 19 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0,1.5,0)  Ext(Si) be a 
point in exterior domain of Si. The value hiij, j=1,3 are computed on the points M(0, 1.5, z) situated along the line d: x = 0,   














Fig. 20 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0,0.5,0)  (AB)  be a 
point of Si. The value i are computed on the points M situated along the lines (1) d1: x = 0, y = 0.5  M(0, 0.5, z), (2) d2:         
y = 0.5, x + z = 0  M(-z, 0.5, z), (3) d3: z = 0, x + y = 0.5, (4) d4: -x = y - 0.5 = z  M(-z, 0.5 + z, z). We denote with dk, 
4,1k the unit vectors belonging to d1, d2, d3, d4. These vectors are successively (0,0,1)  (d1 Si), (-1,0,1), (-1,1,0), (-1,1,1). 
Converging to M0(0,1.5,0) with the observation point M (M  M0) we have z  0 and considering (209) the limit of i depends 













































. If the observation 






































omegai (0;0.5;z) omegai(-z;0.5;z) omegai(-z;z+0.5;z) omegai(z=0;x+y=0.5)
hii1            hi i2             hi i3 
              i (M(0,0,z))         i (M(-z,0.5,z))               i (d:z=0,x+y=0.5)               i(M(-z,z+0.5,z)) 
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Fig. 21 Let Si = [ABC] (A = (0,1,0), B = (0,-1,0), C = (1,0,0)) be the face of the polyhedron and let M0 (0,0.5,0)  (AB). The 
value hii are computed on the points M situated along the lines (1) d1: x = 0, y = 0.5  M(0, 0.5, z), (2) d2: y = 0.5, x + z = 0 
 M(-z, 0.5, z), (3) d3: z = 0, x + y = 0.5, (4) d4: -x = y - 0.5 = z  M(-z, 0.5 + z, z). Converging to the point M0(0,0.5,0)          




























hi*omegai(0;0.5;z) hi*omegai(-z;0.5;z) hi*omegai(z=0,x+y=0.5) hi*omegai(-z;z+0.5;z)
x
            i (M(0,0,z))      i (M(-z,0.5,z))      i (d:z=0,x+y=0.5)      i(M(-z,z+0.5,z)) 
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Table 3 Classification of limits of ij, i, hiij and hijij functions 
function domain limit explanation 
ij Si = [ABC] does not exist 





s \ Si does not exist 









lim .  
0  









i Si = [ABC] does not exist 




lim ,  
    
   











































sign(hi)>0, if M and the normal vector of Si plane are in the same  
subspace f(m) is defined by formula (210) 
s \ Si 0 











lim .  
0  
0   
i







hiij Si = [ABC] 0 






h .  
s \ Si 0 






h .  




lim .  
0  
does not exist   
i





hi i Si = [ABC] 0 






h .  
s \ Si 0 






h .  




lim .  
0  
0   
i
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Table 4 The analytical formulas of Cij, ij Pij, Qij, Rij given by different authors 
Function Analytical formula Author 
Domain of definition in the 
maximal domain (min, max) assigned 
to the computations performed in 
double precision  
(min=210
-9, max=10
25) for Cij 
(min=1.510
-9, max=10
25) for ij 
𝑪𝒊𝒋





























Out of this domain expression is  






















































































































































Out of this domain expression is  

























































































In the surroundings of the segment 
[AB] the expression is defined on  
min < <10
7.  
Out of this domain expression is  




     
 
  







































































































thus on min < <max domain. 
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Expression is defined on  
min<<1.510















































Expression is defined on  
min<<1.510






    
   
 
 
   



























































Expression is defined on  
min<<1.510




























































































































,1,   







































































The formula becomes indefinite 
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3. The analysis from numerical point of view of analytical formulas of gravitational potential and its 
derivatives  
Holstein and Ketteridge (1996) and Holstein et al. (1999) investigate the numerical stability of 
analytical formulas of gravitational potential and its first derivatives in the far domain (distant points 
from polyhedron). Numerical errors of analytical formulas for the gravity potential and its first and 
second derivatives generated by a uniform polyhedral body increase with distance of observation 
point while the magnitude of these quantities decreases to 0. Similarly in case of observation point 
situated fairly near to polyhedron instead of convergence of analytical formulas to a real number 
provided by the potential theory the formulas can return a NaN value. Therefore, a limited range (a 
minimum for the observation points situated near to the target body and a maximum for the 
observation points situated far from the target body) of target distances can be specified in which 
domain the formulas are operational, beyond which the calculations are dominated by rounding error 
or become indefinite. Let  be the target body dimension which is a number characterizing the 
extension of a polyhedron body (e.g. the average of edges or the radius of inscribed or circumscribed 
sphere or the average of these radii) and  the distance from the observation point. Their ratio  = / 
is a dimensionless quantity geometrically representing the inverse distance normalized with the 
dimension of the body, which defines the angular extent of the polyhedron. 
Following formula (Holstein et al. 1999, Eq. 71) gives the relation between  and the numerical 












p  ,   (212) 
where p is percent of the rounding error,  is the floating-point precision and for  the authors estimate 
 = 4 based on model computation using a concave elementary body with 8 faces, 10 vertices and 
with dimension  = 24. In case of applied double precision computation the value of  is 2-52  10-16. 






  below of which the percent of rounding error becomes less than p and above of 
which the percent of rounding error becomes larger than p. In case of p = 100% and =2-52 for  we 
get as limit      521 2100100  . 
We repeat the investigation presented by Holstein et al. (1999) in double and quad precision and 
complete with the same formulas concerning the gravitational potential and its second derivatives 
(Table 5, 6, 7) using the same model. In these computations we considered  as unknown parameter, 
the coordinates of observation points were chosen (x,y,z)=(d,d,0) where     2  dd  [km], 
     and    522 .The values of the parameter  are given in the first column of 
Tables 5, 6, 7, the coordinates of observation points are given in the following three columns of the 
tables. The computations were done in double and quad precision and these observation results are 
given in the 6th and 10th columns.  
The realistic density models applied both in the local and regional modelling (Benedek and Papp 
2009, Benedek 2004) are built by different dimensions of volume elements (prisms or polyhedrons). 
In case of applied regional models the minimum and maximum values for the  parameter were found 
(model)
min
  = 250 m, (model)
max
  = 750 km. The most frequent dimensions of the elements were: 500 
m, 1 km, 5 km, 10 km, 100 km and 500 km. The statistics in case of applied local models are: 
(model)
min
  = 10 m and the most frequent dimensions of elements were 25 m and 50 m. All model 
computations given by Holstein et al. (1999) we have repeated for different 2400, 240, 2.4, 0.24, 
0.024 [km] model dimensions to verify the dimensional independence of relation (212) both with 
double precision denoted by r8 indices and quadruple precision denoted by r16 indices. The different 
 1.2.10 DOMAIN OF DEFINITION OF ANALYTICAL FORMULAS AND ITS NUMERICAL PROPERTIES   81 
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dimensional models were generated from the Holstein model, multiplied the model vertices with a 
constant C, C100, 10, 0.1, 0.01, 0.001 and accordingly with this the coordinate of observation 
points were (Cd, Cd, 0). For the volume element with   24 [km] dimension corresponds the C = 1 
scale factor. For every C and the corresponding model computation have to fulfil the following 
relations: 
    20,,0,, CCdCdUddU  ,     CCdCdUddU zz 0,,0,,   , 
   0,,0,, CdCdUddU zzzz  ,    (213) 
where in the left side of the equations are the results obtained for the initial model ( = 24) and in the 
right side of the equations are the results for the model with  = 24C dimensions. This means that 
for each  = 24C values the model computations are effectuated in (Cd, Cd, 0) points, where 
    2  dd  [km], (v)=C/(v) [km] and =(v)=2-52/v with different  values. The 
observation results for gravitational potential and its first and second derivatives are presented 
successively in Tables 6, 5 and 7. The (Uz(Cd,Cd,0))r16/C values computed with different values of 
the C parameter and fulfilling the condition   2.4 are the same up to ten decimal places, so these 
values can be considered as reference or exact values notated by Uz and listed in the 6th column of 
Table 5. The same expressions 
zU
~
 computed with double precision we have considered as 
approximations of exact values Uz. The columns with labels “abs. error in r16”, “abs. error in r8” and 
“    %1001~  zz UUp ” give information about the magnitude of numerical errors obtained with 
the different C values. By right of our computation the numerical error reaches 100% for  = 4.0 
which is in accordance with the  value given by Holstein et al. (1999). The (Uz(Cd,Cd,0))r16/C values 
computed with different values for the C parameter and   2.0 are the same up to ten decimal places, 
so these values can be considered as reference or exact values denoted by U and listed in the 6th 
column of Table 6. The same expressions U
~
computed with double precision we have considered as 
approximation of exact values. The    CCdCdU
rzz 16
0,, values computed with different values of 
the C parameter in domain defined by   1.4 are the same up to ten decimal places, so these values 
can be considered as reference or exact values denoted by Uzz and listed in the 6th column of Table 7. 
The same expressions 
zzU
~
 computed with double precision we have considered as approximation of 
exact values. In case of gravitational potential and its second derivatives based on same model 
computation we get successively  = 3.0 and  = 2.2 in case that errors attain 100 %. 
The following part describes local and regional model computations (Benedek 2004, Benedek and 
Papp 2009). As we mentioned previously the applied density models are composed from elementary 
volume elements (prisms or polyhedrons) denoted by i with different dimensions. The error analysis 
of these models is done by reconducting the Holstein model error analysis. For each i model element 
we assigned a scale factor C so that the element dimension will be approximately equal to C times 
the dimension of the Holstein elementary model. Furthermore for each i model element we assigned 
a domain of the observation point defined by the minimal  ihmin  and maximal distance  ihmax  of the 
observation point from the centre of mass of i where the error of gravity potential and its derivatives 
is less than 1%. For each i volume element the coordinates of computation points were M(x = d, y = d, 0). 
In this way for each i we can determine the dimensionless quantities   i  i
i 
 
hh maxmin    and 
  i  i 
i 
 








  and 









  values where n is the number of model elements. In this investigation we 
have chosen the values of C so that they characterize the minimal, the maximal and the most frequent 
volume elements dimensions applied in local and regional models. From this analysis we obtain the 
following values:   600 km, 120 km, 24 km, 12 km, 4.8 km, 1.2 km, 480 m, 48 m, 24 m, 12 m 
82                                                       J BENEDEK 
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and correspondingly we obtain C25, 5, 1, 0.5, 0.2, 0.05, 0.02, 0.002, 0.001, 0.0005 values for the 
scaling factor. For each volume element characterized by the C scale factor the coordinate of 
observation points were (Cd, Cd, 0). The values of x = y = d given in Tables 8, 9, 10 are the 
observation distances corresponding to C = 1, and the relation   h  d  22410  is fulfilled 
for d. In Tables 8, 9, 10 are presented successively the observation results of first derivatives of 
potential, the geoid undulation values (N) computed from the gravitational potential using formula N 
= U/9.780312 (Bruns formula). The computations were performed both in double and quad precision. 
The quad precision computation results (gravitational potential and its first and second derivatives) 
were independent from the C scale factor so we have considered them as reference or exact values. 
The values computed with double precision we have considered as approximations of reference 
values. The local model computations presented by Benedek and Papp (2009) can be characterized 
by 3400 >/h >10-3 arising from the volume elements dimension and the position of computation 
points. From this numerical analysis (Table 8) we can conclude that in double precision computation 
the numerical error of first derivatives of gravitational potential generated by each volume element is 















 are the exact (computed with quad precision) and the approximate value (computed with double 




























 ,  (214) 
inequality, where n is the number of volume elements in the applied density model we can deduce 
that the numerical error of gravitational potential generated by the whole density model is less than 
1% as well. Similarly we investigated the numerical error of gravitational potential and its second 
derivatives generated by the regional density model used by Benedek and Papp (2009). The model 
element and the domain of observation points can be characterized by the 17 >/h >1.510-4 
inequality. Thus using the numerical error information given in Tables 9 and 10 we can conclude that 
the numerical errors of gravitational potential and its second derivatives generated by this regional 
model is far below 1%. 
1.2.10 DOMAIN OF DEFINITION OF ANALYTICAL FORMULAS AND ITS NUMERICAL PROPERTIES                                      83 
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1.2.11. Investigation of run-time efficiency of certain analytical formulas  







ijih term. From the 








ijih  In order to choose the most efficient analytical expression it is advantageous if the domain 
of definition of the expression coincides with its theoretical domain of definition. From Table 6 we 




𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛3  and Ω𝑖
𝐻𝑊𝑆𝑐ℎ  analytical formulas. The points where the analytical formulas of Cij, ij, i 
are not defined we have to take in consideration in the course of programming or we can avoid 
singularities based on the fact that these points represent removable discontinuities. This means that 
the constants Cij, ij, i have discontinuities for which the constants’ limits exist and are finite. Thus 
instead of U(M), Uk(M), Ukl(M) we get approximations of these values U(M,), Uk(M,), Ukl(M,) as 
small as is required substituting hi+ instead of hi.  
Using the C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3  and Ω𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3formulas (Table 6) and substituting hi+ instead of hi we get the 
following approximations: 



























 ,    (215) 
 
 



















arctansign ,        (216) 
where 








1   iijMPij hlRr .  (217) 
An estimation can be given of the errors       ,, MUMUMU
MMM rrr
 ,
      ,, MUMUMU   and       ,, MUMUMU klklkl   induced by this approach 
using the difference between the calculated approximation values U(M,), Uk(M,), Ukl(M,) and the 
exact values U(M), Uk(M), Ukl(M) making use of formulas (176), (178) and (180): 


















































































Thus we have: 














































 ,          (218)




































0,  .  (219) 
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Based on Pohànka (1988) we get an estimation of error       ,, MUMUMU
MMM rrr
 . 
Using the Eqs. (56), (61), (62) of this paper we have:  


 ijijij CCh  and  4 ijijih .   (220) 
Based on eq. (66) of this paper it holds: 


























0 55  .   (221) 
Similarly we can get same relations for the gravitational potential and its second derivatives:  


















 ,       (222) 











0,,  .   (223) 
The problem can be interpreted as a stability one in the sense that inducing an infinitesimally small  
shift in the ih  variable we are interested in the impact of its on gravity field parameters i.e. we have 
to clarify the relation between the  and   ,MU 
Mr
 ,   ,MU ,   ,MU  quantities. Using 
(220) we can give estimation of the 
ijijij
CCh   and 
ijiji
h   expression as functions of . 
Based on (221), (222) and (223) the   ,MU 
Mr
 ,   ,MU ,   ,MU kl  quantities can be 
expressed in terms of 
ijijij
CCh  , 
ijij
CC  , 
ijijiji
CChh  , 
ijiji
h  , 
ijiji
h 2  and 
ijij
 . We investigated numerically the variation of these terms as a function of  by setting the 
following values:  = 10-8,  = 10-15,  = 10-25 and  = 10-35 in points fulfilling the   (min = 210-9, 
max = 1025) condition. The results are presented in Tables 11 and 12. In the near domain of the body 
( >>1) the term 
ijij
CC   becomes instable. In the model computations presented in the papers by 
Benedek (2004) and Benedek and Papp (2009) the upper bound of model is 104 ( < 104), where Cij is 
stable as Table 11 shows. The estimated magnitude of the upper bound of the quantity 
ijijij
CCh   
(first row in Table 11) from a particular  differs (are consistently larger) from the upper bound 
deduced theoretically. The quantity 
ijijij
CCh  is stable for each of the four selected  values in the                      
  (min, max) domain. 
ijij
  becomes unstable near the surface of the polyhedron (>>1). In case 
of model computation restricted by model <104 the condition 
ijij
  becomes stable for  = 10-25,  
 = 10-35 (Table 12). The upper bound of 
ijiji
h   determined numerically (first row of Table 12) 
is consistently smaller than 4 which is theoretically derived. The expression 
ijiji
h 2  is stable 
for each of the gravitational four selected  values on the domain   (min, max). By right of these 
numerical investigations we can conclude that the first and second derivatives of the gravitational 
potential are stable on the domain   (min = 210-9, max = 1025) for each  values. The gravitational 
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potential is stable on the domain  < 104 in case of  = 10-25,  = 10-35. For the other two values                 
 = 10-8,  = 10-15 choosing an adequate lower bound for  we can assure the stability of the 
gravitational potential. 
Table 11Numerical estimation of the upper bound of the 
ijijij
CCh  , 
ijij
CC  , 
ijijiij
CChh   expressions as a function 
of  where  is an infinitesimally small quantity which is introduced to modify the ih value 
 









Upper bound computation 
domain 
Upper bound computation 
domain 
ijijij
CCh   
2.3 (210-9, 1025) 2.3 (210-9, 1025) 4.2 (210-9, 1025) 2.5 (210-9, 1025) 
    K, K<10-14 (210-9, 109) K, K<10-14 (210-9, 1020) 
ijij
CC   
7.8109 (210-9, 1025) 7.21016 (210-9, 1025) 7.21025 (210-9, 1025) 7.21020 (210-9, 1025) 
2.5 (210-9, 105) 2.5 (210-9, 105) K, K<10-14 (210-9, 1010) K, K<10-14 (210-9, 1020) 
ijijiij
CChh   2.3 (210-9, 1025) 2.4 (210-9. 1025) K, K<10-9 (210-9, 1025) K, K<10-20 (210-9, 1025) 
Table 12. Numerical estimation of the upper bound of  the 
ijiji




h 2  expressions as a function 
of  where  is an infinitesimally small quantity which is introduced to modify the ih value 
 




































    K, K<10-14 (1.510




3.2108 (1.510-9, 1025) 6.31015 (1.510-9, 1025) 1.61025 (1.510-9, 1025) 21026 (1.510-9, 1025) 
3.4105 (1.510-9, 105) 3.4105 (1.510-9, 105) K, K<10-14  (1.510-9, 109) K, K<10-14 (1.510-9, 1019) 
100 (1.510-9, 102) 100 (1.510-9, 102)     
ijiji














K,  K<10-19 
 
(1.510-9, 1025) 
In certain points of the domain of definition of the analytical formulas of Cij, ij, i these 
expressions can become indeterminate. For example somewhere around the edge AB the Cij can turn 
into NaN, similarly around the plane s the ij can turn into NaN. These are is not real singularities 
but numerical instabilities of the analytical formulas can appear. We found the following stability 
domain for the particular analytical formulas of the Cij and i constants: 
The C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛 , C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3  analytical expressions of the constant Cij have stability problems around 
the edge AB. The stability of these formulas is provided by inequality constraints                                         
10-8 = min <  < max = 1025. C𝑖𝑗
𝐻𝑊𝑆𝑐ℎ is unstable near to AB, this can be avoided by restricting the 
observation domain around AB/[AB] and [AB] to points fulfilling the inequalities                                           




𝐻𝑃𝐺𝐿 ) are unstable in points around the edge AB which violate the                 
10-8= min<  < 107 condition. 
The instability of analytical formulas of i  appears around the Si face. All analytical expressions 
of i except  Ω𝑖
𝑊𝑆𝑐ℎ become unstable in points situated near to the vertices of Si. The value of i as 
the observation point approaches these vertices across points situated in the s plane defined by the 
face Si  becomes unstable when the  > 108 condition is violated. Otherwise when the computation 
point is outside the s plane the instability of i  takes place when  > 1011. In case of points situated 







𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛3 ,  Ω𝑖𝑗




𝑃𝑜ℎ𝑎𝑛𝑘𝑎3  and Ω𝑖
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛2 , Ω𝑖
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛3 , Ω𝑖
𝑊𝑆𝑐ℎ occurs for  > 108 
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and  > 1014 successively. In addition when the computation points are near to the edges of Si and are 
situated outside the s plane the instability of i takes place when  > 1013 for all i analytical formulas. 
In the inner points of Si and s\Si the condition  < 1014 ensures the stability of i. 
Time consumption is an important consideration in selecting the optimal observation formula. 
This was tested by a simple model with double precision computation. In the first test, the computation 
was repeated in a single observation point (5108 repetition for Cij and 5107 repetition for ij) in the 
second test the computation was performed for a set of observation points and than this repeated. The 
obtained results are presented in Tables 13 and 14. We can conclude that formula denoted by HWSch 
has the best performance. Furthermore the time consumption of Cij is approximately 20% of ij 
computational time.  
Table 13. The time consumption (t) of constants using the repetition (nr) of one observation point. The computational time of 
Cij constants are compared with computational time of Pohànka
3 formula. The Holstein3 formulas were chosen as reference 








sum in the Pohànka3 formula (in our model computation l(i) = 3) consists of l(i) terms 
of arctangent function. Using relation (221) the l(i) terms of the arctangent function can be transformed to only one term of the 
arctangent function. The deduced formula is denoted by (Pohànka3)*  
constants nr t  
C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 510
8 100% (8.6 min) 
C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛 5108 70% (6.0 min) 
C𝑖𝑗
𝐻𝑊𝑆𝑐ℎ 5108 60% (5.3 min) 
Ω𝑖
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 510
7 90% (3.9 min) 
(Ω𝑖
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3)* 510
7 77% (3.3 min) 
Ω𝑖
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛3 510
7 100% (4.3 min) 
Ω𝑖
𝑊𝑆𝑐ℎ 5107 13% (0.6 min) 
Table 14. The time consumtion (tA, tB) of constants using the repetition (nrA, nrB) in case of observation points given in A and 
B sets. The computational time of Cij constants are compared with computational time of Pohànka
3 formula. The Holstein3 









 (in our model computation    
l(i) = 3) consist of l(i) terms of arctangent function. Using relation (221) the l(i) terms of the arctangent function can be 
transformed to only one term of the arctangent function. The deduced formula is denoted by (Pohànka3)*. The A and B sets 
consist of 4930 and 8510 computation points 
constants nrA tA  nrB tB  
C𝑖𝑗
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 510
5 100% (10.6 min) 5105 100% (16.1 min) 
C𝑖𝑗
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛 5105 61% (6.5 min) 5105 71% (11.4 min) 
C𝑖𝑗
𝐻𝑊𝑆𝑐ℎ 5105 45% (4.6 min) 5105 60% (8.4 min) 
Ω𝑖
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 510
4 86% (4.6 min) 5104 88% (7.0 min) 
(Ω𝑖
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3)* 510
4 98% (5.2 min) 5104 86% (6.9 min) 
Ω𝑖
𝐻𝑜𝑙𝑠𝑡𝑒𝑖𝑛3 510
4 100% (5.3 min) 5104 100% (8.0 min) 
Ω𝑖
𝑊𝑆𝑐ℎ 5104 14% (0.7 min) 5104 13% (1.0 min) 







ij into one term using the following 
relation: 









kj ixx 1argatan .    (224) 
Taking into account the limits of Ωi, i.e. i(-2, -2) and the expression of Ωij as jij xatan2 , it 
follows that   
j










kix1arg  can be determined uniquely. 
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formula (Tables 5, 6). The numerical behaviour of the (Ω𝑖
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3)
∗
 formula is the same 
as Ω𝑖𝑃𝑜ℎ𝑎𝑛𝑘𝑎
3




appears when the condition  < 108 is violated.
1.2.12 Description of the computational algorithm for gravitational potential and its derivatives 
applied in gravity field modelling 
In the following we present the computational algorithm developed by us. The analytical formulas 
involved in the algorithm: 































    (225) 



























,   nr    (226) 


















)sign(,   eneνen .                (227) 
The definitions of the constants C𝑖𝑗𝜀
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 , 𝜃𝑖𝑗𝜀
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3  are:  











































221 lnsignlnsign,,,,             (228) 




















 ,            (229) 
where 
  ii zz ,
22
 zhW ijij  ,
22
1  ijijij WlQ  ,
22
2  ijijij WlV  ,  ijijij VQT     (230) 

























 , iijij nμν  ,         (231) 
Mijij rar 1 , Mijij rar  12 ,                                          (232) 
ijijijl μr  11 , ijijijh νr  1 , iijii hz nr  1 , ijijij lll  12 .  (233) 
n is the number of polyhedron faces, l(i) is the number of vertices of the ith face.  
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Fig. 21  Geometrical explanation of quantities occurring in expression (230) 
The normal vectors of the local coordinate system belonging to the i face and j vertex indices are 
successively ni the normal vector of the ith face, μij the normal vector of the edge connecting the j and 
j+1 vertices belonging of the ith face (succession j, j+1, j+2... of vertices is considered positively 
oriented), νi.j is a unit vector situated in the plane Si and perpendicular to μij so that (μij, ni, νij) form a 
right-handed system belonging to the (i, j) index pair. In practical implementation in the first step for 
each plane Si the positive orientation of vertices is assigned as described in Section 1.2.3. Based on 





1 ,...,,...,, iilijii   aaaa  the position vectors in order of initial considered orientation. If 
    0,,020101  GGGiii zyxff lla , then it means that the initial orientation is adequate, namely 
)(,1,, 00 ilj   ijijijij  llaa , where  iilijii   aaaa ,...,,...,, 21 denotes the desired positive oriented vertices. 
If     0,,020101  GGGiii zyxff lla , then we will choose the opposite of initial orientation of vertices, 
thus )(,2,, 0 2)(
0
2)( ilj  jiilijjiilij   llaa . We denote with (xG, yG, zG) the coordinates of mass centre 


























zyx zyx zyx  aaa . 
The scalar quantities l1ij, l2ij, hij, hi, zi belonging to the jth vertex are computed using (231) relations. 
The l1ij, hi, hij scalars geometrically represents the signed projection of r1ij on μij, ni, νij. The Cij, θij  
scalars are computed with formulas (228)-(229) in each vertex of each plane using the l1ij, l2ij, hij, hi, 
zi and  Wij, Qij, Vij quantities. l1ij, l2ij, hij, hi, zi are computed based on (232), substituting them in (229) 
we obtain Wij, Qij, Vij, where the first quantity represents the distance of computation point P to the 
edge belonging to the jth vertex, the second and third ones are the distances of computation point from 
the j and j+1vertices. The value of sign(hi) is -1, if ni points in the direction of half space determined 
by the computation point and the Si plane, 0 if the computation point is located on Si plane and +1 
otherwise.  is an arbitrary small positive quantity introduced to avoid the singularities (Pohànka 
1988) which can appear on polyhedron vertices, edges or faces. Thus all analytical expressions of 
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gravitational filed related quantities presented previously will be valid in all space. Both in regional 
and local modelling the value of  was chosen as 10-25. 
The developed Fortran program in its present form works for a particular polyhedron with 5 faces, 
namely truncated triangular prisms (two triangles and three quadrilaterals, see Fig. 21) which we 
found to be the most suitable elementary volume element to describe the 3-D volume element model 
of the crustal structure and density distribution of the regional model of Pannonian-Basin (Benedek 
2004, Benedek and Papp 2009). The program can handle the degenerated volume elements which 
occurs when one (triangular pyramid or tetrahedron) or two (quadrilateral pyramid) vertices of the 
two triangle faces coincide. The input data of the program is a set of elementary volume elements of 
truncated triangular prisms or their degenerated forms, i.e, triangular or quadrilateral pyramids given 
by the coordinates of vertices. We get as output the gravitational potential and its derivatives 
generated by the integrated model as a sum of gravitational effects generated by the input elementary 
volume elements (principle of superposition). The input file consists of the geometrical (coordinates) 
and physical parameters (density) of n truncated triangular prisms given in n rows and in each row 
are listed the coordinates of six vertices of the truncated triangular prisms as x, y and z coordinates 
and the density of particular volume elements comes last. The ranking of vertices is obtained from 
the positive orientation as described previously of the one of the triangular face (assigned as top of 
polyhedron) and this is followed by the adherent vertices of the other triangular face (assigned as 
bottom of polyhedron), a total of 6 points i.e. 18 coordinates. The list of input data file of n volume 




































1 ,,,,,,,,,,,,,,,,,, zzzzzzyyyyyyxxxxxx , 
  
nnnnnnnnnnnnnnnnnnn zzzzzzyyyyyyxxxxxx ,,,,,,,,,,,,,,,,,, 654321654321654321 , 
where the lower index indicates the rank of vertex, the upper index denotes the rank of volume 
elements in the input file, i is the density value of the ith homogeneous polyhedron volume element. 
In case of degenerate truncated triangular prisms one (triangular pyramid or tetrahedron) or two 
(quadrilateral pyramid) vertices of top and bottom triangular faces are identical. The second input 
data is the list of the observation points which can be randomly-spaced given by (xP, yP, zP) 
coordinates or gridded data points generally given at the same height with respect to a reference 
surface (geoid or ellipsoid) or to the terrain. The grid can be defined by its origin and cell sizes          
(x, y), the horizontal coordinates of grid points can be specified by x, y, and by nx, ny grid points 
number in the x and y direction. After we have finished data reading we shift the origin of the initial 
coordinate system in the actual observation point (xP, yP, zP) (Fig. 21). The new coordinates of the kth 















































The program starts to compute the gravitational effect generated by each volume element in this new 
coordinate system with respect to the origin O(0,0,0). In case of each volume element we pass through 
the faces. For the ith face is chosen the adequate order of vertices of this face which assign the positive 
orientation to this polygonal face. Using (231)-(233) formulas we compute the l1ij, l2ij, hij, hi, zi and 
Wij, Qij, Vij constants belonging to the ith face, furthermore applying the (228)-(229) relations for 
these constants we get 𝜃𝑖𝑗𝜀
𝑃𝑜ℎ𝑎𝑛𝑘𝑎3 , 𝐶𝑖𝑗𝜀𝑃𝑜ℎ𝑎𝑛𝑘𝑎
3
. Passing through each face of the kth polyhedron we 
generate the mentioned constants and inserting these values into equations (225)-(227) we get the 
gravitational potential and its derivatives generated by the kth volume element. Based on the 
superposition principle the sum of the quantities belonging to the particular volume elements gives 
the integrated gravitational effect. 
Compared to the rectangular prism the analytical formulas of the gravitational potential and its higher 
order derivatives are more complicated so their calculation is more time consuming. The necessary 
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runtime is approximately twice (2.3 times) of what is required by rectangular prism computations. If 
the model extension and/or resolution are increasing, the computational time will grow linearly. The 
actual polyhedron model of the lithosphere that contains more than one million volume elements 
needs approximately one month of computation time on a computer dedicated to general IT tasks if 
the number of computation points is around 105. The parallel programming of HP rx2800 i4 4-core 
platform can reduce the computational time by more than 30 times, so the mentioned model 
computations will take some days only.
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2 Theses 
In the following the thesis formulated on basis of this work (first three theses) and on basis of two 
publications (Benedek 2004, Benedek and Papp 2009) are presented: 


























 rfr  to which the analytical formula for the gravitational potential of a 
polyhedron can be reduced. In the general solution by choosing a suitable function * we can get 
the individual solutions of other authors back. I completed the existing analytical formulas for 
the first order derivatives of the potential given by other authors with formulas for the potential 
and the second order derivatives of the potential in case when these were not determined by 
them. 
I determined numerical stability ranges for constants involved in the analytical formulas of 
gravitational potential and its first and second order derivatives. I also determined limiting values 
of constants in critical points and I set up a classification for the formulas determining the 
constants based on the needed computation time. 
 
2. I gave an estimation and defined functions for the numerical errors of analytical formulas of 
potential and its derivatives. The errors are for the polyhedron function of normalised distance 
(normalisation was effectuated by linear dimension of polyhedron) of the computation point. I 
handled the exponent appearing in these functions as a parameter. It was 2.2 and 3.0 in case of 
the potential and the second order derivatives of the potential applying the conditions of double 
precision computation and 100% error level. I showed that the numerical error is less than 1% 
either for far (at e.g. GOCE orbital altitude) or near surface (<1 m) points if the polyhedron 
model of the crustal structure of ALPACA (AlpinePannonianCarpathian) region is used for 
forward computations. 
 
3. I found a correlation between the time of the computation and the computational parameters 
(number of volume elements and observation points) of the polyhedron and rectangular prism 
model. The time needed for calculating gravity potential and its first order derivative with the 
algorithm developed by me is 2 times more using polyhedrons than the one optimised by Nagy 
(1988) for the rectangular prisms, applying double precision arithmetic. 
 
4. Modelling the vertical gradient of gravity (VG) in near-surface points based on DTM having 
10m  10m resolution the rectangular prism approach does not provide enough accuracy. The 
change of the second order derivatives by z of disturbing potential can be too high even between 
adjacent points (25 m). In near surface points the second order derivative by z reacts sensitively 
to the stepped structure of the modelled surface due to the geometry of the rectangular prism. 
Therefore the observed correlation between the surface and the gradients, the existence of which 
follows from the theory is very weak. The application of polyhedrons, however, may improve 
significantly the correlation even if the resolution of the basic DTM is not increased as it is 
proven by the computations on the Sóskút test area of TUB. I also showed that using a 
polyhedron model, the changes of the computed VG (vertical gradient) values between the 6 
networks points correlate well with the changes of the VG values derived from in situ gravity 
observations. 
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5. By the application of forward modelling, I demonstrated that the individual contributions of the 
topography and of the upper mantle to the second derivatives of the disturbing potential T 
certainly reaches one Eötvös unit in the planned altitude (250 km) of the GOCE (Gravity and 
Steady-State Ocean Circulation Experiment) satellite. The contribution is only several 
hundredths Eötvös in case of the Neogene-Quaternary sedimentary complex. Additionally, I 
found that in the ALPACA region the effect of the Earth’s curvature is an average of 10% of the 
absolute value of local contributions i.e. several hundredth Eötvös unit in the studied altitude 
range (300 km  400 km). Considering the topography the effect of the Earth’s curvature on the 
second order derivatives of the potential highly exceeds the sensitivity of the satellite 
gradiometer. In case of the sediments this effect is estimated to be within the expected noise 
range of the measurements. 
I found also that when one eliminates the effect of topography and of the sediments from the 
measurements of GOCE, the gradient observations can be transformed into density contrast 
values by means of inversion of the residual effect. It gives a real chance to increase the precision 
of the density contrast values at the Moho surface.
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3 Outlook 
Currently available high-resolution digital elevation models permit computations of terrain-related 
gravitational parameters with an unprecedented accuracy. It is ±0.1 mGal (1mGal=10-5 m/s2) and ±10 E 
unit (1Eötvös=10-9 s-2) in terms of the first and second derivatives of the gravitational potential, 
respectively. These grid models, however, mean a huge number of elementary polyhedron volume 
elements (even ~100 million polyhedrons in case of a country as small as Hungary) the computation 
of the gravitational effect of which is a real challenge when fully analytical solution is preferred. If 
the characteristic number i.e. the number of volume elements times the number of observation points 
is around 1012 the runtime may take a few months on a single processor (core) designed for general 
IT purposes. A static generalization technique presented in Journal of Geodesy (Benedek et al 2018), 
however, may reduce the number of volume elements efficiently to 5 – 10 % if the known/estimated 
accuracy of the terrain data is interpreted as a threshold parameter. The methods are based on the 
statistical equivalence of a theoretically infinite number of models describing the reality represented 
by erroneous data. This statistical rule makes the description of a surface with a triangular mesh 
composed by a minimum number of triangles having variable dimensions possible. The measure of 
optimization depends on the accuracy and the variability of the input data. In the range of the threshold 
all the possible realizations of the real topography may give statistically equivalent results in 
gravitational forward modelling. Obviously, the decrease of the number of volume elements has a 
favourable influence on the computation time. Based on experience sometimes it can be decreased at 
least to 10% of the processing time of the initial input model whereas the error of modelled data 
remains consistent with the errors of input surface data.  
The efficiency of the methods can be evaluated by the GGMplus model (Hirt et al. 2013) providing 
data of Earth’s gravity at 200 m grid resolution with near-global coverage. By the application of the 
proposed generalization technique the agreement between gravity data synthetically computed from 
the local model HU-DTM30 and GGMplus gravity can be analysed up to the ultra-high frequency 
components provided by the SRTM3 global elevation model for GGMplus. If the discrepancy is not 
significant the use of the SRTM3 surface model instead of HU-DTM30 in the geodetic computations 
can also be feasible but at the same time it reduces the computational time by a factor of 10 due to the 
resolution differences. In this case even a global model can be applied for local/regional modelling of 
the gravitational effect of the topographical masses in the ALCAPA region. Otherwise the merging 
of the local terrain model (HU-DTM30) and the regional surface model (SRTM3) will be necessary 
to generate a suitable topographical model which can describe the local gravity field with sufficient 
accuracy.  
The model optimization methods developed by us can be applied for the optimal discretization of 
the ocean surface starting from source data (e.g. RECON_SEA_LEVEL_OST_L4_V) is an important 
step in the modelling of the ocean loading effect in tidal analysis too. The triangular mesh describing 
the water surface deforming in time according to the instantaneous tidal forces can be used to form a 
volumetric model by polyhedron volume elements. Its time variant gravitational effect can be 
calculated analytically in a global coordinate system. One of the main questions of the research is if 
the ocean loading effect can be modelled consistently with the observations with sub-microgal 
precision. Observations performed in the previous NKFIH-OTKA project (K101603) show that the 
variation of M2 tidal amplitude strongly influenced by ocean loading effect may reach several tenths 
of 1microGal in the Pannonian Basin. Based on synthetic loading data obtained from the FES2014 
model the increase of the ratio should be much higher so an independent validation of the results is 
necessary. An adequate ocean loading model quantitatively consistent with our tidal gravity 
measurements will provide a tidal model even with sub-microGal accuracy for the Pannonian basin. 
Elimination using an accurate tidal model will help the correct interpretation of tendencies of long 
periodic and secular changes in the gravity field on a shorter time base. An improved tidal model will 
help the quick indication of the gravity effect of these processes reducing the cost of monitoring. 
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As a continuation of the work of Dezső Nagy (e.g. Nagy 1966) the forward modelling program 
systems written by the applicants in Fortran language (on HP Unix platforms) are available from the 
early ’90s and from 2000 for the calculation of the gravitational effect of prism and polyhedron 
volume elements, respectively, and are continuously developed. Although very complex modeller 
systems equipped by graphical user interface, like IGMAS (Götze and Lahmeyer 1988) also exist and 
are available for the research community, basic research usually needs high flexibility in program 
coding to defer to the continuously varying requirements and aims. As a result of it the PI of this 
proposal could e.g. speed up the calculation of the gravitational effect of the polyhedron volume 
element so now it is only twice of what is needed when prisms (the computation of which has been 
already optimized by Dezső Nagy) are applied. 
For the task of regional gravity inversion a reliable regional model of the 3D density distribution 
based on geological and seismological information, composed by rectangular volume elements 
(prisms) of different dimensions is available for the Pannonian basin and its orogenic surroundings 
for the uppermost 50 km of the lithosphere (Papp and Kalmár 1995, 1996, Papp and Benedek 2000, 
Benedek and Papp 2009, http://www.ggki.hu/fileadmin/user_upload/ggki/Munkatarsak/papp/e-
cikkek/geoid1.html). The model contains four submodels of the main structural units of the 
lithosphere: the models of the surface topography, the Neogene –Quaternary sedimentary complex, 
the lower crust and the upper mantle. The limited spatial extent of this model and its relatively simple 
density distribution restrict the accuracy of the computations. This model, however, is being updated 
from time to time as more and more geological and geophysical data about the crustal structure of the 
Pannonian basin become available. In addition, because of the rigorous functional relations between 
the gravity field parameters computed from the density model by forward modelling, it is possible to 
validate numerical methods (for example a specific solution of the Stokes integral) in a closed-loop 
test way. The reliability of the model can be checked by different quantities of the observed gravity 
field (e.g. measured gravity anomalies, geoid undulations computed from measured, potential related 
data, etc.). This technique has been used to study the compaction of the Neogene-Quaternary 
sedimentary filling of the Pannonian Basin, and its relation to the observed anomalous gravity field 
(Papp and Kalmár 1995). In addition it has been proved that the local part of geoid undulation               
( < 300 km) can be successfully interpreted by the model (Papp 1996a, Papp and Kalmár 1996) at 
the level of ±10 cm in terms of standard deviations of the residual undulations. The 3D lithosphere 
model of the Alpine-Carpathian-Pannonian region makes possible – by certain conditions – to 
determine different parameters of the gravity field (gravity acceleration, geoid undulation, gravity 
potential, gravity anomaly) analytically (Papp 1996a, Papp 1996b, Papp and Benedek 2000, Benedek 
2001, Papp et al 2004, Papp et al 2009). Beyond rectangular prisms polyhedrons can also be used to 
discretize the density distribution inside 3D models of geological structures (Benedek and Papp 2009, 
Benedek 2009). This way the geometrical description of the density interfaces considered can be 
significantly improved and modelling can be extended to global coordinate systems easily. In between 
the interfaces, where data are available, further refinement of the discretization is possible.  
For instance, the borehole measurements sampling vertically the sedimentary complex in the 
Pannonian basin show significant compaction of the sedimentary rocks, providing typical non-linear 
density-to-depth functions. Their weighted average density contrast is -460 kg/m3 so the presence of 
the sediments represents a significant lack of mass relative to the 2750 kg/m3 average density of the 
crust (the average crust is represented by one block with  = 2750 kg/m3). Taking this information 
into account the model of Neogene-Quaternary sediments consists of ~31000 polyhedron volume 
elements. A density contrast value averaged along the depth from the density-to-depth function is 
assigned to each element. In this way (using the density contrast function) the Pre-Neogene crystalline 
basement (Kilényi and Rumpler 1984, Brezsánszky 1989 and Kilenyi et al. 1991) is involved in our 
lithosphere model with a constant density (ro = 2750 kg/m3) value.  
In the case of surface topography geological maps from the area of Czech Republic, Slovakia 
(Pavel Novak pers. comm.) and Hungary (Rónai 1985) were used to improve its density distribution 
which significantly deviates from the 2670 kg/m3 value uniformly used in forward modelling 
(Völgyesi et al. 2005).  
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Based on the unprecedented progress in satellite, but also airborne and terrestrial measurements 
global/regional digital terrain models (e.g. SRTM3) and data sets describing the Earth’s inner 
structure with high resolution give new possibilities for refined studies on a synthetic terrestrial 
gravity field. This ensures both the spatial extension of the existing model of the lithosphere and the 
improvement of its geometrical and physical parameters (Kalmár et al. 1996). In continental-scale 
gravity field modelling the high resolution (3-arc-sec by 3-arc-sec), SRTM3 elevation model (Farr et 
al. 2007) providing nearly global coverage and derived from the analysis of the Shuttle Radar 
Topography Mission has a great importance (GGMPlus, Hirt et al. 2013) since the most dominant 
near surface density interface is the topography itself (transition from 1000 kg/m3 – 2700 kg/m3            
to ~ 0 kg/m3). Useful geometrical and physical data about the inner structure of the Earth is supplied 
by PREM, the CRUST2.0 (Mooney et al. 1998) and CRUST1.0 (Laskei et al. 2013) in global scale.  
Regionally the freely available new Moho map (Grad et al. 2009, 
http://www.igf.fuw.edu.pl/mohomap2007a) covering the European continent gives the possibility to 
extend our present lithospheric model horizontally.  
The application of prism volume elements, however, is limited by the extension of the model, due 
to the curvature of the Globe. The application of polyhedron volume elements in a global Cartesian 
coordinate system overrides this problem and improves the geometrical description of the bounding 
surfaces. Choosing a proper density value for every polyhedron volume element according to the 
geological/geophysical constraints it is possible to generate a density model with discrete density 
distribution both in local map projection (planar) and global (e.g. WGS84) systems. Analytical 
expressions for the gravity field of a polyhedral body with constant, linearly and polynomially varying 
density are also available (Garcia-Abdealem J, 1992, 2005, Pohánka 1998, Hansen R O 1999, Holstein 
H 2003, Zhou X 2009) thus can be conveniently implemented in the current program system used in 
this stady. This enables modelling of the continuous density variation inside a single volume element 
where the geological data justifies its existence.  
Regional investigation of synthetic gradiometric data calculated from both prism- and polyhedron-
based density models shows that the effect of the difference between the two volume elements could 
not be negligible at the Gravity Field and Steady-State Ocean Circulation Explorer (GOCE) orbit 
altitude (Benedek 2009, Benedek and Papp 2009). The differences are mainly related to the effect of 
the curvature and their magnitude depends on which structural part of the lithosphere is considered. 
For the sediments it is in the range of noise of the gradiometric measurements whereas for the other 
parts (e.g. topography) it is not negligible. Furthermore the model computation shows that the 
anomalous individual contributions of the topography and the upper mantle to the second derivatives 
of the disturbing potential can reach 1 E unit. In case of the Neogene - Quaternary sediments this 
contribution is several hundredths of E unit only, but this is still higher than the measurement accuracy 
at satellite altitude. At the GOCE altitude the dominance of regional variation can be observed, 
ensuring the spectral consistency of the initial model and the residual effect which is a necessary 
condition for the gravity inversion process. 
The application of gravity gradients observed at GOCE satellite altitude is a current research topic 
in global and regional geophysical interpretation (Bouman et al. 2016, Holzrichter 2013). For forward 
model computations the tesseroid and polyhedron volume elements are both used. The lithospheric 
structure of the Western Carpathian-Pannonian Basin region using 3D modelling was investigated by 
Tasarova et al. (2009) and a gravity model of the region consistent with petrological data collected 
from various geophysical datasets was determined. Later on the 3D lithosphere model LitMod 3D of 
Central Europe was also compiled (Tasarova et al. 2016). It combines a large number of geophysical, 
geological, and petrological data having different resolution. The results of these efforts can be 
inferred and used as reference in the further investigations. 
Our model optimization methods can be applied for the optimal discretization of the ocean surface 
in order to model the ocean loading effects starting even from source data e.g. 
https://podaac.jpl.nasa.gov/dataset/RECON_SEA_LEVEL_OST_L4_V1. This model computation 
will provide the gravity effect generated by the ocean loading effect in given location and epoch. One 
of the main questions of the research is if the ocean loading effect can be modeled consistently with 
the observations with sub-microGal precision. 
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The two most well-known global environmental datasets are the Global Shuttle Radar Topographic 
Mission (SRTM) Digital Elevation Model (Jarvis et al 2008) and the Advanced Spaceborne Thermal 
Emission and Reflection Radiometer Global Digital Elevation Model (ASTER GDEM). The heights 
of both models are referenced to the EGM96 geoid, the horizontal datum is WGS84. SRTM3 is post-
processed from SRTM data (Reuter et al. 2007) and has 3 arc second (approx. 90m) horizontal 
resolution, ASTER GDEM has a resolution of 1 arc-sec. It is important to note that these models are 
surface models and should be distinguished clearly from terrain models due to acquisition method. 
The estimated vertical accuracies derived from comparison with geodetic network points are ±16 m 
at 90% confidence level, and ±20 m at 95% confidence level (Papp and Szűcs 2011). Both models 
are publicly available.  
A high resolution (30 m x 30 m) digital terrain model of Hungary became recently available which 
allows the computation of terrain effects in gravitational modelling with a resolution higher than ever 
before. This resolution, however, generates an unprecedented number of elementary polyhedron 
volume elements (~100 millions) for the topography model. This is an increase by one order of 
magnitude related to the recent model used for calculations which can only be handled applying the 
model optimization methods previously described. 
Since the GGMplus model (Global Gravity Model plus, Hirt et al. 2013) is available from 2013, 
providing data of Earth’s gravity at 200 m resolution with near-global coverage, it can be efficiently 
used to check the results of forward calculations of terrain effects from the available national digital 
topographic model mentioned above. In this way the discrepancy between the elevation (i.e. surface) 
and terrain models can be investigated according to the theoretical concepts (e.g. regularization of 
boundary values for geoid determination) of physical geodesy. If the discrepancy is not significant 
the use of the SRTM3 elevation model in the geodetic computations can be also reasonable which 
reduces more than 10 times the computational time due to the lower resolution of the SRTM3 model. 
Otherwise the combination of the local terrain model and the regional elevation model will be 
necessary to generate a suitable topographical model which can describe the local effect of 
topographical masses with sufficient accuracy (Papp et al. 2009). 
It is also known that since 2015 the SRTM data are in the public domain at 1 arc-sec resolution 
(30 m postings). The combination of this new elevation data set with the national DTM allows 
generating an unprecedented-resolution (1 arc-sec) model of the topographic gravity field over the 
entire ALCAPA.
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