Abstract. We investigate the dynamics near the essential singularity at infinity for a class of zero-free entire vector fields of finite order, i.e., those of the form f(z) -eP(-z1 where P{z) = zd or P(z) = az2 + bz + c. We show that the flow generated by such a vector field has a "bouquet of flowers" attached to the point at infinity.
Introduction
In this paper we consider the dynamics in a neighborhood of infinity of the flow generated by an entire vector field of the form f(z) = exp(y?(z)), where z g C and P(z) = zd or P(z) = a z2 + b z + c. Notice that such entire functions have an essential singularity at infinity. Our motivation for examining this rather special looking class of vector fields comes from three sources. First we are interested in extending to entire vector fields the work of Benzinger [1991] . There a fairly complete description of the global dynamics of the flow generated by a rational vector field f(z) = p(z)/g(z) is given. As we shall discover, however, the dynamics near the essential singularity for the class of entire vector fields we consider here is rather more complicated than is the case for a rational vector field.
The choice of entire vector field studied here is motivated by the theory of entire functions (see, e.g., Boas [1954] ). An entire function / is of finite order p if it satisfies the following growth condition. Let M(r) = max|z(<r |/(z)| and define p = inf{s | limsup,..,,» r~s log M(r) < oo}. The required condition is p < oo. Entire functions of finite order have many nice properties not shared by entire functions not in this class. For example, such functions can be represented in the form f(z)=*v« n 0 -f) exp if+5(f)2+• • •+¿(f)') > . , V zn) \Zn 2 Zn P Z" J where z" ^ 0, f(z") = 0, p < p, and P(z) is a polynomial of degree at most p. Thus in this paper we consider the "leading order term" in the class of zero-free entire vector fields of finite order. We view this as a first step in understanding the global dynamics of the flow generated by an arbitrary entire vector field of finite order. Note that most of the "standard" examples of entire functions ( sin z, cos z, sinh z, etc.) are of finite order. Finally, we are also interested in issues related to numerical analysis. In Hockett [1992] the global dynamics of the forward and backward Euler algorithms are analyzed in the case where the vector field is a complex polynomial. There techniques from complex analytic dynamics are used to show how to modify the standard algorithms so as to obtain mappings which provide global approximations to the flow. The same techniques, with minor modifications, may be applied to rational vector fields as well. An important element of the analysis involves understanding the dynamics of the flow near the poles of the vector field. In the setting of one complex variable it remains, therefore, to understand how to deal with the case of a vector field with essential singularities.
Our main tool for analyzing the dynamics near infinity is the procedure of "blowing up" a singularity. Roughly speaking one introduces a singular change of coordinates (perhaps more than once) which replaces a singular point in the vector field by a boundary onto which the original vector field may be smoothly extended (after, perhaps, a reparametrization of time). After a finite number of such blowups one has created a flow-invariant boundary containing isolated equilibria. An analysis of these equilibria provides a way of understanding the structure of the flow near the singularity of the original system. We shall discover that the isolated equilibria found after blowing up are degenerate, i.e., have an eigenvalue with zero real part. Thus we will need to make use of center manifold theory in order to understand the dynamics near these equilibria.
In Section 1 we provide a synopsis of those results about blowing up and center manifold theory which we need later. Section 2 is the main part of the paper in which we show that the flow generated by f(z) = exp(z¿) near the essential singularity at infinity contains d "flowers". We also show that the general quadratic case f(z) = exp(a z1 + b z + c) has essentially the same dynamics as the special case f(z) = exp(z2). We end, in Section 3, with some speculations about the general zero-free finite order case f(z) = exp(P(z)) where P is a monic polynomial of degree d.
Background on blowing up and center manifolds
As indicated in the introduction, our main techniques for analyzing the dynamics of the flow near the essential singularity at infinity involve blowing up the singularity, then using center manifold theory to analyze the degenerate equilibria which we find after blowing up. It will be useful to discuss these techniques in general before applying them to the cases of interest here.
Sometimes the process of blowing up is described by saying that one introduces a singular change of coordinates which expands a singular point into a boundary onto which one extends the original vector field. This is somewhat inaccurate and a little confusing if one regards the coordinate change as taking place on a given fixed phase space. A more accurate description can be given in the following terms. For simplicity we discuss only the case of a planar vector field with a singularity at the origin.
Consider a dynamical system x = F{x), x e R2 -{0} where the vector field F is smooth except at the origin, where F has a singularity. The basic idea behind blowing up is to find a diffeomorphism <P from the interior of a (possibly noncompact) manifold with boundary M into a neighborhood of the origin in R2 suchthat <3>(9Af) = 0. One may pull back the vector field F via O to define a vector field &*(F) in a neighborhood of dM. With an appropriate choice of the mapping & it is often the case that the pullback O.(F) may be desingularized by reparametrizing time, so that the desingularized vector field then extends smoothly to dM. An analysis of the dynamics in a neighborhood of dM can be used to understand the dynamics near the origin in the plane.
As a simple example consider the system z = 1/z4, z e C -{0}. Let (0, r) denote coordinates on the open cylinder C = S1 x (0, oo) and consider the mapping from this cylinder to the punctured plane defined by z = o>(0, r) = re'e. Notice that Q>_1 is not well-defined at the origin, i.e., the point z = 0 has been "blown up" into dC. The pullback by this mapping determines the following dynamical system on the open cylinder
We may remove the singularity on dC by a reparametrization of time (this does not change the geometry of the trajectories of the flow) to obtain 0 = -sin40, r = rcos40.
This latter system on C extends smoothly to dC and in fact dC is invariant under the flow. There are eight hyperbolic equilibria at (0, r) = (kn/4, 0), k = 0, 1,2,...,7, with eigenvalues 4(-l)fc+1 and (-1)*. Thus these equilibria on dC are all of saddle type. This analysis allows us to conclude that the origin is an 8-pronged (singular) saddle point for the original system.
The technique of blowing up a singularity appears in a variety of contexts in dynamical systems. See, for example, Devaney [1981 Devaney [ , 1982 , Chapter 7 of Guckenheimer and Holmes [1983] and Hockett [1992] .
The other main tool in our analysis is center manifold theory. We collect here the main results which we will need later. Since our analysis takes place exclusively in two dimensions we shall state results in that setting only. For general background on invariant manifold theory and center manifolds see, e.g., Guckenhimer and Holmes [1983] or Carr [1981] . Consider the planar system (1.1) x = f{x,y), y = ky + g(x,y), where k ¿ 0 and / and g are smooth functions satisfying /(0, 0) = g(0, 0) = 0 and Df(0, 0) = Dg(0, 0) = (0, 0). Notice that the origin is an equilibrium point for ( 1.1 ) with eigenvalues 0 and k. The first result concerns the existence of a local center manifold for this system.
Theorem CM1. The system (1.1) has a local center manifold y = h(x), h{0) = h'(0) = 0 defined on \x\ < à for à sufficiently small. Moreover, h is C2 and the flow in the center manifold is governed by the equation
The next result shows how one may use properties of (1.2) to deduce properties of (1.1) near the origin. Theorem CM2. Suppose that the origin is stable (asymptotically stable) (unstable) for (1.2). Then the same stability property holds for the origin in (1.1). Moreover, if the origin is stable and (x(t), y(t)) is a solution of (1.1) with (x(to), y(*o)) sufficiently small, then there exists a solution u(t) of (\.2) such that x(t) = u(t-tQ) + 0(e-*t-M), y(t) = h(u(t -i0)) + 0(e-*'-'°>) as t-+ oo.
Thus, in the stable case, solutions of the full system which start near the origin approach solutions in the center manifold exponentially fast. Notice that there is an analogous result which holds as t -> -co when the origin is a source.
The last result we need shows us how to approximate the local center manifold to any degree of accuracy. If we put y(t) = h(x(t)) into the second of equations (1.1) we find that h must satisfy the equation ( 
Flowers near inftnity
Let us now consider the dynamics near infinity of the flow generated by the system (2.1) z = exp(z¿).
Later we will show that the dynamics near infinity for z = exp(a z2 + bz + c) are essentially the same as those of (2.1) when d = 2. We begin by introducing some terminology. Let y(t) -x(t) + iy(t), t G (to, tx ), be a smooth parametrized curve in the plane without self-intersections such that lim,_f+ y(t) = lim,_,-y(t) = zq. We call y a petal (with root zq and on the punctured plane C -{0}. We now perform the first of our blowups. Let (0, r) be coordinates on the (open) cylinder C = S1 x (0, oo), so that tü = re'6 defines a conformai diffeomorphism between C and the punctured plane C-{0}. We now pull back the vector field of (2.2) to C via this diffeomorphism, i.e., (r + i rè)ew = -rV'e exp (¿*"irfi) which may be written in the form _ _j3.gr-11 oas(d6)ei(e-r-d án(d8)) (2.3)
We now observe that the term er~ cos(de) is a positive real-valued function which we can remove by a reparametrization of time. Thus we consider instead the following system whose trajectories are the same as those of (2.3) (but whose parametrization by time is different):
(2.4) r + ird^-r2 ei{e-r~" ^d8)).
Taking the real and imaginary parts of (2.4), we obtain on the cylinder C the system 0 = -rsin(0-r-''sin(</0)), r^-r2 cos(0 -r~d %\w(dB)).
(2.5)
Notice that the vector field of (2.5) can be extended to the boundary dC = S1 x {0}, although the extended vector field is not smooth. This lack of smoothness will not be of concern. Figure 1 shows trajectories of (2.5) for the case d -3. We shall be interested in solutions in a neighborhood of the points (0, r) = (kit/d, 0), k = 0, ±1,... , ±d. We will perform a second blowing up in a neighborhood of each of these points by means of a mapping from an infinite strip into a neighborhood of the point (kn/d, 0) in dC. Remark. One may well wonder why we do not attempt to perform our blowup near (kn/d, 0) using polar coordinates as we just did above. It will be a consequence of the remainder of the proof of Theorem 2.1 that all of the trajectories which impinge on points of dC in either forward or backward time meet dC kn/d at right angles. Thus the use of polar coordinates is not helpful. Lemma 2.3. Let y(t) = (£(t), r(t)), t G (to, tx) be a smooth curve in S such that lim,_r y(t) G dS and lim,^,-ML = (a,ß) with ß # 0. Then the curve >/(f) = g>0 y(t) satisfies limt_r n(t) -kn/d and lim,_r jjjjjjj = (0, ±1), i.e., n(t) meets dC at (kn/d,0) and is normal to dC at that point. Proof of Lemma 2.3. The proof is a straightforward computation. D Now, pulling back the vector field in (2.5) by 4> we obtain the system i -rfr-W-D sin (j-p-arcsin^) + A , r --r2 cos I -r arcsin^^r^) -í 1 on S. Reparametrizing time we remove the singularity at r = 0 in the first of these equations to arrive at the system (2.6)
Now (2.6) defines a smooth vector field on the half-closed infinite strip S U dS. Thus we have "blown up" the point (kn/d, 0) on dC into 05 (a copy of R1 ) onto which the vector field of (2.6) extends smoothly. Setting r = 0 in (2.6) we find there are equilibria at £kj = (j-^-k)n, jeZ (recall that k is fixed). The dynamics within the boundary are easily seen to be as in Figure 4 with eigenvalues d(-l)-> and 0. Theorem CM1 of Section 1 guarantees that there is a smooth center manifold tangent to the center eigenspace Ec = span{(0, 1)} at the point (£kj, 0) in dS. We seek to approximate the center manifold near (Çkj-, 0). We begin by shifting coordinates in (2.6) via £ = u+Çkj to obtain (2.7)
If we let u = h(r) be the equation of the (local) center manifold near the origin (with the boundary conditions h(0) = h'(0) = 0 ) and substitute this into (2.7), we find that this local center manifold must satisfy the equation We now approximate the center manifold near the origin by A(r) = or0 + 0(r*+1)f yielding (^A)(r) = d(tyÇkj + a)/-' + O^1) = 0. Thus A(r) = -dj3ú-^kjrd + 0(td+l). By Theorem CM3, h(r) differs from the actual center manifold by an amount 0(r^+1) as r-» 0.
Remark. It is very important in computing the above expansion of (^TA)(r) to remember that arcsinfc(0) = kn. Thus, to leading order in r, arcsinfc((A(r) +&,V) = A:* + &/* + 0(r*+1).
To obtain (approximately) the dynamics in the center manifold we plug our approximation to A(r) into the second of equations (2.7) to obtain f --r*+» cos (j arcsin* ((
Recall now the phase portrait in the boundary r = 0 of Figure 4 . Equation (2.8) shows that the normal dynamics at the points Çkj depend on whether k is even or odd. See Figure 5 .
Thus we see that the equilibria in dS are alternately sources and sinks when k is odd, and saddle points when k is even. Let us examine the case when k is odd more closely. First observe that since each equilibrium point in this case is either a source or a sink, there are trajectories which connect adjacent equilibria as in Figure 5 (a). Notice also that (£kj .0) is a source if j is even, a sink if j is odd. Let yt(t) = (Ç(t), r(t)) be such a connecting trajectory, say connecting (&(2/) > 0) to (&(2/+i), 0). That is lim y,(t) -(£km, 0) and lim y¡(t) = (&(2/+i), 0). By Theorem CM2 there exists a neighborhood F of (ft^z+i), 0) such that any trajectory entering V approaches a trajectory in the center manifold exponentially fast. Let to > 0 be chosen so that y¡(t) G V for t > t0. Hence there exists u¡(t) such that such that (2.9) y,(t) = (u,(t -10), h(u,(t -to))) + 0(e^'-^)
for / > to-Let c¡(t) = (ui(t-t0), h(u¡(t-to))), t > to, denote the trajectory in the center manifold at (tk{2i+x), 0). Then c¡(t) is normal to dS at that point, i.e., lim^oc Igj = (0, I). Hence by (2.9) we also have lim,^«, ^ = (0,1) as well. A similar argument may be used, letting t -* -oo, to conclude that y¡(t) is normal to dS at (&(27), 0) as well. Now the curve n¡(t) =Qoy¡(t) is, except for its parametrization by time, a trajectory of the system (2.5). Since y¡(t) is normal to dS at (i*(2/), 0) and (£k(2i+i) ,0), we have by Lemma 2.3 that tji(t) satisfies the following: (c) Since q> is a diffeomorphism the curves r¡¡(t), I e Z, have disjoint interiors.
Thus (2.5) has flowers with root at each of the points (kn/d, 0) and direction n/2. The image of each flower under the conformai map (0, r) i-+ w = rew is a flower with root 0 and direction kn/d. Thus (2.2) has a "bouquet" of flowers with root w = 0 (the point at infinity) and directions kn/d. 0
Let us briefly discuss the system z = exp(az2 + bz + c) where a,b,c g C, a ¿ 0. We begin by showing that this can be reduced, by a sequence of coordinate changes, to the system z = exp(z2 + C). First we change coordinates via z = w/y/ä to obtain w -exp(u>2 + Bw + ex) where B = b/yfa and Cx = c + log(a)/2. Next we let w = Z -B/2 to obtain Z = exp(Z2 + C), where C = Ci -B2/4. Thus we consider instead the system (2.10) z = exp(z2 + C), CGC.
We now change coordinates to a neighborhood of infinity via w = \/z to obtain (2.11) t¿ = -w2exp(l/u72 + C) on C -{0}. Using polar coordinates to pull this system back to the cylinder, yields (after an appropriate rescaling of time)
where ß = Im(C). Finally, in a neighborhood of the point (0, r) = (kn/2, 0) we use the mapping 9> : S -» Uk to pull this system back to the strip S, so that (after an appropriate reparametrization of time) we have (2 13) i = 2sm(arcsin*(£r2)/2 + t-ß), r=-r3cos(aicsink(ir2)/2-£ + ß).
This system has equilibria at the points £kj -(j -|)« + ß, and a center manifold calculation similar to that in the proof of Theorem 2.1 establishes that the dynamics near these equilibria is as in Figure 5 . Thus (2.10) has flowers with roots at the point at infinity with directions ±tt/2.
Conclusion
There are several global questions that should ultimately be addressed in light of our local analysis. First, it is interesting to consider the role of the center manifolds in the above proof. Notice that the petals in the flowers are not made up of the center manifolds themselves but, rather, trajectories which connect the equilibria associated with adjacent center manifolds. Notice also that any given petal gives rise to an uncountable collection of "subpetals" lying in the interior of the given petal. We conjecture that (some) of the global center manifolds project under <P to the envelope of a given group of petals. See Figure 1 . On the other hand, numerical experimentation suggests that the projection of some of these center manifolds are the envelope of trajectories which connect distinct flowers in the bouquet. For example, in Figure 1 there are (numerical) trajectories which connect the flower with direction n/3 to the flower with direction n.
It is interesting that the general quadratic case exhibits (up to a conformai change of coordinates in the punctured plane) essentially the same dynamics as the special case P(z) = z2. We conjecture, on the basis of numerical experiments, that this is true of the general polynomial case as well. However, the techniques of this paper appear to be a rather cumbersome way to approach this.
