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Abstract
Let T be a linear operator on a complex Hilbert space with numerical radius bounded by one. We study
the norm and numerical range of p(T ) where p is a disk algebra function satisfying sup|z|1 |p(z)|  1 and
p(0) is known. As corollaries we are able to establish for p an arbitrary complex polynomial the known
estimate due to Okubo and Andô
‖p(T )‖  2 sup
|z|1
|p(z)|
for the operator norm and the estimate
w(p(T ))  5
4
sup
|z|1
|p(z)|
for the numerical radius.
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1. Introduction
For T a bounded linear operator on a complex Hilbert spaceH, we define the numerical range
W(T ) to be the subset of C given by
W(T ) = {〈ξ, T ξ〉, ξ ∈H, ‖ξ‖  1}.
The numerical radius w(T ) of T is given by w(T ) = supz∈W(T ) |z|.
The symbolic calculus of Hilbert space operators with numerical radius bounded by 1 was
studied by Berger and Stampfli [1], see also [3]. They proved the following theorem.
Theorem 1. Let T be a linear operator on a complex Hilbert space with w(T )  1 and let p be
a complex polynomial such that
p(0) = 0 and sup
|z|1
|p(z)|  1, (1)
then w(p(T ))  1.
The result extends immediately to the case where p is a disk algebra function satisfying the
same conditions (1). The objective of this paper is to study similar results in case that the condition
p(0) = 0 is removed.
There are two problems that we are interested in. The first relates to the numerical range of
p(T ). For α ∈ C with |α| < 1, we define the teardrop region teardrop(α) to be the convex hull
of the union of the disk centred at 0 of radius 1 and the disk centred at α of radius 1 − |α|2 (see
Fig. 1).
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Fig. 1. The teardrop region teardrop
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Theorem 2. Let T be a linear operator on a complex Hilbert space with w(T )  1 and let
p be a disk algebra function satisfying ‖p‖∞  1. In case |p(0)| < 1 we have W(p(T )) ⊆
teardrop(p(0)). In case |p(0)| = 1, W(p(T )) is the singleton {p(0)}.
It is easy to see that one cannot do better. Let |α| < 1 and pα(z) = z+α1+α¯z . To account for the
possibility that T is a normal contraction, the containment region must contain the closed unit
disc. To allow for the case
T =
(
0 2
0 0
)
, (2)
we see by considering pα(T ) that the containment region must contain the disk centred at α of
radius 1 − |α|2. Since numerical ranges are convex, the convex hull of the union of these two
disks must also be included.
We have the following corollary for the numerical radius of p(T ).
Corollary 3. Let T be a linear operator on a complex Hilbert space with w(T )  1 and let p be
a disk algebra function. Then w(p(T ))  54‖p‖∞. Furthermore the constant 54 is best possible.
The second problem relates to the operator norm of p(T ). Let us define (see Fig. 2)
ν(α) =
√
2 − 3α2 + 2α4 + 2(1 − α2)
√
1 − α2 + α4 for 0  α  1.
In this article, the notation ‖S‖ where S is a Hilbert space operator, will always denote the operator
norm. We have the following theorem for the operator norm of p(T ).
Theorem 4. Let T be a linear operator on a complex Hilbert space with w(T )  1 and let p be
a disk algebra function with ‖p‖∞  1. Then ‖p(T )‖  ν(|p(0)|).
One may obtain as a corollary the following result of Okubo and Andô [4].
Corollary 5. Let T be a linear operator on a complex Hilbert space with w(T )  1 and let p be
a disk algebra function. Then ‖p(T )‖  2‖p‖∞.
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Fig. 2. The function α 	→ ν(α).
2064 S.W. Drury / Linear Algebra and its Applications 428 (2008) 2061–2069
We make the following conjecture on the sharpness of this inequality.
Conjecture 6. For a fixed disk algebra function p with ‖p‖∞ = 1 the following are equivalent.
(1) There exists an operator T on a complex Hilbert space with w(T ) = 1 and ‖p(T )‖ = 2.
(2) p is a finite Blaschke product with p(0) = 0.
We remark that we do not know how to prove the conjecture in either direction. The following
surprising example may shed some light on the conjecture. Let p(z) = z z+cos(θ)1+z cos(θ) and let
T =
⎛
⎜⎜⎝
− cos(θ) √2 sin(θ)
√
2 sin(θ) cos(θ)√
1+sin(θ)2
0 0 2√
1+sin(θ)2
0 0 0
⎞
⎟⎟⎠ .
Then a calculation gives
p(T ) =
⎛
⎜⎜⎝
0 0 2
√
2 sin(θ)√
1+sin(θ)2
0 0 2 cos(θ)√
1+sin(θ)2
0 0 0
⎞
⎟⎟⎠
and since this is clearly a rank one matrix we have ‖p(T )‖ = 2. On the other hand, if we set
S(φ) = eiφT and H(φ) = 2I − S(φ) − S(φ), then another calculation shows that the eigen-
values of the Hermitian matrix H(φ) are 0, 4 and 2 + 2 cos(θ) cos(φ). It follows that H(φ) is
nonnegative definite for all φ and consequently that w(T )  1.
2. A result of Dritschel and Woederman
The proofs will depend on the Decomposition Theorem of Dritschel and Woederman [2,
Theorem 1.6]. For an operator T on complex Hilbert spaceHwith w(T ) = 1, a complex number
a ∈ W(T ) is selected with |a| = 1 and the closed linear subspaceM = {ξ ; 〈ξ, T ξ〉 = a‖ξ‖2} is
defined. Dritschel and Woederman give an explicit description of the decomposition of T with
respect to the direct sumH =M⊕M⊥.
In the 2 × 2 case, their result can be formulated as the following corollary.
Corollary 7. Let T be a linear operator on a two-dimensional complex Hilbert spaceH with
w(T ) = 1. Then we may choose an othonormal basis of H such that T is represented by the
matrix
eiφ
(
1 − sin(θ)
sin(θ) α cos(θ)2 − sin(θ)2
)
, (3)
where φ and θ are real and α ∈ C with |α|  1.
3. The key issue
Let us define
Q(T, t, s) = I + t (T  + T ) + sT T (4)
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for T a linear operator on a complex Hilbert space with w(T )  1 and t , s real. We wish to know
for which values of (t, s) it is true that Q(T, t, s) L 0 for all such T . Since the case of t  0 can
be obtained by replacing t and T by their negatives, we may assume without loss of generality
that t  0. Let
S = {(t, s); t  0, s ∈ R, w(T )  1 ⇒ Q(T, t, s) L 0}.
Clearly S is a closed convex subset of the plane. Some assertions are fairly clear:
• (0, s) ∈ S for s  − 14 since w(T )  1 ⇒ ‖T ‖  2.
•
(
1
2 , 0
)
∈ S since 〈ξ, T ξ〉  ‖ξ‖2 for all ξ ∈ H .
• (t, t2) ∈ S for t  0 since Q(T, t, t2) = (I + tT )(I + tT ).
• (t, 2t − 1) ∈ S for 12  t  1, since S is convex.• (t, s) ∈ S ⇒ s  2t − 1 by taking T = −I .
• (t, s) ∈ S, s  t  1 ⇒ s  t2 by taking T = −s−1tI .
•
(
t,− 14 + 12 t
)
∈ S for 0  t  12 , since S is convex.
• (t, s) ∈ S, t  0 ⇒ s  − 14 + t2 by taking T as in (2).
These assertions leave it entirely clear what S is except in the range 0 < t < 12 (see Fig. 3).
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Fig. 3. The region S.
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Theorem 8. The region S is specified by the following inequalities:
• s  − 14 + t2, if 0  t  12 .
• s  2t − 1, if 12  t  1.
• s  t2, if 1  t.
Proposition 9. We have (t, s) ∈ S if and only if Q(T, t, s) L 0 whenever T is linear operator
on a two-dimensional complex Hilbert space with w(T )  1.
Furthermore in case 0  t  1, we have (t, s) ∈ S if and only if Q(T, t, s) L 0 whenever T
is linear operator on a two-dimensional complex Hilbert space with w(T ) = 1.
Proof. We prove the first statement. Fix t and s. We suppose that Q(T, t, s) L 0 whenever T is
linear operator on a two-dimensional complex Hilbert space with w(T )  1. Now let T be linear
operator on an arbitrary complex Hilbert spaceH with w(T )  1. Let ξ ∈H. Then we wish to
show that
〈ξ, (I + t (T  + T ) + sT T )ξ〉  0. (5)
We let η = T (ξ) and suppose thatK is a two-dimensional space containing ξ and η. Let J be
the inclusion ofK intoH. Then w(JT J )  1 and it follows from hypothesis that
〈ξ, (JJ + t (JT J + JT J ) + sJT JJT J )ξ〉  0
giving the desired result (5) since Jξ = ξ and JJT Jξ = T ξ .
For the second statement we assume that 0  t  1. It suffices to show that if Q(T, t, s) L 0
for T an operator with w(T ) = 1, then it follows that Q(aT , t, s) L 0 for 0  a  1. To see
this we observe
Q(aT , t, s) = a2Q(T, t, s) + t (a − a2)(T  + T ) + (1 − a2)I
L a2Q(T, t, s) − 2(a − a2)I + (1 − a2)I
L a2Q(T, t, s) + (1 − a)2I L 0. 
In view of Proposition 9 and Corollary 7 we shall need to consider the matrix Q=Q(T, t, t2 −
1
4 ) where T is given by (3).
Proposition 10. For 0 < t < 12 , we have q1,1 > 0 and det(Q)  0.
Proof of Theorem 8 assuming Proposition 10. In view of the remarks above, it remains only
to show that (t, s) ∈ S for s  − 14 + t2 and 0 < t < 12 . In view of Proposition 9 we need only
establish the result in the two-dimensional case. As pointed out above, it suffices to show that the
matrix Q(T, t, t2 − 14 ) is positive semidefinite for 0 < t < 12 where T is the matrix defined in(3). This follows from Proposition 10 and the result is proved. 
4. Resolution of the norm problem
Proof of Theorem 4. If |p(0)| = 1, then p is constant and the result is clear. Hence we assume
that |p(0)| < 1. We now write p = pα ◦ q where α = p(0) where q is a disk algebra function
such that sup|z|1 |q(z)|  1 and q(0) = 0 (explicitly q = p−α ◦ p). By the Theorem 1 of Berger
and Stampfli, we may assume without loss of generality that p = pα . There is also no loss
in assuming that α  0. It is easy to see that the inequality ‖pα(T )‖  ν(|p(0)|) = ν(α) is
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equivalent to ν2(I + αT )(I + αT ) − (T + αI)(T + αI) L 0. Expanding, this amounts to
Q(T, t, s) L 0 where
t = α(ν
2 − 1)
ν2 − α2 and s =
ν2α2 − 1
ν2 − α2 .
It is easy to establish that 0  t  12 and so it remains to check that s  t2 − 14 . A calculation
shows that this is in fact an equality. 
Proof of Corollary 5. This is a consequence of the inequality ν(α)  2 for 0  α  1. 
5. Resolution of the teardrop problem
Proof of Theorem 2. As in the proof of Theorem 4, we may assume without loss of generality
that p = pα with 0  α < 1.
Let Tα = (I + αT )−1(T + αI). For the large part of the teardrop, we need to show that
2I − eiθT α − e−iθTα L 0
provided that cos(θ)  α. We therefore need to show that
2(I + αT  + αT + α2T T ) − eiθ (αI + T  + α2T + αT T )
−e−iθ (αI + α2T  + T + αT T ) L 0,
which simplifies to
2(1 − α cos θ)I + (2α − e−iθ − α2eiθ )T 
+ (2α − eiθ − α2e−iθ )T + 2α(α − cos θ)T T L 0.
A calculation shows that |2α − e−iθ − α2eiθ | = 1 − 2α cos θ + α2 and therefore we may rewrite
the desired inequality as
2(1 − α cos θ)I + (1 − 2α cos θ + α2)(ωT  + ω¯T ) + 2α(α − cos θ)(ωT )(ω¯T ) L 0
for suitable ω ∈ C with |ω| = 1. We are therefore in the situation
t = 1 − 2α cos θ + α
2
2(1 − α cos θ) and s =
α(α − cos θ)
(1 − α cos θ) .
It is easy to see, using the hypothesis cos(θ)  α that 12  t  1 and hence, the result is established
provided s  2t − 1 which again is in fact an equality.
Let Sα = (I + αT )−1T . Then for the small part of the teardrop, we need to show that
2I − eiθSα − e−iθSα L 0
provided that cos(θ)  α. We therefore need to show that
2(I + αT  + αT + α2T T ) − eiθ (T  + αT T ) − e−iθ (T + αT T ) L 0,
which simplifies to
2I + (2α − eiθ )T  + (2α − e−iθ )T + 2α(α − cos θ)T T L 0.
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Adjusting as before, we are in the situation
t = 1
2
|2α − eiθ | =
√
α2 − α cos θ + 1
4
and s = α(α − cos θ).
Using the hypothesis cos(θ)  t , we see that 0  t  12 . The result is therefore established pro-
vided that s  t2 − 14 which once again is an equality. 
6. Estimation of the lead diagonal term and the determinant
Proof of Proposition 10. A calculation gives
q1,1 = 12 + 2t cos(φ) + 2t
2 − t2 cos(θ)2 + cos(θ)
2
4
.
Since 0  cos(θ)2  1 and −1  cos(φ)  1 this is straightforward to check since it follows
from the inequalities 12 (1 ± 2t)2 > 0 and − 14 + (1 − t)2 > 0 for 0 < t < 12 .
The expression for det(Q) is rather complicated. However, cos(θ)2 is a factor and we write
det(Q) = 116γ cos(θ)2. We have
∂2γ
∂α∂α¯
= −(3 − 8t2 + 16t4 − 8t cos(φ) + 32t3 cos(φ)) cos(θ)2.
It is easy to see that 3 − 8t2 + 16t4 ± (8t − 32t3)  0 for 0  t  12 so that γ is a superharmonic
function of α which must therefore attain its minimum value on the boundary |α| = 1. To show
that γ  0, it therefore suffices to consider only the case α = eiψ with ψ real. But γ is now
a linear function in cos(θ)2 and after making the substitution cos(θ)2 = u and restricting u to
satisfy 0  u  1 we obtain
γ =16 − 8t cos(φ)u + 32t cos(φ) + 24t2u + 32t3 cos(φ)u − 7u + 16t4u
+ 8 cos(ψ) + 32t cos(φ) cos(ψ) + 32t2u cos(ψ) + 64t2 cos(φ)2 cos(ψ)
− 8u cos(ψ) − 32t2 cos(ψ) − 8t cos(φ)u cos(ψ) + 32t3 cos(φ)u cos(ψ)
+ 8t sin(φ)u sin(ψ) − 32t3 sin(φ)u sin(ψ) − 32t sin(φ) sin(ψ)
− 64t2 cos(φ) sin(φ) sin(ψ).
We need only verify that γ  0 for u = 0 and u = 1. When u = 1 we have
γ = (4t2 + 8t cos(φ) + 3)(4t2 + 8t cos(φ + ψ) + 3)  0
for the variables in the ranges allowed. After substitution of u = 0 in γ we obtain γ = A +
B cos(ψ) + C sin(ψ) where A = 16 + 32t cos(φ), B = 8 + 32t cos(φ) + 64t2 cos(φ)2 − 32t2
and C = −32t sin(φ) − 64t2 cos(φ) sin(φ). Since clearly A  0, we will have γ  0 if we can
establish A2  B2 + C2. A calculation shows that
A2 − B2 − C2 = 64(1 − 4t2)(3 + 8t cos(φ) + 4t2)  0
for 0  t  12 and φ real. 
S.W. Drury / Linear Algebra and its Applications 428 (2008) 2061–2069 2069
Acknowledgments
The author would like to express his heartfelt thanks to the referee for pointing out a flaw in
the original version of this article and also for pointing out the most viable approach to the results
presented here.
References
[1] C.A. Berger, J.G. Stampfli, Mapping theorems for the numerical range, Amer. J. Math. 89 (1967) 1047–1055.
[2] M.A. Dritschel, H.J. Woederman, Model Theory and Linear Extreme Points in the Numerical Radius Ball, Memoirs
of the A.M.S. 129, no. 615, viii+62pp, 1997.
[3] B. Sz.-Nagy, C. Foias¸, Harmonic Analysis of Operators on Hilbert Space, North-Holland Publishing Co., Amster-
dam-London, 1970, American Elsevier Publishing Co., Inc., New York, Akadmiai Kiad, Budapest (Translated from
the French and revised).
[4] K. Okubo, T. Andô, Constants related to operators of class Cρ , Manuscripta Math. 16 (4) (1975) 385–394.
