ABSTRACT
I. INTRODUCTION
Compartmental models are applied widely in epidemiological, health, biological, and management sciences, the mathematical theory of which rests upon ordinary differential equations [8] . Stochastic compartmental models have been applied as well, although limited in application by assumptions of linearity, small numbers of compartments, simplified network topology, exponential residence times of individuals in compartments, and single classes of input populations [2, 6, 11, 12, 14, 17, 18, 211 . Exponentially distributed residence times of individuals in compartments (synonymous with "states" or "nodes") insure Markovian behavior of movements of individuals throughout nonabsorbing compartments (synonymous here with transient compartments, t > O} where X(t) is the state of the process at its most recent change of state.
States of (X,, t,} are in one-to-one correspondence with nodes (compartments) of r( 0). Individual arrivals to rr( D) are assumed to enter at a single initial compartment of entry and all absorbing compartments (sinks) are assumed to be accessible from the initial compartment of entry into T(D).
The underlying embedded Markov chain {X,; 12 = 0, 1,2, '0. ] of the Markov-renewal process is characterized by a stochastic, absorbing transition matrix P = ( pjk) containing at least one transient state corresponding to the initial compartment of entry for individuals entering r(D) and at least one absorbing state. Let PO = (pi;*., po) denote an initial state vector for the process so that pj = P(X, =j) = P(X(0 + > =jxj = l;**, 0). Let W(t) = (w.k(t)) denote a matrix of conditional resideiice time distribution functions I or a typical individual in any transient compartment of T(D). wjk(t) is the conditional probability that residence time of an individual in compartment j, given that it next enters compartment k, does not exceed t(k # j). An individual is assumed to move to a different compartment once it leaves a transient compartment.
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Let F(t) = (h,(t)) denote a stochastic matrix of interval transition probability functions. Assuming time invariance, the conditional probability that X(t) = k, given that X(z) =j (0 ,< z < t < w> is j$(t -z).
The unconditional probabilities P(X(t) = kxk = l;**, D) that the semiMarkov process is in state k at time t > 0 is related to the interval transition probabilities through the relations
The time rate of change of P(X(t) = k) is therefore
where &(t) denotes first derivative of j$(t) with respect to t.
Thus, for instance, if P" = (1, O;**, 0) then
;[X(t)
= k] =flk(t).
Solution for fik(t) in this instance is equivalent to solving for the unconditional probability that the semi-Markov process is in state k at time t. The above relations show the central role played by the interval transition probability functions in computing the unconditional probabilities In stochastic compartmental models, effects of randomness are accounted for in arrival patterns of individuals from external sources, lengths of residence times of individuals in compartments, and rules for routing individuals among compartments.
All definitions and relationships given above exist in literature of stochastic compartmental modelling and applied stochastic process theory. They are structural only, requiring for numerical implementation in case studies more detailed information about how individuals make choices when transferring into and out of compartments, whether and how compartments interact when individuals transfer among compartments, compartmental residence time parameters, and arrival statistics for individuals entering a network of compartments from external sources, Information must be supplied at two levels of detail: (a> nonnumerical specification of distributions, parameters, and routing rules in terms of which structural parameters defined above can be written, and (b) assignment of numerical values of parameters and operational rules from which full numerical models can be constructed. These information requirements can only be satisfied on a case-by-case basis.
CASE STUDY APPLICATION TO ISLAND BIOGEOGRAPHY
In an application of stochastic compartmental modelling motivated by the on the Macintosh platform in three versions. It is interactive, querying the user for information needed to make computations. An editor is included so that modifications of input may be made either before or after a run. Computations include the P and W(t) matrices for networks containing up to seventy-five compartments.
Computational problems encountered in model creation that required resolution included (a) round-off errors, (b) overflow, (cl underflow, (d) raising real numbers to integer powers, and (e) computing factorials for large n. Log-gamma functions and Stirling's approximations are used to store and compute factorials of n that exceed 300.
The following distributions were specified governing residence times of individuals in transient compartments. may dictate that one mean be larger than another. The 31 >***> L& are all assumed to be statistically independent but that assumption does 'not disallow constraining relationships among the parameter sets (hji,,'**, Ajd,> Kji,>"'> K~~,). As suggested above, such constraints may be the result of biophysical or other real connections between individuals or populations. If more than one set of constraints affects a given group of parameters, it may be impossible to find exact solutions to the constraining relationships in which case some type of optimizing procedure may be needed to find approximate solutions for the parameters. Gamma distributions are chosen to describe the random variables vjk for two reasons: Being two parameter c.d.f.'s they are capable of simulating a variety of residence time distributions, even including approximations to constant residence times. Second, a y distributed random variable is decomposable as a sum of exponentially distributed random variables so that total time of residence of an individual in a transient compartment can be broken down into stages, the residence time in any given stage being exponentially distributed. In this way, a semi-Markov process describing individuals movements through transient compartments can be reduced to a simple Markovian description, but at the expense of increasing the number of states of the process. The corresponding "compartments" would be hypothetical only. A major advantage of expanding the state description of the controlling stochas-tic process to a Markovian process is realized in the computation of the F(t) matrix.
For absorbing compartments j, there are no random variables defined that describe residence times.
If a compartment k is the only one to which transient compartment is directly linked then the conditional residence time distribution mjk(t) is identical to Gjk(t). The unconditional residence time probability for transient compartment j is Ck pjk * qjk(t). 
The first term on the r-i&t side of (11, the unconditional probability of an individual residing in transient node j during any sojourn for at most t time units is most easily computed by first recognizing that the event that the smallest of the dj random variables Vji ;**, Vjd, assumes a value not exceeding t in magnitude is the logical complement of the event that all dj of the Tk random variables assume values, independently, which are greater than t.
Therefore, the first term is equal to
The second term on the right side of (1) is evaluated to yield The index k is not included in any sequence of indices ranging from jlj to jdj.
The right side of equation (2) is a multiple sum of multinomial probabilities. As demonstrated, the number of terms depends directly upon network topology (the dj's), the parameters K~", and indirectly upon the number D of nodes in the network (1 5 dj < D, all j). The computation presents no problem for small D, K~,, and di. As these integer valued parameters increase in magnitude the factorials must eventually be approximated (Stirling's approximation) as a limit is reached on the magnitude of factorials that can be stored as whole numbers in tables. Additionally, the right side of equation (2) may yield extremely small values, leading to loss of significant digits in the result. Roundoff of individual terms is avoided until the final result is reached. Details of numerical calculations of the right side of (2) are given by Snyder [21] .
For absorbing nodes j, distributions of q$(t) are degenerate. For nodes k which are not directly accessible from node j, q+(t) is defined to be zero for all t > 0.
COMPUTATION OF ELEMENTS OF P
The relation pjk = lim t ~ m qjk(t) yields for transient nodes j
COMPUTATION OF ELEMENTS OF W(t)
For transient nodes j we have the relation
from which we obtain the formula Upon substituting, we have for all transient nodes j,
Wjk(t) = P[min(\:,l,ae*,V,dl) <t]
= 1 -$&I -G&)). 
COMPUTATION OF ELEMENTS OF F(t)
Explicit analytical solutions for interval transition probability functions cannot be obtained in general and in most cases must be numerically approximated.
In certain special cases of network linkages consisting of compartments linked in series or simple variations thereof, analytical solutions can be obtained for some residence time c.d.f.'s wjk(t). When the process governing movements of individuals among compartments is strictly
Markovian (meaning that all compartment residence time c.d.f.'s are exponential), the form of an exact analytical solution for the fjk(t)'s is known. This is because they are the solutions to a linear time-invariant system of first-order differential equations and the solution to that system is well-known, even though numerical solutions usually require approximation.
In steady state cases, the fjk(m)'s can be computed as solutions to a linear system of algebraic equations. One method for approximating the &(t)'s makes use of powers of the submatrix N (defined above) and is effective when entries of N' are near zero for small integers r, a condition that depends upon both compartmental linkages and values of the parameters of the G.,(t)'s.
Snyder's numerical model does not compute interval transition proba 6. .
ihty functions.
NUMERICAL EXAMPLE
Snyder computed numerical examples of P and W(t) matrices for several compartmental networks, including the following case.
A three-node network ( Figure 1 ) consists of initial node 1, node 2, and absorbing node 3, with nodes 1 and 2 being transient. Interpreted in terms of island biogeography theory, node 1 may be a preferred seasonal habitat, node 2 may be a place where an individual resides when not in its preferred habitat, and node 3 represents a biological condition such as non-reproductive or even death. 
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The P matrix is computed from (2) to be 0.000 0.500 0.500 0 0.444 .
I
Rearranged in the block form defined above, 1.000 0.000 0.000
Powers P2 and P* represented in the given block form are After four transitions, starting from state 1, there is more than a 92% chance that the governing semi-Markov process will be in state 3 after four transitions. Restated in terms of population movements among the threecompartment network, after a typical individual initially entering the network in compartment 1 has made four transitions, there is a 92% chance it w-ill be in compartment 3. Higher powers of P produce a block form in which the second and third columns contain entries all of which are approaching zero while the first column contains entries approaching unity.
The W(t) matrix, being a function of calendar time t, is a continuous family of 3 by 3 matrices. For t = 0, 1.00, and 3.00: For instance, the probability that a typical individual will have a sojourn time in compartment two for at most 1.00 (residence) time unit is 0.851, increasing to 0.999 when the number of residence time units increase to 3.00. The mean unconditional residence times for an individual in nodes 1 and 2 for a single sojourn can be easily approximated using only W(O), W(l), W(3), and assuming the probabilities in W(4) are all equal to unity. As matrices W(t) for additional time points t become available the approximations increase in accuracy. Using only the above matrices, pr = ~1.r~ = /_~rs is approximated as 1.78 (time units) and ps = /+ = /.~ss is approximated as 1.78 as well.
To obtain the unconditional probability that an individual in transient node j will transfer next to node k, and its time of residence in node j is at most t time units, the probability qjk(t) is computed (1). As indicated above, a technique that is sometimes useful for computing elements of the matrix (F(t)), when th e controlling process is semi-Markovian and all random variables Vjj., are Gamma distributed, is to expand the state description of the semi-Markov process (with corresponding expansion of numbers of compartments) so that the expanded set of Vjk's are individually exponentially distributed. The expanded set of qk(t)'s are then solved as a time-invariant, linear system of differential equations with constant coeffcients.
To illustrate, Figure 2 shows an expansion of the three-compartment network into a six-compartment network with connecting linkages. Table 1  shows correspondences between interval transition probabilities. fij(t) and G(t) where G(t) is an element of the matrix F*(t) of interval transition probabilities corresponding to the six-compartment network. Table 1 assumes that an individual must initially occupy the first-stage of any compartment whenever multiple stages occurs for that compartment.
For example, compartment 1 in Figure 1 is expanded to three compartments 1, 2, and 3. The model assumes that an individual may, initially, only occupy compartment (stage) 1 in Figure 2 if it initially occupies compartment 1 in Figure 1 . Compartment 3 in Figure 2 can be eliminated by combining it with compartment 2, but only because in this instance the parameters A,,, A,,, and h,, are equal in magnitude. Assume in the present example that the six-compartment network is initially empty and individuals arriving from an external source enter compartment 1 only. The unconditional probabilities P(X(t> = j> (j = 1,2,3)
( Figure 1 ) can be computed by first computing the fG(t)'s and applying Table 1 to obtain the equivalent solution for frj(c> = P(X(t> =j> (j = 1,2,3). for the f;Fj(t)'s gives the solution (from Table 1 ) for the frj(t)'s and hence the unconditional probabilities P( X(t) = j) (j = 1,2,3). Table 2 shows a solution to the above system obtained by numerical integration. Table 3 shows the solution for the corresponding interval transition probabilities associated with the three-compartment network. Time points at which probabilities are computed were selected to show time intervals within which interval transition probability functions peak. 
where Z(n) is the (density-dependent) immigration rate for species onto an island from an infinite mainland source, E(n) is the extinction rate of species on the island, and n(t) is the number of species on the island at time t > 0.
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Both I(n) and E(n) were assigned parametric forms in which the immigration rate decreased linearly as n increased until it reached zero at a preset value of n. Similarly, the extinction rate increased linearly with increasing n until n reached a preset level, whereupon it became constant. The second transient compartment may reflect a second island onto which an individual may immigrate periodically before reimmigration back to the first. It may also represent another mainland source to which indivduals migrate after they have once immigrated onto the island. Although the numerical parameters used in the illustration do not suggest it, the second transient compartment may also reflect a biophysical condition on the island occurring and re-occurring randomly in time that changes habitat conditions sufficiently to cause changes in the rates of migration off the island, whether it be back to the source or to the absorbing compartment. As the M-W model contains no provision for statistically variable lengths of times in residence on the island compartment, there is no well-defined mean time of residence of individuals or species on the island, in contrast to the S-model. However, Allen and Matis [2] and others have shown that the solution to the deterministic M-W model (and its deterministic linear, first-order generalizations) under certain conditions is equivalent to the solution for the mean times of residence of individuals in compartments of networks where movements among compartments are governed by Markov processes. Other statistics describing movements of individuals or populations among compartments that are well-defined for the stochastic model are nonexistent for the deterministic model. For instance, the mean number of times an individual reenters a certain habitat during a period may be a useful statistic for population managers and can be computed provided sufficient data are available. That statistic is not defined for the deterministic model.
CONCLUSION
The Snyder [21] numerical implementation of a linear, stochastic compartmental model containing up to 75 compartments, linked arbitrarily, is a contribution to the tool kit for analyzing population movements through a network of corridor-linked habitats. It computes two key matrices that are needed for evaluating and comparing different networks. From these two matrices, other statistics can be computed that are potentially useful. This model is so far the most mathematically sophisticated tool the authors have found in literature of numerical analysis of stochastic compartmental models.
That alone does not mean that the model is necessarily going to be relevant to any particular study of patterns of movements of naturally occurring populations. The problem of model specification in a particular case is not addressed in this paper-only the problem of model analysis and what can be computed with an appropriate model once it is specified. Stochastic compartmental models seem to be an obvious tool for analyzing population behavior and movements that exhibit random fluctuations over time.
