We design and evaluate traffic management schemes for multimedia traffic in multihop packet-switched networks. Our traffic management schemes give multimedia connections statistical Quality of Service (QoS) guarantees while simultaneously permitting the network to have a large connection-carrying capacity. We consider a QoS requirement that is particularly appropriate for multimedia connections which typically can tolerate some loss but have rigid delay constraints. Roughly speaking, we require that the fraction of traffic that exceeds a specifc end-to-end delay limit be less than a prescribed bound. To account for a diversity of traffic types, our design allows for connection specific end-to-end delay limits and loss bounds. In order for the network to be able to provide these statstical QoS guarantees, we assume that each connections' traffic is regulated. In order to support many connections, the links statistically multiplex the connections' traffic. We propose a pragmatic scheme for multimedia traffic which consists of (i) leaky buckets for traffic regulation, (ii) smoothers at the network edges, and (iii) bufferless statistical multiplexing within the network. We also develop a call admission procedure for our traffic management scheme. Finally, we compare the connection-carrying capacity of our scheme with that of guaranteed service schemes (i.e., no loss) using GPS and RCS. Our numerical work indicates that our scheme can support significantly more connections.
Introduction
The development of traffic management schemes for multimedia traffic in packet-switched networks has received a great deal of attention over the last decade. The challenge lies in designing traffic management schemes that give multimedia connections stringent Quality of Service (QoS) guarantees while efficiently utilizing the networking resources. Much of the research effort has focused on deterministic service disci-' Supported partially by NSF grant NCR96-12781. 0-7803-4394-8198 $1 0.00 0 1998 IEEE 53 1 plines. These deterministic service disciplines assume that the traffic sent into the network by each connection is regulated, for instance, by leaky buckets. The deterministic service disciplines guarantee lossless service with specific, deterministic end-to-end delay bounds.
Generalized Processor Sharing (GPS) [9, 101 and the Rate Controlled Service (RCS) discipline [17, 16, 61 are the most prominent deterministc service disciplines. Both have been studied very carefully in the context of general multihop networks. The drawback of these deterministic service disciplines is that the typically imply a small connection-carrying capacity for networks with bursty multimedia traffic.
We propose a traffic management scheme that offers Quality of Service (QoS) guarantees that are particularly appropriate for multimedia traffic and allows for a large connection-carrying capacity of the network. The QoS guarantees provided by our scheme can be roughly stated as follows: the fraction of traffic that exceeds a specific end-to-end delay limit is below a prescribed bound. We allow each connection to have its own limit on the end-to-end delay and its own bound on the fraction of traffic that exceeds this delay limit. These statistical QoS guarantees are particularly appropriate for multimedia traffic, whereby timestamping and a playout buffer can ensure the continuous playout of video or audio without jitter. Our traffic management scheme works roughly as follows: we (i) smooth each connection's traffic at the connection's input to the network as much as allowed by the connection's delay constraint; (ii) employ bufferless statistical multiplexing within the network; and (iii) base admission control on the worst-case assumption that sources are adversarial to the extent permitted by the connection's regulator, while concurrently assuming the connections generate traffic independently.
The statistical multiplexing within the network increases the connection carrying capacity of the network significantly at the exspense of miniscule losses in the network. We provide numerical examples that demonstrate that by allowing for very small losses of the order of (which can be effectively hidden by error concealment techniques [8] ) our scheme can typically support two to threee times the number of connections that deterministic service disciplines can support.
In [12] we !lave laid the groundwork for our traffic management scheme which relies on smoothing and bufferless multiplexing. The work in [12] has focused on a single node. In this paper we extend the traffic management scheme of [12] to general multihop networks.
This paper is organized as follows. In Section 2 we formally define the leaky-bucket regulators and the statistical &OS requirement. We also discuss the smoothers at the network ingresses. In Section 3 we describe our network model and analyze the multihop network. In Section 4 we compare the performance of our smoothing/bufferless multiplexing scheme with that of deterministic service disciplines.
Regulated Traffic and the Statistical QoS Requirement
In this paper we study networks consisting of interconnected buflerless nodes. We assume a virtual circuit, connection--oriented network and view traffic as fluid, that is, packets are infinitesimal. The fluid model, which c1osc:ly approximates a packetized model with small packets, permits us to focus on the central issues and signific:antly simplifies notation.
Each connection j entering the nework has an associated regulakor function, denoted by & j ( t ) , t 1 0. The regulator function constrains the amount of traffic that connection j can send into the network over all time intervals. Specifically, if A j ( t ) is the amount of traffic that coiinection j sends into the network over the interval [0, t], then A j ( t ) is required to satisfy
In this paper we focus on a regulator which consists of a single 1ea.ky bucket; for the single leaky bucket, the regulator function takes the following form:
Note that 1,he single leaky bucket regulator constrains the long-run average rate of connection j to be no greater than p j . Our traffic management scheme can be extended in a straightforward manner to more complex regulators consisting, for instance, of a cascade of leaky buckets. However, GPS which we shall use as a benchmark to evaluate our scheme, has been analyzed extensively in [9, 101 for single leaky bucket regulators. We will make use of some of those analytical results in our performance evaluation and focus therefore on single leaky bucket regulators throughout this paper.
Each connection also has a QoS requirement. We consider a &OS requirement that is particularly appropriate for multimedia traffic that has stringent end-to-end delay requirements but can tolerate some loss. Specifically, each connection has a connection-specific delay limit and a connection-specific loss bound. Let dj and e j denote the delay limit and loss bound for connection j . Any traffic that overflows at one of the bufferless links in the network is considered to have infinite delay, and therefore violates the delay limit. The QoS requirement is as follows: the long-run fraction of connectionj traffic that is delayed by more than d j seconds must be less than ~j .
This &OS requirement can assure continuous, uninterrupted playback for a multimedia connection as follows. Each bit (or packet for packetized traffic) is timestamped at the source. If a bit from connection j is time-stamped with value x, the bit (if not lost in the network) arrives at the receiver no later than x + d j .
The receiver delays playout of the bit until time x + d,.
Thus, by including a buffer at each receiver, the receiver can playback a multimedia stream without jitter with a fixed delay of dj and with a bit loss probability of at most ~j .
The first aspect of our strategy is to pass each connection's traffic through a buffered smoother at the connection's input to the network. We design the smoother for connection j so that the connection-j traffic is never delayed by more than dj in the smoother. After having smoothed a connection's traffic, we pass the smoothed traffic to the network, and the traffic follows its route through the network. At each link along its route, the connection's traffic is statistically multiplexed with traffic from other connections. The second aspect of our strategy is to remove all of the buffers inside the network; that is, we use bufferless statistical multiplexing rather than buffered multiplexing before each link in the network. In our fluid model, a connection's traffic that arrives to a bufferless link either flows through the link without any delay or overflows at the link, and therefore has infinite delay. The QoS requirement of a connection j is met if the fraction of connection-j tr&c that overflows any of the links along the route of connection j is less than q . Also, note that provided the loss at each link is small, we can reasonably approximate a connection's traffic at the output of the multiplexer as being identical to its traffic at the input of the multiplexer. In other words, a connection that satisfies a certain regulator constraint at the input of a node satisfies the same regulator constraint at the output of the node.
For the smoother at the input of connection j to the network we use a buffer which serves traffic at rate cj. When the smoother buffer is nonempty, traffic is drained from the buffer at rate cj*. When the smoother buffer is empty and connection-j's traffic is arriving a t
%(1)1-1(t)+
the rate at whichJit enters the buffer.
Using the theory developed in [2], it can be shown that the maximum delay in the smoother is Since the bufferless nodes inside the network introduce no additional delay, traffic from connection j that flows through the network without loss has an end-to-end delay of no more than d j .
Guaranteeing Statistical QoS in a Multihop Network

Network Model
We consider a multihop network with N nodes; see Figure 1 . We assume that node 1 is a bufferless multiplexer (see Figure 2 ) and nodes 2 through N are composed of a demultiplexer and a bufferless multiplexer (see Figure 3) . We assume that the demultiplexer works instantaneously and the links connecting demultiplexers and multiplexers have infinite bandwidth. Let
. . , N , denote the set of connections multiplexed onto the output link of node n. Let II(n)I denote the cardinality of the set I(n), that is, the number of connections multiplexed onto the output link of node n. Let Cn denote the capacity of the output link of node n. Often in this paper we will focus on connection 0, which we assume traverses nodes 1 through N .
The path of connection 0 is illustrated in Figures 1, 2 and 3. We shall suppose for the study in this paper that the traffic streams multiplexed onto any of the output links are independent. In order to ensure the independence of the traffic streams we assume that onto the output link of capacity C1. 
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(1)1 independent traffic streams are passed through their respective smoothers and are then multiplexed onto link C1 (see Figure 2) . Suppose that stream 0 is one of those streams, that is, 0 E I(1). As illustrated in Figure 3 , we assume that connection 0 is the only connection in I(n -1) that is multiplexed onto link C,,. We aasume that connection 0 is joined by II(n)l -1 fresh smoothed streams. We furthermore assume that the new streams are mutually independent, independent of stream 0 and independent of the streams that were multiplexed with connection 0 before. We summarize our assumptions about the traffic streams in the following two statements: (i) all streams in Ul<,<NI(n) are mutually independent; and Let ( A j ( t ) , t 2 0) denote the arrival process of the unsmoothed stream j, and let ( A j ( t , w ) , t 2 0 ) denote a realization of the stochastic process. Also let A n ( t ) = ( A j ( t ) , j E I ( n ) ) , and let ( A , ( t ) , t 2 0) be the associated vector stochastic arrival process. We say that the vector arrival process ( A , ( t ) , t > 0) is feasible if ( 2 ) the component arrival processes ( A j ( t ) , t 2 0), j E I ( n ) , are independent, and (ii) for each j E I ( n ) , each realization ( A j ( t , w ) , t 2 0) satisfies the regulator con-
Denote A, for the set of all feasible vector arrival processes ( A n ( t ) , t > 0). For a fixed feasible vector arrival process (A,(t), t 2 0), let U j ( t ) be the rate at which trafic from connection j leaves the associated smoother at time t , and let Uj be the corresponding steady-state random variable. Note that the streams U j , j E I ( n ) , may have traversed a number of bufferless nodes before reaching node n. The bufferless nodes do not delay 01: alter the traffic streams (except for minis-.tule losses due to link overflow which are negligible in typical networking scenarios). Consider multiplexing the streams U j , j E I ( n ) , onto the bufferless link of capacity C,L. The long-run average fraction of traffic lost by connection j is
The definition of Fi:'9n(j) relies on the natural assumption that traffic loss at multiplexer n is split between the sources in a manner proportional to the rate at which the sources send traffic into the multiplexer. Noting that the term in the expectation of the numerator is non-zero only when Ui > C,, we obtain the following mathematically more tractable bound on pinfo,n(j):
loss
The bound 4ESs(j) preserves the essential characteristics of the performance measure P,Z:>"(j) and is very tight. In the rare event when the aggregate demand for bandwid.th Cic,(,) U; exceeds the link capacity Cn, Vi is typically very close to Cn. We provide numerical results that demonstrate the tightness of the bound in [:L2]. Henceforth, we focus on the bound P,Ess(j), anld we refer to PiEss(j) as the loss probability for connection j at node n.
By taking the supremum over all the feasible vector stochastic processes, we obtain the following worstcase loss probability for connection j at node n:
The loss probability of connection j at node n is guaranteed to be bounded by q5;j*" for all feasible vector arrival processes in A,, that is, for all independent arrival processes whose sample paths satisfy the regulator constraints.
It has been shown in [12] that the supremum in ( 2 ) is attained by the random variables U; with distribution cj* with probability 9 Ut = 4 0 with probability 1'-9 ' .
The proof in [12] depends critically on the independence of the random variables U j . For this reason we restrict our attention in this paper to the networking scenario depicted in Figure 3 . The routing strategy depicted in Figure 3 ensures that all multiplexed streams are independent. In [12] we also construct feasible arrival processes A j ( t ) that produce the Bernoulli random variables U; at the smoother outputs.
It has furthermore been shown in [12] that single buffers serving traffic at rates c; given by ( 1 ) are the optimal smoothers. (This proof also exploits the independence of the random variables U,.) The single buffer smoot hers minimize the worst-case loss probabilities 4;' ' for all connections j E I ( n ) passing through node n. More complex smoothers consisting of a cascade of leaky buckets do not reduce the I$~*~'s and can therefore not increase the connection carrying capacity of node n. It has also been shown in [12] that in order to maximize the admission region of node n, the traffic streams should be smoothed as much as possible at the network ingresses. In other words, the smoother rates should be chosen as small as the delay limits permit.
Exploiting the fact that the U;'s are Bernoulli random variables, we can simplify the expression for 4;":
These bounds can be computed by convolving the distributions of the independent random variables. An approximate convolution algorithm is described in [7] .
However, convolution often leads to numerical problems. We therefore apply the Large Deviation (LD) approximation, which is known to be accurate and also computationally very efficient This concludes our analysis of a particular node n. In summary, (3) is a simple expression for the worst-case loss probability of connection j at node n; this expression involves the independent Bernoulli random variables U;, j E I ( n ) , whose distributions we know explicitly. The LD approximation for (3) is highly accurate and is easily calculated.
Multihop Analysis
We now turn our attention to the entire multihop network depicted in Figures 1, 2 and 3 . Without loss of generality we focus on connection 0 traversing nodes 1 through N . At the output of any of the nodes connection 0 has a peak rate no larger than cg and an average rate no larger than PO. We can therefore use (3) to calculate the worst-case loss probability $6" at any of the bufferless multiplexers n, n = 1 , . . . , N . The endto-end loss probability of conenction 0 is bounded by the sum of the worst-case loss probabilities of the individual hops along connection 0's ath, that is, the loss in the network is bounded by
We note here that the single buffer serving traffic at rate c; which was shown to minimize 4;" at a single node n also minimizes the sum of the $; ". To see this, recall that the design of the smoother for connection j depends only on the connection parameters (the regulator function E j ( t ) and the delay limit d j ) .
Therefore, the same smoother minimizes the 4;'' at every node n along connection j ' s path. As a consequence the single buffer smoother with rate cz minimizes E,"=, $:", the bound on the overall fraction of overflowing connection-0 traffic in the network. For admission control, we must ensure that (4) holds for all connections. Specifically, we must partitioneither statically or dynamically -the loss constraint e j among the nodes traversed by each of the connections. This problem is of independent interest and is discussed in Sections 5.10 and 5.11 of [14] .
In summary, our scheme consists of input smoothers at the network ingresses and bufferless statistical multiplexing within the network. Increasing the number of nodes a connection traverses increases the loss probability but not the delay. Roughly speaking, the network loss probability for a conection is approximately the loss probability of a typical node multiplied by the number of nodes through which a connection passes. Because the loss probability of a node is dimensioned to be on the order of or less, the increased loss is only of minor importance.
We note at this juncture that E,"=, q5zn also provides a bound on the probability that a bit of connection 0 experiences an end-to-end delay of more than & in the network. More formally, with DO denoting the endto-end delay incurred by a bit of connection 0 in the network, we have N P(00 > do) I c4r. Recall from Section 2 that by design a bit of connection 0 is delayed by at most do in the smoother. Bits that do not overflow at any of the bufferless links in the network incur no additional delay while bits that do overflow are considered to have infinite delay. The bound ( 5 ) follows by noting that E,"=, $6n is a bound on the fraction of bits that do overflow. We emphasize that the bound on the probability that a bit violates a given delay limit is minimized by smoothing as much as the delay limit permits at the network ingress. We compare the performance of our smoothing/bufferless multiplexing scheme with that of deterministic traffic management schemes in the next section. These deterministic schemes are lossless and guarantee that a specific delay limit d j is never violated, that is, they guarantee that Dj 5 d j with probability one.
In order to facilitate the comparison of the performance with the deterministic benchmarks we make the following simplifying assumptions about the traffic streams and the network. We assume that all streams in the network are homogeneuos, that is, all streams have the same leaky bucket parameters and &OS requirement.
We set U, = U , p3 = p , d3 = d and E , = E for all streams j in the network. This implies that all conections have the same smoother rates, that is, c; = C* for all streams 3 . Also, all of the Bernoulli random variables Uj' are now identically distributed (but still independent). When comparing the performance we again focus on connection 0 traversing nodes 1 through N . We assume that each of the nodes n, n = 1,. . . , N serves J streams, that is, II(n)l = J V n = 1 , . . . , N . We also assume that all output links in the network have the sa.me capacity C. With these simplifying assumptions the worst-case loss probability of conection 0 at a node is E [(E; 
Comparison w i t h Deterministic Service Disciplines
In this sec:tion we compare the performance of our smoothing/bufferless multiplexing scheme with that of deterministic service disciplines. These deterministic service disciplines provide lossless service and gurantee a determin:istic end-to-end delay bound. Of the deterministic service disciplines discussed in the literature, the Generatlized Processor Sharing (GPS) [9, 101 and Rate-Cont rolled Service (RCS) [6] disciplines guarantee the smallest delay bounds. GPS considers the route of a connection as a whole and is thus able to guarantee tighter bounds than are achievable by adding worstcase delays: at each hop [2, 31. RCS, which is at the heart of the Guaranteed Service framework of the Internet [15], relies on traffic shaping at every hop and can guarantee the same delay bounds as GPS. In fact it is shown in [6] that RCS has the potential of providing tighter delay bounds than GPS. However, the problem of how to choose the parameters of the RCS discipline is order to achieve these tighter delay bounds is not addressed. Instead, the authors suggest to use the parameters induced by the GPS discipline. This ensures that RCS can accept as many connections as GPS (and some more in a heterogeneous network). With the networking scenario that we have chosen for the performance comparison -homogeneous connections, homogeneuos nodes, fluid model -GPS and RCS have exactly the same performance. We shall therefore compare our scheme's performance with that of GPS. For this purpose we modify the network depicted in Figures 1, 2 and 3 . We remove the buffered smoothers a t the network ingresses and replace the bufferless multiplexers with buffered GPS servers.
4.1
Review of GPS First, we briefly review GPS [9, 101 and adapt the notation of [9, lo] to our network model. The GPS server n serving the streams in I ( n ) is characterized by positive real numbers wy, j E I ( n ) . These numbers govern the allocationn of service to each of the streams. Let S j n (~, t ) denote the amount of stream j traffic served by server n during an interval [~, t ] .
The GPS policy guarantees that for any connection j E I ( n ) that is continouosly backlogged in the interval We note that this bound does not require the independence of the served traffic streams. The independence of the traffic streams, however, is a prerequisite for our bound on the loss probability. Given a specific delay bound d j , finding the corresponding weights of the general GPS policy is a very tedious procedure. This procedure is greatly simplified by setting wj = p j for all traffic streams. GPS with this special assignment of weights is refered to as Rate Proportional Processor Sharing (RPPS). With RPPS the connection j backlog clearing rate at server n is given by   ~~~~~~~~-.-~...-..---.-.--..---. ........................................................................ 
provided the stability condition C/ J 2 p is satisfied.
We are interested in the maximum number of connections each server along the route of connecion 0 can serve without violating the delay limit of connection 0 or any other connection. Let J' denote this maximum number of connections. From (7) and the the stability condition we have:
U
Note that J* does not depend on N , the number of nodes connection 0 traverses. We remark that for the example at hand, consisting of homogeneous connections with homogeneous delay bounds, J* is the absolute maximum number of connections a deterministic service discipline can support; no matter what deterministc service discipline (GPS, RCS, etc.) is employed.
Numerical Results
In this section we compare the performance of the smoothing/bufferless multiplexing scheme with that of GPS in multihop networks numerically. We have chosen the parameters c = 11,925 Bytes, p = 150 Kbit/sec and C = 45 Mbit/sec. For our smoothing/bufferless multiplexing scheme we set the loss bound to E = (These parameters are also used for some some of the numerical examples in [5] .) In Figure 4 we plot the maximum number of connections J* that can be supported by the nodes 1 through N without violating any Two points are especially noteworthy about the plots. First, with our smoothing/bufferless multiplexing scheme the number of allowable connections, J * , drops off only slowly as the number of traversed hops,, N , increases. Secondly, our smoothing/bufferle:ss mutliplexing scheme dramatically increases the connection-carrying capacity of the network. We (observe from Figure 4 , for instance, that for a delay bound of d = 20 msec and N = 15 hops our scheme can support more than three times the number of connecticlns that GPS -or any other deterministic service discipline -can support. We achieve this remarkable performance by first smoothing the traffic at the network edges and then statistically multiplexing the smoothed traffic streams with miniscule loss probabilities within the network. The miniscule losses of the order of lo-' can be effectively hidden by applying error concealment techniques t o the multimedia streams [8] . The losses will therefore not be noticed by the viewersilisteners.
Our results are particularly relevant in light of the current debate on service disciplines for the Internet. Our results indicate that an Internet offering exclusively Guaranteed Service based on the RCS service discipline will be severly underutilized. An Internet service allowing for small losses -such as the Predictive Service framework proposed in [l] -would be able to make efficient use of the Internet resources and still provide the receivers with an enjoyable multimedia experience. Such a statistical Internet service could be based on o w smoothing/bufferless multiplexing traffic management scheme.
