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iAbstract
The characteristic of online algorithms is that the input is not given at once but it is revealed
stepwise in rounds. An online algorithm must make irrevocable decisions upon the arrival
of each input request and thus before the entire input is known. As these decisions are made
under uncertainty about future requests, they may turn out as not optimal in the end.
The established method is to analyze online algorithms under worst-case assumptions
in terms of the competitive ratio. This is the relation of the optimal solution and the worst
output of the online algorithm. For many online combinatorial optimization problems, how-
ever, there exist lower bounds which indicate that no online algorithms with non-trivial
competitive ratio can be derived when all assumptions are worst-case. To cope with these
optimization problems in a less restrictive and more realistic way, it is promising to relax
various worst-case assumptions via including stochastic components into the model. As
a consequence, several stochastic input models exist. They all ease single worst-case as-
sumptions, but all in a different manner: where one model assumes a stochastic arrival of a
worst-case input, another lets the input be stochastically but revealed in worst-case order.
We continue with this approach and consider online optimization problems with stochas-
tic inputs in this thesis. To this end, we do neither focus on one single optimization problem
nor on one single input model. Instead, we introduce a new unifying input model that al-
lows us to bridge between several input models, and we consider different problems then.
The first algorithm we design considers the online independent set problem, where the
nodes of a graph arrive one after another and an edge appears when both nodes have been
revealed. Our algorithm achieves a constant competitive factor. For the weighted problem
statement, we can give a O(log n) competitive algorithm and complement this result by a
lower bound showing that our algorithm is almost optimal.
Possible applications of the independent set problem can be found in scheduling when
a subset of jobs needs to be selected. Other problems in scheduling aim at sorting the jobs
according to their significance. One of these settings is the online appointment scheduling
problem, where the aim is to order online incoming jobs such that the weighted completion
time is minimized. We also derive constant and O(log n)-competitive algorithms for differ-
ent variants of this problem. Since the minimization objective does not allow to apply the
unifying model immediately, we first consider the problem in the random-order model and
draw connections to the other input models afterwards.
In the secretary leasing problem that we investigate in the last chapter of this thesis, it
is necessary to consider the problem over time. In the problem statements described so far,
the input was revealed stepwise and the constraints were with respect to the global instance.
This is significantly different in the secretary leasing problem, since there exist additional
constraints regarding also the rounds where the input appears in. Among other results, we
present a constant competitive online algorithm for this problem.
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Zusammenfassung
Eine besondere Eigenschaft von online Algorithmen liegt darin, dass ihnen die Eingabe zu
Beginn der Berechnung nicht vollständig bekannt ist. Vielmehr werden die Anfragen, aus
denen die Eingabe besteht, stückweise in Runden aufgedeckt. Sobald eine Anfrage vorhan-
den ist muss der online Algorithmus eine Entscheidung über die Anfrage treffen. Diese kann
später nicht mehr revidiert werden. Die Entscheidungen werden vom Algorithmus folglich
unter Unsicherheit getroffen, da die zukünftigen Teile der Eingabe nicht bekannt sind. Als
Folge davon kann es passieren, dass sich getroffene Entscheidungen später als nicht optimal
heraus stellen.
Hinsichtlich der Analyse hat sich durchgesetzt, das Verhalten eines online Algorithmus
auf der ungünstigsten Eingabe zu betrachten und zur Evaluierung die so genannte Compet-
itive Ratio heran zu ziehen. Diese ist definiert als das schlechteste Verhältnis von optimaler
Lösung zu Lösung des online Algorithmus. Das ist oft übertrieben pessimistisch, da diese
Art der ungünstigsten Eingaben in der Regel künstlich konstruiert sind. Auch in praktis-
chen Szenarien kommen diese häufig nicht vor. Insbesondere für viele kombinatorische Op-
timierungsprobleme gibt es untere Schranken die bedeuten, dass es keinen online Algorith-
mus geben kann, der unter ungünstigsten Bedingungen nicht-triviale Ergebnisse garantiert.
Um dennoch kombinatorische Optimierungsprobleme auf eine sinnvolle Art und Weise
online zu betrachten ist es ein zielführender Ansatz, nicht alle Bedingungen als so schlecht
wie möglich anzunehmen, sondern stochastische Komponenten in das Modell zu integri-
eren. Diese Integration kann an unterschiedlichen Stellen oder auf unterschiedliche Arten
erfolgen. Als Konsequenz gibt es eine Vielzahl verschiedener stochastischer Eingabemod-
elle: Während bei dem einen beispielsweise die Reihenfolge, in der die Anfragen des online
Problems präsentiert werden, zufällig ist, so ist bei einem anderen die Reihenfolge so ungün-
stig wie möglich, doch dafür wird die Instanz stochastisch konstruiert.
Wir greifen diesen Ansatz auf und betrachten in dieser Dissertation Optimierungsprob-
leme online auf stochastischen Eingaben. Dabei beschränken wir uns weder auf ein
spezielles Eingabemodell noch auf ein spezifisches Optimierungsproblem. Statt dessen
präsentieren wir ein neues Eingabemodell, das mehrere unterschiedliche stochastische Mod-
elle übergreifend abdeckt. Auf diesem neuen Modell entwickeln wir dann Algorithmen für
verschiedene Optimierungsprobleme.
Der erste Algorithmus den wir entwerfen, löst das Online Independent Set Problem. Bei
diesem Problem werden die Knoten eines Graphen nacheinander präsentiert und die Kanten
werden sichtbar, sobald die beiden dazugehörigen Knoten präsentiert wurden. Der von
uns entwickelte Algorithmus erreicht eine konstante Güte in der ungewichteten Variante.
Für die gewichtete Problemstellung präsentieren wir einen Algorithmus, der eine Güte von
O(log n) erreicht. Wir runden die Ergebnisse ab indem wir eine untere Schranke angeben
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die impliziert, dass der Algorithmus für den gewichteten Fall nahezu optimal ist.
Mögliche Anwendungen, die durch das Independent Set Problem modelliert werden
können, finden sich im Bereich des Scheduling, wenn eine Teilmenge von Jobs ausgewählt
werden soll. Andere Fragestellungen im Scheduling beschäftigen sich damit, die vorliegen-
den Jobs nach ihrer Wichtigkeit zu sortieren. Eine Fragestellung die sich damit beschäftigt
ist das Online Appointment Scheduling Problem. Das Ziel dabei ist es, nacheinander ank-
ommenden Jobs feste Positionen zuzuweisen, so dass am Ende die gewichtete Summe der
Endzeiten der Jobs minimiert wird. Wir entwickeln Algorithmen, die verschiedene Vari-
anten des Problems lösen. Die Minimierung der Zielfunktion hat zur Folge, dass wir nicht
unmittelbar unser übergreifendes Eingabemodell anwenden können, sondern eines der
abgedeckten Modelle gesondert betrachten müssen.
In den bislang beschriebenen Problemstellungen wird die Eingabe stückweise
aufgedeckt, und die Nebenbedingungen beziehen sich jeweils auf die gesamte Instanz. Im
Secretary Leasing Problem, welches wir zuletzt betrachten, ist dies anders. Dort gibt es
zusätzliche Nebenbedingungen, die sich auf die Runden, in denen die Eingabe präsentiert
wird, beziehen. Es ist daher nötig, nicht nur die globalen Bedingungen zu beachten, son-
dern das Problem über die Zeit zu betrachten. Wir können auch für dieses Problem einen
Algorithmus mit konstanter Güte entwickeln. Zusätzlich geben wir für dieses Problem eine
Eigenschaft an die notwendig ist, um eine konstante Güte zu erreichen.
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1CHAPTER 1
Introduction
Combinatorial optimization is a huge research area, and it is not only of theoretical interest.
Nearly everybody has contact with optimization problems every day. A common example
is the use of a navigation system, that finds an optimal route subject to travel time, distance,
fuel consumption or any other objective. This route is found among a variety of alternative
ways, alternative means of transport or even a combination of both. Finding an optimal
route is only possible with the help of software that employs specialized algorithms to solve
the underlying combinatorial optimization problems.
The navigation system is only one example of many. Generally, software that helps mak-
ing decisions finds its way more and more into our daily lives, but it has already been known
for a longer time in larger dimensions such as in industrial settings. There, problems with the
need of making decisions on many options arise nearly everywhere, often in the context of
logistics, industrial management, production planning or networks. One can still experience
a growing awareness of their importance in different areas.
All combinatorial optimization problems have in common that there is a usually finite
ground set of discrete items and one aims at finding an arrangement or a selection of these
items that fulfills certain criteria. Depending on the problem setting, these items may be
locations on a route or jobs that need to be allocated to resources such as manpower and
material. An arrangement of locations might then correspond to a traffic route, and a se-
lection of jobs might express the set of jobs that can be completed subject to the number of
available workers in a company. Possible solutions for a problem have different qualities,
and the question is which is the best in a given setting. In this context, “best” depends on
the problem: it might be maximizing the profit gained by the successfully completed jobs,
or it might be minimizing the travel time of a route. In general, good solutions are hard to
be computed since the number of possible solutions growths exponentially in the number of
the ground set objects.
When looking to practical settings, the large number of possible solutions is only one
part of the actual hardness one has to face. Another issue is that often the requests only
appear over time, but decisions have to be made before the complete input is known, and
thus when one has not a complete view over the whole situation. We refer to this kind of
problems as online problems.
To make this more intelligible, consider the following example: a taxi driver receives re-
quests to pick passengers up at a certain time at some place to take them to some destination.
Several requests may very well overlap each other in the sense that pick up times are close
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after each other, such that taking the first passengers to their destinations exceeds the pick
up time of the second request. Thus, not all requests can be served, and the taxi driver has
to select a subset of all emerging requests such that he can complete these selected requests.
It is hard enough to select this subset, when the taxi driver wants to find the best route
or maximize the total profit he earns in his shift. But usually, these requests are not known
at the beginning of his shift. The requests rather emerge over time. Thus, when receiving
a request, the driver must decide whether to serve this or not. If there is a conflict with an
already accepted request, the decision of rejection is clear. Otherwise, the taxi driver needs
to evaluate: accepting the request implies that during its completion no other requests can
be served. As he aims at maximizing his profit, this might exclude lucrative alternatives.
The question is whether there are more profit-making options to emerge in this time or not.
Serving a request that gives little profit only is not what he wants to do, but if no further
request emerges, it is better to serve a less profitable request than being idle.
The difficulty in this setting is clearly the lack of knowledge about future events, and
the taxi driver thus needs to optimize his decisions under uncertainty. The challenge is that
when making a decision, its effects are not completely clear as conflicts might only become
visible when later requests arrive.
Formally, in online problems an a priori unknown set of requests is revealed over time.
Upon a request’s arrival only its relation to formerly arrived elements is revealed. The al-
gorithm decides irrevocably how to serve this request, and possibly it is an option to not
serve the request at all. The respective choice raises a profit or a cost. In contrast to online
problems, we use the term offline problem to denote the setting where the complete input is
known to the algorithm at the beginning of the computation.
In [ST85], Sleightor and Tarjan have introduced the competitive ratio as tool to measure
the performance of online algorithms. In contrast to the classical offline analysis, the atten-
tion is not on the algorithm’s running time, but instead it is measured the performance loss
the algorithm suffers due to the lack of knowledge about future events. For this purpose,
one compares the performance an online algorithm achieves on all inputs with that of the
optimal offline algorithm that knows the whole input sequence in advance and behaves best
possible.
We generally use OPT to denote the value of an optimal solution for some instance, where
ALG denotes the value of the solution that is computed by an online algorithm. Formally,
we define an online algorithm to be α-competitive if there is a constant α such that for all
input instances it holds OPTALG ≤ α. For the case of a minimization problem, the competitive
ratio is defined as ALGOPT ≤ α, such that the competitive ratio is always greater than 1.
As the online algorithm has to guarantee the competitive ratio on all input sequences in
this classical setting, the ratio is dominated by the worst performance on any input. We call
this the adversarial model. Let us return to the example of the taxi driver. Of course, he wants
to avoid earning only a low profit in a shift. On the other side, his salary is determined by
the accumulation of the profits in all shifts in a month. Only one bad shift is thus not such
a big problem, if there are enough shifts with a high profit. These thoughts indicate that the
worst-case assumptions are overly pessimistic in this setting.
An alternative that has gained increasing attention in the last years, is to include stochas-
tic components into the input. This leads to stochastic input models for the online algorithm
and weakens the consequences of a few bad decisions in the online computation. Although
the idea sounds promising, it raises the question where and in which way stochastic assump-
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tions should be included in the model. To capture these different ways, a variety of different
stochastic input models exists. We will consider three of them. In the random-order model, the
construction of the instance is worst-case, but the arrival order is a random permutation of
the input elements. In the prophet-inequality model, the input instance is drawn from a proba-
bility distribution, but the elements are revealed in worst-case order. The period model works
with a second set to which the input elements are stochastically similar and which is known
to the algorithm. The presentation as well as the construction of the input are worst-case.
With the different stochastic input models on hand, we investigate some online optimiza-
tion problems with different objectives in this thesis and get an insight into the techniques
and effects of the assumptions.
1.1 Results and Outline of this Thesis
1.1.1 Online Independent Set
In Chapter 3 the unweighted and the weighted online independent set problem are consid-
ered. We investigate the problems in an online setting, i.e. the input graph is assumed to be
presented over time. In more detail, in each round one node arrives. Upon its arrival, its
edges to formerly arrived nodes are revealed and it must be decided whether this incom-
ing node is selected to be contained in the independent set or not. This decision cannot be
changed afterwards. The goal is to select an independent set that is maximal in its cardinal-
ity in the unweighted problem version and maximal in the sum of its nodes’ weights in the
weighted one.
We show that adversarial assumptions are pointless in this setting and give an according
lower bound, showing that no online algorithm can be competitive in a non-trivial sense in
the adversarial model. We thus apply stochastic models which are presented in Section 2.3.
More precisely, we introduce a sampling model. This new unifying approach is presented
in Section 2.3 and makes our results being valid in several stochastic input models that are
also introduced in that section. We focus on graph classes with bounded inductive indepen-
dence number ρ which captures graph classes that are highly relevant in the fields of task
scheduling, allocation or admission control that we mentioned in the introduction.
Our first result is an algorithm that is constant competitive in the unweighted online in-
dependent set problem. The competitive ratio is in O
(
ρ2
)
. The algorithm uses statistic data
in a sample set to guide its online computation. We generalize the setting and consider the
weighted online independent set problem, where nodes have integral weights. The algo-
rithm we design establishes weight classes to group the nodes and makes then use of an
algorithm to compute a solution for the unweighted problem setting. In total, this results in
an online algorithm that is O(α · log(n))-competitive for the weighted online independent
set problem, where α = O(ρ2) is the competitive ratio of Algorithm 1 used as subroutine,
and n = E
[|V I |] is the input size. We complement this result by giving a lower bound of
Ω
(
log2 log n
log n
)
E [OPT] that holds for all online algorithms for the weighted online indepen-
dent set problem. This lower bound indicates that our online algorithm for the weighted
setting is, despite its simple structure, nearly best possible.
In the algorithms for both the weighted and the unweighted online independent set prob-
lem it is crucial that weights of different nodes are stochastically independent from each
other. In the last part of Chapter 3 we relax this assumption on the weights’ independence
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and consider the online group interval scheduling problem. Regarding its structure and the
bounded inductive independence property, this problem is a special case of the setting from
Section 3.3, but it exhibits dependencies between the nodes. Despite these dependencies
we are able to achieve a constant competitive ratio and design an algorithm that is 16c3-
competitive.
1.1.2 Online Appointment Scheduling
While in Chapter 3 it is the aim to find a subset of the input that maximizes the problem’s
objective function, we turn towards a minimization setting in Chapter 4. In the considered
online appointment scheduling problem jobs appear online over time, and not a subset of
jobs needs to be selected, but every incoming job must be assigned a position. This assign-
ment has to be chosen in a way such that the weighted sum of the jobs’ completion times is
minimized.
As a first result we prove a lower bound showing that for every randomized online algo-
rithm, the jobs’ weights can be chosen in a way such that for n jobs it is E [ALG] ≥ n8 ·OPT
in the adversarial model, even if all jobs have equal processing times. Since working in the
adversarial model is pointless again, we assume the jobs to arrive online in random order.
In this model we are able to design an algorithm that schedules jobs with uniform process-
ing times such that every job is 34-competitive in expectation. The algorithmic idea is to
compare an incoming job with those jobs that have arrived already. The result of this com-
parison is used to compute a slot for the incoming job. In this computation we pay attention
that we leave slots unused between the scheduled jobs. These unused slots are important as
with a relatively high probability prospective incoming jobs need to be scheduled between
formerly arrived jobs.
The generalization of the problem results in the model where processing times are al-
lowed to be arbitrary instead of uniform. In this setting, we derive an 2α log(n)-competitive
algorithm for jobs with general processing times. Here, α is the competitive factor of the
algorithm for jobs with uniform processing time that is used as subroutine when scheduling
n jobs with general processing times. Our online algorithm uses a labeling scheme to dis-
tribute the slots among different weight classes. This approach allows us to schedule jobs
with different processing times with respect to their weights, where the weight influences
the objective function.
The sampling model is not applicable in this problem setting, so we first use the random-
order model. The last result of this chapter considers the effect an available sample set with
statistical information has. In more detail, we regard the situation being similar to when
working with the sampling model, and we assume the algorithm to be equipped with a
sample set. We investigate how this set can be used to guide the online computation. In fact,
we are able to design an online algorithm that achieves an improved competitive ratio and
is 16-competitive in the online appointment scheduling problem with sampling for uniform
processing times.
1.1.3 Online Secretary Leasing
In the scheduling and allocation problems that have been described before, the objective is
to make decisions on requests appearing online. One can observe that the outcomes of the
decisions affect the overall solution, but this solution is uncoupled from the online rounds
1.2. Bibliographical Notes 5
in which the requests arrive. In the secretary leasing problem that we consider in Chap-
ter 5 we relax this uncoupling and consider an online problem over time. In more detail,
in every round there is a cost value revealed to the algorithm and in every round, also at
least one value needs to be active. Upon the presentation of a new value the algorithm must
decide irrevocably for how long, beginning in the round of arrival, this value is active, or
if it is rejected and thus not active at all. Total costs incur for every chosen value and per
round in which this value is active. The objective is to minimize the total costs, subject to
the constraint that in every round at least one value has to be active. We will see that this
covering constraint regarding the online rounds is a novelty that gives another spirit to the
optimization problem.
In Chapter 5 we consider this as the secretary leasing problem and begin with the as-
sumption that cost values are drawn uniformly at random. For these uniformly costs we
design an online algorithm that is 1ln 2 ·
( e
e−2 + 1
) ≈ 6.90-competitive in expectation. We af-
terwards focus on the number of concurrently active cost values and get the result that even
when only two values are allowed to be active in parallel, we can still achieve a constant
competitive ratio.
Further limitation to exactly one value per round is only possible with a non-constant
loss in the competitive ratio. To this end, we design an algorithm and first show that this al-
gorithm is an optimal online algorithm for the secretary leasing problem without concurrent
employment. Then we focus on uniform cost values again and see that our online algorithm
for the secretary leasing problem without concurrent employment has a competitive ratio of
Θ (
√
n/log n).
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1.3 Related Work
Combinatorial optimization in general is a vast research area. Many textbooks exist besides
publications on current research, and a good overview is provided by, e.g. [KV05, Sch03].
One problem we investigate in this thesis is the independent set problem. This is a well-
known optimization problem and follows from [Kar72] to be NP-hard in the offline setting.
The independent set problem is not only hard to be solved optimally, but also a number of
inapproximability results exists [H9˚6, EH03]. Despite the independent set problem being
hard in general, algorithms that achieve reasonable guarantees exist for a number of sub-
cases. In the 1970s, Frank [Fra75] gave an algorithm for the weighted independent set on
chordal graphs, which is a class where also interval graphs belong to. Interval graphs can
be used to model questions in the field of scheduling [KT05]. The independent set problem
in general is NP-hard, but it admits a PTAS [EJS05] on disk graphs. In [AADK02, YB09], the
results are extended to graphs that feature a bounded inductive independence number. Ex-
ploiting the inductive independence number when it is bounded is common also for other
problems, see [Ira94] for an example. This work includes results on coloring graphs with
bounded inductive independence, e.g. an algorithm to color these graphs with O(ρχ log n)
colors is presented.
Disk graphs have bounded inductive independence number ρ = 5 and their use is often
motivated by modeling interference in wireless networks. An independent set then corre-
sponds to the devices that can transmit concurrently without interference. A number of
approximation algorithms also exists for variants of the problem to maximize the number
of successful transmissions when a wireless network is modeled through the more realistic
SINR model instead by disk graphs [AD09, GWHW09, HW10, HM11, Kes11]. However, in
[HKV11] it is shown that any of these problems can also be described through an indepen-
dent set in an edge weighted conflict graph. In [HHMW13] it is shown that the inductive
independence number in these edge-weighted conflict graphs is bounded by a constant or
by O(log n).
It is common to consider problems in an online manner, i.e. to assume the input to be
revealed piecewise over time. The competitive analysis is often used as method to analyze
online algorithms. It was first introduced in [ST85]. A good overview and introduction
to online algorithms and competitive analysis is also provided in [BEY98]. Competitive
analysis, however, is often too pessimistic. Even the problem of selecting the maximum
weighted element in an online sequence is pointless in an adversarial setting. In contrast,
reasonable results can be achieved when the problem is considered in stochastic settings,
e.g. when the elements arrive in random order [Dyn63, Lin61]. This problem became later
known as the secretary problem. A number of generalizations and variations are built on
the secretary problem, see [Bru84] for non-discrete arrival or [Bea06, MMP08] for a version
with values drawn from probability distributions. In [Kle05] it is considered to hire multiple
secretaries and [IKM06] deals with multiple employers.
Another basic online problem that is similar to the secretary problem is the following
prophet-inequality problem: stop a sequence of independent, real-valued, non-negative ran-
dom variables with finite expectation each, such that the most recently observed value is
maximized [KS77]. Out of this problem, a generalized input model evolved in which the el-
ements of the input are drawn from distributions. A problem statement that combines both
the secretary and the prophet-inequality problem is presented in [EHLM15].
Meanwhile, more complex combinatorial optimization problems have been considered
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in stochastic online models. Two of these models evolved from the described secretary prob-
lem and the prophet-inequality problem and are common to be used. Where in the random-
order model, which is also called secretary model, the instance is constructed as worst-case
but the elements are presented in random order, in the prophet-inequality model the input
is revealed in an arbitrary order but the instance is drawn from probability distributions.
More involved variants of the secretary problem include the matroid secretary problem that
has been considered in the random-order model [BIK07]. The latest and so far best results
are presented in [FSZ15, Lac14] where O(log log R)-competitive algorithms for the matroid
secretary problem are given, and R is the matroid’s rank. Further variants of the secretary
problem are also considered [AMW01], among them one where the sum of the accepted
ranks is to be minimized. The prophet-inequality problem has been generalized to underly-
ing matroid constraints in [KW12].
The online weighted matching problem is considered in [KP09] and a constant com-
petitive algorithm is presented. This algorithm inspired our online algorithm for the in-
dependent set problem, and both approaches use a greedy algorithm to guide the online
computation. Further variants of matching and set packing problems are considered in
both online models in [AHL12, KRTV13]. Another well-known combinatorial optimization
problem is the knapsack problem. It is investigated with random-order input in [BIKK07].
Generalizations of matching, also with linear constraints, can be found in the area of ad-
allocation [DH09, MSVV07].
This leads to general packing LPs with linear constraints that are considered, e.g. ,
in [AWY14, FHK+10, KRTV14, MR14]. In these problems it is a common assumption that
capacities are large compared to the demand in a single round. This allows deriving also
(1− ε)-competitive algorithms. A general framework for integral as well as fractional on-
line packing and covering problems with linear constraints in the adversarial model is given
in [BN09]. This framework allows to choose a competitive ratio that is achieved, but the cho-
sen ratio influences the number of violated constraints. Although the online independent set
problem can be formulated in terms of a packing LP, it is not captured by these algorithms
for online packing linear programs.
Generally a large part of the existent work is on maximizing a problem’s objective func-
tion, but there are also results in the rather scarce field of online minimization. First of all, we
mention the facility location problem. It is considered as an online variant in [Mey01] and a
constant competitive online algorithm is presented for the random-order model. In contrast
it is shown that no online algorithm can achieve a constant competitive ratio in the adver-
sarial model, but being O(log n)-competitive is possible. Other minimization objectives are
present in the network design problem [MMP01] and the Parking Permit problem [Mey05].
In both problems there is a number k of available options and the presented algorithms are
O(k)-competitive, both only analyzed in the adversarial model. Also the idea of leasing
objects and minimizing the objective has been captured [AG07, NW13]. A problem that con-
cerns renting online arriving items subject to capacity constraints is discussed in [FGKN15].
We have seen that several problems are investigated in the prophet-inequality or the
random-order model. Besides these two models, there are still other stochastic input models.
In [DJSW11], the i.i.d. model with unknown and possibly changing distributions, the so-
called adversarial stochastic model, is introduced and used for resource allocation problems.
An interesting generalization of random-order arrival is presented in [KKN15] in the way
that relaxations of the random-order hypothesis are investigated.
Scheduling is usually not considered as being part of combinatorial optimization, but it
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is generally a separate and also a vast area of research. We cannot give a complete overview,
but we focus instead on results that are related to our work. The objective function we use,
minimizing the weighted completion time, is well studied. In offline scheduling, minimiz-
ing the weighted completion time on a single machine can be solved optimal with Smith’s
Ratio Rule [Smi56]. In [ABC+99, CK01], more complex versions of minimizing the weighted
completion time such as settings with identical and related machines or release dates are
studied and admit PTASs.
A common online version of the problem is that jobs with their according information
are revealed to the online algorithm upon their release dates. An algorithm determines
at any point the job among the released ones that is processed next. There are different
variants of this setting with various results. A 2-competitive algorithm with preemption is
given in [MS04], this result is best possible. The best known algorithm without preemp-
tion is 2.62-competitive [CW09]. On a single machine without preemption, there is a tight
2-competitive algorithm [SS02] where the best known algorithm with preemption is 1.565-
competitive [Sit10]. For the parallel machine setting, there is a general framework that allows
to approximate the best possible competitive ratio [GMMW13].
A stochastic variant of the problem is the following: upon the arrival of a job not its true
processing time is revealed, but a probability distribution over the processing time of the job
is presented to the algorithm. The actual true processing time becomes known only when the
processing of the job is completed. For the setting without preemption, an algorithm whose
competitive ratio depends on a stochastic parameter ∆ of the processing times’ distribution
is known [MUV06]. When preemption is allowed, then a competitive factor of 2 is obtained
independent of the processing time distributions [MV14].
In scheduling terminology, the jobs in the problem we consider arrive in the “online list
model”. For worst-case inputs on a single machine and with unit weights, it does not allow
any randomized online list scheduling algorithm to be O(log n)-competitive [FW99].
There are also results for some online scheduling problems in the random-order model.
For the Best-Fit algorithm for bin packing there is lower bound of 1.08 and an upper bound of
1.5 on the competitive ratio [Ken96]. The Next-Fit algorithm for bin packing is 2-competitive
in the random-order model and matches known bounds in the adversarial model [JCRZ08].
The List algorithm for minimum makespan is
(
2− 1m
)
-competitive also in the random-order
model [OT08].
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Online Problems and Stochastic Inputs
This chapter is meant to serve as an introduction to the field of online problems and the
stochastic inputs. To this end, we introduce an illustrative example of a simple combinatorial
optimization problem and discuss the concept of online algorithms. We introduce some basic
terms that we use throughout this thesis, and we point out some of the difficulties that arise
in the field of online optimization.
As a consequence of these difficulties, we give a lower bound that indicates complete ad-
versarial assumptions to be pointless in our work. To obtain results beyond the worst-case,
we introduce the concept of stochastic inputs. For this purpose, we present in more detail the
stochastic input models that were already mentioned in the introduction. These will be im-
portant as we use them to model the input of the optimization problems we consider in the
subsequent chapters. Further we draw some basic connections between the input models.
2.1 Motivation: Interval Scheduling
Let us turn towards the basic version of the online interval scheduling problem as an illustrative
example. As a motivation, we assume to have one processor which can process jobs, but
only one job at a time. Each job requests access for one specific time interval. Either it is
given access in its desired interval, then the job can be processed on the processor, or it is
not assigned the interval, which means the job cannot be processed and is rejected. The
question is, which jobs are selected. In this problem the objective is to maximize the number
of successfully processed jobs.
Usually there are overlappings between the different intervals, and only a subset of all
jobs can be processed successfully. The objective is to choose the subset in a way such that it
has maximum cardinality, subject to the constraint that all intervals in the subset are pairwise
intersection free. We call intervals that do not intersect each other to be independent.
To compute the optimal solution, we order the jobs according to the rule “earliest end
job 1
remaining jobs, pairwise independent
Figure 2.1: Intervals forming a Star Graph
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time first”. Then we consider the jobs in this order and accept a job for the independent set if
and only if it does not have a conflict with any job already selected. We name this approach
of considering jobs in an ordering and accepting a job if it fits a greedy algorithm. We observe
that the greedy algorithm is optimal on the above ordering.
Assembling an ordering according to the rule “earliest end time first” now establishes a
situation where the selection of a job i causes not that much damage. More precisely: Not
selecting this job i would enable at most one other job coming later on in the ordering to be
selected. So if one considers whether to choose i or whether to prefer some job coming later
in the ordering, one is never worse off taking i and rejecting the other job. Since this holds
for all jobs in the ordering, beginning with the first job and selecting a job as soon as it does
not intersect jobs that have been chosen so far, gives an optimal greedy algorithm to solve
the problem.
Observe that greedy executed on general instances and not in the discussed order can
cause a job to be selected, where this job interferes with many subsequent jobs. When those
jobs, however, are pairwise independent, selecting this particular job causes a significant
loss. Such an instance is depicted in Figure 2.1, where considering Job 1 and selecting it
prevents the remaining jobs to be chosen.
2.2 Introduction to Online Optimization
In non-trivial optimization problems, the requests have relations to each other that affect the
quality of the possible solutions. Algorithms for computing solutions often figure out these
relations to base the accept/reject-decision hereon. We have seen this in the above example
where the greedy algorithm sorted the end times of the intervals and processed them in this
order then.
This requires all input elements to be given to the algorithm before it starts its computa-
tion. Regarding practical issues, this means an algorithm knows all requests in advance and
then starts with the computation of a solution. We have introduced online problems already
and have discussed that requests often arrive over time such that the algorithm does not
know the complete input when it starts the computation.
In offline problems, the instance is the decisive factor for the quality of an algorithm’s
solution. When considering online problems, however, not only the construction of the in-
stance but also the order of arrival is crucial for the quality of an algorithm’s output.
This implies that not only the combinatorial properties but also the lack of information
about future events plays an important role. To this end, recall the online interval scheduling
problem. We realize that it is just impossible for the greedy algorithm to sort all intervals
according to their end time, since it does not know the future input elements. A natural
online greedy variant then is to accept a request as soon as the request does not conflict with
any other selected before.
Although this approach seems reasonable, it brings difficulties. For this purpose, con-
sider the instance in Figure 2.1 again. If Job 1 appears first, the online algorithm will, ac-
cording to the above mentioned strategy, accept it. Doing this implies that it cannot serve
any of the other requests. If otherwise one of the shorter intervals emerges first, it will select
this and will thus exclude the long dominating request. The second case is preferred since it
gives a much better solution.
The latter example does not only show that the order of arrival plays an important role in
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online algorithms, but it also shows that different orders have different influences on the out-
put. It is common in the field of online algorithms to work in the so-called adversarial model.
The name comes from the illustration that there are two “parties”: the algorithm on one
side, trying to produce a solution with quality as high as possible. This goal is challenged by
the input appearing sequentially and, thus, by the lack of information about future events
and consequences of current decisions. On the other side, one imagines to have an adver-
sary who decides about the presented input, and who is in every round able to create the
next input element. This adversary thus has the power over the input sequence the online
algorithm must deal with. The challenge for the algorithm emerges, as the adversary has
opposite goals and aims at making the algorithm’s output as poor as possible. Hence, the
adversary in general presents input elements that are as contradictory as possible to the so-
lution set the algorithm has computed so far. He is not only able to construct the underlying
graph, but also to present the nodes in an order which is in his favor and adapted to the on-
line algorithm’s previous choices. Using the adversarial model thus corresponds to working
under worst-case assumptions.
Unfortunately, failure is inevitable in the adversarial model for the online greedy algo-
rithm even in the very good-natured interval scheduling problem statement from above. To
this end, consider Figure 2.1 again: accepting the first long interval will cause the adversary
to let this be the one large everything-dominating request, where rejecting the first item has
the adversary to stop the sequence. In both cases, the online algorithm is not competitive in
a non-trivial way. A more general statement on this issue and its formal proof are presented
in the proposition below.
These adversarial assumptions are quite powerful, as they make the online algorithm
completely dependent on the adversary and, hence, on the worst-case. It is clear that an
online algorithm that achieves a certain competitive ratio in the adversarial model provides
this ratio as a guarantee for its output on all problem instances. This implies that whenever
in a setting real guarantees are needed, it is unavoidable to use the adversarial model. Indeed
it is always nice to have good guarantees, but unfortunately one realizes that the adversarial
model often is too powerful to derive algorithms achieving good competitive ratios.
Especially for more complex problems that have a distinct combinatorial structure or
mutual influences between an instance’s elements, usually only poor results are possible in
the adversarial model. This, for example, is the case with the independent set problem. It is
not only that no good algorithms are known, but this is even in the sense that there often exist
strong lower bounds implying that no algorithms with good competitive ratios are possible
to be designed. We establish such a lower bound for the independent set problem in rather
simple and restrictive graph classes, such as interval and disk graphs, in the following. The
construction is done on interval graphs, which are a subclass of disk graphs.
Proposition 2.1. For computing online independent sets in interval and disk graphs with adversarial
input and n input elements, there is a lower bound of Ω(n) that holds for all online algorithms.
Proof. In order to prove the proposition, we consider a sequence that comprises n intervals
in total. The input consists of n/2 many pairs of intervals. The sequence is as follows: it
begins with two disjoint pairs of intervals. The next pair of disjoint intervals is inserted into
one of the two previously arrived intervals. The decision into which interval the insertion
takes place is made by flipping a fair coin. This recursive procedure continues until all pairs
have been placed. The idea of the construction is visualized in Figure 2.2.
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Figure 2.2: Lower Bound Construction for Independent Set in Interval Graphs
The optimal solution clearly selects one interval per level, namely that one into which
no further intervals are inserted. The exception is the last level, there both intervals can
be selected. This results in a total independent set size of n/2 + 1 in the optimal case. A
deterministic online algorithms behaves worse. A simple recurrence shows that the expected
number of intervals it selects is at most 2.
This negative result extends to randomized online algorithms in the adversarial model
as well, by applying Yao’s principle. The construction can obviously also be done for disk
graphs.
Nevertheless, it may well be necessary to cope with combinatorial optimization problems
in an online scenario. One way to deal with it is to weaken the input model in the way
that not construction and representation are up to the adversary, but there are stochastic
components included in the model.
2.3 Stochastic Input Models
An interesting idea is to weaken the adversary and reduce his power in order to be able
to design algorithms that achieve better competitive ratios. As we have seen in Proposi-
tion 2.1, it is not sufficient to only consider randomized algorithms. It is rather necessary
to relax adversarial assumptions and include stochastic components into the input models.
The challenge here is to decide which assumptions should be replaced by stochastic parts.
In other words, one now faces the situation that many stochastic input models with different
characteristics and properties exist. We will discuss this soon, as we consider several differ-
ent stochastic input models. They are quite different in their nature in the sense that they
differ in where and how they apply stochastic components instead of adversarial assump-
tions. When describing the different models in the following, we assume that we work with
an optimization problem that has an underlying graph structure. We thus occasionally refer
to incoming nodes and edges. The models can of course be adapted to those problems which
are not of a graph theoretical nature. Examples for those will be investigated in Chapters 4
and 5. Especially in Chapter 4 we discuss how to adapt the models to a problem without an
underlying graph structure.
After discussing the stochastic input models, we introduce a new unifying model, the
sampling model that covers all of the models that will have been discussed previously and
that bridges between them. It is hence not necessary to choose one specific model when one
is working with the sampling model. In more detail, we study the following stochastic input
models: the random-order model, the prophet-inequality model and the period model. All of them
are different, but similar in the sense that they exhibit the same background: weaken the
adversary by using stochastic components. As having been said before, it is merely different
where the stochastic components are used and in which way this is done.
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Random-Order Model. This is also known under the name “secretary model” which clearly
indicates its origin and that the model is significantly inspired by the well-known secretary
problem. We turn away from the original objective in this secretary problem and adapt the
model to our setting with a conflict graph. The main characteristic of the model is that the
input nodes arrive in random order. Further, the graph construction is carried out by an
adversary in advance. In other words, first the adversary constructs the input, for example
a graph with all its nodes, edges and possibly weight values. Then the influence of the ad-
versary stops. The nodes of this instance are permuted into a random order and according
to this order, the elements are presented to the online algorithm. Compared to the classical
adversarial model described above, we relax the assumption that the adversary may also
determine the next input element. Formally, in this model we have a node-weighted graph
G = (V, E, w) with n nodes. For simplicity, we assume integer node weights. In Section 3.3
we restrict the weights to {0, 1}-values, i.e. all nodes that appear have weight 1. The algo-
rithm knows the number of nodes n, but it does neither know G itself nor does it know the
weights (in the general setting). The nodes of G are presented in random order, and each
permutation of the nodes is equally likely to appear. As soon as a node is presented, the
algorithm learns its weight and sees all its edges incident to those nodes which have already
arrived.
Prophet-Inequality Model. This model has its origin in the field of stopping-theory. The
name comes from the basic setting in the beginning, where a gambler was said to observe
a sequence of random variables and his task was to stop the sequence at a value as high
as possible. His result was then compared to that one of a prophet, who knows the whole
sequence and could easily recognize the highest value and stop the process then, see [KS77].
We transfer the idea of the prophet-inequality model to our graph setting. In general, here it
is a bit more involved than in the random-order model. The underlying graph G = (V, E) is
constructed adversarially and also the arrival order is determined by the adversary. Nodes
are weighted, and these weights are drawn at random according to probability distributions.
These distributions, one for each node, are again fixed by the adversary. The exact outcome
of the random experiments determining the specification of the weight values, however,
appears first upon arrival of the node. Of course, the weight values are drawn according to
these distributions, such that there is no influence of the adversary any more on the actual
outcome of the random experiment. In advance, the algorithm knows the graph G and the
probability distributions of the nodes. It does, however, neither know the exact outcomes of
the weight values nor the order in which the nodes are presented.
Period Model. The period model covers scenarios in which some statistic data is available,
but these data are somewhat vague and not an exact prediction of the future. In general,
time is assumed to be divided into time periods. When we talk about an online algorithm
computing the solution on some input, we assume its input to be given successively in one
time period. The model is inspired by settings from the field of admission control, where
repeated decisions, e.g. every week in the same time frames, need to be made. It is the idea
to learn from the data from the period before about the number and kind of the requests to
emerge in the current period. The data is similar, but not exactly the same. In a setting with
a conflict graph, this means a node from the period before is only with a certain probability
present again. This probability, i.e. the probability that elements deviate from the period
before, is determined by an adversary. Once the requests to appear are specified through
the outcomes of the probability distributions, the order in which they arrive is unpredictable
and, thus, assumed to be adversarial as well. Nothing is known before, neither the graph nor
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the probabilities, only the data from the period before is accessible. This is also a big contrast
to the prophet-inequality model, where the probability distributions are known before.
More formally, we work on an underlying, potentially very large graph G = (V, E, w)
with node weights. Further we assume time to be partitioned into periods t = 1, 2, . . .. For
each node v ∈ V we let an adversary define a probability ptv ∈ [0, 1] such that for t ≥ 2 it
is pti ∈ [pt−1i /c, pt−1i · c], where c ≥ 1 is assumed to be a constant. We introduce independent
binary random variables Xtv with Pr
[
Xtv = 1
]
= ptv and Pr
[
Xtv = 0
]
= 1− ptv to denote the
probability for node v to be presented in period t. According to these indicator variables,
we let Vt = {i ∈ V | Xti = 1} be the set of nodes that are presented in time period t. For
every period t ≥ 2 let the nodes from Vt be presented by the adversary. The online algorithm
processes the nodes in this order and aims at finding a solution among the nodes in Vt having
maximum weight. The graph G, the probabilities ptv as well as the nodes’ arrival order are
not known a priori. Note that the probabilities ptv used to create the requests might change
over time, but only slowly, however, as the deviation from one period to the next is bounded
by the constant c.
As promised above, we developed a new input model that is denoted sampling model
and which is able to bridge between the discussed approaches and covers all of them. This
is a simplification in working with stochastic inputs, since algorithms that are designed for
this unifying model can cope with inputs in the random-order and the prophet-inequality
as well as the period model. It is thus not necessary to choose a specific model that fits the
existing algorithm or to redesign an algorithm in order to fit the model.
In our sampling model, the online algorithm is initially endowed with a sample graph
that is stochastically similar to the input graph. The input nodes are presented subsequently
in an online manner. Formally we have an arbitrary graph G = (V, E). From G we derive
two induced subgraphs. On one side the input graph G[V I ] with input weights wI and on the
other side the sample graph G[VS]with weights wS. It is in each case V I , VS ⊆ V. Determining
the sets V I and VS happens implicitly by drawing non-negative weight values wI(v) and
wS(v) for each node v ∈ V at random. For the sake of simplicity, we assume node weights to
be integral. Consequently, we set V I = {v ∈ V | wI(v) > 0} and VS = {v ∈ V | wS(v) > 0}
to consist of all nodes whose respective weight, i.e. sample or input weight, is non-zero. For
the weights wI and wS, we claim that they need not to be drawn according to exactly the
same distributions, but they must satisfy the following two assumptions. These are needed
for the proofs on the algorithms’ competitive ratios in later chapters. Throughout this thesis,
we often face the situation that probabilities for certain events are the same up to a constant
factor. If not specified differently, this factor is usually denoted with c.
Stochastic similarity. For every node v ∈ V and every integer b > 0, it holds that
Pr
[
wI(v) = b
] ≤ cPr [wS(v) = b] and Pr [wS(v) = b] ≤ cPr [wI(v) = b] with c ≥ 1
being a fixed, constant term.
Stochastic independence. For every node v ∈ V, the weights wI(v) and wS(v) do not de-
pend on the weights wI(v′) and wS(v′) of any other node v′ ∈ V, v 6= v′.
We will work with stochastic input models throughout this thesis. In this context, we
often face the situation that probabilities for certain events are the same up to a constant
factor. If not specified differently, this factor is usually denoted with c.
At this point, we also explicitly emphasize that the weight values wI and wS for the same
node v ∈ V do not need to be independent from each other. That means for any v ∈ V, the
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values wI(v) and wS(v) might very well be correlated. It is merely required that no depen-
dencies between the weights of different nodes v and v′ exist. These possible dependencies
between sample and input weight are crucial for the simulation of the sampling model by
the random-order model.
In the later chapters when using the sampling model, we will show competitive ratios
that do not depend on the size of the graph G, but only on the expected size of the input
graph G[V I ] that is presented to the online algorithm. For this reason, the model and our
algorithms in this model can also be extended to infinite graphs. These might for example
represent all possible disks in the Euclidean space. In such an extension, however, it might
be necessary to work with continuous rather than with discrete probability distributions. We
focus on finite graphs, integer weights and discrete probability distributions for notational
simplicity in this work.
We have seen before when discussing the stochastic input models that the way the in-
put is presented to the algorithm plays a crucial role. In the sampling model, the online
algorithm does a priori neither know the graph G, nor the probability distributions for the
node weights or even the exact weights wS, wI themselves. As its initial input, the algorithm
receives the sample graph G[VS] with the sample weights wS of the nodes in VS. It also
gets to know the order ≺ among these nodes in VS, when this relation is important for the
algorithm and exists among the nodes.
Afterwards, the online part begins. Then the nodes in V I arrive one after the other in
adversarial order. Upon the arrival of a node v ∈ V I , the algorithm sees the weight wI(v).
Further, all edges from v to nodes in VS and nodes from V I that have arrived before v are
revealed, as well as the relative position of v to these node with respect to the order ≺, if this
order exists. Further, if v is not only contained in V I but also in VS, the algorithm recognizes
these two nodes to be identical. These are the information on which the online algorithm
can now base its decision whether v is selected to the output set or not. This decision is
irrevocable and cannot be changed later on.
As discussed before, the competitive ratio is a proper tool to measure the quality of on-
line algorithms. There, one compares the quality of an online algorithm’s output set with
the quality of the offline optimum. Due to the stochastic inputs and potential randomization
in the algorithms, we work with expected values and generally define the expected com-
petitive ratio as E[OPT]/E[ALG] or E[ALG]/E[OPT], respectively. In the case of the random-order
model, the value OPT of the optimum is fixed, such that the competitive ratio simplifies to
OPT/E[ALG]. Note that in the period model, the competitive ratio is only studied appropri-
ately with respect to any fixed period t ≥ 2. In the sampling model, the ratio evolves to
E[OPT(wI)]/E[ALG], where OPT(wI) is the maximum weight of a solution with respect to the
input weights wI .
The following proposition establishes a formal connection between our sampling model
and the stochastic input models presented before, by showing that an upper bound on the
competitive ratio for the sampling model also implies upper bounds for the other models.
We thus settle formally what it means that the sampling model bridges between the other
models and show the sampling model to be very useful when it comes to designing online
algorithms.
Proposition 2.2. If it exists an α-competitive algorithm in the sampling model, then we can derive an
O(α)-competitive algorithm for the same problem in the prophet-inequality model, the period model,
and the random-order model.
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Proof. In order to prove the proposition, we now describe how to derive an appropriate
instance for the sampling model, when the input is given in one of the other three models.
That is, we show how to construct from the model on hand the sample and the input graph
with the corresponding weights for the sampling model. For this, we denote with α = α(c)
the algorithm’s competitive ratio in the sampling model, where c is the constant term from
the stochastic similarity assumption above.
We start with considering the prophet-inequality model. To transform it into a sample
and an input graph, we use the underlying graph in the prophet-inequality model as graph
G = (V, E) for the sampling model. Assuming alls weights to be positive, we set V =
VS = V I . The input weights wI in the sampling model correspond to the original weights
that come with the prophet-inequality instance. To generate the sampling weights wS for
the online algorithm, the probability distributions given by the prophet-inequality model
are simulated on the nodes from VS. By this, a sampling graph for the sampling model
arises. The similarity condition for the sampling model holds even with c = 1, as the sample
and input weight wS and wI are generated by the same distribution. Consequently, when
designing an algorithm with competitive ratio α in the sampling model, we also have an
α(1)-competitive algorithm in the prophet-inequality model.
Next we turn to the period model. For every period t ≥ 2, we can use the observations
from period t− 1 as sample graph. Let us denote the adversarial weights from the period
model with w(v) for a node v. We set wS(v) = w(v) in the sampling model, if v ∈ Vt−1,
i.e. if v is present in period t− 1. If this is not the case, we set wS(v) = 0. Analogously, we
define the input weights. We thus set wI(v) = w(v) if v ∈ Vt, and wI(v) = 0 if otherwise
v /∈ Vt. This way, the similarity condition is guaranteed to be satisfied as consequence to
the definition of the period model. The competitive ratio in the period is α(c), where c is the
according parameter in the period model, bounding the deviation from one period to the
subsequent one.
Finally we consider the random-order model and describe the simulation for this model.
We begin with determining a random number k. This k is drawn from the binomial dis-
tribution B (n, 1/2) with n = |V|. The sample set VS is defined to contain the first k many
nodes of the input sequence. This is achieved by only observing these first k nodes without
considering them for any solution, but just adding them to the sample set VS. The actual
input then consists of the remaining n− k many nodes which are then consequently defined
to form V I in the sampling model. We achieve this technically by setting wI(v) = 0 and
wS(v) = w(v), if v is among the first k nodes. If v is part of what we consider to be the
input in the sampling model, i.e. from the remaining n − k nodes, we set wS(v) = 0 and
wI(v) = w(v). The value w(v) is the adversarial weight that node v carries in the random-
order model. Observe that the nodes in the original model here arrive in random order and
that we draw k from the binomial distribution. This is how we capture the stochastic part in
this simulation. Thus, the definition of the weights as given above is stochastically equiva-
lent to choosing weight tuples (wS(v), wI(v)) for every node v ∈ V independently uniformly
at random from {(0, w(v)), (w(v), 0)}. The conditions on stochastic independence as well as
on stochastic similarity with c = 1 are fulfilled. The online algorithm we design in the sam-
pling model achieves a competitive ratio of α(1), but this factor is with respect to G
[
V I
]
only. This means, for the competitive ratio it holds E [ALG] ≥ E[OPT(wI)]/α(1). Recall that the
size of G
[
V I
]
depends on k and contains roughly half of all nodes in G, because k is drawn
from B (n, 1/2). The other half of the nodes from G is used to form the sample graph G
[
VS
]
.
Due to symmetry it is E
[
OPT(wI)
]
= E
[
OPT(wS)
]
, and this implies
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OPT(w) = E
[
OPT(wI + wS)
]
≤ E
[
OPT(wI)
]
+ E
[
OPT(wS)
]
= 2E
[
OPT(wI)
]
.
We are consequently able to derive E [ALG] ≥ E [OPT(w)] /2α(1) as competitive ratio,
and know this to be upper-bounded by 2α(1) in the random-order model.
This Proposition 2.2 has an extensive meaning for the design of online algorithms, since
it allows us to focus on the sampling model when proving upper bounds on the competitive
ratio. We extend this significance with the following lemma. It shows that when proving
bounds on the competitive factor, it is also sufficient to use the best offline solution with
respective to the sample graph and its weights wS instead of the input graph as comparison
with the computed solution. Thus, it is sufficient to upper-bound E[OPT(wS)]/E[ALG] in place of
E[OPT(wI)]/E[ALG], when we aim at upper-bounding the competitive ratio of some algorithm
within a constant factor.
Lemma 2.3. For the relation between optimum on sample and on input graph it holds
E
[
OPT(wS)
]
≥ 1
c
E
[
OPT(wI)
]
,
where c is the constant from the stochastic similarity assumption.
Proof. By the stochastic similarity assumption, we have Pr
[
wS(v) = b
] ≥ 1c Pr [wI(v) = b]
for every v ∈ V and b > 0. Since only a decrease of E [OPT(wS)] is possible, we assume
without loss of generality that Pr
[
wS(v) = b
]
= 1c Pr
[
wI(v) = b
]
for any b > 0. We ob-
serve that any possible correlation between wS and wI does neither affect E
[
OPT(wS)
]
nor
E
[
OPT(wI)
]
. Thus we are allowed to define a coupling between wS and wI . We do this
through rearranging the random experiments that determine the weights wS and wI . The
correlations between those two values will have changed afterwards, but the individual
probability distributions of wS and wI remain untouched. With the following coupling we
achieve exactly the recently described: set wS(v) = wI(v) for each node v ∈ V with proba-
bility 1/c and set wS(v) = 0 otherwise.
We follow the principle of deferred decisions and assume the weights wI to be fixed
arbitrarily. Let U ⊆ V I denote a solution of maximum weight in G[V I ] to the problem we
consider. Then it is US = {v ∈ U | wS(v) ≥ 0} a feasible problem solution G[VS] as U is
feasible and US is obtained from U by removing elements. For the expected weight of US
we get E
[
wS(US)
]
= 1c w
I(U) = 1c OPT(w
I), which implies the lemma.
Besides the recently discussed random-order, prophet-inequality and period model that
are covered by our sampling model, there exist still more stochastic input models. One of
them we will also make use of is the i.i.d. model, where the input consists of random variables
that are independent and identically distributed. In this model, the random variables arrive
over time and a variable’s value is determined by drawing it i.i.d. from a distribution upon
its arrival.
We observe that the i.i.d. model is weaker than the random-order model, and algorithms
designed for the random-order model also work in the i.i.d. model. For this purpose, assume
the sequence of independent and identically drawn values to be presented to an online al-
gorithm that works with random order input. This algorithm cannot decide whether the
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values in the sequence were drawn i.i.d. or were determined by an adversary, and thus it
computes a solution for which the same competitive ratio holds as for inputs in the random-
order model. The procedure is not possible vice versa, as adversarially constructed instances
are not necessarily i.i.d. .
Despite the i.i.d. model being weaker than the other models we discussed, we use the
i.i.d. model in one of the problems we consider. This will be the case in Chapter 5, where we
also give a motivation for the use of this weaker model and a more detailed description of
the model.
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CHAPTER 3
Online Independent Set
Our algorithms in this chapter will be based on the conflict graph G = (V, E) of a problem.
This means, we identify every discrete element of the input with a node v ∈ V in a graph
and we draw an edge (u, v) ∈ E between two nodes u and v, if and only if the elements that
correspond to u and v are in conflict with each other.
We consider the independent set as our first combinatorial optimization problem. The
problem is well-known in the offline setting, it was shown to be NP-complete in the very be-
ginning when complexity theory emerged, and many results regarding its approximability,
are known; see Sections 1.3 for a more detailed discussion.
The independent set is a very general problem statement that allows many scenarios to be
modeled. It experiences extensive use in various scheduling or resource allocation problems,
as many of these problems can be formulated in terms of an independent set through their
conflict graph representation. These conflicts are indicated by an edge in the graph and can
be of different nature. In the following, we give a detailed discussion of the basic version of
the interval scheduling problem to get first insights into the subject.
3.1 Greedy Algorithms and Bounded Inductive Independence
We already described the interval scheduling problem in the beginning of Chapter 2. This
problem aims at maximizing the number of selected intervals and corresponds to the un-
weighted problem statement, i.e. we seek for a subset of maximum cardinality. In the
weighted version of the problem, each job or interval, respectively, comes with a positive
weight value. The aim is to maximize the sum of weights of the selected intervals. We ob-
serve that the best solution in the weighted problem may contain less jobs in its subset than
in the unweighted problem, as there may be jobs that have a high weight and, thus, have a
large contribution to the objective function’s value. Untouched, however, is the requirement
for independence: in both scenarios the solution subset is not allowed to contain overlap-
ping intervals. Notably, every subset of intervals that do not intersect each other is called a
feasible solution, and we call a particular set with the largest cardinality or the highest sum of
interval weights, respectively, an optimal solution.
Recall that when it comes to the question of how to compute the optimal solution, we
have seen that a greedy processing of the jobs sorted increasing in their end times is optimal.
If we ordered the intervals according to some other criterion, e.g. increasing in their start
times, and operated greedy on this ordering, then the result could be arbitrarily bad.
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To this end, take the unweighted scenario and the instance in Figure 2.1 as an example:
Greedy aims at maximizing the number of selected jobs and thus start its computation with
Job 1 that starts first, i.e. that has the earliest start time. This implies it would select the first
job in order to not miss any possible job, but selecting all others except the first would be the
preferred solution.
The recently given example shows that a greedy approach may by all means fail, but in
the following we show that this is not mandatory. Greedy may also yield good solutions as
we have seen when ordering the intervals according to the rule “earliest end time first”.
One might now wonder why this is the case. We note that greedy executed on general
instances can cause a job to be selected, where this job interferes with many subsequent jobs.
When those jobs, however, are pairwise independent, as it was constructed in the example
above, selecting this particular job causes a meaningful loss.
The reason for the optimality has been described previously, namely that selecting a job
i prevents at most one other job coming later in the ordering from being selected. This is a
special property of interval graphs. It enables us to design greedy algorithms that provide
an optimal solution. So this property is not only useful, but also very powerful, and we
generalize it to cover a broader range of graph classes. Thus we say a graph class has bounded
inductive independence number ρ if and only if there is an ordering of the nodes such that
each node has at most ρ many larger independent neighbors. Formally, this is the smallest
number ρ for which there is an ordering≺ among the nodes, such that for every independent
set S ⊆ V and for every node v ∈ V we have |{u ∈ S | u ≺ v and {u, v} ∈ E}| ≤ ρ.
Clearly, this independence property correlates to selecting ρ larger nodes instead of the
smaller node appearing before them in the ordering in the greedy description above. Gener-
alizing the output of the greedy approach, when performing this algorithm on the ordering
of a general graph, gives a ρ-approximation if the graph has bounded inductive indepen-
dence number ρ. We observe that in interval graphs there is ρ = 1. This follows from the
argumentation above regarding the interval intersections. We also realize that the greedy
algorithm on interval graphs is optimal as it is a 1-approximation then.
We see that this is a very useful concept, especially since the inductive independence
number is bounded in many prominent graph classes. First it is to be mentioned that ρ = 1
is equivalent to the existence of a so-called perfect elimination ordering. Chordal graphs
have a perfect elimination ordering, and consequently they have a bounded inductive inde-
pendence number ρ = 1 [YB09]. Other classes whose ρ is larger, but bounded nevertheless,
include line graphs with ρ = 2 and planar graphs with ρ = 3. Claw-free graphs are a super-
class of line graphs, and in general, in (k + 1)-claw-free graphs, ρ is bounded in terms of the
parameter k. The same is true in bounded-treewidth graphs. Planar have bounded induc-
tive independence because their average degree on every induced subgraph is bounded. In
intersection graphs of translates of geometric objects, ρ is bounded as well. The exact bound,
however, depends on the dimension of the geometric object. In our research in this chapter,
we thus focus on graph classes that have bounded inductive independence.
In this chapter, we often refer to interval and disk graphs with ρ = 1 and ρ = 5 respec-
tively. The reason for this is that both classes are relevant when modeling scenarios from
scheduling or resource allocation. In the beginning of Chapter 2 we have already seen how
interval graphs can be utilized in scheduling, and this modeling will even be extended in
Section 3.6. Disk graphs, however, are prominent to capture spectrum allocation problems
in wireless networks. For disk graphs, the ordering ≺ can be obtained by ordering the disks
according to their diameter, beginning with the smallest. We then observe that for any fixed
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disk, there are at most 5 disks of equal or larger size (and thus of higher position in the
ordering) that intersect the fixed disk without being in mutual conflict with each other.
3.2 Outline and Results
In this chapter we make use of the sampling model and its notation. Both were formally in-
troduced in Section 2.3, and the model allows us to design algorithms that can cover a variety
of different stochastic input models. We assume the inductive independence number ρ to be
bounded in the underlying graphs our algorithms work on. We consider different variants
of the online independent set problem and start with the unweighted problem version.
There the aim is to obtain an independent set that has maximum cardinality. This variant
has, among the problem statements we consider, the simplest combinatorial structure, while
being still complex such that advanced techniques are necessary to obtain reasonable results.
Thus, we use this problem to introduce and discuss a basic technique to deal with this kind of
online allocation problems. The stochastic components as well as the sample set of the input,
but also the underlying graph structure will be used to compute a solution. As main result
we give a constant competitive online algorithm for the online independent set problem.
More precisely, the algorithm we derive for the unweighted online independent set problem
is 4c3ρ2-competitive, where c comes from the stochastic input as described in Section 2.3.
Afterwards, we turn to the weighted online independent set problem. In addition to the
problem formulation before, nodes now have weights and we consequently aim at seeking a
maximum weight independent set. The biggest difference in this problem is that the number
of conflicts a node induces, is now not necessarily related to its impact in the problem’s
solution. We introduce a way to bypass this and then we make use of the technique for
the unweighted problem formulation to get reasonable results. To this end, we derive an
algorithm that is O(α · log(n))-competitive.
Hereafter, we present a lower bound of Ω
(
log2 log n
log n
)
E [OPT] for the expected output of
any online algorithm. This shows our results for the weighted version to be fairly good, al-
though the approach there seems rather generic. It implies that more advanced and involved
methods will not be able to gain much improvement.
The last section of this chapter deals with a generalization of the interval scheduling
problem from Chapter 2, namely with the online group interval scheduling problem. In this
setting, we consider incoming jobs where each job comes with a group or set of intervals,
and it needs to be selected at most one interval out of this group. The total aim is to cover as
many jobs as possible by selecting one of their interval, subject to the constraint that the set
of selected intervals is independent. Although this problem considers interval graphs only,
we observe that these interval graphs contain dependencies between the different jobs. We
show that we can also cope with that and be competitive despite these dependencies.
3.3 Unweighted Online Independent Set
In this section, we focus on the unweighted online independent set problem. As indicated be-
fore, we make use of the sampling model and design our algorithms in a way such that
they operate in this model. Thus, they can also cope with inputs in the random-order,
prophet-inequality and period model as it was shown in Section 2.3. Since we consider the
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unweighted problem here, the weights wI from the sampling model are formally restricted
to wI ∈ {0, 1}. This corresponds to nodes being either present or not. It simplifies the sam-
pling model in a way such that from the node set V two subsets VS and V I are constructed
at random. They induce the sample graph G[VS] and the input graph G[V I ], respectively,
each consisting of nodes from V. For a node v ∈ V, there might be a correlation between the
events v ∈ VS and v ∈ V I . There is by the stochastic assumption from Section 2.3, however,
no correlation between these events for this node v and the events of any other node from V.
The next property named in Section 2.3 is the stochastic similarity property. Together with
the {0, 1}-weights, it gives
1
c Pr
[
v ∈ VS] ≤ Pr [v ∈ V I] ≤ cPr [v ∈ VS] . (3.1)
Further, we assume the underlying graph to have bounded inductive independence, that
is its graph parameter ρ is fixed with ρ ≥ 1. As the graph property and the stochastic
assumptions we need are on hand, we turn towards the online algorithm.
The online algorithm is initially equipped with a sample graph G[VS] that comes as part
of the sampling model. This graph G[VS] serves as sample graph and is used in such a way
that the algorithm greedily computes an independent set on G[VS], even before the actual
online computation starts. The output of this greedy computation is then used to guide the
computation of the online independent set, when the nodes arrive one after another. In gen-
eral it is possible for one node to induce an arbitrary number of conflicts with other nodes.
This is a contrast to other scenarios, where a technique is used that ours is similar to, for
example for computing online matchings [KP09]. Despite this, we can apply a more global
perspective and, thus, are able to bound the total number of nodes that must be removed
due to having a conflict. This will become clearer in the later analysis. Let us first have a
more detailed look at our algorithm, and doing so we start with the greedy approach.
In offline settings, the greedy algorithm for computing independent sets on graphs with
bounded inductive independence number starts with an empty set I = ∅. It then considers
the nodes of V iteratively, according to their order≺ from the inductive independence prop-
erty. For every considered node v it is checked whether there is a conflict to some other node
v′ ∈ I already selected to be in the independent set. If this is not the case, that is if there is no
conflict, the considered node v is added to I. Otherwise, if there is a conflict, v is dismissed.
This approach gives a ρ-approximation with respect to the size of the independent set. This
approximation factor results from the bound on the inductive independence. This property
helps in the way that when the greedy algorithm selects a node that is not contained in the
optimum, this selection prevents at most ρ many larger neighbors from being selected to
I. Since greedy processes the nodes according to the order ≺, beginning with the smallest
node, the approach yields a ρ-approximation.
This greedy approach is applied on the sample set G[VS] by our algorithm in the very
beginning. The output of this computation is referred to as the set M1 ⊆ VS. Next, the
online algorithm processes the incoming nodes in the order of their arrival, this corresponds
to going through the set V I in any, and thus, adversarial order. For each node v ∈ V I it is
checked, whether v has an intersection with a smaller node u ∈ M1. In other words, this
means the online algorithm checks whether node v would have been selected by the greedy
algorithm performed on G[VS ∪ {v}]. If node v would have been selected, it is added to the
set M2. Although a feasible independent set is used to guide the online computation, the
set M2 is not necessarily independent. Its feasibility is obtained in two further steps: first,
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Algorithm 1: Unweighted Online Independent Set
Input: G[VS]
M1, M2, M3, M4 ← ∅;
forall v ∈ VS in order according to ≺ do
if M1 ∪ {v} is independent then M1 ← M1 ∪ {v}
forall v ∈ V I in order of arrival do
if @u ∈ M1, u ≺ v with {u, v} ∈ E then M2 ← M2 ∪ {v};
if v ∈ M2 then w/prob q := 12ρc : M3 ← M3 ∪ {v};
if v ∈ M3 and @u ∈ M4 s.t. {v, u} ∈ E then M4 ← M4 ∪ {v};
return M4;
the algorithm randomly sparsifies M2 and obtains M3 on this way. After this, the remaining
conflicts are resolved by only forwarding a node to the algorithm’s output M4 if there is no
conflict with a node previously inserted to M4. This approach is formalized in Algorithm 1.
The analysis of this online algorithm adheres to its structure of passing an incoming
node from one set to the next or rejecting it in some phase, respectively, and investigates the
losses that occur in the different phases compared to the optimal independent set. It will
first be shown that the expected size of M2 is of roughly the same dimension as M1 and
by combining this with Lemma 3.3 we derive that M2 is a ρ-approximation of E
[
OPT(wI)
]
.
Performing the sparsification from M2 to M3 loses another factor of O (ρ). A stochastic
analysis of the contention resolution step to obtain M4 shows that the loss in the algorithm’s
competitive factor, occurring through this resolution, is also bounded by a constant.
Theorem 3.1. Algorithm 1 is 4c3ρ2-competitive.
In order to prove this theorem, we introduce random variables Xiv for i ∈ {1, . . . , 4} with
Xiv = 1 if and only if v ∈ Mi. Before using these random variables for the proof of the
algorithm, we establish an elementary relationship between the variables X1v and X2v.
Lemma 3.2. For any node u ∈ V, it is
1
c
E
[
X1u
]
≤ E [X2u] ≤ cE [X1u] (3.2)
and for every v ≺ u it is
1
c
E
[
X1u
∣∣∣ v ∈ M3] ≤ E [X2u ∣∣ v ∈ M3] ≤ cE [X1u ∣∣∣ v ∈ M3] . (3.3)
Proof. The greedily computed independent set of V is the union M1∪M2, as V consists of the
two subsets VS, V I and M1, M2 are the independent sets computed by the greedy algorithm
on VS and V I , respectively. A node in M1 ∪M2 is either contained in VS and then selected
to be in M1, or it is in V I and contributes via M2. It is determined by a random experiment
which of these two cases comes true. Now we observe that for any node v ∈ M1 ∪ M2,
however, the decision, whether v belongs to the independent set M1 ∪M2 or not, does not
depend on the outcome of this random trial deciding whether a larger node u  v belongs
to VS or V I . This has an interesting effect on our analysis, as it implies that we can assume
the random experiment on u  v to be postponed. Thus, we give in Algorithm 2 the formal
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description of computing the greedy independent set on V first, and determining afterwards
whether a node contributes via the sample set VS or the input set V I . Observe that both
algorithms 1 and 2 produce stochastically exactly the same sets M1 and M2.
Algorithm 2: An equivalent way to obtain the designated sets M1 and M2.
forall u ∈ V in order according to ≺ do
if M1 ∪ {u} is independent then
perform a random draw with the following outcomes:
with probability Pr
[
u ∈ VS, u 6∈ V I] add u to M1
with probability Pr
[
u 6∈ VS, u ∈ V I] add u to M2
with probability Pr
[
u ∈ VS, u ∈ V I] add u to M1 and to M2
with probability Pr
[
u 6∈ VS, u 6∈ V I] do nothing
We now look at Algorithm 2 and consider the events that make a node u ∈ V being
added to M1, M2, both or neither set by Algorithm 2. Node u can only make it into any
of the sets M1 or M2 if there is no smaller node v ≺ u such that v ∈ M1 and {u, v} ∈ E.
We denote the latter event, namely that there is no such node v as specified, with E and
observe that the probability for E might depend on the condition v ∈ M3 from Equation 3.3.
The reason for this dependency can be obscure connections between nodes, their relations
and their containedness in M1, M2. Anyway, it is not necessary to investigate this in more
detail as we will show throughout this proof. To this end, observe that for i ∈ {1, 2} it is
E
[
Xiu
]
= Pr [E ]Pr [Xiu = 1 ∣∣ E]. Further, it holds
Pr
[
X2u = 1
∣∣ E] = Pr [u ∈ M2 | E ] = Pr [u ∈ V I ∣∣∣ E] .
To draw the connection between input and sample set, we use the stochastic similarity con-
dition from Section 2.3 and bound the latter term Pr
[
u ∈ V I ∣∣ E] from above by
Pr
[
u ∈ V I
∣∣∣ E] ≤ cPr [u ∈ VS ∣∣∣ E] = cPr [u ∈ M1 | E ] = cPr [X1u = 1 ∣∣∣ E] .
Also the second assumption, namely the stochastic independence, is needed here as it en-
sures that the condition on the event E does not influence the probabilities for u ∈ VS and
v ∈ V I . Thus, we have shown the right inequalities of both Equation 3.2 and Equation 3.3 to
hold. The left inequalities follow analogously by using the other bound from the stochastic
similarity condition.
In order to prove bounds on the sets computed by Algorithm 1, we establish several short
lemmas. They represent the different phases an incoming node passes through. Also, they
reveal information about the losses that are associated with the transitions from one set to
the subsequent one. Thereby they allow to draw connections between the algorithm’s output
and the optimal solution we use as benchmark. We begin with establishing the connection
between this optimal solution and the greedy output.
Lemma 3.3. It holds E [|M1|] ≥ OPT(w
I)
cρ .
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Proof. The set M1 is determined by applying the greedy algorithm on the sample set G[VS].
This gives a ρ-approximation of the optimal solution as described above. In expectation, the
size of M1 is E [|M1|] = ∑v∈V E
[
X1v
]
=
OPT(wS)
ρ . So far, we have used the optimal solution
on G[VS] as reference, but we prefer comparing the algorithm’s output with the optimum on
G[V I ]. We denote this optimum with OPT
(
wI
)
. Due to Lemma 2.3, the two sets OPT
(
wS
)
and OPT
(
wI
)
differ at most by a factor c, so we have E
[
OPT
(
wS
)] ≥ 1c E [OPT (wI)] and
get E [|M1|] ≥ E[OPT(w
I)]
cρ .
The next lemma compares the greedy output computed on the sample set and the one
computed on the input set with each other.
Lemma 3.4. For M2 we have E [|M2|] ≥ 1c E [|M1|] .
Proof. We use Equation (3.2) and have E
[
X2v
] ≥ 1c E [X1v] for every node v ∈ V. Each of
the nodes is considered by Algorithm 1, thus we can compute E [|M2|] = ∑v∈V E
[
X2v
] ≥
∑v∈V 1c E
[
X1v
]
= 1c ∑v∈V E
[
X1v
]
. By definition it holds E [|M1|] = ∑v∈V E
[
X1v
]
, so it follows
immediately E [|M2|] ≥ 1c E [|M1|].
In the following, we turn towards the transition from M2 to M3 and bound the loss that
is caused by the random sparsification.
Lemma 3.5. After the sparsification it holds E [|M3|] ≥ qE [|M2|] .
Proof. Every node in M2 is selected only with probability q each to M3. This lowers a node’s
expected value, such that E
[
X3v
]
= qE
[
X2v
]
. To estimate the size of M3 we add up the
expected values of all nodes in the graph and get E [|M3|] = ∑v∈V E
[
X3v
]
= ∑v∈V qE
[
X2v
]
=
q∑v∈V E
[
X2v
]
= qE [|M2|], which states the lemma.
The parameter q for the sparsification will be specified later. Now it remains to analyze
the final conflict resolution step that ensures the algorithm output to be independent. This is
the last step in Algorithm 1 and there only those nodes without any conflict are added to the
final output set M4. It is a crucial consequence of this approach that for each conflict which
would appear in the offline setting, exactly the node arriving first in the only scenario will be
chosen by our algorithm. For a detailed analysis of the loss this approach causes, we define
C = {{u, v} ∈ E | u, v ∈ M3} to be the set of all conflicts in the graph. Note that the size
of this set C is an upper bound for the overall number of nodes that the online algorithm
removes in its conflict resolution step.
Lemma 3.6. The number of nodes that are rejected during conflict resolution is bounded, as E [|C|] ≤
E [|M3|] qρc holds.
Proof. For every node v ∈ V we define a set Cv = {u ∈ V | {u, v} ∈ E and v ≺ u} to denote
all nodes larger than v in the order ≺ which v is in conflict with. We need a bound on the
size of C. To get this, we now consider every node v ∈ M3 and add up the number of larger
nodes which are in conflict with v. These larger conflict nodes are enumerated in Cv ∩M3.
This way, we obtain
E [|C|] =∑v∈V Pr [v ∈ M3]E [|Cv ∩M3| | v ∈ M3] . (3.4)
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The size of a set Cv ∩M3 can be expressed in terms of the random variables X3u. Formu-
lating it this way gives
E [|Cv ∩M3| | v ∈ M3] = E
[
∑
u∈Cv
X3u
∣∣∣∣∣ v ∈ M3
]
= ∑
u∈Cv
E
[
X3u
∣∣ v ∈ M3] .
Next, we observe that it is E
[
X3u
∣∣ v ∈ M3] = qE [X2u ∣∣ v ∈ M3] according to Lemma 3.5.
Combining this with the right inequality from Equation (3.3), we get E
[
X3u
∣∣ v ∈ M3] ≤
qcE
[
X1u
∣∣ v ∈ M3]. This also implies E [|Cv ∩M3| | v ∈ M3] ≤ qc∑u∈Cv E [X1u ∣∣ v ∈ M3]. Fi-
nally, we remark that M1 is independent according to its construction by the greedy algo-
rithm. By definition of the inductive independence number, we therefore have∑u∈Cv X
1
u ≤ ρ.
We insert this sum in the above bound and get E [|Cv ∩M3| | v ∈ M3] ≤ qρc .
Combining this bound with Equation (3.4) gives us
E [|C|] = ∑
v∈V
Pr [v ∈ M3]E [|Cv ∩M3| | v ∈ M3]
≤ ∑
v∈V
Pr [v ∈ M3] qρc
= E [|M3|] qρc ,
which completes the proof of the lemma.
As having established now the connections between the different sets in the algorithms
as well as an upper bound on the number of remaining conflicts, we can finally use these
tools to analyze Algorithm 1 by proving Theorem 3.1.
Proof of Theorem 3.1. To evaluate the quality of our online algorithm’s output, we need to
estimate the size of its final output set M4. This set is exactly the set M3 from which one
node per existing conflict is removed. Thus, we get a set with an expected size E [|M4|] =
E [|M3|] − E [|C|]. As the size of C is bounded by Lemma 3.6, we know that E [|M4|] ≥
E [|M3|]− qρcE [|M3|] = (1− qρc)E [|M3|] holds. Further, we apply lemmas 3.3, 3.4 and 3.5
to establish the connection between the sets from the algorithm and the optimal solution we
want to compare with. This gives E [|M4|] ≥ (1− qρc) qc2ρOPT(w).
Next, the parameter q is to be determined to complete the proof. In order to achieve a
competitive ratio best possible, we aim at having the set M4 at maximum cardinality. This
results in maximizing the factor (1− qρc) qc2ρ from before. Defining α (q) = (1− qρc)
q
c2ρ
allows us to identify the root of the first derivative of α at q0 = 12ρc . As the function also has
a minimal turning point there, we compute α (q0) = 14c3ρ2 . This represents the algorithm’s
competitive ratio and completes the proof.
We have seen that it is possible to achieve a constant competitive ratio when computing
an independent set in a stochastic online model. The ratio depends on the bounded induc-
tive independence number of the underlying conflict graph as well as on a constant from the
stochastic input. In our algorithm, we technically use a sample set to guide the online com-
putation. This sample set contains statistic data which is stochastically similar to the input
set. Until now we considered the unweighted version of the problem, such that we aimed
at maximizing the size of the independent set. A natural generalization of the problem is to
introduce node weights. This creates some challenges we deal with in the next section.
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3.4 Maximum-Weight Online Independent Set
After having dealt with the unweighted online independent set problem in the last section,
we now turn towards the weighted scenario. In this version, the maximum-weight online inde-
pendent set problem, the situation is similar to before. Again an online input in the sampling
model is revealed step by step, but we now drop the {0, 1}-restriction on the node weights,
such that each node comes with a specific weight. The target function now is to select an
independent set such that the sum of the selected nodes’ weights is maximized. Although
this seems to be only a little change in the problem statement, we now face a couple of diffi-
culties.
To understand these, observe that relatively large nodes, rather than the smaller ones,
tend to cause more conflicts to pairwise independent nodes. As we aimed at maximizing
the number of selected independent nodes so far, it was appropriate to identify nodes that
induce many conflicts. Thus, the size of a node or, more general, its position with respect
to the ordering ≺, was a crucial attribute in the unweighted case. With the change in the
target function, it is now important to select nodes with a high weight. It still seems good
to avoid nodes with many conflicts, as they exclude many other nodes, possibly also high-
weighted ones. But it is more important to gain weight in the selected independent set.
The difficulties we are facing now, result from the point that the size of a node is not (or
rather not necessarily) related to its weight, and thus to its importance with respect to the
solution. It might very well be possible that selecting the center node in a star is preferable
to selecting its independent neighbors, when the center node’s weight exceeds the sum of
its neighbors’ weights. On the other hand, it can also be the other way round, i.e. selecting
the center’s neighbors is better; either because they contain one high-weighted node or just
because their weights together sum up higher than the center.
It is thus necessary to bridge between both attributes. We realize this by constructing
an algorithm that first takes the weights into account and then optimizes the number of
selected nodes. For this purpose, our algorithm first divides the weight range roughly into
log n many weight classes with n = E
[|V I |], and each node is classified according to its
weight value. Then it randomly selects one of the established classes and runs Algorithm 1
from Section 3.3 for the unweighted online independent set problem on the nodes in this
selected class.
Although this approach is quite common in the field of online maximization, we have
to deal with some difficulties here. Among them is that neither the input size |V I | nor the
maximum weight value are known. Both are needed to establish the weight classes. Where
the input size is obviously used for computing the number of classes, the largest weight
value needs to be known to set up the range of values and therefore the size of each class.
Besides this, the sample is generated by a stochastically similar distribution instead of by
the same distribution. All in all, the algorithm we design is O
(
ρ2 log n
)
-competitive. In a
certain way it is surprising that this competitive factor is almost optimal. We show this by
giving an according lower bound in the next section. But let us look at the algorithm and the
way it works first. The formal specification is given in Algorithm 3.
First the algorithm ensures that there is no node which has positive sample and positive
input weight at the same time. The formulation in Algorithm 3 is chosen for the ease of
simplicity. Of course it cannot be executed exactly by just processing every node v ∈ V,
since V I ⊆ V appears online and is not known in advance. In the following, we describe
how to flip a coin for all nodes v ∈ V in this online scenario. Anyway, we can perform this
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Algorithm 3: Weighted Online Independent Set
Input: G[VS]
for each v ∈ V flip a fair coin: if heads wI(v) := 0, if tails wS(v) := 0;
vmax := arg maxv∈VS wS(v);
B := wS(vmax);
choose X ∈ {−1, 0, 1, . . . , ⌈log ((c + 2)|VS|)⌉} uniformly at random;
τ := 2−XB;
execute Algorithm 1 with V Iτ = {v ∈ V I | wI(v) ≥ τ} and
VSτ = {v ∈ VS \ {vmax} | wS(v) ≥ τ};
processing on VS. We thus consider every node v ∈ VS before the online computation starts
and toss a coin for v. If the coin shows heads, we set wI(v) := 0. If the coin otherwise shows
tails, we define wS(v) := 0 and remove v from the sample set. We emphasize that we cannot
delete v completely, but we must memorize the outcomes of the coin flips of all v in VS.
According to the definition of our sampling model, we learn for an incoming node u ∈ V I in
the online part whether u is identical to some already appeared node v in the sample set VS.
If this is the case, i.e. u = v, then we adopt the result of the coin toss from v. Otherwise, i.e. if
an incoming node u ∈ V I was not already part of the sample set, we toss a coin for u. If it
shows heads, we set wI(u) := 0 and ignore v due to its zero weight. Otherwise, we consider
u as part of the online input.
The desired guarantee that no node is in both the sample and the input set is thus
achieved, but it comes with the loss of another factor of 2 in the expected weight of the
algorithm’s output. However, it has the advantage that we may deal with structurally
much simpler weight distributions. After this step, the sample set is used to determine
the highest occurring weight. This value is referred to as B and the respective node is
vmax. The value B is needed to establish the different weight classes. It serves as an up-
per bound of the weight values’ range and so it is used to set up a threshold. The actual
threshold of the algorithm is computed by choosing a random value X from the interval{−1, 0, 1, . . . , ⌈log ((c + 2)|VS|)⌉} and then using the 2−X-fraction of B as result.
According to this threshold, nodes are classified by the algorithm for their further usage.
After computing a threshold τ the algorithm constructs two sets of nodes, containing all
nodes whose sample or input weight, respectively, reaches at least τ. In more detail, the
sample set VSτ is constructed immediately where the input set is built online with the arriving
elements that match the threshold criterion. These sets are used as input sets for Algorithm 1,
which is at this point launched as subroutine. All the other nodes are discarded, and the
output of Algorithm 1 is kept as solution for the weighted problem, and thus as output of
Algorithm 3.
Theorem 3.7. Algorithm 3 is O(α · log(n))-competitive for the maximum-weight online indepen-
dent set problem, where α = O(ρ2) is the competitive ratio of Algorithm 1 used as subroutine, and
n = E
[|V I |].
Proof. At the very beginning, Algorithm 3 ensures that at most one of the two weights of
each node is positive. After the execution of the first line, this property holds. We remark
that this modification induces the loss of a factor 2 in the expected value of the solution.
Further we observe that there is no influence on the stochastic similarity and the stochas-
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tic independence conditions by performing the modification, as both conditions are pre-
served. This is important since even if we do not make explicit use of these conditions in the
proof, both are needed for the correctness of Algorithm 1 to hold, when this one is employed
as subroutine. In the remaining part of the proof, we assume without loss of generality
that already the original weights wS and wI satisfy the requirement that at most one of the
two weight values is positive. In the following, let wˆ(v) = max{wI(v), wS(v)}. Thus it is
(wI(v), wS(v)) = (wˆ(v), 0) or (wI(v), wS(v)) = (0, wˆ(v)).
In the later proof, the largest and the second largest weight will play a special role. A
large part of the proof will cover a case distinction that depends on properties of the nodes
with these special weights. It is important to observe that assumptions on the largest weight
have influence on the probability space of all weights. This leads to vast dependencies,
which are in general hard to cope with.
To avoid this problem and to overcome the situation, we introduce the following condi-
tional probability space to work with: For each node v ∈ V, we assume the weight wˆ(v) to
be fixed arbitrarily. Furthermore, we remove all those with wˆ(v) = 0 from our consideration.
By this we have for the node set of the underlying graph V = V I∪˙VS with the sample nodes
VS =
{
v ∈ V ∣∣ wS(v) > 0} and the input V I = {v ∈ V ∣∣ wI(v) > 0}.
Taking into consideration the first inequality from the stochastic similarity assumption,
we derive
Pr
[
wS(v) = wˆ(v)
]
≥ 1
c
Pr
[
wI(v) = wˆ(v)
]
.
Further, it is V = V I∪˙VS as mentioned above. Combining both implies that it is
Pr
[
v ∈ VS
]
≥ 1
c + 1
. (3.5)
This, however, is valid for every node v ∈ V and it is also independent of the outcome of the
weights of other nodes.
Now we use S∗ to denote an independent set S∗ ⊆ V that maximizes the problem’s
objective function ∑v∈S∗ wˆ(v). Let further S be the set that is computed by Algorithm 3
as independent set to be output. Now we use v∗ ∈ arg maxv∈V wˆ(v) to denote the node
having the largest weight with respect to wˆ(v) in the graph. The weight value of this node is
denoted with B∗ := wˆ(v∗). Similarly, v′ ∈ arg maxv∈V\{v∗} wˆ(v) is the node with the second
highest weight, and its weight value is referred to as B′ = wˆ(v′). We are now ready to start
with the case distinction, where to situations according to the height of the weight B∗ are
investigated.
Case 1: B∗ > 14 wˆ(S
∗) In that case, we only consider a lower bound on the expected value
of the computed independent set. To this end, we condition on the event that v′ ∈ VS. This
event occurs with probability at least 1c+1 , according to Equation (3.5).
If now it is B∗ ≥ 2B′, we further condition on the event that the algorithm chooses
X = −1. The combination of both events creates the situation where the algorithm first
samples B′ as highest weight in the sample set. On the basis of this value, the threshold
τ = 2−XB′ with X = −1 is computed, and it is τ = 2B′. As we assume B∗ ≥ 2B′, the weight
of node v∗ exceeds the threshold, and it is also the only node that does so. Thus, there are
two inputs possible for the subroutine Algorithm 1: Either it is V Iτ = {v∗} and VSτ = ∅ or
V Iτ = VSτ = ∅. While the first scenario simply occurs when v∗ is in the input set, the latter
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case comes true when v∗ is originally in the sample set. Finally, however, it is VSτ = ∅ after
the execution of the last line in Algorithm 3. In this latter case we may well assume the input
to be of the form VSτ = {v∗} and V Iτ = ∅ as it does neither cause dependencies nor change
the output. Algorithm 1 thus returns a non-zero independent set as solution when v∗ ∈ V I ,
such that the independent set has expected weight at least cB
∗
α(c+1) . Also taking into account
the conditions on X and v′, we get E
[
wI(S)
] ≥ 1dlog((c+2)|VS|)e+2 · cB∗α(c+1)2 .
If now it is B∗ < 2B′ instead, we focus on X = 0 and condition on this event. In contrast
to above, the input for the subroutine can now consist of multiple nodes. We remark that
every single node the input consists of, has at least weight B
∗
2 . This is due to the condition
on X = 0, implying a threshold of τ = B = B′ for the selection of the input nodes for
Algorithm 1. This causes then every node to have a weight w ≥ B′ > B∗2 , according to the
second subcase. As the maximum-cardinality independent set on these input nodes trivially
has size at least 1, we conclude the weight of the returned independent set to have at least
value B
∗
2α(c+1) . We consequently get E
[
wI(S)
] ≥ 1dlog((c+2)|VS|)e+2 · B∗2α(c+1) as expected weight
of the solution in this second subcase.
We conclude this case by using that B∗ > 14 wˆ(S
∗) as assumed above and get E
[
wI(S)
]
=
Ω
(
1
log|VS|
)
E
[
OPT(wI)
]
in either case. Further, we remark that |VS|= O(|V I |) holds with
high probability as it is shown below. This yields the desired result.
Case 2: B∗ ≤ 14 wˆ(S∗) In the case that it is B∗ ≤ 14 wˆ(S∗), we condition on v∗ ∈ VS. This
event also holds with a probability of at least 1c+1 , according to Equation (3.5). For all j =
0, . . . dlog|V|e+ 1, we define S∗j = {v ∈ S∗ | v 6= v∗, wˆ(v) ≥ 2−jB∗}, containing all nodes
from the optimal solution whose weight also exceeds the threshold τ in the online algorithm.
In the following, we observe that these sets amount significantly to the value of the solution
S∗. This will get clear through the following two considerations.
First we observe that the smallest threshold that can be computed by Algorithm 3 is
τ = B
∗
2|V| . All nodes v whose weight goes below this smallest threshold, sum up to at most
|V| B∗2|V| ≤ wˆ(S
∗)
2 . Thus, removing all those nodes can have the value of S
∗ decreased by at
most this value.
We consider v∗ next. The precondition to have this case being on hand implies the weight
of v∗ to be not larger than 14 wˆ(S
∗). Also removing this node since we assume it to be in the
sample set, and thus not being available for the algorithm’s output, causes S∗ to decrease by
at most this weight value. When combining both cases, i.e. removing all the light-weighted
nodes as well as the heaviest node v∗, there is still a remaining value of 14 wˆ(S
∗). For this
reason, we get ∑
dlog|V|e+1
j=0 2
−jB∗|S∗j | ≥ 12 · 14 wˆ(S∗).
Looking at the output of Algorithm 3 working online, we observe that if X = j and
v∗ ∈ VS, the solution the algorithm returns has an expected size of at least |S
∗
j |
α . We let
now be L = max
{dlog |V|e, ⌈log ((c + 2)|VS|)⌉}. Further, say the algorithm determines the
value for X from the interval {−1, 0, 1, . . . , L} instead of {−1, 0, 1, . . . , ⌈log ((c + 2)|VS|)⌉}.
We then get an expected weight of the algorithms output of
E
[
wI(S)
]
≥ 1
c + 1
1
L + 2
dlog|V|e+1
∑
j=−1
|S∗j |2−jB∗
α
≥ 1
c + 1
1
L + 2
· 1
8α
· wˆ(S∗) .
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We finally observe that the assumption on X as made above, namely that X is chosen
from {−1, 0, 1, . . . , L} only fails if L 6= ⌈log ((c + 2)|VS|)⌉. This is the case when (c +
2)|VS| < |V|, or equivalently |VS| < 1
(c+2) |V|. Observe that
∣∣VS∣∣ = ∑|V|v=1 Av with ran-
dom variables Av = 1, if and only if v ∈ VS. As it is E
[|VS|] ≥ 1c+1 |V| due to Equation (3.5),
we have Pr
[
|VS| < 1
(c+2) |V|
]
= Pr
[
∑|V|v=1 Av <
1
(c+2)
]
≤ Pr
[
∑|V|v=1 Av ≤ (1− δ)E
[|VS|]] for
δ = 1c+2 . Applying a Chernoff Bound on the latter term allows us to derive the upper bound
Pr
[
|VS| < 1
(c+2) |V|
]
≤ 1|V| .
We are now pessimistic and assume the algorithm to output a set of value 0 whenever
this L 6= ⌈log ((c + 2)|VS|)⌉ occurs, but the modified algorithm still outputs a set of weight
wˆ(S∗). This results in a decrease of the expected value the online algorithm outputs, but this
decrease is only an additive term of at most wˆ(S∗)/|V|. This completes the proof of Case 2. As
no other cases can occur, we get the statement of the theorem and finish the proof.
In this section we have seen that we can also solve the online independent set problem
with weighted nodes. This is possible with the loss of a log(n) factor. The algorithm we
present combines the use of the algorithm for the unweighted problem setting from the
section before with a classification. With this approach it is able to handle the weights as
well as the conflict situations among the incoming requests. Although the approach might
seem quite generic, we give a lower bound in the next section that shows Algorithm 3 to be
almost best possible.
3.5 Lower Bound for Maximum-Weight Online Independent Set
The approach we pursued so far to solve the weighted online independent set problem was
to establish weight classes and select the nodes according to these classes. This practice is
quite generic and can be found throughout different algorithms for solving online problems.
Using such a common technique might lead to the conjecture that there can be achieved vast
improvements by using more sophisticated techniques. This, indeed, turns out to be wrong.
The room for improvement to be small is shown in this section, by giving a lower bound
that indicates the competitive ratio from Algorithm 3 in Section 3.4 to be nearly optimal.
Thus, despite the fact that our algorithmic techniques seem to be simple, they do not allow
significant improvements. Interestingly, the result does not only hold for the most general
cases, but it is even valid for all special cases we have discussed in the introductive chapters.
This indicates we are generally working with a problem that is hard and complex in its
nature, as the lower bounds even holds in the special cases.
The instance we construct as a lower bound will be an interval graph, thus also a graph
from the easiest class we work with. Further we cover inputs in the secretary as well as in
the prophet-inequality model. This is due to the fact that we weaken the adversary in the
sense that we use more stochastic components than in each of the two models. Neverthe-
less, despite this weakened adversary we can establish the lower bound and it allows the
following result.
Theorem 3.8. For any algorithm for the online maximum-weight independent set problem, it is
E [ALG] = Ω
(
log2 log n
log n
)
E [OPT]. This even holds in interval graphs, and even in the secretary and
in the prophet-inequality model.
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level i, interval length d−i
d intervals, length d−i+1 each
Figure 3.1: Lower Bound Construction with d = 3
Proof. We will use a fixed graph that is also known to the algorithm in advance. This graph
is an interval graph, its nodes are weighted and the weights are drawn independently from
each other according to probability distributions. Also these probability distributions are
known to the algorithm in advance. The exact outcome of the weight drawings, i.e. a node’s
exact weight value, however, only gets revealed upon the arrival of the node. The nodes
arrive in uniform random order.
In the model we have just described, the adversary is weaker than in both the random-
order and the prophet-inequality model. This is due to the fact that we combine the stochas-
tic parts from both models here. In more detail, in the random-order model we use an adver-
sarial graph construction and present the nodes in random order where we have an adver-
sarial arrival in the prophet-inequality model, but use a stochastic construction by drawing
the weight values from distributions. In this model for the lower bound, we combine the
two stochastic components and use a stochastic construction according to probability dis-
tributions as in the prophet-inequality model, and also present the nodes in random order.
Thus, both the random-order as well as the prophet-inequality model are stronger than this
model definition now. Nevertheless, this weaker model suffices to show the lower bound
and, thus, strengthens the result.
For this purpose, we continue with describing the construction. As said before, we work
with a fixed interval graph. The intervals of this graph will be nested into each other. In total
we will have n intervals. Starting with one interval, we put d many smaller independent
intervals into this larger one. This procedure continues, in general we put d many intervals
of length d−i+1 into one interval of length d−i. The result is an interval graph with nested
intervals and of a certain height h, depending on the branching factor d and the total number
of nodes n. See Figure 3.1 for an illustration of the construction idea.
Starting with the branching factor, we define
d =
⌈
max
{
4
(
2
log n
log log n
+ 2
)2
+ 1,
√
log n
}⌉
and construct the graph by starting with an interval of length 1 and then successively nesting
d many intervals into the next larger one. As described above, into an interval of length d−i
we put intervals of length d−i+1. In the sections before, we worked with the more general
representation of a conflict graph. Deriving the conflict representation of the recently con-
structed interval graph, we get a graph that basically consists of a d-ary tree. But in addition,
since the intervals are not only nested into the next larger one but with this automatically
also into all larger ones, this d-ary tree also possesses shortcuts from a node to all preceding
nodes. These shortcuts are the conflict edges to not only the next, but all higher intervals.
This means that when we consider the paths from the root to the leaves, we can skip over
levels on each path.
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Since the total number of nodes n is fix, we continue with the construction until there
are no nodes left. For convenience, we remove the last level since it would have to stay
incomplete otherwise. All in all, the resulting graph, thus, has at most n nodes. With n and
d being fix, we get for the number of levels h that⌈
log n
log d
⌉
− 1 ≤ h ≤
⌈
log n
log d
⌉
+ 1 ,
and particularly it is h = Θ
(
log n
log log n
)
.
After having specified the size of the input graph, we turn towards the node weights. We
already mentioned that these are determined stochastically. In more detail, for a node v on a
certain level i, we set its weight w(v) randomly by
w(v) =
{
dh−i with probability p
0 otherwise
where we use p = 12h .
In the following, we focus on the paths from the root to the leaves, where there are h
nodes on each path. Observe that there exist dh different such paths in total. Further, ob-
serve that in an arbitrary independent set there can be contained at most one node from
each path. This is since we have the shortcuts that cause a node not only to have a conflict
with the parent node but also with the other nodes on the path. The weight of the nodes
is constructed in a way such that if a node’s weight is non-zero, then it immediately corre-
sponds to the number of paths this node lies on. Consequently, the weight of an independent
set corresponds to the number of paths that are covered by this set, where we call a path to
be covered in this context when one of its non-zero weighted nodes is contained in the set.
To proceed and show the lower bound, we show that no online algorithm can do better
on this graph than the following HIGHSTAKES algorithm. This approach follows the policy
to add an online incoming node to the independent set, if and only if the node has non-
zero weight and there is no other ancestor likely to come that could cover this node. In
other words, a node is rejected when there is still a positive chance that an ancestor could
be chosen instead of this node. This might be the case, if the ancestor has not arrived yet
and also none of the ancestor’s descendants has been selected so far, what would prevent
the ancestor from also being chosen. In every other case, the online node is accepted to the
independent set.
Lemma 3.9. HIGHSTAKES is optimal on the graph defined before.
Proof. We prove this lemma by induction. For this, let the graph have n nodes. We assume
that in our online scenario we are at a point, where there are still n′ of these n nodes to arrive,
and we have seen the first n− n′ many nodes. We claim the induction hypothesis that it is
optimal to continue following the HIGHSTAKES policy for every n′. Starting with n′ = 0 we
trivially observe the hypothesis to be true, as there are no remaining nodes and, thus, there
is no further choice than not following HIGHSTAKES.
Let us first consider the induction step’s intuition which is then formally presented in
the claim below. We turn to considering n′ + 1 next. The prevailing situation is that a node
arrives online and we need to decide whether to accept or whether to reject it. If the node
comes with weight 0 it is obviously the best to reject it. This is also what HIGHSTAKES would
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do, so it is best to stick to this policy. If the weight does not come with weight 0, let us assume
this node v to be located in level i and, thus, having weight w(v) = dh−i. We observe that
now two cases are possible to occur, namely that node v can still be covered by an ancestor
and that it cannot be covered.
We start with the case that node v cannot be covered by an ancestor anymore. This
situation prevails if either every ancestor has already appeared in the random order, or if it
cannot be selected due to conflicts. The latter might be true when some other descendant of
v’s ancestor has already been selected. If this case occurs, it is indeed the best choice to accept
node v, as v covers all paths it lies on and does not prevent any path from being covered.
Covering more paths is not possible since we would need an ancestor of v for this.
In the other case, namely that the node v can still be covered by some ancestor, we claim
it is better to not select v and wait for the ancestor. The reason for this is that by choosing
v we would prevent any ancestor from being selected, and with this we would also prevent
at least (d− 1)w(v) many paths from being covered. These are all the paths beginning on
the same level i as v is located on, and these paths would have been covered by an ancestor
of v. Selecting v, however, only brings a benefit of w(v) which is compared to the loss of
(d− 1)w(v).
In the following claim, we give a formal proof for the recently described intuition. For
this proof we will use the induction hypothesis that it is optimal to use the HIGHSTAKES
policy.
Claim 3.10. Given a path of k vertices that have not been shown or have been excluded up to now,
let P(k) be the probability that this path is covered by HIGHSTAKES. Then
P(k) ≥ p
2k
+ P(k− 1) .
Proof. Because we follow the HIGHSTAKES policy, this path of length k is only covered in the
next step, if the very first node of the path arrives next and has non-zero weight. If any other
vertex shows up in the subsequent step, HIGHSTAKES causes this node to be rejected as we
keep on waiting for the very first one. We are then confronted with a path of length k − 1.
Observe that due to the shortcuts in the tree-like graph this is also true when some interior
node comes next. However, we get the recursion
P(k) =
1
k
(p + (1− p)P(k− 1)) + k− 1
k
P(k− 1) = p
k
+
(
1− p
k
)
P(k− 1) ,
when k > 0 and P(0) = 0. The composition of the recursion formula is as follows: The
fractions 1k and
k−1
k , respectively, are the probabilities initiating the case that exactly the very
first node of the path, or some of the other k− 1 arrives next. In the first case, with proba-
bility p the very first node has non-zero weight. While this would cover the path, gain the
desired weight and thus render further algorithmic decisions unnecessary, the situation of
zero weight, happening with probability (1− p), would end in a path of length k− 1. This
scenario with the k− 1-length path would also occur when any other node than the first one
comes next.
Recall that P(k − 1) is the probability that the arisen path of length k − 1 is covered
by HIGHSTAKES. For this to happen, at least one node of this path has to have non-zero
weight. This is true with probability 1− (1− p)k−1, and by this way we have an upper bound
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P(k− 1) ≤ 1− (1− p)k−1. We use this bound on P(k− 1) to bound the growth of the above
recursion. In more detail, we use the definition of p = 12h and get for k ≤ h that
(1− p)k−1 ≥
(
1− 1
2h
)h
≥ 1
2
.
We derive that it is P(k− 1) ≤ 12 . Transforming the recursion formula to
p
k
+
(
1− p
k
)
P(k− 1) = p
k
(1− P(k− 1)) + P(k− 1)
and inserting P(k− 1) ≤ 12 gives
P(k) ≥ p
2k
+ P(k− 1)
for k ≤ h, which yields the claim.
Returning to the question whether accepting the current node v is reasonable, we get,
according to our preceding ideas, the insight that accepting v reduces the probability of
at least d − 1 paths to be covered by at least 12h . Thus, when comparing the outcomes of
the two possible actions, we have a gain of w(v) on one side and the reduced expected
gain of p2h (d − 1)w(v) on the other side. Let us recall that it is h ≤ 2 log nlog log n + 2 and d ≥
4
(
2 log nlog log n + 2
)2
+ 1. Using p = 12h we get
2h
p = 4h
2 ≤ d− 1 and are thus able to derive
p
2h
(d− 1)w(v) ≥ w(v) .
This indicates the overall expected value of the solution to be smaller when accepting the
current node, instead of rejecting it, as long as there can still come some ancestor of the
current node. Rejecting is then consequently the better choice, and this completes the proof
of HIGHSTAKES being optimal.
In the preceding proof we have seen that at no point it is beneficial to deviate from the
HIGHSTAKES policy. As the optimality of this approach is now clear, we only need to com-
pare the expected value of a solution computed by HIGHSTAKES with the value of a feasible
offline solution.
To begin with the solution of HIGHSTAKES, observe that the j-th node on a path is ac-
cepted only, if it has non-zero weight and its preceding j − 1 nodes on the higher levels
have arrived before in the random order. Taking into account the probability for a non-zero
weight and for the right nodes to appear first, this event has a combined probability of pj to
occur. For the overall probability that any node on a path of length h is accepted, we get at
most∑hj=1
p
j = O(p log h). Since the expected value of HIGHSTAKES’ solution is the expected
number of paths covered by the solution set, the above considerations lead to
E [ALG] ≤ dhO(p log h) = O
(
dh
1
2h
log log n
)
= O
(
dh
log2 log n
log n
)
. (3.6)
Looking at the offline solution, we observe that greedily accepting vertices by travers-
ing the tree-like graph top-down, beginning at the root node, and accepting a node if this
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is possible, results in a feasible solution. This procedure leads a path of length h to be un-
covered, only if all nodes on this path have weight zero. This happens with probability
(1− p)h = (1− 12h )h ≤ 1√e . The offline solution thus has value
E [OPT] ≥ dh
(
1− 1√
e
)
= Ω(dh) . (3.7)
Combining equations (3.6) and (3.7) we get E [ALG] = Ω
(
log2 log n
log n
)
E [OPT] and have
thus proven the theorem.
This shows that no online algorithm can be better than Ω
(
log2 log n
log n
)
E [OPT]. As we
designed a quite simple online algorithm with fairly generic techniques which is log(n)-
competitive, the existence of this lower bound implies that there is not much room for im-
provement, even with more involved techniques.
Crucial for the analysis in the setting in this and the preceding sections was that the
incoming nodes do not depend on each other at all. We will relax this in the next section and
investigate a setting in which the input elements are partially dependent.
3.6 Online Group Interval Scheduling
In Section 2.2 we already got to know the online interval scheduling problem. In this setting,
jobs arrive online and each job has a time interval in which it claims access to a processor.
This processor can only work on one job per time unit. The goal was to select a subset of
jobs, such that the set has maximum cardinality. The problem was kept simple in Section 2.2,
so it was easy to understand but still captured important characteristics. It was thus easier
to generalize the problem to a broader range of graph classes in Section 3.3, where we first
derived an online algorithm with provable constant competitive ratio. When looking at the
idea of interval scheduling, it is more realistic that every job does not come up with only
one possible interval, but with a group of intervals in order to offer several options to be
processed in. This leads to the problem statement we investigate in this section.
Subsequently, we consider the online group interval scheduling problem, a generalized ver-
sion of the problem described in Section 2.2. Again, jobs appear online one after another and
the jobs need to be processed on one single machine. The difference to the setting described
before is that each job brings a finite set of intervals. If the job is chosen to be processed,
the computation needs to take place in one of the intervals from its group. The job might
also be chosen to be not processed at all. This decision, whether it is rejected or accepted,
and in case of the latter one, in which of the intervals it is processed, must again be hit upon
the job’s arrival, and the decision cannot be changed afterwards. No two jobs can be pro-
cessed concurrently at the same time, and as we consider the unweighted problem we aim
at maximizing the number of processed jobs.
We assume the input to be presented in the sampling model. Formally, we work with a
conflict graph G = (V, E) that is derived from an interval graph. This means that V denotes
the set of nodes where each node corresponds to one interval, and E is used to indicate
the edges in the graph. An edge between two nodes corresponds to a conflict between the
respective intervals. Observe that edges can be drawn between two intervals if these actually
intersect, or if they belong to the same job. In the latter case the edge exists since only one
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interval per job can be chosen. We also call them job edges as this type does not necessarily
mean that the intervals in the graph actually do intersect each other.
According to the sampling model, we have two induced subgraphs G
[
VS
]
and G
[
V I
]
denoting the sample and the input graph. As we investigate the unweighted problem state-
ment, we define interval weights to be binary, as we did in Section 3.3 with the node weights,
too. We thus have wS(b), wI(b) ∈ {0, 1} for all v ∈ V. From the input set of jobs J there ap-
pears one job j ∈ J per round. Each job j has a set V(j) of intervals, and the nodes in the
graph consist exactly of the jobs’ intervals, so it is V =
⋃
j∈J V(j). Since we work with the
nodes of the conflict graph only, we do not consider jobs but only their interval sets. Thus,
we assume that in every round an interval set V(j) ⊆ G [V I] of a job j ∈ J arrives. The
algorithm now has to choose at most one interval b ∈ V(j) in which job j is processed, or j is
rejected irrevocably when none of its intervals from V(j) is chosen.
The main difference to Section 3.3 is that per round not only one element arrives, but
a finite set of elements arrives. This offers a different perspective on the fact that elements
are revealed stepwise. At a first glance, the arrival of sets seems to have advantages over
the setting from before: in one round, more information seems to be revealed. Having more
information was desired, since we wanted to reduce conflicts with other elements when
choosing some input element to the independent set. To this end, recall that at most one
interval per job can be selected. That means, incoming intervals are pairwise connected in
the conflict graph due to the job edges and, thus, form a clique there. In this way, it becomes
clear that there is no advantage of having more information here.
The discussion about the edges leads us to another issue: the inductive independence
number in interval graphs was observed to be ρ = 1 in Section 2.2. In the conflict graph
we have on hand now, this does not hold any more. There are the job edges that do not
correspond to intervals intersecting each other, and thus these edges override the geometric
properties that let ρ = 1. In other words, we argued ρ = 1 in the original interval graph
to hold as one interval cannot have two or more independent neighbors in the ordering ≺.
Due to the additional job edges in the current setting, this seems to become possible now.
But we actually observe that ρ is bounded nevertheless in this setting, too. The reason is
that the job edges form a clique in the conflict graph. Thus the number of larger jobs in ≺
indeed is greater than before, but only increases by an additive constant of 1. We thus have
an inductive independence number ρ = 2 in this setting.
The job edges do have another effect: they invalidate our assumptions of the binary node
weights being independent. Recall that in Section 3.3 we mentioned it to be crucial that the
sample and input weight of a node may depend on each other, but must never depend on
the weights of any other node. This is clearly different now, since all intervals of a job have
the same weight. In the current setting, this means that all intervals of a job are actually
existent as option when a job occurs. So when a job is present also all its intervals are present
and thus have weight 1. Otherwise, if a job is not present, also its intervals are not. The
interval weights are thus depending on each other, since they have the same weight value
and thus the interval weights are not drawn independently from each other. In contrast to
the other problems we consider, we thus have dependencies among the nodes here.
Algorithm 4 computes a solution for the problem described before and works as follows.
First, it uses a greedy approach to compute an independent set on the sample graph G
[
VS
]
.
For this, the intervals are ordered by the criterion “earliest end time first” as described in
Section 2.2 and processed according to this ordering ≺. An interval is added to the greedy
solution set M1, if it has no conflicts with intervals chosen before. To make sure at most one
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Algorithm 4: Unweighted Online Group Intervals
Input: G[VS]
M1, M2, M3, M4 ← ∅;
forall b ∈ VS in order according to ≺ with b ∈ V(j) do
if M1 ∪ {b} is independent then M1 ← M1 ∪ {b}, VS ← VS\V(j)
forall Jobs j coming online with their intervals V(j) ⊆ V I in order of arrival do
sort b ∈ V(j) according to ≺;
forall b ∈ V(j) according to ≺ do
if @a ∈ M1, a ≺ b with {a, b} ∈ E then M2 ← M2 ∪ {b},
V I ← V I\V(j), V(j)← ∅;
if b ∈ M2 then w/prob q := 12c(ρ+1) : M3 ← M3 ∪ {b};
if b ∈ M3 and @a ∈ M4 s.t. {a, b} ∈ E then M4 ← M4 ∪ {b};
return M4;
interval per job is selected, we do not consider any more possible intervals b′ ∈ V(j), b′ 6= b,
after adding an interval b ∈ V(j) and, hence, delete all the other b′ 6= b after adding b.
After this preprocessing, the online computation starts. When a job j arrives, it presents
its possible intervals V(j). Since all of them are revealed upon the job’s arrival, we can order
and process the intervals from V(j) according to≺. Beginning with the first interval b ∈ V(j)
according to≺, we check whether it is compliant with the greedy solution M1 from before. If
compliance is not given, i.e. if there is a conflict between b and some smaller interval in M1,
we abandon b and consider the next interval in V(j). Otherwise, if b is compatible with M1,
we pass b through the subsequent sets M2, M3 or M4, respectively, depending on whether a
dropout occurs or not.
Observe that there might several intervals of V(j) be considered to pass the check with
M1. After the first successful check, however, there will be no more b′ ∈ V(j) considered,
even if b drops out later. This dropout occurs when b does not pass on to M3 or M4. To avoid
more intervals to be considered after a dropout, we remove all further intervals b′ ∈ V(j) by
setting V(j) ← ∅ after some interval b is forwarded to M2. This also ensures that at most
one interval per job is chosen in the final output. A very similar step is performed when
constructing M1 in the preprocessing part.
Theorem 3.11. Algorithm 4 is 16c3-competitive.
As the problem setting is an extension of the setting in Section 3.3, Algorithm 4 is similar
to the algorithm presented before. Consequently, also the analysis is very similar to the proof
in Section 3.3. We thus refer to this section from time to time, especially when we shorten
explanations here.
To prove the theorem, we again use random variables Xia for i ∈ {1, . . . , 4} where Xia = 1
if and only if a ∈ Mi. We again state a fundamental relationship between the respective
variables X1a and X2a . For this, we make use of the assumptions stochastic similarity from
Section 2.3. Furthermore, we will need some independence property on hand. To this end,
we assume the partial stochastic independence property stated in the following to be fulfilled.
Partial Stochastic Independence. For every node b ∈ V the weights wS (b) and wI (b) only
depend on such weights wS (b′) , wI (b′) where b′ ≺ b holds and both nodes b, b′ belong
to the same job.
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We are now ready to state and prove the lemma on the relationship between the random
variables.
Lemma 3.12. For any b ∈ V, we have
1
c
E
[
X1b
]
≤ E [X2b] ≤ cE [X1b] (3.8)
and for a ≺ b
1
c
E
[
X1b
∣∣∣ a ∈ M3] ≤ E [X2b ∣∣ a ∈ M3] ≤ cE [X1b ∣∣∣ a ∈ M3] . (3.9)
Proof. For any considered interval a ∈ V, the decision whether a is joined M1 ∪ M2 or not
does not depend on the fact whether any larger interval b  a belongs to VS or V I . We can
thus again imagine the random experiment determining an interval’s belonging to M1 or
M2, respectively, to be postponed after the check for independence.
Let us consider the events determining whether a node b ∈ V belongs to M1, M2, neither
or both of the two sets, next. In the algorithm, an interval is checked for independence. It
is joined M1 or M2 only if there is no smaller node a ≺ b with a ∈ M1 and {a, b} ∈ E. We
denote this event by E . The event E can well depend on the condition a ∈ M3 from (3.9).
We have E
[
Xib
]
= Pr [E ]Pr [Xib = 1 ∣∣ E] for i ∈ {1, 2}. It is
Pr
[
X2b = 1
∣∣ E] = Pr [b ∈ M2 | E ] = Pr [b ∈ V I ∣∣∣ E] .
Stochastic similarity allows us to derive the upper bound
Pr
[
b ∈ V I
∣∣∣ E] ≤ cPr [b ∈ VS ∣∣∣ E] = cPr [b ∈ M1 | E ] = cPr [X1b = 1 ∣∣∣ E] .
As we can postpone the coin toss after the independence check, we know that a node b
for which needs to be decided whether to join b with M1 or M2, it holds that {b} ∪ M1 is
an independent set. Furthermore, the design of Algorithm 4 ensures that at most for one
interval per job the coin toss is performed. Thus, also at most only one interval per job can
be joined M1 or M2. If the coin is flipped for interval b, then we know from Algorithm 4 that
no smaller interval b′ with b′ ≺ b of the same job exists and where b′ ∪M1 is independent.
Those two facts imply that when the coin for a node b is tossed, there are no dependencies
to any node b′ of the same job. Since we assume partial stochastic independence, there are
also no dependencies on other nodes. Consequently, the condition on the event E does not
influence the probabilities for b ∈ VS and b ∈ V I .
The next proof is on the competitive ratio that is achieved by Algorithm 4. We aim at
showing bounds on the computed output set M4. In the beginning of the algorithm M1
is computed, and we observe M1 to be a 2-approximation of OPT
(
wS
)
. This is due to the
inductive independence number being changed and since it results from applying the greedy
algorithm to G[VS]. From Lemma 3.12 then follows E [|M1|] ≥ E[OPT(w
I)]
2c . Applying the left
inequality from (3.8) gives E [|M2|] ≥ 1c E [|M1|]. Thinning from M2 to M3 causes a loss by
factor q and results in E [|M3|] = qE [|M2|]. So far, it is E [|M3|] ≥ q E[OPT(w
I)]
2c2 . It remains to
analyze the final conflict resolution step. In this step, only nodes without any conflict to an
already chosen node are forwarded to the set M4. Again we observe the number of nodes in
C = {{u, v} ∈ E | u, v ∈ M3} to be an upper bound for the number of conflicts and, hence,
for the number of nodes which are removed in the conflict resolution.
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Lemma 3.13. E [|C|] ≤ E [|M3|] 2qc.
Proof. Let Ca = {b ∈ V | {a, b} ∈ E and a ≺ b} be the set of conflicts a fixed node a ∈ V
has with larger nodes. Next we consider all a ∈ M3 and add up their according |Ca| to get
an upper bound on C. Those nodes which need to be added up are contained in Ca ∩ M3,
for all a ∈ V. By this we obtain E [|C|] = ∑a∈V Pr [a ∈ M3]E [|Ca ∩M3| | a ∈ M3]. Using the
random variables X3b to bound |Ca ∩M3| by
E [|Ca ∩M3| | a ∈ M3] = E
[
∑
b∈Ca
X3b
∣∣∣∣∣ a ∈ M3
]
= ∑
b∈Ca
E
[
X3b
∣∣ a ∈ M3] .
Further we have E
[
X3b
∣∣ a ∈ M3] = qE [X2b ∣∣ a ∈ M3]. Together with (3.9) it holds
E
[
X3b
∣∣ a ∈ M3] ≤ qcE [X1b ∣∣ a ∈ M3] and consequently we get E [|Ca ∩M3| | a ∈ M3] ≤
qc∑b∈Ca E
[
X1b
∣∣ a ∈ M3] . According to its construction, the set M1 can be observed to be in-
dependent. We thus get ∑b∈Ca X
1
b ≤ 2 by definition of the inductive independence
number and by graph construction. Combined with the upper bound, this yields
E [|Ca ∩M3| | b ∈ M3] ≤ 2qc .
Combining these insights gives
E [|C|] = ∑
a∈V
Pr [a ∈ M3]E [|Ca ∩M3| | a ∈ M3]
≤ ∑
a∈V
Pr [a ∈ M3] 2qc = E [|M3|] 2qc .
We are now ready to prove the competitive ratio of Algorithm 4.
Proof of Theorem 3.11. The estimated size of the algorithm’s output is the size of M3 minus
the number of conflicts, such that it is E [|M4|] = E [|M3|] − E [|C|]. From the estimations
above we roughly know M3 as well as C and deduce
E [|M4|] ≥ E [|M3|]− 2qcE [|M3|] = (1− 2qc)E [|M3|]
≥ (1− 2qc) q
2c2
OPT(w) .
Maximizing the factor from OPT (w) results in q = 14c which results in a competitive ratio of
16c3 for Algorithm 4.
We have investigated the online group interval scheduling problem in this section, where
the jobs were allowed to have choices regarding their access to the processor. It became clear
that even little generalizations can easily create situations with prevailing dependencies. If
the extent to which elements depend on each other is not very distinctive, then the depen-
dencies can be handled. This is the case in the setting we have considered in this section. It
gets complicated when dependencies are more involved.
We now turn away from independent nodes and maximum cardinality or maximum
weight sets as well as from solutions for which a selection of items is needed. We rather
extend our thoughts on the scheduling problems and consider quite a different problem in
the next chapter.
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Online Appointment Scheduling
An example of a combinatorial optimization problem that is already known to us is the in-
dependent set problem. In the last chapter, we considered this problem in an online scenario
and showed that there is an algorithm providing a constant competitive ratio for the un-
weighted case. We also devised a log(n)-competitive algorithm for the general case where
nodes are weighted. These are good results for this online problem, especially when we
recall that the independent set problem is a very complex and powerful problem and hard
to approximate even in the offline case. Many other allocation problems can be modeled
via the use of independent sets. We have already seen this in sections 2.2 and 3.6 where we
established a connection to questions in scheduling.
Scheduling, in general, is understood to be the step that follows a planning procedure
and it comprises allocating the underlying items to limited resources. The resource limits
thereby affect the allocations regarding the amount or time (or both) of access to the re-
source. There are many aspects and variants of scheduling where research is conducted on.
In the sections we mentioned above, we considered interval scheduling. This is a version
of scheduling where one aims at maximizing, subject to certain constraints, the number of
selected elements (i.e. intervals) that are chosen to be executed. As we described, this means
only a subset of the jobs is actually computed.
In the online appointment scheduling problem, not only a possibly small subset of jobs
but all of these jobs need to be computed. As soon as general restrictions regarding the com-
putation phase come into consideration, as it was the case in interval scheduling, it might get
impossible to execute all jobs. One then necessarily aims at maximizing the number of jobs
that can be executed. This is even the case when each job comes with a number of possible
intervals, as discussed in Section 3.6.
Since we aim at selecting all jobs in the current setting, we just drop any assumption on
possible computation phases and thus do not have any interval constraints, but we assume
that every job can be processed at any time. According to the aim of computing all jobs, also
the target function of maximizing the number of selected jobs becomes useless. Instead it is
reasonable to assume the jobs to have different impact or weight, and we aim at computing
the higher weighted jobs first.
As a practical motivation for this problem, imagine a doctor’s receptionist who is an-
swering incoming phone calls of patients who want to have an appointment with the doctor
in the upcoming week. Depending on the urgency of the patient’s disease, the appointment
should be sooner or later in order to achieve a sufficiently good health care. Where this is
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important on one side, on the other side it is not possible for the receptionist to call patients
back and to reschedule appointments.
In a formal setting, the objective can be captured by multiplying a job’s weight with
its position in the schedule, and summing up all these products yields an objective function.
Now the goal is to find a position for each job such that this sum is minimized. In the context
of scheduling this is called to aim at minimizing the weighted completion time.
The result is a minimization problem, as one aims at minimizing the target function.
This is in contrast to the chapter before, where we always aimed at maximizing the target
function. Also the constraints are different, since until now we faced constraints that express
conflicts between certain elements. Note that now there is basically only one constraint that
claims that each job needs to be assigned to exactly one position in the schedule.
The minimization property and the problem structure itself cause that all jobs need to be
scheduled, and no postponement of decisions is possible. We say this problem underlies a
covering constraint that requires all jobs to be covered with a slot to be processed.
This is a striking contrast to the problem we have considered in Chapter 3. There the
online independent set was investigated, where we aimed at maximizing the set of selected
items. The nature of this problem is maximizing its objective function. This goal came along
with a so-called packing constraint. This can be thought of that we aimed at packing items
into the target set such that its value gets maximized, while the conflict constraints of the
items are kept. In the independent set problem, these conflict constraints were given by the
nodes’ edges in the graph, and this resulted in the interdiction of choosing neighbored nodes
to the output set.
4.1 Preliminary Remarks and Definitions
In the following, we state the online appointment scheduling problem formally. There are
n jobs and one single processing unit. Each job i has a specific weight wi ∈ R+ and a pro-
cessing time li ∈ N. All jobs need to be processed after each other without preemption, and
processing job i takes time li. A feasible solution of this problem is thus a vector of starting
times where at no time there are two jobs being processed concurrently on the processing
unit. Formally, we require sj /∈ [si, si + li) for all j 6= i. The problem’s objective function is
to minimize ∑nj=1 wjCj = ∑
n
j=1 wj(sj + lj − 1), i.e. to minimize the weighted completion time.
Consequently, the optimal solution to an instance is the ordering of the jobs according to
their weight, beginning with the heaviest. In the setting where jobs have uniform processing
times, it is li = 1 for all jobs i ∈ {1, . . . , n}. We say that every job needs exactly one time slot,
and the optimal solution exactly uses time slots 1, . . . , n. In the general version where jobs
have different processing times, the schedule grows longer as every job possibly needs more
than just a single slot to be processed.
Since we consider this problem in an online fashion, the input is not known in advance
but arrives over time. In more detail, in every round of the online procedure one job i ar-
rives. Upon its arrival, the job’s weight wi as well as its processing time li are revealed. The
algorithm, however, has to irrevocably assign to the job a position in the schedule in which
the job’s computation starts. This position cannot be changed when it has been assigned
once. We emphasize that the notion of time slots where the jobs are positioned in and the
rounds in which they appear in during the online process are not related to each other.
In our work, we assume the jobs to arrive in random order. Adversarial order does
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not allow deriving any algorithms with non-trivial competitive ratios, as we show in our
first theorem. In Chapter 2 we developed a sampling model which we used in Chapter 3.
It would also be desirable to employ this sampling model now since it bridges between
several stochastic input models. The use of this sampling model in the online appointment
scheduling setting, however, has some difficulties that we discuss in the following.
First of all, the sampling model is intended to be applied on optimization problems with
an underlying graph. This is not the case in the online appointment scheduling, since we
work with a completely different problem structure here.
Besides this, a strength of the model was its ability to capture three other input models.
We stated this in Property 2.2, and in the property’s proof we simulated the sampling model
when one of the other models is given. In the simulation when the random-order model is
on hand, the main step was to generate a sample set out of the given input sequence. We
mastered this by observing the first k items, without considering them in the online compu-
tation. These items served as sample set, and we used them to guide the online computation.
By doing this we implicitly used that we deal with packing constraints. The packing spirit
has a big advantage compared to the covering constraints: When packing constraints are on
hand, we are able to discard incoming items without actually considering them as candidate
for the solution. This might of course lead to having a worse solution regarding its value,
but this behavior is possible without violating the packing constraints.
When covering constraints are on hand, as it is the case in the appointment scheduling
problem, the situation is completely different. There it is not possible to just reject items
without considering them for any solution set. Actually, in the appointment scheduling
there is no real solution set, but there it is asked for an assignment vector considering all
jobs. This is due to the covering constraint which implies that all incoming items need to be
supplied with a slot, i.e. need to be considered in the solution.
As rejecting items in the appointment scheduling problem is not possible, also no sam-
pling is possible as it was in the context of the independent set problem. More precisely,
at least no sampling on the fly, i.e. during the online presentation of the input, is possible.
This implies that designing an algorithm that works in the sampling model loses parts of its
generalization as it is unclear how to derive the sample set when the input is given in the
random-order model. Observe that it is, however, easy to derive the sample set when the
input is presented in the prophet-inequality or in the period model. We thus consider the
models apart from each other. We begin with the assumption that the input is given in the
random-order model and show how to bypass the impossibility of constructing a sample set
by just observing a part of the input. In a later section we then investigate whether a sample
set would help at all.
4.2 Outline and Results
We start our work with proving a lower bound that indicates all online algorithms to be
Ω(n)-competitive in this problem in the adversarial model. The result is also valid for ran-
domized online algorithms.
Afterwards, we start considering the problem version with uniform processing times in
the random-order model, where all jobs have li = 1. We are able to design an algorithm that
is 34-competitive for this problem setting. It is interesting to see that the competitive ratio
holds for every single job. This is a contrast to many other results in online optimization,
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where the competitive ratio is valid only for the whole input. Here, instead, no job will
suffer a bad position for the sake of the overall solution, as each job is guaranteed to lose at
most the competitive factor in expectation, regarding its position in the online schedule with
that in the optimal solution.
We continue our research with investigating the general online appointment scheduling
problem, where processing times and weights can be chosen arbitrarily. For this problem
statement, we present an algorithm that uses the one from the uniform setting as subroutine
and loses an additional factor log(n) when computing the online solution.
At last, we combine the online appointment scheduling problem with the sampling ap-
proach from before. To keep things simple and to focus on the use of the sampling model,
we consider the uniform appointment scheduling. The sample set will be assumed to be
given, and we investigate how the sample set can be used to guide the online computation.
Indeed, we derive an online algorithm that has an improved competitive ratio.
4.3 Lower Bound for the Adversarial Model
As discussed before, in the context of online algorithms often worst-case analysis is used.
We have seen before that this is not suitable when optimization problems are too complex.
This was for example the case in Chapter 3, where we considered the online independent
set problem. We thus start our work on online appointment scheduling by motivating the
use of a stochastic input model. For this purpose, we give an according lower bound on the
competitive ratio in this section.
While the independent set problem was a very hard and complex problem even in the of-
fline case, this is different now. The optimal offline solution to our appointment scheduling
problem can simply be obtained by sorting the input jobs decreasing in their weight values.
This, clearly, is much less complex in its structure. It is not comparable at all to the indepen-
dent set problem which is, in the offline setting, a NP-hard optimization problem. Despite
these crucial differences with respect to the problem structure, we will show that no online
algorithm goes below the competitive ratio of Ω(n) under adversarial assumptions for the
online appointment scheduling problem with n jobs.
We will again see that an adversary is too powerful if it is allowed to construct the com-
plete instance, i.e. if it is allowed to determine the jobs’ weights and their processing times
as well as their order of arrival. Our result is valid not only for deterministic, but also for
randomized online algorithms. We show this by working with a randomized instance, and
this allows us to apply Yao’s principle that extends our result from deterministic to random-
ized algorithms. Furthermore the result even holds for the uniform case, where all jobs have
equal processing times. In the construction of the lower bound we do not make use of the
processing times but only of the jobs’ weights and arrival order.
Theorem 4.1. For every randomized online algorithm, the jobs’ weights can be chosen in a way such
that for n jobs it is E [ALG] ≥ n8 ·OPT in the adversarial model, even if all jobs have equal processing
times.
Proof. We construct a randomized instance such that for every deterministic online algo-
rithm ALG it holds E
[ALG
OPT
] ≥ n8 . Then we apply Yao’s principle to prove this theorem.
We start with constructing the instance. For this, we draw T uniformly at random from
{1, . . . , n}. Each round exactly one job arrives. We define weights such that the job that
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arrives in round t has weight
wt =
{
Mt if t ≤ T
0 otherwise,
where it is important to note that M is a number with M > n. We proceed with investigating
the cost of an optimal algorithm. The weight definition from above causes T many jobs with
non-zero weights M, M2, . . . , MT to be given. Observe that it is clearly the best solution to
have the heaviest job allocated to slot 1 and then proceed with the jobs in decreasing order
of their weight. This makes the job with weight Mj being allocated to slot T − j + 1. The
resulting cost is
OPT =
T
∑
j=1
Mj (T − j + 1) =
T−1
∑
j=0
MT−j(j + 1) ≤ 2 ·MT .
After computing the cost the optimal algorithm incurs, we now turn towards the cost of a
deterministic online algorithm. Observe that until (and also including) round T the algo-
rithm’s behavior is independent of the value T. Also observe that after round T the behavior
is completely irrelevant and has no influence on the resulting cost. Therefore we express the
choices as an injective function σ : [n] → N. The meaning is that the i-th job is scheduled
to slot σ(i). The function being injective implies that it exists a set S ⊆ [n] of size ⌈ n2 ⌉ such
that for all i ∈ S it is σ(i) ≥ ⌊ n2 ⌋+ 1 ≥ n2 . Consider the event that T ∈ S. In this case, the
incurred cost exceed n2 M
T. This implies ALG ≥ n2 · MT ≥ n2 · OPT2 , using the optimal cost
computed above. Consequently it is ALGOPT ≥ n4 . As the event occurs with probability at least
Pr [T ∈ S] ≥ 12 , we get E
[ALG
OPT
] ≥ 12 n4 = n8 , yielding the theorem.
We have seen a lower bound indicating that there is no possibility to derive competitive
online algorithms in the adversarial model, i.e. when the job weights and processing times
as well as the job’s order of arrival are worst-case. Using randomized algorithms is not an
option either since our result is also valid when applying those. We thus realize that although
the underlying optimization problem is easy with a nice solution in the offline scenario, it
is getting much more complicated when we consider the problem online. In the following,
we relax the worst-case assumption on the arrival order and consider the problem in the
random-order model.
4.4 Uniform Processing Times
After having shown a lower bound for the adversarial model, we now show that reasonable
results can be obtained in the random-order model. The instance is again constructed by an
adversary. This means now that the adversary determines the number of jobs as well as the
weight and the processing time of every single job. Afterwards, the jobs are permuted such
that every possible permutation has the same probability to occur. The resulting random
order is the ordering in which the jobs are revealed to the online algorithm.
We start with considering the uniform online appointment scheduling in this section,
where all jobs have uniform processing time. For the sake of a better understanding, we
assume the processing times to be normalized to 1 such that each jobs needs to be allocated
to exactly one slot. This problem variant is obviously easier than the general case, since we
restrict the jobs to have only one important and influential parameter, namely their weight.
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By only having the need to consider the jobs’ weight values, the problem corresponds to
sorting the jobs according to their weight. And this is also how the optimal solution looks
like: jobs are sorted decreasing in their weight.
The difficulty, however, is to put the online incoming jobs into the right slot, i.e. into the
right position in the ordering. This seems to be easy when a job is clearly the heaviest or
the lightest, then the best position seems at the first, respectively, the last position of the slot
array. Since allocations are irrevocable, a problem occurs when this estimation turns out to
be wrong, as repositioning the jobs is not possible.
The whole problem is even more difficult if “intermediate” job arrives. As the exact slot
is needed for obtaining the optimal solution, one has to decide how far behind (or how far
before) some already positioned job this intermediate job is to be allocated. We remark that
although the optimal solution to the appointment scheduling problem only needs n slots
when there are n jobs, we can in general use as many slots as we desire to. There is no
restriction to n slots only, the offline algorithms merely uses the first n slots only in order to
minimize the objective function. The intuition we have on how to handle the intermediate
job is thus to leave enough room between jobs. This guards against cases where some jobs
need to be positioned in slots between already located jobs. The question is how much room
is needed, and how to estimate the position of incoming jobs. The next intuition clearly is to
compare an incoming job with what is known already, in order to get an impression about
the weight of the new job.
We had a similar intuition in the last chapter, when we worked with a sample set to
compute an online independent set. However, sampling in the same way as we did before
is not possible in the present setting: every job needs to be allocated, thus just waiting and
throwing the first jobs away is not an option here. This issue will be discussed in more detail
in Section 4.6.
Now we incorporate this idea nevertheless, and try to use the jobs we have already seen
to guide the computation of the next jobs’ slot. The idea we pursue is that a sufficiently large
fraction of the input is suitable to assess a job’s weight, with respect to its position in the
optimal ordering. It is clear that the larger the fraction of the input we have seen so far is,
the better the information we derive can be. In other words, at the beginning there is no
remarkable significance of having sampled information, but from some point on the fraction
of the input is an appropriate guide.
This idea is implemented in Algorithm 5 we present later through also considering the
round an item appears in, when we estimate this item’s position. More precisely, the algo-
rithm maintains a set J containing all jobs that have arrived so far. Upon the arrival of a
new job i that comes in some round r, this job is merged with J and the algorithm computes
the optimal ordering s˜ on the jobs in J. This ordering is what we call the local solution, and
we use this to guide the online computation of a slot for job i. To this end, we scale the slot
number s˜i that i gets in the local solution, with a factor fr which we introduce later in more
detail. The goal of this scaling is to create sufficiently large gaps between the allocated jobs.
These gaps are necessary due to the following: the local solution in round r comprises
exactly r many jobs, where the optimal solution on all jobs has an extend of n > r jobs. Since
we assume uniform job lengths, the number of jobs contained in the solution corresponds to
the number of slots that are used through this solution. Now recall that the jobs appear in
random order, thus we may assume that the r many jobs in the local solution are probably
not the jobs that also get slots 1, . . . , r in the optimal solution. Instead, they are likely to
be equally distributed on the first n many slots 1, . . . , n. To consider this issue, we use the
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scaling factor for creating the gaps.
Through this scaling the jobs are postponed beyond their local position, and never before
it. This is natural, since adding more jobs can only make a job to be postponed to the back. It
can never occur any situation in which additional jobs might cause another job to be better
placed more in the front. Thus, we only talk of postponing the jobs.
When looking at the scaling factor fr = c
( n
r
)1/d, where c and d are to be specified in
the algorithm analysis, we see that the current round r plays an important role. The effect
of r is that the scaling factor fr decreases as the rounds proceed and, hence, r gets larger.
That means we diminish the gaps with later rounds, as we have seen a larger fraction of the
input and consider the local solution to be more accurate than in earlier rounds. This steady
distribution of the jobs with the gaps in between is indeed essential for the algorithm to be
competitive, as later insertions tend to be ranked between formerly arrived jobs. We already
argued for this above. These insertions are enabled through the creation of the gaps.
Heading back to the consideration of the incoming job i in round r, we have already
seen that i’s position in the local solution is scaled with fr, such that a so-called tentative
slot sˆi :=
⌈
fr · s˜(r)i
⌉
of job i is computed. The rounding to the subsequent integer value
is necessary, since we work with integer slots and do not provide fractional slots. These
might by all means occur in the computation. Observe that tentative slots are not necessarily
unique, i.e. there can be more than one job being tentatively allocated to the same slot. Since
per slot at most one job can be scheduled, we resolve these possible conflicts by assigning i
to the first free slot after its tentative position. This results in the final slot si where job i is
placed in.
Further observe that there are no remaining conflicts. Also, every job gets immediately,
especially before the arrival of the next job, allocated to a slot. When computing the slot
number for an incoming job, no changes to formerly assigned jobs are made. Only the local
solution is renewed, but this obviously happens without any real assignments. The algo-
rithm, thus, obeys all constraints and maintains a feasible solution in every round.
Algorithm 5: Jobs with Uniform Processing Times
Let J be the set of jobs arrived so far, initially J = ∅
for each round r with incoming job i do
J := J ∪ {i};
s˜(r) := optimal solution in round r on set J;
sˆi :=
⌈
fr · s˜(r)i
⌉
, where fr = c
( n
r
)1/d;
si := earliest free slot after sˆi;
Theorem 4.2. Algorithm 5 schedules jobs with uniform processing times such that every job is 34-
competitive in expectation.
Observe that when it comes to the allocation of a job to a slot, the computation of the slot
number consists of two main steps in the algorithm. First, we take the optimal local solution
and scale it, such that we get a tentative slot. Afterwards, we search the first free slot after
this tentative position and use it for the final allocation. In order to prove Theorem 4.2, we
stick to this structure and split the proof into three parts. First we consider the tentative slot
and bound the expected number of this tentative slot a job is assigned to. We thus ensure
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the search for a free position for a job does not start too far away from a reasonable position.
Then we turn to the shifting towards the end that a job has to suffer due to emerging conflicts.
This is to find the job a free slot it can be allocated to. We are also able to bound this amount
of shifting, i.e. we can derive a bound on how much the actually allocated slot differs from
the tentatively allocated position. Finally, we combine both results and get an overall bound
that proves the theorem. Observe that the objective function only deteriorates if jobs are
allocated behind their optimal position. In general, putting a job more in the front does not
cause any increase of the objective function, but it prevents heavier jobs from being placed
on a better position. It is thus only necessary to bound how far a job is allocated behind its
optimal position.
We remark that we use indices on the jobs only to address them formally. For the algo-
rithm, these indices are completely irrelevant. In the analysis we thus avoid confusion and
assume the jobs to be indexed such that it is w1 > w2 > . . . > wn. This assumption implies
the optimal solution of the instance to be the ordering 1, 2, 3, . . . , n.
We begin with considering, for a fixed job i, the bound on its tentative slot. According
to our assumption regarding the job’s indices, job i would have been allocated slot number i
in the optimal solution. The following lemma establishes our desired bound on i’s tentative
slot number.
Lemma 4.3. For a job i the expected slot number is bounded by E [sˆi] ≤ cdd−1 · i + 1 +O
(
n1/d−1
)
,
where n is the number of jobs in the input sequence.
Proof. The algorithm computes a tentative slot, and for this it makes use of the local opti-
mal solution in round r. More precisely, the local optimal slot number is multiplied with a
certain factor. Formally we get sˆi =
⌈
fpi(i) s˜
(pi(i))
i
⌉
≤ fpi(i) s˜(pi(i))i + 1 for the tentative slot of
job i. To address this the round current round of the input formally, we denote the random
permutation the input appears in with pi and use the notation pi(i) to denote the round job i
appears in. As we aim at getting a more general bound on the expected slot number, in the
following we consider
E [sˆi − 1] ≤ E
[
fpi(i) s˜
(pi(i))
i
]
.
Next we need to split up the factor fpi(i). Where the constant parts can be moved outside the
expectation, we have to pay attention on those parts of the factor that depend on the current
round r. There we condition on job i to appear in a certain round r, and we also make use of
the probability that this event happens. Hence, we can derive
E
[
fpi(i) s˜
(pi(i))
i
]
= cn1/d
n
∑
r=1
Pr [r = pi(i)]
1
r1/d
E
[
s˜(pi(i))i
∣∣∣ pi(i) = r] .
We investigate the expectation of s˜(pi(i))i and remark that s˜
(pi(i))
i − 1 is the slot before that
one of i in the optimal local solution. It thus also exactly names the number of jobs whose
weight is larger than wi and that also arrive before round r. Observe further that even when
we condition on the event pi(i) = r, the order of the remaining n − 1 jobs is still uniform.
Out of these remaining n− 1 many jobs, exactly i − 1 have a weight that is larger than wi,
since job i is the i-th heaviest job in the instance. Due to the uniform distribution even when
conditioning on i to come in round r, in expectation a r−1/n−1-fraction of the i − 1 heavier
jobs will be assigned to appear in rounds 1, . . . , r− 1. This yields
E
[
s˜(pi(i))i
∣∣∣ pi(i) = r] = (i− 1) r− 1
n− 1 + 1 .
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As the jobs appear uniformly at random, where each permutation has the same probability
to emerge, each round is equally likely to be the round a certain job appears in. Thus we
derive Pr [pi(i) = r] = 1n for the probability of job i to appear in round r, and this holds for
all possible rounds r. Using this and the insights before, we can write
E
[
fpi(i) s˜
(pi(i))
i
]
= cn1/d
n
∑
r=1
1
n
1
r1/d
(
(i− 1) r− 1
n− 1 + 1
)
= cn1/d
(
n
∑
r=1
1
n
1
r1/d
(
(i− 1) r− 1
n− 1
)
+
n
∑
r=1
1
n
1
r1/d
)
.
By moving the constant factors 1/n and (i − 1) in front of the sums, as well as substituting
r−1/n−1 with r/n, we get the upper bound
E
[
fpi(i) s˜
(pi(i))
i
]
≤ cn1/d
(
i− 1
n
n
∑
r=1
r1−1/d
n
+
1
n
n
∑
r=1
1
r1/d
)
.
As we would like to get a more expressive value for the two sums, we use their correspond-
ing integral formulation to approximate them. For the first sum, this gives
n
∑
r=1
r1−1/d ≤
∫ n
1
r1−1/ddr + n1−1/d =
[
1
2− 1d
r2−1/d
]n
1
+ n1−1/d ≤ 1
2− 1d
n2−1/d + n1−1/d .
The procedure for the second sum is similar, such that we analogously get
n
∑
r=1
r−1/d ≤ 1+
∫ n
1
r−1/ddr = 1+
[
1
1− 1d
r1−1/d
]n
1
≤ 1+ 1
1− 1d
n1−1/d
in that case.
We now consider the upper bound on E [sˆi − 1] again. Through the estimations from
before we already have
E [sˆi − 1] ≤ cn1/d
(
i− 1
n
n
∑
r=1
r1−1/d
n
+
1
n
n
∑
r=1
1
r1/d
)
.
Including the bounds on the two sums, this evolves to
E [sˆi − 1] ≤ cn1/d
(
i− 1
n2
(
1
2− 1d
n2−1/d + n1−1/d
)
+
1
n
(
1+
1
1− 1d
n1−1/d
))
= cn1/d
(
i− 1
n2
(
1
2− 1d
n2−1/d + n1−1/d
)
+
1
n
+
1
n1/d
1
1− 1d
)
= c
(
n1/d
i− 1
n2
1
2− 1d
n2−1/d + n1/d
i− 1
n2
n1−1/d + n1/d
1
n
+ n1/d
1
n1/d
1
1− 1d
)
= c
(
(i− 1) 1
2− 1d
+
i− 1
n
+
1
n1−1/d
+
1
1− 1d
)
≤ ci 1
1− 1d
+
c
n1−1/d
,
50 Chapter 4. Online Appointment Scheduling
where the latter inequality is due to 12−1/d ≤ 11−1/d . For the bound on the tentative slot number,
we therefore get E [sˆi] ≤ c1− 1d · i +
c
n1−1/d
+ 1 as stated in the lemma.
Having established an upper bound on a job’s tentative slot number, we still need to
consider the backwards shifting a job suffers. This shifting happens when the tentative slot
it is allocated to is not vacant any more. A reason for this is that the tentative slot number
depends on a job’s position in the local solution. There, however, a position might be used
several times. Take the first job as an example. This job will receive position 1 in the local
solution upon its arrival, as it is the first and only job so far. However, it is to be expected that
position 1 will be used again afterwards, namely always when a job appears that is larger
than those that have arrived before. In fact, even the secondly arriving job gets again the
local position 1 with probability 1/2, since jobs arrive uniformly at random.
Depending on the outcome of the rounding in line 5 in Algorithm 5, different jobs with
the same local position might also get the same tentative slot. We thus realize that the ten-
tative slot numbers might be used more than once and are not necessarily unique. This, in
turn, can cause an incoming job to get a tentative slot which is already taken. Another reason
for a tentative slot to be occupied is similar, but slightly different. It is not necessarily this slot
that serves as tentative slot for multiple jobs. There might also be an earlier slot that serves
as tentative position for so many jobs that their pile-up may even cause the considered later
tentative slot to be in use.
However, both scenarios illustrate that shiftings backwards are possible to happen. In
order to bound the final slot a job is allocated to, we thus also need to bound how far a job
is shifted aback. To this end, we apply the intuition of a queuing perspective as follows:
When considering a job i that cannot be allocated to its tentative slot sˆi, there are one or more
other jobs that were intended to be assigned to sˆi before. We imagine these jobs to form a
FIFO queue of jobs that are tentatively allocated to the same slot, and all but the first of them
need to be shifted aback. After this queue is cleared, i can be assigned. We thus imagine to
consider the slots after sˆi slot per slot in steps, where these steps are just with respect to this
queuing perspective and have nothing to do with the online input. Upon the consideration
of a new slot, one job can be removed from the queue as we imagine it to be placed in this
slot. Ideally, this procedure is continued until the initial queue is empty, i.e. we consider as
many slots as the queue contains elements. Unfortunately, not all slots are free but some
of them already contain allocated jobs. These jobs then form a new queue, when the first
is empty. As ideally not every slot is occupied with one job, we build the average over the
newly accumulated jobs. We will see that we can bound the average expected number of
new jobs per slot by some constant q < 1. Consequently, the second queue is shorter than
the first one. Nevertheless, also this queue needs to be worked off in the same way, and
again some jobs may have accumulated in the meantime. When we reach the point that a
queue is cleared and no new queue has arisen, we reach a free slot and can finally allocate job
i. It is crucial that it is q < 1, since it allows us to bound the cascade of newly arrived jobs. A
consequence of this being bounded, however, is that also the amount of slots a job i is shifted
aback is bounded. The formal proof indeed is a bit involved. We begin with considering the
queuing process. The following lemma is technical, but will play an important role later on.
Lemma 4.4. Let At be non-negative integer random variables, such that there is q ∈ (0, 1) with the
property that for any t ∈ N and a1, . . . , at−1 ∈ N it holds E [At | A1 = a1, . . . , At−1 = at−1] ≤ q.
Furthermore, let Q0 ∈ N, define Qt+1 = max {0, Qt + At+1 − 1} and let T = min {t | Qt = 0}.
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Then it is E [T] ≤ 11−q Q0.
Proof. We want to bound the time that needs to be waited until T is reached, that means
until the queue is empty and it is Qt = 0. Note that in this context of analyzing the queuing
process, the notion of “time” is with respect to this queuing perspective, and does not refer
to the online process of the algorithm’s input. We divide this waiting time until T is reached
in phases, such that phase p− 1 ends at time Tp−1. The duration of this phase p− 1 then is
exactly QTp−1 many steps. Formally, we set Tp = Tp−1 + QTp−1 and initially start with T0 = 0.
The intuition behind this is that we have a FIFO queue containing the jobs also allocated
tentatively to the same slot as i and, thus, causing the shift of job i. We wait for this FIFO
queue to be empty to determine where to shift job i to and start with an initial queue length
of Q0. As we remove one element per time step from the queue, it would take Q0 steps
until the initial queue was empty. During these steps of processing, new jobs may have been
added to the queue since they were already allocated to slots after the tentative slot such
that when considering these slots no queue element can be removed. We consider these new
jobs to form a new queue. It then again takes time until also the elements from this new
queue are processed, and in the meantime further elements may have arrived. This process
continues until it is Qt = 0 for the first time, that means until the queue is completely empty.
Observe that clearing a queue corresponds to one phase, and at the end of the phase
either a new queue has emerged such that a new phase is necessary, or there is no new
queue which means the process has reached Qt = 0 and stops. When starting with Q0 many
elements, these are removed from the queue after Q0 many steps, such that the first phase
ends in step T1 = 0 + Q0. Clearing the elements from the newly emerged queue QQ0 then
ends in step T2 = Q0 + QQ0 , and so on. We thus observe that the length of a queue Qt′
is decreasing when the index t′ increases, where the end time Tp of a phase increases with
increases p.
The intuition we have described so far is captured in the definition of Tp above. Taking
this definition, we equivalently get QTp−1 = Tp − Tp−1. These two formulations, together
with the recursive definition of the Qt from the above lemma, give
QTp = QTp−1 +
 Tp∑
t=Tp−1+1
At
− (Tp − Tp−1) = Tp∑
t=Tp−1+1
At .
Induction and the recursive definition of QTp yield
E
[
QTp
∣∣∣ A1, . . . , ATp−1] = E
 Tp∑
t=Tp−1+1
At
∣∣∣∣∣∣ A1, . . . , ATp−1

and the condition on the expectation of the At to be bounded by q gives us
E
 Tp∑
t=Tp−1+1
At
∣∣∣∣∣∣ A1, . . . , ATp−1
 ≤ q(Tp − Tp−1) = qQTp−1 .
This also implies E
[
QTp
]
≤ qE
[
QTp−1
]
which allows to derive E
[
QTp
]
≤ qpQ0 by induction
over the phases 1, . . . , p. We defined T to be the time step when the queue is empty. When
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this is the case, also the phases stop, so we have that T = maxp Tp. This can be expressed as
a sum over all QTp , such that we have T = ∑
∞
p=0 QTp . Using linearity of expectation and the
formulations we derived so far together with the formula for a geometric series, we get
E [T] = E
[
∞
∑
p=0
QTp
]
=
∞
∑
p=0
E
[
QTp
]
≤
∞
∑
p=0
qpQ0 =
1
1− q Q0 .
The statement of this lemma will be the basis for showing that the slot number an in-
coming job is mapped to, is actually only a constant factor larger than its tentatively allo-
cated slot. The actual proof of this is technically quite involved, since the situation is not as
balanced and clear as in the lemma we use. In more detail, we must be careful with depen-
dencies of certain random variables. Furthermore, the previously mentioned fact that not
every slot will be addressed as tentative slot comes into play. The arrival thus is by far not as
balanced as we assume in Lemma 4.4. Nevertheless, we are able to establish the following
lemma.
Lemma 4.5. Let the job i and the round r be fixed. Conditioned on the event that job i arrives in
round r and then gets tentatively allocated to slot sˆi, the expected first feasible slot si is bounded by
E [si | pi(i) = r, sˆi] ≤ 11−q sˆi with q =
( r
n
)1/d · 2dc .
Proof. We introduce random variables A′t, one for each slot t. They are meant to count how
many jobs are tentatively allocated to the slot t. Since we fixed to be in round r, the number
denoted by the variables is with respect to the end of round r − 1. In general, a variable
A′t may by all means be larger than 1, if there is more than one job getting assigned t as
tentative slot. We mention beforehand that this will balance when iterating over all slots.
Next we define Q′t = max
{
0, Q′t−1 + A
′
t − 1
}
analogously to Lemma 4.4. In the same way,
we let T′ = min {t | Q′t = 0}. We start the iterative process with the initial queue length
Q′0 = sˆi. This seems overly pessimistic, but it takes into account possible accumulations of
jobs from the rounds before, such that we guarantee to be feasible. Further this allows us to
derive an upper bound T′ ≥ si for the first feasible slot for job i.
It would be nice and easy if we could just apply Lemma 4.4 and get the desired result.
Unfortunately, this is not possible in that way, since our random variables A′t mutually de-
pend on each other. The reason for this mainly is that every job of the whole input needs
to be tentatively allocated to exactly one slot. This condition influences the probability of a
slot being chosen as tentative slot, and thus also influences the expected value of the A′t. In
order to apply the lemma nevertheless, we include stochastic perturbations and define new
random variables At that are free from mutual dependencies.
These At are coupled to the original random variables A′t in a way such that ∑t′≤t A′t′ ≤
∑t′≤t At′ holds for all slots t. We use the same initial value, that is we set Q0 = Q′0 and thus
have that Q′t ≤ Qt for all t. Furthermore we get T′ ≤ T. As a result of the recently described
relations it is sufficient to consider the new random variables At. Now it is necessary to
define the At formally. We aim at moving mass to the fore slots, that is we divert mass from
A′t onto A′t′ with t
′ < t.
The first issue we have to deal with is balancing the load between different slots. For
this, let Ur′ be drawn independently uniformly at random from the interval [0, fr′ ] with the
scaling factor fr′ = c
( n
r′
)1/d that Algorithm 5 uses in round r′. Now we use these Ur′ to
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introduce real-valued random variables Zr′ and define Zr′ = fr′ s˜
(r′)
pi−1(r′)−Ur′ . This means, the
random variables Zr′ correspond to the tentative slot of a certain job, namely of job pi−1(r′),
but they are reduced by this small perturbation Ur′ . Observe that these Zr′ are drawn from
the interval [0, fr′r′] and that they are indeed uniformly distributed in this interval. The latter
is true because when conditioned on a set J in round r′, the currently arriving job pi−1(r′) is
drawn uniformly from J. This selection can be considered to be uniform because once J is
fixed, there is a set {1, . . . , n}\J of jobs that has not arrived yet. From this set, every job has
the same probability to appear next. Thus, s˜(r
′)
pi−1(r′) is chosen uniformly from {1, 2, . . . , r′}.
Since s˜(r
′)
pi−1(r′) is the real position that job pi
−1(r′) holds in the local solution, the rounded
random variables dZr′e serve as a lower bound the tentative slot that is used in round r′.
Next, we define binary variables Xt,r′ to indicate whether the corresponding slot t serves
as tentative slot in the corresponding round. Formally we define
Xt,r′ =
{
1 if dZr′e = t
0 otherwise
.
We now use these random variables Xt,r′ to finally define the At we discussed above. Let
At = ∑
r′≤r
(
1
br′
+
(
1− t
br′
)
· Xt,r′
)
with br′ = d fr′r′e =
⌈
c
( n
r′
)1/d
r′
⌉
.
In order to complete the proof, we need the statements of the following two claims. We begin
with the claim on the relation of the sums over the At, which was already requested above.
Claim 4.6. It is ∑t′≤t At′ ≥ ∑t′≤t A′t′ for all t for At′ , A′t′ as defined above.
Proof. We start with considering∑t′≤t ∑r′≤r 1br′ and observe that t
′ is not part of the sum. This
is why we can move it as factor in front of the sum and get
∑
t′≤t
∑
r′≤r
1
br′
= t ∑
r′≤r
1
br′
. (4.1)
Further we look at ∑t′≤t ∑r′≤r t
′
br′
Xt′,r′ and derive
∑
t′≤t
∑
r′≤r
t′
br′
Xt′,r′ ≤ t ∑
t′≤t
∑
r′≤r
1
br′
Xt′,r′ = t ∑
r′≤r
1
br′
∑
t′≤t
Xt′,r′ ≤ t ∑
r′≤r
1
br′
. (4.2)
In the latter inequality, we use that the Xt′r′ are indicator variables being true for only one
slot t′, such that it is ∑t′≤t Xt′,r′ ≤ 1 for all t. Combining both estimations, this yields the sum
over the At′ that
∑
t′≤t
At′ = ∑
t′≤t
∑
r′≤r
(
1
br′
+
(
1− t
′
br′
)
· Xt′,r′
)
= ∑
t′≤t
∑
r′≤r
1
br′
+ ∑
t′≤t
∑
r′≤r
Xt′,r′ − ∑
t′≤t
∑
r′≤r
t′
br′
Xt′,r′ .
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Using equations 4.1 and 4.2 on the first and the latter term, we get
∑
t′≤t
At′ ≥ t ∑
r′≤r
1
br′
+ ∑
t′≤t
∑
r′≤r
Xt′,r′ − t ∑
r′≤r
1
br′
= ∑
t′≤t
∑
r′≤r
Xt′,r′ = ∑
t′≤t
A′t′ .
This states the claim.
We consider the expectation of a random variable in the next claim.
Claim 4.7. Given arbitrary numbers a1, . . . , at−1 ∈N, it holds
E [At | A1 = a1, . . . , At−1 = at−1] ≤ q .
Proof. For the proof of the claim, we consider an arbitrary matrix x = (xt′,r′)t′,r′∈N, xt′,r′ ∈
{0, 1}. Recall that Xt,r′ is defined to be 1, if dZr′e = t, and 0 otherwise. Let now Ex denote
the event that it is Xt′,r′ = xt′,r′ for all t′ < t and all r′ ≤ r. In the following, we aim at
upper-bounding the probability of the Xt,r′ to be true given Ex, i.e. Pr [Xt,r′ = 1 | Ex].
First, observe that it is dZr′e ≤ d fr′r′e due to the perturbations and the interval s˜(r
′)
pi−1(r′)
is drawn from. As consequence, if t > fr′r′ holds, this immediately implies that Xt,r′ = 0,
since t is too large to fulfill the condition that lets Xt′,r′ be true. Because a job is only allocated
to one tentative slot, we have that if xt′,r′ = 1 for some t′ < t, then also Xt,r′ = 0. We thus
assume without loss of generality that t ≤ d fr′r′e and xt′,r′ = 0 for all t′ < t.
Next, we also observe that Algorithm 5 determines the slot allocation only based on the
relative ranks in a round. This means that in each round r′′, the local solution s˜(r′′) always
uses the same slots S′ for allocation, and these slots S′ are independent from the weights
the incoming jobs are equipped with. We therefore consider Zr′ to be independent of all Zr′′ ,
r′′ 6= r′, as the Zr′ , Zr′′ are lower bounds for the tentative slot numbers. These do only depend
on the ranks, or rather on the number of jobs having occurred so far, and not on the weights
or anything else. As a consequence, we get that Zr′ is uniformly distributed on (t − 1, br′ ]
when we condition on the event Ex. Therefore, we get
Pr [Xt,r′ = 1 | Ex] ≤ 1br′ − (t− 1) .
We now strive for bounding the conditioned expectation E [At | A1 = a1, . . . , At−1 = at−1],
when arbitrary numbers a1, . . . , at−1 ∈ N are given. Observe that the event that A1 =
a1, . . . , At−1 = at−1 can equivalently be expressed by a set X of 0 − 1-matrices x, where
it is A1 = a1, . . . , At−1 = at−1 if and only if there is x ∈ X such that Xt′,r′ = xt′,r′ for all t′ < t
and all r′ ≤ r. We use the bound on Pr [Xt,r′ = 1 | Ex] from above and get
E [At | Ex] = ∑
r′≤r
(
1
br′
+
(
1− t
br′
)
· Pr [Xt,r′ = 1 | Ex]
)
≤ ∑
r′≤r
(
1
br′
+
(
1− t− 1
br′
)
· 1
br′ − (t− 1)
)
= ∑
r′≤r
(
1
br′
+
br′ − (t− 1)
br′
1
br′ − (t− 1)
)
= ∑
r′≤r
2
1
br′
=
2
cn1/d ∑r′≤r
r′
1
d−1 .
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Since this bound is valid for all x ∈ X , we also have
E [At | A1 = a1, . . . , At−1 = at−1] ≤ 2cn1/d ∑r′≤r
r′
1
d−1 .
Again, we approximate the sum through its corresponding integral, such that we com-
pute
r
∑
r′=1
r′
1
d−1 ≤
∫ r
1
r′
1
d−1dr′ + 1 =
[
dr
1
d
]r
1
+ 1 ≤ dr 1d
since d > 1. This gives
E [At | A1, . . . , At−1] ≤ 2
cn
1
d
· dr 1d ≤
( r
n
) 1
d · 2d
c
.
Lemma 4.4 is now directly applicable to our setting with the At. Claim 4.6 ensures that
it is sufficient to consider the sum over the newly defined random variables At. Claim 4.7 is
important for the lemma to hold, as it ensures the expectation of the new random variables
to be bounded. Thus, together with the definitions of Q0 and T from above, Lemma 4.4
directly yields the desired result of Lemma 4.5.
Recall that Algorithm 5 first uses the local solution to compute a tentative slot, and then
seeks the first free slot thereafter to assign the incoming job to. We will stick to this course of
action also in the proof about its competitive ratio. For this, we habe established Lemma 4.3
and Lemma 4.5. We use the insights we got from these lemmas and the considerations above
and turn toward the proof of Theorem 4.2.
Proof of Theorem 4.2. From Lemma 4.5 where we bounded a job’s push back, we know that
E [si] ≤ 11−q E [sˆi] with q =
( r
n
) 1
d · 2dc . The insertion of q gives
E [si] ≤ 1
1− ( rn) 1d · 2dc E [sˆi] =
n
1
d · c
n
1
d · c− r 1d 2d
E [sˆi] =
1
1− rn
1
d · 2dc
E [sˆi] ≤ 1
1− 2dc
E [sˆi] .
We now use Lemma 4.3 that bounds the expected number of the tentative slot from job i.
Hence we get that for every job i it is
E [si] ≤ 1
1− 2dc
·
(
cd
d− 1 i + 1+O
(
n1/d−1
))
.
Since the O-term tends towards 0 for large n, we omit this term. Further we set c = 8 and
d = 2 and thus get
E [si] ≤ 1
1− 2dc
·
(
cd
d− 1 i + 1
)
= 2(16i + 1) ≤ 34i .
This analysis is valid for all i. Thus every job i that is allocated to slot si in expectation
deviates not more than a factor 34 from its optimal slot in the offline solution.
56 Chapter 4. Online Appointment Scheduling
In this section we have devised an algorithm that computes a feasible solution for the
online appointment scheduling problem with uniform processing times. This algorithm is
constant competitive. This stands in a clear contrast to the lower bound we derived in Sec-
tion 4.3, when the problem is considered in an adversarial setting. Thus, the approach of re-
laxing adversarial constraints through assuming the input to appear in random order helps
to get competitive algorithms.
So far we only considered the simplified version of the problem and neglected the pos-
sibly different processing times of the jobs. This will be different in the next section, where
we take this second attribute into consideration and deal with different weight and general
processing times.
4.5 Jobs with General Processing Times
Until now, we investigated the scenario where all the jobs have the same processing time but
different weights each. This was an important setting for us to gain crucial insights and to
understand the problem’s basic structures and properties. To extend the power of our model
and to be able to capture more application-oriented scenarios, this approach is probably not
sufficient as it suffers a lack of generality. It is better to assume arbitrary job processing times,
and this is what we consider in the following part of the chapter.
We will derive and analyze an algorithm that copes with variable processing times. It
captures insights from before by using the constant competitive algorithm for uniform pro-
cessing times as a subroutine for the case with variable processing times.
In fact, we even use several instances of Algorithm 5 in order to schedule jobs that have
similar processing times. For this, we classify the jobs according to their processing times
and establish classes. Every class λ = 2b for b ∈ N then contains all jobs i whose processing
time li lies between two powers of two 2b−1 < li ≤ 2b. Once having the sub-schedules from
the different classes, we only need to merge those into a common schedule. For this, we will
introduce meta-slots and devise a labeling scheme that maps each sub-schedule onto the
overall schedule, such that no job is pushed back by more than a factor of 2 log n, compared
to its position in the sub-schedule of its class.
Theorem 4.8. Algorithm 6 for jobs with general processing time is 2α log(n)-competitive, where the
algorithm for jobs with uniform processing time that is used as subroutine has a competitive factor of
α and the input consists of n jobs.
We start with a description of the labeling scheme. This scheme allows us to group slots
to meta-slots, where each meta-slot is associated with a single processing time class. We let,
without loss of generality, the total number of jobs n be a power of two, i.e. n = 2h for some
h ∈ N. We use binary trees to create the labeling scheme. Now let Tk be a complete binary
tree having height log(n) with k ∈N. We address the tree via its levels and say the leaves of
the tree have level j = 0. Turning toward the labeling, we label a node σ on level j of tree Tk
with the label λ(σ) = 2k+j. This procedure makes the leaves of tree Tk have labels 2k. Their
parents are accordingly labeled with 2k+1, and the root of tree Tk finally gets label 2k+log(n).
To transfer this scheme onto the slots such that it can be used for the scheduling purposes,
we traverse the trees in post-order and map their nodes onto the slots in our schedule. We
start with tree T0, and there we begin with the very left leave and map a parent node exactly
immediately after its leaves. Having traversed tree T0, we continue with tree T1 in the same
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way and map its first node right after the last node from T0, which is the root node of T0. For
a node σ with label λ(σ) we create λ(σ) neighboring slots and regard them as a meta-slot.
Consider now T0 as an example. The mapped sequence then starts with 112211224444 . . . .
Observation 4.9. The mapping of tree Tk requires 2kn log(n) slots in the schedule and starts at slot
(2k − 1)n log(n) + 1.
We make clear that every level j in tree Tk contains n2j many nodes. Summing this up un-
der consideration of the number of slots needed for the certain labels, we get ∑
log(n)
j=0
n
2j 2
j+k =
∑
log(n)
j=0 n2
k = n2k log(n). Regarding the starting point of the mapping in the schedule, we
just need to consider the number of nodes from the trees before. Adding these up yields our
observation. After having gained these insights, in the following lemma we establish the
basis for the proof of the theorem.
Lemma 4.10. The γ-th meta slot labeled with λ ends no later than slot 2 log(n)γλ in the schedule.
Proof. We consider first the occurrence of the label λ. If it is λ ≤ n, then the first occurrence
of λ is in tree Tk with k = 0. Otherwise, i.e. if λ > n, then the label first occurs in Tk with
k = log(λ)− log(n). The reason for this is that labels are powers of two. Thus T0 contains
log(n) many different labels. Due to the way of labeling the nodes, there emerges one new
label per subsequent tree.
Heading back, tree Tk′ with k′ = 0 if λ ≤ n and k′ = log(λ) + log(γ)− log(n) otherwise,
is the first tree that contains at least γmeta-slots with label λ. The argument for k′ = log(λ)+
log(γ) − log(n) is similar to the one before: increasing the index of a tree by one makes a
fixed label being placed exactly one level nearer to the leaves than it was before. This implies
there are twice as many nodes with the same label as before. Now we aim at having γ many
meta slots of a certain label. This implies the label to be placed at least on level log(γ)
below the root node. Note that we argument top-down right now instead of bottom-up as
we originally introduced the formal labels. However, having the desired label written on
the root node, we still need to deal with log(γ) many trees in order to have the desired
number of meta-slots with the fixed label. After this clarification we are ready to make a
case distinction on k′.
Case 1: k′ = 0 Label λ is then used on level j = log(λ). Note that when reaching the
γ-th node with label λ in our post-order traversal, the subtrees of previous nodes of label
λ have been traversed. Additionally, the subtree of the current node plus at most a γn/2j -
fraction of all nodes on higher levels has also been traversed. Each subtree takes λ log(λ)
many slots. There are
⌊
γ
n/2j
n
2−j
⌋
≤ γ2j−j′ nodes on higher levels j′ = log(λ) + 1, . . . , log n,
each taking 2j
′
slots. Consequently, the γ-th node having label λ ends on slot γ log(λ)λ+
(log n− log(λ))γ2j = log(n)γλ.
Case 2: k′ 6= 0 In this case, it follows from Observation 4.9 that tree Tk′ starts at slot
(2k
′ − 1)n log(n) + 1 ≤ λ+ γn log(n) + 1 = 2log(γ)+log(λ)−log(n)n log(n) + 1 = γλ log(n) + 1.
Furthermore, label λ is used on level j = log(λ) − k′ in tree Tk′ , and the leaves in tree Tk′
take 2k
′
slots each. The total number of slots used through the post-order traversal on Tk′
is thus bounded by γ(log(λ) − k′) · 2log(λ)−k′ · 2k′ + (log n − (log(λ) − k′))γλ = log(n)γλ.
That means, the γ-th slot of label λ ends no later than 2 log(n)γλ.
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Algorithm 6: Jobs with General Processing Times
for each round r with incoming job i having processing time li do
choose b such that 2b−1 < li ≤ 2b;
Let Jb :=
{
jobs j with lj ∈
(
2b−1, 2b
]}
;
Let Σb :=
{
meta-slots σ
∣∣ λ(σ) = 2b};
s(b) = output from uniform algorithm with job i on known Jb;
schedule i on si-th meta-slot in Σb;
Proof of Theorem 4.8. For every processing time class, we run one instance of an α-competitive
online algorithm for scheduling jobs with uniform processing times. Every job i with pro-
cessing time li gets assigned a class λ = 2b such that 2b−1 < li ≤ 2b and a meta-slot γ = s(b)i .
The meta-slot γ of the subroutine would now end in the actual slot with number γλ, if no
other labels existed. Using Lemma 4.10, the labeling scheme stretches the α-competitive
schedule s(b) from the subroutines by at most a factor of 2 log(n)γλγλ = 2 log(n).
We already discussed in the beginning of this chapter that taking the processing times
besides the job weights into account makes the problem more complex. Thus it is not sur-
prising to see that Algorithm 6 we derive loses a factor of log(n), compared to Algorithm 5
from the section before. However, there is still the chance that there are algorithms with
better competitive ratios for this problem, since no lower bound is known. Thus there is no
indication so far that better results are impossible here.
Our approach is neat in the way that we employ the algorithm for the uniform case as
a subroutine here. This suggests that it is possible to consider the two attributes a job has
somewhat apart from each other. As it is not unusual to have more than one attribute when
working with combinatorial optimization problems, our approach allows the promise that
there might be a benefit from this insight also in other settings.
So far we have considered two variants of the online appointment scheduling problem,
and in both the input was entirely presented in the random-order model. It would be nice
to connect this problem with our sampling model from Chapter 2, since the sampling model
covers more stochastic input models than only the random-order model. In the next section
we investigate in which way this is possible. Furthermore, the results we are able to achieve
indicate the impact that sampling can have.
4.6 Appointment Scheduling with Sampling
In the last sections, we have considered the online appointment scheduling problem, where
items arrive in random order. Due to the covering constraints that have been described
above, there it is not possible to derive a sample set in the same way as we did when sim-
ulating the random-order model in the sampling model. This made it necessary to design
algorithms in the last sections being different from the independent set algorithms in Chap-
ter 3 in their structure, as we had no sample set to guide the online computation.
Nevertheless the idea of having a sample set was not completely absent. We compen-
sated the missing sample set in Algorithm 5 by using a scaling factor, in which the term
n/r was included. This factor reflects the progress the algorithm has made so far. It implies
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that the decisions rendered in the first rounds have less impact than those in later rounds.
Furthermore, we computed local solutions on all items seen so far when a new item arrives
online. This idea somewhat corresponds to the use of a sample set in the way that in both
approaches the early arriving items are used to guide the online computation with local
solutions.
It remains the question non the less, whether having a sample set would help with com-
puting a solution for the online appointment scheduling problem. Although we are not able
to derive the sample set from the input on the fly, the question is reasonable, especially when
we think back of the stochastic models from Section 2.3. There we introduced the period
model. This model’s central motivation was that in many scenarios data from former peri-
ods is available, and this data is stochastically similar to the online input. Via this approach
we can also get a sample set for the online appointment scheduling problem: when the same
task, namely scheduling the jobs, needs to be performed in similar periods, one could easily
use the data from some former period as sample set for a later period. Recall the motiva-
tion of the doctor’s receptionist that we gave in the beginning of this chapter. Usually the
number of patients calling for an appointment on a certain day is similar to the number that
needed an appointment the same day in the week before. Thus the receptionist can resort to
the experiences he made in the week before. Looking at our formal problem statement, the
question is whether this stochastically similar sample set can be utilized to guide the online
computation in a meaningful way in this setting.
It would be desirable to employ the sampling model introduced in Section 2.3 here. The
reason for this is that it exactly captures the situation when a sample set is given to the online
algorithm in advance and can be used to guide the online computation. This is exactly the
situation we want to work with now. However, it occurs the problem that the sampling
model is tailored to the scenario that the optimization problem is based upon an underlying
graph structure.
Having an underlying graph is not the case in the appointment scheduling, because this
is a scheduling problem where each of the incoming jobs needs to be allocated to one time
slot. The solution of this problem is an allocation that assigns all jobs to slots, and it is not an
allocation that grants or refuses access to a limited resource, and with this selects a subset of
items. In the latter it is natural to use an underlying graph as representation of the conflicts
between the single requests, but there are neither mutual conflicts nor an underlying conflict
graph in the appointment scheduling problem.
So the sampling model does not exactly model the circumstances that are given in the on-
line appointment scheduling problem. It is crucial, however, that we have an initial sample
set and an online appearing input set, both containing jobs. We use JS and J I , respectively,
to address these sample and input set. Later we will also use that exactly those two sets
establish the set J of all jobs, i.e. it is J = JS∪˙J I .
The online appointment scheduling problem, even with sampling, exhibits different
structures than the packing problems that are considered in the sampling model do. Thus,
we do not have to make use of the same properties of the sampling model in our analysis.
Namely neither stochastic independence nor stochastic similarity are used as explicitly as it
was the case in the analysis of the algorithms in Chapter 3. We will nevertheless need certain
properties and make assumptions similar to those ones just mentioned, but for our purpose
here it is easier and less technical to derive and prove them within the following proofs. This
brings the advantage that the proofs are then tailored to the setting here, instead of being a
generalization that also fits the current problem but is rather hard to understand.
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We consider the online appointment scheduling problem with uniform jobs with sam-
pling. That is, we assume a sample set, whose size exceeds a certain fraction of the input,
to be given. The sample set is denoted with JS, and the set containing the input that arrives
online is called J I . Regarding the size, it holds that E
[|J I |] = 1−pp E [|JS|] for some p with
0 < p < 1. Now JS is assumed to be given and to have the same stochastic properties as the
online input. The online algorithm for uniform jobs then works as follows.
Algorithm 7: Online Algorithm for Uniform Jobs with Sampling
Input: JS
for each round r with incoming job i ∈ J I do
s˜(r) := optimal solution in round r on set JS ∪ {i};
sˆi := c · s˜(r)i , where c =
⌈
4 · 1−pp
⌉
;
si := earliest free slot after sˆi;
Initially, Algorithm 7 is given the sample set JS that contains jobs, each of them having
a specific weight but all being of equal processing time. In every round, a new job from the
input set J I arrives online. Let us say that in round r job i arrives. We now consider the set
JS ∪ {i} that consists of the sample set and newly arrived job i. The algorithm computes a
local solution on this set, that means it determines which position job i has in the optimal
ordering of these jobs. This position is denoted with s˜(r)i again and forms the initial point of
the slot computation.
In the next step, this local position is scaled with a factor c. Although this seems to be the
same as scaling with fr in Algorithm 5 that works without sampling, the crucial difference is
that c does in contrast not depend on the round r. Instead, c is fixed and remains the same in
every round. It only depends on the parameter p that serves to express the relation between
the sizes of sample and input set. Through the scaling with factor c, we obtain a tentative slot
which we call sˆi. Obviously, there can be several jobs having the same tentative slot. This
phenomenon that two or more jobs have the same tentative position always occurs when
those jobs have the same position s˜ in the local solution upon their arrival. To determine a
job’s actual slot si, we start at its tentative position and assign it the first free slot thereafter.
This algorithm uses its sample set to guide the online computation via including an in-
coming job into the local solution. The assignment of the slot to the job is finished before any
new job arrives, and due to the assignment rules the solution set is feasible at any time.
We remark that the parameter n denoting the total number of jobs does not occur in the
algorithm. This implies that the algorithm can be used for an arbitrary large input. Impor-
tant, however, is the factor p that describes the relation between the sample size and the
input size. As we will see at the end of the analysis, this relation factor p has an immediate
influence on the scaling factor c that is used in the algorithm. More precisely, c grows with
decreasing p. This means, in other words, that the larger the input compared to the sample
set is, the larger the scaling factor c in the algorithm needs to be chosen. This consequence is
very intuitive, as a sample set of fixed size contains less information about the input when
the size of the input set increases.
Theorem 4.11. Algorithm 7 is 16-competitive.
Since the input can be considered to be arbitrary large under consideration of the relation
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between the sets and the choice of the scaling factor, we treat the input sequence to be of
infinite length in the analysis. This way, we cover any arbitrary length the sequence may
have.
Instead of analyzing the actual online algorithm to prove the theorem, it is easier to an-
alyze an equivalent formulation of Algorithm 7. This is given as Algorithm 8 and basically
uses an offline view on the complete job set J.
Algorithm 8: Equivalent Formulation for Uniform Jobs with Sampling
for i = 1 to ∞ do
sˆi := c ·
(|JS|+ 1), where c = ⌈4 · 1−pp ⌉;
w/prob p add i to JS;
otherwise add i to J I ;
for i ∈ J I in any order do
si := min
{
t ≥ sˆi
∣∣ ∣∣{j 6= i ∣∣ sj ≤ t}∣∣ < t};
In place of having an online sequence consisting of the J I-elements, where the JS-
elements are given as sample set in advance, it would be technically the same if we con-
sidered an input consisting of the elements in J = JS ∪ J I and determined a sample set
JS offline with the following approach: all jobs from J are first ordered decreasing in their
weight, beginning with the heaviest. Then the jobs are processed in this ordering, and when
a job is considered it is joined JS with probability p. If an element is not chosen to JS, it is
added to J I .
During this successive consideration of the jobs in order of their weights, also a job’s
tentative slot is determined. We use the cardinality of the sample set for this purpose, since
we are interested in the number of jobs in the sample set that have a higher weight than
the currently considered job. As the jobs are ordered according to their decreasing weight,(∣∣JS∣∣+ 1) satisfies this idea.
The slot allocation then happens for all jobs that were chosen to be in the input set J I .
These jobs can be considered in any order, since their tentative slot is already determined.
To capture the notion of assigning the first free slot after its tentative position to a job as
we do in Algorithm 7, we formulate the final slot allocation a bit different in Algorithm 8.
This allows deriving an upper bound on the final slot since the formulation in the simulated
algorithm is more pessimistic. To this end, observe that all jobs j 6= i are considered and
not only those j that arrived before i. The formulation in Algorithm 8 is not completely
equivalent and the slot allocation is also not unique, but it serves well as an upper bound on
the final slot si. This whole approach is formalized in Algorithm 8.
In the above description it also gets clear what we mean by saying the sets JS and J I need
to be similar, namely that they must be drawn from sufficiently similar distributions such
that it is possible to apply this alternative view on the randomized construction of the sets.
We now come to the competitive analysis of Algorithm 7. As described above, we will an-
alyze Algorithm 8 instead and receive the same results, since both algorithms are equivalent.
In contrast to Section 4.4, we can directly address the computation of si without following
the successive steps in the algorithm.
Proof of Theorem 4.11. Let w1 > w2 > w3 > . . . . To estimate the quality of the algorithm’s
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output, we are interested in si. More precisely, it is our goal to estimate how far a job is
placed beyond its tentative slot. First of all, we observe
si = min
{
t ≥ sˆi
∣∣ ∣∣{j 6= i ∣∣ sj ≤ t}∣∣ < t}
as it is in the algorithm. With this formulation, we get that a job i is placed into the first slot
that is sufficiently far behind the tentative slot of i. Sufficiently large in this context means
that there is enough space before the slot si of i, such that jobs whose tentative position is
before the tentative position of i can also easily be scheduled before i. Using that a job’s
tentative position is based on its local place, and this local place again cannot be worse than
the job’s optimal position in the whole ordering on J, we get
si ≤ min
{
t ≥ c · i ∣∣ ∣∣{j 6= i ∣∣ sj ≤ t}∣∣ < t} .
Next, we observe that for a fixed slot t, every job j having its actual slot sj before t also has
to have its tentative slot before t. We see that |{j 6= i|sj ≤ t}| ≤ |{j 6= i|sˆj ≤ t}| holds. With
this inequality we observe
si ≤ min
{
t ≥ c · i ∣∣ ∣∣{j 6= i ∣∣ sˆj ≤ t}∣∣ < t} , (4.3)
since t needs to have a larger value when more jobs are to be scheduled before slot number
t. In the above estimation, the number of jobs that need to be scheduled has increased to the
estimation before, since we replace sj by sˆj in the condition. As we argued t to be larger then,
also the minimum value of t fulfilling the conditions is larger.
This proof of Theorem 4.11 is completed, when we have an upper bound on E [si], which
is the expected number of the slot job i is allocated to. To get this bound on E [si], in the end
we use the general definition of the expectation and thus compute E [si] = ∑∞t=1 Pr [si ≥ t].
In order to do so, we need the probability Pr [si ≥ t]. Our proof has the following outline:
we use random variables to describe the event si ≥ t. Afterwards we can apply a lemma
from [AD11] and derive a bound on Pr [si ≥ t]. With this on hand, we can compute the
desired bound on E [si].
For this purpose, we consider the case si > t for a fixed t. The case si > t means that
job i is scheduled after a fixed slot t. Since si being larger than a certain t implies that Equa-
tion (4.3) does not hold for this specific combination of si and the fixed value t, we know that
at least one of the two conditions in the set in Equation (4.3) is not valid. This happens if t
is too small in the sense that the tentative slot sˆi > t, or if there are too many jobs scheduled
in the slots before t such that si can only be identified after t. Formally, si > t implies due to
these two possibilities we described that it is
t < ci or
∣∣{j 6= i ∣∣ sˆj ≤ t}∣∣ ≥ t . (4.4)
Combining both gives ci +
∣∣{j 6= i ∣∣ sˆj ≤ t}∣∣ ≥ t as, according Equation (4.4), at least one
single of the summands is at least as large as t. This is equivalent to∣∣{j 6= i ∣∣ sˆj ≤ t}∣∣ ≥ t− ci . (4.5)
Next, we introduce random variables
Xj,t′ =
{
1 if job j gets tentative slot t′
0 otherwise
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for each job j and each time slot t′. Further, we express the set from Equation (4.4) with these
random variables and get
∣∣{j 6= i ∣∣ sˆj ≤ t}∣∣ = ∑j 6=i ∑t′≤t Xj,t′ . Recall that Equation (4.5) is
an implication from si > t, and thus it holds Pr [si > t] ≤ Pr
[∣∣{j 6= i ∣∣ sˆj ≤ t}∣∣ ≥ t− ci]. It
is thus sufficient to consider Pr
[
∑j 6=i ∑t′≤t Xj,t′ ≥ t− ci
]
in order to estimate where a job is
scheduled, i.e. to compute E [si], which is our goal in this proof.
Observe that Pr
[
∑j 6=i ∑t′≤t Xj,t′ ≥ t− ci
]
is the probability that – in a certain way – too
many jobs have their tentative slot before t. We will upper-bound this probability by using a
method from probability theory that is stated in Lemma 4.13 from [AD11]. Summing up this
bound for every value of t then results in the desired expectation E [si] of a job’s position. In
order to apply an appropriate theorem, we first need the expectation E
[
∑j 6=i ∑t′≤t Xj,t′
]
.
By linearity of expectation it is E
[
∑j 6=i ∑t′≤t Xj,t′
]
= ∑t′≤t E
[
∑j 6=i Xj,t′
]
. We center our
attention on E
[
∑j 6=i Xj,t′
]
and establish the following lemma.
Lemma 4.12. Let Y1, Y2, . . . , Yt be random variables with Yt′ = ∑j 6=i Xj,t′ for all t′ ≤ t. Then
Y1, . . . , Yt are independent and it is Pr [Yt′ = k] = (1− p)k p, therefore also E [Yt′ ] ≤ 1−pc·p holds.
Proof. According to the definition in the lemma, the variables Yt′ are defined via the sum
Yt′ = ∑j 6=i Xj,t′ . The outcome of this sum is a value k that denotes the number of jobs that
are besides a fixed job i also allocated to the tentative slot t′. We now begin with proving the
independence property. To this end, let us consider the event Yt′ = k and the probability that
this event occurs. As the value of Yt′ seems to depend on the outcome of the Yt′′ with t′′ < t′,
we need to consider Pr [Yt′ = k | Y1 = k1, Y2 = k2, . . . , Yt′−1 = kt′−1]. Let k1, k2, . . . , kt′−1, k ∈
N. For the event Yt′ = k conditioned on Y1 = k1, Y2 = k2, . . . , Yt′−1 = kt′−1, we need all the
jobs k1 + k2 + . . .+ kt′−1 + 1, k1 + k2 + . . .+ kt′−1 + 2, . . . , k1 + k2 + . . .+ kt′−1 + k be chosen to
be in the input set J I , where the next job k1 + k2 + . . . + kt′−1 + k + 1 is added to the sample
set. These events are determined by independent coin tosses in the algorithm. As the first
event occurs with probability 1− p each, and the latter one happens with probability p, we
get
Pr [Yt′ = k | Y1 = k1, Y2 = k2, . . . , Yt′−1 = kt′−1] = (1− p)k p
for the overall event. From this, it follows the Yt′ to be independent.
We now turn towards computing the expectation. Recall that the random variables Xj,t′
indicate whether a job j is tentatively allocated to t′. According to the algorithm, the tentative
slot is computed by scaling the size of JS with a constant factor c. This implies that only those
slots whose numbers are multiples of c can be used as tentative slots. We now look at the
sum ∑j 6=i Xj,t′ that denotes the number of jobs also being allocated to the tentative slot t′
besides a fixed job i. Recall that the outcome of this sum is a value k, but when t′ is not a
multiple of c, it will always be k = 0. Otherwise, when t′ is a multiple of c and, thus, can be
chosen by the algorithm as tentative slot, then the value of k depends on the realization of
the random variables in the sum. We need to distinguish these two cases and get
E
[
∑
j 6=i
Xj,t′
]
=
{
1−p
p if slot t
′ is a multiple of c
0 otherwise.
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We first neglect slots that cannot serve as tentative slots. This allows us to look at the ex-
pected number of jobs in slot t′ in the following way:
E
[
∑
j 6=i
Xj,t′
]
=
∞
∑
k=1
Pr
[
at least k many in slot t′
]
=
∞
∑
k=1
Pr
[
∑
j 6=i
Xj,t′ ≥ k
]
=
∞
∑
k=1
Pr [Yt′ ≥ k]
=
∞
∑
k=1
∑
k′≥k
Pr
[
Yt′ = k′
]
=
∞
∑
k=1
∑
k′≥k
(1− p)k′ p
=
∞
∑
k=1
(
∞
∑
k′=0
(1− p)k′ p−
k−1
∑
k′=0
(1− p)k′ p
)
=
∞
∑
k=1
(1− p)k
=
1− p
p
.
This holds because when a certain slot t′ is the current tentative slot, then this only changes
when another job is selected to the sample set JS. This event occurs with probability p. In
other words, k jobs accumulate in t′ if they arrive subsequently and all of them are selected
to J I , what turns out to happen with probability (1− p)k. To get the expectation over all
jobs, we also need to take into account those ones not being a multiple of c, so that we get
E [Yt′ ] ≤ 1−pc·p .
We use the definition Yt′ = ∑j 6=i Xj,t′ from Lemma 4.12 and rewrite
Pr
[
∑
j 6=i
∑
t′≤t
Xj,t′ ≥ t− ci
]
= Pr
[
∑
t′≤t
∑
j 6=i
Xj,t′ ≥ t− ci
]
= Pr
[
∑
t′≤t
Yt′ ≥ t− ci
]
.
Recall that Yt′ = k holds when there are k jobs allocated tentatively to slot t′. Thus, it is
Pr [Yt′ = k] ≤ Pr [Yt′ ≥ k] = Pr
[
at least k jobs allocated tentatively to t′
] ≤ (1− p)k .
Later, we will make use of the bound given in the following Lemma 4.13. This, however,
requires the existent random variables Yt′ to be distributed geometrically. Although this is
not yet the case with the recently derived probability (1− p)k, we will fix this issue soon.
Lemma 4.13 (From [AD11]). Let p ∈]0, 1[. Let X1, . . . , Xn be independent geometric random
variables with Pr [Xi = j] = (1− p)j−1 p for all i ∈N and let X := ∑ni=1 Xi. Then for all δ > 0,
Pr [X ≥ (1+ δ)E [X]] ≤ exp
(
−δ
2
2
n− 1
1+ δ
)
.
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To bring this lemma with our computation in line, we first identify Z = ∑t′≤t Yt′ . Next,
we compute E [Z] = E
[
∑t′≤t Yt′
]
= ∑t′≤t E [Yt′ ]. By use of Lemma 4.12, we get E [Z] =
t(1−p)
cp .
Lemma 4.14. For the random variables Yt as defined above it holds that
Pr
[
∑
t′≤t
Yt′ ≥ t
]
≤
(
1
e
1
9
)t−1
.
Proof. Looking at Lemma 4.13 in more detail, we observe that it is only valid for j ≥ 1. In
contrast, the values of the Yt′ can also be zero, namely when no other jobs are tentatively
allocated to slot t′. To bridge this gap, we define Ut′ = Yt′ + 1 in the following. Now for
all Ut′ it holds that Pr [Ut′ = j] = (1 − p)j−1 p, thus we observe them to be geometrically
distributed. In order to apply Lemma 4.13, we also need them to be independent.
For this purpose, consider an arbitrary random variable Ut′ . The value of this vari-
able basically depends on the value of its Yt′ that have been proven to be independent in
Lemma 4.12.
We use the definition of the Ut′ and get
Pr [U ≥ (1+ δ)E [U]]
= Pr
[
∑
t′≤t
(Yt′ + 1) ≥ (1+ δ)E
[
∑
t′≤t
(Yt′ + 1)
]]
= Pr
[
∑
t′≤t
Yt′ + t ≥ (1+ δ)E
[
∑
t′≤t
Yt′ + t
]]
= Pr
[
∑
t′≤t
Yt′ + t ≥ (1+ δ)
(
E
[
∑
t′≤t
Yt′
]
+ t
)]
= Pr
[
∑
t′≤t
Yt′ ≥ (1+ δ)E
[
∑
t′≤t
Yt′
]
+ δ · t
]
.
We choose c depending on p to be c = 4 · 1−pp . As we intend to have a bound on
Pr
[
∑t′≤t Yt′ ≥ t
]
, we define δ = 35 , and with Lemma 4.12 we then have (1+ δ) ·E
[
∑t′≤t Yt′
]
+
δ · t = t. Plugging in this value for δ and considering the above computation backwards, we
get
Pr
[
∑
t′≤t
Yt′ ≥ t
]
= Pr
[
∑
t′≤t
Yt′ ≥
(
1+
3
5
)
· E
[
∑
t′≤t
Yt′
]
+
3
5
· t
]
= Pr
[
∑
t′≤t
Yt′ ≥
(
1+
3
5
)
· 1
4
t +
3
5
· t
]
= Pr
[
U ≥
(
1+
3
5
)
· E [U]
]
.
As the Ut′ are mainly based on the Yt′ , the independence discussed above also holds for
them, and we can now apply Lemma 4.13 on the latter term with δ as defined. Thus we get
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Pr
[
U ≥
(
1+
3
5
)
· E [U]
]
≤ 1
e
1
2 ·( 35 )
2· t−1
1+ 35
=
(
1
e
1
9
)t−1
as stated in the lemma.
The last step is to use the recently derived bounds in order to attain our objective of
bounding the number of slots a job is postponed from its tentative slot. This yields the
following lemma.
Lemma 4.15. For the expected slot of i it holds E [si] ≤ ci + e
1
9
e
1
9−1
.
Proof. As si only takes discrete values equal or larger 0, we know by definition of the ex-
pectation that it is E [si] = ∑∞t=1 Pr [si ≥ t]. It is necessary to distinguish whether t is smaller
or larger than the factor ci from Algorithm 7, so we split the sum and get ∑∞t=1 Pr [si ≥ t] =
∑ci+1t=1 Pr [si ≥ t] + ∑∞t=ci+2 Pr [si ≥ t]. In the first part, i.e. when 1 ≤ t ≤ ci + 1, we estimate
each summand with 1 as a consequence to how the algorithm computes a job’s slot. For the
second part, we use Lemma 4.14. Altogether we get
E [si] ≤ ci + 1+
∞
∑
t=ci+2
(
1
e
1
9
)t−1
.
We apply a geometric series formula and get
E [si] ≤ ci + 1+
∞
∑
t=ci+2
(
1
e
1
9
)t−1
≤ ci + 1+
∞
∑
t=0
(
1
e
1
9
)t
= ci + 1+
1
1− 1
e
1
9
= ci + 1+
e
1
9
e
1
9 − 1
.
We use the chosen value c = 4 · 1−pp and assume the sample set to be of similar cardinality
as the input set, i.e. we set p = 1/2. Thus we are able to derive
E [si] ≤ 4 · 1− pp · i + 11 ≤ 5 · i + 11
as bound on the slot number. The worst competitive ratio is yielded when we consider job
1, and this proves the theorem.
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The competitive ratio substantially depends on p. But no matter how p will be devel-
oped, the fraction 1−p/p will be constant anyway. So for different values of p, the actual
competitive ratio would have different outcomes. Nevertheless, it seems reasonable to set
p as above in the proof, as in many scenarios with repetitive scheduling tasks the extent,
i.e. the number of jobs, is roughly the same in comparable periods.
Note that again the competitive ratio holds for every single job, as it was also the case in
the online appointment scheduling problem with uniform jobs in Section 4.4. Algorithm 7
presented in this section connects the approach from computing independent sets online, as
it was discussed in Chapter 3, with the minimization problem of scheduling appointments.
Applying this approach in the problem setting here seems promising. Furthermore, we have
seen that using a sample set may help. This is appropriate for settings where former data
can be used. It is still not possible to derive a sample set on the fly in this scheduling model,
but since nowadays huge amounts of data are available, this drawback seems to be not a too
big disadvantage.
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CHAPTER 5
Online Secretary Leasing
We have considered several online optimization problems so far. Each of them was different
regarding its structure, its objective function or its constraints, but they have one aspect in
common in which they differ from the problem considered in this section. We point this
aspect out in the following: Among the problems investigated in the last sections were the
online independent set and the appointment scheduling problem. Where in the first prob-
lem it was asked for a selection of items, the second one dealt with assignments. In more
detail, incoming jobs needed to be assigned to some slot, such that each job is assigned to
exactly one slot. It is crucial that actually working the jobs off happens only at some point
in the future. It was similar in the online group interval scheduling in Section 3.6, where the
interval selection took place in the round of their arrival, but this round was not related to
the starting time of the interval. We thus observe a separation between the rounds in which
the jobs appear, and the time slots when their computation takes place. To handle these
problems, we thus tried to achieve a somewhat global perspective of the problem. To this
end, we made extensive use of sampling to try to attain this global view.
This will be different for the problem we consider in this chapter. We again have a min-
imization problem with covering constraints on hand, but this time it will also be necessary
to cover the actual round of the input. For this, assume the following situation as descrip-
tive motivation. The operator of some web service owns servers for the default traffic, but
he needs to rent additional server capacities as he starts a campaign that comes along with
more traffic. These capacities are needed immediately, and incur costs per time unit they
are rented. When renting them, the operator needs to fix for how long the renting lasts.
Since new offers with possibly different renting costs appear in every round and the opera-
tor aims at minimizing his total costs, he does not rent the first server until the end. Instead,
he is constantly looking for new offers that are cheaper than the current one. But at latest
when the renting contract expires, he needs to rent new capacities in order to offer enough
server capacities during his campaign.
With this motivation in mind, we get another look at online minimization problems.
Observe the crucial difference to the problems before that the cover constraint is now with
respect to the rounds in which the online input appears. We thus aim now at an objective
which might at best be considered from a global perspective, but with respect to constraints
that concern the current round. The state of the current round may thus have influence on
the decision made in this round. This is the case when the current round would not be
covered if the incoming element was not selected.
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Our problem is also inspired by a modification of the well-known and fundamental sec-
retary problem that was already discussed in Section 1.3. In this problem, the largest value
is to be picked out of n many values appearing online in random order.
Here, we turn away from maximizing the value but turn towards a minimization vari-
ant similar to the motivation we recently gave. We thus now consider the secretary leasing
problem. In more descriptive words, we assume to be an employer that needs to have a sec-
retary employed in order to get his office work done. This is important, so he always needs
to have one secretary. It is no problem to have more than one, then the according work is
split up among the secretaries. In every round, which might correspond to time periods
such as a day, a week or rather a month, one candidate applies for the position. We assume
all candidates to be suitable, but all expect different salaries. These salaries are not nego-
tiable, such that a candidate offers to work for a certain salary. This salary is due for every
round the candidate is employed in. If it comes to an employment, this starts immediately.
Further, the duration of the employment must be fixed also immediately, and the contract
cannot be changed. The secretary, once hired, can thus neither be fired nor can the contract
be extended. Beside the constraint that in every round at least one secretary is needed, the
employer aims at minimizing his total costs.
In this setting, not necessarily all of the presented applicants are given employment. This
is in contrast to the appointment scheduling from Chapter 4. There it was clear that every job
gets assigned to some slot, and, especially in the problem variant with general processing
times, it was clear how large this slot needs to be. In the secretary leasing problem, things
are not that clear and we have more options. For every candidate, we need first to decide
whether it gets hired at all. After this yes-or-no-decision we must possibly announce a hiring
period, i.e. we need to determine for how long the candidate is employed. All these decisions
are subject to the constraint that in every time step at least one secretary must be employed.
Recall that we consider this problem in an online scenario. The challenge here is that the
future cost values are unknown when we have to make the decision about an employment.
As long as we have a secretary under contract, one might consider this situation as not very
challenging. But if only one secretary is hired and his contract is about to expire, we reach
a point at which we have to hire the next incoming candidate, no matter at which cost,
to satisfy the cover constraint. This can obviously be very expensive, when the incoming
candidate has extensively high cost.
In order to avoid this situation, it might be a worthwhile option to hire a second secre-
tary a bit earlier than when the current contract expires. The second contract can then be
long enough to not only run in parallel, but to cover the time steps after the first secretary’s
contract has expired. This is reasonable, especially when even hiring the secretary with the
lower cost for several time steps is less cost-intensive than hiring the more expensive candi-
date for one step. From this consideration, the natural question arises for how long secre-
taries should be employed concurrently, and especially at which price this should happen.
One has to keep in mind that on one side a very inexpensive candidate could be hired in
parallel to another one, in order to reduce the total cost after the other contract has expired,
but on the other side one still aims at minimizing the total cost. This means, employing too
many supposed to be inexpensive secretaries in parallel might not help to reach this goal.
This leads to another question: how many secretaries should be employed concurrently?
We already discussed the monetary issue in the sense that too many concurrent employ-
ments might not be constructive. But the question is how many are “too many”. It is also
interesting to consider whether there is more improvement with more employed secretaries.
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Further it can be asked whether there is a number of secretaries that is needed in order to
achieve a reasonable solution, and further hirings do not cause any improvements. Besides
these theoretically motivated thoughts, one might also look at the question from a practi-
cal perspective. More precisely, if the division of a task in arbitrary many subtasks was not
possible, there would be a point at which further secretaries would not bring any benefit in
practical settings.
5.1 Preliminary Remarks and Definitions
Before considering the recently asked question, we want to point out that there is a differ-
ence in the model we work with, compared to the models from former sections. Where we
assumed the input to appear in the random order, or even in the sampling model in the last
sections, this assumption changes now. We do not assume the input sequence to be con-
structed in advance and only presented in random order, but we let the whole sequence be
stochastically constructed online. More precisely, a candidate’s cost value is drawn upon ar-
rival from a probability distribution. All cost values are drawn from the same distribution,
and since these realizations are independent from each other, the costs are independent and
identically distributed.
As mentioned in Section 2.3, the random-order model is stronger than the model with
independent and identical distributed costs. We chose the weaker arrival model here, be-
cause the problem is of a different nature due to its kind of constraints. Especially since the
constraints ask for covering every round, the realization of the stochastic parts in the arrival
sequence is essential to be able to determine the optimal solution of the instance. While in the
classical secretary problem mentioned before the optimal solution solely consists of the high-
est number of the sequence, it is not sufficient here to only consider the lowest cost value.
It rather highly important at which position in the sequence this value appears. Assume it
only comes at the end of the input, than nearly the whole sequence needs to be covered by
higher cost values, and the total costs are nearly independent of the lowest value. If this
lowest value, however, appeared in the first round, it heavily accounts for low total costs.
It is thus very difficult to make a significant statement even about the optimal costs,
when the input sequence is unknown. Compared to the problems we considered in the
chapters before, this is a crucial difference, especially because so far we used the optimal
costs or its expectation as benchmark to compare the quality of our online algorithms with.
To be able to focus on the optimization problem itself instead of working with an unknown
optimal solution, we thus do not consider the input in the secretary leasing problem to be in
random order or in the sampling model. We instead choose the weaker model with identical
and independent costs, such that we can use expectations of the cost realizations for our
computations. Although this weakens the model, it allows us to show results for this new
and interesting online optimization problem.
Next, we come to some remarks on the model. For notational simplicity, we write [n] =
{1, . . . , n} for a natural number n ∈N.
The cost that candidate i incurs are modeled by a random variable Xi, such that the
online algorithm faces a sequence of random variables X1, X2, . . . , Xn. These Xi are drawn
independently at random from a probability distributionF . This means, we have Xi ∼ F for
all i ∈ [n]. Assume F to be continuous with cumulative distribution F and density function
f . Furthermore let F assign positive probability only to non-negative values.
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In a round i, the cost Xi of the i-th candidate are revealed and it is to be determined for
which number ti ≥ 0 of time steps candidate i is employed. The duration ti of the hiring is
fixed in round i and can neither be extended nor shortened at any further point. Employing
a candidate i for ti time steps with realized cost Xi = xi results in total costs ti · xi for this
candidate. The objective is to minimize the expected total hiring costs EXi∼F
[
∑i∈[n] tiXi
]
,
subject to the constraint that always at least one secretary is employed, i.e. it is maxj≤i{j +
tj − 1} ≥ i for all i ∈ [n].
In any round i we only know the realizations x1, . . . , xi, and the decision must be based
on these realizations as well as on the former hiring periods t1, . . . , ti−1 only. As before, we
compare the solutions of our algorithms with the output of the optimal offline algorithm
that knows all realizations in advance. We use OPT and ALG to denote the costs of the
optimal offline and the online algorithm, respectively. We again consider the competitive
ratio E[ALG]/E[OPT]. The expectation is needed due to the input model, as even the optimal
solution cannot be determined exactly since the input is stochastically constructed upon
arrival. If the number of rounds is important within the proof, we denote this with the
number of rounds in the index. Whenever ALGn and OPTn denoting the algorithm and the
optimum to be considered on a sequence of length n are clear from the context, we usually
simplify notation to ALG and OPT as described above.
5.2 Outline and Results
In the subsequent sections we will give answers to some of the questions asked above. First
of all we see that there is a constant competitive online algorithm that solves the secretary
leasing problem. We consider the special case, where the candidates’ costs are drawn uni-
formly at random from the interval [0, 1] and compute the competitive ratio for this setting.
Algorithms with constant competitive ratios can also be obtained when the costs are
drawn from arbitrary or unknown cost functions, but these results will not be part of this
thesis. For more details on the results, we refer to [DFG+15].
After having proven the constant competitive ratio for [0, 1]-costs, we consider the issue
of how many secretaries are needed in parallel. To this end, we first show that with the
loss of a factor 2 in the competitive ratio one can get reasonable results with at most two
concurrently employed secretaries. It is furthermore not necessary to know the number of
candidates, and thus the size of the input and the number of slots to be covered, in advance.
We then complement this by showing that with only one secretary employed per time
step the solution indeed gets worse. For this, we show how an optimal online algorithm be-
haves when concurrent employments are forbidden, and we then compute a concrete com-
petitive ratio of such an optimal online algorithm, again for the case of costs being drawn
uniformly from [0, 1].
5.3 Uniformly Distributed Cost Values
The secretary leasing problem faces the situation that in every round a candidate appears
with a certain cost value. These costs are drawn independently and identically distributed,
and in the most basic case they are distributed uniformly in a certain interval. It is suffi-
cient to consider the uniform distribution over [0, 1], as all other uniform distributions over
different, possibly larger, intervals can without any loss easily be reduced to the [0, 1] setting.
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Thus, in this most basic case, each round we are, without loss of generality, given an
i.i.d. value that is drawn fromF = U [0, 1]. In the following, we derive a constant competitive
online algorithm. To compute the competitive ratio, we need to investigate how good the
optimal offline algorithm is in order to compare it to the cost of our online algorithm. For
this purpose, we start with considering this offline algorithm and make a statement about its
cost. It will also help us to understand the secretary leasing problem and its structure better.
In the offline scenario, all the candidates’ cost values are generated at once and are given
to the algorithm in advance. The algorithm still needs to decide for how long a candidate is
to be employed, or whether it is not employed at all. At best, a candidate is only employed
as long as necessary, so we avoid overlappings and by this avoid having more than one
secretary at one time step. Aiming at cost minimization, this means a candidate should be
employed exactly until a less cost-intensive alternative arrives. The decision how long to
employ a candidate is much simpler in the offline scenario, since the algorithm has complete
knowledge and recognizes when a cheaper candidate is available. The best strategy, thus,
is to employ the current candidate if and only if no secretary is employed, and then the
algorithm employs the candidate until a cheaper one arrives. So in round 1 the candidate is
employed, since this is necessary to cover the time slot and satisfy the cover constraint. This
secretary has cost x1, and is employed until round j− 1, when j is the first round in which
a less expensive candidate with xj < x1 arrives. This procedure is continued until for all
rounds the existence of a secretary is given.
From a different point of view one can say that at any point the algorithm has seen a set J
of candidate costs, and in each round this set increases by exactly one, namely the currently
arriving candidate’s cost. Describing the algorithm in other words, it then chooses in every
round the minimum of the cost seen so far. This insight is crucial for the proof of the cost
incurred by the optimal offline algorithm.
Lemma 5.1. When the applicants’ costs are distributed uniformly in the interval [0, 1], then the
optimal offline algorithm incurs total expected cost EXi∼U [0,1] [OPTn] = Hn+1 − 1 for all n ∈ N,
whereHn denotes the n-th harmonic number.
Proof. We have that
EXi∼F [OPTn] = EXi∼F
[
∑i∈[n] minj∈[i]{Xj}
]
since the optimal algorithm can choose the minimum in every round. Using the definition
as well as linearity of expectation we get
EXi∼F [OPTn] = ∑
i∈[n]
EXi∼F
[
minj∈[i]{Xj}
]
= ∑
i∈[n]
∫ ∞
0
(
1− Pr
[
minj∈[i]{Xj} ≤ x
])
dx ,
where basic calculus yields
EXi∼F [OPTn] = ∑
i∈[n]
∫ ∞
0
∏
j∈[i]
Pr
[
Xj > x
]
dx = ∑
i∈[n]
∫ ∞
0
(1− F(x))i dx
in general. Using that F = U [0, 1] we get
EXi∼U [0,1] [OPTn] = ∑
i∈[n]
∫ 1
0
(1− x)idx = ∑
i∈[n]
1
i + 1
= Hn+1 − 1 .
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Algorithm 9: Secretary Leasing with Uniformly Distributed Costs
τ ← 1 ; // threshold cost
t← 1 ; // remaining time with current threshold
for i← 1, . . . , n do
t← t− 1;
if xi ≤ τ then
employ candidate i for 4/τ time steps;
if i + 4/τ ≥ n then
stop;
τ ← τ/2; t← 1/τ;
else if t = 0 then
τ ← 2τ; t← 1/τ;
We now turn towards the algorithmic approach in order to get a reasonable solution
online for the secretary leasing problem. The approach is formalized in Algorithm 9.
The central idea of the algorithm is the use of a threshold to base the employment deci-
sion on. The threshold is variable and adapts on the cost threshold of the recently employed
candidate. More precisely, this means after hiring an applicant with cost x, we next seek
after a candidate with cost at most x/2. The expected time until such a guy is found takes
(x/2)−1 = 2/x many rounds. This argument leads to the idea to use this expectation as hir-
ing time. We realize it, however, in a different way. At a first glance that seems to be less
intuitive: our way is to employ the candidate for a longer period and iteratively adapt our
threshold, depending on how long we wait. This means, the longer we wait the larger the
threshold becomes, and with this also the probability to hire a new candidate increases. In
the end the threshold has increased high enough to employ any candidate. Through this
approach we bypass the probability to not find any cheaper candidate before the time runs
out, what might by all means happen when pursuing the first idea and base the hiring time
on the expectation.
In more detail, when we hire an applicant with cost x, where x = 1/2j for some integer j,
then the hiring time is 4/x as argued before. This gives
4
x
>
4
x
− x = 2
x
+
1
x
+
1
2x
+
1
4x
+ · · ·+ 1 . (5.1)
Our approach ensures that when we seek for a candidate with cost at most x/2 but do not
find any within 2/x rounds, we continue looking for one with cost at most x for 1/x rounds.
This geometric sum from above leaves enough time to find an appropriate applicant, at latest
with cost threshold 1 a secretary will definitely be found. The use of a threshold as described
so far entails the advantage that we are able to cope with costs that are not a power of two.
Instead, the threshold in the algorithm is always a power of two, which is maintained by
only changing it through division and multiplication by two. The algorithm then checks
incoming cost values whether they are below this threshold or not. Through the use of the
threshold, also costs that are not a power of two can be covered.
Algorithm 9 finally stops when all remaining time steps are covered by a secretary. That
is, as soon as we hire a candidate for a period that exceeds slot n, the algorithm stops. As
all remaining rounds are covered, there is no need to consider, or even employ, any of the
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Figure 5.1: Visualization of the Markov Chain
further arriving candidates.
Theorem 5.2. Algorithm 9 is 1ln 2 ·
( e
e−2 + 1
) ≈ 6.90-competitive in expectation for costs being
drawn from uniform distributions.
It is important to note that this stopping rule of the algorithm ensures the lowest possible
threshold value to be bounded by (1/2)dlog(n)e−2. Any applicant being hired at this thresh-
old is employed for 4/τ = 4/2−(dlog(n)e−2) ≥ n rounds and consequently covers all remaining
rounds, independent of when he is hired. This allows us to observe that the threshold is of
the form 2−j, where j is bounded to take values from {0, . . . , k− 1} for k = dlog(n)e − 1.
This insight leads us to use a Markov chain to describe the evolution of the threshold τ
during the execution of the algorithm. All in all, the Markov chain has k + 1 many states
{0, . . . , k}. State k is the so-called absorbing state, meaning that state k is not left as it is once
entered. We identify this state with the event that we hire a candidate at the lowest threshold,
i.e. for cost value at most 1/2dlog(n)e−2. Observe that this secretary also covers the remaining
time slots, and the algorithm terminates, since no further employments are necessary. Every
other state j ∈ {0, . . . , k− 1} corresponds to the event that the threshold is of the form τ =
τj = 2−j. Also special is state 0 since this is a reflecting state. This means, being in state 0
implies being in state 1 in the subsequent step.
A transition in the Markov chain from state j to state j+ 1 now means that the algorithm
hires a secretary. Accordingly, going from j to j− 1 means that we are in the phase of seeking
a new secretary and we have waited long enough for that cost. As we haven’t found a
candidate yet with cost below the threshold, we have just increased the threshold by one
step, i.e. by a factor of two. All in all, we can use the hitting time of state k when starting in
state 0 in the Markov chain to bound the number of overall hired secretaries.
We remark that each transition in the Markov chain happens with a certain transition
probability. Let pj denote the transition probability to get from state j to state j+ 1 in general.
According to this notation, the probability to get to state j− 1 when being in state j is 1− pj.
Exceptions to this can only be found at the end and the beginning of the Markov chain.
There it is p0 = 1 and state k has no outgoing edges but only a self loop, since this state is
absorbing. The Markov chain is illustrated in Figure 5.1.
Observe that finding an applicant with cost at most τ within 1/τ rounds fails with prob-
ability
(1− pj) = (1− τ)1/τ ≤ 1/e .
We can use this inequality to derive pj ≥ 1− 1/e. For an analysis of the Markov chain we
need a bound on pj to get an upper bound on the hitting time, thus we may set pj = p =
1 − 1/e for the transition probabilities in the Markov chain. The following lemma upper-
bounds the hitting time.
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Lemma 5.3. The absorbing state k = dlog(n)− 1e in the Markov chain has a hitting time of at most
e
e−2 · k, when starting in state 0 and where state 0 is the only reflecting state.
Proof. We use hj to denote the hitting time of state k, when starting from some state j. With
p = (1− 1e ) we have
hk = 0, (5.2a)
hj = 1+ p · hj+1 + (1− p) · hj−1 for all j ∈ {1, . . . , k− 1}, (5.2b)
h0 = 1+ h1 . (5.2c)
Define β = 1−pp and observe that β < 1. We show that the unique solution to (5.2) is
hj =
k− j
2p− 1 −
2p(1− p)(βj − βk)
(2p− 1)2 ≤
k− j
2p− 1 =
e
e− 2 · (k− j) . (5.3)
Observe (5.2a) and (5.2b) to form a second order linear inhomogeneous recurrence re-
lation with a one-dimensional solution space. For more details on the theory of Markov
Chains see, e.g., [Nor98]. The recurrence (5.2) is completely determined, since there is only
one solution among them that also fulfills (5.2c). It is thus sufficient to show that (5.3) fulfills
the recursion defined as (5.2). To this end, we check the recursion formulas successively.
We start with (5.2a) and have that
hk =
k− k
2p− 1 −
2p(1− p)(βk − βk)
(2p− 1)2 = 0 .
Further we have for (5.2b) that
1+ p · hj+1 + (1− p) · hj−1
= 1+
k− p(j + 1)− (1− p)(j− 1)
2p− 1 −
2p(1− p)(pβj+1 + (1− p)βj−1 − βk)
(2p− 1)2
= 1+
k− j− 2p + 1
2p− 1 −
2p(1− p)(βj(pβ+ 1−pβ )− βk)
(2p− 1)2
=
k− j
2p− 1 −
2p(1− p)(βj − βk)
(2p− 1)2
= hj .
For the last recursion (5.2c) we derive
1+ h1 = 1+
k− 1
2p− 1 −
2p(1− p)(β− βk)
(2p− 1)2
= 1+
k− 1
2p− 1 −
2p(1− p)( 1−pp − βk)
(2p− 1)2
=
k
2p− 1 +
2p− 2
2p− 1 −
2p(1− p)(1− βk)
(2p− 1)2 −
2p(1− p)( 1−2pp )
(2p− 1)2
=
k
2p− 1 −
2p(1− p)(1− βk)
(2p− 1)2
= h0 .
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As we have seen, the solution from (5.3) fulfills all parts of the recursion 5.2, which completes
the proof.
Proof of Theorem 5.2. To prove the competitive ratio of Algorithm 9 we first determine the
number of employed secretaries. Then we derive a bound on the cost which each hired
secretary does incur and combine both to bound the algorithm’s total cost. Comparing this
with the value of an optimal solution yields the desired result.
Observe that the threshold τ decreases whenever a new secretary is hired. The number
of state transitions from a state j to its successor state j + 1 thus constitutes a bound on the
number of applicants that get employed. The algorithm’s termination is guaranteed at latest,
when state k = dlog(n)− 1e is reached. When the algorithm ever reaches this state k, there is
a set of secretaries that have been hired during this process. Observe that the algorithm must
have hired at least k many candidates to get into this state, since the starting state is state 0
and on the Markov chain transitions from 0 to k must be made, each transition corresponding
to one employment. Then, in addition to these state transitions, further employments might
take place in between, since the k necessary transitions do not occur directly in a sequence.
Every employment that occurs in addition to the just mentioned k employments is comple-
mented by a state transition that decreases the current state. The Markov process does thus
not evolve immediately from 0 to k, but it goes forth and back in between. Consider the
hitting time that is given by Lemma 5.3. It denotes the expected number of state transitions
that are made during the whole run of Algorithm 9. As mentioned before, additional em-
ployments to the k necessary ones might occur in the process of terminating. Transferred to
the Markov chain, this means that the transitions do not form a straight way from state 0 to
k on the Markov chain, but somewhere the process runs back and then forth again. These
steps are contained in the hitting time ee−2 · k.
Recall that k steps on the Markov chain are always necessary to guarantee termination.
This implies that ee−2 · k − k steps are not mandatory, as they represent dispensable steps.
These do not immediately contribute to reaching the absorbing state. Since we reach the
terminating state k nevertheless, these ee−2 · k− k additional steps sum up to a “distance” of
0 on the Markov chain. This means, half of the steps are forward and half of them backward.
As the forward steps correspond to employments of candidates, we get 12 ·
( e
e−2 · k− k
)
un-
necessary employments. In addition to the k necessary employments, we have an expected
number
e
e−2 k− k
2
+ k =
(
e
e− 2 + 1
)
k
2
≤
(
e
e− 2 + 1
)
log n
2
of hired secretaries.
To continue the proof, we recall that hiring a candidate at threshold τ induces costs that
are uniformly distributed in the interval [0, τ]. The expected cost of hiring this applicant is
thus τ/2. In the algorithm, the hiring period is set to 4/τ, so each hired candidate incurs ex-
pected total cost of 2 for its complete hiring time. We combine these insights with Lemma 5.1
and get
E [ALGn]
E [OPTn]
≤ log(n)Hn+1 − 1
(
e
e− 2 + 1
)
≤ 1
ln 2
(
e
e− 2 + 1
)
as bound on the competitive ratio of Algorithm 9 for all n ≥ 3.
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Until now we have seen that there exists a constant competitive online algorithm that
solves the secretary leasing problem. This algorithm was described and analyzed to be
1
ln 2
( e
e−2 + 1
)
-competitive. We only investigated the special case where the candidates’ costs
are drawn uniformly from [0, 1]. This, of course, is neither broad nor very realistic. It is def-
initely more appropriate to consider general cost distribution functions. There are further
results for this setting, and also for the scenario where costs follow some distribution that
is unknown to the algorithm. These results are not part of this thesis and will thus not be
discussed here. For more detail see [DFG+15].
In the introduction above we already mentioned that besides having a reasonable good
algorithm, it is of interest to turn the attention on the number of concurrently hired sec-
retaries. We start this by bounding the number of secretaries that need to be employed
simultaneously.
Lemma 5.4. The above algorithm can be adapted such that it only employs at most two secretaries
concurrently, and this happens at losing a factor of not larger than 2 in the competitive ratio.
Proof. The algorithm is changed with respect to the hiring time. In more detail, we double
the hiring time when employing a candidate. This obviously causes a loss of a factor not
larger than 2. During the first half of this hiring time, the algorithm stays idle, i.e. it rejects
all applicants and does neither employ a single of them nor does it manipulate the threshold.
Only in the second half, which is then as long as the complete hiring time was before, the
algorithm seeks after a new candidate to employ. It then behaves as Algorithm 9 does.
Since the first half has the length of the complete hiring time in the original algorithm, this
makes the employment period of any previously hired secretary run out in the idle phase.
The reason for this is that when two secretaries are hired concurrently, the second one only
gets employed if his threshold is low enough, and this implies its employment period to be
longer than the period of the first one.
In the modified algorithm, we thus have only one single secretary employed when we
start the second phase and look for a new candidate to be hired. If this happens, the first half
of his employment period will again be an idle phase, which allows an inductive argumen-
tation and yields the theorem.
The result from the last lemma has an important implication. Until now, we never di-
rectly made use of knowing n, which is the size of the input and thus indicates the number
of candidates that will arrive and also the number of slots that need to be covered with
secretaries. Recall that in other online algorithms we presented, such as those in, e.g. , sec-
tions 3.3, 3.4 and 4.4 it was important to know n or a rough estimation of n in the algorithm.
When we do not know n in the above Algorithm 9, we see that we just cannot stop
the algorithm when a secretary is hired for more than the remaining time. According to
Lemma 5.4, not more than two secretaries are employed concurrently. This implies that not
more than one additional candidate is hired and leads to the following.
Corollary 5.5. Algorithm 9 from above can be adapted to be competitive also when n is not known.
In the above lemma we have stated that there is still a constant competitive online algo-
rithm, when we bound the number of concurrently employed secretaries to two. It remains
the question, whether a further decrease is possible while still being competitive. This issue
will be discussed in the next section.
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Algorithm 10: Optimal Online Algorithm for the Secretary Leasing Problem without
Concurrent Employment
for xi ← 1, . . . , n do
if xi <
En−i
n−i then
hire applicant i for remaining time n− i + 1;
stop;
else
hire applicant i for one unit of time;
5.4 Algorithms without Concurrent Employments
In this section, we investigate the benefit that comes with concurrent employments. For
this, we consider in the following the setting with n rounds where we are not allowed to
hire more than one candidate per time step. This means, that in every time step exactly one
secretary must be employed. We present the result that in this setting, all online algorithms
have the competitive ratio Θ (
√
n/log n). This even holds when the costs are drawn uniformly
at random from [0, 1]. We will first assume the costs to be drawn from a distributionF which
is arbitrary, but known to the algorithm. The concrete competitive ratios will then be derived
for the uniform setting with F = U [0, 1].
In the course of this section we will use En to denote the expected cost that the best online
algorithm has for n candidates. Further we let τi := Ei/i be the expected cost per round,
when i many rounds are remaining. This is also used as threshold in Algorithm 10. As
exactly one candidate is to be employed in each time slot, the algorithm only has to make a
decision regarding the hiring duration. The question whether to hire an incoming candidate
or not is answered by the fact whether in the respective round a secretary is already under
contract, or not, such that only the hiring duration is open. With Algorithm 10 we give an
online algorithm that computes a solution for this variant of the secretary leasing problem.
We prove the algorithm to be optimal in the sense that no online algorithm can improve
by choosing different hiring times. It is interesting to see that the algorithm employs every
candidate for one time step only. The exception is the last employed candidate, he his hired
until the end of the input sequence.
Theorem 5.6. Algorithm 10 is an optimal online algorithm for the secretary leasing problem without
concurrent employment.
In the course of proving the theorem, we will have to make use of the following technical
lemma.
Lemma 5.7. Let X be a random variable with density function δ(x). The function G(τ) :=
Pr [X ≥ τ] (τ − E [X | X ≥ τ]) is non-decreasing.
Proof. Starting with G(τ) gives
G(τ) = Pr [X ≥ τ] (τ − E [X|X ≥ τ]) = Pr [X ≥ τ]
(
τ −
∫ ∞
τ
x · δ (x | x ≥ τ) dx
)
= Pr [X ≥ τ]
(
τ −
∫ ∞
τ
x · δ(x)
Pr [X ≥ τ]dx
)
= τPr [X ≥ τ]−
∫ ∞
τ
x · δ(x)dx .
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For τ′ ≥ τ we consider the difference and get
G(τ′)− G(τ) = τ′Pr [X ≥ τ′]− ∫ ∞
τ′
x · δ(x)dx− τPr [X ≥ τ] +
∫ ∞
τ
x · δ(x)dx
= τ′Pr
[
X ≥ τ′]− τPr [X ≥ τ] + ∫ τ′
τ
x · δ(x)dx
≥ τ′
∫ ∞
τ′
δ(x)dx− τ
∫ ∞
τ
δ(x)dx + τ
∫ τ′
τ
δ(x)dx
≥ 0 .
The lemma follows from the difference G(τ′)− G(τ) being non-negative.
With this, we can turn towards the proof of Theorem 5.6 and establish the optimality of
Algorithm 10.
Proof of Theorem 5.6. To prove the theorem, we perform an induction on n. In addition, we
show that it is τn ≤ τn−1. For solving the secretary leasing problem without concurrent
employments on n rounds, we have exactly n possible choices in the first time step. The
decision to be made is for how long we would like to hire the first applicant, depending on
its cost x1. With E0 = 0, the expected cost of the problem instance is equal to
min
t∈{1,...,n}
{x1t + En−t} . (5.4)
Consider as the first case that x1 < τn−1. We then need to show that the minimum (5.4)
is obtained for t = n. It holds x1 < τn−1 ≤ τt for all t ∈ {1, . . . , n− 1} by induction, and thus
it is
nx1 = tx1 + (n− t)x1 < tx1 + (n− t)τn−t = tx1 + En−t ,
showing that it is less cost-intensive to employ applicant 1 for all n time slots instead of
splitting the employment time up into several parts with several applicants.
Now consider the second case and let x1 ≥ τn−1. We need to show the minimum (5.4) to
be attained for t = 1. By induction, we have τn−1 ≤ τn−t for all t ∈ {2, . . . , n}. We consider
the emerging cost for employing the applicant for t many time slots and proceeding with
another applicant afterwards. We get
tx1 + En−t = x1 + (t− 1)x1 + (n− t)τn−t
≥ x1 + (t− 1)τn−1 + (n− t)τn−1
= x1 + En−1 .
This shows it being better to employ the applicant for one time step only instead of choosing
a longer period, if the upper condition on the x1 threshold is fulfilled.
It remains to show that τn ≤ τn−1. From the above we know the expected cost En to split
up in two parts, according to the chosen strategy which depends on whether the applicant’s
cost is below the threshold or not. The first part corresponds to the cost when hiring the
applicant for all n time steps. The other is the recursive way of adding the cost to employ the
applicant for one slot only and considering the expected cost for the remaining n− 1 time
units. Thus, we have
En = Pr [X < τn−1] · nE [X | X < τn−1] + Pr [X ≥ τn−1] · (E [X | X ≥ τn−1] + En−1) .
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This is equivalent to
τn = Pr [X < τn−1] · E [X | X < τn−1] + 1nPr [X ≥ τn−1] · (E [X | X ≥ τn−1] + En−1)
= Pr [X < τn−1] · E [X | X < τn−1] + 1nPr [X ≥ τn−1] · E [X | X ≥ τn−1]
+
1
n
Pr [X ≥ τn−1]En−1 .
Using
E [X] = Pr [X < τn−1] · E [X | X < τn−1] + Pr [X ≥ τn−1] · E [X | X ≥ τn−1] ,
we get
τn = E [X] +
1
n
Pr [X ≥ τn−1] · (En−1 − (n− 1)E [X | X ≥ τn−1])
= E [X] +
n− 1
n
Pr [X ≥ τn−1] · (τn−1 − E [X | X ≥ τn−1]) .
Observe that the second term is negative. By Lemma 5.7 and with τn−1 ≤ τn−2 by induction,
we get
τn ≤ E [X] + n− 2n− 1Pr [X ≥ τn−1] · (τn−1 − E [X | X ≥ τn−1])
≤ E [X] + n− 2
n− 1Pr [X ≥ τn−2] · (τn−2 − E [X | X ≥ τn−2])
= τn−1 ,
which completes the proof.
The above results show that Algorithm 10 is optimal in its structure. We have proven
this without knowing or making use of the concrete probability distribution of the costs. In
other words, we know that the algorithm with the threshold from above give best possible
output, and this is independent from the underlying distribution.
We are interested in the competitive ratio in this version of the problem as we want to
know the cost that emerge through the ban of concurrent employments. For this we need
concrete cost values of the algorithms. To achieve this, we need a well-defined distribution
of the candidates’ costs. As before, we again assume costs of the incoming candidates to be
uniformly drawn from the interval [0, 1]. We start with deriving an expression for the cost
of an optimal algorithm. Afterwards, we complement this by showing a lower and upper
bound on the cost of an online algorithm. From this it follows that the online algorithm’s
cost is roughly of size
√
n. We are thus able to derive a competitive ratio of Θ
( √
n
log(n)
)
for the
online algorithm without concurrent employments. This shows we cannot hope to achieve
constant competitive online algorithms when the number of secretaries that can be employed
per time step is limited to only one secretary.
Lemma 5.8. For the expected cost of Algorithm 10 with costs according to F = U [0, 1], we have
En =

1
2 , if n = 1,
En−1 + 12 − E
2
n−1
2(n−1) , if n > 1 .
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Proof. The expectation for the case n = 1 follows directly from drawing cost values uni-
formly from [0, 1], since it is E [X] = 12 . Turning to the general case n > 1, we use Theorem 5.6
giving that Algorithm 10 is optimal in its structure. Hence, we know that an incoming sec-
retary is either hired for one time step only or for the whole remaining time period, and this
decision is made via use of the threshold τn−1 = En−1/n−1. Using that only these two cases
may occur, we obtain
En = Pr [X < τn−1] · nE [X | X < τn−1] + Pr [X ≥ τn−1] · (E [X | X ≥ τn−1] + En−1)
= τn−1 · n · 12τn−1 + (1− τn−1)
(
1+ τn−1
2
+ En−1
)
=
1
2
· nτ2n−1 +
1
2
+ En−1 − 12τ
2
n−1 − En−1τn−1
= En−1 +
1
2
− E
2
n−1
2(n− 1) ,
which states the proposition and completes the proof.
With this recursive formula on hand, we establish bounds on the expected cost of any
online algorithm in the next lemma.
Lemma 5.9. For the expected cost En of the best online algorithm with n candidates it is
√
n + 1−
1 ≤ En ≤
√
n.
Proof. We start with the latter inequality. For the sake of contradiction, assume that for some
n it is En >
√
n. Observe that the En are non-decreasing according to their definition, i.e. it
holds En+1 ≥ En. Using the recursion on the expected cost from Lemma 5.8, we get
En+1 = En + 1/2− E
2
n
2n
< En + 1/2− n2n = En ,
which is a contradiction with En being non-decreasing.
To prove the first inequality in the lemma, we define h(n) :=
√
n + 1− 1. It can easily be
checked that En ≥ h(n) holds for n < 7. For n ≥ 7, we use an induction on n and assume
En ≥ h(n) to hold. Next, we consider En+1. If it is En ≥
√
n + 1− 0.8, then it is sufficient to
show that h(n + 1)− h(n) ≤ 0.2 holds. Since h is concave and n ≥ 7, we indeed get
h(n + 1)− h(n) ≤ h′(n) = 1
2
√
n + 1
≤ 0.2 .
Assume finally that it is En <
√
n + 1− 0.8 instead. Using n ≥ 7 again, we show that En
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grows faster than h(n) does:
En+1 − En = 12 −
E2n
2n
≥ 1
2
− (
√
n + 1− 0.8)2
2n
=
160
√
n + 1− 164
200n
≥
√
n + 1
2(n + 1)
= h′(n)
≥ h(n + 1)− h(n) .
Consequently, En grows faster than h(n) does, which yields the lower bound and, thus, also
the lemma.
From Lemma 5.1 in Section 5.3 we know the expected cost of an optimal algorithm. Com-
bining this with the recently presented bounds in Lemma 5.9 we may conclude the following
theorem as a main result.
Theorem 5.10. The best online algorithm for the secretary leasing problem without concurrent em-
ployment and cost values being drawn from the distribution F = U [0, 1] has a competitive ratio of
Θ (
√
n/log n).
In this section, we have seen that it is possible to solve the Secretary Leasing Problem
without employing secretaries concurrently, and we have exploited a structure which allows
an algorithm to perform optimal. Ensuring to employ only one secretary per time, however,
does not succeed without deteriorating the competitive ratio.
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CHAPTER 6
Conclusion and Future Research
In this thesis, we have presented online algorithms for combinatorial optimization problems
arising in the field of resource allocation. First we have constructed lower bounds that indi-
cate the considerations in the adversarial model to be pointless. Since these assumptions are
too pessimistic, we have focused on analyzing the problems beyond the worst case and have
considered stochastic input models. An interesting result has been the introduction of a new
input model that pursues a unifying approach and covers several well-known stochastic in-
put models. This bridging between different models allows to design algorithms that work
in more than only one stochastic input model. Besides this new model, we have designed
algorithms for different variants of the online independent set problem, and we have also
presented algorithms for the online appointment scheduling problem as well as the secretary
leasing problem.
All of our algorithms are simple in the way that they are short and clear. This makes
them to be easy understandable, but their competitive ratios are possibly not at their best.
The algorithm for the unweighted online independent set problem, e.g. , conducts a spar-
sification step between two of the used node sets. This step is essential for our analysis of
the final conflict resolution, but it remains the question whether this analysis could be done
differently such that the sparsification becomes unnecessary, and better competitive ratios
are achieved. Another way to improve the competitive ratios can be to optimize the differ-
ent constants that are used in the algorithms. It might also be possible to pursue completely
different algorithmic approaches to solve the problems. The resulting algorithms might be
less understandable, but provide better results.
Another branch of future research deals with the dependencies between the input el-
ements. We already addressed this issue when investigating the online group scheduling
problem, where we showed that despite certain dependencies it is possible to achieve a
constant competitive online algorithm. A naturally following step is to allow even more de-
pendencies between the incoming elements, and to also consider dependencies between the
rounds in which the input appears. Here, the input that is revealed in a round might have
influence on what is revealed in the subsequent rounds.
Our results on the online appointment scheduling problem do not only contribute to on-
line minimization problems, but also connect stochastic online inputs with the very large
area of scheduling problems. Questions that arise from our appointment scheduling state-
ment concern the problem when more than one machine is available. It is also possible,
either with or without more machines, to assume an underlying conflict graph to be given.
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Then only jobs being in mutual conflict cannot be scheduled on the same machine or in par-
allel, for all others this is possible. From this point of view, we investigated the problem with
one machine and an underlying complete clique as conflict graph, as we did not allow any
parallel processing at all.
Generally in scheduling, different machine models such as related or unrelated machines
as well as different objectives like minimizing makespan or flow time are common to be con-
sidered. Combining these aspects gives interesting optimization problems from which the
majority has not yet been investigated online beyond the worst-case. Including assump-
tions on the job arrival, e.g. through introducing release dates, or on the processing such as
allowing preemption, offers even more space for research questions.
In the secretary leasing problem, we have assumed the input to be given in the weaker
i.i.d. model. This leaves the question how the problem would be formulated and solved in
the random-order model, or if it is reasonable at all to draw a connection to the random-order
model. Besides asking questions on the model, also the problem itself offers further research
questions. It is natural to consider non-uniform arrivals as well as non-uniform covering
constraints next. Especially the latter one is interesting as it allows to model situations where
the amount of requests changes from round to round.
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