Abstract. Hyperspectral remote sensing sensors can capture hundreds of narrow contiguous bands and provide plenty of valuable information. Due to the high-dimension characteristics of hyperspectral data, band selection plays an important role in the field of Hyperspectral Image (HSI) classification. In this paper, a HSI classification method based on Improved Optimum Index Factor (IOIF) band selection is proposed. First, we review the standard OIF and its shortcoming for processing huge bands. Then we introduce the proposed feature selection method based on IOIF. Experiments are conducted on the Indian Pines dataset. The evaluation results show that the proposed approach can select those bands with more discriminative information rapidly and improve the classification accuracy effectively.
Introduction
Hyperspectral Image (HSI) analysis has been an emerging research topic in recent years. Hyperspectral sensors divide the electromagnetic spectrum into hundreds of spectral bands, which can provide the potential and detailed land-cover distinction and identification [1] . The highly correlated spectral bands of hyperspectral images contain a large amount of redundancy, which brings extra time-consuming for hyperspectral data transmission, storage and processing. Additionally, these highly spectral bands may produce the "Hughes phenomenon" [2] . Therefore, dimensionality reduction is crucial for hyperspectral image classification. The commonly-used dimensionality reduction methods can be divided into two categories: feature selection [3] and feature extraction [4] . With feature extraction methods, the high-dimensional feature space is mapped to a low-dimensional space by linear or nonlinear transformations. As a result some crucial information may have been distorted [5] . Otherwise, feature selection methods select appropriate bands from the original set of spectral bands that can preserve the physical meaning of original spectral bands. Distance measure or mutual information measure is adopted as the criterion for selecting bands which show greater agreement with the ground truth [6] . In [7] , Chavez et al. proposed the Optimum Index Factor (OIF) which can be calculated to obtain multivariate statistical information on a data set. In [8] , Patel et al. employed features selected through OIF from both the individual years' and stacked images to classify the satellite images. In this paper, a novel dimensionality reduction method based on improved OIF (IOIF) is presented. IOIF can select the most informative and the least correlative bands for classification rapidly. Experiments performed on the Indian Pines dataset demonstrate the effectiveness of the proposed method.
Support vector machines (SVM) introduced by Vapnik [9] , is one of the most successful kernel methods. SVM has been widely used to solve some machine learning problems in the past several decades. In this paper, SVM is applied for supporting the HSI classification.
The remainder of this paper is organized as follows. In Section II, we review Optimum Index Factor (OIF)). In Section III, we formulate the framework of our proposed method. We present the experimental results in Section IV, and conclude our work in Section V.
Preliminaries: OIF
OIF was proposed by Richard Horowitz Chavez in 1982 [10] . The OIF is an unsupervised feature selection method which can select the most informative features. OIF considers that the larger standard deviation between bands of HSI, the more abundant amount of information, and the smaller the correlation coefficient between the bands, the smaller the redundancy of information between bands. The OIF to find out the most informative three-band combination is determined by the following formula:
Where () i  is the standard deviation of i-th band, and r(j) is the value of correlation coefficient between any two bands. The method has some limitations. For example, the method simply selects the optimal combination of the band only from standard deviation and correlation coefficient. It's possible to make combinations of the selected bands adjacent to each other, so it maybe not the optimal combination. In addition, when processing hundreds of bands, OIF needs a great amount of computation, especially for calculating the correlation coefficient between bands [11] .
Proposed Method
In this section, we address the proposed method: an improved OIF (IOIF) method for HSI classification dimension reduction. This method involves three steps: subspace partition of whole data space, subspace feature selection and feature combination based on IOIF.
Subspace Partition
In statistics, the correlation coefficient indicates the departure of two random variables from independence. Equation (2) shows the calculation of the correlation coefficient between two variables x and y. When the value is 0, it means that the two variables are not related. We are looking for their dependency no matter it is positive or negative. Therefore, in the measurement procedure, the absolute value of the correlation coefficient r is used. HSI carries a large amount of information, large redundancy and strong band correlation. The correlation coefficient matrix for HSI is determined by the following formula: 
Band Selection for Subspace
Within each subspace, band selection are conducted. The selection criterion are two aspects: one is the most informative, and the other is the least correlation among the selected bands. Band index value descripted by equation (4) is adopted to find out the most appropriate bands to be selected. 
Improved OIF Method
In our proposed approach, IOIF is adopted based on the specific band sets achieved from above stage. IOIF is given by equation (6). 
max( )
Where N is the subspace number, and 
Usually n is far greater than NK  and therefore IOIF can improve the efficiency greatly. In addition, IOIF ensures that the combination bands come from different subspaces so as to avoid the choice of the case adjacent bands.
Experimental Results and Discussion

Data Set Description
The India Pines dataset was collected by the AVIRIS sensor over the Indian Pines region, Northwestern Indian, USA, in 1992, which is widely used to verify the performance of classification algorithms. The Indian Pines data set comprises 220 bands with the spatial size of 145*145 pixels. Removing the noisy bands, 200 bands remained. The ground truth has 10,062 labeled pixels which consists of 16 land cover classes. Figure 3 (a) and (b) shows false color composite and the ground truth of the India Pines region. In our experiment, small sample size classes are removed, only 9 classes are considered. Table 4 summarizes these considered classes and the number of training and testing samples for these classes.
Experimental Result and Discussion
According to our proposed method, first, subspace partition is performed based on the correlation coefficient matrix of the India Pines dataset. Figure 1 (a) and (b) show the correlation coefficient matrix of this dataset and the subspace partition of the whole space respectively. We compare OIF with IOIF to verify our proposed method. Table 1 shows values calculated by OIF and IOIF. Table 2 shows the most valuable bands sequence of OIF and IOIF achieved from Table 1 . By comparing the selected bands sequence, we find out that IOIF can avoid the choice of the case adjacent bands effectively. Figure 2(a), (b) and (c) show the whole bands, selected bands by OIF and selected bands by IOIF. From figure 2(b) , we can see that the bands selected by OIF have strong dependency. From figure 2(d) and table 3 , we can see IOIF save a lot of time and get higher accuracy than OIF. 
Conclusion
In this paper, a novel band selection method based on IOIF has been applied to hyperspectral remote sensing image classification. Our proposed method can select the bands effectively and save time noticeably. Experimental results show that the proposed method obtain higher efficiency and more accurate results than the standard OIF. The algorithm is a promising method on HSI classification.
