Abstract. An inequality of Brascamp-Lieb-Luttinger generalizes the Riesz-Sobolev inequality, stating that certain multilinear functionals, acting on nonnegative functions of one real variable with prescribed distribution functions, are maximized when these functions are symmetrized. It is shown that under certain hypotheses, when the functions are indicator functions of sets of prescribed measures, then up to the natural translation symmetries of the inequality, the maximum is attained only by intervals centered at the origin. Moreover, a quantitative form of this uniqueness is established, sharpening the inequality. The hypotheses include an auxiliary genericity assumption which may not be necessary.
Introduction
For any Lebesgue measurable set E ⊂ R d satisfying 0 < |E| < ∞, define E ⋆ ⊂ R d to be the closed ball centered at 0 satisfying |E ⋆ | = |E|. Let J be a finite index set, and let m ∈ N. Let L = {L j : j ∈ J} be a finite family of surjective linear mappings L j : R m → R d . Let f = (f j : j ∈ J) where f j : R d → [0, ∞] are Lebesgue measurable. Define
integrating with respect to Lebesgue measure.
In this paper, we analyze maximizers of Φ L among all tuples of indicator functions of sets of specified Lebesgue measures, in the foundational case in which the dimension of the target spaces R d equals 1. By a maximizer, we will always mean a maximizer among tuples having specified measures. Write E = (E j : j ∈ J) and E ⋆ = (E ⋆ 1 : j ∈ J). Write Φ L (E) = Φ L (1 E j : j ∈ J). Brascamp, Lieb, and Luttinger [1] have proved that for d = 1,
Thus among n-tuples of sets with prescribed measures, the configuration in which each set is an interval centered at the origin is a maximizer of Φ L . In what circumstances, and to what degree, are maximizing n-tuples of sets unique? This paper provides an answer, under circumstances that are rather general, though not quite maximally so. Putting it inexactly, we characterize maximizers for data in the interior of the set of all data for which a meaningful characterization may be possible, under an auxiliary (concrete) genericity hypothesis on the data. Moreover, we prove uniqueness in a stronger quantitative form, which is not valid in general on the boundary of the set of such data. The most fundamental example is the Riesz-Sobolev inequality. Define (1.3)
where Σ = {(x 1 , x 2 , x 3 ) ∈ (R d ) 3 : x 1 + x 2 + x 3 = 0}, and λ is the natural 2d-dimensional Lebesgue measure on Σ; dλ = dx i dx j for any i = j ∈ {1, 2, 3}. If 0 < |E j | < ∞ for each index j, and if the 3-tuple of Lebesgue measures (|E j | 1/d : 1 ≤ j ≤ 3) is strictly admissible in the sense that |E k | 1/d < |E i | 1/d + |E j | 1/d for each permutation (i, j, k) of (1, 2, 3), then as was shown by Burchard [2] , equality holds if and only if the sets E j are (up to Lebesgue null sets) homothetic ellipsoids whose centers c j satisfy c 1 + c 2 + c 3 = 0. In the borderline admissible case in which |E k | 1/d ≤ |E i | 1/d + |E j | 1/d for all permutations with equality for some permutation, Φ RS (E) = Φ RS (E ⋆ ) if and only if E i , E j , E k are homothetic convex sets satisfying −E k = E i + E j .
A trivial necessary and sufficient condition for Φ RS (E) to be equal to Φ RS (E ⋆ ) is that −E k should contain the sumset E i + E j , except for a Lebesgue null set. |E i + E j | 1/d can in general be as small as
then no conclusion can be drawn from equality except that −E k contains E i + E j up to a null set; −E k \ (E i + E j ) is an arbitrary subset of R d \ (E i + E j ) of measure |E k | − |E i + E j |. The nonadmissible case is in this sense degenerate, and will not be discussed in this paper.
A second example is that of the Gowers forms Φ k , for 2 ≤ k ∈ N, defined by
where (x, h) ∈ R d × (R d ) k , f = (f α : α ∈ {0, 1} k ), and f α : R d → [0, ∞]. For Gowers norms, with f α = 1 Eα = 1 E for every index α, the conclusions of our main theorems were established in [6] . The additive Euclidean group R m acts as a group of symmetries of the form Φ L . For y ∈ R d and f : R d → [0, ∞] define τ y f (x) = f (x + y). For any v ∈ R m ,
where g j = τ L j (v) f j . Consequently, maximizers E are never unique.
Other group actions are present, and are relevant to our discussion. The general linear group Gl(m) acts on families L of linear mappings L j : R m → R d by (L j : j ∈ J) → (L j • ψ : j ∈ J). The product of the groups of all Lebesgue measure-preserving affine automorphisms of R d acts, by (f j : j ∈ J) → (f j • ψ j : j ∈ J). The product (0, ∞) J of copies of the multiplicative group (0, ∞) acts by ((L j , e j ) : j ∈ J) → ((r j L j , r d j e j ) : j ∈ J). There are other possible sources of nonuniqueness, besides the R m translation action. Suppose for instance that J = {1, 2, . . . , n}, that L j is independent of x m for all j < n, and L n (x) depends only on x m . Then Φ L (E) takes the form |E n |Φ L (E 1 , . . . , E n−1 ) wherẽ Φ L is another form of the same general type as Φ. Thus Φ L (E) depends only on |E n | and on (E 1 , . . . , E n−1 ). Our theorems include a nondegeneracy hypothesis which excludes examples like this one; see condition (iii) of Definition 2.3.
Generalization to families of linear mappings
is not addressed in this paper. The inequality of Brascamp-LiebLuttinger does have an extension to higher dimensions [1] with d j = d for all j, under a symmetry hypothesis involving an action of the product O(d) J of d-dimensional orthogonal groups and an appropriate commutation relation for L j in terms of this action. The inverse theorem for the Riesz-Sobolev inequality was proved [2] in two steps, with a first step for d = 1 exploiting its ordering, and a second step for higher dimensions which combined the one-dimensional result with other ingredients. We hope to extend Theorems 3.1 and 3.2 to d > 1 in the same spirit in a subsequent work, by combining Theorem 3.2 with the techniques used in the analysis of the Riesz-Sobolev inequality in [7] .
A related class of inequalities is the Hölder-Brascamp-Lieb class, of the form
of the Brascamp-Lieb-Luttinger inequality is not true, in general, in this level of generality. In particular, it fails to hold for the Loomis-Whitney inequality for R d .
Definitions and hypotheses
Several definitions must be introduced before our main results can be formulated. We specialize for the remainder of the paper to the case d = 1.
for every Lebesgue measurable set A ⊂ R d , where E j = A and for every i ∈ J \ {j}, E i is the closed ball centered at 0 ∈ R 1 of measure e i .
The parameter e j does not enter into the definition of K j . Certain properties of these kernels K j will be exploited in the analysis. Under the hypothesis that the intersection over i ∈ L of the nullspaces of L i is equal to {0}, each K j is finite-valued and continuous. Indeed, up to a positive constant factor, each K j is the m−1-dimensional Lebesgue measure of an m − 1-dimensional slice of a balanced convex body in R m , and moreover, these slices have finite measures. K j is even, and [0, ∞) ∋ r → K j (rx) is nonincreasing for each x ∈ R 1 . By the Brunn-Minkowski inequality, log K j is concave in the region in R 1 in which K j is strictly positive. Since K j is also even and nonnegative, its restriction to [0, ∞) is a nonincreasing function. Moreover, the one-sided derivatives
) exist and are finite and nonpositive whenever x > 0 and
Definition 2.5. Let d = 1, and let m ≥ 2. Let J be a finite index set. Let L = (L j : j ∈ J) be a nondegenerate J-tuple of linear mappings L j : R m → R 1 . Let e = (e j : j ∈ J) ∈ (0, ∞) J . Then (L, e) is strictly admissible if the following two conditions hold for each j ∈ J.
(i) There exists x ∈ K e satisfying |L j (x)| = 1 2 e j and
Condition (i) implies that K j (e j /2) is strictly positive. For Φ RS , Definition 2.5 of strict admissibility is equivalent to Burchard's definition [2] of this concept, while condition (ii) is redundant.
When the conditions in Definitions 2.3 and 2.5 are satisfied, K e is a compact convex subset of R m , has finitely many extreme points, and is equal to their convex hull. For each extreme point x, there must exist at least m indices k ∈ J for which
The next concept will be a hypothesis of our main theorems.
(L, e) is said to be generic if every extreme point of K e is generic.
If m = 2 and (L, e) is nondegenerate and strictly admissible then K e is necessarily generic.
The following consequence of genericity will be exploited. 
Proof. Let L ′ , x satisfy the hypotheses. If L ′ is not linearly independent then consider S = {y ∈ K e : L j (y) = L j (x) for every j ∈ J ′ }. This is a compact convex subset of R m , so has extreme points. Let z be any extreme point of S, and consider J ′′ = {j ∈ J : |L j (z)| = e j /2}. Then J ′′ ⊃ J ′ . By the genericity hypothesis, {L j : j ∈ J ′′ } is linearly independent. Therefore the same holds for the subset J ′ .
Let O(E ⋆ ) denote the orbit of E ⋆ under the translation symmetry group R m . The natural notion of distance from E to O(E ⋆ ) is as follows. Definition 2.7.
It is elementary that for each tuple E of sets with finite, positive measures, this infimum is actually attained by some v.
Main results
Theorem 3.1. Let d = 1 and m ≥ 2. Let L = {L j : j ∈ J} be a nondegenerate finite collection of linear mappings L j : R m → R 1 . Let e ∈ (0, ∞) J . Suppose that (L, e) is strictly admissible and generic. Let E be a J-tuple of Lebesgue measurable subsets of R 1 satisfying
Thus maximizing tuples E are unique, up to the action of the symmetry group R m . Here, and throughout the presentation, two sets are considered to be equal if their symmetric difference is a Lebesgue null set. Thus the conclusion is that there exists v such that for every j ∈ J,
The uniqueness statement can be put into more quantitative form in terms of the distance from E to O(E ⋆ ).
be as in Theorem 3.1. Let S be a compact subset of (0, ∞) J such that every e ∈ S satisfies the hypotheses of Theorem 3.1. Then there exists c > 0 such that for every e ∈ S, and for every J-tuple E of Lebesgue measurable subsets of R 1 satisfying |E j | = e j for each j ∈ J,
The exponent 2 in the conclusion is optimal. This inequality is not scale-invariant, but this is no contradiction the hypothesis of compactness of S precludes free scaling. Theorem 3.1 is an immediate consequence of Theorem 3.2. Indeed, it is elementary that if E ⊂ R is a Lebesgue measurable set satisfying 0 < |E| < ∞, and if inf I |E ∆ I| = 0 where the infimum is taken over all intervals I ⊂ R satisfying |I| = |E|, then there exists an interval I such that E = I, that is, |E ∆ I| = 0. One proof is that since the mapping t → |E ∩(I +t)| is continuous, it assumes its minimum value. Alternatively, |I ∆ I ′ | ≤ |I ∆ E| + |E ∆ I ′ |. Therefore if |I n ∆ E| → 0, then the centers of the intervals I n form a Cauchy sequence. We will prove Theorem 3.2 directly, and deduce Theorem 3.1 as a corollary.
It was shown in [6] that for Gowers norms, that is, for Gowers forms involving sets satisfying E α = E β for all α, β ⊂ {0, 1} k , or more generally for sets whose measures satisfy |E α | = |E β | for all α, β ⊂ {0, 1} k , the conclusion of Theorem 3.2 holds. In that situation, the genericity hypothesis is violated; in fact, no extreme points are generic. (However, for all e outside a lower-dimensional set, the Gowers forms do satisfy the genericity hypothesis.) Thus that hypothesis is superfluous in at least one situation.
The case m = 2 of Theorem 3.1 seems to be simpler than the general case. It was treated in [8] by an extension of the analysis of Burchard [2] , assuming e to be admissible but not necessarily strictly admissible. We have not been able to treat the case m > 2 by that same method. For m = 2, the genericity assumption is a consequence of strict admissibility, and the hypothesis on K j is also redundant. Theorem 3.2 is new, even for m = 2, except in special cases such as Φ RS .
The genericity hypothesis is not natural in this theory, but simplifies considerations. It is used principally in a step of the proof of Proposition 5.1, which treats the case in which each set E j is an interval, but the centers of these intervals are arbitrary. It is also invoked in the proofs of Lemmas 6.3 and 6.4. It is conceivable that a more careful execution of those proofs could remove this hypothesis.
The following nonquantitative uniqueness result for tuples E of intervals is easy to establish, under less restrictive hypotheses than those of Theorem 3.1. It is not part of the development of our main theorems, but merits notice.
The method of proof of the two main results is as follows. It suffices to establish Theorem 3.2. There exists a measure-preserving flow on J-tuples of sets, under which the functional Φ L is nondecreasing and varies continuously. Therefore it suffices to establish (3.3) for small perturbations of intervals centered at the origin. That is, it suffices to prove that there exists
, and the other hypotheses of Theorem 3.2 are satisfied.
We expand the functional E → Φ L (E) in a perturbative series about E ⋆ , initially to first order and subsequently to second order, and more generally about (E ⋆ j + L j (v) : j ∈ J), with v chosen to optimize the information obtained. We first use such an expansion to show that each E j has small symmetric difference with an interval of length e j . It then remains to control the relative locations of the centers of these approximating intervals.
The case in which all sets E j are equal to intervals is analyzed separately, using convex geometry and ideas related to the Brunn-Minkowski inequality. In a simple final step, these two complementary analyses are combined to establish the full result.
The author is indebted to Kevin O'Neill for useful comments on the exposition.
A flow of sets
Proposition 4.1. There exists a flow (t, E) → E(t) of equivalence classes of Lebesgue measurable subsets of R 1 with finite measures, defined for t ∈ [0, 1], having the following properties for all equivalence classes of Lebesgue measurable subsets of R with finite, positive measures.
Here E(t) denotes (E j (t) : j ∈ J). All of these statements are to be interpreted in terms of equivalence classes of measurable sets, with E equivalent to E ′ whenever |e ∆ e ′ | = 0. Thus E(t) ⊂Ẽ(t) means that E(t) \ E(t) is a Lebesgue null set. In the case in which the initial set E is a finite union of pairwise disjoint closed intervals, this flow is a well known device [1] , [9] . Except for the functional continuity and monotonicity conclusions, Proposition 4.1 is proved in [7] . Functional monotonicity follows from contractivity and inclusion monotonicity, together with the functional monotonicity for finite unions of intervals established by Brascamp, Lieb, and Luttinger [1] , in exactly the same way that the corresponding functional monotonicity was established in [7] . Functional continuity is a consequence of the next lemma.
Lemma 4.2. If L is nondegenerate then there exist exponents γ j ∈ (0, 1] and C < ∞ such that for every J-tuple E of Lebesgue measurable sets,
Proof. If J ′ ⊂ J has cardinality m and {L i : i ∈ J ′ } is a basis for (R m ) * then there exists
According to the nondegeneracy hypothesis, {L j : j ∈ J} spans the dual space (R m ) * , and none of these vanish. Therefore for each j ∈ J there exists such a subset J ′ ⊂ J that contains j and forms a basis for (R m ) * . Thus there exists a finite collection of subsets J ′ ⊂ J, satisfying (4.2), such that each j ∈ J belongs to at least one of these. In the geometric mean of the right-hand sides of all associated inequalities (4.2), |E j | is raised to a positive power for each index j. Thus we arrive at the conclusion of the lemma.
We record a related fact that will be used below.
Proof. By hypothesis, L i and L j are not colinear, hence are linearly independent. Hence there exists a linearly independent subset J ′ ⊂ J of cardinality m that contains both i and
Proposition 4.1 is not genuinely needed in our proofs; it suffices to prove Theorem 3.2 for sets that are finite unions of intervals. The flow for those sets was constructed in [1] , and is all that our method requires to analyze them. That such a flow could be extended to general measurable sets seems to have been known [4] , [3] , though perhaps not widely documented in the literature.
Analysis for intervals
In this section we analyze the situation in which the sets E j are all intervals. Let m ≥ 2, let J be a finite index set of cardinality |J| > m, and for each j ∈ J let L j : R m → R 1 be a surjective linear mapping. Let I j be closed intervals in R centered at 0, of finite, positive lengths
By the Brascamp-Lieb-Luttinger inequality (1.2), Ψ(v) ≤ Ψ(0) for all v. Alternatively, this is a consequence of the Brunn-Minkowski inequality; see below. A sufficient condition for equality is that there exist y ∈ R m satisfying L j (y) = v j for all j ∈ J, for the substitution x → x − y reduces Ψ(v) to Ψ(0). These are |J| linear equations in m < |J| variables.
To prepare for the proof of Proposition 3.3, define the convex set
by the change of variables x → −x in R m , since I j is centered at the origin. Since K is convex,
Therefore by the Brunn-Minkowski inequality,
, and hence by (5.5) and the arithmeticgeometric mean inequality,
According to the well-known characterization of cases of equality in the Brunn-Minkowski inequality, the three sets K(v), K(−v), and K(0) must be translates of one another. So there exists y ∈ R m such that K(v) + y = K(0). We claim that v j = L j (−y) for every index j ∈ J. Indeed, the relation K(v) = K(0) − y means that for every j, for any x ∈ R m ,
Thus by substituting x = z − y we find that for any z ∈ R m ,
By the admissibility hypothesis, there exists x ∈ R m such that |L j (x)| ≤ 1 2 |I j | for every j ∈ J, and L k (x) = |I k |/2. According to (5.8) applied both with z = x and with
The next result is the main goal of this section. Only in its proof is the genericity hypothesis invoked. There exists c > 0 such that for every e ∈ S and every J-tuple I of intervals I j ⊂ R satisfying |I j | = e j for each j ∈ J,
To each extreme point p of K e = K(0) ⊂ R m we associate J p , the set of all j ∈ J such that |L j (p)| = e j /2. {L j : j ∈ J p } must span (R m ) * ; otherwise p could not be an extreme point. The genericity hypothesis states that every J p has cardinality equal to m, so J p must be linearly independent.
K e is a compact convex polytope. Define G to be the (undirected) graph whose vertices are the extreme points of K e , and whose edges are the line segments of the 1- 
In the latter situation, j∈Jp∩Jq Ker(L j ) has dimension equal to 1, and
If {L j : j ∈ J ′ } ⊂ {L j : j ∈ J} spans (R m ) * , and if x, y ∈ R m satisfy L j (x) = L j (y) for every j ∈ J ′ , then x = y. Thus for distinct extreme points p, q, it is not possible to have
Proof. Given any two extreme points, the line segment joining them lies in the convex set K e . Viewed as a piecewise affine path, this segment can be continuously deformed within K e to lie in progressively lower-dimensional faces until it lies in the 1-skeleton.
If w ∈ R J and |w| is sufficiently small then as a consequence of the genericity hypothesis, the extreme points of K(w) are in natural one-to-one correspondence with the extreme points of K e = K(0), and each extreme point of K(w) remains close to a unique extreme point of K(0). Each extreme point of K(w) can thus be regarded as a continuous function p(w) of w. Lemma 5.3. Uniformly for all sufficiently small w ∈ R J , for every pair of extreme points p, q of K e that are adjacent in G,
If there exists v ∈ R m satisfying L j (v) = w j for every j ∈ J then p(w) − p(0) = v for every extreme point p of K e , so (5.10) asserts mererly that |K(w)| ≤ |K(0)|. Indeed, |K(w)| = |K(0)| in that case.
Proof of Lemma 5.3. Let p = q be adjacent vertices of G. Consider first the case in which
) for all j ∈ J p . Therefore since {L j : j ∈ J p } spans the dual space R m * , p(w) − q(w) = p(0) − q(0) The conclusion of the lemma then holds trivially, since |K(w)| ≤ |K(0)| by the Brunn-Minkowski inequality.
Consider next any pair p, q of adjacent vertices for which J p ∩ J q has cardinality m − 1. By translating in R m we may assume without loss of generality that w j = 0 for every j ∈ J p . Then p(w) = p(0) = p, while q(w) − q(0) = (q(w) − p(w)) − (q(0) − p(0)) is an element of the nullspace of L i for every i ∈ J p ∩ J q . Thus q(w) − q(0)) is an element of a one-dimensional subspace that is independent of w.
By renaming indices, making a linear change of variables in R m , and replacing L j by ±2e −1 j L j for all x ∈ R m for each j ∈ J p , we may reduce matters to the situation in which
for every x ∈ R m for each j ∈ J p , e j = 2 for all j ∈ J p , p = (−1, −1, . . . , −1), and q = (−1, −1, . . . , −1, a) for some a > −1. Then there exists a neighborhood of the line segment joining p to q in which |L j | is strictly less than e j /2 for every index j / ∈ J p ∪ J q . Indeed, suppose that |L j (z)| = e j /2 for some point z of this segment. z cannot equal p or q, since j / ∈ J p ∪ J q . L j cannot be constant in a neighborhood of z on the segment, for then it would be constant on the whole segment and hence |L j (p)| = |L j (z)| = e j /2, a contradiction. But if L j is not constant on the segment then since z is an interior point, |L j | attains a strictly larger value at some other point of the segment, contradicting the fact that |L j | ≤ e j /2 at every point of K(0).
With these choices and reductions, p(w) ≡ p(0) = p, while the point q(w) takes the form (−1, −1, . . . , −1, a(w) ), for all sufficiently small w ∈ R J . Define z to be the vector z = (1, 1, . . . , 1, 0). Then p + tz belongs to the boundary of K(0) for every sufficiently small t > 0, and p + tz + (0, 0, . . . , 0, s) belongs to the interior of K(0) for all sufficiently small t, s > 0. For small positive s ∈ R consider the halfspaces
H s ∩ K(0) has positive Lebesgue measure for every s > 0. For small s > 0, H s ∩ K(0) contains a small neighborhood in K(0) of the line segment whose endpoints are p, q. Conversely, any such neighborhood contains H s ∩ K(0) for all sufficiently small s > 0. Choose and fix s > 0 sufficiently small to ensure that |L j | < e j /2 in a neighborhood of
For each sufficiently small vector w ∈ R m there exist unique t = t(w), t ′ = t(−w) ∈ R + satisfying |H t ∩ K(w)| = θ|K(w)| and likewise |H t ′ ∩ K(−w)| = θ|K(−w)|. These parameters vary continuously with w, and satisfy t = t ′ = s when w = 0. Now
contains the union of the two convex sets
. These two sets are disjoint except for their boundaries, so the measure of their union equals the sum of their measures.
By the Brunn-Minkowski inequality,
then since the right-hand side is equal to θ|K(w)| + c|q(w) − q(−w)| 2 by our choices of t, t ′ , we may conclude that Proof of (5.12). Let J q \ J p = {k}. If t > 0 is sufficiently small then K(w) ∩ H t is the set of all x ∈ R m that are close to the line segment with endpoints p, q and satisfy x j ≥ −1 for all j ≤ m, m−1 j=1 x j ≤ −(m − 1) + t, and |L k (x) − w k | ≤ e k /2. Since k / ∈ J p and p ∈ K(0), |L k (p)| < e k /2. Therefore, after possibly replacing L k by −L k , K(w) ∩ H t is equal to the set of all x ∈ R m that satisfy
Without loss of generality, we may multiply L k , e k by constants to put L k into the form L k (x) = x m + ℓ(x ′ ), where ℓ : R m−1 → R is linear and x = (x ′ , x m ) ∈ R m−1 × R. Of the inequalities |L j (x)| ≤ e j /2 with j ∈ J p ∪ J q , only those with j = m and j = k involve the coordinate x m . These inequalities together take the form −1 ≤ x m ≤ 1 2 e k + w k − ℓ(x ′ ) in a neighborhood of the segment joining q to p. Thus for every point x ′ sufficiently close to (−1, −1, . . . , −1) ∈ R m−1 , {u ∈ R : (x ′ , u) ∈ K(w) ∩ H t } is a line segment of length
The difference between this length and the length of the corresponding line segment for K(−w) is equal to ±2w k , a quantity independent of x ′ . In particular, |q(w) − q(−w)| = 2|w k |. Likewise, |q(w) − q(0)| = |w k |. Moreover, the difference between the ratio of these two lengths, and 1, also has magnitude comparable to |w k |. Thus the conclusion (5.10) of Lemma 5.3 is equivalent to
Continuing to regard R m as R m−1 × R, define K ′ (w) to be the projection onto R m−1 of K(w) ∩ H t(w) . Thus for all sufficiently small vectors w, K ′ (w) is the set of all x ′ = (x 1 , . . . , x m−1 ) ∈ R m−1 satisfying x j + 1 ≥ 0 for all j ∈ {1, 2, . . . , m − 1} and m−1 j=1 (x j + 1) ≤ t(w). For all w sufficiently close to 0, K ′ (−w) is homothetic to K ′ (w). Let p ′ = (−1, −1, · · · , −1) be the projection of p onto R m−1 . Define the homothety φ :
for some constant C ∈ R + , uniformly in w provided that |w| is sufficiently small, by the observation concerning the ratio of lengths made above. DefineK(w) = K(w) ∩ H t(w) andK(−w) = K(−w) ∩ H t(−w) . We claim that there exists c > 0, depending only on m, L, e, such that
To prove this claim, consider the one-dimensional Lebesgue measure f w (x ′ ) = 
Split this into two terms. The first of these is
The second is
Recombining these two results and using the inequality
where c > 0 depends only on the dimension m, gives 
for (p, q) ∈ S. We have seen in the above discussion that T depends linearly on w in a small neighborhood of 0. Denote also by the symbol T its unique extension to a linear mapping from R J to (R m ) S . It suffices to show that the nullspace of this extension T is equal to the image of
. We have already remarked, immediately after the statement of Lemma 5.3, that this nullspace does contain L(R m ). Let w be an element of this nullspace. Fix any vertex p 0 of G. The set of vertices p ∈ G satisfying p(w) − p(0) = p 0 (w) − p 0 (0) is connected, since it is given that q(w) − q(0) = p(w)−p(0) whenever p, q are adjacent. Since this set contains p 0 , and since G is connected, it follows that p(w) − p(0) = p 0 (w) − p 0 (0) for every vertex p of G.
Since J p 0 is a basis for (R m ) * , there exists a unique v ∈ R m satisfying L j (v) = w j for each j ∈ J p 0 . Define z = (z j : j ∈ J) by z j = w j − L j (v). Then p(z) = p(0) for every vertex p. It suffices to show that z = 0, and of course, by linearity, it suffices to show this under the assumption that z is small.
As was shown above, if p is an extreme point of K e then p(z) = p(0) if and only if z j = 0 for every j ∈ J p . The admissibility hypothesis guarantees that each index j ∈ J belongs to J p for some extreme point. Indeed, the intersection of K e with {x : L j (x) = e j /2} is nonempty by the admissibility hypothesis. This intersection is compact and convex, so contains at least one extreme point, and its extreme points are also extreme points of K e . Thus z j = 0 for every index j ∈ J. Equivalently, w j = L j (v) for every j ∈ J.
Perturbative expansion
We adapt the approach developed in [7] (see also [5] ) to analyze Φ L (E), under the assumption that dist(E, O(E ⋆ )) is small relative to max j |E j |. Throughout the discussion, L is considered to be fixed, and Φ = Φ L .
The goal of §6 is to prove Proposition 6.1, which asserts that if E nearly maximizes Φ L , then each set E j must nearly coincide with an interval. Conclusions concerning the relative arrangement of the centers of these intervals will not be drawn until §7.
Proposition 6.1. Let m, J, L, Φ L , S satisfy the hypotheses of Theorem 3.2. There exist δ 0 > 0 and C < ∞ such that the following holds for every e ∈ S. Let E be a J-tuple of Lebesgue measurable subsets of R satisfying |E j | = e j for each j ∈ J, and satisfying dist(E, O(E ⋆ )) ≤ δ 0 . Then for each k ∈ J there exists an interval I k ⊂ R such that
In §7 we will show that dist(E, O(E ⋆ )) 2 satisfies the same upper bound, allowing absorption of the cubic term on the right-hand side of (6.1) into the left-hand side and thus completing the proofs of Theorems 3.1 and 3.2.
6.1. Perturbation analysis: first order expansion. Let E be given. To simplify notation, define
f j vanishes on the complement of E j ∆ E ⋆ j , satisfies |f j | ≡ 1 on E j ∆ E ⋆ j , and thus satisfies
3) in place of 1 E j for each index in the definition of Φ L (E), then invoking the multilinearity of Φ L , yields an expansion of Φ L as a sum of 2 |J| terms.
The first-order terms in this expansion -those that involve f j for a single index jare K j , f j = R K j f j where K j are the kernels introduced in Definition 2.2. Because the one-sided derivatives of K j are strictly negative at e j /2 according to the strict admissibility hypothesis, and because K j is nonincreasing on [0, ∞) as shown in the discussion following Definition 2.2,
for a certain constant c > 0. This holds for all e ∈ S and all E satisfying |E j | = e j , with c independent of e, E. Let λ ∈ R + be a large positive constant, to be chosen below. Like the constant c in (6.4), λ will depend on the compact set S to which e is confined, but not otherwise on C 0 dist(E, O(E ⋆ ))} for every j ∈ J, where C 0 is some finite constant. This constant is not at our disposal to be chosen below; it is proportional to the chosen λ, so must be regarded as given. The notation E † will not be used below. Instead, we analyze tuples E that possess this supplementary property, and denote dist(E, O(E ⋆ )) by δ.
Perturbation analysis: second order expansion. For any two distinct indices
where g = (g n : n ∈ J) is defined by g i = f i , g j = f j , and
Lemma 6.3. Let e ∈ S. For each i = j ∈ J there exists a neighborhood of each of the 4 points (±e i /2, ±e j /2), in which L i,j is Lipschitz continuous.
Proof. Suppose without loss of generality that both signs are +; one can reduce to this case by replacing
is constant in some neighborhood of (e i /2, e j /2); this constant is the reciprocal of the absolute value of the Jacobian determinant of the mapping
Suppose that m ≥ 3. According to the Brunn-Minkowski inequality, log L i,j is a concave function on {(x, y) ∈ R 2 : L i,j (x, y) = 0}, so if L i,j (e i /2, e j /2) = 0 then L i,j is Lipschitz in a neighborhood of (e i /2, e j /2). We claim that L i,j either vanishes identically in some neighborhood of (e i /2, e j /2), in which case it is certainly locally Lipschitz, or L i,j (e i /2, e j /2) = 0. In either case, the proof would be complete.
Suppose to the contrary that L i,j (e i /2, e j /2) = 0, but that L i,j does not vanish identically in any neighborhood of this point. Then for any ε > 0 there exists y ∈ K e that satisfies L k (y) ≥ e k /2 − ε for k = i and for k = j. Indeed, if L i,j (y, y ′ ) = 0 then there exist functions g i , g j supported in arbitrarily small neighborhoods of y, y ′ respectively such that
∈ {i, j}. Thus there exists x ∈ K e with L i (x), L j (x) equal to y, y ′ , respectively.
Since K e is compact, there must consequently exist z ∈ K e that satisfies L k (z) = e k /2 for k = i, j. Therefore there exists an extreme point x of K e that also satisfies these two equations.
Define K e,i,j = {x ∈ R m : |L n (x)| ≤ e n /2 for every n ∈ J \ {i, j}}. The point x belongs to K e,i,j . For any s, t ∈ R, L i,j (s, t) is equal to a nonzero constant multiple of the m − 2-dimensional Lebesgue measure of the set of all z ∈ K e,i,j that satisfy L i (z) = s and L j (z) = t.
According to the genericity hypothesis, there exists a neighborhood of x in which K e is defined by m linearly independent inequalities L n (y) ≤ e n /2 or L n (y) ≥ −e n 2 for n ∈ J x ; both i and j are among the m elements of J x . By replacing L n by −L n as necessary, we may without loss of generality arrange the signs so that each of these inequalities is of the form L n (y) ≤ e n /2. Moreover, J n (x) is strictly less than e n /2 for every n ∈ J \ J x . Therefore in a neighborhood of x, the boundary of K e,i,j coincides with the 2-dimensional affine subspace defined by m − 2 equations L n (y) = ±e n /2, with n varying over J x \ {i, j}. The mapping from this affine subspace to R 2 defined by y → h(y) = (L i (y), L j (y)) is an affine bijection. Thus (e i /2, e j /2) lies in the interior of the image in R 2 of K e,i,j under h. Since K e is convex and has nonempty interior, for each z in the interior of h(K e,i,j ), h −1 (z) contains a nonempty subset that is open in the relative topology, hence has strictly positive m − 2-dimensional Lebesgue measure. In particular, L i,j (e i /2, e j /2) > 0. 
with the second summation taken over all distinct indices in J.
Before proving Lemma 6.4, we record a consequence.
Corollary 6.5. Under the hypotheses of Lemma 6.4,
This provides an upper bound only for the left-hand side of (6.10), not for its absolute value. It follows from Lemma 6.4 together with the Brascamp-Lieb-Luttinger inequality
Proof of Lemma 6.4. Consider first the case in which m = 2. If δ 0 is sufficiently small then
Indeed, if i, j, k ∈ J are three distinct indices then by the strict admissibility hypothesis, there exists no x ∈ K e satisfying |L n (x)| = e n /2 for all three values n ∈ {i, j, k}. From the compactness of S it follows that there exists η > 0 such that for any e ∈ S there exists no x ∈ R m satisfying |L n (x) − e n /2| ≤ η for each n ∈ {i, j, k} and |L m (x)| ≤ 1 2 e m + η for every m ∈ J \ {i, j, k}. Thus provided that δ is sufficiently small, the threefold product 
The O(δ 3 ) remainder term is in fact equal to zero in this case.
Next, suppose that m ≥ 3. Again, consider any term in the expansion of Φ(E) in which 1 E ⋆ j is replaced by f j for at least 3 distinct indices j. Let J ′ be the set of all such indices for this particular term. The integrand in the integral defining this term is equal to
If there exists no point y ∈ K e satisfying |L j (y)| = e j /2 for every j ∈ J ′ then the integrand vanishes identically, provided that δ 0 is sufficiently small, as in the discussion for m = 2, above.
If there does exist y ∈ K e satisfying |L j (y)| = e j /2 for every j ∈ J ′ then there exists an extreme point y ′ of K e that satisfies the same set of equations. Then according to Lemma 2.1, {L j : j ∈ J ′ } is linearly independent. In that case, for any B < ∞ there exists C < ∞ such that whenever
Indeed, chooseJ ⊂ J to contain J ′ and to be a basis for R m * . Then
where c depends only on {L n : n ∈J }.
Perturbation analysis: exploitation of cancellation. Lemma 6.6. There exists C < ∞ such that for any L, S, e, E satisfying the above hypotheses, for each n ∈ J there exists w n ∈ R such that (6.11)
The proof of Lemma 6.6 exploits a reduction of each quadratic form L i,j , f i ⊗f j to a corresponding quadratic form on L 2 (S 0 ). By the unit sphere S 0 ⊂ R we mean {−1, 1}; by S 0 F we mean
Lemma 6.7. Under the hypotheses of Theorem 3.2 and with the definitions and notations introduced above, and assuming that
Proof. Let δ = dist(E, O(E ⋆ )). Each f j vanishes outside a Cδ-neighborhood of {±e j /2}. By Lemma 6.3, L i,j is Lipschitz in some neighborhood of each ordered pair (±e i /2, ±e j /2). Each point of the support of f i satisfies |x−(±e j /2)| = O(δ), and likewise for f j . If x i , x j are close to e i /2, e j /2, respectively, then
, with corresponding bounds for the other points of S 0 × S 0 . Therefore
The conclusion of Lemma 6.7 now follows directly from Lemma 6.4.
, whereF k,t is associated via (6.12) to E k + L k (tv); thus so long as |t| is sufficiently small,
. This is a continuous function of t. Let B be a large constant, independent of δ.
Therefore by the Intermediate Value Theorem, there exists t ∈ [−Bt, Bt] satisfying h(t) = 0.
Proof of Lemma 6.6. Let n ∈ J. By Lemma 6.8 together with the invariance of Φ(E) under the symmetries (E j ) → (E j + L j (v)), we may suppose without loss of generality that the associated function F n ∈ L 2 (S 0 ) satisfies F n ≡ 0.
Let J ′ = J \ {n}. Since any second order term involving F n vanishes, (6.14) simplifies to
This expression is rather favorable, for the term K n , f n is rather negative unless E n nearly coincides with an interval, while there is no term L i,j , F i ⊗ F j with i or j equal to n to potentially offset this negative term. DefineẼ j = E j for all j = n, andẼ n = E ⋆ n . Definef j ,F j to be the associated functions. Thenf i = f i andF i = F i for i = n, whilef n ≡ 0 andF n ≡ 0. By Lemma 6.7,
By the definitions off i ,F i ,
By applying Corollary 6.5 to (Ẽ j : j ∈ J), we conclude that the right-hand side of this equation is ≤ O(δ 3 ). Thus we have shown that (6.17)
Therefore according to (6.4),
which is the desired conclusion.
Proof of Proposition 6.1. Let w j satisfy the conclusion of Lemma 6.6. Choose I j to be the interval centered at −w j satisfying |I j | = |E j |. Then
Thus Proposition 6.1 follows from Lemma 6.6.
Hybrid analysis
The proof of Theorem 3.2 can now be completed by combining the quantitative forms of two facts established above for tuples E that nearly maximize Φ: each set E j is nearly an interval, and if every E j is equal to an interval then the centers of those intervals must be nearly compatibly situated.
Defineδ ≤ δ by (7.1)δ = max
where the infimum is taken over all intervals I ⊂ R satisfying |I| = |E j |. For each index j choose an interval I j satisfying |E j ∆ I j | ≤ 2 inf I |E j ∆ I| ≤ 2δ and |I j | = |E j |. Define Thenδ +δ ≍ δ, that is, the ratio ofδ +δ to δ is bounded above and below by positive constants so long as δ is sufficiently small. In this notation, the conclusion of Proposition 6.1 can be restated as
Choose v ∈ R m to satisfy max j |I j ∆ (E ⋆ j + L j (v j ))| ≤ 2δ. Replace E j by E j − L j (v j ), and thus replace I j by I j − L j (v j ), for all j ∈ J. Thus E is modified, but Φ(E) and dist(E, O(E ⋆ )) are unchanged.
Let A < ∞ be a large constant, to be chosen below. Ifδ ≥ A −1 δ, then the desired inequality Φ(E) ≤ Φ(E ⋆ ) − cδ 2 follows immediately from (7.3) for all sufficiently small δ, with a smaller value of c which depends on the choice of A but is positive for any A. Therefore we may, and do, assume henceforth thatδ ≤ A −1δ .
Set I = (I j : j ∈ J). According to Proposition 5.1,
We will relate Φ(E) to Φ(I) in order to exploit this information. Writing 1 E j = 1 I j + f j , one has f j L 1 = |E j ∆ I j | ≤ 2δ. Expand where K j,I are defined by
The properties of the quantities K j,I in this expansion are less favorable, in general, than those of K j = K j,E ⋆ . Nonetheless, we will show that (7.7) K k,I , f k ≤ O(δδ) for every k ∈ J.
As in the analysis above, this is an upper bound merely for the quantity on the left-hand side of the inequality, not for its absolute value. Once (7.7) has been established, it will follow using (7.5) that
Choosing A = 2Cc −1 , this will complete the proof, sinceδ is comparable to δ in the present case.
To establish (7.7), consider any k ∈ J. By replacing E by (E j − L j (v) : j ∈ J) where v ∈ R m is chosen so that L k (v) is equal to the center of I k and |v| = O(δ), we may reduce to the case in which I k = E ⋆ k . Lemma 7.1.
Proof. Let ϕ : R → [0, ∞) be arbitrary. For j ∈ J \ {k} define g j = 1 E ⋆ j , and define h j = 1 I j . Then
Choose J ′ ⊂ J so that k ∈ J ′ and {L j : j ∈ J ′ } is a basis for R m * . Then
Recall that K k,E ⋆ , f k ≤ 0, as was shown above. (7.7) follows directly from Lemma 7.1:
This completes the proof of Theorem 3.2.
