We prove, on one hand, that for a convenient body force with values in the distribution space ( On the other hand, we prove that, for a body force with values in the dual space V of the divergence free subspace V of (
Introduction
Existence result. As we will see in Theorem 2.2, for such data, there exist a solution (u, p) to (1) . Similar results were obtained in [1] , [3] , [4] , [5] and [6] among others. Our contribution here is that we obtain the pressure p without any regularity assumption on u, contrarily to [5] or [6] in which its values are assumed to be in (H 2 (D)) d , and that we get equation (1) in the distribution sense, contrarily to the case where the body force is valued in V in which case no satisfactory sense can be given, see Theorem 6.1.
As in most quoted papers, we obtain the solution in two steps. First, we consider a velocity u satisfying P -a.s. the following so 
G(s, u(s)) dW s · v dx.
The existence of such a u is proved in [6] ; the first result in this direction was given in [2] in the case of K = IR and G constant; it was extended to a multiplicative noise and to an infinite-dimensional K in [1] , [3] , [4] , [5] and [6] among others.
In the second step, we associate a pressure p to such a u by using a generalization of de Rham theorem to processes, see Theorem 4.1.
Non-existence result. Various authors considered a body force F with values in the dual
that is (2) in which the duality H −1 × H 1 0 is replaced by the duality V × V . Unfortunately, as we will see in Theorem 6.1, it cannot exist any p corresponding to such u, or more exactly to such F , such that the first equation in (1) be satisfied. Indeed, F being valued in V while other terms are valued in (H −1 (Ω)) d , it would be necessary to imbed these two spaces in a same Hausdorff space, which is impossible.
Similar existence and non-existence results for the deterministic NavierStokes equations may be found in [12] .
2 Existence of a solution (u, p) of the stochastic Navier-Stokes equations.
In all the sequel, let D be a bounded, connected and Lipschitz open subset of IR d ,
K be a separable Hilbert space.
Let F and G be two mappings such that
and, for all t
and such that there exists a positive number c 1 such that, for all t
Let us denote by H the closure of the set
Then, H is a Hilbert space equipped with the inner product of (L 2 (D)) d , and V is a Hilbert space equipped with the inner product of (
µ be a probability measure on H such that, for all r ∈ [1, ∞),
(Ω, F, P ) is a probability space,
and such that, P -a.s.:
where
We are now in position to state the existence result of a solution (u, p) to the stochastic Navier-Stokes equations (1) [6] . Again in view of Theorem 4.1, assuming (4) to (10) , it is equivalent to the existence of a martingale solution to (1).
Some definitions.
In this section, we recall the definitions of some above used properties. Given a separable Hilbert space K, a cylindrical K-valued F t -Wiener process is any "process" W formally defined as
Lipschitz domain, used in (4)
where (β i t : t ≥ 0, i = 1, 2, ...) are mutually independent standard real F t -Wiener processes defined on (Ω, F, P ), and {e i : i = 1, 2, ...} is an orthonormal basis of K. It is well known that the series defining W does not converge in K, but rather in any Hilbert spaceK such that K ⊂K and the injection of K inK is Hilbert-Schmidt (see e.g. [7] ). 
Mesurability and IL
Given now another (than K) separable Hilbert space U , with inner product (·, ·) U , we denote by IL 2 (K; U ) the space of Hilbert-Schmidt operators from K into U provided with the Hilbert norm associated to the scalar product defined, for all A and B in IL 2 (K; U ) by
Let again X and Y be Banach spaces. Given a σ-algebra G ⊂ F, we denote by L 0 (Ω, G, P ; Y ) the vector space of all the mappings h :
where E stands for the expectation. Analogously, we denote
. Now, let us recall that an F t -progressively measurable stochastic process with values in X is any stochastic process z :
, we say that z is F t -progressively measurable if there exists an F t -progressively measurable stochastic processẑ with values in X such thatẑ = z, dP × dt-a.e. We denote
If X is a Hilbert space, then the space
Vector-valued distributions, used in (12)
We now define distribution spaces because (12), will next be defined as a subspace of such a space.
Let again O be an open subset of IR n , and let Y be a complete lcstvs, that is a locally convex separated topological vector space (the case where it is not a Banach space is used in (23)
where L c stands for linear continuous (here, it is equivalent to sequentially continuous) and D(O) is the space of indefinitely differentiable functions with a compact support included in O. As usually, we denote
This provides a topological imbedding
The completeness (it could be relaxed in sequential completeness) of Y is assumed in order to get this imbedding which is essential (else, the space L c (D(O); Y) is still defined but it no longer "contains" continuous functions, and therefore it must not be denoted D and its elements must not be named "distributions").
3.6 Sobolev spaces, used in (7) and (12) 
These spaces are respectively endowed with the norms
where the infimum is taken for all the decompositions of f . 
Moreover, the duality pairing satisfies, for all
This duality property is frequently used to define H −1 . More generally, if 1 < r < ∞ and Y is reflexive, then 3.8 Separation of variables, used in (11) and (12) The separation of variable for functions, which maps
, extends by continuity in a one-to-one bicontinuous map from
) (the surjectivity, which is the hard point, is related to Schwartz's kernel theorem, see [9] for real values).
Using this map to identify the spaces, we get the topological equality
This identity allows us to consider u(ω) and p(ω) either as distributions on (0, T ) × D, as in (14) and (15), or as distributions on (0, T ) with values in a space of distributions on D, as in (11) and (12). 
Nonlinear term
3.10 Time-derivative GẆ t , used in (14)
Let U be a separable Hilbert space. Given G ∈ M 2 F t (0, T ; IL 2 (K; U )), its Itô's stochastic integral with respect to the cylindrical Wiener process W , denoted { t 0 G s dW s : 0 ≤ t ≤ T } is defined to be the unique continuous U -valued F t -martingale such that, for all g ∈ U and t ∈ [0, T ],
where each stochastic integral in the series is understood as an Itô's stochastic integral with respect to the corresponding real valued Wiener process. The series in (24) converges in L 2 (Ω, F t , P ; C([0, t])), for each t ∈ (0, T ], see [7] for details. Since
, its timederivative, that formally we will denote GẆ t , satisfies
because ∂ t is linear continuous from C, and therefore from L ∞ , into W −1,∞ . This applies here with U = (L 2 (D)) d , because, thanks to (7), (8), (9) and (11)
4 A generalization of de Rham theorem to processes.
We will associate a pressure p to a solution u of the variational Navier-Stokes equation by the following result.
Theorem 4.1 Let D satisfy (4), (Ω, G, P ) be a complete probability space and, given r
Then, there exists a unique
such that, P -a.s.,
Moreover, there exists a positive number c 2 (D), independent of h, such that, P -a.s.,
Proof. Let
be equipped with the norm of (H −1 (D)) d . Given w ∈ E, there exists a unique q ∈ L 2 (D) such that ∇q = w and D q dx = 0 and there exists a positive number c 2 (D), independent of w, such that
Indeed, by de Rham theorem, see for example [10] , there exists q 1 ∈ L 2 (D) such that ∇q 1 = w. Moreover, see for example Theorem 14 in [11] , thanks to hypothesis (4) on D,
satisfies (32). Its uniqueness is obvious since D is connected.
Then, we define a continuous
Now, let us give two properties that hold for P -almost all ω ∈ Ω. First, (27) gives, by definition (22), for all ϕ ∈ D(0, T ),
Since E is closed in (H −1 (D) ) d , these two properties give, by the first property of the following Lemma 4.2, for P -almost all ω ∈ Ω,
Since (26) and (34) give, now by the second property of Lemma 4.2,
Then, thanks to (32) and (33), its image p = Ah satisfies (28) to (31), see Section 3.7.
To complete the proof, it remains to check the following properties.
Lemma 4.2 Given a closed subspace F of a Banach space
Proof. In view of definition (18), (35) follows from the fact that, if h(ω) ∈ F , then it belongs to Y and h(ω) Y = h(ω) F and from the identity
This identity is a consequence of the two following properties:
(this imbedding holds because the σ-algebra B is generated by closed sets, and every closed set of F is closed in Y ).
-Second, if h is measurable into F , it is measurable into Y since, given B ∈ B(Y ), then h −1 (B) = h −1 (B∩F ) and B∩F ∈ B(F ) (this holds because, if B is closed in Y , then B ∩ F is closed in F ).
Let us now prove (36) in three steps. -First,
This is obvious since
Indeed, given mollifiers (ρ n ) n∈IN and a localizing sequence (
Cauchy sequence in L r (0, T ; F ) which is complete, and then h ∈ L r (0, T ; F ). The converse being obvious, (38) holds. In fact, this proof does not hold if r = ∞; in this case, it suffices to remark that
For s = 0, it is (38). For s > 0, it follows from (38) since W s,r = {h : ∂ n t h ∈ L r , n ≤ s}.
Then, k ∈ L r (0, T ; F ) by (38) and, since
The converse being obvious, (39) holds for s = −1.
since it is differentiable, it cancels at 0 and T , and it is constant on a neighbourhood of these two points. Then,
which lies in F since h ∈ D (0, T ; F ). With (37), this proves (40).
Finally, a similar proof may be given for s ≤ −2. It is left to the reader since this case is not used in the present work. 
Remark 4.3 In view of the proof of Theorem 4.1, (H
Finally, Theorem 4.1 extends to all s 1 ∈ IR by interpolation.
Proof of Theorem 2.2.
Let us remind, see for example [6] , that there exists a process u satisfying (11) and (17) -and therefore
- (13) and, P -a.s., the variational equation (2) for all t ∈ [0, T ] and v ∈ V. Differentiating (2) with respect to t (ω ∈ Ω being fixed), we get, in D (0, T ), (21) and ∇u, ∇v = − ∆u, v , this reads
therefore Theorem 4.1 provides p satisfying (12), (16) and ∇p = h, that is the Navier-Stokes equation (14). 
To get this imbedding it suffices to notice that every
, and therefore f ∈ W −1,∞ (0, T ; Y ) thanks to its definition in Section 3.6. -As seen in Section 3.9, the map v
which is included in E by (44). -Next, F (·, u) ∈ E thanks to (7), (8) , (9) and (11). -Finally, G(·, u)Ẇ t ∈ E by (25). This ends the proof of (43). (14) satisfies, in addition, P -a.s.,
It follows that
6 Nonexistence result for a body force valued in V .
From now, the assumptions on the body force F in (7), (8) and (9) are replaced by
Then, with all others assumptions (4) to (10) , the proof of the existence of a variational solution given in [6] provides a solution u of (3) instead of (2). It again satisfies (41) and then
Proceeding as in the proof of Theorem 2.2, we get
and, instead of (42),
The existence of a corresponding pressure is ruled out by the following result. 
that is Navier-Stokes equation (1) . 
The confusion follows from the use, in these proofs, of the same notation ·, · for the duality products in
Proof of Theorem 6.1. Would such a space, say X, exist, it should contain
, at least in the sense that there should be two linear injective maps i and j from these spaces into X. Then a linear injective map i from V into X would be defined by iϕ = i ϕ where ( ϕ(ω))(t) = ϕ for all ω and t. Similarly, we would define a linear injective map j from (
then ψ and Qψ should correspond to the same element of X, that is jψ = iQψ. The range of Q is V since by Hann-Banach theorem, any ϕ ∈ V possesses an extension ψ ∈ ((H 1 0 (D)) d ) , and then Qψ = ϕ. It is not one to one since, in the proof of Theorem 6.1, we built φ = 0 such that Qφ = 0.
Let us now give strong equations that, instead of Navier-Stokes one, are satisfied by solutions of (3). First, in V , we have, P -a.s., 
Q(∂
This explains why Navier-Stokes equation, which contains information on pressure, cannot contain terms lying in V .
