Abstract-A single-letter upper bound on the feedback capacity of a unifilar finite-state channel is derived. The upper bound is tight for all cases where the feedback capadty is known. Its emdency is also demonstrated by direct application of the bound on the dicode erasure channel, which results in a new capadty result. The bound is based on a new technique, called the Qcontexts mapping, where the channel outputs are recursively quantized to a finite set, called the contexts set.
INTRODUCTION
A finite-state channel (FSC) is a mathematieal model for channels with memory that has been applied to wireless communications and magnetie recording. In this model, the channel memory is encapsulated in astate whieh takes values from a finite set. A FSC is described by a state-dependent channel and a transition probability of the channel state conditioned on the input. output and previous channel state. In this paper, we focus on unifilar FSCs with feedback, as described in Fig. 1 , where the new channel state is a timeinvariant function of the previous state, the current input. and the current output.
The relationship between feedback capacity and dynamic programming (DP) first appeared in Tatikonda's thesis [1] and was later investigated in [2] - [6] for various channels with feedback. The need for this formulation arises from the fact that the feedback capacity is given by a limiting expression, which is hard to compute, but can be calculated using DP algorithms with significant less complexity.
A typical approach for solving DP problems is the known Bellman equation. Loosely speaking, if one can find a constant and a function which satisfy some fixed point equation, then the constant is the optimal reward (equivalent to the feedback capacity). This approach led to explicit capa city expressions of the trapdoor channel [6] , Ising channel [7] , [8] , inputconstrained erasure channel [9] and the input-constrained binary symmetrie channel [10] . The difficulty in the Bellman equation based approach is finding the function that satisfies this equation. Even for the case where the optimal policy only visits a sm a11 (e.g. finite) subset of the state space and the ac- tions associated with those states are essentia11y unconstrained, the derivation of this function is very cha11enging.
Nevertheless, computer-based simulations of DP provide bold insights on the feedback capacity expression. Specifica11y, standard simulations, as used in the above papers, give an analytie estimation of the capacity in an almost straightforward manner, whieh can be shown to be a lower bound on the capacity. It then remains to be shown that the lower bound is indeed tight, Le., to provide an upper bound. The focus of this paper is an efficient tool for calculating upper bounds on the capacity of unifilar FSCs.
Our main result in this paper is the derivation of a singleletter upper bound on the feedback capacity of unifilar FSCs. The derivations use a novel technique ca11ed the Q-contexts mapping which is based on the quantization of channel outputs into an arbitrary Markov chain. The upper bound is applied to the dicode erasure channel (DEC) and establishes its feedback capacity. The upper bound is also shown to be tight for the fo11owing channels: any channel where the state is computable at the decoder, the trapdoor channel, and the input-constrained erasure channel. Therefore, the derived upper bound provides a unified expression for a11 feedback capacities known so far.
NOTATION AND PRELIMINARIES
Throughout this paper, random variables are denoted by upper-case letters, such as X, while realizations are denoted by lower-case letters, e.g., x. Calligraphie letters, e.g. X, denote sets. We use x n to denote the n-tuple (Xl"", X n ) and X n to denote vectors of n elements, Le., x n = (Xl, X2, ... , x n ). For a dosed communicating dass, the period of anode is defined as the gcd of a11 natural numbers, n, such that there is a loop to this node with length n. It can be shown that the period is a dass property, Le., a11 nodes in a dosed dass have equal periods. A dosed dass is aperiodic if it has aperiod of 1.
The binary entropy is denoted by
H 2 (a) = -a log2 a -(1 - a) 10g2(1 -a),
C. Q-contexts mapping
The upper bound in this paper is based on the inequality: which hold for any set of mappings 1>i-l :
Gur interest is limited to the set of mappings which can be described by a time-invariant function 9 :
where
mapping is defined by a function g(.,.) or, equivalently, by a Q-graph with I Q I nodes, each taking a realization q E Q; an edge q ---+ q' with label Y exists if q' = 9 (q, y). We assurne that the Q-graph is finite and irreducible. These definitions imply that each node in the Q-graph has IYI outgoing edges.
An example for a Q-graph is illustrated in Fig. 2 . A (S, Q)-coupled graph is constructed as fo11ows:
1) Each node in the Q-graph is split into 151 nodes. Each node is now represented by a pair (05, q) E 5 x Q.
1 The letter 'Q' stands for quantization of channel outputs into the set Q. An outline of the proof appears in Section V.
Remark 1. The random variable (RV) Q is an auxiliary
RV representing the common knowledge that is shared by the encoder and decoder. Here, the auxiliary RV Q involves memory that is given by the Markov structure of the Q-graph, while mostly, auxiliary RVs are chosen to be independent and identica11y distributed (Ud.). Also note that the upper bound holds for a11 Q-graphs (with a single and aperiodic dosed dass in the (S, Q)-coupled graph), while in standard problems such as Wyner-Ziv and Gelfand-Pinsker the region is given for so me auxiliary RV Remark 5. An efficient method for finding the optimal Qcontexts is to study the corresponding DP. Standard simulations (See [6] , [7] , [9] ) produce a histogram of the DP states under an estimated optimal policy. The inaccuracy of such simulations follows from the required quantization on the DP parameters.
When the resulting histogram of the DP states is discrete, Le., only a finite number of DP states are visited, then the Qgraph can be extracted from the DP simulation. Specifically, each visited DP state is taken as anode in the Q-graph, where the labelled edges are taken as the evolution of the DP states.
IV. EXAMPLES
In this section, we will show that the general framework provided by the upper bound gives concrete results. Indeed, we show that the upper bound is tight for all the known capacity results from the literature. Due to lack of space, we will cover four scenarios, each of which has its own merit. The first is a sub-family of the unifilar channels where singleletter capacity is already known. The second example focuses on the computability of the upper bound. The third presents a new capacity result and, finally, we illustrate how the choice of Q-graphs might effect the upper bound performance.
A. Channel state is a function of the outputs
In [2] , a sub-family of the unifilar channels was studied for the case where the state is a function of the last output, Si = !(Yi), and it was shown that is sufficient to study the case where Si = Yi. The authors showed that for channels with strongly irreducible and aperiodic states 2 , Although not mentioned explicitly by the authors of [2] , it is believed that they knew that their methods could be easily extended to channel states of the form s' = ! (s, y). In this case, the feedback capacity is Gib = rnaxp xls I(X; YI8), where the joint distribution is PY lx,sPx IS7rS. Fig. 2. Each edge is labe11ed by a pair (x, y) . where cp stands for the "don't care" symbol, i.e., a11 possible outputs.
Since in this case the decoder knows the channel state, we can choose the Q-graph as the states graph if it is aperiodic 3 . Thus, a direct application of Theorem I gives Gib ~ rnaxPxlsEPn I(X; Y18) with PY lx,sPx IS7rS. Note that application of Theorem I requires the states to be strongly connected and aperiodic, while in [2] , the states should be strongly irreducible and aperiodic.
B. Input-constrained binary erasure channel (BEC)
The setting consists of a BEC, where the input sequence must satisfy the (1,00 )-RLL constraint, Le., no consecutive ones are allowed. This setting does not fall in the dassical definition of unifilar FSCs. However, it is possible to convert the input constraint into a channel state, Si = Xi, and to derive the upper bound presented in Theorem 1, when the maximization should be on constrained inputs.
Consider the Q-contexts mapping presented earlier in Fig.  2 , and its corresponding (8, Q)-coupled graph in Fig. 3. Fig.  3 illustrates that the (8, Q)-coupled graph has a single dosed communicating dass consisting of all nodes but (q2, S = 0), and it is aperiodic since there is a loop of length l. The following is a direct application of Theorem 1:
The feedback capacity of the input-constrained BEC is bounded by:
The upper bound in Theorem (2) is tight as was shown in [9] .
Proo.f' F or the input -constrained channel, p( X = 11 S = 1, q) = 0 for all q and, therefore, the matrix p(xls, q) can be parameterized for only one entry p(x = 11s = 0, ql) = P, where 0 ~ P ~ l. Ca1culation of the stationary distribution 
I(X, S; YIQ) p(xls,q)EPn
. .
where (a) follows from 71"2,0 = ° and the notation:
71"1,0 + 71"1,1
and Li,j 71"i,j = 1 and (c) follows by exchanging the maximization variable to be pi ~ ~.
•
C. Dicode erasure channel (DEC)
The DEC [11], [12] , as described in Fig. 4 , is a quantized version of the known dicode channel with additive white gaussian noise (AWGN). Specifically, a binary input to this channel is filtered with a discrete-time linear filter described by 1 -D, Le., the filter outputs Xi -Xi-I, which is then transmitted through an erasure channel. ~~'
~?1': The upper bound provided in Theorem 3 is tight. Due to lack of space, the proof of Theorem 3 is not presented and comprises the ca1culation of (1) with the Q-graph in Fig. 5 . The derivation of its tightness is omitted as weIl. 
D. Trapdoor Channel
The trapdoor channel was invented by Blackwell [13] In [6] , the feedback capacity for the trapdoor channel with p = 0.5 was shown to be log2 1+ 2 V5. By considering the Qcontexts in Fig 6 , we obtain the results in Fig. 7 ; the upper bound (red line) is derived by grid-optimization of Theorem 1, while the lower bound (blue line) is achieved by the DP simulation of the corresponding channel.
In Fig. 7 , the bounds coincide at p = 0.5, while for parameters p~0.5 they diverge. To emphasize how the upper bound behaves as a function of the Q-graph, we choose another Q-graph, described in Fig. 8; then, Fig. 9 presents the lower bound from Fig. 7 together with the new upper bound by the Q-graph in Fig. 8 . It can be seen that the new upper bound has a significant improvement with compare to the upper bound in Fig. 7 . Trapdoor channel -camparis on between a lower bound (LB) on feedback capacity that is achieved from DP simulation. and an upper bound on the capacily provided by Theorem I wilh the Q2-graph in Fig. 8 .
V. PROOF OUTLINE FOR THEOREM 1
The proof comprises of three building blocks; the first step encapsulates the essence of our bound: i=l for all Q-contexts.
The second step is to show that maximization over stationary input distributions is sufficient. This step relies heavily on the DP formulation of the upper bound. Then, we use a known result from the literature to show the existence of an optimal stationary policy, which is equivalent to a stationary input distribution. This second step is summarized as follows:
Lemma 2 (Step 2). It is sulficient to maximize over timeinvariant input distributions.
Finally, the ca1culation of the RHS in (4) with stationary input distributions can be taken. A minor restriction on the maximization domain verifies the existence of a stationary distribution for (.5, q). where PY,x,s,Q = PYIX,SPxIS,Q'lrS,Q.
