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Signature of the time–dependent hydrodynamic interactions
on the collective diffusion in colloidal monolayers
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It has been shown recently that the coefficient of collective diffusion in a colloidal monolayer is
divergent due to the hydrodynamic interactions mediated by the ambient fluid in bulk. The analysis
is extended to allow for time–dependent hydrodynamic interactions. Novel observational features
specific to this time dependency are predicted. The possible experimental detection in the dynamics
of the monolayer is discussed.
PACS numbers: 82.70.Dd, 47.57.eb, 05.70.Ln
I. INTRODUCTION
A colloidal monolayer is formed when colloidal particles are constrained to stay in a surface. This confinement can
be achieved in several manners: particles trapped by wetting forces at the interface between two fluids (typically,
air and water, or oil and water) [1], non-buoyant particles sedimented at the bottom of a fluid phase [2], particles
trapped by optical tweezers into predetermined configurations [3]. The monolayer behaves for most practical purposes
as a two–dimensional (2D) system. This renders the monolayer a practical physical system to address fundamental
questions experimentally that concern the role of the spatial dimensionality on the mechano-statistical properties of
many–body systems. A nice illustration of this usefulness was the first experimental confirmation of the Kosterlitz–
Thouless scenario for melting in 2D systems [2].
The dynamics of colloids may be strongly influenced by the hydrodynamic interactions mediated by the ambient
fluid in which they are immersed (see, e.g., Ref. [4]). Therefore, although a colloidal monolayer is a 2D system,
the dynamics may include a contribution from 3D hydrodynamic interactions by an unconfined ambient fluid. This
configuration can be called “partial confinement” of the system “colloid + ambient fluid”, and it provides a different
scenario from absence of confinement (i.e., 3D colloid in bulk) and from complete confinement (a monolayer embedded
in a likewise confined fluid, e.g., in a slit pore or in a liquid film [5]).
Recently, the analysis of a theoretical model for the “partial confinement” configuration has shown [6] that, as a
consequence of the hydrodynamic interactions, the collective diffusion in the monolayer is anomalous on spatial scales
above a certain characteristic length Lhydro. This prediction has been confirmed experimentally by the measurement,
through dynamic light scattering, of a diverging coefficient of collective diffusion [7, 8]. This unique feature of “partial
confinement” (as opposed to absence of and to complete confinement) follows from the contribution of the long–ranged
part of the hydrodynamic interactions in the linearized equation for density perturbations. This theoretical prediction
assumes that the hydrodynamic interactions are established instantaneously. This is a good approximation in many
experimental situations and simplifies considerably the theoretical modelling. However, there can be configurations
in which the relaxation of the ambient flow vorticity cannot be neglected. In this work, the model introduced in
Ref. [6] is extended to incorporate this effect. The analysis reveals a second characteristic length Lcross (much larger
than Lhydro), above which the dynamics of density perturbations crosses over to a non–diffusive behavior dominated
by the time–dependency of the hydrodynamic interactions, that exhibits specific features associated to the “partial
confinement”. This is actually a novel prediction for the observation of time–dependent hydrodynamic interactions,
facilitated in this case by the configuration of “partial confinement”.
In Sec. II we introduce the extension of the theoretical model of Ref. [6] that incorporates the evolution of the
velocity field in the ambient flow, modelled with the time–dependent Stokes equation. An equation for the evolution
of the monolayer density is derived and solved in the limit of small deviations from homogeneity. Two opposite limiting
cases of the solution are discussed, namely, the limit of instantaneous establishment of the hydrodynamic interaction
(Sec. II A), so that the model of Ref. [6] is recovered, and the “thermodynamic limit” of density perturbations with
infinite spatial extension (Sec. II B), so that the crossover length scale Lcross is probed by the dynamics. In Sec. III the
possibility of the experimental observation of time–dependent hydrodynamic interactions via the monolayer dynamics
is thoroughly discussed and estimates are provided for the relevant length and time scales in realistic experimental
conditions. Sec. IV summarizes the conclusions.
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2II. THEORETICAL MODEL
We consider the simplest physical model that exhibits the relevant phenomenology as introduced in Ref. [6], namely
a collection of particles restricted to move in the plane z = 0 but subjected to the hydrodynamic interaction mediated
by an ambient fluid filling the whole space. As discussed in Ref. [9], modifications of this model to describe more
realistic experimental configurations (e.g., particles confined to the planar interface at z = 0 between two different
fluids) do not alter the qualitative picture. The following fields are defined (with r = (x, y) denoting the position in
the monolayer plane at z = 0):
(i) The 2D particle number density field, ̺(r, t), in the monolayer plane.
(ii) The in–plane (2D) velocity field, v(r, t), of the flow of particles.
(iii) The 3D velocity field, u(r, z, t), of the flow of the ambient fluid.
(iv) The average total force per particle, ftot(r, t), which is a “generalized” or “thermodynamic” force and accounts
for the effect of Brownian diffusion, of the direct (“static”) interactions between the particles, and of the external and
confining forces.
These fields are related to each other by the following equations, expressing physical laws and simplifying assumptions:
(A) Particle number conservation in the monolayer plane:
∂̺
∂t
= −∇ · (̺v), ∇ :=
(
∂
∂x
,
∂
∂y
)
. (1)
(B) Particle motion in the so-called point–particle (Oseen) approximation:
v(r, t) = Γftot(r, t) + u(r, z = 0, t), (2)
together with the time–dependent Stokes equation for incompressible flow (denoting x := r+zez and ∇x := ∇+ez∂z),
ρfluid
∂u
∂t
= η∇2
x
u−∇xp+ δ(z)̺(r, t)ftot(r, t), (3a)
∇x · u = 0, (3b)
with the boundary condition of vanishing fields at infinity. Here, Γ is the mobility of an isolated particle, ρfluid is the
mass density of the ambient fluid, η its kinematic viscosity, p(x) is the pressure field enforcing the 3D incompressibility
constraint (3b), and the Dirac delta in Eq. (3a) describes the geometrical confinement of the particles to the plane
z = 0. Physically, Eq. (2) represents the motion of a particle in the overdamped regime under the effect of the total
force as if isolated (Stokes drag) plus the advection by the ambient fluid flow, evaluated at the confining plane. The
ambient flow, in turn, is determined by Eqs. (3) self–consistently in terms of the motion of the particles.
The point–particle approximation incorporates only the dominant contribution of the hydrodynamic interaction in
the limit that the interparticle separation is much larger than the size and the hydrodynamic radius of the particles
(dilute regime). It is possible to relax this hypothesis to some extent by allowing for a dependence of Γ on the
density ̺, which should account for the short–separation contributions by the hydrodynamic interaction (see, e.g.,
Refs. [10–15]). This would not affect, however, the conclusions [9].
This model for the ambient flow includes the diffusion of the vorticity in the regime of low Reynolds and Mach
numbers. This is the point of departure from the model addressed in Refs. [6, 9], which assumes that the ambient
flow adapts instantaneously to a given particle configuration (i.e., one sets ∂tu = 0 in Eq. (3a)).
(C) Particles are confined to the plane z = 0, i.e., ez · v(r, t) = 0, implying from Eq. (2) that
ez · ftot(r, t) = − 1
Γ
ez · u(r, z = 0, t). (4)
It is straightforward to show that if the pair {u(r, z, t), ftot(r, t)} satisfies Eqs. (3), so does the specular reflection with
respect to the plane z = 0 (i.e., the pair obtained by the transformation z → −z, uz → −uz, ez · ftot → −ez · ftot,
everything else unchanged). Therefore, a solution to Eq. (4) is
ez · ftot(r, t) = 0 (5)
by continuity of the velocity field u at z = 0. Physically, if the net force on the particles points in the confining plane,
their motion only induces, in the point–particle approximation, an in-plane ambient flow when evaluated at the plane.
3The condition expressed by Eq. (5) is actually an equation for the unknown constraining force, that can be used
to eliminate any explicit mention to this force in the model equations: one can replace ftot(r, t) in Eqs. (2,3) by the
projection onto the z = 0 plane of all the forces other than the constraining force (i.e., Brownian, interparticle, and
external). We denote this projection simply as f(r, t), which by construction points in the confining plane.
(D) This latter force f(r, t) is assumed to be given as a function solely of the density field ̺(r, t). A usual implemen-
tation of this assumption is the approximation of local thermal equilibrium, i.e., at each point the colloidal monolayer
is assumed locally in intrinsic local equilibrium, and the flow of particles is driven by gradients of the local chemical
potential as given by thermodynamics (and thus given as a function of the local density at the isothermal conditions
appropriate for a colloid):
f = −∇µ = − ∂µ
∂̺
)
T
∇̺. (6)
More sophiscated approximations to the functional form of f can be used in order to get expressions valid in a wider
range of length scales or in situations very far from equilibrium. However, here only Eq. (6) will be used for simplicity,
because it suffices to illustrate the phenomenology we are interested in.
In conclusion, Eqs. (1–6) form a closed set of equations for the evolution of the monolayer as described by the density
field ̺(r, t). Assuming that there are no external force fields, f(r) will vanish in a homogeneous state, ̺(r, t) = ̺hom,
so that the latter is a stationary solution of the model equations. They can be linearized about this reference solution,
̺(r, t) = ̺hom + δ̺(r, t) with |δ̺| → 0, so that
∂δ̺
∂t
≈ −Γ̺hom∇ · δf − ̺hom∇ · u(r, z = 0), (7a)
ρfluid
∂u
∂t
≈ η∇2
x
u−∇xp+ δ(z)̺homδf(r, t), (7b)
∇x · u = 0, (7c)
δf ≈ − D0
Γ̺hom
∇δ̺, (7d)
D0 := Γ̺hom
∂µ
∂̺
)
T
(̺ = ̺hom). (7e)
The coefficient of collective diffusion, D0, can be related to the isothermal compressibility of the monolayer in the
reference homogeneous state (see Eq. (D1)). Although one usually considers D0 > 0 (the reference homogeneous
state is stable), it is also of interest to consider the influence of the hydrodynamic interactions on the dynamics of
an unstable state, D0 < 0 (an example of experimental relevance is the clustering in a monolayer under the effect of
capillary attraction [6, 16–19]). Therefore, in the calculations in the rest of the paper no assumption will be made
concerning the sign of D0.
It is instructive to discuss how Eqs. (7) would be modified in the cases of absence of or complete confinement,
respectively. The key issue is that, although the 3D ambient flow is incompressible, see Eq. (7c), the continuity
equation for the monolayer incorporates only the ambient flow in the monolayer plane, z = 0, see Eq. (7a), and this
needs not be incompressible. This fact and the long–ranged nature of the hydrodynamic interactions co-act to yield
a divergent correction of the coefficient of collective diffusion in the limit of instantaneous hydrodynamic interactions
[6]. In the absence of confinement (i.e., 3D continuity equation in 3D ambient flow) or in the case of complete
confinement (2D continuity equation in 2D ambient flow), there would be no explicit dependence on the ambient
velocity field u in the linearized continuity equation due to the incompressibility constraint. This does not mean that
hydrodynamic interactions would not affect diffusion, but only that this would occur through nonlinear corrections
or, more generally, through mode–coupling terms that would also incorporate the short–range contributions by the
hydrodynamic interactions. Explicit calculations and simulations of a 3D colloid (see, e.g., Refs. [10–15]) show that
these effects lead at most to a finite renormalization of the diffusion coefficient in the form of a density–dependent
mobility, as mentioned briefly before.
In order to solve Eqs. (7), one introduces the Laplace transform in time and the Fourier transform in the spatial
variables:
ˆ̺(k, s) :=
∫ +∞
0
dt e−st
∫
d2r e−ik·rδ̺(r, t), (8a)
4uˆ(k, q, s) :=
∫ +∞
0
dt e−st
∫
d2r
∫ +∞
−∞
dz e−ik·r−iqzu(r, z, t). (8b)
For an initial condition ̺(r, t = 0) = ̺0(r), u(r, z, t = 0) = 0, Eqs. (7) become
s ˆ̺(k, s)− ˆ̺0(k) ≈ −D0k2 ˆ̺(k, s)− ̺hom
∫ +∞
−∞
dq
2π
ik · uˆ(k, q, s), (9a)
[
ρfluids+ η(k
2 + q2)
]
uˆ(k, q, s) ≈ −D0
Γ
[
I − (k+ qez)(k + qez)
k2 + q2
]
· (ik)ˆ̺(k, s). (9b)
One can evaluate the integral term in Eq. (9a):
∫ +∞
−∞
dq
2π
ik · uˆ(k, q, s) = D0k
2
Γ
ˆ̺(k, s)
∫ +∞
−∞
dq
2π
q2
[k2 + q2] [ρfluids+ η(k2 + q2)]
=
D0k
2 ˆ̺(k, s)
̺hom
H(k, s), (10)
where we have defined the auxiliary function
H(k, s) := 2
Lhydrok
[
1 +
√
1 +
τωs
(Lhydrok)2
]−1
, (11)
in terms of the length scale
Lhydro :=
4ηΓ
̺hom
, (12)
introduced in Ref. [6], and the time scale
τω :=
ρfluidL
2
hydro
η
, (13)
associated to the relaxation of the ambient vorticity on the length scale Lhydro. The solution of Eq. (9a) is written as
ˆ̺(k, s) = ˆ̺0(k)Gˆ(k, s), (14)
with the Green function
Gˆ(k, s) :=
1
s+D0k2[1 +H(k, s)] . (15)
Thus, the function H(k, s) encodes the effect of the hydrodynamic interactions on the dynamics of the monolayer.
The goal is to study the analytical properties of the Green function Gˆ(k, s) and, more interestingly, of its inverse
Laplace transform, given by the Mellin formula,
G(k, t > 0) =
∫
C
ds
2πi
estGˆ(k, s), (16a)
with the integration path
C := {Re s = p > 0 constant and to the right (16b)
of any singularity in the complex s–plane} .
As we shall see, G(k, t) is directly related to the experimentally relevant intermediate scattering function. Its depen-
dence on t is controlled by the structure in the complex s–plane of the function Gˆ(k, s). This is analyzed in App. A
and here we summarize the relevant conclusions. A crossover length scale, associated to the time scale τω, appears
naturally as
Lcross :=
L3hydro
τω|D0| . (17)
5Notice that, unlike Lhydro, this length scale depends on the specific form of the interaction potential between the
particles through the value of the diffusion coefficient D0. It can be assumed that Lhydro < Lcross (actually, Lhydro ≪
Lcross in realistic configurations, see the discussion in Sec. III). In the complex s–plane (see left part of Fig. 3), the
function Gˆ(k, s) has a branch cut discontinuity in the negative real axis with a branching point at
sbranch = − (Lhydrok)
2
τω
, (18)
and either (i) a single real pole if D0 < 0, or if D0 > 0 and Lcrossk & 1, or (ii) two complex conjugate poles if D0 > 0
and Lcrossk . 1. Consequently, the inversion in Eq. (16) is written as the sum of a contribution by the poles and
a contribution by an integral along the branch discontinuity, see Eq. (A6). Although this general expression can be
applied to study the two cases, it is physically more illuminating to consider two limiting situations which provide
the correct qualitative picture, namely, the limit Lcross →∞ for case (i), interpreted as τω → 0 or time–independent
hydrodynamic interactions, and the limit k → 0 for case (ii), interpreted as the “thermodynamic limit”.
A. Time–independent hydrodynamic interactions
In the limiting case in which the hydrodynamic interactions are established instantaneously, one recovers the results
presented in Ref. [6]. This limit means that the time τω is much shorter than any other time of interest and corresponds
mathematically to the limit τω → 0 in the Green function: from Eq. (11), one gets H(k, s) ∼ H(k, 0) = 1/(Lhydrok)
and from Eq. (15),
Gˆ(k, s) ∼ 1
s+D0k2[1 +H(k, 0)] . (19)
It is useful to introduce the k–dependent time scales
τ0(k) :=
1
|D0|k2 (20)
(corresponding to normal diffusion) and
τ1(k) :=
τ0
H(k, 0) =
Lhydro
|D0|k . (21)
Therefore, since the Green function in Eq. (19) has only a simple pole in s, Eq. (16) predicts an exponential dependence
in time,
G(k, t) = e
−(sign D0)t
[
1
τ0
+ 1
τ1
]
. (22)
(That is, the inversion of the Laplace transform is dominated by the contribution of the single pole in the real axis;
the contribution of the branch cut discontinuity is negligible because the branching point moves to infinity in the limit
τω → 0, see Eq. (18)). The meaning of the length scale Lhydro defined in Eq. (12) is now clear: if Lhydrok ≫ 1, the
evolution of the Fourier modes is controlled by the time scale τ0(k) and they follow normal diffusion with a constant
D0 (actually, “antidiffusion” if D0 < 0). In the opposite case, Lhydrok ≪ 1 and the evolution is controlled by the
time scale τ1(k), so that the Fourier modes exhibit anomalous diffusion (superdiffusion, to be more precise), i.e.,
exponential dependence in time with a diffusion coefficient diverging as k → 0. Physically, the length scale Lhydro
separates the regimes when the evolution of the monolayer density is dominated, in Eq. (7a) or in Eq. (9a), by diffusion
properly (and one approximates 1 +H(k, 0) ≈ 1 in Eq. (19)) or by advection by the time–independent ambient flow
(and 1 +H(k, 0) ≈ H(k, 0) in Eq. (19)).
It is clear from Eq. (11) that the approximation τω → 0 and the “thermodynamic” limit, k → 0, do not commute.
Since the inverse Laplace transform is controlled by the pole at s = −sign D0/τ1(k) when setting τω = 0, the previous
conclusions are valid provided k is small but still large enough that it holds
τω |s|
(Lhydrok)2
∣∣∣∣
s=1/τ1(k)
≪ 1 ⇔ 1≪ Lcrossk, (23)
in terms of the crossover length scale defined by Eq. (17). Therefore, the regime of anomalous diffusion described
by Eq. (22) must be interpreted as an intermediate asymptotics, Lhydro ≪ k−1 ≪ Lcross. Physically, the restriction
in Eq. (23) means that the ambient vorticity of mode k relaxes much faster than the characteristic time scale of
particle diffusion over a length scale ∼ k−1. If this scale is so large that Lcrossk ≪ 1, however, one cannot neglect the
dynamical evolution of the ambient fluid vorticity. This is addressed next.
6B. Time–dependent hydrodynamic interactions
Consider now the “thermodynamic limit”, i.e., the limit k → 0 of the Green function without the restriction
described by Eq. (23). As shown in App. B, both the branch point and the singularities of Gˆ(k, s) approach zero as
k → 0, whereby a new time scale appears naturally that is defined as
τ2(k) :=
(
τω
4|D0|2k4
)1/3
, (24)
to be compared with τ0(k) and τ1(k) in Eqs. (20, 21). The inversion in Eq. (16) is thus dominated by the behavior of the
Green function near s = 0 in the limit k → 0, so that one can approximate 1+H(k, s) ∼ 1+H(0, s) ∼ H(0, s) = 2/√τωs
and
Gˆ(k, s) ∼ 1
s+D0k2H(0, s) . (25)
Physically, this means that the evolution of the monolayer density is dominated, in Eq. (7a) or in Eq. (9a), by
advection by the ambient flow, in turn determined by neglecting the in–plane shear in Eq. (7b) or in Eq. (9b), but
not the time dependence.
The evaluation of the Mellin formula (16) with the approximation (25) is described in App. B. The result is
summarized in the scaling behavior
G(k, t) = γ
(
t
τ2(k)
)
, (26a)
with the scaling function
γ(u) =


4
3
e−u/2 cos
√
3
2
u− I(u), D0 > 0,
2
3
eu + I(u), D0 < 0,
(26b)
where [20]
I(u) :=
1
π
∫ ∞
0
dx
√
x
x3 + 1
e−ux. (26c)
Unlike in the limiting case addressed in the previous subsection, the contribution of the branch cut is now as important
as the one by the singularities of the Green function.
Figures 1 and 2 show plots of the scaling function γ(u). Some relevant properties are derived in App. C: the function
γ(u) is regular and infinitely differentiable if u > 0; at u = 0, its second derivative does not exist, behaving as
γ(u→ 0) ∼ 1− 4sign D0
3
√
π
u3/2. (27)
In the opposite limit one has the asymptotic behavior
γ(u→ +∞) ∼


− 1
2
√
πu3/2
, D0 > 0,
2
3
eu, D0 < 0.
(28)
When D0 > 0, the oscillatory behavior in time of G(k, t) (with a characteristic time τ2(k)) and the long–time
algebraic decay, G(k, t) ∼ t−3/2, are the signatures of the time dependence of the hydrodynamic interactions. If
D0 < 0, G(k, t) grows exponentially in time, as in the absence of hydrodynamic interactions, but the time dependence
of the hydrodynamic interaction shows up in the specific k–dependence of the characteristic time scale, τ2 ∝ k−4/3.
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FIG. 1. The scaling function γ(u) for D0 > 0 given by Eq. (26b) (thick, blue line), together with the predicted asymptotic
behaviors for small and large values of the argument, see Eqs. (27) and (28) respectively (thin, red lines).
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FIG. 2. Same as Fig. 1 but for D0 < 0.
III. FEASIBILITY OF EXPERIMENTAL OBSERVATION
The Green function G(k, t) has an immediate relationship with experimentally accessible quantities because it is
basically the intermediate scattering function F (k, t) of the monolayer, which can be measured with dynamic light
scattering experiments [4]. If the monolayer consists of N particles, the function F (k, t) is defined in terms of an
ensemble average over equilibrium configurations as [21]
F (k, t) :=
1
N
〈 ˆ̺(k, t)ˆ̺(−k, 0)〉 = G(k, t)S(k), (29)
when Eq. (14) is applied. Here, the structure factor S(k) := 〈| ˆ̺0(k)|2〉/N is independent of the hydrodynamic inter-
actions and determined completely by thermodynamic equilibrium. If k−1 is larger than the equilibrium correlation
length, one can approximate S(k) by a constant and the relevant dependence on k and t is determined completely by
the Green function.
The results of the previous Section can be summarized in the following three expected regimes for the intermediate
scattering function (for definiteness, we assume the case of a stable reference state, i.e., D0 > 0):
(1) Regime of negligible hydrodynamic interactions, k−1 ≪ Lhydro: the function F (k, t) exhibits normal diffusive
behavior, i.e., exponential decay in time with a characteristic time that scales as k−2, see Eq. (20), so that it is
possible to define a diffusion coefficient.
(2) Regime of dominant instantaneous hydrodynamic interactions, Lhydro ≪ k−1 ≪ Lcross: the function F (k, t) still
decays exponentially in time, but with a characteristic time that scales as k−1, see Eq. (21), and satisfying
τ1(k)
τω
=
Lcross
Lhydro
1
Lhydrok
≫ 1. (30a)
Therefore, it is possible to define a k–dependent diffusion coefficient, but not a diffusion constant as the limit k→ 0.
(3) Regime of dominant time–dependent hydrodynamic interactions, Lcross ≪ k−1: the function F (k, t) exhibits
8damped oscillations and algebraic decay in time (see Fig. 1) with a characteristic time that scales as k−4/3, see
Eq. (24), and satisfying
τ2(k)
τω
=
(
Lcross
Lhydro
)2
1
(
√
2Lcrossk)4/3
≫ 1. (30b)
Therefore, the dynamics of the monolayer density cannot be characterized as diffusive at all.
In order to provide quantitative estimates, we consider by way of example a collection of spherical colloidal particles
(radius R) immersed in water at room temperature, for which η ≈ 10−3 N s/m2, ρfluid ≈ 103 kg/m3. The 2D packing
fraction of the colloid is denoted as φ = πR2̺hom. The particle mobility Γ can depend on φ in order to account
for the effect of the short–distance hydrodynamic interactions; this would amount to replacing Γ by Γ(̺ = ̺hom) in
Eqs. (7). To our knowledge, however, there are no studies of this dependency in the case of monolayers. For bulk
colloids, plenty of works have shown that the specific interparticle forces will affect this dependency, also whether Γ
decreases or increases with φ (see, e.g., Refs. [12, 14, 15, 22]). Therefore, it is difficult to advance a conjecture on the
behavior of the function Γ(φ) for a monolayer. Here, we simply assume (without convincing justification, however)
that the variation of Γ with φ is less than an order of magnitude, as is the case in bulk colloids. Thus, one can take
the value of Γ for an isolated particle (dilute limit) for reference purposes: this can be estimated with Stoke’s drag
formula for no–slip boundary conditions as Γ ≈ 1/(6πηR). Finally, the diffusion coefficient D0 will also depend on φ
according to the interparticle forces; this dependency is studied in App. D for several realistic models. For reference
purposes, we quote its value for an ideal gas at room temperature, Dideal ≈ 0.04Γ× 10−19 J, see Eq. (D2). However,
unlike Γ, the coefficient D0 can change with φ by orders of magnitude (see Fig. 6).
With these choices for the parameter values, the relevant length scales of the model are estimated as
Lhydro
µm
≈ 2
3φ
R
µm
, (31a)
Lcross
µm
≈ 3× 10
6
φ
Dideal
D0(φ)
(
R
µm
)2
, (31b)
and the relevant time scales are
τω
s
≈ 0.4× 10
−6
φ2
(
R
µm
)2
, (31c)
τ2(k = 1/Lcross)
s
≈ 6× 10
6
φ2
(
Dideal
D0(φ)
)2(
R
µm
)4
. (31d)
Several observations are in order:
(i) The ratio
Lcross
Lhydro
≈ 5× 10
6
φ
Dideal
D0(φ)
R
µm
, (32)
will be very large in any case, also for the smallest colloidal particles, R ∼ 1 nm. Therefore, the separation of scales,
Lhydro ≪ Lcross, assumed in the theoretical analysis holds under realistic conditions.
(ii) The length scale Lhydro is much larger than the mean interparticle separation, ℓ ∼ R/
√
φ, only for a dilute system.
A dense system has Lhydro ∼ ℓ, and therefore the regime of normal collective diffusion, k−1 ≪ Lhydro, would be
masked in such case presumably by single–particle effects.
(iii) The time scale for relaxation of the velocity of a single particle, on which the overdamped approximation (2)
is based, can be estimated as τrelax ∼ ̺fluidR2/η (see, e.g., [4]), so that τω/τrelax ∼ (Lhydro/R)2 ∼ φ−2. Therefore,
τω > τrelax and, in view of Eqs. (30), the relevant time scales are consistent with the approximation of overdamped
motion.
The anomalous diffusion predicted in the intermediate regime Lhydro ≪ k−1 ≪ Lcross has been observed experimen-
tally: the reinterpretation of old experimental data obtained through dynamic light scattering [7] allows one to con-
clude that the coefficient of collective diffusion diverges [8]. The monolayer of this experiment can be modelled as a col-
lection of hard disks of radius R ≈ 120 nm, the probed values of the packing fraction being in the range φ ≈ 0.12−0.57.
The above estimates give the range Lhydro ≈ 0.1 − 0.7 µm, Lcross ≈ 6 − 200 mm, τ2(k = 1/Lcross) ≈ 10 − 105 s for
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FIG. 3. Analytical structure of Gˆ(k, s). The complex s–plane (left) and the complex w–plane (right) are related by the
conformal transformation (A1). The thick blue line in the s–plane is the branch cut, which is transformed into the excluded
region Re w < 0 in the w–plane. The symbols indicate the relative positions of the singularities of Gˆ(k, s): “+” when D0 > 0
and k < kc, “X” when D0 < 0 or when D0 > 0 and kc < k. The red line is the integration path in the Mellin formula (Eq. (16)
or Eq. (A3)); the dashed red lines correspond to the paths KR and LR (see Eq. (A6)) completing the original path into a closed
contour.
this experimental configuration, so that the crossover to the regime of time–dependent hydrodynamic interactions is
technically unobservable. However, it is possible to reduce the values of Lcross and τ2 by considering smaller parti-
cles or a denser monolayer. For instance, a monolayer formed by charged nanoparticles with R ∼ 10 nm, at high
densities (φ ∼ 1) such that one could assume D0/Dideal ∼ 102 (see Fig. 6), is predicted to have Lhydro ∼ 7 nm,
Lcross ∼ 3 µm and τ2(k = 1/Lcross) ∼ 6 µs. Therefore, the observation of the crossover and of the signature by the
time–dependent hydrodynamic interactions on the intermediate scattering function, see Fig. 1, should be within reach
of up-to-date experimental techniques. Actually, given that Lcross can have values in the micrometer range, the effect
of ambient vortex relaxation on the collective dynamics could be relevant, beyond light scattering observations, for
the macroscopic rheological properties of the monolayer.
IV. CONCLUSIONS
We have generalized the result on anomalous diffusion in colloidal monolayers derived in Ref. [6] by including the
relaxational dynamics of the vorticity in the ambient fluid. In this expanded framework, the result predicted in Ref. [6]
and observed experimentally in Ref. [7, 8] must be understood as an intermediate asymptotic behavior. Two well
separated length scales, Lhydro and Lcross, have been identified that separate three dynamical regimes in the evolution
of the monolayer: on spatial scales well below Lhydro, the effect of the hydrodynamic interactions mediated by the
ambient fluid is negligible. On scales between Lhydro and Lcross, the collective dynamics of the monolayer is dominated
by the hydrodynamic interactions as if instantaneous, and the model of Ref. [6] is recovered. Finally, on scales well
above Lcross a novel dynamical regime is predicted where the time dependency of the hydrodynamic interactions is
relevant. We have discussed how each regime would appear in the experimentally accessible intermediate scattering
function. We have provided a detailed discussion of the influence of the system parameters on the values of the lengths
Lhydro and Lcross, and of the possible observation of the features specific to the different dynamical regimes.
Appendix A: Analytic structure of Gˆ(k, s)
The presence of a square root in the definition of the function Gˆ(k, s), see Eqs. (11, 15), implies that it is defined in
the complex s–plane with a branching point, see Eq. (18), and cut along the negative real axis between the branching
point and −∞, see Fig. 3. It is useful to define a conformal transformation to a new complex variable as
w =
√
1− s
sbranch
, (A1)
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that maps the cut s–plane into the half–plane Re w > 0. We introduce the auxiliary quantities
σ := sign D0, (A2a)
λ := σ
Lhydro
Lcross
=
τωD0
L2hydro
, (A2b)
kc :=
2σ
Lcross
(1− λ)−1, (A2c)
in terms of the length scales defined in Eqs. (12, 17), so that the Mellin formula (16) becomes
G(k, t > 0) =
∫
C′
dw ξ(w, t), (A3a)
with the integrand
ξ(w, t) :=
w(1 + w)e(1−w
2)tsbranch
iπP (w)
, (A3b)
P (w) := w3 + w2 − (1− λ)w + (1− λ)
(
kc
k
− 1
)
, (A3c)
and the transformed integration path
C′ := {Re (w2 − 1) = p′ > 0} , (A3d)
i.e., the branch of the hyperbole (Re w)2 − (Im w)2 = 1 + p′ in the half–plane Re w > 0 and to the right of any
singularity of the integrand, see Fig. 3. These singularities are given by the roots of the polynomial P (w) with non-
negative real part (possibly barring the non-generic cases that w = 0 or w = −1 are roots). In order to analyze the
character of the roots, we assume Lhydro < Lcross, so that −1 < λ < +1 and 1−λ > 0 (actually, as argued in Sec. III,
the physically relevant situations correspond to |λ| ≪ 1). Several cases can be distinguished:
(1) Either σ = −1, or σ = +1 and k > kc: although kc can have any sign, it is (1 − λ)(kc/k − 1) < 0. Therefore,
application of Descartes’ rule of signs to the polynomial P (w) allows one to conclude that there is always a positive
real root. The other two roots are either negative or complex conjugate of each other. In any case, the sum of the
three roots must equal −1 (minus the coefficient of w2 in P (w)), so that their real parts must be negative and they
are thus irrelevant. In conclusion, the only relevant singularity in the w–plane is a simple pole on the positive real
axis.
(2) σ = +1 and k < kc: now kc > 0 and (1 − λ)(kc/k − 1) > 0, and Descartes’ rule of signs leads to the conclusion
that there is one negative, and thus irrelevant root. The other two roots are either positive or complex conjugate of
each other. To clarify this issue, consider the positions of the local extrema of P (w), given as
P ′(w) = 0⇒ w± = 1
3
[
−1±
√
1 + 3(1− λ)
]
, (A4)
with w− < 0 and w+ > 0. Qualitatively, P (w) has the graph shown in Fig. 4, so that two positive roots can only
exist provided P (w+) < 0. One defines k+ by the condition P (w+) = 0; although an explicit expression for k+ as
a function of λ can be written down, it suffices with the plot in Fig. 5, showing that, for all practical purposes, one
can assume k+ ≈ kc. Therefore, ignoring the narrow range k+ < k < kc where the polynomial P (w) has two positive
roots, the roots will be complex conjugate of each other. One can further show that, in such case, their real part is
positive: denoting the roots as w1, w2, w3, with w1 < 0, w
∗
3 = w2, one can inspect the coefficient of w in P (w):
w1w2 + w1w3 + w2w3 = 2w1Re w2 + |w2|2 = −(1− λ) < 0, (A5)
so that Re w2 > 0 necessarily. In conclusion, the relevant singularities are two complex conjugate simple poles in the
half–plane Re w > 0.
The pole structure of Gˆ(k, s) is summarized Fig. 3. The Mellin formula in Eq. (A3) can be written in terms of
explicit real Riemann integrals by application of the theorem of the residues: one builds a closed contour as indicated
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FIG. 4. Graph of the polynomial P (w) defined by Eq. (A3c) for generic values of the parameters λ > 0 and k. Note that
changes in k amount just to a vertical shift of the graph. The positions of the local extrema, w±, are given by Eq. (A4).
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FIG. 5. Plot of k+/kc as function of λ > 0, where k+ is given by the condition P (w+) = 0.
in Fig. 3 in the limit R→∞, consisting of a straight line along the (transformed) branch cut (LR at Re w = 0+) and
two arcs of circle (of radius R and denoted KR) joining the straight line with the hyperbole C′. Then, Eq. (A3) can
be written as
G(k, t) = 2πi
∑
n
Reswnξ(w, t)− lim
R→∞
∫
KR∪LR
dw ξ(w, t). (A6)
The residues contribute either a real exponential when D0 < 0 or when D0 > 0 and kc < k (case 1 above), or
exponentially damped oscillations when D0 > 0 and kc < k (case 2). The integral along the arcs KR vanishes in the
limit R → ∞, as follows from a standard application of Jordan’s lemma (which is more easily done in terms of the
original variable s in the Mellin formula in Eq. (16)). The integral along the straight line, LR := {w = iy | |y| < R}
in the sense of decreasing y, can be simplified after some algebraic manipulations and a change to the new integration
variable x = y2:
lim
R→∞
∫
LR
dw ξ(w, t) =
1− λ
π
kc
k
∫ ∞
0
dx
√
x e(1+x)tsbranch
|P (i√x)|2 , (A7a)
where
|P (i√x)|2 = x3 + (3 − 2λ)x2 + (1− λ)
(
3− λ− 2kc
k
)
x
+ (1− λ)2
(
kc
k
− 1
)2
. (A7b)
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Appendix B: Green function in the limit k → 0
Here Eqs. (26) are derived. In the limit k → 0, the roots of P (w) are given by the approximate equation (see
Eq. (A3c))
P (w) ≈ w3 + (1− λ)kc
k
= 0. (B1)
Since 1− λ > 0, the solutions of this equation in the half–plane Re w > 0 depend on the sign of D0 (through the sign
of kc, see Eqs. (A2)):
w =
[
(1 − λ) |kc|
k
]1/3
×


1 if D0 < 0,
e±ipi/3 if D0 > 0.
(B2)
Therefore, from Eqs. (18, A1) one deduces the position of the singularities of Gˆ(k, s) in the complex s–plane as k→ 0:
s =
1
τ2(k)
×


1 if D0 < 0,
e±i2pi/3 if D0 > 0,
(B3)
in terms of the time scale τ2(k) defined by Eq. (24).
The inversion of the approximated Green function (25) with the Mellin formula (16) is facilitated by performing
the change of variable z =
√
sτ2(k). This is nothing else but the conformal transformation (A1) in the limit k → 0
with an appropriate rescaling so that the singularities have a finite position in this limit, see Eq. (B3). With this new
variable, Eqs. (16, 25) lead to Eq. (26a) where
γ(u) :=
1
iπ
∫
Cˆ
dz
z2
z3 + σ
euz
2
, (B4a)
with the transformed integration path
Cˆ := {Re z2 = pˆ > 0}, (B4b)
i.e., the branch of the hyperbole (Re z)2 − (Im z)2 = pˆ in the half–plane Re z > 0 and to the right of any singularity.
The expresion of γ(u) in Eq. (26b) follows from the evaluation of the integral (B4) by closing the contour Cˆ as in
Eq. (A6) (see Fig. 3). This gives a contribution of the poles and a contribution I(u), see Eq. (26c), of the integral
along the (transformed) branch cut Re z = 0+. Of course, these expressions could have been obtained alternatively
by taking the limit k → 0 in the exact expressions (A6, A7).
Appendix C: Properties of the function γ(u)
The function γ(u) defined by Eq. (B4) can be expressed as in Eq. (26b). Since the integrals
dnI
dun
=
1
π
∫ ∞
0
dx
(−x)n√x
x3 + 1
e−ux (C1)
converge for any n if u > 0, the function γ(u) and its derivatives exist for any u > 0. To obtain the behavior as u→ 0,
one writes the function I(u) as follows:
I(u) =
1
π
∫ ∞
0
dx
√
x
1 + x3
(1 − ux) + 1
π
∫ ∞
0
dx
√
x
1 + x3
(
e−ux − 1 + ux)
=
1− 2u
3
+
u3/2
π
∫ ∞
0
dξ
√
ξ
u3 + ξ3
(
e−ξ − 1 + ξ)
u→0∼ 1− 2u
3
+
u3/2
π
∫ ∞
0
dξ
√
ξ
ξ3
(
e−ξ − 1 + ξ)
∼ 1
3
(
1− 2u+ 4√
π
u3/2
)
. (C2)
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Inserting this result in Eq. (26b) and expanding further in u → 0, one arrives at Eq. (27). Actually, one can show
that γ(u) has an expansion in powers of u3/2 about u = 0: changing the integration variable to ζ = z
√
u in the
definition (B4), one has
γ(u) =
1
iπ
∫
C
dζ
ζ2e−ζ
2
ζ3 + σu3/2
, C = {Re ζ2 = 1}, (C3)
where the integration path C can be taken to be u–independent because the singularities of the new integrand approach
zero as u → 0. Since |ζ| 6= 0 along the integration path, one can Taylor–expand the integrand uniformly as u → 0
and obtain
γ(u) =
1
iπ
∫
C
dζ
e−ζ
2
ζ
∞∑
n=0
(
−σu
3/2
ζ3
)n
=
∞∑
n=0
anu
3n/2,
an :=
(−σ)n
iπ
∫
C
dζ
e−ζ
2
ζ1+3n
. (C4a)
In the opposite limit, u → +∞, one notices that the function I(u) is formally analogous to a Laplace transform,
see Eq. (26c), whose asymptotic behavior can be evaluated with Laplace’s method [23]:
I(u) ∼ 1
π
∫ ∞
0
dx
√
x e−ux =
u−3/2
2
√
π
. (C5)
Therefore, this algebraic decay dominates over the exponential decay when sign D0 = +1, but is subdominant
compared to the exponential growth when sign D0 = −1. In this manner, Eq. (28) is obtained.
Appendix D: The coefficient D0 in different fluid models
By using thermodynamic identities, Eq. (7e) can be written as
D0 = Γ
∂p
∂̺
)
T
(̺ = ̺hom), (D1)
in terms of the equation of state p(̺, T ) for the 2D pressure of the colloidal monolayer. In the dilute limit, the ideal
gas approximation provides
D0 = Dideal = ΓT (D2)
(with the temperature T given in units of energy).
If the monolayer can be modelled as a collection of hard disks of radius R, its equation of state can be approximated
by the expression [24]
p = ̺T
̺c + ̺
̺c − ̺ , (D3)
with ̺c = (2
√
3R2)−1 the number density for close packing of disks. From here one gets the ratio
D0
Dideal
=
2
(1 − φ/φmax)2 − 1. (D4)
in terms of the maximum packing fraction, φmax ≈ 0.91, assuming a φ–independent value of the mobility Γ (see the
discussion in Sec. III). This function is plotted in Fig. 6.
Another realistic model of the monolayer is as a collection of particles with a soft repulsion, described by the
potential
V (r) = T
(
ζ
r
)3
. (D5)
14
0.2 0.4 0.6 0.8
Φ
20
40
60
80
100
120
140
D0Dideal
0.2 0.4 0.6 0.8 1.0
ΦΦfreeze
50
100
150
D0Dideal
FIG. 6. (Left) The ratio D0/Dideal for a 2D fluid of hard disks, see Eq. (D4), as a function of the packing fraction φ (which is
≈ 0.91 at close packing). (Right) The ratio D0/Dideal for a 2D fluid with Eq. (D5) as interparticle potential, as a function of
φ/φfreeze, where φfreeze ≈ 14.45(R/ζ)
2 is the packing fraction at the freezing transition.
Here, ζ is the associated Bjerrum length, which must be substantially larger than R so that the interparticle repulsion
is indeed dominated by Eq. (D5) rather than by hard–core effects. This potential describes the large–separation
dominant part of the electrostatic repulsion between charged particles located at the interface between a dielectric
fluid and an electrolytic solution [25–28] and between polarizable particles in an external electric field [29, 30], and
also the repulsion between superparamagnetic particles in an external magnetic field [31]. The equation of state
associated to this potential can be computed using Montecarlo simulations [16] and the results for the ratio D0/Dideal
are plotted in Fig. 6 (assuming again a φ–independent mobility).
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