Monitoring structures of elastic materials for defect detection by means of ultrasound waves (Structural Health Monitoring, SHM) demands for an efficient computation of parameters which characterize their mechanical behavior. Hyperelasticity describes a nonlinear elastic behavior where the second Piola-Kirchhoff stress tensor is given as a derivative of a scalar function representing the stored (strain) energy. Since the stored energy encodes all mechanical properties of the underlying material, the inverse problem of computing this energy from measurements of the displacement field is very important regarding SHM. The mathematical model is represented by a high-dimensional parameter identification problem for a nonlinear, hyperbolic system with given initial and boundary values. Iterative methods for solving this problem, such as the Landweber iteration, are very timeconsuming. The reason is the fact that such methods demand for several numerical solutions of the hyperbolic system in each iteration step. In this contribution we present an iterative method based on sequential subspace optimization (SESOP) which in general uses more than only one search direction per iteration and explicitly determines the step size. This leads to a significant acceleration compared to the Landweber method, even with only one search direction and an optimized step size. This is demonstrated by means of several numerical tests.
1. Introduction. Monitoring structures consisting of materials like fiber-reinforced plastics or metal laminates is of utmost importance regarding the early detection of defects such as cracks and delaminations or to estimate the structure's lifetime. Such materials play an important role in the construction of wind power stations, aircrafts and automobiles. A Structural Health Monitoring (SHM) system consists of a number of actuators and sensors that are applied to the structure. We refer to the seminal book of Giurgiutiu [9] for a comprehensive outline of piezoelectric sensor based SHM systems and their mechanics. A comprehensive monograph on Lamb wave based SHM in polymer composites is given by [7] . The mechanical waves that are generated by the actuators propagate through the structure, interact with a possible damage and are measured at the sensors. The inverse problem then consists in recovering the damage from the given sensor measurements. The mathematical model of wave propagation in solids is represented by Cauchy's equation of motion ρ u − ∇ · P = f , where ρ denotes the mass density, P the first Piola-Kirchhoff stress tensor, f an external volume force vector and u is the displacement field of the wave. Materials such as fiber-reinforced plastics or metal laminates are elastic and, depending on the respective response function for P, we obtain a corresponding system of hyperbolic partial differential equations for the displacement field u. The response function for P in turn encodes macroscopic mechanical properties of the material, such as, e.g., the Poisson number or Young's modulus, yielding pointers to hidden damages. There is a vast amount of literature concerning inverse problems connected to Cauchy's equation of motion in elasticity and we refer here only to recent works that have a close relation to the topic of this contribution. Inverse problems in linear elasticity are, e.g., considered in [2, 4, 6, 8] . A nice overview on inverse problems in elasticity is [3] . An important material class in elasticity is given by hyperelastic materials, which are characterized by the fact that the stress tensor is given as a derivative of a scalar function with respect to the strain tensor. This scalar function is the stored (strain) energy function and its integral equals the total strain energy which is necessary to deform the body. Since all relevant material properties can be deduced from the stored energy function, its computation should reveal valuable pointers to damages in the structure. The corresponding Cauchy equation then is nonlinear. In [20] the authors investigate higher harmonics of Lamb waves in hyperelastic isotropic materials. Inverse problems in nonlinear elasticity are, e.g., considered in [12, 25, 26, 27, 28] . In the present contribution we consider the nonlinear inverse problem of reconstructing the stored energy function from the knowledge of the full displacement field u. The stable solution of nonlinear, dynamic inverse problems is currently counted among the most demanding mathematical challenges.
Nonlinear inverse problems are usually solved by iterative regularization techniques. Standard methods such as the Landweber iteration scheme prove to be tremendously slow when applied to such a high-dimensional nonlinear inverse problem. To increase numerical efficiency Sequential Subspace Optimization (SESOP) techniques have been developed and analyzed for various settings, see [18, 22, 23, 30, 32] . The general idea is to reduce the number of iterations until the stopping criterion is fulfilled. To this end, the classical Landweber method is extended by two features. First, a finite number of search directions is used in each iteration. Second, the length of each search direction is explicitly calculated. This is done in such a way that the method admits a very intuitive interpretation: The iterate is sequentially projected onto subsets that contain the solution set of the inverse problem. These subsets are intersections of stripes that correspond to the respective search directions. The calculation of the projection yields a regulation of the step widths. This technique has been successfully applied, for example in parameter identification [24, 31, 32] , demonstrating a significant increase in efficiency. In addition, they have been used and analyzed in combination with, e.g., sparsity constraints, total variation or Nesterov methods [10, 16, 29] .
This contribution delivers a proof-of-concept by demonstrating that RESESOP applied to a high-dimensional nonlinear and dynamic inverse problem leads to a significantly faster convergence as well as less computation time with at the same time higher accuracy compared to Landweber's method.
Outline. In Section 2 we briefly summarize essential concepts of continuum mechanics for elastic solids and deduce the exact mathematical setting for identifying the stored energy function of a hyperelastic material from measurements of the displacement field. In order to guarantee that the reconstructed energy is physically meaningful we use a dictionary of finitely many elements. The inverse problem subsequently reduces to the computation of the corresponding coefficients with respect to the given dictionary. Section 3 outlines the introduction and analysis of the Landweber method and RESESOP. In Section 4 we finally present several numerical experiments using three different damage scenarios for a structure consisting of a Neo-Hookean material showing the superiority of RESESOP compared to the Landweber method.
2. Hyperelastic materials. In this chapter we briefly discuss some basic facts from continuum mechanics and especially on Cauchy's equation of motion and hyperelastic constitutive equations. For deeper insights we refer to the standard literature [5, 11, 17] .
The considered elastic structure is described by a bounded, open, connected subset Ω ⊂ R 3 with a sufficiently smooth boundary. We start with the mathematical definition of a deformation of Ω.
Definition 2.1 implies that the body will not be torn apart or penetrate itself during the deformation. Since ∇ϕ is invertible, any two points in Ω can be separated at any time t ∈ [0, T]. If Ω undergoes a deformation, then a fixed point x is shifted to a point ϕ(t, x). Their difference defines the displacement field.
The set Ω is also called the reference configuration whereas Ω(t) := ϕ(t, Ω) ⊂ R 3 is called the deformed configuration and represents the body after deformation at time t. A guided wave that is generated by actuators and propagates through the structure Ω will cause a displacement field u which subsequently can be measured by applied sensors. This is the key idea of an SHM system (c.f. [9] ). The propagation of ultrasound waves in Ω is mathematically described by Cauchy's equation of motion, which follows from the stress principle of Euler and Cauchy and the axioms of force and moment balance. For all (t, x) ∈ [0, T] × Ω we have
Here ρ : Ω → R + denotes the mass density, f : [0, T] × Ω → R 3 the external body force and P : [0, T] × Ω → R 3×3 the first Piola-Kirchhoff stress tensor. This is a differential equation for the unknowns u and P and obviously not uniquely solvable in its present form. But by now we did not include the phenomenon of elasticity to Ω and equation (2.1). Elasticity means that there is a stress-strain relation which is implied by the existence of a so called response function for the Cauchy stress tensor. To be short: a deformation of the body Ω causes strain which again causes stress. Postulating the existence of a response function will furthermore reduce the degrees of freedom in (2.1). Before we formulate the principle of elasticity we introduce by σ : [0, T] × Ω(t) → R 3×3 the Cauchy stress tensor. This is a continuously differentiable, symmetric tensor field whose existence follows from Cauchy's theorem. In some sense this is the counterpart to the first Piola-Kirchhoff stress tensor P: The Cauchy stress tensor σ is defined on the deformed configuration Ω(t) whereas P is defined on the reference configuration Ω. Of course, each of these can be transformed into the respective other one, and the specific relation between σ and P is given by equation (2.3).
exists, such that the Cauchy stress tensor satisfies
for every deformation ϕ, where
denotes the set of 3 × 3 matrices with a positive determinant and Sym (3) is the set of symmetric 3 × 3 matrices. The functionσ is called the response function for σ. Equation (2.2) is called a constitutive equation of the material.
The first Piola-Kirchhoff stress tensor can be computed from σ by applying the Piola transform
So, if there exists a response functionσ for σ, then we easily obtain a response functionP for P from (2.3) viã
Remark 1. The Cauchy-Green strain tensor B is defined as B = ∇ϕ ∇ϕ and we have B = I if and only if the deformation is rigid. Thus, B measures the 'deviation' between a deformation ϕ and a rigid motion. It is quite obvious from (2.2), that the existence of a response functionσ implies the existence of a functionσ with
In this way (2.2) can be interpreted as a relation between stress and strain which is the reason why (2.2) is also called stress-strain relation. Hence, elasticity in fact means that a material replies to strain with stress.
A large class of physically very important elastic materials is represented by the hyperelastic materials. For this class the response functions have a very specific form.
Definition 2.5. An elastic body is called hyperelastic if the response function of the first Piola-Kirchhoff stress tensor is given bỹ
and a scalar functionĈ : Ω × GL + (3) → R. This functionĈ is called stored (strain) energy function.
The derivative ∇ Y used in Definition 2.5 is to be understood as
Remark 2. a) If ϕ is a deformation and the body Ω consists of a hyperelastic material, then the integral
denotes the strain energy E(t) which is necessary to perform the deformation at time t. This explains the term stored (strain) energy function forĈ. b) The fourth order elasticity tensor C can directly be computed fromĈ by
It plays a crucial role in linear elasticity and its entries are important functions describing material properties such as Young's modulus and the Poisson number. In this senseĈ encodes all important material properties and yields pointers for defects in hyperelastic structures.
Let Ω be hyperelastic. Then Cauchy's equation of motion reads
Note that in (2.4) we silently used the identity ∇u = ∇ϕ−I to write, in slight misuse of notation,Ĉ(x, ∇u(t, x)). This means that, by assuming Ω to be hyperelastic and C to be known explicitly, Cauchy's equation of motion is no longer underdetermined since we have three equations and three unknowns, i.e., the three components of the displacement vector u. To ensure uniqueness one furthermore has to postulate initial and boundary values for u (c.f. [33] ).
The inverse problem which is numerically solved in this contribution consists in computing the stored energy functionĈ from measurements of the displacement field u. To specify this we follow the idea of computingĈ as a conical combination with respect to a given dictionary consisting of physically reasonable stored energy functions C K , K = 1, . . . , N., c.f. [15, 25] . Let {C K : Ω × R 3×3 → R : K = 1, . . . , N } be such a dictionary. Then we writê
for certain coefficients α K ≥ 0. Equipped with appropriate initial and boundary values we obtain Cauchy's equation of motion in its final form: The balance equation reads
We furthermore assume initial values
as well as homogeneous boundary values
The respective inverse problem is formulated as follows:
(IP) Given ( f , u 0 , u 1 ) and the displacement field u(t, x) for t ∈ [0, T] and x ∈ Ω, determine the coefficients α = (α 1 , ..., α N ) ∈ R n + , such that u satisfies the initial boundary value problem (2.5)-(2.8).
If we define by F : D(F) ⊂ R N + → X the forward operator which maps, for fixed given ( f , u 0 , u 1 ), a vector α ∈ R N + to the unique solution u ∈ X, then the inverse problem demands for solving the nonlinear operator equation
Here D(F) denotes the domain of F consisting of those α ∈ R N + admitting a unique solution and
) denotes the image space of F containing all admissible solutions. For more details regarding existence and uniqueness of solutions for the IBVP (2.5)-(2.8) we refer the reader to [26, 33] .
In Section 4 we will see that a convenient approach to define the dictionary elements C K is to use tensor products
with B-splines v K that are also used for the Finite Element solution of (2.5) and physically reasonable stored energy functionsĈ depending only on Y . This idea is taken from [27] .
3. Sequential subspace optimization. In this contribution we present numerical results that are obtained with both the attenuated Landweber as well as the RESESOP method as a solver for the inverse problem (IP). In [27] some results using the attenuated Landweber method, implemented in C++ together with the finite element library deal.II [1] , have already been presented. For the reader's convenience, we will introduce some notation and briefly summarize the attenuated Landweber method.
Consider a (nonlinear) problem
with Hilbert spaces X and Y . Then the respective attenuated Landweber iteration reads
where the parameter ω > 0 is called a relaxation or damping parameter. Since ω is fixed, there is no strategy to adapt the step width in each individual iteration. It is assumed that we only have disturbed data y δ with y δ − y < δ and noise level δ > 0 at our disposal. The convergence of the Landweber method is guaranteed by selecting
In case of noisy data, the iteration is stopped by the discrepancy principle, which turns it into a regularization method [14, 21] . However, the Landweber method is known to be very slowly converging, and it often takes a lot of iterations to obtain a suitable regularized solution. Particularly in view of an application in parameter identification, where the calculation of each gradient involves the numerical evaluation of the forward operator as well as the adjoint of its linearization, a reconstruction via the Landweber method is too timeconsuming and hardly practicable, see, e.g., [27, 31] .
In contrast to the attenuated Landweber method, the SESOP method not only involves a regulation of the step width, it also potentially uses multiple search directions per iteration. This of course requires additional (but numerically cheap) calculations in each iteration step, such that a SESOP step will take slightly longer. However, we anticipate that the SESOP and RESESOP methods will need far less iterations and thus lead to a faster convergence of the iteration.
In this section we will give a short introduction to sequential subspace optimization (SESOP) and regularizing sequential subspace optimization (RESESOP). From the RESESOP method we derive the algorithm which we will use for our later experiments, where we solve (IP) numerically from simulated noisy data.
The idea behind the SESOP method and its regularizing version RESESOP is to reduce the number of iteration steps by sequentially projecting the current iterate onto suitable subsets of the source space X that are hyperplanes or stripes in X and contain the solution set of the respective inverse problem F(x) = y. This approach is inspired by the fact that in the case of linear problems, the solution set itself is an affine subspace. More detailed information about the SESOP method for linear problems can be found in [18, 22, 23] . Results concerning the SESOP method as a solution technique for nonlinear problems are presented in [10, 29, 30, 32] .
3.1. Basics. We will first state some basics for the RESESOP method, in particular the definitions of hyperplanes, half-spaces and stripes, as well as the metric projection. The half-spaces H ≥ (u, α), H < (u, α) and H > (u, α) are defined analogously. We see that the half space H < (u, α) is simply the space beneath the hyperplane H(u, α). The stripe H(u, α, ξ) emerges from the hyperplane H(u, α) by admitting a width that is determined by ξ. Hyperplanes, half-spaces as well as stripes are convex, non-empty sets according to their definition. In addition, the sets H(u, α), H ≤ (u, α), H ≥ (u, α) and H(u, α, ξ) are closed.
The solution set M F x=y of a linear operator equation F x = y can be described by
Another tool that plays an important role is the metric projection.
Definition 3.2. The metric projection of x ∈ X onto a non-empty closed convex set C ⊂ X is the unique element P C (x) ∈ C, such that
The metric projection P C onto a convex set fulfills the descent property of the form
for all z ∈ C.
Since hyperplanes and stripes are, by definition, closed and convex non-empty sets, the metric projection of x ∈ X onto these specific subsets is well-defined. For example, if C := H(u, α) is a hyperplane of X, then the metric projection of x ∈ X onto C corresponds to the orthogonal projection, i.e., we have
and (3.2) turns into an equation, see, e.g., [23, 24] .
By the following theorem we want to provide some tools that will later be essential to define the sequential subspace optimization techniques we use to obtain faster reconstructions of the stored energy function. Essentially, these techniques consist of sequential metric projections onto (intersections of) hyperplanes or stripes. By definition 3.2 we already know that a metric projection onto a non-empty, closed convex set can be formulated as a minimization problem. The special case of metric projections onto intersections of hyperplanes is summarized in the following theorem. A proof can be found in [24] for the more general setting of Bregman projections in (convex and uniformly smooth) Banach spaces X and Y . 
The projection of x onto H is given by
The partial derivatives of the function h(t) are given by
If the vectors u i , i = 1, . . . , N, are linearly independent, h is strictly convex andt is unique.
be two half-spaces with linear independent vectors u 1 and u 2 . Thenx is the projection of x onto H 1 ∩H 2 ifx satisfies the Karush-Kuhn-Tucker conditions for
The Karush-Kuhn-Tucker conditions are given bỹ
(c) For x ∈ H > (u, α) the projection of x onto H ≤ (u, α) is given by
(d) The projection of x ∈ X onto the stripe H(u, α, ξ) is given by
Part (a) of Theorem 3.3 allows us to use tools from optimization (see also, e.g., [19] ) to determine the parameters t = (t 1 , ..., t N ). The fact that the minimization of the function h(t) corresponds to the projection onto the intersection of the hyperplanes H(u i , α i ) for i = 1, ..., N can be seen by taking a look at the partial derivatives (3.4) of h(t). Let us assume that the parameterst = t 1 , ...,t N represent the local minimum of the function h(t). Then,
Since by definition we have
.., N and, as a direct consequence, we have This observation is the basis to derive an iteration of the form
where H δ n := i ∈I n H(u δ n , α δ n , ξ δ n ) is the intersection of stripes containing the solutions of F x = y. For each solution x, a reasonable choice of the parameters that define the stripes yields the descent property
This property is used to show convergence and regularization properties of the method, see [24] .
RESESOP for nonlinear problems.
We turn to the regularizing sequential subspace optimization (RESESOP) technique for nonlinear inverse problems
in Hilbert spaces X, Y and noisy data y δ with known noise level δ > 0. The respective SESOP method that is applicable to unperturbed data can easily be derived by setting δ = 0, see also [30] .
In order to adapt the methods for linear operators to the nonlinear case, we must ensure that we project sequentially onto subsets of X that contain the solution set
of the operator equation (3.5) . In contrast to linear problems, we have to take into account the local character of nonlinear operators, i.e., we have to incorporate information on the local nonlinear behaviour of the forward operator into the definition of the stripes onto which we project in each iteration. To do this appropriately, we need the following assumptions on the operator F. 
from B ρ (x 0 ) into the space L(X, Y ) of linear and continuous mappings be continuous. We assume there exists a solution x + ∈ X of (3.5) that satisfies x + ∈ B ρ (x 0 ). This ensures that we start the iteration close to a solution, which is a mandatory requirement for nonlinear problems. Furthermore, we assume that the forward operator F satisfies the tangential cone condition
with a positive constant 0 < c tc < 1 and the estimate (continuity of the Fréchet derivative)
We also assume that the operator F is weakly sequentially closed. That is, for a weakly convergent sequence {x n } n∈N with x n x and F(x n ) → y holds
x ∈ D(F) and F(x) = y.
If all these properties are fulfilled, we can formulate the RESESOP method as proposed in [30] and obtain a regularization technique.
Remark 4. The goal of general SESOP methods is to use multiple search directions u δ n,i , i ∈ I n , |I N | < ∞, in each step n ∈ N of the iteration in combination with a regulation of the step width. We have M F(x)=y ⊂ H(u δ n,i , α δ n,i , ξ δ n,i ) if we set
see also [30] . These definitions show that each hyperplane is related to the properties of F close to the respective iterate. In particular, the noise level δ and the constant c tc from (3.6) determine the width of the stripe: the higher the noise level and the larger the opening angle of the cone, the larger we have to choose the width of the stripe. Figure 3 .1 illustrates the tangential cone condition (3.6) and its relevance for the choice of the stripes in the case I n := {n} for a function F in two dimensions and exact data y. The graph of F is plotted in red and for the point x n the linearization F (x n ) of F in x n is represented by the red dotted line. The graph is contained in the cone, determined by the tangential cone condition, highlighted in gray. The size of c tc directly corresponds to the opening angle of the cone: The better F is approximated by its linearization, the smaller is c tc and thus also the opening angle of the grey cone. Figure 3 .1 also shows that the cone condition can be used to define a stripe H(u n , α n , ξ n ) (marked in blue), such that the graph of F is locally contained in H(u n , α n , ξ n ), i.e., in a neighborhood of x n .
F(x)
x n H(u n , α n , ξ n ) Fig. 3.1 . Illustration of a nonlinear function F with stripe H(u n , α n , ξ n )
In the following we formulate the regularizing SESOP iteration for the special case of a single search direction per iteration, i.e., we set I n := {n} for all n ∈ N. Furthermore, we define the n-th search direction as
such that we essentially obtain a Landweber-type method with an adaptation of the step size. In comparison to the attenuated Landweber method, we thus have a dy-namic relaxation parameter that adapts to the projection in each iteration step. Together with the discrepancy principle, we obtain a regularization method for which several convergence results could be shown (see [30] ).
Algorithm 1. (RESESOP with one search direction) We choose a starting value x δ 0 = x 0 ∈ D(F). For all n ≥ 0 we select the search direction u δ n such that
We define the stripe H δ n by
As tolerance parameter for the discrepancy principle we choose
As long as R δ n > τδ is valid, we have
and we calculate the new iterate x δ n+1 by
Remark 5. Note that due to (3.8), the iterate x δ n lies above the stripe H δ n and, according to Theorem 3.3 (d), we obtain the identity (3.9). This projection is explicitly formulated in (3.10).
The choice of τ in (3.7) depends strongly on the constant c tc of the cone condition. The smaller c tc , the better the approximation of F by its linearization. However, if c tc is large, this also means that τ is large and the algorithm is usually stopped for larger residuals R δ n .
For an analysis and a detailed discussion of general SESOP methods with multiple search directions in Hilbert and Banach space settings, we refer to the literature [22, 23, 24, 30, 32] .
Numerical Results.
In this section we present some numerical results to solve the inverse problem (IP) from Section 2. In all tests we use data that are simulated by solving the initial boundary value problem (2.5)-(2.8) using the θ-method with respect to time and the Finite Element method in space. The resulting system of nonlinear equations is then solved by Newton's method. A detailed outline of the numerical forward solver for (2.5) is contained in [27] .
The experimental setup for the numerical tests consists of a plate with measures 1m × 1m and a thickness of 6.7mm. These measures can be numerically transferred to values of Ω = [−0.1, 0.1]×[−15, 15] 2 . The plate is discretized using 5×31×31 knots with respect to x and trilinear Finite Elements that are given by tensor products of linear B-splines. The time interval is given by [0µs, 133µs], which we numerically represent as [0, T] = [0, 4]. The time interval is discretized by t j = j∆t, j = 0, . . . , 15 and step size ∆t = 0.25. We assume that the plate is at rest at t = 0 yielding u 0 = u 1 = 0. The excitation signal f (t, x) is chosen as a broad band signal that is emitted at the center of the plate acting in x 3 -direction. Again we refer to [27] for more details.
As already mentioned in Section 2 the dictionary of stored energy functions {C K : K = 1, . . . , N } is defined as tensor products
For our simulations we use the stored energy of a Neo-Hookean material model
where I 1 = ∇ϕ 2 F , D = det(∇ϕ) and the constants are given by β = 3ν−2µ 6µ > 0 and c = µ 2 > 0 with specific values ν = 68.6 GPa and µ = 26.32 GPa taken from [20] . The functions v K are exactly the linear tensor product B-splines that are used for the Finite Element discretization of the forward solver. Since linear tensor product B-splines have small compact support and represent a partition of unity, i.e.
x ∈ Ω, any defects can be appropriately modeled by coefficients α K 1 whereas for the undamaged plate we set α K = 1, K = 1, . . . , N.
If we denote by b i , b j the linear B-splines corresponding to the given discretizations in the (x 2 , x 3 )-plane, then we can simulate a delimation at the upper surface of the plate by defining the stored energy as
and setting α i j 1 for locations of the delamination. Due to (4.1), α i j = 1 corresponds to regions of the (x 2 , x 3 )-plane that are unaffected by the damage. Setting α i j = 1 for all i, j yields C(x, Y ) =Ĉ(Y ) for all x ∈ Ω and thus models a homogeneous material. Note, that in (4.2) we use double indices in α i j according to the tensor product structure of the Finite Elements b i ⊗ b j , i.e., we have α K = α i j with K = 31 · i + j.
The first series of experiments examines a plate with a delamination whose center is located at (x 2 , x 3 ) = (−1.5, −1.5), see and α i, j = 1 elsewhere (Experiment 1). This setting for α i j in fact corresponds to the damage in Figure 4.1 (left picture) , which is emphasized in the right picture of Figure 4 .1 where the coefficient matrix α = (α i, j ) i, j=0,...30 is plotted. There as well as in all reconstruction plots we apply linear interpolation to α to obtain a picture of higher resolution. The inverse problem consists of computing the coefficient matrix α ∈ R 31×31 from full field data u(t j , x m ) where the discrete points x m correspond to the knots of the Finite Element solver. In the tests we compare different solution methods regarding the residual, the number of necessary iteration steps and computation time. We implemented the Landweber iteration (3.1) as well as RESESOP (3.10) with the Landweber descent as single search direction and optimized step size in each iteration. Figure 4 .2 illustrates the results that are obtained after 9 iterations of RESESOP and 200 iterations of Landweber's method. The RESESOP iteration was stopped by the discrepancy principle, whereas the Landweber iteration was stopped before the discrepancy principle was fulfilled. In both cases the defect is detected at the correct location, but the coefficients α i j are underestimated. We conclude that the same reconstruction quality is achieved with both methods but that RESESOP needs a significantly smaller number of iterations compared to the Landweber scheme. That means that RESESOP with only one search direction and optimized step size converges much faster than Landweber's method.
Next we compare the computing time that is needed for each iteration. One Landweber iteration needs 2.8 hours, resulting in a total computation time of 23 days until the discrepancy principle is fulfilled. A RESESOP iteration takes 3 hours and thus a bit more than a Landweber step. But, since only 9 iterations are necessary to satisfy the discrepancy principle, the entire reconstruction process only needs 27 hours in total. This means an acceleration by a factor of ∼51. We emphasize that (IP) is a high-dimensional parameter identification problem for a nonlinear hyperbolic system in time and space and thus belongs to the currently most challenging class of inverse problems at all. is satisfied. The red curve shows a typical behavior of the Landweber method. We see a strong decrease in the residual R δ n until iteration 15, followed by a very slow decrease afterwards. This phenomenon is the reason why Landweber's method needs so much time until the discrepancy criterion is fulfilled. We note also that the residual R δ n is not monotonically decreasing for RESESOP, in contrast to the Landweber iteration. The reason is that RESESOP is constructed such that the sequence x − x δ n is monotonically decreasing, but not the sequence of residuals R δ n , where x denotes the exact solution of the underlying inverse problem and x δ n the n-th iterate for noisy data. This is in accordance with the analysis of the method outlined in [30] .
In the second experiment we consider a setting consisting of two damages that are not located at the plate's center. Note that the center is also the region of wave excitation by f (t, x). We assume that the damage which is closer to the center is the first to interact with the wave and thus is more pronounced in the reconstruction. The experimental setup is illustrated in Figure 4 .4 (Experiment 2). Figure 4 .5 (right picture). The entries α i, j of the coefficient matrix are contained in [0.94, 1.12] making it easier to distinguish defects from undamaged parts of the structure. As expected the damage which is located closer to the center is more pronounced due to the excitation in the middle of the plate in both reconstructions.
In Figure 4 .6 we compare the residuals R δ n of the two methods applied to Experiment 2. The RESESOP iteration stops after iteration 17 according to the discrepancy principle, whereas the residual for the Landweber method seems to be almost constant. The right-hand plot in Figure 4 .6 shows a re-scaling to emphasize the oscillations of R δ n for RESESOP in the first few iterations as well as the monotonic decrease of R δ n for Landweber's method. Furthermore both figures demonstrate again a faster convergence of RESESOP compared to the Landweber procedure.
We consider a further numerical experiment where damage A is moved closer to the center of the plate compared to Experiment 2 and damage B remains fixed (Experiment 3). This scenario is illustrated in Figure 4 .7. The corresponding coefficient matrix α remains unchanged, only the locations of the entries α i, j are adjusted to the damages A and B. Figure 4 .9 shows the reconstructed coefficient matrix α using Landweber and RE-SESOP. In both cases the locations of the defects are accurately detected, while again the damage that is located closer to the center is highlighted stronger. The Landweber iteration has been stopped after 50 iterations (yielding 140 hours computation time) without having fulfilled the discrepancy principle. The RESESOP method, however, satisfied the discrepancy principle after 14 iterations (42 hours computation time) only, showing that it is significantly more efficient in spite of the additional computation time due to the step size optimization in each iteration. The RESESOP technique outperforms the Landweber method in other respects as well. Considering the reconstructed values α i, j , we observe that the contrast in the Landweber reconstructions is very low, whereas an application of RESESOP results in larger differences of the absolute values. 5. Conclusion. We presented the performance of two different iterative regularization methods when applied to a high-dimensional inverse problem from the class of parameter identification problems that is based on a system of nonlinear, hyperbolic differential equations equipped with initial and boundary values. The system describes the propagation of elastic waves in a three-dimensional structure whose constitutive law is appropriately represented by a hyperelastic material model, i.e. where the first Piola-Kirchhoff stress tensor is given as the derivative of the stored energy with respect to strain. The nonlinearity allows also for large deformations. The considered inverse problem is the computation of the stored energy from measurements of the full displacement field depending on space and time. Since the stored strain energy encodes virtually all essential mechanical properties of the structure on a macro-scale, it might yield useful pointers for possible damages and thus might be important for simulations in the area of Structural Health Monitoring (SHM).
To solve this inverse problem we implemented the well-known Landweber method and Regularized Sequential Subspace Optimization (RESESOP) technique. The latter consists of iterative metric projections onto hyperplanes that are determined by the used search directions, the nonlinearity of the forward mapping (via the constant in the tangential cone condition) and the noise level. RESESOP uses in each iteration step a finite number of search directions where the Landweber direction, i.e. the negative gradient of the current residual, is included. Using only one search direction, RESESOP coincides with Landweber where the step size is optimized to minimize the norm-distance of the current iterate to a (locally unique) exact solution. Both numerical methods have been evaluated by means of three different damage scenarios for a Neo-Hookean material model and the usage of simulated measurement data. In all three cases RESESOP outperformes Landweber with respect to a faster convergence, a significant decrease of computation time and higher constrasts. Future research could include model reduction techniques or the application of methods from Machine Learning. Both concepts could help to achieve a further significant improvement with respect to computation time that is necessary for an implementation of the method in real-world SHM scenarios.
