We consider the asymmetric simple exclusion process (ASEP) on Z with initial data such that in the large time particle density ρ(·) a discontinuity (shock) at the origin is created, where the value of ρ jumps from zero to one, but ρ(−ε), 1 − ρ(ε) > 0 for any ε > 0. We are interested in the rescaled position of a tagged particle which enters the shock with positive probability. We show that, inside the shock region, the particle position has the KPZ-typical 1/3 fluctuations, a FGUE × FGUE limit law and a degenerated correlation length. Outside the shock region, the particle fluctuates as if there was no shock. Our arguments are mostly probabilistic, and next to couplings the mixing behavior of countable state space ASEPs plays an important role.
Introduction
We consider the asymmetric simple exclusion process (ASEP) on Z. In this model, particles move in Z and there is at most one particle per site. Each particle waits (independently of all other particles) an exponential time (with parameter 1) to attempt to move one unit step, which is a step to the right with probability p > 1/2, and a step to the left with probability q = 1−p. The attempted jump is succesful iff the target site is empty (exclusion constraint). ASEP is a continuous time Markov process with state space X = {0, 1} Z and we denote by η ∈ X the particle configuration at time , see [Lig85] for the rigorous construction of ASEP. If p = 1 we speak of the totally ASEP (TASEP), whereas if p ∈ (1/2, 1) we speak of the partially ASEP (PASEP).
The hydrodynamical behavior of ASEP is well established: For ASEP starting from η 0 ∈ X, assume that
where δ i/N is the dirac measure at i/N and the convergence is in the sense of vague convergence of measures. Then the large time density of the ASEP is given by where ρ(ξ) is the unique entropy solution of the Burgers equation with initial data ρ 0 .
Given an initial data η 0 we can assign a label (an integer) to each particle, and we denote by x M (t) the position at time t of the particle with label M . It has been an question of great interest to study the fluctuations of x M (t) around its macroscopic limit given by (2), for various choices of M and η 0 , as well as closely related quantities like the height function and current of ASEP. TASEP is more tractable than PASEP, and much effort has been devoted to generalize results from TASEP to PASEP.
An important breakthrough in this regard has been the paper [TW09a] , where the authors consider ASEP with step initial data η step = 1 {i≤0} 1 . The limiting particle density (2) then has a region of decreasing density, and [TW09a] shows that for a particle located in this region, its fluctuations around its macroscopic position are of order t 1/3 and given by the Tracy-Widom F GUE distribution (Theorem 3 in [TW09a] ). This is commonly called Kardar-Parisi-Zhang (KPZ) fluctuation behavior, see [Cor12] for a review. For TASEP, this result had been shown earlier in [Joh00] , Theorem 1.6. The authors of [TW09a] also obtained the limit law of the rescaled position of the particle initially at position −M (M fixed), see Theorem 3 below. The results of [TW09a] were later extended to so-called (generalized) step Bernoulli initial data [TW09b] , [BA19] . For stationary ASEP (where η 0 (i), i ∈ Z are i.i.d. Bernoullis, with η 0 the initial configuration), [Agg18] showed that the current fluctuations along the characteristics converge to the Baik-Rains distribution, again generalizing a result known for TASEP ( [SF06] ) to the general ASEP. Considerable effort has also been devoted to (half-) flat initial data [OQR16] , [OQR17] , which again are already understood for TASEP [BFS08] , [BFPS07] .
In this paper, we will consider initial data (see (3),(12) below) which have the macroscopic particle density depicted in Figure 1 : At the origin, two rarefaction fans come together, and ρ(ξ) makes a jump from 0 to 1. We call this discontinuity in ρ a hard shock and are interested in the fluctuations of particles around the macroscopic shock position. We study this question for two different initial data: For (3), the shock region remains finite for all times, whereas for (12) it grows with t. Our main results -Theorem 1 and 2 -show that inside the shock, we have the KPZ-typical 1/3 fluctuation exponent, the degenerated 1/3 correlation exponent, as well as a limit law given by a product of two Tracy-Widom GUE distributions. Such KPZ fluctuation behavior has previously only been observed at "non-hard" shocks in TASEP (see [FN15b] and (9) below). Theorem 1 and 2 thus give the first example of KPZ fluctuations at shocks in the general asymmetric case. We also show in Corollary 1 that we can smoothly transit between the hard and non-hard shock fluctuations in TASEP. Furthermore, the results of [FN15b] (and of the subsequent works [FN15a] , [Nej18] , [FN17] , [FNG18] ) were all obtained by working in a last passage percolation model, which then is coupled to TASEP. Such a coupling does not exist for PASEP and in this paper, we work directly in the exclusion process. We thus provide a direct understanding of the shock fluctuations without passing through an auxiliary model. Let us state our main results now. Figure 1 . Left: The macroscopic initial particle density ρ 0 of for the initial configurations (3) and (up to a rescaling by p − q) (12). Right: The large time particle density ρ for ρ 0 . At the origin, ρ jumps from 0 to 1, and ρ(−ε), 1 − ρ(ε) > 0 for any ε > 0.
We first consider the case where the shock region remains finite for all times and the KPZ fluctuations only appear in a double limit. We will consider the initial data
where C ∈ R and we denote by (η ) ≥0 the ASEP started from this initial data. To be clear, the initial data (3) is to be understood that for each fixed t ≥ 0, we start ASEP with this initial data, and let it run up to time t, and study the position of particles at time t. In particular we have a sequence of initial configurations. A particular choice of the value C is
and to let M go to infinity together with the particle number.
Let us define the Tracy-Widom F GUE distribution function which appears in our main results: It originates in random matrix theory [TW94] and is given by
where K 2 (x, y) is the Airy kernel K 2 (x, y) = Ai(x)Ai (y)−Ai(y)Ai (x)
x−y , x = y, defined for x = y by continuity and Ai is the Airy function.
Our first main result is now as follows.
Theorem 1. Consider ASEP with the initial data (3) and C = C(M ) as in (4). Then
for λ, ξ ∈ R. Furthermore, we have for s ∈ R \ {0}
A few remarks are in order. It was essential to scale C as in (4), e.g. for C fixed, the double limit (6) would be equal to zero. Note further that the limits (6) and (7) are consistent in the sense that there is a continuous transition
The convergence (7) means that to the left of the shock, x M +λM 1/3 (t) fluctuates like the (M + λM 1/3 )th particle of ASEP with step initial data, i.e. x M +λM 1/3 (t) fluctuates as if there was no shock.
Inside the shock, the fluctuation behavior of x M +λM 1/3 (t) changes : the ξM 1/3 term in (6) is the usual KPZ 1/3 fluctuation exponent, whereas the particle number M + λM 1/3 in (6) represents the degenerated correlation length known from shocks in TASEP: one takes M + λM 1/3 rather than M + λM 2/3 (2/3 being the typical KPZ correlation exponent), and x M +λM 2/3 no longer converges to F GUE × F GUE . This viewpoint becomes particularly clear when comparing with the TASEP initial data which creates a (non-hard) shock in the density studied in [FN15b] , Corollary 2.7. Specifically, consider for β ∈ (0, 1) the initial data
For thex n , there is a shock at the origin where the density jumps from (1−β)/2 to (1+β)/2. We can show that there is a smooth transition between the fluctuations at the hard shock in (6) and the shock created by the initial data (9):
Corollary 1. Consider TASEP with the initial configurationsx n , x n with C as in (4). Then we have
Proof. This is an application of Corollary 2.7 in [FN15b] and Theorem 1.
Next we come to a shock where the convergence to F GUE × F GUE happens in a single limit:
Let ν ∈ (0, 1) and consider the initial data
We show the analogue of Theorem 1 for ν small enough:
Theorem 2. Consider ASEP with initial data (12). Let λ, ξ ∈ R, and s ∈ R \ {0}. Then, for ν ∈ (0, 3/7) we have
The restriction ν < 3/7 comes into play to show that certain ASEPs have enough time to mix to equilibrium as well as for the convergence (14), see the explanations after (157), (166) and (186) for details. The proof of Theorem 2 is identical in structure to the proof of Theorem 1. In Sections 2 -6 we only deal with the initial data (3), in Section 7 we explain how to adapt the results of Sections 2 -6 to prove Theorem 2.
1.1. Method of proof. We mostly use probabilistic tools such as couplings and bounds on mixing times in this paper. To prove the convergence (6) of Theorem 1, we provide an upper and a lower bound for lim t→∞ P x M +λM 1/3 (t) ≥ −ξM 1/3 and show that the two bounds converge, as M → ∞, to F GUE (−λ)F GUE (ξ − λ). For the upper bound, we define the initial data
x B n (0) = −n for n ≥ − (p − q)(t − Ct 1/2 ) , and denote by (η A ) ≥0 , (η B ) ≥0 the ASEPs started from these initial data. We set for n ≥ 1 (17) y n (t) = min{x A n (t), x B n (t)}.
We have now the following Proposition:
Proposition 1.1. In TASEP, we have for n ≥ 1 (18) y n (t) = x n (t),
whereas for ASEP we have
The identity (18) is an application of the coupling provided in Lemma 2.1 of [Sep98] . The inequality (19) follows from the fact that ASEP dynamics preserve the partial order of coordinatewise domination of particle configurations. That we only have an inequality in (19) in the general asymmetric case is one of the main reasons why proving Theorems 1 and 2 is harder for ASEP than TASEP.
To get an upper bound in (6), we show in Theorem 4 that x A n (t), x B n (t) decouple as t → ∞, and that (6) holds with x M +λM 1/3 (t) replaced by y M +λM 1/3 (t). A key tool we use is the slow decorrelation method [Fer08] , [CFP12] , as well as proving that certain particles remain in disjoint space-time regions, see Section 4. This gives the desired upper bound for lim t→∞ P x M +λM 1/3 (t) ≥ −ξM 1/3 . For the lower bound, we consider for χ < 1/2 and δ > 0 small the event
An important part of the work is to show that the probability of the event (46) is asymptotically bounded from below by F GUE (−λ)F GUE (ξ − λ). Then we use that on the event (46), it is possible to bound from below x M +λM 1/3 (t) by the leftmost particle x − M +λM 1/3 (t) of a countable state space ASEP ( η − ) ≥t−t χ which starts at time t − t χ from a deterministic initial configuration. We employ results on the mixing times of ASEP from [BBHM05] to bound the position of x − M +λM 1/3 (t), see Proposition 3.3 for the general statement. (We note that after [BBHM05] , substantial progress has been made e.g. in [LL19] , but the results of [BBHM05] are sufficient for our purposes.) An important observation is then that ( η − ) ≥t−t χ has enough time to mix to its equilibrium during [t − t χ , t] and that in equilibrium, x − M +λM 1/3 ≥ −ξM 1/3 holds with very high probability (the assumption ν < 3/7 in Theorem 2 will come into play to make sure there is enough time to mix to equilibrium, see the remarks after (157) and (166)). Furthermore, ( η − ) ≥t−t χ is independent of the event (20), which will allow us to get the desired lower bound, see Section 6 for the details.
1.2. Outline. In Section 2 we collect convergence results for ASEP with step initial data that we need as input and prove the convergence to F GUE in a double limit (see Proposition 2.2). In Section 3, we first bound the position of the leftmost particle in a reversed step initial data. Then, as key tool, we control the position of particles using bounds on the mixing time (see Proposition 3.3). In Section 4 we employ the slow decorrelation method and bounds on particle positions to show the decoupling of x A n (t), x B n (t). In Section 5, an upper bound for the limit (6) is proven, and (7) is proven also. Section 6 gives the required lower bound for (6). In Section 7 we can then quickly prove Theorem 1 and provide the required adaptions to prove Theorem 2.
Convergence Results for ASEP with step initial data
Let us start by defining the distribution functions which will appear throughout this paper.
2π e −(p 2 +q 2 )(z 2 +z 2 )/4+pqzz and the integral is taken over a counterclockwise oriented contour enclosing the singularities λ = 0, λ = (p/q) k , k = 0, . . . , M − 1. For p = 1, we define
where B i , i = 0, . . . , M − 1 are independent standard brownian motions.
It follows from [Bar01] , Theorem 0.7 that F M,1 equals the distribution function of the largest eigenvalue of a M ×M GUE matrix. What is important to us here is that F M,p arises as limit law in ASEP, a result we cite in Theorem 3 below (Theorem 3 also vindicates our common denomination F M,p for all p ∈ (1/2, 1] even though F M,1 looks different from F M,p , p < 1.)
For PASEP, the following Theorem was shown in [TW09a] , Theorem 2, for TASEP, the result follows e.g. from [GW91] , Corollary 3.3, see Remark 3.1 of [GW91] for further references. An alternative characterization of the limit (23) was given in [BO17] , Proposition 11.1.
Theorem 3 (Theorem 2 in [TW09a] , Corollary 3.3 in [GW91] ). Consider ASEP with step initial data x step n (0) = −n, n ≥ 1. Then for every fixed M ≥ 1 we have that
We need to show the distribution function F M,p converges to F GUE in the right scaling.
To show this, we do not actually use the explicit formula (21), but rather the alternative characterization provided in [BO17] , and the following proof is similar to that of Theorem 11.3 of [BO17] .
Proposition 2.2. For any fixed s ∈ R we have
Proof. For TASEP, this follows from [Bar01], Theorem 0.7 which shows that F M,1 equals the distribution function of the largest eigenvalue of a M × M GUE matrix. For PASEP, we use the notation and the methods provided in [BO17] . Define for r ∈ R a Z ≥0 -valued random variable ξ r via
(note that by definition P(ξ r ≥ 0) = 1 and it follows directly from (23) that P(ξ r ≥ M ) ≤ P(ξ r ≥ M − 1)).
and similarily for a random point process P on Z ≥0 , we define
where Conf(Z ≥0 ) are subsets of Z (and P is a probability measure on Conf(Z ≥0 )).
L (q)
ξr characterizes the law of ξ r . Finally, let DHermite + (r) be (one of the two variants of) the discrete Hermite ensemble, a determinantal point process on Z ≥0 introduced in section 3.2 of [BO17] . By Proposition 11.1 of [BO17], we have
DHermite + (r) (ζ). Let (r n ) n≥1 be a sequence in R with r n → +∞. We use the notion of asymptotic equivalence, as defined in Definition 11.7 of [BO17] . Now by Corollary 5.7 of [Bor18] , the sequence F n (y) = L (q) DHermite + (rn) (q y ) is asymptotically equivalent to − min DHermite + (r n ). On the other hand, by Example 5.5 of [Bor18] , (ξ rn ) n≥1 is asymptotically equivalent to L
−DHermite + (r) and since being asymptotically equivalent is a transitive relation, it follows that (min DHermite + (r n )) n≥1 and (ξ rn ) n≥1 are asymptotically equivalent. This in particular implies
Now by the duality of the discrete and continuous Hermite ensemble (Theorem 3.7 in
where CHermite(M ) is the continuous M −particle Hermite ensemble, i.e. the determinantal point process on R with correlation kernel
w.r.t. the Lebesgue measure, the (H n ) n≥0 being the Hermite polynomials, which are orthogonal on L 2 (R, e −x 2 dx) and have leading coefficients 2 n , n ≥ 1. The convergence
is a classical result and is e.g. proved as Theorem 3.14 in great detail in the textbook [AGZ10], see Chapters 3.2 and 3.7 therein, note that the definition of Hermite polynomials differs slightly in [AGZ10] .
Bounds on particle positions using stationary measures
In this Section, we provide bounds of the leftmost particle of several countable state space ASEPs. A prominent role will play what we call reversed step initial data: Define for Z ∈ Z the ASEP (η −step(Z) ) ≥0 started from the reversed step initial data
for Z = 0 we simply write η −step .
We start by bounding the position of the leftmost particle of η −step(Z) .
Proof. By translation invariance, we may w.l.o.g. set Z = 0. We prove the proposition by comparing the reversed step initial data η −step = 1 i≥0 with an invariant blocking measure µ. The measure µ on {0, 1} Z is the product measure with marginals
here c > 0 is a free parameter we choose later. It is well known that µ is invariant for ASEP [Lig76] .
Let (η block s ) s≥0 be the ASEP started from the initial distribution µ, and denote by x block 0 (s) the position of the left most particle of η block s . Let (η −step s ) s≥0 be the ASEP started from the reversed step initial data η −step .
Let us start by bounding for any fixed 0 ≤ ≤ t
Consider the partial order on {0, 1} Z given by
and use η ≤ η as short hand for the statement that η ≤ η does not hold. We can now bound
where the identity (41) follows from the invariance of µ.
By attractivity of ASEP,
).
Using the simple estimates log(1 + ε) ≤ 2ε and exp(−ε) ≥ 1 − 2ε for ε ≥ 0 we obtain (43)
By a very similar computation we obtain
This proves (38) by combining the inequalities (40),(41),(42),(43)and (44). If we choose c = (p/q) R/4 in (38), we obtain (35).
Since (38) does not depend on , we obtain for R = t δ /2
Note further that for the event
would need to make t δ /2 jumps to the left in a time interval [ , + 1], = 0, . . . , t − 1. For any fixed time interval [ , + 1] the probability that x −step 0 makes at least k jumps to the left is bounded by the probability that a rate q Poisson process makes at least k jumps in a unit time interval. In particular, the probability that x −step 0 makes t δ /2 jumps to the left during [ , + 1] may be bounded by e −t δ /2 . Since there are t such intervals, we see that the probability of the event (46) is bounded by te −t δ /2 . So in total we obtain
Choosing c = (p/q) t δ /4 in (49) we obtain (36) for t sufficiently large.
The η −step(Z) lies in the countable set
and an ASEP started from Ω Z remains in Ω Z for all times. Furthermore, an ASEP started from an element of Ω Z has as invariant measure
with µ the blocking measure (37) (µ depends on the parameter c, but µ Z does not).
On Ω Z we define the partial order
The following Lemma will be used repeatedly to bound the position of the leftmost particle of ASEPs in Ω Z . Proof. If η η , then η s η s , hence it suffices to prove the Lemma for s = 0. As η, η ∈ Ω Z , there is an R 0 ∈ Z such that
On the other hand, the set {x 0 (0), . . . , R 0 } contains less
contradicting η η .
The next result will be very important to prove a lower bound for (6) in Section 6. We use bounds on hitting times of ASEPs of [BBHM05] (which in turn identify the order of the mixing time of ASEP, see Section 2 of [BBHM05] ). These bounds together with Proposition 3.1 and Lemma 3.2 allow us to bound the position of the leftmost particle in an ASEP started from a specific initial data: . Let M = max{b − a + 1, N − b} and ε > 0. Then there are constants C 1 , C 2 (depending on p) and a constant K (depending on p, ε) so that for s > KM and R ∈ Z ≥1
. Let us denote the position of the leftmost particle of I b−a+1 by I 0 ( ). Then with I b−a+1 defined in (4) of [BBHM05] we have
Consider the hitting time
By (60), Theorem 1.9 of [BBHM05] directly gives that for every ε > 0 there is a constant K such that
Hence we may conclude for s > K(b − a + 1)
where the first inequality follows from Lemma 3.2, the last inequality is Proposition 3.1, and for the second last inequality we used that, when η 
and hence η Then
and we have
The remaining part of the proof is identical.
Slow decorrelation and asymptotic independence
In this Section, we employ the slow decorrelation methodology to prepare the proof of the decoupling of x A M +λM 1/3 (t), x B M +λM 1/3 (t) given in Section 5. We start by recalling the following elementary Lemma. We denote by " ⇒ " convergence in distribution.
Lemma 4.1. Let (X n ) n≥1 , (X n ) n≥1 be sequences of random variables such that X n ≥X n . Let X n ⇒ D,X n ⇒ D, where D is a probability distribution. Then X n −X n ⇒ 0.
The following is our slow decorrelation statement.
Proposition 4.2. Let κ ∈ (0, 1) and ε > 0, λ ∈ R. We have
Proof. We may assume w.l.o.g. that λ = 0. Consider an ASEP with step initial data which starts at time t − t κ and has its rightmost particle at position
. Denote byx 1 (t κ ) the position of the rightmost particle ofη t κ . Then we have
denotes equality in distribution and x step 1 (t κ ) is the position at time t κ of the rightmost particle in ASEP started with step initial data x step n (0) = −n, n ≥ 0. Now by Theorem 3 we have in particular that ((x step 1 (t κ ) − (p − q)t κ )t −κ/2 ), t ≥ 0 is tight, which together with (73) implies
So by (74),
Thus we can apply Lemma 4.1 to (72), which then implies
using (74), and (77) is the desired statement.
The next Proposition shows that x
Proof. Again we assume w.l.o.g. λ = 0.
Consider first the case R < M . Define the collection of holes (78)
H B n (0) = n + (p − q)(t − Ct 1/2 ) , n ≥ 1. Note the H B n perform an ASEP with (shifted) step initial data, where the holes jump to the right with probability q < 1/2 and to the left with probability p = 1 − q. Then
Define nowη A 0 := η A 0 . Let 0 < ε < κ−1/2. Graphically construct (η A s ) s≥0 just like (η A s ) s≥0 , using the same Poisson processes, with the difference that all jumps in the space-time region
, using the same Poisson processes, with the difference that all jumps in the space-time region
To see this, note
Start an ASEP from the initial data
which is a shifted reversed step initial data. Denote byx 0 ( ) the position of the left most particle ofη at time .
Now on the event {sup
where in the last step we used Proposition 3.1. So we have shown
The proof of (94) lim
So we have shown (84). We conclude by computing
where for the last identity we used (80).
Finally, consider the case R ≥ M . Note that then P(x B M (t) ≥ −R) = 1 and thus lim
Proof of upper bound
The following Theorem gives the discrete t → ∞ limit law for y M +λM 1/3 (t) inside the shock as well as for x M +λM 1/3 (t) to the left of the shock.
Theorem 4. Consider ASEP with initial data (3) and fixed C ∈ R.
Using Proposition 2.2, we arrive at continuous limit distributions by sending M → ∞:
Corollary 2. Consider ASEP with the initial data (3) and C = C(M ) as in (4). Then Proof. Note that C is as in (4). Then the result follows from Theorem 4 and Proposition 2.2 together with a simple change of variable.
We split the proof of Theorem 4 in two parts.
Proof of (97). We asssume λ = 0 w.l.o.g. We define the event
We easily see the relations
and likewise
Applying Propositions 4.2 and 4.3 to the inequalities (105),(106) yields for R < M
finishing the proof since ε > 0 is arbitrary.
Proof of (98). To lighten the notation, we may set w.l.o.g. 
Start an ASEP at time 0 from the initial data (123) η i 0 (j) = 1 {j≥−it δ/2 } and denote by x i 0 (s) the position of the left most particle of η i s at time s . Note (124)
implying by (120) that we may bound
for t sufficiently large. Next we make the observation that since (M + 1)t δ/2 ≤ s(p − q)t 1/2
This implies (128) P({x M (t) < −(p − q)st 1/2 } ∩ B t ) ≤ P(E M ) ≤ (M + 1)C 1 e −C 2 t δ/2 finishing the proof of (98) for s > 0.
Proof of lower bound
Here we provide the lower bound for the double limit (6), see Theorem 5 below. In this Section, to make the needed adaptions to prove Theorem 2 as easy as possible, we carry around with us the parameter (129) ν ∈ [0, 3/7).
To prove Theorem 1 (in which ν does not appear), we may set ν = 0 wherever it appears in this Section. As was already sketched in the introduction, we wish to first show that already at a time point t − t χ < t, the particles x 0 (t − t χ ) and x M +λM 1/3 (t − t χ ) have reached certain positions with a probability that is asymptotically bounded from below by F GUE (−λ)F GUE (ξ − λ). To show this, we first consider x 0 (t − t χ ).
Proposition 6.1. Consider ASEP with the initial data (3) and C = C(M ) as in (4). Let 0 < δ < 1/2 − 7ν/6 and χ ∈ (ν + δ, 1/2 − ν/6). Then
To prove Proposition 6.1, we use a comparison with a countable state space ASEP and bounds on the mixing time of the latter. Also note that by comparing x 0 (t−t χ ) ≤ x B 0 (t−t χ ) it is easy to see that the inequality (130) holds in the other direction, showing that (130) is in fact an identity.
Proof of Proposition 6.1. We define the initial data (131)
x D n (0) = −n, − (p − q)(t − C(M )t 1/2 ) ≤ n ≤ 0 (we have avoided the denomination x C n here to reserve the letter C for constants). We denote by η D s , 0 ≤ s ≤ t the ASEP started from (131). One immediately sees (132)
x D 0 (s) ≤ x 0 (s), s ≥ 0, so it suffices to prove (130) for x D 0 (t − t χ ). We label the holes of (131) as
Recall the collection of holes H B n (0) from (78). For Z ∈ Z ≥1 (we give Z a specific value in (155), for the moment we only assume Z + 1 < t δ/2+ν ), define the event
It follows from Theorem 3 and χ < 1/2 − ν/6 ≤ 1/2 that lim t→∞ P(D t−2t χ ) = F Z,p (C(M )).
We define (in direct analogy to (115))
Next we note that there are constants C 1 , C 2 > 0 so that for t sufficiently large
. The proof of (137) is directly analogue to that of (126), one simply has to replace the role of the x i by H D i . We define the particle configuration
Let i ∈ Z and defineη
Note that if i ≥ Z then (140)η i = η −step(Z) = 1 {j≥Z} and if i < Z then, with η a,b,N from (57) we have
For brevity, we define
has only holes strictly to the left of Z, and H D
The inequality (144) clearly holds for
In particular we have for r ∈ {i, . . . , t δ+ν − Z + i}
At this point we have proven (144) for r ≥ i. Since, if x D 0 (t − 2t χ ) = i < Z, we havê η D t−2t χ (j) =η i (j) = 0 for j < i, (144) holds for all r ∈ Z, finishing the proof of (143). The next step is to start at time t − 2t χ an ASEP from the particle configurationη i using the basic coupling: Definingη i t−2t χ =η i we obtain an ASEP (147) (η i s ) s≥t−2t χ . Denote byx i 0 (t − t χ ) the position of the leftmost particle ofη i t−t χ . Note that if we start an ASEP at time t − 2t χ fromη D t−2t χ , then for all s ≥ t − 2t χ the position of the leftmost particle ofη D s will be (weakly) to the left of x D 0 (s). Using this fact together with Lemma 3.2, we deduce from (143) that
Moreover, sinceη i−1 η i we deduce from (143),(148) that
The next ingredient we need is to show that
with lim M →∞ ε(M ) = 0. To prove (150), we bound
where the convergence to F 2M,p is Theorem 3 together with the particle-hole duality, the convergence to 0 as M → ∞ follows from (24). Furthermore,
by (35), thus proving (150).
A key point is thatx −2M 0 (t − t χ ) (in fact, the entire process (147)) is independent of the events D t−2t χ , {H D Z (t−2t χ ) ≤ t δ+ν }, F i ,because these three events lie in the sigma algebra generated by ASEP during [0, t−2t χ ], of whichx −2M 0 (t−t χ ) is independent by construction. Hence we may bound
Now we choose the parameter Z. We do it in such a way that P x −2M 0 (t − t χ ) ≥ M − ξM 1/3 is almost 1 and at the same time, P (D t−2t χ ) converges, in the lim Z→∞ lim t→∞ double limit, to F GUE (ξ). We choose Then (recall (141)) by Proposition 3.3 (with R = M 1/4 , M = t δ+ν − Z + 1 < t χ , ε = 1) , we have
The inequality (157) is one instance why we assumed ν < 3/7: if we had ν ≥ 1/2 − ν/6, the ASEP started fromη −2M could not mix to equilibrium during [t − 2t χ , t − t χ ] because χ < 1/2−ν/6 (and we cannot increase χ to be bigger than 1/2−ν/6 without destroying the convergence of P(D t−2t χ )). Without the mixing ofη −2M though, we do not get the needed inequality (157). Furthermore, we have by (136),(137),(150)
Applying (157),(159) to (154) yields
Finally, we can now provide the lower bound for the double limit (6).
Theorem 5. Consider ASEP with the initial data (3) and C = C(M ) as in (4). We have
for λ, ξ ∈ R.
Proof. We shall prove
which is easily seen to imply (161). Let (as in Proposition 6.1) 0 < δ < 1/2 − 7ν/6, χ ∈ (ν + δ, 1/2 − ν/6). We start at time t − t χ an ASEP from
and denote by ( η − ) ≥t−t χ this ASEP and by x − M +λM 1/3 (s) the position of the leftmost particle of η − s . We have the relation, proven in a similar way as the relation (148),
We define and note for 0 < ε < 1/2 − ν/2
Proofs of Theorems 1 and 2
While the proof of Theorem 1 is immediate from the preceding results, the proof of Theorem 2 requires some adaptions, which we give without repeating all the details given when proving Theorem 1. Let us start by proving Theorem 1.
Proof of Theorem 1. By the inequality y M +λM 1/3 (t) ≥ x M +λM 1/3 (t) (see (19)), we see that Theorem 1 follows from Theorems 4 and 5. Now we come to Theorem 2.
Proof of Theorem 2. The structure of the proof of Theorem 2 is identical to the one for the proof of Theorem 1. To lighten the notation, we set As stated, (178) does not seem to exist in the literature. However, Theorem 11.3 in [BO17] shows the convergence of the rescaled x step σt for σ bounded away from 0 (see Remark 11.4 in [BO17] ). Inspecting the proof of Theorem 11.3 of [BO17] reveals that the convergence to F GUE follows from the convergence of the position of rightmost particle of the continuous Laguerre orthogonal polynomial ensemble to F GUE , which also holds in the scaling of (178).
Analogous to Proposition 4.2 and proven in the same way we get (179) lim t→∞ P X A M (t) (t/(p − q)) − X A M (t) ((t − t κ )/(p − q)) − t κ ≥ εt 1/2−ν/6 = 0 for κ < 5/7 (for κ ≥ 5/7 we would have to subtract an additional t κ+(ν−1)/2 in (179)). For κ ∈ (1/2 + ν/2, 5/7) we can then prove the analogue of Proposition 4.3 (180) lim t→∞ P(min{X A M (t) ((t−t κ )/(p−q))+t κ , X B M (t) (t/(p−q))} ≥ −ξt ν/3 ) = F GUE (−λ)F GUE (ξ−λ).
To see (180) we needed to assume κ > 1/2 + ν/2 so that for ε > 0 with 1/2 + ν/2 + ε < κ we have on one hand that the leftmost hole of the initial data (175) enters the space-time region with vanishing probability. Since (181) and (182) are disjoint, this shows the independence of X A M (t) ((t − t κ )/(p − q)), X B M (t) (t/(p − q)) once they are restricted to (181),(182), leading to (180). Finally, deducing (177) from (180) is done exactly as in the proof of (97).
Next, to prove (173), we first prove the analogue of Proposition 6.1, namely the convergence
with χ as in Proposition 6.1. The proof of (183) is analogous to the one of Proposition 6.1, one essentially has to replace the term M by t ν in the proof of Proposition 6.1, and instead of the double limit we have a simple limit t → ∞. For example, the parameter Z from (155) now is (184) Z = t ν − ξt ν/3 + t ν/4
and one checks that all steps of the proof go through with this choice. The same applies to the proof of (173), which uses (183) and is analogous to the proof of Theorem 5.
Finally, the proof of (14) (for s > 0, the case s < 0 follows from (177)) is very similar to the one of (7), let us however explain how the restriction ν < 3/7 comes into play here as well : Similar to how (7) was proven, (14) follows from (185) lim t→∞ P(X A M (t) (t/(p − q)) ≥ −st 1/2−ν/6 , X M (t) (t/(p − q)) < −st 1/2−ν/6 ) = 0. Now one proves directly as (126) that for δ > 0 (186) P inf{ : X A M (t) ( /(p − q)) = X M (t) ( /(p − q))} ≤ t/(p − q), X M (t) (t/(p − q)) ≤ −(M (t) + 1)t δ/2 ≤ (M (t) + 1)C 1 e −C 2 t δ/2 → t→∞ 0. Now (186) implies (185) if (M (t) + 1)t δ/2 < st 1/2−ν/6 which we can achieve if ν < 1/2 − ν/6, i.e. ν < 3/7.
