We introduce a family of models for quantum mechanical, one-dimensional random walks, called quantum multibaker maps ͑QMB͒. These are Weyl quantizations of the classical multibaker models previously considered by Gaspard, Tasaki, and others. Depending on the properties of the phase's parametrizing the quantization, we consider only two classes of the QMB maps: uniform and random. Uniform QMB maps are characterized by phases that are the same in every unit cell of the multibaker chain. Random QMB maps have phases that vary randomly from unit cell to unit cell. The eigenstates in the former case are extended while in the latter they are localized. In the uniform case and for large ប, analytic solutions can be obtained for the timedependent quantum states for periodic chains and for open chains with absorbing boundary conditions. Steady state solutions and the properties of the relaxation to a steady state for a uniform QMB chain in contact with ''particle'' reservoirs can also be described analytically. The analytical results are consistent with, and confirmed by, results obtained from numerical methods. We report here results for the deep quantum regime ͑large ប) of the uniform QMB, as well as some results for the random QMB. We leave the moderate and small ប results as well as further consideration of the other versions of the QMB for further publications.
I. INTRODUCTION
The quantum mechanics of classically chaotic systems, often called quantum chaos, is by now a highly developed subject with an enormous literature, including monographs by Gutzwiller ͓1͔, Stöckmann ͓2͔, and Haake ͓3͔, among others. The subject has been greatly advanced, as is usual, by detailed analyses of simple model systems such as kicked rotors, quantum flows on surfaces of constant negative curvature, Harper models, and so on. Some of the central problems that have been studied using these models include those of ͑1͒ finding explanations for the efficacy of random matrix theories, ͑2͒ understanding the differences between quantum and classical transport, especially when Anderson localization plays a role in the quantum system, ͑3͒ studying the properties of quantum systems in the semiclassical limit, and ͑4͒ determining the role of decoherence in producing classically chaotic behavior of a quantum system as Planck's constant tends to zero.
The present paper treats the quantum versions of simple model systems, multibaker maps, that have been used to study transport phenomena in classically chaotic systems. A multibaker map consists of a chain of two-dimensional baker maps that are interconnected by means of a simple change in the baker dynamics. In the usual baker map on a unit square or torus, two vertical strips are stretched ͑by a factor of 2͒ in the horizontal direction, contracted ͑by a factor of 2͒ in the vertical direction, and the resulting horizontal strips are placed one above the other, in order to reconstruct the unit square. In the multibaker chain, each of the two horizontal rectangles are sent to adjacent cells, one to the right and the other to the left ͑Fig. 1͒. Modified multibaker chains have also been studied where there may be more strips and/or a more complicated dynamics including both area preserving and area nonpreserving dynamics. These classical models provide simple, deterministic models of one-dimensional random-walk processes with both diffusive transport and chaotic dynamics. They have been used to study connections between transport properties such as transport coefficients, and irreversible entropy production, and the chaotic properties of the models ͓4 -18͔.
Quantum versions of baker maps are well known and studied in some detail for a range of values of Planck's constant. Here we add a mechanism for transport of probability amplitudes along a one-dimensional chain of quantum baker maps. This quantum version of the multibaker map ͑QMB͒ provides one realization of a quantum random walk process. In this paper we will concentrate on the ''most quantum'' version of the QMB, obtained by using the largest possible value of Planck's constant hϭ1/2, in the Weyl quantization of the ordinary baker map ͓19,20͔. Our goal here will be to explore the transport properties of the QMB for this value of h, and for two different versions of the model, obtained by taking advantage of some phase-related arbitrariness in the quantization of the map. Later papers will explore further properties of QMB's including the semiclassical case, not considered here ͓21͔.
Area-preserving maps on torus admit a two-parameter family of Weyl quantizations ͓20,22,23͔, where the two parameters can be chosen to be phases. One can think of the two phases as offsets of lattice points that define the spatial and momentum coordinates of the map. If we choose the same phases in each unit cell of the chain, we have a ''uniform'' QMB. If we choose random phases from cell to cell, we obtain a ''random'' QMB. The different versions have quite different properties, as one might expect. The uniform QMB has many features in common with those of continuous one-dimensional systems with periodic potential, including extended eigenstates, and ballistic transport, while the random case exhibits the usual phenomena associated with localization. Nevertheless, there are some interesting surprises, as we shall see in further sections, associated with transport in open systems.
There are a number of formulations of quantum random walks already in the literature. We mention, in particular, work of Aharonov et al. ͓24͔, work of Godoy et al. ͓25, 26͔ , and work of Barra and Gaspard ͓27͔. The papers of Godoy and co-authors as well as that of Barra and Gaspard have interesting parallels with ours. These authors consider the motion of a quantum particle along a one-dimensional, periodic chain of scattering sites. The scattering sites are characterized by transmission and reflection amplitudes, which for a periodic system, are taken to be the same for each site. Godoy and co-workers consider the wave functions for their systems at discrete positions and discrete times, and propose a set of equations similar to the ones considered here. These equations are then solved using stationary phase approximations, and the connections with Landauer's formula are discussed, for various parameters and particle statistics. Barra and Gaspard also consider a model similar to ours, and they analyze the scattering resonances for a finite, open system. By applying transfer and S matrices, they obtain expressions for the widths of resonances and the Wigner time delay, as a function of the system size. Their equations are in fact quite similar to ours, and a number of results differ in the two cases only because of the differences in the details of the model studied. Their model has two channels per cell ͑par-ticles moving to the left or right͒ but the particles can have a wide range of energies, and in some instances the highenergy limit is considered. The similarities with the work of Godoy et al. occur because the version of the quantum multibaker model considered in the present paper is the simplest possible, while more complicated versions, to be considered in further papers, have no direct counterparts in their work.
Despite the similarities between our work and that of other authors, the focus of the work mentioned above generally differs from ours. We are particularly interested in comparing and contrasting quantum and classical multibaker maps, and in generalizing the QMB in a number of directions. These include an examination of the behavior of the QMB for smaller values of h including the semiclassical limit, and looking for traces, if any, of the chaotic classical behavior in the quantum version. The present paper is designed to identify important quantum phenomena that differ from those of the classical multibaker at large h, but which are expected to approach the classical results as the Planck's constant, hϭ1/N, tends to zero.
The plan of the paper is as follows: In Sec. II we will define the classical version of the model and study the evolution of piecewise constant probability densities. In Sec. III we quantize the multibaker map using Weyl quantization. There we will define the uniform and random QMB's and obtain expressions for the time-dependent propagator appearing in the discrete time version of Schrödinger's equation. In Sec. IV we describe the behavior of the uniform QMB for hϭ1/2. We find the eigenstates for both closed and open systems, as well as the steady state solutions for systems with particle reservoirs at their boundaries. We then consider the transport properties of particles in these chains. Of particular interest in this connection is in our finding that for open chains of uniform multibakers, and with absorbing boundary conditions, the escape of particles from the chain is subdiffusive despite the ballistic transport of particles from the interior of the chain to its boundaries. We then turn to a brief discussion of the properties of random multibakers and show that the assumption of random phases leads to localized wave functions with very different properties from the uniform case. Our results are summarized and discussed in Sec. VI.
II. THE CLASSICAL MULTIBAKER MAP
The classical multibaker map provides a reversible, deterministic realization of a one-dimensional random walk. It is the simplest area-preserving, deterministic model for diffusion of a particle on a one-dimensional lattice, whereby the particle makes steps either to the right or left at equally spaced time intervals. The multibaker map can be adjusted for any set of step probabilities, p,qϭ1Ϫp,0рp,qр1 , where p is the probability of making a step to the right. The classical multibaker map is based upon the usual baker's map B on the unit square, (0рx,yϽ1), defined by
͑1͒
The multibaker map is constructed by taking a linear chain of L adjacent unit squares, labeled by the index n,n ϭ0, . . . ,LϪ1, such that any point on the chain is labeled by the three quantities n,x,y with 0рx,yϽ1. Then the action of the map, M on any point is obtained by combining a baker's map with translation of each rectangle to the right or left, as given by
This arrangement has the property that there is a probability p of choosing a point that moves one square to the right, and probability q of choosing a point that moves one square to the left. To complete the specification of the map, one must append boundary conditions to the transformation given by Eq. ͑2͒. Such conditions may include periodic, or absorbing boundary conditions, or one might specify that the ends of the chain are connected to reservoirs that maintain a constant density of points at the boundaries. As a chaotic system, the multibaker map is a measure preserving map with positive and negative Lyapunov exponents, given by Ϯ ϭ Ϯ͓ p ln(1/p)ϩq ln(1/q)͔. This map has been used to study the properties of deterministic diffusion in a chaotic system, studies of the connection between diffusion coefficients and Lyapunov exponents for an open chain, a study of entropy production in the relaxation to a uniform equilibrium state, and has been extended to provide simple models for viscous and heat flows as well ͓4 -18͔. The classical version of the quantum multibaker considered here was discussed in Ref. ͓8͔ . We consider here a simple form of this classical model constructed to be a classical version of the hϭ1/2 quantum system. We will study the evolution of probability densities integrated along the stable direction ͑y͒ and piecewise constant on two halves of every multibaker cell ͑along the unstable direction͒. This space of densities are 2L dimensional. Therefore, the evolution operator for this class of probability densities has the same dimension as the quantum multibaker propagator considered in Sec. III.
A. Closed, periodic case
We consider the classical evolution of phase-space densities under the dynamics given by Eq. ͑2͒ with pϭ1/2. Since the quantum version will describe probability amplitudes in either space or momentum, the classical counterparts are obtained by projecting the classical densities along the x or y axes, respectively. We restrict our attention to probability densities projected onto the unstable x direction and we take them to be constant on intervals 0рxϽ1/2,1/2рxϽ1,n ϭconst, to mimic the hϭ1/2 quantum case. Then the projected distribution is
͑3͒
and it satisfies a Frobenius-Perron equation given by
with periodic boundary conditions L,R (nϩL,t) ϭ L,R (n,t). Since this equation is linear we may suppose that L,R (n,t) represent the deviations from a uniform equilibrium state, and may take both positive and negative values. An eigenstate of the right-hand side of Eq. ͑4͒ satisfies
L ͑ n kϪ1 ͒ϭ R ͑ n kϩ1 ͒ϭ0, belong to the kernel, ϭ0, of the classical discrete multibaker. For the case where 0 we look for solutions of the form L,R (n)ϭAe in and Eq. ͑4͒ leads to ϭcos . The general solution is, then, L,R (n)ϭA 1 cos(n)ϩA 2 sin(n), where periodic boundary conditions lead to ϭ2k/L, and the normalized eigenstates can readily be determined. For odd Lϭ2M ϩ1 we have the L following solutions.
͑3͒ one solution L,R (n)ϭA,ϭ1;kϭ0.
For even Lϭ2M we have the L following solutions.
͑3͒ one solution L,R (n)ϭA,ϭ1;kϭ0, and,
We see that in the odd case there is an approach to equilibrium: all the eigenvalues have absolute value strictly less than 1, apart from the one corresponding to the uniform distribution. The even case is sensitive to the ''even-odd'' oscillations of the location of a point along the chain. These oscillations can be removed by combining two successive steps.
B. Open case "absorbing boundary conditions…
For the open chain with absorbing boundary conditions, the dynamics inside is the same as in the closed case and is given by Eq. ͑4͒, therefore the general solution is also given by L,R (n)ϭA 1 cos(n)ϩA 2 sin(n). Absorbing boundary
where ϭcos . 
The remaining L states are in the kernel: LϪ2 are of the form given by Eq. ͑6͒ with nϭ1, . . . ,LϪ2. Two other states corresponding to ϭ0 are
Thus we easily obtain a spectral decomposition for the simple operator treated here, with absorbing boundary conditions. The probability of finding the particle in the system decays with the escape rate
where P(t)ª ͚ n (n,t), given by the largest eigenvalue
for large L.
C. The open, discrete multibaker with reservoirs
Next we connect particle reservoirs to a finite chain and look for steady state solutions. These are time invariant solutions to Eq. ͑4͒, with the boundary conditions
where 1 , 2 are the incoming densities of the left and right reservoirs, respectively. A solution is found immediately by observing that in the steady state L (n)ϭ R (n)ϵ (n) and that Eq. ͑4͒ leads to (nϩ1)ϭ2 (n)Ϫ (nϪ1). A solution satisfying the boundary conditions is therefore
This linear profile expected from Fick's law ͓9,8,4͔ is shown in Fig. 2 .
III. QUANTUM MULTIBAKER MAP: THE GENERAL MODEL
In order to quantize the multibaker map, we start with the quantum baker map, as described by Balazs and Voros ͓19͔, and Saraceno ͓20͔, and then produce a quantum multibaker map by forming a chain of unit squares, applying the quantum baker map to each square, but transferring the new quantum states to the adjacent squares according to the procedure used in the classical case.
The method for constructing a quantum version of the regular baker map is as follows. We consider the x direction to be the ''spatial'' direction of the system, and the y direction to be the ''momentum'' direction. Then the number of quantum states N in the unit square should satisfy N ϭ PQ/2ប, where Qϭ1 is the spatial extent of the unit square, and Pϭ1 is the range of momenta. This leads to the simple formula, បϭ1/(2N), where N is an integer. We usually, but not always, take N to be an even integer, so that one half of the quantum states can be associated with each half of the unit square. One then constructs a set of N ''position'' states for a unit square, with position eigenvalues q j ϭ2ប( jϩ q )ϭ( jϩ q )/N, jϭ0, . . . ,NϪ1 and a set of N ''momentum'' states with momentum eigenvalue p k ϭ2ប(kϩ p )ϭ(kϩ p )/N,kϭ0, . . . ,NϪ1. We require that 0р q,p Ͻ1. The position and momentum states are related to each other by means of a simple Fourier representation, with N terms, given by
We include subscripts on p,q in the notation for the Dirac matrix element to identify the integers that are attached to the p and q representations. The phases, q , p , are as yet unspecified. In the literature on the quantum baker map, these phases are often taken to be 0 ͑the simplest ͓19͔͒ or 1/2 ͑most symmetric map ͓20͔͒. Here we will take advantage of the possibility to choose these phases so as to represent different situations that may have some relevance to physical phenomena. The time dependence of the quantum baker map is determined by constructing a propagator for the change in the quantum states over one time step. This propagator consists of two parts: First one transforms the ''left'' part of the Hilbert space ͑in the position representation͒ into ''bottom'' subspace ͑in momentum representation͒ and the ''right ͑posi-tion͒ part'' into the ''top ͑momentum͒ part.'' Then one uses the Fourier relation between position and momentum states, Eq. ͑14͒, to change the basis from momentum back to position representation. The first transformation consists of two Fourier transforms over N/2-dimensional space, the other is the inverse Fourier transform over the whole N-dimensional space
Linear profile of the classical discrete multibaker map of length Lϭ101 with reservoirs ( 1 ϭ0.1, 2 ϭ0.9). The horizontal axis range is ͓Ϫ5,105͔.
The action of B on a position-space wave function is understood as follows. We represent the position-space function as a column vector with N elements, the top N/2 elements referring to the quantum states with numbers j ϭ0,1, . . . ,(N/2)Ϫ1, which we denote as the ''left'' states. The bottom N/2 elements having quantum numbers j ϭN/2,N/2ϩ1, . . . ,NϪ1, are called the ''right'' states. The block diagonal matrix, with blocks G N/2 appearing on the right-hand side of Eq. ͑15͒ transfers the left and right spatial states to the ''bottom'' and ''top'' momentum states, respectively, according to
͑16͒
This operation defines the quantum baker map. However, we are left with a quantum state in the momentum representation. We now change the momentum state representation into a spatial state by means of the matrix G N Ϫ1 , as in Eq. ͑14͒. Finally we can construct a quantum multibaker map by considering a chain of unit squares, each taken to be an individual quantum system, but which exchange quantum states according to the rules of the quantum baker with an interlacing process formed in analogy with the classical multibaker map Eq. ͑2͒. That is, the position space functions at site n are transformed to momentum space functions at sites nϮ1, according to the rule
͑17͒
Here we can allow for the phases q,p (n) to vary from one cell, denoted by n, to the next, and we incorporate them in the transformation operators G N (n)ϵG N " q (n), p (n)… at that site. After this transformation is carried out, we change from the momentum to the position representation at each site according to the same rule as in an ordinary quantum baker map, that is,
Thus in the position representation the quantum multibaker map is given by
͑19͒
Explicitly, we have
Here, in an obvious notation, the matrices ͓G N Ϫ1 ͔ ␣,␤ are N/2ϫN/2 block submatrices that comprise G N Ϫ1 . The general case can be treated numerically, of course, once the phases are specified. It is of interest to consider the special case Nϭ2, since much of the work can be done using simple analytical methods, and since this case corresponds to the largest possible value for Planck's constant, namely, h ϭ1/2. This is the case we study here.
The local dynamics are characterized by the two phases, q , p , which parametrize the Weyl quantizations of the baker map. If we take the same pair of phases at each site we obtain the uniform model. If we choose them randomly from some distribution at each of the sites, we get the random model. In this paper, when we treat the random model we will assume that the phases are chosen according to a uniform distribution on the unit circle ͓28͔.
A complete specification of the model is obtained by adding the boundary conditions to the above equations. In this work we restrict our attention to the closed case ͑with periodic boundary conditions͒, and open cases ͑with either absorbing boundary conditions or with ''particle'' reservoirs at the ends of the chain͒.
IV. UNIFORM QUANTUM MULTIBAKER
The uniform quantum multibaker is characterized by a set of phases q , p that are independent of the site index, that is, they are the same for each of the transformation matrices generating the map, as described in Eq. ͑19͒. This makes transport in the uniform multibaker chain similar in many respects to transport in a one-dimensional periodic solid. Here we solve this model for time-dependent and stationary quantum states with appropriate boundary conditions: the closed, periodic chain; the open chain with absorbing boundary conditions; and the open chain attached to leads at each end, producing a stationary, non-equilibrium state. We begin with the periodic chain.
A. Closed, periodic case
We consider the periodic, uniform multibaker chain, with L sites and Nϭ2. The equation connecting the quantum states at time tϩ1 to those at time t is
with (0р q , p Ͻ1), and f 0 ,g kl given by
Since the system is periodic, Bloch's theorem guarantees the existence of eigenstates of the form
Periodic boundary conditions, ⌿(L)ϭ⌿ (0) 
When ␣ is an integer multiple of /L the spectrum is doubly degenerate. This nongeneric case happens, for instance, for the most of the common choices of phases ( q ϭ p ϭ0 or 1/2). The quasienergy spectrum of the closed uniform multibaker for the phases q ϭ p ϭ1/2 is shown in Fig. 3 .
B. Open case: Absorbing boundary conditions
Next we consider the uniform quantum multibaker, still for Nϭ2, but with open boundaries. In the classical case, open boundaries are important for the application of the escape-rate formalism of Gaspard and Nicolis ͓29͔ which relates the rate of decay of the initial number of particles on a large, open chain to the diffusion coefficient, and then to the Lyapunov exponents and the Kolmogorov-Sinai entropy of trajectories on a fractal repeller, i.e., the set of initial points for trajectories that never leave the chain ͓4,30͔. It is of some interest, then, to contrast the classical and quantum cases.
We take the multibaker dynamics given by Eq. ͑19͒ in the cells nϭ1,2, . . . ,LϪ2. At the boundary cells we allow the probability density to escape from the right half cell for n ϭ0, and from the left half cell for nϭLϪ1, and nothing enters the system from the outside. The latter condition requires
Due to the escape of probability density, the eigenvalues that determine the time dependence of the probability density in each cell move to the interior of the unit circle. A simple proof of this fact is given in Appendix A. We show there also that the kernel is two dimensional.
To determine the nonzero eigenvalues 0Ͻ͉͉Ͻ1 of the open chain, we first write the eigenvalue equation in the momentum representation. Then every eigenstate ⌿ satisfies the equation
͑31͒
Viewed in terms of the ''top'' and ''bottom'' states, we see that the solution of Eq. ͑31͒ can be neatly formulated as a scattering problem ͑see Fig. 4͒ , where the incoming waves are ⌿ b (n) and ⌿ t (n), and the outgoing waves are ⌿ b (n ϩ1) and ⌿ t (nϪ1) with a one-cell scattering S matrix, and a one-cell transfer T matrix. Those are defined, respectively, by the relations FIG. 3 . Eigenspectrum of the closed uniform quantum multibaker for the chain of length Lϭ101 cells with periodic boundary conditions. Phases are q ϭ p ϭ1/2, ␣ϭ, ␤ϭ3/4.
Explicitly, the S matrix, for the uniform multibaker, is
͑34͒
and the T matrix is
We find it convenient to use the transfer operators T to carry out the determination of the eigenvalues governing the rate of decay for an open system. To do this we first use the transfer operators to relate the quantum states at one end of the chain to the states at the other end, and then use the open, absorbing boundary conditions to obtain an explicit equation for . First, the states at the two ends of the chain are related by
To use the boundary conditions, we first look at cell LϪ1. We note that in the open multibaker ⌿ t (LϪ1)ϭ0. Then using Eq. ͑31͒, we obtain
Using Eq. ͑32͒ and ͑36͒, we easily find that ⌿ b (1) ϭ( f 0 g 01 /)⌿ t (0). Thus the equation that determines the decay rates is
where a scalar product of matrices is to be taken as indicated. To get a useful form for this equation we need to find the eigenvalues of the transfer matrix T. We denote the eigenvalues of T by ϩ , Ϫ , which are obtained as solutions of the quadratic equation
where ␣,␤ are given by Eq. ͑25͒. Using, as before, the notation uϭe i␣ ,vϭ/e i␤ we obtain the same formal relation between u and v as in the periodic case, Eq. ͑27͒, i.e.,
͑40͒
The two solutions u ϩ ,u Ϫ satisfy u ϩ u Ϫ ϭ1, and u ϩ ϩu Ϫ ϭͱ2͓vϩ1/v͔. Since ͉v͉ϭ͉͉Ͻ1, it follows that u ϩ ,u Ϫ do not lie on the unit circle. In particular, they must be different and so the matrix T is nondegenerate. We take ͉u ϩ ͉Ͼ1 Ͼ͉u Ϫ ͉ to define them uniquely, and use u Ϯ ϭ Ϯ e i␣ . If we set u Ϯ ϭe Ϯi , and then solve for v we obtain
Interesting solutions are those where is not purely real, that is, C\R. We next use a simple identity for the Lth power of nondegenerate matrix T, given by
to write Eq. ͑38͒ in the form 
where a,b are given by Eq. ͑48͒, while ϭϮ1 enumerates the solutions. The nonexponential factor on the right-hand side is the unperturbed solution. Figure 4͑b͒ shows the absolute value of v ͑in the fourth-order approximation͒. The general result and the numerical studies suggest that the value of v that is the nearest to the unit circle occurs when k takes on one of the four values, k͕1,LϪ1,L ϩ1,2LϪ1͖. To get the leading term in the large-size limit we find it convenient to use an alternative expansion of Eq. ͑46͒, in powers of L Ϫ1 . While this leads to an asymptotic solution for v which quickly diverges for most k, it gives us the correct leading-order behavior for kӶL. Then the expansion of the solution of Eq. ͑46͒ in powers of 1/L, as
which gives the asymptotic formula for v(k)
The escape of probability density from an open system asymptotically is dominated by the eigenvalue closest to the unit circle. Therefore, the escape rate .
͑54͒
This result means that even though the motion inside the quantum multibaker is faster ͑ballistic͒ than in the corresponding classical system ͑diffusive͒, the effusion ͑decay of probability density͒ is slower than that for the corresponding classical system, ͑ ͓4͔; see also Sec. II B͒
It is interesting to compare this result with those obtained by Barra and Gaspard ͓27͔ in their study of scattering resonances for an open, periodic chain of scatterers. In the high energy limit they found that the logarithms of the magnitudes of the eigenvalues can be bounded above and below by functions that scale as 1/L. They expect that the lower bound, given by the eigenvalues in the middle of the band, should hold also for lower energies ͓33͔. On the other hand, the upper bound, which gives the escape rate, is given by the resonances near the edges of the bands which are harder to estimate at low energies. Therefore, this bound is more difficult to control. This reasoning is consistent with our findings. In our case, the eigenvalues of the smallest magnitude are those for which to kϷϮL/2 ͑the middle of the band; see ͓Fig. 4͑b͔͒͒. Thus their magnitude can be estimated from Eq. ͑49͒ setting aϭ0,bϭ1 and therefore their logarithms scale as 1/L. On the other hand, the eigenvalues of largest magnitude, which give the escape rate, lie at the edges of the band.
The discrepancy between our results is not surprising for the high-energy limit corresponds to semiclassical limit for our system, and in the present work we consider the extreme quantum case.
C. Steady state solution
Suppose now that the multibaker of length L is connected at both ends to infinitely conducting leads. We suppose that there can be traveling waves in the leads moving to the right and to the left. These waves are most conveniently described in terms of the momentum space representation of the wave functions, and we recall that the ''bottom'' states come from the left and the ''top'' states come from the right. Thus to the left of the chain, nϽ0, we take the traveling waves to be
and to the right of the chain, nϾLϪ1, the waves are
Here A,D are the amplitudes of the incoming waves, while B,C are the amplitudes of the outgoing waves. Due to the dynamics on the multibaker, we can match the incoming wave functions in the leads to the proper momentum space functions for the unit cells at 0 and at LϪ1. This matching condition is simply
We will use a scattering approach to find the outgoing amplitudes B,C for the steady state solution, as well as to solve the problem of the relaxation of some initial state to a steady state ͑Fig. 7͒. First we consider the steady state solution for the baker chain with conducting leads. The steady state solution is defined by the condition that the time dependence of the wave function can be incorporated in a time-dependent phase factor. Since the dynamics takes place at discrete times, there is a such that ⌿ t,b (n,tϩ1)ϭe i ⌿ t,b (n,t) which implies that ⌿ t,b (n,t) ϭe i t ⌿ t,b (n,0). In particular, using Eq. ͑60͒, ⌿ b (0,t)
, we obtain the steady state equation
The transmission and reflection coefficients for the chain can be expressed in terms of the scattering S matrix, given by
where the elements of S matrix are
͑64͒
Here the unprimed coefficients refer to waves incident on the left end of the chain, while the primed quantities refer to the waves incident on the right side of the chain. The transmis- FIG. 7 . Scattering from a quantum multibaker. QUANTUM MULTIBAKER MAPS: EXTREME QUANTUM REGIME PHYSICAL REVIEW E 66, 036110 ͑2002͒
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sion and reflection coefficients, T,TЈ,R,RЈ, respectively, are then obtained from the elements of S by
and similarly for the primed quantities. Unitarity of S implies TϭTЈ,RϭRЈ. In order to calculate the S matrix, S 0,LϪ1 , for the chain, we proceed as for the absorbing case, by looking at the transfer and scattering matrices for one cell, and building up the matrices for the chain by iteration, cell by cell. Consider the cell labeled by the index n. The S matrix for the nth cell is given by
and the transfer T matrix is
Each of the matrices can be given in terms of the other, thus,
The S and T matrices can easily be obtained by transforming the dynamical equations ͑62͒ to momentum representation ͑18͒, so that
from which the S matrix follows as
The T matrix is then given by
͑72͒
The scattering matrix for the whole multibaker S 0,LϪ1 can easily be derived from
Its unitarity can also be verified. For the uniform system
where Ϯ are roots of characteristic polynomial of T,
Ϯ ϭe
Ϫi␣ ͓ ͱ2cos ͑ ␤Ϫ͒Ϯͱcos 2͑␤Ϫ ͔͒, ͑74͒
and ␣,␤ are given by Eq. ͑25͒. Depending on the sign of cos 2(␤ϩ) there are two types of solutions: if the frequency of the incident wave falls in one of the quasienergy bands cos 2͑␤Ϫ ͒Ͻ0⇔Ϫ␤͓/4,3/4͔ഫ͓5/4,7/4͔, ͑75͒
we have the oscillatory case with some interesting structure. Otherwise, when the frequency of the incident wave falls in the gap, we observe almost total reflection of particles coming from the leads to the chain, becoming total as L→ϱ ͑the exponential case͒. ͑1͒ If cos 2(␤Ϫ)Ͻ0 ͑oscillatory case͒, the characteristic roots are
Then the scattering matrix for the chain becomes,
͑77͒
To simplify the formulas we introduce
where ϭϮ is the sign of sin(␤Ϫ). Then the transmission and reflection coefficients are
Some interesting special cases occur when
We will refer to the cases when Tϭ1 as transmission resonances. They occur when sin Lϭ0. On the other hand, one can see from Eq. ͑77͒ that the S matrix has poles when Eq. ͑45͒ is satisfied. Hence the poles of the S matrix determine the eigenstates of open system. ͑2͒ In the exponential case, when cos 2(␤Ϫ)Ͼ0, we have ͉ Ϯ ͉ 2 у1, and ϩ Ϫ * ϭ1, so that ͉ Ϫ ͉ϭ1/͉ ϩ ͉. Then the transmission and reflection coefficients are
D. Density profile in the steady state-violation of Fick's law
As mentioned above, the oscillatory case provides some interesting structures, illustrating the interference between waves traveling to the right and left along the chain. The algebra is tedious but straightforward, and we do not reproduce it here, merely stating the final results.
The wave function in the steady state is
We introduce the probability densities, L and R , from the left and right leads, respectively, in terms of the corresponding wave functions, by writing
i , where denotes a relative phase between the wave functions at the two ends. Then, introducing the angle ϭ( q Ϫ p )/2ϩ␣Lϩ, we obtain the total probability density at cell n,
At the resonance (ϭk/L) it takes the form
Let us concentrate on this last expression, for simplicity. Since ͉z n ͉ 2 ϭsin 2 ϩsin 2 n, then if we write (n)
, which implies, in particular, positivity of . For small k it turns out that the second term is negligible ͑Fig. 8͒. We can easily estimate the behavior of the probability density profile in this case. For large L and small k we have
which for kϭ1 can also be approximated as Figure 8 shows the approximate solution ͑crosses͒ and the full solution ͑diamonds͒ as well as the probability density of the bottom states ͑boxes͒ and the top states ͑circles͒. For the smallest resonance (kϭ1) the probability distribution achieves the maximum around nϭL/2 where it is approximately 2L 2 / 2 . These results are clearly connected to the slow probability escape ϰ1/L 3 . To understand them consider a plane wave coming from the left with a resonant frequency going through the open quantum multibaker. Thus at every time step we inject the same density inside. The wave travels ballistically inside and when it reaches the end is mostly reflected, partially transmitted. Due to the fast motion inside and the slow decay, the density accumulates in the multibaker and reaches the steady state when the escape on the right balanced the injection on the left. The probability density of the resulting standing wave is given by Eq. ͑84͒. This result is very striking in comparison with the classical case: in the classical multibaker one obtains Fick's behavior ͓4,8,9͔-there is a linear profile of probability density. This is also what happens for partially integrated classical dynamics that we considered in Sec. II C. In particular, the probability density at any point inside the multibaker is between the densities of the reservoirs.
We defer the complete discussion of the steady state solutions to a further work where it will be considered together with the semiclassical case in the context of transport ͓21͔. Here let us only mention that the approach to the steady state can be conveniently studied as a spectral problem: The evolution equations for the quantum multibaker with two waves scattering from left and right can be written as
where ⌿ (t)ªe Ϫit ⌿(t),M L is the matrix representation of the open multibaker propagator following from the equations
͑87͒
and ⌽ 0 denotes the steady state boundary conditions:
otherwise. The solution to this simple affine problem is
where k are the -dependent eigenvalues of M L and the ͉ k ͘ are the corresponding eigenvectors. In particular, if at time 0 the system is empty ⌿(0)ϭ0, then the solution is
The steady state is the time invariant part of the above solution,
͑90͒
The approach to the steady state is given by the eigenvalues of the open multibaker ͑49͒, thus it is as slow as the escape of probability density, which is consistent with the accumulation of large probability density in the system. Note that the distribution of the absolute values of the eigenvalues of M L is independent, yet the steady state solution does depend on .
V. THE CLOSED RANDOM QUANTUM MULTIBAKER FOR NÄ2
In this section we extend our discussion of the quantum multibaker map for Nϭ2 by considering the case where the phases q,p defining the map vary randomly from cell to cell. As expected, the random case differs considerably from the uniform case, since the randomness of the phases acts as a disordering mechanism producing a localization of the wave function. Unlike the uniform case, there is little that can be done analytically for the random case, other than making use of some known results for the properties of products of random 2ϫ2 matrices ͓34͔, which in this case are only of limited utility. For this reason we limit ourselves to a presentation of the results of numerical studies.
The random quantum multibaker map is, for the case N ϭ2, defined by the equations
where the phases in each of the cells are drawn randomly from some distribution. Here we use a uniform distribution of phases in the unit interval.
The numerically obtained quasienergy spectrum is illustrated in Fig. 9 and can be compared with that for the uniform case. The quasienergies associated with the eigenstates ⌿(t)ϭ͓⌿ l (0),⌿ r (0), . . . ,⌿ l (LϪ1),⌿ r (LϪ1)͔, are determined by the solution of the following eigenvalue equation:
͑91͒
which determines the eigenvalue . It is interesting to note that this equation can be put into a form that is reminiscent of the Anderson model for localization ͑see Appendix B͒. If we define 
͑92͒
A similar equation holds for ⌿ r (nϩ1). We rewrite this equation so that it takes the form of a dynamical problem, where the cell index n plays the role of the time step. That is,
͑93͒
where the transfer matrix can be written as
The phases are given by
It can be seen that the eigenstates are localized but the localization does not seem to be purely exponential for finite L, as illustrated in Fig. 10 , where some states are localized over some tens of cells, while others are localized over several times as many cells. In longer chains the exponential decay of the eigenfunctions is more pronounced. The exponential decay of the wave function far from its peak is usually characterized by the inverse localization length
A simple estimate can be obtained as follows: From Eq. ͑93͒ we get ͉⌿ l (nϩ1)͉ϭ͉2ͱ2e
Thus, on the average we have
Therefore, starting from almost every initial conditions, on the average we should observe growth of ͉⌿ l (n)͉ 2 given by ͉⌿ l (nϩ1)͉/͉⌿ l (n)͉Ϸͱ2ϩͱ5Ϸ2.06. Therefore the inverse localization length is approximately 0.72. Of course, rather than calculate the logarithm of the average we should calculate the average of the logarithm but the obtained value is not far off the numerically obtained average, which is 0.51 for a chain of 301 cells, and 0.56 for a chain of 1201 cells. Figure 11 shows the distribution of the numbers ͉ln(͉⌿ n ͉/͉⌿ nϩ1 ͉)͉ over the range of the wave function where it was appreciably different from 0, over all of the eigenstates for a given realization of disorder.
This distribution reflects the generally broad distributions associated with the properties of localized states. The difference between the estimated value of the rate of growth with the average obtained from the numerical distribution is due to the contributions from regions where the variation in amplitude from cell to cell is not exponential ͑compare with Fig. 10͒ .
Next, we mention an interesting phenomenon. We first note that the equations connecting ⌿ l (n) with ⌿ l (nϪ1) and ⌿ l (nϩ1) involve the same phases and are of the same form as the equation connecting ⌿ r (nϩ1) with ⌿ r (n) and ⌿ r (nϩ2). When the transfer matrices are given in the form of Eq. ͑94͒ one can show that the two cases differ only in two random phases, 1 , 2 . However, since the equations for ⌿ l (n) and ⌿ r (nϩ1) separate and have different boundary conditions, there is a priori no connection implied between the solutions to the above sets of equations. Indeed, after solving the equations numerically for small L we find that there is no connection between them. Thus it may come as a surprise that for large L,͉⌿ l (n)͉ϭ͉⌿ r (nϩ1)͉. This is a numerical result that accounts for the double peaks in Fig. 10 . To illustrate this equality, we show several example fragments of eigenstates in Fig. 12 . The equality illustrated here is satisfied to within all the allowed precision for LϾ100, and is independent of the shape of the eigenfunction.
The physical explanation is actually quite simple ͓35͔. The probability current through the boundary between cells n and nϩ1 is given by J n͉nϩ1 ϭ͉⌿ l (n)͉ 2 Ϫ͉⌿ r (nϩ1)͉ 2 .
Therefore the difference between ͉⌿ l (n)͉ and ͉⌿ r (nϩ1)͉ implies nonvanishing current. While such currents can arise, in principle one expects they should be negligible in disordered systems, which leads to the equality that we observe numerically.
VI. SUMMARY OF RESULTS AND DISCUSSION
With this paper we have begun our study of transport properties for quantum multibaker maps. Our central motivation for this study is, of course, to use a simple, classically chaotic system with transport and entropy production and to explore the differences between the classical system, and its quantum counterpart. The multibaker map provides a convenient model for this study.
In order to set the stage for further work, we considered here the extreme quantum limit of the QMB where each unit cell contains just two quantum states, in either the position or momentum representation. Further work will now be devoted to the properties of the QMB for smaller values of h, including a study of the semiclassical regime where Planck's constant is very small, and the transition is to the classical limit.
In order to explore a variety of versions of the QMB, we used the fact that the Weyl quantization procedure for maps on torus allows us some freedom in the choice of phases for the quantum states. This freedom can be thought of as a freedom in the location of the quantum states in the position and momentum representations, or as the effects of BohmAharonov current loops on the wave functions in each unit cell. For large h and for the uniform QMB, we have been able to proceed with analytical calculations for the quasienergies, and for the quantum states for different boundary conditions. These calculations showed ballistic transport of probability amplitudes within the chain, due to the Bloch wave structure of the eigenstates, as well as a slow decay of probability from an open, finite chain, due to the difficulty that long-wavelength modes have in escaping through the exit channels. The random phase case exhibits localization of wave functions and the appropriate equations were shown to be close to the basic equations of the Anderson model of localization. All of these results show that the behavior of the QMB for Nϭ2 is quite different from that of the classical multibaker map, which exhibits normal, diffusive transport. For larger N, smaller h, we should see behavior that more closely approximates the classical behavior, at least on the logarithmic time scale.
There are quite a large number of directions for future studies of the QMB. For the case of hϭ1/2 we have studied only the uniform and random phase cases. One can also consider models with periodic distribution of phases over several cells, models in which there is a well-defined, systematic progression of phases from one cell to the next, or where the phases in the cells are incommensurate ͑oscillating with irrational periods͒. The situation for larger N is such that there are N quantum states in each cell, so that there will then be several transport channels in the QMB. It remains to be seen what the properties of these systems will be, both as a function of N as well as a function of the phases of the wave functions in the cells. As h approaches zero, one can study the semiclassical limit and the approach to classical, chaotic behavior of the QMB. Clearly, we should obtain the diffusive behavior independently of the distribution of phases, that is, for the uniform ͑ballistic͒ case as well as for the random ͑localized͒ case. Such a study should reveal for this simple system whether the diffusive behavior arises directly through the semiclassical limit, or whether one needs to assume an additional mechanism-such as interaction with the environment, or decoherence-to regain classical properties. The QMB is simple enough to consider the clasical limit for uniform phase, random phase, and incommensurate phase models, among others. The investigation of these questions will be the subject of further papers in this series. 
