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ON THE GINZBURG-LANDAU ENERGY WITH A MAGNETIC FIELD
VANISHING ALONG A CURVE
AYMAN KACHMAR AND MARWA NASRALLAH
Abstract. The energy of a type II superconductor placed in a strong non-uniform, smooth
and signed magnetic field is displayed via a universal reference function defined by means of
a simplified two dimensional Ginzburg-Landau functional. We study the asymptotic behavior
of this functional in a specific asymptotic regime, thereby linking it to a one dimensional func-
tional, using methods developed by Almog-Helffer and Fournais-Helffer devoted to the analysis
of surface superconductivity in the presence of a uniform magnetic field. As a result, we obtain
an asymptotic formula reminiscent of the one for the surface superconductivity regime, where
the zero set of the magnetic field plays the role of the superconductor’s surface.
1. Introduction
During the two past decades, the mathematics of superconductivity has been the subject of
intense activity (see [11] for the physical background). One common model used to describe the
behavior of a superconductor is the Ginzburg-Landau functional involving a pair (ψ,A), where
ψ is a wave function (called the order parameter) and A is a vector field (called the magnetic
potential), both being defined on an open set Ω ⊂ R2. The functional is
E(ψ,A) =
∫
Ω
[
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
]
dx+ κ2H2
∫
Ω
|curlA−B0|2dx. (1.1)
The quantity |ψ|2 measures the density of superconducting electrons (so that ψ = 0 defines
the normal state); curlA measures the induced magnetic field; the parameter H measures the
strength of the external magnetic field and the parameter κ > 0 is a characteristic of the su-
perconducting material. The function B0 is a given function and accounts for the profile of an
external non-uniform magnetic field. We will assume that B0 ∈ C3(Ω).
Of particular physical interest is the ground state energy
Egs(κ,H) := inf{E(ψ,A) : (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2)}. (1.2)
As the intensity of the magnetic field varies (i.e. the parameter H), changes in Egs(κ,H) mark
various distinct states of the superconductor. That has been fairly understood for type II super-
conductors in the case where the magnetic field is uniform (i.e. B0 = 1) which has allowed to
distinguish between three critical values for the intensity of the applied magnetic field, denoted
by HC1 , HC2 and HC3 whose role can be described as follows (see [13, 24, 9, 8, 10, 15]):
• If H < HC1 , then the whole superconductor is in the perfect superconducting state ;
• If HC1 < H < HC2 , the superconductor is in the mixed phase, where both the super-
conducting and normal states co-exist in the bulk of the sample; the most interesting
aspect of the mixed phase is that the region with the normal state appears in the form
of a lattice of point defects, covering the whole bulk of the sample [25] ;
• If HC2 < H < HC3 , superconductivity disappears in the bulk but survives on the surface
of the superconductor ;
• IfH > HC3 , superconductivity is destroyed and the superconductor returns to the normal
state .
The case of a non-uniform sign changing magnetic field has been addressed first in [23] then
recently in [4, 5, 6, 17, 19]. In the presence of such magnetic fields, the behavior of the supercon-
ductor (and the associated critical magnetic fields) differ significantly from the case of a uniform
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applied magnetic field. In particular, the order of the intensity of the third critical field HC3
increases, and in the mixed phase between HC2 and HC3 , superconductivity is neither present
everywhere in the bulk, nor it is evenly distributed in the form of a lattice. We refer to [17, 19]
for more details.
Now we state our assumption on the function B0. These are two conditions that will allow B0
to represent a non-uniform sign changing applied magnetic field. The first condition is on the
zero set of B0 and says
Γ := {x ∈ Ω , B0(x) = 0} 6= ∅ and Γ ∩ ∂Ω is finite . (1.3)
The second condition is on the gradient of the function B0 and yields that the function B0
vanishes non-degenerately and changes sign:
|B0|+ |∇B0| 6= 0 in Ω. (1.4)
Note that (1.4) yields that Γ consists of a finite number of smooth curves that are assumed to
intersect ∂Ω transversely. Such magnetic fields arise naturally in many contexts [2, 7, 22].
Under the assumptions (1.3) and (1.4), the ground state energy Egs(κ,H) is estimated for
various regimes of H and κ. Firstly, in light of results in Pan-Kwek [23] and Attar [6], we know
that there exists M > 0 such that, for H > Mκ2 and κ sufficiently large, Egs(κ,H) = 0 and
every critical point (ψ,A) of the functional in (1.1) is a normal solution, i.e. ψ = 0 everywhere.
The meaning of this is that the critical field HC3 , the threshold above which superconductivity
is lost, is of the order of κ2.
In the recent paper [19], the authors write an asymptotic expansion for the ground state energy
in the specific regime where H is of order κ2 and κ→ +∞ (in this case, H is of the order of the
third critical field HC3).
The result in [19] reads as follows. There exists a universal function E(·), introduced in
Theorem 2.1 below, such that if 0 < M1 < M2, then, for H ∈ [M1κ2,M2κ2], the ground state
energy satisfies, as κ→∞,
Egs(κ,H) = κ
∫
Γ
(
|∇B0(x)|H
κ2
)1/3
E
(
|∇B0(x)|H
κ2
)
ds(x) +
κ3
H
o(1) , (1.5)
where ds denotes the arc-length measure in Γ.
The asymptotic analysis of Egs(κ,H) has been carried for other regimes of the magnetic field
strength, down to H ≈ κ1/3, in [4, 5, 19]. The case where the function B0 is only Hölder
continuous or a step function has been discussed in [17, 3].
Let us mention a few properties of the function E(·) appearing in (1.5):
• L ∈ (0,∞) 7→ E(L) ∈ (−∞, 0] is a continuous function ;
• As L→ 0+, the asymptotic behavior of E(L) is analyzed in [18]; in particular |E(L)| ≈
L−4/3 ;
• There exists a universal (spectral) constant λ0 > 0 (defined below in (1.6)) such that
E(L) = 0 for L ≥ λ−3/20 and E(L) < 0 for 0 < L < λ−3/20 .
The aim of this paper is to analyze the asymptotic behavior of E(L) as L→ λ−3/20 from below
(thereby complementing the result in [18] devoted for the regime L → 0+). To that end, we
introduce the following quantities :
• λ0 > 0 and τ0 < 0 are the constants (see Theorem 3.1)
λ0 = inf
α∈R
λ(α) = λ(τ0) (1.6)
where λ(α) is the lowest eigenvalue of the operator − d2dt2 +
(
t2
2 + α
)2
.
• u0 is the positive L2-normalized eigenfunction satisfying(
− d
2
dt2
+
(
t2
2
+ τ0
)2)
u0 = λ0u0 in R .
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We obtain:
Theorem 1.1. As Lր λ−3/20 , the following asymptotic formula holds,
E(L) = −L
2/3
2
(L−2/3 − λ0)2
‖u0‖44
(1 + o(1)) .
Now we return back to (1.5) and observe that, when H satisfies(
min
x∈Ω
|∇B0(x)|
)
H
κ2
≥ λ−3/20 ,
the leading order term in (1.5) vanishes (so superconductivity disappears in the bulk of the
sample). This leads us to introduce the following critical field
HC2(κ) = γκ
2 (1.7)
where
γ := λ
−3/2
0 c
−1
0 and c0 = min
x∈Γ
|∇B0(x)| . (1.8)
Then one may ask whether we can refine the formula in (1.5) under the assumption that H is
close to and below HC2(κ) (see (1.10) below). Indeed this is possible by using Theorem 1.1 and
by working under a rather generic assumption on B0:
Assumption 1.2. Suppose that B0 satisfies (1.3) and (1.4). Let c0 be the constant introduced
in (1.8) and
Γ0 = {x ∈ Γ : |∇B0(x)| = c0} (1.9)
be the set of minimum points of the function Γ ∋ x 7→ |∇B0(x)|.
We assume that one of the following two conditions hold:
• Either Γ0 = Γ,
• or the set Γ0 is finite, Γ0 ⊂ Ω and every point of Γ0 is a non-degenerate minimum of the
function Γ ∋ x 7→ |∇B0(x)|.
Remark 1.3. In the case of the unit disc Ω = B(0, 1), the following two functions
(x, y) 7→ y − x and (x, y) 7→ y − x2
serve as two examples of a magnetic field B0 satisfying Assumption 1.2.
Remark 1.4. If the set Γ0 is finite and there exists x0 ∈ Γ0 ∩ ∂Ω, then x0 is a non-degenerate
minimum if the derivative of the map x 7→ ∇B0(x) at x0 is not zero.
Assumption 1.2 is reminiscent of the assumption by Fournais-Helffer in [12, Assumption 5.1]
but with the function x 7→ (−|∇B0(x)|) here replacing the curvature there. Also, Assumption 1.2
appears in the analysis of magnetic mini-wells by Helffer-Kordyukov-Raymond-Vu˜Ngo¸c [20].
Next we assume that H approaches the critical field in (1.7) as follows
H =
(
γ − ρ(κ)
)
κ2 , (1.10)
where the constant γ is introduced in (1.8) and
ρ : (0,∞)→ (0,∞) satisfies κ−1/30 ≪ ρ(κ)≪ 1 . (1.11)
Here and in the sequel, we use the following notation. If a(κ) and b(κ) are two positive valued
functions, the notation a(κ) ≪ b(κ) means that a(κ)/b(κ) → 0 as κ → ∞. Also, by writing
a(κ) ≈ b(κ) it is meant that there exist constants κ0, c1, c2 > 0 such that c1b(κ) ≤ a(κ) ≤ c2b(κ),
for all κ ≥ κ0.
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Clearly, when (1.10), (1.11) and Assumption 1.2 hold, the principal term in (1.5) satisfies∫
Γ
(
|∇B0(x)|H
κ2
)1/3
E
(
|∇B0(x)|H
κ2
)
ds(x)
= − γ
2‖u0‖44
(∫
Γ
|∇B0(x)|
((H
κ2
|∇B0(x)|
)−2/3 − λ0)2
+
ds(x)
)
(1 + o(1))
= − λ
−3/2
0
2‖u0‖44
(∫
Γ
((H
κ2
|∇B0(x)|
)−2/3 − λ0)2
+
ds(x)
)
(1 + o(1)) . (1.12)
The last step follows since γ = λ
−3/2
0 c
−1
0 and the function on Γ,
((
H
κ2
|∇B0(x)|
)−2/3 − λ0)
+
, is
supported in Γκ, where
Γκ = {x ∈ Γ : H
κ2
|∇B0(x)| < λ−3/20 } , (1.13)
which yields that |∇B0(x)| ∼ c0 on Γκ.
Under Assumption 1.2, only one of the following two cases may occur:
• Either Γκ = Γ, in which case∫
Γ
((H
κ2
|∇B0(x)|
)−2/3 − λ0)2
+
ds(x) =
(
2
3
c0λ
3/2
0 ρ(κ)
)2
|Γ|(1 + o(1)) ;
• or |Γκ| ≈
√
ρ(κ) as κ→ +∞, in which case∫
Γ
((H
κ2
|∇B0(x)|
)−2/3 − λ0)2
+
ds(x) ≥ cρ(κ)2
√
ρ(κ) ≈ (ρ(κ))5/2 ,
for some constant c > 0, which depends on the second derivative of the function |∇B0(x)|
at the minimum points.
As an application of the main result of this paper (Theorem 3.1), we are able to prove that
Theorem 1.5. Under Assumption 1.2, if (1.10) and (1.11) hold, then as κ→ +∞,
Egs(κ,H) =
[
−κλ
−3/2
0
2‖u0‖44
∫
Γ
((H
κ2
|∇B0(x)|
)−2/3 − λ0)2
+
ds(x)
] (
1 + o(1)
)
.
The result in Theorem 1.5 is far from optimal. We mention it as a simple application of
Theorem 1.1 and the analysis in [19]. To get the optimal regime (for ρ(κ)) where the result
in Theorem 1.5 holds, we need a rather detailed analysis of the ground state energy and the
corresponding minimizers, that we postpone to a separate work.
The rest of the paper is organized as follows. We introduce in Section 2 a certain simplified
Ginzburg-Landau functional from which arises the definition of the limiting function E(L) ap-
pearing in Theorem 1.1 above. We recall in Section 3 spectral facts concerning the family of
Montgomery operators. A related family of 1D linear functionals is introduced in Section 4 where
we investigate the infimum over all the ground state energies of those functionals. Moreover, we
prove in Section 4 a key-ingredient asymptotic formula needed for the proof of the main result. A
technical spectral estimate is proved in Section 5. We perform in Section 6 some Fourier analysis
to get a good estimate on the energy functional defined on half-cylinders. We conclude with the
proof of Theorem 1.1 in Section 7. Finally, in Section 8, we prove Theorem 1.5.
2. The simplified Ginzburg-Landau functional
We consider the following magnetic potential,
Aapp(x) =
(
−x
2
2
2
, 0
) (
x = (x1, x2) ∈ R2
)
(2.1)
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which generates the magnetic field curlAapp = x2 that vanishes along the line x2 = 0.
Let L > 0, b > 0, R > 0 and SR = (−R,R)× R. Consider the functional
ER,b(u) =
∫
SR
(
|(∇− iAapp)u|2 − b|u|2 + b
2
|u|4
)
dx, (2.2)
and the corresponding ground state energy
e(b;R) = inf
{ER,b(u) : (∇− iAapp)u ∈ L2(SR), u ∈ L2(SR) and u = 0 on ∂SR} . (2.3)
The following theorem was proven in [19, Theorem 3.8].
Theorem 2.1. Given L > 0, there exists E(L) ≤ 0 such that,
lim
R→∞
e(L−2/3;R)
2R
= E(L). (2.4)
The function (0,∞) ∋ L 7→ E(L) ∈ (−∞, 0] is continuous, monotone increasing, and
E(L) = 0 if and only if L ≥ λ−3/20 ,
where λ0 > 0 is the eigenvalue introduced in (1.6).
Furthermore, there exists a constant C > 0 such that
∀R ≥ 2, ∀L > 0, E(L) ≤ e(L
−2/3;R)
2R
≤ E(L) + C(1 + L−2/3)R−2/3. (2.5)
3. The Montgomery operator
For α ∈ R, consider the self-adjoint operator in L2(R),
P (α) = − d
2
dt2
+
(
t2
2
+ α
)2
(3.1)
with domain
Dom
(
P (α)
)
= B2(R) =
{
f ∈ H2(R) : t4f ∈ L2(R)
}
. (3.2)
The first eigenvalue λ(α) of the operator P (α) is expressed by the min-max principle as follows
λ(α) := inf
u∈B1(R)
Qα(u)
‖u‖22
, (3.3)
where
Qα(u) =
∫
R
(
|u′(t)|2 +
(
t2
2
+ α
)2
|u(t)|2
)
dt (3.4)
is the quadratic form defined for u in the space
B1(R) = {u ∈ H1(R) : t2u ∈ L2(R)} . (3.5)
Recall that λ0 = infα∈R λ(α) introduced in (1.6). We collect from [16] some important properties
of the function α 7→ λ(α).
Theorem 3.1.
(1) There exists a unique τ0 ∈ R such that λ0 = λ(τ0).
(2) τ0 < 0 and λ0 < λ(0) ≤
(
3
4
) 4
3
< 1.
(3) lim
α→±∞
λ(α) = +∞.
(4) The minimum of λ at τ0 is non-degenerate, that is, λ
′′(τ0) > 0.
Remark 3.2. One finds the numerical approximation λ0 ∼= 0.57 (see. [21, 22]).
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As a consequence of Theorem 3.1, we may define two functions z1(b), z2(b) satisfying
z1(b) < τ0 < z2(b), λ
−1([λ0, b)) = (z1(b), z2(b)).
For all α ∈ R, let λ2(α) be the second eigenvalue of the operator P (α) introduced in (3.1).
By continuity of the functions α 7→ λn(α), for all n ∈ {1, 2}, we get
Lemma 3.3. Let τ0 be the value defined in Theorem 3.1. There exists ε0 > 0 such that, if
α ∈ (τ0 − ε0, τ0 + ε0) and b ∈ [λ0, λ0 + ε0), then b < λ2(α).
In the sequel, we consider α ∈ (τ0 − ε0, τ0 + ε0) and b ∈ [λ0, λ0 + ε0), where ε0 is defined by
Lemma 3.3 . Let uα be the positive normalized ground state of the operator P (α), and let πα
be the L2 orthogonal projection on Span(uα). For α = τ0, we shorten the notation and write
u0 := uτ0 .
We introduce the regularized resolvent of P (α) by
Rα,b := (P (α)− b)−1(1− πα) . (3.6)
The following lemma is straightforward (see [13, Lem. 14.2.6]):
Lemma 3.4. The regularized resolvent Rα,b maps L
2(R) into B2(R). Moreover, there exist
ε, C > 0 such that for all (α, b) ∈ (−τ0 − ε, τ0 + ε)× [λ0, λ0 + ε),
‖Rα,bu‖B2(R) ≤ C‖u‖L2(R).
4. A family of 1D non-linear functionals
Let b > 0 and α ∈ R. Consider the functional
B1(R) ∋ f 7→ Eα,b(f) =
∫
R
(
|f ′(t)|2 +
(
t2
2
+ α
)2
|f(t)|2 − b|f(t)|2 + b
2
|f(t)|4
)
dt , (4.1)
along with the ground state energy
b(α, b) = inf{Eα,b(f) : f ∈ B1(R)} , (4.2)
where B1(R) is the space introduced in (3.5). We continue to work under the assumptions made
in Theorem 3.1 and afterwards.
Our objective is to prove
Theorem 4.1. There exists b∗ > 0 such that, if λ0 < b ≤ b∗, then there exists a unique
ξ(b) ∈ (z1(b), z2(b)) satisfying
b(ξ(b), b) = inf
α∈R
b(α, b) .
Furthermore,
• the function b 7→ ξ(b) is a C∞ function on (λ0, b∗] with ξ(λ0) = τ0 ;
• As bց λ0, inf
α
b(α, b) = − 1
2b
(b− λ0)2
‖u0‖44
(
1 + o(1)
)
.
The starting point is the following preliminary result:
Theorem 4.2. Let b > 0 and α ∈ R. Then the following hold:
(1) The functional Eα,b has a strictly positive minimizer fα,b in the space B1(R) if and only
if λ(α) < b . Furthermore, the minimizer satisfies the Euler-Lagrange equation
− f ′′α,b +
(
t2
2
+ α
)2
fα,b = bfα,b(1− |fα,b|2), (4.3)
and the inequality
‖fα,b‖∞ ≤ 1.
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(2) The ground state energy in (4.2) satisfies
b(α, b) = − b
2
‖fα,b‖44. (4.4)
(3) There exists α0 ∈ (z1(b), z2(b)) such that,
b(α0, b) = inf
α∈R
b(α, b).
(4) If b < λ(0), then α0 < 0.
(5) If b > 0. The map α ∈ (z1(b), z2(b)) 7→ fα,b ∈ B1(R) is C∞.
(6) (Feynman-Hellmann) ∫
R
(
t2
2
+ α0
)
|fα0(t)|2dt = 0. (4.5)
The proof of Theorem 4.2 is obtained by adapting the same analysis of [13, Section 14.2]
devoted to the functional
Fα,b(f) =
∫
R
(
|f ′(t)|2 + (t+ α)2 |f(t)|2 − b|f(t)|2 + b
2
|f(t)|4
)
dt. (4.6)
Remark 4.3. The existing results on the functional in (4.6) suggest that Theorem 4.1 holds for all
b > λ0 (see [9, 8, 10]). However, in the new functional (4.1), the presence of the non-translation
invariant potential term
(
t2
2 + α
)
causes technical difficulties that prevent the application of the
method of [9, 8, 10].
According to Theorem 4.2, we observe that the functional Eα,b has non-trivial minimizers if
and only if α ∈ (z1(b), z2(b)). Furthermore, as b ց λ0, z1(b), z2(b) → τ0 and consequently,
α0 → τ0. So, if b is sufficiently close to λ0, the minimum points of the function α 7→ b(α, b) are
localized in a neighborhood of τ0.
In the sequel, we assume that the pair (α, b) lives in a sufficiently small neighborhood of
(τ0, λ0) so that the results in Section 3 hold.
Lemma 4.4. Let
δ = 〈fα,b, uα〉 . (4.7)
Then
(b− λ(α))δ = b〈f3α,b, uα〉, (4.8)
and
fα,b + bRα,b(f
3
α,b) = δuα . (4.9)
Proof. The formula in (4.8) results from (4.3) because P (α)uα = λ(α)uα. Next we prove (4.9).
Note that πα(P (α) − b)fα,b = δ(P (α) − b)uα. We may write (4.3) as bf3α,b = −
(
P (α) − b)fα,b.
Consequently,
Rα,b(bf
3
α,b) = (P (α) − b)−1(bf3α,b − πα(bf3α,b))
= −fα,b + δuα.
Here is the identity in (4.9). 
Since B1(R) is embedded in L∞(R), we can define the following map
B1(R) ∋ u 7→ Gα,b(u) = −bRα,b(u3) . (4.10)
As a consequence of Lemma 3.4, we find
Lemma 4.5. There exist a neighborhood N0 = (τ0−ε, τ0+ε)× [λ0, λ0+ε) and a constant C > 0
such that, for all (α, b) ∈ N0, the map Gα,b maps B1(R) to itself, and for all u ∈ B1(R),
‖Gα,b(u)‖B1(R) ≤ C‖u‖3B1(R) .
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With Lemma 4.5 in hand, we can invert equation (I −Gα,β)(u) = f when the pair (α, b) lives
in the neighborhood N0, and the norm of u is sufficiently small. We state this as follows.
Lemma 4.6. There exists a constant c∗ > 0 such that, for all (α, b) ∈ N0 and u ∈ B1(R)
satisfying ‖u‖B1(R) ≤ c∗, the series
t(u) =
∞∑
j=0
Gjα,b(u)
is absolutely convergent. Furthermore,
t
(
u−Gα,b(u)
)
= u .
Now we return back to (4.9) and observe that it can be expressed in the following form
(I −Gα,b)(fα,b) = δuα. (4.11)
We will apply Lemma 4.6 to invert the formula (4.11), but we have to prove first that ‖fα,b‖B1(R)
is sufficiently small, which is our next task.
Lemma 4.7. There exists a constant C > 0 such that, for all α ∈ R and b ≥ λ0, we have
‖fα,b‖B1(R) ≤ Cb3/2
√
b− λ0.
Proof. We can find a constant C1 > 0 such that, for all f ∈ B1(R) and (α, b),
‖f‖2B1(R) ≤ C1
∫
R
[
|f ′(t)|2 +
(
α+
t2
2
)2
|f(t)|2
]
dt
= C1
{
Eα,b(f) +
∫
R
(
b|f |2 − b
2
|f |4
)
dx
}
,
(4.12)
where Eα,b(·) is the functional introduced in (4.1).
Now we choose f = fα,b. Consequently Eα,b(f) ≤ Eα,b(0) = 0. So we can drop the term Eα,b(f)
from (4.12) and get the following two inequalities,
‖f‖2B1(R) ≤ C1b‖f‖22, (4.13)
and
b
2
‖f‖44 ≤ b‖f‖22 −
∫
R
[
|f ′(t)|2 +
(
α+
t2
2
)2
|f(t)|2
]
dt
≤ (b− λ(α))‖f‖22 ≤ (b− λ0)‖f‖2B1(R) since λ(α) ≥ λ0.
(4.14)
On the other hand, using Hölder’s inequality, we write
‖f‖22 =
∫
R
|f(t)|(1 + t2)|f(t)|(1 + t2)−1dt
≤ ‖f‖4‖(1 + t2)f‖2‖(1 + t2)−1‖4 ≤ C2‖f‖4‖f‖B1(R) , (4.15)
for some constant C2 independent of (α, b). Combining (4.13)-(4.15) gives, for C3 = 2
1/4C1C2
‖f‖2B1(R) ≤ C3b3/4(b− λ0)1/4 ‖f‖3/2B1(R).
This yields the conclusion in Lemma 4.7 with C = C23 . 
In the sequel, we assume the additional condition Cb3/2
√
b− λ0 < c∗, where c∗ is the
constant in Lemma 4.6. Now, Lemma 4.7 and the identity (4.11) yield:
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Lemma 4.8. There exists ε > 0 such that, for all (α, b) ∈ (τ0 − ε, τ0 + ε) × [λ0, λ0 + ε), the
function fα,b satisfies,
fα,b =
∞∑
j=0
δ3
j
Gjα,b(uα) , (4.16)
where δ is introduced in (4.7).
Proof of Theorem 4.1.
Step 1: A spectral expression for fα,b.
The definition of δ in (4.7) and Lemma 4.7 yield
0 ≤ δ ≤ Cb3/2
√
b− λ0 .
Assuming b− λ0 is sufficiently small, we get 0 ≤ δ < 1. Consequently, the series
S(δ, α, b) :=
∞∑
j=0
δ3
j
Gjα,b(uα), (4.17)
is normally convergent in the space B1(R) and depends smoothly on the parameters (δ, α, b).
Later, it will be convenient to write
S(δ, α, b) = δT (δ2, α, b),
where, for ǫ > 0,
T (ǫ, α, b) =
∞∑
j=0
ǫ
3j−1
2 Gjα,b(uα) . (4.18)
Now Lemma 4.8 reads
fα,b = δT (δ
2, α, b). (4.19)
The advantage of (4.19) is that fα,b is expressed in terms of the spectral quantity T (δ
2, α, b) and
the value δ = 〈fα,b, uα〉. We will use (4.19) to write a non-trivial relation between the parameters
α, b, δ which will allow us to select the optimal α which minimizes the ground state energy b(α, b)
(see (4.2)). Indeed, there exists a smooth function n(z1, z2, z3) defined in a neighborhood of
(0, τ0, λ0) such that n(0, α, b) > 0 for (α, b) 6= (τ0, λ0), and (see [13, Lem. 14.2.9, Eq. (14.46)])
δ = δ(α, b) =
√
b−1(b− λ(α))n(b− λ(α), α, b) . (4.20)
So we can write fα,b in the form (using (4.19))
fα,b = δT
(
ǫ(α, b), α, b
)
, (4.21)
with ǫ(α, b) = δ(α, b)2. This proves that fα,b depends smoothly on (α, b) near (τ0, λ0).
Step 2: Uniqueness of ξ(b).
By Theorem 4.2, we know that a minimum α0 for the function α 7→ b(α, b) exists, and if b is
selected sufficiently close to λ0, α0 is localized near τ0. In this case, it is enough to consider α
varying in a neighborhood of τ0. In particular, we may assume that (4.20) holds.
We will prove that any minimum α0, when close enough to τ0, is unique and depends smoothly
on b. Using (4.5) and (4.21), we have
0 =
∫
R
(
t2
2
+ α0
)
|fα0,b(t)|2dt = δ(α0, b)2
∫
R
(
t2
2
+ α0
)
|T (ǫ(α0, b), α0, b)|2dt.
(4.22)
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By the Feyman-Hellman formula for the eigenvalue λ(α), we write
λ′(α0) = 2
∫
R
(
t2
2
+ α0
)
|uα0(t)|2 = 2
∫
R
(
t2
2
+ α0
)
|T (0, α0, b)|2dt
= −2
∫
R
(t2
2
+ α0
)(
|T (ǫ(α0, b), α0, b)|2 − |T (0, α0, b)|2
)
dt,
(4.23)
where we have used (4.22) in the step.
By (4.18), we see that
λ′(α0) = δ(α0, b)
2a(α0, b).
where a(α, b) is a smooth function, thanks to (4.20).
Using the expression of δ(α0, b) in (4.20), we see that α0 is a solution of the following equation
λ′(α0) = (b− λ(α0))a˜(α0, b)
for a new smooth function a˜.
Now, the function
(α, b) 7→ h(α, b) := λ′(α)− (b− λ(α))a˜(α, b).
satisfies h(τ0, λ0) = 0 since λ
′(τ0) = 0 and λ(τ0) = λ0. Furthermore,
∂h
∂α
(τ0, λ0) = λ
′′(τ0) > 0.
By the implicit function theorem, there exists a neighborhood N0 of (τ0, λ0) such that, in this
neighborhood, the equation h(α, b) = 0 has a unique solution given by α = ξ(b), where ξ is a
smooth function of b.
By selecting b sufficiently close to λ0, we get that (α0, b) ∈ N0 and satisfies h(α0, b) = 0.
Consequently, α0 = ξ(b).
Step 3: Asymptotic behavior of the ground state energy.
We will prove that, as bց λ0,
‖fξ(b),b‖44 = b−2
(b− λ0)2
‖u0‖44
(1 + o(1)) (4.24)
which in turn yields, by Theorem 4.2, the desired asymptotic expansion for the ground state
energy b(ξ(b), b). Recall that, for the ease of the notation, we write u0 = uτ0 .
By the series representation (4.16) of fα,b in the B
1-norm (and therefore in the L4-norm) we
get
‖fξ(b),b‖44 = |δ|4‖uξ(b)‖44 +O(|δ|6).
By smoothness of the function b 7→ ξ(b) and α 7→ uα, we get ‖uξ(b)‖4 = ‖uτ0‖44(1 + o(1)), which
in turn yields (4.24). 
5. The spectral estimate
Let b and ξ(b) be as in Theorem 4.1, and let β ∈ R. We introduce γ(β, b) to be the infimum
of the spectrum of the self-adjoint operator associated with the quadratic form
Qβ,b(u) =
∫
R
(
|u′(t)|2 +
(
t2
2
+ ξ(b) + β
)2
|u(t)|2 − b(1− |fξ(b),b|2)|u(t)|2
)
dt. (5.1)
More precisely, using the min-max principle,
γ(β, b) := inf
u∈B1(R)
Qβ,b(u)∫
R
|u|2dt . (5.2)
The eigenvalue γ(β, b) is simple, and by analytic perturbation theory, β 7→ γ(β, b) is an analytic
function. Furthermore, if uβ,b is a normalized ground state of γ(β, b), then it depends analytically
on β as well.
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In the sequel, we write
γβ(β, b) :=
∂γ
∂β
(β, b) and γββ(β, b) :=
∂2γ
∂β2
(β, b).
Our objective is to prove
Theorem 5.1. There exists ǫ > 0 such that for b ∈ [λ0, λ0 + ǫ), we have
inf
β∈R
γ(β, b) = 0.
Theorem 5.1 has been proved in [1, Lem 2.2] for the potential term (t+ξ)2 (instead of (t2/2+ξ)2
in the expression of Qα,β). The proof of [1] can be easily adapted to handle our case where the
potential term is (t2/2 + ξ)2. We start by giving some properties of γ(β, b) when β = 0.
Proposition 5.2. We have:
(1) γ(0, b) = 0 and γβ(0, b) = 0, for all b > λ0.
(2)
lim
bցλ0
γββ(0, b) = λ
′′(τ0). (5.3)
Proof. Let uβ,b denote the unique positive normalized ground state of γ(β, b). The function uβ,b
satisfies the eigenvalue equation
− u′′β,b +
(
t2
2
+ ξ(b) + β
)2
uβ,b − b(1− |fξ(b),b|2)uβ,b = γ(β, b)uβ,b. (5.4)
We set β = 0 and multiply the above equation by fξ(b),b, then we integrate over R to get
γ(0, b)
∫
R
fξ(b),b(t)uβ,b(t)dt = 0 .
Since fξ(b),b and uβ,b are positive,
∫
R
fξ(b),b(t)uβ,b(t)dt 6= 0. Thus γ(0, b) = 0 and it follows from
(4.3) that
u0,b =
fξ(b),b
‖fξ(b),b‖2
.
To prove the statement on the derivative of γ, we write the Hellmann-Feynman formula
∂γ
∂β
(β, b) = 2
∫
R
(
t2
2
+ ξ(b) + β
)
|uβ,b(t)|2dt.
For β = 0, uβ,b = fξ(b),b/‖fξ(b),b‖2 and we obtain
∂γ
∂β
(0, b) =
2
‖fξ(b),b‖22
∫
R
(
t2
2
+ ξ(b)
)
|fξ(b),b|2dt = 0 by (4.5).
It remains to prove (2). Note that z1(b), z2(b)→ τ0 as b→ λ0. Since z1(b) < ξ(b) < z2(b),
ξ(b)→ τ0 as b→ λ0 . (5.5)
It follows from Corollary 4.8 that
lim
b→λ0
‖fξ(b),b‖B1(R) = 0 .
By the continuous embedding B1(R) →֒ L∞(R), we infer that
lim
b→λ0
‖fξ(b),b‖L∞(R) = 0 . (5.6)
Note that, for all u ∈ B1(R),
Qβ,b(u) = Qξ(b)+β(u)− b
∫
R
(1− |fξ(b),b|2)|u|2dt,
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where (α, a) 7→ Qα,a(·) is the quadratic form defined in (5.1), and α 7→ Qα(·) is the quadratic
form introduced in (3.4).
Recall the definitions of γ and λ from (5.2) and (3.3) respectively. Using the min-max principle
we get
λ(ξ(b) + β)− b ≤ γ(β, b) ≤ λ(ξ(b) + β)− b+ ‖fξ(b),b‖2∞ .
It follows from (5.5) and (5.6) that
γ(β, b) −→
b→λ0
λ(τ0 + β)− λ0, (5.7)
where the convergence is uniform (with respect to β) on every bounded interval in R.
Since γ is holomorphic in β, the derivatives must converge uniformly as well, hence
γββ(β, b)→ λ′′(τ0 + β),
from which (2) follows simply upon taking β = 0. 
Proof of Theorem 5.1. Using a Taylor expansion of γ(β, b) near β = 0, it follows from Proposi-
tion 5.2 that there exist β0 > 0 and ǫ1 > 0 such that
λ0 ≤ b < λ0 + ǫ1 & |β| ≤ β0 ⇒ γ(β, b) > 0 . (5.8)
From the definition of γ in (5.2) and the min-max principle, we get
γ(β, b) ≥ λ(ξ(b) + β)− b . (5.9)
Since λ′′(τ0) > 0, we get by Taylor’s formula the existence of ǫ2 ∈ (0, ǫ1) and δ ∈ (0, β02 ) such
that
z 6∈ (τ0 − δ, τ0 + δ) =⇒ λ(z) ≥ λ0 + ǫ2 .
Since ξ(b)→ τ0 as b→ λ0, there exists ǫ3 ∈ (0, ǫ2) such that
λ0 ≤ b ≤ λ0 + ǫ3 =⇒ |ξ(b)− τ0| ≤ β0
2
.
It is easy to see that, for b ∈ [λ0, λ0+ǫ3] and |β| ≥ β02 , ξ(b)+β /∈ (τ0−δ, τ0+δ), and consequently
γ(β, b) ≥ λ(ξ(b) + β)− b ≥ λ0 + ǫ2 − b ≥ 0.
This combined with (5.8) finishes the proof of Theorem 5.1. 
6. The model on a half cylinder
Recall that SR = (−R,R) × R and Aapp is the magnetic potential introduced in (2.1). We
introduce the space
Dper =
{
u ∈ L2loc(R2) : (∇− iAapp)u ∈ L2(SR), ∃ z ∈ R, u(x1 + 2R,x2) = e2izRu(x1, x2)
}
,
(6.1)
and the ground state energy,
eper(b;R) = inf {ER,b(u) : u ∈ Dper} , (6.2)
where ER,b is the functional in (2.2).
For every b > 0, let ξ(b) be as defined in Theorem 4.1 and define the function
R2 ∋ (x1, x2) 7→ ψb(x1, x2) = eiξ(b)x1fξ(b),b(x2). (6.3)
We will prove
Theorem 6.1. There exists ǫ > 0 such that, for all b ∈ [λ0, λ0 + ǫ) and ψ ∈ Dper,
ER,b(ψ) ≥ ER,b(ψb). (6.4)
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Remark 6.2. It is easy to see that
ψb(x1 + 2R,x2) = e
2iξ(b)Reiξ(b)x1fξ(b),b(x2) = e
2iξ(b)Rψb(x1, x2).
Thus ψb ∈ Dper (take z = ξ(b)). Consequently, we infer from Theorem 6.1 that ψb is the
minimizer of ER,b in Dper. By (4.4) and invoking Theorem 4.1, the minimal energy is:
eper(b;R) = ER,b(ψb) = −bR‖fξ(b),b‖44 = −b−1R
(b− λ0)2
‖u0‖44
(
1 + g(b)
)
, (6.5)
where g(b) is independent of R and satisfies g(b)→ 0 as bց λ0.
Proof of Theorem 6.1. We follow the proof of Almog-Helffer [1] devoted to the potential term
(t+ ξ(b))2. Firstly, let us notice that the space
D0 = {ψ ∈ Dper ∩C∞(R2) : ∃ M > 0, suppψ ⊂ R× [−M,M ] } (6.6)
is dense inDper, the space in (6.1), relative to the norm ‖u‖Dper := ‖u‖L2(SR)+‖(∇−iAapp)u‖L2(SR).
So it is enough to prove (6.4) for ψ ∈ D0. The proof consists of four steps. Since fξ(b),b > 0 in
R+, we can represent the space D0 in the following useful form
D0 = {eizx1fξ(b),b(x2)v(x1, x2) : z ∈ R, v ∈ C∞(R2) is 2R-periodic in the variable x1
& ∃M > 0, suppv ⊂ R× [−M,M ]} . (6.7)
Step 1.
Choose b ∈ [λ0, λ0 + ǫ) so that Theorem 5.1 holds. Pick ψ ∈ D0 in the form (see (6.7))
(x1, x2) 7→ ψ(x1, x2) := eiξ(b)x1fξ(b),b(x2)v , (6.8)
where v(x1, x2) is smooth, vanishes for |x2| large enough, and periodic with respect to the first
variable, i.e. v(x1, x2) = v(x1 + 2R,x2).
The following formula will allow us to compare the energies of ψ and ψb (see [1, Thm. 3.1,
Eqs. (3.5)-(3.7)] for the detailed computations):
ER,b(ψ)− ER,b(ψb) =
∫
R
∫ R
−R
(
f2ξ(b),b|∇v|2 + 2
(
x22
2
+ ξ(b)
)
f2ξ(b),bℑ(v∂x1v)
)
dx1dx2
+
b
2
∫
R
∫ R
−R
f4ξ(b),b(1− |v|2)2dx1dx2. (6.9)
By periodicity we can expand v in a Fourier series as follows
v(x1, x2) =
∞∑
n=−∞
vn(x2)e
in π
R
x1
where
vn(x2) =
1
2R
∫ R
−R
v(x1, x2)e
−in π
R
x1 dx1 . (6.10)
So, we can rewrite
ψ(x1, x2) =
∞∑
n=−∞
ein
π
R
x1eiξ(b)x1(vnfξ(b),b)(x2).
Thus, the equation (6.9) reads as follows
ER,b(ψ)− ER,b(ψb) =
∞∑
n=−∞
J(vn;
nπ
R
) +
b
2
∫
R
∫ R
−R
f4ξ(b),b(1− |v|2)2dx1dx2, (6.11)
where
J(vn;β) =
∫
R
|fξ(b),b|2
[
|v′n|2 +
(
β2 + 2β
(x22
2
+ ξ(b)
))|vn|2] dx2 .
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It results from (6.10) that vn(x2) is a smooth function with compact support (since v(x1, x2) is
smooth and vanishes for x2 large enough). Let wn(x2) = fξ(b),b(x2)vn(x2). It is easy to see that∫
R
|fξ(b),b|2|v′n|2dx2 =
∫
R
[
−
(
w2nf
′
ξ(b),b
fξ(b),b
)′
+
w2nf
′′
ξ(b),b
fξ(b),b
+ |w′n|2
]
dx2 ,
where, after an integration by parts,∫
R
(
w2nf
′
ξ(b),b
fξ(b),b
)′
dx2 = 0.
Consequently, using the equation satisfied by fξ(b),b in (4.3), we get∫
R
|fξ(b),b|2|v′n|2dx2 =
∫
R
[
|w′n|2 +
((
x22
2
+ ξ(b)
)2
− b(1− f2ξ(b),b)
)
|wn|2
]
dx2.
Now we insert this into the expression of J(vn;β) then use the min-max principle and get
J(vn;
nπ
R
) =
∫
R
[
|w′n|2 +
((x22
2
+ ξ(b) +
nπ
R
)2 − b(1 − f2ξ(b),b))|wn|2] dx2
≥ γ
(nπ
R
, b
) ∫
R
|wn|2dx2,
where γ(·, b) was introduced in (5.2). Note that γ(·, b) ≥ 0 by Theorem 5.1. Inserting this into
(6.12), we obtain
ER,b(ψ)− ER,b(ψb)
≥ 2Rγ
(nπ
R
, b
) ∞∑
n=−∞
∫
R
|fξ(b),b(x2)vn(x2)|2dx2 +
b
2
∫
R
∫ R
−R
f4ξ(b),b(1− |v|2)2dx1dx2 ≥ 0. (6.12)
Step 2.
Now we consider an arbitrary function ψ ∈ D0 which can be expressed in the form (see (6.7))
ψ(x1, x2) = e
izx1fξ(b),b(x2)v(x1, x2) . (6.13)
Note that in (6.8), we handled the special case z = ξ(b). Here we assume that :
R
π
(z − ξ(b)) = r
s
, (6.14)
for some (r, s) ∈ Z× N. We can rewrite ψ as
ψ(x1, x2) = e
iξ(b)x1fξ(b),b(x2)v
per(x1, x2),
where vper(x1, x2) := e
i(z−ξ(b))x1v(x1, x2).
The function vper is 2sR-periodic with respect to the first variable. Thus ψ falls in the case
studied in Step 1 but with R replaced by sR and s ∈ N. We apply the conclusion in Step 1 and
write
EsR,b(ψ) ≥ EsR,b(ψb).
Next we observe that, for s ∈ N,
EsR,b(ψ) = sER,b(ψ) and EsR,b(ψb) = sER,b(ψb).
So we deduce that
ER,b(ψ) ≥ ER,b(ψb),
for all ψ ∈ D0 but under the condition in (6.14).
Step 3.
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The general result follows from the density of rational numbers in R. We present the details
for the sake of convenience. Pick z ∈ R and an arbitrary smooth function ψ(·; z) ∈ D0 having
the form (see (6.7))
ψ(x1, x2; z) := e
izx1fξ(b),b(x2)v(x1, x2) .
We will prove that
ER,b(ψ(·; z)) ≥ ER,b(ψb), (6.15)
which yields the desired result.
Define α ∈ R as follows
R
π
(z − ξ(b)) = α ∈ R.
Let αn =
[nα]
n
∈ Q, where [·] denotes the integer part. It is clear that αn → α in R. Define the
sequence zn as follows
R
π
(zn − ξ(b)) = αn ∈ Q.
We apply the conclusion in Step 2 with zn, it follows that
ER,b(ψ(·; zn)) ≥ ER,b(ψb). (6.16)
It is clear that zn → z. From this, we deduce that ER,b(ψ(·; zn)) → ER,b(ψ(·; z)). Since ER,b(ψb)
is independent of z, taking the limit in (6.16) yields (6.15). 
7. Proof of Theorem 1.1
Recall the ground state energies e and eper from (2.3) and (6.2) respectively. We decompose
the proof of Theorem 1.1 into two steps.
Step 1: Lower bound.
Since every function in H10 (SR) can be extended by periodicity to a function in the domain
Dper, we get immediately that, for all L,R > 0,
e(L−3/2;R) ≥ eper(L−3/2;R). (7.1)
Now, Theorem 6.1 and the formula in (6.5) give us, for all L,R > 0,
eper(L−3/2;R)
2R
≥ −L
2/3
2
(L−2/3 − λ0)2
‖u0‖44
(
1 + g(L)
)
,
where g(L) is independent of R and tends to 0 as Lր λ−3/20 . Thus (7.1) yields
e(L−3/2;R)
2R
≥ −L
2/3
2
(L−2/3 − λ0)2
‖u0‖44
(
1 + g(L)
)
.
In light of Theorem 2.1, we get the desired lower bound upon taking R→∞.
Step 2: Upper bound.
To get an upper bound, we need to use a suitable test configuration. Let θR ∈ C∞c (R) be a
function satisfying,
supp θR ⊂ (−R,R), 0 ≤ θR ≤ 1, θR = 1 in (−R+ 1, R − 1),
and
|θ′R| ≤ C ,
where C > 0 is a universal constant.
We introduce
ψ(x1, x2) = e
iξ(L−2/3)x1fL(x2)θR(x1).
where
fL(x2) := fξ(L−2/3),L−2/3(x2).
Here, we recall ξ(b) and fξ(b),b from Theorems 4.1 and 4.2 respectively.
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We start by estimating
ER,L−2/3(ψ) =
∫
SR
(
|(∇− iAapp)ψ|2dx− L−2/3|ψ|2dx+ L
−2/3
2
|ψ|4
)
dx. (7.2)
An integration by parts yields,∫
SR
|(∇− iAapp)ψ|2dx =
〈
θ2R(x1)fL(x2),−(∇− iAapp)2eiξ(L
−2/3)x1fL(x2)
〉
+
∫
SR
|fL(x2)θ′R(x1)|2dx. (7.3)
Note that 〈
θ2R(x1)fL(x2),−(∇− iAapp)2eiξ(L
−2/3)x1fL(x2)
〉
=
∫
SR
θ2R(x1)
(
|f ′L(x2)|2 +
(x22
2
+ ξ(L−2/3)
)2
|fL(x2)|2
)
dx1dx2
≤ 2R
∫
SR
(
|f ′L(x2)|2 +
(x22
2
+ ξ(L−2/3)
)2
|fL(x2)|2
)
dx2.
(7.4)
By the construction of θR, we have that supp θ
′
R ⊂ [−R+ 1, R − 1] and |θ′R| ≤ C. Thus∫
SR
|fL(x2)θ′R(x1)|2dx1dx2 =
∫ R−1
−R+1
|θ′R(x1)|2dx1
∫
R
|fL(x2)|2dx2 ≤ C‖fL‖22. (7.5)
Here ‖fL‖2 <∞ but depends on L. Substituting (7.4) and (7.5) in (7.3), we find∫
SR
|(∇− iAapp)ψ|2dx ≤ 2R
(∫
R
|f ′L(x2)|2 +
(x22
2
+ ξ(L−2/3)
)2|fL(x2)|2) dx2+C‖fL‖22 . (7.6)
We have the following decomposition,∫
SR
|ψ|2dx =
∫
SR
θR(x1)
2|fL(x2)|2dx1dx2
= 2R
∫
R
|fL(x2)|2dx2 −
∫
SR
(1− θ2R(x1))|fL(x2)|2dx1dx2.
Again, the assumption on the support of θR yields∫
SR
(1− θ2R(x1))|fL(x2)|2dx1dx2 ≤ 2‖fL‖22 . (7.7)
Consequently, we obtain, for all R > 2,
e(L−2/3;R) ≤ ER,L−2/3(ψ)
≤ 2R
∫
R
(
|f ′L|2 +
(x22
2
+ ξ(L−2/3)
)2|fL|2 − L−2/3|fL|2 + L−2/3
2
|fL|4
)
dx2
+max(C, 2)‖fL‖22 .
(7.8)
Since fL is a minimizer of the functional (4.1) for (α, b) =
(
ξ(L−2/3), L−2/3
)
, (7.8) reads
e(L−2/3;R) ≤ 2R b(ξ(L−2/3), L−2/3)+max(C, 2)‖fL‖22 , (7.9)
where b was introduced in (4.2).
Dividing by 2R, we get
e(L−2/3;R)
2R
≤ b(ξ(L−2/3), L−2/3)+ max(C, 2)‖fL‖22
R
. (7.10)
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Taking lim supR→∞ on both sides and invoking Theorem 2.1, we infer that, for all L > 0,
E(L) = lim sup
R→∞
e(L−2/3;R)
2R
≤ b(ξ(L−2/3), L−2/3). (7.11)
In view of Theorem 4.1, we see that, as Lր λ−3/20 ,
b
(
ξ(L−2/3), L−2/3
)
= −L
2/3
2
(L−2/3 − λ0)2
‖u0‖44
(
1 + o(1)
)
.
Inserting this into (7.11), we get, as Lր λ−3/20 ,
E(L) ≤ −L
2/3
2
(L−2/3 − λ0)2
‖u0‖44
(1 + o(1)) .
8. Proof of Theorem 1.5
We will improve the estimate in (1.5) by providing an explicit control of the remainder term.
We will do this by carefully examining the upper and lower bounds obtained in [19].
To simplify the presentation, we will assume that the set Γ (introduced in (1.3)) consists of
a single smooth curve. When Γ consists of a finite number of components, we can apply the
analysis in this section to each component separately and sum up the results.
We will use the following notation:
• ds denotes the arc-length measure on Γ ;
• |Γ| = ∫Γ ds(x) denotes the arc-length measure of Γ ;• distΓ : Γ× Γ→ [0,∞) denotes the arc-length distance in Γ .
We begin with the following geometric lemma.
Lemma 8.1. There exist two positive constants C and ℓ0 (which depend on the domain Ω, the
function B0 and the set Γ in (1.3)) such that, for all a ∈ Γ and ℓ ∈ (0, ℓ0) satisfying
D(a, ℓ) ⊂ Ω
then ∣∣∣∣∣
∫
D(a,ℓ)∩Γ
ds(x)− 2ℓ
∣∣∣∣∣ ≤ Cℓ2 .
Proof. Let a ∈ Γ and ℓ > 0 such that D(a, ℓ) ⊂ Ω. By a translation, we may assume that
a = (0, 0). We can select an interval Ia, a C
2 function ua : Ia → R, and a constant C˜ > 0 such
that
D(a, ℓ) ∩ Γ ⊂ {(s, ua(s)) : s ∈ Ia} , 0 ∈ Ia, (0, ua(0)) = 0 ,
and
∀ s ∈ Ia , |ua(s)|+ |u′a(s)|+ |u′′a(s)| ≤ C˜ .
Furthermore, by the compactness of the set Γ, we may assume that the constant C˜ is independent
of a and ℓ, for ℓ sufficiently small.
Define the function f(s) = s2+
(
ua(s)
)2− ℓ2. Using Taylor’s formula for the function ua near
0, we can prove the following, for ℓ sufficiently small:
• There exist s1 ∈ (−2ℓ, 0) and s2 ∈ (0, 2ℓ) such that f(s1) = f(s2) = 0 (by the interme-
diate value theorem) ;
• f ′(s) > 0 on (−2ℓ, 2ℓ) ;
• s1 and s2 are the unique zeros of the function f on the interval (−2ℓ, 2ℓ) ;
• s1 and s2 satisfy
s1 =
−ℓ√
1 + |u′a(0)|2
+O(ℓ2) and s2 = ℓ√
1 + |u′a(0)|2
+O(ℓ2) .
18 A. KACHMAR AND M. NASRALLAH
Therefore, we deduce that D(a, ℓ) ∩ Γ = {(s, ua(s)) : s1 ≤ s ≤ s2} and∫
D(a,ℓ)∩Γ
ds(x) =
∫ s2
s1
√
1 + |u′a(s)|2 ds = 2ℓ+O(ℓ2) as ℓ→ 0+ .

With Lemma 8.1 in hand, we can a construct a covering of Γ by disks with disjoint interior.
Lemma 8.2. There exist two positive constants C and ℓ0 such that, for all ℓ ∈ (0, ℓ0), there exist
N ∈ N and a collection of points (aj)1≤j≤N on Γ such that
∀ j,
∣∣∣distΓ(aj , aj+1)− 2ℓ∣∣∣ ≤ Cℓ2 & D(aj , ℓ) ⊂ Ω ,
D(aj, ℓ) ∩D(aj′ , ℓ) = ∅ for j 6= j′ ,∣∣∣∣N − |Γ|2ℓ
∣∣∣∣ ≤ C .
Proof. For all ℓ ∈ (0, 1), let n be the unique natural number satisfying
|Γ|
2ℓ
(
1 +
ℓ
2
)−1
− 1 ≤ n < |Γ|
2ℓ
(
1 +
ℓ
2
)−1
.
We select a collection of points (bj)1≤j≤n ⊂ Γ such that distΓ(bj , bj+1) = |Γ|n . For all j, let
ej = |bj+1− bj| be the Euclidean distance between the points bj+1 and bj . We define the number
N as follows
N = CardJ where J = {j : D(bj, ej) ⊂ Ω} .
For ℓ sufficiently small, we get that J = {j0 + k : 1 ≤ k ≤ N} for some j0 ∈ {1, · · · , n}. Now,
for all k ∈ {1, · · · , N}, we set ak = bj0+k.
The points (ak) and the number N satisfy the properties mentioned in Lemma 8.2. The details
can be found in [19, Proof of Lemma 5.2, Step 2]. 
In Lemma 8.3 below, F denotes the unique vector field satisfying
curlF = B0 , divF = 0 in Ω , ν · F = 0 on ∂Ω , (8.1)
where ν is the unit normal vector of the boundary of Ω. Also, we introduce the following local
Ginzburg-Landau energy
E0(u,A;U) =
∫
U
(
|(∇− iκHA)u|2 − κ2|u|2 + κ
2
2
|u|4
)
dx , (8.2)
where U is an open subset of R2.
Lemma 8.3. Let 0 < M1 < M2. There exist two positive constants C and κ0 such that the
following is true.
Assume that
• κ ≥ κ0 and M1κ2 ≤ H ≤M2κ2 ;
• ℓ = κ−7/8, a ∈ Γ and D(a, ℓ) ⊂ Ω ;
• x ∈ D(a, ℓ) ∩ Γ and Lx = |∇B0(x)|Hκ2 .
Then there exists a function wa,x ∈ H10 (D(a, ℓ)) such that
E0
(
wa,x,F;D(a, ℓ)
) ≤ (2L1/3x E(Lx) + Cκ−1/16)κℓ ,
where the function E(·) is introduced in (2.4).
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Proof. We will skip the reference to the points a and x by writing L = Lx and w = wa,x. Define
a = A(κℓ)−1 and R = L1/3κℓ, where A is a constant selected such that, for κ sufficiently large,
we have
R ≥ 4max(a−1/2L−2/3, 1) . (8.3)
Then we take w as in [19, Eq. (5.11)]. Since R satisfies (8.3), then the function wa satisfies (see
[19, Eq. (5.15)]), for some constant C˜ > 0 and for all δ > 0,
E0
(
w,F;D(a, ℓ)
) ≤ 2(1 + δ)(1 − a)RE(L)
+ C˜
(
(1 + L−2/3)R1/3 + a−1/2(1 + a−1L−2/3R−2) + (δκ2 + δ−1κ2H2ℓ6)ℓ2
)
.
For δ = κ−3/8, ℓ = κ−7/8, a ≈ (κℓ)−1 and H ≈ κ2, we get the upper bound in Lemma 8.3, for
some constant C > C˜. 
Now we can prove the
Proposition 8.4. Let 0 < M1 < M2. There exist two positive constants C and κ0 such that,
for all κ ≥ κ0 and M1κ2 ≤ H ≤M2κ2, the ground state energy in (1.2) satisfies
Egs(κ,H) ≤ κ
∫
Γ
(
H
κ2
|∇B0(x)|
)1/3
E
(
H
κ2
|∇B0(x)|
)
ds(x) + Cκ15/16 .
Proof. Let ℓ = κ−7/8 and
(
D(aj , ℓ)
)
1≤j≤N
be the collection of the pairwise disjoint disks con-
structed in Lemma 8.2, for κ sufficiently large. For all j, choose the point xj such that
min
x∈D(aj ,ℓ)∩Γ
(
H
κ2
|∇B0(x)|
)1/3
E
(
H
κ2
|∇B0(x)|
)
=
(
H
κ2
|∇B0(xj)|
)1/3
E
(
H
κ2
|∇B0(xj)|
)
.
We define the function w ∈ H10 (Ω) as follows
w(x) =

waj ,xj(x) : x ∈ D(aj , ℓ)
0 : x 6∈
⋃
1≤j≤N
D(aj , ℓ) .
Let F be the vector field in (8.1). Since Egs(κ,H) ≤ E(w,F) =
N∑
j=1
E0(waj ,xj ,F), Lemma 8.3
yields
Egs(κ,H) ≤
N∑
j=1
((
2L1/3xj E(Lxj ) + Cκ
−1/16
)
κℓ
)
≤ κ
N∑
j=1
((
|D(aj , ℓ) ∩ Γ|L1/3xj E(Lxj )
)
︸ ︷︷ ︸
lower Riemann sum
+C
(
ℓ+ κ−1/16
)
κ by Lemma 8.1
≤ κ
∫
Vℓ
{(
H
κ2
|∇B0(x)|
)1/3
E
(
H
κ2
|∇B0(x)|
)}
ds(x) + Cκ15/16 ,
where Vℓ =
N⋃
j=1
D(xj , ℓ) ∩ Γ. But, by Lemma 8.2, |Γ \ Vℓ| ≤ Cℓ which is what we need to obtain
the upper bound in Proposition 8.4. 
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Proposition 8.5. Let 0 < M1 < M2. There exist two positive constants C and κ0 such that,
for all κ ≥ κ0 and M1κ2 ≤ H ≤M2κ2, the ground state energy in (1.2) satisfies
Egs(κ,H) ≥ κ
∫
Γ
(
H
κ2
|∇B0(x)|
)1/3
E
(
H
κ2
|∇B0(x)|
)
ds(x)− Cκ11/12 .
Proof. Let a > 0 and δ > 0 be two sufficiently small parameters. Let ℓ = δH−1/3 and define the
two domains
D1 = {x ∈ Ω : dist(x,Γ) < 2
√
aℓ} and D2 = {x ∈ Ω : dist(x,Γ) >
√
aℓ} .
There exist two smooth functions χ1 and χ2 such that
χ21 + χ
2
2 = 1 , suppχj ⊂ Dj , and |∇χj | ≤ C(aℓ2)−1 ,
for some positive constant C.
Let (ψ,A) be a minimizer of the functional in (1.1). The following holds (see [19, Eq. (7.11)])
Egs(κ,H) = E(ψ,A) ≥ E0(ψ,A; Ω)
≥
2∑
j=1
E0(χjψ,A; Ω)− C√
aℓ
,
where the functionals E and E0 are introduced in (1.1) and (8.2) respectively.
We will select the parameters a and δ such that
√
aℓ ≫ κ−1 (recall that ℓ = δH−1/3). By
[19, Thm. 6.3], |ψ|2 is exponentially small in D2, hence E0(χ2ψ,A; Ω) ≥ −κ−1 for κ sufficiently
large. Consequently
Egs(κ,H) ≥ E0(χ1ψ,A; Ω)− C
(
1√
aℓ
+
1
κ
)
. (8.4)
Having Lemma 8.1 in hand, we can use the following lower bound (see [19, Eq. (7.19)])
E0(χ1ψ,A; Ω) ≥ κ
∫
Γ
(
H
κ2
|∇B0(x)|
)1/3
E
(
H
κ2
|∇B0(x)|
)
ds(x)
− C(√aℓ)−1 − C
(
a+ δ + δ2α−1
κ
H
H−2α/3 + η
)
κ
for η = ℓ and for all α ∈ (0, 1). We insert this lower bound into (8.4) then we choose a = δ = κ−1/6
and α = 3/4. This finishes the proof of Proposition 8.5. 
Proof of Theorem 1.5. Propositions 8.4 and 8.5 yield that
Egs(κ,H) = κ
∫
Γ
(
H
κ2
|∇B0(x)|
)1/3
E
(
H
κ2
|∇B0(x)|
)
ds(x) +O(κ11/12) . (8.5)
Under the assumption 1.2, the principal term in (8.5) satisfies (1.12) and is of order |Γκ|
(
ρ(κ)
)2 ≥
c
(
ρ(κ)
)5/2
, for some constant c > 0. By (1.12) and the assumption ρ(κ)≫ κ−1/30, we get
κ11/12 ≪ κλ
−3/2
0
2‖u0‖44
∫
Γ
((H
κ2
|∇B0(x)|
)−2/3 − λ0)2
+
ds(x) . (8.6)
Now, collecting (1.12), (8.6) and (8.5), we finish the proof of Theorem 1.5. 
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