Abstract-This paper presents a novel Medium Access Control (MAC) protocol intended to provide multi-hop Wireless Mesh Networks with a higher throughput. The proposed MAC-ASA (Medium Access Control with Anticipated Scheduling and Agreement) protocol uses a modified version of the 802.11 CSMA/CA contention handling procedure integrated with a dynamic (Time Division Multiple Access) TDMA-like protocol structure. It combines distributed link scheduling algorithm with power control support for router -router communications with a self agreement protocol for the client -router communications. In addition, the proposed algorithm solves the "exposed node" problem by applying multiple frequencies and time saving policies. These features result in a significant improvement of the throughput in many scenarios. Performance results from an OPNET model are presented in this paper.
I. INTRODUCTION
Recently, tremendous evolution has occurred in the technology of wireless networks in terms of architectures, performances, and applications. Along with emerging WiMAX and 802.11n networks, Wireless Mesh Networks represent a reliable and efficient solution for many application scenarios. Wireless Mesh Networks (WMNs) consist of mesh routers and mesh clients. Mesh routers have minimal mobility and form the backbone whereas mesh clients can roam freely. This type of infrastructure is decentralized, resilient, extremely reliable and relatively inexpensive. WMNs present automated features such as self-organization, self-configuration, and self-healing. WMNs are anticipated to resolve the limitations of current networks and to significantly improve the performances of ad hoc networks, wireless local area networks (WLANs), wireless personal area networks (WPANs), and wireless metropolitan area networks (WMANs). A detailed survey about WMNs can be found in [1] .
In all shared-medium networks, Medium Access Control (MAC) is an important technique that enables the successful operation of the network. One fundamental task of the MAC protocol is to coordinate the station accesses to the medium in order to avoid collisions. Data units (e.g. frames) must be sent through the medium without any damage or loss in a way which is fair or hierarchically ordered for all the stations. Moreover, the policy enforced by the MAC protocol should provide the maximum performances available at the link level.
IEEE 802.11 MAC [2] protocol was considered as the standard MAC for the current generation of wireless networks. While simple to use and reasonably efficient, 802.11 MAC presents a serious loss of performance in a multi-hop environment in terms of delay, fairness and, most importantly, throughput. Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) based sensing and backoff procedures are also not suited for the high rate contention and collision environment associated with wireless mesh networks. CSMA/CA is efficient for local one-hop transmissions but it does not scale to higher size networks, and must be modified to adapt to the hierarchical structure of the wireless mesh networks.
This paper presents the Medium Access Control with Anticipated Scheduling and Agreement (MAC-ASA) protocol, a new MAC protocol specifically designed to support high throughput for the Wireless Mesh Networks. While providing a higher throughput compared to the original 802.11 protocol, this protocol also presents good scalability and collision avoidance capabilities. These results are achieved by combining a dynamic packet scheduling procedure and an efficient time and frequency utilization. To obtain an efficient throughput, the main sources of performance degradation were identified as well as the trade-offs that could be made.
The rest of the paper is organized as follows. Section 2 describes the Wireless Mesh Network design environment and related work. The MAC-ASA principles are developed in Section 3. Section 4 presents the preliminary test setups and the associated results. Finally, we provide the conclusions in Section 5.
II. DESIGN ENVIRONMENT AND ISSUES

A. Wireless Mesh Networks
Wireless Mesh Networks represent an appealing solution for completely wireless solutions. WMNs can be defined, according to the 802.11s standard [2], as a collection of access points linked together by wireless links and presenting selfforming, self-organizing and self-healing capabilities. Mesh routers compose a backbone to which roaming clients can connect from any place. Moreover, gateway/bridging functions enable interoperability with other types of networks such as cellular, standard WiFi, WiMAX, etc. Wireless Mesh Networks are classified into many types depending on the network structure. Infrastructure/Backbone WMNs are the most common type with routers interconnected to each other and clients connecting to the routers as access points. However, it is also possible for the clients to communicate directly with each other in an ad hoc manner. These structural differences must be taken into account when designing the MAC protocol. A simple example of WMN is presented in Figure 1 . It shows This mesh structure provides the network with a higher robustness to node or link failures. Moreover, a rise in the node number will result in a higher capacity of the network. With more nodes, a larger area can be covered by the wireless medium and more paths become available. The selfmanagement capabilities make the Wireless Mesh Networks an attractive solution for many applications. WMNs can be used in broadband networking, community networking, emergency or temporary situations, sensor, automation and surveillance systems and, particularly, Metropolitan Area Networking.
B. Design Issues
In this mesh structure, routers forward the packets from other routers. This multi-hop environment makes the medium access an even greater challenge for the MAC protocol. Along with the rate of the traffic flow, the contention rate is increased. The multi-hop communication, in addition to the exposed and hidden node problems, prevents the RTS/CTS-based 802.11 MAC from being efficient in terms of throughput.
The high density of nodes which characterize these networks and the need to support high traffic rates for backbone traffic create a large amount of contention throughout the network. For flow traversing the multi-hop path, each intermediate node must contend for the next hop, which may interfere with the previous hop contention. Collisions and contention therefore increase automatically with the number of nodes. CSMA/CA based sensing and back-off procedures using random back-off durations respond slowly to this problem and lead to a loss of performance [3] , [4] , [5] , [6] . A more deterministic solution such as a Time Division Multiple Access (TDMA)-like framework appears to be a possible solution to solve this issue. Other solutions based on TDMA have been presented in [7] .
The hidden terminal problem is solved by the use of reservation packets. However, the exposed terminal problem still requires efficient solutions. When a neighbor in the range of an 802.11 station is involved in a data exchange, this station must not engage in any transmission. The blocked period of time is the main reason of the performances loss in ad hoc networks, WMNs and in general multi-hop networks. An interesting solution in [8] based on multiple devices controlled by a single processor could take advantage of multiple channels to solve those problems. As the use of multiple or smart antennas [9] is not assumed, the MAC protocol is designed to work for single antenna systems. It is therefore based on a combination of frequency and time management and exploits space diversity by means of power control and anticipated scheduling. Previous works in [10] , [11] have been performed to enable parallel transmissions with intelligent scheduling, while the protocol in [12] achieves the same goal with power control (these solutions work with single-transceiver devices). [13] , [14] also present another research axis based on cross layer solutions. Some works on power control [15] , [16] , [17] , [18] improve the performance of ad-hoc networks with multiple transceiver hardware -note that MAC-ASA was designed for single-transceiver devices, to be more cost effective.
III. MAC-ASA PROTOCOL
The MAC-ASA protocol was designed to meet the requirements of the Wireless Mesh Networks in terms of increased throughput. Its design integrates the specific structure of these networks with a differentiation between the router and client functionalities. Inserted in a coordinating dynamic TDMA framework, each side of the MAC protocol operates to maximize the overall network performances. Client and router features are detailed in the following subsections after a description of the MAC-ASA global structure.
A. Basic Principles
As described in the design issues, the CSMA/CA behavior needs to be modified to be able to support multi-hop flows at the backbone level of the network. The TDMA-like structure has two main advantages in this case. Firstly, it reduces the contention and collision problem as each device is assigned a predefined period of time to transmit its information. Moreover, in combination with specific policies allowing parallel transmissions, it allows a pipelining of the data transfers along the path.
The MAC-ASA protocol is based on two features intended to accelerate the access to the medium for each device. The first one is the ability to perform simultaneous transmissions. The second one is the RTS/CTS exchange suppression for router-client communications. Simultaneous transactions are made possible among the routers using a scheduling algorithm explained in the following subsection. Moreover, while routers exchange their data, their respective clients contend for the medium to decide an order among them so that there is no contention when the router is ready to receive the client data. This anticipation phenomenon is expected to save time in the data transmission and therefore improve the throughput.
Every device using the MAC-ASA follows a periodic schedule for transmissions. This schedule is denoted as a superframe in time and it is repeated according to the predefined durations. Each superframe is divided into four sub-periods. Sub-periods 2 and 3 are used for router-client communication and are identical for a router and corresponding clients. Periods 1 and 4 are used for router-router communication. However, in order to be more flexible to the network activity, the period durations can vary. These sub-periods are assigned maximum time limits in order to balance the whole traffic of the network. The moving-forward only time limits represent the maximum duration for each period which can actually be shorter. Priority is given to the router with a longer period for download than upload. In other words, if a router has more data to download to its clients, a longer download duration is possible. This also limits the upload duration to reduce the congestion in the network. For example, as soon as the router has no more data packets scheduled it will move on to the following period. Similarly, if more uploading or downloading packets are exchanged, routers and clients keep on following the cycle. This time saving policy is intended to give the time left by shorter periods to the other ones. Figure 2 represents a superframe. As stated above, during the first part of the superframe, routers and clients communicate simultaneously to be more time efficient. This is made possible by using non-overlapping channels. According to the 802.11 standard specifications, we can find at most three of the eleven channels such that they are non-overlapping. These channels (1, 6 and 11) allow two neighboring nodes to communicate without any interference. Not all three channels will be used all the time, since the protocol is designed for single-transceiver hardware. Each channel supports a different kind of traffic. That means that there will be no multi-channel hidden terminal problem, as shown in [7] .
We use channel 11 for the routers to exchange their data packets as scheduled in the previous superframe. It is the socalled Router Traffic period. At the same time, the clients corresponding to each router follow an agreement protocol in channel 1 in order to contend for the network if they have packets to send. The result of this so-called Agreement Period in which each client acquires a rank to upload its packets onto the router. As soon as the router traffic is over, both the router and its clients move on to the downloading and uploading sessions. Note that there is no need for time synchronization between the various devices in the network. In a TDMAbased system, the main disadvantage is the requirement of time synchronization since the operation depends on the time schedule. However, we do not require synchronization for MAC-ASA since the various communications are scheduled on different frequency channels. The routers exchange traffic on channel 11 and when they sense no activity on the channel for a pre-defined interval, then the routers switch to channel 6 for downloading data to the clients. The clients receive the data and after sensing a period of inactivity on channel 6, start to upload their data to the router. The router receives the data and again, after sensing a period of inactivity on channel 6, switches to channel 11 to schedule the inter-router traffic for the next superframe duration. So, the boundaries between the various sub-periods of the superframe are deciphered based on lack of activity on the corresponding frequency channel, obliterating the need for time synchronization.
The second major feature implemented in the MAC-ASA is the avoidance of the RTS/CTS exchange in the routerclient communications. These transactions were separated in two predefined sections, one for each direction. In both cases, transaction is inferred and awaited. During the Download period, the clients wait for their own router to transmit packets. The router transmits packets as they are queued in its downloading queue. The client who is the intended destination of the packet receives it correctly while other clients will discard this packet. A small inter packet interval is set on board of the devices. If the clients do not sense any activity on the medium for this specified amount of time, they will consider that the router is done with the downloading. The Upload session will start immediately after.
Similar to the Download period, the Upload period is made of a succession of data packets sent to the router by its respective clients. The router is expecting the packets and the clients will send them according to the order which was pre-calculated in the agreement period. Therefore, the need for RTS/CTS reservation exchange is avoided. The period is terminated when the router does not sense any activity on the medium for an amount of time greater than the predefined inter packet time. As can be seen in Figure 2 representing the whole superframe, routers and clients utilize the same channel to communicate: channel 6. In order to minimize the interference between neighboring clusters (e.g. a router with its clients), routers will reduce their transmission range when swapping to the common channel. The topology would then look like in Figure 3 . The last part of each superframe is left to prepare the contents of the next superframe. During this sub-period, the routers use channel 11 to schedule packets in advance for the future superframe(s). This mechanism is further explained in the following subsection. It uses a control packet exchange to prepare the data packet transmissions. At the same time, the clients listen to their own router, also on channel 11. From the router RTS/CTS transmissions/receptions, they will learn the end of the router traffic period. Therefore, they will know how much time is available for medium contention using the agreement protocol.
B. Backbone Communications: Dynamic Scheduling
In order to solve the exposed terminal problem and enable parallel transmissions, the protocol includes a scheduling mechanism based on the ideas previously developed in [10] , [11] , [12] . By means of an extended control packet handshake and scheduling algorithm, neighboring nodes can communicate concurrently. Note that this section refers only to transmissions among router nodes.
The basic idea is that nodes agree on parameters for a transmission slot during the handshake. This slot will be a period of time within the first frame in the superframe, with a start time, an end time, a transmit power level and a maximum allowable interference. All these parameters are broadcast to all nodes in the vicinity. When a couple of nodes start the handshake, they have a record of all scheduled slots and therefore decide a set of parameters that will not collide with those (variations of the algorithm could choose different values and all be correct -the implemented version is quite straightforward, with some improvements over the first basic version). Since the data transmission phase starts at a well known point, all neighboring nodes will be informed of ongoing communication in its vicinity and virtually no collisions will occur.
The record of scheduled slots is kept in a scheduling table. Slots used by the node will be marked as reserved slots, and no other slot that overlaps with them can be reserved. Slots advertised by sender nodes are kept as transmissions; if the node is about to schedule a reception, it will first check the transmissions, because the transmission power may spoil its reception. Slots advertised by receiving nodes are marked as receptions; a node that intends to transmit will check the receptions to obtain a power level bound it order to avoid interfering with those packets. Additionally, slots from unsuccessful handshakes are also recorded and no attempt to used them in the next frame is done.
As it was said, the handshake has been extended. It is now a three packet exchange: RTS, CTS and DTS or Decide-ToSend. The RTS informs the receiver of a proposed slot and a transmit power bound, obtained from the receptions list. The algorithm used to choose the slot can be quite simple, since it is only needed to find a free period in the reserved list that does not collide with the unsuccessful handshakes. The receiver then checks the transmissions that overlap with that slot, because it may not be able to decode the packet correctly due to the interferences. Negative CTS packets are allowed to inform of forbidden slots. If the receiver can decode the packet correctly, the CTS will acknowledge the slot and advertise neighbor nodes of the maximum interference allowed for that slot. It will include the final transmit power level that the transmitter will use. Finally, the transmitter will send a DTS that will inform all neighbors of the power level, and therefore, of the interference. The power control scheme is similar to the POWMAC protocol [12] .
The control packets are transmitted at a maximum power level, configured in the protocol, as to inform the maximum possible neighbors. Data packets are transmitted at a lower power level, increasing the spatial diversity. That does not mean that the power level is the minimum needed to reach the receiver; that would be overly conservative, for no more communications would be allowed in the receivers' vicinity. Some level of interference is permitted. Control packets no longer rigidly forbid or allow transmissions; they just inform nodes about scheduled packets. Nodes will then use the information to adapt their own transmissions, following a fair algorithm.
The ability to choose both the power level and the slot timing improves the spatial diversity. Hidden and exposed node problems are solved in this scheduling scheme, and the throughput in multi-hop traffic is improved.
C. Client Agreement Protocol
Another major issue in the design of the MAC-ASA protocol is the client agreement which is performed while the routers are exchanging traffic. The purpose of this procedure is to give an upload rank for each client having packets to upload onto the router. Using modified RTS/CTS messages, each client station will obtain one or more ranks stating the beginning time of the data upload. The protocol uses the client to client communication to spread information all around the router. In order to obtain a rank, a station will send a Request To Upload (RTU) message to all clients in the vicinity, typically nodes attached to the same router (other nodes will omit the RTU). The RTU contains the requested rank and the starting time. If no frame is received during the timer period, the RTU is considered to be validated and the client records the rank. Otherwise, if a neighboring station detects that the requested rank or time is unavailable it will correct the RTU with a Delay To Upload (DTU) frame. Such a message contains the currently available upload rank and time. The requesting station will therefore correct its request. The following example, represented in Figure 4 , describes the protocol behavior and the use of each message. It represents 6 different nodes around their mesh router. It is assumed that, when emitting, a node can only access the zones close to him (e.g. node 1 can emit in the router node 6 and node 2). First, node 2 will emit its RTU to obtain the rank 1. If Fig. 6 . Load factor comparison no collision occurs, the rank will be accepted by neighboring stations. Next, station 4 asks for rank 1 as it did not hear the request of node 2. Upon reception of this message, station 3 will emit a DTU to specify that only rank 2 is available starting at the time when station 2 has finished the first upload. Station 4 will correct its rank to rank 2 and station 2 will be aware that a client has taken rank 2 now. Finally, client 5 requests rank 2, which it considers to be available, and station 4 will transmit a DTU to rank 3.
At the end of the agreement period the upload scheduling information has been exchanged with no intervention from the router. Note that a node out of range of the rest of the clients may not be aware of the rank queue, and may interfere with its uploads. If the router detects too many collisions it might switch to a polling scheme (like the 802.11 PFC) and override the client agreement. This options was not implemented and is left for future investigation.
IV. SIMULATIONS AND RESULTS
In this section, the preliminary performance results for the proposed MAC-ASA access protocol are presented. They were collected using the OPNET simulator [19] . Two scenarios were tested: one with a small topology and other with a larger one, both depicted in Fig. 5 . In the implementation of the model, the router traffic period was set to 3 ms, the upload and download limits were set to 1 ms. The overall superframe has a duration of 5 ms.
A. Parameter analysis
Various configurations of the protocol were tested for the different topologies. Three parameters were specially studied because of their impact on the results: the load factor, the concurrent window size and the superframe length.
The first one gives an idea of how much interference should the stations allow during a transmissions. As it was said before, when a receiver acknowledges a reception, it informs its neighbors about the interference level they may add, in case they attempt to transmit concurrently. A value of the load factor that gives an equivalent energy per bit as in 802.11 is derived to be 7dB (for a detailed explanation, refer to [12] , the POWMAC protocol). However, different values lead to improved results. If the traffic load in the network is not heavy, a value of 3dB increases the performance; i.e., stations may decrease their allowable interference level if it is not needed (see plot in Fig. 6 ). This fact opens a field for future work, as dynamic parameter election, based on the network load, may improve the overall performance.
The second parameter, the concurrent window size, defined as the maximum number of concurrent transmissions at a given moment, was also studied. It is used by a receiver station to advertise its allowable interference level. If a receiver informs its neighbors about the maximum allowable interference value, and two stations decide to transmit, the receiver will face double the amount of interference as it expected. Instead, the receiver advertises the maximum allowable interference value divided by the concurrent window size. If the window size is three, up to three stations may transmit with that allowable interference value, still not affecting the receiver in its reception. This value should be set dynamically (as the previous one) but an estimate can be derived from the simulations. An integer value between 3 and 7 is right for almost every case (see Fig. 7 ). If the window size is too high, then other transmitters have a low transmit power bound and may not be allowed to transmit. If it is too low, the receiver faces high interference, so that it cannot decode the packets correctly. These two parameters are related to the power control features; therefore the plots show the throughput increase in relation to a configuration with power control switched off. The last parameter that was studied is the superframe duration. As in all TDMA schemes, the frame length is a critical factor that should be chosen carefully. Generally, the lower the value the better the results, since less time is wasted if no traffic is in the network. The plot in Fig. 8 shows the improvement in comparison to a superframe length of 0.5 seconds. The best results were obtained for a 5ms value, as noted in the figure.
B. Performance results
The previous results provided the guidelines to set up the protocol with the best configuration. Then we tested it on The first simulation was run on the topology on the left in Fig. 5 , where various clients and routers communicate among them. The traffic flows are the same for both protocols, even in the 802.11 case, where there is no distinction between client and router. The throughput increases up to 33% in MAC-ASA (see Fig. 9 . The per-hop delay varies with the superframe length: it is roughly half that duration. That is, the average per-hop delay is 2.5 ms for a 5 ms superframe. The standard adds 4 ms of delay per hop, on the average. The second simulation was run on a scenario with only routers (picture on the right in Fig. 5 ), in order to test just the mesh traffic. The performance of both protocols is approximately the same, as shown in Fig. 10 . The inclusion of clients would increase the contentions in the standard protocol, thus reducing its throughput, while MAC-ASA would operate normally during the Download and Upload periods. Note that there is no traffic during those periods if no clients are present. 
V. CONCLUSION
Wireless Mesh Networks are rapidly gaining popularity as the networks of choice for many applications such as community wireless networks, building automation etc. Due to their unique characteristics, new MAC protocols need to be designed to provide improved throughput and better overall performance in the network. In this paper, we proposed a new MAC protocol, called as MAC-ASA, that combines contention resolution with a TDMA-like timeframe. This protocol is designed for single radio devices that work in the IEEE 802.11 frequency range, to be compatible with the current architecture. The performance evaluation results show the improved throughput achieved by the protocol. In many cases, the protocol provides the network with a throughput increased by around 30%. Moreover, the protocol shows a good robustness to increasing network size. Further improvements to the protocol would include enhancements to the client agreement component to completely eliminate the possibility of contentions.
