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Factor score predictors are computed when individual factor scores are of interest. 
Conditions for a perfect inter-correlation of the best linear factor score predictor, the best 
linear conditionally unbiased predictor, and the determinant best linear correlation-
preserving predictor are presented. A transformation resulting in perfect correlations of 
the three predictors is proposed. 
 
Keywords: Factor analysis, factor score predictors, Schmid-Leiman transformation 
 
Introduction 
Because factor scores are not determinate (Guttman, 1955), they cannot be 
unambiguously computed. However, factor score predictors can be computed as 
linear combinations of the observed variables in order to represent the individual 
scores of a latent variable. This might be useful when decisions have to be 
justified on the individual score level. Several different factor score predictors 
have meanwhile been proposed (Mulaik, 2010). The properties of different factor 
score predictors have been investigated by means of simulation studies (Fava & 
Velicer, 1992) and by means of algebraic considerations (e.g. Beauducel & Hilger, 
2015; Krijnen, 2006; Krijnen, Wansbeek & Ten Berge, 1996; McDonald & Burr, 
1967; Schneeweiss & Mathes, 1995).  
According to Grice (2001) and according to Krijnen et al. (1996) there are 
three main types of factor score predictors: The best linear predictor that is also 
known as Thurstone’s (1935) regression predictor, the conditionally unbiased 
predictor (Krijnen et al., 1996; Bartlett, 1937), and the correlation-preserving 
predictor (McDonald, 1981; Ten Berge, Krijnen, Wansbeek, & Shapiro, 1999). 
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These three types of factor score predictors represent three desired properties: (a) 
The best linear predictor has a maximal correlation with the corresponding factor, 
(b) the conditionally unbiased predictor has zero correlations with non-
corresponding factors, and (c) the correlation-preserving predictor has the 
advantage of preserving the correlations between the factors in the factor score 
predictor. The terms ‘best linear predictor’, ‘conditionally unbiased predictor’, 
and ‘correlation-preserving predictor’ are used as in Krijnen (2006). 
McDonald and Burr (1967) explored the conditions for high correlations 
between factor score predictors for corresponding factors. They investigated the 
best linear predictor, a conditionally unbiased predictor, and a correlation 
preserving predictor. Since the determinant best linear correlation-preserving 
predictor (Ten Berge, Krijnen, Wansbeek, & Shapiro, 1999) was not available at 
that time, they explored the Anderson-Rubin’s (1956) orthogonal (orthogonality 
preserving) factor score predictor. They found that the three factor score 
predictors are perfectly correlated for the one-factor model (the Spearman case). 
The investigated factor score predictors are perfectly correlated in the case of 
unrotated canonical factor analysis (Rao, 1955). McDonald and Burr (1967) 
acknowledged the preference to use rotated factor loadings, because they can 
often be interpreted more easily. However, for the rotated factors the correlations 
between the factor score predictors would generally not be perfect, leading to the 
problem of choosing the optimal factor score predictor. 
There are at least three types of factor score predictors corresponding to 
three different desired properties (Grice, 2001). Moreover, there are conditions for 
which the correlations between the factor score predictors are one for 
corresponding factors, so that no choice has to be made (McDonald & Burr, 1967). 
It can be regarded as a substantial advantage of factor score predictors when they 
are simultaneously the best linear predictor, conditionally unbiased, as well as 
correlation preserving. Therefore, the aim of the present paper is (1) to explore 
further the conditions for perfect correlations between the factor score predictors 
of corresponding factors and (2) to propose a transformation method based on 
Schmid-Leiman (1957) that allows to find interpretable factors with perfect 
correlations between the three different types of factor score predictors.  
Methodology 
In order to present the equations defining the three factor score predictors, the 
definition of the population common factor model is given. The common factor 
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model assumes that x, the random vector of observations of order p, is generated 
by 
 
 x = Λf + e (1) 
 
where f is the random vector of factor scores of order q, e the random error 
vector of order p, and Λ the factor pattern matrix of order p by q. The 
observations x, the factor scores f, and the error vectors e are assumed to have an 
expectation zero (ε[x] = 0, ε[f] = 0, ε[e] = 0). The covariance between the factor 
scores and the error scores is assumed to be zero (Cov[f,e] = 0). The standard 
deviation of f is one, the covariance of the observed variables is xx´ = Σ. The 
covariance matrix Σ can be decomposed by 
 
 Σ = ΛΦΛ´ + Ψ2, (2) 
 
where Φ represents the q by q factor correlation matrix and Ψ2 the p by p 
covariance matrix of the error scores e (Cov[e,e] = Ψ2). Ψ2 is assumed to be a 
diagonal matrix and it will be assumed in this paper that the matrix is positive 
definite. 
The regression predictor or best linear (BL) predictor is given by 
BLfˆ  = ΦΛ´Σ
−1x. The condition B´Λ = I holds for the class of conditionally 
unbiased predictors, where B are the weights for the factor score predictor 
(Bartlett, 1937). According to Krijnen et al. (1996), the best linear conditionally 
unbiased (BLCU) predictor is 
BCLUfˆ  = (Λ´Σ
−1Λ)−1Λ´Σ−1x. Ten Berge et al. (1999) 
defined a determinant best linear correlation-preserving (DBLCP) predictor, given 
by 
DBLCPfˆ  = Φ
½(Φ½Λ´Σ−1ΛΦ½)−½Φ½Λ´Σ−1x. For this predictor symmetric 
positive (semi) definite matrices are raised to a certain power (e.g. square-root) by 
raising its eigenvalues to that power. When the power of the eigenvalues is ½, this 
procedure is sometimes called the symmetric square-root (Harman, 1976). 
Results 
Conditions for a perfect correlation between fˆBL , fˆBLCU , and fˆDBLCP  
The following Theorem 1 to 3 describe the conditions for perfect correlations 
between the factor score predictors for corresponding orthogonal factors. As will 
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be shown in Theorem 4, a perfect correlation between the factor score predictors 
can only be found under unrealistic conditions when the factors are correlated. 
This is, of course, a limitation. However, the following Theorem 1 to 3 can 
nevertheless be applied to correlated factor solutions because correlated factor 
models can be transformed into corresponding orthogonal Schmid-Leiman (1957) 
models, as will be soon discussed. 
Theorem 1 provides a condition for a perfect correlation between 
BCLUfˆ  and 
BLfˆ  for corresponding orthogonal factors. 
 
 
Theorem 1. If Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ) then 
  ε[
BCLUfˆ BL
ˆf ]diag(ε[ BCLUfˆ BLCU
ˆf ])−½ diag(ε[ BLfˆ BL
ˆf ])−½ = BLCU,BLR = I. 
 
Proof.  The covariance between 
BCLUfˆ  and BLfˆ  is 
 
  
1
1 1 1
BLCU,BL .

     C xx         (3) 
 
The correlation between 
BCLUfˆ  and BLfˆ  is therefore 
 
     11 1
½
½
BLCU,BL diag diag .
 
  R         (4) 
 
The element-wise square-root is calculated for the diagonal elements in Equation 
4. 
For Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ), Equation 4 can be transformed into 
 
    1 1BLCU,B
½
L
½
diag diag .
 
   R I        (5) 
 
This completes the proof. ☐ 
 
 
The condition expressed in Theorem 1 is also a basis for a perfect 
correlation between 
DBLCPfˆ  and BLfˆ . 
 
  
ANDRÉ BEAUDUCEL 
111 
Theorem 2. If Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ) then 
 ε[
DBLCPfˆ BL
ˆf ]diag(ε[ DBLCPfˆ DBLCP
ˆf ])−½ diag(ε[ BLfˆ BL
ˆf ])−½ = DBLCP,BLR = I. 
 
Proof.  The covariance between 
DBLCPfˆ  and BLfˆ  is 
 
 
 
 
½
½ ½ ½ ½
½
½
1 1 1
DBLCP B
½ ½
, L
1½ .

  

  

C xx         
     
  (6) 
 
The corresponding correlation is 
 
    
½ ½
½ ½ ½1 1
DBLCP,BL
½diag .

  R            (7) 
 
For Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ) Equation 7 can be transformed into 
 
    1 1DBLCP,BL
½ ½
,

   R I        (8) 
 
because the symmetric square-root and the conventional square-root are identical 
for diagonal matrices. This completes the proof. ☐ 
 
 
Finally, the condition presented in Theorem 1 and 2 is also the basis for a 
perfect correlation between 
BCLUfˆ  and DBLCPfˆ  for corresponding orthogonal factors. 
 
 
Theorem 3. If Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ) then 
ε[
BCLUfˆ DBLCP
ˆf ]diag(ε[ BCLUfˆ BLCU
ˆf ])−½ diag(ε[ DBLCPfˆ DBLCP
ˆf ])−½ = BLCU,DBLCPR = I. 
 
Proof.  The covariance between 
BCLUfˆ  and DBLCPfˆ  is 
 
 
   
 
½
½
1
½ ½ ½
½
½ ½ ½
1 1 1 1
BLCU,D
½
BLCP
1 .
 
   


   
 
C xx           
    
  (9) 
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The corresponding correlation is 
 
     
½
½
½
1
1 1
BLC
½
U,DBLCP
½ ½diag .
 
  R            (10) 
 
If Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ) Equation 10 can be transformed into 
 
    1 1BLCU,DBL P
½ ½
C .

   R I        (11) 
 
This completes the proof. ☐ 
 
 
Thus, the correlations between 
BLfˆ , BCLUfˆ  and DBLCPfˆ , for corresponding 
orthogonal factors have been investigated for Φ = I and Λ´Σ−1Λ = diag(Λ´Σ−1Λ). 
It turned out 
BLfˆ , BCLUfˆ  and DBLCPfˆ  are perfectly correlated for corresponding 
orthogonal factors with Λ´Σ−1Λ = diag(Λ´Σ−1Λ). Therefore, the interesting 
properties of these three types of factor score predictors can be obtained by a 
single set of factor score predictors under the conditions expressed in Theorems 1, 
2, and 3. 
Theorem 4 shows that it is possible to get a perfect correlation 
BLfˆ  and BCLUfˆ , 
for the correlated factors model, if at least some observed variables are measured 
without error. 
 
 
Theorem 4. If Φ ≠ diag(Φ) then diag(RBLCU,BL) = I if (Λ´Ψ−2Λ)−1 = 0.  
 
Proof.  From Jöreskog (1969; Equation 10) we get 
Ψ−2Λ(I + ΦΛ´Ψ−2Λ)−1 = Σ−1Λ. Entering Ψ−2Λ(I + ΦΛ´Ψ−2Λ)−1 for Σ−1Λ into 
Equation 4 and some transformation yields 
 
  
  
  
½
½
1
2
BLCU,BL 1
1
2
 diag  
diag diag .
diag





 
  
 
  
   
  
R
   
    
  (12) 
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For (Λ´Ψ−2Λ)−1 = 0, Equation 12 yields 
 
       BLCU,BL ½ ½diag diag  diag diag .  R I     (13) 
 
This completes the proof. ☐ 
 
 
The condition (Λ´Ψ−2Λ)−1 = 0 can only be true if at least one observed 
variable of each factor is measured without error (Beauducel & Hilger, 2015). 
This is, however, not realistic and it was therefore excluded in the definition of 
the factor model that Ψ contains zero elements. Although it cannot be excluded 
that some transformation methods might be found that allow to find correlated 
factor models with perfect correlations between 
BLfˆ  and BCLUfˆ , Theorem 4 
demonstrates that this is impossible with conventional properties of (Λ´Ψ−2Λ)−1, 
which implies that the current approach is limited to orthogonal factor models. In 
order to overcome the limitation to orthogonal factor models Schmid-Leiman 
(1957) transformations of correlated factor models will be considered in the 
following. 
Transformation resulting in perfect correlations between fˆBL , fˆBLCU , 
and fˆDBLCP  
In the following, a transformation comprising four steps will be proposed that 
allows for orthogonal and correlated factors to be transformed into orthogonal 
(Schmid-Leiman) factors with perfect correlations between 
BLfˆ , BCLUfˆ  and DBLCPfˆ . 
The transformation comprises four steps. 
First, transform the factor loadings into 
 
    * 1
½
1
½
diag .

          (14) 
 
It follows that 
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       
 
* 1 * 1 1 1 1 1
1
½ ½ ½ ½
diag diag
diag ,
 
     

 

                 
  
 (15) 
 
which implies that Λ*´Σ−1Λ* = diag(Λ*´Σ−1Λ*) holds for Λ*. 
Second, calculate the factor inter-correlations Φ* for the corresponding 
loadings, because the transformation by means of Equation 14 modifies the factor 
inter-correlations as long as Λ´Σ−1Λ ≠ I, as follows from 
 
 
           
          
 
    
*
1 1
1 12 * * * 2 * * *
1
1 12 1 1
2
½ ½
½ ½
1
1 1
diag
diag
 
 
   

 

      
       
 
  
 
               
              
   
       
  (16) 
 
Thus, even when the initial factor model was orthogonal (Φ = I), the 
transformed factor model will not necessarily be orthogonal (Φ* ≠ I). As already 
noted, the transformation of the loadings according to Equation 14 can also be 
performed for correlated factors. It is, however, possible that diag(Φ*) ≠ I as 
should be because Φ* is a correlation matrix (see definition of the factor model). 
In order to make sure that diag(Φ*) = I it is necessary to rescale Λ* by means of 
Λ* diag(Φ*)−½ and to recalculate Φ* according to Equation 16. According to 
Theorems 1 to 4 it is, moreover, necessary to have orthogonal factors in order to 
get perfect correlations between 
BLfˆ , BCLUfˆ  and DBLCPfˆ  for corresponding factors.  
Third, perform a second order factor analysis so that 
 
 * * * *22 2 2 ,       (17) 
 
where the subscript denotes the parameters of the second order factor model.  
Fourth, perform a Schmid-Leiman (1957) transformation in order to 
compute orthogonal primary factors. It is possible to perform a Schmid-Leiman 
transformation of more complex hierarchical models. However, in purpose of 
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brevity it is assumed here that Φ* can be decomposed into a single general 
(second order) factor and the corresponding uniqueness of the primary factors, 
that is 
 
 
*
* * * *2 * *2 2
2 2 2 2 2 *2
2
.
 
       
 
PP

     

  (18) 
 
The Schmid-Leiman transformation of the oblique first order factor model is 
 
 * *SL . P    (19) 
 
It follows from Equations 2, 18, and 19 that 
 
 * * * 2 * * 2SL SL ,              (20) 
 
which implies that ΛSL represents the loadings of orthogonal factors. In the 
simplest Schmid-Leiman solution, the first column in ΛSL contains the loadings of 
the observed variables on a general (second order) factor that is orthogonal to the 
remaining orthogonalized primary factors.  
However, the interest here is into the orthogonalized primary factors, which 
can be found in the columns 2 to q, 
 
 
* *
,1,2 ,1,
* *
, ,2 , ,
q
p p q
 
 
  
 
 
SL SL
*
SLP
SL SL
 

 
  (21) 
 
The subset of orthogonalized primary factors can also be calculated by means of 
 
 22 2.
* *
SLP
     (22) 
 
According to Equation 14 this implies 
 
 
   
1 *2 * 1 * *2
2 2
*2 1 *2 1
2 2diag diag ,
 
 
 
 
* *
SLP SLP
* *
SLP SLP
      
       
  (23) 
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so that the conditions for perfect correlations of 
BLfˆ , BCLUfˆ  and DBLCPfˆ  are met for 
the corresponding orthogonalized primary factors. 
Example 
A correlation matrix presented by Rimoldi (1948) based on 19 ability tests 
assessed in 138 participants was used in order to illustrate the transformation 
described above. As an initial factor model, principal axis factoring of the 
correlation matrix with subsequent oblique rotation (Promax, kappa = 4) was 
performed with IBM SPSS Version 22 (see Table 1). The factor loading pattern 
and the factor inter-correlations were entered into the SPSS syntax presented in 
Appendix A in order to calculate the correlations between 
BLfˆ , BCLUfˆ  and DBLCPfˆ
for the corresponding factors of the initial factor model. Appendix A also contains 
the four steps of the procedure described before and can be adapted for other data 
sets when the corresponding loading pattern and factor inter-correlations as well 
as the number of second order factors for the Schmid-Leiman solution is entered. 
As can be seen from Table 2 the correlations between 
BLfˆ , BCLUfˆ  and DBLCPfˆ  
were already very high for the corresponding factors of the initial factor model. It 
should, however, be noted that the factor score predictors were based on exactly 
the same sample, the same observed variables and are thought to represent exactly 
the same factors. From this perspective especially some of the correlations 
between 
BLfˆ  and BCLUfˆ  indicate that the factor score predictors introduce a notable 
difference in the measurement of the same factors with the same participants. 
Therefore, a transformation of these factors according to the procedure described 
before was performed. 
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Table 1. Promax-rotated loading pattern and factor inter-correlations for 19 ability 
variables from Rimoldi (1948) 
 
Variable F1 F2 F3 F4 F5 F6 F7 
1 -.02 .56 -.08 .01 .00 .12 .12 
2 -.11 .38 .33 -.03 .06 .06 -.04 
3 .03 .03 -.03 .67 .00 -.06 -.22 
4 -.04 .18 .54 -.08 .11 -.25 .24 
5 -.02 .35 .01 .20 .13 -.13 .06 
6 -.01 .06 .16 .14 .74 -.07 -.34 
7 .04 .02 .02 -.24 .37 .25 .29 
8 .10 .15 .25 .25 -.05 -.11 .24 
9 .06 .04 .00 -.09 -.19 -.06 .47 
10 -.01 .18 -.08 .03 -.02 .67 -.09 
11 -.03 -.13 -.02 .59 .16 .25 .15 
12 .06 .45 .07 -.21 .17 .09 -.19 
13 -.01 .37 .29 .03 -.07 .26 -.10 
14 .31 -.10 .65 .01 .14 .02 -.17 
15 .65 -.14 .28 .05 -.09 .10 .00 
16 .72 -.12 .15 -.10 .08 -.07 .15 
17 .88 .14 .00 .04 -.12 .02 -.01 
18 .59 .17 -.26 .05 .19 -.05 .01 
19 .08 .43 .13 .07 -.18 .05 .16 
        factor inter-correlations 
F2 .37 
      
F3 .52 .22 
     
F4 .37 .18 .39 
    
F5 .28 .17 .25 .19 
   
F6 .02 -.12 .17 .02 .19 
  
F7 .29 .04 .35 .35 .52 .45   
 
Note. Loadings with an absolute size ≥ .30 are given in bold face. 
 
 
Table 2. Correlations between fˆBL , fˆBLCU , and fˆDBLCP  for the corresponding factors of 
the initial factor model 
 
 
F1 F2 F3 F4 F5 F6 F7 
fˆBL  with fˆBLCU  .993 .986 .968 .983 .979 .984 .947 
fˆBL  with fˆDBLCP  .999 .996 .992 .995 .995 .996 .987 
fˆBLCU  with fˆDBLCP  .998 .997 .992 .996 .995 .996 .986 
 
 
In the first step of the transformation described above, the factor loading pattern 
was transformed according to Equation 14 (see Appendix A). In the second step, 
the factor inter-correlations were calculated for the transformed loading pattern 
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(Equation 16). The loading pattern and the factor inter-correlations were rescaled. 
Third, an unrotated second order principal axis factoring of the inter-correlations 
of the factors was performed. A single second order factor was extracted. Fourth, 
a Schmid-Leiman solution was computed from the second order factor and the 
transformed primary factors (Equation 19; see Table 3). It turned out that the 
loading pattern of the initial primary factors and the loading pattern of the 
transformed Schmid-Leiman primaries were similar, which implies that the 
interpretation of the factors was not substantially altered by the transformations. 
The correlations between 
BLfˆ , BCLUfˆ  and DBLCPfˆ  for the corresponding primary 
factors presented in Table 3 were all perfect (= 1.000) so that an additional table 
was not necessary. 
 
 
Table 3. Schmid-Leiman model of the primary factors transformed according to (14) 
 
 
2nd 
order 
factor 
 
Primary Factors 
Variable F1   F1 F2 F3 F4 F5 F6 F7 
1 .15 
 
.05 .52 -.03 .04 .06 .09 .10 
2 .16 
 
.01 .37 .29 .02 .06 .05 .00 
3 .06 
 
.09 .07 .03 .60 -.02 -.10 -.12 
4 .30 
 
.11 .22 .48 .03 .15 -.17 .21 
5 .14 
 
.07 .36 .04 .21 .14 -.14 .07 
6 .18 
 
.10 .12 .14 .13 .61 -.08 -.13 
7 .33 
 
.08 .01 .05 -.17 .40 .29 .30 
8 .30 
 
.20 .19 .28 .31 .03 -.08 .21 
9 .16 
 
.07 .03 .03 -.02 -.08 -.01 .33 
10 .15 
 
-.01 .12 -.02 .00 .00 .59 -.01 
11 .36 
 
.05 -.11 .07 .55 .19 .25 .22 
12 .03 
 
.10 .43 .06 -.18 .14 .04 -.13 
13 .17 
 
.07 .35 .28 .06 -.05 .22 -.04 
14 .31 
 
.39 -.01 .60 .09 .14 .05 -.04 
15 .30 
 
.61 -.06 .34 .13 -.02 .11 .06 
16 .33 
 
.67 -.02 .23 .02 .16 -.03 .17 
17 .26 
 
.80 .23 .14 .13 -.02 .00 .02 
18 .18 
 
.53 .23 -.13 .09 .23 -.07 .05 
19 .19   .15 .42 .17 .12 -.10 .04 .12 
 
Note. Loadings with an absolute size ≥ .30 are given in bold face. 
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Conclusion 
Conditions were explored for a perfect correlation between three types of factor 
score predictors: The regression predictor or best linear predictor, the 
conditionally unbiased best linear predictor, and the determinant best linear 
correlation-preserving predictor. A perfect correlation between these factor score 
predictors for corresponding factors implies that the choice between these factor 
score predictors does not matter and that each type of factor score predictor will 
have the virtues of the other. That is, the conditionally unbiased best linear 
predictor will also be the best linear predictor, the determinant best linear 
correlation-preserving predictor, will have the virtue to be conditionally unbiased 
predictor, etc. Thus, the conditions of a perfect correlation between the three types 
of factor score predictors for corresponding factors might be of interest for 
applied researchers, who want to calculate score predictors combining the 
different advantages. 
McDonald and Burr (1967) found three types of factor score predictors 
similar to the predictors investigated here are perfectly correlated for one-factor 
models and for the unrotated canonical factor model. In addition to these 
conditions, it was shown here that for orthogonal factors with 
Λ´Σ−1Λ = diag(Λ´Σ−1Λ) the three factor score predictors are perfectly correlated. 
A method for transforming a loading matrix according to this condition was 
proposed. The transformation can also be applied to models with correlated 
factors.  Moreover, the factors resulting from this transformation are not 
necessarily orthogonal. Since it has been shown that the factors corresponding to 
Λ´Σ−1Λ = diag(Λ´Σ−1Λ) should be orthogonal in order to provide perfect 
correlations between the three types of factor score predictors for corresponding 
factors a hierarchical Schmid-Leiman solution was computed. Thereby the 
correlated factor models are transformed into a combined solution of orthogonal 
second order factors and orthogonal primary factors. Since the Schmid-Leiman 
transformation can be applied to any hierarchical pattern of loading matrices, the 
transformation method proposed here can also be applied to confirmatory factor 
models. 
The results of the current study show that it is possible to obtain a single set 
of factor score predictors that combine the virtues of the best linear predictor, of 
the conditionally unbiased predictor, and of the correlation-preserving predictor. 
This may be of interest for research and applications, where a high quality of the 
factors score predictors is of special importance.  
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As an example, the transformation was applied to the data set of Rimoldi 
(1948), who published the correlation matrix of 19 ability measures. The 
corresponding SPSS syntax (Appendix A) can be adapted in order to be used for 
other data sets. 
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Appendix A 
set MXLOOPS=1000 workspace=400000. 
 
 
MATRIX. 
 
* ENTER INITIAL LOADING PATTERN INTO L:. 
compute L={ 
-0.019, 0.555,-0.083, 0.012, 0.005, 0.122, 0.123; 
-0.108, 0.384, 0.334,-0.028, 0.064, 0.060,-0.042; 
 0.033, 0.027,-0.033, 0.671, 0.002,-0.059,-0.220; 
-0.035, 0.183, 0.541,-0.079, 0.105,-0.246, 0.244; 
-0.024, 0.353, 0.007, 0.196, 0.129,-0.140, 0.063; 
-0.014, 0.059, 0.164, 0.141, 0.744,-0.074,-0.343; 
 0.044, 0.020, 0.021,-0.236, 0.371, 0.251, 0.291; 
 0.098, 0.154, 0.250, 0.254,-0.046,-0.112, 0.236; 
 0.064, 0.039,-0.005,-0.086,-0.192,-0.065, 0.470; 
-0.008, 0.176,-0.079, 0.030,-0.022, 0.667,-0.089; 
-0.030,-0.128,-0.021, 0.593, 0.163, 0.252, 0.146; 
 0.058, 0.447, 0.067,-0.214, 0.170, 0.088,-0.190; 
-0.012, 0.366, 0.290, 0.027,-0.073, 0.264,-0.100; 
 0.315,-0.095, 0.647, 0.007, 0.146, 0.024,-0.170; 
 0.648,-0.146, 0.280, 0.049,-0.087, 0.101, 0.001; 
 0.719,-0.121, 0.152,-0.095, 0.075,-0.074, 0.153; 
 0.879, 0.141, 0.002, 0.039,-0.117, 0.016,-0.012; 
 0.586, 0.170,-0.265, 0.050, 0.186,-0.053, 0.011; 
 0.076, 0.434, 0.128, 0.069,-0.176, 0.050, 0.164}. 
 
* ENTER INITIAL FACTOR INTER-CORRELATIONS INTO PHI:. 
compute Phi={ 
1.000, 0.366, 0.518, 0.372, 0.279, 0.017, 0.285; 
0.366, 1.000, 0.219, 0.180, 0.170,-0.118, 0.035; 
0.518, 0.219, 1.000, 0.385, 0.246, 0.173, 0.348; 
0.372, 0.180, 0.385, 1.000, 0.192, 0.019, 0.353; 
0.279, 0.170, 0.246, 0.192, 1.000, 0.186, 0.521; 
0.017,-0.118, 0.173, 0.019, 0.186, 1.000, 0.449; 
0.285, 0.035, 0.348, 0.353, 0.521, 0.449, 1.000}. 
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* ENTER NUMBER OF SECOND ORDER FACTORS. 
compute nF_2nd=1. 
 
compute Psi2=Mdiag(diag( ident(nrow(L),nrow(L)) - L*Phi*T(L)  )). 
compute Sig=L*Phi*T(L) + Psi2. 
 
 
Print /Title "Initial factor loading pattern:". 
print {L}/format=F5.2. 
Print /Title "Initial factor inter-correlations:". 
print {Phi}/format=F5.2. 
Print /Title "Number of factors for second order factor analysis:". 
print nf_2nd/format=F2.0. 
 
 
Print /Title "Initial correlation between BLCU and BL factor score predictor 
(Equation 4):". 
compute EQ4=Phi*INV(Mdiag(diag(INV(T(L)*INV(Sig)*L))))&**(0.5) *  
                INV(Mdiag(diag(Phi*T(L)*INV(Sig)*L*Phi)))&**(0.5). 
print EQ4/format=F6.3. 
 
Print /Title "Initial correlation between DBLCP and BL factor score predictor 
(Equation 7):". 
CALL SVD(Phi, q, eig, qq). 
compute Phi12=q*(eig&**0.5)*T(q). 
compute H=Phi12*T(L)*INV(Sig)*L*Phi12. 
CALL SVD(H, q, eig, qq). 
compute H12=q*(eig&**0.5)*T(q). 
compute EQ7=Phi12*H12*Phi12*INV(Mdiag(diag(Phi*T(L)*INV(Sig)*L*Phi)))&**(0.5). 
print EQ7/format=F6.3. 
 
Print /Title "Initial correlation between BLCU and DBLCP factor score predictor 
(Equation 10):". 
compute EQ10=Phi12*INV(H12)*Phi12*INV(Mdiag(diag(INV(T(L)*INV(Sig)*L))))&**(0.5). 
print EQ10/format=F6.3. 
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* TRANSFORMATION OF PRIMARY FACTORS:. 
 
* STEP 1 - Compute transformed loadings according to Equation 14. 
compute help=  T(L)*INV(Sig)*L  . 
CALL SVD(help, V, Eig, TV). 
compute help12=V*(Eig&**0.5)*T(V). 
compute L14= L  * INV(help12)*Mdiag(diag( T(L)*INV(Sig)*L ))&**0.5. 
 
 
* STEP 2 - Compute factor intercorrelations and rescale transformed loadings. 
compute Phi14=INV(T(L14)*L14)*T(L14)*L*Phi*T(L) *L14*INV(T(L14)*L14). 
compute L14=L14*(Mdiag(diag(Phi14)))&**0.5. 
Print /Title "STEP 1 + 2 - Loading pattern of rescaled transformed primary 
factors:". 
Print L14/format=F5.2. 
compute Phi14=INV(T(L14)*L14)*T(L14)*L*Phi*T(L) *L14*INV(T(L14)*L14). 
Print /Title "STEP 1 + 2 - Inter-correlations of transformed primary factors:". 
Print Phi14/format=F5.2. 
 
 
* STEP 3 - Principal Axis Factoring of the intercorrelations of the transformed 
primary factors 
  (second order factor analysis). 
compute R=Phi14. 
* Initial PCA. 
CALL EIGEN(R, PC, PC_eig). 
compute PC_eig=Mdiag(PC_eig). 
compute PC=PC*(PC_eig&**0.5). 
compute A=PC(:,1). 
LOOP i=2 to nF_2nd. 
compute A={A,PC(:,i)}. 
END LOOP. 
* EFA. 
compute F=A. 
LOOP ii=1 to 50. 
compute Rrep=R - ident(nrow(A),nrow(A)) + Mdiag(diag(F*T(F)))  . 
CALL EIGEN(Rrep, FF, F_eig). 
compute F_eig=ABS(Mdiag(F_eig)). 
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compute FF=FF*(F_eig&**0.5). 
compute F=FF(:,1). 
LOOP i=2 to nF_2nd. 
compute F={F,FF(:,i)}. 
END LOOP. 
END LOOP. 
compute F=-1*F. 
 
compute Psi=Mdiag(diag(Phi14-F*T(F)))&**0.5. 
compute P={F,Psi}. 
Print /Title "STEP 3 - 2nd order factor loadings with (diagonal) error factor 
loadings:". 
print {P} /format=F5.2. 
 
* STEP 4 - Compute Schmid-Leiman solution. 
compute SL14=L14*P. 
Print /Title "STEP 4 - Schmid-Leiman Solution:". 
print {SL14} /format=F5.2. 
 
 
 
* CHECK: Compute the inter-correlations between factor score predictors for the 
primaries. 
* SELECT PRIMARIES OF SCHMID-LEIMAN SOLUTION:. 
compute SL_p=SL14(:,2). 
LOOP i=nF_2nd+2 to nF_2nd+ncol(L). 
compute SL_p={SL_p,SL14(:,i)}. 
END LOOP. 
 
Print /Title "Correlation between BLCU and BL factor score predictor (Equation 
4) for transformed primaries:". 
compute EQ4_14=   INV(Mdiag(diag(GINV(T(SL_p)*INV(Sig)*SL_p))))&**(0.5) *  
                 INV(Mdiag(diag(T(SL_p)*INV(Sig)*SL_p)))&**(0.5). 
print EQ4_14/format=F6.3. 
 
Print /Title "Correlation between DBLCP and BL factor score predictor (Equation 
7) for transformed primaries:". 
compute H=T(SL_p)*INV(Sig)*SL_p. 
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CALL SVD(H, q, eig, qq). 
compute H12=q*(eig&**0.5)*T(q). 
compute EQ7_14=H12*INV(Mdiag(diag(T(SL_p)*INV(Sig)*SL_p)))&**(0.5). 
print EQ7_14/format=F6.3. 
 
Print /Title "Correlation between BLCU and DBLCP factor score predictor 
(Equation 10) for transformed primaries:". 
compute EQ10_14=INV(H12)*INV(Mdiag(diag(INV(T(SL_p)*INV(Sig)*SL_p))))&**(0.5). 
print EQ10_14/format=F6.3. 
 
Print /Title  
"Weights (B) for computation of factor scores as fscore=T(B)*Z, with Z "  
+ "containing z-standardized variables with rows=variables, columns=cases". 
compute B=INV(Sig)*SL_p. 
print B/format=F6.3. 
 
* For calculating the factor scores delete the first "*" in the three lines 
starting with “get”. 
* Enter the number of z-standardized variables in "##" and the file handle in 
"...". 
*get Z / variables= Z1 to Z## /file="C:\...\zscores.sav". 
*compute Fscores=Z*B. 
*save { Fscores } /outfile="C:\...\Fscores.sav". 
 
 
END MATRIX. 
 
