The variable generalised stochastic epidemic (VGSE) model which allows for variability in both the susceptibility and infectivity of individuals is analysed.
Introduction
The generalised stochastic epidemic (GSE) model is the most widely studied SIR (Susceptible → Infected → Removed) epidemic model in a closed community. The GSE model assumes that infectives have independent and identically distributed infectious periods according to an arbitrary, but specified, nonnegative random variable Q. Whilst infectious, individuals make infectious contacts at the points of independent homogeneous Poisson point process with rate λ > 0. Each infectious contact is with an individual whom is chosen uniformly at random from the population. Note that usually GSE refers to the general stochastic epidemic which is the special case where Q ∼ Exp(γ), for some γ > 0.
The GSE assumes that there is variability in the infectiousness of different individuals. The homogeneously mixing assumption for infectious contacts implies that all individuals are equally susceptible to the disease. It is more realistic to assume that individuals have both variable susceptibility and infectivity.
Therefore we consider the variable generalised stochastic epidemic (VGSE) which incorporates both of these elements. A number of authors have considered variable susceptibility and infectivity, in particular, [3] and [18] . However, in these cases it is assumed that the susceptibility and infectivity of individuals are independent whereas we allow explicitly for dependence between susceptibility and infectivity. Other models which allow for variability in both susceptibility and infectivity of individuals but in rather specialised ways, are the multitype SIR epidemic (see, for example, [5] ), and the two-stage epidemic model of [4] . The VGSE is related to a vaccine response model introduced in [9] . In [9] , a proportion of the individuals in a homogeneous population are given a vaccine where the vaccine jointly affects an individual's susceptibility and infectivity. The emphasis of [9] is on the critical vaccination coverage for the population. More recently in [13] the exact final size distribution of epidemics with variable susceptibility and variability has been derived, where the final size of an epidemic is defined to be the total number of initially susceptible individuals whom are ultimately infected during the course of the epidemic. Therefore we focus on the asymptotic final size distribution as the initial number of susceptibles n → ∞.
Very different epidemic models which exhibit variability in susceptibility and infectivity of individuals are epidemics upon random graphs. In such models there is assumed to be an underlying (random) graph connecting the individuals in the population. In particular, individuals are associated with vertices in the graph and two individuals are said to acquaintances (connected) if and only if an edge exists between the corresponding two vertices in the graph. Individuals, whilst infectious, can only make infectious contacts with their acquaintances. For the Bernoulli random graph an edge exists between two vertices with probability α (0 < α ≤ 1), independent of the remainder of the graph. We shall consider epidemics upon variable Bernoulli random graphs. That is, an edge exists between two vertices with a probability dependent upon the connectivity of the vertices in question, but independent of the remainder of the graph. The connectivity random variables for the vertices are assumed to be independent and identically distributed. A fuller description of the model will be given in Section 5.
A coupling of the two epidemic processes is constructed. In particular, we show that for any variable Bernoulli random graph epidemic, there exists a VGSE with the same asymptotic final size distribution.
Therefore it is sufficient to analyse the VGSE in detail and translate the results over to the random graph epidemic. The fact that we can couple these two rather different epidemic models may at first seem rather surprising. However the infection process in both models are similar in nature. In both cases the probability that, whilst infectious, an infective makes an infectious contact with a susceptible is dependent only upon the infectivity (and connectivity) of the (potential) infector and the susceptibility/connectivity of the susceptible. For the VGSE this consists of just the infection probability between the two individuals.
For the random graph epidemic model this consists of two steps, firstly the probability that the individuals are acquainted/connected and secondly, given they are acquainted the probability that the infective infects the susceptible. Furthermore, in constructing the random graph epidemic we combine these two steps and the link between the two epidemics appears more natural.
The paper is structured as follows. A description of the VGSE model is given in Section 2. In Section 3, a branching process approximation for minor epidemic outbreaks is obtained for the VGSE. In Section 4 major epidemic outbreaks are considered with a Central limit theorem for the number infected in a major epidemic outbreak being derived. In Section 5 the random graph epidemic model and the coupling of the two epidemic processes are described. The asymptotic results of Sections 3 and 4 can then be applied to the random graph epidemic model. Finally a brief discussion of extensions of the current work are presented in Section 6.
Model description
Consider a closed population consisting of a initial infectives and n initial susceptibles. Label the initial infectives, individuals −(a − 1), −(a − 2), . . . , 0 and label the initial susceptibles, individuals 1, 2, . . . , n.
Suppose that an initial infective i (−(a − 1) ≤ i ≤ 0) has infectious periodQ i D =Q, for some arbitrary, but specified, non-negative random variableQ. Let (D 1 , Q 1 ), (D 2 , Q 2 ), . . . , (D n , Q n ) be independent and identically distributed according to (D, Q), where D and Q are arbitrary, but specified, non-negative random variables. We assume that D and Q are dependent and we will make assumptions upon the distributions of D and Q as required. For 1 ≤ i ≤ n, let D i and Q i denote the susceptibility and infectious period of individual i, respectively.
For −(a − 1) ≤ i ≤ n and 1 ≤ j ≤ n, we assume that, during their infectious period, individual i makes infectious contacts with individual j at the points of a homogeneous Poisson point process with rate D j /n. A susceptible individual is infected when they are contacted by an infectious contact.
Otherwise the infectious contact has no effect. Therefore, whilst infectious, individual i has probability 1 − exp(−Q i D j /n) of making at least one infectious contact with individual j.
The epidemic can be constructed in real time as follows. We assume that the initial infectives become infectious at time 0. An individual i, say, who becomes infectious at time t, say, is infectious for the time period (t, t + Q i ] ((0,Q i ] if individual i is an initial infective). During its infectious period individual i makes infectious contacts at the points of a homogeneous Poisson point process with rate λ n = 1 n n i=1 D i . For 1 ≤ j ≤ n, the probability that individual j is contacted by a given infectious contact is D j /nλ n .
There is the possibility that some individuals are totally immune to the disease (prior to infection) corresponding to D = 0. Hence we allow P(D = 0) > 0 and assume E[D] > 0. Therefore it is possible that λ n = 0 with all the initial susceptibles being immune, and so, no infection can take place. For λ n = 0 we employ the convention that D j /nλ n = 1/n (1 ≤ j ≤ n). The following observation will prove useful
The special case D ≡ λ, for some λ > 0, is the generalised stochastic epidemic model. For the generalised stochastic epidemic model there is an equivalent (in terms of the final size distribution) construction of the epidemic process which can prove useful in the analysis of the epidemic. This second construction is based upon [19] and [17] and is described below.
The Sellke-construction of the epidemic requires an alternative view of the epidemic. Rather than considering infectives making infectious contacts we consider the susceptibles. We assume that each susceptible has a threshold for infection. That is, an individual accumulates exposure to infection and whilst the accumulated infection is below the infectious threshold the individual remains susceptible.
However, once the total amount of accumulated infection exceeds the threshold the susceptible becomes infected. This description of the epidemic process is most easily (in terms of analysis) made fully rigorous by using an embedding approach introduced in [17] .
Thus R n (t) and A n (t) denote the total number of initial susceptibles infected and the corresponding sum of infectious periods when each individual is exposed to t units of global infectious pressure. Let S 
Consequently, the above sequence stops at generation k * , where
denote the final size of the epidemic (the total number of initial susceptibles infected during the course of the epidemic) and the final severity of the epidemic (the total sum of the infectious periods of all individuals infected in the epidemic),
Finally, since the results of this paper are asymptotic we shall consider a sequence of epidemics {E n }, indexed by the total number of initial susceptibles n, as n → ∞. For fixed n ≥ 1, the epidemic E n is constructed as outlined above. Note thatQ and (D, Q) are assumed to be independent of n. For the total number of initial infectives a n , we shall consider the cases a n = a (n ≥ 1) and a n → ∞ as n → ∞.
For ease of notation the index n will usually be omitted.
Branching process approximation
For fixed n ≥ 1, we shall construct the epidemic E n and a suitable approximating branching process B n on a common probability space (Ω, F, P ). We shall then define the branching process B as the limit of the sequence of branching processes B n as n → ∞. Letting Z denote the total progeny (excluding the initial ancestors) of the branching process B, we shall show in Theorem 3.1 that
Corollary 3.1 we summarise the useful results which can be obtained from the coupling of the epidemics E n to the branching process B. We shall require that there exists κ > 0 such that E[D 1+κ ] < ∞ but no moment conditions for Q. Throughout this section it is assumed that a n = a (n ≥ 1). (For the case a n → ∞ as n → ∞, the results of Section 4 are sufficient.)
Fix n ≥ 1. Construct B n as follows. We assume that there are a initial ancestors born at time t = 0.
Label the individuals −(a − 1), −(a − 2), . . . , 0, and let the i th initial ancestor have lifetime
. . , D n be independent and identically distributed according to D, with
. . be independent and identically distributed according to ψ n , where Let Z n denote the total progeny of the branching process B n . Then for any k ≥ 1 and M n > k, T n ∞ = k if and only if Z n = k. Therefore we consider the random variable M n before studying the limiting distribution of Z n .
The limiting distribution of M n has been studied in detail in [12] . Suppose that the moment generating
is finite in a neighbourhood of the origin. Then by [12] , Theorem 5.2,
However, Lemma 3.1 is valid for more general choices of D and is sufficient for our needs.
It is trivial using Markov's inequality to show that P(S n ) → 1 as n → ∞.
, it straightforwardly follows by induction that
Therefore P(M n > n α |S n ) → 1 as n → ∞ and the lemma is proved.
Returning to B n , note that the offspring distributions of an initial ancestor and an individual born in the branching process areR n ∼ P o(λ nQ ) and
where G is a random variable with probability density function
f D (x) as n → ∞,
. Let B denote a branching process with a initial ancestors and the offspring distributions of an initial ancestor and an individual born in the branching process areR
It is a trivial extension of [14] , Lemma 3.6, to show that ifR
where Z denotes the total progeny of B. Now suppose that Lemma 3.2.
For all n ≥ 1 and y ≥ 0,
Note that for D n = w n (= (w 1 , w 2 , . . . , w n )),
Therefore since the {(D i , Q i )} are independent and identically distributed,
as n → ∞, it follows from (2.1) that the righthandside of (3.1) converges, as n → ∞,
and the lemma is proved.
Theorem 3.1.
Proof. An immediate consequence of Lemma 3.2 is that Z n D −→ Z as n → ∞ (see discussion proceeding Lemma 3.2).
Therefore, for all k ∈ Z, by Lemma 3.1,
We say a global epidemic occurs if in the limit as n → ∞, the epidemic process infects infinitely many susceptibles. Then utilising standard branching process theory we have the following immediate results
Then as n → ∞, a) a global epidemic occurs with non-zero probability if and only if
b) the probability of a global epidemic is 1 − p EXT = 1 −f (p) a , where p is the smallest solution of
and p EXT is the extinction probability of the branching process B, c) the probability generating function of the limiting final size of the epidemic
where h(s) satisfies h(s) = sf (h(s)).
Central limit theorem
The aim of this section is to establish a Central limit theorem for the final proportion of the population infected by the epidemic in the event of a major epidemic outbreak. In particular, for n ≥ 1 we shall say a major epidemic occurs if T n ∞ > log n. Thus G n = {T n ∞ > log n} denotes the event that a major epidemic occurs. We shall require that
The first step is to show that (T
as n → ∞, for some suitably defined τ, σ > 0. The second step is to show that √ n(T n ∞ − τ )|G n converges in distribution to a Gaussian random variable as n → ∞. Thus we begin by deriving σ and τ and a suitable Gaussian random variable.
For s ≥ 0, let
Therefore r(s) and a(s) are the mean probability that an individual is infected when each member of the population is exposed to s units of global infectious pressure and the corresponding mean infectious contribution, respectively. Furthermore, for all n ≥ 1 and s ≥ 0, E[R n (s)] = nr(s) and E[A n (s)] = na(s).
We summarise some simple, but useful results concerning r(·) and a(·) in the following lemma.
For ζ ≥ 0, let For n ≥ 1, s ≥ 0 and α, β ∈ R, let
By the Central limit theorem we have the following trivial result which forms the building block for the remainder of the section.
Lemma 4.2. For all s ≥ 0 and α, β ∈ R,
where Z α,β (s) is a Gaussian random variable with mean 0 and variance
Returning to τ ζ and σ ζ .
and for ζ = 0,
Proof. It follows from Lemma 4.2, that for all t ≥ 0,
Then since A n (t) and a(t) are increasing, continuous functions of t, with a(∞) = E[Q] < ∞, it follows from (4.2), that
(c.f. Proof of Lemma 5.1 of [6] , see also [8] , [4] and [16] .)
Note thatS
Since a/n p −→ ζ ≥ 0 as n → ∞, it follows thatS
By similar arguments to (4.2) and (4.3),
and the lemma follows.
Considerably more work is required for the case ζ = 0. We shall utilise a lower bound branching process for the epidemic process.
This idea originates from [20] and it is usually trivial to construct a suitable lower bound branching process. However, the dependence between the susceptibility and infectivity of individuals causes added complications. The required result is proved in Corollary 4.2, via a series of intermediary lemmas.
Fix n ≥ 1. For 1 ≤ i ≤ n, letψ n i be drawn without replacement from {1, 2, . . . , n} as follows.
Therefore for 1 ≤ i ≤ n, let the i th susceptible infected in the epidemic E n be the individualψ n i (assuming there are at least i infections in E n ). Note that for all 1 ≤ k ≤ n,
and
The lemma follows from (4.5) and (4.6) since j =iĎ n j nλn−Ď n j is non-increasing in i.
Corollary 4.1. For any sequences of positive integers {b n } such that bn n → 0 as n → ∞, let δ n = b n /n. Then δ n → 0 as n → ∞ and
Proof. By Markovs inequality and Lemma 4.4,
, the inner expectation of the righthandside of (4.8) is
By (2.1) the righthand-side of (4.9) converges to 0 as n → ∞ and the Corollary is proved. Note that
By Corollary 4.1, the righthand-side of (4.11) converges to 0 as n → ∞, as required. Lemma 4.6. Under the above conditions,
where p EXT is given in Corollary 3.1.
Proof. Let {b n } be any sequence of positive integers such that b n → ∞ and b n /n → 0 as n → ∞. To prove the lemma it suffices to show that
In Section 3, it was shown that T n ∞ ≤ st Z n . Therefore
For n ≥ 1, let the branching process B bn n be constructed as follows. Let D 1 , D 2 , . . . , D n be independent and identically distributed according to D. Let there be a ancestors in the branching process B bn n . We assume that each initial ancestor has independent lifetime distributed according toQ and each subsequent individual has independent lifetime distributed according toQ n,bn . Furthermore, whilst alive, individuals reproduce at the points of independent Poisson point processes with rate (1 − δ n )λ n , where δ n = b n /n.
Thus the offspring distributions of an initial ancestor and a subsequent individual are mixed Poisson,
LetŽ n,bn denote the total progeny of the branching process B 
Therefore whilst fewer than b n of the initial susceptibles have been infected in the epidemic E n , the epidemic E n and the branching process B bn n can be coupled in such a way that, conditional upon A bn n , every birth in the branching process has a corresponding successful infection in E n . This is because for 1
and for
≤ δ n , the probability of an infectious contact being with a non-susceptible is less than δ n . Therefore
The lemma follows immediately from (4.12) and (4.13) by taking the lim sup in the latter equation.
Proof. Firstly, (4.14) is immediate from Lemma 4.6, by taking b n = log n. . By the Theorem of total probability and Chebychev's inequality,
For any s, t ≥ 0, note that the (χ i (t) − χ i (s))(α + βQ i ) are independent and identically distributed, and so,
Therefore from (4.17) and (4.18),
By [10] , Theorem 5.1, Corollary 2,
For all n ≥ 1,
and so, by the bounded convergence theorem
Similarly,
Therefore the righthand-side of (4.19) converges to 0 as n → ∞ and the lemma is proved.
Theorem 4.1. Suppose that there exists ζ ≥ 0 and a random variable J such that √ n(a/n−ζ)
where
Proof. Firstly, note that 
where b 
Finally, by Lemma 4.7, and I n are independent.
Random Graph epidemic models
For an epidemic upon a mixed Bernoulli random graph, we shall sandwich the final size distribution of the random graph epidemic between the final size distributions of a suitably defined VGSE and a perturbed VGSE. By showing that both these lower and upper bounding VGSE epidemics have the same final size distributions, we can obtain the final size distribution of the epidemic upon a mixed Bernoulli random graph. We proceed by studying the perturbed VGSE. This is followed by a description of epidemics upon random graphs and analysis of their final size distribution.
We shall consider a sequence of epidemics (E n n ), indexed by the total number of initial susceptibles n and a constant n . For fixed n ≥ 1 and n > −1, we can construct the epidemics E n n and E n on a common probability space (Ω, F, P ) with E n constructed as in Section 2 and E n n constructed as follows. We assume that there a initial infectives and n initial susceptibles in E n n , with the labelling of the individuals −(a − 1), −(a − 2), . . . , n as before. Let individual i in the epidemic E n n have life history (D i , Q i ) (1 ≤ i ≤ n) (infectious periodQ i (−(a − 1) ≤ i ≤ 0)). Then for −(a − 1) ≤ i ≤ n and 1 ≤ j ≤ n, we assume that in E n n during their infectious period (of length Q i (Q i )) individual i makes infectious contacts with individual j at the points of a homogeneous Poisson point process with rate (1 + n )D j /n. Hence, the probability that individual i makes (at least one) infectious contact with
∞ ) denote the final size and severity of the epidemic E n n , respectively. Clearly, the epidemic E 0 n is the epidemic E n , and so, we have the following results if n → 0 as n → ∞.
Theorem 5.1. Suppose that n → 0 as n → ∞. For all n ≥ 1, if a n = a, then
where Z is defined in Section 3.
Suppose that a n p −→ ζ ≥ 0. Let σ ζ and τ ζ = r(σ ζ ) be defined as in Section 4. Then
Proof. The proof of this theorem requires only minor modifications of the proofs of Sections 3 and 4.
Therefore only an outline of the changes is given.
For (5.1), simply replace λ n by λ n n = (1 + n )λ n p −→ λ as n → ∞ in the proofs of Section 3.
An alternative construction (in terms of the final size) of the epidemic E n n is to assume that the length of individual i's infectious period is (1+ n )Q i . Then, whilst infectious, individual i makes infectious contacts with individual j at the points of a homogeneous Poisson point process with rate D j /n. Therefore the probability that individual i makes an infectious contact with individual j is 1
The Sellke construction can then again be used with H i ∼ Exp(D i ) denoting the infectious threshold of individual i. Let R n n (t) and A n n (t) (corresponding to R n (t) and A n (t)) denote the total number of initial susceptibles infected and the corresponding sum of infectious periods when each individual is exposed to t units of global infectious pressure in E n n . Then R n n (t) = R n (t) and A n n (t) = (1 + n )A n (t). Let The adaption of the lower bounding branching process to the epidemics {E n n } is straightforward by multiplying the birth rate by a factor (1 + n ). Therefore Corollary 4.2 holds with (S 
and noting that the first term on the righthandside of (5.4) converges in probability to 0 as n → ∞.
We now turn our attention to random graph epidemics. We shall consider a sequence of epidemics {Ê n }, indexed by the total number of initial susceptibles n, as n → ∞. We assume that there are a initial infectives and n initial susceptibles. Let (C −(a−1) ,Ĩ −(a−1) ), (C −(a−2) ,Ĩ −(a−2) ), . . . , (C 0 ,Ĩ 0 ) be independent and identically distributed according to (C,Ĩ). Let (C 1 , I 1 ), (C 2 , I 2 ), . . . , (C n , I n ) be independent and identically distributed according to (C, I). Let C (C) and I (Ĩ) denote the connectivity and infectivity, respectively, of an initial susceptible (infective). There is assumed to be an underlying graph G n on n + a vertices which defines the acquaintance structure between the n + a individuals in the population. The vertices are labelled −(a − 1), −(a − 2), . . . , n with vertex i corresponding to individual i. An edge exists between vertices i and j with probability
In the epidemiĉ E n , individuals i and j are said to be acquaintances if and only if there exists an edge between vertices i and j in G n . Individual i, whilst infectious, makes an infectious contact with a give acquaintance j with probability I i , independently of all other infectious contacts. The epidemic and random graph can be constructed in unison, see [15] and [16] . Specifically, whilst infectious, individual i makes an infectious contact with a susceptible individual j with probability 1 n C i C j ∧ 1 I i . That is, the epidemic is constructed and then, if so desired, the random graph can be constructed retrospectively using the correct conditional distributions for the existence of edges between vertices. Finally, letT
The epidemics E n , E n n andÊ n can be constructed upon a common probability space. For −(a − 1) ≤ i ≤ 0, let the i th individual in the epidemics E n and E 
Suppose that for 0 < n < 1 and for all −(a − 1) ≤ i ≤ n and 1 ≤ j ≤ n,
Therefore using the above construction of the epidemics, we have that
Thus the final size of the epidemicÊ n is sandwiched between the final size of the epidemic E n and E n n . Therefore, although the epidemics E n andÊ n are very different in appearance, we can show that they have the same limiting asymptotic final size distributions. where Z is defined in Section 3.
Suppose that a/n → ζ ≥ 0. Let τ ζ and σ ζ be defined as in LetĜ n = {T n ∞ > log n} denote the event that a global epidemic occurs inÊ n . Then for ζ > 0, P(Ĝ n ) → 1 and for ζ = 0, P(Ĝ n ) → 1 − p EXT as n → ∞, where p EXT is given by Corollary 3. Finally, note that for the Bernoulli random graph epidemicQ x = xI, and so, for all x < y,Q x ≤ stQ y .
Therefore the assumption in the prelude to Lemma 4.6 holds.
Alternative models can be used for the probability of an edge between vertices i and j in the mixed Bernoulli random graph. In particular, in [11] , Section 3, the probability that an edge exists between vertices i and j is CiCj n+CiCj . Theorem 5.2 holds since we can sandwich the resulting epidemic upon the random graph between E − n n and E n n with probability tending to 1 as n → ∞.
Discussion
There are a number of obvious extensions of both the VGSE and random graph epidemic models. We shall briefly discuss two of these below.
Firstly, it would be interesting to consider a multitype VGSE epidemic model, see, for example, [5] and [16] . This is particularly relevant for the vaccination models of [9] where an individuals (susceptible and infectious) response to vaccination is variable. In such a case we could consider a two-type model with the types corresponding to vaccinated and unvaccinated individuals. Extending the results of Sections 3 and 4 to include more than one type individual should be relatively straightforward following [5] and [16] .
Secondly, coupling an epidemic upon a random graph to a VGSE epidemic can prove fruitful in examining epidemics upon graphs with small cliques. These cliques could correspond to small completely mixing social groups such as households [1] , [2] . All previous analysis of epidemics upon (random) graphs can not cope with cliques. However the GSE household epidemic model is well understood (see, for example, [7] , [2] ) and extending the current results for household epidemic model with variable global (and possibly local) susceptibility should not present any real difficulties.
