We 
Introduction
Quantum computation is a computation model based on quantum physics. Assuming that the laws of nature as we know them are true, this might allow us to build computers that are able to perform tasks that classical computers cannot perform in any reasonable time. One task which quantum algorithms are known to perform much better than classical algorithm is that of factoring large integers. The importance of this problem stems from its ubiquitous use in cryptographic applications. While there are no known polynomial time classical algorithms for this problem, a groundbreaking result of Shor from 1994 [18] showed a polynomial time quantum algorithm for factoring integers. In the same paper, Shor showed an algorithm for finding the discrete log. However, despite enormous effort, we have only a few other problems for which quantum algorithms provide an exponential speedup [10, 20] . Other notable quantum algorithms such as Deutsch and Jozsa's algorithm [6] and Simon's algorithm [19] operate in the black box model. Grover's algorithm [9] provides a square root speedup over classical algorithms.
The current search for new quantum algorithms concentrates on problems which are not known to be AE È -hard.
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These include the graph isomorphism problem and lattice problems. In this paper we are interested in lattice problems or specifically, the unique shortest vector problem (SVP). A lattice is a set of all integral linear combinations of a set of Ò linearly independent vectors in Ê Ò . This set of Ò vectors is known as a basis of the lattice. In the SVP we are interested in finding the shortest vector in a lattice. In the ´Òµ-unique-SVP we are given the additional promise that the shortest vector is shorter by a factor of at least ´Òµ from all other non parallel vectors. This problem also has important applications in cryptography. Namely, Ajtai and Dwork's cryptosystem [2] is based on the hardness of this lattice problem.
A central problem in quantum computation is the hidden subgroup problem (HSP). Here, we are given a black box that computes a function on elements of a group . The function is known to be constant and distinct on left cosets of a subgroup À and our goal is to find À. Interestingly, almost all known quantum algorithms which run super-polynomially faster than classical algorithms solve special cases of the HSP on Abelian groups. Also, it is known that solving the HSP on the symmetric group leads to a solution to graph isomorphism [13] . This motivated research into possible extensions of the HSP to noncommutative groups (see, e.g., [8, 11, 17] ). However, prior to this paper the HSP on groups other than the symmetric group and Abelian groups had no known applications. In this paper we will be interested in the HSP on the dihedral group. The dihedral group of order ¾AE, denoted AE , is the group of symmetries of an AE-sided regular polygon.
It is isomorphic to the abstract group generated by the element of order Ò and the element of order 2 subject to the relation ½ . Although the dihedral group has a much simpler structure than the symmetric group, no solution to the HSP on the dihedral group is known. Ettinger and Høyer [7] showed that one can obtain sufficient statistical information about the hidden subgroup with only a polynomial number of queries. However, the question of finding an efficient algorithm that uses this information to solve the HSP is still open.
The following is the main theorem of this paper. We note that any algorithm that solves the dihedral HSP by sampling cosets also solves the DCP for some failure parameter . The reason is that since the algorithm samples only a polynomial number of cosets, we can take to be large enough such that with high probability all the states given by the DCP black box are coset states. This is summarized in the following corollary.
Corollary 1.2 If there exists a solution to the dihedral HSP that samples cosets (e.g., any solution using the 'standard method') then there exists a quantum algorithm that solves
ÔÓÐÝ´Òµ-unique-SVP.
The following is the second main theorem of this paper.
In the subset sum problem we are given two integers Ø AE and a set of numbers. We are asked to find a subset of the numbers that sum to Ø modulo AE. A legal input is an input for which such a subset exists (a formal definition appears in Section 4) and we are interested in algorithms that solve a non-negligible part of the inputs: As shown in [7] , the dihedral HSP can be reduced to the case where the subgroup is of the form ´¼ ¼µ ´½ µ .
Then, by sampling cosets we obtain states of the form Therefore, by combining the two results, we obtain a worst case to average case quantum reduction. Such reductions are already known [1, 4, 5, 16] using classical reductions. Although the previous reductions are to an average case lattice problem, they also imply a reduction to the average case subset sum problem. The best connection due to Micciancio [16] shows that solving the subset sum on a non-negligible part of the inputs (i.e., one over a polynomial in the size of the input) implies a classical solution to the ¢´Ò ¿ µ-unique shortest vector problem. The corollary shows that the same assumption implies a quantum solution to the (somewhat harder) ¢´Ò ¾ µ-unique shortest vector problem. We note that unlike previous results our subset sum problems have a density of one, i.e., the size of the input set is very close to ÐÓ AE. Therefore, some cryptographic applications such as the one by Impagliazzo and Naor [12] cannot be used.
Before proceeding to the main part of the paper, we describe our methods in a somewhat intuitive way. First, let us describe the methods used in solving the unique-SVP. Recall that our solution is based on a solution to the DCP. We begin by showing how such a solution can be used to solve a slightly different problem which we call the two point problem. Instead of a superposition of two numbers with a fixed difference we have a superposition of two Ò-dimensional vectors with a fixed difference. Then, the idea is to use this two point problem by creating a superposition of many lattice points and collapsing the state to just two lattice points whose difference is the shortest vector. Once we have this superposition we use the solution to the two point problem to find the shortest vector.
Collapsing the state is performed by partitioning the space into cubes. Assume the partition has the property that in each cube there are exactly two lattice points whose difference is the shortest vector. Then, we compute the cube in which each point is located and measure the result. The state collapses to a superposition of just the two points inside the cube we measured. The important thing is to make sure that exactly two points are located in each cube. First, in order to make sure that the cubes are not aligned with the lattice, their orientation and translation are randomly chosen. The length of these cubes is proportional to the length of the shortest vector. Although the exact length of the shortest vector is unknown, we can try several estimates until we find the right value. Since the lattice has a unique shortest vector, all other nonparallel vectors are considerably longer and do not fit inside a cube. Therefore we know that the difference between any two points inside the same cube is a multiple of the shortest vector. Still, this is not good enough since instead of two points inside each box we are likely to have more points aligned along the shortest vector. Hence, we space out the lattice: instead of creating a superposition of all the lattice points we create a superProceedings of the 43 rd Annual IEEE Symposium on Foundations of Computer Science (FOCS'02) 0272-5428/02 $17.00 © 2002 IEEE position of a subset of the points. The set of points created by this technique has the property that along the direction of the shortest vector there are pairs of points whose difference is the shortest vector and the distance between two such pairs is much larger than the shortest vector. As before, this can be done without knowing the shortest vector by trying several possibilities.
The second part of the paper describes a solution to the DCP with failure parameter 1 which uses a solution to the average case subset sum problem. Recall that the state given to us by the black box is of the form ¼ Ü · ½ ´Ü · µ mod AE where Ü ¾ ¼ AE ½ is arbitrary and we wish to find ¾ ¼ AE ½ . We begin by applying the Fourier transformation to the second register (the one holding Ü and Ü · ) and then measuring it. If is the value we measured, the state collapses to a combination of the basis states ¼ and ½ such that their phase difference is ¾ AE . If we were lucky enough to measure ½ , then the phase difference is ¾ AE and by measuring this phase difference we can obtain an estimation on . This, however, happens with exponentially small probability. We proceed by choosing Ö to be very close to ÐÓ AE. This creates a situation in which for almost every Ø ¾ ¼ AE ½ there is a subset whose sum modulo AE is Ø and in addition, there are not too many subsets that sum to the same Ø modulo AE. Assume for simplicity that every Ø has exactly one subset that sums to Ø modulo AE. We calculate for each sequence the value Ø ¾ where Ø is its sum. After measuring the result, say ×, we know that the state is a superposition of two sequences: one that sums to ¾× and one that sums to ¾×·½. Notice that since ½ Ö are uniformly chosen between ¼ AE ½ we can use them as an input to the subset sum algorithm. The key observation here is that the subset sum algorithm provides the reverse mapping, i.e., from a value Ø to a subset that sums to Ø. So, from × we can find the sequence « ½ that sums to ¾× and the sequence « ¾ that sums to ¾× · ½ . Since we know that the state is a superposition of « ½ and « ¾ we can use a unitary transformation that transforms « ½ to ¼ and « ¾ to ½ . Now, since the two states differ in one qubit, we can easily measure the phase difference and obtain an estimate on . This almost completes the description of the DCP algorithm. The estimate on is only polynomially accurate but in order to find we need exponential accuracy. Hence, we repeat the same process with pairs whose difference is higher. So, instead of choosing pairs of difference ½ we choose pairs of difference ¾ to get an estimate on ¾ , then to get an estimate on and so on 1 .
The next section contains some notations that are used in this paper. The two main sections of this paper are independent. In Section 3 we prove a slightly weaker version 
Preliminaries
We denote the imaginary unit by ß and use the notation ´Üµ ¾ ßÜ . We denote the set ½ Ò by Ò . All logarithms are of base 2 unless otherwise specified. We use AE to denote the Kronecker delta, i.e., 1 if and 0 otherwise. A sequence « ¾ ¼ ½ Ö is identified with the set « ½ . Several constants appear in our proofs. To make it easier to follow, we denote constants with a subscript that is somewhat related to their meaning. Specifically, in Section 3, Ó is related to the random orthonormal basis, Ù is related to the cubes that partition the space and ÙÒÕ appears in the guarantee of the unique shortest vector. Also, in Section 4 we use Ö in the definition of the parameter Ö, × in our assumptions on the subset sum subroutine and Ñ when we prove the existence of matchings.
The following is the formal definition of the DCP: 
A Quantum Algorithm for unique-SVP
In this section we prove Theorem 1.1 by first showing a simple reduction from the two point problem to the DCP and then showing a reduction from unique-SVP to the two point problem. Throughout this section, we use a failure parameter ¼ in order to make our results more general.
The reader might find it easier to take ½ . 
The Two Point Problem
and is therefore fixed. Otherwise, with probability at most 1 Ò´ÐÓ ¾Åµµ we obtain a basis state ´ µ for arbitrary . This is a valid input to the DCP with AE ´¾Åµ Ò since the failure probability is at most 
The Algorithm
We recall several facts about an LLL-reduced basis. Such a basis can be found for any lattice by using a polynomial time algorithm [15] . In the following, we prove that this state is an input to the two point problem. Hence, in order for this to be a valid input to the two point problem we only have to prove that the failure probability is low enough. The probability of measuring Ö ½ Ö Ò equals ´Ø µ ´Ø µ ´Ö ½ Ö Ò µ ´¾Å Ò µ. Notice that this probability is the same as the probability that ´Ø µ Ö ½ Ö Ò µ for randomly chosen Ø and . Hence, we consider a randomly cho- In order to show that with high probability ´½ Ø ¼ µ ´Ø µ, we consider the case where the random orthonor- 
The Dihedral Coset Problem
We begin this section with a description of the average case subset sum problem. We describe our assumptions on the subroutine that solves it and prove some properties of such a subroutine. In the second subsection we present an algorithm that solves the DCP with calls to an average case subset sum subroutine.
Subset Sum
The subset sum problem is defined as follows. An input is a sequence of numbers 
where the second equality holds because ¼ does not depend on ½ and is 1 with probability ½ AE for any We assume that we are given a subroutine that answers a ½ ÐÓ × AE fraction of the legal subset sum inputs with parameter AE where × ¼ is any constant. As can be seen from the previous lemma, this implies that the subroutine answers a non-negligible fraction of all inputs (and not just the legal inputs). In addition, we assume that the subroutine is deterministic. We denote by Ë´ Øµ the result of the subroutine For any Õ we define the following Õ-matchings: 
The Quantum Algorithm
We begin with the following simple claim: 
