Abstract. Representation theorems are proved for Banach ideal spaces with the Fatou property which are built by the Calderón-Lozanovskiȋ construction. Factorization theorems for operators in spaces more general than the Lebesgue L p spaces are investigated. It is natural to extend the Gagliardo theorem on the Schur test and the Rubio de Francia theorem on factorization of the Muckenhoupt A p weights to reflexive Orlicz spaces. However, it turns out that for the scales far from L p -spaces this is impossible. For the concrete integral operators it is shown that factorization theorems and the Schur test in some reflexive Orlicz spaces are not valid. Representation theorems for the Calderón-Lozanovskiȋ construction are involved in the proofs.
real and complex interpolation with boundary conditions and proved that for 0
where Ω ⊂ R n is a bounded C ∞ -domain and W θ,2 0 (Ω) = {x ∈ W θ,2 (Ω) : u |∂Ω = 0}, with W θ,2 being the usual Sobolev space. For the real interpolation construction, Lions-Magenes (see [28, Theorem 11.1, p . 55]) proved that for 0 < θ < 1/2,
where Ω = {(x, y) : x 2 + y 2 < 1}. For the real interpolation method we can also take Triebel's example connected with the negative answer for the problem of interpolation of intersections. For the weight function w(t) = min(t, 1 − t) −1/2 , t ∈ (0, 1) and the spaces on (0, 1) we have for 1/2 < θ < 1,
where
0 is the closure of C ∞ 0 (0, 1) in W θ,2 . Moreover, Wallsten has given an example of a space M (cf. [54] ) for which (M, L ∞ ) θ,p = (L 1 , L ∞ ) θ,p for 1/2 < θ < 1. In the seventies, Fefferman-Stein, Rivière-Sagher, Hanks, Bennett-Sharpley and others (see [2, § 5.6-5.7] for results and references) proved equalities for the complex interpolation method:
for all 0 < θ < 1, 1 < p < ∞ and 1/q = 1 − θ + θ/p, and for the real interpolation method: hold isometrically for all 0 < θ < 1, 1 ≤ p ≤ ∞, whereX i is the Gagliardo completion of X i and X 0 i is the closure of X 0 ∩ X 1 in X i for i = 0, 1. Let us point out that the situation may be quite different if we assume from the beginning that all the spaces in the problem have some common structure, for example, they are Banach lattices on a given measure space (Banach ideal spaces). This phenomenon, that some problem has negative solution for general Banach spaces but positive answer in the class of ideal Banach spaces with the Fatou property, was first observed in [33, 34] in connection to Peetre's problem on interpolation of intersections.
Cwikel and Nilsson [14] showed the uniqueness theorem for the Calderón construction F(X 0 , X 1 ) = X 1−θ 0 X θ 1 when X 0 , X 1 , X 2 are Banach ideal spaces and all have the Fatou property. Their arguments used in the proof are related to ideas in a theorem of Pisier [45] . Some related results for finite dimensional Banach spaces were considered by Rochberg [47] .
The inverse interpolation problem for the real method of interpolation F = (·) Φ on some class of Banach ideal spaces was investigated in [5] . One of the results shows that if X is a symmetric space on (0, ∞) and (X, In this paper we consider uniqueness results (representation theorems) for the Calderón-Lozanovskiȋ construction F(X 0 , X 1 ) = ϕ(X 0 , X 1 ) with a general function ϕ ∈ U.
These results have applications in the factorization of operators between Banach ideal spaces. In the theory of integral operators with positive kernels a special role is played by the so-called Schur lemma or Schur test (see [23, p. 37] or [52, p. 42 where K ′ is a formally associate operator and 1/p ′ + 1/p = 1. We can rewrite this in the factorization way: there exists a positive function u (weight function u) such that
]), which says that an integral operator Kx(t) = k(t, s)x(s) ds with a positive kernel k(t, s) ≥ 0 is bounded in
In the eighties, interest in statements like the Schur lemma increased after the solution of the factorization problem of Muckenhoupt's A p -condition on weight by Jones [21] , and even stronger after the Rubio de Francia elementary proof of Jones' theorem [13, 48] . These studies were later developed in [9, 12, 16-18, 20, 49] . All these papers contain the factorization problem of various classical operators in weighted L p spaces. We will extend factorization theorems from weighted L p spaces to weighted Banach ideal X (p) spaces, and the factorization will be proved first through the weighted L ∞ spaces. The main factorization problem is to have factorization through the weighted L 1 and weighted L ∞ spaces and this question will be also discussed here. We prove the factorization result for a sufficiently large class of positive sublinear bounded operators T between L p spaces through the Lorentz and Marcinkiewicz spaces generated by a certain weight function. Then we show that factorization of the symmetric space X (p) through weighted X and L ∞ is not true for the positive sublinear Hardy operator.
The failure of the main factorization theorem in Calderón-Lozanovskiȋ spaces generated by a non-power function is proved for the Volterra operator and the averaging operator. This shows that we cannot go far from the scale of L p spaces with the factorization theorems.
Finally, we show that the Schur lemma is not true in some reflexive Orlicz spaces for the classical Hardy operator; that is, we can construct reflexive Orlicz spaces in which the classical Hardy operator is bounded (it is bounded even in any reflexive Orlicz space) but the factorization through weighted L 1 and weighted L ∞ spaces is not possible.
Let us mention that a quite different question, called also the Lions problem, about the effective dependence of a given family of spaces on its function parameter ϕ, was considered for the complex method of interpolation by Stafney [51] , for the real method of interpolation in [1, 8, 19] , for the Calderón-Lozanovskiȋ construction ϕ(·) in [6] , and for the Gustavsson-Peetre construction G ϕ (·) in [7] . The question for the Calderón-Lozanovskiȋ construction is: when are the spaces ϕ 0 (X 0 , X 1 ) and
The content of the paper is as follows: In Section 1 we define the Banach ideal spaces and the Calderón-Lozanovskiȋ construction and collect their properties including the Lozanovskiȋ factorization theorem.
In Section 2 we prove representation theorems, called also uniqueness theorems, for the Calderón-Lozanovskiȋ construction generated by different Banach ideal spaces or the weighted L p spaces. The main representation theorems (Theorems 1-4) show that under some little assumption on ϕ the equality ϕ(X 0 , X 1 ) = ϕ(X 0 , X 2 ) with equivalent norms implies that X 1 = X 2 with equivalent norms, and the equality
∞ ) with equivalent norms implies the equivalence of weights w θ ≈ u θ v 1−θ for some 0 ≤ θ ≤ 1. Section 3 contains pointwise estimates for positive sublinear operators. Factorization results in weighted X (p) spaces are presented there. They are extensions of the corresponding results of Hernández [17, 18] for weighted L p spaces. The main tool in the proofs is Lemma 6 of the Gagliardo and Rubio de Francia type.
For a large class of positive sublinear operators T which are bounded between L p spaces we show a factorization of T through the Lorentz and Marcinkiewicz spaces generated by a certain weight function. We also prove that the positive sublinear Hardy operator bounded between symmetric spaces X (p) cannot be factorized by a weighted space X and weighted L ∞ when the upper Boyd index of the space X is 1. This example of the Hardy positive sublinear operator shows that without any additional assumptions on an operator the factorization theorem through weighted L 1 and weighted L ∞ spaces cannot be true. In Section 4, representation theorems are used to show that the factorization problem in Calderón-Lozanovskiȋ spaces generated by a non-power function is not true, in general, for the Volterra operator and in Section 5 the same is done for the averaging operator.
Section 6 contains a counter-example showing that the classical Hardy operator between some reflexive Orlicz spaces cannot be factorized through weighted L 1 and weighted L ∞ spaces. This also shows that the Schur lemma for positive integral operators between some reflexive Orlicz spaces is false. Detailed proofs of the construc-tions of the functions in the counter-example are collected in an appendix.
Preliminary versions of Theorems 4, 8 and 9 were announced without proofs in [4] .
Banach Ideal Spaces and the Calderón-Lozanovskiȋ Construction
Let (Ω, µ) be a complete σ-finite measure space and let L 0 (µ) or L 0 (Ω) denote, as usual, the space of all equivalence classes of measurable functions on Ω with the topology of convergence in measure on µ-finite sets. The order |x| ≤ |y| means that |x(t)| ≤ |y(t)| for µ-almost all t ∈ Ω.
A Banach subspace X = (X, · X ) of L 0 (µ) such that there exists u ∈ X with u > 0 µ-a.e. on Ω and x X ≤ y X whenever |x| ≤ |y| is called a Banach ideal space on Ω or on (Ω, µ).
If X is a Banach ideal space on Ω and w ∈ L 0 (µ) is a weight function on Ω, that is, w > 0 a.e. on Ω, we define the weighted space X w by x X w := xw X .
The associated space X ′ to X is the space of all x ∈ L 0 (µ) such that
for every y ∈ X endowed with the norm
X ′ is a Banach ideal space. A Banach ideal space X with a norm · X has the Fatou property if for any increasing positive sequence (x n ) in X with sup n x n X < ∞ we have that sup n x n ∈ X and sup n x n X = sup n x n X .
For every Banach ideal space X we have the embedding X ⊂ X ′ ′ with x X ′ ′ ≤ x X for any x ∈ X. Moreover, X = X ′′ with equality of the norms if and only if X has the Fatou property (cf. [25, 27] ). LetX = (X 0 , X 1 ) be a couple of Banach ideal spaces on Ω and let U denote the set of all non-negative, concave and positively homogeneous continuous functions
The spaces ϕ(X) are Banach ideal spaces on Ω equipped with the norm
(see [30] ). In the case of power functions ϕ θ (s, t) = s 1−θ t θ with 0 ≤ θ ≤ 1, ϕ θ (X) are the well known Calderón spaces X 1−θ 0 X θ 1 (see [11] ). The particular case
is known as the p-convexification of X (see [27, 38] ). The properties of ϕ(X) were studied by Lozanovskiȋ in [30, 31] (see also [35] ), where among other facts is proved the duality result
with equivalent norms. Here, for ϕ ∈ U, the conjugate functionφ is defined bŷ
We haveφ ∈ U andφ = ϕ (see [31, 32] and [35, Lemma 15.8] ). Note that
θ with equality of the norms ( [29] , Theorem 2). Using this equality for θ = 1/2 it was shown in [29] that
From this result follows the Lozanovskiȋ factorization theorem, proved in [29, Theorem 6 ] (see also [35, p. 185] and [46] ):
Theorem A Let X be a Banach ideal space. Then for every 0 ≤ z ∈ L 1 and ε > 0 we can find 0 ≤ x ∈ X and 0 ≤ y ∈ X ′ such that z = xy and
If X has the Fatou property, we may take ε = 0 in the above inequality. 
equipped with the norm
In particular, ϕ(L 1 , L ∞ ) coincides isometrically with the Orlicz space L M (see [10, 35, 44] ).
The Calderón-Lozanovskiȋ construction is an exact interpolation method for positive linear or positive sublinear operators (see Berezhnoi [3] , Shestakov [50] , Maligranda [32] ; cf. also [35, Theorem 15.13] ). For arbitrary linear operators (not necessarily positive) on Banach ideal spaces with the Fatou property, this was proved by Ovchinnikov [43] (see also [10, 35, 42, 44] for the class of quasi-Banach ideal spaces). Some other properties of Calderón-Lozanovskiȋ spaces were investigated in [6, 22, 26] .
The equivalence of two weights u ≈ v on Ω or u(t) ≈ v(t) on Ω will mean that there exists a constant C > 0 such that
Equality of two Banach spaces X = Y means equality of X and Y as the sets and also equivalence of their norms.
Representation of Calderón-Lozanovskiȋ Spaces
In the proof of the first representation theorem we will need the following lemma: 
then X = Y with equivalent norms.
Proof Let x ∈ X with the norm x X ≤ 1. In the Banach ideal space X ∩ Y with the natural norm x X∩Y = max{ x X , x Y } we take a unit function u, that is, the function u ∈ X ∩ Y such that u(t) > 0 µ-a.e. on Ω. Then for the sequence of functions defined by
Using the Fatou property of Y we obtain that x ∈ Y and x Y ≤ C. Therefore, X ⊂ Y and x Y ≤ C x X for all x ∈ X. Similarly we can prove the reverse imbedding, and Lemma 1 is proved. 
Proof Assume that X 1 = X 2 . Then, by Lemma 1, we can find a sequence x n ∈ X 1 ∩X 2 such that x n X 1 ≤ 1 and x n X 2 > n. Since X 2 has the Fatou property it follows that
and so we can find a sequence y n ∈ X ′ 2 , y n X ′ 2 ≤ 1 such that Ω |x n (t)y n (t)| dµ = n. Now, by the Lozanovskiȋ factorization theorem (Theorem A), we can find sequences 0 ≤ ξ n ∈ X 0 , 0 ≤ η n ∈ X ′ 0 such that
We have ϕ(ξ n (t), |x n (t)|) ∈ ϕ(X 0 , X 1 ) with ϕ(ξ n , |x n |) ϕ(X 0 ,X 1 ) ≤ 1, and
which gives that sup n∈N A n < ∞.
On the other hand, by an estimate in (1), we haveφ(1, u)ϕ(1,
which gives a contradiction. Therefore X 1 = X 2 and the norms are equivalent.
Theorem 1, used in the case of power function ϕ θ (s, t) = s 1−θ t θ with 0 < θ < 1, gives the following corollary, which was proved differently by Cwikel and Nilsson [14, Theorem 3.5] .
for Banach ideal spaces X 0 , X 1 and X 2 on (Ω, µ) with the Fatou property, then X 1 = X 2 .
Remark 1 For concrete spaces, the assumption (3) on ϕ can be weakened, as we will prove in Theorem 4. Let ϕ ∈ U and lim t→∞ ϕ(t, 1) = ∞. Assume that the measure space (Ω, µ) is nonatomic. If
with equivalent norms for some weight functions u, w on Ω, then u(t) ≈ w(t) on Ω.
Using Theorem 1 we can prove the following uniqueness theorem for two couples X = (X 0 , X 1 ) andȲ = (Y 0 , Y 1 ) of Banach ideal spaces with the Fatou property.
be two couples of Banach ideal spaces on the same measure space (Ω, µ) with all spaces having the Fatou property. Suppose that for ϕ 0 , ϕ 1 ∈ U we can find ϕ ∈ U such that either
Assume also that ϕ satisfies (3) and either ϕ 0 or ϕ 1 satisfies
Proof By the reiteration formulas (see [35, pp. 180-181] ) it yields that
From the equalities in the assumption we obtain that
Using Theorem 1 we obtain that X 1 = Y 1 with equivalent norms. Now, if ϕ i satisfies (4) for i = 0 or i = 1, then from the first or the second equality in the assumption and from the just proved equality X 1 = Y 1 we have
Since the condition (4) for ϕ i means the condition (3) for ϕ i we obtain from Theorem 1 that X 0 = Y 0 with equivalent norms, and the proof is complete.
As a corollary, we obtain the result proved by Cwikel and Nilsson [14, Theorem 3.1] for the power functions ϕ θ 0 and ϕ θ 1 . 
Theorem 3 Let X, Y be two Banach ideal spaces on Ω and u, v two weights on Ω.
Then for 0 ≤ θ ≤ 1 we have equality
from which we obtain that u(t)
e., since the following implication is true:
Now, for the spaces X 0 = X u and X 1 = Y v we have by the formula in the assumption that
Therefore the equality
holds, from which together with the proof as above we obtain that (
θ is equivalent to a constant function on Ω.
Corollary 3 Let X, Y be two Banach ideal spaces on Ω and u, v two weights on Ω. If we have equalities
Proof From Theorem 3, used twice, we have that
The next theorem on the representation or the inverse interpolation problem will have only weighted L 1 and L ∞ spaces but then we can change the spaces on both places. We again need a lemma.
Lemma 2 If ϕ(t, 1) is a strictly increasing function and for some x ∈ X and some measurable set A we have xχ
Assume therefore that it is strictly less than 1. Then, for some ε > 0,
Since ϕ(t, 1) is strictly increasing it follows that |x(t)|χ A ≤ (1 − ε)|x 0 |χ A and so
For a function ϕ ∈ U consider a submultiplicative and quasi-concave function ρ ϕ on (0, ∞) defined by
, a > 0.
By the well-known theorem on submultiplicative functions on (0, ∞) we can find numbers 0 ≤ α ≤ β ≤ 1, called also the indices of ϕ, such that
Moreover, for any ε > 0 we have ρ ϕ (a) ≤ a α−ε for a > 0 sufficiently close to zero, ρ ϕ (a) ≤ a β+ε for a sufficiently large, and
(see, e.g., [25] , Theorem 1.3 or [35] , Theorem 11.3).
Theorem 4
Let ϕ ∈ U and ϕ(t, 1) be a strictly increasing function. Assume that the measure space (Ω, µ) is nonatomic. If
for some weight functions u, v, w, then there exists θ ∈ [0, 1] such that
on Ω.
More precisely, if v is equivalent to a constant function, then we can take θ = 0 and if v is not equivalent to a constant function on Ω, then the function ϕ has the same indices
α ϕ = β ϕ and we can take θ = α = α ϕ .
Proof If v is equivalent to a constant function on Ω, i.e., c = sup
then we can take θ = 0. Assume therefore that sup t∈Ω
and by Lemma 2 we have the equality
and, by the assumption that the norms are equivalent,
and so
and
If d = 0, then lim t→0 + ϕ(t, 1) > 0, and the above estimate also holds. Similarly, for A ⊂ U i ∩ V j ∩ W k with 0 < µ(A) < ∞ we have the estimate
From the above estimates we have the inequalities
and by taking µ(A) → 0 + (we can do this since measure is nonatomic) we have
− j ≤ 2C and the weight v(t) is equivalent to a constant function, which cannot happen. Thus we must have sup{|p| : p ∈ Q} = ∞.
If sup{p : p ∈ Q} = ∞ and lim sup p→∞,p∈Q
If inf{p : p ∈ Q} = −∞ and lim sup p→−∞,p∈Q
This means that 2
and since the sum of these sets is Ω, the proof is complete.
In equality (5) we can have four weights, but before we formulate it we prove the following lemma:
) holds if and only if the equality
Proof It is enough to show that
with the same norms of embeddings.
and so |x|w ≤ ϕ(|x 0 |w,
Directly from Theorem 4 and Lemma 3 we obtain the following result:
Corollary 4 Let ϕ and the measure space (Ω, µ) be the same as in Theorem 4. If
where function M is defined by M ϕ(s, 1) = s and the last space is a weighted Orlicz space generated by the norm
wdt) if and only if u ≈ w on (0, ∞) or on a measurable subset Ω of R n of a positive measure (see [24] ). In the case when v is not equivalent to a constant, then the technique from [24] does not work. On the other hand, if we look for these spaces as special cases of the Musielak-Orlicz spaces generated by the functions M(a, t) = M v(t)a u(t) v (t) and N(a, t) = M(a)w(t) and use the criterion for the equality L M = L N with equivalent norms (see [40] ), then these general conditions seem to be not helpful in proving the corresponding equivalence of the weights as in Corollary 4.
We give an example showing that for a certain non-power function ϕ ∈ U and some weights u, v we can have equality
with equivalent norms.
Example 1 Consider the concave function on
We will show that there exists a weight u on Ω = I = (0, 1) such that
with equivalent norms. Assume that the weight u satisfies u(t) ≥ 1 a.e. on I and
Observe that for a, b ≥ 0 we have the inequality
and if a ≥ 1, then
We show first the imbedding
and, by (7),
Therefore we have a continuous imbedding
Then, since the weight u satisfies u(t) ≥ 1 a.e on I, it follows that
As concrete weight u on I = (0, 1) for which 1 0 u(t) dt ≤ 2 and u(t) ≥ 1 for all t ∈ (0, 1) we can take u(t) = t −1/2 on (0, 1). If 1 ≤ p < ∞ and 1/p + 1/p ′ = 1, then for any positive sublinear operator T the pointwise Hölder-Rogers 1 inequality is true:
Factorization of Positive Sublinear Operators in X
which can be rewritten as
for any x, y ∈ X. This estimate follows directly from the equality
which is true for any real positive numbers a, b. Note that more general pointwise estimates for positive sublinear operators can be proved. In fact, this was used (but not explicitly written) for positive linear operators in the proof of the fact that the Calderón-Lozanovskiȋ spaces are exact interpolation spaces for positive linear operators (see [3, 32, 50] ; see also [35, Theorem 15.13] ). It was also noted in [37] that the same estimate is true for positive sublinear operators. We include the proof here.
Lemma 4
Let X be either L 0 (µ) or a Banach ideal space on (Ω, µ) and let T : X → L 0 (ν) be a positive sublinear operator. If ϕ ∈ U, then for any x, y ∈ X
Proof Since for arbitrary a > 0, b > 0,
for arbitrary a, b > 0, and so Proof We have, by using the Hölder-Rogers inequality (8) similarly as in the proof of the Minkowski inequality,
which gives the subadditivity of T p . Moreover, T p (ax)(t) = |a|T p (x)(t) and the proof is complete.
Let us start with a result to which the idea in the L p -spaces was given by Gagliardo [15, Lemma 3.I] and by Rubio de Francia [48] .
Lemma 6 Let X be a Banach ideal space on (Ω, µ) and let T : X → X be a bounded positive sublinear operator. Then there exists u ∈ X, u(t) > 0 µ-a.e. on Ω such that Tu(t) ≤ Cu(t) for t ∈ Ω µ-a.e., where C = (1 + ε) T X→X with any ε > 0.
2
Proof Take x 0 ∈ X with x 0 (t) > 0 for t ∈ Ω µ-a.e. and put
it follows that u ∈ X and u X ≤ (1 + 1 ε ) x 0 X . Moreover, by the positivity of the operator T, we have
Now we are ready to state and prove the fundamental factorization theorem in weighted Banach ideal X (p) spaces. 
) or, equivalently, we have that
are bounded with norms not exceeding C q 0 and C p 0 , respectively. (ii) There exists a positive weight u ∈ X (p 1 q 1 ) such that
) or, equivalently, we have that 
Of course, S 0 is positive, and by Lemma 5 it is sublinear. The operator S 0 is also bounded from X (p 0 q 0 ) into X (p 1 q 0 ) with the norm ≤ C 1/q 0 0 . Indeed,
Similarly, the operator S 1 given by , it follows that the operator S = S 0 + S 1 is bounded from X (p 0 q 0 ) into X (p 0 q 0 ) with norm ≤ C, and applying Lemma 6 to S we obtain the required estimates.
(ii) The proof here is similar. We should only consider the operators
and apply Lemma 6 to the operator L = L 0 +L 1 which is bounded from X (p 1 q 1 ) into itself. The proof is complete.
In some cases we do not need the above imbeddings. We can then formulate a generalization to X (p) spaces of the result of Rubio de Francia type. This result gives the factorization theorem through weighted L ∞ spaces.
Corollary 5 Assume that for some weight functions v, w on Ω and some p
are positive, sublinear and bounded with the corresponding norms C 0 and C 1 . Then there exists a positive weight u ∈ X (p 0 p 1 ) such that
). The last estimates mean that the operators 
In Theorem 5 and Corollaries 5 and 6 there are two operators T 0 and T 1 but in applications sometimes as an operator T 1 is taken the associated operator T ′ 0 (sometimes also called the dual operator in the sense of Köthe) to T 0 . If T 0 ∈ K, then the associated operator does not always exist. Here by K we denote the class of positive sublinear operators T defined on L 0 (µ) with values in L 0 (µ) and for T ∈ K we consider the notion of the associated operator
1/u is bounded, and the estimates
hold with a constant C > 0 independent of p and u. Note that T ′ is not necessary unique. If T is a linear operator, then as T ′ we can take the conjugate operator T * . Also for a linear operator T the operator x → |Tx| is sublinear and there is no notion of conjugate operator to it but we can instead take T ′ x = |T * x|. We are now ready to formulate the factorization theorem in L p -spaces with the factorization through the weighted L 1 and L ∞ spaces for operators T ∈ K for which an associated operator T ′ ∈ K exists. 
Corollary 7 Let 1 < p < ∞. Assume that T ∈ K and for T there exists T
′ ∈ K. Then T : L p → L p
is bounded if and only if there exists a weight u
We will show a little later that if for an operator T ∈ K we do not put additional restrictions, (for example, the existence of an associated operator) then the factorization theorem through weighted L 1 and L ∞ spaces cannot be true. Before giving this counter-example we would like to show that for some class of operators we can prove a factorization theorem where the extreme spaces are Lorentz and Marcinkiewicz spaces determined by weight instead of weighted Lebesgue spaces L 1 and L ∞ . Lorentz and Marcinkiewicz spaces are natural extreme spaces in the class of symmetric spaces, cf. [25] . All our spaces here are on (0, ∞).
We consider a subclass K * of operators T ∈ K for which there exists a constant
for all t > 0 and x ∈ L 0 (0, ∞). As an example of T ∈ K * we can take the Hardy operator Hx(t) = 
k(t, s)x(s) ds with a positive kernel k(t, s) ≥ 0 which is decreasing in each variable separately.
We recall the definition of Lorentz Λ u * spaces and Marcinkiewicz M u * spaces. For the weight function u on (0, ∞), the Lorentz space Λ u * is the space generated by the norm
and the Marcinkiewicz space M u * that by the norm
Theorem 6 Let 1 < p < ∞. Assume that T ∈ K * and for T there exists an associated operator T
where H * x(t) = x * * (t) = 
are bounded, which can be rewritten by taking u = w
is bounded with norm ≤ A, it follows that
for all t > 0, and the first estimate in (i) is proved. The operator T :
/u is also bounded with norm ≤ B. Therefore |Tu(t)| ≤ Bu(t) for all t > 0, and so (Tu) * (t) ≤ Bu * (t) for all t > 0.
If we assume that x * * (t) ≤ u * * (t) for all t > 0, then by the assumption T ∈ K * we obtain
and so T : M u * → M u * is bounded with the norm ≤ ABC. 
and T :
gives the third and the fourth estimate in (i).
Assume that conditions (i) and (ii) are satisfied. Then it is enough to show that any L p space can be described from Λ u * p−1 and M u * by the real method of interpolation (the K-method of interpolation). We have
and the first with the third estimate in (i) ensures that Φ 1 is a quasi-power parameter, that is, the Calderón operator [10, p. 387] for the definition and examples). In fact,
The second and the fourth estimate in (i) ensure that
is a quasi-power parameter. In fact,
We also have
The last identification of the spaces follows from the estimates
Using now a generalization of the Holmstedt formula with quasi-power parameters Φ 0 , Φ 1 , proved by Dmitriev- Ovchinnikov (1979) 
E. I. Berezhnoȋ and L. Maligranda
Thus, for
where the first equality comes from the fact that
p with equivalent norms and the proof is complete. Let us consider the factorization theorem of Schur type, that is, a factorization through weighted L 1 and L ∞ spaces. We will show the failure of a Schur type factorization theorem even for powers in symmetric spaces for the positive sublinear Hardy operator.
Corollary 8 If 1 < p < ∞ and estimates in
A symmetric space X on (0, ∞) is a Banach ideal space on (0, ∞) with the additional property that x * (t) ≤ y * (t) for every t > 0 and y ∈ X imply x ∈ X and x X ≤ y X , where x * denotes the decreasing rearrangement of |x| (see [25] for definition and properties). The fundamental function ϕ X (t) of X is defined by ϕ X (t) = χ (0,t) X , t > 0.
Given λ > 0, the dilation operator σ λ given by σ λ x(t) = x(t/λ), t > 0, is well defined in every symmetric space X and σ λ X→X ≤ max(1, λ). The classical Boyd indices of X are defined by (cf. [2, 25, 27] )
In general, 0 ≤ α X ≤ β X ≤ 1. For other properties of symmetric spaces and also the Lorentz and Marcinkiewicz spaces we refer to [2, 25, 27] .
Theorem 7
Let 0 < θ < 1, X be a symmetric space on (0, ∞) and for weights u,
are bounded if and only if u(t) ≈ v(t)
≈ constant and β X < 1.
Proof If the Hardy sublinear operator H
for all t > 0.
From the Semenov imbedding theorem (see [25, Theorem 5.7] ),
and the boundedness of H * : X u → X u , we obtain that
Using the assumption on weights and (10) we have
from which we obtain
Assume first that lim t→∞ ( 
and putting it into (11) we get (11), we obtain the estimates
and we come to a contradiction.
and we obtain estimation of v from below. Hence, the weight v is equivalent to a constant, and so the weight u is also equivalent to a constant, which means that X u = X. By using the theorem on boundedness of the H * operator in a symmetric space X (cf. [25, Theorem 6.6]) we have that this is equivalent with the condition β X < 1. This result gives also the reverse implication and the proof is complete.
Corollary 9
Let X be a symmetric space on (0, ∞) with β X = 1. Then for every
v is bounded and H * : X u → X u is also bounded, and
X→X it follows that β X (p) = 1 p β X < 1 and by using the theorem on boundedness of the H * operator in a symmetric space X (cf.
[25, Theorem 6.6]) we have that H * : X (p) → X (p) is bounded and H * : X → X is unbounded.
Assume that for H * we can find weights u, v such that
By Theorem 7 we come to the conclusion that β X < 1, which is a contradiction with the assumption on X that β X = 1.
Corollary 9 gives the following

Remark 3
The Schur test for the sublinear Hardy operator H * in the X (p) spaces with β(X) = 1 through the weighted X and weighted L ∞ spaces does not hold even for
This example of the Hardy positive sublinear operator shows that without any additional assumptions on the operator the factorization theorem through weighted L 1 and weighted L ∞ spaces cannot be true.
On the Failure of the Factorization Theorem for the Volterra Operator in Some Calderón-Lozanovskiȋ Spaces
We will show here that the factorization theorem of the Rubio de Francia type is not true in general in Calderón-Lozanovskiȋ spaces for a simple integral operator such as the Volterra operator (sometimes also called the integration operator) V x(t) = t 0
x(s) ds.
Let us formulate the main factorization problem: Let ϕ ∈ U, four weights u 0 , u 1 , v 0 , v 1 and a bounded positive linear (or sublinear) operator
be given. Can we find four weights w 0 , w 1 , h 0 , h 1 such that
are bounded? The answer to this problem is negative already for the Volterra operator. We will find a function ϕ ∈ U and four weights u 0 , u 1 , v 0 , v 1 for which (12) is true for the Volterra operator but it is not possible to find weights satisfying (13) and (14) . By the interpolation property of the Calderón-Lozanovskiȋ construction we have that the assumptions (13) and (14) imply boundedness in (12) .
We need first some lemmas.
Lemma 7 Let ϕ ∈ U and weights u
and the norm is < 1, then
Thus, by Lemma 4 and the definition of weights, we have
Let ψ(t) = t ln(1+t) for t > 0. This is a concave function on (0, ∞) with lim t→0 + ψ(t) = 1. Then the function ψ given by
belongs to U.
Lemma 8 For the function ψ from (15) we can find weights u
Proof Choose weights u 1 , v 0 such that
ds is an increasing function and lim t→∞ Θ(t) = ∞ and put
For general weights u, v the norms of an operator V between weighted L 1 and weighted L ∞ spaces are known:
ds.
In our case of special weights we obtain
Therefore the first two conditions on V are satisfied. To show the third one we use Lemma 7.
Since u 0 is a decreasing function it follows that
and so ψ w 0 (t), w 1 (t) = ψ(1, 1)w 1 (t) = 1 ln 2 w 1 (t).
Thus,
and, according to Lemma 7, the operator V is bounded from ψ(L
As function x 0 (t) > 0 for which x 0 L 1 ≤ 1 we can take, for example, 
and the Volterra operator V is bounded between
Proof Assume conversely that such weights exist. For the function ψ we have
, then, by Theorem 4 and Lemma 3 with = a for all a > 0. The failure of the factorization theorem for the operator V was given for the function ψ with the property that lim s→0 + ψ(s, 1) = c > 0 (see Corollary 9 and Remark 4). We will also present a result for when the function ψ satisfies lim s→0 + ψ(s, 1) = 0. It is enough to prove a lemma corresponding to Lemma 8.
with the above function ψ θ (t).
Then ψ θ ∈ U, lim s→0 + ψ θ (s, 1) = 0 and ρ ψ θ (a) = a for all a > 0.
Lemma 9
Let 0 < θ < 1 be fixed and let the function ψ θ ∈ U be given by (16) .
Then there exist weights u
Proof For fixed α ∈ (0, 1) define weights u 0 , v 0 by
Choose as weight u 1 a function which satisfies
where f (t) is a function that for 0 < t ≤ τ (θ) satisfies
.
As u 1 and f we can take for example, on (0, τ (θ)],
Consider the functions
For t > τ (θ),
Thus, by similar considerations as those in Lemma 7, we find that
and Lemma 9 is proved.
Analogously as in the proof of Theorem 8 and using instead of Lemma 8 the just proved Lemma 9, we can formulate a similar theorem under the assumption that lim s→0 + ψ(s, 1) = 0.
Theorem 8
′ Let ψ and weights u 0 , u 1 , v 0 , v 1 on (0, ∞) be the same as in Lemma 9. There are no weights w 0 , w 1 
and so that the Volterra operator V is bounded between
Factorization of the Averaging Operator
We shall now consider a factorization theorem for the averaging operator on [0, ∞). Let
We can easily see that
We show that the analogue of the factorization theorem of Muckenhoupt's A p -condition (cf. [39] ) for the operator A and the space ψ(L 
and there are no weights w 0 , w 1 , h 0 , h 1 on (0, ∞) that satisfy the conditions
with sup
|I| < 1 and so ψ(a, 1) ≤ ψ(1, 1). Thus, choosing x 0 (t) > 0 a.e. we obtain
which means that sup we have that M 1 is strictly increasing on (0, ∞). Furthermore M 1 is equivalent to M since M(t/2) ≤ M 1 (t) ≤ M(t) for all t > 0, and so L M 1 = L M . The important step now is a construction of the function M or ϕ with ϕ(t) = ϕ(t, 1) = M −1 (t) for which ρ ϕ (a) from Theorem 4 is not equivalent to a power function for all a > 0. Such constructions we will do later on in Examples 2 and 3 but we continue our proof with the function M having such a property.
Assume conversely that we can find weights u 0 , u 1 , v 0 , v 1 on (0, ∞) that satisfy 1 (s) is strictly increasing, we can use Theorem 4, which gives that u 0 is equivalent to a constant function, and consequently the Hardy operator will be bounded in L 1 , which is not the case. Similarly with v 1 .
Assume now that both weights u 1 and v 1 are not equivalent to a constant function. Then, again by Theorem 4, we obtain that where θ is the number such that ρ ϕ (a) ≈ a θ for all a > 0. Thus any ϕ ∈ U such that ρ ϕ (a) has different indices α ϕ = β ϕ gives a counterexample.
We now only need to give an example of such a function. We give below three such examples, but the proofs we put into Appendix A at the end of the paper.
Example 3 Let 0 < θ 0 < θ 1 < 1 and 1 = a 1 < a 2 < a 3 < · · · be a sequence such that the quotient a n+1 a n is increasing to infinity. Put ϕ(t) = t θ 1 for 0 ≤ t ≤ 1 and
Then ϕ is a quasi-concave function on (0, ∞), i.e., ϕ is increasing and
t is decreasing on (0, ∞). It is well known that there exists a concave functionφ such that ϕ(t) ≤φ(t) ≤ 2ϕ(t) (see [25] ). Moreover, 
