This paper evaluates the causal effects of exports to different destination countries using a comprehensive dataset on Belgian manufacturing firms from 1998 to 2005. Initial evidence suggests that, before export market entry, exporters to more developed economies have superior productivity levels than non-exporters and firms exporting to less developed countries. Moreover, they seem to experience higher productivity growth rates in the post-entry period, suggesting learning-by-exporting effects. However, applying matching methodology to formally evaluate the causal effects of export market entry on productivity reveals no such impact. Thus, the productivity advantage of firms exporting to developed countries appears to be driven solely by self-selection. JEL-code : L1, D24.
Introduction
The cross-country macroeconomic literature has documented a positive relationship between trade and growth performance. 1 However, the causal link between exports and growth is still hotly debated. 2 Recently, evidence based at the level of the firm has shed new light on this issue. Bernard and Jensen (1995) and Aw and Hwang (1995) pioneered new literature on firm-level characteristics and export-market participation. These and many subsequent studies using data from different countries and time periods have established a positive link between export-market participation and productivity.
There are two, not mutually exclusive, explanations for this phenomenon: self-selection and learning by exporting. According to the former, because of sunk costs of exports, only the most productive companies find it profitable to meet these costs and start trading internationally. The second explanation has it that new exporters experience an acceleration in productivity growth after entering export markets because of learning in international markets. The self-selection versus learning-by-exporting debate has attracted the attention of many researchers. 3 As reported by Greenaway and Kneller (2007) and Wagner (2007) in their surveys of the literature, self-selection appears to be the more robust and convincing explanation. As regards the learning-by-exporting hypothesis, the evidence is more mixed. 4 This paper takes another look at the effects of exports on productivity using a comprehensive set of data on Belgian manufacturing firms from 1996 to 2005 with information on export destinations. The characteristics of export markets are presumably important for learning-by-exporting effects. Some of the most convincing evidence of post-export market entry productivity improvement has been obtained in studies using such information. Damijan, Polanec and Prasnikar (2004) and De Loecker (2007) report 1 See, for instance, Edwards (1998) and Frankel and Romer (1999) . 2 See Rodriguez and Rodrik (2000) and Rigobon and Rodrik (2005) . 3 The review of the literature on exports and productivity by Wagner (2007) features 57 studies produced since the seminal work of Bernard and Jensen (1995) . 4 It is worth noting that these studies are not easily comparable because of the different methodologies and productivity measures used. Thus, whereas the self-selection hypothesis appears to be a robust finding across different economic settings and methodologies, the learning-by-exporting hypothesis is not. Recently, the International Study Group on Exports and Productivity (2007) has provided cross-country comparable evidence on this topic. This study uses data from 14 countries. In line with the existing literature, this work finds strong evidence of self-selection and virtually no evidence of learning-by-exporting.
positive and significant learning-by-exporting effects for Slovenia, using data from the 1990s. More importantly, these appear to be positively associated with the development level of destination countries. This suggests that the current literature may have underestimated the productivity improvements that exports generate because of neglecting export market characteristics.
However, the specific development path Slovenia followed in the 1990s makes these findings hard to generalise to other countries. This was in fact characterised by a deep transition and restructuring process involving an opening up of the economy after a long p e r i o d o f r e l a t i v e e c o n o m i c i s o l a t i o n a n d r e g u l a t i o n . I n t h i s c o n t e x t , e x p o r t s c a n conceivably offer a relatively easy and fast access to technology and management practices not yet available at home, thereby leading exporting firms to higher productivity levels.
Learning-by-exporting effects are important not only from an academic point of view, but also from a policy standpoint. If exports lead to productivity improvements, then the numerous aids that many governments offer to firms to break into international markets can be justified because of the externalities higher productivity growth is supposed to generate. 5 If there are not these effects this use of public money is less tenable. 6 This paper also takes special care in identifying the exact point in time in which learningby-exporting effects take place to distinguish between real productivity improvements and increases in capacity utilisation. 7 To do this, following van Garderen and Shah (2001), this study proposes a more precise estimator of the variance of the percentage differences caused by dummy variables in semi-logarithmic equations.
5 This is the economic reasoning behind many forms of subsidies and tax breaks concerning R&D spending. Direct export subsidies are generally prohibited by free trade agreements. Nowadays, export state aids take subtler forms, such as easy financing for market research and participation in trade fairs, provision of information about foreign markets and potential customers, and so on. 6 This does not mean that such policy interventions are totally unjustified. Exports can in principle generate positive externalities linked to factors besides higher productivity, such as higher employment and innovation levels leading to improvement in product quality rather than productivity. 7 As underlined by Kostevc (2005) , apparent productivity gains realised the same year as firms start exporting could be actually due to higher capacity utilisation rather than upward shifts in the production function. Firms may need indeed some time before they can implement those changes necessary to increase productivity..
The results in this paper indicate that the productivity differences between new exporters and non-exporters the year before exports begin tend to increase with the level of development of destination countries. This suggests that sunk costs of exports may be country-specific and higher in advanced and sophisticated markets. Also, initial results suggest that firms beginning to ship goods abroad experience significant productivity gains vis-à-vis companies that focus solely on the domestic market. These productivity gains are more pronounced for firms beginning to export to more developed countries, suggesting learning-by-exporting effects. In addition, these productivity gains appear to accrue the year after firms start shipping goods abroad and are sustained over time.
However, applying matching methodology to formally evaluate the causal effects of exports to different destinations on productivity yields statistically insignificant results.
Thus, in Belgium unlike in Slovenia, as reported by Damijan, Polanec and Prasnikar (2004) and De Loecker (2007) , the positive association between productivity and the development level of destination countries can not be attributed to learning-by-exporting. Wagner (2007) and Greenaway and Kneller (2007) have recently reviewed the burgeoning firm-level literature on exports and productivity. The most robust explanation for the superior firm-level characteristics of exporters with respect to non-exporters is that the best enterprises self-select into export markets. Because of sunk costs of exports and the coexistence of firms with different productivity levels within the same industry, only the most productive companies will find it profitable to pay such up-front costs and start The alternative hypothesis, namely that exports lead to increases in productivity, has received mixed support, at best. 8 There are different channels through which exports could 8 For instance, considering developed countries, Baldwin and Gu (2004) Researchers have recently started to investigate the number and characteristics of export markets firms serve and their relationships with their performance. This is potentially important to identify learning-by-exporting effects since the productivity gains from exporting, if they exist, are likely to depend on characteristics of destination countries.
Firm-level characteristics and export destinations
Because of the advanced technologies used in developed countries, exports to such locations may be expected to generate more learning opportunities than shipping goods to less developed destinations. Also, markets in developed countries are generally more competitive than those in developing countries. The latter are usually affected by heavy regulations limiting the entry and exit of firms, protection for incumbents, price setting and other types of state intervention, all of which hamper competitive pressures.
The few papers investigating the learning-by-exporting effects across different destinations find encouraging results in this respect. 10 Damijan, Polanec and Prasnikar (2004) find that Slovenian firms' productivity is positively associated with the number of destinations they serve. 11 Also, sunk costs seem to be higher for exports to developed destinations (i.e. 9 Aghion, Bloom, Blundell, Griffith and Howitt (2005) show that the relationship between innovation and productivity has an inverted U shape. 10 Eaton, Kortum and Kramarz (2004) have provided the first study analysing exports to different export destinations.
They examine a cross section of French firms in 1986 and show that there is a negative relationship between the number of firms selling to multiple markets and the number of foreign markets they serve. The focus of their study is more on explaining the variation of French exports across destinations in the extensive and intensive margin than on the different productivity levels of firms exporting to different destinations. 11 They analyse a Slovenian firm-level dataset from 1994 to 2002.
OECD countries in their study). In their empirical exercise, the superior productivity levels of would-be exporters is fully explained by companies starting to ship goods to advanced countries. As regards the learning-by-exporting hypothesis, Damijan, Polanec and Prasnikar (2004) find evidence of post-export market entry productivity improvements. Also, their findings suggest that these productivity gains are driven by exports to developed countries only. In a study using a similar dataset of Slovenian firms, De Loecker (2007) corroborates this finding, using a matching methodology to formally evaluate the causal effect of exports on productivity. He reports that new exporting companies enjoy significant productivity gains with respect to non-exporters. These are bigger for firms exporting to high-income countries. 12 Park, Yang, Shi and Jiang (2007) have recently reported similar findings. Using a dataset of foreign-owned Chinese firms from 1995 to 1998, they show that exports lead to higher productivity levels and that these gains are stronger for firms exporting to more developed countries. 
Empirical methodology
If any learning-by-exporting effect is present, we would expect productivity to rise after export market entry. 12 However, it should be stressed that the learning process of foreign firms could be radically different from that of domestic companies. Thus, the results of this paper may not apply to the latter set of firms, which is, arguably, the most interesting one from a policy perspective.
EXP it is a dummy variable taking the value of one if firm i exports at time t and zero otherwise. The s parameter captures the difference in productivity between exporting and non-exporting firms from the year before the start of export to three years after. In order to compare exporters with truly non-exporting companies, the latter are defined as those firms that do not export for six consecutive years. 13 In the specification above, we also add the log employment (ln emp) to control for the size of the firm and a vector of additional control variable including year and two-digit industry dummies. 14 It is worth noting that EXP it-s is one as long as firm i keeps exporting. In the data, there is a significant number of firms that exit export markets after just one or two years of exporting. These are likely to be unsuccessful exporters. Restricting the sample to successful exporters, i.e. those that export for three consecutive years, will probably result in upward-biased estimates of the causal effect of exports on productivity.
Since (1) onwards. The observations from 2002 onwards are used to estimate the post-entry effect for a progressively shorter time interval after entry into the export market. 14 To control for the effect of export market exit on firms' productivity, the vector control also includes a dummy that is one in the year of exit (i.e. the period after the last year of export). However, the results are not very sensitive to the inclusion of this variable. 15 Productivity increases are not likely to take place in year t, if they are due to the adoption of new technologies, management practices, or innovations. All these changes may require some time to be fully implemented and before they yield any result. In the annual data usually available to researchers, there is no information about the exact date of the start of exports within a given year. Whereas it is possible that firms starting to export at the beginning of the year may have time to introduce the productivity-enhancing changes and reap the benefits arising from them within the same year in which they started to export, this becomes more unlikely as firms begin to export later on. Then, productivity gains are more likely to appear in the years following the start of exports.
with respect to non-exporters, s year(s) after export market entry. Regression (1) is useful to obtain prima facie evidence on the different productivity trajectories of newly-exporting firms compared to non-exporters. However, it would be a mistake to ascribe these differences to export market entry since they could also be the result of the self-selection into export markets of those firms that are going to experience higher productivity growth rates anyhow. In this case the causality would run the other way round: from higher productivity growth prospects to entry into export market. To formally evaluate the causal effects of exports on productivity we employ matching methodology. Let 
Casual inference relies on the construction of the counterfactual for the last term in (2), which is the outcome the exporting firms would have experienced, on average, had they not started exporting. This is estimated by the average outcome variable of a selected group of firms that did not start exporting:
The central feature of the evaluation literature is the selection of a valid control group. One way of doing so is by employing matching techniques. The purpose of matching is to pair 16 In the evaluation literature, this is denoted as the average treatment effect on the treated (ATT).
each exporting firm with an enterprise that did not start selling abroad having similar, ideally the same, characteristics to the exporting one. The observable variables on which matching is performed are supposed to affect the export decision and future productivity growth.
In this exercise, we use two matching methodologies. The first, proposed by Rosenbaum and Rubin (1983), matches treated and non-treated firms based on their propensity score alone. This involves estimating the probability of receiving treatment (export market entry in this study). Denoting with e(x) the propensity score (i.e. the conditional probability of receiving the treatment), they show that firms or individuals having the same value of e(x)
will also have the same distribution of x. Therefore, exact matching on e(x) will balance the distributions of the covariates in the treated and control group. This methodology, although easy and intuitive, presents some drawbacks. Firstly, achieving exact matches is unlikely and, secondly, the functional form of e(x) is rarely known.
Thus, this paper also uses the approach proposed by Rosenbaum and Rubin (1985) which combines Mahalanobis metric matching using the observable variables of interests and the propensity score. They show that this methodology produces better matches than matching on the propensity score only. In this paper, the results obtained using the matched sample are based on this matching methodology since I find that it performs better than the other.
Both matching methodologies first require an estimate of the probability of starting to export to each destination group. To do this, the multinomial logit model P(EXP
) is the probability of firm i to export to country group g, 17 , x i is a vector of the lag of these variables (all in logs): TFP, TFP growth, labour productivity, labour productivity growth, employment, wage per employee, capital per employee and all their squared terms. The choice of these variables is motivated by the existing literature, as discussed in the previous section. These regressions were estimated for each year and two-digit industry separately. 17 There are five mutually exclusive choices: no export, export to low-, lower-middle, upper-middle and high-income countries. These groups are described in more detail in the next section. Now let P g i denote the predicted probability of firm i to export to destination group g. The matching based on the propensity score only is performed using the nearest-neighbour method with caliper. This involves matching each treated firm with the non-treated firm whose propensity score is closest to that of the treated company and which falls within a pre-specified range. More formally, and for each newly-exporting firm i to country group g, a non-exporting firm j is selected such that
where is a pre-specified scalar, which is set at a very conservative 0.01 in our analysis.
Furthermore, we impose the so-called common support condition in the matching algorithm. This involves dropping newly-exporting firms whose propensity score is higher than the maximum or less than the minimum propensity score of the control group.
The Mahalanobis metric matching involves matching to the treated firm i the non-treated firm j which is the closest to i in terms of the Mahalanobis distance. The Mahalanobis distance is computed as the square root of (
where z includes the covariates in x, but their square terms, plus the estimated propensity score; V -1 is the inverse of their sample covariance matrix. Common support was again imposed and the matching was performed with replacement. 18 Both matching methodologies were performed for each year and two-digit NACE industry separately. This ensures that only exporting and non-exporting firms at the same point of the business cycle and operating in the same market will be matched. This yields higherquality matches. 19 Having constructed the comparison group (C) of firms that are similar to treated firms (T), the simplest form of a matching estimator of the causal effect of starting to export on the outcome y can be written as
where y it+s is the outcome of interest at time t+s (with s = 0, 1,2,3), N T is the number of matched treated, C(i) is the set of firms in the control group that have been matched to treated firm i and w(p i , p j ) is the weight placed on the comparison firm j, generated by the matching algorithm. 20 In this paper, we exploit the panel nature of our data to estimate the following regressions by OLS using only the matched firms:
l n y it+s = 0 + t+s EXP g it + control it+s + i + it+s (4) where EXP g it is a dummy taking the value of one if firm i started to export to destination g at time t, and zero otherwise; control is a vector of year and two-digit industry dummy; i is a time-invariant firm-level fixed effect and it+s is a classical error term. Then, t+s will capture the difference in the outcome variable between non-exporting and newly-exporting firms s year(s) after the start of exports.
Regression (4) is estimated using the weights w(p i ,p j ). This weighted regression without the additional control variables would yield an estimate of treatment effect t+s equivalent to the one obtained using (3). The advantage of using the regression approach is that it is possible to take into account other factors, such as year and industry shocks, affecting productivity in the post-entry period. 21 The robustness of these estimates can be checked employing the difference-in-difference approach. In this case, the outcome variable is differenced with respect to its value before the treatment (i.e. at time t-1). Therefore, we estimate by the fact that matching methods can only deal with selection on observables. Therefore, they may result in biased estimates, if there is selection on factors uncontrolled for, such as i . Difference in difference methodology, eliminating i , will result in more reliable estimates. As underlined by Blundell and Costa Dias (2000, p. 438), matching in combination with difference-in-differences methodology can have the potential to "...improve the quality of non-experimental evaluation results significantly". As before, since (4) and (5) are semi-logarithmic equations, the estimated effects of export market entry, in percentage term, are estimated using (A-3) and (A-6) in the Appendix.
Description of the data and sample coverage
The dataset used in this study is the Belgian Balance Sheet Transaction Trade Dataset to file the full-format balance sheet. Small companies may use the abbreviated format. 22 There are some exceptions. Some enterprises do not have to file any annual accounts. 23 For this study, we selected those companies operating in the manufacturing sector that filed a full-format or abbreviated balance sheet between 1996 and 2005. 24 To avoid double counting, we did not select firms filing consolidated balance sheets.
The information about exports comes from intra-EU (Intrastat) and extra-EU (Extrastat) trade declarations. The two sources of information were merged using the value added tax number, which identifies each firm. Only a minority of firms in the custom data, between 22 Under the Belgian Company Code, a company is regarded as large if: the annual average of its workforce exceeds 100 persons or more than one of the following criteria are exceeded: 1) annual average of workforce: 50; 2) annual turnover (excluding VAT): 7,300,000 euro; 3) balance sheet total: 3,650,000 euro. 23 These include: sole traders; small companies whose members have unlimited liability: general partnerships, ordinary limited partnerships, cooperative limited liability companies; large companies whose members have unlimited liability, if none of the members is a legal entity; public utilities; agricultural partnerships; hospitals, unless they have taken the form of a trading company with limited liability; health insurance funds, professional associations, schools and higher education institutions. 24 I do not consider the catch-all sector NACE 36 "Manufacturing not elsewhere classified". 7 and 5 p.c. of them, were not merged with the balance sheet data set. These are legal entities having a VAT number, but not filing any accounts in Belgium. 25 I drop from the dataset the top and bottom one percent tails of the distribution of the growth rate of value added, employment and capital. This avoids our productivity estimates being affected by firms experiencing abnormal growth rates. This leaves us with around 19,000 firms per year in the merged dataset. This paper reports results based on labour productivity and total factor productivity (TFP). TFP is estimated with the Olley and Pakes (1996) method of, using value added production. 26 Value added was deflated with producer price indices, at two-digit NACE level 27 Capital stock is measured using its book value and employment is the average of full-time equivalent employees over one year. The investment variable necessary to compute productivity comes from VAT returns on capital expenditure that firms are obliged to file annually. 28 Table 1 exhibits the number of firms, exporters and new exporters by year. It is noteworthy that we classify as new exporters those firms that did not export for at least two consecutive years before entering export markets. 29 This avoids identifying as new exporters firms that switch on and off foreign markets in consecutive years. 30 From Table   1 , it is possible to see that between 24 and 27 p. Belgium is most likely due to the small size of the domestic market. This may push firms 25 These entities can well be firms that are part of a larger group filing consolidated accounts. Even with consolidated accounts, it would be extremely difficult to disentangle the data related to those firms trading internationally, but not filing accounts, from the information concerning other firms in the group. 26 Another widely used method is the extension of Olley and Pakes (1996) put forward by Levinsohn and Petrin (2003) .
Ackerberg, Caves and Frazer (2006) have recently criticised the latter on the grounds that it can not identify the parameters of the production function because of collinearity problems. They conclude that Olley and Pakes (1996) is a better alternative. 27 Producer price indices to deflate value added were derived by the two-digit gross value added figures in constant and current prices available from Belgostat. 28 This avoids the problems involved in inferring investment from the difference in capital stock between two consecutive periods. 29 This forces us to conduct our analysis from 1998 onwards. 30 Roberts and Tybout (1997) argue that the investment necessary to start exporting may depreciate relatively quickly.
After two years of not exporting, it is likely that firms will have to pay the sunk costs of exports again to resume exporting.
to start exporting in order to reap the benefits from increasing returns to scale. The dataset contains between 330 and 480 new exporting firms every year. Export market entry is therefore relatively rare. Sunk costs are likely to be the cause of this since only the most productive firms will find it profitable to meet them and start to sell abroad.
In this study, we are interested in investigating the potentially different learning-by- and high income ($10,726 or more). Although GNI per capita is not a perfect gauge of the development status of economies, it is likely to be highly correlated with their productivity, technology, and competition levels. This measure does not allow one to identify the exact channel, i.e. technology or competition, through which productivity improvements due to exports may take place. Both are likely to be important, but this paper does not focus on disentangling them because of the data problems this would involve. 32 Table 2 shows the percentage of exporters selling to countries in different income groups.
Not surprisingly, the percentage of exporters shipping goods to a particular set of destinations increases monotonically with their income level. More developed and rich countries have larger markets and therefore are likely to offer more export opportunities. 31 This classification is publicly available at the website of the World Bank and therefore is not detailed further here. 32 Indices more closely associated with actual technology levels, such as R&D spending from the OECD, are available only for developed or relatively developed countries. Therefore, using this measure would considerably restrict the variation in the export destination data. With regard to the competition level, it is difficult to measure it in a consistent way across different countries because of the disparate measures governments take to restrict competition. The Economic Freedom Index of the Fraser Institute (Gwartney, Lawson, Sobel and Leeson 2007) is a probably the most reliable measure for comparing the competition level across different economies. This index can gauge the degree of competition in the domestic market since it encompasses different anti-competitive measures. These are: size of government, legal structure and security of property rights, access to sound money, freedom to trade internationally, regulation of credit, labour and business. This index is available on a consistent basis for 127 countries covering nearly all export destinations of Belgian firms. The World Bank classification of economic development based on countries' GNI per capita used in this paper is in fact highly correlated with the Fraser Institute's Index of Economic Freedom. The Pearson correlation is 0.69. I have obtained this correlation numbering countries with different income per capita from one to four (low-income countries are one, high-income countries are four) and taking the median of the Fraser Institute index from 1995 to 2005 (the index varies from one, for the least free countries, to ten, for the most free). Table 3 shows the percentage of new exporters (reported in column three of Table 1) starting to export to just one group of countries. Again, there seems to be a positive relationship between the number of firms beginning to export to each destination group and its development level. Between 50 and 60 p.c. of new exporters start shipping goods to high-income countries only. Upper-middle-income countries are the recipients of the exports of 10 to 20 p.c. of new-exporting firms from Belgium. About 10 p.c. of them begin trading internationally with either lower-middle-or low-income countries. 33 The variation in the figures given in Table 2 and Table 3 France, the Netherlands and Luxemburg). This study focuses only on how the technological and development level of export destinations affect the productivity trajectory of new exporters with respect to that of non-exporters. The issue as to why some firms start exporting to a group of countries whereas others to another is left to future research. Table 4 and Table 5 report the difference in firm-level characteristics, in levels and growth rates, between non-exporters and exporters to different destinations. 34 Productivity and other company-level variables in different industrial sectors are not easily comparable. To make like-to-like comparisons and take year shocks into account, these tables show the percentage differences between exporters and non-exporters obtained running OLS regression of firms' characteristics and their growth rates on an export dummy, year and tw o-di gi t NA CE i n dustry dummi es. Si n ce th ese are semi -l ogari thmi c equati ons, th e 33 For each year, the sum of these percentages is around 90 p.c. The remaining 10 p.c. of new export firms start exporting to more than one income group. 34 For these tables, we use all firms, also those exporting to multiple destination groups. correct percentage estimates in Table 4 and Table 5 and their standard errors have been obtained using the statistics in (A-3) and (A-4). 35 From Table 4 , there appears to be a positive relationship between firms' performance and per capita income of export destinations: companies exporting to high-income countries have the best performance characteristics and those exporting to low-income countries the lowest. It is interesting to note that there is a large difference in firms' characteristics between exporters to high-income countries and all the other firms. The gap across all performance measures (with the exception of labour productivity) between exporters to high-income countries and those exporting to the upper-middle group is in a fact larger than that between the latter and exporters to lower-middle or low-income countries. This may be a result of the fact that sophisticated and technologically advanced markets, such as those in high-income countries, are characterised by higher sunk costs of exports and thus a stricter self-selection process, as the evidence of Damijan, Polanec and Prasnikar (2004) suggests. They could also offer more learning opportunities, thus enabling firms to improve their performance after export market entry. Table 5 shows the percentage differences of yearly growth rates. There does not seem to be any clear relationship between firms' growth rates and the level of development of destination countries. TFP growth does not appear to follow any precise pattern with respect to the income per capita of destination countries; it is larger for firms exporting to low-income countries and lower for those exporting to high-income markets and insignificant for exporters to middle-income countries.
As we have seen in Table 2 , export market entry is a relatively rare phenomenon. Thus, the comparisons shown above are likely to be heavily affected by established exporters 35 I have also produced the same type of results without considering export destinations. Overall, they confirm the familiar picture emerging from the wide range of literature on the exporting behaviour of firms: exporting firms have superior firm-level characteristics to non-exporters. Belgian firms shipping goods overseas have about 511 p.c. more employees than non-exporting ones. They also pay higher wages, the difference being around 29 p.c., and have considerably larger value added, investment and capital stock. In addition, they enjoy also higher productivity levels. Exporters have a labour productivity level 19 p.c. higher than that of exporters. In terms of TFP, the difference is even larger, being around 58 p.c. The same differences in terms of growth rates are lower and in some case they are even negative. Exporting companies have significantly lower productivity growth rates than non-exporting ones. However, the differences are small, being in the order of -0.05 p.c. for labour productivity and -0.2 p.c. for TFP. These results are not reported for the sake of brevity, but are available upon request from the author. rather firms switching export status. The former are likely to be mature firms, present in international markets for a number of years and therefore have more limited growth opportunities. To understand the relationship between export market entry and productivity, it is therefore necessary to focus on those firms entering export markets and study their productivity trajectories before and after foreign market entry.
Causal effects of exports on productivity
This section first reports the results using the un-matched sample and after those obtained using matching methodology. Table 6 shows the results for labour productivity and total factor productivity, without considering different export destinations, obtained estimating regression (1). As can be seen, the pre-and post-export market entry productivity differences are positive and significant considering both productivity measures. At time t-1, would-be exporters have a productivity advantage of around 15 and 10 p.c. in terms of labour productivity and TFP respectively. This is consistent with the existence of sunk costs of ex por ts: onl y th e m ost produc ti v e f i rm s can m eet th em an d th eref ore start exporting.
More interestingly, the productivity advantage of new export firms appears to grow after export market entry. This is suggestive of learning-by-exporting effects. After three years of exports, the productivity gap rises to about 35 and 23 p.c. The tests for the differences in the pre-and post-entry productivity gaps, in percentage terms (i.e. H 0 : 0 1 t s t p p for s = 01,2,3) are positive and significant, but for year s = 0. Thus, the productivity benefits generated by exports appear to accrue from t+1 onwards. This is suggestive of actual productivity effects rather than any increase in capacity utilisation.
Arguably, these estimates could mask considerable variation across different export destinations. Table 7 reports the results obtained distinguishing export market entry to different groups of countries based on the World Bank classification of income per capita. 36 The results point to the fact that there are dissimilarities among firms exporting to different export markets. Only companies starting to export to upper-middle or high-income countries have significantly higher productivity levels the year before they export.
In terms of total factor productivity, the efficiency gaps are in the order of 10 and 13 percent for upper-middle and high-income countries. These are larger considering labour productivity. 37 This finding indicates that the severity of the self-selection process differs according to the development level of destination markets. It appears to be stronger for more mature and sophisticated markets. In these places, sunk costs of exports could be higher than in less developed countries because of tougher competition, which might require more in-depth market research, higher product quality, stricter product regulations and so on.
Moreover, the post-entry productivity behaviour differs according to destination markets.
Only firms exporting to high-income destinations appear to enjoy productivity gains over non-exporters, which are sustained over time. This is in accordance with the evidence Although companies starting to export to upper-middle countries exhibit higher productivity levels at time t-1, there does not seem to be any further productivity gain in the post-entry period. Similar results are obtained when considering labour productivity.
In this case, the productivity gains after the start of exports to high-income countries appear to be even larger than those in terms of TFP. 38 The results presented thus far are suggestive of the existence of productivity increases generated by exports to high-income countries. To investigate more formally the causal relationship between them, we turn to matching methodology. This provides a reliable and robust method for estimating the effects of exports, if matched observations have similar characteristics. As emphasised by Rosenbaum and Rubin (1983) and Dehejia and Wahba 37 It is worth noting that the statistical insignificance of the pre-export market entry productivity advantage of firms exporting to less developed countries could in principle be due to the lower number of firms starting to export there. However, the point estimates are considerably lower than those obtained for upper-middle and high-income countries whereas their standard errors are in the same order of magnitude. 38 This could be related to the fact that exports to such destinations require capital deepening.
(2002), amongst others, it is important to verify whether or not the matching method achieves the balancing of covariates. Table 8 presents the balancing test of covariates considering the two different matching m e t h o d o l o g i e s u s e d i n t h i s p a p e r . I n t h e u n m a t c h e d s a m p l e , t h e r e a r e l a r g e a n d statistically significant differences in the firm-level variables between treated and nontreated companies. These are drastically reduced in the matched samples. However, the Mahalanobis metric matching is more successful in this than the propensity score matching. Using the former, all differences among firms' characteristics are statistically insignificant, whereas this is not the case using the latter. 39 The rest of the analysis is therefore based on the Mahalanobis metric matching methodology only. 40 Table 9 exhibits the causal results of the effects of starting to export on productivity, running regression (3) on the matched sample only. The parameter estimates are reported in percentage terms using (A-5) and standard errors using (A-6). Overall, there does not seem to be any causal effect of exports on productivity. The differences in productivity between newly-exporting companies and non-exporters from year t to t+3 are lower than those estimates using the unmatched sample. Besides, these differences are statistically insignificant considering both productivity measures.
These results could nevertheless hide substantial variations across different export destinations. Table 10 reports the causal effects for the four country groups. The estimates again suggest that there is no causal effect of exports and productivity irrespective of the development level of destination countries. So, the positive relationship between exports and post-export market entry productivity levels detected using the unmatched sample appears to be totally driven by self-selection. 39 The result that Mahalanobis metric matching on the covariates and the propensity score performs better than matching on the propensity score only in balancing the covariates is consistent with the findings of Rosenbaum and Rubin (1985) . 40 It is worth stressing that the following results presented in the following tables are unlikely to be affected by imports.
Using the same dataset, Muûls and Pisu (2007), have shown that most of the productivity advantage of exporters is actually explained by imports. Thus, there is the possibility that exporting firms have been matched with companies that do not export but import, thereby making our comparison group less reliable. However, tabulations, not reported for lack of space, reveal that only a minority of matched firms used in the following regressions are actually importers. The percentage figures range from five to around ten p.c. These results are available upon request from the author upon request.
As a robustness check, Table 11 and Table 12 report the difference-in-difference results.
As highlighted in the previous sections, simple matching could result in biased estimates because of unobserved heterogeneity and selection on unobservable factors. Overall, also the results in Table 11 and Table 12 indicate that exports do not cause any faster productivity growth. Moreover, the similarities between the estimates obtained through simple matching (Table 9 and Table 10 ) and those obtained in combination with difference in difference (Table 11 and Table 12 ) suggest that selection on unobservables is a not a major source of bias. 41 The findings of this study contrast with those obtained by De Loecker (2007) 
Conclusion
This paper investigates the effects of exports on productivity across different destinations using a comprehensive set of data on Belgian manufacturing firms from 1998 to 2005.
Countries are divided into four categories according to their GNI per capita level as reported by the World Bank.
Initial empirical findings indicate that there is a positive relationship between productivity and the development level of destination countries. The pre-export market entry productivity difference between would-be exporters and non-exporters increases with the level of development of export destinations. This suggests that sunk costs of exports may be country-specific and larger in advanced and sophisticated markets. Moreover, there is evidence suggesting learning-by-exporting effects: firms beginning to ship goods abroad experience significant productivity gains vis-à-vis companies that focus on the domestic market only. These productivity gains are more pronounced for firms that begin to export to richer countries.
However, applying matching methodology, to compare like-to-like firms and formally evaluate the causal impacts of exports to different destinations on productivity, suggests that exports do not cause faster productivity growth. These findings lead to the conclusion , where j ˆ is the estimate of j . 42 Kennedy (1981) noted that this expression will yield biased estimates of the percentage changes because of its non-linearity. 43 To overcome this problem, Van
Garderen and Shah (2002) 
These approximations will tend to the exact estimators as the sample size goes to infinity.
In their empirical exercise with around 30 observations and ten parameters, Van Garderen and Shah (2002) show that these approximations are virtually identical to the exact estimators. 44 42 This was suggested by Halvorsen and Palmquist (1980) . 43 This is true irrespective of whether j
ˆ is biased or not because for any x random variable we have that that E[f(x)] is not equal to f[E(x)].
44 p was originally proposed by Kennedy (1981) .
In this exercise, we are interested in estimating and making statistical inference on the difference in the percentage effects of two dummy variables, D i and D j , on y: z = p i -p j .
The exact minimum variance unbiased estimator of z is obviously j i p p zˆ . In the paper for computational simplicity, we use the approximation (A-3) instead of the exact estimator (A-1). To conduct statistical inference, one needs an estimator of V( ẑ ). Note
. The first two terms of the right hand side of ) (z V can be conveniently estimated with (A-4) . The only thing we need then is an estimate
and using (A-1), it is possible to 
After some algebraic manipulations, it is possible to obtain
It is worth noting that, rather intuitively, if ) , ( Notes: Clustered standard errors in parentheses; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4). Industry dummies are at two-digit level.
Destinations are classified as low, lower-middle, upper-middle and high-income countries using the World Bank ranking based on GNI per capita. Notes: Standard errors in parentheses; + significant at 10%; * significant at 5%; ** significant at 1%; the matching is performed for each industry (two-digit NACE) and year separately. The propensity score is estimated, for each year and two-digit NACE industry, running the multinomial logit for exports to different groups of countries for each year and industry; the right hand side variables are the same as those in the first column of this table plus their squared terms. The propensity score matching is by nearest neighbour with common support and no replacement (imposing a caliper 0.01). The Mahalanobis matching is performed with common support and replacement and is based on the variables in this table and the estimated propensity score. Notes: Robust standard errors in parentheses; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4), respectively. Year and two-digit industry dummies are included in all specifications. Notes: Robust standard errors in parentheses; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4), respectively. Year and two-digit industry dummies are included in all specifications. Destinations are classified as low, lower-middle, uppermiddle and high-income countries using the World Bank ranking based on GNI per capita. Notes: Robust standard errors in parenthesis; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4), respectively. Year and two-digit industry dummies are included in all specifications. Destinations are classified as low, lower-middle, upper-middle and high-income countries using the World Bank ranking based on GNI per capita. Notes: Robust standard errors in parenthesis; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4), respectively. Year and two-digit industry dummies are included in all specifications. Notes: Robust standard errors in parenthesis; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4), respectively. Year and two-digit industry dummies are included in all specifications. Destinations are classified as low, lower-middle, upper-middle and high-income countries using the World Bank ranking based on GNI per capita. Notes: Robust standard errors in parenthesis; * significant at 5%; ** significant at 1%; estimates are in percentage terms; they and the respective standard errors have been computed using formulas (A-3) and (A-4), respectively. Year and two-digit industry dummies are included in all specifications. Destinations are classified as low, lower-middle, upper-middle and high-income countries using the World Bank ranking based on GNI per capita.
