This article is concerned with the existence, uniqueness and numerical approximation of boundary blow up solutions for elliptic PDE's ∆u = f (u), where f satisfies the so-called Keller-Osserman condition. We characterize existence of such solutions for non-monotone f . As an example, we construct an infinite family of boundary blow up solutions for the equation ∆u = u 2 (1 + cos u) on a ball. We prove uniqueness (on balls) when f is increasing and convex in a neighborhood of infinity and we discuss and perform some numerical computations to approximate such boundary blow-up solutions.
( In memory of Thomas Lachand-Robert )
1 Introduction
Setting of the problem
Let f be a nonnegative function defined on [0, +∞) such that f (0) = 0. We assume, for the sake of simplicity, that f is a C 1 function. Considering Ω a smooth bounded domain of R D , D ≥ 1, we seek u > 0 a smooth function such that ∆u = f (u) in Ω, u = +∞ on ∂Ω, (1.1) where the boundary condition is to be understood as :
To prove existence of such a boundary blow-up solution, it is classically assumed that f is a nondecreasing function with suitable growth rate at infinity, as demonstrated independently by Keller [10] and Osserman [14] .
In this article, we study existence, asymptotic behaviour, uniqueness and numerical approximation of solutions of (1.1), when f may exhibit non monotone behaviour.
Existence results
Existence of solutions of (1.1) is closely related to the following growth conditions : for s ∈ [0, +∞), let F (s) = s 0 f (t) dt and define Φ : (0, +∞) → (0, +∞] by
where we let by convention Φ(α) = +∞, whenever the integral is divergent or F (s) = F (α) on a set of positive measure. • There exists a ball Ω = B R such that (1.1) admits (at least) a positive boundary blow-up solution.
• Given any (smooth bounded) domain Ω, (1.1) admits (at least) a positive boundary blow-up solution. In particular, Theorem 1.4 implies existence of boundary blow-up solutions for functions such as f (u) = u 2 (1 + cos u).
Asymptotic behaviour
The blow-up rate of solutions of (1.1) is determined implicitly by the following theorem :
Theorem 1.5 Assume Ω satisfies uniform interior and exterior sphere conditions on its boundary. Assume (1.3) holds and let u denote any positive solution of (1.1). Then,
2F (t) δ(x)
= 1, where δ(x) = dist(x, ∂Ω).
Uniqueness results
In view of the maximum principle, it seems natural to only assume that f is nondecreasing in order to obtain uniqueness. To the best of our knowledge, no proof (or counter-example) of such a statement has been given yet. Extra requirements such as the convexity of f or the monotony of f (u)/u are needed in the proofs found in the literature (see e.g. [13] 2 Existence of boundary blow-up solutions
Minimality principle
We restate the well-known sub and supersolution method (see [5] and [6] ) and derive elementary but important corollaries.
Proposition 2.1
Consider Ω a bounded domain of R D such that all boundary points are regular, f ∈ C(R) and g ∈ C(∂Ω). Assume there exist two functions u, u ∈ C(Ω) such that u ≤ u and 
We call u the minimal solution of (2.5) relative to u.
A complete proof of Corollary 2.2 is given in the Appendix. We present here a short proof in the case where f is a locally Lipschitz function.
Proof. Uniqueness : Let u 1 , u 2 be two such solutions. Choosing ω = Ω and v = u 2 in the statement of Corollary 2.2, we conclude that u 1 ≤ u 2 . Reversing the roles of u 1 and u 2 , we conclude that
Then it is known that the sequence (u k ) is nondecreasing and converges to a solution u ∈ C 2 (Ω) ∩ C(Ω) of (2.5), which satisfies in addition u ≤ u ≤ u. Let v ∈ C(ω) verify (2.6) and assume by contradiction that the set ω 1 := {x ∈ ω : v(x) < u(x)} is non empty. Clearly ω 1 is open. Working, if necessary, with a connected component of ω 1 , we assume that ω 1 is connected. We prove by induction that v ≥ u k in ω 1 for all k ∈ N. Passing to the limit as k → ∞, we then obtain a contradiction with the definition of ω 1 .
Remark 2.3 Applying the Minimality Principle to (2.5) with nonlinearity −f , we also obtain the existence and uniqueness of a maximal solution relative to u, defined in a straightforward way.
Remark 2.4
Assume Ω = B R is a ball centered at the origin and g is a positive constant. If u is radial , one easily sees that the minimal solution u relative to u is radial : just apply the Minimality Principle 2.2 with
is an arbitrary rotation of the Euclidean space. A well-known result of Gidas-NiNirenberg [9] states that any solution u > g is radially symmetric, provided f is e.g. locally Lipschitz.
Finally, letting φ(r) = u(x) for r = |x|, it follows from standard ODE theory that φ (0) = 0 and φ (r) > 0 in (0, R).
Corollary 2.5 (Minimality Principle for blow-up solutions) Let
We call u the minimal solution of (1.1) relative to u. 
Existence of solutions on some ball
In this section, we prove that (1.2) implies the existence of a boundary blow-up solution on some ball. First, we state and prove a useful technical lemma Lemma 2.7 Let φ ∈ C 2 (0, R) be a nondecreasing function solving
Then, given 0 < r 1 < r 2 < R,
Multiplying the above equation by r D−1 φ and integrating between r 1 and r, we obtain 1
Integrating the above equation between r 1 and r 2 , we obtain the desired result. Assume by contradiction that R = ∞. Apply Lemma 2.7 between r 1 = 1 and r 2 > 1 :
The above proof provides a boundary blow-up solution u of (1.1) on some ball B R , when f is replaced by K 2 f .ũ(x) := u(x/K) is then a boundary blow-up solution of (1.1) with nonlinearity f on B RK . 2 Remark 2.8 Let B be a ball of radius R and assume u ∈ C(B) is such that ∆u ≥ f (u) in B. Assume (1.2) holds for some α ≥ sup B u and let u = α. Using Proposition 2.1, let u be the minimal solution relative to u of
Repeating the above proof, we conclude that u can be extended to a radially symmetric boundary blow-up solution on some ballB of radiusR > R, satisfying u ≥ u in B.
Existence of solutions on small balls
Assume (1.3) holds. By Theorem 1.1, (1.1) has a solution on some ball, and we may define
We assume by contradiction that R 0 > 0. Let (β n ) be a sequence of real numbers increasing to infinity and satisfying
Applying Proposition 2.1 with u = 0 and u = β n , let u n be the minimal solution relative to u of
By Remark 2.4, letting α n = u n (0), φ n (r) := u n (x) for r = |x| solves (2.8) with initial conditions φ n (0) = α n and φ n (0) = 0. By definition of R 0 , φ n can be extended so that φ n remains a solution of (2.8) in (0, R 0 ). Now apply Lemma 2.7 with r 1 = R 0 /2 and r 2 = R 0 :
if D ≥ 3, and
if D = 2. Passing to the limit as n → ∞, we obtain a contradiction in both cases. We have just proved that
Remark 2.9 Let B be a ball of radius R and assume u ∈ C(B) is such that ∆u ≥ f (u) in B. Using Remark 2.8 and working as above, one can show that inf{R > R : (1.1) has a solution u in BR such that u ≥ u in B} = R.
Existence of solutions on smooth domains
We assume here that (1.3) is valid. Applying Proposition 2.1 with u = 0 and u = N , N ∈ N, let u N be the minimal solution relative to u of (2.5) with g ≡ N . For x ∈ Ω, choose a ball B(x, r) ⊂ Ω such that there exists a boundary blow-up solution u r on B(x, r). This is always possible since (2.10) holds. Applying the Minimality Principle 2.2 withv = u r , we conclude that 0 ≤ u N ≤ u r in B(x, r). In particular, the sequence (u N ) is uniformly bounded in B(x, r/2). Let K denote an arbitrary compact subset of Ω. Covering K by finitely many balls B(x i , r i /2), we conclude that (u N ) is uniformly bounded on K by a constant depending only on K and f . Applying the Minimality Principle 2.2 withv = u N +1 , we can also infer that (u N ) is a nondecreasing sequence. Using these two facts and elliptic regularity, we conclude that (u N ) converges to a function u solving ∆u = f (u) in Ω.
Fix a point x 0 ∈ ∂Ω and an arbitrary sequence (
Letting N converge to infinity, we conclude that u is a boundary blow-up solution of (1.1) in Ω.
Proof of Theorem 1.1 completed.
By Section 2.2, we know that if (1.2) holds, there exists a blow-up solution on some ball. Conversely, assume that u > 0 solves (1.1) on some ball B of radius R centered at the origin. By Corollary 2.5, we may always assume that u is the minimal solution relative to u = 0 of (1.1). In particular u is radial and we define φ(r) = u(x) for r = |x|, so that φ solves (2.9) in (0, R). Multiplying (2.9) by r D−1 φ and integrating between 0 and r, we obtain
Integrating once more between 0 and R,
which implies (1.2) with α = φ(0).
Proof of Theorem 1.4 completed.
By Section 2.4, we know that if (1.3) holds, there exists a blow-up solution on any domain. Conversely, given n ∈ N, assume that u n > 0 solves (1.1) on the ball B of radius 1/n centered at the origin. By Corollary 2.5, we may always assume that u n is the minimal solution relative to u = 0. In particular u n is radial. Let now β n = u n (0). We claim that (β n ) is unbounded. Taking a subsequence if necessary, we then have that lim n β n = ∞ and (1.3) follows from (2.11) applied with R = 1/n. It remains to prove that (β n ) is unbounded. If not, up to a subsequence, (β n ) converges to some β ≥ 0. By (2.11) applied with R = 1/n, we have
By Fatou's lemma, we conclude that
which is not possible. 
Proof. Multiplying (2.9) by r D−1 φ and integrating by parts, we easily obtain that given r ∈ (0, 1),
where
We claim that
Indeed, let > 0. Then, since F is nondecreasing,
Letting r → 1 and then → 0, we obtain the desired result. Returning to (3.13), we obtain
Combining this with (3.14), it follows that for r ∼ 1,
and, integrating between r and 1,
which implies (3.12).
Blow-up rate of solutions on smooth domains
Let u be a blow-up solution on a domain Ω, which satisfies an interior and an exterior sphere condition at any boundary point. Fix x 0 ∈ ∂Ω and let B R ⊂ Ω denote a small ball which is tangent to ∂Ω at x 0 . Fix η ∈ (0, 1). Let u := u| B ηR . By Remark 2.8, there exists a radial boundary blow-up solution v defined on some
Letting R → 0, we then have
By Remark 2.9, we may take K arbitrarily close to 1/η. Also, 0 < η < 1 was chosen arbitrarily. So, letting K, η → 1, we finally obtain lim inf
Choose another ball B R ⊂ R N \Ω which is tangent to ∂Ω at x 0 and a concentric ball B R with R > R so large that Ω ⊂ B R . Finally, let A = B R \ B R . Let v denote the minimal boundary blow-up solution (relative to u = 0) on A. By the Minimality Principle 2.5, we deduce that u ≥ v in Ω. Applying Proposition 3.1 (which still holds on an annulus) with v, we conclude that lim sup
This finishes the proof of Theorem 1.5. More can be said about the asymptotic behaviour of solutions provided F satisfies some extra growth assumption : 
Proof. We recall from the proof of of Proposition 3.1 that for φ a radially symmetric boundary blow up solution and for r ∼ 1,
Since F is increasing, we thus obtain Proof. Assume f is convex in [a, +∞) and let
is nondecreasing, where L(t) = F (a)+f (a)t is affine. Observe that lim t→∞ F (t)/t 2 = +∞ since the Keller-Osserman condition (1.2) implies
It follows that there exists β > 0 such that and by the maximum principle, for any r, R 0 < r < r
Then letting ε → 0 we obtain that for any fixed r such that R 0 < r < 1, Remark 4.2 Since f is nondecreasing, there exists U , U the minimal and the maximal boundary blow-up solutions of the problem (the latter can be obtained e.g. as the monotone limit of u(R) as R → 1 − , where u(R) denotes the minimal boundary blow-up solution on B R ). Clearly both U and U are radial and they coincide by the previous lemma. Since any solution u of the problem must stay between U and U , Theorem 1.6 follows. Alternatively, according to a result of Poretta-Veron [15] , any boundary blow-up solution is radially symmetric if f is convex in a neighborhood of +∞, whence again Theorem 1.6 follows from the previous lemma.
Remark 4.3 The previous lemma is still valid if we substitute the assumption f (u)
u increasing in a neighborhood of infinity to the convexity assumption. Since the proofs are easier they are left as an exercise to the reader.
Discrete equations
We are concerned with finite difference approximations of (1.1) when D = 1 or D = 2 on a cube or a ball. After introducing some notation, we observe that both the maximum principle and the minimality principle extend to the case of finite difference operators. We conclude this section with some theoretical error estimates, assuming that f is a nondecreasing function. 
Finite differences
The discrete Laplace operator is then defined on each point/node of the grid respectively by
if D = 1, and
) for all interior nodes (i, j) and set U ±L,j = U i,±L = N at all boundary nodes, where N is a fixed large constant. We work accordingly when D = 1.
It is standard to prove that the matrix ∆ h has positive inverse, i.e. the entries of the inverse matrix are positive. Therefore, the maximum principle is valid (see [4] ). Actually, if U satisfies ∆ h U ≤ 0 on the interior nodes of the grid and U ≥ 0 on the boundary, then U ≥ 0 everywhere. Here and throughout this section we write U ≥ 0 iff U i,j ≥ 0 for all (i, j) nodes of the grid. We shall use the same notation for B a matrix: B ≥ 0 iff the entries of B are all non negative.
When working on the unit ball, we use a slightly modified scheme. Focusing on radially symmetric functions, we approximate the equation
. It remains to define the equation at j = 0. For that purpose, we use the symmetry property u(h) = u(−h) and the approximationu
This approximation of the Laplace operator satisfies the maximum principle. Indeed, it can be easily checked that if F j ≥ 0 then j → U j is increasing. The maximum principle follows promptly.
Computing an approximation
We aim to solve the following problem 26) for N large enough. We expect that u h is an approximation for u, the minimal boundary blow up solution corresponding to u = 0. As in Proposition 2.1, u h is obtained by monotone iteration, starting from the discrete subsolution 0. We claim that Proposition 2.1 and Corollary 2.2 are valid for the finite difference approximation. The proof follows the guidelines of the continuous case and is left as an exercise to the reader. 
Therefore the error between u, the minimal boundary blow up solution, and u k the k th iterate of (5.27) can be split as follows:
where I h is the interpolation operator defined by 
Error estimate
Throughout this section, we assume that f is a convex increasing function and that Ω = [−1, 1] D . We first bound from above the rate of convergence of the algorithm (5.27).
Proof. In the sequel let us denote by a a node of the grid (that is a = ih in 1D or
for each node a). By the mean value theorem, there exists
where λ = inf f .
On the other hand,
where f (u) denotes the vector with components f (u) a = f (u a ). The key argument is to observe that the matrix Id − ∆ h Λ N satisfies the maximum principle. Therefore,
where inequalities hold component by component. We thus obtain that
On the one hand, the maximum principle implies that
for some constant C depending only on the dimension D. Also, since the spectrum of −∆ h lies in a segment [µ, µ h 2 ] (see [4] ) and
and collecting (5.35), (5.36) and (5.37), the proof is over.
2
We now provide an upper bound for u h − I h (u N ).
Lemma 5.2 Assume f is convex. Let u h be the solution of (5.26) and u N be the solution of (5.29) . Then,
N L ∞ is a constant depending only on N and f .
Proof. For the sake of simplicity we will denote I h (u N ) by u N , this introduces no confusion.
We write down the proof for the 2D problem, leaving the 1D case as an exercise to the reader. Let a = (ih, jh) be a node on the grid. By the mean value theorem, for each node a, there exist ξ, η in R 2 such that |ξ − a| < h and |η − a| < h, (5.39) and
Consider ω = u h − u N . Then working as in the previous lemma, we obtain
We therefore obtain 
Error estimate for
Remark 5.5 This proposition shows that when we plot the approximation u N , we plot in fact a boundary blow-up solution on a ball that is close to the unit ball.
Let us proceed to the proof in the case where D ≥ 3. The cases D = 1, 2 are very similar and then omitted. Assume that u N extends to R D . Then by Lemma 2.7
Here we have used that u N is radially symmetric. Therefore since
. N → +∞ leads to a contradiction. The estimate (5.45) comes from Proposition 3.1.
The inequality is sharp for some numerical constant C. To prove the estimate in a more general context, we need extra hypotheses. A strongly increasing function is increasing in the usual sense. g(u) = u p , p > 0, is strongly increasing; g(u) = ln(u + 1) is not.
We now state and prove
u is strongly increasing. Then
Proof. v(r) = λu N (rR N ) is a blow up function on the unit ball. We have
For N large enough, we choose λ N close to 1 such that ρ(λ N ) = R 2 N . Then v is a blow-up supersolution to (1.1). Since u is the minimal blow up solution, then
Numerical computations
In this section, we present some numerical results obtained with our method of approximation.
Remark 6.1 At this stage, we would like to point out that our method is selfcontained, and does not use the knowledge of the boundary blow up behavior of the solution. In fact, as in [11] , one can introduce another approximate problem such as taking Ω ε ⊂ Ω where dist(Ω, Ω ε ) ≤ ε, and solve the problem
We discuss our numerical results successively on three examples:
u is increasing, on any domain we have a unique boundary blow up solution (see e.g. [1] and references therein).
We see in Figure 1 that Φ is a strictly decreasing function. Observe that u ≤ 2(u − β) and then
Second step: it remains to prove that
We argue by contradiction. Let us observe that
Let us assume that there exists C > 0 such that for any β
Integrate this for β between 0 and R
The right hand side of this inequality is bounded by an integral on an half disc of radius R. By symmetry and using polar coordinates
Remember that g is the derivative of F −1 . Thus,
This contradicts the KellerOsserman condition (1.2).
Next, we consider the special case f (u) = u 2 (1 + cos u) 2 . Therefore Φ(α) = +∞. In particular, lim sup α→∞ Φ(α) = ∞.
Minimality Principle
We present here the proof of Corollary 2.2 and Corollary 2.5.
Proof of Corollary 2.2.
Let u, u be the sub and supersolution given in the statement of Proposition 2.1. Let (I, >) denote the set of all finite families containing u of supersolutions of (2.5) which stay above u, ordered by inclusion : i ∈ I if there exist n ∈ N and supersolutions v k ∈ C(Ω), 1 ≤ k ≤ n (i.e. (2.4) holds when u is replaced by v k ) with v k ≥ u, such that i = {u, v 1 , . . . , v n }.
I is non-empty since {u} ∈ I. I is filtrating increasing, i.e. if i 1 , i 2 ∈ I there exists i 3 ∈ I such that i 3 > i 1 , i 2 (take e.g. i 3 = i 1 ∪ i 2 ). We prove that given i = {u, v 1 , . . . , v n } ∈ I there exists a solution u i ∈ C(Ω) of (2.5) such that u i ≤ v for all v ∈ i. Let indeed u 0 denote the solution given by Proposition 2.1. Following [6] , since u ≤ u 0 ≤ u, u 0 is also a solution of (2.5), when f is replaced by the truncation f 0 ∈ C(Ω × R) defined by
In [6] , the authors prove that in fact any solution u of (2.5) with nonlinearity f 0 satisfies u ≤ u ≤ u (and solves the problem with the original nonlinearity f ). For convenience, we reproduce here the argument of Clément and Sweers : take any solution u of (2.5) with nonlinearity f 0 . Assume by contradiction that Ω + := {x ∈ Ω : u(x) > u(x)} is non-empty. Working, if necessary, on a connected component of Ω + , we may also assume that Ω + is connected. For x ∈ ∂Ω + , either u(x) = u(x) or x ∈ ∂Ω, so that u(x) = g(x) ≤ u(x). Hence,
By the (weak) Maximum Principle, u ≥ u in Ω + , which is a contradiction. Hence, u ≤ u and we can prove similarly that u ≥ u. Define now the truncation f 1 ∈ C(Ω × R) of f 0 associated to v 1 by :
Clearly, u and v 1 are a sub and a super solution of (2.5) with nonlinearity f 1 . Applying Proposition 2.1 (which still holds for non-autonomous nonlinearities, see [6] ), we can thus construct a solution u 1 of (2.5) with nonlinearity f 1 , satisfying u ≤ u 1 ≤ v 1 . Clearly, u 1 is a solution of the problem with nonlinearity f 0 and, as we mentioned earlier, we must have u 1 ≤ u. Repeating the process inductively, we obtain a solution u i := u n such that u ≤ u i ≤ u, v 1 , . . . , v n . Note that u i may not be unique. Nevertheless, using the Axiom of Choice on the set of all such solutions, we can construct a well-defined generalized sequence (u i ) i∈I , contained in the set K of all solutions u satisfying u ≤ u ≤ u.
By standard elliptic estimates, K is a compact subset of C(Ω); so there exists a generalized subsequence (u φ(j) ) j∈J converging to a solution u of (2.5).
Choose now an arbitrary supersolution v ≥ u and let i 1 := {v, u} ∈ I. Given > 0, let j 0 ∈ J such that j > j 0 =⇒ u φ(j) − u ∞ < . Also choose j 1 ∈ J such that j > j 1 =⇒ φ(j) > i 1 . Finally pick j 3 > j 1 , j 2 . Then, for j > j 3 ,
Letting → 0, we conclude that u ≤ v for any supersolution v ≥ u. Clearly, u is the unique such solution.
It remains to prove that given any subdomain ω and any function v ∈ C(ω) satisfying (2.6), u ≤ v. Fix such a function v and define h k ∈ C(Ω × R), k = 0, 1, by
