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Abstract
We prove that a finite braided tensor category A is invertible in the Morita 4-
category BrTens of braided tensor categories if, and only if, it is non-degenerate. This
includes the case of semisimple modular tensor categories, but also non-semisimple
examples such as categories of representations of the small quantum group at good
roots of unity. Via the cobordism hypothesis, we obtain new invertible 4-dimensional
framed topological field theories, which we regard as a non-semisimple framed version of
the Crane-Yetter-Kauffman invariants, after Freed–Teleman and Walker’s construction
in the semisimple case. More generally, we characterize invertibility for E1- and E2-
algebras in an arbitrary symmetric monoidal ∞-category, and we conjecture a similar
characterization of invertible En-algebras for any n. Finally, we propose the Picard
group of BrTens as a generalization of the Witt group of non-degenerate braided
fusion categories, and pose a number of open questions about it.
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1
1 Introduction
In the paper [BJS18], we introduced a symmetric monoidal 4-categoryBrTens whose objects
are braided tensor categories, and whose morphisms encode their higher Morita theory,
following [Hau17, JFS17], and gave sufficient conditions for 3-dualizability (“cp-rigidity”)
and 4-dualizability (fusion) in BrTens. In this paper we consider the related question of
invertibility in BrTens. We also treat both dualizability and invertibility in the more general
setting of E2-algebras in an arbitrary background symmetric monoidal 2-category S.
1.1 Main results
Finite braided tensor categories are linear and abelian braided monoidal categories satisfying
strong finiteness and rigidity conditions (see Section 3 for more details). Such an A is called
non-degenerate if the Müger center of A is trivial, i.e. if for every non-trivial object X ∈ A,
there exists an object Y ∈ A such that the double-braiding σY,X ◦ σX,Y on X ⊗ Y is not the
identity. The main result of this paper is:
Theorem 1.1. A finite braided tensor category A is an invertible object of BrTens if, and
only if, A is non-degenerate.
We note that Theorem 1.1 includes modular tensor categories, whose invertibility is
known to experts through unpublished theorems of Freed–Teleman and Walker (c.f. [Fre12a,
Fre12b] and [Wal]), but we emphasize that we require neither semisimplicity nor a ribbon
structure. In particular, our results include representation categories of small quantum
groups for good roots of unity, which are non-degenerate but not semisimple.
Theorem 1.1 has an application to the construction of topological field theories via
the cobordism hypothesis [BD95, Lur09, Ber11, Fre13, AF17]. Namely, we obtain a 4-
dimensional fully extended framed TFT attached to every non-degenerate finite braided
tensor category, which we may regard as a framed and non-semisimple analog of the fully
extended Crane-Yetter-Kauffman [CY93, CKY97, WW11, BB18, KT20] topological field
theory envisioned by Freed–Teleman and Walker. These TFTs are invertible in the sense
of [Fre14, SP17, DGP19]. We believe that this aspect of the work will be important for
applications, as it was not generally expected that non-semisimple braided tensor categories
would give rise to 4-dimensional TFTs due to the heavy reliance on semisimplicity in the
traditional state-sum approach to Crane-Yetter-Kauffman TFT’s. In future work we plan to
study SO(4)-fixed point structures (hence the associated oriented TFT’s), and to give a re-
formulation of non-semisimple Witten-Reshetikhin-Turaev theories of [CGPM14, RGG+19]
as field theories relative to our non-semisimple Crane-Yetter-Kauffman theory, following the
proposal of Freed–Teleman and Walker.
Theorem 1.1 also gives rise to a generalization of the Witt group of non-degenerate
braided fusion categories from [DMNO13], via the Picard group of BrTens. In Section 4,
we discuss this Picard group, its relation to the Witt group, and a number of natural open
questions related to it.
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Braided tensor categories define E2-algebras in the symmetric monoidal 2-category S =
Pr of locally presentable linear categories. Our approach in this paper is to work as much as
possible in the more general (∞, 4)-category Alg2(S) of E2-algebras in an arbitrary ambient
closed symmetric monoidal (∞, 2)-category S.
In this generality we have analogs Z0(A), Z1(A), Z2(A), respectively, of the endo-functors,
the Drinfeld center, and the Müger center of A (see Section 2.1 for detailed definitions). We
will also use the Harish-Chandra category HC(A) (a variant of the monoidal Hochschild
homology with the annulus/bounding framing rather than cylinder/product framing), and
we will denote by A⊗op and Aσop the E2-algebras obtained as reflections of the E2-structure
through the x- and y-axes (see Section 2.1). We first prove the following result:
Theorem 1.2. An E2-algebra A ∈ Alg2(S) is 3-dualizable if, and only if, A is dualizable as
an object of S, as an Ae-module, and as an HC(A)-module.
Turning next to invertibility we prove:
Theorem 1.3. A 2-dualizable E1-algebra C ∈ Alg1(S) is invertible if, and only if:
1. It is central: the natural morphism 1S → Z1(C) is an equivalence.
2. It is Azumaya: the natural morphism C⊠ C⊗op → End(C) is an equivalence.
In the case S is the category of R-modules for R a commutative ring, Theorem 1.3 reduces
to a characterization of Azumaya algebras, see Example 2.29. Our main general result is the
following characterization of invertible E2-algebras:
Theorem 1.4. A 3-dualizable E2-algebra A ∈ Alg2(S) is invertible if, and only if:
1. It is non-degenerate: the natural morphism 1S → Z2(A) is an equivalence.
2. It is factorizable: the natural morphism A⊠Aσop → Z1(A) is an equivalence.
3. It is cofactorizable: the natural morphism HC(A)→ End(A) is an equivalence.
Our proof of Theorem 1.1 is an application of Theorem 1.4 in the case BrTens =
Alg2(Pr). For this we require two additional claims: that finite braided tensor categories
are 3-dualizable, and that for finite braided tensor categories, non-degeneracy, factorizability
and cofactorizability are mutually equivalent. The first claim follows from the main result
of [BJS18] since finite tensor categories are cp-rigid. For the second claim, we have the
following two theorems, the second of which we prove in Section 3 (see Theorem 3.20 for the
complete statement).
Theorem 1.5 ([Shi19b]). A finite braided tensor category is factorizable if and only if it is
non-degenerate.
Theorem 1.6. A finite braided tensor category is factorizable if, and only if, it is co-
factorizable.
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Remark 1.7. Outside of finite braided tensor categories, non-degeneracy does not imply
factorizability, nor co-factorizability. For example, the category of integrable representations
of a semisimple quantum group at generic quantization parameter is non-degenerate, but is
clearly not factorizable. We do not know whether either factorizability or co-factorizability
imply finiteness (see Question 4.6).
Besides clarifying proofs, the generality of Theorem 1.4 makes it possible to consider in-
vertibility of E2-algebras in contexts other than finite braided tensor categories. For instance,
the 3-dimensional Rozansky–Witten TFT [RW97] associated to a holomorphic symplectic
manifoldX gives rise to a ribbon braided tensor structure on the bounded derived category of
coherent sheaves Dbcoh(X) [RW10]. We expect that this braided tensor category is invertible
in the suitably derived version ofBrTens, and hence defines an invertible 4D topological field
theory. In addition, we expect that one may formulate the Rozansky–Witten TFT as a field
theory relative to the resulting 4D theory, in precisely the way that the Witten-Reshetikhin–
Turaev 3D TFT [Wit89, RT91] is constructed relative to the 4D Crane–Yetter–Kauffman
theory. We hope to return to this in future work.
1.2 Conjectural extension to En-algebras
Let us now collect two conjectures generalizing our results for dualizability and invertibility
of E1 and E2-algebras to En-algebras. An important theorem of [GS18] (c.f. [Lur09, Claim
4.1.14]) states that every En algebra A ∈ Algn(S) is n-dualizable. The following character-
ization for (n + 1)-dualizability of En-algebras was formulated in [Lur09, Remark 4.1.27],
where it is remarked that it would follow from an unpacking of the proof of the cobordism
hypothesis. It is formulated in terms of the factorization homology (or topological chiral
homology)
∫
M
A of a framed n-manifold M , with coefficients in an an En-algebra A (see
Definition 2.2 for a brief recollection, or [AF15, Lur09] for complete definitions).
Let us fix the framing on Sk−1 × R which bounds an k-disk, and its product framing on
Sk−1×Rn−k+1 with the trivial framing on Rn−k. This induces an action of the En−k+1-algebra∫
Sk−1×Rn−k+1
A on
∫
Rn
A ∼= A.
Conjecture 1.8. An En-algebra A ∈ Algn(S) is (n + 1)-dualizable if, and only if, it is
dualizable over the factorization homologies
∫
Sk−1×Rn−k+1
A for k = 0, . . . , n.
We note that the forward implication is clear. The case n = 1 of the conjecture is proved
in [Lur09], and recalled in Theorem 2.15. We prove the case n = 2 relevant to the present
paper in Theorem 2.22.
Recall that the Ek-center Zk(A) of an En-algebra A, for k ≤ n, is:
Zk(A) := End
∫
Sk−1×Rn−k+1
A(A).
The pattern of Theorem 1.4 leads us to make the following analog of Conjecture 1.8:
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Conjecture 1.9. An En-algebra A is invertible if, and only if, it is (n + 1)-dualizable and
the canonical maps ∫
Sk−1×Rn−k+1
A→ Zn−k(A)
are equivalences for k = 0, . . . , n.
Again the forward implication is clear. Theorems 2.27 and 2.30 confirm the conjecture
in the cases n = 1 and n = 2, and the same techniques should work in the general case
provided one has a sufficiently general calculus of mates (see Remark 2.28). We therefore
expect Conjecture 1.9 to be significantly easier to prove than Conjecture 1.8. In particular,
in contrast to Conjecture 1.8, we expect it can be proved independently from the proof or
even the statement of the cobordism hypothesis. In order to apply this conjecture to any
examples, however, one must verify (n + 1)-dualizability, which involves the previous more
difficult conjecture.
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2 Dualizability and invertibility of E1- and E2-algebras
In this section we recall some fundamental definitions and results about the Morita category
of En-algebras, and we prove our main general results about dualizability and invertibility
for E2-algebras. To clarify notation, we will keep a running example S = Pr, but we stress
that the results in this section are all general, and that any results which are specific to
braided tensor categories are delayed until the next section.
2.1 En-algebras and higher Morita categories
We begin by briefly recalling the notions of an En-algebra in a closed symmetric monoidal
(∞, 2)-category S which admits geometric realizations. We denote its symmetric monoidal
structure by ⊠. We refer to [Lur, Chapter 5] and [AF15] for more details on the following
definitions.
5
Definition 2.1. Let Mfldfrn denote the topological category whose objects are framed n-
manifolds, and whose space of morphisms betweenM andN is the topological space Embfr(M,N)
of framed embeddings1. We equip Mfldfrn with the structure of a symmetric monoidal cat-
egory under disjoint union. We denote by Diskfrn the full subcategory consisting of finite
disjoint unions of the standard open disk (0, 1)n
Definition 2.2. An En-algebra in S a symmetric monoidal functor A : Disk
fr
n → S. The
factorization homology with coefficients in A is the left Kan extension of the functor A
along the inclusion of Diskfrn into Mfld
fr
n , and is denoted by M 7→
∫
M
A.
Example 2.3. In the familiar example S = Pr (see Section 3), an E1-algebra is a locally
presentable category tensor category with a colimit preserving tensor product. Henceforth
we will call this a ‘tensor category’, without a further requirement of rigidity, and will make
explicit any notion of rigidity (e.g., compact-rigid or cp-rigid) we assume. Similarly, an E2-
algebra in Pr is a braided tensor category, and an Ek-algebra, for k ≥ 3, is a symmetric
tensor category.
When we identify E2-algebras in Pr with braided tensor categories, we use the follow-
ing conventions, following [BJS18]: the tensor multiplication is in the x-direction, and the
braiding is given by counterclockwise rotation.
Let us fix some more notation for later use. An E1-algebra C has an opposite E1-algebra
C
⊗op coming from precomposing by reflection. The notation ⊗op is intended to emphasize
that we are taking the dual in the multiplication direction, and not taking a dual in the
underlying category S. An E2-algebra A has two a priori distinct notions of opposite: A
⊗op
where we reflect in the x-direction and Aσop where we reflect in the y-direction. We have
two canonical equivalences of E2-algebras
A
⊗op
≃ A
σop, (1)
given by a 180 degree rotation in the clockwise and counter-clockwise directions.
Example 2.4. Consider the case S = Pr and suppose A ∈ Alg2(S) is a braided tensor
category. The braided tensor category A⊗op has the same underlying category, the tensor
product x⊗op y = y ⊗ x and the braiding
x⊗op y = y ⊗ x
σ−1x,y
−−→ x⊗ y = y ⊗op x.
The braided tensor category Aσop has the same underlying tensor category and the braiding
σ−1y,x : x⊗ y → y⊗x. The two canonical equivalences in this case are each given by equipping
the identity functor id : A⊗op → Aσop with a braided tensor structure given by the braiding,
and its inverse.
1Recall that a framed embedding of M into N is an embedding of topological manifolds, together with an
isotopy γ between the framing onM and the framing pulled back from N . In particular, a framed embedding
is not required to preserve the framing strictly.
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Definition 2.5 (See [Gin15, Section 7]). Let A be an En-algebra. Its enveloping algebra
is the E1-algebra
UEn
A
=
∫
Sn−1×R
A,
where Sn−1 × R carries the framing bounding the n-ball.
The enveloping algebra UEn
A
has a natural left module action on
∫
Rn
A ∼= A, coming from
the sphere bounding the ball.
Definition 2.6. Let A be an En-algebra. Its En-center is the object
Zn(A) = EndUEn
A
(A) ∈ S.
By [Fra13, Proposition 3.16] we have an equivalence of ∞-categories
LModUEn
A
∼= ModEnA
between the ∞-category of left UEn
A
-modules and the ∞-category of En-A-modules. More-
over, the notion of a center introduced in [Lur, Definition 5.3.1.6] is shown in [Lur, Theorem
5.3.1.30] to coincide with EndModEn
A
(A). So, Zn(A) is indeed the center of the En-algebra in
the sense of Lurie.
In addition, by [Lur, Theorem 3.3.3.9] ModEn
A
is an En-monoidal ∞-category with A ∈
ModEn
A
the unit object. So, by the Dunn–Lurie additivity theorem [Lur, Theorem 5.1.2.2]
(cf. [Dun88, FV15]) Zn(A) is an En+1-algebra.
Example 2.7. Suppose C is an E1-algebra. We denote
C
e = UE1
C
∼= C⊠ C⊗op.
In the case S = Pr, it is shown in Proposition 3.6 that the E1-center Z1(C) coincides with
the Drinfeld center of the tensor category C.
Example 2.8. Suppose A is an E2-algebra. We denote
HC(A) = UE2
A
∼= A⊠A⊠Aσop A
⊗op,
where we regard A (resp., A⊗op) as an E1-algebra in right (resp., left) A ⊠ A
σop-modules,
hence the relative tensor product inherits again an E1-structure. In the case S = Pr, it is
shown in Proposition 3.7 that the E2-center Z2(A) of coincides with the Müger center of the
braided tensor category A.
The collection of En-algebras in a fixed S carries the structure of a symmetric monoidal
(∞, n+2)-category Algn(S). We refer to the papers [JFS17, Hau17, Sch14, CS] for a rigorous
construction of Algn(S) in the model of iterated complete Segal spaces, and to [GS18] for a
digestable exposition, and a treatment of dualizability. Let us remark for experts that we
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will require Haugseng’s “unpointed” model in order to treat questions of higher dualizability
and invertibility (see [GS18, §1.4] and the discussion there).
While the works cited above are required in order to make rigorous sense of the compo-
sition laws of higher morphisms, and their compatibilities, it is possible nevertheless to give
an informal description of objects and morphisms themselves, in Alg1(S) and Alg2(S):
Definition 2.9 (Sketch). The (∞, 3)-category Alg1(S) has:
• As objects E1-algebras A,B, . . .
• As 1-morphisms the (A,B)-bimodules M,N, . . .
• As 2-morphisms the bimodule 1-morphisms
• As 3-morphisms the bimodule 2-morphisms
The symmetric monoidal structure, as well as the composition of 2- and 3-morphisms, are
those inherited from S. Composition of 1-morphisms is the relative tensor product of bimod-
ules.
Definition 2.10 (Sketch). The (∞, 4)-category Alg2(S) has:
• As objects E2-algebras A,B, . . .
• As 1-morphisms the E1-algebra objects C, D, . . . in (A,B)-bimodules,
• As 2-morphisms the (C,D)-bimodule objects M,N, . . . in (A,B)-bimodules
• As 3-morphisms the bimodule 1-morphisms
• As 4-morphisms the bimodule 2-morphisms
The symmetric monoidal structure, as well as the composition of 3- and 4-morphisms, are
compatible with those in S. For example, to compose 3-morphisms we endow the compo-
sition of the underlying 1-morphisms with the structure of a bimodule 1-morphism in an
appropriate way. Composition of 1- and 2-morphisms is given by the relative tensor prod-
uct of bimodules, equipping the resulting composition in the case of 1-morphisms with a
canonical E1-algebra structure.
There is a potential ambiguity in the notion of (A,B)-bimodule appearing above, since
A and B each admit multiplications in both the x- and y- directions. Hence let us fix the
following conventions, following [BJS18]:
• The (A,B)-bimodule structure on a 1-morphism is with respect to multiplication in
the y-direction for both A and B, whereas (by Example 2.3) the underlying E1-algebra
associated to an E2-algebra is in the x-direction. This means that an (A,B)-bimodule
is an A⊠B-module (rather than an A⊠Bop-module).
• Hence the data of an E1-algebra in (A,B)-bimodules is equivalent to the data of an
E1-algebra C in S, together with a morphism A⊠B
σop → Z1(C). We call such data a
(A,B)-central algebra .
• Given E2-algebras A,B and (A,B)-central algebras C,D a (C,D)-bimodule object M
in the monoidal category of (A,B)-bimodules is an (A,B)-centered (C,D)-bimodule .
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2.2 Dualizability for E1- and E2-algebras
Recall from [Lur09, Definition 2.3.16] that a symmetric monoidal (∞, k)-category has duals
if every object has a dual, and every i-morphism has a left and right adjoint for 1 ≤ i < k. An
object in an (∞, n)-category is called k-dualizable if it belongs to a full sub (∞, k)-category
which has duals.
In this section we discuss dualizability and adjointability in the Morita categories Alg1(S)
and Alg2(S). The case of Alg1(S) is well-known, but the results for Alg2(S) are new. We
begin by looking at dualizability in Alg1(S).
Proposition 2.11. Every E1-algebra C ∈ Alg1(S) is 1-dualizable with dual C
∨ = C⊗op, and
with evaluation and co-evaluation given by versions of the regular bimodule:
• ev is C as a (C⊗op ⊠ C, 1S)-bimodule.
• coev is C as a (1S,C⊠ C
⊗op)-bimodule.
It turns out that a bimodule having a left adjoint or a right adjoint depends only on
the left action or the right action respectively, as explained in the following definition and
proposition.
Definition 2.12. Let C be an E1-algebra in S. A right (resp. left) C-module M is called
dualizable if it has a right (resp. left) adjoint as a (C, 1S) bimodule (resp. (1S,C) bimodule).
Proposition 2.13 ([Lur, Proposition 4.6.2.13]). A 1-morphism M : C → D in Alg1(S) has
a right (resp. left) adjoint if, and only if, M is dualizable as a D-module (resp. C-module).
In order to give a complete characterization of 2-dualizable objects in Alg1(S), we first
recall the following result (see [Lur09, Proposition 4.2.3] and [Pst14, Theorem 3.9]) which
reduces 2-dualizability to a finite number of conditions.
Theorem 2.14. A 1-dualizable object X of a symmetric monoidal 2-category is 2-dualizable
if, and only if, the evaluation and coevaluation maps each admit a right adjoint.
We may finally state the following well-known characterization of 2-dualizable objects in
Alg1(S).
Theorem 2.15. An E1-algebra C ∈ Alg1(S) is 2-dualizable if, and only if, it is dualizable as
an object of S, and as a Ce-module.
Proof. We recall from Proposition 2.11 the 1-dualizability data C∨, ev, coev. By Theo-
rem 2.14, C is 2-dualizable if, and only if, ev and coev both admit right adjoints. Then by
Proposition 2.13, these right adjoints exist if, and only if, C is dualizable as a 1S-module (i.e.
as an object of S), and as a Ce-module.
Now we turn to 2- and 3-dualizability of E2-algebras. In particular, we prove the n = 2
case of Conjecture 1.8).
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Lemma 2.16. If C is an E1-algebra, there is a canonical equivalence of E2-algebras
Z1(C
⊗op) ∼= Z1(C)
⊗op. (2)
Theorem 2.17 (See [GS18, Section 4]). Let C : A → B be a 1-morphism in Alg2(S) given
by an E1-algebra C equipped with an (A,B)-central structure A ⊠ B
σop → Z1(C). Its right
adjoint is C⊗op equipped with a (B,A)-central structure via the composite
B⊠A
σop
−→ Z1(C)
σop ∼= Z1(C)
⊗op ∼= Z1(C
⊗op),
where the penultimate equivalence is given by a 180-degree clockwise rotation (1), and the
last equivalence is given by (2). The unit of the adjunction is C viewed as (A,A)-centered
(A,C ⊠B C
⊗op)-bimodule. The counit of the adjunction is C viewed as a (B,B)-centered
(C⊗op ⊠A C,B)-bimodule.
Remark 2.18. The right adjoint constructed above used clockwise rotation, the left adjoint
would use counterclockwise rotation.
Theorem 2.19 (See [GS18, Section 4]). Every E2-algebra A ∈ Alg2(S) is 2-dualizable with
dual A∨ = Aσop, and with evaluation and coevalation given by the regular central algebra,
• ev is A as a (Aσop ⊠A, 1S)-central algebra,
• coev is A as a (1S,A⊠A
σop)-central algebra.
The right adjoints to evaluation and coevaluation are given by
• evR is A⊗op as a (1S,A
σop
⊠A)-central algebra,
• coevR is A⊗op as a (A⊠Aσop, 1S)-central algebra,
as in Theorem 2.17. Their unit and counit morphisms are given by:
• ηcoev is A as a (1S,HC(A))-bimodule.
• ǫcoev is A as a (A⊠A
σop,A⊠Aσop)-centered (A⊗op ⊠A,A⊠A)-bimodule.
• ηev is A as a (A
σop
⊠A,Aσop ⊠A)-centered (A⊠A,A⊠A⊗op)-bimodule.
• ǫev is A as an (HC(A), 1S)-bimodule.
Next, we have the following analog of Proposition 2.13 establishing dualizability for 2-
morphisms in Alg2(S).
Proposition 2.20 ([BJS18, Proposition 5.17]). Let C,D : A→ B be 1-morphisms in Alg2(S),
i.e. (A,B)-central algebras, and let M : C→ D be a 2-morphism in Alg2(S), i.e. an (A,B)-
central (C,D)-bimodule. Then M has a right (resp. left) adjoint in Alg2(S) if, and only if, it
has a right (resp. left) adjoint in Alg1(S), when regarded as a (C,D)-bimodule. The adjoints
in Alg2(S) are given by equipping the adjoints in Alg1(S) with canonical central structures.
We recall the following analog of Theorem 2.14, which reduces 3-dualizability to a finite
list of conditions:
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Theorem 2.21 ([Ara17, Proposition 1.2.1]). Let X be an object in a symmetric monoidal 3-
category C. Suppose that X has a dual and that the evaluation and coevaluation 1-morphisms
have right adjoints. Then X is 3-dualizable if, and only if, the unit and counit 2-morphisms
witnessing each of these two adjunctions (four maps in total) have right adjoints.
We may finally prove a complete characterization of 3-dualizable objects in Alg2(S).
Theorem 2.22. An E2-algebra A ∈ Alg2(S) is 3-dualizable if, and only if, A is dualizable
as an object of S, as an Ae-module, and as an HC(A)-module.
Proof. We recall from Theorem 2.19 the 2-dualizability data A∨, ev, coev, evR, coevR,
together with their units and counits ηev, ηcoev, ǫev, ǫcoev. By Theorem 2.21, A is 3-dualizable
if, and only if, these last four morphisms have right adjoints. By Proposition 2.20 these exist
if, and only if, the underlying bimodules have right adjoints which can be analyzed using
Proposition 2.13:
• ηev has a right adjoint if, and only if, A is dualizable as a A
e-module.
• ηcoev has a right adjoint if, and only if, A is dualizable as a HC(A)-module.
• ǫev has a right adjoint if, and only if, A is dualizable as an object of S.
• ǫcoev has a right adjoint if, and only if A is dualizable as a A⊠A-module via the right
A⊠A-action on A. Using the braiding we may identify A⊠A ∼= A⊠A⊗op as monoidal
categories, so that under this identification the A⊠A-action on A goes to the canonical
A
e-action on A.
Remark 2.23. Recall that the main result of [BJS18] was the construction of a 3-dualizable
subcategory of BrTens based on the notion of cp-rigidity, showing in particular that every
cp-rigid braided tensor category A is 3-dualizable. As a byproduct, we gave sufficient condi-
tion for dualizability of higher morphisms, not just those appearing as dualizing data for A.
On the other hand, there was no proof that cp-rigidity was necessary for 3-dualizability of a
braided tensor category, just that it was sufficient. Indeed, since cp-rigidity is not a priori a
Morita invariant, we do not expect it is a necessary condition.
By contrast, Theorem 1.2 gives a complete characterization of 3-dualizability, it is Morita
invariant, and the characterization holds for a general S. However, in the case S = Pr, let
us underscore that it remains an open question to characterize necessary conditions for 1-
dualizability in Pr [BCJF15, Remark 3.6], let alone as Ae- and HC(A)-modules, so that
in practice one must still appeal to the method of [BJS18] to establish the conditions in
Theorem 1.2.
2.3 Invertibility for E1- and E2-algebras
The goal of this section is to give a complete characterization of invertible objects in Alg1(S)
and Alg2(S). We begin with an elementary lemma.
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Lemma 2.24. Suppose C is a bicategory and f : x→ y a 1-morphism. It is invertible if, and
only if, it is right-adjointable and the unit and counit of the adjunction are isomorphisms.
By an iterated application of this lemma, we may give a straightforward characterization
of invertible objects in Algn(S). We begin with a characterization of invertible 1-morphisms
in Alg2(S).
Notation 2.25. Give C ∈ Alg1(S), we denote C
! = HomCe(C,C
e), and C∗ = HomS(C, 1S).
Theorem 2.26. Suppose B ∈ Alg2(S) is an E2-algebra and C an B-central algebra viewed
as a 1-morphism B → 1S. Then C is invertible if, and only if, C ∈ Alg1(S) is 2-dualizable
and the following maps are equivalences:
1. The evaluation map HomCe(C,C
e)⊠B C→ C
e.
2. The map B→ Z1(C) given by the B-central structure on C.
3. The evaluation map Hom(C, 1S)⊠C⊠BC⊗op C→ 1S.
4. The map C⊗op ⊠B C→ Hom(C,C) given by the left and right action of C on itself.
Proof. By Theorem 2.17 C admits a right adjoint C⊗op : 1S → B. The unit of the adjunction
η is C viewed as an (B,B)-centered (B,C⊠ C⊗op)-bimodule. The counit of the adjunction ǫ
is C viewed as a (C⊗op ⊠B C, 1S)-bimodule.
By Lemma 2.24 the 1-morphism C : B → 1 is invertible if, and only if, η and ǫ are
invertible. We will now analyze the invertibility of these 2-morphisms separately:
• By Lemma 2.24 the unit η is invertible if, and only if, it is right-adjointable with
the unit and counit being isomorphisms. By Propositions 2.13 and 2.20 η is right-
adjointable if, and only if, C is dualizable as a Ce-module, with dual C!. The unit of
this adjunction is B→ C!⊠CeC ∼= Z1(C). The counit of this adjunction is C
!
⊠BC→ C
e.
• By Lemma 2.24 the counit ǫ is invertible if, and only if, it is right-adjointable with
the unit and counit being isomorphisms. By Proposition 2.13 ǫ is right-adjointable
if, and only if, C is dualizable as an object of S, with dual C∗. The unit of this
adjunction is C⊗op⊠BC→ Hom(C, 1S)⊠C ∼= Hom(C,C). The counit of this adjunction
is C∗ ⊠C⊠BC⊗op C→ 1S.
The previous theorem recovers a well-known characterization of invertible objects in
Alg1(S) (see [Par76, Vit96, Joh14] for related characterizations).
Theorem 2.27. An E1-algebra C ∈ Alg1(S) is invertible if, and only if, it is 2-dualizable
and the following maps are isomorphisms:
1. C⊗op ⊠ C→ Hom(C,C) given by the left and right action of C on itself.
2. The inclusion of the unit 1S → Z1(C).
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Proof. We have an equivalence Alg1(S)
∼= HomAlg2(S)(1S, 1S) of monoidal (∞, 3)-categories.
Hence, C ∈ Alg1(S) is invertible if, and only if, it is invertible when viewed as a 1-morphism
1S → 1S in Alg2(S). By Theorem 2.26 it is equivalent to C ∈ Alg1(S) being 2-dualizable and
satisfying the 4 conditions of the theorem. Let us analyze them in pairs:
• The evaluation map C! ⊠ C→ Ce is a map of right Ce-modules, where on the lefthand
side Ce acts on C!. Since C ∈ S is dualizable and C! is dualizable as a Ce-module, C!⊠C
is dualizable as a Ce-module. In particular, the evaluation map is an isomorphism if,
and only if, its Ce-linear dual map is an isomorphism. But the dual map is Ce →
C∗ ⊠ C ∼= Hom(C,C), which is the map in the fourth condition of Theorem 2.26.
• In the map 1S → Z1(C) ∼= C
!
⊠Ce C both sides are dualizable in S: the dual of the
righthand side is
Hom(C! ⊠Ce C, 1S) ∼= HomCe(C
!,C∗) ∼= C∗ ⊠Ce C.
In particular, the dual of this map is the map C∗ ⊠Ce C→ 1S in the third condition of
Theorem 2.26.
Remark 2.28. In the preceding proof an essential role was played by the dual 1-morphisms.
Recall that the dual of a morphism f : x→ y between dualizable objects is the composite
y∨
id⊗ coev
−−−−−→ y∨ ⊗ x⊗ x∨
id⊗φ⊗id
−−−−−→ y∨ ⊗ y ⊗ x∨
ev⊗ id
−−−→ x∨.
In fact, if we view modules as 1-morphisms in the (∞, 3)-category Alg1(S), morphisms of
modules are 2-morphisms. The dual module is the adjoint 1-morphism and the dual of a
morphism of modules is called a “mate” of the 2-morphism.
Example 2.29. Let R be a commutative algebra and S = ModR the symmetric monoidal
category of R-modules. Theorem 2.27 characterizes invertible objects in Alg1(ModR) as
R-algebras A satisfying the following four conditions:
1. A is dualizable as an R-module (i.e., A is finitely generated and projective as an R-
module).
2. A is dualizable as an Ae-module (i.e., it is separable).
3. The natural morphism Aop⊗A→ HomR(A,A) given by the left and right action is an
isomorphism.
4. The morphism R→ Z(A) is an isomorphism (i.e., A is a central R-algebra).
In this case one may prove a stronger claim that some of these conditions are equivalent to
each other. Concretely, invertible objects in Alg1(ModR) are R-algebras A satisfying either
of the following equivalent conditions (see [DI71, Theorem II.3.4]):
• (Azumaya) A is a faithful dualizable R-module and the morphism Aop ⊗ A →
HomR(A,A) is an isomorphism.
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• (Central separable) A is a dualizable Ae-module and the morphism R→ Z(A) is an
isomorphism.
Finally, we come to the main result of this section:
Theorem 2.30. An E2-algebra A ∈ Alg2(S) is invertible if, and only if, it is 3-dualizable
and the following maps are isomorphisms:
1. (cofactorizability) HC(A)→ Hom(A,A).
2. (factorizability) A⊠Aσop → Z1(A).
3. (nondegeneracy) The inclusion of the unit 1→ Z2(A).
Proof. Clearly, an invertible E2-algebra is 3-dualizable, so by Theorem 2.22 dualizability of
A as an HC(A)-module is necessary. From now on we make this assumption. Recall that
A ∈ Alg2(S) is 1-dualizable with the dual given by A
σop. The evaluation map ev associated
with this duality is A viewed as a A ⊠ Aσop-central algebra. Therefore, A ∈ Alg2(S) is
invertible if, and only if, ev : A ⊠ Aσop → 1S is an isomorphism. By Theorem 2.26, this is
equivalent to the 4 conditions listed there.
Since A is assumed to be dualizable over Ae, condition (1) is equivalent to the condition
(2) after taking the dual over Ae. Condition (2) is precisely the condition that A⊠Aσop →
Z1(A) is an isomorphism. Since A is dualizable over HC(A), condition (3) is equivalent after
applying Hom(−, 1S) to the condition that 1S → HomHC(A)(A,A) = Z2(A) is an isomor-
phism. Finally, the condition (4) is the condition that the map HC(A)→ Hom(A,A) is an
isomorphism.
3 Invertibility of finite braided tensor categories
In this section we show that for finite braided tensor categories (in the sense of [EO04]), the
three conditions for invertibility given in Theorem 1.4 are already mutually equivalent.
3.1 Categorical setup
We begin by recalling some categorical background. All categories we consider are k-linear
(i.e, enriched and tensored over k), where k is an algebraically closed field of characteristic
zero, and all functors are k-linear functors.
We will consider the symmetric monoidal 2-category Pr of locally presentable categories,
their colimit preserving functors, and their natural transformations. By the special adjoint
functor theorem, a functor between locally presentable categories is colimit preserving if, and
only if, it is a left adjoint: to emphasize this, we will use the notation FunL(C,D) in place
of HomPr(C,D). The symmetric monoidal structure is given by the so-called Deligne-Kelly
tensor product. For recollections about the notion of local presentability see [BJS18]. The
most important class of locally presentable categories for us are those which have enough
compact projectives.
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Definition 3.1. An object X of a presentable category C is compact-projective if the func-
tor Hom(X,−) : C → Vect is colimit preserving. The category C has enough compact
projectives if every object of C can be expressed as a colimit of compact-projective objects.
Equivalently, a category C has enough compact projectives if, and only if, it is equivalent
to the free cocompletion Fun(C˜op,Vect) of a small category C˜, i.e. if it is a presheaf category.
Remark 3.2. It is shown in [BCJF15] that categories with enough compact-projectives are
1-dualizable as objects of Pr, and conjectured there that these are the only 1-dualizable
objects.
Definition 3.3. A category C has a compact-projective generator if the category C˜
may be taken to have a single object, and is finite if the endomorphism algebra of that
object is finite-dimensional.
Equivalently, a category with a compact-projective generator is one which is equivalent
to A-mod for some associative algebra A, and a finite category is one for which A may be
taken to be finite-dimensional. The following proposition gives a characterization of these
notions internally to Pr. The proof is straightforward.
Proposition 3.4. Suppose that C ∈ Pr has enough compact projectives.
1. The identity endofunctor idC ∈ EndPr(C) is a compact object if, and only if, C admits
a compact-projective generator.
2. The identity endofunctor idC ∈ EndPr(C) is a projective object if, and only if, C is
semisimple.
3. Under assumption (1) (resp, (1) and (2)), C is finite (resp, finite semisimple) if, and
only if, Hom spaces between compact objects are finite-dimensional.
Remark 3.5. It follows easily from Proposition 3.4 that amongst categories with enough
compact projectives the 2-dualizable categories are precisely the finite semisimple categories.
This also follows from [BDSV15, Appendix A] and [Til98], because their category Bim (of
Cauchy complete categories, bimodules, and bimodule maps) is equivalent – via taking the
free cocompletion of categories – to the full subcategory of Pr whose objects are those with
enough compact projectives.
We will use the term tensor category to mean an E1-algebra in Pr, and the term
braided tensor category to mean an E2-algebra inPr. In particular, we will always assume
that the underlying category in each case is locally presentable, and that the tensor product
bifunctor A × A → A preserves colimits in each variable, so that it defines a morphism
A⊠A→ A in Pr. We introduce the notations Tens = Alg1(Pr) and BrTens = Alg2(Pr).
Let us begin by relating the Drinfeld and Müger centers to the more general notions
introduced in Section 2.1. The following statement is proved in [EGNO15, Proposition
7.13.8].
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Proposition 3.6. Let C ∈ Alg1(Pr) be a tensor category. Then Z1(C) is equivalent to the
Drinfeld center: the category of pairs (x, γ), where x ∈ C and γ : (−) ⊗ x
∼
−→ x ⊗ (−) is an
associative natural isomorphism.
We may also analyze the E2-center of a braided tensor category.
Proposition 3.7. Let A ∈ Alg2(Pr) be a braided tensor category. Then Z2(A) is equivalent
to the Müger center: the full subcategory of A consisting of objects x ∈ A such that σy,x ◦
σx,y : x⊗ y → x⊗ y is the identity for every y ∈ A.
Proof. Suppose B ∈ Alg2(Pr) and A is a B-central algebra. The central structure boils down
to the data of a tensor functor T : B→ A together with a natural isomorphism τ : T (z)⊗x→
x⊗T (z) for every z ∈ B and x ∈ A. By [Lau18, Proposition 3.34] HomA⊠BA⊗op(A,A) is a full
subcategory of the Drinfeld center Z1(A) consisting of objects (x, γ), where γT (z) : T (z)⊗x→
x⊗ T (z) coincides with τ for every z ∈ B.
The E2-center Z2(A) is given by this construction with B = A ⊠ A
σop. The B-central
structure on A sends z⊠ 1 ∈ B to z ∈ A with τ given by σz,x : z⊗ x→ x⊗ z and 1⊠ z ∈ B
to z ∈ A with τ given by σ−1x,z : z⊗x→ x⊗z. Therefore, Z2(A) ⊂ Z1(A) is a full subcategory
consisting of objects (x, γ), where
γz = σx,z = σ
−1
z,x,
i.e. of objects lying in the Müger center.
Let us recall some standard rigidity and finiteness assumptions on tensor categories.
Definition 3.8. Suppose a tensor category A has enough compact projectives.
• We say A is cp-rigid if all compact projective objects of A are dualizable.
• We say A is compact-rigid if all compact objects of A are dualizable.
• We sayA is a finite tensor category if it is compact-rigid, and its underlying category
is finite.
• We say A is fusion if it is a finite tensor category and the underlying category is
semisimple.
• We say A is a finite braided tensor category (resp., braided fusion category) if
it is braided, and its underlying tensor category is a finite tensor category (resp., fusion
category).
These definitions are compatible with the most standard definition of [EO04] in the
following sense: a tensor (resp., braided tensor) category is finite in the above sense if,
and only if, it is the ind-completion of a finite tensor category (resp., finite braided tensor
category) in the sense of [EO04] and [Shi19b]. The next proposition is proved in [BJS18],
by verifying closure under composition.2
2Both parts of this proposition require characteristic zero, otherwise one needs to restrict to fusion
categories and braided fusion categories of nonzero global dimension.
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Proposition 3.9. We have higher subcategories of Tens and BrTens, defined as follows:
• Fusion categories, semisimple bimodule categories, compact-preserving cocontinuous bi-
module functors, and natural transformations form a subcategory Fus of Tens.
• Braided fusion categories, fusion categories equipped with central structures, finite
semisimple bimodule categories, compact-preserving cocontinuous bimodule functors,
and bimodule natural transformations form a subcategory BrFus of BrTens.
Remark 3.10. We warn the reader that although there is a 3-category of finite tensor
categories, finite bimodule categories, compact-preserving cocontinuous bimodule functors,
and bimodule natural transformations which was the main object of study in [DSPS13], we
do not know of a similar 4-category whose objects are finite braided tensor categories. The
issue is that the relative tensor product of finite tensor categories over a finite braided tensor
category will not again be finite (because it will only be cp-rigid and not compact rigid).
Remark 3.11. It is shown in [DSPS13] and [BJS18], respectively, that finite tensor cat-
egories and cp-rigid tensor categories are 2-dualizable in Tens. It is shown in [BJS18]
that cp-rigid braided tensor categories are 3-dualizable in BrTens. Finally, it is shown in
[DSPS13] and [BJS18] that fusion categories are 3-dualizable in Tens and braided fusion
categories are 4-dualizable in BrFus. We expect that a finite braided tensor category is
4-dualizable in BrTens if, and only if, its Müger center is semisimple, but we do not know
a proof.
Remark 3.12. Consider a non-semisimple and non-degenerate braided tensor category A,
such as the category of representations for the small quantum group at a primitive ℓ-th root
of unity, where ℓ is odd, not divisible by the lacing number and coprime to the determinant
of the Cartan matrix [Ros93], [Tur10, Chapter XI.6.3], [LO17]. Note that this example is
not braided fusion, and so its 4-dualizability does not follow from [BJS18]. Furthermore,
its underlying category of A is not 2-dualizable by Remark 3.5 However, simply because
invertibility implies full dualizability, we may conclude in particular thatA is fully-dualizable.
In particular, we see that an E2-algebra in S can be 4-dualizable even when the underlying
object is not 2-dualizable in S.
We end this section with a result identifying HC(A) and Z1(A) as plain categories.
Proposition 3.13. Let A be a cp-rigid braided tensor category. Then there is an equivalence
of categories HC(A) ∼= Z1(A).
Proof. Consider the monoidal equivalence L : A → A⊗op which sends every compact pro-
jective object x to the left dual ∨x. By [BZN09, Proposition 3.13] and [DSPS13, Theorem
3.2.4] we may identify
Z1(A) = HomAe(A,A) ∼= A⊗Ae idALL,
where idALL is the (A,A)-bimodule A which has a regular left A-action, but whose right
A-action is given by LL.
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Now consider the identity functor id : A → A equipped with the monoidal structure
σ2 : x⊗ y
σx,y
−−→ y ⊗ x
σy,x
−−→ x⊗ y. By [BZBJ18, Lemma 3.9] we may identify
HC(A) ∼= A⊗Ae idA(id,σ2),
where idA(id,σ2) is the (A,A)-bimodule A which has a regular left A-action, but whose right
A-action is given by the monoidal functor (id, σ2).
But by [EGNO15, Proposition 8.9.3] we have a natural monoidal isomorphism (id, σ2)⇒
LL which identifies the two bimodules.
Note that in the cp-rigid case the natural monoidal structures on HC(A) and Z1(A)
are nevertheless different as illustrated in Example 3.14. In the symmetric fusion case the
compatibility between the two tensor structures on HC(A) ∼= Z1(A) is studied in [Was20].
From a TFT perspective, these monoidal structures may be understood as follows: the
monoidal structure on HC(A) is obtained by embedding annuli inside one another (see
[BZBJ18, Figure 1]), while the monoidal structure on Z1(A) comes from the embedding
of the two incoming and one outgoing annuli as the boundary of the pair of pants cobor-
dism. From this point of view it becomes clear that the latter tensor product is braided
monoidal, while the former is only monoidal in general.
Example 3.14. Suppose G is a finite group and let A = Rep (G) be the category of G-
representations. Then HC(A) ∼= Z1(A) ∼= QCoh
(
G
G
)
is the category of adjoint-equivariant
quasi-coherent sheaves on G. The symmetric tensor structure coming from HC(A) corre-
sponds to the pointwise tensor product of quasi-coherent sheaves, while the braided tensor
structure coming from Z1(A) corresponds to the convolution tensor structure.
3.2 The canonical coend and end
Let A be a cp-rigid braided tensor category and denote by Acp ⊂ A the full subcategory of
compact projective objects. The tensor product functor T : A ⊠ A → A admits a colimit-
preserving right adjoint TR : A → A ⊠ A (see e.g. [BJS18, Section 5.3]), so that we have a
coend formula
TR(1A) =
∫ x∈Acp
x∨ ⊠ x ∈ A⊠A.
Definition 3.15. The canonical coend is the object F ∈ A defined as
F = TTR(1A) =
∫ x∈Acp
x∨ ⊗ x.
We denote by πx : x
∨ ⊗ x → F the natural projection. The canonical coend F admits
a natural structure of a braided Hopf algebra in A illustrated in Fig. 1. These have been
studied extensively, see e.g. [LM94, Lyu95, BV08, Shi19b].
Moreover, F is equipped with the following additional algebraic structures. There is a
Hopf pairing ω : F ⊗ F → 1A and an isomorphism τV : F ⊗ V → V ⊗ F for every V ∈ A
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x∨ x y
∨ y x∨ x
x x∨
x∨ x
x∨∨ x∨
x∨ x
Figure 1: Multiplication m, coproduct ∆, counit ǫ and antipode S on F.
illustrated in Fig. 2. The isomorphism τV allows one to identify left F-modules with right
F-modules, so the category ModF(A) inherits a monoidal structure given by the relative
tensor product over F. We denote by
trivr : A −→ ModF(A)
the functor which sends an object V ∈ A to the trivial right F-module. The following is
proved in [BZBJ18, Section 4] for compact-rigid categories, and can be extended to cp-rigid
categories using [BJS18, Proposition 5.10].
Proposition 3.16. We have an equivalence of monoidal categories HC(A) ∼= ModF(A).
Under this equivalence the HC(A)-module structure on A is given by
M,V 7→M ⊗F trivr(V ).
x∨ x y∨ y
Figure 2: Hopf self-pairing ω and the isomorphism τV .
Dually, we may also consider the canonical end. Recall that FunL(A,A) denotes the cat-
egory of colimit-preserving functors A→ A. Consider the tensor product functor tens : A→
FunL(A,A) given by x 7→ x⊗ (−). It admits a right adjoint [JK01, Shi19a]
tensR(F ) =
∫
x∈Acp
F (x)⊗ x∨.
19
Definition 3.17. The canonical end is the object E ∈ A defined as
E = tensR(id) =
∫
x∈Acp
x⊗ x∨.
The object E is naturally an algebra via the lax tensor structure on tensR. We will use
the following result.
Proposition 3.18. Let A be a finite compact-rigid braided tensor category. Then
tensR : FunL(A,A)→ A
is monadic and it identifies
FunL(A,A) ∼= ModE(A).
Proof. Let Ac ⊂ A be the full subcategory of compact objects. Since A is locally finitely
presentable, we may identify
FunL(A,A) ∼= Ind Funrex(Ac,Ac),
where Funrex(−,−) is the category of right exact functors.
Since A is compact-rigid, Ac is rigid. So, Ac is an exact Ac-module category in the sense
of [EO04, Definition 3.1]. Clearly, it is also indecomposable. According to [Shi19a, Theorem
3.4], tensR restricts to an exact and faithful functor
Funrex(Ac,Ac)→ Ac.
So, tensR : Fun(A,A)→ A is cocontinuous.
Since A is compact-rigid, tensR carries an A-module structure, so that the composition
tensR◦tens is canonically isomorphic to the endofunctor of A given by tensoring with E. The
result then follows from the standard monadic argument (see [BZBJ18, Section 4.1]).
3.3 Cofactorizability and the Drinfeld map
There is a canonical Drinfeld map Dr: F → E shown in Fig. 3.
In this section we establish that in the finite setting cofactorizability is equivalent to
invertibility of the Drinfeld map.
Proposition 3.19. Let A be a finite compact-rigid braided tensor category. It is cofactoriz-
able if, and only if, the Drinfeld map Dr: F → E is an isomorphism.
Proof. Let free : A → HC(A) be the functor x 7→ x ⊗ F sending x ∈ A to the free right
F-module; its right adjoint is the forgetful functor forget : HC(A)→ A.
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x∨ x
y y∨
Figure 3: Drinfeld map Dr: F → E.
Consider the commutative diagram
HC(A) // Hom(A,A)
A
free
cc❋❋❋❋❋❋❋❋❋
tens
99ssssssssss
Passing to right adjoints of vertical functors by Proposition 3.16 and Proposition 3.18
we get monadic functors. Therefore, the functor HC(A)→ Hom(A,A) is an equivalence if,
and only if, the associated functor of monads forget ◦ free⇒ tensR ◦ tens is an equivalence.
Since both monads are given by tensor product with an algebra, it is enough to show that
the value of the above functor on 1A is an isomorphism, i.e. that the map
(forget ◦ free)(1A) = F −→ (tens
R
◦ tens)(1A) = E
is an isomorphism.
For V ∈ A we have a commutative diagram
HomA(V,F) //
∼

HomA(V,E)
∼

HomHC(A)(V ⊗ F,F) // HomHom(A,A)(V ⊗ (−), id)
where the map at the bottom sends f : V ⊗ F → F to the bottom map in the commutative
diagram
(V ⊗ F)⊗F y
f⊗id
//
∼

F ⊗F y
∼

V ⊗ y // y
Taking V = F equipped with the identity map F → F the induced map F ⊗ y → y is given
by treating y ∈ A as a left F-module via trivr. The map F → y ⊗ y
∨ is therefore given by
the y ⊗ y∨-component of the Drinfeld map Dr: F → E, see Fig. 4.
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x∨ x y x∨ x
y y∨
Figure 4: The action map F ⊗ trivr(y)→ trivr(y) and the corresponding map F → y ⊗ y
∨.
We can now collect all results about invertibility of finite braided tensor categories in the
following statement.
Theorem 3.20. Let A be a compact-rigid finite braided tensor category. The following
conditions are equivalent:
1. A is invertible.
2. A is non-degenerate: the natural functor Vect→ Z2(A) is an equivalence.
3. A is factorizable: the natural functor A⊠Aσop → Z1(A) is an equivalence.
4. A is cofactorizable: the natural functor HC(A)→ Hom(A,A) is an equivalence.
5. The Hopf pairing ω : F ⊗ F → 1A is non-degenerate.
6. The Drinfeld map Dr: F → E is an isomorphism.
Proof. [Shi19b, Theorem 1.1] establishes an equivalence between conditions (2), (3) and
(5). [FGR19, Proposition 4.11] establishes an equivalence between conditions (5) and (6).
Proposition 3.19 establishes an equivalence between conditions (4) and (6).
Finally, Theorem 2.30 asserts that condition (1) is equivalent to a combination of condi-
tions (2), (3) and (4) which finishes the proof.
4 The Picard group of BrTens and the Witt group
In this section we recall the Witt group of non-degenerate braided fusion categories [DMNO13],
and identify it with the Picard group of BrFus. We then state a number of questions con-
cerning the Picard group of BrTens, which we regard as a non-fusion generalization of the
Witt group.
Recall that non-degenerate braided fusion categories form a monoid under the Deligne-
Kelly tensor product. Non-degenerate braided fusion categories A and B are Witt equiva-
lent if there exist fusion categories C and D with A⊠ Z1(C) ≃ B⊠ Z1(D) as braided tensor
categories. That is, Witt equivalence is the equivalence relation generated by equating cat-
egories which are braided tensor equivalent, and setting Drinfeld centers to be trivial.
Definition 4.1 ([DMNO13]). The Witt group of non-degenerate braided fusion cat-
egories is the quotient monoid of non-degenerate braided fusion categories, by Witt equiv-
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alence. The inverse operation is [A]−1 = [Aσop], due to the factorizability property Z1(A) ≃
A⊠Aσop of non-degenerate braided fusion categories.
Recall that the Picard group Pic(T) of a symmetric monoidal n-category T is the group
whose elements are equivalence classes of invertible objects and whose composition is given
by tensor product. The main results of this paper give a concrete description of the elements
of the Picard group of BrTens and its subcategory BrFus. In the latter case, we have:
Theorem 4.2. The Picard group of BrFus is naturally isomorphic to the Witt group of
non-degenerate braided fusion categories.
Proof. By Theorem 3.20, the non-degenerate braided fusion categories are exactly the in-
vertible objects of BrFus, so it only remains to show that the a A-central fusion category
C gives an equivalence between A and Vect if and only the natural map A → Z1(C) is an
equivalence. This was already proved in [JMPP19, Theorem 2.23].
We also give an alternate proof using our techniques. Let us apply Theorem 2.26 in the
case S = Pr and B = A. Note that C is dualizable as an A- and as a C⊗op⊠A C-module (e.g.
by [BJS18, Theorem 5.16]). Then we obtain that an A-central fusion category C gives an
equivalence between A and Vect if and only if the following four functors define equivalences
of categories:
1. Ce → HomA(C,C) given by the left and right action of C on itself.
2. A→ Z1(C) given by the A-central structure on C.
3. Vect→ HomC⊗op⊠AC(C,C) given by the inclusion of the identity.
4. C⊗op ⊠A C→ Hom(C,C) given by the left and right action of C on itself.
Condition (2) holds by assumption. Using (2), condition (3) reduces to the triviality of
HomC⊗op⊠Z1(C)C(C,C). As in the proof of Proposition 3.7, we use [Lau18, Proposition 3.34]
to rewrite HomC⊗op⊠Z1(C)C(C,C) as the full subcategory of Z1(C) consisting of objects (x, γ),
where for every other pair (y, γ′) we have γy = (γ
′
x)
−1 as maps x⊗ y → y⊗x. Equivalently,
γ′x◦γy = idx⊗y, i.e. (x, γ) lies in the Müger center. Thus, condition (3) becomes the triviality
of Z2(Z1(C)), which automatically holds for finite tensor categories, see [ENO04, Proposition
4.4].
We then have that (2) implies (1) and (3) implies (4) by the double commutant theorem
[EGNO15, Theorem 7.12.11].
According to Theorem 4.2, we may regard Pic(BrTens) as a natural generalization of
the Witt group, without the finite and semisimple assumptions. The inclusion of BrFus
into BrTens induces a group homomorphism
ρ : Pic(BrFus)→ Pic(BrTens).
This observation leads to a number of interesting and apparently non-trivial questions. Let
us stress that we are not venturing conjectural answers to any of these questions.
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Question 4.3. Is the homomorphism ρ injective? In other words, can it happen that two
non-degenerate braided fusion categories are equivalent in BrTens, via a central algebra
which is not itself fusion, hence not a 1-morphism in BrFus?
Question 4.4. If a finite tensor category is trivial in the Witt group, must it be the center
of a finite tensor category?
Question 4.5. Is the homomorphism ρ surjective? In other words, is every invertible braided
tensor category in fact equivalent in BrTens to a non-degenerate braided fusion category?
Question 4.6. Is every invertible braided tensor category equivalent in BrTens to a finite
braided tensor category?
Question 4.7. Is the Drinfeld center of any finite tensor category trivial in Pic(BrTens)?
We note that Drinfeld centers of infinite tensor categories are not typically invertible, let
alone trivial in Pic(BrTens). We note also that condition (2) in Theorem 2.26 establishes
the reverse implication, that trivial elements of Pic(BrTens) necessarily represent Drinfeld
centers. However, the argument from Theorem 4.2 showing that centers of fusion categories
are trivial does not apply, a priori. This is because the relative tensor product of finite tensor
categories over a centrally acting braided tensor category might not be finite (in particular,
might not be compact-rigid) and so the double-commutant theorem does not apply.
Recall that the higher Picard groupoid Pic(T) of a symmetric monoidal n-category is
the subgroupoid of invertible objects and invertible higher morphisms in T. By definition,
we have π0(Pic(T)) = Pic(T) but it is then interesting to study higher homotopy groups.
It is known that π1, π2, and π3 of Pic(BrFus) vanish (the proof of this uses the notion of
FP-dimensions), and that π4 = k
×.
Question 4.8. What is the Postnikov k-invariant relating the π0 and π4 of Pic(BrFus)?
Question 4.9. What is the homotopy type of Pic(BrTens)?
A symmetric tensor category may be regarded as an Ek-algebra in Pr for any k ≥ 3.
Moreover, as observed in [Hau17, Section 1.2], one has ΩPic(Algk(Pr))
∼= Pic(Algk−1(Pr)).
So, the collection of symmetric monoidal ∞-groupoids Pic(Algk(Pr)) forms a spectrum.
Question 4.10. What are the homotopy groups of this spectrum?
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