In this article, we present two neural architectures for the control of socially interacting robots. Beginning with a theoretical model of interaction inspired by developmental psychology, biology and physics, we present two subcases of the model that can be interpreted as "turn-taking" and "synchrony" at the behavioral level. These neural architectures are both detailed and tested in simulation. A robotic experiment is even presented for the "turn-taking" case. We then discuss the interest of such behaviors for the development of further social abilities in robots.
Introduction
With the democratisation of robotics, an important effort is made to make those "technological" machines more attractive for human beings. For instance, a major focus of interest is put on the expressiveness and the aspect of the robots [11, 27, 34] : the question is then how to design "cute" robots? Nevertheless, if the aim of these approaches is to facilitate human-machine communication, they often neglect to consider the dynamics of the interaction between two agents. In our opinion, intuitive communication (verbal or not) refers to the ability "to take turn" in the interaction or to be "synchronized" with the other: in summary, to adapt its own dynamics to the other's behavior via the integration of the global dynamical exchange. In consequence, our aim is to design robotic controllers that can adapt to the interaction, embed fundamental dynamical properties, and make emerge communicative behaviors such as the "ability to synchronize" and "alter-1 E-mail: revel@ensea.fr 2 E-mail: andry@ensea.fr nate the exchange". To support this approach, we take inspiration from different scientific fields that have to deal with interaction: dynamical systems, developmental psychology, and neurobiology. In this paper, we will show how "synchrony" and "alternation" can emerge from a simple neural model of interaction. Next, the underlying dynamical parameters of the model will be applied to 2 robotic controllers in order to increase their interactional abilities.
Neural model of agents interaction
2.1. Inspiration
Developmental psychology
Developmental psychology aims at understanding how the sensory, motor and cognitive capabilities of the individual evolve from birth. In the frame of longitudinal studies applied to populations with selected developmental ages, researches detect and observe the emergence, or the disappearance of behaviors, allowing to formulate hypothesis and models of the underlying sensori-motor and cognitive mechanisms. In this discipline, a lot of issues are concerned with the progressive rise of communication among babies and young children.
It has been described that human communication can adopt several modalities [47] : language, paralanguage and kinesic. Paralanguage are the nonverbal voice and sounds which can be emitted. Kinesic stands for the "body-language" (facial expressions, gaze, gestures, postures, head and body movements, haptics and proxemics). Obviously, nonverbal communication is anterior to language in development.
As our goal is to tackle intuitive communication, and as our robots are not verbal, we are essentially interested in that latter kind of communication.
At a behavioral point of view, it has been shown that in our daily activities the social context is formatted by physical interactions. One example is, for instance, the emergence of rhythmic applause in a crowd [38] . Another interesting example is the fact that we can adopt a similar posture [9] when interacting with another. More precociously, adults and neonate participate in a social interaction via head movements [43] what seems to suggest that very early in development, humans are equipped to deal with social interaction.
In particular, Neo-natal imitation (from [32, 33, 29] ), has been widely studied for its presumed implication in communication. In neo-natal imitation the observation by the baby of facial expressions performed by the experimenter gives rise to basic imitation (tongue protrusion, eye blinking, vocalizations). As experiments has been done with babies aged of a few minutes old, this kind of imitation is not supposed to be learned. This phenomenon asks an important question concerning the function of such a low-level imitative behavior. Answering this question, a few developmental psychologists have emphasized that imitation has not only a learning function but also a communication one [36, 12] . They have suggested that neo-natal imitation is a pre-linguistic mode of communication that does not require any interaction protocol but can be the basis of subsequent higher level communication and social abilities. More precisely, Nadel has emphasized the fact that synchrony and "turn-taking" are fundamental for communication [37] .
Several recent experiments seem to validate this point of view. Oullier, for instance [41] , has proposed a simple experimental paradigm in which pairs of participants facing each other are required to ac-tively produce actions, while provided (or not) with the vision of similar actions being performed by someone else. Results reveal that spontaneous phase synchrony (i.e. in-phase co-ordinated behavior) between two people emerges as soon as they exchange visual information, even if they are not explicitly instructed to co-ordinate with each other.
In a similar experiment, [26] tries to identify whether an interpersonal motor co-ordination emerges between two participants when they intentionally tried to not co-ordinate their movements between each other. The goal of the first two situations was for participants to intentionally co-ordinate or not co-ordinate their movements between each other. The results revealed in the "not co-ordinate" condition the emergence of an unintended co-ordination in the frequency domain. What is however interesting to notice is that the results also reveal the presence of individual intrinsic motor properties (motor signature) in the 2 conditions. These results indicate that, when there was information sharing, participants could not avoid (unintentionally) co-ordinating with someone. This is consistent with the results found by [55] in EEG. In a specially designed dual electroencephalogram system, pairs of participants executing self-paced rhythmic finger movements with and without vision of each other's actions were continuously monitored and recorded. After analysis, a pair of oscillatory components (phi1 and phi2) located above the right centro-parietal cortex distinguished effective from ineffective co-ordination: increase of phi1 favored independent behavior and increase of phi2 favored co-ordinated behavior. The author's hypothesis is that the phi complex rejects the influence of the other on a person's ongoing behavior, with phi1 expressing the inhibition of the human mirror neuron system and phi2 its enhancement.
In this section, we have shown that synchronization behaviors exist very early in human and persists in time. This can suggest that they could have a early and perennial effect on the structure of interpersonal non-verbal communication.
Synchrony in biological systems
We have seen that behavioral synchronisation exists in social contexts. The question is then: are they individual mechanisms that can help synchrony between humans ?
In fact, many biological activities in human are naturally synchronized. For instance, it has been shown that heartbeat, respiration and locomotion in humans walking or running on a treadmill are synchronized [40] .
The role of circadian rhythm has also been proved to have effect on the oscillation of hormone secretion, core body temperature and lymphocyte number [3, 35, 48] .
It has also been shown that we are well equipped to satisfy auto-synchrony (for instance with fingers [22] ). What is interesting to note is that the result is different in function of speed of motion: we are in phase for slow motion, and anti-phase for increasing speed.
When regarding underlying neural circuits, there is also evidence that synchrony exists within brain areas and between them, and is even crucial for information processing [56, 49] . For instance, synchronization in the visual cortex seems responsible of binding of related visual features [20, 56] . Synchronization of oscillatory activity in the sensorimotor cortex serve also for the integration and coordination of information underlying motor control [31] . Simultaneous spiking in neural population has also been observed in olfaction [51] and touch [50] .
In certain cases, synchronization of neural populations leads to pathological disorders. For instance, Parkinson tremors seem to be due to synchronization between the cortex and the basal ganglia [15, 54] .
Dynamical systems
In 1665, C.Huygens described how two clocks anti-synchronize after a while by mutually interacting together [23] . Since this discovery, the selforganization of synchronization phenomenon has been widely studied by nonlinear dynamics [21, 39] . In physics, relaxation oscillators have been modeled by Van Der Pol [46] . More recently, the synchronization mechanisms has been deeply studied between 2 or several oscillators, even in the case of chaotic systems [45, 42, 53] . This has lead to a better understanding and modeling of the mechanisms involved during mutual interaction.
As far as we are concerned, this discipline provides a theoretical framework for the study of interacting/coupled social systems.
Taking inspiration from non-linear dynamics we propose that basic dynamical social properties may emerge from the dynamical perception/action interaction of two identical oscillatory systems in interaction. The main idea is that the value of the oscil-lators embedded in each robot models an internal propensity to "interact" with the other robot.
The oscillator is supposed to be connected both to sensations and actions: perception modulates this oscillator while this latter modifies the actions (inhibition, modulation, activation...).
Formal model of the oscillator
The oscillator we use is made of 2 neurons (u and v) inhibiting each other proportionally to the parameter β. The equations are given in 1 (see also fig.1 ).
With f (.) being the activating function of the neurons.
In a first approximation, we consider the function f (.) as the identity function. Equation 1 becomes:
By approximating the derivative of a function by:
By deriving the first line of equation and simplifying equation 3, we get: u ′′ (t) + β 2 · u(t) = 0 Solutions of such an equation have the following form:
That is an oscillatory function with frequency ν = β 2π
Linking 2 oscillators together
When considering the interaction between the 2 agents, it can simply be obtained by linking the output of neuron u 1 of agent 1 (considered as the "action" performed by agent 1) to the input of neuron u 2 of agent 2 (considered as the "sensation" of agent 2) and reversely.
In that case, we want to study the form of the interaction between the 2 systems. Fig. 1 . The oscillator is made of 2 neurons, u and v, with a self-connection weighted to 1. A link whose weight is +β connects v to u, and a link whose weight is −β connects u to v.
Formally, this interaction can be modeled by transforming equation 3 into:
With I 21 the value of the inhibition between agent 2 and 1 and I 12 the value of the inhibition between agent 1 and 2.
By deriving the first line of those equations and by reducing with the second line, we get:
Let us consider to simplify that: I 12 = I 21 = ε a weak value of the interaction. The previous equation becomes:
2.2.1.1. Oscillatory solutions We consider here that oscillatory solutions can exists. For that purpose, we consider the variables (A 1 and A 2 being complex):
Considering that 7 can be rewritten as:
We can deduce that:
As
As A is a complex amplitude, we can turn it into
After substitution in 10 and simplifications, we get:
Grouping real and imaginary terms and considering Ψ = Φ 2 − Φ 1 leads to:
we finally reach the following equation:
The equation in Ψ has different behavior according to the sign of ε.
2.2.1.2.
If ε > 0 (positive coupling) The stable solution stands for Ψ = 0="synchronous case".
Indeed, in that case, supposing that R2
Whose solution is Ψ = e − ε τ t . The only stable solution stands for ε > 0.
The stable solution stands for Ψ = π="phase opposition".
Indeed, in that case, supposing that Ψ = π + φ:
Whose solution is φ = e ε τ t with a stable solution only if ε < 0.
Interpretation of the model for social interaction
Given this theoretical framework, we can give an interpretation of this model at the level of social interaction. The oscillator could be an abstraction of the agent's motivation for action: if the oscillator is "up", the system tends to produce actions; if the oscillator is "down", it does not produce actions. The inhibition coupling is then a model of the interaction between the agents which is supposed to be "perfect" (without loose of energy).
2.2.2.1.
Phase opposition (ε < 0 ) In this case, we are in the situation where the two oscillators reciprocally alternate in motor production: when an agent acts the other stops any action until this situation alternates. It is interesting to notice that in such a case, the alternation itself is an emergent property of coupling. Interpreting this situation as a social interaction, the model suggests that a "turn-taking" behaviour, as demonstrated by young children, may naturally emerge from the dynamical interaction between 2 agents (cf. section 2.1.1).
2.2.2.2.
Phase synchronisation (ε > 0 ) In this case, the interaction allows to reciprocally exchange energy which results in the synchronization of oscillators: both agents performs the same action at the same time. It typically corresponds to a minimal interaction, where each agent is able to produce its motor repertoire, and at the same time to modulate its production in order to adapt to the other's one. In other words, solving the trade-off between producing actions of self and observing those of others, as observed among young children naturally performing immediate and spontaneous imitations in the frame of pre-verbal communication (cf. section 2.1.1).
In the following section, we will consider those two sub-cases in the context of robotics control architectures.
Designing an interactive robotic controller

The case of negative coupling: turn taking
In this section, we explore the idea that the formal model developed above can make a kind of "turntaking" behaviour emerge from the dynamical interaction between 2 agents (see figure 2 ). Each agent is driven by an internal oscillator and produces actions depending on this oscillator. A noise due to the environment and the hardware devices appears on the signal between the two oscillators.
Simulation results
To test the conditions and the limits of the antisynchronization between the two oscillators in interaction we varied the different parameters in simulation: the oscillator 1 was kept unchanged (β 1 = 0.2) while the oscillator 2 was varied between 0.02 and 0.4 with a step of 0.01. The inhibition between the two systems was also varied between 0. and 0.1 with a step of 0.02. We observe in figure 3 Left. which plots the difference of frequencies f 1 − f 2 that they get completely synchronized (∆ f = 0) in the vicinity of the mean frequency (this is called "frequency locking"). In addition, as the inhibition increases, the locking region gets wider and wider. The regions of synchronization observed in simulation are analogous to the "phase locking domain" described as "tongues" by Arnold : when two periodic oscillators are coupled together there are parameter regions called "Arnold tongues" where they mode lock and their motion is periodic with a common frequency [2] .
Concurrently with "frequency locking", it can be observed (an example is given in figure 3 -right, which plots u 1 (n) in function of u 2 (n) with f 1 = f 2 and I = 0.5) that both oscillators converge to a constant phase shift of π. That precisely corresponds to anti-synchronization. This phenomenon is described as "phase locking of periodic oscillators" [52] .
Robotic implementation
To transpose the conceptual model to a robotics platform, the way the oscillators and their interaction could be embodied in a concrete robot should be considered. In particular, the reciprocal influ- ence between the two oscillators is then mediated by the environment. In the robotic platform ADRI-ANA (ADaptable Robotics for Interaction ANAlysis -see [28] for details), dedicated to the study of interaction and communication features, the detection of movements and a moving arm are used to interact (see fig.4 ). Fig. 4 . In the present experiment ADRIANA is customized with a single arm for each robot and a webcam which enables the robot to see the other robot but not to see its own arm. The two robots move their arms according to their own dynamic. They influence each other by seeing the movement of the other robot.
Each robot has one arm and the camera is put in front of the arm so as each robot faces the other robot in order to perceive its arm movements. The architecture controlling each robot is made of two parts: the oscillator described in the previous section which controls the arm movements ; the image processing system which computes the inhibitory signal. The frequency of the arm movements directly depends on the activation of the oscillator: the higher the activation of u 1 is, the more frequent the arm movements are. The vision system allows to detect the motor actions of the other agent. We have first tested this architecture and setup with two robots having the same oscillator's parameter (β 1 = β 2 ). After a transition period, the two behaviors of the two robots stabilise in antisynchronization: when one robot moves the other stops and conversely, the two robots take turns. This is shown by figure 5 Left. where both internal oscillators rapidly anti-synchronize thanks to the perception/action interaction (this plot is equivalent to the Lissajou representation mention above, along the time axis).
As in simulation, we have tested the interaction between the 2 agents for several values of f 2 and I. 32 experiments were conducted with the robots in order to test the following set of parameters : the frequency ratio β2 β1 took the values 1, 1.2, 1.4, 1.6, 1.8, 2, 4 and 6, (only β 2 varies) the reciprocal inhibition I took the values 0, 0.1, 0.3 and 0.5. The difference of frequencies is plotted in figure 5-right. As in simulation, we can see wide region of frequency locking which varies with I.
Summary
This emerging dynamics have been shown to tolerate a wide range of parameters. This robustness allows the 2 systems to remain in interaction even if the conditions are not ideal: the agent's dynamics and environment may be modified along time. It suggests that the emergence of turn taking between two systems is a very robust dynamical attractor that can be trusted in order to develop further social and communicative functionalities.
This view fits physics results on chaotic oscillators which support the idea that the more chaotic oscil-lators are synchronized, the more information they exchange ( [7] ).
The case of positive coupling: synchrony
In the previous section, we have seen the effects of adding an oscillator, as a component of the architecture, that modulates the perceptions and the action of the agents. In the previous robotic experiment, the perceptions and the actions of the architecture are limited to a coding of the perception (amount of movement perceived) and of the action (speed of the movement of the arm) expressed in one dimension. Nevertheless, if we take into account more elaborated control architectures such as the one that apply to complex robotic systems, it can appear that adding explicitly one internal oscillator is not so simple, because the information flow is of higher dimension, and because these systems are often able to switch from a particular dynamics to another (for example systems that have a particular dynamics during a learning phase, and a second one during the reproduction phase).
But interestingly, the dynamics of such systems is often already rich enough to provide oscillating signal without the use of any explicit ad-hoc oscillators. Traditional works on motor control have for example shown the benefit of using oscillating primitives as the basis of the building of more complex behaviors [8, 25, 24, 13, 10] . In previous works, we have proposed a NN architecture able to learn, predict and reproduce on-line one simple sequence of sensorimotor events. Such a system has been used in navigation (from [5] to [19] ), planning [4, 14] , imitation with an eye-arm system [17, 30] , with different variations of the NN model used to categorize and predict the sensori-motor flow.
On these systems, the behavior (i.e the sequence of sensori-motor actions) learned was most of the time cyclic, in order to obtain a system that provides continuous demonstration of the learned sequence. For example a system that learned the sequence ABCD (each letter symbolizing a different sensory-motor attractor) associated the transitions A-B, B-C, C-D, D-A, in order to reproduce cyclically the sequence ABCD. As a result, after an on-line learning period, and once they are able to predict a sensory-motor event, our robots start to reproduce it in loop, driven by their step by step predictions [18, 1] . This provides systems that start to reproduce the behavior they have learned, once they are able to predict a sequence. Of course, a reliable demonstration of the learned sequence requires that no input is given concurrently to the system (the experimenter, or the learner stops stimulating the robot), otherwise the system will be confused between selecting an action corresponding to its own prediction (the response to its own predictions) or to its inputs (the response to the other's stimulations). Each agent is now able to learn and reproduce a sequence of actions. This "learn and reproduce" mechanism induces an internal dynamics that will drive the behavior of each agent. If we suppose that an agent learns a cyclic sequence (for example ABCDA), it will then reproduce the sequence in loop, and the looping of the prediction of the sensori-motor transitions will act as an endogenous multi-stable oscillator. Interestingly, the first property that emerges from the interaction of 2 systems is the synchronization of the sensori-motor behaviors.
As a result, one could qualify such an architecture as "blind" when reproducing the sequence : in order to obtain a correct reproduction, the system executes its predictions without "listening" to any other inputs. Therefore, an important question is how to obtain the emergence of interactive capabilities with any architecture having a possible conflict between perceptive and predictive inputs? From the theoretical model described in section 2.1.3, the idea is to start from the connection of two systems simulating a robot-robot interaction (see Fig 6) , and to exploit for free the dynamics of the interaction. Our working hypothesis is that the predictive layer plays the role of an endogenous oscillator, producing internal energy (the predictions) for the motor output, while the perceptive input plays the role of the modulation link allowing to add or subtract energy to the motor layer and favour a global synchrony or anti-synchrony of both agents. Once again, the solution is inspired by the C. Huyggens "entrainment" phenomenon: our system's perception is considered as an energy playing the same role than the phys-ical wave transmitted by the support in Huyggens experiment.
In the next sections, we will describe more precisely the details of the architecture , and the interaction experiment.
Energy based architecture
The Perception-Action architecture studied is a Neural network with the following properties (see the architecture Fig. 7) :
A reflex pathway links actions (the Motor Output, M O) with perceptions (the Input group, Input). Perception is processed by the Input Group and sent to M O. If the resulting M O potential overcome a given Motor threshold it triggers a response (an action) from the M O neuron.
The output of M O neurons is computed as follows:
This direct Input-M O connection, ensures simple reflex behaviors at the basis of sensori-motor exploration and task learning [16, 44] . In order to exploit this emerging "spontaneous" imitative behavior, our architecture is composed of a second pathway connecting a Transition Learning and Prediction (T LP ) network. The role of this network is to allow the architecture to learn and predict the timing of the changing sensory-motor events. The T LP system is recording proprioceptive information, that is to say the successive activations of the M O group: the system learns its own sequence of actions. The T LP is inspired by the functions of two brain structures involved in memory and timing learning: the cerebellum and the hippocampus (see [6] for the neurobiological model we have proposed). T LP is composed of three groups of neurons ( Fig. 7 
The P O activity is computed classically, depending on the output of T B.
Because of the connectivity between T D, T B and P O, each P O neuron can learn a given transition between two events. To n possible events corresponds n × n neurons in P O. The potential of a P O neuron is the sum of the information coming from T D and the delayed activity in T B. The (i, j) neuron learns the transition between the i th neuron of T D and the j th group of T B (itself corresponding to the time trace of the j th neuron of M O). Finally, merging the activities coming from P O and Input to activate M O plays a crucial role. The overshot of θ MO by P O or Input will trigger the action execution (Eq. 16). Figure 8 gives a summary of the different cases of functioning: 
Learning a sequence
During the learning phase, the successive inputs are given to the system, causing T LP to learn the transitions between each activated M O neurons. The transitions correspond to the instants of coactivations of TD and TB, and are learned on the T B-P O links. The learning rule is an associative "Delta rule" : at the instant of the co-activation, and the l links between the l neurons of the j th group of T B and the P O neuron at position (i, j) code the exact timing of the i-j transition. To recall a transition, the activation of the i th M O neuron will cause the exact instant of the transition between i and j to be predicted when the Act P O i,j reaches its maximum value, corresponding to 1. In order to reproduce the sequence, we trigger the system by stimulating the input of the first element of the sequence. This element will cause the prediction of the first transition, and in turn triggers the second element of the sequence, and so on. As a result the step by step predictions connected to the M O group drive the recall and the reproduction of the sequence. Fig.9 details the learning and recall of a single transition AB.
Experiment and results
The output (M O) of the first system is connected to the input (Input) of the second one, and conversely. The experiment was conducted as follow : first, the two agents learned apart the same sequence composed of the activation of three different inputs : A, then B then C, then A. Each activation simulates the recognition of a different sensori-motor category by the system.
After the learning phase, each agent is then able to reproduce the sequence. For each agent, a sole stimulation of the first element of the sequence (here A) starts the TLP predictions and the step by step recall of the whole sequence at the learned timing. In all the experiments, the first agent, (Agent 1 ) was taught the same reference sequence at a period t 1 = 10 seconds, meaning that each element of the sequence is lasting 10 seconds. In order to study the dynamics of the interaction, and especially phase locking of two agents, the period of the second agent (Agent2) was taught with different values going from t 2 = 1 to t 2 = 30. For each t 2 , we tested eleven different cases of interactions corresponding to the modification in both agents of the values of the Input−M O link with values belonging to [0.0, 1.0] with steps of 0.1. A value of 0.0 indicates that the Inputs have no effect on the system acceleration, and that the agents are not able to modulate the timing of their actions. Conversely, a value of 1.0 indicates that Input is able solely to overshoot θ MO and triggers the system's action without taking into account the predictions. In the range ]0.0, 0.1[ the acceleration of both systems happens with a strength depending on the instant of the co-occurrence of P O and Input. Each control architecture was running on a separate Linux workstation, and exchanged information via the standard 100MB local network of the laboratory. It is important to mention that during the experiments, there where no particular attention or will to isolate the computers or the sub-network from the Lab. It means that on each workstation, the control architecture was running with the same priority than other processes (potentially cpu consumers) and that the delay of transmission of the information from M O of an agent to Input of the other one could be uncertain. These experimental conditions can be seen as equivalent to those of future experiment on real robots (for example in a face to face setup) where interferences can come from the internal or the external environment. Figure 10 shows the FFT of P ot MO of both systems during the two experiments. For all experiments, a Input-M O link with a weight of 0.0 results in no synchronization, each system playing its own sequence with its own initial period t. For the eleven experiments conducted with a period t 2 = 1, (whatever the value of Input-M O is) there was also no global synchronization, due to the too strong difference between t 1 = 10 and t 2 = 1. For the experiments conducted with t 2 going from 2 to 30, we can observe a progressive and strong synchronization of the motor production of both systems. Perception thus results in an earlier triggering of the chosen action. To sum up, when the agents are connected together, the effect of producing cyclically the same sequence with a positive coupling results in a step by step synchronization of both behaviors, due to mutual accelerations when prediction and perception coincide.
Discussion
From an initial theoretical neural model, abstracting an interactive agent as a simple oscillating perception-action system we have shown that :
(i) the formal coupling of two of these NN oscillators leads to two different dynamics: a positive coupling involving synchrony and a negative coupling involving phase opposition, (ii) the computational simulation of this coupling confirmed these dynamics with coupling parameters belonging to a large range of values, (iii) the application of the negative coupling in the frame of a robotic demonstrator leads to a stable interaction, where each robot alternates active and passive behaviors, and where both actors take turn, (iv) the application of the positive coupling in the frame of a simulated, real time, interaction between two embedded control architectures leads to a stable interaction, where both systems are able to synchronize when demonstrating the same sequence. It is important to notice that in the case of a negative coupling, the turn taking is an emergent behavior. It should facilitate the design of intuitive human-robot interactions, but also robot-robot interactions. Indeed, we can imagine that different systems, with different morphologies or simply with different motor repertories should be able to alternate their turns of activity under the condition that they embed this oscillating motivation for interaction. This could provide a basic, but robust interaction which should favor the exchanges and the sharing of each agent's motor repertoire. In the frame of a positive coupling, it is interesting to notice that the synchrony between the two agents is also an emergent behavior, under the important condition that both agents are doing the same thing, i.e initially share some parts of their motor repertory. In this case, both agents synchronize their production with noticeable adjustments of the timing of their motor production. Therefore, in a situation of synchronization, the dynamics of an agent is slightly different from the one occurring when reproducing solely a sequence. The synchronization state could be easily characterizable and then could allow the systems to detect that it is interacting with "something" doing "the same thing at the same time". In conjunction with immediate imitation (allowing to "kick off" gestural games), we believe that synchrony is a good means to detect if the others can interact, in order to reach important stable states that may be involved in the recognition of the behaviors of others. As a characterizable "marker" of the interaction, synchrony can in turn be exploited as a transition state for behavior selection or modulation. It should help autonomous systems to stay locked, alternate roles, select and enrich their motor repertory via interaction, in a word to communicate.
For the moment, we have considered the 2 architectures as separated: one devoted to phase opposition, the other to synchrony and learning. However, when observing imitation sessions between young infants, "turn-taking" and synchrony are tightly imbricated [37] : in experiments involving pairs of child sharing similar objects, sequences of reciprocal imitation are observed. During a given period, one children takes turn and demonstrate something. The other tries to reproduce in synchrony, mainly for the pleasure of communication. Then they could eventually alternate their role. Regarding this experiment, it must be noticed that "turn-taking" and "synchrony" cannot be described at the same timescale: synchrony occurs within a "turn". In consequence, "turn-taking" can be considered as a phenomenon occurring at a higher timescale, having a low frequency. Conversely, synchrony must be analysed at a micro-level during the interaction of the two children. Coming back to our model, it would suggest that the oscillator regulating the "turn-taking" mechanism should modulate the learning and reproduction of sequences of action. It could act as a motivation for learning or being in synchrony. We are now exploring this idea unifying our 2 architectures.
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