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Runs of numerical computer programs can be visualized as directed acyclic graphs (DAGs).
We consider the problem of restoring the intermediate values computed by such a program
(the vertices in the DAG) in reverse order for a given upper bound on the available
memory. The minimization of the associated computational cost in terms of the number of
performed arithmetic operations is shown to be NP-complete. The reversal of the data-ﬂow
ﬁnds application, for example, in the eﬃcient evaluation of adjoint numerical programs. We
derive special cases of numerical programs that require the intermediate values exactly in
reverse order, thus establishing the NP-completeness of the optimal adjoint computation
problem. Last but not least we review some state-of-the-art approaches to eﬃcient data-
ﬂow reversal taken by existing software tools for automatic differentiation.
© 2008 Elsevier B.V. All rights reserved.
1. Motivation
The role of numerical simulation and optimization in computational science and engineering has gained signiﬁcant im-
portance over the last decades. Our ability to understand, for example, physical, chemical, and biological processes has
improved with the growing computational resources and, more importantly, with the deepening insight into mathematical
and algorithmic issues. Numerical simulation programs map potentially very large numbers of input parameters (let there
be n) onto often much fewer outputs (say m of them, also referred to as the objectives). The classical numerical approach
to quantifying the sensitivities of those objectives with respect to the parameters through ﬁnite difference quotients in-
creases the computational complexity by a factor of O (n). Note that certain high-end applications such as, for example, the
simulation of ocean circulation (see, for example, mitgcm.org) may have a runtime of several days to produce physically
relevant results on the latest high-performance computing platforms. The number of parameters may reach values of the
order of n = 109. Hence, forward sensitivity analysis would require n runs of the simulation, which is simply not feasible.
Adjoint methods and corresponding program transformation techniques have been developed to replace the dependence
on n with that on the number of objectives m. Often (for example, in least-squares approaches to data assimilation) the
number of objectives is equal to one. In this case adjoint programs deliver the sensitivities of the objective with respect to
all input parameters with an increase in the computational complexity of O (1).
Adjoint codes can be generated from a given numerical simulation program by a semantic program transformation
technique known as automatic differentiation (AD) [7]. A large number of successful applications of AD to real-world problems
in science and engineering have been reported on in the proceedings of the four international conferences on the subject
held in 1991 [4], 1996 [1], 2000 [3], and 2004 [2].
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Example. Consider the scalar function y = F (a, x) deﬁned as
y =
2·l−1∑
i=0
ai · sin(ai+1 · x).
An implementation in Fortran is shown in Fig. 1. A centered-ﬁnite difference approximation of the gradient F ′ = ∂ y
∂a requires
2 · n = 4 · l function evaluations.
The adjoint code a¯ = F¯ (a, x, y¯) ≡ (F ′)T · y¯ shown in Fig. 2 was generated by the AD tool Tapenade1 [10]. It gives the
gradient after a single run with y¯ = 1. For n = 2 · 104 the centered ﬁnite difference approximation takes roughly 45 seconds
on our laptop. The adjoint code produces the numerical result with machine accuracy in less than one second. Note that
the adjoint code uses the repeatedly overwritten values of y (see line 12 in Fig. 2) in reverse order. Tapenade inserts
corresponding push and pop statements on lines 11 and 18 to store the required values on a stack. The rules for generating
adjoint code derive from the associativity of the chain rule taking into account overwrites in physical memory. Refer to [7]
for further information on AD and its mathematical foundations.
The computational complexity of the gradient accumulation differs from that of the underlying function evaluation
merely by a constant factor. The minimization of this factor is one of the major challenges in modern high-performance
scientiﬁc computing. The diﬃculty arises in part from the fact that the data-ﬂow in adjoint programs is reversed compared
to that of the original simulation. Certain intermediate values computed by the simulation program need to be recovered
in reverse order. Compare the used instances of y on line 12 with lines 21 and 22 in Fig. 2. Overwriting of program vari-
ables and the fact that system memory is always limited (and far too small to store all intermediate values persistently)
makes reaching this objective problematic. For example, the memory requirement of the adjoint code in Fig. 2 will exceed
the available memory for large values of l. The only solution lies in a hybrid approach that uses the available memory to
store certain checkpoints from which other required values can be recomputed. Moreover, the recomputation should be
as eﬃcient as possible. The central question is the following: Which values should be stored and which ones should be
recomputed such that the runtime of the adjoint code is minimized under the given constraints?
Optimizing the recomputation of an intermediate value amounts to playing the pebble game that is known to be PSPACE-
complete [16]. Hence it is among the hardest problems that can be solved by a Turing machine using a polynomial amount
of memory and unlimited time. Due to the missing time limit the distinction between deterministic and nondeterministic
Turing machines is irrelevant in this case. Recall that the NP-complete problems are the hardest among those that can be
solved by a nondeterministic Turing machine using a polynomial amount of memory and time. It is unknown whether the
PSPACE-complete problems lie outside of NP or not. The same statement holds for NP and P, the class of problems that can
be solved by a deterministic Turing machine using a polynomial amount of memory and time.
In this paper we assume persistent memory (main memory and/or ﬁles on hard disc for extremely large problems) for
storing intermediate values. Recomputation is performed in nonpersistent memory (ideally in registers). The assumed non-
persistence derives from the maximum degree of freedom for memory access that is required for the intended optimization
of the recomputation by heuristic approximation of a winning strategy for the pebble game. Hence, we consider a hierar-
chical setup where the recomputation part is optimized for a previously determined usage of the persistent memory. We
assume unit cost for a STORE operation that writes to persistent memory as well as for a ﬂoating-point operation (FLOP) to
compute a value as a function of the respective arguments. The cost of LOAD operations to access persistent or nonpersistent
1 See http://tapenade.inria.fr:8080/tapenade/index.jsp.
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approach may not be feasible for large values of l. Checkpointing schemes, that is, combinations of storage and recomputation of required values, are
crucial to make the adjoint mode applicable to large-scale numerical simulation programs.
memory is assumed to be part of the following FLOP. Alternatively, one could argue that the LOAD cost is negligible due to
prefetching. Moreover, we assume that the values to be made available in reverse order enter some nontrivial subsequent
computation, for example, the computation of partial derivatives in the context of evaluating adjoints. These prerequisites
represent a good approximation for our main target application, that is the eﬃcient data-ﬂow reversal in adjoint numerical
programs.
The formalism is built on the representation of the program as a directed acyclic graph as described in Section 2. Existing
algorithms are based on heuristics that use structural properties of the program (potentially augmented with conservative
information on the computational costs of parts of the program) to derive a checkpointing scheme. Links to work in this
area are given in Section 4. In this paper we formulate the DAG Reversal problem and we present a proof for its NP-
completeness. In Section 3 we establish the link with the Checkpointing problem in adjoint programs. Conclusions are
drawn in Section 5.
2. Data-ﬂow reversal
Following the notation in [7] we consider implementations of vector functions
F :Rn →Rm, y= F (x), (1)
as computer programs that are expected to decompose for given inputs x into a single assignment code
v j = ϕ j(vi)i≺ j, (2)
for j = 1, . . . ,q. The notation i ≺ j is used to denote vi as an argument of ϕ j . There are n independent input variables
xi = vi−n , i = 1, . . . ,n, p intermediate variables v j , j = 1, . . . , p, and m dependent output variables yk = vp+k , k = 1, . . . ,m.
W.l.o.g., we assume that all dependent variables are mutually independent. We set q = p + m. A DAG G = (V , E) is in-
duced by the single assignment code. Vertices represent the single assignment code variables whereas edges encode the
dependence relation as (i, j) ∈ E if and only if i ≺ j. Hence, G has n sources and m sinks.
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The DAG Reversal problem is to recover the values of the n + q single assignment code variables in reverse order for a
given upper bound n K  n+ q on the available memory and such that the number of required FLOPs becomes minimal.
This number vanishes identically for K = n+ q. In reality one rarely has that much memory at ones disposal. The values of
the inputs need to be stored in any case as they cannot be recomputed from other values. Hence, K  n.
Example. The single assignment code of the straight-line program2
t = x0 · sin(x0 · x1)
x0 = cos(t)
x1 = t/x1
is shown in Fig. 3. The objective is to recover v5, . . . , v−1 in that order for the given upper bound K on the available
memory. For K = n + q = 7 a store-all strategy uses the available memory like a stack. For K = 2 one stores v−1 and v0
followed by recomputing v5 (4 FLOPs), v4 (4 FLOPs), v3 (3 FLOPs), v2 (2 FLOPs), and v1 (1 FLOP) at a cumulative cost of
14 FLOPs. The number of intermediate and dependent single assignment code variables q is a sharp lower bound on the
cost for making these values available. A single function evaluation is required in any case. There are data-ﬂow reversals
that have unit cost per recomputed value based on certain stored values. For example, in Fig. 3 one could only store v−1,
v0, v2, and v3. The values of v5, v4, and v1 can be recomputed as a function of their stored predecessors at the cost of a
single FLOP each. Hence, one can ask for a data-ﬂow reversal with unit cost per recomputed value that consumes minimal
memory. We refer to the corresponding decision problem as the Fixed Cost DAG Reversal (FCDR) problem.
In order to prove the NP-completeness of FCDR we pick a known NP-complete problem P and we design a polynomial
transformation from each instance of P to an instance of FCDR. Furthermore, we need to show that there is a solution for
the given instance of P if and only if there is one for its counterpart in FCDR. We pick P = Vertex Cover.
Vertex Cover (VC) Given a graph G = (V , E) is there a subset W ⊆ V of size ωΩ , s.th. each edge in E is incident with at
least one vertex from W ?
VC is NP-complete [5].
Vertex Cover in DAG’s (VCD) Given a directed acyclic graph G = (V , E) is there a subset W ⊆ V of size ω Ω , s.th. each
edge in E is incident with at least one vertex from W , that is either the source or the target (or both) of each edge is in W ?
Lemma. VCD is NP-complete.
Proof. Consider an arbitrary instance of VC on a graph G = (V , E). Enumerate all vertices and make edges directed s.th.
(i, j) ∈ E ⇔ i < j. This procedure is illustrated by Fig. 4(a) and (b). The resulting directed graph G ′ has no cycles. Obviously,
it has a vertex cover W ′ of size ωΩ if and only if G has a vertex cover W of the same size. Simply set W ′ = W . 
Formally, the FCDR problem is stated as follows.
2 For deterministic programs the ﬂow of control is ﬁxed by evaluation of the program at a given input. Hence, we can focus on straight-line programs.
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FCDR. Given are a DAG G with n sources, m sinks, and p intermediate vertices and an integer n  K  n + q, where
q = p +m. Is there a data-ﬂow reversal with cost n+ q that uses k K memory?
Before we prove FCDR to be NP-complete we have a quick look at an example. Consider Fig. 4(c). For K = 6 store-all is
a solution to FCDR. For K = 5 we could store v−1 and v0 in addition to any three variables out of v1, . . . , v4. Storing v1
and v3 or v3 and v4 would solve FCDR for K = 4. The reader may wish to verify that there is no solution for FCDR with
K  3. Equivalently, there is no vertex cover of size ω 1 for the graph in Fig. 4(a) nor for its directed acyclic versions, one
of which is shown in Fig. 4(b).
Lemma. FCDR is NP-complete.
Proof. We reduce from VCD. A given solution of FCDR is veriﬁed trivially by counting the number of FLOPs for persistent
memory of a given size.
Derive an instance of FCDR for any instance of VCD on a DAG G ′ = (V ′, E ′) as follows: Add a unique predecessor to each
of the n′ sources in G ′ to get G = (V , E). Hence, V ′ = {1, . . . ,q} and V = X ∪ V ′ , where X = {1− n, . . . ,0}. Moreover n = n′
and m =m′ . We claim that there is a solution for FCDR on G with K = Ω +n if and only if there is a solution for VCD with
Ω on G ′ .
“⇐” We need to store the n sources of G as they cannot be recomputed. For a given vertex cover W ⊆ V ′ of G ′ we
observe that the predecessors of any v ∈ V ′ \W are in W . Hence, the values in V ′ \W can be recomputed at unit cost from
stored values. It follows that the overall cost for FCDR is less than or equal to K = Ω + n if |W |Ω .
“⇒” Consider a solution for FCDR with overall cost n + q and memory requirement k  Ω + n for storing M ⊆ V .
Suppose that W ≡ M \ X is not a vertex cover in G ′ . Hence, there is an edge (i, j) ∈ E ′ with i /∈ W and j /∈ W . All values vk ,
k = 1, . . . , p, k = j can be obtained at unit cost by either restoring their previously stored values (if k ∈ W ) or recomputing
them from known values at unit cost by a single FLOP (if k /∈ W ). The recomputation of v j takes two FLOPs as it involves
the recomputation of vi whose value is nonpersistent and has therefore to be recomputed again at the cost of a single FLOP.
The overall cost of the given FCDR solution adds up to n+ q − 2+ 3 = n+ q + 1 which is no longer optimal (contradiction).
The reuse of already vacated persistent memory to store v j does not change this situation. We still need to perform one
FLOP to recompute v j . The subsequent STORE has unit cost as well as the FLOP required to recompute vi . The total cost
still exceeds the optimum by one.
In general we observe quadratic growth in arithmetic complexity along any path through vertices that are not in W if
previously vacated persistent memory is not reused. Otherwise we still get linear growth. The optimal cost is achieved only
if all these paths have length zero or one implying that W must be a vertex cover in G ′ . 
FCDR is merely an intermediate step toward the problem that we are actually interested in. Instead of ﬁxing the overall
cost and minimizing the required memory we are really faced with an upper bound on the available memory. Our objective
is to use this memory “wisely”, that is to store as many values as possible such that the overall cost becomes minimal. We
refer to this combinatorial optimization problem as the Fixed Memory DAG Reversal or simply the DAG Reversal (DAGR)
problem. It can be formulated as a decision problem as follows.
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at most K memory and costs c  C?
Theorem. DAGR is NP-complete.
Proof. An algorithm for DAGR can be used to solve FCDR as follows: For K = n + q store-all is a solution of DAGR for
C = n + q. Now decrease K by one at a time as long as there is a solution of DAGR for C = n+ q. The smallest K for which
such a solution exists is the solution of the minimization version of FCDR. Again, a given solution is trivially veriﬁed in
polynomial time by counting the number of FLOPs performed by the respective code. 
3. Link with adjoints
Recall from Section 1 that the adjoint version of a numerical program F as deﬁned in Eq. (1) computes adjoints x¯ of the
inputs as a function of x and given adjoints y¯ of the outputs according to
x¯= F¯ (x, y¯) ≡ F ′(x)T · y¯.
The Checkpointing problem for F¯ is to determine for a given upper bound K on the available persistent memory a set
of values computed by the single assignment code as deﬁned in Eq. (2) such that the computational cost of the adjoint
propagation becomes minimal. In the following we distinguish between two variants of adjoint propagation, due to the
incremental and nonincremental reverse modes of AD [7].
The link between DAGR and Checkpointing in adjoint computations is not immediately apparent. Referring back to the
example in Section 1 we note that adjoint codes do not necessarily use the intermediate values in strictly reverse order. For
example, the value of v−1 is used prior to that of v1 as it labels edge (2,3) in Fig. 3 whereas v1 is an argument of the
local partial derivative cos(v1) that labels edge (1,2). In order to apply DAGR we need to show that there are numerical
programs whose adjoints use the intermediate values in strictly reverse order. The order in which the intermediate values
are used depends on the order of the computation of the local partial derivatives (the edge labels in the linearized DAG).
3.1. Nonincremental adjoints
In nonincremental reverse mode the labels of the outgoing edges are computed for all vertices in the linearized DAG
(second line in Eq. (3)).
v j = ϕ j(vi)i≺ j for j = 1, . . . ,q,
ckj = ∂ϕk
∂v j
for j ≺ k and v¯ j =
∑
k: j≺k
ck, j · v¯k for j = q, . . . ,1− n. (3)
Fig. 5. Reduction DAG → computational graph (nonincremental adjoints).
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In order to apply DAGR to nonincremental adjoints we construct a numerical program such that all edge-labels (local partial
derivatives) depend only on the value of the respective edge’s source. For j = 1, . . . ,q set, for example,
v j =
∑
i≺ j
sin(vi) where
∂ sin
∂vi
= ∂ sin
∂vi
(vi) ≡ cos(vi).
Constant folding according to 1 · x = x gives the original graph [14]. The procedure is illustrated by Fig. 5. The resulting
nonincremental adjoint code requires all intermediate variables in reverse order, implying the DAGR problem.
3.2. Incremental adjoints
In incremental reverse mode the labels of the incoming edges are computed for all vertices in the linearized DAG (second
line in Eq. (4)).
v j = ϕ j(vi)i≺ j; v¯ j = 0 for j = 1, . . . ,q,
c j,i = ∂ϕ j
∂vi
; v¯ i = v¯ i + c j,i · v¯ j for i ≺ j and j = q, . . . ,1. (4)
All edge-labeled DAGs can be regarded as linearized computational graphs, such that the edge labels (local partial deriva-
tives) depend only on the value of the respective edge’s target. A constructive description of a corresponding numerical
program is the following. For j = 1, . . . ,q set
v j = exp
(∑
i≺ j
vi
)
such that
∂v j
∂vi
≡ v j .
Again, constant folding according to 1 · x = x gives the original graph as shown in Fig. 6. As a result the incremental adjoint
code requires all intermediate variables in reverse order, implying the DAGR problem.
4. Approaches to eﬃcient data-ﬂow reversal in automatic differentiation
Reversal of the data ﬂow in numerical programs yields the need for control-ﬂow reversal. Various methods have been
investigated in the literature covering both intraprocedural [17] and interprocedural ﬂow of control [6,7,15]. Program analysis
plays a crucial role in adjoint code generation [8,9]. As a compile-time activity the code generation needs to be conservative
in the sense that correct adjoints are guaranteed to be computed for arbitrary inputs. Hence, adjoint compilers should always
put robustness above eﬃciency. Nevertheless eﬃciency is often crucial, especially in the context of large-scale numerical
simulations where a factor between the runtimes of the original and the adjoint codes of six or more may already be too
large for the adjoint mode to be useful. An example of such an application is the MIT general circulation model [11].
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evolutions
F :Rn →Rn
with
xl = F (x0) = fl
(
fl−1
(
. . .
(
f1(x0)
)
. . .
))
(5)
and xi = f i(xi−1) for i = 1, . . . , l that are implemented as loops updating the state vector x at each iteration i. Given values
for l and s (number of checkpoints, that is copies of the state vector, that can be stored persistently), the aim is to solve
the Evolution Reversal (ER) problem that is to minimize the time t(l, s) needed for the reversal of F . For non-uniform step
costs ti for i = 1, . . . , l one gets
t(l, s) = min
1lˆ<l
(
lˆ∑
i=1
ti + t(l − lˆ, s − 1) + t(lˆ, s)
)
.
The elements of the right-hand side of this relation are
• ∑lˆi=1 ti—the cost for advancing to the checkpoint at lˆ;
• t(l − lˆ, s − 1)—the cost for reversing the right subchain with s − 1 checkpoints;
• t(lˆ, s)—the cost for reversing the left subchain.
The number of potential reversal schemes is exponential in l. Fortunately, the following two properties qualify the ER
problem for dynamic programming. Overlapping subproblems: The problem for l includes the problems for lˆ  l. Optimal
substructure: A solution for l is optimal if and only if it solves all its subproblems.
We consider the work on eﬃcient/optimal loop reversal as a special case of the Checkpointing problem to be highly
relevant. Obviously, loops are the main reason for numerical programs becoming large-scale in terms of computational
complexity. Solutions for the ER problem and its variants are key ingredients of eﬃcient adjoint computations. The proof
that Checkpointing is in fact NP-complete can be seen as justiﬁcation for past and ongoing work on relevant special cases
as well as on heuristics for approximately solving the general problem.
5. Summary and conclusion
In this paper we have considered the optimal reversal of directed acyclic graphs of numerical simulation programs.
Given an upper bound on the persistent memory available for storing the values associated with the vertices in the graph,
these values needed to be recovered in reverse order while keeping the computational complexity to a minimum. The
corresponding DAG Reversal problem has been shown to be NP-complete. The NP-completeness of the Checkpointing
problem in adjoint computations followed.
Our results should be regarded as contributions to a better understanding of the theoretical foundations of adjoint com-
putations. The need for eﬃcient adjoint codes is likely to increase with the ongoing progress in work on large-scale inverse
problems and nonlinear optimization. The potential impact of the idea behind the proof on algorithm development remains
unclear. Polynomial reductions to other well-studied NP-complete problems may grant us access to a variety of approxima-
tion algorithms and/or powerful heuristics. Novel approaches to adjoint code generation will most likely be based on static
information on the code structure, possibly augmented with dynamic information about the computational complexities of
code fragments generated by proﬁling runs. The reversal of address computations represents another very important factor.
Work is underway to formalize the address computation reversal problem and to provide algorithms for its (approximate)
solution.
We would like to conclude with an important observation. The automatic generation of eﬃcient adjoint code must be
regarded as one of the major challenges in compiler-based semantic transformation of numerical programs. It requires ex-
pertise in numerical analysis as well as compiler construction. A large number of highly interesting combinatorial problems
arise. The ability to generate adjoint code automatically will become an important feature of special compilers for scientiﬁc
computing. Work is underway to develop prototypes to demonstrate the usefulness of this approach [12,13]. Development
and support of an industrial-strength adjoint code compiler remains a major task in software engineering.
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