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Resumen
La presente memoria aborda algunos problemas de completaci¶ on de ma-
trices parciales, concretamente analizamos las matrices parciales totalmente
no negativas, las matrices parciales totalmente no positivas y las R y TR-
matrices parciales. El objetivo es dar a conocer la situaci¶ on actual de los
citados problemas y proporcionar condiciones necesarias y su¯cientes que
nos permitan cerrar diversos casos abiertos.
En la primera parte introducimos los conceptos necesarios para entender y
manejar los problemas objeto de estudio. Mostramos adem¶ as las herramientas
utilizadas a lo largo de este trabajo, haciendo hincapi¶ e en la teor¶ ³a de grafos
que juega un papel importante en el an¶ alisis de las matrices parciales puesto
que cada matriz parcial puede ser representada mediante un grafo dirigido o
no dirigido.
La segunda parte est¶ a dedicada al problema de completaci¶ on de matrices
parciales totalmente no negativas. Tr¶ as una presentaci¶ on del estado actual
del problema analizamos el caso de matrices con la diagonal principal parcial-
mente especi¯cada, si bien los resultados principales los vamos a obtener en el
caso de matrices parciales con diagonal principal especi¯cada. Generalizamos
algunos resultados conocidos para el caso de matrices parciales posicional-
mente sim¶ etricas y obtenemos nuevos resultados, en algunos casos cerrando
problemas abiertos, para matrices parciales no posicionalmente sim¶ etricas.
Asimismo, en el ¶ ultimo cap¶ ³tulo presentamos algunas cuestiones que hasta el
momento siguen abiertas.
Finalmente, dedicamos la tercera parte de esta memoria a analizar los
problemas de completaci¶ on de matrices parciales totalmente no positivas, el
de R-matrices y el de TR-matrices. Con los resultados obtenidos conseguimos
cerrar los dos ¶ ultimos problemas mencionados.5
Resum
La present memµ oria aborda alguns problemes de completaci¶ o de matrius
parcials, concretament analitzem les matrius parcials totalment no negatives,
les matrius parcials totalment no positives i les R i TR-matrius parcials.
L'objectiu ¶ es donar a conµ eixer la situaci¶ o actual dels citats problemes i pro-
porcionar condicions necessµ aries i su¯cients que ens permetin tancar diversos
casos oberts.
En la primera part introduÄ ³m els conceptes necessaris per a entendre i
manejar els problemes objecte d'estudi. Vam mostrar a m¶ es les eines utili-
tzades al llarg d'aquest treball, posant l'accent en la teoria de grafs que juga
un paper important en l'anµ alisi de les matrius parcials ja que cada matriu
parcial pot ser representada mitjan» cant un grafo dirigit o no dirigit.
La segona part estµ a dedicada al problema de completaci¶ o de matrius
parcials totalment no negatives. Tr¶ as una presentaci¶ o de l'estat actual del
problema analitzem el cas de matrius amb la diagonal principal parcialment
especi¯cada, si b¶ e els resultats principals els anem a obtenir en el cas de
matrius parcials amb diagonal principal especi¯cada. Generalitzem alguns
resultats coneguts per al cas de matrius parcials posicionalmente simµ etriques
i obtenim nous resultats, en alguns casos tancant problemes oberts, per a ma-
trius parcials no posicionalmente simµ etriques. Aix¶ ³ mateix, en l'¶ ultim cap¶ ³tol
presentem algunes qÄ uestions que ¯ns al moment segueixen oberts.
Finalment, vam dedicar la tercera part d'aquesta memµ oria a analitzar
els problemes de completaci¶ o de matrius parcials totalment no positives, el
de R-matrius i el de TR-matrius. Amb els resultats obtinguts aconseguim
tancar els dos ¶ ultims problemes esmentats.6
Abstract
The following report deals with some completion problems of partial ma-
trices; speci¯cally, we shall analyze totally nonnegative partial matrices, to-
tally nonpositive partial matrices, R and TR-partial matrices. The aim is to
know the current status of these problems and provide necessary and su±-
cient conditions to enable us to close several open cases.
In the ¯rst part, we introduce the essential concepts to understand and
handle the problems under study. Additionally, we also show the tools used
throughout this work, with emphasis on Graph Theory, which plays an im-
portant role in the analysis of partial matrices since partial matrices can be
represented by directed or undirected graphs.
The second part is devoted to the totally nonnegative completion pro-
blem. After a presentation of the current state of the problem, we analyze the
case of matrices with the main diagonal that are partially speci¯ed. The main
results, however, we will obtain when the main diagonal is to be speci¯ed.
We will generalize some known results for the case of positionally symmetric
partial matrices and obtain new results, in some cases closing problems, for
partial matrices that are not positionally symmetric. The last chapter also
presents some of the issues that are still open.
Finally, we dedicate the third part of this report to analyze the tota-
lly nonpositive completion problem, and the R-matrices as well as the TR-
matrices completion problem. With the achieved results, we managed to re-
solve the last two mentioned problems.¶ Indice general
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Preliminares
9Cap¶ ³tulo 1
Teor¶ ³a de completaci¶ on
En nuestros problemas de Matem¶ aticas, Econom¶ ³a, Estad¶ ³stica, Biolog¶ ³a,
etc, modelizados mediantes t¶ ecnicas matriciales, la resoluci¶ on del problema
consiste en determinar algunos elementos de una matriz dada, de manera que
la matriz obtenida veri¯que ciertas propiedades. La rama de las matem¶ aticas
que engloba este tipo de problemas recibe el nombre de teor¶ ³a de com-
pletaci¶ on. Aunque este nombre aparece en la historia en la segunda mitad
del siglo XX, en esta teor¶ ³a podemos incluir algunos problemas cl¶ asicos tales
como:
(I) La clasi¯caci¶ on de un sistema de ecuaciones lineales con param¶ etros.
La resoluci¶ on del sencillo sistema de ecuaciones lineales
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es un problema que podemos incluir dentro de la teor¶ ³a de completaci¶ on,
ya que en realidad estamos buscando valores de las posiciones (1;1),
(2;3) y (3;1) de la matriz de coe¯cientes, de manera que el sistema
tenga soluci¶ on ¶ unica, in¯nitas soluciones o sea incompatible.
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(II) El c¶ alculo de los valores propios de una matriz cuadrada A.
En este caso estamos buscando valores de ¸ para que la matriz B =
¸I ¡ A tenga determinante nulo.
(III) La clasi¯caci¶ on de los puntos cr¶ ³ticos de una funci¶ on de varias variables,
dependiente de un par¶ ametro.
En estos problemas necesitamos determinar algunos elementos de la
matriz hessiana, evaluada en cada punto cr¶ ³tico, para que la forma
cuadr¶ atica que esta matriz de¯ne sea de¯nida positiva, de¯nida nega-
tiva o inde¯nida.
Otros tipos de problemas que podemos englobar dentro de la teor¶ ³a
de completaci¶ on son los llamados problemas de escalamiento (ver [4]),
problemas de complementariedad lineal o problemas de¶ ³ndole econ¶ omi-
ca.
(IV) Problema de distribuci¶ on del presupuesto.
Una empresa multinacional, con sucursales S1;S2;S3 en tres pa¶ ³ses eu-
ropeos distintos, tiene el presupuesto para el pr¶ oximo a~ no ¯scal, el cual
debe ser distribuido entre categor¶ ³as distintas: investigaci¶ on, adminis-
traci¶ on y t¶ ecnicos. El consejo de administraci¶ on ¯ja la cantidad total
que debe ser distribuida entre cada una de las sucursales de la em-
presa en las tres categor¶ ³as, el problema consiste en c¶ omo modi¯car la
actual distribuci¶ on del presupuesto para obtener la nueva distribuci¶ on
de manera que cumpla con las estipulaciones que marca el consejo de
administraci¶ on. Por ejemplo, supongamos que en la matriz A tenemos
la distribuci¶ on actual en millones de euros:13
Matriz A
T¶ ecnicos Administraci¶ on Investigaci¶ on
S1 200 75 15
S2 135 165 12
S3 175 160 25
El objetivo es ¯jar los elementos de la siguiente matriz B, de manera
que sean no negativos y veri¯quen las restricciones ¯jadas respecto de
la distribuci¶ on del presupuesto:
Matriz B
T¶ ecnicos Administraci¶ on Investigaci¶ on Presupuesto
S1 * * * 400
S2 * * * 350
S3 * * * 370
| | | |
Total 700 320 100 1120
Evidentemente, podemos encontrar matrices que veri¯quen las condi-
ciones impuestas (suma de las ¯las y columnas ¯jada), pero muchas de
¶ estas est¶ an bastante alejadas de la matriz original A. Por ejemplo, la
siguiente matriz C:
Matriz C
T¶ ecnicos Administraci¶ on Investigaci¶ on
S1 0 320 80
S2 330 0 20
S3 370 0 0
satisface las restricciones, pero una decisi¶ on de este tipo dar¶ ³a lugar a
serios problemas, incluyendo el que se crear¶ ³a por la necesaria reubi-
caci¶ on del personal. Por tanto, necesitamos encontrar una matriz que14 CAP¶ ITULO 1. TEOR¶ IA DE COMPLETACI¶ ON
no s¶ olo veri¯que las restricciones dadas para la suma de las ¯las y
columnas, sino que adem¶ as est¶ e cercana a la matriz original para alg¶ un
tipo apropidado de medida de proximidad, que vendr¶ a ¯jada en funci¶ on
de los resultados econ¶ omicos del presente ejercicio.
Observamos que todos estos problemas tienen en com¶ un que hay que de-
terminar los elementos, o parte de ellos, de una o varias matrices, con el
objetivo de conseguir una matriz que veri¯que algunas propiedades estable-
cidas. La teor¶ ³a de completaci¶ on es la encargada de estudiar esta clase de
problemas.
1.1. Clases de matrices
En esta secci¶ on introducimos distintas clases de matrices, en el conjunto
de los n¶ umeros reales. La mayor¶ ³a de ellas est¶ an relacionadas con las P-
matrices, que juegan un papel importante en la teor¶ ³a de completaci¶ on. Una
caracter¶ ³stica com¶ un de todas ellas es que cualquier submatriz principal es
una matriz del mismo tipo que la matriz original, lo cual nos va a permi-
tir, como veremos mas adelante, trasladar de forma natural los diferentes
conceptos al contexto de matrices parciales. Vamos a representar por A[®],
® µ f1;2;:::;ng, la submatriz principal de A formada por los elementos que
ocupan las ¯las y columnas ®.
Una clase de matrices que extiende, al campo de matrices no sim¶ etricas,
el concepto de matriz de¯nida positiva es la de P-matrices.
De¯nici¶ on 1.1.1 Una matriz A, de tama~ no n £ n, se dice que es una P-
matriz si el determinante de cualquier submatriz principal es positivo.1.1. CLASES DE MATRICES 15
La matriz
A1 =
2
6
6
6
6
4
1 0 1 0
0 1 1 0
¡1 1 2 1
0 0 1 1
3
7
7
7
7
5
es una P-matriz ya que detA[®] > 0, 8® µ f1;2;3;4g.
Entre las propiedades m¶ as interesantes de esta clase de matrices desta-
camos las siguientes:
Proposici¶ on 1.1.1 Sea A una P-matriz de tama~ no n £ n. Se veri¯can las
siguientes propiedades.
(i) AT es una P-matriz.
(ii) A¡1 es una P-matriz.
(iii) Si D = diag(d1;d2;:::;dn), con di > 0, i = 1;2;:::;n, entonces AD y
DA son P-matrices.
(iv) Si D = diag(d1;d2;:::;dn), entonces DAD¡1 es una P-matriz.
(v) Si P es una matriz permutaci¶ on, entonces PAP T es una P-matriz.
(vi) A[®] es una P-matriz, 8 µ f1;2;:::;ng.
Las matrices que son a la vez P-matrices y sim¶ etricas reciben el nombre
de de¯nidas positivas (DP).
La matriz
A2 =
2
6
6
6
6
4
1 0;5 ¡0;25 ¡0;25
0;5 1 ¡0;5 ¡0;5
¡0;25 ¡0;5 1 0;5
0;25 ¡0;5 0;5 1
3
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es de¯nida positiva.16 CAP¶ ITULO 1. TEOR¶ IA DE COMPLETACI¶ ON
Podemos ampliar la clase de P-matrices a partir de la siguiente generali-
zaci¶ on:
De¯nici¶ on 1.1.2 Una matriz A, de tama~ no n £ n, se dice que es una P0-
matriz si el determinante de cualquier submatriz principal es no negativo.
La matriz
A3 =
2
6
6
6
6
4
1 0 ¡1 0
0 0 ¡1 ¡0;5
1 1 1 1
0 0 ¡1 0
3
7
7
7
7
5
es P0-matriz.
Introducimos a continuaci¶ on dos nuevas clases de matrices no negativas
que generalizan las P-matrices.
De¯nici¶ on 1.1.3 Una matriz no negativa A, de tama~ no n£n, se dice que es
totalmente positiva, TP (totalmente no negativa, TNN) si todos sus menores
son positivos (no negativos).
La matriz
A4 =
2
6
6
6
6
4
1 0;5 0;5 0;5
0;5 1 1 1
0 0 1 1
0 0 1 1
3
7
7
7
7
5
es totalmente no negativa.
Entre las numerosas propiedades que tienen estas matrices destacamos
las siguientes:
Proposici¶ on 1.1.2 Sea A una matriz totalmente no negativa de tama~ no
n £ n. Se veri¯can las siguientes propiedades:
(i) Si D = diag(d1;d2;:::;dn), con di > 0, i = 1;2;:::;n, entonces AD,
DA y DAD¡1 son matrices totalmente no negativas.1.1. CLASES DE MATRICES 17
(ii) Si P es una matriz permutaci¶ on P = [n;n¡1;:::;1], entonces PAP T
es totalmente no negativa. El concepto no se hereda, en general, por
semejanza de permutaci¶ on.
(iii) Cualquier submatriz de A es totalmente no negativa.
(iv) Si B es una matriz totalmente no negativa, de tama~ no n£n, entonces
AB y BA son totalmente no negativas.
(v) Si B es una matriz totalmente no negativa, entonces C =
"
A 0
0 B
#
es totalmente no negativa.
Podemos trasladar el concepto de matriz totalmente no negativa al campo
de las matrices no positivas obteniendo una nueva clase de matrices.
De¯nici¶ on 1.1.4 Una matriz no positiva A, de tama~ no n £ n, se dice que
es totalmente no positiva si todos sus menores son no positivos.
La matriz
A5 =
2
6
6
6
6
4
¡1 ¡2 ¡1 ¡1
¡0;5 ¡1 ¡0;5 ¡0;5
¡1;5 ¡3 ¡1 ¡1
¡1;5 ¡3 ¡1 ¡1
3
7
7
7
7
5
es totalmente no positiva.
Esta clase de matrices satisface las mismas propiedades que las matrices
totalmente no negativas.
Numerosos problemas en Biolog¶ ³a, F¶ ³sica y ciencias sociales vienen descri-
tos por matrices cuadradas con ciertas restricciones en su patr¶ on de signos.
Una de las estructuras m¶ as comunes corresponde a matrices con elementos no
positivos fuera de la diagonal. Una notaci¶ on cl¶ asica para este tipo de matrices
es la siguiente:
Zn = fA = (aij) 2 R
n£n : aij · 0;i 6= jg18 CAP¶ ITULO 1. TEOR¶ IA DE COMPLETACI¶ ON
De¯nici¶ on 1.1.5 Una matriz A 2 Zn se dice que es una M-matriz si to-
dos sus menores principales son positivos. Es pues una P-matriz con una
estructura particular de signos.
La matriz
A6 =
2
6
6
6
6
4
1 ¡1 ¡1 0
0 1 0 ¡0;25
¡0;25 ¡1 1 ¡1
0 ¡0;25 ¡0;5 ¡1
3
7
7
7
7
5
es una M-matriz.
Siguiendo dentro de la clase de las P-matrices, otra familia de matrices
no negativas, relacionadas con las M-matrices, son las llamadas inversas M-
matrices.
De¯nici¶ on 1.1.6 Una matriz no singular A, de tama~ no n £ n, se dice que
es una inversa M-matriz (iM-matriz) si A¡1 es M-matriz.
La matriz
A7 =
2
6
6
6
6
4
1 1=3 1=5 2=5
1=3 1 1=3 1=2
1=5 1=3 1 1=5
2=5 1=2 1=5 1
3
7
7
7
7
5
es una inversa M-matriz.
Finalmente, introducimos dos nuevas clases de matrices que ser¶ an objeto
de estudio en los cap¶ ³tulos 6 y 7 de esta memoria.
De¯nici¶ on 1.1.7 Una matriz A se dice que es una R-matriz si todos sus
menores principales son no nulos.1.1. CLASES DE MATRICES 19
La matriz
A8 =
2
6
6
6
6
4
¡1 1 0;5 0
1 1 ¡1 3
¡0;5 ¡2 1 1
0 0;5 1 ¡1
3
7
7
7
7
5
es una R-matriz.
De¯nici¶ on 1.1.8 Una matriz A, de tama~ no n£n, se dice que es una total-
mente R-matriz (TR-matriz) si todos sus menores son no nulos.
La matriz
A9 =
2
6
6
6
6
4
¡1 1 0;5 2
1 1 ¡1 3
¡0;5 ¡2 1 1
2 0;5 1 ¡1
3
7
7
7
7
5
es una TR-matriz.
Entre las propiedades mas importantes de estas dos ¶ ultimas clases de
matrices cabe destacar las siguientes:
Proposici¶ on 1.1.3 Sea A una R-matriz (TR-matriz) de tama~ no n £ n.
(i) Si P es una matriz permutaci¶ on, entonces PAP T es R-matriz (TR-
matriz).
(i) Si D es una matriz diagonal positiva, entonces DA y AD son R-
matrices (TR-matrices).
(iii) Si D es una matriz diagonal no singular, entonces DAD¡1 es una R-
matriz (TR-matriz).
(iv) Cualquier submatriz principal de una R-matriz es una R-matriz.
(v) Cualquier submatriz (principal o no) de una TR-matriz es una TR-
matriz.20 CAP¶ ITULO 1. TEOR¶ IA DE COMPLETACI¶ ON
En el siguiente diagrama recogemos algunas de las relaciones existentes
entre las clases de matrices que acabamos de introducir.
iM
TP TNP TNN
?
P
?
DP
@
@
@
@
@
@
@
@
@
@ @ I
6
TR
¡
¡
¡
¡
¡ ¡ ª
R
6
M
¾
¾ ¾ P01.2. MATRICES PARCIALES 21
1.2. Matrices parciales
Como ya hemos comentado, en los problemas que aborda la teor¶ ³a de
completaci¶ on las matrices de partida suelen tener elementos desconocidos o
no especi¯cados, fruto de la propia naturaleza del problema. Estas matrices
reciben el nombre de matrices parciales.
De¯nici¶ on 1.2.1 Dada una matriz real A, de tama~ no m£n, se dice que A
es una matriz parcial si parte de sus elementos son conocidos y el resto est¶ an
por especi¯car, pudiendo considerarse como variables independientes.
Se llama patr¶ on de A, y se representa por ¡A, al conjunto de pares (i;j) 2
f1;2;:::;mg£f1;2;:::;ng tales que el elemento que ocupa la posici¶ on (i;j)
de A es especi¯cado.
Ejemplo 1.2.1 La matriz
A =
2
6
6
6
6
4
1 ? 5 3
2 ¡1=2 4 ?
? 0 3 0
? ? 1 1
3
7
7
7
7
5
;
donde ? representa elementos no especi¯cados, es una matriz parcial cuyo
patr¶ on es el conjunto de pares
f(1;1);(1;3);(1;4);(2;1);(2;2);(2;3);(3;2);(3;3);(3;4);(4;3);(4;4)g
Cuando damos valores a los elementos no especi¯cados de una matriz
parcial A, obtenemos una matriz convencional, que representamos por Ac y
que recibe el nombre de completaci¶ on de A.
La matriz
A =
2
6
6
6
6
4
1 4 5 3
2 ¡1=2 4 1
0 0 3 0
¡1 2 1 1
3
7
7
7
7
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es una completaci¶ on de la matriz parcial del ejemplo anterior.
Cuando todos los elementos no especi¯cados de la matriz parcial son
reemplazados por ceros, se obtiene la denominada completaci¶ on nula y se
representa por A0.
En numerosos problemas de completaci¶ on es habitual introducir restric-
ciones sobre los elementos especi¯cados de la matriz parcial, entre los que
cabe destacar:
(a) Positividad de la matriz parcial, es decir todos los elementos especi¯-
cados son positivos.
(b) Simetr¶ ³a de signos, es decir los elementos especi¯cados de una matriz
parcial cuadrada situados en posiciones sim¶ etricas tienen el mismo sig-
no,
¶ o resticciones de tipo sim¶ etrico sobre el patr¶ on:
(c) Diremos que una matriz parcial cuadrada A = (aij) es posicionalmente
sim¶ etrica cuando el elemento (i;j) est¶ a especi¯cado si y s¶ olo si el ele-
mento (j;i) lo est¶ a. En caso contrario diremos que A es no posicional-
mente sim¶ etrica.
Ejemplo 1.2.2 Consideramos las matrices parciales
A =
2
6
6
6
6
4
1 0;25 ? ?
3 1 1 2
? 3 1 0;5
? 0;5 2 1
3
7
7
7
7
5
y B =
2
6
6
6
6
4
1 1 ? 1
1 2 2 1
? 0;5 3 ?
? ? ? 1
3
7
7
7
7
5
:
Podemos observar que A es una matriz parcial posicionalmente sim¶ etrica
mientras que B no lo es, ya que, por ejemplo, la posici¶ on (2;4) est¶ a especi-
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1.3. Problema de completaci¶ on
En los problemas de completaci¶ on se estudia, como hemos mencionado, la
existencia de completaciones de una matriz parcial veri¯cando determinadas
propiedades previamente ¯jadas. El planteamiento general de un problema
de completaci¶ on es el siguiente: Sea A una matriz parcial. Si ¦ representa
una determinada propiedad, >existe una completaci¶ on Ac de A cumpliendo
la propiedad ¦?
Se trata, por tanto, de un tipo de problema muy amplio ya que depende
de:
(a) El patr¶ on de la matriz parcial, es decir, las posiciones que ocupan
sus elementos especi¯cados. Por ejemplo, una ¯la, una banda, la parte
triangular superior, etc.
(b) El concepto prescrito que se desea obtener. Por ejemplo, la no singu-
laridad, una determinada estructura de Jord¶ an, el tener menores no
negativos, etc.
A continuaci¶ on presentamos una breve descripci¶ on de algunos de los pro-
blemas de completaci¶ on en los que numerosos investigadores est¶ an trabajando
actualmente. Parte de estos problemas ser¶ an objeto de estudio a lo largo de
la presente memoria.
El problema de completaci¶ on de valores propios, en el que se desea
obtener una completaci¶ on de una matriz parcial cuadrada con un deter-
minado espectro. Este problema ha sido uno de los primeros problemas
de completaci¶ on estudiados, siendo Mirsky, en 1958 (ver [40]), quien ob-
tuvo el primer resultado para matrices con todos sus elementos situados
fuera de la diagonal principal no especi¯cados. Posteriormente, Fried-
land [16] y Silva [45] resuelven este problema para matrices parciales
con patr¶ on complementario al anterior.24 CAP¶ ITULO 1. TEOR¶ IA DE COMPLETACI¶ ON
Otros autores han abordado este problema para matrices parciales cuyo
patr¶ on constituye una submatriz principal o un bloque diagonal. En el
primer caso la soluci¶ on del problema fue dado por Thompson en [47] y
S¶ a en [39], y en el segundo caso por De Oliveira en [8] y Silva en [46].
Cuando el patr¶ on de la matriz parcial es un n¶ umero de ¯las y columnas
completas el problema ha sido resuelto por Zaballa en [48]. Todos es-
tos resultados, incluyendo conexiones con la teor¶ ³a de sistemas, aparece
descritos de forma sistem¶ atica en [21].
En la actualidad, investigadores como Gohberg, Rodman, Shalom, Krup-
nik, etc., est¶ an estudiando este problema para distintos patrones de la
matriz parcial.
El problema de completaci¶ on de P-matrices parciales. El objetivo es
obtener una completaci¶ on P-matriz de una P-matriz parcial.
El estudio de este problema se inici¶ o en 1996 por Johnson y Kroschel
(ver [30]), quienes cerraron el problema en el caso de matrices parciales
posicionalmente sim¶ etricas. De Alba y Hogben en [7] continuaron el
estudio de este problema para el caso de matrices no posicionalmente
sim¶ etricas, obteniendo resultados parciales para matrices de peque~ no
tama~ no. Posteriormente, Fallat, Johnson, Torregrosa y Urbano en [11]
iniciaron el an¶ alisis de este problema a~ nadiendo condiciones sobre los
elementos especi¯cados de la P-matriz parcial, tales como positividad,
simetr¶ ³a de signo, etc, o sobre el patr¶ on de dicha matriz.
Este problema tiene todav¶ ³a numerosas cuestiones abiertas.
El problema de completaci¶ on de matrices parciales de¯nidas positivas.
En este problema se analiza bajo qu¶ e condiciones una matriz parcial
sim¶ etrica de¯nida positiva admite una completaci¶ on de¯nida positi-
va. El problema est¶ a resuelto por Grone y otros en [22] para matrices
parciales cuyo grafo asociado es cordal (en la siguiente secci¶ on de¯nire-1.3. PROBLEMA DE COMPLETACI¶ ON 25
mos con detalle este concepto). Cuando el grafo asociado no es cordal
la matriz parcial no admite, en general, completaci¶ on de¯nida positi-
va. Actualmente se est¶ an estudiando, para este caso, condiciones que
garanticen la existencia de la completaci¶ on deseada. Para m¶ as informa-
ci¶ on sobre este problema de completaci¶ on ver [28] y [22].
El problema de completaci¶ on de M-matrices parciales. En este caso se
pretende obtener una completaci¶ on M-matriz de una M-matriz par-
cial. Este tipo de matrices aparece con frecuencia en el estudio de la
convergencia de los m¶ etodos iterativos para la resoluci¶ on de sistemas de
ecuaciones lineales y no lineales, en modelos de crecimiento econ¶ omico,
etc.
En 1996, Johnson y Smith, en [33], estudiaron este problema dando
una caracterizaci¶ on impl¶ ³cita del mismo, independiente de la estuctura
de la matriz parcial. Posteriormente Hogben en [26], analiza el caso no
posicionalmente sim¶ etrico para determinados tipos de patrones.
El problema de completaci¶ on de matrices parciales totalmente no nega-
tivas. Al igual que en los casos precedentes, en este problema se analiza
bajo qu¶ e condiciones una matriz parcial totalmente no negativa admite
una completaci¶ on del mismo tipo. Estas matrices est¶ an teniendo una
importancia creciente en teor¶ ³a de aproximaci¶ on, Estad¶ ³stica, dise~ no
gr¶ a¯co asistido por ordenador, Econom¶ ³a, etc, lo cual explica la aten-
ci¶ on que se les est¶ a prestando desde hace unos a~ nos dentro del Algebra
Lineal.
El problema es analizado por primera vez por Johnson, Kroschel y
Lundquist, en [31], para matrices parciales posicionalmente sim¶ etricas.
Los autores demuestran que existe la completaci¶ on deseada cuando el
grafo asociado a la matriz parcial es 1-cordal, mon¶ otonamente etiqueta-
do. Para otros tipos de grafos no dirigidos, la matriz parcial no admite,26 CAP¶ ITULO 1. TEOR¶ IA DE COMPLETACI¶ ON
en general, una completaci¶ on totalmente no negativa, y para estos casos
se est¶ an estudiando condiciones necesarias y su¯cientes que garanticen
la existencia de la completaci¶ on deseada.
Recientemente, Fallat, Johnson y Smith han abordado este problema
(ver [12]) para matrices no posicionalmente sim¶ etricas, obteniendo re-
sultados parciales para matrices con pocos elementos no especi¯cados.
Quedan numerosas cuestiones abiertas, tanto en el caso posicional co-
mo no posicionalmente sim¶ etrico, as¶ ³ como la extensi¶ on del problema a
matrices totalmente positivas y totalmente no positivas.
El an¶ alisis de este problema de completaci¶ on constituye el contenido
de la segunda parte de esta memoria.Cap¶ ³tulo 2
Teor¶ ³a de grafos
En el estudio de la mayor parte de los problemas planteados en el anterior
cap¶ ³tulo juega un papel importante la teor¶ ³a de grafos, ya que facilita el
an¶ alisis de la completaci¶ on de una matriz al poder ser ¶ esta representada
mediante un grafo.
2.1. Grafo asociado a una matriz parcial
Dada una matriz parcial A = (aij), de tama~ no n £ n, se llama grafo
asociado a la matriz A al grafo GA = (V;E), donde V = f1;2;:::;ng es el
conjunto de v¶ ertices y existe un arco del v¶ ertice i al v¶ ertice j si el elemento
aij de la matriz A es especi¯cado. Teniendo en cuenta que vamos a trabajar
con matrices parciales cuya diagonal principal est¶ a especi¯cada, excepto en
la primera secci¶ on del cuarto cap¶ ³tulo, omitiremos los bucles de su grafo
asociado.
Si la matriz A es posicionalmente sim¶ etrica, su grafo asociado GA es no
dirigido y hablaremos de arista (i;j) entre los v¶ ertices i y j. En caso contrario,
su grafo asociado es dirigido.
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Ejemplo 2.1.1 Las siguientes matrices son posicionalmente sim¶ etricas y sus
respectivos grafos asociados son no dirigidos.
A =
2
6
6
6
6
4
a11 a12 ? a14
a21 a22 a23 ?
? a32 a33 a34
a41 ? a43 a44
3
7
7
7
7
5
; B =
2
6
6
6
6
4
b11 b12 ? ?
b21 b22 b23 ?
? b32 b33 b34
? ? b43 b44
3
7
7
7
7
5
4 3
1 2
GA
u u
u u
1 2 3 4
GB
u u u u
Ejemplo 2.1.2 Las siguientes matrices son no posicionalmente sim¶ etricas
y sus respectivos grafos asociados son dirigidos.
A =
2
6
6
6
6
4
a11 a12 ? ?
? a22 a23 ?
? ? a33 a34
a41 ? ? a44
3
7
7
7
7
5
; B =
2
6
6
6
6
4
b11 b12 ? ?
? b22 b23 ?
? ? b33 b34
? ? ? b44
3
7
7
7
7
5
4 3
1 2
GA
u u
u u
6
-
? ¾
1 2 3 4
GB
u u u u - - -
Un grafo subyacente, G de un grafo dirigido G = (V;E) es el resultado
de cambiar cualquier arco en E por una arista.2.1. GRAFO ASOCIADO A UNA MATRIZ PARCIAL 29
Ejemplo 2.1.3 Observamos que los grafos GA y GB del ejemplo 2.1.1 son
grafos subyacente de GA y GB del ejemplo 2.1.2 respectivamente.
Dado G = (V;E), se llama subgrafo inducido por un conjunto de v¶ ertices
S, G[S], a un subgrafo de G cuyo conjunto de v¶ ertices es S y es maxi-
mal respecto al conjunto de aristas (arcos). En el ejemplo 2.1.1, GA[S] =
(f1;2;4g;f(1;2);(1;4)g) es un subgrafo de GA inducido por el conjunto de
v¶ ertices S = f1;2;4g.
4
1
GB[S]
2
u
u u
Una sucesi¶ on ¯nita de v¶ ertices distintos, fi1;i2;:::;ik¡1;ikg, tal que (ij;
ij+1) 2 E, j = 1;2;:::;k ¡ 1, recibe el nombre de camino, siendo ciclo si el
primer y ¶ ultimo v¶ ertice coinciden.
1 2 3
u u u - -
camino
2 3
1
ciclo
u u
u
6 @
@
@
@
@ @ R ¾
Por otro lado, si el grafo G = (V;E) es dirigido y E = f(i1;i2);(i2;i3);:::;
(ik¡1;ik);(i1;ik)g, se dice que G es un camino totalmente especi¯cado.30 CAP¶ ITULO 2. TEOR¶ IA DE GRAFOS
i1 i2 in¡1 i1 in
camino totalmente especi¯cado
u u u u u - - ... - ¾
Ejemplo 2.1.4 El grafo GA asociado a la siguiente matriz parcial
A =
2
6
6
6
6
6
6
6
6
6
6
4
a11 a12 ? ? ? ?
? a22 a23 ? a25 ?
? ? a33 ? ? a36
a41 ? ? a44 a45 ?
? ? ? ? a55 ?
? a62 ? ? a65 a66
3
7
7
7
7
7
7
7
7
7
7
5
;
4 6
1 3
GA
2
5 u u
u u u
u -
-
? @
@
@
@
@ @ I 6
-
? ¾
tiene los siguientes caminos totalmente especi¯cados:
(f4;1;2;5g;f(4;1);(1;2);(2;5);(4;5)g)
(f4;1;2;3;6;5g;f(4;1);(1;2);(2;3);(3;6);(6;5);(4;5)g)
(f2;3;6;5g;f(2;3);(3;6);(6;5);(2;5)g)
(f6;2;5g;f(6;2);(2;5);(6;5)g)
Ejemplo 2.1.5 Sin embargo, el grafo GA asociado a la matriz parcial
A =
2
6
6
6
6
6
6
6
6
6
6
4
a11 a12 ? ? ? ?
? a22 a23 ? ? ?
? ? a33 ? ? a36
a41 ? ? a44 a45 ?
? a52 ? ? a55 ?
? a62 ? ? ? a66
3
7
7
7
7
7
7
7
7
7
7
5
;
4 6
1 3
GA
2
5 u u
u u u
u -
-
? @
@
@
@
@ @ I 6
-
6
no tiene caminos totalmente especi¯cados.2.1. GRAFO ASOCIADO A UNA MATRIZ PARCIAL 31
Decimos que un grafo no dirigido G = (V;E) es conexo si para cualquier
par de v¶ ertices i;j 2 V podemos encontrar un camino desde i hasta j. En
caso contrario decimos que es no conexo.
2 4
1 5
grafo conexo
3
u u
u u u
¡
¡
¡
¡
¡ ¡
@
@
@
@
@ @
2 4
1 5
grafo no conexo
3
u u
u u u
¡
¡
¡
¡
¡ ¡
La numeraci¶ on de los v¶ ertices de los grafos asociados a una matriz parcial
A tiene gran importancia debido a que algunas clases de matrices como las
totalmente no negativas y totalmente no positivas no se conservan, en general,
por semejanza de permutaci¶ on, como vemos en el siguiente ejemplo.
Ejemplo 2.1.6 La matriz
A =
2
6
6
6
6
4
1 0;5 0;5 0;5
0;5 1 1 1
0 0 1 1
0 0 1 1
3
7
7
7
7
5
es una matriz totalmente no negativa. Sin embargo, aplicando la permutaci¶ on
P = [1;3;2;4], el resultado
PAP
T =
2
6
6
6
6
4
1 0;5 0;5 0;5
0 1 0 1
0;5 1 1 1
0 1 0 1
3
7
7
7
7
5
;
no es una matriz totalmente no negativa ya que tiene algunos menores de
valor negativo, como es el caso de det(PAP T[f1;2gjf2;3g]) < 0.32 CAP¶ ITULO 2. TEOR¶ IA DE GRAFOS
El anterior comentario nos lleva a de¯nir grafos mon¶ otona y no mon¶ otona-
mente etiquetados. De¯nimos concretamente este concepto, en cada una de
las estructuras que introducimos. As¶ ³ en primer lugar decimos que un camino
es mon¶ otonamente etiquetado si est¶ a numerado de forma consecutiva. Es
decir, dado un camino, G = (V;E), cuyo conjunto de aristas (arcos) es
E = f(i1;i2);(i2;i3);:::;(in¡1;in)g, decimos que G es mon¶ otonamente eti-
quetado si ij = ij¡1 + 1 para todo j = 2;:::;n, y es no mon¶ otonamente
etiquetado en cualquier otro caso. De forma an¶ aloga un camino totalmente
especi¯cado decimos que es mon¶ otonamente etiquetado si el conjunto de arcos
es E = f(i1;i2);(i2;i3);:::;(in¡1;in);(i1;in)g con ij = ij¡1 + 1, j = 2;:::;n,
y es no mon¶ otonamente etiquetado en cualquier otro caso.
El concepto de camino totalmente especi¯cado es un caso particular del
doble-camino, de¯nido como un grafo dirigido formado por dos caminos in-
ternamente disjuntos, C1 y C2, cuyos extremos inicial y ¯nal coinciden.
Sea G un doble-camino formado por los caminos C1 = f(i1;i2);(i2;i3);:::;
(ik¡1;ik)g y C2 = f(i1;ik+2);(ik+2;ik+3);:::;(in¡1;in);(in;ik)g. Es f¶ acil ob-
servar que uno de los caminos puede estar mon¶ otonamente etiquetado y el
otro no, o los dos caminos no est¶ an mon¶ otonamente etiquetados.
Ejemplo 2.1.7 En el cuarto cap¶ ³tulo de esta memoria, en el ejemplo 4.3.15,
tenemos un grafo doble-camino que tiene un camino mon¶ otonamente etique-
tado y el otro no, mientras que el grafo doble-camino del ejemplo 4.3.16 tiene
dos caminos no non¶ otonamente etiquetado.
De forma an¶ aloga un ciclo G = (V;E) con V = f1;2;:::;ng, E =
f(i1;i2);(i2;i3);:::; (in¡1;in);(in;i1)g, est¶ a mon¶ otonamente etiquetado si ik =
k para todo k = 1;2;:::;n.
Combinando ciclos de distintas longitudes podemos generar nuevos tipos
de grafos. Describimos a continuaci¶ on los que aparecen a lo largo de la pre-
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Como primer ejemplo consideramos una generalizaci¶ on del concepto de
ciclo a lo que llamamos block-ciclo. Un grafo se dice que es un block-ciclo
si es una sucesi¶ on de ciclos fC1;C2; :::;Ckg tal que, para cualesquiera i;j,
i 6= j, los ciclos Ci y Cj tienen un v¶ ertice en com¶ un, p arcos o aristas en
com¶ un, p ¸ 1, o tienen intersecci¶ on vac¶ ³a. Como hemos visto en otros casos,
podemos extender el concepto de mon¶ otonamente etiquetados a este tipo de
grafos.
Ejemplo 2.1.8 Consideramos la matriz parcial
A =
2
6
6
6
6
6
6
6
6
6
6
4
a11 a12 ? a14 ? ?
a21 a22 a23 ? ? ?
? a32 a33 a34 ? ?
a41 ? a43 a44 a45 a46
? ? ? a54 a55 a56
? ? ? a64 a56 a66
3
7
7
7
7
7
7
7
7
7
7
5
cuyo grafo asociado mon¶ otonamente etiquetado, GA, es un block-ciclo forma-
do por dos ciclos.
2 6
3 5
GA
4
1 u u
u u u
u @
@
@
@
@ @
Un grafo se dice que es un doble ciclo si esta formado por dos ciclos
intersectados en un v¶ ertice, un arco o m¶ as de un arco en com¶ un.
De¯nimos que un doble ciclo est¶ a mon¶ otonamente etiquetado si ambos ciclos
est¶ an mon¶ otonamente etiquetados.34 CAP¶ ITULO 2. TEOR¶ IA DE GRAFOS
Ejemplo 2.1.9 Los siguientes grafos,
4 3
2 1
G1
u u
u u
¾
6
¾
6 @
@
@
@
@ @ R 4 1
3 2
G2
u u
u u
¾
6
¾
6 @
@
@
@
@ @ R
son doble ciclos, G1 est¶ a formado por dos ciclos mon¶ otonamente etiquetados
mientras que G2 est¶ a formado por un ciclo mon¶ otonamente etiquetado y el
otro no.
Llamamos clique con un camino adjunto al grafo formado por un clique
(ver la pr¶ oxima subsecci¶ on) de un conjunto de v¶ ertices, K = (Vk;Ek), y un
camino con v¶ ertices inicial y ¯nal que pertenecen a Vk.
En este caso el etiquetado puede ser muy diverso como se muestra en el
siguiente ejemplo.
Ejemplo 2.1.10 En los siguientes grafos, cliques con caminos adjuntos,
G1
2 r
clique
> 3 r 1 r
&%
'$
<
G2
1 r
clique
> 3 r 2 r
&%
'$
<
podemos observar que el camino adjunto es mon¶ otonamente etiquetado en G1
y es no mon¶ otonamente etiquetado en G2.2.2. GRAFOS CORDALES 35
Finalmente dedicamos la siguiente secci¶ on al estudio de los grafos cordales
por su relevancia a lo largo de este trabajo. Para ampliar conocimientos sobre
este tipo de grafos podemos consultar el texto de Blair y Peyton [5].
2.2. Grafos cordales
Un grafo no dirigido se dice que es cordal si no tiene ciclos minimales de
longitud mayor o igual que 4.
Ejemplo 2.2.1 Los grafos asociados a las siguientes matrices parciales son
grafos cordales.
A =
2
6
6
6
6
6
6
6
4
a11 a12 ? a14 ?
a21 a22 a23 a24 a25
? a32 a33 ? a35
a41 a42 ? a44 ?
? a52 a53 ? a55
3
7
7
7
7
7
7
7
5
; B =
2
6
6
6
6
4
b11 b12 ? b14
b21 b22 b23 b24
? b32 b33 b34
b41 b42 b43 b44
3
7
7
7
7
5
4 3
1 5
GA
2
u u
u u u
¡
¡
¡
¡
¡ ¡
@
@
@
@
@ @
4 3
1 2
GB
u u
u u
¡
¡
¡
¡
¡ ¡
Un clique, en un grafo no dirigido G = (V;E), es un subgrafo completo,
es decir, un grafo cuyo conjunto de v¶ ertices es un subconjunto S de V y
cuyo conjunto de aristas son todas las posibles aristas entre los v¶ ertices de S.
Representamos por Kp un clique con p v¶ ertices. En ocasiones se usa clique en
el contexto de grafos dirigidos. El signi¯cado ser¶ a entonces el mismo, aunque36 CAP¶ ITULO 2. TEOR¶ IA DE GRAFOS
con distinta terminolog¶ ³a, es decir, G1 ½ G es un clique en el grafo dirigido
G si para i;j 2 V (G1), (i;j) pertenece al conjunto de arcos de G1.
Sea G1 = (V1;E1) el clique Kr y G2 = (V2;E2) el clique Kq. Supongamos
que el subgrafo inducido por el conjunto de v¶ ertices V1 \V2 es el clique Kp y
que no existen aristas entre los v¶ ertices V1 n V1 \ V2 y V2 n V1 \ V2. El grafo
G(V;E), donde V = V1 [ V2 y E = E1 [ E2, recibe el nombre de clique
suma de los cliques Kr y Kq, y al clique Kp se le llama v¶ ertice separador.
Como podemos ver en el ejemplo 2.2.1, GA es un clique suma donde el v¶ ertice
separador es un clique de un s¶ olo v¶ ertice, en cambio GB es un clique suma
cuyo v¶ ertice separador es de 2 v¶ ertices.
Un grafo cordal diremos que es p-cordal si es una sucesi¶ on de cliques
suma y el cardinal del mayor v¶ ertice separador es p. (Una sucesi¶ on de cliques
suma tambi¶ en recibe el nombre de block-clique). Otra vez en el ejemplo 2.2.1
observamos que GA es un 1-cordal mientras que GB es un 2-cordal.
Podemos observar que todo grafo cordal es un p-cordal, con p ¸ 1. Por
otra parte, todo grafo p-cordal, con p ¸ 2, contiene como subgrafo el 2-cordal
conocido por doble tri¶ angulo, ver [9].
Ejemplo 2.2.2 El grafo asociado a la siguiente matriz parcial
A =
2
6
6
6
6
6
6
6
4
a11 a12 a13 a14 ?
a21 a22 a23 a24 a25
a31 a32 a33 a34 a35
a41 a42 a43 a44 a45
? a52 a53 a54 a55
3
7
7
7
7
7
7
7
5
;
3 s
@
@
@
@ @
4
s
2
@
@
@
@ @
¡
¡
¡
¡ ¡
5s
¡
¡
¡
¡ ¡
HHHHHHHH H
©©©©©©©© ©
GA
s s 1
es un grafo 3-cordal. Es f¶ acil observar que el subgrafo (f1;2;3;4g;f(1;3);(1;4);2.2. GRAFOS CORDALES 37
(2;3);(2;4)g) es 2-cordal. 3 t
@
@
@
@ @
4
t
1
@
@
@
@ @
¡
¡
¡
¡ ¡
2t
¡
¡
¡
¡ ¡ t
doble-tri¶ angulo
Al igual que en casos anteriores distinguimos entre grafos p-cordal mon¶ o-
tonamente etiquetados y no mon¶ otonamente etiquetados. Un grafo p-cordal
con una sucesi¶ on de cliques maximales etiquetados de forma consecutiva,
C1;C2;:::, es mon¶ otonamente etiquetado si para cualquier par de cliques
maximales Ci y Cj siendo i < j y Ci \ Cj = U = fu1;u2;:::;ukg, la nu-
meraci¶ on de los v¶ ertices de los dos cliques es tal que la numeraci¶ on de los
v¶ ertices de U es mayor que la del conjunto fv : v 2 Ci¡fu1;u2;:::;ukgg y es
menor que la numeraci¶ on de los v¶ ertices de fw : w 2 Cj ¡ fu1;u2;:::;ukgg,
veri¯cando en todo caso que cada v¶ ertice separador no pertenece a m¶ as de
dos cliques. En caso contrario, decimos que el grafo es no mon¶ otonamente
etiquetado.
En el siguiente ejemplo mostramos el concepto de monoton¶ ³a en la nu-
meraci¶ on de los grafos 1-cordal.
Ejemplo 2.2.3 Consideramos las siguientes matrices parciales,
A =
2
6
6
6
6
6
6
6
4
a11 a12 a13 ? ?
a21 a22 a23 ? ?
a31 a32 a33 a34 a35
? ? a53 a44 a45
? ? a53 a54 a55
3
7
7
7
7
7
7
7
5
B =
2
6
6
6
6
6
6
6
4
b11 b12 b13 ? ?
b21 b22 b23 b24 b25
b31 b32 b33 ? ?
? b42 ? b44 b45
? b52 ? b54 b55
3
7
7
7
7
7
7
7
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con sus respectivos grafos asociados,
2 4
1 5
GA
3
u u
u u u
¡
¡
¡
¡
¡ ¡
@
@
@
@
@ @
3 4
1 5
GB
2
u u
u u u
¡
¡
¡
¡
¡ ¡
@
@
@
@
@ @
Ambas matrices tienen grafo asociado 1-cordal. No obstante, mientras GA es
mon¶ otonamente etiquetado, GB es no mon¶ otonamente etiquetado.
Observamos que GB en el ejemplo anterior es isomorfo al grafo GA y
que con una matriz permutaci¶ on adecuada P, se puede transformar B en
la matriz parcial A. Sin embargo, esta transformaci¶ on no es posible cuando
existe un v¶ ertice separador perteneciente a m¶ as de dos cliques.
Ejemplo 2.2.4 Consideramos las siguientes matrices parciales,
A =
2
6
6
6
6
6
6
6
4
a11 a12 a13 ? ?
a21 a22 a23 ? ?
a31 a32 a33 a34 a35
? ? a53 a44 ?
? ? a53 ? a55
3
7
7
7
7
7
7
7
5
B =
2
6
6
6
6
6
6
6
4
b11 b12 ? ? ?
b21 b22 ? b24 ?
? ? b33 b34 b35
? b42 b43 b44 b45
? ? b53 b54 b55
3
7
7
7
7
7
7
7
5
con sus respectivos grafos asociados,
2 5
1 4
GA
3
u u
u u u
¡
¡
¡
¡
¡ ¡
@
@
@
@
@ @
5 1
3 2
GB
4
u u
u u u
¡
¡
¡
¡
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Ambos grafos asociados son 1-cordal no mon¶ otonamente etiquetados.
Con la matriz permutaci¶ on P = [1;2;4;3;5] conseguimos transformar la ma-
triz B en otra matriz cuyo grafo asociado es 1-cordal mon¶ otonamente eti-
quetado. Sin embargo, no podemos hacer lo mismo con la matriz A ya que el
v¶ ertice separador pertenece a tres cliques.40 CAP¶ ITULO 2. TEOR¶ IA DE GRAFOSParte II
Matrices totalmente no
negativas
41Cap¶ ³tulo 3
Introducci¶ on y antecedentes
3.1. Antecedentes
Una matriz real A = (aij) de tama~ no m £ n se dice que es una matriz
totalmente no negativa si cada submatriz cuadrada (sea principal o no) de A
tiene determinante no negativo. En particular, cada elemento de una matriz
totalmente no negativa es no negativo. De aqu¶ ³ en adelante, las matrices a
considerar van a ser cuadradas, es decir, m = n.
F. R. Gantmacher y M. G. Krein, ver [17], [18] y [19] inician el estudio
de estas matrices en los a~ nos treinta del siglo XX. M¶ as tarde, aparecen en
trabajos sobre ceros de polinomios [3], procesos estoc¶ asticos [35] y matroides
[37]. En 1987, T. Ando, ver [1], present¶ o una lista de resultados obtenidos
hasta la fecha, desde el punto de vista algebraico.
Recientemente, las matrices totalmente no negativas aparecen en con-
textos de diversas ¶ areas cient¶ ³¯cas. Por una parte, en temas puramente
matem¶ aticos, como ecuaciones diferenciales, procesos estad¶ ³sticos, probabili-
dades, biolog¶ ³a matem¶ atica, teor¶ ³a de aproximaci¶ on, ecuaciones integrales,...,
por ejemplo, aparecen dichas matrices en grupos de Lie [38], geometr¶ ³a alge-
braica [14], [15] y [41], y conjuntos parcialmente ordenables [43] y [44]. Por
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otra parte, encontramos las aplicaciones de las matrices totalmente no nega-
tivas en Ecomon¶ ³a [35], en Qu¶ ³mica [42] y en Ingenier¶ ³a El¶ ectrica, tal como
podemos ver en [6], donde las matrices totalmente no negativas caracteri-
zan ciertas redes electr¶ onicas invertibles estudiadas por E. B. Curtis y J. A.
Morrow. Por lo tanto, la total no negatividad es un ¶ area muy activa en la
investigaci¶ on cient¶ ³¯ca. Para ver m¶ as aplicaciones podemos consultar el texto
de S. Karlin, [36].
Otras clases de matrices como las matrices de¯nidas positivas, las P-ma-
trices y las M-matrices entre otras, ver [28], tienen muchas propiedades en
com¶ un con las matrices totalmente no negativas.
En esta parte de la tesis abordamos el problema de completaci¶ on de ma-
trices parciales totalmente no negativas. Analizamos matrices con diferentes
grafos asociados y resolvemos ciertos aspectos del problema de completaci¶ on
de matrices parciales totalmente no negativas, cuyo planteamiento general
es el siguiente: Dada A una matriz parcial totalmente no negativa, >existe
una matriz completaci¶ on totalmente no negativa de A? Diversos autores han
estudiado este problema. Podemos citar, por ejemplo, a S. M. Fallat, C. R.
Johnson y R. L. Smith, que en [12] trataron dicha clase de matrices parciales
en el caso de matrices rectangulares, y a C. R. Johnson, B. K. Kroschel y M.
Lundquist, y C. Jord¶ an y J. R. Torregrosa que proporcionaron en [31] y [34]
respectivamente diversos resultados para matrices parciales posicionalmente
sim¶ etricas.
En este trabajo, analizamos los resultados obtenidos hasta la fecha y
aportamos nuevos resultados del problema, principalmente en el caso de ma-
trices no posicionalmente sim¶ etricas.3.2. RESULTADOS PREVIOS 45
3.2. Resultados previos
En algunas investigaciones sobre el problema de completaci¶ on de matri-
ces totalmente no negativas, ver [34], podemos observar que dichas matrices
pueden aparecer nombradas como matrices totalmente positivas.
De¯nici¶ on 3.2.1 Dada una matriz real A = (aij), se dice que A es una
matriz totalmente no negativa (TNN) si todas sus submatrices tienen deter-
minante no negativo.
Vemos a continuaci¶ on un ejemplo del anterior concepto.
Ejemplo 3.2.1 Consideramos las matrices,
A =
2
6
6
6
6
4
1 1=3 2=3 2=9
2 1 2 2=3
1 1=2 1 1=3
1=3 3=2 3 1
3
7
7
7
7
5
y B =
2
6
6
6
6
4
1 1=3 2=3 2=9
2 1 2 1
1 1=2 1 1=3
1=3 3=2 3 1
3
7
7
7
7
5
:
Denotamos por Mk(A) = (mij), con k = 1;2;3;4, la matriz obtenida a partir
de A cuyos elementos son todos los menores posibles en A de grado k. Descri-
bimos los elementos de Mk(A) de la siguiente forma: si k = 1, entonces
Mk(A) = A. Para k = 2, mij = detA[®ij¯j],
i,j ®i;¯j
1 f1,2g
2 f1,3g
3 f1,4g
4 f2,3g
5 f2,4g
6 f3,4g
y M2(A) =
2
6
6
6
6
6
6
6
6
6
6
4
1=3 2=3 2=9 0 0 0
1=6 1=3 1=9 0 0 0
25=18 25=9 25=27 0 0 0
0 0 0 0 0 0
8=3 16=3 16=9 0 0 0
4=3 8=3 8=9 0 0 0
3
7
7
7
7
7
7
7
7
7
7
5
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mientras en el caso k = 3
i,j ®i;¯j
1 f1,2,3g
2 f1,2,4g
3 f1,3,4g
4 f2,3,4g
y M3(A) = 0
Observamos que M4(A) = detA = 0.
Ahora es f¶ acil ver que todos los menores en A de ¶ ordenes 1;2;3 y 4 son no
negativos, por lo que A es una matriz totalmente no negativa.
Calculando los menores de la matriz B de forma an¶ aloga, obtenemos M4(B) =
detB = 0. Sin embargo,
M3(B) =
2
6
6
6
6
4
0 ¡1=18 ¡1=9 0
0 ¡25=54 ¡25=27 0
0 0 0 0
0 4=9 8=9 0
3
7
7
7
7
5
y
M2(B) =
2
6
6
6
6
6
6
6
6
6
6
4
1=3 2=3 5=9 0 1=9 2=9
1=6 1=3 1=9 0 0 0
25=18 25=9 25=27 0 0 0
0 0 ¡1=30 0 ¡1=6 ¡1=3
8=3 16=3 5=3 0 ¡1=2 ¡1
4=3 8=3 8=9 0 0 0
3
7
7
7
7
7
7
7
7
7
7
5
:
As¶ ³ pues, podemos encontrar submatrices de B con determinante negativo
con lo que B no es una matriz totalmente no negativa.
A continuaci¶ on destacamos las propiedades m¶ as utilizadas en este trabajo
de las matrices totalmente no negativas. Para m¶ as informaci¶ on ver [36].
Proposici¶ on 3.2.1 Sea A = (aij) una matriz totalmente no negativa de
tama~ no n £ n. Entonces:3.2. RESULTADOS PREVIOS 47
1. Si D es una matriz diagonal positiva, entonces DA y AD son matrices
totalmente no negativas.
2. Si D es una matriz diagonal positiva, entonces DAD¡1 es una matriz
totalmente no negativa.
3. La total no negatividad, en general, no se mantiene por la semejanza de
permutaci¶ on. Como caso especial, si P = [n;n ¡ 1;:::;2;1], entonces
PAP T es una matriz totalmente no negativa.
4. Si B es una matriz totalmente no negativa de tama~ no m£m, entonces
la matriz
C =
"
A 0
0 B
#
;
es una matriz totalmente no negativa.
5. Cualquier submatriz de A (principal y no principal) es totalmente no
negativa.
El primer apartado de esta proposici¶ on nos permite asumir, sin p¶ erdida
de generalidad, que los elementos diagonales especi¯cados y no nulos tienen
el valor 1.
Teniendo en cuenta la ¶ ultima propiedad y llevando el concepto de matrices
totalmente no negativas al contexto de matrices parciales podemos dar la
siguiente de¯nici¶ on.
De¯nici¶ on 3.2.2 Se dice que una matriz parcial A es una matriz parcial
totalmente no negativa si toda submatriz completamente especi¯cada de A
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Ejemplo 3.2.2 Es f¶ acil comprobar que la matriz parcial,
B =
2
6
6
6
6
4
1 1=3 2=3 x14
2 1 2 2=3
1 x32 1 1=3
1=3 3=2 x43 1
3
7
7
7
7
5
es una matriz parcial totalmente no negativa. Observamos que la matriz A
del ejemplo 3.2.1 es una completaci¶ on totalmente no negativa de B.
Abordamos a continuaci¶ on el problema de completaci¶ on para este tipo de
matrices, es decir, dada una matriz parcial totalmente no negativa A, >existe
una completaci¶ on totalmente no negativa Ac de A?
En general no existe la completaci¶ on deseada tanto en caso de matrices
posicional como no posicionalmente sim¶ etricas. Veamos los siguientes ejem-
plos.
Ejemplo 3.2.3 Consideramos la matriz,
A =
2
6
6
6
6
4
1 1 x13 0;8
0;8 1 1 x24
x31 0;2 1 0;7
0;1 x42 0;2 1
3
7
7
7
7
5
:
A es una matriz parcial totalmente no negativa posicionalmente sim¶ etrica.
A partir de detA[f1;2gjf2;4g] ¸ 0 y detA[f2;3gjf3;4g] ¸ 0 tenemos x24 ¸
0;8 y x24 · 0;7, respectivamente. Por lo tanto, A no tiene completaci¶ on
totalmente no negativa.
Ejemplo 3.2.4 Consideramos la matriz parcial totalmente no negativa, no
posicionalmente sim¶ etrica,
A =
2
6
6
4
1 x12 0;8
1 1 x23
x31 1 0;7
3
7
7
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A partir de los determinantes detA[f1;2gjf1;3g] ¸ 0 y detA[f2;3g] ¸ 0
obtenemos x23 ¸ 0;8 y x23 · 0;7, respectivamente, lo que nos permite a¯rmar
que A no tiene completaci¶ on totalmente no negativa.
Para los pr¶ oximos resultados, es necesario introducir la siguiente de¯ni-
ci¶ on.
De¯nici¶ on 3.2.3 Decimos que una matriz parcial totalmente no negativa
A, de tama~ no n £ n, es regular si cada submatriz principal maximal es no
singular y para cada par de submatrices principales maximales A[®] y A[¯],
tal que ® \ ¯ 6= Á, ®;¯ µ f1;2;¢¢¢;ng, A[® \ ¯] es tambi¶ en no singular.
C. R. Johnson, B. K. Kroschel, M. Lundquist han estudiado el problema
de completaci¶ on para matrices parciales totalmente no negativas en el caso
de grafos asociados cordales, ver [31], obteniendo entre otros el siguiente
resultado.
Teorema 3.2.1 Sea G un grafo conexo de n v¶ ertices. Sea A una matriz
parcial totalmente no negativa regular cuyo grafo asociado es G. Si G es
1-cordal mon¶ otonamente etiquetado entonces existe completaci¶ on totalmente
no negativa de A.
Observamos que los mencionados autores comentan que la regularidad no
es una condici¶ on necesaria en el teorema. Por otra parte, el problema se puede
reducir al estudio de grafos asociados conexos, como se pone de mani¯esto
en el siguiente resultado.
Lema 3.2.1 Sea A una matriz parcial totalmente no negativa, de tama~ no n£
n, cuyo grafo asociado G es un grafo no conexo mon¶ otonamente etiquetado.
A tiene completaci¶ on totalmente no negativa, si y s¶ olo si cada submatriz
principal que tenga asociado un subgrafo conexo de G, tiene completaci¶ on del
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Demostraci¶ on: Supongamos, sin p¶ erdida de generalidad, que A tiene la
forma
A =
2
6
6
6
6
6
4
A11 ? ¢¢¢ ?
? A22 ¢¢¢ ?
. . .
. . .
. . .
? ? ¢¢¢ Akk
3
7
7
7
7
7
5
;
donde Aii con i = 1;2;:::;k son las submatrices principales asociadas a
los subgrafos conexos y ? indica un bloque de elementos no especi¯cados.
Si A tiene completaci¶ on totalmente no negativa, entonces cada submatriz
principal de A la tiene por de¯nici¶ on. Por lo tanto, la condici¶ on es necesaria.
Para demostrar la su¯ciencia, obtenemos una nueva matriz parcial total-
mente no negativa A al sustituir las submatrices A11;A22;¢¢¢;Akk por las
completaciones correspondientes, y obtenemos una completaci¶ on totalmente
no negativa de A al completar los elementos no especi¯cados de esta por
elementos nulos. El resultado es una completaci¶ on totalmente no negativa de
A. ¤
Por lo tanto, por una parte en el actual trabajo podemos considerar, sin
p¶ erdida de generalidad, s¶ olo grafos conexos y por otra podemos enunciar el
teorema 3.2.1 de la siguiente manera.
Teorema 3.2.2 Sea A una matriz parcial totalmente no negativa cuyo grafo
asociado es G. Si G es 1-cordal mon¶ otonamente etiquetado entonces existe
una completaci¶ on totalmente no negativa de A.
En cambio, una matriz parcial que tenga asociado un grafo k-cordal, k ¸
2, mon¶ otonamente etiquetado no admite necesariamente una completaci¶ on
del mismo tipo, como los autores C. R. Johnson, B. K. Kroschel, M. Lundquist,
ver [31], ponen de mani¯esto mediante el siguiente ejemplo.3.2. RESULTADOS PREVIOS 51
Ejemplo 3.2.5 Consideramos la matriz parcial totalmente no negativa
A =
2
6
6
6
6
4
1 1 0;4 x
0;4 1 1 0;4
0;2 0;8 1 1
y 0;2 0;4 1
3
7
7
7
7
5
cuyo grafo asociado es un 2-cordal mon¶ otonamente etiquetado. Podemos veri-
¯car que A no tiene completaci¶ on totalmente no negativa ya que
detA = ¡0;0016 ¡ 0;008x ¡ 0;328y ¡ 0;2xy < 0
para todos los valores de los elementos desconocidos.
Como vamos a ver en el pr¶ oximo cap¶ ³tulo, en general, en el caso de grafos
asociados cordales no mon¶ otonamente etiquetados, y grafos no cordales, tam-
poco existe la completaci¶ on deseada.52 CAP¶ ITULO 3. INTRODUCCI¶ ON Y ANTECEDENTESCap¶ ³tulo 4
Resultados obtenidos
En este cap¶ ³tulo abordamos las cuestiones abiertas dentro del problema
de completaci¶ on de matrices TNN, presentando los resultados conseguidos.
Iniciamos el estudio trabajando con matrices parciales con diagonal total o
parcialmente no especi¯cada. Observamos que, salvo para tama~ nos y patrones
concretos, el problema en general no tiene soluci¶ on.
En caso de diagonal principal totalmente especi¯cada es as¶ ³mismo un
problema abierto al que dedicamos el resto de secciones de este cap¶ ³tulo. Es-
tudiamos en cada secci¶ on la existencia de completaciones de matrices parcia-
les con diferentes tipos de grafos asociados: grafos cordales, ciclos, caminos,
etc. Como consecuencia del apartado 3 de la proposici¶ on 3.2.1, analizamos
dichos casos seg¶ un la numeraci¶ on de los v¶ ertices, es decir, distinguiendo entre
grafos mon¶ otona y no mon¶ otonamente etiquetados.
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4.1. Diagonal principal parcialmente especi-
¯cada
A continuaci¶ on analizamos el problema de completaci¶ on de matrices par-
ciales totalmente no negativas cuya diagonal principal tiene elementos no
especi¯cados. Empezamos por el caso de matrices de tama~ no 3£3, en el que
existe una completaci¶ on totalmente no negativa siempre que los elementos
de fuera de la diagonal est¶ en especi¯cados y no nulos.
Lema 4.1.1 Sea A una matriz parcial TNN de tama~ no 3£3 con elementos
diagonales no especi¯cados. Si todos los elementos de fuera de la diagonal
son especi¯cados y no nulos entonces existe una completaci¶ on TNN.
Demostraci¶ on: Analizamos los diferentes casos en funci¶ on del n¶ umero de
elementos diagonales no especi¯cados.
(i) Todos los elementos diagonales no est¶ an especi¯cados. La matriz A tiene
la forma,
A =
2
6
6
4
x11 a12 a13
a21 x22 a23
a31 a32 x33
3
7
7
5:
Sea Ac la matriz obtenida al reemplazar x11;x22;x33 en A por c11;c22;c33, res-
pectivamente, tal que, c11 = m¶ axf
a31a12
a32
;
a21a13
a23
g, c22 = m¶ ³nf
a32a21
a31
;
a12a23
a13
g
y c33 = m¶ axf
a13a32
a12
;
a23a31
a21
g.
Podemos veri¯car que,
detAc =
8
> > > <
> > > :
a32a21
a31
[(c11 ¡
a31a12
a32
)(c33 ¡
a23a31
a21
)]; si c22 =
a32a21
a31
a12a23
a13
[(c11 ¡
a21a13
a23
)(c33 ¡
a13a32
a12
)]; si c22 =
a12a23
a13
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Desarrollamos los determinantes de las submatrices de tama~ no 2 £ 2.
detAc[f1;2g] =
8
> > > <
> > > :
a32a21
a31
[c11 ¡
a31a12
a32
]; si c22 =
a32a21
a31
a12a23
a13
[c11 ¡
a21a13
a23
]; si c22 =
a12a23
a13
entonces detA[f1;2g] ¸ 0 para los dos valores de c11.
detA[f1;2gjf2;3g] =
8
> > > <
> > > :
0 , si c22 =
a12a23
a13
a12a23 ¡
a13a32a21
a31
¸ a12a23 ¡
a13a12a23
a13
= 0 , si c22 =
a32a21
a31
detA[f2;3gjf1;2g] = a21a32 ¡ c22a31 ¸ 0, para los valores de c22.
De manera an¶ aloga podemos demostrar que detA[f2;3g] es no negativo.
Por lo tanto, Ac es una completaci¶ on TNN de A.
(ii) En el caso de que A tenga uno o dos elementos diagonales especi¯cados
encontramos las siguientes posibilidades.
(ii1) La posici¶ on (2;2) es la ¶ unica no especi¯cada. A partir de la proposici¶ on
3.2.1, podemos suponer que A tiene la forma,
A =
2
6
6
4
1 a12 a13
a21 x22 a23
a31 a32 1
3
7
7
5:
De detA[f1;3gjf1;2g] ¸ 0 y detA[f1;2gjf1;3g] ¸ 0 obtenemos a12 ·
a32
a31
y a21 ·
a23
a13
, respectivamente. Multiplicando a21 por la primera des-
igualdad y a12 por la segunda, concluimos a12a21 · m¶ ³nf
a32a21
a31
;
a12a23
a13
g.
De manera an¶ aloga tenemos, a32a23 · m¶ ³nf
a32a21
a31
;
a12a23
a13
g.
Para que todos los menores de tama~ no 2 £ 2 sean no negativos, de56 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
detA[f1; 2gjf2;3g] ¸ 0 y detA[f2;3gjf1;2g] ¸ 0 obtenemos x22 ·
m¶ ³nf
a32a21
a31
;
a12a23
a13
g, y de detA[f1;2g] ¸ 0 y detA[f2;3g] ¸ 0 que
x22 ¸ m¶ axfa12a21; a23a32g.
Por otra parte, detA ¸ 0 si x22 ·
a12(a21 ¡ a23a31) + a32(a23 ¡ a21a13)
(1 ¡ a13a31)
.
Es f¶ acil veri¯car que
m¶ axfa12a21;a23a32g ·
a12(a21 ¡ a23a31) + a32(a23 ¡ a21a13)
(1 ¡ a13a31)
:
Por lo tanto, al completar la posici¶ on (2;2) por c22 tal que
m¶ axfa12a21;a23a32g · c22 ·
· m¶ ³nf
a12a23
a13
;
a32a21
a31
;
a12(a21 ¡ a23a31) + a32(a23 ¡ a21a13)
(1 ¡ a13a31)
g;
la matriz resultante es una completaci¶ on TNN de A.
(ii2) Si las posiciones (1;1) y (2;2) ¶ o (2;2) y (3;3) son las ¶ unicas posiciones
no especi¯cadas, completamos la (1;1) ¶ o (3;3) respectivamente por un
valor su¯cientemente grande y la posici¶ on (2;2) como en (ii1).
(ii3) Si alguna de las posiciones (1;1) ¶ o (3;3), o las dos, no est¶ an especi¯-
cadas, siendo la (2;2) especi¯cada, las completamos por valores su¯-
cientemente grandes.
Por lo tanto, A tiene completaci¶ on TNN. ¤
Si una matriz parcial de tama~ no 3 £ 3, con elementos especi¯cados no
nulos, tiene toda la diagonal no especi¯cada y adem¶ as tiene elementos no
especi¯cados fuera de la diagonal, entonces podemos completar estos ¶ ultimos
por valores reales cualesquiera y seguir los pasos de la demostraci¶ on del lema
anterior. En cambio, el resultado no es cierto en general si algunos elementos
diagonales est¶ an especi¯cados y otros no, siendo no especi¯cados algunos
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Ejemplo 4.1.1 Consideramos la matriz
A =
2
6
6
4
x11 1 1
0;5 1 x23
1 x32 1
3
7
7
5:
A es una matriz parcial TNN con una posici¶ on diagonal (1;1) y dos posi-
ciones de fuera de la diagonal (2;3) y (3;2) no especi¯cadas. Observamos
que detA[f1;2gjf2;3g] ¸ 0 y detA[f2;3gjf1;3g] ¸ 0 implican que x23 ¸ 1 y
x23 · 0;5 respectivamente. Por lo tanto, A no tiene completaci¶ on TNN.
A partir del ¶ ultimo ejemplo y la proposici¶ on 3.2.1, podemos asegurar que
en general no existe la completaci¶ on deseada cuando la posici¶ on (3;3) no
esta especi¯cada siendo otras posiciones de fuera de la diagonal no especi¯-
cadas. En cambio, podemos a¯rmar que A tiene completaci¶ on TNN cuando
la posici¶ on (2;2) no esta especi¯cada completando adecuadamente las dem¶ as
posiciones y aplicando el lema 4.1.1.
Sin embargo, el resultado no es cierto cuando se trata de matrices par-
ciales, de tama~ no 3 £ 3, con algunos elementos especi¯cados nulos, como lo
ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.1.2 Consideramos la siguiente matriz
A =
2
6
6
4
x11 2 1
1 x22 0
3 2 x33
3
7
7
5:
A es una matriz parcial TNN con la diagonal principal no especi¯cada.
Sin embargo, detA[f1;2gjf1;3g] es negativo para todo valor de x11. Por lo
tanto, A no tiene completaci¶ on TNN.
Al intentar extender el lema 4.1.1 a matrices de tama~ no n £ n, n ¸ 4,
obtenemos que, en general, no existe completaci¶ on totalmente no negativa,
como podemos ver en el siguiente ejemplo.58 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Ejemplo 4.1.3 Consideramos la siguiente matriz parcial TNN con diagonal
principal no especi¯cada
A =
2
6
6
6
6
4
x11 1 1 1=2
1 x22 1 1
1=2 1 x33 1=2
1=2 1 1 x44
3
7
7
7
7
5
:
A no tiene completaci¶ on TNN, ya que, detA[f2;3gjf2;4g] =
x22
2 ¡ 1 ¸ 0,
implica x22 ¸ 2. En cambio, detA[f1;2gjf2;3g] = 1 ¡ x22, es no negativo si
x22 · 1. Por lo tanto, A no tiene completaci¶ on TNN.
Dicho ejemplo puede ser generalizado para matrices de tama~ no mayor,
puesto que, cualquier matriz parcial totalmente no negativa con la diagonal
no especi¯cada que contenga a la matriz del ejemplo anterior como submatriz
principal no tendr¶ a completaci¶ on del mismo tipo. Por lo tanto, podemos
obtener el siguiente resultado.
Proposici¶ on 4.1.1 Para cualquier n ¸ 4, existe una matriz parcial TNN
de tama~ no n £ n, con diagonal principal no especi¯cada, que no tiene com-
pletaci¶ on TNN.
En general, para el caso de matrices parciales de tama~ no n£n, n ¸ 4, no
existe completaci¶ on totalmente no negativa si la diagonal contiene algunos
elementos especi¯cados y otros no.
Ejemplo 4.1.4 Consideramos la siguiente matriz
A =
2
6
6
6
6
4
1 1 1=2 1=2
1 x22 1 1
1 1 1=2 1
1 2 1 x44
3
7
7
7
7
5
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A es una matriz parcial TNN, en la que detA[f2;3gjf1;2g] ¸ 0 implica que
x22 · 1, y detA[f2;3g] ¸ 0 implica que x22 ¸ 2. Por lo tanto, A no tiene
completaci¶ on TNN.
Este ejemplo tambi¶ en puede ser generalizado, de forma an¶ aloga al ejemplo
4.1.3, para el caso de matrices de tama~ no n £ n, n ¸ 4. Dichos ejemplos nos
permiten obtener el siguiente resultado.
Proposici¶ on 4.1.2 Para cualquier n ¸ 4, existe una matriz parcial TNN de
tama~ no n£n, cuya diagonal principal contiene tanto elementos especi¯cados
como no especi¯cados, que no tiene completaci¶ on TNN.60 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
4.2. Grafos no dirigidos
4.2.1. 1-Cordal
Tratamos, a continuaci¶ on, el problema de completaci¶ on de las matrices
parciales totalmente no negativas con posiciones diagonales especi¯cadas,
completando los resultados conocidos para el caso de grafo asociado 1-cordal.
En general, para dicha clase de grafos no existe una completaci¶ on total-
mente no negativa, como vemos en el siguiente ejemplo.
Ejemplo 4.2.1 La matriz,
A =
2
6
6
4
1 x12 2
x21 1 1
1 1 2
3
7
7
5
es una matriz parcial TNN cuyo grafo asociado es un 1-cordal, concreta-
mente un camino no dirigido. Por una parte, para que A tenga completaci¶ on
TNN es necesario que
detA[f1;2gjf2;3g] = x12 ¡ 2 ¸ 0;
y
detA[f2;3gjf1;2g] = x21 ¡ 1 ¸ 0
De estas desigualdades obtenemos x12x21 ¸ 2.
Por otra parte, por la desigualdad detA[f1;2g] = 1 ¡ x12x21 ¸ 0 obtenemos
x12x21 · 1, lo cual es una contradici¶ on. Por lo tanto, A no tiene completaci¶ on
TNN.
Recordamos que seg¶ un el teorema 3.2.2 la monoton¶ ³a en la numeraci¶ on de
los v¶ ertices es una condici¶ on su¯ciente para la existencia de una completaci¶ on
TNN, condici¶ on que no se cumple en el anterior ejemplo. Comenzamos por4.2. GRAFOS NO DIRIGIDOS 61
tanto analizando el caso de caminos no mon¶ otonamente etiquetados, pro-
porcionando una condici¶ on necesaria y su¯ciente para la existencia de dicha
completaci¶ on. Tambi¶ en veremos que la misma condici¶ on es necesaria y su¯-
ciente para que exista la completaci¶ on deseada en otros casos particulares de
1-cordal.
En primer lugar, analizamos las matrices parciales de tama~ no 3£3 cuyos
grafos asociados son caminos no dirigidos no mon¶ otonamente etiquetados.
Para ello consideramos, sin p¶ erdida de generalidad, las siguientes matrices
A1 =
2
6
6
4
1 x12 a13
x21 1 a23
a31 a32 1
3
7
7
5 y A2 =
2
6
6
4
1 a12 a13
a21 1 x23
a31 x32 1
3
7
7
5
cuyos grafos asociados son
1 3
GA1
2
u u u
2 1
GA2
3
u u u
Las matrices
A1c =
2
6
6
4
1 a13=a23 a13
a31=a32 1 a23
a31 a32 1
3
7
7
5 y A2c =
2
6
6
4
1 a12 a13
a21 1 a13=a12
a31 a31=a21 1
3
7
7
5
son completaciones TNN de A1 y A2 respectivamente si se veri¯ca a13a31 ·
a23a32 en el primer caso y a12a21 · a13a31 en el segundo caso.
Observando la relaci¶ on de ¶ ³ndices y condici¶ on introducimos la siguiente
de¯nici¶ on.62 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
De¯nici¶ on 4.2.1 Dado G un camino no mon¶ otonamente etiquetado de tres
v¶ ertices,
i j k
u u u
decimos que una matriz parcial A, cuyo grafo asociado es G, cumple la P-
condici¶ on si cuando
a) j < i < k (k < i < j) se veri¯ca ajkakj · (akk=aii)aijaji
b) i < k < j (j < k < i) se veri¯ca aijaji · (aii=akk)akjajk
En general, decimos que una matriz parcial A de tama~ no n£n, n ¸ 3, cuyo
grafo asociado es no mon¶ otonamente etiquetado, cumple la P-condici¶ on si ca-
da submatriz de tama~ no 3£3 cuyo grafo asociado es un camino no mon¶ otona-
mente etiquetado cumple las desigualdades de dicha condici¶ on. Veamos un
ejemplo de este tipo de matrices, de tama~ no 4 £ 4.
Ejemplo 4.2.2 Consideramos la matriz parcial TNN
A =
2
6
6
6
6
4
1 x12 0;5 x14
x21 1 1 0;5
0;5 0;5 1 x34
x41 0;5 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado, GA, es un camino no dirigido no mon¶ otonamente eti-
quetado.
1 3 2 4
GA
u u u u4.2. GRAFOS NO DIRIGIDOS 63
Consideramos las submatrices de tama~ no 3 £ 3, cuyos grafos asociados son
los caminos no mon¶ otonamente etiquetados GA[f1;2;3g] y GA[f2;3;4g],
1 3 2
GA[f1;2;3g]
i j k
u u u
3 2 4
GA[f2;3;4g]
i j k
u u u
Como a13a31 = 0;25 · 0;5 = a23a32, A[f1;2;3g] cumple la P-condici¶ on. Por
otro lado, la submatriz A[f2;3;4g], cuyo grafo asociado es GA[f2;3;4g], tambi¶ en
cumple la P-condici¶ on ya que a24a42 = 0;25 · 0;5 = a23a32. Por lo tanto, A
cumple la P-condici¶ on.
Para las matrices parciales totalmente no negativas de tama~ no 3£3, cuyos
grafos asociados son caminos no mon¶ otonamente etiquetados, la P-condici¶ on
es necesaria y su¯ciente para la existencia de completaciones totalmente no
negativas.
Proposici¶ on 4.2.1 Sea A una matriz parcial TNN de tama~ no 3 £ 3 con
elementos especi¯cados no nulos y cuyo grafo asociado es un camino no di-
rigido no mon¶ otonamente etiquetado. Entonces A tiene completaci¶ on TNN
si y s¶ olo si A satisface la P-condici¶ on.
Demostraci¶ on: Tenemos, sin p¶ erdida de generalidad, teniendo en cuenta
la proposici¶ on 3.2.1, ¶ unicamente dos posibilidades de grafos asociados a la
matriz A,
G1 = (f1;2;3g;f(1;3);(3;2)g) y G2 = (f1;2;3g;f(2;1);(1;3)g)
1 3
G1
2
u u u
2 1
G2
3
u u u64 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Analizamos con detalle s¶ olo el primer caso, ya que el segundo se justi¯ca de
forma an¶ aloga.
Supongamos pues que A tiene la siguiente forma,
A =
2
6
6
4
1 x12 a13
x21 1 a23
a31 a32 1
3
7
7
5;
y que se veri¯ca la P-condici¶ on, es decir, a13a31 · a23a32.
Dada
Ac =
2
6
6
4
1 a13=a23 a13
a31=a23 1 a23
a31 a32 1
3
7
7
5
podemos comprobar f¶ acilmente que las submatrices de tama~ no 2 £ 2 tienen
el determinante no negativo y que detAc = (1¡
a13a31
a23a32)detA[f2;3g] ¸ 0. Por
lo tanto, A tiene completaci¶ on TNN.
Para demostrar que la condici¶ on mencionada es necesaria, supongamos que
A tiene una completaci¶ on TNN, Ac,
Ac =
2
6
6
4
1 c12 a13
c21 1 a23
a31 a32 1
3
7
7
5:
Por lo tanto:
i) detAc[f1;2gjf2;3g] = c12a23 ¡ a13 ¸ 0 implica c12a23 ¸ a13
y
ii) detAc[f1;3gjf1;2g] = a32 ¡ a31c12 ¸ 0 implica a32 ¸ a31c12
Obtenemos a13a31 · a23a32 al reemplazar c12 de la segunda desigualdad en
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En general, las matrices parciales totalmente no negativas que contienen
elementos nulos, cuyos grafos asociados son caminos no dirigidos no mon¶ oto-
namente etiquetados, no tienen completaci¶ on totalmente no negativa aunque
cumplan la P-condici¶ on, como ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.2.3 La siguiente matriz,
A =
2
6
6
4
1 x12 2
x21 1 0
0 3 1
3
7
7
5;
es una matriz parcial TNN cuyo grafo asociado es un camino no mon¶ otona-
mente etiquetado y cumple la P-condici¶ on. Sin embargo, A no tiene com-
pletaci¶ on TNN, ya que detA[f1;2gjf2;3g] = ¡2 para todos los valores de
x12.
Antes de ampliar nuestro estudio a matrices de tama~ no n £ n, n ¸ 4,
analizamos algunos casos particulares de grafos 1-cordal no mon¶ otonamente
etiquetados en el que la P-condici¶ on es necesaria y su¯ciente para la existen-
cia de la completaci¶ on buscada.
Lema 4.2.1 Sea G un grafo que contiene un clique sobre el conjunto de
v¶ ertices f1;2;:::;n ¡ 1g y un v¶ ertice n adyacente a uno de los v¶ ertices
f1;2;:::;n ¡ 2g. Cada matriz parcial TNN A, con elementos especi¯cados
no nulos, cuyo grafo asociado es G, tiene completaci¶ on TNN si y s¶ olo si A
cumple la P-condici¶ on.
Demostraci¶ on: Supongamos que el v¶ ertice n es adyacente al v¶ ertice j, sien-
do j un elemento de f1;2;:::;n ¡ 2g.66 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
G
nr
clique
r j
&%
'$
Podemos asumir, sin p¶ erdida de generalidad, que la matriz A tiene la forma,
A =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 ::: a1j ::: a1;n¡1 x1n
a21 1 ::: a2j ::: a2;n¡1 x2n
. . .
. . .
. . .
. . .
. . .
aj1 aj2 ::: 1 ::: aj;n¡1 ajn
. . .
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ::: an¡1;j ::: 1 xn¡1;n
xn1 xn2 ::: anj ::: xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Como la submatriz principal asociada al camino f(n ¡ 1;j);(j;n)g satisface
la P-condici¶ on, obtenemos la desigualdad anjajn · an¡1;jaj;n¡1. Sea Ac la
completaci¶ on obtenida de A reemplazando las posiciones no especi¯cadas de
A por los valores que se detallan a continuaci¶ on:
xn¡1;n = ajn=aj;n¡1
xn;n¡1 = anj=an¡1;j
xkn =
ak;n¡1ajn
aj;n¡1 , k = 1;2;:::;j ¡ 1;j + 1;:::;n ¡ 2
xnk =
an¡1;kanj
an¡1;j , k = 1;2;:::;j ¡ 1;j + 1;:::;n ¡ 24.2. GRAFOS NO DIRIGIDOS 67
Para demostrar que Ac es una completaci¶ on TNN necesitamos veri¯car que
detAc[®j¯] ¸ 0 para toda ®;¯ µ f1;2;:::;ng con j®j = j¯j y n 2 ® ¶ o n 2 ¯.
Consideramos los siguientes casos:
(a) Si n = 2 ® y n 2 ¯, ¯ = f¯1;:::;¯k¡1;ng, entonces
detAc[®j¯] =
ajn
aj;n¡1 detAc[®jf¯1;:::;¯k¡1;n ¡ 1g] ¸ 0.
(b) Si n 2 ®, ® = f®1;:::;®k¡1;ng y n = 2 ¯, entonces
detAc[®j¯] =
anj
an¡1;j detAc[f®1;:::;®k¡1;n ¡ 1gj¯] ¸ 0.
(c) Si n 2 ®, ® = f®1;:::;®k¡1;ng y n 2 ¯, ¯ = f¯1;:::;¯k¡1;ng, entonces
detAc[®j¯] =
anjajn
an¡1;jaj;n¡1 detAc[f®1;:::;®k¡1;n ¡ 1gjf¯1;:::;¯k¡1;n ¡
1g] + detAc[fn ¡ 1;ng]detAc[f®1;:::;®k¡1gjf¯1;:::;¯k¡1g] ¸ 0.
Ahora, para demostrar que la condici¶ on es necesaria supongamos que existe
una completaci¶ on TNN, Ac = (cij) de A. De los determinantes:
detAc[fj;n ¡ 1gjfn ¡ 1;ng] ¸ 0 y detAc[fn ¡ 1;ngjfj;ng] ¸ 0;
obtenemos la desigualdad anjajn · an¡1;jaj;n¡1.
De forma an¶ aloga obtenemos el resto de las desigualdades de la P-condici¶ on,
por lo que dicha condici¶ on es necesaria. ¤
Observamos que si el v¶ ertice n es adyacente al v¶ ertice n¡1, G es un grafo
1-cordal mon¶ otonamente etiquetado.
Podemos extender el resultado anterior de la siguiente manera.
Teorema 4.2.1 Sea G un grafo 1-cordal que contiene un clique sobre los
v¶ ertices f1;2;:::;kg y un conjunto de v¶ ertices fk +1;k +2;:::;ng adyacen-
tes a uno de los v¶ ertices f1;2;:::;kg. Cada matriz parcial TNN, A, con ele-
mentos especi¯cados no nulos, cuyo grafo asociado es G, tiene completaci¶ on
TNN si y s¶ olo si A cumple la P-condici¶ on.68 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Demostraci¶ on: Supongamos que los v¶ ertices fk+1;k+2;:::;ng son adya-
centes al v¶ ertice j, siendo j un elemento de f1;2;:::;kg. Podemos asumir
que A tiene la forma,
A =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 ::: a1j ::: a1k x1;k+1 ::: x1n
a21 1 ::: a2j ::: a2k x2;k+1 ::: x2n
. . .
. . .
. . .
. . .
. . .
. . .
aj1 aj2 ::: 1 ::: ajk aj;k+1 ::: ajn
. . .
. . .
. . .
. . .
. . .
. . .
ak1 ak2 ::: akj ::: 1 xk;k+1 ::: xkn
xk+1;1 xk+1;2 ::: ak+1;j ::: xk+1;k 1 ::: xk+1;n
. . .
. . .
. . .
. . .
. . .
. . .
xn1 xn2 ::: anj ::: xnk xn;k+1 ::: 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Suponemos que A satisface la P-condici¶ on. Realizamos la prueba por induc-
ci¶ on sobre el n¶ umero de v¶ ertices p, adyacentes al v¶ ertice j. Si p = 1, aplicamos
el lema anterior. Supongamos ahora que podemos obtener una completaci¶ on
TNN, A1c de A1 = A[f1;2;:::;n¡1g]. Denotamos por A la matriz obtenida
de A al reemplazar A1 por A1c. Aplicando otra vez el lema 4.2.1 sobre la
matriz A, obtenemos una completaci¶ on TNN, Ac de A.
De manera an¶ aloga a la demostraci¶ on del lema 4.2.1, se veri¯ca que la P-
condici¶ on es necesaria. ¤
Como caso particular del teorema anterior obtenemos el siguiente resul-
tado.
Corolario 4.2.1 Sea A una matriz parcial TNN de tama~ no n£n que con-
tiene ¶ unicamente una ¯la y una columna totalmente especi¯cadas y el resto de
elementos no diagonales son desconocidos. Entonces existe una completaci¶ on
TNN de A si y s¶ olo si A cumple la P-condici¶ on.
Demostraci¶ on: Supongamos que la ¯la y columna con¶ ³ndice k est¶ an total-
mente especi¯cadas y la matriz A satisface la P-condici¶ on. Si aplicamos el4.2. GRAFOS NO DIRIGIDOS 69
teorema 4.2.1 sobre la submatriz A[fk;k + 1;:::;ng], obtenemos una com-
pletaci¶ on TNN A[fk;k + 1;:::;ng]c. An¶ alogamente, aplicamos el teorema
mencionado tambi¶ en sobre la matriz PA[f1;2;:::;kg]P T, donde P es la
matriz permutaci¶ on P = [k;k ¡ 1;:::;1], para obtener una completaci¶ on
TNN, A[f1;2;:::;kg]c de A[f1;2;:::;kg]. Sea A una nueva matriz par-
cial TNN obtenida de A al reemplazar las submatrices A[f1;2;:::;kg] y
A[fk;k+1;:::;ng] por sus completaciones correspondientes. El teorema 3.2.2
aplicado a la matriz A nos permite obtener una completaci¶ on TNN de A.
De forma an¶ aloga al desarrollo de la demostraci¶ on del teorema 4.2.1, podemos
demostrar que la P-condici¶ on es necesaria. ¤
Volviendo a las matrices parciales TNN cuyos grafos asociados son ca-
minos no mon¶ otonamente etiquetados, recordamos que, seg¶ un la proposici¶ on
4.2.1 la P-condici¶ on es condici¶ on necesaria y su¯ciente cuando la matriz es de
tama~ no 3 £ 3 con elementos especi¯cados no nulos. Para obtener una condi-
ci¶ on necesaria y su¯ciente con el ¯n de encontrar la completaci¶ on deseada en
el caso de matrices parciales de tama~ no n£n, n ¸ 4, extendemos la idea del
teorema 3.2.2.
Sea A una matriz parcial de tama~ no n £ n,
A =
2
6
6
4
A11 a12 A13
aT
21 1 aT
23
A31 a32 A33
3
7
7
5;
donde los bloques A11 y A33 son totalmente especi¯cados y el resto de bloques
pueden contener elementos no especi¯cados. Llamamos C-completaci¶ on de
A a cualquier completaci¶ on de A obtenida tras reemplazar los elementos
desconocidos de manera que,
A13 = a12aT
23 y A31 = a32aT
21
Observamos que cualquier matriz parcial cuyo grafo asociado es un camino
no dirigido no mon¶ otonamente etiquetado tiene C-completaci¶ on.70 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
De¯nici¶ on 4.2.2 Sea A una matriz parcial de tama~ no n£n cuyo grafo aso-
ciado es un camino no mon¶ otonamente etiquetado f(i1;i2);(i2;i3);:::;(in¡1;
in)g. De¯nimos la CP-condici¶ on de la siguiente manera:
a) Para n = 3, la CP-condici¶ on coincide con la P-condici¶ on.
b) Para n ¸ 4, consideramos la matriz parcial A3 obtenida al reempla-
zar en A la submatriz A[fi1;i2;i3g] por su C-completaci¶ on. Sea Ak,
k = 4;5;:::;n, la matriz obtenida de Ak¡1 recursivamente al reempla-
zar la submatriz Ak¡1[fi1; i2;:::;ikg] por su C-completaci¶ on. Decimos
que la matriz A cumple la CP-condici¶ on si las submatrices asociadas
con los caminos no mon¶ otonamente etiquetados f(ij;ik¡1);(ik¡1;ik)g,
j = 1;2;:::;k ¡ 2, k = 3;4;:::;n, de GAk cumplen la P-condici¶ on.
Observamos que la C-completaci¶ on de una matriz dada es ¶ unica.
Ejemplo 4.2.4 Consideramos la matriz,
A =
2
6
6
6
6
6
6
6
4
1 x12 a13 a14 x15
x21 1 x23 x24 a25
a31 x32 1 x34 a35
a41 x42 x43 1 x45
x51 a52 a53 x54 1
3
7
7
7
7
7
7
7
5
;
cuyo grafo asociado es el camino no mon¶ otonamente etiquetado f(4;1);(1;3);
(3;5);(5;2)g. Veremos ahora qu¶ e desigualdades constituyen la CP-condici¶ on
para esta matriz.
Primero, consideramos la C-completaci¶ on de la submatriz A[f1;3;4g] para
obtener A3.
A3 =
2
6
6
6
6
6
6
6
4
1 x12 a13 a14 x15
x21 1 x23 x24 a25
a31 x32 1 a14=a13 a35
a41 x42 a41=a31 1 x45
x51 a52 a53 x54 1
3
7
7
7
7
7
7
7
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La submatriz de A3 asociada al camino f(4;1);(1;3)g cumple la P-condici¶ on
si a14a41 · a13a31.
Sea k = 4. Obtenemos A4 reemplazando la submatriz A3[f1;3;4;5g] por su
C-completaci¶ on.
A4 =
2
6
6
6
6
6
6
6
4
1 x12 a13 a14 a13a35
x21 1 x23 x24 a25
a31 x32 1 a14=a13 a35
a41 x42 a41=a31 1 a13a35=a14
a53a31 a52 a53 a53a31=a41 1
3
7
7
7
7
7
7
7
5
Si a35a53a13a13 · a14a41, las submatrices de A4 asociadas a los caminos
f(4;3);(3;5)g y f(1;3);(3;5)g cumplen la P-condici¶ on.
Finalmente, obtenemos la completaci¶ on A5 de A4 al reemplazar la submatriz
A4[f1;2;3;4;5g] por su C-completaci¶ on:
A5 =
2
6
6
6
6
6
6
6
4
1 a13a35=a25 a13 a14 a13a35
a53a31=a52 1 a25=a35 a14a25=a13a35 a25
a31 a52=a53 1 a14=a13 a35
a41 a41a52=a53a31 a41=a31 1 a13a35=a14
a53a31 a52 a53 a53a31=a41 1
3
7
7
7
7
7
7
7
5
En este caso, de los caminos f(4;5);(5; 2)g, f(1;5);(5;2)g y f(3;5);(5;2)g, se
obtienen las desigualdades: a14a41a25a52 · a35a53a13a31, a35a53a13a31 · a25a52
y a25a52 · a35a53.
Por lo tanto, la CP-condici¶ on es el conjunto de las desigualdades:
i) a14a41 · a13a31
ii) a35a53a13a31 · a14a41
iii) a14a41a25a52 · a35a53a13a31
iv) a35a53a13a31 · a25a5272 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
v) a25a52 · a35a53
Como veremos a continuaci¶ on, A5 es una completaci¶ on TNN.
Consideramos la matriz,
A5x =
2
6
6
6
6
6
6
6
4
1 a13a35=a25 x13 x14 x15
a53a31=a52 1 a25=a35 a14a25=a13a35 a25
x31 a52=a53 1 a14=a13 a35
x41 a41a52=a53a31 a41=a31 1 a13a35=a14
x51 a52 a53 a53a31=a41 1
3
7
7
7
7
7
7
7
5
;
cuyo grafo asociado es un 1-cordal mon¶ otonamente etiquetado.
De la desigualdad (iv) se deduce que la submatriz A5x[f1;2g] es una ma-
triz TNN, al tiempo que el lema 4.2.1 nos permite asegurar que la submatriz
2
6
6
6
6
4
1 x23 x24 a25
x32 1 a14=a13 a35
x42 a41=a31 1 a13a35=a14
a52 a53 a53a31=a41 1
3
7
7
7
7
5
;
tiene completaci¶ on TNN, que es concretamente la submatriz A5x[f2;3;4;5g].
Por tanto, aplicando el teorema 3.2.2 vemos que A5 es una completaci¶ on
TNN de A.
Teorema 4.2.2 Sea A una matriz parcial TNN, de tama~ no n £ n, con
elementos especi¯cados no nulos y cuyo grafo asociado es un camino no
mon¶ otonamente etiquetado ff1;2;:::;ng;f(i1;i2);(i2;i3);:::;(in¡1;in)gg. En-
tonces A tiene completaci¶ on TNN si cumple la CP-condici¶ on.
Demostraci¶ on: La demostraci¶ on se hace por inducci¶ on matem¶ atica sobre
n. Si n = 3 aplicamos la proposici¶ on 4.2.1. Supongamos que el resultado es
cierto para An¡1 = A[fi1;i2;:::;in¡1g]. Entonces la completaci¶ on An¡1 de
An¡1 obtenida siguiendo el proceso de la CP-condici¶ on es una completaci¶ on4.2. GRAFOS NO DIRIGIDOS 73
TNN, y por consiguiente las submatrices T1 = An¡1[f1;2;:::;in ¡ 1g] y
T2 = An¡1[fin+1;in+2;:::;ng] son tambi¶ en matrices TNN. Consideramos
las matrices:
B =
"
T1 A[f1;2;:::;in ¡ 1gjfing]
A[fingjf1;2;:::;in ¡ 1g] 1
#
y
C =
"
1 A[fingjfin + 1;in + 2;:::;ng]
A[fin + 1;in + 2;:::;ng]jfing] T2
#
Observamos que si in = 1 tenemos B = [1] y si in = n entonces C = [1].
Al aplicar el lema 4.2.1 sobre las matrices B y C, obtenemos la completaci¶ on
TNN:
Bc = An[f1;2;:::;in ¡ 1;ing] =
"
T1 B12
BT
21 1
#
y
Cc = An[fin;in + 1;in + 2:::;ng] =
"
1 CT
12
C21 T2
#
,
respectivamente.
Consideramos ahora la matriz
D =
2
6
6
4
T1 B12 X
BT
21 1 CT
12
Y C21 T2
3
7
7
5;
donde X e Y son matrices completamente no especi¯cadas. D es una ma-
triz parcial TNN cuyo grafo asociado es un 1-cordal. Entonces, al completar
X = B12CT
12 e Y = C21BT
21, obtenemos la completaci¶ on TNN Dc = An de
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4.2.2. Ciclos no dirigidos
A continuaci¶ on analizamos el problema de completaci¶ on en el caso de
matrices parciales cuyos grafos asociados son ciclos no dirigidos. En general,
no existen completaciones totalmente no negativas para dichas matrices en
el caso de ciclos mon¶ otona y no mon¶ otonamente etiquetados, como podemos
ver en los siguientes ejemplos.
Ejemplo 4.2.5 Consideramos la matriz
A =
2
6
6
6
6
4
1 1 x13 0;8
0;8 1 1 x24
x31 0;2 1 0;7
0;1 x42 0;2 1
3
7
7
7
7
5
:
A es una matriz parcial TNN cuyo grafo asociado es un ciclo no dirigido
mon¶ otonamente etiquetado. Vemos que no existe completaci¶ on TNN de A ya
que detA[f1;2gjf2;4g] ¸ 0 y detA[f2;3gjf3;4g] ¸ 0 si x24 ¸ 0;8 y x24 · 0;7,
respectivamente.
Ejemplo 4.2.6 Consideramos la matriz
A =
2
6
6
6
6
4
1 1 0;01 x14
1 1 x23 0;02
0;01 x32 1 1
x41 0;02 1 1
3
7
7
7
7
5
:
A es una matriz parcial TNN, cuyo grafo asociado es un ciclo no dirigido no
mon¶ otonamente etiquetado. A no tiene completaci¶ on TNN debido a que, por
una parte, de las desigualdades detA[f1;2gjf3;4g] ¸ 0 y detAf2;3gjf3;4g] ¸
0 tenemos x14 · 0;01, y por otra parte, detA[f3;4gjf1;4g] ¸ 0 implica
x41 · 0;01. Reemplazando los valores obtenidos de x14 y x41 en detA[f1;2;4g]
el resultado es negativo siempre.4.2. GRAFOS NO DIRIGIDOS 75
A continuaci¶ on, abordamos exclusivamente el caso de ciclos no dirigidos
mon¶ otonamente etiquetados.
Observamos que las matrices de tama~ no 3 £3, cuyo grafo asociado es un
ciclo, son completas, por lo que nos centramos en las matrices parciales de
tama~ no n £ n, n ¸ 4. Para dichas matrices, podemos generalizar el ejemplo
4.2.5 de la siguiente manera.
Ejemplo 4.2.7 Consideramos la matriz
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 1 x13 ¢¢¢ x1;n¡1 0;8
1 1 1 ¢¢¢ x2;n¡1 x2n
x31 1 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 0;7
1 xn2 xn3 ¢¢¢ 1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
A es una matriz parcial TNN de tama~ no n £ n, n ¸ 4, cuyo grafo asociado
es un ciclo no dirigido mon¶ otonamente etiquetado.
Sin embargo, A no puede tener completaci¶ on TNN debido a que cualquier
completaci¶ on TNN de A tiene detA[f1;kg]jfk;k+1g] no negativo, por lo que
x1i · 1 para todo i = 3;4;:::;n¡1, y por tanto, detA[f1;n¡1g]jfn¡1;ng] =
0;7x1;n¡1 ¡ 0;8 es negativo.
Como podemos observar en el ejemplo 4.2.5, en general la P-condici¶ on
no es su¯ciente para la existencia de la completaci¶ on deseada en el caso de
ciclos no dirigidos mon¶ otonamente etiquetados, y visto el anterior ejemplo,
vamos a desarrollar, a continuaci¶ on, una condici¶ on necesaria y su¯ciente para
la existencia de las completaciones deseadas.
De¯nici¶ on 4.2.3 Dada A = (aij) una matriz parcial TNN de tama~ no n£n,
n ¸ 4, con elementos diagonales no nulos (aii = 1) y cuyo grafo asociado es76 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
un ciclo no dirigido mon¶ otonamente etiquetado, decimos que A satisface la
condici¶ on SS-diagonal si cumple las siguientes desigualdades:
a12a23 ¢¢¢an¡1;n ¸ a1n y an;n¡1an¡1;n¡2 ¢¢¢a21 ¸ an1
Ejemplo 4.2.8 Consideramos la matriz
A =
2
6
6
6
6
4
1 2 x13 2
0;5 1 1 x24
x31 0;5 1 1
0;25 x42 1 1
3
7
7
7
7
5
:
A es una matriz parcial TNN, cuyo grafo asociado es un ciclo no dirigido
mon¶ otonamente etiquetado. Es f¶ acil observar que A cumple la SS-diagonal,
y que
Ac =
2
6
6
6
6
4
1 2 2 2
0;5 1 1 1
0;25 0;5 1 1
0;25 0;5 1 1
3
7
7
7
7
5
es una completaci¶ on TNN de A.
Observamos que en la de¯nici¶ on de la SS-diagonal se exije que la matriz
A tenga elementos diagonales no nulos. En el siguiente ejemplo ponemos
de mani¯esto que, en general, no existe la completaci¶ on si la matriz parcial
contiene elementos diagonales nulos.
Ejemplo 4.2.9 Consideramos la matriz
A =
2
6
6
6
6
4
0 0;5 x13 1
0 1 1 x24
x31 0 1 1
0 x42 1 1
3
7
7
7
7
5
Si detA[f2;3gjf3;4g] ¸ 0, y detA[f1;2gjf2;4g] ¸ 0, obtenemos x24 · 1 y
x24 ¸ 2 respectivamente, por lo que A no tiene completaci¶ on TNN.4.2. GRAFOS NO DIRIGIDOS 77
Como vemos a continuaci¶ on, la condici¶ on SS-diagonal es necesaria y su-
¯ciente para la existencia de completaciones totalmente no negativas.
Lema 4.2.2 Sea A una matriz parcial TNN, de tama~ no 4£4, con elementos
diagonales no nulos, cuyo grafo asociado es un ciclo no dirigido mon¶ otona-
mente etiquetado. Existe una completaci¶ on TNN Ac de A si y s¶ olo si A
satisface la condici¶ on SS-diagonal.
Demostraci¶ on: En primer lugar, supongamos que la matriz A no contiene
elementos nulos. Para demostrar la su¯ciencia de la condici¶ on, consideramos
la completaci¶ on,
Ac =
2
6
6
6
6
4
1 a12 a12a23 a14
a21 1 a23 a14=a12
a41=a43 a32 1 a34
a41 a43a32 a43 1
3
7
7
7
7
5
:
Por hip¶ otesis tenemos los menores detAc[f1;2g], detAc[f1;3g], detAc[f1;4g],
detAc[f2;3g], detAc[f2;4g] y detAc[f3;4g] no negativos. Teniendo en cuenta
la SS-diagonal, obtenemos el valor del resto de menores.
detAc[f1;2gjf1;3g] = a23(1 ¡ a12a21) ¸ 0
detAc[f1;2gjf1;4g] = a14(
1
a12
¡ a21) ¸ 0
detAc[f1;2gjf2;3g] = 0
detAc[f1;2gjf2;4g] = 0
detAc[f1;2gjf3;4g] = 0
detAc[f1;3gjf1;2g] = a32 ¡
a41a12
a43
¸ a32 ¡
a41
a43a21
¸ 0
detAc[f1;3gjf1;4g] = a34 ¡
a14a41
a43
¸ a34(1 ¡ a14a41) ¸ 0
detAc[f1;3gjf2;3g] = a12(1 ¡ a23a32) ¸ 0
detAc[f1;3gjf2;4g] = a12a34 ¡ a14a32 ¸ a12a34 ¡
a14
a23
¸ 0
detAc[f1;3gjf3;4g] = a12a23a34 ¡ a14 ¸ 078 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
detAc[f1;4gjf1;2g] = a43a32 ¡ a41a12 ¸ a43a32 ¡
a41
a21
¸ 0
detAc[f1;4gjf1;3g] = a43 ¡ a41a12a23 ¸ a43 ¡
a41
a32a21
¸ 0
detAc[f1;4gjf2;3g] = a12a43(1 ¡ a23a32) ¸ 0
detAc[f1;4gjf2;4g] = a12 ¡ a14a43a32 ¸ a12 ¡
a14
a23a34
¸ 0
detAc[f1;4gjf3;4g] = a12a23 ¡ a14a43 ¸ a12a23 ¡
a14
a34
¸ 0
detAc[f2;3gjf1;2g] = a32a21 ¡
a41
a43
¸ 0
detAc[f2;3gjf1;3g] = a21 ¡
a41a23
a43
¸ a21 ¡
a41
a43a32
¸ 0
detAc[f2;3gjf1;4g] = a21a34 ¡
a14a41
a43a12
¸ a21a34(1 ¡ a14a41) ¸ 0
detAc[f2;3gjf2;4g] = a34 ¡
a14a32
a12
¸ a34 ¡
a14
a12a23
¸ 0
detAc[f2;3gjf3;4g] = a23a34 ¡
a14
a12
¸ 0
detAc[f2;4gjf1;2g] = a43a32a21 ¡ a41 ¸ 0
detAc[f2;4gjf1;3g] = a43a21 ¡ a23a41 ¸ a43a21 ¡
a41
a32
¸ 0
detAc[f2;4gjf1;4g] = a21 ¡
a41a14
a12
¸ a21(1 ¡ a14a41) ¸ 0
detAc[f2;4gjf2;3g] = a43 ¡ a23a32a43 = a43(1 ¡ a23a32) ¸ 0
detAc[f2;4gjf3;4g] = a23 ¡
a14a43
a12
¸ a23 ¡
a14
a34a12
¸ 0
detAc[f3;4gjf1;2g] = 0
detAc[f3;4gjf1;3g] = 0
detAc[f3;4gjf1;4g] =
a41
a43
(1 ¡ a34a43) ¸ 0
detAc[f3;4gjf2;3g] = 0
detAc[f3;4gjf2;4g] = a32(1 ¡ a34a43) ¸ 0
detAc[f1;2;3g] = (1 ¡ a12a21)(1 ¡ a23a32) ¸ 0
detAc[f1;2;3gjf1;2;4g] = (1 ¡ a12a21)(a34 ¡
a14a32
a12
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detAc[f1;2;3gjf1;3;4g] = (1 ¡ a12a21)(a23a34 ¡
a14
a12
) ¸ 0
detAc[f1;2;3gjf2;3;4g] = 0
detAc[f1;2;4gjf1;2;3g] = a43(1 ¡ a12a21)(1 ¡ a23a32) ¸ 0
detAc[f1;2;4g] = (1 ¡ a12a21)(1 ¡
a14a43a32
a12
) ¸ 0
detAc[f1;2;4gjf1;3;4g] = (1 ¡ a12a21)(a23 ¡
a14a43
a12
) ¸ 0
detAc[f1;2;4gjf2;3;4g] = 0
detAc[f2;3;4gjf1;2;3g] = 0
detAc[f2;3;4gjf1;2;4g] = (1 ¡ a34a43)(a32a21 ¡
a41
a43
) ¸ 0
detAc[f2;3;4gjf1;3;4g] = (a21 ¡
a41a23
a43
)(1 ¡ a34a43) ¸ 0
detAc[f2;3;4g] = (1 ¡ a23a32)(1 ¡ a34a43) ¸ 0
Adem¶ as, detAc = detA[f1;2g]:detA[f2;3g]:detA[f3;4g] ¸ 0. Por lo tanto
Ac es una completaci¶ on TNN de A.
Ahora, si A contiene elementos nulos, consideramos ¶ unicamente dos casos,
siendo que la condici¶ on SS-diagonal nos permite a¯rmar que si a14 y a41 son
no nulos, entonces el resto de elementos especi¯cados son tambi¶ en no nulos.
i) a14 = a41 = 0. La matriz
Ac =
2
6
6
6
6
4
1 a12 a12a23 0
a21 1 a23 0
0 a32 1 a34
0 a43a32 a43 1
3
7
7
7
7
5
es una completaci¶ on TNN de A.
ii) a14 = 0 y a41 6= 0. En este caso, la condici¶ on SS-diagonal, implica que80 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
los elementos subdiagonales son de valor positivo. Observamos que
Ac =
2
6
6
6
6
4
1 a12 a12a23 0
a21 1 a23 0
a41=a43 a32 1 a34
a41 a43a32 a43 1
3
7
7
7
7
5
es una completaci¶ on TNN de A. (El caso a41 = 0 y a14 6= 0 es an¶ alogo).
Para demostrar la necesidad de la condici¶ on, supongamos que existe una
completaci¶ on TNN, Ac de A,
Ac =
2
6
6
6
6
4
1 a12 c13 a14
a21 1 a23 c24
c31 a32 1 a34
a41 c42 a43 1
3
7
7
7
7
5
:
A partir de
detA[f1;2gjf2;3g] ¸ 0 y detA[f1;3gjf3;4g] ¸ 0
obtenemos las desigualdades:
a12a23 ¸ c13a22 y c13a34 ¸ a14a33
Al combinarlas obtenemos a12a23a34 ¸ a14:
An¶ alogamente:
detA[f2;3gjf1;2g] ¸ 0 y detA[f3;4gjf1;3g] ¸ 0;
proporcionan la condici¶ on a43a32a21 ¸ a41.
La condici¶ on SS-diagonal es, por tanto, necesaria para la existencia de una
completaci¶ on totalmente no negativa. ¤
Extendemos a continuaci¶ on el resultado anterior al caso general.4.2. GRAFOS NO DIRIGIDOS 81
Teorema 4.2.3 Sea A una matriz parcial TNN de tama~ no n£n, n ¸ 4, con
elementos diagonales no nulos, cuyo grafo asociado es un ciclo no dirigido
mon¶ otonamente etiquetado. Existe una completaci¶ on TNN, Ac de A, si y
s¶ olo si A satisface la condici¶ on SS-diagonal.
Demostraci¶ on: Supongamos, sin p¶ erdida de generalidad, que la matriz par-
cial A tiene la forma
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ x1;n¡1 a1n
a21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 a32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
an1 xn2 xn3 ¢¢¢ an;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Demostramos la su¯ciencia de la condici¶ on SS-diagonal por inducci¶ on so-
bre el tama~ no de la matriz parcial. Si n = 4, aplicamos el lema anterior.
Supongamos que el resultado es cierto cuando el tama~ no de la matriz es
(n ¡ 1) £ (n ¡ 1). Consideramos una nueva matriz parcial TNN, B,
B =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ b1;n¡1 x1n
a21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 a32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
bn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
xn1 xn2 xn3 ¢¢¢ an;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
;
siendo
b1;n¡1 =
8
<
:
0 , si a1n = 0
a1n
an¡1;n
; si a1n 6= 0
y
bn¡1;1 =
8
<
:
0 , si an1 = 0
an1
an;n¡1
; si an1 6= 082 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
La submatriz principal B[f1;2;¢¢¢;n ¡ 1g] es una matriz parcial TNN de
tama~ no (n¡1)£(n¡1) que satisface la condici¶ on SS-diagonal y cuyo grafo
asociado es un ciclo no dirigido mon¶ otonamente etiquetado. Por hip¶ otesis,
existe una completaci¶ on TNN, B[f1;2;:::;n ¡ 1g]c.
Sea B la matriz parcial TNN obtenida de B al reemplazar la submatriz
B[f1;2; :::;n ¡ 1g] por B[f1;2;:::;n ¡ 1g]c,
B =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 c13 ¢¢¢ b1;n¡1 x1n
a21 1 a23 ¢¢¢ c2;n¡1 x2n
c31 a32 1 ¢¢¢ c3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
bn¡1;1 cn¡1;2 cn¡1;3 ¢¢¢ 1 an¡1;n
xn1 xn2 xn3 ¢¢¢ an;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Observamos que el grafo asociado a la matriz B es 1-cordal mon¶ otonamente
etiquetado. Entonces, por el teorema 3.2.2, B tiene completaci¶ on TNN, Bc,
cuyas posiciones (1;n) y (n;1) contienen (ver [30]) los siguientes elementos,
respectivametne.
b1n = b1;n¡1an¡1;n
8
<
:
0 , si a1n = 0
a1n
an¡1;n
an¡1;n; si a1n 6= 0
y
bn1 = an;n¡1bn¡1;1
8
<
:
0 , si an1 = 0
an;n¡1
an1
an;n¡1
; si an1 6= 0
Por tanto, Bc es una completaci¶ on TNN de A.
Demostramos a continuaci¶ on que la condici¶ on es necesaria.
A partir de las desigualdades detA[f1;igjfi;i + 1g] ¸ 0, i = 2;3;:::;n ¡ 1,
obtenemos la condici¶ on a12a23 ¢¢¢an¡1;n ¸ a1n.
De manera an¶ aloga, las desigualdades detA[fi;i+1gjf1;ig] ¸ 0, i = 2;3;:::;
n ¡ 1, implican la desigualdad an;n¡1an¡1;n¡2 ¢¢¢a21 ¸ an1. ¤4.3. GRAFOS DIRIGIDOS 83
4.3. Grafos dirigidos
A partir de esta secci¶ on, y salvo que digamos lo contrario, vamos a tra-
bajar con matrices parciales cuyos elementos diagonales son no nulos.
4.3.1. Caminos dirigidos
En esta subsecci¶ on cerramos el problema de completaci¶ on de una matriz
parcial TNN cuyo grafo asociado es un camino dirigido, tanto en el caso de
camino mon¶ otonamente etiquetado como de no mon¶ otonamente etiquetado.
Comenzamos analizando el caso de caminos dirigidos mon¶ otonamente
etiquetados. Podemos considerar sin p¶ erdida de generalidad, a partir de la
proposici¶ on 3.2.1, que la matriz A tiene la forma
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ x1;n¡1 x1n
x21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 x32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
xn1 xn2 xn3 ¢¢¢ xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Proposici¶ on 4.3.1 Toda matriz parcial TNN A, de tama~ no n £ n, cuyo
grafo asociado es un camino dirigido mon¶ otonamente etiquetado tiene comple-
taci¶ on TNN.
Demostraci¶ on: Sea A el resultado de reemplazar los elementos desconocidos
en la subdiagonal de A por valores su¯cientemente peque~ nos. Se observa
que A es una matriz parcial TNN, cuyo grafo asociado es un camino no
dirigido mon¶ otonamente etiquetado. Entonces, por el teorema 3.2.2, A tiene
completaci¶ on TNN. ¤84 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Sin embargo, en el caso de caminos no mon¶ otonamente etiquetados, la
metodolog¶ ³a para encontrar completaciones ser¶ a diferente. Empezamos por
matrices parciales de tama~ no 3 £ 3.
Proposici¶ on 4.3.2 Toda matriz parcial TNN de tama~ no 3£3 con diagonal
especi¯cada no nula, cuyo grafo asociado es un camino dirigido no mon¶ otona-
mente etiquetado, tiene completaci¶ on TNN.
Demostraci¶ on: El problema se reduce a analizar las dos posibilidades siguien-
tes.
A1 =
2
6
6
4
1 x12 a13
x21 1 x23
x31 a32 1
3
7
7
5 y A2 =
2
6
6
4
1 x12 a13
a21 1 x23
x31 x32 1
3
7
7
5
1 3
GA1
2
u u u - -
2 1
GA2
3
u u u - -
Consideramos la matriz A1, siendo el otro caso an¶ alogo.
En primer lugar, supongamos que A1 no contiene elementos nulos. Por tanto,
completamos x23 y x31 con c23 = 1=a32 y c31 = ² su¯cientemente peque~ no,
respectivamente. El resultado es una matriz parcial TNN, cuyo grafo aso-
ciado es un camino no dirigido no mon¶ otonamente etiquetado que cumple la
P-condici¶ on. Entonces, por proposici¶ on 4.3.1, A1 tiene completaci¶ on TNN,
Ac1 =
2
6
6
4
1 a13a32 a13
²=a32 1 1=a32
² a32 1
3
7
7
5:
Por otro lado, si A1 contiene elementos nulas, entonces consideramos dos
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Si a32 = 0,
Ac2 =
2
6
6
4
1 1 a13
1 1 c23
0 0 1
3
7
7
5;
donde c23 es su¯cientemente grande, es una completaci¶ on TNN.
Si a13 = 0, elegimos la completaci¶ on,
Ac3 =
2
6
6
4
1 0 0
0 1 0
0 a32 1
3
7
7
5:
Por lo tanto, A1 tiene completaci¶ on TNN. ¤
Podemos veri¯car que el resultado es cierto tambi¶ en para el caso n £ n,
n ¸ 4 con matrices parciales cuyos elementos especi¯cados no son nulos.
Teorema 4.3.1 Toda matriz parcial TNN, de tama~ no n £ n, n ¸ 4, con
elementos especi¯cados no nulos y cuyo grafo asociado es un camino dirigido
no mon¶ otonamente etiquetado tiene completaci¶ on TNN.
Demostraci¶ on: Supongamos que GA = (V;E) es el grafo asociado a la
matriz parcial TNN, A, con el conjunto de vertices V = fi1;i2;:::;ing y el
conjunto de arcos E = f(i1;i2);(i2;i3);:::;(in¡1;in)g.
Consideramos la completaci¶ on TNN, Ac = (cij), de¯nida como sigue.
cikim =
8
> > <
> > :
aik;im; si k = m ¡ 1
aik;ik+1aik+1;ik+2 :::aim¡1;im; si k < m ¡ 1
1=aim;im+1aim+1;im+2 :::aik¡1;ik; si k ¸ m + 1
Es f¶ acil ver que las columnas de Ac son linealmente dependientes dos a dos,
y por lo tanto, todos los menores de Ac son nulos. ¤
El siguiente ejemplo nos permite a¯rmar que, en general, no existe la
completaci¶ on deseada si la matriz parcial contiene elementos nulos.86 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Ejemplo 4.3.1 La matriz
A =
2
6
6
6
6
4
1 x12 1 x14
x21 1 x23 x24
x31 0 1 x34
1 x42 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado es un camino dirigido no mon¶ otonamente etiquetado no
posee completaci¶ on TNN, puesto que si,
Ac =
2
6
6
6
6
4
1 c12 1 c14
c21 1 c23 c24
c31 0 1 c34
1 c42 c43 1
3
7
7
7
7
5
;
fuera una completaci¶ on de dicha matriz parcial obtendr¶ ³amos a partir de
detA[f2;3gjf1;2g] ¸ 0 y detA[f1;4gjf1;3g] ¸ 0 que c31 · 0 y c43 ¸ 1,
respectivamente. Sustituyendo dichos valores en la desigualdad detA[f3;4gj
f1;3g] = c31c43 ¡ 1 ¸ 0 llegamos a una contradicci¶ on.4.3. GRAFOS DIRIGIDOS 87
4.3.2. Ciclos dirigidos
Abordamos a continuaci¶ on el problema de completaci¶ on de matrices par-
ciales TNN, A = (aij), cuando el grafo asociado es un ciclo dirigido. Supon-
dremos que aii 6= 0 para toda i 2 f1;2;:::;ng por lo que, a partir de la
proposici¶ on 3.2.1, podemos suponer que A tiene la forma
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ x1;n¡1 x1n
x21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 x32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
an1 xn2 xn3 ¢¢¢ xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
En general, el problema de completaci¶ on tiene en este caso respuesta nega-
tiva para ciclos dirigidos mon¶ otonamente etiquetados o no mon¶ otonamente
etiquetados, como los siguientes ejemplos ponen de mani¯esto.
Ejemplo 4.3.2 Consideramos la siguiente matriz parcial
A =
2
6
6
6
6
4
1 1 x13 x14
x21 1 1 x24
x31 x32 1 1
2 x42 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado es un ciclo dirigido mon¶ otonamente etiquetado. Si la
matriz A tiene completaci¶ on TNN, Ac = (cij), entonces detAc[fi;i + 1g] ¸
0, implica que ci+1;i · 1 para i=1,2,3. Por otra parte, los determinantes
detAc[fj;j + 1gjf1;jg] ¸ 0 con j = 2;3, implican la desigualdad c43c32c21 ¸
2. Por lo tanto, A no tiene completaci¶ on TNN.88 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Ejemplo 4.3.3 Sea la matriz parcial
A =
2
6
6
6
6
4
1 x12 1 x14
x21 1 x23 2
x31 1 1 x34
1 x42 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado es el ciclo dirigido no mon¶ otonamente etiquetado
3 2 4 1 1
t t t t t - - - -
Si A tiene completaci¶ on TNN, Ac = (cij), entonces detAc[f1;3gjf2;3g] ¸ 0,
implica que c12 ¸ 1, y detAc[f2;4gjf1;4g] ¸ 0 implica la desigualdad c21 ¸ 2,
por lo que detAc[f1;2g] < 0. As¶ ³ pues, A no tiene completaci¶ on TNN.
Los ejemplos que acabamos de mencionar pueden ser generalizados para
matrices parciales de tama~ no n£n, n > 4. Para el caso mon¶ otono, asignamos
1's a todos los elementos especi¯cados de la matriz parcial excepto an1, al que
damos el valor 2. Con un procedimiento similar al del ejemplo 4.3.2, podemos
justi¯car que la completaci¶ on deseada no existe.
Para el caso no mon¶ otono, consideramos la matriz parcial totalmente no
negativa, A, cuyo grafo asociado es
3 2 4 1 n ¡ 1 n 1
t t t t t t t - - - - - ... -
Supongamos que todos los elementos especi¯cados de A son 1's, excepto el ele-
mento (2;4) al que asignamos el valor 2. Si A tiene completaci¶ on totalmente4.3. GRAFOS DIRIGIDOS 89
no negativa, Ac = (cij), entonces, combinando las desigualdades
detAc[f4;5gjf5;6g] ¸ 0
detAc[f4;6gjf6;7g] ¸ 0
. . .
detAc[f4;n ¡ 1gjfn ¡ 1;ng] ¸ 0
vemos que c4n · 1, y con la desigualdad detAc[f1;4gjf1;ng] ¸ 0 obtenemos
c41 · c4n · 1 (1)
Por otra parte, los menores,
detAc[f4;5gjf1;5g] ¸ 0
detAc[f4;6gjf1;6g] ¸ 0
. . .
detAc[fn ¡ 1;ngjf1;ng] ¸ 0
implican respectivamente
c41 ¸ c51
c51 ¸ c61
. . .
cn¡1;1 ¸ cn1
por lo que
c41 ¸ cn1 = 1 (2)
De (1) y (2), el elemento c41 tiene el valor 1. Aplicando los resultados del
ejemplo 4.3.3 a la matriz Ac[f1;2;3;4g] obtenida de Ac[f1;2;3;4g] al asignar
1 a la posici¶ on (4;1) obtenemos que no hay completaci¶ on totalmente no
negativa para dicho caso.
Podemos a¯rmar por lo tanto el siguiente resultado.
Proposici¶ on 4.3.3 Para cualquier n ¸ 4 existe una matriz parcial TNN
de tama~ no n £ n, cuyo grafo asociado es un ciclo dirigido, que no tiene
completaci¶ on TNN.90 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
A ¯n de resolver el problema de completaci¶ on para este tipo de matrices
parciales introducimos la siguiente de¯nici¶ on.
De¯nici¶ on 4.3.1 Sea A = (aij) una matriz parcial, de tama~ no n £ n, cuyo
grafo asociado es un ciclo dirigido f(i1;i2);(i2;i3);:::;(in¡1;in);(in;i1)g. De-
cimos que A satisface la C-condici¶ on si
ai1;i2ai2;i3 ¢¢¢ain¡1;inain;i1
a11a22 ¢¢¢ann
· 1:
Es f¶ acil observar que las matrices parciales de los ejemplos 4.3.2 y 4.3.3
no cumplen la C-condici¶ on.
Demostramos, a continuaci¶ on, que dicha condici¶ on es necesaria y su¯-
ciente para la existencia de la completaci¶ on deseada tanto en el caso de
ciclos dirigidos mon¶ otona como no mon¶ otonamente etiquetados. Empezamos
por el caso mon¶ otonamente etiquetado para las matrices de tama~ no 3 £ 3.
Lema 4.3.1 Toda matriz parcial TNN, A, de tama~ no 3£3, cuyo grafo aso-
ciado GA es un ciclo dirigido mon¶ otonamente etiquetado, tiene completaci¶ on
TNN, Ac, si y s¶ olo si A cumple la C-condici¶ on.
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, que A tiene
la forma,
A =
2
6
6
4
1 a12 x13
x21 1 a23
a31 x32 1
3
7
7
5:
1 2
3
GA
u u
u
- @
@
@
@
@ @ I ¡
¡
¡
¡
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Si la matriz A satisface la C-condici¶ on, las siguientes matrices son completa-
ciones TNN de A.
i) Si a12 6= 0, consideramos Ac1 =
2
6
6
4
1 a12 a12a23
1=a12 1 a23
a31 a31a12 1
3
7
7
5.
Vemos que detAc1[f1;3gjf2;3g], detAc1[f2;3gjf1;3g] y detAc1[f2;3g]
son no negativos por la C-condici¶ on, mientras que el resto de menores
de Ac1 son nulos. Por lo tanto, Ac1 es una matriz TNN.
ii) Si a12 = 0, tenemos dos posibilidades:
ii1) Si a23 6= 0, elegimos Ac2 =
2
6
6
4
1 a12 a12a23
a23a31 1 a23
a31 1=a23 1
3
7
7
5,
cuyas submatrices Ac2[f1;2g], Ac1[f1;2gjf1;3g] y Ac1[f1;3gjf1;2g]
tienen el determinante no negativo por la C-condici¶ on, y del resto
de las submatrices el determinante es igual a cero. As¶ ³ que, Ac2 es
una matriz TNN.
ii2) Si a23 = 0, es f¶ acil comprobar que Ac3 =
2
6
6
4
1 0 0
1 1 0
a31 a31 1
3
7
7
5,
es una matriz TNN.
Para demostrar la necesidad de la condici¶ on, supongamos que
Ac =
2
6
6
4
1 a12 c13
c21 1 a23
a31 c32 1
3
7
7
5; con c13;c21;c32 ¸ 0;
es una completaci¶ on TNN de A.
Combinando las dos desigualdades:
detA[f2;3gjf1;3g] = c21 ¡ a23a31 ¸ 0 y detA[f1;2g] = 1 ¡ c21a12 ¸ 092 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
obtenemos 1 ¡ a12a23a31 ¸ 0 ¤
Sin embargo, si algunos elementos diagonales son cero, el resultado an-
terior no se conserva, como lo ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.3.4 Consideramos la matriz,
A =
2
6
6
4
0 a12 x13
x21 1 a23
a31 x32 1
3
7
7
5;
con a12 y a31 positivos. Aunque la matriz cumple la C-condici¶ on, A no tiene
completaci¶ on TNN ya que detA[f1;3gjf1;2g] es negativo siempre.
Ahora generalizamos el resultado anterior para matrices parciales de ta-
ma~ no n £ n, n ¸ 4.
Teorema 4.3.2 Sea A una matriz parcial TNN de tama~ no n £ n, n ¸ 4,
cuyo grafo asociado es un ciclo dirigido mon¶ otonamente etiquetado. Existe
una completaci¶ on TNN de A si y s¶ olo si A satisface la C-condici¶ on.
Demostraci¶ on: Podemos suponer, como comentamos al principio de la sec-
ci¶ on, que A tiene la forma,
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ x1;n¡1 x1n
x21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 x32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
an1 xn2 xn3 ¢¢¢ xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Analizamos los siguientes casos:
a) A no tiene elementos especi¯cados nulos. Sea A la matriz obtenida de
A al reemplazar xi+1;i por ci+1;i = 1=ai;i+1 para i = 1;2;:::;n¡1 y x1n4.3. GRAFOS DIRIGIDOS 93
por c1n = a12a23 :::an¡1;n.
Por la C-condici¶ on, obtenemos an1 ·
1
a12a23 :::an¡1;n
.
b) Alg¶ un elemento ai;i+1, i = 1;2;:::;n¡1, es nulo. Reemplazamos xi+1;i
por valores reales cualesquiera, ci+1;i, de tal manera que ci+1;iai+1;i · 1
y an1 · cn;n¡1cn¡1;n¡2 :::c21, tambi¶ en asignamos x1n = 0 obteniendo
una nueva matriz TNN, A.
Es f¶ acil observar que A, en ambos casos, cumple la condici¶ on SS-diagonal.
Entonces, por teorema 4.2.3, A y por tanto A tiene completaci¶ on TNN.
Rec¶ ³procamente, para demostrar que la C-condici¶ on es necesaria, considera-
mos
Ac =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 c13 ¢¢¢ c1;n¡1 c1n
c21 1 a23 ¢¢¢ c2;n¡1 c2n
c31 c32 1 ¢¢¢ c3;n¡1 c3n
. . .
. . .
. . .
. . .
. . .
cn¡1;1 cn¡1;2 cn¡1;3 ¢¢¢ 1 an¡1;n
an1 cn2 cn3 ¢¢¢ cn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
como completaci¶ on TNN de A.
De los menores de tama~ no 2£2, detA[fi;i+1g];i = 1;2;:::;n¡1, obtenemos
a12a23 :::an¡1;nc21c32 :::cn;n¡1 · 1. Adem¶ as, de los menores
detAc[f2;3gjf1;2g] ¸ 0
detAc[f3;4gjf1;3g] ¸ 0
. . .
detAc[fn ¡ 1;ngjf1;n ¡ 1g] ¸ 0;
obtenemos an1 · c21c32 :::cn;n¡1.
Combinando dichas desigualdades obtenemos a12a23 :::an1 · 1 ¤
A continuaci¶ on, analizamos las matrices parciales cuyos grafos asociados
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de tama~ no 3£3, podemos suponer, sin p¶ erdida de generalidad, utilizando la
semejanza de permutaci¶ on por la matriz P = [3;2;1], que el grafo asociado
es mon¶ otonamente etiquetado. Por lo tanto, trabajaremos con matrices de
tama~ no 4£4, demostrando que la C-condici¶ on es tambi¶ en condici¶ on necesaria
y su¯ciente para la existencia de una completaci¶ on totalmente no negativa.
De¯nici¶ on 4.3.2 Sea A una matriz parcial TNN de tama~ no n £ n con
elementos especi¯cados no nulos, cuyo grafo asociado es un ciclo dirigido no
mon¶ otonamente etiquetado, f(i1;i2);(i2;i3);:::;(in¡1;in);(in;i1)g. Llamamos
C¤-completaci¶ on a la completaci¶ on de¯nida de la siguiente forma:
cik;im =
8
> > <
> > :
aik;ik+1aik+1;ik+2 :::aim¡1;im; k < m ¡ 1
aik;ik+1aik+1;ik+2 :::ain¡1;inain;i1; k ¸ m + 1; if m = 1
1=(aim;im+1aim+1;im+2 :::aik¡1;ik); k ¸ m + 1; if m 6= 1
Veamos a continuaci¶ on dos ejemplos de la anterior de¯nici¶ on en los que se
observa que la C¤-completaci¶ on de una matriz parcial totalmente no negativa
puede ser o no una matriz totalmente no negativa.
Ejemplo 4.3.5 La C¤-completaci¶ on de la matriz parcial TNN
A =
2
6
6
6
6
4
1 0;5 x13 x14
x21 1 x23 1
1 x32 1 x34
x41 x42 2 1
3
7
7
7
7
5
;
cuyo grafo asociado es un ciclo dirigido no mon¶ otonamente etiquetado, es la
matriz TNN
Ac =
2
6
6
6
6
4
1 0;5 1 0;5
2 1 2 1
1 0;5 1 0;5
1 1 2 1
3
7
7
7
7
5
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Si consideramos la siguiente matriz parcial TNN
B =
2
6
6
6
6
4
1 0;5 x13 x14
x21 1 x23 1
1 x32 1 x34
x41 x42 3 1
3
7
7
7
7
5
;
observamos que la C¤-completaci¶ on
Bc =
2
6
6
6
6
4
1 0;5 2 0;5
4 1 4 1
1 0;25 1 0;25
4 1 3 1
3
7
7
7
7
5
;
no es una matriz TNN.
En los siguientes resultados establecemos que, bajo las hip¶ otesis indicadas,
la C¤-completaci¶ on es una completaci¶ on totalmente no negativa si y s¶ olo si
se veri¯ca la C-condici¶ on.
Lema 4.3.2 Sea A una matriz parcial TNN de tama~ no 4 £ 4 con elemen-
tos especi¯cados no nulos, cuyo grafo asociado GA es un ciclo dirigido no
mon¶ otonamente etiquetado. Existe una completaci¶ on TNN de A, Ac, si y
s¶ olo si A veri¯ca la C-condici¶ on.
Demostraci¶ on: Sin p¶ erdida de generalidad, teniendo en cuenta que la seme-
janza por la matriz permutaci¶ on P = [4;3;2;1] conserva la clase totalmente
no negativa, podemos reducir todos los casos de GA a tres: f(1;2);(2;4);(4;3);
(3;1)g, f(1;3);(3;2);(2;4);(4;1)g y f(1;3); (3;4); (4;2);(2;1)g. Estudiare-
mos el primer caso, mientras que el an¶ alisis de los otros dos casos es an¶ alogo.
Supongamos en primer lugar que A cumple la C-condici¶ on. Podemos asumir,96 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
sin p¶ erdida de generalidad, que tiene la forma
A =
2
6
6
6
6
4
1 a12 x13 x14
x21 1 x23 a24
a31 x32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
;
y cuyo grafo asociado GA es
1 2 4 3 1
i1 i2 i3 i4 i1
u u u u u - - - -
Consideramos la C¤-completaci¶ on de A
Ac =
2
6
6
6
6
4
1 a12 a12a24a43 a12a24
a24a43a31 1 a24a43 a24
a31 1=a24a43 1 1=a43
a43a31 1=a24 a43 1
3
7
7
7
7
5
:
Todos los menores de la submatriz Ac[f2;3;4g] son nulos, por lo que dicha
submatriz es TNN. Observamos tambi¶ en que por la C-condici¶ on el siguiente
menor,
detAc[f1;2g] = 1 ¡ a12a24a43a31,
es no negativo, y por tanto Ac[f1;2g] es tambi¶ en una matriz TNN. Ahora,
aplicando el teorema 3.2.2 sobre la matriz
B =
2
6
6
6
6
4
1 a12 x13 x14
a24a43a31 1 a24a43 a24
x31 1=a24a43 1 1=a43
x41 1=a24 a43 1
3
7
7
7
7
5
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obtenemos una completaci¶ on TNN, Bc de B, que coincide con la C¤-comple-
taci¶ on. Por tanto, Ac es una completaci¶ on TNN de A.
Para demostrar que la C-condici¶ on es necesaria, supongamos que
Ac =
2
6
6
6
6
4
1 a12 c13 c14
c21 1 c23 a24
a31 c32 1 c34
c41 c42 a43 1
3
7
7
7
7
5
;
es una completaci¶ on TNN de A. Combinando las siguientes desigualdades,
detAc[f1;2g] = 1 ¡ a12c21 ¸ 0
detAc[f2;3gjf1;4g] = c21c34 ¡ a24a31 ¸ 0
detAc[f3;4g] = 1 ¡ a43c34 ¸ 0
obtenemos a12a23a34a31 · 1 como quer¶ ³amos demostrar. ¤
Si alg¶ un elemento especi¯cado es nulo el resultado anterior, en general,
no es cierto como vemos en el siguiente ejemplo.
Ejemplo 4.3.6 Consideramos la matriz,
A =
2
6
6
6
6
4
1 x12 x13 a14
x21 1 0 x24
a31 x32 1 x34
x41 a42 x43 1
3
7
7
7
7
5
;
con todos los elementos aij positivos, cuyo grafo asociado es un ciclo dirigido
no mon¶ otonamente etiquetado, y que veri¯ca la C-condici¶ on.
A no tiene completaci¶ on TNN ya que detA[f1;2gjf1;3g] ¸ 0 si y s¶ olo si
x13 = 0 o x21 = 0. Sin embargo, si x13 = 0 entonces detA[f1;3gjf3;4g] =
¡a14 < 0, y por otra parte, si x21 = 0 entonces detA[f2;3gjf1;2g] = ¡a31 <
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Podemos extender el resultado anterior de la siguiente forma.
Teorema 4.3.3 Sea A una matriz parcial TNN de tama~ no n£n, n ¸ 4, con
elementos especi¯cados no nulos y cuyo grafo asociado f(i1;i2);(i2;i3);:::;
(ij¡1;ij); (ij;ij+1);:::;(in¡1;in);(in;i1)g, es un ciclo dirigido no mon¶ otona-
mente etiquetado. Entonces existe una completaci¶ on TNN Ac de A si y s¶ olo
si A cumple la C-condici¶ on.
Demostraci¶ on: El grafo GA asociado con la matriz A puede ser representado
de la siguiente forma,
i1 i2 ij¡1 ij ij+1 in¡1 in i1
t t t t t t t t - - ::: - - - ::: - -
con i1 = 1 y ij = n.
Vamos a demostrar, por inducci¶ on matem¶ atica sobre n, que si la C-condici¶ on
se cumple entonces la C¤-completaci¶ on es una completaci¶ on TNN de A. Para
n = 4 aplicamos el lema 4.3.2. Suponemos que el resultado es cierto para ma-
trices de tama~ no (n ¡ 1) £ (n ¡ 1).
Sea A una nueva matriz parcial TNN obtenida al reemplazar xij¡1;ij+1 por
cij¡1;ij+1 = aij¡1;ijaij;ij+1. Ahora, An¡1 = A[f1;2;:::;n ¡ 1g] es una matriz
parcial TNN que satisface la C-condici¶ on y cuyo grafo asociado es un ciclo
no mon¶ otonamente etiquetado. Entonces, por la hip¶ otesis de la inducci¶ on, la
C¤-completaci¶ on An¡1c de An¡1 es una completaci¶ on TNN de An¡1 y por
tanto de A[f1;2;:::;n ¡ 1g].
Si ij¡1 6= n¡1 y ij+1 6= n¡1 reemplazamos xn¡1;n por cn¡1;n = aij¡1;ij=cij¡1;n¡1
y xn;n¡1 por cn;n¡1 = aij;ij+1=cn¡1;ij+1.
Al reemplazar An¡1 y A[fn¡1;ng] por sus completaciones correspondientes,4.3. GRAFOS DIRIGIDOS 99
tenemos la nueva matriz parcial B1, con la siguiente forma,
2
6
6
4
¹ An¡1c[f1;2;:::;n ¡ 2g] An¡1c[f1;2;:::;n ¡ 2gjfn ¡ 1g] X1
¹ An¡1c[fn ¡ 1gjf1;2;:::;n ¡ 2g] 1 cn¡1;n
Y1 cn;n¡1 1
3
7
7
5;
donde
X1 = [x1n;x2n;:::;aij¡1;ij;:::;xn¡2;n]T
y
Y1 = [xn1;xn2;:::;aij;ij+1;:::;xn;n¡2]:
Sea h el¶ ³ndice tal que n¡1 = ih. Este¶ ³ndice tiene dos posibilidades: h > j+1
¶ o h < j¡1. En los dos casos, por la C¤-completaci¶ on, tenemos detAn¡1[fn¡
1;ng] = 1 ¡ aij¡1;ijaij;ij¡1=cij¡1;n¡1cn¡1;ij+1 = 0: Por lo tanto, la siguiente
matriz B,
2
6
6
4
An¡1c[f1;2;:::;n ¡ 2g] An¡1c[f1;2;:::;n ¡ 2gjfn ¡ 1g] X
An¡1c[fn ¡ 1gjf1;2;:::;n ¡ 2g] 1 cn¡1;n
Y cn;n¡1 1
3
7
7
5;
donde X y Y son matrices completamente no especi¯cadas, es una matriz
parcial TNN cuyo grafo asociado es un grafo 1-cordal mon¶ otonamente eti-
quetado. Entonces, aplicando el teorema 3.2.2, obtenemos una completaci¶ on
TNN, Bc de B, que es tambi¶ en una completaci¶ on de A. Nos queda por de-
mostrar, que Bc coincide con la C¤-completaci¶ on de B. Dado k un elemento
de f1;2;:::;n ¡ 1g tal que ik 6= ij¡1 y ih = n ¡ 1, analizamos los siguientes
casos relacionados con el orden de los v¶ ertices.
i) i1 :::ik :::ih :::ij¡1ij :::in
ii) i1 :::ik :::ij¡1ij :::ih :::in100 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
iii) i1 :::ij¡1ij :::ik :::ih :::in
iv) i1 :::ih :::ik :::ij¡1ij :::in
v) i1 :::ih :::ij¡1ij :::ik :::in
vi) i1 :::ij¡1ij :::ih :::ik :::in
Estudiaremos el caso i). Los dem¶ as son an¶ alogos.
Por una parte, aplicando el teorema 3.2.2, obtenemos cik;ij = cik;ihaij¡1;ij=cij¡1;ih:
Por otra parte, de la C¤-completaci¶ on tenemos las siguientes ecuaciones,
cik;ij = aik;ik+1aik+1;ik+2 :::aih;ih+1 :::aij¡1;ij;
cij¡1;im = 1=aih;ih+1aih+1;ih+2 :::aij¡2;ij¡1;
cik;im = aik;ik+1aik+1;ik+2 :::aih¡1;ih:
Es f¶ acil comprobar que el valor de cik;ij es el mismo aplicando el teorema
3.2.2 que la C¤-completaci¶ on. De la misma manera para los elementos cij;ik,
obtenemos los mismos valores cuando aplicamos el teorema 3.2.2 y la C¤-
completaci¶ on. Observamos que, si ij¡1 = n ¡ 1 (respectivamente ij+1 =
n¡1), entonces realizamos una demostraci¶ on similar teniendo en cuenta que
la positi¶ on (n ¡ 1;n) (respectivamente (n;n ¡ 1)) est¶ a especi¯cada.
Ahora, para demostrar que C-condici¶ on es una condici¶ on necesaria volvemos
a utilizar la inducci¶ on sobre n. Para n = 4 aplicamos el lema 4.3.2. Suponga-
mos que la C-condici¶ on es necesaria para matrices de tama~ no (n¡1)£(n¡1).
Sea Ac = (cij) una completaci¶ on TNN de A. Ya que Ac[f1;2;:::;n ¡ 1g] es
una matriz TNN, entonces por hip¶ otesis de inducci¶ on tenemos,
ai1;i2ai2;i3 ¢¢¢aij¡2;ij¡1cij¡1;ij+1aij+1;ij+2 ¢¢¢ain¡1;inain;i1 · 1:
Por otra parte, detAc[fij¡1;ijgjfij+1;ijg] ¸ 0, por lo que
cij¡1;ij+1 ¸ aij¡1;ijaij;ij+1:
A partir de estas desigualdades obtenemos la C-condici¶ on. ¤4.3. GRAFOS DIRIGIDOS 101
4.3.3. Caminos totalmente especi¯cados
Abordamos a continuaci¶ on el problema de completaci¶ on de las matrices
parciales totalmente no negativas cuyos grafos asociados son caminos total-
mente especi¯cados. Concretamente, en esta parte cerramos el problema para
el caso de grafos mon¶ otonamente etiquetados con elementos especi¯cados no
nulos, siendo a¯rmativa en todo caso la respuesta para matrices de tama~ no
n £ n, n = 3. Sin embargo, hace falta una condici¶ on necesaria y su¯ciente
para el caso n ¸ 4. Por otra parte, en el caso de grafos no mon¶ otonamente
etiquetados, obtenemos una condici¶ on necesaria y su¯ciente para las matrices
parciales totalmente no negativas de tama~ no 3£3 con elementos especi¯cados
no nulos, aunque dicha condici¶ on es s¶ olo su¯ciente en el caso general.
El problema de completaci¶ on de matrices parciales TNN, cuyo grafo
asociado es un camino totalmente especi¯cado, tiene en general respuesta
negativa, tanto en el caso de mon¶ otona como no mon¶ otonamente etiquetado,
como podemos ver en los siguientes ejemplos.
Ejemplo 4.3.7 La matriz
A =
2
6
6
6
6
4
1 1 x13 7
x21 1 2 x24
x31 x32 1 3
x41 x42 x43 1
3
7
7
7
7
5
es una matriz parcial TNN cuyo grafo asociado es un camino totalmente
especi¯cado mon¶ otonamente etiquetado. Para que el determinante de la sub-
matriz A[f1;2gjf2;4g] sea no negativo, es necesario que x24 sea mayor o igual
que 7. Sin embargo, detA[f2;3gjf3;4g] ¸ 0 implica que x24 · 6, por tanto A
no tiene completaci¶ on TNN.102 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Ejemplo 4.3.8 Sea la matriz parcial TNN,
A =
2
6
6
6
6
4
1 x12 1 1
x21 1 1 x24
x31 x32 1 x34
x41 4 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado es el camino totalmente especi¯cado no mon¶ otonamente
etiquetado,
1 4 2 3 1
GA
u u u u u - - - ¾
Se comprueba sin di¯cultad que detA[f1;2gjf3;4g] ¸ 0 y detA[f2;4g] ¸ 0
si x24 ¸ 1 y x24 · 1=4, respectivamente. Por tanto, es imposible completar
A de manera que obtengamos una completaci¶ on TNN.
A partir de los dos ejemplos anteriores podemos obtener sendas matri-
ces parciales TNN de tama~ no n £ n, cuyos grafos asociados sean caminos
totalmente especi¯cados mon¶ otona y no mon¶ otonamente etiquetados respec-
tivamente que no posean completaci¶ on TNN.
Ejemplo 4.3.9 La matriz parcial TNN
A =
2
6
6
6
6
6
6
6
6
6
6
6
6
4
1 1 x13 ¢¢¢ x1;n¡2 x1;n¡1 2
x21 1 1 ¢¢¢ x2;n¡2 x2;n¡1 x2n
x31 x32 1 ¢¢¢ x3;n¡2 x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
. . .
xn¡2;1 xn¡2;2 xn¡2;3 ¢¢¢ 1 1 xn¡2;n
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ xn¡1;n¡2 1 1
xn1 xn2 xn3 ¢¢¢ xn;n¡2 xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
5
;n ¸ 4;4.3. GRAFOS DIRIGIDOS 103
cuyo grafo asociado es un camino totalmente especi¯cado mon¶ otonamente eti-
quetado no posee completaci¶ on TNN ya que, por una parte, el determinante
de la submatriz A[f1;2gjf2;ng] debe ser no negativo, por lo que es necesario
que x2n sea mayor o igual que 2. Adem¶ as de detA[fn¡2;n¡1gjfn¡1;ng] ¸ 0
se deduce que xn¡2;n · 1. Por lo tanto, xn¡2;n < x2n. Por otra parte, para
que las submatrices A[fi;i + 1gjfi + 1;ng], i = 2;3;:::;n ¡ 3, tengan deter-
minantes no negativos es necesario que x2n · x3n · ::: · xn¡2;n. Por lo
tanto A no tiene completaci¶ on TNN.
Ejemplo 4.3.10 Sea A = (aij) una matriz parcial TNN cuyo grafo asociado
es el camino totalmente especi¯cado no mon¶ otonamente etiquetado
1 4 2 5 6 7 n 3 1
t t t t t t t t t - - - - - - ::: - ¾
con a42 = 4 y el resto de elementos especi¯cados son 1¶s. Vamos a suponer
que A tiene cumpletaci¶ on Ac = (cij) totalmente no negativa.
Si n = 5, es f¶ acil observar que a partir de las submatrices Ac[f1;4gjf3;4g] y
Ac[f2;4gjf2;5g] obtenemos c43 · 1 y c45 ¸ 4 respectivamente. En cambio, a
partir del menor detAc[f4;5gjf3;5g] ¸ 0 obtenemos c43 ¸ c45 con lo que es
imposible y por tanto no existe la completaci¶ on deseada.
Si n > 5, a partir de las submatrices Ac[f1;4gjf3;4g], Ac[f2;4gjf2;5g] y
Ac[fn¡1;ngjf3;ng] obtenemos c43 · 1, c45 ¸ 4 y cn¡1;3 ¸ 1 respectivamente.
Por otra parte, combinar las desigualdades detAc[fi ¡ 1;igjf5;ig] ¸ 0, i =
6;7;:::;n ¡ 1 implica que cn¡1;5 · cn¡2;5 · ¢¢¢ · c75 · c65 · 1, es decir,
cn¡1;5 · 1. Teniendo en cuenta los valores conseguidos observamos que el
menor detAc[f4;n ¡ 1gjf3;5g] es siempre negative y por tanto A no tiene
completaci¶ on TNN.
Estos ¶ ultimos ejemplos nos permiten establecer el siguiente resultado.104 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Proposici¶ on 4.3.4 Para cualquier n ¸ 4 existe una matriz parcial TNN,
de tama~ no n £ n, cuyo grafo asociado es un camino totalmente especi¯cado,
que no tiene completaci¶ on TNN.
Nos centramos en primer lugar en el caso de matrices parciales TNN
cuyo grafo asociado es un camino totalmente especi¯cado, mon¶ otonamente
etiquetado. Podemos suponer sin p¶ erdida de generalidad que la matriz A
tiene la siguiente forma,
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ x1;n¡1 a1n
x21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 x32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
xn1 xn2 xn3 ¢¢¢ xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Como vemos en la siguiente proposici¶ on, para matrices de tama~ no 3 £ 3
siempre existe la completaci¶ on deseada.
Proposici¶ on 4.3.5 Sea A una matriz parcial TNN, de tama~ no 3£3, cuyo
grafo asociado es un camino totalmente especi¯cado mon¶ otonamente etique-
tado. Entonces A tiene completaci¶ on TNN.
Demostraci¶ on: La matriz A tiene la forma
A =
2
6
6
4
1 a12 a13
x21 1 a23
x31 x32 1
3
7
7
5:
Es f¶ acil observar que la completaci¶ on nula A0 es una completaci¶ on TNN de
A. ¤
En el siguiente resultado analizamos la existencia de completaciones TNN
en el caso de que existan elementos nulos fuera de la diagonal.4.3. GRAFOS DIRIGIDOS 105
Proposici¶ on 4.3.6 Sea A = (aij) una matriz parcial TNN de tama~ no n£n,
n ¸ 4, cuyo grafo asociado es un camino totalmente especi¯cado mon¶ otona-
mente etiquetado. Si A contiene elementos especi¯cados nulos entonces A
tiene completaci¶ on TNN si y s¶ olo si a1n = 0.
Demostraci¶ on: Supongamos que la posici¶ on (1;n) contiene el elemento nu-
lo, a1n = 0. Es f¶ acil ver que A0 es una completaci¶ on TNN, y por tanto,
obtenemos la su¯ciencia de la condici¶ on.
Supongamos a continuaci¶ on que existe completaci¶ on TNN, Ac = (cij). Si a1n
fuera no nulo, tendr¶ ³amos dos casos:
1) a12 = 0 ¶ o an¡1;n = 0. En este caso tenemos respectivamente detAc[f1;2gj
f2;ng] < 0 y detAc[f1;n ¡ 1gjfn ¡ 1;ng] < 0.
2) a12;an¡1;n 6= 0. Para que Ac[f1;jgjfj;ng] tenga el determinante no ne-
gativo es necesario que c1jcjn ¸ a1n > 0 por lo que, cjn 6= 0 para
j = 2;3;:::;n ¡ 2. Sin embargo, por la hip¶ otesis de la existencia de
elementos nulos, existe alg¶ un elemento ak;k+1 = 0 con k 2 f2;3;:::;n¡
2g, y por tanto detAc[fk;k + 1gjfk + 1;ng] = ¡ckn < 0.
En los dos casos incurrimos en contradicci¶ on con el hecho de que Ac es to-
talmente no negativa, por lo que a1n = 0. ¤
A ¯n de obtener una caracterizaci¶ on de la existencia de completaci¶ on
TNN en el caso que nos ocupa, introducimos la siguiente de¯nici¶ on.
De¯nici¶ on 4.3.3 Sea A = (aij) una matriz parcial cuyo grafo asociado,
GA = (f1;2;:::;ng;f(i1;i2);(i2;i3);:::;(in¡1;in);(i1;in)g), es un camino to-
talmente especi¯cado. Se dice que A cumple la C1-condici¶ on si se veri¯ca
ai1;i2ai2;i3 :::ain¡1;in
ai2;i2ai3;i3 :::ain¡1;in¡1
¸ ai1;in.
Teorema 4.3.4 Sea A una matriz parcial TNN de tama~ no n £ n, n ¸ 4,
cuyo grafo asociado es un camino totalmente especi¯cado mon¶ otonamente106 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
etiquetado. Entonces A tiene completaci¶ on TNN si y s¶ olo si cumple la C1-
condici¶ on.
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, que A tiene
la forma
A =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ¢¢¢ x1;n¡1 a1n
x21 1 a23 ¢¢¢ x2;n¡1 x2n
x31 x32 1 ¢¢¢ x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ¢¢¢ 1 an¡1;n
xn1 xn2 xn3 ¢¢¢ xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Si a1n = 0 aplicamos la proposici¶ on 4.3.6. Si a1n 6= 0, la C1-condici¶ on nos
permite a¯rmar que aj;j+1 6= 0, j = 1;2;:::;n ¡ 1. Sea A la matriz obtenida
de A al reemplazar xn1 por 1
a12a23:::an¡1;n y xi+1;i por 1
ai;i+1, i = 1;2;:::;n¡1.
Es f¶ acil observar que A es una matriz parcial TNN, cuyo grafo asociado
es un ciclo no dirigido mon¶ otonamente etiquetado, que cumple la condici¶ on
SS-diagonal, por lo que, por teorema 4.2.3, A tiene completaci¶ on TNN que
es tambi¶ en completaci¶ on TNN de A.
Demostramos ahora que la condici¶ on es necesaria. Supongamos que tenemos
la siguiente completaci¶ on TNN,
Ac =
2
6
6
6
6
6
6
6
6
6
6
4
1 a12 c13 ¢¢¢ c1;n¡1 a1n
c21 1 a23 ¢¢¢ c2;n¡1 c2n
c31 c32 1 ¢¢¢ c3;n¡1 c3n
. . .
. . .
. . .
. . .
. . .
cn¡1;1 cn¡1;2 cn¡1;3 ¢¢¢ 1 an¡1;n
cn1 cn2 cn3 ¢¢¢ cn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
:
Podemos obtener las siguientes desigualdades:
(1) detA[f1;2gjf2;ng] = a12c2n ¡ a1n ¸ 04.3. GRAFOS DIRIGIDOS 107
(2) detA[fk;k +1gjfk +1;ng] = ak;k+1ck+1;n ¡ckn ¸ 0, k = 2;3;:::;n¡3
(3) detA[fn ¡ 2;n ¡ 1gjfn ¡ 1;ng] = an¡2;n¡1an¡1;n ¡ cn¡2;n ¸ 0
A partir de la tercera desigualdad obtenemos an¡2;n¡1an¡1;n ¸ cn¡2;n, que
cuando k = n ¡ 3, la desigualdad (2) nos permite deducir
an¡3;n¡2an¡2;n¡1an¡1;n ¸ cn¡3;n:
Combinando esta ¶ ultima desigualdad con la (2) cuando k = n¡4 obtenemos
an¡4;n¡3an¡3;n¡2an¡2;n¡1an¡1;n ¸ cn¡4;n:
As¶ ³ sucesivamente, de forma an¶ aloga, combinamos cada desigualdad obtenida
al;l+1al+1;l+2 :::an¡1;n ¸ cln; l = n ¡ 4;n ¡ 5;:::;3
con la (2) cuando k = l ¡ 1 hasta llegar a concluir con
a23a34 :::an¡1;n ¸ c2n
que al combinar con la (1) obtenemos la C1-condici¶ on, y por lo tanto, la
necesidad de la misma. ¤
Para el caso de caminos totalmente especi¯cados no mon¶ otonamente eti-
quetados, empezamos con¯rmando la existencia de la completaci¶ on deseada
en el caso de matrices parciales de tama~ no 3 £ 3.
Proposici¶ on 4.3.7 Sea A una matriz parcial TNN de tama~ no 3£3, con ele-
mentos especi¯cados no nulos y cuyo grafo asociado es un camino totalmente
especi¯cado no mon¶ otonamente etiquetado. Entonces, A tiene completaci¶ on
TNN.
Demostraci¶ on: A partir de que la semejanza por la matriz permutaci¶ on
P = [n;n ¡ 1;:::;1] conserva la total no negatividad, ver proposic¶ on 3.2.1,108 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
podemos suponer, sin p¶ erdida de generalidad, que la matriz A tiene una de
las siguientes formas:
A1 =
2
6
6
4
1 x12 a13
a21 1 a23
x31 x32 1
3
7
7
5 y A2 =
2
6
6
4
1 a12 a13
x21 1 x23
x31 a32 1
3
7
7
5:
Elegimos las siguientes completaciones,
A1c =
2
6
6
4
1 a13=a23 a13
a21 1 a23
a21=a23 1=a23 1
3
7
7
5 y A2c =
2
6
6
4
1 a12 a13
1=a12 1 1=a32
a32=a12 a32 1
3
7
7
5:
Observamos que A1c, A1c[f1;2gjf2;3g], A1c[f1;3gjf2;3g], A1c[f2;3gjf1;2g],
A1c[f2;3gjf1;3g] y A1c[f2;3g] tienen determinante nulo, mientras que las sub-
matrices A1c[f1; 2g], A1c[f1;2gjf1;3g], A1c[f1;3gjf1;2g] y A1c[f1;3g] tienen
determinante no negativo siendo A una matriz parcial TNN. Por lo tanto
A1c es una completaci¶ on TNN. De manera an¶ aloga, podemos comprobar que
A2c es tambi¶ en una completaci¶ on TNN. ¤
Cuando la matriz parcial contiene alg¶ un elemento especi¯cado con valor
nulo, en general el resultado anterior no es cierto, como vemos en el siguiente
ejemplo.
Ejemplo 4.3.11 Consideramos la matriz parcial TNN,
A =
2
6
6
4
1 x12 a13
a21 1 a23
x31 x32 1
3
7
7
5;
con a23 = a21 = 0 y a13 6= 0. El grafo asociado es un camino totalmente es-
peci¯cado no mon¶ otonamente etiquetado. Sin embargo, para cualquier com-
pletaci¶ on Ac, detAc[f1;2gjf2;3g] < 0 y por tanto, A no tiene completaci¶ on
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Analizamos a continuaci¶ on la validez de la proposici¶ on 4.3.7 en el caso
de admitir elementos especi¯cados nulos. Estudiamos con detalle el primer
caso, matriz A1, siendo el otro caso an¶ alogo.
(1) A1 tiene un ¶ unico elemento especi¯cado nulo: si a13 = 0 ¶ o a21 = 0,
vemos que A1c es una completaci¶ on TNN de A1.
(2) A1 contiene exactamente dos elementos especi¯cados nulos: si a13 =
a21 = 0 entonces A10 es una completaci¶ on TNN de A1, mientras que
si a23 = a21 = 0, hemos visto, ejemplo 4.3.11, que A1 no tiene com-
pletaci¶ on TNN.
(3) Si todos los elementos especi¯cados son nulos (excepto los elementos
diagonales), entonces A10 es la completaci¶ on deseada.
Como hemos comprobado, para el caso de caminos totalmente especi¯ca-
dos mon¶ otonamente etiquetados, la C1-condici¶ on es necesaria y su¯ciente. Sin
embargo, la proposici¶ on 4.3.7 no se puede generalizar a matrices de tama~ no
n £ n, n ¸ 4, como ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.3.12 Consideramos la matriz A del ejemplo 4.3.8.
A =
2
6
6
6
6
4
1 x12 1 1
x21 1 1 x24
x31 x32 1 x34
x41 4 x43 1
3
7
7
7
7
5
A no tiene completaci¶ on TNN, aunque se comprueba sin di¯cultad que A es
una matriz parcial TNN que satisface la C1-condici¶ on.
Observamos en las matrices A1 y A2 de la proposici¶ on 4.3.7, que para
ser matrices parciales totalmente no negativas es necesario que se cumpla
a23 ¸ a21a13 y a12 ¸ a13a32 respectivamente, por lo que nos lleva a introducir
una nueva condici¶ on.110 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
De¯nici¶ on 4.3.4 Sea A = (aij) una matriz parcial cuyo grafo asociado,
GA = (f1;2;:::;ng;f(i1;i2);(i2;i3);:::;(in¡1;in);(i1;in)g), es un camino to-
talmente especi¯cado. Se dice que A cumple la C2-condici¶ on si se veri¯ca la
desigualdad
ai1;i2ai2;i3 :::ain¡1;in
ai2;i2ai3;i3 :::ain¡1;in¡1
· ai1;in.
La C2-condici¶ on es una condici¶ on su¯ciente para la existencia de com-
pletaciones totalmente no negativas, de una matriz parcial TNN de tama~ no
4 £ 4, con elementos especi¯cados no nulos.
A continuaci¶ on mostramos todos los caminos totalmente especi¯cados
posibles con un conjunto de cuatro v¶ ertices.
2 3
1 4
G1
u u
u u
- ?
-
6
2 4
1 3
G2
u u
u u
- ?
-
6
3 2
1 4
G3
u u
u u
- ?
-
6
3 4
1 2
G4
u u
u u
- ?
-
6
4 2
1 3
G5
u u
u u
- ?
-
6
4 3
1 2
G6
u u
u u
- ?
-
6
1 3
2 4
G7
u u
u u
- ?
-
6
1 4
2 3
G8
u u
u u
- ?
-
6
3 1
2 4
G9
u u
u u
- ?
-
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3 4
2 1
G10
u u
u u
- ?
-
6
4 1
2 3
G11
u u
u u
- ?
-
6
4 3
2 1
G12
u u
u u
- ?
-
6
1 2
3 4
G13
u u
u u
- ?
-
6
1 4
3 2
G14
u u
u u
- ?
-
6
2 1
3 4
G15
u u
u u
- ?
-
6
2 4
3 1
G16
u u
u u
- ?
-
6
4 1
3 2
G17
u u
u u
- ?
-
6
4 2
3 1
G18
u u
u u
- ?
-
6
1 2
4 3
G19
u u
u u
- ?
-
6
1 3
4 2
G20
u u
u u
- ?
-
6
2 1
4 3
G21
u u
u u
- ?
-
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2 3
4 1
G22
u u
u u
- ?
-
6
3 1
4 2
G23
u u
u u
- ?
-
6
3 2
4 1
G24
u u
u u
- ?
-
6
El siguiente resultado hace referencia ¶ unicamente a los caminos total-
mente especi¯cados no mon¶ otonamente etiquetados.
Proposici¶ on 4.3.8 Toda matriz parcial TNN, de tama~ no 4£4, con elemen-
tos especi¯cados no nulos y cuyo grafo asociado es un camino totalmente es-
peci¯cado no mon¶ otonamente etiquetado tiene completaci¶ on TNN si cumple
la C2-condici¶ on.
Demostraci¶ on: Tendiendo en cuenta la semejanza por la matriz permutaci¶ on
P = [n;n ¡ 1;:::;1], ver proposici¶ on 3.2.1, los casos a analizar se reducen
a las matrices asociadas a Gi, i = 2;3;:::;12. Vamos a estudiar el grafo
G2, mientras que el resto se hace de forma an¶ aloga. Podemos suponer que la
matriz asociada a G2 tiene la forma
AG2 =
2
6
6
6
6
4
1 a12 a13 x14
x21 1 x23 a24
x31 x32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
:
Comprobamos que la completaci¶ on
AC2 =
2
6
6
6
6
4
1 a12 a13 a12a24
1=a12 1 a13=a12 a24
1=a13 a12=a13 1 a12a24=a13
a43=a13 a12a43=a13 a43 1
3
7
7
7
7
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es TNN. Podemos observar, por un lado, que las ¯las de la submatriz
AC2[f1;2;3g] son linealmente dependientes dos a dos, por lo que AC2[f1;2;3g]
es una submatriz TNN. Por otro lado, detAC2[f3;4g] es no negativo por la
C2-condici¶ on.
Sea A una nueva matriz parcial TNN
A =
2
6
6
6
6
4
1 a12 a13 x14
1=a12 1 a13=a12 x24
1=a13 a12=a13 1 a12a24=a13
x41 x42 a43 1
3
7
7
7
7
5
:
Por el teorema 3.2.1, AC2 es una completaci¶ on TNN.
Damos a continuaci¶ on completaciones TNN para el resto de casos a estudiar.
Su comprobaci¶ on se realiza de forma an¶ aloga al caso AG2.
AG2 =
2
6
6
6
6
4
1 a12 a13 x14
x21 1 x23 a24
x31 x32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
;
x14 = a12a24
x21 = 1
a12 x23 = a13
a12
x31 = 1
a13 x32 = a12
a13 x34 = a12a24
a13
x41 = a43
a13 x42 = a12a43
a13
AG3 =
2
6
6
6
6
4
1 x12 a13 a14
x21 1 x23 a24
x31 a32 1 x34
x41 x42 x43 1
3
7
7
7
7
5
;
x12 = a14
a24
x21 = a24
a14 x23 = a24a13
a14
x31 = a32a24
a14 x34 = a14
a13
x41 = a13a32a24
a2
14
x42 = a13a32
a14 x43 = a13
a14
AG4 =
2
6
6
6
6
4
1 a12 a13 x14
x21 1 x23 x24
x31 x32 1 a34
x41 a42 x43 1
3
7
7
7
7
5
;
x14 = a13a34
x21 = 1
a12 x23 = a13
a12 x24 = a13a34
a12
x31 = 1
a13 x32 = a12
a13
x41 = a42a12 x43 = a13a42
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AG5 =
2
6
6
6
6
4
1 x12 a13 a14
x21 1 a23 x24
x31 x32 1 x34
x41 a42 x43 1
3
7
7
7
7
5
;
x12 = a13
a32
x21 = a32
a13 x24 = a23a14
a13
x31 = 1
a13 x32 = 1
a23 x34 = a14
a13
x41 = a42a23
a23 x43 = a42a23
AG6 =
2
6
6
6
6
4
1 a12 x13 a14
x21 1 x23 x24
x31 a32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
;
x13 = a12
a23
x21 = 1
a12 x23 = 1
a32 x24 = a14
a12
x31 = a32a12 x34 = a41a23
a12
x41 = a43a32
a12 x42 = a43a32
AG7 =
2
6
6
6
6
4
1 x12 a13 x14
a21 1 x23 a24
x31 x32 1 a34
x41 x42 x43 1
3
7
7
7
7
5
;
x12 = a13a34
a24 x14 = a13a34
x23 = a24
a34
x31 = a21a34
a24 x32 = a34
a24
x41 = a21
a24 x42 = 1
a24 x43 = 1
a34
AG8 =
2
6
6
6
6
4
1 x12 x13 a14
a21 1 a23 x24
x31 x32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
;
x12 = a14a43
a23 x13 = a14a43
x24 = a23
a43
x31 = a21
a23 x32 = 1
a23 x34 = 1
a43
x41 = a21a43
a23 x42 = a43
a23
AG9 =
2
6
6
6
6
4
1 x12 x13 a14
x21 1 a23 a24
a31 x32 1 x34
x41 x42 x43 1
3
7
7
7
7
5
;
x12 = a14
a24 x13 = a14a23
a24
x21 = a23a31
x32 = 1
a23 x34 = a24
a23
x41 = a23a31
a24 x42 = 1
a24 x43 = a23
a24
AG10 =
2
6
6
6
6
4
1 x12 x13 x14
a21 1 a23 x24
x31 x32 1 a34
a41 x42 x43 1
3
7
7
7
7
5
;
x12 = 1
a21 x13 = a23
a21 x14 = a23a34
a21
x24 = a23a43
x31 = a34a41 x32 = a34a41
a21
x42 = a41
a21 x43 = 1
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AG11 =
2
6
6
6
6
4
1 x12 a13 x14
x21 1 a23 a24
x31 x32 1 x34
a41 x42 x43 1
3
7
7
7
7
5
;
x12 = a13
a23 x14 = a13a24
a23
x21 = a24a41
x31 = a24a41
a23 x32 = 1
a23 x34 = a24
a23
x42 = 1
a24 x43 = a23
a24
AG12 =
2
6
6
6
6
4
1 x12 x13 x14
a21 1 x23 a24
a31 x32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
;
x12 = 1
a21 x13 = a24a43
a21 x14 = a24
a21
x23 = a24a43
x32 = a31
a21 x34 = 1
a43
x41 = a43a31 x42 = a43a31
a21
¤
Sin embargo, en el caso de matrices parciales de tama~ no 4 £ 4, la C2-
condici¶ on no es necesaria para la existencia de completaciones totalmente no
negativas. Lo ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.3.13 Consideramos la matriz parcial TNN
A =
2
6
6
6
6
4
1 x12 1 1
x21 1 x23 1
x31 2 1 x34
x41 x42 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado es un camino totalmente especi¯cado no mon¶ otonamente
etiquetado. La siguiente matriz Ac es una completaci¶ on TNN de A,
Ac =
2
6
6
6
6
4
1 2 1 1
0;5 1 0;5 1
1 2 1 2
0;5 1 0;5 1
3
7
7
7
7
5
:
Sin embargo, A no cumple la C2-condici¶ on ya que a13a32a24 = 2 > a14 = 1.116 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Podemos generalizar el ejemplo anterior para matrices de tama~ no n £ n,
n > 4.
Ejemplo 4.3.14 Consideramos la matriz parcial TNN, B = (bij), de tama~ no
n £ n, tal que b1n = 1, la submatriz B[f1;2;3;4g] es la matriz
2
6
6
6
6
4
1 x12 1 x14
x21 1 x23 1
x31 2 1 x34
x41 x42 x43 1
3
7
7
7
7
5
;
y la submatriz B[f4;5;:::;ng] tiene la forma
2
6
6
6
6
6
6
6
6
6
6
4
1 1 x43 ¢¢¢ x4;n¡1 x4n
x54 1 1 ¢¢¢ x5;n¡1 x5n
x64 x65 1 ¢¢¢ x6;n¡1 x6n
. . .
. . .
. . .
. . .
. . .
xn¡1;4 xn¡1;5 xn¡1;6 ¢¢¢ 1 1
xn4 xn5 xn6 ¢¢¢ xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
5
y el resto de elementos son no especi¯cados.
Observamos que B es una matriz parcial TNN cuyo grafo asociado es un
camino totalmente especi¯cado. Podemos ver tambi¶ en que dicha matriz no
cumple la C2-condici¶ on ya que a13a32a24a45a56 :::an¡1;n = 2 > a1n = 1.
Vamos a demostrar ahora que B tiene completaci¶ on TNN.
Sea B = (bij) una nueva matriz parcial TNN, siendo,
bij =
8
> > <
> > :
no especificado si i = 1;j = n
1 si i = 1;j = 4
bij en otro caso
La matriz parcial B resultante de sustituir en B, B[f1;2;3;4g] por la matriz4.3. GRAFOS DIRIGIDOS 117
Ac del ejemplo 4.3.13 y B[f4;5;:::;ng] por la matriz C,
C =
2
6
6
6
6
6
6
6
6
6
6
4
1 1 1 ¢¢¢ 1 1
1 1 1 ¢¢¢ 1 1
1 1 1 ¢¢¢ 1 1
. . .
. . .
. . .
. . .
. . .
1 1 1 ¢¢¢ 1 1
1 1 1 ¢¢¢ 1 1
3
7
7
7
7
7
7
7
7
7
7
5
;
es una matriz parcial TNN. Por el teorema 3.2.1 y ser G
B 1-cordal, exis-
te Bc completaci¶ on TNN. Es sencillo comprobar que Bc es tambi¶ en una
completaci¶ on de la matriz B.118 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
4.3.4. Doble-caminos
Analizamos a continuaci¶ on el caso de doble-caminos generalizando las
ideas vistas anteriormente, puesto que un doble-camino cuando uno de los dos
caminos tiene un ¶ unico arco no es m¶ as que un camino totalmente especi¯cado,
concepto al que dedicamos la subsecci¶ on anterior.
Recordamos (cap¶ ³tulo 2) que un doble-camino es un grafo dirigido for-
mado por dos caminos totalmente disjuntos cuyos extremos inicial y ¯nal
coinciden.
i1 i2
ik+1 ik+2
ik¡2 ik¡1
ik in
u u u u
u u u u
-
6
-
::: -
- ::: -
6
-
-
Como sabemos, seg¶ un proposici¶ on 3.2.1, la total no negatividad no se
mantiene por la semejanza de permutaci¶ on, por lo que como en otras oca-
siones, distinguiremos entre grafos mon¶ otonamente etiquetados y no mon¶ o-
tonamente etiquetados, concretamente entre doble-caminos con uno de los
caminos mon¶ otonamente etiquetado y el otro no y los doble-caminos con dos
caminos no mon¶ otonamente etiquetados.
Teniendo en cuenta los resultados de las proposiciones 4.3.5 y 4.3.7 pode-
mos a¯rmar que toda matriz parcial totalmente no negativa, de tama~ no 3£3,
cuyo grafo asociado es un doble-camino tiene completaci¶ on totalmente no
negativa.
En general, una matriz parcial totalmente no negativa cuyo grafo asociado
es del tipo antes comentado no tiene completaci¶ on totalmente no negativa,
como podemos ver en los siguiente ejemplos.4.3. GRAFOS DIRIGIDOS 119
Ejemplo 4.3.15 Consideramos la siguiente matriz parcial TNN,
A =
2
6
6
6
6
4
1 0;5 x13 0;5
x21 1 0;5 x24
x31 x32 1 x34
x41 x42 1 1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble-camino (uno es mon¶ otonamente etiquetado
y el otro no).
1 2 3 4 1
t t t t t - - ¾ ¾
Al exigir detA[f1;2gjf2;4g] ¸ 0 y detA[f2;4gjf3;4g] ¸ 0 obtenemos x24 ¸ 1
y x24 · 0;5 respectivamente, lo cual es una contradicci¶ on. Por tanto, A no
tiene completaci¶ on TNN.
Ejemplo 4.3.16 Consideramos la siguiente matriz parcial TNN,
A =
2
6
6
6
6
4
1 x12 0;5 1
x21 1 x23 x24
x31 1 1 x34
x41 1 x43 1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble-camino (con dos caminos no mon¶ otonamente
etiquetados).
1 4 2 3 1
t t t t t - - ¾ ¾
De manera an¶ aloga, para que detA[f1;3gjf3;4g] y detA[f3;4gjf2;4g] sean
no negativos, es necesario que x34 ¸ 2 y x34 · 1 respectivamente. Por tanto,
A no tiene completaci¶ on TNN.120 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Para matrices de tama~ no n £ n con n ¸ 4 abordamos, en primer lugar,
el caso de doble-camino en el que uno de los caminos es mon¶ otonamente
etiquetado y el otro no lo es.
Si denotamos por Pc el producto de los valores que corresponden a los
arcos de un determinado camino C, entonces podemos establecer el siguiente
resultado.
Lema 4.3.3 Sea A una matriz parcial TNN, de tama~ no 4£4, con elemen-
tos especi¯cados no nulos y cuyo grafo asociado es un doble-camino formado
por los caminos C1 mon¶ otonamente etiquetado, y C2 no mon¶ otonamente eti-
quetado, ambos con el v¶ ertice inicial etiquetado con 1. Entonces, A tiene
completaci¶ on TNN si y s¶ olo si Pc1 ¸ Pc2.
Demostraci¶ on: Consideramos los siguientes casos:
1) C1 = (f1;2;3;4g;f(1;2);(2;3)g) y C2 = (f1;2;3;4g;f(1;4);(4;3)g)
2) C1 = (f1;2;3;4g;f(1;2);(2;3);(3;4)g) y C2 = (f1;2;3;4g;f(1;4)g)
3) C1 = (f1;2;3;4g;f(1;2)g) y C2 = (f1;2;3;4g;f(1;4);(4;3);(3;2)g)
4) C1 = (f1;2;3;4g;f(1;2)g) y C2 = (f1;2;3;4g;f(1;3);(3;4);(4;2)g)
Comprobamos que la condici¶ on es su¯ciente en el primer caso.
1 4 3 2 1
GA
u u u u u - - ¾ ¾
Podemos suponer, como en otras ocasiones, que A tiene la forma,
A =
2
6
6
6
6
4
1 a12 x13 a14
x21 1 a23 x24
x31 x32 1 x34
x41 x42 a43 1
3
7
7
7
7
5
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Consideramos la matriz
Ac =
2
6
6
6
6
4
1 a12 a14a43 a14
1=a12 1 a23 a23=a43
1=a12a23 1=a23 1 1=a43
a43=a12a23 a43=a23 a43 1
3
7
7
7
7
5
:
Ac es una completaci¶ on TNN de A, ya que:
detAc[f1;2g] = 0
detAc[f1;2gjf1;3g] = a23 ¡
a14a43
a12
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;2gjf1;4g] =
a23
a43
¡
a14
a12
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;2gjf2;3g] = a12a23 ¡ a14a43 ¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;2gjf2;4g] =
a12a23
a43
¡ a14 ¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;2gjf3;4g] = 0
detAc[f1;3gjf1;2g] = 0
detAc[f1;3g] = 1 ¡
a14a43
a12a23
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;3gjf1;4g] =
1
a43
¡
a14
a12a23
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;3gjf2;3g] = a12 ¡
a14a43
a23
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;3gjf2;4g] =
a12
a43
¡
a14
a23
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;3gjf3;4g] = 0
detAc[f1;4gjf1;2g] = 0
detAc[f1;4gjf1;3g] = a43(1 ¡
a14a43
a12a23
) ¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;4g] = 1 ¡
a14a43
a12a23
¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;4gjf2;3g] = a43(a12 ¡
a14a43
a23
) ¸ 0, por la condici¶ on Pc1 ¸ Pc2
detAc[f1;4gjf2;4g] = a12 ¡
a14a43
a23
¸ 0, por la condici¶ on Pc1 ¸ Pc2122 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
detAc[f1;4gjf3;4g] = 0,
y es f¶ acil de comprobar que el resto de menores son nulos.
En el segundo caso la condici¶ on Pc1 ¸ Pc2 coincide con la C1-condici¶ on y por
el teorema 4.3.4 el resultado es cierto. Por otro lado, en los dos ¶ ultimos casos
la condici¶ on Pc1 ¸ Pc2 es la C2-condici¶ on y por la proposici¶ on 4.3.8 podemos
comprobar que es su¯ciente para la existencia de completaciones TNN.
Podemos a¯rmar que la condici¶ on Pc1 ¸ Pc2 es tambi¶ en necesaria compro-
bando el primer caso mientras que los dem¶ as casos son an¶ alogos.
Supongamos que
Ac =
2
6
6
6
6
4
1 a12 c13 a14
c21 1 a23 c24
c31 c32 1 c34
c41 c42 a43 1
3
7
7
7
7
5
es una completaci¶ on totalmente no negativa.
A partir de detAc[f1;2gjf2;3g] ¸ 0 y de detAc[f1;4gjf3;4g] ¸ 0 obtenemos
a12a23 ¸ a14a43. ¤
Con el ¯n de extender el resultado anterior, vamos a asociar a una matriz
parcial A, una nueva matriz parcial a la que denominamos CA.
De¯nici¶ on 4.3.5 Sea A = (aij) una matriz parcial, de tama~ no n£n, n > 4,
con elementos especi¯cados no nulos y cuyo grafo asociado es un doble-
camino, GA = (V;E), formado por un camino mon¶ otonamente etiquetado de
k v¶ ertices y otro no mon¶ otonamente etiquetado, ambos con v¶ ertice inicial i1 =
1. En otras palabras, E = f(1;2);(2;3);:::;(k¡1;k);(1;ik+1);(ik+1;ik+2);:::;
(in¡1; in);(in;k)g. Llamamos CA a la matriz parcial CA = (cij) obtenida
a partir de las submatrices A[f1;2;:::;kg] y A[fk;ik+1;:::;ing] conservan-
do los elementos especi¯cados, completando las posiciones no especi¯cadas4.3. GRAFOS DIRIGIDOS 123
como sigue:
cil;im =
8
> > > > > > > > > > <
> > > > > > > > > > :
ail;il+1ail+1;il+2 :::aim¡1;im; l < m; l;m 2 f2;3;:::;kg
Pc2=cim;ik; l = 1; m 2 f2;3;:::;kg
1=aim;im+1aim+1;im+2 :::ail¡1;il; l > m; l;m 2 f1;2;:::;kg
ail;il+1ail+1;il+2 :::aim¡1;im; l < m; l;m 2 fk + 1;:::;ng
cil;inain;ik; m = k; l 2 fk + 1;:::;ng
1=cim;il; l 2 fk;tg;t > m; m 2 fk + 1;:::;ng
y reemplazando a1;ik+1 por un elemento no especi¯cado.
Ejemplo 4.3.17 Consideramos la matriz parcial,
A =
2
6
6
6
6
6
6
6
4
1 1 x13 2 x15
x21 1 2 x24 x25
x31 x32 1 x34 x35
x41 x42 x43 1 0;5
x51 x52 1 x54 1
3
7
7
7
7
7
7
7
5
:
Por la de¯nici¶ on 4.3.5 la matriz CA tiene la siguiente forma,
CA =
2
6
6
6
6
6
6
6
4
1 1 1 x14 x15
1 1 2 x24 x25
0;5 0;5 1 2 1
x41 x42 0;5 1 0;5
x51 x52 1 2 1
3
7
7
7
7
7
7
7
5
:
Podemos veri¯car que A y CA son matrices parciales TNN y que la siguiente
matriz Ac es una completaci¶ on TNN de CA y de A.
Ac =
2
6
6
6
6
6
6
6
4
1 1 1 2 1
1 1 2 4 2
0;5 0;5 1 2 1
0;25 0;25 0;5 1 0;5
0;5 0;5 1 2 1
3
7
7
7
7
7
7
7
5
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Podemos generalizar la idea del ejemplo anterior en el siguiente sentido.
Lema 4.3.4 Sea A una matriz parcial TNN de tama~ no n£n, n > 4, con ele-
mentos especi¯cados no nulos y cuyo grafo asociado es un doble-camino, con
un camino C1 mon¶ otonamente etiquetado de k vertices y otro no mon¶ otona-
mente etiquetado C2, ambos con v¶ ertice inicial i1 = 1. Entonces, la matriz
CA asociada a A es una matriz parcial TNN si Pc1 ¸ Pc2. Adem¶ as, el grafo
asociado a CA es un 1-cordal mon¶ otonamente etiquetado.
Demostraci¶ on: Analizamos las submatrices CA[f1;:::;kg] y CA[fk;:::;ng].
Observamos que en la submatriz
2
6 6 6 6 6 6 6
6 6 6 6 6 6 6
4
1 a12
Pc2
a34¢¢¢ak¡1;k
Pc2
a45¢¢¢ak¡1;k ¢¢¢
Pc2
ak¡1;k Pc2
1
a12 1 a23 a23a34 ¢¢¢ a23 ¢¢¢ak¡2;k¡1 a23 ¢¢¢ak¡1;k
1
a12a23
1
a23 1 a34 ¢¢¢ a34 ¢¢¢ak¡2;k¡1 a34 ¢¢¢ak¡1;k
1
a12a23a34
1
a23a34
1
a34 1 ¢¢¢ a45 ¢¢¢ak¡2;k¡1 a45 ¢¢¢ak¡1;k
. . .
. . .
. . .
. . .
. . .
. . .
1
a12¢¢¢ak¡2;k¡1
1
a23¢¢¢ak¡2;k¡1
1
a34¢¢¢ak¡2;k¡1
1
a34¢¢¢ak¡2;k¡1 ¢¢¢ 1 ak¡1;k
1
a12¢¢¢ak¡1;k
1
a23¢¢¢ak¡1;k
1
a34¢¢¢ak¡1;k
1
a34¢¢¢ak¡1;k ¢¢¢ 1
ak¡1;k 1
3
7 7 7 7 7 7 7
7 7 7 7 7 7 7
5
las ¯las de ¶ ³ndice t, t = 3;4;:::;k, cumplen la ecuaci¶ on ft = 1
a23:::at¡1;tf2;
con lo cual todas las ¯las de la submatriz CA[f2;3;:::;kgjf1;2;:::;kg] son
linealmente dependientes dos a dos y dicha submatriz es totalmente no ne-
gativa. Tambi¶ en por dicha ecuaci¶ on vemos que detCA[®j¯] = 0 para toda
®;¯ µ f1;2;:::;ng con j®j = j¯j > 2 y 1 2 ®.
Queda por demostrar, por tanto, que detCA[®j¯] ¸ 0 para j®j = j¯j = 2 tal
que 1 2 ®:
detCA[f1;2g] = 0,
detCA[®j¯] ¸ 0, con ¯ \ f1;2g 6= Á, por el enunciado de la condici¶ on,
detCA[®j¯] = 0, con ¯ \ f1;2g = Á, ya que las columnas C3;C4;:::;Ck
de la matriz CA son tambi¶ en linealmente dependientes dos a dos, de hecho,
Ct = a34 ¢¢¢at¡1;tC3, t = 3;4;:::;k.
Por otro lado, la submariz CA[fk;k+1;:::;ng] coincide con la completaci¶ on
totalmente no negativa en el caso de camino dirigido no mon¶ otonamente4.3. GRAFOS DIRIGIDOS 125
etiquetado, ver teorema 4.3.1, por lo que dicha submatriz es totalmente no
negativa y la matriz CA es una matriz parcial totalmente no negativa cuyo
grafo asociado, como es evidente, es un 1-cordal mon¶ otonamente etiquetado.
¤
Este resultado nos permite establecer el siguiente teorema.
Teorema 4.3.5 Sea G un doble-camino con C1 mon¶ otonamente etiquetado
y C2 no mon¶ otonamente etiquetado. Entonces, toda matriz parcial TNN,
A = (aij), de tama~ no n £ n, n > 4, con elementos especi¯cados no nulos y
cuyo grafo asociado es G tiene una completaci¶ on TNN si y s¶ olo si Pc1 ¸ Pc2.
Demostraci¶ on: Podemos asumir que C1 tiene el conjunto de arcos f(i1;i2);
(i2;i3); :::;(ik¡1;ik)g, con ij = i1 + j ¡ 1, j = 1;2;:::;k, mientras que los
arcos de C2 son f(i1;ik+1);:::;(in¡1;in);(in;ik)g.
Para comprobar la su¯ciencia de la condici¶ on Pc1 ¸ Pc2 consideramos dos
casos.
1) i1 = 1.
En este caso, ij = j para j = 1;2;:::;k. Al aplicar el lema 4.3.4 la CA-
matriz de A es tambi¶ en una matriz parcial TNN cuyo grafo asociado
es un 1-cordal, que por el teorema 3.2.1, CA tiene una completaci¶ on
TNN.
Observar que el elemento de la posici¶ on (i1;ik+1) es ci1;ikcik;ik+1 =
Pc2ai1;ik+1=Pc2 = ai1;ik+1. Por tanto, la mencionada completaci¶ on es
tambi¶ en una completaci¶ on de A.
2) i1 6= 1.
i1 i2
ik+1 ik+2
GA
ik¡2 ik¡1
ik in
u u u u
u u u u
-
6
-
::: -
- ::: -
6
-
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Sea ¹ A = (¹ aij) la matriz obtenida de A al reemplazar xik¡1;ik+1 por
¹ aik¡1;ik+1 =
ai1;ik+1
ai1;i2ai2;i3 :::aik¡2;ik¡1
, xik;i1 por ¹ aik;i1 =
1
ai1;i2ai2;i3 :::aik¡1;ik
y tanto ai1;ik+1 como aik¡1;ik por elementos no especi¯cados. Es f¶ acil ver
que ¹ A es tambi¶ en una matriz parcial TNN cuyo grafo asociado G ¹ A es
un ciclo dirigido no mon¶ otonamente etiquetado.
i1 i2
ik in
GA
ik¡2 ik¡1
ik+1 ik+2
u u u u
u u u u
- ? ::: -
¾ ::: ¾
6
-
¾
Al reetiquetar los v¶ ertices de G ¹ A, de tal modo que i1 = 1, podemos
asegurar que ¹ A satisface la C-condici¶ on. Por lo tanto, Aplicando el
teorema 4.3.3, existe una completaci¶ on TNN, ¹ Ac = (cij) de ¹ A.
A partir de la de¯nici¶ on 4.3.2, observamos que ci1;ik+1 = ai1;i2ai2;i3 :::
¹ aik¡1;ik+1 = ai1;ik+1 y cik¡1;ik =
1
¹ aik;i1ai1;i2 :::aik¡2;ik¡1
= aik¡1;ik. Por
tanto, ¹ Ac es tambi¶ en una completaci¶ on TNN de A.
Ahora vamos a demostrar que la condici¶ on Pc1 ¸ Pc2 es necesaria en el primer
caso, siendo el segundo an¶ alogo.
Sea Ac = (cij) una completaci¶ on TNN de A. De los determinantes de las
submatrices Ac[f1;igjfi;i + 1g], con i = 2;:::;k ¡ 1, obtenemos la primera
desigualdad a12a23a34 :::ak¡1;k ¸ c1k: Vamos a probar a continuaci¶ on que
c1k ¸ a1;ik+1aik+1;ik+2aik+2;ik+3 :::ain¡1;inain;k:
Observamos que, dados los ¶ ³ndices it;ik;ij, tal que, it;ik < ij, de la no nega-
tividad del menor detAc[fit;ijgj fik;ijg], obtenemos cit;ik ¸ cit;ijcij;ik. (1)
Notamos que k < ij, 8j 2 fk + 1;k + 2;:::;ng y existe un ¶ ³ndice l1 tal que
il1 = n. Empezamos el proceso considerando el subcamino il11 ¡! il1 ¡! il21,4.3. GRAFOS DIRIGIDOS 127
donde l11 y l21 son respectivamente el¶ ³ndice anterior y posterior de l1 en C2.
Como hemos comentado, podemos conseguir la desigualdad correspondiente
cil11;il21 ¸ ail11;il1ail1;il21. Ahora, consideramos el siguiente camino
1 ¡! i1 ¡! i2 ¡! ¢¢¢il11 ¡! il21 ¢¢¢ ¡! ip¡1 ¡! ip ¡! k;
donde el ¶ ³ndice il1 no aparece. Sea il2 el ¶ ³ndice m¶ as grande de este nuevo
camino. Procedemos de forma an¶ aloga considerando el subcamino formado
por il2 y los v¶ ertices anterior y posterior, obtenemos la desigualdad corres-
pondiente a partir de (1) y seleccionamos de nuevo el mayor ¶ ³ndice il3 en el
camino obtenido al suprimir il2. Continuamos sucesivamente hasta obtener
1 ¡! k + 1 ¡! k, y la desigualdad correspondiente c1k ¸ c1;k+1ck+1;k.
Observamos que el valor cij correspondiente a la posici¶ on no especi¯cada (i;j)
de A, que aparece en las diferentes desigualdades, se obtiene al reemplazar
una cadena del tipo i ¡! h ¡! j por i ¡! j y veri¯ca las desigualdades
tipo (1), es decir, cij ¸ cihchj. A partir de las desigualdades conseguidas en
el proceso, obtenemos la condici¶ on buscada. ¤
Si alg¶ un elemento especi¯cado en la matriz parcial es nulo, el ¶ ultimo
resultado no se cumple necesariamente, como podemos ver en el siguiente
ejemplo.
Ejemplo 4.3.18 Consideramos la siguiente matriz parcial TNN, A, cuyo
grafo asociado es un doble-camino con C1 = (f1;2;3g;f(1;2);(2;3)g) mon¶ o-
tonamente etiquetado, y C2 = (f1;3;4g;f(1;4);(4;3)g) no mon¶ otonamente
etiquetado.
A =
2
6
6
6
6
4
1 0 x13 1
x21 1 1 x24
x31 x32 1 x34
x41 x42 0 1
3
7
7
7
7
5
La matriz A satisface la condici¶ on Pc1 ¸ Pc2. Sin embargo, observamos que
detA[f1; 2gjf2;3g] ¸ 0 implica x13 = 0, de donde obtenemos que el menor128 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
detA[f1;2gjf3;4g] es negativo. Por lo tanto, A no tiene completaci¶ on TNN.
A continuaci¶ on, estudiaremos el problema de completaci¶ on para una ma-
triz A, de tama~ no 4 £ 4, con elementos especi¯cados no nulos y cuyo grafo
asociado es un doble-camino con caminos C1 y C2, ambos no mon¶ otonamente
etiquetados y con el v¶ ertice inicial i1 = 1. Consideramos los siguientes casos:
1) C1 = (f1;2;3;4g;f(1;3);(3;2);(2;4)g) y C2 = (f1;4g;f(1;4)g)
1 3 2 4 1
GA
u u u u u - - - ¾
Podemos suponer que A tiene la forma
A =
2
6
6
6
6
4
1 x12 a13 a14
x21 1 x23 a24
x31 a32 1 x34
x41 x42 x43 1
3
7
7
7
7
5
:
Si a13a32a24 ¸ a14 elegimos la completaci¶ on
Ac =
2
6
6
6
6
4
1 a13a32 a13 a14
1=a13a32 1 1=a32 a24
1=a13 a32 1 a32a24
1=a13a32a24 1=a24 1=a32a24 1
3
7
7
7
7
5
:
Es f¶ acil comprobar que todos los menores son no negativos. Por lo tan-
to, Ac es una completaci¶ on totalmente no negativa de A.
Si a13a32a24 < a14, la matriz
Ac =
2
6
6
6
6
4
1 a14=a24 a13 a14
a24=a14 1 a13a24=a14 a24
a32a24=a14 a32 1 a14=a13
a13a32a24=a2
14 a13a32=a14 a13=a14 1
3
7
7
7
7
5
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es una completaci¶ on de A totalmente no negativa.
2) C1 = (f1;2;3;4g;f(1;4);(4;2);(2;3)g) y C2 = (f1;3g;f(1;3)g)
1 4 2 3 1
GA
u u u u u - - - ¾
Podemos suponer que A tiene la forma
A =
2
6
6
6
6
4
1 x12 a13 a14
x21 1 a23 x24
x31 x32 1 x34
x41 a42 x43 1
3
7
7
7
7
5
:
En este caso comprobamos que existe la completaci¶ on deseada, Ac de
A si y s¶ olo si a14a42a23 · a13.
Supongamos que Ac = (cij) es una completaci¶ on totalmente no nega-
tiva de A. Del hecho que detA[f1;2gjf3;4g] ¸ 0 y detA[f2;4g] ¸ 0
obtenemos la desigualdad deseada.
Por otra parte, si a14a42a23 · a13, es f¶ acil ver que la matriz
Ac =
2
6
6
6
6
4
1 a13=a23 a13 a14
a23=a13 1 a23 1=a42
1=a13 1=a23 1 1=a42a23
a42a23=a13 a42 a42a23 1
3
7
7
7
7
5
es una completaci¶ on de A totalmente no negativa.
3) C1 = (f1;2;3;4g;f(1;2);(2;4);(4;3)g) y C2 = (f1;3g;f(1;3)g)
1 2 4 3 1
GA
u u u u u - - - ¾130 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
En este caso, una completaci¶ on totalmente no negativa es
Ac =
8
> > > > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > > > :
2
6
6
6
6
4
1 a12 a13 a12a24
a24a43=a13 1 a13=a12 a24
a12a24a43=a2
13 a12=a13 1 1=a43
a12a24a2
43=a2
13 a12a43=a13 a43 1
3
7
7
7
7
5
; si a12a24a43 · a13
2
6
6
6
6
4
1 a12 a13 a13=a43
1=a12 1 a24a43 a24
1=a12a24a43 1=a24a43 1 1=a43
1=a12a24 1=a24 a43 1
3
7
7
7
7
5
; si a12a24a43 > a13
4) C1 = (f1;2;4g;f(1;2);(2;4)g) y C2 = (f1;3;4g;f(1;3);(3;4)g
1 2 4 3 1
GA
u u u u u - - ¾ ¾
Una completaci¶ on de A que sea totalmente no negativa es
Ac =
8
> > > > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > > > :
2
6
6
6
6
4
1 a12 a13 a12a24
1=a12 1 a13=a12 a24
1=a13 a12=a13 1 a34
1=a13a34 a12=a13a34 1=a34 1
3
7
7
7
7
5
; si a13a34 ¸ a12a24
2
6
6
6
6
4
1 a12 a13 a13a34
1=a12 1 a24=a34 a24
a34=a12a24 a34=a24 1 a34
1=a12a24 1=a24 1=a34 1
3
7
7
7
7
5
; si a13a34 < a12a24
5) C1 = (f1;2;4g;f(1;4);(4;2)g) y C2 = (f1;2;3g;f(1;3);(3;2)g)4.3. GRAFOS DIRIGIDOS 131
1 4 2 3 1
GA
u u u u u - - ¾ ¾
En este caso demostramos que existe una completaci¶ on totalmente no
negativa, Ac de A, si y s¶ olo si a13a32 ¸ a14a42.
Sea Ac = (cij) una completaci¶ on TNN de A. A partir de detA[f3;4gj
f2;3g] ¸ 0 y detA[f1;4gjf3;4g] ¸ 0 obtenemos la desigualdad deseada.
Por otro lado, si a13a32 ¸ a14a42 es f¶ acil comprobar que la completaci¶ on
Ac =
2
6
6
6
6
4
1 a13a32 a13 a14
1=a13a32 1 1=a32 1=a42
1=a13 a32 1 a32=a42
a42=a13a32 a42 a42=a32 1
3
7
7
7
7
5
;
es totalmente no negativa.
Como acabamos de ver, para las matrices parciales totalmente no negati-
vas de tama~ no 4£4, cuyos grafos asociados son doble-caminos, con caminos
no mon¶ otonamente etiquetados y cuyo v¶ ertice inicial es i1 = 1, obtenemos
diferentes resultados, por lo que, seguimos trabajando en este tipo de grafos
con el objetivo de generalizar dichos resultados a matrices de tama~ no n£n,
n > 4.
En cambio, cuando el v¶ ertice de inicio no est¶ a etiquetado con 1, podemos
establecer el siguiente resultado.
Teorema 4.3.6 Sea G un doble-camino formado por caminos no mon¶ otona-
mente etiquetados C1 = (V1;E1) y C2 = (V2;E2), con v¶ ertices inicial y ¯nal
distintos de 1. Toda matriz parcial totalmente no negativa A de tama~ no n£n,
n ¸ 4, con elementos especi¯cados no nulos y cuyo grafo asociado es G tiene
una completaci¶ on TNN si cumple la condici¶ on,
Pc1 · Pc2 si 1 2 V1 o Pc2 · Pc1 si 1 2 V2132 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Demostraci¶ on: Supongamos que E1 = f(i1;i2);(i2;i3);:::;(ik¡1;ik)g y E2 =
f(i1;ik+1);:::;(in¡1;in);(in;ik)g con 1 2 V1. El otro caso se demuestra de
forma an¶ aloga.
Dados i;j 2 V2, tal que (i;j) 2 E2, completamos la posici¶ on (j;i) por 1=aij,
y sustituimos los elementos ai1;ik+1;aik+1;ik+2;:::;ain¡1;in;ain;ik por elementos
no especi¯cados. Es f¶ acil ver que la nueva matriz obtenida ¹ A es una matriz
parcial TNN cuyo grafo asociado es un ciclo dirigido no mon¶ otonamente
etiquetado que satisface la C-condici¶ on. Al reetiquetar este ciclo, de manera
que i1 = 1, y aplicar el teorema 4.3.3, obtenemos una completaci¶ on TNN ¹ Ac
de ¹ A.
Observamos que los elementos de ¹ Ac correspondientes a las posiciones (i1;ik+1);
(ik+1;ik+2);:::;(in;ik) son ai1;ik+1;aik+1;ik+2;:::; ain¡1;in;ain;ik respectivamente.
Por lo tanto, ¹ Ac es tambi¶ en una completaci¶ on de A. ¤
La condici¶ on del ¶ ultimo teorema no es necesaria como podemos ver en el
siguiente ejemplo.
Ejemplo 4.3.19 La siguiente matriz parcial TNN
A =
2
6
6
6
6
4
1 3 x13 x14
x21 1 x23 x24
2 x32 1 x34
x41 1 1 1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble-camino con caminos C1 y C2, cuyos conjuntos
de arcos son respectivamente E1 = f(4;3);(3;1);(1;2)g y E2 = f(4;2)g,
4 3 1 2 4
GA
u u u u u - - - ¾
no satisface la condici¶ on Pc1 · Pc2. Sin embargo, A tiene una completaci¶ on4.3. GRAFOS DIRIGIDOS 133
totalmente no negativa,
Ac =
2
6
6
6
6
4
1 3 1=2 1=2
1=3 1 1=6 1=6
2 6 1 1
1=3 1 1 1
3
7
7
7
7
5
:
Comentamos ¯nalmente que en el caso de existencia de elementos nulos
en la matriz parcial, el teorema 4.3.6 no es cierto en general.
Ejemplo 4.3.20 Consideramos la siguiente matriz parcial TNN,
A =
2
6
6
6
6
4
1 x12 x13 3
2 1 0 x24
x31 x32 1 x34
x41 x42 4 1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble-camino, con caminos C1 y C2, cuyos conjun-
tos de arcos son respectivamente E1 = f(2;3)g y E2 = f(2;1);(1;4);(4;3)g,
2 1 4 3 2
GA
u u u u u - - - ¾
satisface la condici¶ on Pc1 · Pc2. En cambio, A no tiene una completaci¶ on
TNN ya que a partir de detA[f1;2gjf1;4g] ¸ 0 obtenemos x24 ¸ 6, mientras
que detA[f2;3gjf3;4g] ¸ 0 implica x24 = 0.134 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
4.3.5. Otros tipos de grafos asociados
En esta subsecci¶ on vamos a abordar el problema de completaci¶ on en el
caso de ciertos grafos formados por la uni¶ on de subgrafos conocidos y estudia-
dos anteriormente. Analizamos un clique con un camino adjunto, los grafos
doble ciclos, generalizando ¯nalmente los resultados obtenidos para el grafo
block-ciclo.
Un clique con un camino adjunto
En general, un clique con un camino adjunto es un grafo formado por un
clique sobre un conjunto de v¶ ertices, K = (Vk;Ek), y un camino con v¶ ertices
inicial y ¯nal que pertenecen a Vk.
Para este tipo de grafos, la respuesta al problema de completaci¶ on de
matrices parciales totalmente no negativas es, en general, negativa, como
podemos observar en el ejemplo 4.3.21.
Entre las muchas posibilidades existentes nos vamos a centrar en las dos
que enunciamos a continuaci¶ on.
i) G = (V;E), con V = f1;2;:::;ng, es el grafo formado por un clique con
v¶ ertices fk;k + 1;:::;ng y un camino dirigido f(n;1);(1;2);:::;(k ¡
1;k)g, k = 2;3;:::;n ¡ 1.
ii) G = (V;E), con V = f1;2;:::;ng, es el grafo formado por un clique
con v¶ ertices f1;2;:::;kg y un camino dirigido f(k;k + 1);(k + 1;k +
2);:::;(n ¡ 1;n);(n;m)g, m = 1;2;:::;k, k = 2;3;:::;n ¡ 1.
Empezamos con el primer caso, demostrando la existencia de la com-
pletaci¶ on deseada cuando el camino adjunto tiene 3 v¶ ertices, y necesitando
introducir una condici¶ on necesaria y su¯ciente en el caso general.
Lema 4.3.5 Sea GA = (V;E) un grafo no mon¶ otonamente etiquetado, con
V = f1;2;:::;ng, formado por un clique sobre los v¶ ertices f2;3;:::;ng y un4.3. GRAFOS DIRIGIDOS 135
camino dirigido f(n;1);(1;2)g. Cada matriz parcial TNN A con elementos
especi¯cados no nulos y cuyo grafo asociado es GA tiene completaci¶ on TNN.
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, que A tiene
la siguiente forma,
2
6 6 6
6 6 6
6 6 6
6
4
1 a12 x13 ::: x1;n¡1 x1n
x21 1 a23 ::: a2;n¡1 a2n
x31 a32 1 ::: a3;n¡1 a3n
. . .
. . .
. . .
. . .
. . .
xn¡1;1 an¡1;2 an¡1;3 ::: 1 an¡1;n
an1 an2 an3 ::: an;n¡1 1
3
7 7 7
7 7 7
7 7 7
7
5
:
GA
1 r
clique
> 2 r n r
&%
'$
<
Sea A la matriz obtenida al completar x21 con c21 = an1=an2. De la desigual-
dad detA[f1;ngjf1;2g] ¸ 0, es f¶ acil deducir que detA[f1;2g] ¸ 0 y por tanto
A es una matriz parcial TNN.
Sea B la siguiente matriz parcial TNN:
B =
2
6
6
4
1 a12 X
c21 1 A[f2gjf3;4;:::;ng]
Y A[f3;4;:::;ngjf2g] A[f3;4;:::;ng]
3
7
7
5;
donde X e Y son completamente no especi¯cadas. Podemos observar que
el grafo asociado a la matriz B es un 1-cordal. Por tanto, y por el teorema
3.2.1, B tiene completaci¶ on TNN, Bc = (bij), donde bn1 = an1, ver [31], y
por tanto Bc es tambi¶ en una completaci¶ on de A. ¤136 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Sin embargo, el resultado no es cierto cuando el n¶ umero de v¶ ertices de
dicho camino es mayor o igual que 4, como podemos ver en el siguiente
ejemplo.
Ejemplo 4.3.21 La matriz parcial TNN
A =
2
6
6
6
6
6
6
6
4
1 1 x13 x14 x15
x21 1 1 x24 x25
x31 x32 1 a34 a35
x41 x42 a43 1 a45
2 x52 1 a54 1
3
7
7
7
7
7
7
7
5
no tiene completaci¶ on TNN, ya que las desigualdades detA[f1;5gjf1;2g] ¸ 0
y detA[f2;5gjf2;3g] ¸ 0, se veri¯can si x52 ¸ 2 y x52 · 1 respectivamente,
lo cual es una contradicci¶ on.
Visto el ejemplo anterior, para el caso de un camino adjunto con m¶ as de
tres v¶ ertices necesitamos una condici¶ on m¶ as. En el siguiente resultado damos
una condici¶ on necesaria y su¯ciente para la existencia de completaciones
totalmente no negativas cuando el camino adjunto sea de 4 v¶ ertices o m¶ as.
Lema 4.3.6 Sea A una matriz parcial TNN, de tama~ no n £ n, con ele-
mentos especi¯cados no nulos y cuyo grafo asociado es la uni¶ on de un clique
sobre los v¶ ertices f3;4;:::;ng y un camino dirigido de 4 v¶ ertices con arcos
f(n;1);(1;2); (2;3)g. Entonces existe completaci¶ on TNN de A si y s¶ olo si
la submatriz de A cuyo grafo asociado es el camino totalmente especi¯cado
formado por los arcos f(n;1);(1;2);(2;3);(n;3)g cumple la C2-condici¶ on, es
decir,
an1a12a23
a11a22
· an3.
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, que A tiene4.3. GRAFOS DIRIGIDOS 137
la forma,
2
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 x14 ::: x1;n¡1 x1n
x21 1 a23 x24 ::: x2;n¡1 x2n
x31 x32 1 a34 ::: a3;n¡1 a3n
x41 x42 a43 1 ::: a4;n¡1 a4n
. . .
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 an¡1;3 an¡1;4 ::: 1 an¡1;n
an1 xn2 an3 an4 ::: an;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Sea A la matriz obtenida al reemplazar xn2 por cn2 = an3=a23.
De la desigualdad
detA[f2;ngjf2;3g] = an3 ¡ cn2a23 = 0;
podemos a¯rmar que A es una matriz parcial TNN. Observamos que el
grafo asociado a la matriz A[f2;3;:::;ng] es un clique con un camino adjun-
to de tres v¶ ertices. Aplicando el lema 4.3.5 sobre la submatriz A[f2;3;:::;ng]
obtenemos una completaci¶ on TNN, A1c. Consideramos ahora una nueva
matriz parcial TNN:
A =
"
1 X
Y A1c
#
;
donde X = [a12;x13;:::;x1n] e Y = [x21;x31;:::;an1]T: De nuevo A es una
matriz parcial TNN que cumple la hip¶ otesis del lema 4.3.5, por lo que pode-
mos obtener una completaci¶ on TNN de A, y por tanto de A.
Para demostrar que la condici¶ on es necesaria, supongamos que Ac = (cij) es
una completaci¶ on TNN de A. Combinando las desigualdades
detA[f1;ngjf1;2g] = cn2 ¡ an1a12 ¸ 0
y
detA[f2;ngjf2;3g] = an3 ¡ cn2a23 ¸ 0;138 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
obtenemos la condici¶ on an3 ¸ an1a12a23: ¤
A continuaci¶ on generalizamos el resultado anterior.
Teorema 4.3.7 Sea A una matriz parcial TNN de tama~ no n £ n, con ele-
mentos especi¯cados no nulos y cuyo grafo asociado es la uni¶ on de un clique
sobre los v¶ ertices fk;k +1;:::;ng y un camino dirigido de l = k +1 v¶ ertices
con el conjunto de arcos f(n;1);(1;2);:::;(k ¡ 1;k)g. Entonces existe una
completaci¶ on TNN de A si y s¶ olo si la submatriz de A cuyo grafo asocia-
do es el camino totalmente especi¯cado formado por el conjunto de arcos
f(n;1);(1;2);:::;(k ¡ 1;k);(n;k)g satisface la C2-condici¶ on.
Demostraci¶ on: Desarrollamos la demostraci¶ on por inducci¶ on sobre l. El
caso l = 4 est¶ a estudiado en el lema 4.3.6. Supongamos la su¯ciencia de la
C2-condici¶ on cuando l = k y veamos el caso l = k +1. Podemos suponer, sin
p¶ erdida de generalidad, que A tiene la forma,
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ::: x1;k¡1 x1k x1;k+1 ::: x1;n¡1 x1n
x21 1 a23 ::: x2;k¡1 x2k x2;k+1 ::: x2;n¡1 x2n
x31 x32 1 ::: x3;k¡1 x2k x3;k+1 ::: x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xk¡1;1 xk¡1;2 xk¡1;3 ::: 1 ak¡1;k xk¡1;k+1 ::: xk¡1;n¡1 xk¡1;n
xk1 xk2 xk3 ::: xk;k¡1 1 ak;k+1 ::: ak;n¡1 akn
xk+1;1 xk+1;2 xk+1;3 ::: xk+1;k¡1 ak+1;k 1 ::: ak+1;n¡1 ak+1;n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ::: xn¡1;k¡1 an¡1;k an¡1;k+1 ::: 1 an¡1;n
an1 xn2 xn3 ::: xn;k¡1 ank an;k+1 ::: an;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Sea A la matriz parcial TNN obtenida al sustituir el elemento no especi¯cado
xn;k¡1 por cn;k¡1 = ank=ak¡1;k, ck¡1;j = ak¡1;kakj con j = k+1;:::;n, ck;k¡1 =4.3. GRAFOS DIRIGIDOS 139
1=ak¡1;k y ci;k¡1 = aikck;k¡1 con i = k + 1;:::;n ¡ 1,
2
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 x13 ::: x1;k¡1 x1k x1;k+1 ::: x1;n¡1 x1n
x21 1 a23 ::: x2;k¡1 x2k x2;k+1 ::: x2;n¡1 x2n
x31 x32 1 ::: x3;k¡1 x2k x3;k+1 ::: x3;n¡1 x3n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xK¡1;1 xk¡1;2 xk¡1;3 ::: 1 ak¡1;k ak¡1;kak;k+1 ::: ak¡1;kak;n¡1 ak¡1;kakn
xk1 xk2 xk3 ::: 1=ak¡1;k 1 ak;k+1 ::: ak;n¡1 akn
xk+1;1 xk+1;2 xk+1;3 ::: ak+1;k=ak¡1;k ak+1;k 1 ::: ak+1;n¡1 ak+1;n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 xn¡1;3 ::: an¡1;k=ak¡1;k an¡1;k an¡1;k+1 ::: 1 an¡1;n
an1 xn2 xn3 ::: ank=ak¡1;k ank an;k+1 ::: an;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Por hip¶ otesis de inducci¶ on, la matriz A tiene completaci¶ on TNN y, se com-
prueba f¶ acilmente que, dicha completaci¶ on lo es tambi¶ en de A.
Rec¶ ³procamente, Sea A = (cij) una completaci¶ on TNN de A. Combinando
las desigualdades:
detA[f1;ngjf1;2g] = cn2 ¡ an1a12 ¸ 0,
detA[f2;ngjf2;3g] = cn3 ¡ cn2a23 ¸ 0,
detA[f3;ngjf3;4g] = cn4 ¡ cn3a34 ¸ 0,
. . .
detA[fk ¡ 2;ngjfk ¡ 2;k ¡ 1g] = cn;k¡1 ¡ cn;k¡2ak¡2;k¡1 ¸ 0,
detA[fk ¡ 1;ngjfk ¡ 1;kg] = ank ¡ cn;k¡1ak¡1;k ¸ 0,
obtenemos la condici¶ on buscada, ank ¸ an1a12 :::ak¡1;k . ¤
En caso de que existan elementos especi¯cados nulos, el resultado anterior
no es cierto.
Ejemplo 4.3.22 Consideramos la siguiente matriz parcial TNN, cuyo grafo140 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
asociado tiene la forma descrita en el teorema anterior,
A =
2
6
6
6
6
6
6
6
4
1 1 x13 x14 x15
x21 1 1 x24 x25
x31 x32 1 1 1
x41 x42 1 1 1
1 x52 0 1 1
3
7
7
7
7
7
7
7
5
:
Suponiendo que Ac = (cij) es una completaci¶ on TNN de A, la desigualdad
detAc[f2;5gjf2;3g] ¸ 0 implica que c52 = 0. Sin embargo, con dicho valor
de c52, es f¶ acil comprobar que detAc[f2;5gjf1;2g] es siempre negativo, por
lo que A no tiene completaci¶ on TNN.
Como hemos mencionado anteriormente, abordamos ahora el caso de un
grafo G formado por un clique sobre los v¶ ertices f1;2;:::;kg y un camino diri-
gido, siendo f(k;k+1);(k+1;k+2);:::;(n¡1;n);(n;m)g, m 2 f1;2;:::;kg,
k 2 f2;3;:::;n ¡ 1g, el conjunto de arcos de dicho camino.
Lema 4.3.7 Sea G = (V;E) un grafo no mon¶ otonamente etiquetado, con
V = f1;2;:::;ng, formado por un clique sobre los v¶ ertices f1;2;:::;n ¡ 1g
y un camino dirigido f(n¡1;n);(n;m)g, m 2 f1;2;:::;n¡1g. Cada matriz
parcial TNN A con elementos especi¯cados no nulos y cuyo grafo asociado
es G tiene completaci¶ on TNN.4.3. GRAFOS DIRIGIDOS 141
Demostraci¶ on: Podemos suponer que A tiene la forma
2
6 6
6 6 6
6 6
6 6 6
6 6 6
6 6 6
6 6
6
4
1 a12 ::: a1;m¡1 a1m a1;m+1 ::: a1;n¡1 x1n
a21 1 ::: a2;m¡1 a2m a2;m+1 ::: a2;n¡1 x2n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
am¡1;1 am¡1;2 ::: 1 am¡1;m am¡1;m+1 ::: am¡1;n¡1 xm¡1;n
am1 am2 ::: am;m¡1 1 am;m+1 ::: am;n¡1 xmn
am+1;1 am+1;2 ::: am+1;m¡1 am+1;m 1 ::: am+1;n¡1 xm+1;n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ::: an¡1;m¡1 an¡1;m an¡1;m+1 ::: 1 an¡1;n
xn1 xn2 ::: xn;m¡1 anm xn;m+1 ::: xn;n¡1 1
3
7 7
7 7 7
7 7
7 7 7
7 7 7
7 7 7
7 7
7
5
:
GA
nr
clique
> m r n ¡ 1 r
&%
'$
<
Sea A la matriz obtenida al completar xn;n¡1 con cn;n¡1 = anm=an¡1;m. Ob-
servamos que detA[fn ¡ 1;ngjfm;n ¡ 1g] = 0, y a partir de la desigualdad
detA[fn ¡ 1;ngjfm;ng] = an¡1;m ¡ an¡1;nanm ¸ 0, es f¶ acil veri¯car que
detA[fn ¡ 1;ng] = 1 ¡
an¡1;nanm
an¡1;m
¸ 0, por tanto, A es una matriz parcial
TNN.
Sea B la siguiente matriz:
B =
2
6
6
4
A[f1;2;:::;n ¡ 2g] A[f1;2;:::;n ¡ 2gjfn ¡ 1g] X
A[fn ¡ 1gjf1;2;:::;n ¡ 2g] 1 an¡1;n
Y cn;n¡1 1
3
7
7
5;
donde X y Y son completamente no especi¯cados. Podemos observar que el
grafo asociado a la matriz B es un 1-cordal. Por tanto, y por el teorema 3.2.1,142 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
B tiene completaci¶ on TNN cuya posici¶ on (n;m) est¶ a ocupada por anm, ver
[31], y dicha completaci¶ on es tambi¶ en una completaci¶ on TNN de A. ¤
Si el camino tiene m¶ as de 3 v¶ ertices el resultado anterior no es necesaria-
mente cierto como ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.3.23 Consideramos la matriz parcial TNN
A =
2
6
6
6
6
6
6
6
4
1 1 0;5 x14 x15
1 1 0;5 x24 x25
2 2 1 1 x35
x41 x42 x43 1 1
3 x52 x53 x53 1
3
7
7
7
7
7
7
7
5
:
Vemos que A no tiene completaci¶ on TNN, puesto que las desigualdades
detA[f3;4gjf1;4g] ¸ 0 y detA[f4;5gjf1;5g] ¸ 0, se veri¯can si x41 · 2
y x41 ¸ 3 respectivamente, lo cual es una contradicci¶ on.
En el siguiente resultado damos una condici¶ on necesaria y su¯ciente para
la existencia de completaciones totalmente no negativas cuando el camino
adjunto sea de 4 v¶ ertices o m¶ as.
Lema 4.3.8 Sea A una matriz parcial TNN, de tama~ no n £ n, con ele-
mentos especi¯cados no nulos y cuyo grafo asociado es la uni¶ on de un clique
con los v¶ ertices f1;2;:::;n ¡ 2g y un camino dirigido de 4 v¶ ertices cuyos
arcos son f(n ¡ 2;n ¡ 1);(n ¡ 1;n);(n;m)g, m 2 f1;2;:::;n ¡ 2g. En-
tonces existe una completaci¶ on TNN de A si y s¶ olo si la submatriz de A
cuyo grafo asociado es el camino totalmente especi¯cado formado por los ar-
cos f(n ¡ 2;n ¡ 1);(n ¡ 1;n);(n;m);(n ¡ 2;m)g cumple la C2-condici¶ on, es
decir,
an¡2;n¡1an¡1;nanm
an¡1;n¡1ann
· an¡2;m.
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, que A tiene4.3. GRAFOS DIRIGIDOS 143
la forma
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 ::: a1m ::: a1;n¡3 a1;n¡2 x1;n¡1 x1n
a21 1 ::: a2m ::: a2;n¡3 a2;n¡2 x2;n¡1 x2n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
am1 am2 ::: 1 ::: am;n¡3 am;n¡2 xm;n¡1 xmn
. . .
. . .
. . .
. . .
. . .
. . .
. . .
an¡3;1 an¡3;2 ::: an¡3;m ::: 1 an¡3;n¡2 xn¡3;n¡1 xn¡3;n
an¡2;1 an¡2;2 ::: an¡2;m ::: an¡2;n¡3 1 an¡2;n¡1 xn¡2;n
xn¡1;1 xn¡1;2 ::: xn¡1;m ::: xn¡1;n¡3 xn¡1;n¡2 1 an¡1;n
xn1 xn2 ::: anm ::: xn;n¡3 xn;n¡2 xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
Sea A la matriz obtenida al reemplazar xn¡1;m por cn¡1;m = an¡1;nanm.
A partir de la C2-condici¶ on, obtenemos la desigualdad
detA[fn ¡ 2;n ¡ 1gjfm;n ¡ 1g] = an¡2;m ¡ cn¡1;man¡2;n¡1 ¸ 0;
con lo que podemos a¯rmar que A es una matriz parcial TNN. Observa-
mos que el grafo asociado a la matriz A[f1;2;:::;n ¡ 1g] es un clique con
un camino adjunto de tres v¶ ertices. Aplicando el lema 4.3.7 a la submatriz
A[f1;2;:::;n ¡ 1g] obtenemos una completaci¶ on TNN, A1c. Consideramos
ahora una nueva matriz parcial TNN:
A =
"
A1c X
Y 1
#
;
con X = [x1n;x2n;:::;xmn;:::;an¡1;n]T e Y = [xn1;xn2;:::;anm;:::;xn;n¡1]:
De nuevo A es una matriz parcial TNN que cumple la hip¶ otesis del lema
4.3.7, por lo que nos permite obtener una completaci¶ on TNN de A, y por
tanto de A.
Para demostrar que la condici¶ on es necesaria, supongamos que Ac = (cij) es
una completaci¶ on TNN de A. Combinando las desigualdades144 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
detAc[fn ¡ 1;ngjfm;ng] = cn¡1;m ¡ an¡1;nanm ¸ 0
y
detAc[fn ¡ 2;n ¡ 1gjfm;n ¡ 1g] = an¡2;m ¡ cn¡1;man¡2;n¡1 ¸ 0;
obtenemos la condici¶ on an¡2;m ¸ an¡2;n¡1an¡1;nanm: ¤
A continuaci¶ on generalizamos el resultado anterior.
Teorema 4.3.8 Sea A una matriz parcial TNN de tama~ no n £ n, con ele-
mentos especi¯cados no nulos y cuyo grafo asociado es la uni¶ on de un clique
con los v¶ ertices f1;2;:::;kg y un camino dirigido de l = n ¡ k + 2 v¶ ertices
con conjunto de arcos f(k;k + 1);(k + 1;k + 2);:::;(n ¡ 1;n);(n;m)g, m 2
f1;2;:::;kg. Entonces existe una completaci¶ on TNN de A si y s¶ olo si la sub-
matriz de A cuyo grafo asociado es el camino totalmente especi¯cado formado
por el conjunto de arcos f(k;k+1);(k+1;k+2);:::;(n¡1;n);(n;m);(k;m)g
satisface la C2-condici¶ on.
Demostraci¶ on: Comprobamos la su¯ciencia de la condici¶ on por inducci¶ on
sobre l. El caso l = 4 est¶ a estudiado en el lema 4.3.8. Supongamos la su¯cien-
cia de la C2-condici¶ on cuando l = n ¡ k + 1 y veamos el caso l = n ¡ k + 2.
Supongamos, sin p¶ erdida de generalidad, que A tiene la forma,
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 ::: a1m ::: a1k x1;k+1 ::: x1;n¡1 x1n
a21 1 ::: a2m ::: a2k x2;k+1 ::: x2;n¡1 x2n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
am1 am2 ::: 1 ::: amk xm;k+1 ::: xm;n¡1 xmn
. . .
. . .
. . .
. . .
. . .
. . .
. . .
ak1 ak2 ::: akm ::: 1 ak;k+1 ::: xk;n¡1 xkn
xk+1;1 xk+1;2 ::: xk+1;m ::: xk+1;k 1 ::: xk+1;n¡1 xk+1;n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 ::: xn¡1;m ::: xn¡1;k xn¡1;k+1 ::: 1 an¡1;n
xn1 xn2 ::: anm ::: xnk xn;k+1 ::: xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
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Sea A la matriz parcial TNN obtenida al sustituir el elemento no especi¯cado
xn¡1;m por cn¡1;m = an¡1;nanm. Por hip¶ otesis de inducci¶ on, la submatriz
A[1;2;:::; n ¡1] tiene completaci¶ on TNN, Ac[1;2;:::;n ¡ 1]. Podemos ver
que el grafo asociado a la nueva matriz obtenida
A =
"
Ac[1;2;:::;n ¡ 1] X
Y 1
#
;
con X = [x1n;x2n;:::;xmn;:::;an¡1;n]T e Y = [xn1;xn2;:::;anm;:::;xn;n¡1],
est¶ a formado por un clique unido con el camino f(n¡1;n);(n;m)g. Aplicando
ahora el lema 4.3.7 a la matriz A obtenemos una completaci¶ on TNN de A y
por tanto de A.
Rec¶ ³procamente, Sea Ac una completaci¶ on TNN de A. Combinando las des-
igualdades:
detAc[fn ¡ 1;ngjfm;ng] = cn¡1;m ¡ an¡1;nanm ¸ 0,
detAc[fn ¡ 2;n ¡ 1gjfm;n ¡ 1g] = cn¡2;m ¡ an¡2;n¡1cn¡1;m ¸ 0,
detAc[fn ¡ 3;n ¡ 2gjfm;n ¡ 2g] = cn¡3;m ¡ an¡3;n¡2cn¡2;m ¸ 0,
. . .
detAc[fk + 1;k + 2gjfm;k + 2g] = ck+1;m ¡ ak+1;k+2ck+2;m ¸ 0,
detAc[fk;k + 1gjfm;k + 1g] = akm ¡ ak;k+1ck+1;m ¸ 0,
obtenemos dicha condici¶ on, akm ¸ ak;k+1ak+1;k+2 :::an¡1;nanm. ¤
El resultado anterior no se cumple, en general, cuando la matriz parcial
tiene alg¶ un elemento nulo.
Ejemplo 4.3.24 Consideramos la siguiente matriz parcial TNN, cuyo grafo146 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
asociado tiene la forma descrita en el teorema anterior,
A =
2
6
6
6
6
6
6
6
4
1 1 1 x14 x15
1 1 1 x24 x25
0 1 1 1 x35
x41 x42 x43 1 1
1 x52 x53 x53 1
3
7
7
7
7
7
7
7
5
:
Si A tiene completaci¶ on TNN, Ac = (cij), entonces detAc[f3;4gjf1;4g] ¸ 0
implica que c41 = 0. Sin embargo, con dicho valor de c41, es f¶ acil comprobar
que detAc[f4;5gjf1;4g] es siempre negativo. Por tanto, A no tiene com-
pletaci¶ on TNN.
Doble ciclos
A continuaci¶ on aprovechamos los resultados mencionados anteriormente
para analizar nuevos casos de grafos asociados, concretamente los grafos doble
ciclos, es decir, los grafos cuyo conjunto de arcos est¶ a formado por dos ciclos
que tienen un v¶ ertice, un arco o m¶ as de un arco en com¶ un.
Empezamos hablando del caso de un v¶ ertice en com¶ un, haciendo especial
¶ enfasis en los ciclos mon¶ otonamente etiquetables, es decir, los ciclos cuyo
conjunto de v¶ ertices, V , cumple lo siguiente:
8i;j 2 V; si i < j ) i + 1;i + 2;:::;j ¡ 1 2 V
Teorema 4.3.9 Sea G = (V1 [ V2;E1 [ E2) un doble ciclo formado por
los ciclos mon¶ otonamente etiquetables C1 = (V1;E1) y C2 = (V2;E2), con
un v¶ ertice en com¶ un. Toda matriz parcial TNN, A, de tama~ no n £ n, con
elementos especi¯cados no nulos, cuyo grafo asociado es G tiene completaci¶ on
TNN si y s¶ olo si las submatrices asociadas a los mencionados ciclos cumplen
la C-condici¶ on.4.3. GRAFOS DIRIGIDOS 147
Demostraci¶ on: A partir de los teoremas 4.3.2 y 4.3.3, sustituimos las sub-
matrices A[V1] y A[V2] por sus correspondientes completaciones TNN. La
matriz obtenida A es una matriz parcial totalmente no negativa cuyo grafo
asociado es un 1-cordal mon¶ otonamente etiquetado, por lo que el teorema
3.2.1 nos permite asegurar que A y por tanto A tiene completaci¶ on TNN.
Por otro lado, si A tiene completaci¶ on TNN, entonces por los teoremas 4.3.2
y 4.3.3 respectivamente, A[V1] y A[V2] cumplen la C-condici¶ on. ¤
A continuaci¶ on, generalizamos el resultado anterior.
Corolario 4.3.1 Sea G un block-ciclo formado por el conjunto de ciclos
mon¶ otonamente etiquetables fC1; C2;:::;Ckg e intersectados exactamente
en un v¶ ertice. Entonces, toda matriz parcial TNN, A, con elementos especi-
¯cados no nulos, cuyo grafo asociado es G tiene completaci¶ on TNN si y s¶ olo
si cada submatriz Ai de A, cuyo grafo asociado es Ci, i = 1;2;:::;k cumple
la C-condici¶ on.
En general, si los ciclos no son mon¶ otonamente etiquetables, la matriz par-
cial no tiene completaci¶ on totalmente no negativa, como ponemos de mani-
¯esto en el siguiente ejemplo.
Ejemplo 4.3.25 Consideramos la matriz parcial TNN
A =
2
6
6
6
6
4
1 x12 x13 1
x21 1 x23 1
2 x32 1 x34
x41 1 1 1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo con dos ciclos no mon¶ otonamente eti-
quetables.148 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
2 3
4 1
GA
u u
u u ¾
6 @
@
@
@
@ @ R
Para que A tenga completaci¶ on TNN es necesario que detA[f3;4g] ¸ 0 y
detA[f1;3gjf1;4g] ¸ 0, lo que implica x34 · 1 y x34 ¸ 2. Por lo tanto, A no
tiene completaci¶ on TNN.
A continuaci¶ on, abordamos el problema cuando existe un arco o m¶ as en
com¶ un.
Es f¶ acil de observar que todo grafo doble ciclo, con un arco o m¶ as en
com¶ un, contiene un subgrafo doble-camino. A partir de esta propiedad vamos
a distinguir entre dos casos de doble ciclos.
i) Doble ciclo que contiene como subgrafo a un doble-camino que no es
camino totalmente especi¯cado.
ii) Doble ciclo que contiene como subgrafo a un camino totalmente especi-
¯cado.
En primer lugar, analizamos los doble ciclos mon¶ otonamente etiquetados.
En general, una matriz parcial totalmente no negativa, cuyo grafo asociado es
doble ciclo mon¶ otonamente etiquetado con un arco en com¶ un no tiene com-
pletaci¶ on totalmente no negativa, como podemos ver en el siguiente ejemplo.4.3. GRAFOS DIRIGIDOS 149
Ejemplo 4.3.26 Consideramos la matriz parcial TNN
A =
2
6
6
6
6
4
1 x12 0;8 x14
1 1 x23 1
x31 1 0;7 x34
x41 x42 0;5 1
3
7
7
7
7
5
;
cuyo grafo asociado GA
4 2
3 1
GA
C2
C1
u u
u u
¾
6
¾
6 @
@
@
@
@ @ R
es un doble ciclo dirigido mon¶ otonamente etiquetado (por la matriz per-
mutaci¶ on P = [4;3;2;1]) con un arco en com¶ un. A no tiene completaci¶ on
TNN ya que A[f1;2;3g] no la tiene, (ver ejemplo 3.2.4).
Hemos visto que el grafo asociado a la matriz parcial en el ejemplo 4.3.26
es un doble ciclo que no contiene como subgrafo a ning¶ un camino totalmente
especi¯cado. Observamos en el citado ejemplo que uno de los dos ciclos no
cumple la C-condici¶ on. El siguiente resultado muestra que la C-condici¶ on es
necesaria y su¯ciente para la existencia de la completaci¶ on requerida en el
caso de doble ciclo mon¶ otonamente etiquetado que no contiene como subgrafo
a ning¶ un camino totalmente especi¯cado
Teorema 4.3.10 Sea A una matriz parcial TNN de tama~ no n £ n, n ¸ 4,
con elementos especi¯cados no nulos, cuyo grafo asociado es un doble ciclo
mon¶ otonamente etiquetado con dos ciclos C1 y C2 y k ¡ m arcos en com¶ un,
k = m + 1;m + 2;:::;m + n ¡ 2, y que no contiene como subgrafo a ning¶ un150 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
camino totalmente especi¯cado. Existe una completaci¶ on TNN de A si y s¶ olo
si cada una de las submatrices cuyos grafos asociados son los mencionados
ciclos satisface la C-condici¶ on.
Demostraci¶ on: Sean los ciclos mon¶ otonamente etiquetados, C1 = ff1;2;:::;
kg ;f(1;2);(2;3);:::;(m;m+1);:::;(k;1)gg y C2 = ffm;m+1;:::;ng;f(m;
m + 1);:::;(k ¡ 1;k);(k;k + 1);:::;(n ¡ 1;n);(n;m)gg.
GA
C1 C2
u u u u u 2 1 k k + 1 k + 2 ¾ ¾ - -
u
u
u
m ¡ 3
m ¡ 2
6
6
. . .
6
u
u
u
u
u
u u u
?
?
?
. . .
6
6
6
. . .
- - ¾ ¾ m ¡ 1 m n n ¡ 1
3 k ¡ 1 k + 3
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Podemos suponer, sin p¶ erdida de generalidad, que A tiene la forma,
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
1 a12 ::: x1m x1;m+1 ::: x1k x1;k+1 ::: x1;n¡1 x1n
x21 1 ::: x2m x2;m+1 ::: x2k x2;k+1 ::: x2;n¡1 x2n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xm¡1;1 xm¡1;2 ::: am¡1;m xm¡1;m+1 ::: xm¡1;k xm¡1;k+1 ::: xm¡1;n¡1 xm¡1;n
xm1 xm2 ::: 1 am;m+1 ::: xmk xm;k+1 ::: xm;n¡1 xmn
xm+1;1 xm+1;2 ::: xm+1;m 1 ::: xm+1;k xm+1;k+1 ::: xm+1;n¡1 xm+1;n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xk¡1;1 xk¡1;2 ::: xk¡1;m xk¡1;m+1 ::: ak¡1;k 1 ::: xk¡1;n¡1 xk¡1;n
ak1 xk2 ::: xkm xk;m+1 ::: 1 ak;k+1 ::: xk;n¡1 xkn
xk+1;1 xk+1;2 ::: xk+1;m xk+1;m+1 ::: xk+1;k 1 ::: xk+1;n¡1 xk+1;n
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
xn¡1;1 xn¡1;2 ::: xn¡1;m xn¡1;m+1 ::: xn¡1;k xn¡1;k+1 ::: 1 an¡1;n
xn1 xn2 ::: anm xn;m+1 ::: xnk xn;k+1 ::: xn;n¡1 1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
Completamos el elemento desconocido xkm por ckm = m¶ ax[Pc1;Pc2] siendo
Pc1 = ak1a12 :::am¡2;m¡1am¡1;m y Pc2 = ak;k+1ak+1;k+2 :::an¡1;nanm. Denota-
mos por A la matriz parcial obtenida.
Vamos a suponer que Pc1 · Pc2. El caso Pc1 ¸ Pc2 es an¶ alogo.
Podemos observar que el subgrafo ffm;m + 1;:::;kg;f(m;m + 1);(m +
1;m + 2);:::;(k;m)gg asociado a la submatriz A[fm;m + 1;:::;kg] es un
ciclo. Dicha submatriz cumple la C-condici¶ on:
am;m+1am+1;m+2 ¢¢¢ak¡1;kckm = am;m+1am+1;m+2 ¢¢¢ak¡1;kak;k+1 ¢¢¢an¡1;nanm · 1
Por lo tanto y por el teorema 4.3.3, A[fm;m + 1;:::;k ¡ 1;kg] tiene com-
pletaci¶ on TNN. Sea A la matriz parcial TNN obtenida de A al reemplazar
A[fm;m + 1;:::;k ¡ 1;kg] por su correspondiente completaci¶ on.
A[f1;2;:::;k ¡1;kg] es una submatriz, cuyo grafo asociado es un clique con
un camino adjunto, que satisface la hip¶ otesis del teorema 4.3.7, por lo que
al sustituir dicha submatriz por su correspondiente completaci¶ on TNN ob-
tenemos una nueva matriz parcial TNN, A.
Como la matriz A cumple lo descrito en el teorema 4.3.8, dicho teorema nos
permite asegurar la existencia de una completaci¶ on TNN de A y por tanto152 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
de A.
Para comprobar la necesidad de la condici¶ on dada seguimos la demostraci¶ on
del teorema 4.3.2. ¤
En general, en caso de que un doble ciclo tenga como subgrafo a un
camino totalmente especi¯cado, el resultado del teorema 4.3.10 no se cumple
aunque las submatrices que especi¯can los ciclos cumplen la C-condici¶ on,
como ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 4.3.27 Consideramos la matriz parcial totalmente no negativa
A =
2
6
6
6
6
6
6
6
4
1 1 x13 x14 x15
x21 1 1
6 x24 x25
2 x32 1 1 x35
x41 x42 x43 1 1
3 x52 x53 x54 1
3
7
7
7
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo mon¶ otonamente etiquetado que con-
tiene como subgrafo a un camino totalmente especi¯cado. Observamos que
detA[f3;5gjf1;4g] ¸ 0 implica que x54 ¸ 1;5, mientras que con dicho va-
lor el detA[f4;5g] es negativo siempre. Por tanto A no tiene completaci¶ on
totalmente no negativa.
Para este tipo de grafos asociados, doble ciclo mon¶ otonamente etiquetado
que contiene como subgrafo a un camino totalmente espci¯cado obtenemos
el siguiente resultado.
Teorema 4.3.11 Sea A una matriz parcial TNN de tama~ no n £ n, n ¸ 4,
con elementos especi¯cados no nulos, cuyo grafo asociado es un doble ciclo
mon¶ otonamente etiquetado con uno o m¶ as arcos en com¶ un, y que contiene
como subgrafo a un camino totalmente especi¯cado. Existe una completaci¶ on
TNN de A si y s¶ olo si cada una de las submatrices cuyos grafos asociados
son los mencionados ciclos satisface la C-condici¶ on, y adem¶ as la submatriz4.3. GRAFOS DIRIGIDOS 153
principal de A cuyo grafo asociado es dicho camino totalmente especi¯cado
satisface la C2-condici¶ on.
Demostraci¶ on: Podemos analizar, sin p¶ erdida de generalidad, exactamente
dos tipos de este caso de doble ciclos:
i) G con dos ciclos: C1 = ff1;2;:::; kg ;f(1;2);(2;3);:::; (k¡1;k);(k;1)gg
y C2 = ff1;2;:::;ng;f(1;2);(2;3);:::;(k ¡ 1;k);(k;k + 1);:::;(n ¡
1;n);(n;1)gg,
ii) ¹ G que est¶ a formado por los ciclos: ¹ C1 = ffk;k + 1:::;ng ;f(k;k +
1);(k +1;k +2);:::;(n¡1;n);(n;k)gg y ¹ C2 = ff1;2;:::;ng; f(k;k +
1);(k + 1;k + 2);:::;(n ¡ 1;n);(n;1);(1;2):::;(k ¡ 1;k)gg.
Analizamos el primer caso mientras que el segundo es an¶ alogo. Supongamos
que A tiene completaci¶ on totalmente no negativa Ac. Combinando las des-
igualdades:
detAc[fn ¡ 1;ngjf1;ng] = cn¡1;1 ¡ an¡1;nan1 ¸ 0,
detAc[fn ¡ 2;n ¡ 1gjf1;n ¡ 1g] = cn¡2;1 ¡ an¡2;n¡1cn¡1;1 ¸ 0,
detAc[fn ¡ 3;n ¡ 2gjf1;n ¡ 2g] = cn¡3;1 ¡ an¡3;n¡2cn¡2;1 ¸ 0,
. . .
detAc[fk + 1;k + 2gjf1;k + 2g] = ck+1;1 ¡ ak+1;k+2ck+2;1 ¸ 0,
detAc[fk;k + 1gjf1;k + 1g] = ak1 ¡ ak;k+1ck+1;1 ¸ 0,
obtenemos la C2-condici¶ on, es decir, ak1 ¸
ak;k+1ak+1;k+2 :::an¡1;nan1
ak+1;k+1ak+2;k+2 :::ann
.
A partir del teorema 4.3.2, es f¶ acil observar que tambi¶ en es una condici¶ on
necesaria que las submatrices, cuyos grafos asociados son C1 y C2, satisfacen
la C-condici¶ on.154 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
La su¯ciencia de las condiciones se veri¯ca de forma an¶ aloga a la demostraci¶ on
del teorema 4.3.10. ¤
Podemos extender el resultado de los teoremas 4.3.10 y 4.3.11 al caso de
block-ciclo dirigido mon¶ otonamente etiquetado.
Corolario 4.3.2 Sea G un block-ciclo dirigido mon¶ otonamente etiquetado,
formado por el conjunto de ciclos fC1;C2;:::;Ckg, intersectados dos en dos
en uno o m¶ as arcos en com¶ un. Entonces, toda matriz parcial TNN A con
elementos especi¯cados no nulos y cuyo grafo asociado es G, tiene com-
pletaci¶ on TNN si y s¶ olo si cada submatriz Ai de A cuyo grafo asociado
es Ci, i = 1;2;:::;k, cumple la C-condici¶ on, y adem¶ as cada submatriz prin-
cipal de A cuyo grafo asociado es un camino totalmente especi¯cado satisface
la C2-condici¶ on.
Vemos ahora el caso de un doble ciclo no mon¶ otonamente etiquetado.
Lema 4.3.9 Sea A una matriz parcial TNN de tama~ no 4 £ 4, con elemen-
tos especi¯cados no nulos, cuyo grafo asociado, GA, es doble ciclo con dos
ciclos no mon¶ otonamente etiquetados y un arco en com¶ un, y que no contiene
como subgrafo a ning¶ un camino totalmente especi¯cado. A tiene completaci¶ on
TNN si y s¶ olo si las submatrices principales cuyos grafos asociados son los
dos ciclos cumplen la C-condici¶ on.
Demostraci¶ on: El n¶ umero de grafos asociados a A que cumplen las condi-
ciones anteriores es bastante numeroso, pero teniendo en cuenta que la total
no negatividad se conserva por la semejanza de permutaci¶ on P = [n;n ¡4.3. GRAFOS DIRIGIDOS 155
1;:::;1], podemos centrar el estudio en los dos grafos siguientes:
4 3
2 1
G1
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª 1 3
2 4
G2
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª
Sean
A1 =
2
6
6
6
6
4
1 x12 x13 a14
a21 1 x23 x24
a31 x32 1 x34
x41 a42 a43 1
3
7
7
7
7
5
y A2 =
2
6
6
6
6
4
1 a12 a13 x14
x21 1 x23 a24
x31 x32 1 a34
a41 x42 x43 1
3
7
7
7
7
5
las matrices parciales TNN cuyos grafos asociados son G1 y G2 respectiva-
mente.
En el caso de A1, elegimos las siguientes completaciones,
a1) si a42a21 · a43a31
Consideramos la matriz parcial,
B =
2
6
6
6
6
4
1 1=a21 x13 x14
a21 1 a21=a31 a21a14
x31 a31=a21 1 a31a14
x41 a42 a43 1
3
7
7
7
7
5
:
Vamos a comprobar que las submatrices B[f1;2g] y B[f2;3;4g] son matrices
TNN:
detB[f1;2g] = 0
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detB[f2;3gjf2;4g] = 0
detB[f2;3gjf3;4g] = 0
detB[f2;4gjf2;3g] = a43 ¡
a42a21
a31 ¸ 0, puesto que a42a21 · a43a31.
detB[f2;4gjf3;4g] =
a21
a31 ¡ a21a14a43 ¸ 0, por la C-condici¶ on.
detB[f3;4gjf2;3g] =
a43a31
a21 ¡ a42 ¸ 0, puesto que a42a21 · a43a31.
detB[f3;4gjf2;4g] =
a31
a21 ¡ a31a14a42 ¸ 0, por la C-condici¶ on.
detB[f3;4g] = 1 ¡ a43a31a14 ¸ 0, por la C-condici¶ on.
detB[f2;3;4g] = 0
Por tanto, B es una matriz parcial TNN cuyo grafo asociado es un 1-cordal,
con lo cual el teorema 3.2.2 nos permite asegurar que B tiene completaci¶ on
TNN, Bc. Observamos que las posiciones (1;4) y (3;1) de Bc coinciden con
a14 y a31 respectivamente, con lo que Bc es tambi¶ en una completaci¶ on de A1.
a2) si a42a21 > a43a31
Consideramos la matriz
D =
2
6
6
6
6
4
1 a14a42 a14a43 x14
a21 1 a43=a42 x24
a31 a42=a43 1 1=a43
x41 x42 a43 1
3
7
7
7
7
5
:
Vemos que sus menores son no negativos:
detD[f1;2g] = 1 ¡ a21a14a42 ¸ 0, por la C-condici¶ on,
detD[f1;2gjf1;3g] =
a43
a42 ¡ a21a14a43 ¸ 0, por la C-condici¶ on,
detD[f1;3gjf1;2g] =
a42
a43 ¡ a31a14a42 ¸ 0, por la C-condici¶ on,
detD[f1;3g] = 1 ¡ a31a14a42 ¸ 0, por la C-condici¶ on.
detD[f1;3gjf2;3g] = 0
detD[f2;3gjf1;2g] =
a42a21
a43 ¡ a31 ¸ 0, puesto que a42a21 ¸ a43a31,
detD[f2;3gjf1;3g] = a21 ¡
a43a31
a42 ¸ 0, ya que a42a21 ¸ a43a31,
detD[f2;3g] = 0
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detD[f1;2;3g] = 0
Por tanto D es una matriz parcial TNN cuyo grafo asociado es 1-cordal.
Aplicando el teorema 3.2.2 a la matriz D obtenemos una completaci¶ on TNN,
Dc. Observamos que las posiciones (1;4) y (4;2) de Dc coinciden con a14 y
a42 respectivamente. Por tanto, Dc es una completaci¶ on de A1.
En el caso de la matriz A2, elegimos las siguientes completaciones,
b1) si a12a24 · a13a34
A2c =
2
6
6
6
6
4
1 a12 a13 a13a34
1=a12 1 a13=a12 a24
1=a13 a12=a13 1 a34
a41 a41a12 a41a13 1
3
7
7
7
7
5
b2) si a12a24 > a13a34
A2c =
2
6
6
6
6
4
1 a12 a13 a12a24
a24a41 1 a24=a34 a24
a34a41 a34=a24 1 a34
a41 1=a24 1=a34 1
3
7
7
7
7
5
Siguiendo los pasos del apartado a) podemos demostrar que A2c es una com-
pletaci¶ on TNN.
Comprobamos a continuaci¶ on la necesidad de la condici¶ on. Sea A1c una com-
pletaci¶ on TNN de A1. De las desigualdades detA1c[f3;4g] ¸ 0 y detA1c[f1;
3gj f1;4g] ¸ 0 deducimos que a14a43a31 · 1. Por otra parte, combinanado
detA1c[f2;4g] ¸ 0 y detA1c[f1;2gjf1;4g] ¸ 0 obtenemos a14a42a21 · 1. El
caso A2 se demuestra de forma an¶ aloga. ¤
La generalizaci¶ on del lema anterior a matrices de tama~ no n£n constituye
el contenido de la siguiente conjetura.
Conjetura 4.3.1 Sea A una matriz parcial TNN de tama~ no n £ n, n > 4,
con elementos especi¯cados no nulos, cuyo grafo asociado, GA, es doble ciclo,158 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
con dos ciclos no mon¶ otonamente etiquetados y un arco en com¶ un, y que no
contiene como subgrafo a ning¶ un camino totalmente especi¯cado. A tiene
completaci¶ on TNN si y s¶ olo si la submatriz principal asociada a cada ciclo
cumple la C-condici¶ on.
El resultado anterior no se cumple en caso de que el grafo asociado, doble
ciclo, tenga como subgrafo a un camino totalmente especi¯cado.
Ejemplo 4.3.28 Consideramos la matriz parcial totalmente no negativa
A =
2
6
6
6
6
6
6
6
4
1 x12 x13 1 x15
1 1 x23 x24 x25
x31 x32 1 x34 1
x41 0;5 1 1 x45
x51 1 x53 x54 1
3
7
7
7
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo, con dos ciclos no mon¶ otonamente
etiquetados, que contiene como subgrafo a un camino totalmente especi¯cado.
Observamos que detA[f3;4gjf3;5g] ¸ 0 implica que x45 ¸ 1, mientras que
con dicho valor el detA[f4;5gjf2;5g] es negativo siempre. Por tanto A no
tiene completaci¶ on totalmente no negativa.
El resultado del lema 4.3.9 se puede extender al caso en que uno de los
ciclos que compone el doble ciclo es mon¶ otonamente etiquetado, a~ nadiendo
otra condici¶ on a la C-condici¶ on.
Si denotamos por Pc el producto de los elementos conocidos en la matriz
parcial que corresponden a los arcos de un determinado ciclo C, entonces
podemos establecer el siguiente resultado.
Lema 4.3.10 Sea A una matriz parcial TNN de tama~ no 4£4, con elemen-
tos especi¯cados no nulos y cuyo grafo asociado, G, es un doble ciclo dirigido
no mon¶ otonamente etiquetado con dos ciclos, C1 mon¶ otonamente etiquetado4.3. GRAFOS DIRIGIDOS 159
y C2 no mon¶ otonamente etiquetado y un arco en com¶ un, y que no contiene
como subgrafo a ning¶ un camino totalmente especi¯cado. Entonces A tiene
completaci¶ on TNN si y s¶ olo si las submatrices cuyos grafos asociados son
los dos ciclo satisfacen la C-condici¶ on y adem¶ as se cumple Pc1 ¸ Pc2.
Demostraci¶ on: Demostramos el resultado para cada una de las matrices Ai
que tenga un grafo asociado Gi que veri¯que las condiciones del enunciado.
A continuaci¶ on detallamos las distintas posibilidades habiendo eliminado del
listado los que corresponden a matrices semejantes por la permutaci¶ on P =
[n;n ¡ 1;:::;1] en virtud de la proposici¶ on 3.2.1.
4 3
1 2
G1
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª 4 2
1 3
G2
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª 2 3
1 4
G3
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª
3 2
1 4
G4
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª 3 4
2 1
G5
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª 2 4
3 1
G6
u u
u u
-
6
-
6 ¡
¡
¡
¡
¡ ¡ ª
Vamos a demostrar que la matriz
A1c =
2
6
6
6
6
4
1 a12 a12a24a43 a12a24
a41=a43a32 1 a24a43 a24
a41=a43 a32 1 1=a43
a41 a43a32 a43 1
3
7
7
7
7
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es una completaci¶ on TNN de A1.
Consideramos la matriz
B =
2
6
6
6
6
4
1 a12 x14 x14
a41=a43a32 1 a24a43 a24
x42 a32 1 1=a43
x41 a43a32 a43 1
3
7
7
7
7
5
;
una matriz parcial TNN, puesto que:
detB[f1;2g] = 1 ¡
a41a12
a43a32 ¸ 0, por la condici¶ on Pc1 ¸ Pc2.
detB[f2;3g] = 1 ¡ a32a24a43 ¸ 0, por la C-condici¶ on.
detB[f2;3gjf2;4g] = 1
a43 ¡ a32a24 ¸ 0, por la C-condici¶ on.
detB[f2;4g] = 1 ¡ a24a43a32 ¸ 0, por la C-condici¶ on.
detB[f2;4gjf2;3g] = a43 ¡ a43a32a24a43 ¸ 0, por la C-condici¶ on.
detB[f2;4gjf3;4g] = 0
detB[f3;4gjf2;3g] = 0
detB[f3;4gjf2;4g] = 0
detB[f3;4g] = 0
detB[f2;3;4g] = 0
Aplicando el teorema 3.2.2 a la matriz B (cuyo grafo asociado es un 1-cordal
mon¶ otonamente etiquetado) obtenemos una completaci¶ on TNN, Bc, cuyo
elemento de la posici¶ on (4;1) coincide con el elemento de la misma posici¶ on
en la matriz A1, por lo que Bc es una completaci¶ on TNN de A1.
Para demostrar la necesidad de la condici¶ on, supongamos que A1 tiene una
completaci¶ on TNN, A1c = (cij). Observamos que los menores detA1c[f1;4gj
f1;2g] ¸ 0 y detA1c[f2;4g] ¸ 0 implican que a41a12a24 · 1, y del mismo mo-
do detA1c[f2;3gjf3;4g] ¸ 0 y detA1c[f2;4g] ¸ 0 implican a43a32a24 · 1, por
tanto, las submatrices A1[f1;2;4g] y A1[f2;3;4g] satisfacen la C-condici¶ on.
Por otra parte, combinando las desigualdades detA1c[f1;4gjf1;2g] ¸ 0 y
detA1c[f3;4gjf2;3g] ¸ 0 obtenemos a43a32 ¸ a12a24 y por lo tanto, con-
seguimos la condici¶ on Pc1 ¸ Pc2.4.3. GRAFOS DIRIGIDOS 161
Se demuestra de forma an¶ aloga al caso anterior que las siguientes matrices
Aic son completaciones TNN de las matrices Ai cuyos grafos asociados son
los anteriores Gi.
A2c =
2
6
6
6
6
4
1 a13=a23 a13 a13a23a34
a41=a42 1 a23 a23a34
a34a41 a34a42 1 a34
a41 a42 1=a34 1
3
7
7
7
7
5
A3c =
2
6
6
6
6
4
1 a14=a23a34 a14=a34 a14
a21 1 a23 a23a34
a34a42a21 a34a42 1 a34
a42a21 a42 1=a34 1
3
7
7
7
7
5
A4c =
2
6
6
6
6
4
1 a14=a24 a14a43 a14
a31=a32 1 a24a43 a24
a31 a32 1 1=a43
a43a31 a43a32 a43 1
3
7
7
7
7
5
A5c =
2
6
6
6
6
4
1 a13a32 a13 a13a34
a21 1 1=a32 a34=a32
a32a21 a32 1 a34
a41 a41=a21 a41=a32a21 1
3
7
7
7
7
5
A6c =
2
6
6
6
6
4
1 a12 a12a23 a12a23a34
a23a31 1 a23 a24
a31 1=a23 1 a24=a23
a41 a41=a23a31 a41=a31 1
3
7
7
7
7
5
¤
Sin embargo, en general, cuando el grafo asociado en cuesti¶ on contiene
a un camino totalmente especi¯cado como subgrafo, la completaci¶ on total-
mente no negativa no existe.162 CAP¶ ITULO 4. RESULTADOS OBTENIDOS
Ejemplo 4.3.29 Consideramos la matriz parcial totalmente no negativa
A =
2
6
6
6
6
4
1 1 x13 x14
x21 1 x23 1
1 x32 1 0;5
x41 x42 2 1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo, con un camino mon¶ otonamente eti-
quetado y el otro no, y que contiene como subgrafo a un camino totalmente
especi¯cado. Observamos que detA[f1;2g] ¸ 0 implica que x21 · 1, mien-
tras que detA[f2;3gjf1;4g] ¸ 0 implica que x21 ¸ 2. Por tanto A no tiene
completaci¶ on totalmente no negativa.
Podemos ver que el lema 4.3.10 es cierto en diferentes ejemplos de matrices
parciales de tama~ no 5 £ 5.
Ejemplo 4.3.30 Consideramos la matriz parcial TNN
A =
2
6
6
6
6
6
6
6
4
1 a12 x14 x14 x15
x21 1 a23 x24 x25
x31 x32 1 a34 a35
a41 x42 x43 1 x45
x51 a52 x53 x54 1
3
7
7
7
7
7
7
7
5
; con aij no nulos;
cuyo grafo asociado est¶ a formado por dos ciclos, uno es mon¶ otonamente eti-
quetado y el otro no. Es f¶ acil ver que la siguiente matriz es una completaci¶ on
TNN de A.
Ac =
2
6
6
6
6
6
6
6
4
1 a12 a12a23 a12a23a34 a12a23a35
1=a12 1 a23 a23a34 a23a35
1=a12a23 1=a23 1 a34 a35
a41 a41a12 1=a34 1 a35=a34
a52=a12 a52 a52=a34a41a12 a52=a41a12 1
3
7
7
7
7
7
7
7
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Por consiguiente, presentamos la siguiente conjetura.
Conjetura 4.3.2 Sea G un grafo dirigido formado por dos ciclos, C1 mo-
n¶ otonamente etiquetado y C2 no mon¶ otonamente etiquetado, con un arco en
com¶ un, y que no contiene como subgrafo a ning¶ un camino totalmente especi-
¯cado. Toda matriz parcial TNN, de tama~ no n £ n, n > 4, con elementos
especi¯cados no nulos, cuyo grafo asociado es G tiene completaci¶ on TNN
si y s¶ olo si las submatrices cuyos grafos asociados son C1 y C2 cumplen la
C-condici¶ on y adem¶ as Pc1 ¸ Pc2.164 CAP¶ ITULO 4. RESULTADOS OBTENIDOSCap¶ ³tulo 5
Problemas abiertos
Como ya hab¶ ³amos comentado, el problema de completaci¶ on de matri-
ces parciales totalmente no negativas, ha sido analizado fundamentalmente
en dos trabajos, [31] y [34]. En el primero de ellos, C. R. Johnson, B. K.
Kroschel and M. Lundquist abordaron el problema para matrices posicional-
mente sim¶ etricas, lo cual indica que los grafos asociados que fueron consi-
derados eran grafos no dirigidos. Dichos autores dieron unos resultados, de
entre los cuales destacamos el siguiente:
El problema de completaci¶ on de matrices parciales totalmente no
negativas est¶ a cerrado en el caso de que el grafo asociado a la
matriz parcial sea 1-cordal mon¶ otonamente etiquetado.
Como vemos, adem¶ as del tipo de grafos asociados, el etiquetado de los
v¶ ertices ha sido tambi¶ en un factor importante a la hora de buscar las com-
pletaciones deseadas, dando as¶ ³ una v¶ ³a abierta para la investigaci¶ on en este
tipo de problemas de completaci¶ on.
Problema 5.0.1 >Bajo qu¶ e condiciones una matriz parcial, totalmente no
negativa, cuyo grafo asociado es 1-cordal, no mon¶ otonamente etiquetado,
tiene una completaci¶ on totalmente no negativa?
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Los citados autores demuestran tambi¶ en que el problema de completaci¶ on
tiene, en general, respuesta negativa para matrices parciales con grafos aso-
ciados k-cordales, k > 1. Hasta donde sabemos, sigue siendo un problema
abierto.
Problema 5.0.2 >Bajo qu¶ e condiciones una matriz parcial, totalmente no
negativa, cuyo grafo asociado es k-cordal, k > 1, tiene una completaci¶ on
totalmente no negativa?
En el segundo trabajo, C. Jord¶ an y J. R. Torregrosa, continuaron con
el estudio al problema para matrices posicionalmente sim¶ etricas, analizando
el caso de algunos grafos 1-cordales no mon¶ otonamente etiquetados y el de
ciclos, tanto mon¶ otonamente etiquetados como no mon¶ otonamente etique-
tados. En el caso de caminos, los autores dan una condici¶ on su¯ciente, la
CP-condici¶ on, para la existencia de completaciones totalmente no negati-
vas. Sigue siendo una cuesti¶ on abierta la demostraci¶ on de la necesidad de la
condici¶ on para el siguiente resultado.
Conjetura 5.0.3 Sea A una matriz parcial totalmente no negativa, de tama-
~ no n £ n, n > 3, con elementos especi¯cados no nulos y cuyo grafo asociado
es un camino no dirigido no mon¶ otonamente etiquetado. Entonces A tiene
completaci¶ on totalmente no negativa si y s¶ olo si cumple la CP-condici¶ on.
Por otra parte, C. Jord¶ an y J. R. Torregrosa cierran el problema en el caso
de ciclos no dirigidos mon¶ otonamente etiquetados para matrices parciales
con elementos especi¯cados no nulos exigiendo la condici¶ on SS-diagonal. No
obstante, en esta tesis vemos que el resultado es cierto incluso con elementos
especi¯cados nulos fuera de la diagonal:
En el caso de ciclos no dirigidos mon¶ otonamente etiquetados,
las matrices totalmente no negativas tienen completaciones to-
talmente no negativas si y s¶ olo si se cumple la condici¶ on SS-
diagonal.167
Sin embargo, el caso de ciclos no dirigidos no mon¶ otonamente etiquetados,
queda como cuesti¶ on abierta.
Problema 5.0.3 Dado G un ciclo no dirigido no mon¶ otonamente etiqueta-
do. Sea A una matriz parcial totalmente no negativa, cuyo grafo asociado es
G. >Bajo qu¶ e condiciones A tiene completaci¶ on totalmente no negativa?
En los resultados mencionados, se trabajaba con matrices parciales cuyas
diagonales est¶ an especi¯cadas. Tambi¶ en, en la mayor¶ ³a de los resultados del
cap¶ ³tulo anterior hemos supuesto que la diagonal principal est¶ a especi¯cada.
Dicha suposici¶ on viene despu¶ es de demostrar que, en general, con posiciones
diagonales no especi¯cadas, no existe la completaci¶ on deseada. Hemos visto,
que podemos encontrar grafos, como los siguientes, (representando por cir-
culos vac¶ ³os las posiciones diagonales no especi¯cadas)
1 2
3
c c
c
@
@
@
@ ¡
¡
¡
¡ 1 2
3
c c
c
@
@
@
@
1 2
3
c s
s
@
@
@
@ ¡
¡
¡
¡
cuyas matrices asociadas totalmente no negativas y con elementos especi-
¯cados no nulos, tienen completaciones del mismo tipo. Por el contrario,
podemos encontrar matrices parciales totalmente no negativas, cuyos grafos
asociados son:
1 2
3
c s
s
¡
¡
¡
¡ 1 2
3
s c
s
¡
¡
¡
¡ @
@
@
@
que no tienen completaciones totalmente no negativas.
Por lo tanto, planteamos la siguiente cuesti¶ on.
Problema 5.0.4 >Bajo qu¶ e condiciones podemos a¯rmar que una matriz168 CAP¶ ITULO 5. PROBLEMAS ABIERTOS
parcial totalmente no negativa de tama~ no n £ n, n ¸ 3, que contiene ele-
mentos diagonales no especi¯cados, puede tener completaci¶ on totalmente no
negativa?
El problema de completaci¶ on de matrices totalmente no negativas, para
matrices parciales no posicionalmente sim¶ etricas, ha sido abordado exclusi-
vamente en esta memoria, obteniendo condiciones necesarias y su¯cientes,
para la existencia de completaciones, en distintos tipos de grafos: caminos,
ciclos, caminos totalmente especi¯cados, etc.
El problema est¶ a cerrado en el caso de caminos dirigidos mon¶ o-
tonamente etiquetados, mientras que en el caso de no mon¶ otona-
mente etiquetados hace falta que las matrices parciales no tengan
elementos nulos.
Sin embargo, hemos tenido que abordar el problema con condiciones al
tratarse de ciclos.
Para las matrices parciales totalmente no negativas, con elemen-
tos especi¯cados no nulos y cuyos grafos asociados son ciclos diri-
gidos, la C-condici¶ on ha sido necesaria y su¯ciente para cerrar el
problema.
Tambi¶ en hemos tenido que utilizar otra condici¶ on necesaria y su¯ciente
en el caso de caminos totalmente especi¯cados.
Dada una matriz parcial totalmente no negativa, de tama~ no n£n,
cuyo grafo asociado es un camino totalmente especi¯cado, mo-
n¶ otonamente etiquetado, si n = 3 siempre existe completaci¶ on
totalmente no negativa, pero para n ¸ 4 existe la completaci¶ on
deseada si y s¶ olo si la matriz cumple la C1-condici¶ on.169
En caso de caminos totalmente especi¯cados no mon¶ otonamente etique-
tados, el resultado es cierto para matrices de tama~ no n£n, n = 3. En cambio
para n = 4, hemos visto que la C1-condici¶ on no es su¯ciente para la existen-
cia de completaciones totalmente no negativas, por tanto, hemos introducido
la C2-condici¶ on como condici¶ on su¯ciente. Actualmente estamos trabajando
en la demostraci¶ on de la siguiente conjetura para el caso general.
Conjetura 5.0.4 Sea A una matriz parcial totalmente no negativa, de tama-
~ no n£n, n > 4, con elementos especi¯cados no nulos y cuyo grafo asociado es
un camino totalmente especi¯cado no mon¶ otonamente etiquetado. Entonces
A tiene completaci¶ on totalmente no negativa si cumple la C2-condici¶ on.
Como generalizaci¶ on del caso de los caminos totalmente especi¯cados,
hemos continuado con el an¶ alisis del problema de completaci¶ on para matrices
parciales totalmente no negativas cuyos grafos asociados son doble-caminos.
Dividimos este caso en dos: cuando uno de los caminos es mon¶ otonamente
etiquetado y el otro no, y cuando los dos caminos son no mon¶ otonamente
etiquetados.
El problema est¶ a cerrado para matrices de tama~ no n£n, con ele-
mentos especi¯cados no nulos y cuyos grafos asociados son doble-
caminos, con un camino mon¶ otonamente etiquetado y el otro no.
En el caso de doble-camino con dos caminos no mon¶ otonamente etique-
tados, el problema sigue abierto. Aunque para algunas matrices parciales de
tama~ no 4 £ 4 con elementos especi¯cados no nulos existe la completaci¶ on
totalmente no negativa, seguimos trabajando para encontrar la completaci¶ on
deseada en el caso de matrices de tama~ no n £ n, n > 4. Hemos dividido di-
cho problema abierto en dos casos: cuando ambos caminos tienen v¶ ertice de
inicio etiquetado con i1 = 1 y cuando la etiquetaci¶ on del v¶ ertice de inicio es
distinta de 1. En el primer caso nos encontramos ante la siguiente cuesti¶ on.170 CAP¶ ITULO 5. PROBLEMAS ABIERTOS
Problema 5.0.5 Sea A una matriz parcial TNN de tama~ no n £ n, n > 4,
cuyo grafo asociado es un doble-camino con dos caminos no mon¶ otonamente
etiquetados. >Bajo qu¶ e condiciones existe la completaci¶ on totalmente no ne-
gativa, cuando ambos caminos tienen el v¶ ertice de inicio con la numeraci¶ on
i1 = 1?.
No obstante, cuando la etiquetaci¶ on del v¶ ertice de inicio es distinta de 1,
la completaci¶ on totalmente no negativa existe bajo ciertas condiciones.
El problema est¶ a bien analizado en el caso de doble-camino con
caminos no mon¶ otonamente etiquetados y el v¶ ertice de inicio es
distinto de 1.
En el an¶ alisis de otros tipos de grafos asociados hemos abordado los
cliques con caminos adjuntos. En concreto dos tipos de grafos:
i) G1 = (V1;E1), con V1 = f1;2;:::;ng, es el grafo formado por un clique
con v¶ ertices fk;k + 1;:::;ng y un camino dirigido f(n;1);(1;2);:::;
(k ¡ 1;k)g, k = 2;3;:::;n ¡ 1.
ii) G2 = (V2;E2), con V2 = f1;2;:::;ng, es el grafo formado por un clique
con v¶ ertices f1;2;:::;kg y un camino dirigido f(k;k + 1);(k + 1;k +
2);:::;(n ¡ 1;n);(n;m)g, m = 1;2;:::;k, k = 2;3;:::;n ¡ 1.
En los dos casos, la completaci¶ on totalmente no negativa existe para ma-
trices de tama~ no n £ n, cuando el camino adjunto es de 3 v¶ ertices y para
caminos de longitud mayor tambi¶ en dicha completaci¶ on existe bajo ciertas
condiciones necesarias y su¯cientes.
Problema 5.0.6 Sea A una matriz parcial totalmente no negativa cuyo grafo
asociado es un clique con camino adjunto, distino de G1 y G2 antes men-
cionados. >Bajo qu¶ e condiciones A tiene completaci¶ on totalmente no negati-
va?171
Por ¶ ultimo, hemos obtenido resultados para los doble ciclos distinguiendo
dichos grafos por el n¶ umero de v¶ ertices en com¶ un y tambi¶ en por la mono-
ton¶ ³a de los ciclos. En el caso de un v¶ ertice en com¶ un, tenemos el siguiente
resultado.
Para el caso de doble ciclo con ciclos mon¶ otonamente etiqueta-
bles y un v¶ ertice en com¶ un, existe la completaci¶ on totalmente no
negativa si y s¶ olo si las submatrices que especi¯can cada ciclo
satisfacen la C-condici¶ on.
En general, con ciclos no mon¶ otonamente etiquetables, no existe la com-
pletaci¶ on deseada.
Problema 5.0.7 Sea A una matriz parcial totalmente no negativa, cuyo
grafo asociado es un doble ciclo con dos ciclos no mon¶ otonamente etiqueta-
bles y un v¶ ertive en com¶ un. >Bajo qu¶ e condiciones A tiene una completaci¶ on
totalmente no negativa?
No obstante, para doble ciclos con un arco o m¶ as en com¶ un, obtenemos los
siguientes resultados: por una parte, cuando los ciclos son mon¶ otonamente
etiquetados.
Toda matriz parcial totalmente no negativa cuyo grafo asociado es
un doble ciclo mon¶ otonamente etiquetado con uno o m¶ as arcos en
com¶ un, y que no contiene como subgrafo a un camino totalmente
especi¯cado, tiene completaci¶ on totalmente no negativa exigiendo
la C-condici¶ on como necesaria y su¯ciente para las submatrices
que especi¯can los ciclos. Sin embargo, si el mencionado doble
ciclo contiene a un camino totalmente especi¯cado como subgrafo,
adem¶ as de la condici¶ on anterior, la submatriz principal cuyo grafo
asociado es dicho camino totalmente especi¯cado debe satisfacer
la C2-condici¶ on como necesaria y su¯ciente.172 CAP¶ ITULO 5. PROBLEMAS ABIERTOS
El corolario 4.3.2 generaliza los resultados obtenidos para el caso de block-
ciclo mon¶ otonamente etiquetado.
Por otra parte, la C-condici¶ on es tambi¶ en necesaria y su¯ciente para
matrices de tama~ no n £ n, n = 4, cuyo grafo asociado es doble ciclo con dos
ciclos no mon¶ otonamente etiquetados y un arco en com¶ un, y que no contiene
como subgrafo a un camino totalmente especi¯cado. En cambio, para n > 4,
podemos generalizar el resultado como en la conjetura 4.3.1.
Finalmente para el caso de doble ciclo con un ciclo mon¶ otonamente eti-
quetado y el otro no, podemos ver conjetura 4.3.2.
Problema 5.0.8 Sea A una matriz parcial totalmente no negativa cuyo grafo
asociado es un doble ciclo no mon¶ otonamente etiquetado que contiene como
subgrafo a un camino totalmente especi¯cado. >Bajo qu¶ e condiciones A tiene
completaci¶ on totalmente no negativa?Parte III
Otros tipos de matrices
parciales
173Cap¶ ³tulo 6
Introducci¶ on
En esta parte, vamos a analizar el problema de completaci¶ on de otros tipos
de matrices parciales: las matrices totalmente no positivas, las R-matrices
y las TR-matrices. Con el estudio de las matrices parciales totalmente no
positivas se aborda otra clase de matrices donde todos los menores tienen
el mismo signo. Esta denominaci¶ on de matrices recibe el nombre de "Sign-
Regular Matrices" en diferentes trabajos de investigaci¶ on, ver [13], [10] y
[20]. En cambio, con las R-matrices, se centra en la no singularidad de las
submatrices principales, y se generaliza este ¶ ultimo concepto en el caso de
TR-matrices, cuyos menores (principales y no principales) son distintos de
cero.
6.1. Matrices totalmente no positivas
Una matriz real A = (¡aij) se dice que es una matriz totalmente no
positiva si todos sus menores son no positivos.
El estudio de este tipo de matrices supone un an¶ alisis paralelo al de las
matrices totalmente no negativas. Aun as¶ ³, dicha clase de matrices ha recibido
menos atenci¶ on hist¶ oricamente que las matrices totalmente no negativas.
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En el pr¶ oximo cap¶ ³tulo, abordamos el problema de completaci¶ on de matri-
ces parciales totalmente no positivas. Es decir, analizamos matrices parciales
cuyas submatrices completamente especi¯cadas son totalmente no positivas.
Concretamente, veremos el caso de matrices no posicionalmente sim¶ etricas,
siendo el problema para las matrices posicionalmente sim¶ etrica analizado y
estudiado por Ara¶ ujo, Torregrosa y Urbano en [2]. Dichos autores cierran
el problema para el caso de 1-cordal mon¶ otonamente etiquetado, y adem¶ as
proponen condiciones necesarias y su¯cientes para el caso de ciclos mon¶ otona-
mente etiquetados.
En el cap¶ ³tulo 7 estudiamos el problema mencionado, distinguiendo dos
tipos de grafos asociados: los ac¶ ³clicos y los no ac¶ ³clicos. Observamos, que
los resultados obtenidos para las matrices parciales totalmente no positivas
tienen cierta semejanza con el caso de las totalmente no negativas.
6.2. R y TR-matrices
Una matriz real A = (aij) se dice que es una R-matriz (TR-matriz) si
todos sus menores principales (todos sus menores principales o no) son no
nulos. Las R-matrices est¶ an conectadas con otros tipos de matrices como
las P-matrices, matrices totalmente no negativas y matrices totalmente no
positivas: toda matriz de cualquiera de esas clases es una R-matriz. Mientras
que las TR-matrices son una generalizaci¶ on del concepto de R-matriz.
Por otra parte, por de¯nici¶ on, toda TR-matriz es R-matriz. Sin embargo,
en general, una R-matriz no es TR-matriz, como podemos ver en el siguiente
ejemplo.
Ejemplo 6.2.1 Consideramos la matriz
A =
2
6
6
4
1 1 1
2 1 1
2 2 1
3
7
7
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A es una R-matriz, ya que todas las submatrices principales tienen deter-
minante no nulo. En cambio, no es una TR-matriz, puesto que, podemos
encontrar un menor con el valor nulo: detA[f1;2gjf2;3g] = 0.
En los cap¶ ³tulos 8 y 9, cerramos el problema de completaci¶ on de R y TR-
matrices parciales, para matrices posicional y no posicionalmente sim¶ etricas.178 CAP¶ ITULO 6. INTRODUCCI¶ ONCap¶ ³tulo 7
Matrices totalmente no
positivas
En este cap¶ ³tulo, estudiamos el problema de completaci¶ on de matrices
parciales totalmente no positivas, estableciendo condiciones necesarias y su¯-
cientes, similares a las obtenidas en el cap¶ ³tulo 4, que nos permiten garantizar
la existencia de la completaci¶ on deseada.
De¯nici¶ on 7.0.1 Se dice que una matriz real A = (¡aij), es una matriz
totalmente no positiva si todos los menores de A tienen valor no positivo.
A continuaci¶ on presentamos las propiedades utilizadas para este tipo de
matrices. Para m¶ as informaci¶ on ver [13].
Proposici¶ on 7.0.1 Sea A = (¡aij) una matriz totalmente no positiva de
tama~ no n £ n. Entonces:
1. Si D es una matriz diagonal positiva, entonces DA y AD son matrices
totalmente no positivas.
2. Si D es una matriz diagonal positiva, entonces DAD¡1 es una matriz
totalmente no positiva.
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3. La total no positividad, en general, no se mantiene por la semejanza de
permutaci¶ on. Como caso particular, si P = [n;n¡1;:::;2;1], entonces
PAP T es una matriz totalmente no positiva.
4. Si B es una matriz totalmente no positiva de tama~ no m£m, entonces
la matriz
C =
"
A 0
0 B
#
;
es una matriz totalmente no positiva.
5. Cualquier submatriz de A (principal y no principal) es totalmente no
positiva.
6. Si aii 6= 0;8i 2 f1;2;:::;ng, entonces aij 6= 0;8i;j 2 f1;2;:::;ng.
Como hemos comentado, el concepto de total no positividad es hereda-
do por las submatrices tanto principales como no principales. Por tanto, y
llevando dicho concepto al contexto de matrices parciales, podemos dar la
siguiente de¯nici¶ on.
De¯nici¶ on 7.0.2 Se dice que una matriz parcial A es una matriz parcial
totalmente no positiva si toda submatriz completamente especi¯cada es total-
mente no positiva.
Denotamos por TNP la total no positividad, es decir, aparece en los
resultados las abreviaciones matrices parciales TNP, completaci¶ on TNP,
..., se~ nalando que como en el resto de esta memoria consideramos matrices
cuadradas.
Empezamos comprobando que el problema en general tiene respuesta
negativa, como podemos ver en el siguiente ejemplo.181
Ejemplo 7.0.2 La siguiente matriz parcial TNP no posicionalmente sim¶ etri-
ca,
A =
2
6
6
4
¡1 ¡1 ¡x13
¡x21 ¡1 ¡0;5
¡1 ¡x32 ¡1
3
7
7
5;
no tiene completaci¶ on TNP, ya que detA[f2;3g] · 0 y detA[f1;3gjf1;2g] ·
0 si x32 ¸ 2 y x32 · 1, respectivamente.
Vamos a considerar matrices parciales con diagonal principal especi¯cada,
sin elementos nulos, no siendo ciertos en general, en caso contrario, los resul-
tados que presentamos. La proposici¶ on 7.0.1 nos permite entonces suponer a
lo largo de todo el cap¶ ³tulo que la diagonal principal est¶ a formada por ¡10s.
Adem¶ as, al ser los elementos diagonales distintos de cero, podemos a¯rmar
por dicha proposici¶ on que el resto de elementos especi¯cados es tambi¶ en no
nulo.
Por las propiedades, sabemos que el concepto de total no positividad no
se conserva por semejanza de permutaci¶ on, con lo cual es necesario considerar
las distintas etiquetaciones de los v¶ ertices del grafo asociado. Distinguimos,
por tanto, entre los casos de grafos asociados mon¶ otona y no mon¶ otonamente
etiquetados. Tanto en uno como en otro no existe en general la completaci¶ on
deseada. A este efecto recordamos el ejemplo 7.0.2 para el caso mon¶ otona-
mente etiquetado. Para grafos no mon¶ otonamente etiquetados podemos con-
siderar el siguiente ejemplo.
Ejemplo 7.0.3 La matriz parcial TNP,
A =
2
6
6
4
¡1 ¡x12 ¡0;7
¡1 ¡1 ¡x23
¡x31 ¡1 ¡0;8
3
7
7
5;
cuyo grafo asociado es un ciclo dirigido no mon¶ otonamente etiquetado, tiene182 CAP¶ ITULO 7. MATRICES TOTALMENTE NO POSITIVAS
los menores detA[f1;2g] · 0 y detA[f1;3gjf2;3g] · 0 si x12 ¸ 1 y x12 ·
7=8, respectivamente. Por lo tanto, A no tiene completaci¶ on TNP.
7.1. Grafos no ac¶ ³clicos
En esta secci¶ on analizamos el problema de completaci¶ on de matrices par-
ciales totalmente no positivas en los casos de ciclos, doble ciclos y cliques con
caminos adjuntos.
Ciclos
Como ya hemos visto en el ejemplo 7.0.2, el resultado en general no es
cierto en este caso. A ¯n de resolver el problema, introducimos la siguiente
condici¶ on.
De¯nici¶ on 7.1.1 Sea A = (¡aij) con aij > 0, una matriz parcial de tama~ no
n£n, cuyo grafo asociado es un ciclo dirigido f(i1;i2);(i2;i3);:::;(in¡1;in);
(in;i1)g. Decimos que A cumple la ¹ C-condici¶ on si
ai1;i2ai2;i3 ¢¢¢ain¡1;inain;i1
ai1;i1ai2;i2 ¢¢¢ain;in
¸ 1:
La anterior condici¶ on es necesaria y su¯ciente para el caso de matrices
parciales de tama~ no 3 £ 3.
Lema 7.1.1 Sea A una matriz parcial TNP, de tama~ no 3 £ 3, cuyo grafo
asociado es un ciclo dirigido mon¶ otonamente etiquetado. Existe completaci¶ on
TNP, Ac de A, si y s¶ olo si A satisface la ¹ C-condici¶ on.
Demostraci¶ on: Sea Ac una completaci¶ on TNP de A,
Ac =
2
6
6
4
¡1 ¡a12 ¡c13
¡c21 ¡1 ¡a23
¡a31 ¡c32 ¡1
3
7
7
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donde cij tiene valor positivo. De las desigualdades detAc[f2;3gjf1;3g] · 0
y detAc[f1;2g] · 0 obtenemos a12a23a31 ¸ 1.
Para la su¯ciencia de la condici¶ on, es f¶ acil comprobar que la siguiente matriz,
Ac =
2
6
6
4
¡1 ¡a12 ¡a12a23
¡1=a12 ¡1 ¡a23
¡a31 ¡a31a12 ¡1
3
7
7
5;
es una completaci¶ on TNP. ¤
Teniendo en cuenta el desarrollo de la demostraci¶ on del teorema 4.3.2,
podemos generalizar el resultado anterior.
Teorema 7.1.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP, de tama-
~ no n£n, cuyo grafo asociado es un ciclo dirigido mon¶ otonamente etiquetado.
Existe completaci¶ on TNP, Ac de A, si y s¶ olo si A satisface la ¹ C-condici¶ on.
A continuaci¶ on, estudiamos el problema para las matrices parciales cuyos
grafos asociados son ciclos dirigidos no mon¶ otonamente etiquetados. Vere-
mos que en este caso la ¹ C-condici¶ on es tambi¶ en necesaria y su¯ciente para
garantizar la existencia de completaciones totalmente no positivas.
Es f¶ acil veri¯car el siguiente resultado siendo la demostraci¶ on an¶ aloga a
la del teorema 4.3.3.
Teorema 7.1.2 Sea A = (¡aij), aij > 0, una matriz parcial TNP, de
tama~ no n £ n, cuyo grafo asociado es un ciclo dirigido no mon¶ otonamente
etiquetado. Existe completaci¶ on TNP, Ac de A, si y s¶ olo si A satisface la
¹ C-condici¶ on.
Clique con un camino adjunto
Al igual que en otros casos, para este tipo de grafos, el problema tampoco
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Ejemplo 7.1.1 Consideramos la matriz parcial TNP
A =
2
6
6
6
6
6
6
6
4
¡1 ¡1 ¡x13 ¡x14 ¡x15
¡x21 ¡1 ¡1 ¡x24 ¡x25
¡x31 ¡x32 ¡1 ¡1 ¡1
¡x41 ¡x42 ¡1 ¡1 ¡1
¡1 ¡x52 ¡2 ¡1 ¡1
3
7
7
7
7
7
7
7
5
:
Dado que si detA[f1;5gjf1;2g] · 0 y detA[f2;5gjf2;3g] · 0, x52 · 1 y
x52 ¸ 2 respectivamente, entonces no existe completaci¶ on TNP de A.
Sin embargo, y visto el texto de la demostraci¶ on del lema 4.3.5, an¶ aloga-
mente podemos a¯rmar lo siguiente.
Lema 7.1.2 Sea G = (V;E) un grafo no mon¶ otonamente etiquetado, con
V = f1;2;:::;ng, formado por un clique cuyos v¶ ertices son f2;3;:::;ng y
un camino dirigido f(n;1);(1;2)g. Cada matriz parcial TNP, A = (¡aij),
aij > 0, cuyo grafo asociado es G tiene completaci¶ on TNP.
En general, el resultado anterior no es cierto cuando el n¶ umero de v¶ ertices
del camino dirigido es mayor que 3, como podemos ver en el ejemplo 7.1.1.
Generalizando el resultado anterior introducimos, de forma an¶ aloga al
teorema 4.3.7, una condici¶ on necesaria y su¯ciente para la existencia de una
completaci¶ on totalmente no positiva.
Teorema 7.1.3 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n £ n, n ¸ 4, cuyo grafo asociado es la uni¶ on de un clique de
v¶ ertices fk;k + 1;:::;ng y un camino dirigido con el conjunto de arcos
f(n;1);(1;2);:::;(k¡1;k)g, k ¸ 3. Existe una completaci¶ on TNP de A si y
s¶ olo si la submatriz de A cuyo grafo asociado es el camino totalmente especi-
¯cado formado por el conjunto de arcos f(n;1);(1;2);:::;(k ¡ 1;k);(n;k)g
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An¶ alogamente al lema 4.3.7, podemos establecer el siguiente resultado
para matrices parciales totalmente no positivas.
Lema 7.1.3 Sea G = (V;E) un grafo no mon¶ otonamente etiquetado, con
V = f1;2;:::;ng, formado por un clique de v¶ ertices f1;2;:::;n ¡ 1g y un
camino dirigido f(n¡1;n);(n;m)g, m 2 f1;2;:::;n¡1g. Cada matriz parcial
TNP, A = (¡aij), aij > 0, cuyo grafo asociado es G tiene completaci¶ on
TNP.
Al igual como hemos visto en el ejemplo 7.1.1, en general el resultado
anterior tampoco es cierto cuando el camino dirigido tiene m¶ as de 3 v¶ ertices.
Ejemplo 7.1.2 Consideramos la matriz parcial TNP
A =
2
6
6
6
6
6
6
6
4
¡1 ¡1 ¡1 ¡x14 ¡x15
¡1 ¡1 ¡1 ¡x24 ¡x25
¡3 ¡1 ¡1 ¡1 ¡x35
¡x41 ¡x42 ¡x43 ¡1 ¡1
¡2 ¡x52 ¡x53 ¡x53 ¡1
3
7
7
7
7
7
7
7
5
:
Vemos que A no tiene completaci¶ on TNN, puesto que si detA[f3;4gjf1;4g] ·
0, x41 ¸ 3, y si detA[f4;5gjf1;5g] · 0, entonces x41 · 2.
El siguiente resultado se demuestra de forma an¶ aloga al teorema 4.3.8.
Teorema 7.1.4 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n £ n, n ¸ 4, cuyo grafo asociado es la uni¶ on de un clique con los
v¶ ertices f1;2;:::;kg, y un camino dirigido con conjunto de arcos f(k;k+1);
(k + 1;k + 2);:::;(n ¡ 1;n);(n;m)g, m 2 f1;2;:::;kg. Entonces existe una
completaci¶ on TNP de A si y s¶ olo si la submatriz de A cuyo grafo aso-
ciado es el camino totalmente especi¯cado formado por el conjunto de ar-
cos f(k;k + 1);(k + 1;k + 2);:::;(n ¡ 1;n);(n;m);(k;m)g satisface la C1-
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Doble ciclos
A continuaci¶ on abordamos la existencia de completaciones totalmente no
positivas en el caso de doble ciclos con un n¶ umero arbitrario de v¶ ertices o
arcos en com¶ un. En este caso, el resultado en general no es cierto, lo que
ponemos de mani¯esto en el siguiente ejemplo.
Ejemplo 7.1.3 La siguiente matriz parcial TNP,
A =
2
6
6
6
6
4
¡1 ¡1 ¡x13 ¡x14
¡x21 ¡1 ¡0;5 ¡x24
¡1 ¡x32 ¡1 ¡1
¡x41 ¡0;8 ¡x43 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo mon¶ otonamente etiquetado con un arco
en com¶ un, no tiene completaci¶ on TNP ya que A[f1;2;3g] no la tiene, como
comprobamos en el ejemplo 7.0.2.
Si el grafo asociado a la matriz parcial es un doble ciclo con un v¶ ertice
en com¶ un, podemos establecer el siguiente resultado.
Teorema 7.1.5 Sea G = (V1 [ V2;E1 [ E2) un doble ciclo formado por
los ciclos mon¶ otonamente etiquetables C1 = (V1;E1) y C2 = (V2;E2). Toda
matriz parcial TNP, A = (¡aij), aij > 0, de tama~ no n £ n, cuyo grafo
asociado es G tiene completaci¶ on TNP si y s¶ olo si las submatrices asociadas
a los mencionados ciclos cumplen la ¹ C-condici¶ on.
Demostraci¶ on: A partir de los teoremas 7.1.1 y 7.1.2 podemos completar
las submatrices principales cuyos grafos asociados son los mencionados ciclos,
obteniendo una matriz parcial TNP cuyo grafo asociado es un 1-cordal. Por
tanto, a partir de [2], existe la completaci¶ on deseada. Por otra parte, la
necesidad de la condici¶ on se demuestra siguiendo los mismos pasos de la
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Corolario 7.1.1 Sea G un block-ciclo formado por el conjunto de ciclos
mon¶ otonamente etiquetables fC1; C2;:::;Ckg e intersectados exactamente
en un v¶ ertice. Entonces, toda matriz parcial TNP, A = (¡aij), aij > 0, cuyo
grafo asociado es G tiene completaci¶ on TNP si y s¶ olo si cada submatriz Ai
de A, cuyo grafo asociado es Ci, i = 1;2;:::;k cumple la ¹ C-condici¶ on.
En general, cuando los ciclos no son mon¶ otonamente etiquetables, no
existe la completaci¶ on deseada.
Ejemplo 7.1.4 Consideramos la matriz parcial TNP
A =
2
6
6
6
6
4
¡1 ¡x12 ¡x13 ¡1
¡x21 ¡1 ¡1 ¡x24
¡0;5 ¡x32 ¡1 ¡x34
¡x41 ¡1 ¡1 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo. Observamos que los dos ciclos no son
mon¶ otonamente etiquetables. Si detA[f3;4g] · 0 y detA[f1;3gjf1;4g] ·
0 entonces x34 ¸ 1 y x34 · 0;5 respectivamente. Por tanto, A no tiene
completaci¶ on TNP.
Vemos, sin embargo, que la ¹ C-condici¶ on es tambi¶ en necesaria y su¯ciente
para garantizar la existencia de completaciones totalmente no positivas en el
caso de doble ciclos mon¶ otonamente etiquetados con m¶ as de un v¶ ertice en
com¶ un, siempre que el grafo asociado no contiene como subgrafo a ning¶ un
camino totalmente especi¯cado. Este teorema se demuesra de forma an¶ aloga
al teorema 4.3.10.
Teorema 7.1.6 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n £ n cuyo grafo asociado es un doble ciclo mon¶ otonamente eti-
quetado con espec¶ ³¯camente dos ciclos C1 y C2, y k ¡ m arcos en com¶ un,
k = m + 1;m + 2;:::;m + n ¡ 2, y que no contiene como subgrafo a ning¶ un188 CAP¶ ITULO 7. MATRICES TOTALMENTE NO POSITIVAS
camino totalmente especi¯cado. Existe completaci¶ on TNP, Ac de A, si y
s¶ olo si cada una de las submatrices asociadas a los ciclos C1 y C2 cumplen
la ¹ C-condici¶ on.
En caso de que el grafo asociado contiene como subgrafo a un camino
totalmente especi¯cado, en general, la completaci¶ on deseada no existe.
Ejemplo 7.1.5 Consideramos la matriz parcial TNP
A =
2
6
6
6
6
6
6
6
4
¡1 ¡1 ¡x13 ¡x14 ¡x15
¡x21 ¡1 ¡1 ¡x24 ¡x16
¡2 ¡x32 ¡1 ¡1 ¡x35
¡x41 ¡x42 ¡x43 ¡1 ¡1
¡1 ¡x52 ¡x53 ¡x54 ¡1
3
7
7
7
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo que contiene como subgrafo a un camino
totalmente especi¯cado. Observamos que detA[f3;5gjf1;4g] · 0 implica que
x54 · 0;5, mientras que con dicha desigualdad el detA[f4;5g] es positivo
siempre. Por tanto A no tiene completaci¶ on totalmente no positiva.
Sin embargo, podemos de forma an¶ aloga al teorema 4.3.11 a¯rmar el
siguiente resultado.
Teorema 7.1.7 Sea A = (¡aij), aij > 0, una matriz parcial TNP, de
tama~ no n £ n, cuyo grafo asociado es un doble ciclo mon¶ otonamente eti-
quetado con espec¶ ³¯camente dos ciclos C1 y C2, y k ¡ m arcos en com¶ un,
k = m + 1;m + 2;:::;m + n ¡ 2, y que contiene como subgrafo a un camino
totalmente especi¯cado. Existe completaci¶ on TNP, Ac de A, si y s¶ olo si
cada una de las submatrices asociadas a los ciclos C1 y C2, cumplen la ¹ C-
condici¶ on, y adem¶ as la submatriz principal de A cuyo grafo asociado es dicho
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Corolario 7.1.2 Sea A = (¡aij), aij > 0, una matriz parcial TNP, de
tama~ no n £ n, cuyo grafo asociado es un block-ciclo mon¶ otonamente eti-
quetado. Existe completaci¶ on TNP, Ac de A, si y s¶ olo si cada una de las
submatrices asociadas a cada ciclo satisface la ¹ C-condici¶ on, y adem¶ as ca-
da submatriz principal de A cuyo grafo asociado es un camino totalmente
especi¯cado satisface la C1-condici¶ on.
Abordamos a continuaci¶ on el caso de doble ciclos, no mon¶ otonamente
etiquetados. Teniendo en cuenta la demostraci¶ on del lema 4.3.9, podemos
establecer el siguiente resultado.
Proposici¶ on 7.1.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no 4 £ 4, cuyo grafo asociado, GA, es doble ciclo con dos ciclos no
mon¶ otonamente etiquetados y un arco en com¶ un y que no contiene como sub-
grafo a ning¶ un camino totalmente especi¯cado. A tiene completaci¶ on TNP si
y s¶ olo si la submatriz principal asociada a cada ciclo cumple la ¹ C-condici¶ on.
Para matrices parciales de tama~ no n£n, n > 4, la completaci¶ on deseada
es una cuesti¶ on abierta hasta el momento.
Conjetura 7.1.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n £ n, cuyo grafo asociado, GA, es doble ciclo con dos ciclos no
mon¶ otonamente etiquetados y m¶ as de un arco en com¶ un y que no contiene
como subgrafo a ning¶ un camino totalmente especi¯cado. A tiene completaci¶ on
TNP si y s¶ olo si la submatriz principal asociada a cada ciclo cumple la ¹ C-
condici¶ on.
En caso de doble ciclo con dos ciclos no mon¶ otonamente etiquetados y
que contiene como subgrafo a un camino totalmente especi¯cado, el resultado
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Ejemplo 7.1.6 Consideramos la matriz parcial totalmente no positiva
A =
2
6
6
6
6
6
6
6
4
¡1 ¡x12 ¡x13 ¡1 ¡x15
¡1 ¡1 ¡x23 ¡x24 ¡x25
¡x31 ¡x32 ¡1 ¡x34 ¡2
¡x41 ¡1 ¡1 ¡1 ¡x45
¡x51 ¡1 ¡x53 ¡x54 ¡1
3
7
7
7
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo, con dos ciclos no mon¶ otonamente
etiquetados, que contiene como subgrafo a un camino totalmente especi¯cado.
Observamos que detA[f3;4gjf3;5g] · 0 implica que x45 · 2, mientras que
con dicho valor el detA[f4;5gjf2;5g] es positivo siempre. Por tanto A no
tiene completaci¶ on totalmente no positiva.
El siguiente resultado analiza el caso de doble ciclos cuando uno de los
ciclos es mon¶ otonamente etiquetado y el otro no. La demostraci¶ on es an¶ aloga
a la del lema 4.3.10.
Lema 7.1.4 Sea A = (¡aij), aij > 0, una matriz parcial TNP de tama~ no
4 £ 4, cuyo grafo asociado, G, es un grafo doble ciclo no mon¶ otonamente
etiquetado con dos ciclos, C1 mon¶ otonamente etiquetado y C2 no mon¶ oto-
namente etiquetado y un arco en com¶ un, y que no contiene como subgrafo a
ning¶ un camino totalmente especi¯cado. Entonces A tiene completaci¶ on TNP
si y s¶ olo si las submatrices asociadas a los ciclos satisfacen la ¹ C-condici¶ on y
adem¶ as se cumple Pc1 · Pc2.
Sin embargo, el problema sigue abierto para matrices parciales de tama~ no
n £ n, n > 4.
Conjetura 7.1.2 Sea G un grafo dirigido formado por dos ciclos, C1 mon¶ o-
tonamente etiquetado y C2 no mon¶ otonamente etiquetado, y con m¶ as de un
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especi¯cado. Toda matriz parcial TNP, A = (¡aij), aij > 0, cuyo grafo
asociado es G, tiene completaci¶ on TNN si y s¶ olo si las submatrices asociadas
a los ciclos C1 y C2 cumplen la C-condici¶ on y adem¶ as Pc1 · Pc2.
En general, si el grafo asociado, doble ciclo, contiene como subgrafo a un
camino totalmente especi¯cado, la completaci¶ on deseada no existe.
Ejemplo 7.1.7 Consideramos la matriz parcial totalmente no positiva
A =
2
6
6
6
6
4
¡1 ¡1 ¡x13 ¡x14
¡x21 ¡1 ¡x23 ¡1
¡1 ¡x32 ¡1 ¡2
¡x41 ¡x42 ¡0;5 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble ciclo, con un camino mon¶ otonamente eti-
quetado y el otro no, y que contiene como subgrafo a un camino totalmente
especi¯cado. Observamos que detA[f1;2g] · 0 implica que x12 ¸ 1, mien-
tras que detA[f2;3gjf1;4g] ¸ 0 implica que x12 · 0;5. Por tanto A no tiene
completaci¶ on totalmente no positiva.
7.2. Grafos ac¶ ³clicos
En esta secci¶ on abordamos el problema de completaci¶ on de matrices par-
ciales totalmente no positivas cuyos grafos asociados no contienen ciclos. Es-
tudiamos los caminos, caminos totalmente especi¯cados y los doble-caminos.
Caminos
Sea A una matriz parcial totalmente no positiva, de tama~ no n £ n, cuyo
grafo asociado es un camino dirigido mon¶ otonamente etiquetado. Podemos
completar las posiciones (2;1);(3;2);:::;(n;n ¡ 1) de A, de tal manera que
el resultado sea una matriz parcial totalmente no positiva con un camino192 CAP¶ ITULO 7. MATRICES TOTALMENTE NO POSITIVAS
asociado no dirigido y mon¶ otonamente etiquetado, es decir, cuyo grafo aso-
ciado sea un 1-cordal mon¶ otonamente etiquetado. Por tanto, a partir de los
resultados obtenidos en [2] por Ara¶ ujo, Torregrosa y Urbano, obtenemos una
completaci¶ on totalmente no positiva.
Para el caso de caminos dirigidos no mon¶ otonamente etiquetados, obte-
nemos un resultado an¶ alogo al de matrices totalmente no negativas.
Teorema 7.2.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n£n, cuyo grafo asociado es un camino dirigido no mon¶ otonamente
etiquetado. Entonces, existe una completaci¶ on TNP de A.
Caminos totalmente especi¯cados
A continuaci¶ on abordamos el caso de caminos totalmente especi¯cados.
En primer lugar, para las matrices parciales de tama~ no 3 £ 3 consideramos
el siguiente resultado, cuya demostraci¶ on es an¶ aloga a la de las proposiciones
4.3.5 y 4.3.7.
Proposici¶ on 7.2.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no 3 £ 3, cuyo grafo asociado es un camino totalmente especi¯cado
mon¶ otona o no mon¶ otonamente etiquetado. Entonces, A tiene completaci¶ on
TNP.
Para matrices de tama~ no n £ n, n ¸ 4, en general, no existe completa-
ciones totalmente no positivas como podemos comprobar en los siguientes
ejemplos.
Ejemplo 7.2.1 Consideramos la matriz parcial TNP
A =
2
6
6
6
6
4
¡1 ¡1 ¡x13 ¡7
¡x21 ¡1 ¡3 ¡x24
¡x31 ¡x32 ¡1 ¡3
¡x41 ¡x42 ¡x43 ¡1
3
7
7
7
7
5
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cuyo grafo asociado es un camino totalmente especi¯cado mon¶ otonamente
etiquetado. El determinante detA[f1;2gjf2;4g] es no positivo si x24 · 7. Sin
embargo, detA[f2;3gjf3;4g] · 0 implica que x24 ¸ 9. Por tanto A no tiene
completaci¶ on TNP.
Ejemplo 7.2.2 Consideramos la matriz parcial TNP,
A =
2
6
6
6
6
4
¡1 ¡x12 ¡1 ¡1
¡x21 ¡1 ¡1 ¡x24
¡x31 ¡x32 ¡1 ¡x34
¡x41 ¡0;5 ¡x43 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un camino totalmente especi¯cado no mon¶ otonamente
etiquetado. Se comprueba que si detA[f1;2gjf3;4g] · 0 y detA[f2;4g] ·
0 entonces x24 · 1 y x24 ¸ 2, respectivamente. Por lo tanto, A no tiene
completaci¶ on TNP.
Teniendo en cuenta la demostraci¶ on del teorema 4.3.4, podemos obtener
el siguiente resultado.
Teorema 7.2.2 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n £ n, n ¸ 4, cuyo grafo asociado es un camino totalmente es-
peci¯cado mon¶ otonamente etiquetado. Entonces A tiene completaci¶ on TNN
si y s¶ olo si cumple la C2-condici¶ on.
La C2-condici¶ on no es su¯ciente en el caso de caminos totalmente es-
peci¯cados no mon¶ otonamente etiquetados, como hemos visto en el ejemplo
7.2.2, cuya matriz no tiene completaci¶ on totalmente no positiva a pesar de
satisfacer la condici¶ on mencionada.
Por ello, a continuaci¶ on, exigimos la C1-condici¶ on, cuyo cumplimiento por
las matrices parciales en cuesti¶ on garantiza la existencia de completaciones
totalmente no positivas. El siguiente resultado se demuesta de forma an¶ aloga
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Proposici¶ on 7.2.2 Toda matriz parcial TNP, A = (¡aij), aij > 0, de
tama~ no 4 £ 4, cuyo grafo asociado es un camino totalmente especi¯cado
no mon¶ otonamente etiquetado tiene completaci¶ on TNP si cumple la C1-
condici¶ on.
Dicha condici¶ on no es necesaria como ponemos de mani¯esto en el siguien-
te ejemplo.
Ejemplo 7.2.3 Consideramos la matriz parcial TNP
A =
2
6
6
6
6
4
¡1 ¡x12 ¡1 ¡1
¡x21 ¡1 ¡x23 ¡1
¡x31 ¡0;5 ¡1 ¡x34
¡x41 ¡x42 ¡x43 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un camino totalmente especi¯cado no mon¶ otonamente
etiquetado. Existe completaci¶ on TNP de A,
Ac =
2
6
6
6
6
4
¡1 ¡0;5 ¡1 ¡1
¡2 ¡1 ¡2 ¡1
¡1 ¡0;5 ¡1 ¡0;5
¡2 ¡1 ¡2 ¡1
3
7
7
7
7
5
;
pese a que A no cumple la C1-condici¶ on, ya que a13a32a24 = 0;5 < a14 = 1.
Estamos trabajando en la generalizaci¶ on del resultado anterior para ma-
trices de tama~ no arbitrario n £ n, n > 4.
Conjetura 7.2.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP de
tama~ no n £ n, n > 4, cuyo grafo asociado es un camino totalmente especi-
¯cado no mon¶ otonamente etiquetado. Entonces A tiene completaci¶ on TNP
si A cumple la C1-condici¶ on.7.2. GRAFOS AC¶ ICLICOS 195
Doble-caminos
A continuaci¶ on, generalizamos las ideas obtenidas anteriormente para
analizar el caso de doble-caminos. Como ya sabemos, un doble-camino de
3 v¶ ertices no es m¶ as que un camino totalmente especi¯cado, por tanto, y
por la porposici¶ on 7.2.1, podemos asegurar que toda matriz parcial TNP,
de tama~ no 3£3, cuyo grafo asociado es un doble-camino tiene completaci¶ on
TNP.
En general, una matriz parcial totalmente no positiva, de tama~ no n £ n,
n ¸ 4, asociada a este tipo de grafos no tiene completaci¶ on totalmente no
positiva, como podemos ver en los siguiente ejemplos.
Ejemplo 7.2.4 Consideramos la siguiente matriz parcial TNP,
A =
2
6
6
6
6
4
¡1 ¡1 ¡x13 ¡0;5
¡x21 ¡1 ¡1 ¡x24
¡x31 ¡x32 ¡1 ¡x34
¡x41 ¡x42 ¡1 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble-camino, con uno de los dos caminos mon¶ otona-
mente etiquetado y el otro no. A partir de detA[f1;2gjf2;4g] · 0 y detA[f2;4gj
f3;4g] · 0 obtenemos x24 · 0;5 y x24 ¸ 1 respectivamente, lo que es una
contradicci¶ on. Por tanto, A no tiene completaci¶ on TNP.
Ejemplo 7.2.5 Consideramos la siguiente matriz parcial TNP,
A =
2
6
6
6
6
4
¡1 ¡x12 ¡1 ¡1
¡x21 ¡1 ¡x23 ¡x24
¡x31 ¡1 ¡1 ¡x34
¡x41 ¡0;5 ¡x43 ¡1
3
7
7
7
7
5
;
cuyo grafo asociado es un doble-camino con los dos caminos no mon¶ otona-
mente etiquetados. Para que detA[f1;3gjf3;4g] y detA[f3;4gjf2;4g] sean no196 CAP¶ ITULO 7. MATRICES TOTALMENTE NO POSITIVAS
positivos, es necesario que x34 · 1 y x34 ¸ 2 respectivamente. Por tanto, A
no tiene completaci¶ on TNP.
Para el caso en que la matriz parcial tenga como grafo asociado un doble-
camino con un camino mon¶ otonamente etiquetado y el otro no, establecemos
el siguiente resultado siguiendo el desarrollo del lema 4.3.3.
Lema 7.2.1 Sea A = (¡aij), aij > 0, una matriz parcial TNP, de tama~ no
4 £ 4, cuyo grafo asociado es un doble-camino formado por los caminos C1
mon¶ otonamente etiquetado, y C2 no mon¶ otonamente etiquetado, ambos con
el v¶ ertice inicial etiquetado con 1. Entonces, A tiene completaci¶ on TNP si
y s¶ olo si Pc1 · Pc2.
Para el caso de matrices de tama~ no mayor, podemos establecer el siguiente
resultado siguiendo el desarrollo del teorema 4.3.5.
Teorema 7.2.3 Sea G un doble-camino con un camino C1 mon¶ otonamente
etiquetado y otro C2 no mon¶ otonamente etiquetado. Cada matriz parcial
TNP, A = (¡aij), aij > 0, de tama~ no n £ n, n > 4, cuyo grafo asocia-
do es G tiene completaci¶ on TNP si y s¶ olo si Pc1 · Pc2.
En el caso de doble-camino con los dos caminos no mon¶ otonamente eti-
quetados el problema sigue abierto si el v¶ ertice inicial est¶ a etiquetado con 1.
En otro caso, v¶ ertice inicial distinto de 1, obtenemos el siguiente resultado
cuya demostraci¶ on es an¶ aloga al teorema 4.3.6.
Teorema 7.2.4 Sea G un doble-camino formado por caminos no mon¶ otona-
mente etiquetados C1 = (V1;E1) y C2 = (V2;E2), cuyos v¶ ertices inicial y ¯nal
no est¶ an etiquetados con 1. Toda matriz parcial TNP, A = (¡aij), aij > 0,
de tama~ no n £ n, n ¸ 4, cuyo grafo asociado es G tiene una completaci¶ on
TNP si cumple la condici¶ on,
Pc1 ¸ Pc2 si 1 2 V1 o Pc2 ¸ Pc1 si 1 2 V27.2. GRAFOS AC¶ ICLICOS 197
Podemos considerar los casos de grafos asociados mencionados en el quin-
to cap¶ ³tulo como cuestiones abiertas en el problema de completaci¶ on de ma-
trices parciales totalmente no positivas.198 CAP¶ ITULO 7. MATRICES TOTALMENTE NO POSITIVASCap¶ ³tulo 8
R-matrices
En este cap¶ ³tulo, estudiaremos el problema de completaci¶ on de R-matrices,
cerrando el problema tanto en el caso de matrices posicionalmente sim¶ etricas
como de no posicionalmente sim¶ etricas.
De¯nici¶ on 8.0.1 Se dice que una matriz real, A, de tama~ no n £ n, es una
R-matriz si para todo subconjunto ® de f1;2;:::;ng se veri¯ca que detA[®]
es distinto de cero.
Ejemplo 8.0.6 Las submatrices principales de la matriz
A =
2
6
6
6
6
4
1 ¡1 0 5
¡0;5 1 0;5 1
0 0;5 1 0;5
0;5 ¡1 0;5 1
3
7
7
7
7
5
tienen determinante distinto de cero, por lo que A es una R-matriz.
Destacamos algunas de las propiedades de esta clase de matrices.
Proposici¶ on 8.0.3 Sea A una R-matriz.
199200 CAP¶ ITULO 8. R-MATRICES
a) DA, AD y DAD¡1 son R-matrices, siendo D una matriz diagonal con
elementos diagonales no nulos.
b) PAP T es una R-matriz, siendo P una matriz permutaci¶ on.
c) Toda submatriz principal de una R-matriz es una R-matriz.
Demostraci¶ on:
a) Supongamos que D tiene la forma,
D =
2
6
6
6
6
6
4
d11 0 ¢¢¢ 0
0 d22 ¢¢¢ 0
. . .
. . .
. . .
0 0 ¢¢¢ dnn
3
7
7
7
7
7
5
:
Sea ® = f®1;®2;:::;®kg µ f1;2;:::;ng. Es sencillo comprobar que
det(DA)[®] = detD[®]detA[®]
det(AD)[®] = detA[®]detD[®]
det(DAD¡1)[®] = detA[®]
Por tanto, si A y D son R-matrices, DA, AD y DAD¡1 tambi¶ en lo
son.
b) Sea la matriz permutaci¶ on P = [i1;i2;:::;in]. Entonces det(PAP T)[®] =
detA[¯] 6= 0, donde ¯ = fi®1;i®2;:::;i®kg µ f1;2;:::;ng:
c) Inmediato a partir de la de¯nici¶ on de R-matriz.
La ¶ ultima propiedad nos permite extender el concepto de R-matriz al
contexto de matrices parciales.
De¯nici¶ on 8.0.2 Dada una matriz parcial, A, se dice que es una R-matriz
parcial si el determinante de cada submatriz principal completamente especi-
¯cada es distinto de cero.201
Ejemplo 8.0.7 La matriz
A =
2
6
6
6
6
4
1 ¡1 ? ?
¡0;5 1 0;5 1
0 0;5 1 0;5
? ¡1 0;5 1
3
7
7
7
7
5
es una R-matriz parcial ya que todas sus submatrices principales totalmente
especi¯cadas tienen determinante distinto de cero.
A continuaci¶ on exponemos los resultados obtenidos sobre el problema de
completaci¶ on de R-matrices parciales. En primer lugar, ponemos de mani-
¯esto en las siguientes proposiciones, la posibilidad de suponer, sin p¶ erdida
de generalidad, que la diagonal de una R-matriz est¶ a especi¯cada.
Proposici¶ on 8.0.4 Sea A una R-matriz parcial de tama~ no n£n, con todos
los elementos diagonales no especi¯cados. Entonces A tiene R-completaci¶ on.
Demostraci¶ on: Sea Ax la R-matriz parcial obtenida de A al reemplazar
todos los elementos no especi¯cados fuera de la diagonal por valores reales
y los elementos diagonales por x. Sea ® un subconjunto de f1;2;:::;ng con
j®j = k. Es f¶ acil observar que detAx[®], es un polinomio en x de grado k al
que denotamos por P®(x).
Estamos interesados en encontrar valores de x para los cuales P®(x) sea
distinto de cero, para todo ®. Sea N® el conjunto de soluciones reales de
la ecuaci¶ on P®(x) = 0. Cualquier valor de x perteneciente al conjunto R ¡
S
fN®: ® µ f1;2;:::;ngg nos va a proporcionar una R-completaci¶ on de A.
¤
Analizando el caso de matrices parciales, cuya diagonal contiene posi-
ciones especi¯cadas y otras no, complementamos el resultado anterior.
Proposici¶ on 8.0.5 Sea A una R-matriz parcial de tama~ no n£n, cuya dia-
gonal contiene algunas posiciones especi¯cadas y otras no. Entonces A tiene202 CAP¶ ITULO 8. R-MATRICES
R-completaci¶ on si y s¶ olo si la submatriz principal correspondiente a las posi-
ciones diagonales especi¯cadas tiene R-completaci¶ on.
Demostraci¶ on: Veamos que la condici¶ on del enunciado es su¯ciente para la
existencia de una R-completaci¶ on de A.
Por semejanza de permutaci¶ on suponemos, sin p¶ erdida de generalidad, que
A tiene la forma,
A =
"
A[®c] A[®cj®]
A[®j®c] A[®]
#
;
donde ® = fm;m + 1;:::;ng, m 2 f1;:::;n ¡ 1g, la diagonal de A[®]
est¶ a completamente especi¯cada y la diagonal de A[®c] est¶ a completamente
no especi¯cada. Por hip¶ otesis, existe A[®]c, una R-completaci¶ on de A[®]. Sea
xii;i = 1;2;:::;m ¡ 1 los elementos no especi¯cados de la diagonal. Consi-
deramos la R-matriz parcial, A1, obtenida al reemplazar cada elemento no
especi¯cado de las submatrices A[®cj®] y A[®j®c] por un ¶ unico valor real y
la submatriz principal A[®] por su correspondiente R-completaci¶ on, A[®]c.
Ahora estudiamos la submatriz parcial A1[fm ¡ 1g [ ®] de A1. Sea ¯ µ ®.
Sabemos que detA1[¯] 6= 0, por lo tanto, existe un valor real x¯ que cumple
la ecuaci¶ on:
detA1[fm ¡ 1g [ ¯] = xm¡1;m¡1 detA1[¯] + detA10[fm ¡ 1g [ ¯] = 0
Entonces podemos elegir un valor real cm¡1;m¡1 para que la matriz A2, obteni-
da al reemplazar xm¡1;m¡1 por cm¡1;m¡1 en A1 sea una nueva R-matriz par-
cial. Aplicando un argumento an¶ alogo a A2[fm¡2;m¡1g[¯] y asi sucesi-
vamente obtenemos una R-completaci¶ on de A.
La necesidad de la condici¶ on es evidente por la propia de¯nici¶ on de R-matriz.
¤
A partir de ahora podemos considerar, por tanto, sin p¶ erdida de gene-
ralidad, matrices parciales con la diagonal completamente especi¯cada. La8.1. MATRICES NO POSICIONALMENTE SIM¶ ETRICAS 203
proposici¶ on 8.0.3 nos permite suponer adem¶ as que los elementos diagonales
son 1¶s.
Analizamos ahora el problema de completaci¶ on de R-matriz en ambos
casos, matrices no posicionalmente sim¶ etricas y matrices posicionalmente
sim¶ etricas.
8.1. Matrices no posicionalmente sim¶ etricas
El problema de completaci¶ on de R-matrices parciales tiene respuesta a¯r-
mativa en el caso de matrices parciales no posicionalmente sim¶ etricas, como
vemos en los siguientes resultados.
Lema 8.1.1 Sea A una R-matriz parcial, de tama~ no n £ n, con un ¶ unico
elemento no especi¯cado. Entonces A tiene R-completaci¶ on.
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, a partir de la
propiedad PAP ¡1, que el elemento no especi¯cado est¶ a en la posici¶ on (1;n).
Dado x 2 R, consideramos la completaci¶ on de A
Ax =
2
6
6
6
6
6
6
6
4
a11 a12 ¢¢¢ a1;n¡1 x
a21 a22 ¢¢¢ a2;n¡1 a2n
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ¢¢¢ an¡1;n¡1 an¡1;n
an1 an2 ¢¢¢ an;n¡1 ann
3
7
7
7
7
7
7
7
5
:
Sea ± = detAx[f2;3;:::;ngjf1;2;:::;n ¡ 1g]. Es sencillo comprobar que
detAx = detA0 + (¡1)
n+1±x
Por tanto, consideramos dos casos:
(a) ± 6= 0. En este caso, es f¶ acil ver que existe un ¶ unico valor de x para que
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b) ± = 0. Entonces, el conjunto de vectores fui = [ai1 ai2 ::: ain¡1],
i = 2;3;:::;ng es linealmente dependiente, por tanto, existe un con-
junto de escalares, no todos nulos, ®j, j = 2;3;:::;n ¡ 1, tal que
un =
P
j2f2;3;:::;n¡1g ®juj.
Haciendo las operaciones adecuadas sobre el determinante
detA0 = det
2
6
6
6
6
6
6
6
4
a11 a12 ¢¢¢ a1;n¡1 0
a21 a22 ¢¢¢ a2;n¡1 a2n
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ¢¢¢ an¡1;n¡1 an¡1;n
an1 an2 ¢¢¢ ann¡1 ann
3
7
7
7
7
7
7
7
5
;
obtenemos:
detA0 = det
2
6
6
6
6
6
6
6
4
a11 a12 ¢¢¢ a1;n¡1 0
a21 a22 ¢¢¢ a2;n¡1 a2n
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ¢¢¢ an¡1;n¡1 an¡1;n
0 0 ¢¢¢ 0 ann ¡
P
j2f2;3;:::;n¡1g ®jajn
3
7
7
7
7
7
7
7
5
:
Teniendo en cuenta que el determinante de A[f2;3;:::;ng] y de A[f2;3;
:::;n¡1g] es no nulo, ya que A es una R-matriz parcial, se veri¯ca que
ann ¡
P
j2f2;3;:::;n¡1g ®jajn 6= 0. Entonces, detA0 y por tanto, detAx es
distinto de cero.
Del an¶ alisis anterior se deduce que existe como m¶ aximo un valor de x con
el que detAx = 0. Observamos que para cada submatriz principal de A que
incluye la posici¶ on (1;n), existe como m¶ aximo un valor de x para que el
determinante de dicha submatriz sea nulo. Sea S el conjunto de todos los
valores mencionados de x. Por tanto, Ax es una R-completaci¶ on para todo
x 2 R ¡ S. ¤
Podemos generalizar el resultado anterior para cualquier n¶ umero de ele-
mentos no especi¯cados.8.2. MATRICES POSICIONALMENTE SIM¶ ETRICAS 205
Teorema 8.1.1 Sea A una R-matriz parcial no posicionalmente sim¶ etrica,
de tama~ no n £ n, con r elementos no especi¯cados, r > 1. Entonces A tiene
R-completaci¶ on.
Demostraci¶ on: Vamos a utilizar la inducci¶ on matem¶ atica sobre r. Para
r = 1 aplicamos el lema anterior. Supongamos que A tiene R-completaci¶ on
para r = k ¡1 elementos no especi¯cados. Vamos a demostrar ahora la exis-
tencia de R-completaci¶ on para r = k.
Podemos asumir, sin p¶ erdida de generalidad, mediante la propiedad PAP ¡1,
que existe un elemento no especi¯cado en la posici¶ on (1;n), que denotamos
por x.
Sea A1;A2;:::;Am, todas las submatrices que contienen ¶ unicamente la posi-
ci¶ on (1;n) como no especi¯cada. Denotamos por R ¡ Ni, el conjunto de va-
lores que seg¶ un la demostraci¶ on del lema 8.1.1, proporciona R-completaci¶ on
de Ai, i = 1;2;:::;m.
Sea A la matriz parcial resultante de completar la posici¶ on (1;n) de A
con cualquier valor del conjunto R ¡
S
fNi : i 2 f1;2;:::;mgg. A es una R-
matriz parcial con k ¡ 1 elementos no especi¯cados. Por hip¶ otesis de induc-
ci¶ on, existe una R-completaci¶ on de A, y por tanto de A. ¤
8.2. Matrices posicionalmente sim¶ etricas
Para matrices parciales posicionalmente sim¶ etricas el problema de com-
pletaci¶ on de R-matrices parciales tiene tambi¶ en respuesta afrimativa, con lo
que el citado problema queda completamente cerrado.
Lema 8.2.1 Sea A una R-matriz parcial posicionalmente sim¶ etrica, de ta-
ma~ no n £ n, con un par de elementos no especi¯cados. Entonces A tiene
R-completaci¶ on.206 CAP¶ ITULO 8. R-MATRICES
Demostraci¶ on: Podemos suponer, sin p¶ erdida de generalidad, que los ele-
mentos no especi¯cados est¶ an en las posiciones (1;n) y (n;1).
Sea Ax la matriz obtenida al completar dichas posiciones con x,
Ax =
2
6
6
6
6
6
6
6
4
a11 a12 ¢¢¢ a1;n¡1 x
a21 a22 ¢¢¢ a2;n¡1 a2n
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ¢¢¢ an¡1;n¡1 an¡1;n
x an2 ¢¢¢ an;n¡1 ann
3
7
7
7
7
7
7
7
5
:
Vamos a encontrar valores de x con los que Ax es una R-matriz. Para ello,
estudiamos las submatrices principales de A que contienen la primera ¯la y
la ¶ ultima columna.
En primer lugar, sea S el conjunto de los valores reales con los que detAx[f1;ng]
es nulo. Consideramos ahora ® µ f2;3;:::;n ¡ 1g, card(®) = k > 0. En-
tonces:
detAx[f1g [ ® [ fng] = ¡x2 detAx[®] + (¡1)k+1(detA0[f1g [ ®j® [ fng] +
detA0[® [ fngjf1g [ ®]) + detA0[f1g [ ® [ fng]
Como A es una R-matriz parcial, entonces detAx[®] 6= 0, consiguiendo una
ecuaci¶ on de segundo grado, detAx[f1g [ ® [ fng] = 0, con cero, una o
dos ra¶ ³ces reales. Sea N® el conjunto de dichas ra¶ ³ces. Por cada valor real
x del conjunto R ¡ ((
S
fN® : ® µ f2;3;:::;ngg)
S
S) obtenemos una R-
completaci¶ on de A. ¤
En el siguiente teorema generalizamos el resultado conseguido por induc-
ci¶ on matem¶ atica sobre el n¶ umero de pares de elementos no especi¯cados en
la matriz parcial.
Teorema 8.2.1 Sea A una R-matriz parcial posicionalmente sim¶ etrica de
tama~ no n £ n. Entonces A tiene R-completaci¶ on.8.2. MATRICES POSICIONALMENTE SIM¶ ETRICAS 207
Demostraci¶ on: Supongamos que A tiene r pares de elementos no especi-
¯cados. Procedemos por inducci¶ on sobre r. Para r = 1 aplicamos el lema
anterior. Supongamos que el resultado es cierto para r = k ¡ 1 y vamos a
demostrarlo para r = k.
Podemos suponer, sin p¶ erdida de generalidad, a partir de la propiedad PAP ¡1,
que las posiciones (1;n) y (n;1) no est¶ an especi¯cadas y las denotamos por
x.
Sean A1;A2;:::;Am, todas las submatrices principales de A que contienen
¶ unicamente (1;n) y (n;1) como elementos no especi¯cados. Siguiendo la de-
mostraci¶ on del lema 8.2.1, sea N1;N2;:::;Nm los conjuntos de valores reales
de x para los cuales las anteriores submatrices no tienen R-completaci¶ on,
respectivamente.
Elegiendo x de R ¡
S
fNi : i 2 f1;2;:::;mgg, obtenemos una nueva R-matriz
parcial A con k ¡1 pares de elementos no especi¯cados. Por la inducci¶ on, A
y por tanto A tiene R-completaci¶ on. ¤208 CAP¶ ITULO 8. R-MATRICESCap¶ ³tulo 9
TR-matrices
A continuaci¶ on, analizamos el problema de completaci¶ on de las TR-
matrices parciales, para matrices posicional y no posicionalmente sim¶ etricas,
dando una respuesta a¯rmativa a la existencia de las completaciones deseadas
en ambos casos.
De¯nici¶ on 9.0.1 Dada A una matriz real de tama~ no n £ m, se dice que A
es una TR-matriz si para cualquiera ®, ¯ µ f1;2;:::;ng, con j®j = j¯j, se
veri¯ca que detA[®j¯] es distinto de cero.
Ejemplo 9.0.1 La matriz
A =
2
6
6
4
1 0;5 0;5 0;25
0;7 0;7 0;45 0;5
0;25 0;49 0;7 0;5
3
7
7
5;
es una TR-matriz ya que todas las submatrices de A tienen determinante
distinto de cero.
A continuaci¶ on veremos las propiedades de las TR-matrices, teniendo en
cuenta que a lo largo de este cap¶ ³tulo vamos a considerar matrices cuadradas.
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Proposici¶ on 9.0.1 Dada A una TR-matriz de tama~ no n £ n, se cumplen
las siguientes propiedades:
a) DA, DA y DAD¡1 son TR-matrices, siendo D una matriz diagonal
con elementos diagonales no nulos.
b) PAP T es una TR-matriz, siendo P una matriz permutaci¶ on.
c) Toda submatriz de una TR-matriz es tambi¶ en TR-matriz.
Demostraci¶ on:
a) Supongamos que D tiene la forma:
D =
2
6
6
6
6
6
4
d11 0 ¢¢¢ 0
0 d22 ¢¢¢ 0
. . .
. . .
. . .
0 0 ¢¢¢ dnn
3
7
7
7
7
7
5
:
Sean ®;¯ µ f1;2;:::;ng, ® = f®1;®2;:::;®kg y ¯ = f¯1;¯2;:::;¯kg.
Aplicando la f¶ ormula de Cauchy-Binet es sencillo comprobar que:
det(DA)[®j¯] = detD[®]detA[®j¯].
det(AD)[®j¯] = detA[®j¯]detD[¯].
det(DAD¡1)[®j¯] = detD[®]detA[®j¯]detD¡1[¯].
Como A es una TR-matriz, entonces DA, AD y DAD¡1 tambi¶ en lo
son.
b) Sea P la matriz permutaci¶ on [i1;i2;:::;in]. Entonces det(PAP T)[®j¯] =
detA[°j±] 6= 0, donde ° = fi®1;i®2;:::;i®kg y ± = fi¯1;i¯2;:::;i¯kg,
°;± µ f1;2;:::;ng.
c) La tercera propiedad se deduce a partir de la de¯nici¶ on de TR-matriz.
La ¶ ultima propiedad nos permite extender el concepto de TR-matriz al
contexto de matrices parciales.211
De¯nici¶ on 9.0.2 Dada A una matriz parcial, se dice que A es una TR-
matriz parcial si todas las submatrices completamente especi¯cadas de A
tienen determinante distinto de cero.
Ejemplo 9.0.2 La matriz parcial.
A =
2
6
6
4
1 ? 0;5
0;7 0;7 0;45
0;25 0;49 ?
3
7
7
5
es una TR-matriz parcial ya que todas las submatrices completamente especi-
¯cadas de A tienen determinante distinto de cero.
Empezamos nuestro estudio de las TR-matrices suponiendo que algunas
posiciones diagonales no est¶ an especi¯cadas. En la siguiente proposici¶ on de-
mostramos que siempre se puede completar dichas posiciones obteniendo una
nueva TR-matriz parcial.
Proposici¶ on 9.0.2 Sea A una TR-matriz parcial de tama~ no n £ n, con
algunas posiciones diagonales no especi¯cadas. Entonces podemos completar
las posiciones diagonales no especi¯cadas, para obtener una nueva TR-matriz
parcial con toda la diagonal especi¯cada.
Demostraci¶ on: Desarrollamos la demostraci¶ on por inducci¶ on matem¶ atica
sobre el n¶ umero r de posiciones diagonales no especi¯cadas.
En primer lugar, supongamos que A tiene ¶ unicamente una posici¶ on diagonal
no especi¯cada que denotamos por x. Sea Si con i = 1;2;:::;m, las submat-
rices de A cuyo ¶ unico elemento no especi¯cado es x. Razonamiento similar al
de la proposici¶ on 8.0.4 nos permite asegurar que existe un conjunto R¡
S
Ni,
i = 1;2;:::;m, de valores reales con los que A puede ser completada a una
nueva TR-matriz parcial con la diagonal especi¯cada.
Ahora, supongamos que el resultado es cierto cuando A tiene r = k ¡ 1212 CAP¶ ITULO 9. TR-MATRICES
posiciones diagonales no especi¯cadas, y vamos a demostrarlo cuando r = k.
Podemos suponer, sin p¶ erdida de generalidad, que la posici¶ on (1;1) de A
no est¶ a especi¯cada y la denotams por x. Es f¶ acil completar x de tal ma-
nera que la matriz obtenida siga siendo una TR-matriz parcial con k ¡ 1
posiciones diagonales no especi¯cadas. Por tanto, aplicando la hip¶ otesis de
inducci¶ on, podemos obtener una nueva TR-matriz parcial de A con diagonal
especi¯cada. ¤
El resultado anterior, nos permite considerar matrices parciales con la
diagonal especi¯cada.
A continuaci¶ on estudiamos el problema de completaci¶ on de TR-matrices
parciales distinguiendo el caso posicional del no posicionalmente sim¶ etrico, y
cerrando el problema para ambos.
9.1. Matrices no posicionalmente sim¶ etricas
El problema de completaci¶ on en el caso de matrices no posicionalmente
sim¶ etricas est¶ a resuelto, como mostramos en los siguientes resultados.
Lema 9.1.1 Sea A una TR-matriz parcial, de tama~ no n £ n, con un ¶ unico
elemento no especi¯cado. Entonces A tiene TR-completaci¶ on.
Demostraci¶ on: Podemos suponer, por semejanza de permutaci¶ on, que el
elemento no especi¯cado est¶ a en la posici¶ on (1;n). Sea Ax el resultado de
reemplazar dicho elemento por x,
Ax =
2
6
6
6
6
6
6
6
4
a11 a12 ¢¢¢ a1;n¡1 x
a21 a22 ¢¢¢ a2;n¡1 a2n
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ¢¢¢ an¡1;n¡1 an¡1;n
an1 an2 ¢¢¢ an;n¡1 ann
3
7
7
7
7
7
7
7
5
:9.2. MATRICES POSICIONALMENTE SIM¶ ETRICAS 213
Es su¯ciente estudiar las submatrices de Ax que incluyen la primera ¯la y la
¶ ultima columna.
Sea ® = f®1;®2;:::;®kg µ f2;3;:::;ng y ¯ = f¯1;¯2;:::;¯kg µ f1;2;:::;
n ¡ 1g. Se veri¯ca
detAx[f1g [ ®j¯ [ fng] = detA0[f1g [ ®j¯ [ fng] + (¡1)k+1xdetAx[®j¯]
Como A es una TR-matriz parcial, entonces detAx[®j¯] 6= 0, y por tanto,
para cada ® y ¯ existe un ¶ unico valor real x®¯ para que detAx[f1g[®j¯[fng]
sea igual a cero.
Por lo tanto, obtenemos una TR-completaci¶ on de A al reemplazar x por un
valor de R ¡
S
fx®¯ : ®;¯ µ f2;3;:::;n ¡ 1gg. ¤
El siguiente resultado generaliza el anterior al considerar cualquier n¶ umero
de elementos no especi¯cados en la matriz parcial.
Teorema 9.1.1 Sea A una TR-matriz parcial no posicionalmente sim¶ etrica
de tama~ no n£n que contiene m¶ as de un elemento no especi¯cado. Entonces
A tiene una TR-completaci¶ on.
Demostraci¶ on: Por el lema 9.1.1 y siguiendo la demostraci¶ on del teorema
8.1.1, podemos obtener una TR-completaci¶ on de A. ¤
9.2. Matrices posicionalmente sim¶ etricas
A continuaci¶ on abordamos el caso de matrices parciales posicionalmente
sim¶ etricas, obteniendo resultados que cierran el problema de TR-completaci¶ on.
Lema 9.2.1 Sea A una TR-matriz parcial posicionalmente sim¶ etrica, de
tama~ no n £ n, con un par de elementos no especi¯cados. Entonces, A tiene
TR-completaci¶ on.214 CAP¶ ITULO 9. TR-MATRICES
Demostraci¶ on: Sin p¶ erdida de generalidad, podemos suponer que las posi-
ciones (1;n) y (n;1) no est¶ an especi¯cadas. Sea Ax la matriz que resulta al
reemplazar dichas posiciones por x,
Ax =
2
6
6
6
6
6
6
6
4
a11 a12 ¢¢¢ a1;n¡1 x
a21 a22 ¢¢¢ a2;n¡1 a2n
. . .
. . .
. . .
. . .
an¡1;1 an¡1;2 ¢¢¢ an¡1;n¡1 an¡1;n
x an2 ¢¢¢ an;n¡1 ann
3
7
7
7
7
7
7
7
5
:
Sea ®;¯ subconjuntos de f2;3;:::;n ¡ 1g con j®j = j¯j = k.
De forma an¶ aloga a la demostraci¶ on del lema 9.1.1, podemos considerar el
conjunto ¯nito N®¯ de valores con los que el determinante de las submatrices
A[f1g [ ®j¯ [ fng] y A[® [ fngjf1g [ ¯] es nulo. Reemplazamos el elemento
x en ambas submatrices por un valor del conjunto R ¡
S
fN®¯ : ®;¯ µ
f2;3;:::;n ¡ 1gg.
Por otro lado, tenemos
detA[f1g [ ® [ fngjf1g [ ¯ [ fng] = detA0[f1g [ ® [ fngjf1g [ ¯ [ fng] +
(¡1)k+1x(detA0[f1g [ ®j¯ [ fng] + detA0[® [ fngjf1g [ ¯]) ¡ x2 detA[®j¯]
Como detA[®j¯] 6= 0, entonces existe un conjunto de valores reales x®¯ con
el cual detA[f1g [ ® [ fngjf1g [ ¯ [ fng] es nulo.
Por lo tanto, al reemplazar x por un valor de
R¡((
[
fx®¯ : ®;¯ µ f2;3;:::;n¡1gg)
[
(fN®¯ : ®;¯ µ f2;3;:::;n¡1gg))
se obtiene la completaci¶ on deseada. ¤
A continuaci¶ on generalizamos el resultado anterior.
Teorema 9.2.1 Sea A una TR-matriz parcial posicionalmente sim¶ etrica, de
tama~ no n £ n. A tiene TR-completaci¶ on.9.2. MATRICES POSICIONALMENTE SIM¶ ETRICAS 215
Demostraci¶ on: Supongamos que A tiene r pares de elementos no especi-
¯cados. Procedemos por inducci¶ on sobre r. Para r = 1 aplicamos el lema
9.2.1. Supongamos ahora que el resultado es cierto para r = k ¡ 1 y vamos
a demostrarlo para r = k.
Podemos suponer, sin p¶ erdida de generalidad, que las posiciones (1;n) y (n;1)
no est¶ an especi¯cadas y las reemplazamos por x.
Sean A1;A2;:::;Am, todas las posibles submatrices de A que contienen
¶ unicamente a x como elemento no especi¯cado, es decir, que contienen a
(1;n) o (n;1), o contienen a ambas posiciones. Siguiendo la demostraci¶ on
de los lemas 8.2.1 y 9.2.1, sea N1;N2;:::;Nm los conjuntos de valores reales
de x para los cuales las anteriores submatrices no tienen TR-completaci¶ on,
respectivamente.
Cualquier valor x del conjunto R ¡
S
fNi : i 2 f1;2;:::;mgg nos proporciona
una nueva TR-matriz parcial A con k¡1 pares de elementos no especi¯cados.
Por la inducci¶ on, A y por tanto A tiene TR-completaci¶ on. ¤216 CAP¶ ITULO 9. TR-MATRICESBibliograf¶ ³a
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