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INTRODUCTION AND NOTATIONS 
In this paper we shall consider the unperturbed and the perturbed wave 
equation: 
u tt-Au=f or utt-Adu+IuIpu+u=f, p:>o (1) 
in a noncylindrical open domain Q C B = W x (0, T) (0 < T < + co). 
By G(t,) (0 < to < T) we denote the intersection of Q with the hyperplane 
P, = {(x, t) E [Wnfl, t = t,,}. We will also set G(O) = Q n P, and 
Q(T) = Q n Pr . Let r(t) = Z2(t) and Z = UOGtGT r(t). Z is the lateral 
boundary of Q. As it should be expected, the position of Z with respect to 
the light cone plays an important role in the determination of well posed 
problems for the equations (1). 
Therefore, throughout this paper we shall assume that Z is an n-dimen- 
sional manifold of class Cl. This is more than we need for our results, but 
this assumption will simplify our discussion. For p E Z we will denote by 
the exterior normal to Z. 
We shall say that Q is monotone increasing if G(t) grows with t. That is, 
if G’(t) denotes the projection of D(t) onto P,, , then s < t implies G’(s) C G’(t). 
Similarly we say that Q is monotone decreasing if, whenever s < t, 
Qys) 3 Q’(t). 
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Only real-valued functions will be considered here and derivatives will be 
taken in the sense of distributions. If SJ is an open set of W and 01 real number, 
then Ho(G) denotes the usual Sobolev space {see [7] for references}, in partic- 
ular Hi(Q) denotes the spaces of (classes of) functions u EL?(G) such that 
(aupq EL’(Q), i = l)..., n. Hi(Q) is a Hilbert space with the norm 
&l(G) will denote the closure in Hl(S2) of 9(G), the space of infinitely 
differentiable functions with compact support contained in Sz. H-l(Q) will 
denote the dual of H,l(G). 
Now suppose that U(X, t) is a measurable function on Q. Then we say 
that u EL~(O, T; L2(sZ))) if u(., t) ~L.~(fi(t)) for almost all t and 
L”(0, T, Hal@(t))) is defined similarly. 
In addition we will use the space &’ = (P(Q))n+l with the usual scalar 
product. J? is clearly isomorphic to the space 
Jqo, T; (P(Gyt)))n+l). 
And we will denote by 99(Q) the subspace of &’ of functions u infinitely 
differentiable in Q. 
In Section 1 we prove the following results: 
Section 1. If Q is increasing and if v(p) lies in the open backward 
light cone for every p in Z, then for every triplet 
(uo 3 ~1, f) E WG’KO) x ~2P-4W x L"(Q), 
there exists a unique solution of the problem: 
(iFu/at2) - Au = f in Q 
40, x) = uo , ut(O, 4 = Ul (2) 
(au/at)lz = (au/ax,)l, = 0 (1 < i < ?z). 
Section 2. If Q is decreasing and if V(P) lies in the forward light cone, 
then for every triplet 
(uo 3 ~1, f) E ~olGWN x ~2G’(W x L2(Q), 
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there exists a unique solution of the problem: 
(&@P) - Au = f in Q 
(3) 
u(0, x) = uo 9 Ut(O, x) = 241 . 
It should be noted that Problem (2) is well posed with more boundary 
conditions than the usual problem for the wave equation and that Problem (3) 
is well posed with no boundary condition on Z. To prove these results we 
will use the method of symmetric systems. 
Sections 2 and 3 will be devoted to the study of the usual boundary value 
problem for the nonlinear wave equation, i.e., for every triplet 
(uo 9 ~1, f) E ~01V’4W x ~2Pn(ON x L*(Q) 
find a solution of 
(&Qt2) - Au + 1 u ID u = f p 2 0 
u(0, x) = 240 , u,(O, 4 = 4 (4) 
u(x, t)lz = 0. 
The method will handle the case where V(P) does not belong to the 
light cone, and therefore will be different from the one described in 
Section 1. In Section 2 existence will be established and in Section 3 unique- 
ness; we will introduce a Cs mapping 4 of B onto B such that Q* = 4(Q) 
is increasing (Section 2) or decreasing (Section 3) and preserves the hyper- 
bolic character of (1). Such a mapping will be called hyperbolic, and a precise 
definition is given in Section 2. As it is natural in view of Section 1, the exist- 
ence of the hyperbolic mapping 4 will imply that v does not lie in the forward 
light cone (Section 2) or in the backward light cone (Section 1). To prove 
existence and uniqueness of the solutions of (4), we shall assume that Q may 
be mapped hyperbolically onto a cylinder. This is seen to imply that 2 is 
strictly timelike. We have not been able to prove the converse for general n. 
Lee [5] appears to prove the existence and uniqueness of weak solutions 
to the linear wave equation, assuming only that Z is timelike. However, his 
proof is incorrect. We have had to make a global assumption on Q, not just 
on Z to obtain our results, as in, for instance, Duff [3]. We wish to mention 
also that the method of Sections 2 and 3 allows us to consider certain non- 
linearities not included in the work of Rogak and Kazarinoff [lo], the latter 
being an extension of Lee’s result to nonlinear equations. 
Unfortunately we are not able at the present time to obtain a theorem of 
existence and uniqueness when v(p) crosses the light cone. This would 
require a combination of the results of Sections 1 and Sections 2 and 3. 
409/42/=-3 
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Finally, in Section 4, we treat Eq. (1) in a cylindrical domain Q, but with 
mixed boundary conditions. Let Z,, be an open subset of 2. Then we require 
that u = 0 on Z,, , and that the exterior normal derivative &/a~ = 0 on 
z:N.zo. 
Using a method similar to that of Caby [I], we obtain the following 
result. Suppose that there is a hyperbolic mapping 4: s --f Q, taking Z onto Z 
such that +( ZO) is a cylindrical set. Then one has existence and uniqueness of 
weak solutions of (1) satisfying the mixed boundary conditions in a generalized 
sense. 
SECTION 1 
We will use the space 2 = [L”(Q)]“+l and we will denote by ( , ) the 
scalar product in Rn+l and by ( , ) the scalar product in X, ( , ) and ( , > 
being related by the formula 
(C, G’) = j (U(x, t), v((x, t)> dx dt 
0 
T 
= 
s s 
dt (U(x, t), V(x, t)) dx. 
0 n(t) 
Then it is convenient to introduce the differential linear operator 
LU= 
- a 
at ’ 0, 0, 
0, g, 
a 
-, at 
0, 0, 
L atI 
r 
--s --, aZ2 
a' . . . 0, -- 
ax1 
a 
0, -- 
ax, 
a -- 
ax, 
a a . . . _- 
ax,' at 
U-1) 
and to denote by W(L) the space of the functions U E &’ such that LU E A“ 
(the derivatives being taken in the sense of distributions). With the norm: 
I// ~1112 = II Ull% + ll=J Il5f , 
W(L) is a Hilbert space. 
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For every [ = (5,) ta ,..., c?,,,) E Rnfl we put 
and using the Green formula we see that for every couple (u, V) E:~(P) 
we have the relation: 
(LU, V) + (II, LV) = j (A(@)) U, k’) d.Z 
z’ 
+ so,,, (U(x, T), V(x, T)) dx (1.2) 
The bilinear form 
- I do) (U(x, 0), V(x, 0)) dx. 
w, w + GWP)) N w 
is clearly symmetric; it is positive definite iff r(p) belongs to the forward 
light cone, it is negative definite iff v(p) belongs to the backward light cone. 
Therefore, if v(p) lies in the forward light cone for every p E Z, we have 
for every U in 9(g) the following inequality: 
(l-3) 
Using Gronwall’s lemma, we deduce from (1.3) that 
sup s o<ta- a(t) 
( U(x, t)12 dx 
<C [s,,,, I WG WI2 dx + ,I j-,,, ILU I2 d2dt-j - 
(1.4) 
Hence we have 
II UII”, < c [s,,, I U(x, 0)l” dx + IILU Ilf] . (1.5) 
34 COOPER AND BARDOS 
Similarly the inequalities (1.3)-( 1.5) remain true when v(p) belongs to the 
backward light cone, but only for functions U Ed such that U(x, t) = 0, 
whenever (E, t) belongs to Z. 
Now we shall show that boundary values can be defined for elements of 
W(L). Observe that if U belongs to W(L) and if 4 is an infinitely differentiable 
scalar function, then +U belongs also to W(L). Let x belong to Q(O) and + 
be a infinitely differentiable scalar function equal to one in a neighborhood 
of (x, 0) such that supp 4 n Q C Q(O), we define the function 0 on FP >: R, 
by the relation 
on the set supp 4 A g 
otherwise. 
It is clear that 
and 
u EL2(R+ ) (LqP))“fl) 
au/at EP(R+ , (H-yw)n+l) 
U-6) 
and therefore one can define the value of 0(x, t) on the hyperplane t = 0, 
at least in H-112(Rn). Thus one can show that for every U in W(L), the value 
of U on Q(O) is well defined (at least in Hi,‘,/“(Q(O)) and that the mapping 
u - U(x, 0) 
is continuous from W(L) to H~o’,/“(sZ(O)). 
The same construction can be done for the value of U on the set Q(T). 
Now let p,, = (x,, , t,,) E Z. Then one can introduce an infinitely differen- 
tiable scalar function 4, equal to one in a neighborhood of p, such that 
supp 4 n Q is small enough. By a change of variable p, can be transformed 
into the origin of coordinates in R n+i and .Z n supp 4 into an open set of the 
hyperplane t = 0. The expression L(q5U) becomes then: 
Therefore, the function A(v(P)) U(P) is defined for every U E W(L) (at least in 
H;,1,/2(A’)). The function U(p), the trace of U on Z, will be defined whenever 
the matrix A(v(P)) is invertible. This is the case when v(p) remains in the 
forward (or in the backward) light cone for every p E 22 Then it is easy to 
check that the application: 
u - U(P) 
is continuous from W(L) to H;,‘,/“(Z). 
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Using this remark we can make the following definition: we denote by K, 
the space of functions U E W(L) such that U(-, 0) = 0; by KT the space of 
functions U E W(L) such that U(*, T) = 0; and when v(p) remains in the 
forward (or in the backward) light cone for every p in 2 we denote by K,,z 
and KTz the following spaces: 
K==={UEK~: U\,=O}, K/={UEK+ UIz=O}. 
All these spaces are closed subspaces of TV(L). 
The method we use here relies heavily on the following lemma which is a 
particular case of some results of Lax and Phillips [4]. [See page 438 and 
following. In particular, see page 444, Section 4 for the role played by Q(0) 
and Q(T).] 
LEMMA 1 .l. C@(Q) n K, is dense in K, , B(o) n KT is dense in K,; 
when v(p) remains in the forward (OY in the backward) light cone B(&) n K,,z 
is dense in KO= and g(g) n K,= is dense in KTB. Finally, g(p) n W(L) is 
always dense in W(L). 
For the proof see [4]. 
THEOREM 1.1. (1) Suppose that v(p) remains in the forward light cone for 
every p E Z. Then for every FE A? there exists one and only one U in K,, such 
that : 
LU=F. (1.7) 
(2) Suppose that v(p) remains in the backward light cone for every p E 22 
Then for every FE .%? there exists one and only one U in K,= such that 
LU=F. U-8) 
Proof. We denote by L, , L, , L,=, and L,x the unbounded operators in Z? 
defined by the restriction of L to the spaces K,, , KT, K,,:, and K/. 
By (1.5) we have the inequality ]I U II2z < c I] LU I12z for every U in 
K,,= n a(g), and by the Lemma 1.1 this inequality remains true for every U 
in K,, . Therefore, L,z is an isomorphism from its domain K, onto its image; 
in particular it is injective and L,=(K,,=) is closed in .% since K,,z is closed 
in W(L). Similarly when v(p) lies in the forward light cone we have [using 
(1.5)] and Lemma 1.1 the inequality 11 U II”* < c 11 LUI$ for every U E K, . 
Therefore, L, is an isomorphism from its domain onto its image; it is injective 
and L,(K,) is then a closed subspace of Z’. 
Thus it remains to prove that in case (1) L&K,,), and in case (2) L,,z(K,,z), 
are dense in &‘. We consider first the case (1). Let V belong to Z’ and satisfy 
the relation: 
(LU, V) = 0, VIJEKO. (l-9) 
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In particular (1.9) is true for any C infinitely differentiable with compact 
support in Q; thus we have Lb’ = 0 and V belongs to W(L). Let V, E g(Q) 
be a sequence of functions converging to I; in W(L). We have [cf. (1.2)] 
(L u, V,) + ( u, L I,‘,) 
= J’, (A(u@)) U, v,> d.Z + I,,,, (U, JQ d.r - J’ (U, v,> dx 
R(T) (1.10) 
for every U in g(Q). As v(p) 1’ res in the forwrad light cone the mappings 
lye T:(., O), J’H V(-, T), VW Ji(.) 
are continuous from W(L) to H;,L’(sZ(O)), H~~*(~(T)), E&$‘(Z). Thus, in 
(1.10) we choose U E Z@(Q) n Ka with the following properties: supp U(x, t) 
is contained in a compact of a(T) and supp V(p) is contained in a compact 
of Z; then we can let E tend to zero in (1.10) and we obtain 
And from (1.9) and from the relation L V = 0 deduce that 
[, (A(v(p)) U, k’), dp - I,(T) (U, J’) dx = 0 (1.12) 
for every U E S(Q) n K,, such that supp U n Z is contained in a compact 
of Z and supp U n 9(T) is contained in a compact of G’(T). From (1.12) we 
deduce that we have J’ IB = 0 and V In(r) = 0. Thus, V belongs in fact to 
the space KTr; with the relation (1.2) one can prove for X EG@Q) n KTz 
the inequality 
II x I!% < c II LX Ilir . (1.13) 
By Lemma 1.1 this inequality remains true for every X E .Krz and in 
particular for X = V. Thus V = 0 and this completes the proof of (1) of 
Theorem 1.1. 
The proof of the density of L(K,,z) in SP is similar; we introduce V E Z 
such that 
(LU, V) = 0, VITEKo? (1.14) 
Then we show that LV = 0 and that V E KT . Using the fact that the form 
(A(v(p)) 5, 5) is always definite negative and the density of g(Q) n KT 
in KT , it is easy to see that we have 11 V II2 < c I[ LVj12 which proves that 
Y = 0 (we leave the details to the reader). This completes the proof of 2) 
of Theorem 1.1. 
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THEOREM 1.2. (1) Suppose that v(p) remains in the forward light cone 
foreverypEZ. Thmf or every couple (U, , F) E [L2(Q(0))]n+1 x ST there exist 
one and only one U in W(L) such that: 
LU=F in Q, (1.15) 
U(., 0) = v. . (1.16) 
(2) Suppose that v(p) remains in the backward light cone for every p E 2. 
Then for every couple (U,, , f) E [Lz(sZ(0))] n+1 x Ye there exists one and only 
one U in W(L) such that: 
LU =F in Q, (1.17) 
U(., 0) === u,; u I&” = 0. (1.18) 
The unicity of the solutions of (1) and (2) is a trivial consequence of 
Theorem 1.1. We prove the existence in the case (2); the proof in the case (1) 
is similar. 
As U, E [L”(G(O))]““, we can introduce a set of functions U2 Ed 
with the following properties: 
(9 5% II UT*, 0) - u. II~L2~R~o~~ln+~ = 0 
(ii) U” Ip = 0, U”ln(r) = 0. 
By Theorem 1.1 there exist U, E Ksz such that 
LU,, =F-LUn; (1.18) 
thus L( U, + U’J) = F. Let lJ,,< be a sequence of functions belonging to 
=%a n Ko= converging to U,, in W(L). By the Green formula we have: 
II u,. + u”ll$ < cllL(K,’ + rr’)ll$ + c j-(,, I U’(JC, 0)12 dx. (1.19) 
Letting E tend to zero we obtain: 
II Un + u”ll$ < c II F/l2 + c IQ(,) I v@, O)l* dx. 
s 
1 U”(x, O)l” dx 
n(o) 
(1.20) 
is bounded when 7 + 0. Thus U, + iJn remains bounded in W(L). W(L) is a 
Hilbert space; thus we can extract from the sequence U,, + .?P a subsequence 
U,,, + U% weakly converging to U E W(L). It is easy to check that we have: 
LU=F; u IE = 0, U(., 0) = u, . 
Thus, the proof of Theorem 1.2 is complete. 
(1.21) 
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THEOREM 1.3. (1) When v(p) remains in the forwmd light cone for every 
p E Z the following problems are equivalent. 
(1, i) For every triplet (u,, , u, , f) E fP(Q(0)) x L2(Q(0)) x L2(Q) find 
u EL*(O, T; Hl(SZ(t))) such that (au/at) EL*(O, T; L2(SZ(t))), and u satisfies 
the wave equation: 
Utt -Au=f 
4.9 0) = uo 3 Ut(‘, 0) = 241. 
(1.22) 
(1, ii) For every triplet (u,, , u1 , f) E W(Q(0)) x L2(S(0)) x L2(Q) find 
U E W(L) such that: 
LU=F, U(-, 0) = CT, . (1.23) 
where F and U, are related to (u,, , u1 , f) by the relations: 
. (1.24) 
(2) When v(p) remains in the backward light cone for arery p E Z the 
following problems are equivalent. 
(2, i) For every triplet (u. , u1 , f) E Hol(Q(0)) x L*@(O)) x L2(Q) find 
u EL~(O, T; Hol(SZ(t))) such that (au/at) EL*(O, T; L2(SL(t))), and u satisfies 
the wave equation: 
u tt - Au =f 
u(., 0) = uo , d-9 0) = Ul 
(1.25) 
with the additional boundary conditions 
u Iz = au/at Ir = au/ax, Ix = 0 (1 <i <n). (1.26) 
(2, ii) For evvery triplet (uo, ul, f) E Hol(Q(0)) x L2(G(0)) x La(Q) find 
U E W(L) such that 
LU=F 
(1.27) 
U(., 0) = uo 7 Ul,=O 
where U, and F are related to (u. , u1 , f) by the relations (1.24). 
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Proof. Let u E L”(Q) with (au/&c,) E G(Q) for 1 < j < 71 and 
(ihjat) ELM b e a solution of the wave equation: 
utt -Au-f in Q. 
We put ILL = (&/ax,) (1 <j < n) and II n+l = au/at. We define the vector 
U by the relation: 
tu = (22, u2 ,.-a, &a+1 )* (1.28) 
It is clear that when u is a solution of Problem (I, i) or of Problem (2, ii), U 
belongs to W(L). Because 
we have 
(a/axj) (au/at) = (apt) (au/ax,), 
(a/ax,) ZPfl - (apt) uj = 0, 1 <j<n. 
From the relation utt - Au = f we deduce the relation 
(1.29) 
(1.30) 
and thus we obtain the relation LU = F, [in cases (1) and (2)]. Since we have 
U E W(L) the trace of (u’, u2,..., unfl ) is defined on Z and on 9(O), which 
gives a meaning to the relations: 
au/at (x = un+1 (2 and a2+ki jz = d Ic. 
Then it is easy to see that if u is a solution of (1, i) [Resp. (2, i)] U is a solution 
of (1, ii) [Resp. (2, ii)]. 
Conversely let U E W(L) be a solution of (1, ii). Since Q is decreasing, for 
every (x, t) EQ the set ((x, T): 0 < 7 < t} is contained in Q. We can set 
u(x, t) == J: un+l(x, 7) dT + u,,(x), (1.31) 
where unfl denotes the n + 1 component of U. Now let U, be a sequence of 
functions of W(L) n 9(Q) converging to U in W(L); we have: 
a t at, s u,“+l(x, 7) dr = u:++, t). 
Letting E tend to zero we obtain 
a t 
at, J u”+l(x, 7) dr = ZP+~(X, t). (1.33) 
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Now the jth scalar equation of the relation LL- -= F is 
(w+ljat) - (auj/ax,) = 0. 
Thus we have for the jth component of U: 
(au,‘jat) - (au:“jaxj) = g,j 
(1.34) 
(1.35) 
where g,i + 0 in L2(Q) as 6 --, 0. Now by (1.35) 
a .t 
-J axj 0 
u:+‘(x, s) ds = u,i(x, t) - Z&Y, 0) - s;g,’ ds. 
Hence 
a t 
z s u:‘-‘(x, s) ds + ui(x, t) ‘3 0 
and we find that au/ax, = u~(x, t). Then using the last of the scalar equations, 
we deduce that utt - Au = f. From (1.31) we deduce that u(., 0) = uo, 
and from (1.33) that (au/at) (., 0) = u,; thus u is a solution of the problem 
(1, il. 
Finally let U E IV(L) be a solution of (2, ii). Q is now increasing and we let 
(.r,t)EQ.If b 1 x e ongs to a(O), the set {(x, T): 0 < r < t} is contained in Q; 
if x does not belong to G(O) there exists one and only one real number S(X) 
(0 < s(x) < t) such that (x, S(X)) belongs to 2. The set {(x, 7): S(Y) < 7 < t) 
is then contained in Q and we may set 
J -t un+l(x, T) dr + uo(x) if x E Q(O) 0 
u(x, t) = (1.W 
s 
t 
@+1(x, T) d7 if x $! Q(0). 
s(x) 
We introduce a set of functions UE E 9(Q) vanishing on L’, which converge 
to U in W(L) (cf. for instance the proof of Theorem 1.2). We will denote by 
U(X) the following function 
u(x) = I 0 if x E Q(O) 44 if x $ J-v). 
From the relation 
a t 
at c s un+‘(x, T) dr = u,n+l(x, t), u(x) (1.41) 
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we deduce, letting c tend to zero, that we have 
(a/at) u(x, t) = un+l(x, t). 
Similarly, let 
(auijat) - (au:“/axj) = g’ [cf. (1.391. 
(1.42) 
(1.43) 
We have for x E Q(0): 
a t 
q, s u:+~(x, T) d7 = 1: $ 
(x, T) d7 - j:g:(*, T) d-r 
= u,j(x, t) - +, 0) - jIg.‘tX, T) dT, 
(1.W 
and for x $ Q(0) 
a t 
-s axi s(3c) 
U:+l(X, T) dT 
(1.45) 
= 
s 
t a 
s(3c) ax, uc 
n+l(X, T) dT - u:+l(x, s(x)) 2. 
3 
But (x, s(x)) E Z and uF+~ IZ = 0, th us we deduce from (1.45) that we have 
$+'(x, T) dT = j:,,, $ (x, 7) - g:(x> 7)) dT 
“t (1.46) 
since u,j Ix = 0. 
Now we let E tend to zero and from (1.40), (1 &I), and (1.46), we deduce, 
using the relation I+(., 0) = auo/axi , that 
au/ax, = d. (1.47) 
The proof can now be completed as in the first part, and is left to the reader. 
Combining the results of Theorem 1.2 and 1.3 we obtain finally: 
THEOREM 1.4. (1) Suppose that v(p) remains in the forward light cone for 
every p E C. Then for every triplet (u,, , u, , f) E Hl(Q(0)) x P(sZ(0)) x L2(Q) 
there exists one and only one function 
such that 
u EL~(O, T; IP(L’(t)), 
au/at Eqo, 2-i cyqt))) 
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which is a solution of the problem :
u tt - Au =f, UC., 0) = %I, ut(., 0) = 261 . 
(2) Suppose that v(p) remains in the backward li,ht cone for every p E 2, 
then for every triplet (u o , u1 ,f) E Hol(Q(0)) x L?(Q(O)) x L2(Q) there exists 
one and only one function 
such that 
L’ujat E L2(0, T; L2(Q(t))) 
which is a solution of the problem: 
U tt - Au =f, 4.9 0) = uo , Ut(., 0) = Ul f 
with the additional boundary condition 
uIc = au/LVj, = au/ax,/, = 0 (1 <<i < n). 
2. EXISTENCE FOR THE NONLINEAR EQUATION 
Now we shall use the hyperbolic mapping. Suppose p > 0 andp = p + 2. 
Let ffzLs(Q), us(x) E H,‘(s)(O)) n P(sZ(O)), and ul(x) EL~(SZ(O)) be given. 
Then we seek a function u satisfying: 
u EL”@, T; f4?(.R(t))> n L”(Q), 
(au/at) E P(0, T; L2(Q(t))), 
(2-l) 
(a2u/at2) - Au + u + 1 u Ip u = f in g(Q) (2.2) 
u(x, 0) = uo(x) a.e. in Jw) 
(h/i%) (x, 0) = ul(x) a.e. in Q(O)* 
(2.3) 
Our method of solving @.I)-(2.3) involves a change of variable. We define 
a certain class of mappings. Let U be an open subset of B, and 
4(X> t) = (WI tb**, 47&+1(x, t))
a smooth mapping of u into B. Set V+i = (&#Jax, ,..., +$/&J. We shall 
say that C$ is hyperbolic on u if the n x n symmetric matrix 
ajj = Cv+i P v4j> - (Wat) (Wjlath i,j = l,..., n (2.4i) 
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is positive definite at each point of u and bounded away from zero by a 
positive constant c > 0; and 
(%a+l/WZ - I wn+1 I2 > co > 0. 
We shall say that #I preserves the t orientation if 
(2.4ii) 
a+ Aa-0 at for all points in 8, and 4 maps 0 n PO 
(Resp. 0 n Pr) into PO (Resp. PT). 
(2.5) 
In Lions [6], existence of solutions to problem (2.1)-(2.3) was obtained 
by assuming that Q is monotone increasing. We shall relax this condition 
considerably by making the following assumption on Q. 
Assume that there is a one-to-one mapping Q: B -+ B of class C2, with 
derivatives of first and second order bounded on B. Let J(x, t) denote the 
absolute value of the Jacobian of 4. Since we shall assume that J and its 
derivatives are bounded away from zero, it follows that J is of class Cl. We 
denote the inverse mapping by $( y, s). 
Our key assumption is that 
$ is hyperbolic on B, preserves the t orientation and 
Q* = 4(Q) is monotone increasing. 
(2.6) 
Remarks. (2.4)-(2.6) imply that the exterior normal to Z always lies 
strictly outside the forward light cone. Let p E Z, let A denote the linear 
mapping which is the derivative of 4 at p, and let T(p) denote the subspace 
of IP+l which is tangent to .Z at p. Then T(q) = A(T(p)) is the tangent 
subspace to the lateral surface Z* of Q* at Q = 4(p). Let v denote the exterior 
normal to Z* at Q. The requirement that Q* be monotone increasing implies 
that v,+~ < 0. Now 
0 = (Av, v) = <v, A*v) 
Hence the exterior normal TV to Z at p is 
for all ‘u E T(p). 
But 
/L = A*(p) v = p + ,E 
= A*(vl ,..., v, , 0) + A*(0 ,..., 0, v,+~). 
(2.7) 
cli = g1 vj 2 (P)? i = l,..., n 
* 
i&&+1 = f vj g(P). 
j==l 
44 COOPER AND BARDOS 
and (2.4) implies that I;=, iii* > ,G’,+r so that A*(vr ,..., v, , 0) lies strictly 
outside both the forward and backward light cone at p. On the other hand, 
the 11 + lth component of A*(O,..., 0, v,+r) is 
by (2.5). Thus /L = A*(p) v must lie strictly outside the forward light cone 
at p. 
Unfortunately, we have not been able to prove that the conclusion of this 
remark would imply the existence of a map + satisfying (2.4)-(2.6). 
THEOREM 2.1. Assume (2.6). Then problem (2.1)-(2.3) has a solution. 
Proof. We transform Eq. (2.2) via the mapping (y, s) = $(x, t). In 
divergence form it then becomes (with Dj = a/ayi , and D, = a/as) 
D,(aD,v) - f Di(aiiDiv) + f Dj(bjD,v) 
i.j=l j=l 
(2.8) 
u = (W)’ - g p&2, 
aij = (04, , VCJ$) - (-$) (-$$) , 
bj = 2 [(+) ($) -z (+) (%)I, 
and 
D,a - i Djbj . 
i=l 
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We now use the technique of Lions [6] to solve this equation in the set Q*. 
That is, we let M(y, S) be the characteristic function of B NQ*, and we 
consider the perturbed equation of B, 
D,(aD,) - f D,(aijDjv) + f Dj(bjDyW) 
i.i=l j=l (2.9) 
+ gl C&J + CDP + v + I 0 I0 ZJ + (l/e) I& = 2 
where 2 is the extension of g = f 0 # by zero outside of Q*. 
Following Lions [6] we let wr ,..., wk ,... be a sequence of elements of 
H1(lP) n LP(lP) such that for each m, {wl ,..., wm} is linearly independent and 
such that finite linear combinations of the wk are dense in ZP(Rn) n Lp(R”). 
Let V, = xF=, gEm(S) wk be defined by the system of ordinary differential 
equations (’ denotes differentiation with respect to s). 
- il (W,n’(s), DPOK) + tl (c,Q~/‘,W, A + (c~nz’(G 4 
(2.10) 
+ (I ~&)lp em, Wk) + (~wz(s), %) + W) WT/,W~ ZL’JJ 
= (iw> w7Gh k = I,..., m, 
with 
Vm(0) = 2 quJ( - %(Y) in ffyw) n L*( UP) 
i=l 
vmyo) = i Biwi --f B,(Y) in L2( W) 
i=l 
where C,,(y) is the extension by zero outside of G*(O) of v,(y) = u&P(y)) 
and $(y) is the extension by zero outside of a*(O) of 
where 
Y(Y) = MY, O>Y, $L(Y, ON. 
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Now multiplying by g,&S) and summing over k we find 
= W(s), Vm’(s)) - ((2~ +il D$j - Dsa) Vm’(s)> Vm’(s)) 
+ ,$, ((D&ii) DjVrrz(S)t Dii’m(s)) - 2 (f c@jVm(S), V,‘(s)) * j-1 
It follows by (2.4) and Gronwall’s lemma that 
(i) the norm of V, in Lm(O, T; H1(lP)) nL*(B) is bounded by a 
constant cr; 
(ii) the norm of Vm’ in L”(0, T; L2(llP)) is bounded by a constant cs; 
(iii) (1 /AZ) MVm’ is bounded in L2(B) by a constant c, . The constants 
ci , cs , and ca are independent of m and E. 
We may therefore extract a subsequence, again denoted V, , such that 
L.‘, ---f p7 in L”(0, T; ZP(lP)) weak star and in 
L”(B) weakly, 
v,rl’ -+ V’ in L”(0, T;L2(Rn)) weak star, 
(1 /El/s) MV, + (1 /El/s) MV in L2(B) weakly, 
with V and V’ satisfying the same bounds as did V, and V,,,‘. In addition, 
we may suppose that 1 V, IL1 Vm ---f @ weakly in LB/(*-l)(B) weakly. For 
bounded Sz, the injection Hr(Q) -L2(Q) is compact so we may assume that 
V, --f I’ a.e., whence @ = I V I0 V. Finally we note that (i) and (ii) above 
imply that V,,,(O) - V(0) in, say, L2([Wn) so that 
VY, 0) = Co(Y). 
Returning to (2.10) we see that for any x E Com(O, T) 
+ j’ (1 I’, 1~ v,,b + Vm t- + MVm’, xws) d  =jr (2, xwd ds
0 
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Noting that (l/p) + (p - 1)/p = 1, we find that V satisfies this same integral 
identity. Next observe that linear combinations of functions of the form 
x @ wk are dense in the space 
It follows that 
C,,“(O, T; H1(W)) n P(B). 
D,(aD,V) - f Di(aijDjV) + i Dj(bjD,V) + i CjDjV 
iA- j-1 j=l 
+ cD,V + 1 V p V + V + (l/c) M(aV/&) = 2 in g’(B). 
Since 
V EL’=‘(O, T; W(llP)), 
we have 
$, Di(aijDjv) l LcO(O, T; H-1(R”)) 
whence 
D&zD,V) eLm(O, T, H-1(11-t”)) + ,W+l)(o, T; LPI+-1)(~)). 
Thus, aD,V is continuous with values in some space intermediate to Ls(lP) 
and H-l(lP) + Lp~(~-l)(RBn). We then integrate by parts in (2.11) to deduce 
that 
DsV(0) = fil . 
Now we denote by Vc the solution of the perturbed Eq. (2.9). Since the 
bounds obtained on V,c were independent of E, we may extract a subsequence 
Vn, 7 4 0, such that 
(i) Vn-+ V* in L”(0, T; HI(P)) weak star and Vn + V* in La(B) 
weakly. 
(ii) D,Vn-+ D,V* in L”(0, T;L2(lP)) weak star. 
(iii) (l/v’/“) MD,Vm remains bounded in L2(B). 
As before we may deduce that 1 Vn ID VO-+ 1 V* ID V* a.e. and it follows 
from (iii) that 
MDsVn + 0 weakly in L2(B) 
whence by (ii) we deduce that M(D,V*) = 0 in B. Consequently, 
D,V* = 0 in B-Q? 
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Now let vn be the restriction of Vn to Q*. Since M = 0 on Q we deduce 
that 
DJaDp) + c DiaiiDjvn + c Dj(bjD,vn) + 1 cjDp + cDpn 
+IvnI~v~+v”=g 
in 9(Q*). Again taking limits as 77 4 0, we deduce that v = L’* (o* satisfies 
QW,v) + 1 D,(@jv) + C Dj(bjDsv) 
+CcjDjv+cD,vf(VIOV+V=g. 
As before we may deduce that v(0) = v0 and Dp(0) = vl on L+,*. Since 
v EL’O(O, T; H1(sZ*(s))) n P(Q*) 
and 
D,v EL=‘(O, T; P(LJ*(s))) 
it remains to show that 
v EL”(0, T; H&Q*(s))). 
- 
Now recall that supp f&(y) CL?,*. Thus, D,V* = 0 in B -Q* and the 
fact that Q* is monotone increasing implies V* = 0 a.e. in B -p. The 
regularity hypothesis then implies that 
v ELcO(O, T, f&$2*(0))). 
Thus, we have solved the transformed Eq. (2.8) in Q*. In fact, v satisfies 
- j: (aD,v, Dp) ds + Jr (1 aijDjv, Dp) ds - Jr (D,v, c bjDjzu) ds 
+ JI (&J + 1 cjDjv, w) ds + /I (I v ID v + v, w) ds (2.12) 
= s r (g, 4 ds + (a(O) v1 , w(O)> 
for all w E W* where IV* is the space of functions 
w dl(O, T; H&~*(S))) n P(Q*) 
such that 
D,w EU(O, T; P(~*(s))) 
w(T) = 0. 
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Now we wish to make the change of variable (y, S) = 4(x, t) to return to 
our original coordinate system. If we set U(X, t) = w($(x, t)) then it is clear, 
by the smoothness properties of +, that 
u E L”(O, T, Hol(Q(t)) n P(Q) 
(au/at) EL”(0, T; L2(Q(t))) 
with 
u(0) = u&) 
(au/at) (0) = 241(x). 
Let /(x, t) be the absolute value of the Jacobian determinant of C$ at the 
point (x, t). The transformed integral Eq. (2.12) is 
Our assumptions on + and J then imply that 
- j-j- ut~tdQ+ISo~~D,uD,rdQ+II~(lulpu+u)IdQ 
0 t 
=.u 
(2.13) 
0 
fz dQ + (~1’ +9)m+,,,, 
for all 
such that 
x dl(O, T; Ho1(J2(t))) n D(Q) 
Zt E Ll(O, T; L2(Q(t)) and z(T) = 0. 
It follows that 
(Gu/iYt2) - Au + 1 u ID u + u = f in 9(Q) 
which proves the theorem. 
Remarks. We note that the increasing monotonicity of Q* means that 
each point of Z* may be reached by one and only one line parallel to the s 
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axis, originating from some point in P, -G*(O). In the (x, t) coordinates, 
these lines are transformed into the family of curves defined by 
dxi/dS = Bi(+(x, t)) i = I,..., n 
W&f = /‘%+I(+, 0) 
(2.14) 
where ,B(JJ, s) = #‘(y, s) e, and e is the basis vector in in the s direction. 
Through each point (x, t) E E passes exactly one of these curves originating 
in P, -G(O). Thus, in the original coordinate system the perturbation is 
(l/e) MD,+ where 
M = 1 on Q, = 0 off Q. In the limit we force D8u2C to tend to zero on B - 8. 
Integrating along the curves (2.14) beginning on Pa N G(O) where us = 0, 
we would deduce that u = 0 on Z. 
Secondly, we remark that the change of variable actually takes the method 
of Lions to the natural limits of the problem. We have not shown that the 
existence of the hyperbolic mapping is a necessary condition of existence of 
solutions. However, the results of Section 1 indicate the existence of solutions 
for the linear problem will probably imply that the exterior normal to Z must 
always lie outside the forward light cone. 
3. UNIQUENESS 
We now turn to the question of uniqueness of solutions of problem (2.1)- 
(2.3). We shall make the following hypothesis on Q. 
Suppose that there is a one-to-one mapping 4: Q + Q, of class C3, with 
bounded derivatives and inverse # of class Cl such that 
+ is hyperbolic on Q, preserves the t orientation, and 
Q* =4(Q) is monotone decreasing. 
(3.1) 
Remark. Just as in the remarks following (2.4)-(2.6), the hypothesis 
(3.1) implies that the exterior normal to ,?Y must be strictly outside the back- 
ward light cone. 
THEOREM 3.1. Suppose that Q satisfies (3.1). Then for n > 3 and 
p < 2/(n - 2), the solutions of problem (2.1)-(2.3) are unique. When n = 2, 
we only require p > 0. 
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Proof. Suppose that u and ii are two solutions to (2.1)-(2.3) with the 
same given data in Q. Let w( y, s) = u($(y, s)), ~(y, s) = il(#(y, s)) and 
W(Y, s> = “(Y, 4 - ~(y, s). Then in the new coordinates, w satisfies 
= j: (Da, C b,D,z) ds - [ (1 CjDjw + cD8w, z) ds 
+ ,I (I a 1~ a - 1 w 10 w, z) ds 
for all 
such that 
z E WO, T; fJol(Q,(s))) n Lp(Q,) 
Ds E WO, T; WJ,(s))), 
Using the usual technique, we take 
z(T) = 0. 
fors <u 
for s > u. 
Set wl(s) = $ w d[, whence z(s) = wl(s) - wr(u). Now because Q* is 
monotone decreasing, we have 
4s) E ~oYQ*W), and z(T) = 0. 
Thus, we may substitute z into (3.2), obtaining 
=/:(D,w,~b,D,z)ds-~J’I(cD,w+~~D~w,z)~~ 
+ j-i (I v 1~ e - 1 v 10 v, z) ds. 
This may be written as 
(a(‘~> W(u), W(u)) f 1 (Q(O) Djwl(u), DPl(u)) + I %(u)12 i.i 
(3.3) 
= J”: (%W(S), W(S)) ds - 11 z ((Dsaij) Djx(s), D&S)) ds 
- 2 J”I (D&J, C bjD+) di + 2 I0 (cD,w + 2 c~D~w, Z) ds (3’4) 
0 
- 2 ,I (I a IQ c - 1 v ID v, z) ds. 
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We estimate the right-hand side of (3.4). First note that 
and that 
j; (cD,w + 1 cjDiw, z) ds 
and this is bounded by 
~2 J‘ 1 [I %)I2 + II w&.(s>ll” + II d4112] ds. 
Next we have 
j;(D,w,xb,D,z)ds=- j; (w, 1 (Wj) Djx + c b,Dlw) ds. (3.5) 
Since 
(w,xb,D,w)=--f(C(D,b,)w,w), 
(3.5) is bounded by 
~2’ s 1 [I w(s)l” + II w&)l12 + II wd4121 ds. 
To estimate the nonlinear terms, we recall the Sobolev embedding: for Q 
an open set with smooth boundary, 
H&2) c L’l(f.2) 
where l/q > 4 - I/n when n > 3. 
Applying this as in Lions [7, p. 161, we obtain 
s p ~3 4 ds G 17 II4411” + $ j: (I ~(41~ + II w,(~)ll*) ds
for p < 2/(n - 2). Hence the right side of (3.4) may be estimated as less 
than or equal to 
(ce + T) II w,bl12 + : s; (I +)I2 + II wA~>ll’) ds 
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and thus for CI,, and 71 sufficiently small, we have 
for all u .< u0 . It follows that w = 0 on [O, a,,]. We repeat this procedure 
until we have shown that w = 0 on all of [0, T]. For the case rz = 2, we have 
H,1(sz) CLQ(Q) f or all 4 > 2 and make a similar estimate. 
We remark that this change of variable again reveals the essential nature 
of the problem. We have not shown that uniqueness of solutions implies 
(3.1). However the results of Section 1 indicate that uniqueness of solutions 
would probably imply that the exterior normal to Z must always lie outside 
the backward cone. 
Now combining the results of Theorems 2.1 and 3.1, we have 
THEOREM 3.2. Suppose that .Q C R” is an open set with smooth boundary 
of dimension n - 1. Let $: g -0 x [0, T] be a one-to-one C3 mapping with 
bounded derivatives such that the absolute value of the Jacobian J(x, t) is 
bounded away from zero, as well as its derivatives. Assume that + is hyperbolic 
and preserves the t orientation. Suppose p >, 0 when n = 2 and p < 2/(n - 2) 
when n > 3. Then problem (2.1)-(2.3) has a unique solution. 
Remark. That Q can be mapped onto a cylinder by a hyperbolic map $ 
implies that C is strictly timelike. 
Proof of Theorem 3.2. In the case that Q may be mapped hyperbolically 
onto a cylinder, we need not employ the penalty term (I/E) M. We may 
proceed directly to the existence theorem by choosing a basis {z+} 
of H,l(fi) n Lp(G). Th e uniqueness follows from Theorem 3.1. 
4. A RELATED PROBLEM 
In this section we use the ideas of Sections 2 and 3, together with a techni- 
que of Caby [I] to solve a mixed boundary value problem for Eq. (2.2) in a 
cylindrical region Q. 
Specifically, let Sz be an open set in llP with boundary r an n - 1 dimen- 
sional manifold of class Cl. Let Q denote the open cylinder 
Q = i2 x (0, T) C [Wnfl 
and ,?Z the lateral boundary, Z = r x [O, T]. Let &, be an open subset of 2, 
and let ro(t) be the intersection of Z,, with the hyperplane P, . Then we 
define 
V(t) = {u E fP(Q): you = 0 on r&t)}. 
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This is a closed subspace of Z?(G) because the restriction mapping 
yO: H1(sZ) --f H1i2(r) is continuous. Now we pose the following problem. 
As before p >, 0 and p = p + 2. 
Given f ELM, q,(x) E V(0) (7LP(sZ) and r+(x) ELM, find a function u 
satisfying 
and 
II EP(O, T; V(t)) nD(Q), h/i% EL~(O, T; L2(Q)), (4.1) 
= I 1 ff, 4 dt + (~1, v(O)) (4.2) 
holding for all w EV(O, T; V(t)) n P(Q) such that 
awpt ELl(0, T; L2(Q)) and v(T) = (&@t) (T) = 0. 
4x9 0) = %W a.e. in Q 
(wt> (x, 0) = %(X) a.e. in 9. 
(4-3) 
We make an hypothesis on Q similar to that made in Section 2. 
We suppose that there is a one-to-one map #: Q -+ Q of class C2 with 
bounded derivatives, and Jacobian bounded away from zero as well as its 
derivatives, such that 4(Z) = Z and 
Z,,* = +(&,) is monotone decreasing, $ is hyperbolic on 
Q and preserves the t orientation. 
(4.4) 
In addition to (4.4) we must make the following hypothesis on 4. 
Let v = (vr ,..., v,) be the normal to Sz. Then 
f’ vibj = 0 
j=l 
on Z 
Remark. Let p E .Z and let T(p) d enote the plane tangent to ,Y at p. Let A 
denote the linear map 4’(p). Then because 4 maps Z onto Z, A( T(p)) = T(q) 
is the tangent plane to C at q =4(p). Now e = (0, O,..., 1) E T(p) SO 
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A(e) = (&$,/at ,..., ~+,+Jat) E T(g). Thus, if v(q) = (vl ,..., Y, , 0) is the 
normal to Z at q, we have 
Hence 
so 
where p is the exterior normal to .Z at p. Thus (4.5) is satisfied if 
Wtl+1/44 (PI = 0. Th is is the case when, for instance, #n+l is a function 
of t alone. 
THEOREM 4.1. Suppose that Q and 2Y0 satisfy (4.4), (4.5). Tizen there is a 
solution to problem (4.1)-(4.3). 
PYOO~. Use the mapping rj to transform (4.2) into the new coordinates 
D,(aDp) - f D,(aijDjv) + f D,(b,D,v) + f c~D~v 
i.i-1 j=l j=l 
+cD,v+~v~~v+v=g=fo~ (4-e) 
with the initial conditions 
V(Y, 0) = “o(Y) = %(u’(YN 
QV(Y, 0) = Vi(Y) = SV(Y>) 9 (Y1 0) + *gl 2 (YYN 2 (Y, 0) 
* 
where 
Now let 
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and suppose that 19(s) E C,,m(!R) h as support in (- 1, 0), e(s) > 0 for 
- l<s<OandJBds=l.Thenweset 
M(Y, 4 = s_‘I x(y, s - 4 O(u) do 
Because ZO* is monotone decreasing, the support of M is exactly ZOO*, and 
furthermore 
D,M < 0. 
Then we consider an integral identity associated with (4.6) and introduce 
a perturbation: 
- JF (aD,v, D,w) ds + Jl (C Qiv, Diw) ds - S,I (Dp, C bjDjw) ds 
+ 11 (CDS + 1 c$jv, W) ds + 11 (IvIpv+v,w)ds +$jzMvwdr 
= s T (g, 4 ds +h , w(O)), 
w is assumed to be smooth with w(T) = Dpw( T) = 0. 
To obtain solutions of this integral identity, we use the Galerkin method 
as in Section 2. Let wa, w2 ,... be a sequence of elements of W(Q) n D(Q) 
such that {wl ,..., w,} is linearly independent for each m, and finite linear 
combinations of the wlc are dense in IP(Q) n D’(O). Then we let 
vm = il hn(4 Wk 
where the g,, are defined as solutions of the ordinary differential equations 
(-$ (av,‘(s)), wk) + (it, acDivds), DP~) - i (by’, Djw3 
i=l 
+ (cvm’(s) + Fl cjDjvm(s)~ wk) 
+ (I v,(s)y T-J,,&) + v,(s), w.& + + jr MS&) wk dr 
= (g(s), Wk) k = l,..., m 
with 
V,(O) = 5 Oliwui - vu(y) in HyQ) n LqsZ) 
ia 
V,‘(O) = $ Biwi - q(r) in Ly2). 
i-l 
(4.8) 
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As in Section 2, we multiply by g;,(s) and sum over K. The estimate is 
obtained in the same way as before, except that we must now use (4.5) because 
the functions are not assumed to vanish on I’. The perturbation term is 
handled in the following way: 
1 - j Mv,(s) v,‘(s) dr = + $ f j 
E r l- 
Mvm2(s) dr - & 1 D$&,“(s) dr 
r 
,LdL 
s ‘2dse r 
Mvv,2(s) nr 
because DJ!J( y, s) < 0. Thus we find that there are positive constants 
Cl , c2 3 cs > 0 such that 
(i) the norm of v, in L”(0, T; s(G)) nD(&) is bounded by a con- 
stant cr , 
(ii) the norm of w,‘(s) in L”(0, T, L2(G)) is bounded by c,; 
(iii) f Jr Mvm2 dr < c, . 
Thus, we may extract a subsequence, again denoted by v,,, , such that 
v,-+v in L”(0, T; Hl(fi)) weak star, and in D(Q) weakly 
v,’ 4 0’ in L”(0, T; L2(fi)) weak star. 
It follows as before that we have chosen our subsequence so that 
1 V~ 10 v, -+ 1 v 1~ o weakly inL”/(“-l). It remains to examine the boundary 
term. In fact, v, + w inL”(0, T; s(G)) weak star implies that ysv, + y,-,er 
in L”(0, T; Wqr)) weak star. Using the lower semicontinuity of the norm 
in L2(Z) with respect to the weak topology, we can deduce that 
1 - I 6 L‘ Mv2 dZ < lim inf L j E P Mvm2 d.Z < c,T. 
Repeating the argument of Section 2, we see that v(0) = w. , D&O) = w1 
and w satisfies Eq. (4.7) for all 
such that 
w EU(O, T; IP(f2)) n Lp(Q) 
D,w GV(O, T; L2(i2)) with w(T) = D,w(T) = 0. 
Note that formally v satisfies the boundary conditions 
+k..pv,) + Me, = 0 
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where 
being the exterior normal to L2 at r. 
Now let us denote this solution of the perturbed equation by WC. Note that 
v’ is bounded in the same norms with the same constants, independent of E, 
as were the v, . Thus, we may again extract a subsequence, call it WV, as 
q J. 0 such that 
vn-+v* in L”(0, T, Hl(S2)) weak star, and in 0(Q) weakly; 
D,v” + Dp* in L”(0, T; L*(G)) weak star. 
Since 117 s,r Mu dZ < c,T, and yOv” -+ ysv* weakly, in L2(Z), we have 
s Mu dZ < lim inf s Mu dZ = 0. .?T z 
Thus, v* = 0 a.e. on &,*. 
Now let 
such that 
w EL’(O, T, ZP(L’)) n D’(Q) 
D,w EL’(O, T; P(Q)), w(T) = D,w(t) = 0 and yaw = 0 on Es*. 
Substituting in (4.7) and taking the limit as r] 4 0, we find that 
- I :(aQv , * DP) h + f: (2, ij i a Der*,Diw)ds--~jD,pl*,~bjDjW)dS 
$- J: (cDP* f 1 CjDjv*, W) ds f J: (I V* l’V* + VI*, W) dS 
= f L (g, w) ds + (40) vl , w(O)). 
Finally, changing variables back to (x, t), we see that u(x, t) = w*(+(x, t)) 
satisfies (4.1)-(4.3). Q.E.D. 
Solutions of (4. I)-(4.3) are unique in the following situation. Suppose that 
there is a one-to-one map 4: Q + Q of class C3, with bounded derivatives and 
inverse I,!J of class Cl such that +(.Z) = Z and 
$ is hyperbolic on $, preserves the t orientation, and 
(J&)* = $( ZJ is monotone increasing. 
(4.9) 
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THEOREM 4.2. Suppose + satisfies (4.5) and (4.9). Then for p 2 0 when 
n = 2, and p < 2/(n - 2) when n > 3, the solutions of (4.1)-(4.3) are unique. 
Proof. Let 
W(t) = (24 E P&Q): you = 0 on (TO), (t)}. 
Then because (,X0)* is monotone increasing, we have 
W) ’ Jw 
for s >, t. Thus if w(t) E W(t) a.e., it follows that 
s ’ w(a) da E W(t) for t < s. t 
Then the proof follows that of Theorem 3, except for (3.5) which is now 
estimated using (4.5). 
is bounded by 
G’ I 1 [I ~(41” + II w,(s)l12 + II wd41121 ds 
because C v,bi = 0. 
Combining Theorems 4.1 and 4.2, we have 
THEOREM 4.3. Suppose that there is a one-to-one mapping 4: 0 + Q of 
class C3 with bounded derivatives and with Jacobian bounded away from zero 
as well as its derivatives. Assume that 4 is hyperbolic on p and preserves the t 
orientation, that 4(Z) = Z, that $(Zo) is u cylinder set over +(r,(O)), and that 
(4.5) is satis$ed. Then for p >, 0 when n = 2, and p < 2/(n - 2) when n > 3, 
there is a unique solution to problem (4.1)-(4.3). 
We should remark that Carroll and State [2] have obtained an abstract 
existence theorem similar to our Theorem 4.1 under a hypothesis which 
implies that the spaces V(t) are increasing. Although their result cannot be 
applied directly to our problem (4.1~(4.3), there is certainly a connection 
to be studied. 
We also wish to mention that in recent work L. A. Medeiros [S] has applied 
60 COOPERANDBARDOS 
results of W. A. Strauss [ll] to generalize the paper of Lions [6] to a wider 
class of nonlinear terms. It appears quite possible that this approach could 
also be used to generalize the results of this paper. 
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