Protein-Protein interaction plays an important role in the life processes. Molecular mechanisms of the related processes can be better understood with the help of interface prediction. In this work, we use game theory concept of Shapley value to analyse the spatial relationship between residues in residue interaction network. Four features are extracted from network using shapley value and given as input to ACO for optimization.
72
In this work, we have applied the Shapley Value based centralities measure as features of 73 RIN. These features are optimized with ant colony optimization (ACO) and then given as input 74 to Naive Baye's classifier for classifying the interface residue. 75 This remainder of the paper is organized as follows. Section 2 describes the network 76 representations using amino acid residues, various algorithms for computing SV based 77 centralities measure for RIN, ACO and Naïve Baye's classifier. Results 100 Given a graph G(V,E) with the amino acids set V and the linked amino acids set E, where G is 101 used to define coailtional game g (G(V),υ) having characteristic function υ.
102
:2 ( )   →  103 104 Where graph G is dependent, satisfying condition υ(ϕ)=0.
106 υ(S) define the sphere of influence of the coalition S over the other nodes. Aadithya et. al. (2010) 107 has defined the υ(S) in four ways: in first game formulation υ(S) is the set of all nodes 108 immediately reachable (within one hop) from S (Algorithm 1). The second game formulation 109 defines υ(S) set of only those nodes which are immediately reachable in at least k different ways 110 from S (Algorithm 2). The third game defines υ(S) as the set of all nodes within a cut off 111 distance of S (as measured by shortest path lengths on the weighted graph) (Algorithm 3). The 112 fourth formulation defines the υ(S) to be an arbitrary function f(:) of the distance between S and 113 the other nodes (Algorithm 4). 114 115 Algorithm 1: Computation of υ1(S) = 1 degree away hop amino acids as shown in Fig 1a. 116
Step 1: Consider the undirected protein network g (V, E).
117
Step 2: Set "fringe" of a subset S that has at most one hop reachability, having set
Step 3: Defining its characteristic function υ 1 :2 V(G)  R given by 120
121
Step 4: Selecting fringe of amino acids are υ∊V(g) as v, the amino acid in fringe are picked one 122 by one and we define deg g (y) is equal to the number of amino acids which are one hop away 123 from y i.e. y∊V(g), Step 1: Consider an unweighted graph g(V,E) including number of agents having k least 133 neighbours in S. 134 Step 2: Formally, considering function characteristics υ 2 : where
Step 3:Ifdeg G (y j )<k, else then 137
for y i =y j ,0 otherwise
Step 4: If deg g (n j ) , two cases are discussed. Step 1: Consider an unweighted graph g(V,E,W) including the weight function is W:ER + .
156
Step 2: For function S ,
Step 3: Extended neighbourhood notation is introduced for driving SV formula, 159 N g (y j ;d cutoff )={y k y j : distance(y k ,y j ) d cutoff } â‰ â‰¤
160
Step 3.1: Size of N g (y j ,d cutoff ) is denoted by deg g (y j ,d cutoff ) which is computed by using Dijkstra's 161 algorithm.
162
Step 4: An unique value d cutoff (y i ) is assigned to each amino acid y i y(g), where υ(S) is within a âˆ1 63 distance d cutoff (y i ) from S.
164
Step 5: Obtained SV from below given expression,
( , ) 
Step 1: Considering weighted graph G(V,E,W), for function f:R + R + .
Step 3:Dijkistra algorithm is used to compute a distance vector for each vertex v.
174
Step 4: The backward cumulative sum is computed by transverse of the vectorin
175 reverse where according to E[MC(w,v)] equation, SV of the w appropriate amino acid is 176 updated.
177
Step 5: For v i =v j , producing similar analysis
Step 6: According to E[MC(v,v)] equation, SV of v updates itself after the transverse.
180
Step 7:Computed the SVs are given by: 208 the change probability at the time step t from city x to city y in the TSP problem: Step 1: Initializing ants, where for each ant n , n=1,2,3……..N. 239
Step 2: In ant n , each variable , d=1,2,3…….D. 240
Step 3: Updating pheromones by choosing from the pheromone table with probability, where i {1,2,3……K}.
∈

241
Step 4: If minimum error is obtained, then it has higher probability. 242
Step 5: Generating a standard deviation , ifrv a 1 with the use of uniform distribution U (0,1), where rv is the ≤ 243 random value lies between x 1 , the predefined threshold 0 and 1. 244
Step 6: Generating a new value for variable : if rv a 2 , by normal distribution N ( , ).
≤ 245
Step 7: Else, uniform distribution generates random value, and generating random solution for . 246
Step 8: Obtained variable denoting the observed attribute values to certain class label c.
247
Step 9: Computing probability for each class:
248
Where 249 is the y i prior probability,
( ) 250
conditional class probability density function.
( │ )
251
Step 10: Calculate probability distribution over the set of features: 
299
300 The complete program is developed in Java. In our experiment, ACO is trained and tested with 301 data shown in Table 2 . The data set consist of input as four features extracted from shapley value 302 as shown 2nd,3rd and 4th column, and output is two labels: interface residue (denoted as + 1) 303 and not interface residue (denoted as -1). 70% data are used for training and 30% is used for 304 testing. ACO optimizes the weight of the feature, i.e., pheromones updating and transient 305 probability prediction. The ACO is learned by Naïve Baye's generative classifier and classified 306 the protein structure according to four features. In this experiment we adopted k fold cross-307 validation where k = 7. The complete R126 dataset is divided in equal subset of 18 proteins. In 308 each step, we have selected one subset of protein as the test set, and the rest 6 subsets were used 309 for training. The same procedure was repeated 7 times with all other subsets (see Figs. 3-5) . The 310 complete GUI of the software is shown in Fig 6. Fig: 6 a) The accuracy (ACC) of Naïve Baye's and Naïve Baye's with ACO based on the RIN features are 317 0.8 and 0.85 respectively, the F-measure is about 0.74 and 0.79 respectively, recall is 0.7 and 318 0.75 respectively, and the precision is 0.75 and 0.8 respectively. There are many works about the 320 categories: sequence, structure and mixed. In the present work, we have selected only that work 321 which performs prediction based or partly structural knowledge for comparison, and the results 322 are shown in Table 3 . With the data in Table 3 and Fig 7, we can get an overall impression that 323 the predictor based on RIN features extracted using game theory based SV is feasible, and the 324 result is comparable to that of other works. It is observed from the Fig. 7 that the precision, 325 recall, accuracy and F-measure are high for ACO with Naïve Baye's classification as compared 326 to other methods. This improvement is due to the network feature set extracted using SV and 327 further optimized by optimization algorithm ACO. E z k u r d i a e t a l . , 2 0 0 9 E z k u r d i a e t a l . , 2 0 0 9 E z k u r d i a e t a l . , 2 0 0 9 J i a o & R a n g a n a t h a n , 2 0 
