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Kernel methods are used extensively in classical machine learning, especially in pattern recog-
nition. Here we propose a kernel-based quantum machine learning algorithm which can be im-
plemented on a near-term, intermediate-scale quantum device. Our method estimates classically
intractable kernel functions, using a restricted quantum model known as “deterministic quantum
computing with one qubit”. Our work provides a framework for studying the role of quantum
correlations other than quantum entanglement, for machine learning applications.
Introduction. Noisy, intermediate-scale quantum
(NISQ) devices, consisting of up to a few hundred qubits,
have been presented as a new frontier for achieving
“quantum supremacy”, that is, surpassing the perfor-
mance of classical computing devices [1]. This is plausi-
ble due to quantum advantages offered by non-universal
quantum computational models such as Boson sam-
pling [2], instantaneous quantum polynomial-time (IQP)
sampling [3], and deterministic quantum computing with
one qubit (DQC1) [4]. Recent experiments seeking quan-
tum supremacy have involved sampling from the output
distribution of such non-universal models.
The potential applications of NISQ devices are a sub-
ject of extensive investigation in various fields, includ-
ing quantum chemistry [5–9], quantum optimization [10],
and machine learning. Machine learning could benefit
from NISQ devices due to the favourable exponential
scaling of the Hilbert space and the potential capabil-
ity of quantum correlations present in these devices to
unveil hidden correlations in big data [11, 12].
Proposals for using NISQ devices for machine learn-
ing include quantum Boltzmann machines [13], quan-
tum clustering algorithms [14], and quantum neural net-
works [15]. Very recently, a kernel-based supervised ma-
chine learning method—one based on a similarity mea-
sure between data points—has been proposed as an
alternative route toward achieving a quantum advan-
tage [16, 17]. In the mentioned approach, a quantum
processing unit is used to estimate a computationally ex-
pensive kernel function which can then be used as an
input to a classical machine learning algorithm.
The DQC1 model is a non-universal quantum com-
puting model which provides an exponential speedup in
estimating the normalized trace of a unitary matrix, in-
dependent of the size of the matrix, over classical com-
puting methods [4]. The quantum speedup achieved by
the DQC1 model is attributed to a non-classical correla-
tion known as quantum discord [18, 19], which is robust
against noise. It has also been shown that the DQC1
model cannot be efficiently simulated using classical de-
vices unless the polynomial-time hierarchy collapses to
the second level [20].
In this paper, we propose a QML algorithm that can
be implemented on a NISQ device. Our scheme utilizes
and redirects the computational advantage offered by the
DQC1 model for estimating the kernels that are classi-
cally intractable to compute. We also provide a necessary
condition for a kernel to be classically tractable. We then
present simulation results for two synthesized datasets to
demonstrate the efficacy of our method.
The kernel method. To set the stage for our proposal,
we introduce support vector machines (SVM) and the
kernel method and in the context of supervised machine
learning. Let us assume a set of training (Xtrain) and test
(Xtest) datasets, where X = (Xtrain ∪Xtext) ⊂ Rd. Each
data point ~x ∈ X is assigned a label through a mapping
s : X → {+1,−1}. Classifying the data involves using
training (i.e., labelled) data Xtrain → {+1,−1} to find a
classifier f which can, with high probability, predict the
correct label of the unseen (i.e., test) data points Xtest
(i.e., f : Xtest → {+1,−1}).
For the simple case of a linearly separable dataset,
as shown in Fig. 1(a), one can find a hyperplane
f(x) = sign(~w · ~x+ b), where ~w and b are the hyperplane
normal vector and offset, respectively, both of which can
be determined using the training data.
The classification problem can be reduced to maxi-
mizing the margin (which is proportional to ||~w||−2) be-
tween the hyperplane and nearest data points, known
as support vectors, subject to the condition that
yi(~w · ~xi + b) ≥ 1 (see Fig. 1(a)). We can express
the classifier in terms of the Lagrange multiplier as
f(~x) = sign(
∑
i αiyi~x
T · ~xi), with αi ∈ R [21]. The clas-
sifier function depends on the inner product of the data
points, which is the basis of the kernel method and the
generalization of SVMs to nonlinear classifiers. To gen-
eralize the SVMs, one can define the feature map that
transforms the original data points into vectors in a
higher-dimensional space, as shown in Fig. 1(b). For-
mally, we define the feature map Φ : X → H, where
H is a Hilbert space. The kernel function, a similarity
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Figure 1: (a) A support vector machine (SVM) with a two-
dimensional linearly separable dataset. Circles in green and
orange represent samples of two classes in the dataset. The
support vectors (on the dotted red line) are those samples
from each class that are closest to the decision boundary, rep-
resented by the blue line, with maximized margin. The vari-
able b is the offset and ~w is a normal vector to the decision
boundary. (b) The kernel method: two non-linearly separable
classes (left) can become linearly separable when mapped to
a higher-dimensional space (right).
measure between data points ~x, ~x′ ∈ X, can be defined
as K(~x, ~x′) = 〈Φ(~x)|Φ(~x′)〉, where the bra–ket notation
shows the inner product on the Hilbert space H.
The link between the kernel function and machine
learning has been established by the “representer the-
orem” [21], which guarantees that for a positive semi-
definite kernel 1 the classifier can be expressed as
f(~x) =
∑
i
αiK(~x, ~xi), (1)
where ~x ∈ Xtest, and ~xi ∈ Xtrain are support vectors.
The kernel method can be extended to the quantum
domain [16, 17]. To do so, one can define the feature
map |Φ(~x)〉 = UΦ(~x)|0〉⊗n, where ~x is encoded in the
quantum circuit UΦ(~x), and |0〉⊗n is the initial state of
n qubits. The kernel function is then defined accord-
ing to K(~x, ~x′) = 〈Φ(~x)|Φ(~x′)〉. So long as it is possible
to efficiently estimate a kernel using classical means, one
cannot expect to attain a quantum advantage [16, 17]. In
other words, a necessary condition for achieving a quan-
tum advantage in the kernel method is to realize a kernel
function(s), one that is highly inefficient or intractable
for classical devices to estimate [17, 22].
DQC1. The deterministic quantum computing with
one qubit (DQC1) model is a non-universal quantum
computing model [4] which provides an exponential
speedup in estimating the normalized trace of a unitary
1 The kernel is positive semi-definite if ∀ci, cj ∈ C, and ∀~xi, ~xj ∈
X, we have
∑
i,j cic
∗
jK(~xi, ~xj) ≥ 0
matrix, independent of the size of the matrix, over clas-
sical computing resources [19, 20]. The model defies the
common notion that achieving a quantum advantage in
computation requires pure quantum states and quantum
entanglement as resources. The DQC1 circuit is depicted
in Fig. 2(a), where the initial state |0〉〈0|⊗ρn evolves un-
der the unitary interaction
U = |0〉〈0| ⊗ 1n + |1〉〈1| ⊗ Un, (2)
where 1n is the N ×N (N = 2n) identity matrix and Un
is a unitary operator acting on the n-qubit register. The
final state ρf of the control qubit, as in [4], becomes
ρf =
1
2
(
1 Tr(ρnUn)
Tr(ρnU†n) 1
)
, (3)
where Tr refers to the trace of the matrix. In the
special case where ρn = 1nN , the off-diagonal terms in
Eq. (3) become 1NTr(Un), suggesting that one can es-
timate the trace of an arbitrarily large matrix Un by
measuring the decoherence of the control qubit. By
measuring the Pauli operators of the control qubit, one
obtains 〈σx〉 = 1NRe[Tr(Un)] and 〈σy〉 = 1N Im[Tr(Un)].
The number of measurements required to estimate the
trace within a distance  with accuracy δ is given by
O(log(1/δ)/2), independent of the number of register
qubits [4]. Note that one can obtain the same (, δ) scal-
ing for a special case where the Un is a real, positive
semi-definite matrix using a classical randomized algo-
rithm [23]. Importantly, replacing the pure control qubit
with 11+βσz2 (where β ∈ R, and σz denotes the Pauli-Z
operator) adds an overhead of β−2, suggesting that the
quantum advantage of the model is robust against im-
perfect preparations of the control qubit.
It is worth noting that the DQC1 model has been ex-
perimentally realized for optical [24], nuclear magnetic
resonance [25], and superconducting [26] qubits. In ad-
dition, a cold-atom-based scheme using the Rydberg in-
teraction with 100 qubits has been proposed recently for
DQC1 [27].
Method. Here, we explain how we employ the DQC1
circuit to construct the kernel function. We consider a
decomposition of Un in Eq. (2) as Un = Ur(~x)Ur†(~x′),
where Ur(~x) and Ur†(~x′) represent the encoding of two
data points ~x and ~x′, respectively, and r is the depth of
the quantum circuit. We define the kernel function as
K(~x, ~x′) = Tr(ρnUr(~x)Ur†(~x′)). (4)
Using (3) and (4), we obtain
ρf =
1
2
(
1 K(~x, ~x′)
K∗(~x, ~x′) 1
)
, (5)
which is the main result of this work. Once the kernel
has been obtained, one can use it in any kernel-based
machine learning algorithm.
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Figure 2: (a) The DQC1 circuit. The control qubit is ini-
tialized in the state ρa = |0〉 〈0|, and the n-qubit register
(indicated by a “/”) is initialized in the state ρn. H denotes
the Hadamard gate and Un is a unitary operator acting on
the register. (b) Our implementation of a circuit with decom-
position Un = Ur†(~x)Ur(~x′), where Ur is the encoding circuit
with a depth of r. (c) The circuit structure of the unitary
operator U adapted from [17] to construct the kernel function
for the two samples {~x, ~x′} ∈ X. We have chosen r = 3 for
our simulation. Here φ(~x) is the feature encoding (defined in
the text).
The flexibility in choosing ρn and Ur in Eq. (4) allows
one to adapt this method to cater to different kernels,
depending on the dataset. Our scheme can be applied to
both discrete and continuous variable systems [28, 29].
For example, using ρn = |0〉〈0|⊗n and Ur(~x) = D(~x) in
Eq. (4) with D as the displacement operator [31], one
obtains the well-known, shift-invariant radial basis func-
tion (RBF) kernel K(~x, ~x′) = e−|~x−~x
′|2 (see also [30]).
As another example, for ρn = 1nN , the resulting kernel is
K(~x, ~x′) = δn(|~x− ~x′|2), where δ is the Dirac delta func-
tion.
Please note that shift-invariant kernels, such as the
RBF kernel, can be efficiently estimated classically. To
show this, one can use Bochner’s theorem to write a shift-
invariant kernel K(~x− ~x′) as the Fourier transform of a
probability distribution p(ω) [32], that is,
K(~x− ~x′) =
ˆ
dωp(ω)eiω.(~x−~x
′). (6)
Since |eiω.(~x−~x)|2 = 1, Hoeffding’s inequality guar-
anties an efficient estimation of Eq. (6) with a maxi-
mum error of  by drawing O(−2) samples from p(ω)
(see also [33]). This argument applies to rotationally in-
variant kernels as well [34].
Simulation. We now provide a proof-of-principle
example, in which a particular DQC1 quantum circuit
performs the classification task on two datasets. In [17],
a quantum circuit is proposed, which has been conjec-
tured to lead to a kernel that is intractable for a classical
device (see also [22]). We consider a circuit that has the
same feature map as [17], Ur(~x) = ∏ri=0(Uφ(~x)H⊗n)i,
where H denotes the Hadamard gate, and
Uφ(~x) = exp(i
∑
S φS(~x)
∏
i σ
i
z), with φi(~x) = xi for
i ∈ {1, 2} and φ1,2(~x) = (pi − x1)(pi − x2). The require-
ment for obtaining a kernel that is non-translationally
invariant imposes a lower bound on the depth of the
circuit. For example, in the case of r = 1, from Eq. (4)
we obtain K(~x − ~x′) = Tr(ρnUφ(~x−~x′)) and, therefore,
the resulting kernal is classically simulatable (see also
[17]). For this reason, in our simulation, we use r = 3 to
ensure that the kernel is not shift invariant.
We run our experiments on two two-dimensional
datasets with binary labels. The “make_moons” and
“make_circles” methods in the “scikit-learn” datasets
module are used to generate these datasets. We con-
sider three levels of noise to generate three datasets for
both the make_moons and make_circles methods. For
the moons dataset, we use the noise values ζ = 0.0, 0.1,
0.15 (see Fig. 3(a)), and for the circles dataset, we use
ζ = 0.0, 0.05, 0.1 (see Fig. 4(a)). Consistently, across all
six datasets, a total of 2000 points are generated and each
dataset is split into 1600 training and 400 test samples.
We run the quantum circuit in Fig. 2(a)–(c) for each
pair of training data and estimate the kernel K(~x, ~x′)
by directly calculating the trace of the Un operator in
Fig. 2(a). We then use the absolute value of the resul-
tant kernel to find the support vectors for the classifier.
Finally, we use the classifier to predict the labels for the
test data.
Figures 3(b)–(c) and 4(b)–(c) show the performance
of our kernel approach on the “moons” and “circles”
datasets. For each dataset, we report the classification
accuracy on the “training/test” datasets. Figure 3(a)
shows the moons dataset, generated using three levels
of noise. Figure 3(b) shows the results of our quantum
classifier for the fully mixed state ρn = 1nN , and Fig. 3(c)
shows the results when the initial state is the pure state
ρn = |0〉〈0|⊗n. It is interesting to note that the classifica-
tion accuracy is reduced when we use the pure state ini-
tialization instead of the mixed state initialization. The
performance of our algorithm is consistent across the two
datasets. In both cases, we observe that the quantum cir-
cuit learns to classify well (see Tables I and II), and also
that the circuit prepared at the mixed state outperforms
the one prepared at the pure state.
We also compare the performance of our quantum ker-
nel approach with that of the classical RBF kernel. We
consider the same training/test sizes as those used for the
quantum case. Unlike the quantum kernel, for training
the SVM using the classical RBF kernel, we have used
five-fold cross-validation to ensure that we obtain the
best results for the classical RBF kernel. Tables I and II
provide a summary of the performance of the SVM using
quantum and classical kernels, respectively. For both the
moons and circles datasets, the classification results of
the SVM using the quantum kernel with the mixed state
4Figure 3: (a) Plots of the synthesized moons datasets,
with 2000 samples, for a given noise (in the dataset) value
ζ = 0.0, 0.1, 0.15. We use the make_moons method in the
scikit-learn dataset module to generate each dataset. Shown
are the training/test scores (i.e., accuracy) for (b) registers in
the mixed state and (c) registers in the pure state.
Table I: A summary of the performance of the SVM algorithm
using the quantum and classical kernels on the moons datasets
(see Fig. 3). We report the training/test score of the classifier
when the register’s qubits are initialized at mixed and pure
states. The classical kernel is an RBF kernel. Here ζ denotes
the noise values used in generating the datasets.
ζ = 0 ζ = 0.1 ζ = 0.15
training test training test training test
mixed state 1.0 1.0 1.0 1.0 0.99 0.98
pure state 0.96 0.96 0.95 0.92 0.93 0.90
RBF kernel 1.0 1.0 1.0 1.0 1.0 0.98
are comparable to those of the SVM using the classical
RBF kernel.
The effect of noise. As a final remark, we wish to
comment on how the effect of noise inherent to quantum
gates may be characterized in our scheme. Note that in
the absence of noise, we have K(~x, ~x) = 1. In practice,
however, to take the noise into account, one must modify
Eq. (4) into the equation K˜(~x, ~x′) = Tr(ρnU˜(~x)U˜†(~x′)),
where U˜ denotes the noisy experimental implementation
of U . Note that K˜(~x, ~x) < 1. Having access to K˜(~x, ~x),
by measuring the control qubit, one can efficiently es-
timate the average fidelity, a measure of the impact of
noise, by using F (~x) = |K˜(~x,~x)|
2+N
N2+N [35, 36].
Conclusion. We have proposed a kernel-based scheme
for QML, based on the DQC1 model. We have numer-
Figure 4: (a) Plots of the synthesized circles dataset, with
2000 samples, for a given noise (in the dataset) value
ζ = 0.0, 0.05, 0.1. We use the make_circles method in the
scikit-learn dataset module to generate each dataset. Shown
are the training/test scores (i.e., accuracy) for (b) registers in
the mixed state and (c) registers in the pure state.
Table II: A summary of the performance of the SVM algo-
rithm using the quantum and classical kernels on the circles
datasets (see Fig. 4). We report the training/test score of the
classifier when the register’s qubits are initialized at mixed
and pure states. The classical kernel is an RBF kernel. Here
ζ denotes the noise values used in generating the datasets.
ζ = 0 ζ = 0.05 ζ = 0.1
training test training test training test
mixed state 1.0 1.0 0.98 0.97 0.84 0.82
pure state 0.89 0.88 0.83 0.83 0.73 0.73
RBF kernel 1.0 1.0 0.98 0.97 0.85 0.81
ically tested our method to classify data points of two-
dimensional synthesized datasets using a two-qubit cir-
cuit. Our work highlights the role of quantum correla-
tions such as quantum discord in machine learning and
benefits from the relationship between the fidelity of the
process and the kernel function, to assess the effect of
noise. Our method provides a framework for exploring
the possibility of achieving quantum supremacy in ma-
chine learning, as it provides a means to efficiently esti-
mate classically intractable kernels using NISQ devices.
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