We propose the first general multiplication algorithm in GF(2 k ) with a subquadratic area complexity of O(k 8/5 ) = O(k 1.6 ). Using the Chinese Remainder Theorem, we represent the elements of GF(2 k ); i.e. the polynomials in GF (2)[X] of degree at most k − 1, by their remainder modulo a set of n pairwise prime trinomials, T 1 , . . . , T n , of degree d and such that nd ≥ k. Our algorithm is based on Montgomery's multiplication applied to the ring formed by the direct product of the trinomials.
Introduction
Finite fields [10] , and especially the extensions of GF (2) , are fundamental in coding theory [6, 18] , and cryptography [13, 7] . Developing efficient arithmetic operators in GF(2 k ) is a real issue for elliptic curve cryptosystems [9, 14] , where the degree, k, of the extension must be large (160 ≤ k ≤ 600).
The solutions proposed in the literature, can be classified into two classes of methods: the generic and specific algorithms. Generic algorithms work for any extension fields, and for any reduction polynomials. The most known general methods are an adaptation of Montgomery's multiplication [15] to binary fields [2] , and the approach described by E. Mastrovito [12] , where the multiplication is expressed as a matrix-vector product. However, the most efficient implementations are specific algorithms which use features of the extension fields, such as the type of the base [16, 4, 21, 8] , or the form of the irreducible polynomial defining the field. In his Ph.D.
thesis [12] , E. Mastrovito, proved that some kind of trinomials lead to very efficient implementations; this work was further extended to all trinomials [20] . In [17] , F. Rodriguez-Henriquez and Ç . K. Koç propose parallel multipliers based on special irreducible pentanomials.
A common characteristic of all those methods is their quadratic area-complexity; the number of gates is in O(k 2 ). Implementations using lookup-tables have been proposed in order to reduce the number of gates. In [5] , A. Halbutogullari and Ç . K. Koç, present an original method using a polynomial residue arithmetic with lookup-tables. More recently, B. Sunar [19] proposed a general subquadratic algorithm, whose best asymptotic bound, O(k log 2 3 ), is reached when k is a power of 2, 3, or 5, and when the reduction polynomial has a low Hamming weight, such as a trinomial or a pentanomial. This approach is based on the Chinese Remainder Theorem (CRT) for polynomials, and Winograd's convolution algorithm.
In this paper, we consider a polynomial residue representation, using n, degree-d trinomials, such that nd ≥ k. Our approach is based on Montgomery's algorithm, where all computations are performed on the residues, and where large lookup tables are not needed. We prove that, for any degree k, and for any reduction polynomial, the asymptotic area-complexity is O(k 8/5 ) = O(k 1.6 ). Experimental results are presented, which confirm the efficiency of our algorithm for extensions of cryptographic interest.
We consider the finite field, GF(2 k ), defined by an irreducible polynomial P . We also define a set of 2n, relatively prime trinomials, (T 1 , . . . , T 2n ), with deg T j = d, for j = 1, . . . , 2n, and such that nd ≥ k. We denote t j the degree of the intermediate term of each trinomial T j , such that T j (X) = X d + X t j + 1. As we shall see further, we also need t j < d/2 (cf. Section 3). Using the Chinese Remainder Theorem, an element A ∈ GF (2 k ) can be represented by its residues modulo (T 1 , . . . , T 2n ). We shall denote (A 1 , . . . , A 2n ), the residue representation of A. We give more details in Section 2.2.
Montgomery Multiplication in Polynomial Residue Arithmetic
In this section we briefly recall Montgomery's multiplication for integers and polynomials. We then present in more details its generalization to polynomial residue arithmetic.
Montgomery Multiplication for Integers and Polynomials
Let us start with Montgomery's multiplication over integers [15] . Montgomery's algorithm returns a b r −1 mod n, where r satisfies gcd(r, n) = 1. (In practice n is almost always an odd number; thus r can be chosen as a power of 2). In this paper, we shall refer to r as the Montgomery factor. The idea is to replace the costly division by n, by a very cheap division by r. The computation is accomplished in two steps: we first define q = −a b n −1 mod r, such that a b + q n is a multiple of r; a division by r, which reduces to right-shifts, then gives a value congruent to abr −1 mod n and less than 2n. If it is larger than n, a subtraction by n gives the final result. A vast amount of research have been dedicated to Montgomery's algorithms. E.g., the interested reader can find more details in [3] and [13] , chapter 14.
The same idea applies for any finite extension field, GF(p k ) ∼ = GF(p)[X]/(f ), where f is a monic irreducible polynomial of degree k in GF(p) [X] . In other words, this means that the elements of GF(p k ) can be represented as the polynomials of degree at most k − 1, with coefficients in {0, . . . , p − 1}. See, e.g. [5] in the case of GF(2 k ), and [1] for general extension fields, GF(p k ), with p > 2. The polynomial, R = X k , is commonly chosen as the Montgomery factor, because the reduction modulo X k , and the division by X k are simple operations. Indeed, they consist in ignoring the terms of order larger than k for the remainder operation, and shifting the polynomial to the right by k places for the division. In order to compute ABR −1 mod P , we first define Q = −ABP −1 mod R, and compute (AB + QP )/R, where the division by R is performed using k right-shifts. The only difference with the integer case is that the final correction is not necessary at the end because the result is already a polynomial of degree at most k − 1.
Montgomery Multiplication over Polynomial Residues
Let (T 1 , . . . , T n ) be a set of n relatively prime trinomials. We define Γ of degree
The Chinese Remainder Theorem (CRT), which uses the following ring isomorphism,
tells us that every polynomial, U ∈ GF (2)[X], of degree less than k ≤ nd, is uniquely represented by its remainders modulo T 1 , . . . , T n .
In the following, for every A ∈ GF(2 k ) (remember that A can be represented as a polynomial in GF (2) [X], of degree at most k − 1), we denote (A 1 , . . . , A n ) its residue representation modulo (T 1 , . . . , T n ), or equivalently modulo Γ. In Algorithm 1 below, we shall also need its residue representation modulo Γ = n i=1 T n+i , for an extra set of n relativelt prime trinomials (T n+1 , . . . , T 2n ), that we shall refer to as (A n+1 , . . . , A 2n ).
We apply Montgomery's scheme to the polynomials A, B, and P given in their residue representation, i.e., by their remainders modulo (T 1 , . . . , T n ). Note that although P is of degree k, in Algorithm 1 we only need its value modulo Γ .
In our residue version, Γ also plays the role of the Montgomery factor; i.e., we compute AB Γ −1 mod P . However, unlike the integer and polynomial cases mentioned above, it is important to note that in the residue representation, (AB +QP )/Γ can not be evaluated directly (that is modulo Γ), simply because the inverse of Γ does not exist modulo Γ. We address this problem by using n extra trinomials (T n+1 , . . . , T 2n ), such that gcd(T i , T j ) = 1 for 1 ≤ i, j ≤ 2n, i = j;
and by computing (AB + QP ) modulo these n extra trinomials. Algorithm 1, below, returns R = AB Γ −1 mod P in the residue representation; i.e. we obtain (R 1 , . . . , R 2n ), the remainders of R modulo (T 1 , . . . , T 2n ), or equivalently modulo Γ × Γ .
As in the polynomial case, the final subtraction is not necessary. This can be proven by
showing that the polynomial R is fully reduced, i.e., its degree is always less than k − 1. Indeen, Mastrovito's algorithm for trinomials [20] , we only need to store 2d coefficients per matrix.)
Input: 5n polynomials of degree at most d−1: A i , B i , for i = 1, . . . , 2n, and P n+i for i = 1, . . . , n
Output: 2n polynomials of degree at most d − 1:
Then in Step 2, we compute Q = C × P −1 mod Γ, of degree less than the degree of Γ, that is at most nd − 1. Since deg P = k, we deduce deg QP ≤ nd − 1 + k; and since 2k − 2 < nd − 1 + k,
In steps 3 and 6, we remark that two base extensions (implemented using Newton's interpolation technique) are required. Since all the other steps can be performed in parallel, the complexity of Algorithm 1 mainly depends on these two steps. We analyze them in details in the next section.
Base Extensions using Trinomial Residue Arithmetic
In this section, we focus on the residue extensions in Steps 3 and 6 of Algorithm 1. We shall only consider the extension of Q, from its residues representation (Q 1 , . . . , Q n ) modulo Γ, to its representation (Q n+1 , . . . , Q 2n ), modulo Γ . 1 Note that this operation is nothing else than an interpolation. We begin this section with a brief recall of an algorithm based on the Chinese
Remainder Theorem (CRT), previously used in [19, 5] . Then we focus on the complexity of Newton's interpolation method with trinomials, which, as we shall see further, has a lower complexity.
1 The same analysis applies for the reverse operation in step 6.
For the CRT-based interpolation algorithm, with Γ defined in (1), we denote γ i,j = (Γ/T i ) mod
using the Chinese Remainder Theorem for polynomials. We compute
. . , n, and we evaluate
The evaluation of the β i s is equivalent to n polynomial multiplications modulo T i . Each term, (3) can be expressed as a matrix-vector product, Q = Zβ, where Z is a precomputed n × n matrix. Thus, the CRT-based interpolation requires (n 2 + n) modular multiplications modulo a trinomial of degree d, and the precomputation of (n 2 + n) matrices d × d. When we do not have any clue about the coefficients of the matrices, an upper-bound for the cost of one such matrix-vector product, is d 2 AND, and
where T A , and T X , represent the delay for one AND gate, and one XOR gate respectively.
A second method, that we shall discuss more deeply here, uses Newton's interpolation algo- 
We then evaluate the polynomials, Q n+i , for i = 1, . . . , n, with Horner's rule, as
Algorithm 2, below, summarizes the computations.
2 In (4), the additions must be replaced by subtractions if the characteristic of the field is = 2.
Algorithm 2 [Newton Interpolation]
Input: (Q 1 , . . . , Q n ), the residue representation of Q modulo Γ Output: (Q n+1 , . . . , Q 2n ), the residue representation of Q modulo Γ 
for j = 1 to i − 1 do 5:
Q n+i ← ζ n mod T n+i 8:
for j = n − 1 to 1 do 9:
In the following, we analyze very thoroughly the Steps 2 to 5 for the computation of the ζ i 's in section 3.1, and Steps 6 to 9 in Section 3.2 for the evaluation of Q n+i using Horner's rule.
Computation of the ζ i 's
We remark that the main operation involved in the first half of Algorithm 2 (Steps 2 to 5), consists in a modular multiplication of a polynomial of the form U = (ζ i + ζ j ) by the inverse of T j , modulo T i . Since gcd(T i , T j ) = 1, we can use Montgomery multiplication, with T j playing the role of the Montgomery factor (cf. Section 2.1) to compute
Let us define
We evaluate (7) as follows: We first compute µ = U × T
, is obtained with a division by B j,i .
By looking more closely at the polynomials involved in the computations, we remark that
). In order to evaluate (7), we thus have to compute an expression of the form U × X a X b + 1
Let us first compute φ = U × (X a ) −1 mod T i . Again, using Montgomery's reduction, with X a playing the role of the Montgomery factor, 3 we evaluate W in two steps:
Since a = min(t i , t j ), we have a ≤ t i , and thus
rewrites ρ = U mod X a , which reduces to the truncation of the coefficients of U of order greater than a − 1. For (10), we first deduce
, there is no overlap between the three parts of ρ T i , and thus, no operation is required to define ρ T i .
In Figure 1 , the grey areas represent the a coefficients of ρ, whereas the white areas represent zeros.
ρ Ti Figure 1 : The structure of ρ T i in both cases a = t i , and a = t j , with the a coefficients to add with U in dark grey
Since the a coefficients of (U + ρ T i ), of order less than a, are thrown away in the division by X a , we only need to perform the addition with U for the a coefficients which correspond to ρ X t i (in dark grey in Figure 1) . Thus, the operation U + ρ T i reduces to at most a XOR, with a latency T X of one XOR. The final division by X a is a truncation, performed at no cost.
Let us now consider the second half of equation (8), i.e., the evaluation of the expression
3 It is easy to see that gcd(X a , Ti) = 1 always.
Note that deg φ ≤ d − 1. Let us consider four steps:
For (11), we consider the representation of φ in radix X b ; i.e., φ =
using the congruence X b ≡ 1 (mod X b + 1), we compute
The second step, in (12) , is a multiplication of two polynomials of degree b − 1, modulo
We first perform the polynomial product φ × T For (13), we recall that b is equal to the positive difference between the t i and t j . Thus, we do not know whether b ≤ t i or b > t i . In the first case, there is no overlapping between the parts of ψ T i = ψ X d + ψ X t i + ψ; and ψ T i is deduced without any operation (cf. Figure 2) . Thus, For the last step, the evaluation of V in (14), is an exact division; ω, which is a multiple of X b + 1, has to be divided by X b + 1. This is equivalent to defining α such that ω = α X b + α.
As previously, we express ω and α in radix X b . We have Figure 2 : The structure of ψ T i in both cases b ≤ t i , and b > t i , and the 2b coefficients to add with φ in dark grey
We remark that defining the coefficients of α, of order less than b, and greater or equal to
b, shown in grey in Figure 3 , is accomplished without operation. We have α 0 = ω 0 , and
+1 . For the middle coefficients, (i.e., for i from 1 to
, we use the Evaluating (14) thus required (d − 2b) XOR, and a latency of (d − 1)/2b T X , taking into account that we start the recurrence, α i = ω i + α i−1 , from the two extrema simultaneously.
In Table 1 , we recapitulate the computation of V = U ×T −1 j mod T i in (6), and its complexity in both the number of binary operations, and time. The total time complexity is equal to
So far, the quantities given in Table 1 , depend on a and b. In order to evaluate the global complexity for the evaluation of all the ζ i 's, me must make assumptions on the t j 's, to define more precisely the parameters a, b. In Section 4, we shall give the total cost of (4) when the t j 's are equally spaced, consecutive integers.
Equation # AND
# XOR Time When the evaluation of (ζ 1 , . . . , ζ n ) is completed, we compute the Q n+i 's with the Horner's rule.
For i = 1, . . . , n, we have
In (16), we remark that the main operation is a multiplication of the form
where U is of degree d−1, and both T j , and T n+i are trinomials of degree d. This operation can be expressed as a matrix-vector product, M × U , where M is a (2d + 1) × (d + 1) matrix composed of the coefficients of T j . In GF(2 k ), a straightforward way to accomplish the multiplication operation is to perform a polynomial multiplication, followed by and modular reduction. The polynomial product can be expressed as a matrix-vector product M F , where M is a (2d + 1) × (d + 1) matrix composed of the coefficients, τ , of T j as follows:
A multiplier architecture was proposed by E. Mastrovito [11] , which reduces this matrix M to a d × d matrix, Z, using the congruence X d ≡ X t n+i + X. The resulting matrix, Z, is usually called the folded matrix, because the d + 1 last rows of M fall back on the d first ones.
According to our notation, we have, T j mod T n+i = X t j + X t n+i = B j,n+i , for all i, j. Thus, we have to fold a matrix composed of only two non-null coefficients per column, as shown on the left in Figure 4 . We remark that the folded matrix, Z (on the right in Figure 4 ), is very Z in unfolded form Z in folded form Figure 4 : The structures of the unfolded and folded multiplication matrices, for B j,n+i mod T n+i sparse. By looking more closely, the congruences
tell us that, choosing t i < d/2, for i = 1, . . . , 2n, yields t j + t n+i − 1 < d, and 2t n+i − 1 < d; and thus every coefficients only need to be reduced once. Moreover, we also notice that the matrix, Z, has two non-null coefficients from column 0 to column d−t n+i −1; three from column d−t n+i to column d − t j − 1; and four from column d − t j to d − 1. Thus, it has exactly 2d + t j + t n+i nonnull coefficients. Since t j , t n+i < d/2, we can consider that the number of non-zero coefficients is less than 3d. We study the global complexity of (16), in Section 4.
Analysis of the Algorithms
In order to evaluate precisely the cost of Algorithm 1, we consider equally spaced, consecutive t i 's, with t i+1 − t i = r. Hence, if j < i (as in Steps 2 to 5 of Algorithm 1), then t j < t i , and we
Note that a randomly chosen set of trinomials having this equally spaced property do not necessarily lead to a valid residue base. We recall that the trinomials, T 1 , . . . , T 2n have to be pairwise prime. In Section 5 we give examples of such bases, whose size correspond to extensions of cryptographic interest.
Complexity analysis for the computation of the ζ i 's
For the first part of the algorithm, i.e., the evaluation of the ζ i 's, we remark (cf. Algorithm 2)
that, for all i, j, we perform one addition, (ζ i + ζ j ) with polynomials of degree < d, followed by one multiplication by T −1 j modulo T i , which complexity is given in Table 1 . Using (18), the following formulas hold:
# XOR :
which, after simplifications, gives
# XOR : n(n − 1)(r 2 n 2 + r 2 n − 2rn − 8r + 18d + 6t 1 + 6) 12 .
For the latency, we remark that the polynomials ζ i 's, can be computed in parallel, for i = 1, . . . , n, but, that the sum for j = 1, . . . , n − 1 (evaluated in Steps 4 and 5 of Algorithm 2), is sequential. We also notice that, for a given i, the evaluation of ζ i can not be completed before we know the previous polynomial ζ i−1 . The delay is thus equal to the time required for the addition of ζ i−1 , plus the time for the computation of U × T
(Remember that r is the difference between two consecutive t i 's.) We conclude that the total time complexity for (4) is equal to
For the second Newton's interpolation (Step 6 of Algorithm 1), we observe that defining t n+i = t n+1 + (i − 1)r, yields the same complexities. E.g., we can choose t 1 = 1, r = 2, and
In terms of memory requirements, we have to store polynomials of the form T With t j = t 1 + (j − 1)r, and t n+i = t n+1 + (i − 1)r, defined as above, we get 2d + t i + t n+j = 2d + t 1 + t n+1 (i + j − 2)r non-zero values for each matrix. Thus, the matrix-vector product used to compute the expressions of the form U × T j mod T n+i requires 2d + t 1 + t n+1 (i + j − 2)r AND, and d + t 1 + t n+1 + (i + j − 2)r XOR. 7 Because all the products are performed in parallel, and because each inner-product involves at most 4 values, the latency is equal to T A + 2T X .
The computation of Q n+i in (16) is sequential. Each iteration performs one matrix-vector product, followed by one addition with a polynomial, ζ j , (cf.
Step 9 of Algorithm 2) of degree at most d − 1. We thus get # AN D :
or equivalently (noticing that the two sums, above, are equal),
The total delay for (16) is thus: (n − 1)(T A + 3T X ).
6 It is also possible to choose t1 = 0. In this case, T1 is a binomial and we obtain a slightly lower complexity.
Complexity Analysis for Newton's Interpolation
The total complexity for Newton's interpolation is the sum of the complexities obtained for the computation of the ζ i 's in Section 4.1, and for evaluation of the Q n+i 's with Horner's rule in Section 4.2. We have
with a latency of
or equivalently
Complexity Analysis of MMTR
In Algorithm We obtain the total complexity of Algorithm 1 by adding the complexity formulas for Steps 1, 2, 4, and 5, plus the cost of two Newton's interpolation. The gate count is:
# XOR : 1 6 n r 2 n 3 + 10rn 2 + 6n + 6 (2t n+1 + 3t 1 ) (n − 1)
and the delay is equal to
that we express, for simplicity, as
Discussions and Comparisons
The parameters n, d, and t that appear in the complexity formulae above, make the comparison of our algorithm with previous implementations a difficult task. To simplify, let us assume that n = k x , and d = k 1−x , (which satisfies nd = k). Since we need 2n trinomials of degree less than d, having their intermediate coefficient of order less then d/2 (see Section 3), the parameters k, x must satisfy k 1−2x > 4, which, for large values of k, is equivalent to x < 1 2 . 9 Thus, in the next AND and XOR counts, we only take into account the terms in k 2−x , k 1+x , and k 4x , and we also consider t 1 = 0, t n+1 = n, and r = 1, which seems to be optimal. 10 For the latency, we remark from Table 1 , that the time complexity is mostly influenced by the term in (d − 1)/2b.
The complexity of Newton's interpolation becomes
and # XOR :
Hence, the total complexity for Montgomery multiplication over residues (MMTR) is:
and # XOR : 5k 2−x + 7k 1+x + r 2 6 9 We have x < (1 − log k (4)) /2, and lim k→+∞ log k (4) = 0. 10 We recall that the trinomials have to be relatively prime. 
In the literature, the area complexity is usually given according to the number of XOR gates. Most of the studies are dedicated to specific cases, where the reduction polynomial is a trinomial [20] , or a pentanomial. E.g., in [17] , algorithms for special pentanomials of the form X k + X t+1 + X t + X t−1 + 1 are proposed. Our algorithm is a general algorithm, which does not require any special form for the reduction polynomial. The best known general methods have an area complexity of O(k 2 ). The best asymptotic area complexity of our algorithm, reached for x = 2/5, is in O(k 1.6 
In table 2 below, we count the number of XOR gates for the MMTR algorithm proposed in this paper, and the Montgomery's algorithm proposed in [2] . For all the values of k in Table 2 , we are able to define a set of 2n relatively prime trinomials satisfying r = 1, and t j < d/2, for j = 1, . . . , 2n. If we allow r to be greater than 1 in some (very few) cases, then many other interesting decompositions of the extension, k, are possible. We remark that for extensions of cryptographic interest (for ECC), our solution requires fewer XOR gates than Montgomery's algorithm. Note that, in some cases (especially for large values of k), our algorithm also performs better than the pentanomial and even trinomial approaches.
Conclusions
We proposed the first general modular multiplication algorithm over finite extension fields, GF(2 k ), with subquadratic area complexity of O(k 1.6 ). Our experimental results confirm its efficiency for extensions of large degree, of great interest for elliptic curve cryptography. For such applications, a major advantage of our solution, is that it allows the use of extension fields for which an irreducible trinomial or special pentanomial [17] , does not exist.
