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explanation of overlapping subcomponents.  
3. A decomposition approach based on the mixed second order partial 
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Abstract
This paper focuses on decomposition strategies for large-scale optimization prob-
lems. The cooperative co-evolution approach improves the scalability of evolu-
tionary algorithms by decomposing a single high dimensional problem into sev-
eral lower dimension sub-problems and then optimizing each of them individually.
However, the dominating factor for the performance of these algorithms, on large-
scale function optimization problems, is the choice of the decomposition approach
employed. This paper provides a theoretical analysis of the interaction between
variables in such approaches. Three theorems and three lemma are introduced to
investigate the relationship between decision variables, and we provide theoret-
ical explanations on overlapping subcomponents. An automatic decomposition
approach, based on the mixed second order partial derivatives of the analytic ex-
pression of the optimization problem, is presented. We investigate the advantages
and disadvantages of the differential grouping (DG) automatic decomposition ap-
proach, and we propose one enhanced version of differential grouping to deal with
problems which the original differential grouping method is unable to resolve. We
compare the performance of three different grouping strategies and provide the re-
sults of empirical evaluations using 20 benchmark data sets.
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Curse of Dimensionality.
1. Introduction
1.1. Overview
The solution of large optimization problems has attracted increasing attention
from the evolutionary computation community in recent years [1, 2, 3]. A wide
variety of metaheuristic optimization algorithms have been proposed during the
past few decades, such as Genetic Algorithms [4, 5], Evolutionary Algorithms
(EAs) [6, 7, 8, 9, 10], Particle Swarm Optimization (PSO) [11, 12], Differential
Evolution (DE) [13, 14], Simulated Annealing [15, 16], Ant Colony Optimiza-
tion [17, 18], Evolutionary Programming (EP). While these methods have been
successfully applied to theoretical and real-world optimization problems, their
application to problems of large dimension (e.g. problems with more than one
hundred decision variables) remain problematic. This paper discusses techniques
for solving such large-scale optimization (LSO) problems.
The performance of many metaheuristic methods deteriorates rapidly with the
increase in dimension of the decision variables, referred to as the “curse of di-
mensionality” in much of the literature [19, 20]. There are two reasons for this
phenomenon [21]. Firstly, the search space grows exponentially with dimension,
engendering much greater computation time in algorithms which performed well
on low dimensional spaces. Secondly, the complexity of an optimization prob-
lem may change with high dimensions, making the search for optimal solutions
more difficult. For example, Rosenbrocks function is unimodal when there are
only two variables but it becomes multimodal when the dimension is larger than
four [22, 23]. An intuitive yet efficient way to deal with this predicament is to de-
compose the original large-scale optimization problem into a group of smaller and
less complex sub-problems, and then handle each sub-problems separately. This
is known as a “divide-and-conquer” strategy and it has been successfully applied
in many areas [19, 24, 25, 26, 27].
The cooperative co-evolution (CC) method, proposed by Potter and De Jong
in [28], provided a new way to solve more complex structures such as neural
networks and rule sets, and its performance has since been tested on well-studied
optimization problems. The scalability of CC to large-scale decision variables was
explored in [29], which suggested that the CC framework for large-scale problems
is very sensitive to the choice of decomposition strategy for grouping the different
subcomponents. This paper therefore focuses on the decomposition problem.
2
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1.2. Motivation of this paper
The main contributions of this paper can be summarized as follows:
• A theoretical analysis of the interaction between variables is developed.
Three theorems and three lemma are presented, as well as a theoretical ex-
planation of overlapping subcomponents.
• A decomposition approach based on the mixed second order partial deriva-
tives of the analytic expression of the optimization problems is proposed.
• An investigation and discussion of the advantages and disadvantages of the
automatic decomposition approach DG [20] is presented, and we also pro-
pose an enhanced version of DG to address problems which the original DG
method is not capable of solving.
• Experimental results on 20 benchmarks are presented, which show the ef-
fectiveness of the proposed decomposition methods.
1.3. Layout of this paper
Section 2 surveys the various decomposition techniques employed within the
CC framework in the literature, and the techniques most related to our proposed
method (CCVIL [30] and DG [20]) are explained in detail. In section 3, the vari-
able interaction problems and the proposed theory and approaches are introduced
in detail. Experimental results and discussion are presented in section 4. Section
5 summarizes and provides concluding remarks.
2. CC decomposition methods
According to [20], decomposition strategies can be classified into four cate-
gories: random methods, perturbation methods, interaction adaptation, and model
building. In contrast, we suggest dividing CC grouping approaches into three de-
composition methods, based on their respective strategies for deciding the total
number and size of the sub-groups:
1) fixed-size grouping methods, e.g. CCGA, CCGA-1 [28], FEPCC [29], and
the random grouping strategy used by DECC-G [31];
2) adaptive-size grouping methods, e.g. correlation based adaptive variable
partitioning technique (CCEA-AVP) [32], delta grouping [33], MLCC [34];
3) automatic grouping methods, e.g. CCVIL [30] and differential grouping
(DG) [20].
3
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Table 1: Comparison of grouping strategies between different algorithms based on CC framework
Decomposition
Categories Algorithms
Grouping method
Fixed-size
grouping
CCGA,CCGA1 [28],
FEPCC [29] 1-D decomposition
DECC-G [31] Random groping (RG)
DECC-D [33] Delta grouping (DLG)
Adaptive-size
grouping
CCEA-AVP [32]
Correlation based adaptive
variable partitioning technique
MLCC [34]
RG with performance based
self-adaptive subgroup size
DECC-ML [35]
More frequent RG with random
self-adaptive subgroup size
DECC-DML [33]
DLG with random self-adaptive
subgroup size
Automatic
grouping
CCVIL [30] Variable interaction learning
DECC-DG,CBCC-DG [20] Differential grouping
2.1. Fixed-size grouping
Fixed-size grouping methods are those which divide an n-dimensional prob-
lem into k modules with m dimensions (m << n) and then solve each module
with a particular optimizer (such as, GAs, EAs, EP, PSO) separately and coopera-
tively. We refer to such methods as m-D decomposition throughout the remainder
of this paper. Algorithms CCGA, CCGA1 [28] and FEPCC [29] adopt a 1-D de-
composition strategy, which decomposes the original optimization problems into
n one dimension sub-problems and then optimize each sub-problem with GA and
Fast EP, respectively. CCGA and CCGA1 have shown poor performance on non-
separable problems with maximum of 30 decision variables [28]. FEPCC [29] has
previously been scaled successfully to 1000 dimension problems with separable
functions, but the performance on non-separable optimization problems remains
unclear.
m-D decomposition with m << n was employed in [36], which applied
PSO as the optimizer within a CC framework, known as the cooperative par-
ticle swarm optimizer (CPSO). CPSO has shown significant improvement over
traditional PSO on several benchmark optimization problems. However, CPSO
was not tested on large-scale problems. In [37], the cooperative co-evolutionary
4
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differential evolution (CCDE) was proposed.
n
2
-D decomposition method was ap-
plied and the optimizer in the CC framework was DE. However, splitting up the
decision variables into two equally sized sub-groups arbitrarily does not improve
the scalability of the proposed method.
The main drawback for of the abovem-D decomposition methods are that they
are static decomposition strategies. If such a method does not correctly identify
the appropriate subgroups, then it can never find the right subcomponents of the
problems. This is one of the reasons why suchm-D decomposition strategies have
difficulty solving non-separable optimization problems. Here we refer to such m-
D decomposition methods as static m-D decomposition.
In contrast, a decomposition strategy known as random grouping was pro-
posed by Yang et al. [31] to improve the ability of CC framework for optimiza-
tion problems with interaction decision variables. Similar to the static m-D de-
composition, random grouping decomposes the problem into k m-dimensional
subcomponents, but the m decision variables are randomly selected in each cycle.
It can be shown that random grouping increaseses the probability of grouping two
non-separable variables into the same subcomponent for several cycles.
The proposed method (DECC-G) in [31] adopted random grouping and adap-
tive weighting for dividing the original optimization problems, and each subcom-
ponent was then optimized by a DE algorithm. The experimental results on a set
of benchmark problems up to 1000 dimensions, showed that random grouping
achieved good performance on detecting interacting variables. In [38], Li and Xin
proposed algorithm CCPSO2 by employing the random grouping within the CC
framework with PSO as the optimizer. CCPSO2 was tested on problems of up to
2000 decision variables to show the scalability of PSO. Although random group-
ing has shown advantages over previous proposed decomposition methods, it has
limited performance on problems with more than five interacting variables [33].
Delta grouping was proposed in [33] for identifying larger numbers of inter-
acting variables. This method measures the delta value (the amount of change) of
every variable in each iteration. Decision variables with smaller delta values are
considered likely to be interacting with other decision variables. The delta val-
ues are ranked and the decision variables with smaller delta values were put into
a common sub-group. Experimental results in [33] suggest that delta grouping
can deliver good performance on finding interactive variables. However, the main
drawback of delta grouping is that it can only group all the nonseparable variables
into a single sub-group and it has difficulty handling problems with more than two
nonseparable sub-groups.
5
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2.2. Adaptive-size grouping
In algorithm CCEA-AVP [32], a correlation based adaptive variable partition-
ing technique (AVP) was proposed. In AVP, a correlation matrix is calculated
based on the top 50 percent individuals of the current population after every M
iterations (M was set to five in [32]). Then the correlation coefficient of each
variable is obtained by the correlation matrix and the decision variables with a
correlation coefficient greater than a user defined value (0.6 in [32]) are grouped
together in one sub-population. The main advantage of AVP is that it increases
the possibility to handle problems where separability of variables might vary with
different sub-regions of the overall decision space.
In [34], a multilevel cooperative coevolution (MLCC) for large scale optimiza-
tion was proposed. The main motivation for MLCC was to deal with the hard-to-
determine parameter, group size, in DECC-G. MLCC makes use of a decomposer
set S with different sizes of subcomponents instead of a specific decomposer. At
the beginning of each cycle, one decomposer is selected from the decomposer set
based on their previous performance. The selected decomposer is used to parti-
tion the original optimization problem into several sub-problems each of which
is optimized by an EA. At the end of each cycle, the performance record of this
chosen decomposer is then updated according to its performance in the current cy-
cle. Experimental results in [34] suggest that MLCC can self-adapt to appropriate
interaction levels during the evolution stage.
DECC-DML [33] employs delta grouping to decompose the original problems
into different subgroups but the size of each sub-group is decided by a random
self-adaptive subgroup size technique. Different from the self-adaptation mecha-
nism in MLCC, a simpler and more efficient technique is used to decide the size of
each sub-component. Similar to MLCC, a decomposer set S is designed to choose
a specific decomposer. Instead of using the sophisticated formula based on the
historical performance of each decomposer, a uniform random generator is used
to choose a decomposer from the set S when there is no improvement performance
between the current and the previous cycles.
Compared to fixed-size grouping, adaptive-size grouping methods are more
likely to find the interaction among decision variables. However, these techniques
are less efficient at decomposing problems with different sizes of sub-problems,
and more work is still needed to underpin such methods with a sound theoretical
basis.
6
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2.3. Automatic grouping
Literature [30] proposed a new CC framework named cooperative coevolution
with variable interaction learning (CCVIL). This algorithm begins by treating all
decision variables as independent and puts all of them into a single separate group.
Then it determines the relation between pairs of variables iteratively and merges
the groups if the condition for interaction holds. The main contribution of CCVIL
is the interaction criterion it used for identifying the interaction between two vari-
ables:
CCVIL criterion: If two decision variables xi and xj are interactive, then there
exists ~x1 = (..., xi−1, a, ..., xj−1, b, ...), ~x2 = (..., xi−1, a + δa, ..., xj−1, b, ...),
~x3 = (..., xi−1, a, ..., xj−1, b+ δb, ...), ~x4 = (..., xi−1, a+ δa, ..., xj−1, b+ δb, ...)
such that, the following equation (1) holds.
f(~x1)− f(~x2) < 0 ∧ f(~x3)− f(~x4) > 0 (1)
CCVIL identifies the interactions between variables based on theoretical facts.
However, the interaction criterion in equation (1) is a sufficient but not necessary
condition for detecting two interacting variables, which means it is incapable of
finding all the possible interactions. We will explain this issue in more detail later
in section 3.5.
An automatic decomposition approach called differential grouping (DG) was
proposed in [20], which can automatically identify the interactive decision vari-
ables and partition the original problems into several sub-problems according to
the independence between variables. The interaction criterion of DE is derived
from the definition of partially additively separable problems and it provides a
theoretical foundation for determining interacting decision variables. The experi-
mental results show that this near-optimal decomposition is beneficial for handling
large-scale global optimization problems.
DG criterion: For a partially additively separable function f(~x), ∀a, b, δa 6=
0, δb 6= 0 ∈ R, such that the following condition holds:
f(~x1)− f(~x2) 6= f(~x3)− f(~x4), (2)
where ~x1 = (..., xi−1, a, ..., xj−1, b, ...), ~x2 = (..., xi−1, a + δa, ..., xj−1, b, ...),
~x3 = (..., xi−1, a, ..., xj−1, b+δb, ...), ~x4 = (..., xi−1, a+δa, ..., xj−1, b+δb, ...),
then variables xi and xj interact with each other.
7
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3. Mixed second order partial derivatives decomposition method
3.1. Problem definitions
Definition 1 A global numerical optimization problem can be formulated as
follows,
argmin
~x
f(~x), such that ~L ≤ ~x ≤ ~U (3)
where ~x = (x1, ..., xi, ..., xn), ~L = (l1, ..., 1i, ...ln), ~U = (u1, ..., ui, ...un) ∈
Rn. ~x is called the decision variable vector and the domain of each variable is
defined by its lower and upper bounds respectively li ≤ xi ≤ ui. The space
S ∈ Rn formed by li ≤ xi ≤ ui, is called the decision space. The problem
is called a large scale global optimization problem when the dimensionality of
the decision variable is very high, such as problems with more than one hundred
variables.
Definition 2 A optimization function f(~x) is called fully-separable iff
argmin
~x
f(~x) =(argmin
x1
f(x1, ...), ...,
argmin
xi
f(.., xi, ...), ...,
argmin
xn
f(..., xn)).
(4)
It is obvious that a fully-separable function f(~x) defined by equation (4) can be di-
vided into n subcomponents and optimized respectively to obtain a globally opti-
mal solution. The n variables are referred to as independent, i.e. a fully-separable
function consists of n subcomponents, each of them with one independent vari-
able.
Definition 3 A function f(~x) is a partially separable function withm indepen-
dent subcomponents iff
argmin
~x
f(~x) =(argmin
~x1
f(..., ~x1, ...), ...,
argmin
~xi
f(..., ~xi, ...), ...,
argmin
~xm
f(..., ~xm, ...)).
(5)
Note that, each vector ~xi = (x1, ..., xdi), i = 1, 2, ...m in equation (5) is a
dis-joint sub-vector of ~x with di dimensions and denotes a subcomponent of the
8
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original function. The variables in each vector ~xi interact with each other. Vari-
ables from different vectors, such as ~xi and ~xj, i 6= j, are independent. The total
number of independent subcomponents is m. Also note that the fully-separable
function is a special example of partially separable functions with n independent
subcomponents, each of which has only one decision variable.
Definition 4 A function f(~x) is called fully-nonseparable iff, every pair of its
variables ∀i 6= j ∈ {1, ..., n}, xi, xj are not independent of each other.
Definition 4 is also a special case of Definition 3 with one subcomponent of
d-dimensions.
Definition 5 A function f(~x) is called partially additively separable with m
subcomponents iff it can be written in the following form:
argmin
~x
f(~x) = argmin
~xi
m∑
i=1
fi(~xi), (6)
where ~xi ∈ Rdi are mutually exclusive decision vectors of fi and
∑m
i=1 di = n.
Partially additively separable functions are commonly found in real-world practice
and they can represent the modular nature [39] of many real-world optimization
problems. For this reason, most of the literature has focused on solving these
types of optimization problems.
Here, a specific example is given to explain the partially additively separable
fuction. Consider an optimization fuction, argmin~x f(~x) = x12 + x22 + x1x2 +
x3
2+x4
2+x5
2+2x3x4x5, which is a partially additively separable function with
2 subcomponents. It can be written as argmin~x f(~x) = argmin~xi
∑2
i=1 fi(~xi),
where f1(~x1) = x12+ x22+ x1x2, ~x1 = (x1, x2) and f2(~x2) = x32+ x42+ x52+
2x3x4x5, ~x2 = (x3, x4, x5).
For the sake of convenience and clarity but without loss of generality, we
assume that the function f(~x) has m independent subcomponents denoted as
{S1, ..., Sm, m = {1, ..., n}}. Each subcomponent Si has di variables.
Definition 6 A function f(~x) has overlapping subcomponents iff, ∃i 6= j ∈
{1, ..,m}, such that, Si and Sj have the same subset Sij .
In other words, variables in Sij interact with any other variables in subcom-
ponents Si and Sj . But other variables in Si and Sj (not included in Sij) are
independent with each other (see Fig. 1). The elements in Sij are denoted as
overlapping decision variables.
9
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jSiS
1 ,...,
ij ij
k ij
S S
x x 1 ,...,
j j
k j
S S
x x1 ,...,
i i
ki
S S
x x
ijS
Independent
Nonindependent
Figure 1: Illustration of two subcomponents Si and Sj with overlapping variables, where Si =
{xSi1 , ..., xSiki , x
Sij
1 , ..., x
Sij
kij
} and Sj = {xSj1 , ..., xSjkj , x
Sij
1 , ..., x
Sij
kij
}. di = ki + kij is the dimen-
sion of subcomponent Si. Sj is dj-dimensional with dj = kj+kij . Sij is the set with overlapping
variables from Si and Sj . It is evident that: 1. every pair of decision variables in Si interact with
each other; 2. any two decision variables in Sj also interact with each other; 3. Sij ∈ Si and
Sij ∈ Sj . Any pair of elements in Sij also interact with each other; 4. however, variables in set
Si − Sij are independent of variables in set Sj − Sij .
3.2. Theoretical foundation for interaction and independence of variables
Theorem 1: For a partially additively separable function f(~x), if ∂
2f(~x)
∂xi∂xj
=
0, then xi and xj are separable. (For clarity, we assume that the functions are
continuous and smooth and ∂
2f
∂xi∂xj
= ∂
2f
∂xi∂xj
).
Proof: f(~x) =
∑m
k=1 f(..., ~xk, ...). Let xi ∈ Sk0 , k0 ∈ [1, ...,m].
⇒ ∂f(~x)
∂xi
=
∑m
k=1
∂f(...,~xk,...)
∂xi
~xk, k = (1, ...,m) are mutually exclusive decision vectors of f(~x). So
∂f(...,~xk,...)
∂xi
= 0, k 6= k0.
⇒ ∂f(~x)
∂xi
=
∂f(...,~xk0 ,...)
∂xi
⇒ ∂2f(~x)
∂xi∂xj
=
∂2f(...,~xk0 ,...)
∂xi∂xj
= 0
⇒ xj /∈ Sk0
⇒ xi and xj are separable.
Theorem 1 can be rewritten as the following Lemma 1:
Lemma 1: If ∀a ∈ [li, ui], b ∈ [lj, uj], such that ∂2f(~x)∂xi∂xj |xi=a,xj=b = 0, then xi
and xj are separable with each other.
It is evident that the first order partial derivative in the direction of xi, fxi =
∂f(~x)
∂xi
, is very important for finding those variables that interact with xi from the
proof of Theorem 1. In fact, to detect all of the variables that interact with xi,
we only need to find out which variables are involved in the partial derivative in
direction xi or affect the value of fxi . This observation can be formulated as the
following lemma:
10
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Lemma 2: ∀ xi ∈ [li, ui], if ∀ b, b+δb ∈ [lj, uj], fxi |xi,xj=b−fxi |xi,xj=b+δb =
0 (j 6= i, δb 6= 0), then xj is separate with xi; however, if ∃ b, δb, such that
fxi |xi,xj=b − fxi |xi,xj=b+δb 6= 0 (j 6= i, δb 6= 0), then xj belongs to the group
of variables intact with xi.
The above theorem and lemmas mainly show how to identify the indepen-
dence of two decision variables. In the following we will study the properties of
interaction between two variables from the perspective of the second order partial
derivatives of the functions.
Theorem 2: If ∂
2f(~x)
∂xi∂xj
6= 0, then xi and xj interact with each other.
Proof: Theorem 2 is the contrapositive of Theorem 1. Theorem 1 holds ⇒
Theorem 2 holds.
Lemma 3: ∃a ∈ [li, ui], b ∈ [lj, uj], such that ∂2f(~x)∂xi∂xj |xi=a,xj=b 6= 0, then xi
and xj interact with each other.
The theoretical analysis described above mainly explains the relationship of
interaction and independence between two decision variables. From section 3.1,
two independent variables can interact with the same variables, which are known
as overlapping variables. We will now show theoretically how an overlapping
variable is identified.
Theorem 3: xk is an overlapping variable, if ∃i, j ∈ {1, ..., n} 6= k, such that,
∂2f(~x)
∂xk∂xi
6= 0, and ∂2f(~x)
∂xk∂xj
6= 0, but ∂2f(~x)
∂xi∂xj
= 0.
Proof: ∂
2f(~x)
∂xk∂xi
6= 0⇒ xk and xi are nonseparate.
∂2f(~x)
∂xk∂xj
6= 0⇒ xk and xj are nonseparate.
∂2f(~x)
∂xi∂xj
= 0⇒ xi and xj are independent.
⇒ From the definition for overlapping variables, we can obtain that xk is an
overlapping variable of subcomponents including elements xi and xj respectively.
Definition 7 Degree of interaction between two variables
For two decision variables xi and xj ,
∂2f(~x)
∂xi∂xj
shows the degree of interaction
between them.
∂2f(~x)
∂xi∂xj
shows the strength of non-separability between the two variables. The
larger |∂2f(~x)
∂xi∂xj
| is, the stronger the interaction between these two variables; oth-
erwise, the two are more likely to be independent. In the extreme case, when
∂2f(~x)
∂xi∂xj
= 0, then xi and xj are separable. Otherwise, xi and xj are nonseparable
and ∂
2f(~x)
∂xi∂xj
indicts how strongly they interact with each other.
We now give a specific example to show how the above theorems and lemmas
can be used. Consider an optimization problem f(~x) = x21 + λ1x1x2 + λ2x2x3 +
11
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x22 + x
2
3, λ1 6= 0, λ2 6= 0.
The first order partial derivative in each direction is fx1 = 2x1 + λ1x2, fx2 =
2x2+λ1x1+λ2x3, fx3 = 2x3+λ2x2 respectively. From lemma 2, we can draw the
following conclusions: 1) Because there are only two variables x1 and x2 involved
in fx1 , x1 interacts with x2 and x1 is separate with x3; 2) From the expression of
fx2 , x2 interacts with both x1 and x3; 3) From the expression of fx3 , x3 interacts
with x2 but separates with x1.
The mixed second order derivatives are ∂
2f(~x)
∂x1∂x2
= λ1,
∂2f(~x)
∂x1∂x3
= 0, and ∂
2f(~x)
∂x2∂x3
=
λ2 respectively. By using theorem 1 and theorem 2 we can reach the same conclu-
sions that were derived from lemma 1: 1) x1 and x3 are separate; 2) x2 interacts
with x1 and x3. Moreover, according to theorem 3, x2 is an overlapping variable
to x1 and x3. The degree of interaction between x1 and x2 is λ1 and the degree
of interaction between x2 and x3 is λ2. If we set λ1 = 0 then x1 and x2 become
separate; if λ2 = 0, then x2 and x3 are separate; if both λ1 = 0 and λ2 = 0, then
f(~x) becomes a fully-separable function.
3.3. Derived interaction criterion
The previous section 3.2 provided a theoretical foundation with respect to the
non-separability of optimization problems. In this section, we introduce an inter-
action criterion based on the above mentioned theorems and lemmas, and some
decomposition algorithms for detecting the interactive subcomponents of the op-
timization function.
In the previous section 3.2, we showed how ∂
2f(~x)
∂xi∂xj
is of great importance in
determining the relationship between two variables xi and xj . Here we show how
an interaction criterion can be derived by considering such second mixed partial
derivatives.
Interaction and separability criterion (IS criterion):
If ∀ a, a+ δa ∈ [li, ui], b, b + δb ∈ [lj, uj], such that, (f(~x)|xi=a+δa,xj=b+δb −
f(~x)|xi=a,xj=b+δb) − (f(~x)|xi=a+δa,xj=b − f(~x)|xi=a,xj=b) = 0, then xi and xj
are separate with each other; If ∃a, a + δa ∈ [li, ui], b, b + δb ∈ [lj, uj], such that,
(f(~x)|xi=a+δa,xj=b+δb−f(~x)|xi=a,xj=b+δb)−(f(~x)|xi=a+δa,xj=b−f(~x)|xi=a,xj=b) 6=
0, then xi and xj interact with each other. Here we denote (f(~x)|xi=a+δa,xj=b+δb−
f(~x)|xi=a,xj=b+δb)− (f(~x)|xi=a+δa,xj=b − f(~x)|xi=a,xj=b) as5xi,xj .
Proof: We first prove that ∂
2f(~x)
∂xi∂xj
⇒ 5xi,xj . Then according to the theorems
and lemmas in the previous section 3.2, we can obtain the conclusions in the
interaction criterion.
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∂2f(~x)
∂xi∂xj
⇒
∫ b+δb
b
∫ a+δa
a
∂2f(~x)
∂xi∂xj
dxi dxj
⇒
∫ b+δb
b
∂f(~x)
∂xj
|a+δaa dxj
⇒ (f(~x)|xi=a+δa,xj=b+δb − f(~x)|xi=a,xj=b+δb)−
(f(~x)|xi=a+δa,xj=b − f(~x)|xi=a,xj=b)
The above derived criterion is useful in that it only requires the difference of
two decision variables, and does not require explicit knowledge of the derivatives
of the objective function, which will often be unavailable, e.g. in many real-world
problems for which there is no obvious overall analytic function.
3.4. Proposed algorithms based on IS criterion
Section 3.2, presented a theoretical foundation for understanding interaction
and this was then used in section 3.3, to derive a useful interaction criterion. The
main advantage of the derived criterion is that it only requires the difference of two
decision variables and does not require the derivatives of the objective function to
be explicitly known. This makes it more convenient and suitable for implementa-
tion, especially for problems without obvious analytical functions. In this section,
we propose a algorithm, random DG (RDG), for identifying the interactive vari-
ables and subcomponents according to the IS criterion given in section 3.3. RDG
is introduced in algorithm 2. For comparison, we also show the pseudocode for
the DG grouping method, based on the DG criterion, in algorithm 1.
Algorithm 2 finds the subcomponents of a function by detecting the interaction
between two variables xi and xj . Once these two variables are determined as non-
separable according to IS criterion, they are grouped into a single subcomponent
and xj is then deleted from the selection pool. After all dimensions in the selec-
tion pool dims have been compared with the ith variable for interaction detection,
the sub-component for all variables interacted with xi is formed. If no interaction
is detected, xi is considered to be separable and is placed into the Seps set. This
process is repeated until there is no element left in the selection pool. Note that
the main difference between the DG and RDG grouping algorithms is the method
for generating the two pairs of decision variable vectors ~x1, ~x2, and ~x3, ~x4 for
the interaction detection between ith and jth variables. In RDG, ~x1 is randomly
generated from the decision space. Then ~x2 is obtained through replacing the ith
dimension in vector ~x1 by a random number tempi inside the boundaries of the
ith variable. ~x3 and ~x4 are obtained by replacing the value of the jth variable
with a randomly generated tempj form [~L(j), ~U(j)]. Then5xi,xj is calculated to
13
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determine if these two variables interact with each other.
Algorithm 1 DG grouping for detecting the subcomponents of an optimization
problem according to DG criterion
Input: optimization function func, dimension number n, upper and low bounds
~U and ~L
Initialization: dims = {1, 2, ...n}, Seps = {}, allgroups={}
for i ∈ dims do
group = i;
~x1 = ~L× ones(1, n)
~x2 = ~x1
~x2(i) = ~U(i)
for j ∈ dims ∧ i 6= j do
~x3 = ~x1
~x4 = ~x2
~x3(j) = 0
~x4(j) = 0
if | 5xi,xj | >  then
gruop = group ∪ j
end if
end for
dims = dims− group
if length(group) = 1 then
Seps = Seps ∪ group
else
allgroups = allgroups ∪ {group}
end if
end for
Output: allgroups = allgroups ∪ {Seps}
3.5. Relationship between the proposed method, DG and CCVIL
In section 2.3, we provided a detailed explanation of two automatic grouping
methods, CVIL [30] and DG [20]. In this section, we discuss the properties of
these methods and their relationships with the criterion and theorems proposed in
this paper.
14
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Input: optimization function func, dimension number n, upper and low bounds
~U and ~L
Initialization: dims = {1, 2, ...n}, Seps = {}, allgroups={}
for i ∈ dims do
group = i
tempi = ~L(i) + rand(1, 1)× (~U(i)− ~L(i))
~x1 = ~L+ rand(1, n)× (~U − ~L)
~x2 = ~x1
~x2(i) = tempi
for j ∈ dims ∧ i 6= j do
tempj = ~L(j) + rand(1, 1)× (~U(j)− ~L(j))
~x3 = ~x1
~x4 = ~x2
~x3(j) = tempj
~x4(j) = tempj
if | 5xi,xj | >  then
gruop = group ∪ j
end if
end for
dims = dims− group
if length(group) = 1 then
Seps = Seps ∪ group
else
allgroups = allgroups ∪ {group}
end if
end for
Output: allgroups = allgroups ∪ {Seps}
Notation rand(1, n) stands for a 1-by-n matrix with random values drawn on the open interval (0, 1). rand(1, 1) is
a random value from (0, 1).
15
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Chen et al. proposed a variable interaction learning algorithm CCVIL in [30].
The interaction is determined by the interaction criterion in equation (1). How-
ever, note that the interaction criterion in equation (1) only encodes one of the
possible scenarios defined by IS criterion. More specifically, if (1) holds, then
variables xi and xj interact with each other. But if (1) does not hold, there is no
guarantee that variables xi and xj are necessarily separate with each other. We
now provide proofs that equation (1) ⇒ IS criterion for iteration holds and IS
criterion for iteration holds; equation (1).
Denote ~x1 = (..., xi−1, a, ..., xj−1, b, ...), ~x2 = (..., xi−1, a+δa, ..., xj−1, b, ...),
~x3 = (..., xi−1, a, ..., xj−1, b+δb, ...), ~x4 = (..., xi−1, a+δa, ..., xj−1, b+δb, ...).
Then 5xi,xj = (f(~x2) − f(~x1)) − (f(~x4) − f(~x3)). Therefore, the IS crite-
rion can be rewritten as ∀ a, a+ δa ∈ [li, ui], b, b + δb ∈ [lj, uj], such that
f(~x1) − f(~x2) = f(~x3) − f(~x4), then xi and xj are separate with each other; ∃
a, a+ δa ∈ [li, ui], b, b+ δb ∈ [lj, uj], such that f(~x1)− f(~x2) 6= f(~x3)− f(~x4),
then xi and xj interact each other.
If the condition for CCVIL holds then the IS criterion for identifying interac-
tion also holds. (equation (1)⇒5xi,xj 6= 0)
Proof:Because the condition for CCVIL holds, ∃a, b, δa 6= 0, δb 6= 0 ∈
R, such that f(~x1)−f(~x2) < 0∧f(~x3)−f(~x4) > 0⇒ f(~x1)−f(~x2) 6= f(~x3)−f(~x4).
So if equation (1) holds, we can derive that equation5xi,xj 6= 0 holds.
If the condition for 5xi,xj 6= 0 hol s, there is no guarantee that CCVIL crite-
rion also holds. (equation5xi,xj 6= 0; equation (1))
Proof: If equation 5xi,xj 6= 0 holds, there are four scenarios for the relation
between f(~x1)− f(~x2) and f(~x3)− f(~x4): 1. f(~x1)− f(~x2) < 0 and f(~x3)− f(~x4) >
0; 2. f(~x1)− f(~x2) 5 0, f(~x3)− f(~x4) 5 0 and f(~x1)− f(~x2) 6= f(~x3)− f(~x4); 3.
f(~x1)−f(~x2) = 0, f(~x3)−f(~x4) = 0, and f(~x1)−f(~x2) 6= f(~x3)−f(~x4); 4. f(~x1)−
f(~x2) > 0 and f(~x3)− f(~x4) < 0. So equation5xi,xj 6= 0; equation (1). In other
word, if two variables are nonseparable, equation (1) does not necessarily hold.
Therefore the interaction criterion used in CCVIL cannot detect all nonseparable
variables.
Omidvar et al. investigated large scale optimization problems from a theoreti-
cal perspective and proposed the automatic grouping method DG in [20] to detect
interacting variables with high accuracy. The DG criterion to identify the interac-
tion between two variables is derived from the mathematical definition of partially
additively separable optimization problems (Definition 5 in section 3.1).
The equation (2) in the DG criterion is actually equivalent to the IS criterion
in terms of identifying the interaction 5xi,xj 6= 0. However, in the DG criterion,
if two variables are interactive, equation (2) holds for all a, a+ δa ∈ [li, ui], b,
16
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b+δb ∈ [lj, uj]. In contrast, in the IS criterion, if there exits one a, a+ δa ∈ [li, ui],
b, b+ δb ∈ [lj, uj], such that5xi,xj 6= 0, then we can determine that the two vari-
ables are nonseparable. It is obvious that the DG criterion holds⇒ IS criterion for
variable interaction holds. However, IS criterion for variable interaction holds;
DG criterion holds. Therefore, the DG criterion is a sufficient but not necessary
condition for detecting two interactive variables. As an example, consider a func-
tion f(~x) = x1x2(x1 − 1)(x2 − 1), where x1 and x2 are nonseparable variables.
However, not all a, a+ δa ∈ [li, ui], b, b+δb ∈ [lj, uj] such that equation (2) holds.
When ~x1 = (0, 0), ~x2 = (1, 0), x3 = (0, 1), ~x4 = (1, 1), equation (2) does not
hold.
4. Experimental results and discussion
The comparison results of our proposed grouping algorithm with two auto-
matic grouping methods from the literature, DG and CCVIL, are shown in Ta-
ble 2 on 20 benchmark functions [21]. Optimization functions G01 − G03 are
completely separable. G04 − G08 have only one nonseparable subcomponent
comprising 50 variables, and the other 950 variables are separate. G09 − G13
have 10 nonseparable groupings and each of them has 50 interacting variables.
G14−G18 are nonseparable functions with 20 subcomponents. G19 and G20 are
nonseparable functions with one subcomponent.
For separate functions G01 − G03, both RDG and DG found all the 1000
separate variables correctly. CCVIL erroneously placed some separable variables
into one group as nonseparable variables for G03. Moreover, CCVIL required a
greater number of fitness evaluations (FEs) than RDG and DG.
ForG04−G08, RDG and DG both achieved good results onG05 andG06. For
G07, RDG found the correct nonseparable groups and separable groups. CCVIL
also achieved good result on G07, only one separable variable was misplaced into
nonseparable group. However, DG was unable to correctly find the separable or
nonseparable groups for G07. For G04 and G08, both DG and RDG performed
poorly, while CCVIL found 43 nonseparable variables and only misplaced 7 non-
separable variables.
RDG and DG show similar performance on G09 − G13. They classified cor-
rectly on functions G09−G12. For G13, RDG identified 537 separable variables
and 463 nonseparable variables were grouped into 80 subcomponents. DG only
identified 131 separable variables and the non-separable variables were grouped
into 40 subgroups. CCVIL grouped all the variables into one non separable group
on G13.
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RDG( = 10−3)/DG( = 10−3)/CCV IL
Fun Sep Vars
Non-sep
Vars
Non-sep
Groups
Captured Sep
Var
Formed Non-
sep Groups
FE
G01 1000 0 0 1000/1000/1000 0/0/0 1001000/1001000/69990
G02 1000 0 0 1000/1000/1000 0/0/0 1001000/1001000/69990
G03 1000 0 0 1000/1000/938 0/0/1 1001000/1001000/1798666
G04 950 50 1 3/33/957 9/10/1 3490/14564/1797614
G05 950 50 1 950/950/950 1/1/1 905450/905450/1795705
G06 950 50 1 950/950/910 1/1/22 906332/906332/1796370
G07 950 50 1 950/247/951 1/4/1 906822/7410/1796475
G08 950 50 1 10/135/1000 12/5/0 8630/23608/69842
G09 500 500 10 500/500/583 10/10/33 270802/270802/1792212
G10 500 500 10 500/500/508 10/10/10 272958/272958/1774642
G11 500 500 10 502/501/476 10/10/26 271662/270640/1774565
G12 500 500 10 500/500/516 10/10/11 271390/271390/1777344
G13 500 500 10 537/131/1000 80/40/0 468696/48470/69990
G14 0 1000 20 0/0/150 20/20/63 21000/21000/1785975
G15 0 1000 20 0/0/18 20/20/20 21000/21000/1751241
G16 0 1000 20 0/4/11 20/20/20 21000/21128/1751647
G17 0 1000 20 0/0/25 20/20/20 21000/21000/1752340
G18 0 1000 20 0/85/1000 20/49/0 21000/34230/69990
G19 0 1000 20 0/0/0 1/1/1 2000/2000/48212
G20 0 1000 20 10/42/972 22/16/14 8630/22206/17908708
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RDG( = 10−1)/RDG( = 10−6)
Fun Sep Vars
Non-sep
Vars
Non-sep
Groups
Captured Sep
Var
Formed Non-sep
Groups
FE
G01 1000 0 0 1000/13 0/9 1001000/4302
G02 1000 0 0 1000/1000 0/0 1001000/1001000
G03 1000 0 0 1000/3 0/10 1001000/4910
G04 950 50 1 2/5 13/8 8840/3704
G05 950 50 1 950/950 1/1 905450/905450
G06 950 50 1 950/2 1/8 906332/3342
G07 950 50 1 950/2 1/13 906822/7410
G08 950 50 1 5/3 12/18 5570/9324
G09 500 500 10 500/2 10/11 270802/5994
G10 500 500 10 502/500 10/10 274972/272958
G11 500 500 10 509/1 10/15 315094/15228
G12 500 500 10 500/500 10/10 271390/271390
G13 500 500 10 550/5 173/23 636686/9990
G14 0 1000 20 0/3 20/11 21000/5254
G15 0 1000 20 1/0 20/20 21038/21000
G16 0 1000 20 20/0 74/20 53066/21000
G17 0 1000 20 0/0 20/20 21000/21000
G18 0 1000 20 79/4 359/18 383540/6844
G19 0 1000 20 0/0 1/1 2000/2000
G20 0 1000 20 0/11 500/18 501000/9202
19
Page 22 of 28
Ac
ce
pte
d M
an
us
cri
pt
Table 4: Comparison of optimization results against other five algorithms on the CEC’s 2010
benchmark functions using 25 independent trials
Functions DECC-RDG DECC-DG MLCC DECC-D DECC-DML DECC-I
G01
Mean 8.26E+03 5.47E+03 1.53E-27 1.01E-25 1.93E-25 1.73E+00
Std 3.20E+04 2.02E+04 7.66E-27 1.40E-25 1.86E-25 2.55E+00
G02
Mean 4.44E+03 4.39E+03 5.57E-01 2.99E+02 2.17E+02 4.40E+03
Std 1.52E+02 1.97E+02 2.21E+00 1.92E+01 2.98E+01 1.90E+02
G03
Mean 1.67E+01 1.67E+01 9.88E-13 1.81E-13 1.18E-13 1.67E+01
Std 3.04E-01 3.34E-01 3.70E-01 6.68E-15 8.22E-15 3.75E-01
G04
Mean 4.35E+12 4.79E+12 9.61E+12 3.99E+12 3.58E+12 6.13E+11
Std 1.04E+12 1.44E+12 3.43E+12 1.30E+12 1.54E+12 2.08E+07
G05
Mean 1.49E+08 1.55E+08 3.84E+08 4.16E+08 2.98E+08 1.34E+08
Std 1.83E+07 2.17E+07 6.93E+07 1.01E+08 9.31E+07 2.31E+07
G06
Mean 1.64E+01 1.64E+01 1.62E+07 1.36E+07 7.93E+05 1.64E+01
Std 3.27E-01 2.71E-01 4.97E+06 9.20E+06 3.97E+06 2.66E-01
G07
Mean 8.02E+08 1.16E+04 6.89E+05 6.58E+07 1.39E+08 2.97E+01
Std 8.24E+08 7.41E+03 7.37E+05 4.06E+07 7.72E+07 8.59E+01
G08
Mean 1.03E+08 3.04E+07 4.38E+07 5.39E+07 3.46E+07 3.19E+05
Std 8.71E+07 2.11E+07 3.45E+07 2.93E+07 3.56E+07 1.10E+06
G09
Mean 5.63E+07 5.96E+07 1.23E+08 6.19E+07 5.92E+07 4.84E+07
Std 5.77E+06 8.18E+06 1.33E+07 6.43E+06 4.71E+06 6.56E+06
G10
Mean 4.54E+03 4.52E+03 3.43E+03 1.16E+04 1.25E+04 4.34E+03
Std 1.42E+02 1.41E+02 8.72E+02 2.68E+03 2.66E+02 1.46E+02
G11
Mean 1.03E+01 1.03E+01 1.98E+02 4.76E+01 1.80E-13 1.02E+01
Std 8.00E-01 1.01E+00 6.98E-01 9.53E+01 9.88E-15 1.13E+00
G12
Mean 2.65E+03 2.52E+03 3.49E+04 1.53E+05 3.79E+06 1.47E+03
Std 7.65E+02 4.86E+02 4.92E+03 1.23E+04 1.50E+05 4.28E+02
G13
Mean 3.56E+06 4.54E+06 2.08E+03 9.87E+02 1.14E+03 7.51E+02
Std 6.08E+05 2.13E+06 7.27E+02 2.41E+02 4.31E+02 3.70E+02
G14
Mean 3.47E+08 3.41E+08 3.16E+08 1.98E+08 1.89E+08 3.38E+08
Std 2.83E+07 2.41E+07 2.77E+07 1.45E+07 1.49E+07 2.40E+07
G15
Mean 5.85E+03 5.88E+03 7.11E+03 1.53E+04 1.54E+04 5.87E+03
Std 9.00E+01 1.03E+02 1.34E+03 3.92E+02 3.59E+02 9.89E+01
G16
Mean 7.01E-13 7.39E-13 3.76E+02 1.88E+02 5.08E-02 2.47E-13
Std 4.88E-14 5.70E-14 4.71E+01 2.16E+02 2.54E-01 9.17E-15
G17
Mean 4.11E+04 4.01E+04 1.59E+05 9.03E+05 6.54E+06 3.91E+04
Std 2.89E+03 2.85E+03 1.43E+04 5.28E+04 4.63E+05 2.75E+03
G18
Mean 6.73E+07 1.11E+10 7.09E+03 2.12E+03 2.47E+03 1.17E+03
Std 2.86E+07 2.04E+09 4.77E+03 5.18E+02 1.18E+03 9.66E+01
G19
Mean 1.82E+06 1.74E+06 1.36E+06 1.33E+07 1.59E+07 1.74E+06
Std 8.52E+04 9.54E+04 7.35E+04 1.05E+06 1.72E+06 9.54E+04
G20
Mean 1.28E+09 4.87E+07 2.05E+03 9.91E+02 9.91E+02 4.14E+03
Std 3.57E+08 2.27E+07 1.80E+02 2.61E+01 3.51E+01 8.14E+02
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For G14−G18, RDG achieved the best performance and it correctly grouped
all the variables. DG was unable to find all the nonseparable variables (85 nonsep-
arable variables were misplaced as separable variables) on G18 and the number
of the subcomponents was not correctly chosen either. CCVIL cannot correctly
identity all the nonseparable groups on these functions compared to RDG and DG.
All three algorithms obtained good results on G19. However, none of the al-
gorithms were able to correctly group all variables into one nonseparable subcom-
ponent for G20. The main difference between the results with function G19 and
G20 is that the non-separable variables in G20 are overlapping variables. A de-
tailed explanation of why the current algorithms fail to capture the non-separable
variables of functions with overlapping variables is given later in this section.
Table 3 shows the effect of the parameter  on the grouping performance of
the proposed method. It is apparent that a larger  helps in finding the separable
variables, while some separable variables were misclassified as interacting vari-
ables with very small  ( = 10−6) values (which might be due to the precision
error in calculating5xi,xj ). However, compared to CCVIL with different , RDG
had better performance on most of the 20 functions. In other words, RDG is not
very sensitive to the parameter  as long as it is sufficiently small.
It is evident that RDG outperforms approaches DG and CCVIL on most of the
test problems and RDG can identify the separable subcomponents that DG and
CCVIL fail to find, which shows the advantages of the proposed decomposition
method. But, both RDG and DG had poor performance on G08, G13 and G20.
Moreover, it is very interesting to find that G08, G13 and G20 are instances of
the Rosenbrock function. So here we make an insight on the reason of the poor
performer on these functions. Based on the theritical analysis on the overlapping
variables, it is easy to know that these three optimization problems all contain
overlapping variables. Here we analyse the behaviour of RDG and DG when han-
dling problems with overlapping variables.
Once RDG or DG determines that xj interacts with xi, xj is then deleted from
the selection pool and grouped into a subcomponent with xi. This means that xj is
not compared with other variables that are dependent with xi. Consider a function
f(~x) with ~x = {x1, ..., , xn}. Let xp, 1 < p < n is a overlapping variable and
xp−1 interacts with xp, xp interacts with xp+1, but xp−1 and xp+1 are independent.
If we apply RDG to find the subcomponent of this problem. xp−1 and xp is put
into one subcomponent. Because xp is deleted after the interaction detection with
xp, xp never get the chance to detect the relationship between xp+1 and xp+1 is
grouped into another subcomponent as it is dependent with xp−1. In a conclu-
sion, these approaches cannot correctly identify the nonseparable groups when
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deal with problems with overlapping variables.
In table 4, the optimization results under CC framework with RDG and other
algorithms with different grouping methods. The decomposition strategies used
are DG (applied in algorithm DECC-DG), random grouping (DECC-G, MLCC)[31],
delta grouping (DECC-D, DECC-DML) [33], and an ideal grouping that can be
derived by Theorem 1 and Theorem 2. DECC-RDG and DECCDG outperform
other algorithms on functions G05∼G09, G12, G15∼G17. DECC-RDG outper-
forms DECC-DG on functions G04, G05, G09, G16, and G18. (Note that the
results of the comparison algorithms were from [20].)
5. Concluding remarks
In this paper, we have set out a theoretical foundation for understanding de-
composition of LSO problems and we have proposed an automatic grouping algo-
rithm, RDG, for identifying separable and nonseparable groups automatically. Ex-
perimental results also show that the proposed methods outperform other group-
ing algorithms on the 20 benchmark problems. We conclude with remarks on two
more specific issues.
1) We have analyzed the behaviour of the proposed decomposition approach
on optimization problems with overlapping variables and the experimental results
also show that the proposed method cannot correctly group all the independent
variables when dealing with overlapping variables. Neither the proposed method
nor other decomposition methods have carefully investigated this issue. So, how
to deal problems with overlapping variables is one of our future works.
2) Although accurate decomposition to identify interacting decision variables
is very important for optimization, even a perfect decomposition strategy can not
guarantee a successful optimization stage. Future work will investigate which
decomposition methods most benefit the optimization stage, even if they do not
necessarily yield an accurate grouping result.
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