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iiiivSommario
Questo elaborato si colloca nell'ambito dello studio dei sistemi dinamici a
tempo discreto ed in particolare  e volto ad analizzare alcune propriet a dei
sistemi unidimensionali periodici, scoperte dal matematico A. M. Sharkovsky
nel 1964. Nel Capitolo 1 si riporta la curiosa storia della scoperta di tali
propriet a. Nel Capitolo 2 si richiamano alcuni concetti di analisi matematica
e si introducono gli strumenti di base per lo studio di sistemi dinamici a
tempo discreto. Nei Capitoli 3 e 4, dopo avere enunciato alcuni lemmi, si
prova il teorema di Sharkovsky e se ne analizzano alcune conseguenze.
vviCapitolo 1
Introduzione
Ben pochi all'inizio del Novecento avrebbero creduto all'esistenza di \terre
vergini" nell'ambito dello studio delle propriet a di funzioni continue di una
variabile reale. Nel corso della storia tale classe di funzioni  e stata studiata
estensivamente da matematici del calibro di Newton, Leibniz, Euler, Weier-
strass facendo cos  supporre che nessuna sorpresa potesse arrivare dalla retta
reale.
Nel 1964 fu l'allora venticinquenne Alexandr Nicolaevich Sharkovsky a
smentire questa supposizione, pubblicando un articolo che solo molto tempo
dopo avrebbe rivoluzionato la teoria dei sistemi dinamici. Questa storia
diventa ancor pi u curiosa se si pensa che lo scritto, intitolato \Coesistenza di
cicli di una mappa continua dalla retta reale in se stessa" [10], fu virtualmente
inaccessibile alla comunit a matematica internazionale per pi u di due lustri.
Per comprendere a fondo il contenuto di questo articolo bisogna prima
fare un passo indietro e precisare il concetto di sistema dinamico discreto. Si
tratta di un modello matematico che descrive l'evoluzione temporale di un
processo iterativo che pu o rappresentare fenomeni sici, biologici, economici o
quant'altro. Gli ingredienti principali per la costruzione di tale modello sono
un insieme ed una mappa dall'insieme dato in se stesso. Fissato un punto
di questo insieme che rappresenta lo stato iniziale del sistema, l'evoluzione
temporale del processo e specicata dall'orbita del punto iniziale, ovvero dalla
applicazione della mappa al punto iniziale ed ai successivi risultati.
Non  e dicile immaginare che la nozione di periodicit a di un sistema
rivesta un ruolo molto particolare. Nell'ottica di voler controllare un processo
(sico, ad esempio)  e normale chiedersi se il fenomeno si ripeta ed in caso
aermativo con quale periodo. In aggiunta si noti che la dinamica dell'orbita
di un punto periodico  e completamente determinata a priori non appena si
conosce un certo numero di iterazioni.2 CAPITOLO 1. INTRODUZIONE
Fra le tante particolarit a del teorema di Sharkosky sulla \coesistenza di
cicli", vi  e anche un nuovo bizzarro ordinamento dei numeri naturali, detto
ordinamento di Sharkovsky. In tale ordinamento vengono prima gli interi
dispari e maggiori di 1, disposti secondo l'ordine naturale crescente
3 B 5 B 7 B 9 B 11 B :::
seguiti dagli interi dispari moltiplicati per il fattore 2, pure essi disposti
secondo l'ordine naturale crescente,
::: 3 ￿ 2 B 5 ￿ 2 B 7 ￿ 2 B :::
poi dagli interi dispari moltiplicati per il fattore 22 e disposti secondo l'ordine
naturale crescente, etc. Ultime vengono le potenze di 2, disposte secondo
l'ordine naturale decrescente. Si ottiene cos :
3 B 5 B 7 B 9 B 11 B ::: B 3 ￿ 2 B 5 ￿ 2 B 7 ￿ 2 B ::: B 2
2 B 2
1 B 1:
L'articolo di Sharkovsky  e essenzialmente volto a provare il seguente teo-
rema: \se k B l e se una mappa continua di variabile reale a valori reali ha
un punto di periodo k, allora essa ha un punto di periodo l"; qui il simbolo
B denota l'ordine denito sopra.
Sorprendentemente vengono ordinati tutti i numeri naturali e contempo-
raneamente si stabilisce un vincolo sull'insieme dei periodi di una arbitraria
funzione continua di variabile reale. L'eleganza del teorema di Sharkovsky
risiede appunto nella debolezza delle ipotesi e per quanto concerne la di-
mostrazione nella intelligente ed oculata applicazione del teorema del valor
medio.
Il lavoro di Sharkovsky avrebbe tuttavia ottenuto il giusto riconoscimento
solo molti anni dopo. Tale risultato rimase sepolto per circa dieci anni, nch e
attorno al 1970 esplose denitivamente l'interesse per i problemi iterativi e
le loro applicazioni.
Ignari dell'esistenza dell'opera di Sharkovsky nel 1975 Tien-Yien Li e
James Yorke pubblicarono l'articolo \Periodo tre implica caos" [7]. Nello
scritto si provava che la presenza di un punto periodico di periodo 3 per una
mappa da un insieme in se stessa implica la presenza di punti periodici di
tutti i periodi. Malgrado tale risultato fosse solo un frammento di quello del
matematico ucraino, la gloria sembrava destinata ai due americani, che per
primi avevano sollevato la questione di fronte ad una pi u ampia audience, i
matematici anglofoni.
Secondo quanto scrive Gleick [5], ad una conferenza sulle equazioni dif-
ferenziali tenuta nella Berlino Est, Sharkovsky ebbe l'opportunit a di incon-
trare Yorke per la prima volta. C'era qualcosa di molto importante che l'u-
craino doveva riferirgli. Fu cos  organizzato un furtivo incontro su un battello3
durante la traversata del ume Spree, in accordo al clima di guerra fredda
del tempo. In quella sede Sharkovsky inform o Yorke del suo pi u generale
risultato (anche se ne invi o la dimostrazione solo sei mesi pi u tardi).
Da allora il merito di questo risultato venne via via universalmente at-
tribuito a Sharkovsky e nuove dimostrazioni del teorema cominciarono ad
apparire. Nonostante ci o, a Li e Yorke va riconosciuto il merito di avere
arontato l'argomento di fronte ad un grande pubblico e di aver denito la
nozione di mappa caotica.
Al giorno d'oggi il teorema di Sharkovsky  e un risultato che compare in
tutti i libri di testo che trattano di Teoria del Caos e viene ammirato per la
sbalorditiva semplicit a del suo enunciato.4 CAPITOLO 1. INTRODUZIONECapitolo 2
Preliminari
2.1 Richiami di calcolo dierenziale
In questa sezione si ssa la notazione utilizzata e si richiamano alcune nozioni
elementari di analisi matematica.
Si consideri una mappa continua f : I ￿ I, ove I  e intervallo chiuso e
limitato di R, insieme dei numeri reali.
Si denota la composizione di due funzioni con f ￿ gpxq ￿ fpgpxqq.
Denizione 1 (Iterazione). Per ogni intero n ¥ 1 si denisce fn come:
 f1 ￿ f,
 fn ￿ f ￿ fn￿1.
Osservazione 1. Si noti che fn non indica l'elevazione ad n-esima potenza di
f, n e tantomeno la derivata n-esima di f che sarebbe denotata da fpnq.
Uno dei risultati dell'analisi che sfrutteremo estesamente  e il Teorema del
Valore Medio:
Teorema 1 (Teorema del Valore Medio). Supponiamo che f : I ￿ ra;bs ￿ R
sia continua. Supponiamo inoltre che fpaq ￿ u e fpbq ￿ v. Allora per ogni
z compreso tra u e v, esiste c P ra;bs tale che fpcq ￿ z.
2.2 Periodicit a
In questa sezione e nella successiva vengono presentati alcuni strumenti di
base per l'analisi di un sistema dinamico a tempo discreto i cui stati siano
(rappresentati da) numeri reali. L'obiettivo principale della teoria dei sistemi6 CAPITOLO 2. PRELIMINARI
f(x)
x a b c
f(a) = u
f(b) = v
f(c) = z
Figura 2.1: Il teorema del valore medio.
dinamici  e di capire il comportamento asintotico di un processo iterativo. Se
per esempio questo processo  e un processo discreto come l'iterazione di una
funzione, allora la teoria cerca di capire il comportamento nale dei punti x,
fpxq,f2pxq, ... , fnpxq al crescere di n.
Fissato uno stato iniziale x0, se si considera il processo a tempo discreto
xpnq ￿ f
npx0q (2.1)
l'equazione alle dierenze che ne regola la dinamica  e
xpn ￿ 1q ￿ fpxpnqq (2.2)
con xp0q ￿ x0.
Facendo riferimento all'evoluzione temporale del sistema,  e utile denire
il concetto di orbita.
Denizione 2 (Orbita). Sia x0 P R. Si denisce orbita o f-orbita di x0
l'insieme di punti
Opx0q :￿ tx0;fpx0q;f
2px0q;f
3px0q;:::u: (2.3)
Di particolare interesse sono le orbite che consistono di un unico punto.
Tali punti sono detti punti ssi o anche punti di equilibrio del sistema.
Denizione 3 (Punto Fisso). Un punto x￿ si dice punto sso della mappa
f o punto di equilibrio della Eq. (2.2) se fpx￿q ￿ x￿.2.2. PERIODICIT A 7
Si osservi che l'orbita di un punto sso x￿  e un insieme di un unico
elemento e consiste del solo x￿. Inoltre la Eq. (2.2) suggerisce che per trovare
tutti i punti ssi di una mappa bisogna risolvere la equazione fpxq ￿ x.
Gracamente questo vincolo si traduce nel trovare le ascisse x per cui il
graco della curva y ￿ fpxq interseca la bisettrice del primo e del terzo
quadrante y ￿ x, si veda la Figura (2.2).
Figura 2.2: Mappa con 2 punti ssi.
Un'altra nozione di estrema importanza nel campo dei sistemi dinamici
 e quella di periodicit a. La sua importanza discende dal fatto che numerosi
fenomeni sici hanno comportamenti ricorrenti, che si ripetono nel tempo.
Questi \pattern" si ripetono producendo cicli (periodici), intendendo per
ciclo l'orbita di punti periodici.
Denizione 4 (Punto Periodico). Un punto  x si dice punto periodico di
f di periodo k (o k-periodico per f) se fkp xq ￿  x per qualche intero positivo
k. Se inoltre frp xq ￿  x per 0 ￿ r ￿ k, allora k  e detto periodo minimo (o
pi u semplicemente periodo) di  x.
Osservazione 2. Si osservi che:
  x  e k-periodico per f, se  x  e un punto sso della mappa fk;
 se x￿  e punto sso di f, allora x￿  e punto periodico di f di periodo 1.
Esempio 1 (La Mappa Logistica). Supponiamo di essere interessati a capire
come evolve nel tempo il numero di individui di una popolazione. Sia xpnq
il numero di membri di una popolazione di una certa specie al tempo n, e 
il tasso di crescita della popolazione da una generazione all'altra. Allora un
modello matematico che descrive come varia la dimensione della popolazione
pu o essere quello \malthusiano"
xpn ￿ 1q ￿ xpnq;  ¡ 0: (2.4)
Se la popolazione iniziale  e xp0q ￿ x0, allora con una semplice iterazione
si trova che8 CAPITOLO 2. PRELIMINARI
xpnq ￿ 
nx0: (2.5)
 e soluzione della Eq. (2.4). Essendo interessati al comportamento as-
intotico della popolazione, si osserva come cambia la popolazione xpnq al
divergere di n. Se  ¡ 1, la popolazione xpnq diverge verso innito. Se
 ￿ 1, xpnq ￿ x0 per ogni n ¥ 0 e la popolazione rimane costante nel tem-
po. Inne per  ￿ 1, xpnq ￿ ￿ ￿ ￿
n￿8 0, quindi la popolazione si estingue se si
lascia passare un tempo sucientemente grande. In eetti nessuno di questi
scenari rispecchia la realt a. Infatti una popolazione non pu o crescere a dis-
misura, ma dipende dalla entit a delle risorse pro capite che la mantengono in
vita. Inoltre eventuali carestie spingerebbero gli elementi della popolazione
a combattere per tali risorse. Un modello pi u ragionevole  e dunque
xpn ￿ 1q ￿ xpnq ￿ bx
2pnq (2.6)
ove b  e la costante di proporzionalit a di interazione tra i membri della
specie. Se, per semplicare la Eq. (2.6), poniamo ypnq ￿ b
xpnq, otteniamo
il modello
ypn ￿ 1q ￿ ypnqp1 ￿ ypnqq: (2.7)
L'Eq. (2.7)  e detta equazione logistica e la mappa fpyq ￿ yp1 ￿ yq  e
detta la mappa logistica.
Figura 2.3: La mappa logistica per  ￿ 22.2. PERIODICIT A 9
Al variare di , questa innocente mappa esibisce una dinamica estrema-
mente complessa. Sorprendentemente una soluzione in forma chiusa, ovvero
l'espressione in forma algebrica di una soluzione, della Eq. (2.7) non  e
possibile, ad eccezione di  ￿ 2;4.
Il precedente esempio testimonia l'esistenza di mappe di cui non si pu o
ottenere una soluzione in forma chiusa. In altre parole non  e possibile scri-
vere una formula esplicita per i punti fnpx0q che compongono l'orbita del
generico punto x0. Si rende necessario dunque lo sviluppo di metodi quali-
tativi o graci per determinare il comportamento delle orbite, specialmente
nell'intorno di punti di interesse quali i punti ssi.
Uno dei pi u ecaci metodi di iterazione per determinare l'andamento (e
la stabilit a) delle orbite  e il \diagramma a ragnatela".
Anzitutto nel piano pxpnq￿ xpn￿1qq si disegnano la curva y ￿ fpxq e la
diagonale y ￿ x nello stesso graco.
x0
Figura 2.4: Il diagramma a ragnatela
Si parte da un punto iniziale x0 (di cui si vuole conoscere l'orbita). In
seguito ci si muove verticalmente nch e non si incontra il graco di f nel10 CAPITOLO 2. PRELIMINARI
punto px0;fpx0qq. Dopodich e ci si sposta orizzontalmente no a incontrare
la diagonale y ￿ x nel punto pfpx0q;fpx0qq. Questo determina fpx0q sull'asse
x. Per trovare f2px0q, ci si muove ancora verticalmente nch e non si incontra
il graco di f nel punto pfpx0q;f2px0qq; poi ci si sposta orizzontalmente no
a trovare ancora la retta y ￿ x nel punto pf2px0q;f2px0qq. Continuando
questo procedimento, si possono valutare tutti i punti dell'orbita del punto
x0, ovvero l'insieme Opx0q (si veda la Figura 2.4).
Esempio 2 (La Mappa A Tenda). La mappa a tenda T  e denita come segue
Tpxq ￿
"
2x; per 0 ⁄ x ⁄ 1
2;
2p1 ￿ xq; per 1
2 ⁄ x ⁄ 1:
Questa mappa si pu o scrivere anche nella forma
Tpxq ￿ 1 ￿ 2
￿ ￿ ￿ ￿x ￿
1
2
￿ ￿ ￿ ￿: (2.8)
2
3 1
1
Figura 2.5: La mappa a tenda. La mappa presenta due punti di equilibrio
x￿
1 ￿ 0 e x￿
2 ￿ 2
3.
Si osservi che la mappa a tenda  e una mappa lineare a tratti (si veda
la Figura 2.5). Nonostante ci o, T possiede una dinamica piuttosto curiosa.
Specicamente essa possiede punti periodici di ogni periodo, come si vedr a
nella prova del teorema sulla coesistenza dei cicli.2.2. PERIODICIT A 11
2
3
1
1
Figura 2.6: Escludendo i punti ssi di T dall'insieme dei punti ssi di T 2, si
ottengono i punti 2-periodici di T.
La mappa a tenda possiede numerose propriet a. Si pu o dimostrare [2]
che un punto b ￿ r
s razionale con b P p0;1q  e punto periodico di T se e solo
se r  e un intero pari e s  e un intero dispari. Inoltre per ispezione del graco
si verica che T n ha esattamente 2n punti ssi in p0;1q (si vedano le Figure
(2.6) e (2.7) ).
1
1
Figura 2.7: Escludendo i punti ssi di T e di T 2 dall'insieme dei punti ssi
di T 3, si ottengono i punti 3-periodici di T.12 CAPITOLO 2. PRELIMINARI
Enunciamo ora due utili lemmi che riguardano il periodo minimo di
eventuali punti periodici.
Lemma 1. Se fmp xq ￿  x, allora il periodo minimo di  x divide m.
Lemma 2. Siano k, m, n ed s interi positivi. Allora valgono i seguenti
enunciati:
1. Se  x  e punto periodico di f con periodo minimo m, allora  e punto peri-
odico di fn con periodo minimo m
pm;nq, ove pm;nq  e il massimo comun
divisore tra m ed n.
2. Se  x  e punto periodico di fn con periodo minimo k, allora  e punto
periodico di f con periodo minimo kn
s ove s divide n ed  e coprimo
rispetto a k.
Dimostrazione.
1. Sia t il periodo minimo di  x sotto fn. Allora m divide nt in quanto
 x ￿ pf
nq
tp xq ￿ f
ntp xq:
Di conseguenza, dividendo ambo i membri per pm;nq, m
pm;nq divide n
pm;nq ￿ t.
Poich e n
pm;nq e m
pm;nq sono coprimi m
pm;nq divide t. D'altra parte
pf
nq
m{pm;nqp xq ￿ pf
m{pm;nqq
np xq ￿  x:
Cos , t divide m
pm;nq. Questo prova che t ￿ m
pm;nq.
2. Poich e
 x ￿ pf
nq
kp xq ￿ f
nkp xq;
il periodo minimo di  x sotto f  e kn
s per qualche intero positivo s. Per quanto
dimostrato in (1), pkn
s q{ppkn
s q;nq ￿ k. Cos ,
n
s
￿
￿￿kn
s
￿
;n
￿
￿
￿
k
￿n
s
￿
;n
￿s
s
￿￿
￿
￿
k
￿n
s
￿
;s
￿n
s
￿￿
￿
￿n
s
￿￿
k;s
￿
:
Questo prova che s divide n e ps;kq ￿ 1.2.3. INTERVALLI, COPERTURE, CICLI 13
2.3 Intervalli, Coperture, Cicli
In questa sezione viene presentato il concetto di f-copertura e vengono di-
mostrate alcune semplici propriet a che ne derivano.
Denizione 5 (Copertura). Siano f una funzione continua reale di variabile
reale e I,J intervalli chiusi e limitati di R. L'intervallo I f-copre (o copre)
l'intervallo J, se I appartiene al dominio di f e fpIq ￿ J, ovvero se ogni
punto di J  e immagine di almeno un punto di I. Scriveremo in tal caso
I
f ￿ ￿J o, quando non vi sia ambiguit a circa la funzione, I ￿ J. Inne quando
fpIq ￿ J, si parler a di f-copertura esatta (o copertura esatta) e si
scriver a I  J.
Lemma 3 (Lemma Del Punto Fisso). Sia I ￿ ra;bs un intervallo chiuso e
limitato di R. Se I
f ￿ ￿I, allora esiste ha un punto sso di f in I.
Dimostrazione. Dato che I ￿ I devono esistere c1;c2 P I tali che
fpc1q ￿ a ⁄ c1 e fpc2q ￿ b ¥ c2: (2.8)
Figura 2.8: Il lemma del punto sso.
Se fpc1q ￿ c1 o fpc2q ￿ c2, abbiamo nito poich e c1 o c2 sono per
denizione punti ssi di f. Assumiamo dunque che
fpc1q ￿ c1 e fpc2q ¡ c2
e consideriamo ora la funzione continua gpxq ￿ fpxq ￿ x. Per quanto
osservato sopra, gpc1q ￿ c1 e gpc2q ¡ c2. Per il Teorema 1, esiste x￿ compreso
tra c1 e c2 tale che gpx￿q ￿ 0. Di conseguenza fpx￿q ￿ x￿, cos  x￿  e punto
sso di f.14 CAPITOLO 2. PRELIMINARI
Lemma 4 (Copertura Esatta). Siano J e L sottointervalli chiusi di I con
J
f ￿ ￿L. Allora esiste un sottointervallo chiuso K di J tale che K  J.
Dimostrazione. Sia L ￿ ra;bs. Dato che ta;bu ￿ L ￿ fpJq devono esistere
(almeno) due punti p;q P J tali che
fppq ￿ a e fpqq ￿ b
Se p ￿ q, siano
c ￿ maxtx P rp;qs | fpxq ￿ au;
d ￿ mintx P rp;qs | fpxq ￿ bu:
Se invece q ￿ p, siano
c ￿ maxtx P rq;ps | fpxq ￿ bu;
d ￿ mintx P rq;ps | fpxq ￿ au:
In ogni caso sia K ￿ rc;ds. Chiaramente fpKq ￿ L.
Denizione 6 (Ciclo). Siano J0, J1, ..., Jn￿1, Jn sottointervalli chiusi di I
con Jn ￿ J0 tali che Ji
f ￿ ￿ Ji￿1 per i ￿ 0;1;:::;n ￿ 1. Allora diremo che
J0 ￿ J1 ￿ ::: ￿ Jn￿1 ￿ J0 (2.8)
 e un ciclo (o n-ciclo) di intervalli di lunghezza n.
In presenza di una catena di coperture del tipo J0 ￿ J1 ￿ ::: ￿ Jn￿1, si
pu o sempre considerare un grafo orientato i cui vertici sono J0;J1;￿￿￿ ;Jn￿1
ed i cui archi orientati connettono Jr a Js se Jr ￿ Js. Tale rappresentazione
 e comoda perch e il seguente Lemma ci permette di mettere in corrispondenza
i cicli del grafo associato con i cicli di coperture.
Lemma 5 (Lemma dell' Itinerario). Sia J0
f ￿ ￿ J1
f ￿ ￿ :::
f ￿ ￿ Jn￿1
f ￿ ￿ J0 un
ciclo di lunghezza n. Allora esiste un punto periodico  x di f tale che:
f
ip xq P Ji per i ￿ 0;1;:::;n ￿ 1 e f
np xq ￿  x:2.3. INTERVALLI, COPERTURE, CICLI 15
Dimostrazione.
Sia Qn ￿ J0. Posto che Jn￿1 ￿ J0 ￿ Qn, esiste, per il Lemma 4, un
sottointervallo chiuso Qn￿1 di Jn￿1 tale che Qn￿1  Qn ￿ J0. Lo stesso di
pu o dire di Jn￿2 che per lo stesso motivo ha come sottointervallo Qn￿2 tale
che Qn￿2  Qn￿1. Iterando questo procedimento per ogni i ￿ 0;1;:::;n￿ 1,
si ottiene un sottointervallo chiuso Qi di Ji tale che Qi  Qi￿1. Dunque si
ha
Q0  Q1  :::  Qn￿1  Qn ￿ J0
e di conseguenza fipQ0q ￿ Qi per ogni 0 ⁄ i ⁄ n. In particolare,
fnpQ0q ￿ Qn ￿ J0 ￿ Q0. Per il Lemma 3, esiste un punto  x P Q0 ￿ J0
tale che fnp xq ￿  x. Dato che  x P Q0, si ottiene anche che fip xq P fipQ0q ￿
Qi ￿ Ji per ogni 0 ⁄ i ⁄ n ￿ 1.16 CAPITOLO 2. PRELIMINARICapitolo 3
Il teorema di Sharkovsky
In questo capitolo si enuncer a e prover a il teorema di Sharkovsky sulla co-
esistenza dei cicli, premettendo prima alcuni lemmi che ne faciliteranno la
comprensione e la dimostrazione.
3.1 Lemmi preliminari
Si denoter a con ra : bs l'intervallo chiuso di R i cui estremi sono a e b,
indipendentemente dal fatto che a ￿ b o b ￿ a.
Lemma 6. Se f ha un punto di periodo m con m ¥ 3, allora f ha un punto
di periodo 2.
Lemma 7. Se f ha un punto di periodo m con m ¥ 3 dispari, allora f ha
un punto di periodo pm ￿ 2q.
Lemma 8. Se f ha un punto di periodo m con m ¥ 3 dispari, allora f ha
un punto di periodo 6 ed un punto di periodo p2mq.
Dimostrazione.
Sia P ￿ txi | 1 ⁄ i ⁄ mu, con x1 ￿ x2 ￿ ::: ￿ xm, un'orbita di f di periodo
m con m ¥ 3.
Deniamo xs ￿ maxtx P P | fpxq ¡ xu. Allora
fpxsq ¥ xs￿1 e fpxs￿1q ⁄ xs: (3.1)
Dunque rxs;xs￿1s
f ￿ ￿ rxs;xs￿1s, cos  per il Lemma 3 deve esistere un punto
sso z in rxs;xs￿1s.
Se per ogni intero i tale che 1 ⁄ i ⁄ m￿1 ed i ￿ s i punti fpxiq ed fpxi￿1q
stanno dalla stessa parte rispetto a z, allora fprx1;xssXPq ￿ rxs￿1;xmsXP18 CAPITOLO 3. IL TEOREMA DI SHARKOVSKY
z xs￿1 xs x1 xm
Figura 3.1: xs  e il punto pi u a destra dell'orbita il cui arco uscente punta
verso destra nel diagramma.
e fprxs￿1;xmsXPq ￿ rx1;xssXP. Poich e f  e iniettiva su P (se cos  non fosse
il ciclo sarebbe lungo meno di m), si ha che fprx1;xssX Pq ￿ rxs￿1;xmsX P
e fprxs￿1;xms X Pq ￿ rx1;xss X P. Essendo rx1;xss X P  rxs￿1;xms X P e
rxs￿1;xms X P  rx1;xss X P, si ha
rx1;xss ￿ rxs￿1;xms ￿ rx1;xss:
Applicando il Lemma 5 al ciclo rx1;xss ￿ rxs￿1;xms ￿ rx1;xss si ottiene che
f ha un punto di periodo 2.
Assumiamo ora che per qualche intero t tale che 1 ⁄ t ⁄ m ￿ 1 e t ￿
s i punti fpxtq e fpxt￿1q stiano in lati opposti rispetto a z (questo deve
necessariamente succedere se m  e dispari).
z xs￿1 xs xt xm xt￿1
Figura 3.2: fpxtq e fpxt￿1q stanno in lati opposti rispetto a z.3.1. LEMMI PRELIMINARI 19
Allora rxt;xt￿1s
f ￿ ￿ rxs;xs￿1s. Assumiamo senza perdita di generalit a che
xt ￿ xs. Se xs￿1 ⁄ xt la prova  e simile. Sia q il pi u piccolo intero positivo tale
che fqpxsq ⁄ xt (nel diagramma fqpxsq  e il primo punto a partire da sinistra
la cui freccia \va pi u a sinistra" di xt). Allora 2 ⁄ q ⁄ m ￿ 1, in quanto
non vi sono punti ssi nell'orbita e poich e, essendo m il periodo dell'orbita
periodica di periodo m, dopo m iterazioni fmpxiq ￿ xi per ogni 1 ⁄ i ⁄ m.
Per i ￿ 0;1;:::;q ￿ 1, deniamo Ji ￿ rz : fipxsqs. Dunque
J0 ￿ rz : f
0pxsqs ￿ rxs;zs
J1 ￿ rz : f
1pxsqs ￿ rz;fpxsqs
. . .
Per ogni n ¥ m ￿ 1 consideriamo l' n-ciclo
J0 ￿ J1 ￿ ::: ￿ Jq￿1 ￿ rz : f
q￿1pxsqs ￿ rxt;xt￿1s ￿ rxs;xs￿1s
n￿pq￿1q ￿ J0
che per il Lemma 5 conferma l'esistenza di un punto di periodo n per f.
Questo prova il Lemma 7.
z xl xs x1 xm xs￿1 xt
Figura 3.3: Esiste xl con s ￿ 1 ⁄ l ⁄ m tale che fpxlq ⁄ xt.
D'altra parte, dato che xt ￿ xs e fpxsq ¥ xs￿1, si pu o assumere che t sia
il pi u grande intero in r1;s ￿ 1s tale che fpxtq ⁄ xs. Cos , fpxiq ¥ xs￿1 per
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Se fosse fpxiq ¥ xt￿1 per ogni s￿1 ⁄ i ⁄ m, allora fnpxsq ¥ xt￿1 per ogni
n ¥ 1, contraddicendo il fatto che fjpxsq ￿ xt per qualche 1 ⁄ j ⁄ m ￿ 1.
Dunque, deve esistere almeno un intero positivo l, con s￿1 ⁄ l ⁄ m, tale
che fpxlq ⁄ xt; sia l il pi u piccolo tra questi. Se fosse xt￿1 ⁄ fpxiq ⁄ xl￿1 per
ogni t ￿ 1 ⁄ i ⁄ l ￿ 1, allora fnpxsq ¥ xt￿1 per ogni n ¥ 1, contraddicendo
ancora il fatto che fjpxsq ￿ xt per qualche 1 ⁄ j ⁄ m ￿ 1.
Cos , esiste un intero positivo k con t￿1 ⁄ k ⁄ l￿1 tale che fpxkq ¥ xl.
U V W
z xl xk x1 xm xs￿1 xt￿1 xt xs
Figura 3.4: xk. Caso t ￿ 1 ⁄ k ⁄ s.
Distinguiamo ora due casi: t ￿ 1 ⁄ k ⁄ s oppure s ￿ 1 ⁄ k ⁄ l ￿ 1.
Nel caso in cui t￿1 ⁄ k ⁄ s, siano U ￿ rxt;xks, V ￿ rxk;zs, W ￿ rz;xls.
Ricordando che
fpxtq ⁄ xs; fpxlq ⁄ xt; fpzq ￿ z; fpxkq ¥ xl;
il grafo associato ha la forma U ￿ V ￿ W. Per ogni intero pari n ¥ 2, si
applica dunque il Lemma 5 all' n-ciclo
U ￿ pW ￿ V q
n￿2
2 ￿ W ￿ U
per stabilire l'esistenza di punti periodici di tutti i periodi pari, incluso il
periodo 2, per f.
Se invece s ￿ 1 ⁄ k ⁄ l ￿ 1, applicando il il Lemma 5 ai cicli
rxs￿1;xks ￿ prxk;xlsq
n ￿ rxs￿1;xks; n ¥ 1;
si ottengono punti periodici di tutti i periodi ¥ 2. Questo prova i Lemmi 6
e 8, dunque completa la dimostrazione dei Lemmi 6, 7 e 8.3.2. COESISTENZA DI CICLI 21
3.2 Coesistenza di cicli
Denizione 7 (Ordinamento di Sharkovsky). Si denisce ordinamento di
Sharkovsky dei numeri naturali:
3 B 5 B 7 B ::: ::: B 2 ￿ 3 B 2 ￿ 5 B 2 ￿ 7 B :::
interi dispari 2￿ interi dispari
::: B 2
2 ￿ 3 B 2
2 ￿ 5 B 2
2 ￿ 7 B ::: ::: B 2
n ￿ 3 B 2
n ￿ 5 B 2
n ￿ 7 B :::
22￿interi dispari 2n￿ interi dispari
::: ::: ::: ::: B 2
n B ::: B 2
2 B 2
1 B 1:
potenze di 2
Esso esaurisce tutti i numeri naturali (ed  e pertanto un ordinamento to-
tale). In tale ordinamento vengono prima gli interi dispari e maggiori di 1,
disposti secondo l'ordine naturale crescente, seguiti dagli interi dispari molti-
plicati per il fattore 2, pure essi disposti secondo l'ordine naturale crescente,
poi dagli interi dispari moltiplicati per il fattore 22 e disposti secondo l'or-
dine naturale crescente, etc. Ultime vengono le potenze di 2, disposte secondo
l'ordine naturale decrescente.
Siamo ora in grado di enunciare e dimostrare il teorema di Sharkovsky
sulla coesistenza di cicli di una mappa continua da un intervallo in se stesso.
Teorema 2 (Coesistenza di Cicli). I seguenti enunciati sono veri:
1. Se f ha un punto di periodo m e se mBn, allora f ha anche un punto
di periodo n.
2. Per ogni intero positivo n, esiste una mappa continua g : I ￿ I che ha
un punto di periodo n, ma non ha punti di periodo m per ogni m tale
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Dimostrazione. Se f ha punti di periodo m con m ¥ 3 dispari, allora per
il Lemma 7 f ha punti di periodo pm ￿ 2q e per il Lemma 8 f ha punti di
periodo 2 ￿ 3.
Se f ha punti di periodo 2￿m con m ¥ 3 dispari, allora per il Lemma 2 f2 ha
punti di periodo 2￿m
p2￿m;2q ￿ m. Per il Lemma 7, f2 ha punti di periodo pm￿2q,
che implica per il Lemma 2 che f ha punti di periodo pm ￿ 2q oppure punti
di periodo 2 ￿ pm ￿ 2q. In accordo a quanto dice il Lemma 8, se f ha punti
di periodo pm ￿ 2q, allora ha punti di periodo 2 ￿ pm ￿ 2q. In ogni caso f ha
punti di periodo 2￿pm￿2q. D'altronde poich e f2 ha punti di periodo m, per
il Lemma 8 f2 ha punti di periodo 2 ￿ 3, dunque per il Lemma 2, f ha punti
di periodo 22 ￿ 3.
Ora se f ha punti di periodo 2k ￿ m con m ¥ 3 dispari e k ¥ 2, allora per il
Lemma 2 f2k￿1 ha punti di periodo 2k￿m
p2k￿m;2k￿1q ￿ 2￿m. Per quanto provato in
precedenza f2k￿1 ha punti di periodo 2￿pm￿2q e 22￿3. Perci o, per il Lemma
2, f ha punti di periodo 2k ￿ pm ￿ 2q e 2k￿1 ￿ 3.
Di conseguenza, se f ha punti di periodo 2i ￿ m con m ¥ 3 dispari e i ¥ 0,
allora f2i ha punti di periodo m per il Lemma 2. Per ogni l ¥ i, per il Lemma
2, f2l ￿ pf2iq2l￿i ha punti di periodo m
pm;2l￿iq ￿ m. Per il Lemma 8, f2l ha
punti di periodo 6. Dunque, f2l￿1 ha punti di periodo 3 e dunque di periodo
2, per il Lemma 6. Questo implica che f ha punti di periodo 2l￿2 per ogni
l ¥ i ¥ 0.
Inne, se f ha punti di periodo 2k per qualche k ¥ 2, allora per il Lemma
2 f2k￿2 ha punti di periodo 4, e cos  per il Lemma 6, ha punti di periodo
2. Dunque, f ha punti di periodo 2k￿1. Questo conclude il punto p1q del
teorema.
Per provare il punto p2q,  e suciente assumere che I ￿ r0;1s. Con-
sideriamo la mappa a tenda sull'intervallo I, gi a denita nell'esempio (2),
ovvero
Tpxq ￿
"
2x; per 0 ⁄ x ⁄ 1
2;
2p1 ￿ xq; per 1
2 ⁄ x ⁄ 1:3.2. COESISTENZA DI CICLI 23
Figura 3.5: Il 3-ciclo t2
7; 4
7; 6
7u della mappa a tenda.
L'insieme t2
7; 4
7; 6
7u  e un 3-ciclo di T, dunque, per quanto dimostrato nel
punto p1q di questo teorema, l'insieme PerpTq di tutti i possibili periodi dei
cicli di T coincide con N. Deniamo
Tpxq ￿ minpTpxq;q @ ;x P I ￿ r0;1s:
e denotiamo con ConstpTq l'interno dell'insieme tx P I ￿ r0;1s | Tpxq ¥
u ￿ tx P I ￿ r0;1s | Tpxq ￿ u. Chiaramente se x P IzConstpTq, allora
Tpxq ￿ Tpxq.
1
1

ConstpTq
Figura 3.6: La mappa T e l'insieme ConstpTq.
Si noti che T0 ￿ 0 e T1 ￿ T. Di conseguenza, PerpT1q ￿ PerpTq ￿ N
e PerpT0q ￿ 1. Mostreremo che quando si va da T0 a T1 al variare di  in
modo continuo, si passa attraverso tutti i possibili esempi di insieme PerpTq.
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s ￿ mintmaxP | P  e un s-ciclo di Tu
e gs ￿ Ts per ogni s P N. Sia P il ciclo di gs per cui s ￿ maxP.
Per costruzione, gs
￿
￿
P ￿ T
￿
￿
P. Dunque, gs ha il ciclo P di periodo s e tk P
N | s D ku ￿ Perpgsq per quanto dimostrato nella parte (1) del teorema.
Sosteniamo che se t ￿ s e t P Perpgsq, allora t ￿ s. Per provarlo, si
osserva che se Q  e un t-ciclo di gs, allora Q X Constpgsq ￿ H (in quanto
gspConstpgsqq P P e P X Q ￿ H). Allora T
￿ ￿
Q ￿ gs
￿ ￿
Q e maxQ ￿ maxP.
Questo prova la precedente aermazione. Una semplice conseguenza  e che
per ogni t;s tali che t C s si ha t ￿ s.
Ora siamo pronti a mostrare che Perpgsq ￿ tk P N | s D ku per ogni s.
Infatti, se t P Perpgsq e s C t si ha che t ￿ s ￿ t; una contraddizione.
Cos  si ottiene tk P N | sDku ￿ Perpgsq e poich e tk P N | sDku ￿ Perpgsq,
segue che Perpgsq ￿ tk P N | s D ku.
L'ultimo passo della prova  e costruire un esempio di mappa che ha come
insieme dei periodi tk P N | 28 D ku ￿ t1;2;22;:::;28;:::u. Poniamo allora
28 ￿ supt2n | n P Nu e g28 ￿ T28. Dato che per ogni n;m ¥ 0
e q ¥ 3 dispari si ha che 2n ￿ 2n￿1 ￿ 3￿2m￿1 ￿ q￿2m, si ottiene che
2n ￿ 28 ￿ q￿2m. Allora Constpg28q ￿ Constpg2nq per ogni n ¥ 0 e
perci o, se Q  e un ciclo di g2n per qualche n allora g2n
￿ ￿
Q ￿ g28
￿ ￿
Q. Dunque
tk P N | 28 D ku ￿ Perp28q. D'altra parte, se s P Perp28q con una
argomentazione simile a quanto stabilito sopra si ottiene s ⁄ 28. Quindi,
se s non  e un potenza di due si ottiene s ⁄ 28 ￿ s; una contraddizione.
Dunque, Perpg28q ￿ tk P N | 28 D ku.3.3. COROLLARI DEL TEOREMA DI SHARKOVSKY 25
3.3 Corollari del teorema di Sharkovsky
In questa sezione si tratteranno alcune conseguenze del teorema di Sharkovsky,
tra cui il teorema di Li-Yorke contenuto nel celebre articolo \Period three
implies chaos" [7].
Come si vedr a nel prossimo esempio, non  e dicile trovare mappe che
hanno punti di periodo p e nessun periodo q con q B p.
Esempio 3 (Periodo 5 non implica periodo 3).
Questo esempio dimostra che la presenza di un punto di periodo 5 non implica
la presenza di punto di periodo 3. Sia f una funzione lineare a tratti denita
sull'intervallo I￿ ￿ r1;5s con fplq ￿ 3, fp2q ￿ 5, fp3q ￿ 4, fp4q ￿ 2 e
fp5q ￿ 1, il cui graco  e mostrato in Figura (3.7).
￿1 1 2 3 4 5 6
￿1
1
2
3
4
5
6
0
f
Figura 3.7: Periodo 5 non implica periodo 3.
 E facile vericare che:
 10
3  e un punto sso (o 1-periodico);
 5
3  e un punto 2-periodico;
 1, 2, 3, 4, 5 sono punti 5-periodici.
Si pu o provare che f non ha punti 3-periodici. Poich e
f
3pr1;2sq ￿ r2;5s; f
3pr2;3sq ￿ r3;5s; f
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f3 non ha punti periodici in nessuno di questi intervalli. In aggiunta, poich e
f3r3;4s ￿ r1;5s e f3  e monotona decrescente in r3;4s, esiste un unico  x P r3;4s
tale che
f
3p xq ￿  x:
Dal momento che fpxq ￿ 10 ￿ 2x in r3;4s, fpxq ha un unico punto sso
x￿ ￿ 10
3 in r3;4s. Poich e
f
3px
￿q ￿ f
2px
￿q ￿ fpx
￿q ￿ x
￿ ￿  x;
 x non  e un punto 3-periodico. Perci o, f non ha punti 3-periodici.
Osservazione 3. Il teorema di Sharkovsky ha carattere strettamente unidi-
mensionale. Non si pu o estendere nemmeno al cerchio unitario S1. Per
esempio, la mappa f : S1 ￿ S1 denita da fpeiq ￿ eip￿ 
3 q ha periodo 3 in
ogni punto di S1, ma f non ha altri periodi.
Osservazione 4. Se f ha un punto periodico che non  e una potenza di 2,
allora f ha necessariamente inniti periodi. Viceversa, se f ha un numero
nito di periodi, allora essi sono tutti potenze di 2. Inne il periodo 3  e il
pi u grande periodo nell'ordinamento di Sharkovsky. Dunque la presenza del
periodo 3 implica l'esistenza di tutti gli altri periodi, come verr a provato nel
seguito.
Teorema 3 (Li e Yorke [7]). Sia f : I ￿ I una mappa continua nell'in-
tervallo I. Se esiste un punto periodico di periodo 3 in I, allora per ogni
k ￿ 1;2;::: esiste un punto periodico in I avente periodo k.
Dimostrazione. Supponiamo che f abbia un 3-ciclo tx;fpxq;f2pxqu. Allora
possiamo rinominare i punti del ciclo di modo che sia ta;b ￿ fpaq;c ￿ fpbqu
con a ￿ b ￿ c oppure a ¡ b ¡ c. Se fosse per esempio x ￿ f2pxq ￿ fpxq, si
pone a ￿ fpxq, b ￿ fpaq, c ￿ f2paq avendo ottenuto cos  a ¡ b ¡ c. Dunque
non  e restrittivo assumere che a ￿ b ￿ c. Deniamo J ￿ ra;bs e L ￿ rb;cs.
Non  e dicile vericare che J
f ￿ ￿ L, L
f ￿ ￿ J Y L (si veda la Figura
(3.8)). Possiamo riassumere il tutto dicendo che il grafo associato ha la
forma J ￿ L ￿. Questo signica che per ogni k  e possibile considerare il
seguente ciclo:
L ￿ L ￿ ::: ￿ L loooooomoooooon
pk￿2q
￿ J ￿ L
di lunghezza k. Applicando il Lemma 5 al ciclo precedente esiste un punto
k-periodico di f per ogni k P N.3.3. COROLLARI DEL TEOREMA DI SHARKOVSKY 27
Figura 3.8: 3-ciclo.
Questo risultato stimol o Li e Yorke ad introdurre la nozione di \caos"
in matematica. Gli esempi pi u comuni di sistema caotico includono il moto
turbolento di un 
uido, la dinamica di una popolazione, i sistemi economici,
le irregolarit a nel battito cardiaco etc. Questi sistemi condividono la propri-
et a di avere una alta sensibilit a alle condizioni iniziali. In altre parole, un
cambiamento molto piccolo nei valori iniziali (dovuto ad esempio al rumore)
si ingigantisce al punto che l'andamento predetto del sistema non assomiglia
per niente a quello reale.
Comportamenti caotici si riscontrano non solo nei sistemi discreti unidi-
mensionali, ma anche in sistemi sia a tempo continuo sia multidimensionali.
Tra gli esempi pi u interessanti compare certamente quello del meteorologo e
matematico Edward Lorenz [14]. Nel suo studio sulle previsioni del tempo
atmosferico, concluse che il meteo  e imprevedibile, anche se deterministico.
In eetti le equazioni di Lorenz costituiscono un sistema caotico, dunque le
previsioni a lungo termine non hanno alcun fondamento scientico. Questo
 e dovuto al fatto che il meteo ha una forte sensibilit a alle condizioni iniziali.
Lorenz chiam o questa dilatazione degli errori nelle previsioni meteorologiche
il \butter
y eect", perch e metaforicamente il battito d'ali di una farfalla in
Brasile pu o causare un tornado in Texas molte settimane dopo.
Per completezza nel seguito si illustra una tra la possibili denizioni di
mappa caotica. Per approfondire i concetti di funzione sensibile alle con-
dizioni iniziali e di funzione topologicamente transitiva si rimanda a testi28 CAPITOLO 3. IL TEOREMA DI SHARKOVSKY
specici, come [1] e [2].
Denizione 8. Sia V un insieme. La mappa f : V ￿ V si dice caotica su
V se
1. f ha dipendenza sensibile alle condizioni iniziali.
2. f  e topologicamente transitiva.
3. L'insieme dei suoi punti periodici P  e denso in V .
Riassumendo, una mappa caotica possiede tre ingredienti fondamentali:
imprevedibilit a, indecomponibilit a ed un elemento di regolarit a. Un sistema
caotico  e imprevedibile, a causa della sensibilit a alle condizioni iniziali. Non
pu o essere spezzato o decomposto in due sottosistemi che non interagiscono
sotto f, per la transitivit a topologica. Nella nebbia di questo comportamento
casuale, si ha tuttavia un elemento di regolarit a: i punti periodici sono densi.Capitolo 4
Note conclusive
La teoria del caos ha gi a prodotto risultati sorprendenti, dall'attrattore di
Lorenz, alla costante di Feigenbaum, al teorema di Sharkovsky. La bellez-
za di quest'ultimo risultato risiede sia nella sobriet a dell'enunciato, sia nel
fatto che rivela la presenza di ordine nel disordine, armonia nel caos. Dopo
avere arontato alcuni argomenti preliminari, in questo elaborato abbiamo
analizzato gli aspetti pi u strani del teorema sulla coesistenza dei cicli, come
l'ordinamento di Sharkovsky dei numeri naturali, ed alcune conseguenze,
come il teorema di Li-Yorke.
Nel futuro della Teoria del Caos vi sono applicazioni alle discipline pi u dis-
parate dalla crittograa, all'ecologia, ai laser. Riguardo lo studio dei sistemi
non lineari ci si aspetta ancora molto dall'attivit a di ricerca nel settore. Sec-
ondo Feigenbaum [5], uno dei massimi esponenti di questo ambito, esistono
\strutture nei sistemi non lineari che sono sempre le stesse":  e suciente
\osservarle nel modo giusto".30 CAPITOLO 4. NOTE CONCLUSIVEBibliogra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