An undesirable side effect of reversible color space transformation, which consists of lifting steps, is that while removing correlation it contaminates transformed components with noise from other components. To remove correlation without increasing noise, we integrate denoising into the lifting steps and obtain a reversible image component transformation. For JPEG-LS, JPEG 2000, and JPEG XR algorithms in lossless mode, we find that the proposed method applied to the RDgDb color space transformation with a simple denoising filter is especially effective for images in the native optical resolutions of acquisition devices, but may lead to increased bitrates for typical images. We also present an efficient estimator of image component transformation effects.
Introduction
It is known that the Red, Green, and Blue primary color components of the RGB color space are highly correlated for natural images [1, 2] . A common approach to RGB color image compression is the independent compression of the image components obtained using a transformation from RGB to a less correlated color space. This technique is used by standards including JPEG 2000 [3] , DICOM incorporating JPEG 2000 [4] , JPEG-LS extended [5] , and JPEG XR [6] . For a specific image, by using Principal Component Analysis (PCA), we may obtain the image-dependent Karhunen-Loève transformation (KLT) that optimally decorrelates the image [1] . Since in practice PCA/KLT requires too much time to be computed each time an image gets compressed, fixed transformations are constructed by performing PCA on a representative image set. It is then assumed that the obtained KLT transformation matches individual images both within and outside the set. Many such transformations have been constructed and practically exploited. However, there are also approaches that allow adaptation of the color space transformation to a given image. For a given image or region of an image, adaptive selection of a transformation from a large family of simple transformations may be done at the cost of a slight increase in image color transformation process complexity [7, 8] . An adaptive method based on Singular Value Decomposition is significantly more complex, yet it is simpler than computing KLT for the whole image [9] .
The color space transformation for lossless compression has to be reversible when transformed components are stored using integers (i.e., it has to be integer-reversible).
Reversible transformation is usually based on irreversible transformation and is obtained using a lifting scheme [10] 
where x ę ú ë ű denotes the greatest integer not exceeding x. This matrix, without additional assumptions (e.g., without specifying how to obtain the integer value of the Y component), is a close approximation of the actual transformation only. The necessary and sufficient condition for factorization is that the transformation matrix determinant is 1 or -1 [11] .
In [12] we have departed from the traditional method of constructing transformations for lossless image compression based on transformation for lossy compression, which in turn is based on PCA/KLT for a specific image set, and we have proposed a couple of simple transformations. These transformations resulted in better bitrates than both established transformations (RCT, YCoCg-R [6] ) and PCA/KLT. The simplest, RDgDb, is presented in Eq. 3 with its inverse transformation. Both require 2 integer subtractions per pixel only:
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We found RDgDb to be the most universal, as it resulted in the best average bitrates for two out of the three compression algorithms tested (JPEG 2000 [3] , JPEG XR [6] ) and the second-best bitrate for the third (JPEG-LS [13] ). The above transformation was independently proposed and investigated by Strutz in [8] as part of a large family of reversible transformations. However, for images used in that research, its performance evaluated with a different methodology was not the best.
Note that transformations that are sequences of lifting steps are perfectly invertible.
To obtain inverse transformation, we apply inverses of lifting steps in an order exactly opposite to the order employed by the forward transformation. Steps of RCT and RDgDb lifting-based transformations are presented in this way in Eq. 2 and Eq. 3. However, the order of steps may sometimes be changed without affecting the transformation result, e.g., when not all components are used in a given step or when, in the case of already transformed components, we also allow the use of their untransformed forms. Therefore, the order used in [12] for presenting RDgDb was different to the order employed in Eq. 3.
An unwanted side effect of established color space transformation, like RCT, is that while removing correlation it contaminates all transformed components with noise from other components. Components of images acquired by consumer acquisition devices operating at high photon flux are mainly affected by additive white Gaussian noise [14] ;
however, noise parameters may differ among components due to differences among primary color detector cells or detector filters. The luminance component of RCT contains a fraction of the noise from all the primary color components and each chrominance component contains noise from two primary colors. The key difference between RCT and RDgDb is in replacing the luminance component by the red primary color component. Now only the chrominance components may contain more noise than the primary color components. This may explain the good performance of the simpler transformation that indeed decorrelates images worse than established ones (note that the average correlation of RDgDb transformed image components was the second largest of the transformations examined in [12] ).
However, usually bitrates of chrominance components are significantly better than bitrates of individual primary color components despite an increased amount of noise. Is it possible to construct a reversible transformation that would remove correlation without increasing the amount of noise? Such a transformation should result in improved bitrates of lossless compression algorithms for noisy images. In this study, we propose a general solution to the above problem.
The remainder of this paper is organized as follows. The most important new methods of this study are described in Section 2, where we propose a method for integrating denoising into reversible lifting steps and apply it to the RDgDb color space transformation. The perfect reversibility of the step and the transformation is preserved despite the inherently lossy nature of denoising. The experimental procedure is described in Section 3. The effects of the proposed method on transformed image entropy and on lossless JPEG-LS, JPEG 2000, and JPEG XR bitrates, as well as a compression algorithm independent estimator of transformation effects are evaluated and discussed in Section 4. Section 5 summarizes the research.
Reversible, Denoising and Lifting Based, Color Component Transformation

Reversible Denoising and Lifting Step
Typical reversible color space transformation is defined as a sequence of lifting steps. Each step is a simple operation on a pixel's components that modifies one of the components by adding to it a linear combination of some or all of the other components of the same pixel; the sum may be negated. A practical advantage of employing lifting steps is that the transformation may be computed in-place, i.e., the transformed components overwrite their untransformed counterparts and therefore do not require additional memory space. The reversible lifting step is generalized here as:
where C i is the i-th component of the pixel, C x is the component being modified by the step, and n is the number of color space components. The step is reversible provided that the function f is deterministic and that the operation Ĺ is reversible, i.e., there is an inverse 6 operation Ä such that c a b a c b = Ĺ Ű = Ä . For color space transformations, the operation Ĺ is a subtraction (or a negated subtraction), but for binary planes, for example, the exclusive or could be used instead.
To avoid propagation of noise from other components to the component C x being modified by the step, we integrate denoising into the lifting step. Based on the lifting step (Eq. 4), we construct a reversible denoising and lifting step (RDLS, Eq. 5) by denoising the arguments of function f:
where
C is the denoised i-th component of the pixel obtained using a denoising filter; different filters may be used for different components. Denoising is not an in-place operation;
C and using it as an argument for function f does not alter C i . Generally,
denoising cannot be performed before or after a transformation that is a sequence of RDLS, but has to be done within it because the same component may be used in more than one step of the transformation. Denoising may be applied to both the untransformed and the already transformed component and different filtering may be applied to the same component in different transformation steps.
Lifting-based color space transformation may be performed for each pixel independently of other pixels. The RDLS sequence, constructed on the basis of a color space transformation, is a transformation of entire image components, not of color space, since denoising of a pixel's component requires access to the same component of (at least) neighboring pixels. Eq. 4 implies that the function f may use any arguments, except for C x . In Eq. 5, we denoise these arguments. To denoise them we may use any component of any pixel, except for C x of the pixel to which the RDLS-modified lifting step is being applied, because otherwise this C x would be indirectly used by f. Clearly, the denoising filter must be deterministic.
Despite the inherently lossy nature of denoising, RDLS exploiting denoising and transformation consisting of several such steps are perfectly and easily invertible. An inverse of the transformation consisting of RDLS is obtained by applying inverses of RDLS (Eq. 6)
in an order opposite to one employed by the forward transformation. In the next subsection we present forward and inverse RDLS-modified RDgDb transformation and an example of its application is presented in Subsection 2.3. Naturally, the same denoising filters must be used for the same components in inverse RDLS as were applied during forward RDLS.
Actual denoising filters are not perfect as they remove noise only partially.
Consequently, RDLS transfers a fraction of noise from the component being denoised to the transformed component. On the other hand they introduce distortions, e.g., blurring, to the component being denoised, making it less suitable for removing correlation. The introduced distortions may affect the bitrate of the transformed component more than the noise reduction, resulting in worsening of the bitrate.
RDLS-modified RDgDb transformation
For the practical evaluation of RDLS, we selected the RDgDb color space transformation (Eq. 3) because of its good performance in lossless compression and simplicity. In Eq. 7 we present the RDLS-modified RDgDb (RDLS-RDgDb) transformation obtained by simply replacing the RDgDb transformation lifting steps (Eq. 4) with RDLS constructed based on them (Eq. 5). We use the notation as in Eq. 5, where the same symbol is used for a pixel's component before and after replacing its value by the RDLS. The steps must be performed in a specified order. 
Step 3 The lifting-based color space transformation of an image may be performed in a pixel-by-pixel regime, for which all transformation steps are applied to each pixel in turn, or step-by-step, meaning a lifting step is applied to all pixels before the next step is applied.
These regimes are equivalent. For the RDLS-modified transformation, the filter depends on the regime. A typical denoising filter applied to a component of a pixel does not exploit other components and calculates the denoised component based on the same component of pixels inside a window whose center is the pixel being denoised. Naturally, if we process an image pixel-by-pixel, then all components of all the already processed pixels are transformed.
Assuming the raster scan order of processing, except for the top left and bottom right corner, the filter window contains both transformed and untransformed pixels. Thus, we should employ a sophisticated denoising filter that is either able to take advantage of both transformed and untransformed components, or uses only a part of the window that contains either only transformed or only untransformed pixels. The step-by-step regime is in practice simpler to apply. In this regime, for each image component, except for the component being modified in the current step, either all pixels are transformed or all are untransformed. In the reminder of this study, we employ the step-by-step regime.
RDLS-RDgDb example
We transform a noisy image using the RDLS-RDgDb transformation (Eq. 7). Fig. 1A-C shows the untransformed C 1 , C 2 , and C 3 components of the image (i.e., R, G, and B, respectively). For denoising, we use a very simple low-pass linear averaging filter with a 3×3 pixel window. The filtered pixel component is calculated as an average of components from the window and rounded to the nearest integer; the number of pixels used is smaller than the window size at the image edges. 
Fig. 1. RDLS-RDgDb transformation of a sample image (4x4 pixels)
Forward transformation
We apply step 1 of the forward transformation to the pixel marked in 
Inverse transformation
During inverse transformation, we apply the inverses of forward transformation steps in reverse order. The C 1 , C 2 , and C 3 components of the transformed image are R, dDg, and dDb respectively. We skip step 1, which is an inverse of the skipped step 3 of the forward transformation. Then we apply step 2 of the inverse RDLS-RDgDb (Fig. 1F) , which in turn allows the perfect reconstruction of the untransformed C 2 component of the original image, i.e., the G component (Fig. 1B) , despite the inherently lossy nature of the denoising employed. After applying step 2 to all pixels, the image consists of the untransformed C 1 and C 2 components (i.e., R and G, respectively) and the transformed
Finally, for all pixels we apply step 3 ( 3
-, the inverse of forward step 1:
Denoising is based on the same data as in step 1 of the forward transformation, so we obtain the same denoised 2 d C component (Fig. 1D ) and reconstruct the untransformed C 3 (B, Fig. 1C ).
Materials and Methods
The performance of the proposed method was evaluated by comparing bitrates of lossless image compression algorithms and the entropy of image chrominance components of RDgDb (Eq. 3) and RDLS-RDgDb (Eq. 7). For denoising, we used a simple smoothing filter, i.e., a low-pass linear averaging filter with a 3×3 pixel window. The filtered component intensity was calculated as a weighted arithmetic mean of intensities of the same component of pixels from the window. At the edges of images, the number of pixels used was smaller than the window size. The denoising strength was controlled by setting a weight w of the center point in the weighting mask (in the range 1 to 1024; integer powers of 2 only), while the weights of neighboring points were fixed to 1; therefore, greater w results in weaker denoising.
We report bitrates of lossless image compression algorithms for three significantly different standard image compression algorithms in lossless mode: JPEG-LS, JPEG 2000, and JPEG XR. JPEG-LS is a standard of ISO/IEC and ITU-T for primarily lossless compression of still images which originates from the LOCO-I algorithm [13, 15] . The baseline standard defines a low-complexity predictive image compression algorithm with entropy coding using the modified Golomb-Rice code family. JPEG 2000 is an ISO/IEC and ITU-T standard lossy and lossless image compression algorithm based on discrete wavelet transformation image decomposition and arithmetic coding [3] . JPEG XR is a recent ISO/IEC and ITU-T lossy and lossless standard algorithm that is designed primarily for high quality, high dynamic range photographic images and is based on discrete cosine transformation image decomposition and adaptive Huffman coding [6] . We used the SPMG/UBC JPEG-LS implementation, version 2.2 [16] , JasPer implementation of JPEG 2000 by Adams, version 1.900 [17] , and a standard reference implementation of JPEG XR, version 1.6 [18] .
The compression ratio or bitrate r, expressed in bits per pixel (bpp), is calculated as Since nearby pixels are correlated, the effects of transformation on component compressibility may be better estimated by the entropy of the component residual image that can be obtained by subtracting from each pixel the predicted pixel value. We used 2 predictors: AVG, which is a simple linear predictor guessing that the pixel intensity equals the average of its upper and left neighbor; and MED, which is a nonlinear edge-detecting predictor used, among others, in the JPEG-LS algorithm [13] .
The evaluation was performed for the sets of 8-bit RGB test images shown below.
Besides the standard image sets, we used 3 other sets containing images in the optical resolution of the acquisition device, as we expected that a simple denoising filter would give better results on high-resolution unprocessed images (i.e., images that were not subjected to processing like resizing, noise removal, sharpening, etc.). We also added images subjected to size reduction only.
• Waterloo -a set of 8 color images from the University of Waterloo, Fractal Coding and Analysis Group repository, used for a long time in image processing research ( Fig. 2A-C ). The set contains 8 natural photographic and artificial images, including the wellknown "lena" and "peppers". Image sizes vary from 512x512 to 1118x1105, available from [19] .
• Kodak -a set of 23 photographic images released by the Kodak Corporation. The set is frequently used in color image compression research. All images are of size 768x512, available from [20].
• EPFL -a recent set of 10 high-resolution images used at the École polytechnique fédérale de Lausanne for subjective JPEG XR quality evaluation [21] . Image sizes range from 1280x1506 to 1280x1600, available from [22].
• A1 -these images (Fig. 2D-F) were originally acquired from a 36mm high quality diapositive film using a Minolta Dimage 5400 film scanner. After size reduction and conversion to grayscale, they were used in research on grayscale image compression algorithms [23] . Set A1 contains 3 images in the device's optical resolution. Image sizes vary from 7376x4832 to 7424x4864, available from [24] . • A2 -a set of 17 images acquired from negatives using a general-purpose Agfa e50
scanner (see Fig. 2G-I ) in the device's optical resolution. Image sizes range from 1620x1128 to 1740x1164, available from [24] .
• A3 -a set of 116 images acquired using an Olympus Stylus XZ-2 consumer camera.
Since the camera detector uses a Bayer-pattern RGGB color filter array, we converted the grayscale Bayer-pattern image to a color image by taking for each group of RGGB subpixels the average of 2 green subpixels as the intensity of the green pixel component and the intensities of the red and blue subpixels as the intensities of the red and blue pixel components, respectively. Thus, the image resolution is as close to the detector resolution as possible without interpolation of all components (i.e., equal in the case of red and blue components, lower for the green component). The total number of pixels in the color image equals ¼ of the total number of subpixels in the camera detector. We used dcraw version 9.24 [25] to extract Bayer-pattern images from RAW camera files.
To allow analyzing how noise affects the proposed transformation, the A3 set also contains 6 series of images ( Fig. 2J-O) . Each series is taken from the same scene reaching the detector (we used fixed manual focus and aperture), but captured with different ISO speeds (100 to 12800 in 8 steps) resulting in different amounts of noise.
The series are not perfect; due to wind, movement of the sun, etc., there are small differences between the images in a given series. The A3 images are noticeably sharper than the A1 and A2 images. Image sizes are 1992x1493, available from [24] .
• Sets A1-red.3, A2-red.3, and A3-red.3, all of whose images were reduced three times from A1, A2, and A3, respectively; a pixel of a reduced size image is calculated as an average of 9 pixels from a full-size image.
Free tools used for resizing, color component transformations, prediction, etc. are available from [26] . A free research implementation for examining the effects of RDLS-RDgDb and other transformations on the Reader's own images was prepared [27] .
Results and Discussion
Entropy of Transformed Chrominance Components
The average entropies of RDgDb chrominance components and entropy changes after applying RDLS are presented in Table 1 . The best denoising filter parameter (filter center 
Effects of RDLS on Bitrates of Components
The effects of applying RDLS on RDgDb chrominance component bitrates for lossless variants of JPEG-LS, JPEG 2000, and JPEG XR algorithms are presented in Tables 2, 3 , and 4, respectively. Average RDLS-RDgDb bitrate changes, as compared to RDgDb, are reported for the best denoising filter parameter for each image individually and for the denoising filter parameter that results in the best average bitrate for a given set. Denoising filter parameters were selected independently for each algorithm and independently for dDg and dDb. The parameter selected for the set is also reported. We can see that for a given set and component, either the same or adjacent denoising weight is the best one for all algorithms, indicating that a denoising filter should be selected for the given image set (or acquisition device) rather than for the compression algorithm. However, selecting the average best filter weight for a set produces bitrates worse than those that may be obtained by selecting the filter weight for each image individually. The bitrates are worse by up to approximately 0.3% for images in acquisition device resolutions and up to approximately 3% for others. Therefore, we focus on the results of selecting the denoising parameter for each image individually. when selecting a denoising filter center point weight for each image and component individually; w setdenoising filter center point weight resulting in the best average component bitrate for a given set; ∆r set -RDLS-RDgDb bitrate change when denoising all set images using the w set weight. The noticeable bitrate increase due to RDLS is observed for Waterloo images and the JPEG-LS algorithm-over 2.5% for both chrominance components. Actually, this change was a result of the much greater bitrate deterioration in the case of the two computer generated images containing many sharp edges. "frymire" (Fig. 2B ) and "serrano" (Fig. 2C) bitrates were worsened by over 22% and 10%, respectively. Predictive JPEG-LS outperforms other algorithms for artificial images. The smoothing filter we used changes the characteristics of such images. Histograms of these images may be globally or locally highly sparse [28, 29] and A3-red.3x are improved by 4.6% to 6.9%. By using more advanced denoising filters, we would probably obtain better results for a broader range of images, in particular when the detector characteristics are known or may be determined beforehand (e.g., for a specific camera's RAW files), since noise parameters and proper denoising filter parameters may in such cases be estimated directly from the acquisition process parameters (e.g., see [14, 30] ).
Looking at the results of individual images (not shown in the tables), we notice that for each image in the acquisition device optical resolution, as well as for all reduced size A1 images, RDLS improved the bitrates of both chrominance components with all the compression algorithms we examined. For reduced size A2 and A3 images, the bitrates are improved on average, but not for each individual image. The opposite may be said about Waterloo images, whose bitrates were noticeably increased on average but not for each individual image, e.g., improvement was consistently observed for the well-known "lena" image ( Fig. 2A) .
Set A3 contains 6 series of images (Fig. 2J -O) taken with ISO speeds from 100 to 12800. The images in each of these series are essentially the same noise-free images that reach the detector, but are contaminated during acquisition by various amounts of noise proportional to the ISO speed. It is worth noting that ISO speeds of 3200 and above are reported by the camera as "extended" and are not used by the camera unless manually forced.
Besides the series, set A3 contains many images taken with automatic selection of exposure parameters, where usually a low ISO speed was selected. In Fig. 3 for the A3 set series, we present JPEG 2000 average bitrates of R, G, and B primary color components, Dg and Db chrominance components after RDgDb transformation, and components dDg and dDb obtained by RDLS-RDgDb. For easier comparisons, the left-hand panel contains results for
Dg, dDg, and the color components used to compute them, while the right-hand panel shows the Db, dDb, and the color components needed to compute Db and dDb. We present only results averaged over all series as individual series results are similar to the average. In Fig.   4 , we present average results for reduced size images from the same series taken from the A3-red.3x set. In both figures, we see that bitrates of the G component are significantly lower than bitrates of the remaining primary color components. The acquisition detector noise is reduced in the case of the G component during our conversion from the Bayer-pattern color filter array detector image to the color image. In the A3 set, the G pixel component was calculated as the average of 2 green subpixels from the camera detector, while the remaining color components were taken directly from single detector subpixels. Lower noise levels may also be a result of the different characteristics of the band-pass green filter and other filters constituting the color filter array. A3-red3x images are much less noisy; here also G contains the least noise as it is actually an average of 18 green subpixels, while other components are averages of 9 subpixels each. bitrates are close to the bitrate of the component being modified. We get a smaller but still practically useful bitrate decrease due to RDLS (2.1% to 2.3% for A3 series), which we attribute to transferring less noise during transformation while still removing the correlation.
When the level of noise is low (less noisy A3-red.3x images), the effect of removing the correlation has greater impact on the resulting bitrate than the effect of transferring the noise to the chrominance component from both color components, and the bitrate of chrominance is significantly lower than bitrates of both color components. An interesting field of future research is analysis of the aforementioned RDLS behavior not only theoretically, but also experimentally with images containing added artificial noise of known parameters.
RDLS may certainly be seen as a method of improving the bitrate of chrominance components of certain types of images (e.g., images in acquisition device optical resolution that were not subject to further processing and, to a lesser extent, those processed only by size reduction), both in cases where unmodified color space transformation improves or worsens chrominance bitrates. However, for other images (Waterloo), we observed a noticeable bitrate increase caused by RDLS. For the noisiest A3 images (see Fig. 3 ), although RDLS significantly improves the bitrate of the RDgDb transformed image, it is even better to compress the untransformed RGB image. We could probably avoid the above bitrate increase by using different filters.
Estimation of Transformation Effects
Recalling that in the average case the optimal RDLS-modified transformation parameters are almost the same for all compression algorithms, we tested if the effects of RDgDb and RDLS-RDgDb on bitrate may be estimated before actual compression and independently of the compression algorithm by checking the entropy of the untransformed and transformed images and residual images.
In Table 5 , we present the best of the following bitrates: untransformed RGB component, RDgDb chrominance component, and the RDLS-RDgDb chrominance component. The best bitrate was found for each algorithm, image, and component and then the bitrates were averaged for each set. For brevity, we report averages for all sets only, calculated as the average of set-averages. We do not report averages of all images, since the A3 and A3-red.3x sets contain many more images (116 in each) than all other sets together (81 images); therefore, a simple average would be biased toward the A3 and A3-red.3x. Transformation selection based on the entropy of the residual component image obtained using the MED predictor appears to be the best estimator of transformation for lossless component compression. By using the entropy of the residual component image obtained using the MED predictor to select transformation, we consistently obtain a bitrate increase of below 0.1% for all algorithms and components, which is sufficient for practical applications. The smallest increase of up to 0.05% is observed for the JPEG-LS algorithm, which was expected since JPEG-LS uses the MED predictor as part of the compression process.
The predictor-based estimator, although not involving actual compression, is quite complex. For each allowed denoising parameter, we have to denoise the color component and compute the chrominance component. For all these chrominance components as well as for unaltered chrominance and primary color components, we have to compute the residual image and calculate its entropy. The denoising filter we use is more complex than the used predictor. Overall, the denoising of components is the most time-consuming part of the entropy-estimation based filter parameter search process. Fortunately, it can easily be parallelized because this may be done independently for the dDg and dDb chrominance components. For a given chrominance component it may be done for each filter parameter independently of others, or for a given component and filter parameter it may parallelized for separate image regions. Another possibility is to exploit similarities among filters.
Computing the smoothing filter with 3×3 pixel window for a specific component of a specific pixel requires 10 integer arithmetic operations. Having computed it for a given filter window center point weight (weights of other points are 1s), computing the filter for another center point weight can be done in just 3 such operations.
Our estimation method is actually an adaptation of an automatic method of selecting color space out of a large set of color spaces presented by Strutz [8] , where component transformation was selected based on the memoryless entropy of the residual component image obtained using the MED predictor. Strutz also found that computing the residual image entropy from only a small subset of image pixels (up to 10,000 pixels) is sufficient for close to optimum transformation selection. A potential field of future research is to check if estimation of the RDLS effects may be simplified this way.
Overall Color Image Bitrates
In order to evaluate the effects of the RDLS method, we analyzed bitrates of chrominance components, but in practice we are more interested in the overall bitrate improvement achievable for a 3-component image. Since for some images, the best option is to compress the untransformed image, in Table 6 we present the effects of both RDLS and the estimationbased transformation selection (allowing RDLS-RDgDb with estimation-based filter parameter selection as well as RDgDb and no transformation) on overall bitrates compared to bitrates of RDgDb transformed images. sets, respectively; however, for the A1 images, bitrates are only improved by approximately 1.0% to 1.8%. Bitrates of the reduced size sets A1-red.3x, A2-red.3x, and A3-red.3x are improved on average (not for each image), but the improvement is significantly smaller.
Conclusions and Further Work
An unwanted side effect of reversible color space transformation, which consists of lifting steps, is that while removing correlation it contaminates transformed components with noise from other components. To avoid increasing noise while preserving other transformation properties, we integrated denoising into lifting steps and obtained a reversible image component transformation that is a sequence of reversible, denoising and lifting based steps (RDLS). The method was evaluated for several test-sets of images using JPEG-LS, JPEG 2000, and JPEG XR compression algorithms in lossless mode, RDgDb color space transformation, and a simple linear denoising filter.
We found that the proposed method is effective for all algorithms for all tested unprocessed images in the optical resolutions of acquisition devices. RDLS-modified RDgDb transformation (RDLS-RDgDb) resulted in decreasing the bitrates of all such images in cases when unmodified color space transformation either improves or worsens bitrates compared to the untransformed image. Overall, the average improvement of the 3-component color image bitrate was roughly 5% to 6% for 2 out of 3 sets of such images (A2 and A3). A smaller improvement was observed for the 3 rd set and for images of reduced sizes. For 2 out of the 3 standard image sets, among others containing computer-generated and sharpened images, bitrates were worsened on average but not for each image. We also found that the RDLS effects are similar for various compression algorithms and that the memoryless entropy of the residual component image obtained using the MED predictor is an efficient estimator of transformation effects and of denoising parameters that may be applied before performing an actual compression.
Better RDLS-RDgDb results for a broader range of images are expected when using additional denoising filters. We are currently investigating special filter cases that may turn RDLS into a regular lifting step or result in skipping of the step. When the detector characteristics are known or may be determined beforehand (e.g., for a specific camera's RAW files), denoising filter parameters may be estimated from the acquisition process parameters, which is an interesting field of future research. Other fields of future research are theoretical analysis of RDLS effects on noisy image bitrates and finding a lower complexity estimator of transformation effects and denoising parameters.
The method introduced in this paper is of a general nature and is applicable to other transformations that are sequences of lifting steps. A significant bitrate improvement was obtained for grayscale non-photographic images by the application of RDLS to a 2-dimensional discrete wavelet transformation (2D-DWT) in JPEG 2000 lossless compression [31] . In the ongoing research we find RDLS effective for more complex color space transformations (RCT, YCoCg-R, and LDgEb [12] ) in lossless color image compression and for 3D-DWT employed by JPEG 2000 standard part 10 (JP3D, [32] ) in lossless compression of volumetric medical images.
