In this paper we consider the multi-dimensional Quantum Hydrodynamics (QHD) system, by adopting an intrinsically hydrodynamic approach. The present work continues the analysis initiated in [6] where the one dimensional case was studied. Here we extend the analysis to the multi-dimensional problem, in particular by considering two physically relevant classes of solutions. First of all we consider two-dimensional initial data endowed with point vortices; by assuming the continuity of the mass density and a quantization rule for the vorticity we are able to study the Cauchy problem and provide global finite energy weak solutions. The same result can be obtained also by considering spherically symmetric initial data in the multi-dimensional setting. For rough solutions with finite energy, we are able to provide suitable dispersive estimates, which also apply to a more general class of Euler-Korteweg equations.
Introduction
The quantum hydrodynamic (QHD) system is used as a model in various contexts in physics and engineering, such as superfluidity [50] , Bose-Einstein condensation [24] , quantum plasmas [37] , or semiconductor devices [30] . In general such system describes phenomena whose macroscopic characterization still exhibit quantum features. From the mathematical point of view it is an Euler type system for compressible fluids in which in the current density balance equation a third order tensor appears provided by quantum potentials encoding fluid macroscopic properties due to quantum interactions. The system reads
with (t, x) ∈ R × R d , where the unknowns ρ and J describe the fluid particle and momentum densities, respectively. The term p(ρ) is the pressure, which for convenience will be assumed to satisfy a power law, namely p(ρ) = γ−1 γ ρ γ with 1 < γ < ∞ for d = 2 and 1 < γ < 3 for d = 3. More general pressure laws can be taken into considerations, for instance it is possible to treat non-monotone cases, see Remark 18 for more details.
The energy of the system, formally conserved along the flow of solutions, is given by
where the internal energy f (ρ) is related to the pressure term by the usual relation f (ρ) = ρ ρ 0 p(s) s 2 ds. The natural bounds given by (1.2) imply that the only available control for the velocity field v, defined by J = ρv, is in L 2 with respect to the measure ρ dx. In particular, there is no control of the velocity field in the vacuum region. For this reason in order to deal with finite energy weak solutions to (1.1), it is more convenient to consider the unknowns ( √ ρ, Λ), which define the hydrodynamic quantities by ρ = ( √ ρ) 2 , J = √ ρΛ, see Definition 15 below for more details. The lack of suitable a priori bounds prevents the study of solutions to (1.1) by using compactness arguments like it is done for viscous systems, see for example [8, 7, 51, 58] where a viscous counterpart of system (1.1) is considered, see also [9, 10] where a similar system is studied by using a suitable truncation argument. On the contrary, for the QHD system most of the existing results in the literature are perturbative [47, 53, 41, 42] . On the other hand, the QHD system (1.1) enjoys an useful analogy with nonlinear Schrödinger equations, established through the Madelung transformations [59] . More specifically, given a wave function it is possible to define suitable hydrodynamical quantities, in such a way that a solution to the NLS equation determines a solution to the QHD system by means of the Madelung transform. This analogy was rigorously set up and exploited in [2, 3] in order to prove the global existence of finite energy weak solutions to (1.1) without any smallness or regularity assumptions. In particular, in [2, 3] the authors develop a polar factorization technique which overcome the difficulty of defining the velocity field in the vacuum region and allows to define the quantities ( √ ρ, Λ) almost everywhere. The main drawback of this approach is that the initial data for (1.1) need to be consistent with some given wave function, in order to define an initial datum for the wave function dynamics. In [6] we overcome this problem in the one dimensional case by developing a wave function lifting, namely given a set of hydrodynamical quantities ( √ ρ, Λ) it is possible to determine an associated wave function. By using the wave function lifting it is then possible to show the existence of global in time finite energy weak solutions to the one dimensional QHD system without the assumption that the initial data are generated by a wave function. Moreover, by introducing a new functional which, at least formally, is bounded over compact time intervals, it is also possible to determine a class of solutions enjoying a stability property. More precisely, by assuming the uniform bounds yielded by the total energy and the new functional, it is possible to prove that a bounded sequence of solutions in this class has a converging subsequence and that the limit is a finite energy weak solution to the one dimensional QHD system. The stability result given in [6] holds for general solutions satisfying some uniform bounds, not necessarily those originated by solutions to NLS equations. The present paper continues the analysis initiated in [6] , in order to develop an intrinsically hydrodynamic theory to QHD systems, by extending it to the multidimensional case. It is straightforward to see that considering the problem for d ≥ 2 entails more mathematical difficulties. If we want to follow a similar strategy as in [6] , one of the main obstacles is the characterization of the vacuum region {ρ = 0}. Indeed, while in one dimension the Sobolev embedding yields the mass density to be continuous, which consequently implies that {ρ = 0} is a closed set, in the multidimensional case we loose this information and in general it is not possible to characterize the structure of the vacuum region. Moreover, for d ≥ 2 an extra structural property of solutions needs to be taken into account, namely the generalized irrotationality condition [2, 3] , see Definition 15 and the following Remark 16. Heuristically, the generalized irrotationality condition imposes to consider solutions such that the velocity field is irrotational in the region {ρ > 0}, whereas in the vacuum region {ρ = 0} vortices may appear. This condition is dictated by physical observations and numerical simulations for Bose-Einstein condensates and superfluid Helium II. Moreover, theoretical predictions [63, 29] say that the vorticity of a quantum fluid must be quantized, namely the circulation of the velocity field on a closed curve around a vortex must be an integer multiple of the vorticity quantum. This is consistent with the formal analogy given by the Madelung transform. Indeed given a wave function ψ, by expressing it in terms of its amplitude and phase ψ = √ ρe iS , then we see that the velocity field v is given by the gradient of the phase, v = ∇S. In this way the velocity field is straightforwardly irrotational, however the formal description given by the Madelung transform fails in the vacuum region, where the phase can not be defined. In [2, 3] the authors overcome the formal analogy given by the Madelung transformation by means of the polar decomposition approach. In this way it is possible to consider the hydrodynamical quantities ( √ ρ, Λ) which are defined almost everywhere and satisfy the generalized irrotationality condition. It is straightforward to see that this condition plays also a role for the wave function lifting in the multidimensional setting. In the present paper we are able to consider a class of initial data such that there is a countable number of non-accumulating quantized vortices and the mass density is continuous. In this framework we set up the wave function lifting, which then allows to prove the existence of global in time finite energy weak solutions to (1.1). This result allows to deal in a straightforward way also with a countable number of vortex lines on a three dimensional framework. Moreover we are able also to study another physically relevant case, namely by assuming radial symmetry of the initial data. Also in this case it is possible to establish a wave function lifting result for hydrodynamical quantities and hence to infer global existence of finite energy weak solutions to (1.1). Moreover, in the present paper we also provide a class of purely hydrodynamical dispersive estimates for the QHD system; in fact some of them can be also stated for general Euler-Korteweg systems, see Proposition 29. Analogously to the one dimensional case studied in [6] , in our paper we also show a stability result for weak solutions to (1.1) . In contrast to [6] , here we need to assume positivity for the sequence of mass densities and only one of the cases proven in [6] can be extended to the multi-dimensional case. As we already mentioned before, one of the main novelties of our analysis relies on the introduction of a new functional which provides suitable a priori bounds for solutions to (1.1). Formally, this higher order functional gives a control in L 2 (ρ dx) of the chemical potential associated to system (1.1), which is defined by
see also [32] . Unfortunately the chemical potential µ cannot be used to carry out a satisfactory mathematical analysis in the framework of weak solutions to (1.1). For this reason it will be more convenient to consider
is the energy density. In this way we define
More precisely, by denoting
A more detailed discussion about λ and I(t) will be given later, see also Section 5 in [6] . We can now present the main results of our paper.
1.1. Global existence of weak solutions for initial data with point vortices. The first result we show deals with the existence of global in time finite energy weak solutions. As mentioned before we are going to exploit a wave function lifting argument in the two dimensional case by considering initial data with point vortices. More precisely we consider hydrodynamic data (ρ 0 (x), J 0 (x)) with x ∈ R 2 such that ρ 0 is continuous, and the vacuum set V = {x; ρ 0 (x) = 0} consists of isolated points,
where in the case that V is an infinite set, we further require inf |x (j) −x (k) | = α > 0 for j = k. Let v 0 = J 0 /ρ 0 be the velocity field, which is well-defined almost everywhere, then we say (ρ 0 , J 0 ) satisfies the quantised vorticity condition if
where D ′ (R 2 ) is the space of distribution, and δ x (j) is the Dirac-delta function supported at x (j) for j = 1, 2, . . . , m. The condition (1.8) is dictated by physical motivations. Indeed as we discussed before one of the main features of quantum fluids is the appearance of quantized vortices [29, 61, 75] . More precisely, quantum fluids are characterized by the fact that the flow is irrotational in the region {ρ > 0} and on the vacuum region quantized vortices may appear. This means that if x 0 ∈ R 2 is a vacuum point, then the circulation of the velocity field along a closed curve around x 0 must be quantized,
for some k ∈ Z. By continuity, the integer k is uniquely determined by the homotopy class of curve γ. Formally by Stokes' theorem, the quantised vorticity condition (1.8) is the distributional formulation of identity (1.9).
Theorem 1 (Global Existence of finite energy weak solutions). Let us consider a pair ( √ ρ 0 , Λ 0 ) satisfying the bound
and let us further assume that ρ 0 is continuous with isolated point vacuum
and
Then there exists a global in time finite energy weak solution to the Cauchy problem (1.1) which conserves the total energy for all time, E(t) = E(0). In particular we have
Furthermore, we are able to construct a family of more regular weak solutions. As we will see, the result we establish is not given in terms of the Sobolev regularity for ( √ ρ, Λ) but rather in terms of the quantities involved in the analysis of the functional (1.6).
Theorem 2 (Global existence of regular weak solutions). Consider a pair of finite energy initial data ( √ ρ 0 , Λ 0 ) satisfying the bound (1.10) and the quantised vorticity rules (1.8) . Let us further assume that △ρ, ∇J ∈ L 1 loc (R 2 ) and ( √ ρ 0 , Λ 0 ) satisfies
Then the solution to (1.1) constructed in Theorem 1 enjoys the following properties:
where e is the total energy density
• for any 0 < T < ∞ we have
. Furthermore, for such solutions the following bounds hold true
Remark 3. Since in Theorem 2 we assume the initial data ( √ ρ 0 , Λ 0 ) has points vacuum and △ρ, ∇J ∈ L 1 loc (R 2 ), the functions in condition (1.12) are well-defined almost everywhere on R 2 for j = 1, 2. The condition (1.12) plays an essential role in characterising the higher order regularity of the lifted wave function in Proposition 21. We also remark that the bound (1.12) is preserved by the solutions we obtained in Theorem 2.
The argument of Theorem 1 and Theorem 2 also applies to typical 3D initial data. For example we can consider the 3D hydrodynamic data (ρ 0 (x), J 0 (x)), x = (x 1 , x 2 , x 3 ) ∈ R 3 and J ∈ R 3 , with planar symmetry given in the following form:
where ρ j ∈ R and J 1 ∈ R 2 . We assume (ρ 1 , J 1 = √ ρ 1 Λ 1 ) has point vortices, namely ρ 1 is continuous with vacuum structure (1.7), and the velocity field v 1 = J 1 /ρ 1 satisfies the quantised vorticity condition (1.8) . In this case the vortices of (ρ 0 (x), J 0 (x)) appear as parallel straight lines in x 3 direction, which is a widely studied vortex structure of quantum flows in 3D space as vortex lines [13] . For such initial data, we can still prove the global existence of finite energy weak solutions and weak solutions in the regular class of the functional I(t).
Theorem 4. Let (ρ 0 , J 0 ) be a pair of hydrodynamic data as in (1.16), with (ρ 1 , J 1 ) satisfying the condition of point vortices (1.7) and (1.8) . We assume that (ρ 1 , J 1 )
and √ ρ 2 ∈ H 1 (R). Then there exists a global in time finite energy weak solution to the Cauchy problem (1.1) which conserves the total energy for all times, E(t) = E(0). In particular we have
Theorem 5. If we furthermore assume the controls
on (ρ 1 , J 1 ) and √ ρ 2 ∈ H 2 (R), then the functional I(t) stays finite along the solution to (1.1) constructed in Theorem 4, namely exists λ ∈ L ∞ (0, T ; L 2 (R 3 )) such that
and for any 0 < T < ∞ we have
Global existence of spherically symmetric weak solutions. Now we consider the spherically symmetric hydrodynamic data in the sense that ρ 0 (x) = ρ 0 (r) and Λ 0 (x) = Λ 0 (r) x |x| , where x ∈ R d , r = |x| and Λ 0 (r) ∈ R. With suitable regularity assumption on ( √ ρ 0 , Λ 0 ) we can prove the global existence of spherically symmetric weak solutions to the QHD system in the finite energy space and the regular class of the functional (1.6).
Theorem 6 (Global Existence of finite energy weak solutions). Let ( √ ρ 0 , Λ 0 ) be a pair of spherically symmetric hydrodynamic data ρ 0 (x) = ρ 0 (r) and Λ 0 (x) = Λ 0 (r)
x |x| with Λ 0 = 0 a.e. on the set {ρ 0 = 0}. Let us further assume the bounds
Then there exists a spherically symmetric global in time finite energy weak solution to the Cauchy problem (1.1) which conserves the total energy for all times, i.e.
Analogously to the case with point vortices, also here we provide an existence result for regular weak solutions.
Theorem 7 (Global existence of regular weak solutions). Let ( √ ρ 0 , Λ 0 ) be a pair of spherically symmetric finite energy initial satisfying (1.18) . We further assume that the initial data satisfy the higher order bounds
Furthermore, for such solutions the following bounds hold true
. Remark 8. Let us notice that assumption (1.19) is stronger than its analogue (1.12) in Theorem 2. This is somehow reminiscent of the one dimensional case, where in Theorem 2 in [6] a similar assumption is considered. Contrarily to (1.12), condition (1.19) in general is not preserved along the dynamics of (1.1). It is interesting to weaken this assumption in such a way that it can be propagated along the flow of solutions to (1.1); this will be the subject of future investigations.
1.3. Dispersive estimates. The Theorems above show the existence of global in time weak solutions to (1.1), moreover they also show that for such solutions the functional I(t) defined in (1.6) remains bounded over compact time intervals. However no uniqueness is provided here and in general such result does not hold true, see [26, 60] . On the other hand, we are able to prove some dispersive estimates in genuine hydrodynamic approaches, which hold for general finite energy weak solutions.
Theorem 9 (Dispersive estimates). Let (ρ, J) be a finite energy weak solution to
(ii) If we further assume that R d |x| 2 ρ 0 (x) dx < ∞, then
where σ = min{1, d 2 (γ − 1)}. Remark 10. The dispersive estimates (1.22) and (1.23) hold for general weak solutions to the QHD system with finite energy. In fact such estimates apply to a more general class of Euler-Korteweg equations, which is stated in Proposition 29.
1.4. Stability. Next we prove a compactness property that the class of weak solutions with positive mass density and satisfying the uniform bounds given by the energy and the functional I(t). Let us remark that in contrast to existing literature on QHD system, we do not need a uniform low bound on the mass density, and also our result below hold for a general class of solutions, not necessarily those one constructed in the existence Theorems given above.
is a sequence of weak solutions to (1.1) in the compactness class, which satisfies the uniform bounds
with λ n satisfying (1.13). Let us also assume that for all n ∈ N and almost every t ∈ [0, T ], ρ n (t, ·) is continuous with ρ n (t, ·) > 0. Then up to subsequences we have that for any
is a finite energy weak solution to (1.1) and 2 ≤ p < ∞.
We conclude this introduction by discussing some results already existing in the mathematical literature. The QHD system, together with similar evolutionary PDE models, is widely studied. Previous results can be found in [47, 53, 31, 45, 41, 42] . System (1.1) is also intimately related to the class of Euler-Korteweg fluids [15] , encoding capillary effects in the description; local and global analysis of small, regular perturbations of constant states are discussed in [17, 11] . The method of convex integration can be applied also to Euler-Korteweg system in order to show the existence of infinitely many solutions emanating from the same initial data [26] , see also [60] where a non-uniqueness result for system (1.1) is given by adopting a different strategy, related to the underlying wave function dynamics. Recently also a class of viscous quantum fluid dynamical systems was considered. Such models can be derived from the Wigner-Fokker-Planck equation [46] , see also the review [43] . The analysis of finite energy weak solutions for the quantum Navier-Stokes system was done in [44, 8, 7, 51] , see also [52, 54] where similar arguments are used to study the compressible Navier-Stokes system with degenerate viscosity.
We structure the contents of this chapter as follows. Some notations and preliminary results that will be used through this paper are given in Section 2. The wave function lifting method, together with the existence Theorem 1, for hydrodynamic data with pointwise vacuum and quantised vorticity is proved in Section 3. On the other hand in Section 4 we introduce the spherically symmetric QHD system and prove the wave function lifting method for spherically symmetric data, and as a consequence the global existence Theorem 6 for spherically symmetric initial data is also obtained in Section 4. In section 5 we provide some a priori estimates on solutions to system (1.1), and finally we show the stability of solutions in Section 6.
Notations and Preliminaries
In this Section we fix the notation that will be used through this paper. We use the standard notation for Lebesgue and Sobolev norms
and we denote H k
We recall here some basic properties of the following one-dimensional nonlinear Schrödinger equation
The reader can find more details and the proofs of the statements of the following Theorem in the comprehensive monographs [19, 56, 74] .
, then there exists a unique global solution ψ ∈ C(R; H 1 (R d )) to (2.1) such that the total mass and energy are conserved at all times, i.e.
and for any 0 < T < ∞
Next we are going to recall the polar factorization technique developed in [2, 3] , see also the reviews [4, 5] . This method allows to define the hydrodynamic quantities ( √ ρ, Λ) and sets up a correspondence between the wave function dynamics and the hydrodynamical system. The main advantage of this approach with respect to the usual WKB method for instance is that vacuum regions are allowed in the theory. Here we only give a brief introduction and state the results we will exploit later, for a more detailed presentation and for a proof of the statements in Lemma 13 below we address to Section 3 in [1] .
Given any function ψ ∈ H 1 (R d ) we can define the set of polar factors as
where √ ρ := |ψ|. In general this set can contain more than one element, due to the possible appearance of vacuum regions. Nevertheless, as it will be shown in the next Lemma, the hydrodynamical quantities ( √ ρ, Λ) are well defined and they furthermore enjoy suitable stability properties.
with √ ρ n := |ψ n |, Λ n := Im(φ n ∇ψ n ), φ n being a unitary factor for ψ n .
We stress here the fact that Λ = Im(φ∇ψ) is well-defined even if φ is not uniquely determined, this is a consequence of Theorem 6.19 in [55] , which we will state below as it will be thoroughly used in our exposition.
Then ∇g(x) = 0 for almost every x ∈ B.
By combining the well-posedness result for the NLS equation (2.1) stated in Theorem 12 and the polar factorization method recalled in Lemma 13 we can prove an existence result for finite energy weak solutions to (1.1), see Theorem 17 below. This result is proved in [2, 3] for the two and three dimensional cases, see also the review [1] .
Before stating the results let us first recall a useful identity regarding the nonlinear dispersive term on the right hand side of the equation for the momentum density in (1.1), namely it can also be written as
By using identity (2.6), system (1.1) then becomes
We can now give the definition of finite energy weak solutions.
Definition 15 (Finite energy weak solutions). Let ρ 0 , J 0 ∈ L 1 loc (R d ), we say the pair (ρ, J) is a finite energy weak solution to the Cauchy problem for (1.1) with initial data
(iv) (finite energy) the total energy defined by (1.2) is finite for almost every t ∈ [0, T ); (v) (generalized irrotationality condition) for almost every t ∈ (0, T )
holds in the sense of distributions.
We say (ρ, J) is a global in time finite energy weak solution if we can take T = ∞ in the above definition.
Remark 16. In the case of a smooth solution (ρ, J), for which we can write J = ρv, for some smooth velocity field v, the generalized irrotationality condition defined above is equivalent to ρ∇ ∧ v = 0, i.e. the velocity field v is irrotational ρ dx almost everywhere. It shows that the previous definition is the right weak formulation of the classical irrotationality condition ∇ ∧ v = 0 valid away from vacuum in the WKB approach. The generalized irrotationality condition is also motivated by the quantised vortices of quantum flows, namely the flow is irrotational outside the set {ρ = 0} and in the vacuum the vorticity becomes singular. In this respect the solutions introduced in Definition 15 are more general than those obtained by using the WKB ansatz, since in the latter case the velocity field v = ∇S is always irrotational and there is no vacuum. Our study is motivated also by physical considerations, since quantized vortices have very rich structures which lead to interesting phenomena in quantum turbulence [75] .
For initial data generated by wave functions, the existence of finite energy weak solutions was proved in [2, 3] . We address the interested reader to [2, 3] , see also Theorem 4.2. in [1] . Theorem 17. Let ψ 0 ∈ H 1 (R d ) and define the initial data for the QHD system (1.1) as ρ 0 := |ψ 0 | 2 , J 0 := Im(ψ 0 ∇ψ 0 ). Then there exists a global in time finite energy weak solution such that
, which conserves the energy at all times. Remark 18. Let us remark that the proof of Theorem 17 relies on two facts, the polar factorization technique of Lemma 13 and the well-posedness result in the energy space for the associated NLS equation. This means that in general the result in Theorem 17 remains true as long as the associated NLS equation is globally wellposed and enjoys suitable stability properties. In particular this implies that it is also possible to study QHD systems with non-monotone pressure terms.
We conclude this Section by giving a discussion about the higher order functional introduced in (1.6) and a definition for the quantity λ involved, formally related to the chemical potential µ by λ = √ ρµ. As mentioned in the Introduction, to obtain the stability property of weak solutions, we will exploit the a priori bounds inferred from the functional
The functional I(t) has a direct interpretation for Schrödinger-generated solutions. Indeed let us assume for the moment that we have ρ = |ψ| 2 and J = Im(ψ∇ψ), for some solutions ψ to (2.1). Then we can see that the functional (1.6) actually equals
Indeed by using the polar factorization we have
where φ ∈ P (ψ) is a polar factor. On the other hand, by invoking Lemma 14, we see that for Schrödinger-generated functions, λ vanishes almost everywhere on the vacuum region {ρ = 0}. Let us remark that in this case identity (2.8) is recovered from ξ = √ ρλ = − Im(ψ∂ t ψ) and by exploiting the fact that ψ is a solution to (2.1).
Following this intuition, we give a rigorous definition for arbitrary, not necessarily Schrödinger-generated, solutions.
Definition 19. Let (ρ, J) be a finite energy weak solution to (1.1) such that ρ is continuous, △ρ ∈ L 1 loc (R d ) and Λ = 0 a.e. on {ρ = 0}. Then we define λ to be measurable function given by
Note however that in order to prove our stability result given in Theorem 11 we will only need λ to satisfy λ ∈ L ∞ t L 2 x and identity (2.8). In fact we will identify the class of weak solutions for which we can prove our stability result exactly by those two properties satisfied by λ. 
where e is the energy density
and for a.e. t ∈ [0, T ] the functional
Resuming, a finite energy weak solution ( √ ρ, Λ) belonging to the compactness class specified in the Definition above satisfies the following bounds
with λ satisfying identity (2.8).
Wave function lifting: hydrodynamic data with points vacuum
The main tool we use to prove the global existence results is the wave function lifting method. For given hydrodynamic data ( √ ρ, λ) with suitable assumptions, we show that it is possible to define a wave function ψ associated to ( √ ρ, λ). The global existence of weak solutions to (1.1) is obtained by solving the NLS equation with initial data ψ and using the polar factorization and Theorem 17. This section mostly focuses on the two-dimensional case. We will assume that the mass density ρ = ρ(x), x ∈ R 2 , is continuous and that the vacuum set V = {x; ρ(x) = 0} consists of isolated points,
Moreover we also consider a quantization condition for the vorticity. More precisely, let v = J/ρ be the velocity field, which is well-defined almost everywhere, then the quantised vorticity condition is stated as following:
where D ′ (R 2 ) is the space of distribution, and δ x (j) is the Dirac-delta function supported at x (j) for j = 1, 2, . . . , m. As discussed in Remark 16, the quantised vorticity condition is a special case of the generalised irrotationality condition
We always assume (ρ, J = √ ρΛ) has finite mass M (ρ) and finite energy E(ρ, J), which is equivalent to
On the other hand, in the case of pointwise vacuum to characterise the higher order regularity of the data, we assume the condition that △ρ, ∇J ∈ L 1 loc (R 2 ) and
where the functions in the right hand side of the inequality are well-defined a.e. on R 2 . As a technical tool, we refer the theory of difference quotient, which will be used to prove the regularity of the wave function constructed from given hydrodynamic data. The difference quotient of a function f ∈ L 1
and there exists a equivalence between the L p norms of D h f uniform in h and the W 1,p norms of f for 1 < p < ∞. For readers interested in the details, we refer the Theorem 3 of Section 5.8.2 in [27] . Now we are at the point to prove the wave function lifting proposition. We remark that the continuity of density ρ, which can not be inferred by the finite energy assumption and Sobolev embedding in multi-dimension, is essential to give a proper definition to the point vacuum, and it is also needed to provide a local lower bound on the density when strictly away from the vacuum. Nevertheless, in the physical and mathematical literature the most widely studied vortex structures fall in this framework, see for example [18, 64, 70] . 
Let us further assume that √ ρ is continuous with isolated point vacuum
and quantised vorticity
Then there exists a wave function
where φ ∈ P (ψ) is a polar factor defined in (2.4 ).
If we furthermore assume that △ρ ∈ L 1 loc (R 2 ) and ( √ ρ, Λ) satisfy also the bounds
then ψ ∈ H 2 (R 2 ) and we have
Proof. We start with the simplest case, the vacuum is a single point, and without loss of generality we assume V = {0}. In this case the quantised vorticity condition
For isolated vacuum points, the proof follows essentially same idea.
To construct a wave function we take a sequence of smooth mollifier
where · is the pairing of distributions and test functions. By the theory of distribution v ǫ is a smooth function, and
We fix a base point x 0 / ∈ B ǫ (0), then for any x / ∈ B ǫ (0) we can take a piecewise smooth curve γ(x) that connects x 0 to x and is strictly away from B ǫ (0). The approximating polar factor φ ǫ is defined as
The definition of φ ǫ is independent of the choice of curve γ: for any two curves γ 1 and γ 2 connecting x 0 and x, we can attach them into a piecewise smooth closed curveγ. Denote Ω the domain insideγ, then we have two cases: B ǫ (0) ⊂ Ω or B ǫ (0) ∩ Ω = Ø. In either case by the Stokes' theorem
The polar factors {φ ǫ } have uniform L ∞ bound 1, therefore we can take a subsequence which has a weak* limit φ with φ L ∞ ≤ 1. Without changing the notation we have φ ǫ * ⇀ φ in L ∞ (R 2 ). The target wave function is defined by ψ = √ ρφ. Obviously ψ ∈ L 2 (U ), then next step is to prove ψ ∈ H 1 (R 2 ).
To prove ψ ∈ H 1 (R 2 ) we only need to show
for some constant C and all h ∈ R 2 with |h| = 0 small. Given a fixed h ∈ R 2 , we divide R 2 into B |h| (0) ∪ B |h| (0) c , and write
For the part near the vacuum we simply bound it by
which is uniformly bounded since √ ρ is continuous.
Then we consider the term away from the vacuum. For any open set U ⊂ B |h| (0) c such that U is compact, and for any ǫ < h we have explicit formula
Note that √ ρ is continuous and U is strictly away from the vacuum, therefore inf x∈U { √ ρ(x)} = α > 0 and the velocity field v = Λ/ √ ρ ∈ L 2 (U ). By the theory of mollifier we have v ǫ → v in L 2 (U ), and combining it with the weak* limit of φ ǫ we obtain
Thus we obtain
Extending the open set U to B |h| (0) c , we get
and we conclude ψ ∈ H 1 (R 2 ). Furthermore, the above argument implies for a.e.
If further assume condition (3.6), we are going to prove ψ ∈ H 2 (R 2 ). The proof follows similar idea as before using the theorem of difference quotient, but here we need a small technique since we don't have a L ∞ bound on ∇ψ.
First we also take arbitrary open set U such that U is compact and strictly away from the vacuum. By (3.7) and (3.8) we can directly compute that for j = 1, 2,
Therefore condition 3.6 implies ∂ 2 xj ψ ∈ L 2 (U ) with uniform bound
On the other hand, for ∂ xj ψ, j = 1, 2 we can decompose it via polar factor into the form ∂ xj ψ = |∂ xj ψ|φ j , where the polar factor φ j = ∂ xj ψ/|∂ xj ψ| when |∂ xj ψ| = 0. In this case direct computation shows
and by the same argument as polar factorization we have
Then instead of ∂ xj ψ, we consider a sequence of functions {f j,n } such that f j,n = min{|∂ xj ψ|, n}φ j , j = 1, 2.
By definition f j,n is a L ∞ cut-off of ∂ xj ψ with L ∞ bound n, and this cut-off process is legal since it occurs only when |∂ xj ψ| ≥ n. Now we consider the difference quotient of f j,n in the direction e j , where e 1 = (1, 0) and e 2 = (0, 1), and we let h j = |h| e j for |h| = 0. We have
for h = 0 small, and the part near the vacuum can be controlled by
To deal with the part away from the vacuum, we again approximate it by open sets U ⊂ B |h| (0) c with U compact. By definition |f j,n | ≤ |∂ xj ψ|, and since ∂ 2 xj ψ ∈ L 2 (U ), the x j −derivative of the truncated function ∂ xj f j,n is also in L 2 (U ). Moreover by using (3.9) and (3.10) we compute (for |∂ j ψ| ≥ n)
Therefore we have uniform bound
Note that even though the control of D hj f n L 2 obtained above depends on n, as long as we proved ∂ xj f j,n ∈ L 2 (R 2 ), a zero measure set has no effect on the L 2 norm of ∂ xj f j,n . Thus by extending the open set U to R 2 − {0} we obtain that
which shows {∂ xj f j,n } is a uniformly bounded sequence in L 2 (R 2 ). Passing to the limit, ∂ xj f j,n converges (upto a subsequence) to a limit in L 2 (R) weakly. On the other hand, it is straightforward to see that f j,n converges to ∂ xj ψ strongly by construction. Therefore we conclude ∂ 2 xj ψ ∈ L 2 (R 2 ) for j = 1, 2, with bound
then by the standard argument we obtain ψ ∈ H 2 (R 2 ) with bound
The next Proposition is a simplified analogue of Proposition 21 which will be used in later contents. We consider hydrodynamic data (ρ, J) such that ρ is continuous with ρ > 0, and let us assume the data is irrotational in the sense of Definition 15 i.e.
By Remark 16 we see that when the density ρ is positive, identity (3.11) is equivalent to the classical irrotationality condition ∇∧v = 0. For such hydrodynamic data with regularity assumption (3.3) and (3.6), we can lift it to a wave function ψ ∈ H 2 (R d ) following the same argument as Proposition 21. Moreover the Proposition also applies to general multi-dimensional data.
Proposition 22. Let ( √ ρ, Λ) be a pair of finite energy hydrodynamic data on R d satisfying bounds
Let us further assume that √ ρ is continuous with ρ > 0 and the (ρ, J) satisfies the generalised irrotationality condition (3.11) . Then there exists a wave function
where φ ∈ P (ψ) is a polar factor, and we have controls
Proof. The proof is an analogue of the proof to Proposition 21, but the argument becomes simpler due to the absence of vacuum. Since √ ρ is continuous in space and positive, it has a positive lower bound on any compact set in R d . Therefore the velocity field v = Λ/ √ ρ belongs to L 2 loc (R d ). Let {χ ǫ }, ǫ > 0 be a sequence of smooth mollifier. We define approximating velocity v ǫ = v * χ ǫ , and define the approximating polar factor
where γ(x) is the straight line in R d connecting 0 and x. By Remark 16, the identity (3.11) is equivalent to the classical irrotationality condition ∇ ∧ v = 0 when then density ρ is always positive. Hence the approximating velocity field v ǫ is also irrotational, and the polar factor φ ǫ is well-defined. Moreover it is straightforward to compute that ∇φ ǫ = iv ǫ φ ǫ .
The polar factors {φ ǫ } have uniform L ∞ bound 1, therefore we can take a subsequence which has a weak* limit φ with φ ∞ L ≤ 1. Without changing the notation we assume φ ǫ * ⇀ φ in L ∞ (R d ). On the other hand, by the basic property of
, and by the weak derivative formulation we conclude (3.14) ∇φ = ivφ a.e.
We define ψ = √ ρφ, then we can directly check that ψ is the wave function associated to ( √ ρ, Λ) and ψ ∈ H 2 (R 2 ). First we have |ψ| = √ ρ. By identity (3.14) we can compute
hence Λ = Im(φ∇ψ) and
Moreover by (3.14) and (3.15) we can directly compute
Using (3.12) we obtain that
which conclude the proof.
To conclude this section we prove Theorem 1 and Theorem 2, i.e. the global well-posedness Theorem for the Cauchy of 2D QHD system (1.1) with initial data satisfying the point vacuum and quantised vorticity condition, by combining the Proposition 25, the global well-posedness of NLS equations (Theorem 12) and the polar factorization method (Theorem 17).
Proof of Theorem 1 and Theorem 2. For given initial data (
√ ρ 0 , Λ 0 ) satisfying (1.10) and the condition (1.7) and (1.8), by Proposition 21 we know there exists a associated wave function ψ 0 ∈ H 1 associated to ( √ ρ 0 , Λ 0 ). Then using Theorem 12 and Theorem 17 we obtain a global in time finite energy weak solution ( √ ρ, Λ) to (1.1) which conserves the energy.
If (
√ ρ 0 , Λ 0 ) satisfy both (1.10) and (1.12) then Proposition 21 shows the wave function ψ 0 is actually ψ 0 ∈ H 2 (R 2 ). By the Theorem 12 for the NLS, we have
holds for any 0 < T < ∞. Now, let us recall that ∂ t √ ρ = Re(φ∂ t ψ) and λ = − Im(φ∂ t ψ), with φ ∈ P (ψ), then by the polar factorization and (3.16) we also infer
. Moreover using the NLS equation (2.1) we can directly compute that
so that (1.20) holds. To conclude the proof of Theorem 2 it only remains to prove the higher bounds. We already know that, by the conservation of energy, we have
Let 0 < T < ∞ be fixed, by using △ρ = 2 Re(ψ△ψ) + 2|∇ψ| 2 , Hölder's inequality and Sobolev embedding we have
. On the other hand, by the Madelung transformation
. Finally, let us recall that by the polar factorization we have
It is straightforward to see that ∇|∇ψ| ≤ |∇ 2 ψ| a.e. x ∈ R 2 , so that
3.1. Example of 3D hydrodynamic data: straight vortex lines. Here we extend wave function lifting argument to a simple example of 3D hydrodynamic data, where we assume planar symmetry to the data and the vortices appear as finite number of parallel straight lines, which is a typical example of vortex structure of quantum flows in 3D space. More precisely we consider hydrodynamic data (ρ(x), J(x)), x = (x 1 , x 2 , x 3 ) ∈ R 3 and J ∈ R 3 , which has the following form:
where ρ, ρ j ∈ R and J 1 ∈ R 2 . The data (ρ, J) is essentially a product of a 2D data (ρ 1 , J 1 ) and a 1D data (ρ 2 , 0). We assume (ρ 1 , J 1 = √ ρ 1 Λ 1 ) has pointwise vacuum and quantised vorticity, i.e. we assume ρ 1 to be continuous with vacuum structure (3.4), and assume the velocity field v 1 = J 1 /ρ 1 to satisfies the quantised vorticity condition (3.5). The regularity of (ρ 1 , J 1 ) is characterised by the bounds (3.3) and (3.6), and let us assume √ ρ 2 ∈ H s (R) with s = 1 or 2. With the assumption above, we can state the following Proposition as an extension of the wave function lifting argument to 3D data. Moreover the the global existence Theorem 4 and Theorem 5 for initial data of the form (3.17) can be proved in the same strategy as before by using Proposition 23. Proposition 23. Let (ρ, J) be a pair of hydrodynamic data as in (3.17) , with (ρ 1 , J 1 ) satisfying the condition (3.4) and (3.5) . Furthermore we assume that (ρ 1 , J 1 ) satisfy the mass and energy bounds (3.3) and
If we furthermore assume the controls (3.6) on (ρ 1 , J 1 ) and
Proof. By the assumption we can apply Proposition 21 to (ρ 1 , J 1 ) to lift it to a wave function
where φ 1 is a polar factor of ψ 1 . Then we claim
is the wave function we need. Since
Obviously φ(x) = φ 1 (x 1 , x 2 ) is a polar factor of ψ, then for j = 1, 2
and Im(φ∂ x3 ψ) = Im(φ 1 ψ 1 )∂ x3 √ ρ 2 = 0.
Hence we conclude Im(φ∇ψ) = Λ, which finish the proof of the first part. If we further assume (ρ 1 , J 1 ) to satisfy (3.6), which implies ψ 1 ∈ H 2 (R 2 ) by Proposition 21, and assume
Wave function lifting: spherical symmetric data
This Section concerns the wave function lifting method for spherically symmetric data, which is essentially an analogue of the method we applied in [6] to one-dimensional data. Then we prove the global in time existence of spherically symmetric solutions to system (1.1). 4.1. Spherically symmetric QHD system. We consider spherically symmetric solutions to the QHD system (1.1) of the following form:
for x ∈ R d with r = |x|, and Λ(t, r) ∈ R. In our works we mainly focus on the case d = 2 or 3, but here we give a argument applies to general dimension d. Now we need to transform the equations (1.1) into scalar equations for ( √ ρ(t, r), Λ(t, r)).
With a slight abuse of notations, we denote f (x) = f (r) for scalar functions and F (x) = F (r) x |x| for vector fields. In this way, the action of gradient, divergence and Laplace operator on f and F are the following
By using (4.2) and coordinate change, it is straightforward to obtain the formulation of QHD system (1.1) in the spherically symmetric case:
Proposition 24. For spherically symmetric solutions of the form √ ρ(t, x) = √ ρ(t, r) and Λ(t, x) = Λ(t, r) x |x| ,
the QHD system (1.1) is equivalent to the system of scalars ( √ ρ, Λ)(t, r) given by 
where C(d) is the area of (d − 1)-dimensional unit sphere, and we denote the total energy density by
Furthermore for spherically symmetric solutions, the higher order functional I(t), introduced by (1.6), has the form
where
Last we define the Lebesgue space and Sobolev space of functions f (r), r ∈ R + , to be
4.2.
Wave function lifting for spherically symmetric data. In this section we will establish the wave function lifting method for multi-dimensional spherically symmetric hydrodynamic data. More precisely, given hydrodynamic data ( √ ρ(r), Λ(r)) on R + = [0, ∞), with finite mass M (ρ), energy E(ρ, J) and Λ = 0 a.e. on the vacuum region {ρ = 0}, we will construct a spherically symmetric wave function ψ ∈ H 1 (R d ) associated to ( √ ρ, Λ). If we further assume suitable higher order regularity on ( √ ρ, Λ), then the wave function ψ can be chosen in H 2 (R d ). 
Then there exists a spherically symmetric wave function ψ ∈ H 1 (R d ) such that √ ρ = |ψ|, Λ = Im(φ∂ r ψ),
where φ ∈ P (ψ) is a polar factor of ψ.
If we further assume that ( √ ρ, Λ) satisfy also the bounds (4.10)
then ψ ∈ H 2 (R d ) and we have
Proof. Let us consider a sequence {δ n } of Schwartz functions such that δ n (r) > 0 for all r ∈ R + and δ n → 0 as n → ∞. For instance we may consider δ n (r) = 1 n e −r 2 /2 . We define the following hydrodynamical quantities
then we can check that also ( √ ρ n , Λ n ) satisfy (4.9) uniformly in n ∈ N. Indeed,
and since √ ρ n (r) ≥ √ ρ(r) for every r ∈ R + , we have |Λ n (r)| ≤ |Λ(r)| a.e. and consequently Λ n L 2 (R+,r d−1 dr) ≤ Λ L 2 (R+,r d−1 dr) .
By construction we straightforwardly have that √ ρ n → √ ρ in H 1 (R + , r d−1 dr). Moreover, by assumption we have Λ(r) = 0 for a.e. r ∈ {ρ = 0} and by construction the same holds also for Λ n . Hence the pointwise and monotonic convergence √ ρ n (r) → √ ρ(r) also implies Λ n (r) → Λ(r), a.e. r ∈ R + , and |Λ n | converges to |Λ| monotonically. Then dominated convergence theorem yields Λ n → Λ in L 2 (R + , r d−1 dr). Furthermore, since √ ρ n (r) > 0 it is possible to define the velocity field v n = Λ n √ ρ n .
Notice that since √ ρ n is uniformly bounded away from zero on compact intervals we have v n ∈ L 1 loc (R + ), hence it makes sense to define the phase function for r > 0 by
where r 0 > 0 is a given point, and consequently the radially symmetric wave function ψ n (r) = √ ρ n (r)e iSn(r) . We can now show that the sequence ψ n has a limit ψ ∈
dr) ≤ C, thus, up to subsequences, ψ n ⇀ ψ in H 1 (R + , r d−1 dr). On the other hand, we also have √ ρ n → √ ρ in H 1 (R + , r d−1 dr), Λ n → Λ in L 2 (R + , r d−1 dr) and moreover e iSn ⇀ φ weakly* in L ∞ (R + ), for some φ ∈ L ∞ (R + ). It is straightforward to check that φ is a polar factor for ψ, since ψ n = √ ρ n e iSn ⇀ √ ρφ. Furthermore
so that ∂ r ψ = φ ∂ r √ ρ + iΛ and hence ( √ ρ, Λ) are the hydrodynamical quantities associated to ψ.
We will now prove the second part of the Proposition, so let us assume that ( √ ρ, Λ) further satisfy the bounds (4.10). We are going to prove that the sequence ψ n constructed above satisfies that (∂ r + d−1 r )∂ r ψ n is uniformly bounded in L 2 (R + , r d−1 dr), namely
which by (4.2) is equivalent to △ψ L 2 (R d ) ≤ C(M 2 ). Using the formula of ∂ r ψ n we compute
Because of the definition of √ ρ n , we also have
so that
Since the bound is uniform in n ∈ N, by lower semicontinuity it also holds for
As a conclusion of this section, we can prove the global existence of spherically symmetric weak solutions to (1.1). As Theorem 1 and Theorem 2, the wellposedness result is a direct consequence of the wave function lifting Proposition 21, Theorem 12 and polar factorization method 17.
Proof of Theorem 6 and Theorem 7. For a given spherically symmetric initial data ( √ ρ 0 , Λ 0 ) satisfying (1.18) and such that Λ 0 = 0 a.e. on { √ ρ 0 = 0}, by Proposition 25 we know there exists a spherically symmetric ψ 0 ∈ H 1 associated to ( √ ρ 0 , Λ 0 ). Then using Theorem 12 and Theorem 17 we obtain a global in time finite energy weak solution ( √ ρ, Λ) to (1.1) which conserves the energy. Furthermore since the solution is obtained by solving the associated NLS equation with initial data ψ 0 and spherical symmetry is preserved by NLS equation, we know that the solution ( √ ρ, Λ) is also spherical symmetric If we further assume ( √ ρ 0 , Λ 0 ) satisfy the bounds (1.19) as in Theorem 7, which is equivalent to (4.10) by the discussion in the last Section, then Proposition 25 shows the wave function ψ 0 is actually ψ 0 ∈ H 2 (R d ). By the persistence of regularity for the NLS, we have ψ ∈ C([0, T ]; H 2 (R d )) ∩ C 1 ([0, T ]; L 2 (R d )) with (4.12) ψ L ∞ (0,T ;H 2 (R d )) + ∂ t ψ L ∞ (0,T ;L 2 (R d )) ≤ C(T, M 1 , M 2 ).
holds for any 0 < T < ∞. Now, let us recall that ∂ t √ ρ = Re(φ∂ t ψ) and λ = − Im(φ∂ t ψ), with φ ∈ P (ψ), then by the polar factorization and (4.12) we also infer
x ≤ C(T, M 1 , M 2 ). Moreover using the NLS equation (2.1) we can directly compute that
so that (1.20) holds. To conclude the proof of Theorem 6 it only remains to prove the higher bounds. We already know that, by the conservation of energy, we have
, where in the last inequality we used (4.12). On the other hand, by the Madelung transformation
Finally, let us recall that by the polar factorization we have
It is straightforward to see that ∇|∇ψ| ≤ |∇ 2 ψ| a.e. x, so that
Dispersive estimates and bounds on I(t)
In this section we will collect some a priori estimates satisfied by finite energy weak solutions to (1.1). If we restricted our analysis to Schrödinger-generated solutions -like the ones constructed in the proof of Theorem 1 and Theorem 6 -then the dispersive estimates inherited by the NLS dynamics would yield a wide range of information. For general solutions that is not the case; the quasi-linear nature of system (1.1) prevents to successfully exploit semigroup techniques to infer suitable smoothing estimates. However we are still able to prove some a priori estimates for general solutions to QHD system in genuine hydrodynamic approaches.
We first define the functional
where the total energy E(t) is given by (1.2) . The functional V (t) is the hydrodynamic analogue of the pseudo-conformal energy for NLS solutions [34] , see also [38, 39] .
Proposition 26. Let (ρ, J) be a finite energy weak solution to (1.1) as in Definition 15 such that
Then we have
Proof. We first prove that the variance is finite at any time if we assume (5.2). Take Θ ∈ C ∞ c (R) to be a cut-off function such that 0 ≤ Θ ≤ 1, Θ(|x|) ≡ 1 for |x| ≤ 1 and Θ(|x|) = 0 for |x| ≥ 2. Let Θ r (x) = Θ(|x|/r) for r > 0, then
Using the continuity equation in (1.1) we can compute , therefore by Gronwall and the finiteness of energy we obtain
Passing to the limit as r → ∞ we get
Now let us consider V (t) and differentiate it with respect to time. By using the equations (2.7) and the conservation of energy we find
By integrating in time we then prove the Proposition.
In the case under our consideration we have f (ρ) = 1 γ ρ γ so that
Furthermore, the functional in (5.1) can also be expressed as
We exploit (5.3), (5.4) in order to infer a dispersive type estimate for solutions to (1.1).
Proposition 27. Let (ρ, J) be a finite energy weak solution to system (1.1) and let us further assume that R d |x| 2 ρ 0 (x) dx < ∞. Then we have
Proof. Let us consider the identity (5.3), hence for γ > 1 + 2 d we have
and (5.5) holds for σ = 1. Let us now consider the case 1 < γ ≤ 1 + 2 d , if we define
then by (5.3) and (5.4) we have
By Gronwall we then have
We can now plug the above estimate in (5.4) in order to obtain
which then implies (5.5).
Remark 28. Proposition 27 shows that the gradient of mass density converges to zero and formally the velocity field asymptotically approaches a rarefaction wave, namely v(t, x) ∼ x/t as t → ∞. From the conservation of energy we also infer that lim t→∞ 1 2 Λ(t) 2 L 2 = E(0), i.e. for large times all the energy is transferred to the kinetic part. Moreover by Gagliardo-Nirenberg the decay of ∇ √ ρ(t) L 2 implies the following dispersive estimate
Notice that in the case γ ≥ 1 + 2/d this is still consistent with the dispersive estimate for the free Schrödinger equation.
In general similar estimates appear in many contexts for the study of evolutionary PDEs, see [73, 36, 72, 62] and many others. In particular estimates like (5.5) have been considered in classical compressible fluid dynamics [21, 71, 72] , or in [14, 66, 40] for the analogue (5.7) in kinetic theory. Those are also somehow reminiscent of the vector field method [49] used to study nonlinear wave equations, see also [28] for recent applications. In the wave function dynamics context, the fact that solutions to the nonlinear problem disperse as much as the linear solutions gives some information about their asymptotic behavior, see [34] . Recently an alternative proof, based on interaction Morawetz estimates [62, 57] , was developed in order to show asymptotic completeness for mass-supercritical, energy-subcritical NLS equations [23, 22, 35, 69] . It turns out that such estimates hold also for arbitrary weak solutions to (1.1) .
In this section we also present the Morawetz-type estimates, in a general form for the Euler-Korteweg system
where κ : (0, ∞) → (0, ∞) is a smooth function, and by choosing κ(ρ) = 1 4ρ we recover the QHD system. Moreover, while for the dispersive estimates in Proposition 27 we need to assume the initial mass density to have finite variance (5.2) , in the next Proposition we only need the weak solutions to be finite energy.
Proposition 29. Let (ρ, J) be a weak solution to the system (5.9) such that
We define K(ρ) = ρ 0 s κ(s) ds and further assume K(ρ) is a convex function in ρ,
Proof. Through a direct computation, the right hand side of the equation for momentum density J in (5.9) can be written as
By the definition of K(ρ) we have ∇ div(ρ κ(ρ)∇ρ) = ∇△K(ρ), then we can rewrite the system (5.9) as (5.10)
Now we consider the interaction functional
The functional H(t) is well-defined on [0, T ] with bound
By differentiating H(t) in time using the system (5.10) and integrating by parts we obtain
Since B(x, y) is a semi-positive definite matrix and symmetric in x and y, we have R 2d
ρ(t, y)Λ(t, x) · B(x, y) · Λ(t, x)dxdy.
Therefore the first and second lines in the right hand side of (5.11) are non-negative. Also by our assumption
To estimate the remaining integrals in the right hand side of (5.11), we first notice that by the symmetry in x and y, we have R 2d
The convolution of the kernel |x − y| −1 gives
then we obtain
Similarly the last line of (5.11) can be written as
and again by the symmetry we obtain
x (t). By summarising the argument above, we get
x (t), then integrating (5.12) in time shows
In the remaining part of this Section we are going to discuss the 2nd order energy functional introduced in (1.6) in multi-dimension. As already discussed in Section 2, if we consider Schrödinger-generated solutions to the QHD system (1.1), say ρ = |ψ| 2 , J = Im(ψ∇ψ), for some H 2 solutions ψ to the nonlinear Schrödinger equation
then the functional consists in the square L 2 norm of ∂ t ψ,
By using the polar factorization we see that it is possible to write
where we define λ := Im(φ∂ t ψ) and direct computation shows
Moreover by using the regularity of ψ we also have that λ = 0 a.e. in the vacuum set {ρ = 0}. Therefore it is reasonable to define
For Schrödinger-generated solutions, I(t) is uniformly bounded on compact time intervals due to the well-posedness results of NLS in H 2 (R d ). Alternatively, here we give a direct calculation of the time derivative to I(t) for smooth, non-vanishing solutions ( √ ρ, Λ) to (1.1). To present this computation, we first state the following Lemma, which shows the conservation law for the total energy density e of smooth, non-vanishing solutions.
Lemma 30. Let ( √ ρ, Λ) be a smooth solution to (1.1) such that ρ > 0. Then the energy density e satisfies the following conservation law
Proof. Since we are dealing with smooth solutions and we have ρ > 0, then we can write system (1.1) as
and we notice that the equation for the momentum density can be equivalently written as ρ∂ t v + ρ∇µ = 0, where µ is the chemical potential defined in (1.3). Analogously, the energy density reads e = 1 2
By using this expression we can differentiate it with respect to time and find
where in the last identity we used the Leibniz formula for the first term. By using the evolution equations above and definition (1.3) we then have
Remark 31. The calculation in Lemma above requires smoothness and positivity of solutions in order to be rigorously justified. On the other hand it is an interesting question to see whether this conservation law, or its weaker version with the inequality, hold for a larger class of solutions. For this problem we refer the paper [25] where the authors determine some conditions on the velocity field and the mass density which allow to show the conservation of energy.
Proposition 32. Let (ρ, J) be a smooth solution to (1.1) such that ρ > 0. Then we have
Proof. Since we consider smooth, positive solutions to (1.1), then we write our functional I(t) as
where chemical potential
and we define σ = ∂ t log √ ρ. In this framework it is possible to write down the evolution equations for µ, σ.
By using the formula ρµ = − 1 4 △ρ + e + p(ρ) and the conservation law (5.13) of e, we have
Again by using the continuity equation we may write
Now, to write the equation for σ we may proceed in the following way. By writing the continuity equation as below
we find the equation for log √ ρ, namely
By differentiating the last equation with respect to time and by using ∂ t v = −∇µ we then obtain
By multiplying this by ρ we get 
By using that √ ρσ = ∂ t √ ρ, ρσ = 1 2 ∂ t ρ and integration by parts, we get d dt
which finishes the proof.
Recall that p(ρ) = γ−1 γ ρ γ , then as a direct consequence of identity (5.14) we have
To apply the Gronwall's argument to functional I(t), we need further control on ρ(t) L ∞ x , which can not be directly obtained from the energy bounds in multidimension. Here we recall the following 2D log −type Sobolev inequality [16] .
Lemma 33. For any f ∈ H 2 (R 2 ) we have (5.18) f L ∞ (R 2 ) ≤ C(1 + log(1 + f H 2 (R 2 ) )).
By using Proposition 32 and the log −type Sobolev inequality in 2D, we obtain the uniform bound of functional I(t) via standard Gronwall's argument. Corollary 1. Let (ρ, J) be a smooth solution to (1.1) on [0, T ] × R 2 such that ρ > 0, and we further assume the pressure p(ρ)
Proof. First we notice that for all t ∈ [0, T ], the hydrodynamic data (ρ(t, ·), J(t, ·)) satisfies the assumption of Proposition 22, therefore we can lift (ρ, J)(t) to a wave function ψ(t) ∈ H 2 x (R 2 ). Furthermore following the proof of Proposition 22 we have ψ(t) 2
, where M (t) and E(t) are the conserved total mass and energy of (ρ, J), and
We remark that the wave function ψ is constructed at each isolated time t ∈ [0, T ], hence it is not a solution to any equation. By using the log −type Sobolev inequality (5.18), we have 
which implies d dt log I(t) ≤ C (log I(t)) γ−1 + 1 .
Hence by standard Gronwall's argument we conclude the proof.
Remark 34. The Gronwall inequality used in the proof above clearly restricts the boundedness result of I(t) to γ ≤ 2. The case γ > 2 in 2D and the higher dimensional cases would require a finer analysis, for instance by using some dispersive type estimates. This is consistent for example with what is discussed in [68] .
Stability of weak solutions with positive density
In the last Section of this paper on multi-dimensional QHD system, we will consider the compactness of weak solutions with non-vanishing density, in the framework of finite energy and functional I(t). Let us now consider a sequence of weak solutions {( √ ρ n , Λ n )} to (1.1) in the compactness class (Definition 20), which satisfies the following uniform bounds, √ ρ n L ∞ (0,T ;H 1 (R d )) + √ ρ n W 1,∞ (0,T ;L 2 (R d )) ≤ C Λ n L ∞ (0,T ;L 2 (R d )) ≤ C, λ n L ∞ (0,T ;L 2 (R d )) ≤ C, where λ n is such that √ ρ n λ n = − 1 4 △ρ n + e n + p(ρ) and e n = 1 2 |∇ √ ρ n | 2 + 1 2 |Λ n | 2 + f (ρ n ).
We further assume for all n ∈ N a.e. t ∈ [0, T ], ρ n (t, ·) is continuous and positive, i.e. ρ n (t, ·) > 0. Since the density is always positive, the quantity λ n can be written as (6.1)
Proposition 35. Let ( √ ρ n , Λ n ) be a finite energy weak solution to the QHD system (1.1) satisfying the bounds (6.2) √ ρ n L ∞ (0,T ;H 1 (R d )) + √ ρ n W 1,∞ (0,T ;L 2 (R d )) ≤ C Λ n L ∞ (0,T ;L 2 (R d )) ≤ C, λ n L ∞ (0,T ;L 2 (R d )) ≤ C.
Moreover we assume for a.e. t ∈ [0, T ], ρ n (t, ·) is continuous and ρ n (t, ·) > 0. Then we have
x ≤ C. Proof. Since we only consider a fix n in Proposition 35, we will drop out the subscript n in this proof without causing any confusing, and we use C to denote the uniform constant independent of the sequence, which may change from line to line.
To obtain the estimates (6.3), we notice that for a.e. t ∈ [0, T ], the hydrodynamic data ( √ ρ, Λ)(t, ·) satisfies the assumption of Proposition 22, hence it can be lifted to a wave function ψ(t, ·) ∈ H 2 x (R d ) with uniform bounds ψ L ∞ t H 2
x ≤ C. The estimates (6.3) is a direct consequence of the L ∞ t H 2 x bound of ψ. By using △ρ = 2 Re(ψ△ψ) + 2|∇ψ| 2 , Hölder's inequality and Sobolev embedding we have
x ≤ C, On the other hand, by the Madelung transformation
x ≤ C. Finally, let us recall that by the polar factorization we have e = 1 2 |∇ √ ρ| 2 + 1 2
Remark 36. As discussed in the last Section the wave function ψ constructed in the proof is not a solution to the NLS equations. On the other hand the argument of Proposition 35 can be extended to weak solutions ( √ ρ, Λ) such that, for a.e. t ∈ [0, T ], ( √ ρ, Λ)(t, ·) has suitable vacuum and vortex structure which is compatible with a wave function lift method, for instance the pointwise vacuum and quantised vorticity structure in 2D.
The bounds in (6.2) imply that, up to passing to subsequences, we have √ ρ n ⇀ √ ρ, L ∞ (0, T ; H 1 (R d )) ∩ W 1,∞ (0, T ; L 2 (R d )), (6.4) Λ n ⇀Λ, L ∞ (0, T ; L 2 (R d )), (6.5) and the uniform bound of e n in (6.3) implies local strong convergence (6.6) √ e n → ω, L ∞ (0, T ; L 2 loc (R d )). it is not straightforward to show the identity for the limit ω and ( √ ρ, Λ), because of the lack of compactness for (∇ √ ρ n , Λ n ). However the next proposition shows ( √ ρ n , Λ n ) indeed converges strongly. Furthermore, we prove that ω and Λ vanish almost everywhere in the vacuum {ρ = 0}, which matches the physical interpretation of the energy density.
Proposition 37. Let ( √ ρ n , Λ n ) satisfy the bounds (6.7) √ ρ n L ∞ (0,T ;H 1 (R d )) + √ ρ n W 1,∞ (0,T ;L 2 (R d )) ≤ C Λ n L ∞ (0,T ;L 2 (R d )) ≤ C, λ n L ∞ (0,T ;L 2 (R d )) ≤ C.
Moreover we assume for all n ∈ N and a.e. t ∈ [0, T ], ρ n (t, ·) is continuous and ρ n (t, ·) > 0. Then we have (6.8)
is satisfied for a.e. (t, x) ∈ [0 T ]×R d , and ω = 0 a.e. (t, x) ∈ {ρ = 0}. Furthermore we have the following local strong convergence (6.9) ∇ √ ρ n → ∇ √ ρ, L p (0, T ; L 2 loc (R d )), Λ n → Λ, L p (0, T ; L 2 loc (R d )), for 2 ≤ p < ∞.
Proof. Multiplying the energy density by ρ n , we have that (6.10) ρ n e n = 1 8 |∇ρ n | 2 + 1 2 |J n | 2 + f (ρ n )ρ n . Now, from the uniform bounds (6.3) we know that, up to subsequences, ρ n →ρ, L 2 (0, T ; H 1 loc (R d )) J n →J, L 2 (0, T ; L 2 loc (R d )), hence, by passing to the limit in (6.10) we obtain (6.11) ρω 2 = 1 8 |∇ρ| 2 + 1 2 |J| 2 + f (ρ), a.e.
Recall that J n = √ ρ n Λ n , then again by passing to the limit we have J = √ ρΛ, a.e.
which implies that we can write (6.11) as (6.12) ρ ω 2 − 1 2 |∇ √ ρ| 2 − 1 2 |Λ| 2 − f (ρ) = 0, a.e.
We now claim that ω 2 = 0 a.e. on {ρ = 0}. From (6.1) we know that e n = √ ρ n λ n + 1 4 △ρ n − p(ρ n ) and by passing to the limit we obtain
By the vanishing derivative Lemma 14 we have △ρ = 0 a.e. on {ρ = 0}, consequently we have that ω = 0 a.e. on {ρ = 0}. On the other hand, for any 0 < R < ∞ let us define V R = {ρ = 0} ∩ B R (0), then by using (6.3) and (6.6) we have
where in the last equality we use the local strong convergence of √ e n and ρ n . This implies that Λ = 0 a.e. on {ρ = 0} and consequently from (6.11) we also have
Last, to prove local strong convergence we notice that for any R > 0, similar as before we have at a.e t ∈ x,loc and Λ L p t L 2
x,loc = lim n→∞ Λ n L p t L 2
x,loc . Then by standard argument we can improve the weak convergence to a strong one.
To conclude this Section, we prove the stability Theorem 11 of weak solutions ( √ ρ n , Λ n ) with positive density, which is a direct consequence of the compactness Proposition 37. As we remarked in the introduction that we do not require any uniform lower bound on the density, and the limiting weak solution may contain vacuum.
