Abstract. We consider a finite element space semi-discretization of the CahnHilliard equation with dynamic boundary conditions. We prove optimal error estimates in energy norms and weaker norms, assuming enough regularity on the solution. When the solution is less regular, we prove a convergence result in some weak topology. We also prove the stability of a fully discrete problem based on the backward Euler scheme for the time discretization. Some numerical results show the applicability of the method.
Introduction. We consider the Cahn-Hilliard equation with dynamic boundary conditions
(1/Γ s )u t = σ s ∆ u − λ s u − g s (u) − ∂ n u, t > 0, x ∈ Γ,
∂ n w = 0,
where Ω is a 2d or 3d slab, i.e.
with smooth boundary
in other words, when d = 2, Ω is the rectangle (0, L 1 )× (0, L 2 ), u and w are periodic in the x 1 -direction and the boundary conditions (3)-(4) are valid for x 2 = 0 and x 2 = L 2 ; when d = 3, Ω is the parallelepiped (0, L 1 ) × (0, L 2 ) × (0, L 3 ), u and w are periodic in the x 1 and x 2 -directions, and the boundary conditions (3)-(4) are valid for x 3 = 0 and x 3 = L 3 .
In equations (1)- (4), Γ s > 0, σ s > 0, λ s > 0 are given constants, ∆ is the Laplacian, ∆ is the Laplace-Beltrami operator on Γ, n is the outward normal direction to the boundary, f and g s are functions which belong to C 2 (R, R) and which satisfy the following standard dissipativity assumptions:
Typical choices are
where k s > 0 and h s ∈ R are constant. The evolution boundary value problem (1)- (4) is completed by an initial condition u(0) = u 0 .
Equations (1)-(4) are a prototype model describing the influence of the boundaries on the process of phase separation (spinodal decomposition) in binary mixtures; u is the order parameter representing typically the normalized concentration of one component and w is the chemical potential. Physicists have recently considered such models for the study of phase separation in confined systems (see [8, 9, 16] and references therein).
The Cahn-Hilliard equation with dynamic boundary conditions is derived from the free energy
where F is an antiderivative of f and G s is an antiderivative of g s ; the first integral is the bulk energy and the second integral is the surface energy. If u is a regular solution of (1)-(4), then u dissipates E since
Moreover, the mass of u is preserved:
From a mathematical point of view, problem (1)- (4) with an initial value has been studied in [3, 10, 11, 12, 20, 21, 22, 25] . Questions such as existence and uniqueness of solutions, convergence to equilibrium and existence of exponential attractors have been answered under various assumptions on the nonlinearities. Note that these results are proved for a domain with smooth boundary: their extension to our situation with periodic boundary conditions is immediate. In [20, Corollary 2.1 and Theorem 2.2], existence and uniqueness of solutions has been proved for nonlinearities f, g ∈ C 2 (R, R) which satisfy assumption (5) . Existence of energy solutions for even more general nonlinearities, including the usual logarithmic potential, has been proved in [12] .
From a numerical point of view, some numerical schemes for (1)- (4) have been considered in [8, 9, 16 ] in a finite difference framework. However, the analysis remains incomplete since there is no proof of convergence. The purpose of our paper is to propose a finite element approach for the discretization of equations (1)- (4) and to analyze it. Our space semidiscrete scheme is a straightforward extension of the well-known splitting scheme introduced by Elliott, French and Milner [6] for the standard Cahn-Hilliard equation; a similar splitting scheme has already been successfully extended to other Cahn-Hilliard type equations [2, 13, 14, 15] .
The main result of our paper, Theorem 3.3, states optimal error estimates for the difference u h − u in energy norms and weaker norms as the mesh step h tends to 0, where u h is the solution of the space semidiscrete scheme and u is the solution of the continuous problem, which is supposed to have enough regularity. The outline of the proof is standard in parabolic problems [6, 24] , but some estimates are more involved here.
When u is less regular, we prove in Theorem 2.4 that u h tends to u in some weak sense if the nonlinearities f and g s have a subcritical or critical growth. We also propose a fully discrete scheme obtained from the previous one by using the backward Euler scheme for the time discretization: the solution u n h of the fully discrete scheme is shown to be unconditionally stable (i.e. without mesh-dependent restriction on the time step) and to converge to equilibrium as n → +∞. We finally present some numerical simulations in two space dimensions, based on semi-implicit schemes, and which were made easy thanks to the FreeFem++ software 1 . Thus, choosing a finite element approach for this problem is interesting not only from the theoretical point of view, but also from the practical one.
2. The semidiscrete scheme. We first note that the dissipativity conditions (5) imply
for some constants c 1 > 0 and c 2 ≥ 0. In view of (7) and (8), it is therefore natural to introduce the space
which is a Hilbert space for the Hilbertian norm
We stress here that the periodic boundary conditions are taken into account in the definition of V . More precisely, when d = 2, a function v ∈ H 1 (Ω) is periodic in the x 1 -direction, and we have
A similar definition holds when d = 3. The space V can also be seen as the closure of C 1 (Ω) for the · V -norm; V is continuously and densely imbedded in H 1 (Ω), and V is isometric to the closed subspaceṼ of
We denote by (·, ·) the L 2 (Ω)-scalar product and by | · | 0 the L 2 (Ω)-norm. Similarly, (·, ·) Γ denotes the L 2 (Γ)-scalar product and | · | 0,Γ the associated norm. As a shortcut, we will denote by · k the Hilbertian norm in H k (Ω) and | · | k the associated seminorm, i.e.
and |v|
Similarly, · k,Γ denotes the H k (Γ)-norm and | · | k,Γ the associated seminorm.
The variational formulation of (1)-(4) reads
for all ϕ ∈ H 1 (Ω) and for all χ ∈ V . For the space discretization of these equations, we consider a quasiuniform family of decompositions
and which take into account the periodic boundary conditions on Ω, so that {Ω h } is also a triangulation of Ω. The triangulation Ω h of Ω induces a triangulation Γ h of Γ into d − 1 simplices in a natural way. For a given triangulation Ω h = ∪ T ∈Ω h T , we define V h as the usual P 1 conforming finite element space
Note that for every v h ∈ V h , the restriction ϕ h = v h |Γ on the boundary is a P 1 finite element on the d − 1-dimensional domain Γ. In fact, the space of such functions ϕ h is the usual P 1 conforming finite element discretization of the space H 1 (Γ) built on the triangulation Γ h : it will be convenient to denote by V h Γ this discrete trace space. Thus, V h ⊂ V and V h can be seen as a conforming discretization of V . Note that the same space V h is used for both the discretization of H 1 (Ω) and that of V .
h is the unique function in V h which takes the same values as u on the nodes of the triangulation. Note that (I h u) |Γ is the P 1 interpolate of u |Γ on Γ h . We have the following standard approximation results, where C > 0 denotes a constant which depends only on {Ω h }:
Moreover, the following inverse estimate holds (see for instance [7] ):
We will often use the Poincaré inequality
where c P > 0 denotes the best constant. As a shortcut, we also denote bẏ
The discrete version of (10)- (11) reads:
We have:
Proof. Let (ϕ 1 , . . . , ϕ M ) be an orthonormal basis of V h for the L 2 (Ω)-scalar product and such that ϕ 1 ≡ cst. We seek u
and the functions
Then (16)- (17) can be written as
Let B denote the square matrix of size 2M in the left-hand side above. We claim that B is invertible. Indeed, let X, Y ∈ R M . We have
s M Γ Y = 0, then by multiplying this equality on the left by (X t , Y t ), we find with the computation above that x h is a constant, so AX = 0 = −Y , and then X = Γ 
. By using first (17) and then (16), we find
so (u h , w h ) satisfies the energy estimate (18) . By choosing ϕ ≡ 1 in (16), we see that (u h (t), 1) = (u h 0 , 1) for all t ≥ 0. These estimates, together with (9), guarantee that
. As a consequence, the solution is global, i.e. T + = +∞, and the proof is complete.
Let us introduce the following: 
We can state:
for some scalar product ·, · h onV h . In particular, if f and g s are real analytic, there exists a steady state
Proof. We use the matrix version (19) of (16)- (17) . The idea is to eliminate W , but A is not invertible because of the constants. For this reason, for a vector X = (x i ) 1≤i≤M ∈ R M , we writeẊ = (x i ) 2≤i≤M ∈ R M−1 (recall that the first component x 1 is associated to the constant ϕ 1 ). For a square matrix C = (c ij ) 1≤i,j≤M of size M , we writeĊ = (c ij ) 2≤i,j≤M . With this notation, equation (16) without the two lines corresponding to ϕ 1 becomes
where u 1 = u 1 (0) does not depend on t. EliminatingẆ , this is equivalent to
This is a gradient flow for the function
with respect to the scalar product on R M−1 defined by the symmetric positive definite matrixȦ
sṀΓ . This proves the first part of the assertion. If f and g s are real analytic, it is easily seen (use the fact that V h ⊂ C 0 (Ω)) that the function defined by (22) is also analytic on R M−1 . The Lojasiewicz inequality [18] implies then the convergence to a steady state as t → +∞.
The energy estimate (18) implies the convergence of the semidiscrete solution to the solution of the continuous problem on finite time intervals when h → 0. However, additional assumptions are required on the nonlinearities. For the following result (and only for this result), we assume that f and g s have a subcritical growth. More precisely, we assume that there exists a positive constant c 3 such that
with p ∈ [2, 6] when d = 3 and p ≥ 2 arbitrary when d = 2. When d = 3, we also assume that there exists a positive constant c 4 such that
with q ≥ 2 arbitrary. We note that the nonlinearities defined by (6) satisfy these assumptions with p = 4 and q = 2. We can state Theorem 2.4. Assume that f, g s ∈ C 1 (R, R) satisfy (5), (23) and (24) .
where (u, w) is the unique solution of (10)- (11) such that u(0) = u 0 and
We have used here the usual notation W 1,2 (0, T ; B) for the L 2 -Sobolev space with values in the Banach space B [17] .
Note that the existence and uniqueness of energy solutions to (10)- (11) has been obtained with more general assumptions on the nonlinearities in [12] .
Proof. First note that if (u, w) is a solution of (10)- (11) satisfying (25), then for ϕ ∈ H 1 (Ω), the term (u t , ϕ) should be understood as the distributional derivative of the function (u, ϕ) ∈ L ∞ (0, T ) with respect to time. Choosing ϕ ≡ 1, we see that (u, 1) does not depend on time; standard results imply that u t = ∆w belongs to [23] : the initial condition has a meaning in L 2 (Ω). Similarly, the term (u t , χ) Γ should be understood as the distributional derivative of the function (u |Γ , χ) Γ ∈ W 1,2 (0, T ; R) with respect to time;
. The proof of Proposition 1.2 in [20] shows that there exists at most one solution (u, w) of (10)-(11) satisfying (25) : the computations are valid because the solution is regular enough.
By (23) and (24), there exist positive constants c 5 , . . . , c 8 such that
is bounded by a constant independent of h. The discrete energy estimate (18) together with (9) 
From the previous estimates, and from (23)-(24), this implies that (w
. From these estimates, we obtain that, up to a subsequence,
(Ω) and ϕ h → ϕ strongly in V , and using standard compactness results and the subcritical estimates (23)- (24) on the nonlinear terms, we can pass to the limit in (16)- (17) and we obtain that (u, w) satisfies (10)- (11) and (25) . By uniqueness, the whole sequence (u h , w h ) converges to (u, w). For the strong convergence of (u h |Γ ) to u |Γ , we use the fact that the space [17] . Finally, for the strong convergence of (u h ) h , we use the fact that for all 0 ≤ s ≤ t ≤ T ,
). This concludes the proof.
3. Error estimates for the space semidiscrete scheme. In order to estimate the errors u h − u and w h − w in appropriate norms we write, following a standard approach (see for instance [24, 6] ):
are the elliptic projections of w = w(t) and u = u(t) defined by
for all χ ∈ V h . By the Lax-Milgram theorem and by the Poincaré inequality (15), it is clear that for every w ∈ H 1 (Ω), equations (26)-(27) define a uniquew h ∈ V h . Similarly, for a given function u ∈ V , equation (28) defines a uniqueũ h ∈ V h . Indeed, the norm v → |∇v| 2 0 +|v| 2 0,Γ is equivalent to the H 1 (Ω)-norm, so that the bilinear form defined by
The bilinear form a(·, ·) is a fortiori coercive on V h ⊂ V and the Lax-Milgram theorem applies.
We first estimate ρ u and ρ w . By standard error estimates [4] , there exists C which depends only on {Ω h } such that for all w ∈ H 2 (Ω) the functionw h ∈ V h defined by (26)-(27) satisfies
In the following C denotes a generic constant which is independent of h but which may depend on the other parameters of the problem. Concerningũ h − u we have:
Proof. By definition, we have
where a(·, ·) is defined by (29). Sinceũ
By (12)- (13),
This proves the H 1 -estimates. In order to have the L 2 -estimates, we use a duality argument, as in the usual case [ 
Then we have ϕ ∈ H 2 (Ω), ϕ |Γ ∈ H 2 (Γ) and
for some constant C > 0 independent of z and ψ: this result was proved in [20,
Choosing z =ũ h − u and ψ = (ũ h − u) |Γ , using (12), (13) and (33), we obtain
Thus,
and the proof is complete. Note that the constant C in (31) depends only on the constants C appearing in (12), (13) and (35), and on c 0 , λ s , σ s .
Next we estimate θ u and θ w . Following [24, 13] , we define the discrete inverse Laplacian
Note that T h is selfadjoint and positive semidefinite onL 2 (Ω) since
and
We define the discrete negative seminorm
The seminorm |·| −1,h is a discrete version of the H −1 -seminorm. Using an orthonormal basis ofV h for the L 2 (Ω)-scalar product, it is easily seen that the following interpolation inequality holds:
It is also easily seen (see for instance [13, Lemma 4.2] ) that
where c P is the Poincaré constant from inequality (15) . We also define
so that (θ u − δ, 1) = 0. In the remainder of this section, the final time T ∈ (0, ∞) is fixed. We have: Lemma 3.2. Let (u, w) be a solution of (10)- (11) with sufficient regularity and let (u h , w h ) be a solution of (16)- (17) . Assume that
for some constant R < +∞, and let T h ∈ (0, T ] be the maximal time such that
for some constants C, C ′ > 0 which are independent of u, u h and h, and where
Moreover,
Proof. Subtracting (10) from (16) using the definitions of θ u , θ w and the definition (26)-(27) ofw h , we find
In particular, with χ ≡ 1, we have
and this is (43). Differentiating (46) with respect to t, we similarly find
Subtracting (11) from (17) and similarly using the definition (28) ofũ h , we find
h . Choosing χ = θ w in (45), χ = θ u t in (49) and adding yields
Since we have a L ∞ bound on u and u h , we can write
where L f and L gs are respectively the Lipschitz constants of f and g s on [−R, R]. Thus,
where we used the Poincaré inequality. Next, we estimate (θ w , 1). Choosing χ = 1 in (49), using (ρ w , 1) = 0 and the estimates (50) yields
From this, from the triangular inequality, from (47) and from the modified Poincaré inequality |v|
we deduce (44). In the right-hand side of (51), we use the inequality
in an obvious way, together with (52), in order to find
for some constants C 1 and C 2 which depend only on λ s , Γ s , σ s , |Γ|, |Ω|, c P , L f and L gs . Now we need to estimate θ u t . We first differentiate (45) and (49) with respect to t; we obtain
, where δ is defined by (40), χ = θ u t − δ t in (57), and we add the resulting equations. This yields, using also definition (37): 
and inequalities (39), (15) and (54) in an obvious way, we find
on (0, T h ), for some constants C 3 and C 4 which depend only on (55) and (60), we use the modified Poincaré inequality (53), the triangular inequality |θ u t | 0 ≤ |θ u t − δ t | 0 + |δ t | 0 , the interpolation inequality (59), inequality (54), and we find
for a constant C 5 which depends only on C 1 and C 3 and a constant C 6 which depends only on C 2 , C 4 , λ s and c ′ P . The function N (t) is defined by (42). By (47) and (48), and by changing C 5 into a constant C ′ 5 which depends only on C 5 , |Ω| and |Γ|, we can suppress the terms involving |δ t | and |δ tt | in the right-hand side of (61). Applying Gronwall's lemma, we find (41) with C = exp(C 6 T ) and C ′ = C ′ 5 exp(C 6 T ), and this concludes the proof. As a shortcut, we set for all v ∈ L 2 (Ω),
and let (u h , w h ) be a solution of (16)- (17). If
Proof. First note that for u and w depending on time, if we differentiate equations (26)-(28) with respect to t, we obtain that the elliptic projections of u t and w t are respectively (ũ) t and (w) t . A similar statement holds for u tt and w tt . Therefore, by linearity, Lemma 3.1 applies with u replaced by u t or u tt , and (30) applies with w replaced by w t . The regularity required on u implies that u ∈ C 1 ([0, T ]; H 2 (Ω)), and by the Sobolev continuous injection
for some R > 0. By a standard argument using the inverse estimate (14) (see for instance the proof of Theorem 4.6 in [13] ), we also have
where γ ∈ (0, 1) is such that H 2 (Ω) ⊂ C 0,γ (Ω)). Thus, by Lemma 3.1, (63) and (12),
and we may apply Lemma 3.2.
We claim that N (0) ≤ Ch 4 , where N is defined by (42). Indeed, by assumptions (63), we have
4. Stability of the backward Euler scheme. For the space and time discretization of (10)- (11), we consider here the backward Euler scheme applied to the space semidiscrete scheme. The time step δt > 0 is fixed. The scheme reads: let u 0 h ∈ V h and for n = 1, 2, . . . find (u
where we denote by∂ the operator which to a sequence (v n ) n≥0 associates the sequence defined by∂
We have also setg
Note that the dissipativity assumptions (5) imply that for all v ∈ R,
for some nonnegative constants C f ≥ 0 and C s ≥ 0.
In the following result, we show the existence, stability and uniqueness of sequences (u 
where
By (7) (9), we have
and since J h is continuous, the problem (71) has a solution. Such a solution u satisfies the Euler-Lagrange equation
for all χ ∈ V h , where λ is the Lagrange multiplier for the constraint (73). We set
and we see that (u
), and we obtain estimate (70).
In order to prove uniqueness, let
We choose ϕ = θ w , χ = θ u and we subtract the resulting equations. This yields
where we used the fact that
Since (θ u , 1) = 0, the smallness assumption on δt implies θ u = 0, and by (75), θ w = 0.
As a consequence, we have the fully discrete version of Corollary 2.3: Proof. The proof is similar to the one made in [19, Theorem 3.1] for the standard Cahn-Hilliard equation. It is based on the Lojasiewicz gradient inequality (see also [1] ). For the reader's convenience, we sketch the proof. Let u 0 h ∈ V h . By (70), the sequence (E(u n h )) n is nonincreasing and since it is bounded from below by 0, we have E(u n h ) → E ⋆ for some E ⋆ ≥ 0. We assume without loss of generality that
Since (u n h , 1) = (u 0 h , 1) for all n ≥ 0, we can use the matrix notation introduced in the proof of Corollary 2.3. Eliminating w n h , the scheme (66)-(67) readṡ
whereĊ =Ȧ
sṀΓ is a symmetric positive definite matrix of size M − 1 and
Note that (76) is the backward Euler scheme applied to (21) . If we take the Euclidean norm of (76), we see that
where 0 ≤ µ 1 < µ M < +∞ are respectively the smallest and the largest eigenvalues ofĊ. On the other hand, since f and g s are real analytic, the function E h is real analytic on R M−1 and it satisfies the Lojasiewicz inequality: there exist σ > 0, θ ∈ (0, 1/2] and c L > 0 such that
where we have used that
, and where · denotes the Euclidean norm in R M−1 . Now, let n be such that U n −U ∞ < σ. We consider two cases.
where we used that
for some constant c h > 0 (independent of δt) since all norms are equivalent onV h . Using now (77) and (78), we obtain
Then by (70) and (79),
The initial value u 0 h ∈ V h is given and (u 
(ŵ
By the same arguments as previously, the matrix of the system (81)- (82) is positive semidefinite and invertible. The other two systems (83)- (84) and (85)- (86) have the same matrix. The LCN scheme is therefore well defined. We first see, in Figures 1-3 , the result of the SIE scheme on the slab L x ×L y = 80× 10. The triangulation Ω h was obtained by dividing the slab into 256 × 50 rectangles and by dividing every rectangle along the same diagonal into two triangles. The nonlinearities are
with λ s + k s = 1 (λ s = 0.5, for instance), h s = 0, the PDE parameters are Γ s = 10, σ s = 0.1 and the time step is δt = 0.1. The initial value consists of uniformly distributed random fluctuations of amplitude ±0.01. In each picture, the maximum and minimum value of u are colored in white and black, and values of u in between correspond to different shades of grey. The parameters are close to the ones in [16, Fig.5] , and the results are similar: droplet-like domains form and since h s = 0, none of the components is preferably attracted by the walls. In Figures 4 and 5 , we see the result of the LCN scheme for the nonlinearities
with (λ s + k s ) = −4 and h s = 0. The domain Ω is the two-dimensional slab L x × L y = 80 × 40, which is divided into 400 × 200 squares; every square is divided along the same diagonal into two triangles, yielding the triangulation Ω h . The time step δt = 0.01 is chosen small enough so that the error due to the space discretization , and we obtain similar results: in both figures, the typical length scale on the boundary is larger than the typical length scale in the bulk. As time increases, the surface structures extend further into the bulk. The two colors represent positive (black) and negative (white) values of u.
We note that the dissipativity assumption (5) is not satisfied for the nonlinearity g s since k s < 0 if λ s > 0 (it is satisfied for f ). According to Fisher and al. [8] , such a negative value of k s can correspond to enhanced couplings wich can occur for instance in fcc binary alloys with competing interactions in the bulk. But with k s < 0, the boundary equation is not dissipative and the value of u ∞ is seen to grow exponentially in time (the maximum and minimum value of u are attained near the boundary). However, the numerical results show that on the time interval [0, 0.5] which is considered, u remains bounded with u ∞ ≤ 1.4. Thus, we could modify g s outside the interval [−1.4, 1.4] so as to satisfy (5) without changing these numerical results: such a modified g s would correspond better to the real system which is expected to be dissipative.
In Figure 6 , we have used the SIE scheme with δt = 0.001 and with the same parameters as in Figure 5 , but with a different geometry: f andg s are defined by (87) with λ s + k s = −4, h s = 0, Γ s = 10, σ s = 5, and the initial value consists of uniformly distributed random fluctuations of amplitude ±0.01. The geometry is different: the domain Ω is a disk of radius 80 centered at (0, 0) from which we have cut off a disk of radius 40 and centered at (20, 0) . The exterior boundary is divided into 600 intervals and the internal boundary into 400 intervals, yielding a triangulation Ω h of Ω with 59 048 triangles and 30 024 vertices. The results are similar to that of Figure 5 . In this case, u ∞ ≤ 1.8.
In Figures 1-6 we have set h s = 0 so that no phase is preferentially attracted by the walls. In contrast, in Figure 7 we see what happens when the white phase (corresponding to negative values) is preferentially attracted by the walls, with h s = 0.01 (the other parameters as chosen as in Figure 6 ). It is striking to see how the patterns in the bulk away from the boundary look very much alike in Figures 6  and 7 .
