An overview of the background of Taylor series methods and the utilization of the di erential algebraic structure is given, and various associated techniques are reviewed. The conventional Taylor methods are extended to allow for a rigorous treatment of bounds for the remainder of the expansion in a similarly universal way. Utilizing di erential algebraic and functional analytic arguments on the set of Taylor models, arbitrary order integrators with rigorous remainder treatment are developed. The integrators can meet pre-speci ed accuracy requirements in a mathematically strict way, and are a stepping stone towards fully rigorous estimates of stability of repetitive systems.
INTRODUCTION
The year 1996 marks the tenth anniversary 1 of the introduction of the differential algebraic approach 23 into the study of beam dynamics. It took the computation of Taylor mapsz f = M(z i )
(1) of dynamical systems from the then customary third 4567 or fth order 8 all the way to arbitrary order in a uni ed and straightforward way. The Taylor maps have many applications, as many of the physical quantities that are encountered in practice are more or less directly connected to Taylor coe cients.
Since its introduction, the method has been widely utilized in a large number of new map codes. 910111213141516171819 The basic idea behind the method is to bring the treatment of functions to the computer in a similar way as the treatment of numbers. In a strict sense, neither functions (for example, C 1 ) nor numbers (for example, the reals R) can be treated on a computer, since neither of them can be represented with the nite amount of information that can be stored on computers (after all, a real number is an equivalence class of bounded Cauchy sequences of rational numbers).
However, from the early days of computers we are used to dealing with numbers by extracting information deemed relevant, which in practice usually means the approximation by oating point numbers with nitely many digits. In a formal sense this is possible since for every one of the operations on real 
Of course, much to the chagrin of those doing numerics, in reality the diagrams commute only "approximately", which typically makes the errors grow over time.
The approximate character of these arguments can be removed by representing a real not by one oating point number, but rather by an interval of oating point numbers providing a rigorous upper and lower bound. By rounding operations down for lower bounds and up for upper bounds, rigorous bounds can be found for sums and products, and adjoint operations can be made such that the above diagram commutes exactly. In practice, while always maintaining rigor, the method sometimes becomes rather pessimistic, as over time the intervals often have a tendency to grow.
Historically, the treatment of functions in numerics has been done based on the treatment of numbers; and as a result, virtually all classical numerical algorithms are based on the mere evaluation of functions at speci c points. As a consequence, numerical methods for di erentiation, which are so relevant for the computation of Taylor representations of the map (1), are very cumbersome and prone to inaccuracies because of cancellation of digits, and not useful in practice for our purposes.
The success of the new methods is based on the observation that it is possible to extract more information about a function than its mere values. Indeed, considering the commuting diagram in eq. (2), one can demand the operation T to be the extraction of the Taylor coe cients of a pre-speci ed order n of the function. In mathematical terms, T is an equivalence relation, and the application of T corresponds to the transition from the function to the equivalence class comprising all those functions with identical Taylor expansion to order n.
Since Taylor coe cients of order n for sums and products of functions as well as scalar products with reals can be computed from those of the summands and factors, it is clear that the diagram can be made to commute; indeed, except for the underlying inaccuracy of the oating point arithmetic, it will even commute exactly. In mathematical terms, this means that the set of equivalence classes of functions can be endowed with well-de ned operations, leading to the so-called Truncated Power Series Algebra. 12 This fact was realized in the rst paper on the subject, 2 which led to a method to extract maps to any desired order from a computer algorithm that integrates orbits numerically. Similar to the need for algorithms within oating point arithmetic, the development of algorithms for functions followed, including methods to perform composition of functions, to invert them, to solve nonlinear systems explicitly, and to introduce the treatment of common elementary functions. 2021 However, very soon afterwards it became apparent 223 that this only represents a half-way point, and one should proceed beyond mere arithmetic operations on function spaces of addition and multiplication and consider their analytic operations of di erentiation and integration. This resulted in the recognition of the underlying di erential algebraic structure and its practical exploitation, based on the commuting diagrams for addition, multiplication, and di erentiation and their inverses: 
In passing we note that in order to avoid loss of order, in practice the derivations have the form @ = h d=dx i ; where h is a function with h(0) = 0: As a rst consequence, it allowed to construct integration techniques to any order that for a given accuracy demand are substantially faster than conventional methods. 21 Subsequently, it was realized that the di erential algebraic operations are useful for a whole variety of other questions connected to the analytic properties of the transfer map. 20 It was possible to determine arbitrary order generating function representations of maps 2321 ; factorizations into Lie operators 24 could be carried out for the rst time to arbitrary order 21 ; normal form methods 2526 could be performed to arbitrary order. 2721 And last but not least, the complicated PDEs for the elds and potentials stemming from the representation of Maxwell's equations in particle optical coordinates could be solved to any order in nitely many steps.
Of course the question of what constitutes "information deemed relevant" for functions does not necessarily have a unique answer. Formula manipulators, for example, attack the problem from a di erent perspective by attempting to algebraically express functions in terms of certain elementary functions linked by algebraic operations and composition. In practice the Achilles heel of this approach is the complexity that such representations can take after only a few operations. But compared to the mere Taylor expansion, they have the advantage of rigorously representing the function under consideration. Below we will show how such rigor can be maintained without the computational expense of formula manipulation by a suitable augmentation of the Taylor approach.
TRUNCATED POWER SERIES, DIFFERENTIALS, DIFFERENTIAL ALGEBRAS, AND AUTOMATIC DIFFERENTIATION
Before proceeding further, it seems to be worthwhile to put into perspective a variety of di erent concepts that were introduced to the eld in connection with the above developments. We do this for a dual purpose: on the one hand we hope to alleviate some of the confusion in the eld resulting from an overly casual and often improper use of terminology; and on the other hand, we want to try to provide a summary of various useful techniques outside the eld. Furthermore we lay the groundwork for the further development in the next sections, in which di erential algebraic techniques will be applied to a new set of objects.
The rst and simplest structure that was introduced 12 is TPSA, the truncated power series algebra. This is the structure that results when the equivalence classes of functions are endowed with arithmetic such that the diagrams in eq. (2) commute for the basic operations of addition, multiplication, and scalar multiplication. Addition and scalar multiplication lead to a vector space, and the multiplication operation turns it into a commutative algebra. In many respects, together with the polynomial algebras, this structure is an archetypal non-trivial algebra, and in fact it can be embedded into many larger and more interesting algebras.
It is easy to see that the TPSA can be equipped with an order, and then contains di erentials, i.e. in nitely small numbers. This fact triggered the study of such nonarchimedean structures in more detail, and led to the introduction of a foundation of analysis 282930 on a larger and for such purposes much more useful structure, the Levi-Civita eld. It turned out that the Levi-Civita eld is the smallest nonarchimedean extension of the real numbers that is algebraically and Cauchy complete, and many of the basic theorems of calculus can be proved in a similar way as in R: Furthermore, concepts like Delta functions and the idea of derivatives as di erential quotients can be formulated rigorously and integrated seamlessly into the theory. On the practical end, based on the latter concept, there are also several improvements regarding methods of computational di erentiation.
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As alluded to in the last section, the power of TPSA can be enhanced by the introduction of derivations @ and their inverses, corresponding to the differentiation and integration on the space of functions. It was mentioned that the resulting structure, a Di erential Algebra, allowed the direct treatment of many questions connected with di erentiation and integration of functions, including the solution of the ODEs describing the motion and PDEs describing the elds, as well as the determination of generating functions and Lie factorizations to arbitrary order. 21 These applications follow in the vein of other applications of di erential algebras, the study of which became important connected to the question of solving analytic problems with algebraic means. Among others, this work was initiated in a serious fashion by Liouville 33 connected to the problem of integration of functions and di erential equations in nite terms. It was then signi cantly enhanced by Ritt, 34 who provided a rather complete algebraic theory of the solution of di erential equations that are polynomials of the functions and their derivatives and that have meromorphic coe cients. Further development in the eld is due to Kolchin 35 and, already with an eye on the algorithmic aspect, to Risch. 363738 Nowadays the methods form the basis of many algorithms in modern formula manipulators, where the treatment of di erential equations and quadrature problems calls for the solution of analytic problems with algebraic means. Other important current work relying on di erential algebraic methods is the practical study of di erential equations under algebraic constraints, so-called di erential algebraic equations. 39 Many of the recent developments will be covered in a forthcoming special issue on Di erential Equations and Di erential Algebra of the Journal of Symbolic Computation.
The nal concept that is somewhat connected to our methods and worth to be studied is the technique of automatic di erentiation.
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The purpose of this discipline is the automated transformation of existing code in such a way that derivatives of functional relationships between variables are calculated along with the original code. Besides the signi cantly increased computational accuracy compared to numerical di erentiation, a striking advantage of this approach is the fact that in the so-called reverse mode it is actually possible in principle to calculate gradients in v variables in a xed amount of e ort; independent of v, in the optimal case the entire gradient can be obtained with a cost equalling only about ve times the cost of the evaluation of the original functions, in stark contrast to numerical di erentiation requiring (v + 1) times the original cost.
In practice, automatic di erentiation is almost exclusively rst order, and as such is not directly useful for our purposes. One reason for this situation is connected to the fact that conventional numerical algorithms avoid higher derivatives as much as possible because of the well-known di culties when trying to obtain them via numerical di erentiation, which for a long time represented the only available approach. On the other hand, the above mentioned savings that are possible for linear derivatives are much harder to obtain in the same way for higher orders.
In passing it may be worthwhile to note that contrary to what may be expected at rst sight, the automatic di erentiation community is not quite readily embracing the computational simpli cations of modern object oriented techniques. Aside from the fact that the problem usually involves the need of making adjustments to existing code and the fact that the reverse approach requires code re-structuring and not just operator overloading, it has often proven di cult to obtain competitive computational performance.
Altogether, the challenge in automatic di erentiation is more reminiscent of sparse matrix techniques for management and manipulation of Jacobians than of a power series technique. It is perhaps also worth mentioning that because of the need for code re-structuring in order to obtain performance, there is a certain reluctance in the community towards the use of the word "automatic". Mostly in order to avoid the impression of making false promises, the technique recently likes to refer to itself as computational di erentiation.
Only very recently are other groups in computational di erentiation picking up at least on second order, 43 but so far the only software for derivatives beyond order two listed in the automatic di erentiation tool compendium 44 is in fact the package DAFOR 454647 consisting of the FORTRAN precompiler DAPRE and the arbitrary order DA package that is also used as the power series engine in the code COSY INFINITY.
It is the author's hope that researcher in our eld will in the future more seriously follow some of these leads into neighboring disciplines, and that he would more frequently meet some of his colleagues at the many conferences of these elds. On the one hand, there are a variety of interesting techniques that may be borrowed; on the other hand, it is important to make the eld of beam dynamics and its interesting problems more known in other communities.
THE TREATMENT OF REMAINDERS
Compared to techniques of formula manipulation and to other rigorous mathematical e orts on computers, the Taylor DA methods have the disadvantage that there is no way to make any statements about the remainder of Taylor's formula. It is our goal to extend the theory in such a way that it is possible to obtain rigorous bounds for the remainder terms. In this endeavour, we will have the demand to be fully mathematically rigorous in that no approximations are allowed. All this will be achieved by keeping the idea of providing commuting diagrams for elementary operations; however, the objects on which these operations are to be carried out are not mere truncated Taylor series any more, but rather new objects called Taylor models.
Furthermore, in order to keep the mathematical rigor for the solution of the di erential equations de ning the maps of the systems, we will derive a new method to perform integration. As in many other automated approaches for integration of functions and di erential equations on computers, we will utilize di erential algebraic techniques for this purpose. While in the conventional computation of Taylor maps, in principle also conventional integrators can be used (although the ones that come for free in the di erential algebraic approach are usually superior in speed and accuracy), this is not the case here, and one is more or less forced to develop new techniques.
Our method will rely on an inclusion of the remainder term of a Taylor expansion in an interval. However, to quell misunderstandings from the beginning, it is important to note that our approach is not equivalent to interval methods that have been applied extensively for many types of veri ed calculations.
The careful reader will realize that our method provides remainder bounds with an accuracy that does not scale merely linear with the domain interval, but rather as a high power of the domain interval; this feature is essential if high accuracy is required over an extended range of arguments, as is the case with the transfer map. Furthermore, it alleviates the so-called dependency problem, which among other things entails that extended conventional interval computations sometimes have a danger to "blow up" and yield rather pessimistic and sometimes even useless bounds.
COMPUTATION OF REMAINDER BOUNDS FOR FUNCTIONAL DEPENDENCIES
We begin our study of the rigorous computational treatment of the remainder with the de nition of a Taylor Model. Let Let (T f ; I f ) and (T g ; I g ) be nth order Taylor models of the functions f and g on the interval boxB. Clearly, the Taylor polynomial of (f +g) is simply T f +T g ; on the other hand, we know that onB, f(x) 2 T f (x)+I f and g(x) 2 T g (x)+I g .
Then obviously, (f + g)(x) 2 (T f + T g )(x) + (I f + I g ) for allx 2B; and so (T f + T g ; I f + I g ) is a Taylor model for (f + g) onB: And for practical purposes, it is also important to note that if I f , I g are " ne of orderB n+1 ", i.e. their size scales with the size ofB to the (n + 1)st power, so is I f +g = I f + I g . In the same way we see that (T f ? T g ; I f ? I g ) is a Taylor model for (f ? g). So by simply de ning (T f ; I f ) (T g ; I g ) = (T f + T g ; I f + I g );
we are able to close the commuting diagram for addition.
In order to study multiplication, let (T f ; I f ) and (T g ; I g ) be nth order Taylor models of the functions f and g on the interval boxB. As pointed out before, the Taylor polynomial T f g of f g can then be obtained by multiplication of T f and T g and subtraction of the polynomial T f g consisting of the terms whose order exceeds n. For anyx 2B, there are values e f 2 I f and e g 2 I g such that f(x) = T f (x) + e f and g(x) = T g (x) + e g : So we obtain (f g)(x) = (T f (x) + e f ) (T g (x) + e g ) = T f (x) T g (x) + T f (x) e g + T g (x) e f + e f e g = T f g (x) + f T f g (x) + T f (x) e g + T g (x) e f + e f e g g: The rst term is the Taylor polynomial of f g. The term in curly brackets describes the behavior of the remainder; it is a polynomial in the v + 2 variables (x; e f ; e g ) 2B I f I g and is denoted by R(x; e f ; e g ): So by bounding R(x; e f ; e g ) 4948 with an interval I R , we are able close the diagram with the de nition (T f ; I f ) (T g ; I g ) = (T f g ; I R ): We note that the necessary computation of T f g from T f and T g is of course the standard multiplication within TPSA.
Besides providing the operations and for Taylor models such that the diagrams in eq. (2) commute, there are a variety of other operations that have to be ported to the Taylor models, especially the intrinsic functions, the composition of functions, and several operations derived from these. For reasons of space, we have to restrict ourselves here to a referral to more detailed papers about the matter. 4948 Altogether, the operations and enable us to determine mathematically rigorous bounds for the remainder of any function that can be represented on a computer, and is hence of great help for problems of optimization. 52 In itself, it also already useful for several problems in Beam Physics, in particular for the notoriously di cult bounding of approximate invariants of nonlinear motion. 50 
COMPUTATION OF REMAINDER BOUNDS FOR FLOWS OF DIFFERENTIAL EQUATIONS
Our goal is now to establish a Taylor model for the transfer map M(r 0 ; t) in eq. (1); and thus in particular a rigorous bound for the remainder term of the ow of the di erential equation describing the motion over a domain (r 01 ;r 02 ) (t 0 ; t 2 ): As pointed out before, this need precludes us from the direct use of conventional numerical integrators, as they cannot provide rigorous bounds for the integration error but only approximate estimates. Rather, we have to start from scratch from the foundations of the theory of di erential equations.
As a rst step it is necessary to introduce the inverse derivation operation @ ?1 on Taylor models. Given an n-th order Taylor model (P n ; I n ) of a function f; we can determine a Taylor The careful reader may perhaps wonder about the introduction of the operator @ ;i ; this is also possible, however at an additional e ort, since from the knowledge of a remainder bound of a function, no conclusions can be drawn regarding a remainder bound for its derivative (for example, the function can oscillate very quickly inside even a narrow interval). With a further extension of the concept of Taylor models that also describes the asymptotic behavior of coe cients, this problem can be solved, but since it is not required for our purposes, we will not discuss the matter in detail here.
Schauder's Fixed Point Theorem
As is common for the application of functional analysis tools to the study of di erential equations, we re-write the di erential equation It is common fare in the theory of di erential equations to establish that Schauder's xed point theorem asserts the existence of a solution of an ODE over the interval t 0 ; t 1 ] in caseF is continous on t 0 ; t 1 ] R n and bounded there. IfF is even Lipschitz with respect to the rst argumentf; then Banach's xed point theorem even asserts a locally unique solution. However, in both cases the conventional results assert merely the existence of a solution and do not provide details about its range.
We will now apply Schauder's xed point theorem 51 in a di erent way to rigorously obtain a Taylor Model for the ow. Furthermore, M is compact, i.e. any sequence in M has a clusterpoint in M: To see this, let (x n ) be a sequence of functions in M: Then allx n are k-Lipschitz and hence uniformly equicontinuous; since they are in the same Taylor model, they are uniformly bounded. Thus according to the Ascoli-Arzela Theorem, (x n ) has a uniformly convergent subsequence. Letx be the limit of this subsequence. Since thex n are continous, so isx , and we obviously havex (t 0 ) =r 0 . Since the elements of the subsequence converging tox are k-uniformly Lipschitz, so isx itself, as a simple indirect proof reveals. Similarly, since the subsequence converging tox is inP +Ĩ, so isx :
Finally, the images under A of the functions in MP +Ĩ are continuous because they are integrals. They go throughr 0 at t 0 ; and are k-Lipschitz becauseF is For this purpose it turns out to be important to determine a starting candidate that is on the one hand su ciently small in width, but on the other hand shaped in such a way as to contain the true solution. This thought leads to attempt sets M of the form M = M Mn(r;t)+Ĩ ;
where M n (r; t) is n-th order Taylor expansion of the solution. If n is large enough, we may expect that the true solution of the ODE is su ciently close to the n?th order expansion, and hence that it may be possible to choose I rather small.
This approach requires the knowledge of the solution M n (r; t);and contrary to the usual situation in which we are only interested in M n (r; t) at the nal value of t, here the explicit dependence on t is required. This quantity can be obtained by iterating eq. (5) This process converges to the exact DA result M n in (n + 1) steps. Next, we try to ndĨ such that in fact A(M n (r; t) +Ĩ ) M n (r; t) +Ĩ ;
the inclusion property necessary for Schauder's theorem. The suitable choice ofĨ requires a little experimenting, it is however greatly simpli ed by the observation that it is necessary that computationally, I Ĩ 0 = A(M n (r; t) + 0; 0]:
We may expect thatĨ 0 is a good benchmark for the size of intervals that is to be encountered; and so we iteratively try the sequencẽ
until a computational inclusion can be found, which means that we have established A(M n (r; t) +Ĩ (k) ) M n (r; t) +Ĩ (k) : (8) Once this computational inclusion has been determined, a solution of the ODE is proven to exist within the Taylor model M n (r; t) +Ĩ (k) ; satisfying our demand. On the other hand, should it not be possible to nd a computational inclusion, then with the current choice of the order n, it is not possible to prove the existence of a solution over the current size of domain intervals; in this case it is necessary to increase the order n; or to decrease the time step.
Iterative Re nement of the Inclusion
For practical purposes it is useful to note that the sharpness of this solution can be improved. DenotingĨ 1 =Ĩ (k) ; we iteratively de ne a sequence of Taylor models M n (r; t) +Ĩ k = A(M n (r; t) +Ĩ k?1 ): (9) We then must haveĨ k Ĩ k?1 for all k = 1; 2;... To see this, we observe that by de nition ofĨ 1; this is the case for k = 1; and then we infer inductively M n (r; t) +Ĩ k M n (r; t) +Ĩ k?1 ) A(M n (r; t) +Ĩ k )
A(M n (r; t) +Ĩ k?1 ) ) M n (r; t) +Ĩ k+1 M n (r; t) +Ĩ k :
But furthermore, the xed point functionr must actually be contained in each of the elements of the sequence of Taylor models M n (r; t) +Ĩ k : In fact, again by de nition it is contained in M n (r; t) +Ĩ 1 ; and by induction we seẽ r 2 M n (r; t) +Ĩ k ) A(r) 2 A(M n (r; t) +Ĩ k ) ) r 2 M n (r; t) +Ĩ k+1
So this provides a mechanism to iteratively re ne the inclusion until no further worthwhile decrease in size can be obtained.
Example
To show the use of the method in practice, we provide a rst example of the method. We analyze the motion of a charged particle in a magnet with constant magnetic eld over an extended phase space. Since the motion in the dipole can be solved analytically based on simple geometrical arguments related to intersections of circles and straight lines, this represents a useful check of the practical validity of the remainder bounds. For our example, we chose a magnet with a de ection radius R = 1m. The integration was carried out over a de ection angle of 36 degrees with a xed step size of 4 degrees. The resulting Taylor polynomials describing the dependence of nal on initial coordinates were compared with those obtained by the code COSY INFIN-ITY 11 , 9 and agreement was found. Furthermore, a program was written that solves the geometry for individual rays, and its results were compared for a large collection of rays with the results of the ow calculated by the veri ed integrator. For all rays studied, the di erence between the nal coordinates determined geometrically and those predicted by the twelfth order Taylor polynomial were within the calculated remainder bounds.
