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We report on WIMP search results of the XENON100 experiment, combining three runs summing
up to 477 live days from January 2010 to January 2014. Data from the first two runs were already
published. A blind analysis was applied to the last run recorded between April 2013 and January
2014 prior to combining the results. The ultralow electromagnetic background of the experiment,∼ 5 × 10−3 events/(keVee×kg×day) before electronic recoil rejection, together with the increased
exposure of 48 kg × yr improves the sensitivity. A profile likelihood analysis using an energy range
of (6.6 − 43.3) keVnr sets a limit on the elastic, spin-independent WIMP-nucleon scattering cross
section for WIMP masses above 8 GeV/c2, with a minimum of 1.1×10−45 cm2 at 50 GeV/c2 and 90%
confidence level. We also report updated constraints on the elastic, spin-dependent WIMP-nucleon
cross sections obtained with the same data. We set upper limits on the WIMP-neutron (proton)
cross section with a minimum of 2.0×10−40 cm2 (52×10−40 cm2) at a WIMP mass of 50 GeV/c2, at
90% confidence level.
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2I. INTRODUCTION
Astrophysical observations at various scales give strong
evidence for the existence of a nonluminous (rarely inter-
acting), nonbaryonic, and nonrelativistic (cold) matter
component that makes up 27% of the total mass-energy
budget of the Universe, consisting of yet undetected par-
ticles whose nature remains unknown [1, 2]. Many theo-
ries beyond the Standard Model of particle physics pre-
dict possible candidates, the most promising of which are
weakly interacting massive particles (WIMPs) [3, 4]. In
this paradigm, WIMPs would interact with target nuclei
of detectors placed deeply underground, shielded by the
rock overburden, inducing detectable nuclear recoil (NR)
signals.
A plethora of experiments worldwide are devoted to
observing the low-energy NRs of a few keV induced by
WIMPs scattering off a nucleus [5]. Among these, the
XENON100 experiment exploits a dual-phase (liquid-
gas) xenon time projection chamber (TPC) [6]. An elec-
tric “drift” field of ∼500 V/cm is applied across the
liquid xenon (LXe) volume by quasitransparent elec-
trodes (meshes); a stronger electric “extraction” field of∼12 kV/cm is applied in the gaseous xenon (GXe) mul-
tiplication region above the liquid-gas interface.
Particles interacting in LXe create a scintillation light
signal (S1) that is directly measured by 178 Hamamatsu
R8520-AL photomultiplier tubes (PMTs), as well as ion-
ization electrons that can escape the local ionization field
and migrate along the drift field direction towards the
top of the TPC. Those ionization electrons that reach
the liquid-gas interface are extracted into the GXe and
accelerated by the extraction field producing a scintil-
lation signal (S2) that is proportional to the number of
extracted ionization electrons. The S1 and S2 signal tim-
ing and S2 hit pattern are used to determine the X,Y,Z
coordinates of an interaction [6]. This event-by-event
3D-position information can be used to define an opti-
mal fiducial volume to increase the signal to background
ratio.
The XENON100 detector [6] features an active dark
matter target of 62 kg and is installed at the Labora-
tori Nazionali del Gran Sasso (LNGS, Italy). Careful
material selection [7] and detector design lead to very
low backgrounds from electronic (ER) [8] and nuclear
recoils (NR) [9]. During the operation period between
2009 and 2016, three science runs (dark matter data
sets) were collected. The results of the first two runs,
referred to as run I (100.9 live days in 2010) [10, 11] and
run II (224.6 live days during 2011 and 2012) [12, 13] were
published and provided the best constraints on the spin-
independent as well as on the spin-dependent WIMP-
neutron cross section at the time of publication. The fi-
nal run (run III) was taken between 2013 and 2014 (153.6
live days) and its results are published here for the first
time in combination with the other two runs.
In this work, several improvements to the analysis and
statistical interpretation are discussed in Sec. II. The re-
sults of the spin-independent (SI) and spin-dependent
(SD) combined analysis of all 477 live days of XENON100
dark matter science data are presented in Sec. III.
II. WIMP SEARCH DATA ANALYSIS
This paper includes the reanalysis of run I and run II
data and the first analysis of run III data, where each
run corresponds to a data set with different detector set-
tings and background levels. This section describes the
general analysis procedure common to all three runs, em-
phasizing the modifications to the procedure reported
in [14]. Section II A defines the energy scale for NRs.
Section II B describes the operational differences between
the three runs and run-dependent detector quantities.
A detailed description of the data selection criteria and
signal acceptance follows in Secs. II C and II D, respec-
tively. The signal and background models are discussed
in Secs. II E and II F. In Sec. II G, the likelihood function
used for the final statistical inference is described.
A. Energy scale
For a given energy deposition, the scintillation photons
that reach the PMT photocathode may create photoelec-
trons (PEs) that are then amplified within the PMT.
The probability of detecting such scintillation photons
is, among other effects [6], dependent on the interaction
position due to changing solid angles with respect to the
PMT arrays. Hence, a light collection efficiency (LCE)
correction, dependent on the position, needs to be ap-
plied to the signal in order to achieve a uniform detector
response at a given energy. The corrected signal (cS1)
represents a spatially uniform response in the detector.
Similarly, the measured S2 signal has a spatial depen-
dence on the position both in the horizontal plane mainly
due to warping of the top meshes [6] and in the vertical
direction because of the finite electron lifetime caused
by electronegative impurities in the LXe. Both effects
can be quantified to achieve a position corrected signal,
cS2. More details on signal corrections are provided else-
where [6].
The S1 and S2 signals provide information on the en-
ergy released by particles interacting in LXe. In this
analysis, nuclear recoil processes are of greatest inter-
est. For the direct scintillation signal, the relationship
between the nuclear recoil energy Enr and cS1 is given
by (see [15] and references therein):
Enr = cS1
Ly
1Leff(Enr) SeeSnr , (1)
where See = 0.58 and Snr = 0.95 describe the scintilla-
tion quenching due to the electric field [16], Ly is the
detector-dependent light yield at 122 keVee (electron re-
coil equivalent energy) shown in Table I, and Leff is the
3LXe relative scintillation efficiency. The parametrization
and uncertainties of Leff as a function of Enr are based
on existing direct measurements [10].
For the S2 signal, the energy scale is given by (see [17]
and references therein):
Enr = cS2
Y
1
Qy(Enr) , (2)
where the secondary amplification factor Y is determined
from the detector response to single electrons [18] and the
parametrization of Qy(Enr) is taken from [17]. The cor-
rected S2 observed by the bottom PMT array, cS2b, is
used for the following analysis. In contrast to previous
publications [10, 12], where the signal model was only
modeled in S1, this analysis also incorporates the calcu-
lated S2 distribution based on the accurate simulation of
the secondary scintillation signal of NRs [17].
B. Detector operation
Science data taken with different detector conditions
must be corrected individually to avoid large systematic
uncertainties. Therefore, the corrections for the mea-
sured quantities in each run are treated separately and
the relevant differences are outlined below and summa-
rized in Table I.
For the analysis of the combined data, the light yield at
122 keVee does not change significantly among the dif-
ferent data sets. The S2 signal corrections are treated
individually in each run. In particular the average elec-
tron lifetime increases from an average of (294±37) µs in
run I to an average of (720±110) µs in run III, while the
exact time evolution during the runs is used in the cor-
rection. Small differences of a few ±100 V in the anode
voltage and in liquid level result in different S2 amplifi-
cation factors as shown in Table I. The gain values for
the PMTs are monitored on a weekly basis and an av-
erage value over the data taking period of each run is
used. The natKr concentration is larger in run I (360 ±
70) ppt [10] compared to run II (19 ± 4) ppt [12] and III
(6±1) ppt. It is measured, similarly to [12], in extracted
GXe samples from the detector using ultrasensitive rare
gas mass spectrometry [19].
The detector response to NR and ER is characterized
by a 241AmBe (α,n) source and 137Cs, 60Co, 232Th γ-
sources, respectively [6]. The 241AmBe source and low
energy Compton tail of the high-energy γ-sources, 60Co
and 232Th, are used to determine the signal acceptances
of the event selection. The latter is also used to model the
background events caused by β and γ-particles. The total
number of events for each calibration run after applying
the selection described below is shown in Table I.
C. Data selection
The event selection criteria for identifying single scat-
ter events are described in previously published re-
sults [10, 12] as well as in a detailed publication on the
analysis of the XENON100 data [14]. For this analysis,
there is no change to the selection for run I. However,
in addition to the already presented event selection for
run II, a few postunblinding cuts were developed to im-
prove data quality and signal purity, described below.
For run III, due to similar detector conditions, the cri-
teria from run II were adopted and tuned while blinding
the dark matter data in the relevant energy range.
An analysis of the lone-S1 (an S1 without any corre-
lated S2) rate over time revealed periods of significantly
higher rates corresponding to a nonrandom occurrence of
S1s. This increases the probability of an accidental co-
incidence with a lone random S2 in those periods, which
could mimic the signature of a dark matter candidate
event. The exact cause of this effect is not known, but
is indicative of unusual detector behavior and these time
periods were excluded from the analysis. This new data
quality criterion was optimized with the lone-S1 sample
of the run II dark matter data, removing data periods
where three or more lone S1s are present in a 500 second
window. This data quality criterion was applied postun-
blinding to all runs. The optimization procedure, how-
ever, was fixed based on run II. This criterion reduces the
live times of runs II and III by 1.5 d and 0.6 d, respec-
tively, and excludes one event from the run II benchmark
region as shown in Fig. 1. No such high rate periods were
found in run I.
A second novel selection criterion was determined from
an improved S1 and S2 classification algorithm [20],
initially developed for the next-generation experiment
XENON1T [21]. The new algorithm improves the iden-
tification of single electron S2s [18], which the default
XENON100 algorithm sometimes misidentifies as an S1.
This new criterion has been applied postunblinding to
run II and blinded to run III dark matter data, reduc-
ing the expected non-Gaussian background (described in
Sec. II F) by ∼ 63% with a signal acceptance of > 98%
across the energy region of interest.
For a 100% S2-trigger efficiency in run I, the threshold
on the minimum amplitude of the proportional scintilla-
tion signal was set to S2 > 300 PE since the trigger roll
off begins at 280 PE (see Fig. 2 of [14]). Due to a lower
trigger threshold in runs II and III, the S2 threshold con-
dition was improved to S2 > 150 PE. The S1 threshold
is now equalized for all runs to S1 > 3 PE, while an up-
per limit of the S1 range is set on the corrected signal
to cS1 < 30 PE. Since the probability to detect a signal
depends on the number of photons produced at the in-
teraction site prior to LCE corrections, using S1 instead
of cS1 for the low energy threshold is a more proper
treatment, which is especially important towards very
low energies. This results in a variable energy thresh-
old as shown in Fig. 2 where regions of the TPC with
4TABLE I. Detector and analysis parameters considered in each run
Run I Run II Run III
Science Campaign
Live days (d) 100.9 223.1 153.0
Period 2010 2011-2012 2013-2014
Detector condition
Average electron lifetime (µs) 294 ± 37 519 ± 64 720 ±110
Ly (PE/keV) 2.20 ± 0.09 2.28 ± 0.04 2.25 ± 0.03
S2 amplification (PE/e−) 18.6 ± 6.6 19.6 ± 6.9 17.1 ± 6.4
Extraction field in gas (kV/cm) 11.89 ± 0.02 10.30 ± 0.01 11.50 ± 0.02
Drift field (V/cm) 533 533 500
Calibration
60Co, 232Th ER calibration in S1 range (events) 4116 15337 10469
241AmBe NR calibration in S1 range (events) 55423 25315 92226
Analysis
Low S1 threshold (PE) 3 3 3
High cS1 threshold (PE) 30 30 30
Low S2 threshold (PE) 300 150 150
Fiducial mass (kg) 48 34 34
Total selected sample (events) 929 402 346
Expected background in benchmark ROI (events) 3.9 ± 0.5 1.7 ± 0.3 1.0 ± 0.2
Candidates in benchmark ROI (events) 3 1 1
a higher LCE close to the bottom PMT array exhibit a
smaller energy threshold 3 keVnr (nuclear recoil equiva-
lent energy), while the top region of the fiducial volume
requires a minimum energy deposition of 8.5 keVnr. The
relation between S1 and cS1, after applying the LCE cor-
rection, and the corresponding thresholds are shown in
Fig. 3.
The final dark matter candidate samples after selection
are shown in Fig. 1 for runs I, II, and III, where the events
removed by the new selection criteria are highlighted.
The y-axes of the plots are shown in units of the corrected
S2 signal in the bottom array only (cS2b). A benchmark
region of interest (ROI) can be defined similarly to [14]
after all selection criteria, between the upper and lower
thresholds in cS1 and S1 as stated in Table I. This ROI
is bounded in cS2b/cS1 discrimination space above by
the 99.75% ER rejection line and below by the lower 3σ
quantile of the AmBe neutron calibration data.
D. Signal acceptance
The signal acceptance is estimated similarly to [14] by
defining a control sample from calibration data using all
the selection criteria (cuts) except the one whose accep-
tance is to be estimated. NR calibration data are used
for most of the cuts, while cuts that are more susceptible
to noise (S1 coincidence and electronic noise cuts [14])
use ER calibration data, which span more of the science
data taking runs.
The acceptance for a given cut is evaluated as a func-
tion of the primary parameter used in that cut, for ex-
ample cS1 for the single S1 cut or cS2 for the S2 width
cut. The acceptance of the S1 coincidence cut, previ-
ously a function of cS1 as in Fig. 3 of [14], was found to
vary by up to 15% with changing LCE. Thus, we now
parametrize this acceptance as a function of S1 instead.
This analysis selects the primary S1 as that with the
most PMT coincidences in a waveform. However, corre-
lated electronic noise can be misidentified as the primary
S1 and contaminate an event with a real signal, causing
the event to be removed from the control samples and
underestimating the acceptances. The acceptance loss is
now estimated from the probability that a noisy peak ac-
companying a good S1 peak in an event is misidentified
as the primary S1. Figure 4 (top) shows this new noise
misidentification acceptance loss, combined with the S1
coincidence cut acceptance, as a function of S1.
The same procedure is applied across all three science
runs and the cumulative acceptance of all the cuts in each
parameter space is shown in Fig. 4. The small differences
between runs are due to the varying detector parameters
and cut optimization. The total uncertainty is estimated
to be less than 20% based on differences in 241AmBe
or ER calibration data and the selection of the control
samples. This increases the profile likelihood limit by a
negligible few percent and is hence not considered as a
nuisance parameter. The acceptances of the S1, cS1 and
S2 thresholds are taken into account by applying these
cuts directly on the signal model, which is described in
the following section.
E. Signal model
The signal model describing the rate of WIMP inter-
actions, R, in the detector is given by [22]:
dR(mχ, σ)
dE
= ρ0
mχ ⋅mA ⋅ ∫ v ⋅ f(v) ⋅ dσdE (E,v)d3v, (3)
where E is Enr in Eqs. (1) and (2), ρ0 = 0.3 GeV/cm3
is the local dark matter density [23], mχ and mA are
the WIMP and nucleus mass, respectively, and f(v) is
the distribution of dark matter particle velocities v. An
isothermal WIMP halo is assumed for f(v) with an es-
cape velocity of vesc = 544 km/s [24] and a local circular
velocity of v0 = 220 km/s. The differential cross section,
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FIG. 1. The cS1 and cS2b for runs I (top), II (middle), and
III (bottom) science data passing all selection criteria (black
circles, with red crosses for dark matter candidates in the
ROI). Events that fall below the S1 threshold (blue squares)
are not used in the analysis. Events that were removed by
the new high S1 rate and improved S2 classification cuts are
also shown (green stars). The total number of events is sum-
marized in Table I.
dσ
dE
, is composed of a SI and SD contribution [22]:
dσ
dE
= mA
2µ2Av
2
⋅ (σSIF 2SI(E) + σSDF 2SD(E)) . (4)
where µA is the reduced mass of the nucleus and WIMP,
and F and σ are the Helm form factors [22] and cross
sections as q → 0, respectively, for SI and SD interactions
described in the following sections. Each component is
considered separately in the profile likelihood (PL) anal-
ysis below, with the other one being fixed to zero.
The rate as a function of detector observables can then
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FIG. 2. The varying energy threshold in keVnr due to the
new threshold in S1, inside the active volume of the TPC as
a function of the radius, R, and depth, Z. The color scale is
a mapping of the LCE and S1 = 3 PE to energy assuming
average values of Leff and Qy. The run III data inside (solid
black points, with red cross for the candidate in the ROI) and
outside (hollow gray points) the fiducial volume (red line) are
shown.
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FIG. 3. The S1 and cS1 derived from the LCE for the run III
data. Events below the lower S1 threshold at S1 = 3 PE (hor-
izontal line) and above the upper threshold at 30 PE in cS1
(vertical line) are removed from the analysis (blue squares).
The S1 = cS1 line is shown for reference. The dark matter
candidate in the ROI is highlighted (red cross).
be written following [10] as
d2R(mχ, σ;Leff ,LCE,Qy)
d(cS1)d(cS2b) ≈ (S1)(cS1)(cS2b)×
∫ dR
dE
p(cS1∣E,Leff ,LCE)p(cS2b∣E,Qy)dE, (5)
where (S1), (cS1), and (cS2b) are the acceptances
shown in Fig. 4, and p denotes the probability distri-
bution functions (PDFs) to observe cS1 or cS2b given
a recoil energy, E [12]. The approximation assumes
a negligible anticorrelation between S1 and S2 signals
for NRs, as suggested by [17], such that the accep-
tances and probabilities can be multiplied independently
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tance of the rest of the cS1-based cuts (middle) and cS2-based
cuts (bottom), for each science run. The acceptance in cS2
is constant above 450 pe. The S2 thresholds for each run are
indicated by the vertical lines.
as p(cS1, cS2) ≈ p(cS1)⋅p(cS2). Finally, the lower thresh-
olds in S1 and S2 are applied directly to the computed
spectra, which can then be integrated to estimate the
total number of expected signal events:
Ns(mχ, σ,Leff , LCE,Qy) =
∫ 30
cS1=0 ∫ cS2upbcS2b=0 d2Rd(cS1)d(cS2b)d(cS1)d(cS2b), (6)
where cS2upb is an upper bound that includes the whole
ER band. The signal shape is given by the following
PDF:
fs(cS1, cS2b;mχ,Leff ,LCE,Qy) = 1
Ns
d2R
d(cS1)d(cS2b) .
(7)
To account for uncertainties in the PL analysis below, the
spectra are computed for each run, WIMP mass, LCE
and values of Leff and Qy.
Following a similar procedure as in [25] the (cS1, cS2b)
spectra are binned into 8 bands, with equal numbers of
signal events in the nominal model, to exploit the knowl-
edge of the signal shape and allow the statistical inter-
pretation in regions with optimal signal to background
ratios. The lower bound is defined by the 99.7% accep-
tance line of the 20 GeV/c2 WIMP signal model to keep
the selected signal events for all WIMP masses fixed. The
upper bound is defined by cS2upb in Eq. (6). Two exam-
ples of the banding are shown in Fig. 5.
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FIG. 5. Example bands for 8 GeV/c2 (purple dashed lines)
and 50 GeV/c2 (red solid lines with numbered labels) WIMP
mass SI signal models. The lower bound for all WIMP masses
is defined by the 20 GeV/c2 model as described in the text.
The upper bound of the topmost band is beyond the vertical
range. The shape of the background model is shown with a
(blue) linear color scale. The run III science data are overlaid
for reference.
1. Spin-independent cross section
By assuming a spin-independent and isospin conserv-
ing interaction, the cross section can be computed as:
σSI = σp ⋅ µ2A
µ2p
⋅A2, (8)
where σp is the WIMP-proton cross section, A is the
nucleus mass number and µp is the reduced mass of the
7proton and WIMP. Examples of corresponding computed
spectra for each run are shown in Fig. 6. The green line
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shown (green long-dashed). The average LCE = 1 is shown
for example, resulting in the hard cut at S1 = cS1 = 3 PE. The
S2 thresholds for each run are indicated by the vertical lines.
The differences in the spectra are due to varying exposures,
S2 threshold, and acceptances.
in the top panel of Fig. 6 is the energy spectrum as given
by Eqs. (3) and (8) for an 8 GeV/c2 WIMP. The observ-
able cS1 and cS2b spectra from Eq. (5) are also shown for
each run, illustrating that for low WIMP masses, Poisson
fluctuations of the generated signal quanta are essential
to observe signals above the energy threshold of the de-
tector.
2. Spin-dependent cross section
Following the work of [13], a combination of the three
science runs can also strengthen the dark matter spin-
dependent interaction results. The corresponding struc-
ture functions are based on a chiral effective field theory
considering two body currents as computed in [26], re-
sulting in the following cross section:
σSD = 32
pi
µ2A ⋅G2F [ap⟨Sp⟩ + an⟨Sn⟩]2 ⋅ J + 1J , (9)
where GF is the Fermi coupling constant, J is the the
total nuclear spin, ap,n are the effective proton and neu-
tron couplings, and ⟨Sp,n⟩ is the expectation of the total
nuclear spin operator.
F. Background model
This section describes how the ER and NR back-
grounds are modeled and combined into a total back-
ground model. These are derived similarly to the run II
method in [12] with the addition of a new method to
model the accidental coincidence component of the ER
non-Gaussian background.
The NR background model is estimated by Monte
Carlo simulation [9], including a radiogenic component,
fNRRG , from ambient materials and a cosmogenic compo-
nent, fNRCG , from cosmic radiation and their secondary
processes. The computed energy spectra are translated
to cS1 and cS2b following the procedure in the previ-
ous Sec. II E and normalized to the exposure of each
run. The total NR background prediction is then fNR =
fNRRG +fNRCG , where the functional dependence on cS1 and
cS2 is suppressed for brevity, and shown in Fig. 7 (bot-
tom).
The ER background consists of a Gaussian-shaped
component and a non-Gaussian component. The Gaus-
sian component, fERG shown in Fig. 7 (top), is modeled
as in [12] by parametrizing the ER calibration data from
each run and normalizing to the dark matter data above
the ROI.
The non-Gaussian component consists of anomalous
events, such as those that show incomplete charge col-
lection and accidental coincidences (AC) of lone (uncor-
related) S1s and S2s. Previously [12], these events were
effectively modeled by a parametrization, fERAN , of ER
calibration events in the ROI after subtraction of the
Gaussian component. However, this model is underes-
timating the effect of the AC contribution. Hence, a
more physically motivated procedure considering both
non-Gaussian contributions is used to derive the back-
ground model. The new AC component model, described
in the Appendix, identifies high statistics samples of lone
S1s and S2s to estimate this background with a better
understanding of the spectral shape. The product of the
rates of these two samples gives the AC rate. Distinct AC
rates for both the ER calibration data, fERAC , and dark
matter data, fDMAC , can be derived using this method.
The prediction for ER calibration data is consistent with
the observed number of events in the ROI, validating the
model. The total non-Gaussian model is then given by
fERNG = fDMAC + max (fERAN − fERAC ,0), where the last term
describes any remaining part of the anomalous leakage
that is not accounted for by accidental coincidences. This
model is shown in Fig. 7 (middle), where the bulk at low
S1 is dominated by the AC component, whereas the tail
towards high S1 can be explained by the non-AC anoma-
lous leakage component. The contribution of each com-
8TABLE II. Relative contribution (%) of each background
component in the ROI.
Run I Run II Run III
Gaussian ER 64 ± 6 55 ± 8 72 ± 7
Non-Gaussian ER 33 ± 5 35 ± 7 19 ± 4
NR 3 ± 2 10 ± 7 9 ± 7
ponent is shown for two example PL bands in Fig. 8.
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FIG. 7. The ER Gaussian (top), non-Gaussian ER (middle),
and NR (bottom) background predictions for run III. The
science data and signal bands, as in Fig. 5, are overlaid for
reference.
Finally, the total background model is given by
fb = fNR + fERG + fERNG, (10)
for each run, shown in Fig. 5 for run III. The projection
in cS1 for two example bands is shown in Fig. 8 includ-
ing the contribution from each background component.
The integrated event rate for each PL band is shown in
Fig. 9 and the fractional contributions to the ROI for
each run are shown in Table II. Run I is 85Kr domi-
nated which results in a smaller relative contribution of
the NR background in comparison to runs II and III.
The non-Gaussian data-driven model predicts a smaller
contribution in run III compared to run II. A sideband
unblinding of the run III science data around the ROI
was performed similarly to run II [14] to test and vali-
date the background models. No significant deviations
from the predictions were found.
5 10 15 20 25 30
E v
e n
t s  
/  P
E
0.005
0.01
0.015
0.02
0.025
0.03
0.035 Total Bkg
NR Bkg
ER Gaus.
ER Non-Gaus.
(Non-AC Bkg)
50 GeV WIMP
Data
cS1 [PE]
5 10 15 20 25 30
E v
e n
t s  
/  P
E
0
0.005
0.01
0.015
0.02
0.025
FIG. 8. Expected event rates for PL band 0 (top) and 2 (bot-
tom) from Fig. 5 for a 50 GeV/c2 WIMP and an assumed SI
cross section of σSI = 10−45 cm2 (long-dashed magenta line).
The contribution from various background components de-
scribed in the text (nonsolid colored lines) are shown together
with their sum (solid black line). The non-AC component of
the total non-Gaussian ER background is shown (diagonal
line filled area). The run III models are shown for example
and the cS1 of the ROI event is shown on the horizontal axis
(blue point).
The previous PL analysis [25] assumed an effective un-
certainty on the total background model by including
a Poisson constraint term based on the number of ER
calibration events in each band (Eq. (14) below). This
uncertainty is now cross-checked by propagating the sys-
tematic errors for each background component, including
errors from the parametrization fits to calibration data,
selection criteria and efficiency uncertainties for the AC
model, and muon flux normalization uncertainty for the
NR component. The total error for each background
component and their quadrature sum is shown in Fig. 10.
The Poisson error is chosen for this analysis as it con-
servatively overestimates the propagated errors, which
may be overconstrained from the assumed (nonphysical)
parametrizations.
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G. The likelihood function
The signal hypothesis test is performed by means of a
profiled likelihood ratio test statistic and its asymptotic
distributions [27]. The procedure is described in detail
in [25] and only the modifications for this analysis are
highlighted here.
The full likelihood for the combination of the three
science runs can be written as:L = LI ×LII ×LIII ×L3(tLeff ) ×L4(tQy), (11)
where the likelihood function for a given science run, i,
is Li = Li1(mχ;σ,N ib , ib, tLeff , tQy) ×Li2(ib). (12)
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Poisson error defined from ER calibration data (solid black
line) to visualize the constraint term in Eq. (14). Positive
and negative lines show an asymmetric uncertainty.
where ib indicates a vector of the background nuisance
parameter per band j and
Li1 = Ki(mχ)∏
j
Poiss (ni,j ∣i,js N is(σ) + i,jb N ib)×
ni,j,k∏
k=1
i,js N
i
s(σ)f i,js (cS1k) + i,jb N ibf i,jb (cS1k)
i,js N is(σ) + i,jb N ib
(13)
is the extended likelihood function. The number of ob-
served events is ni,j , and N is and N
i
b are the maximum
likelihood estimators (MLEs) for the total number of sig-
nal and background events, respectively. The ROI is di-
vided into 8 bands, Ki(mχ), depending on the WIMP
mass as depicted in Fig. 5. The fractions, i,js,b, for each
band are derived from the signal and background mod-
els. N is(σ) is related to the cross section of interest, σ,
via Eq. (6). The dependencies of N is, 
i,j
s , and f
i
s on tLeff ,
tQy , and LCE are suppressed for clarity. The shapes in
cS1, fs,b, are considered for each event, k, in the second
term of Eq. (13). The background model uncertainties,
shown in Fig. 10 (black line), are modeled through vari-
ations of i,jb , constrained by
Li2 = Ki(mχ)∏
j
Poiss(mi,jb ∣i,jb M ib), (14)
where M ib is the total number of ER calibration events
and mi,jb is the number in each band. The global nuisance
parameters tLeff and tQy are constrained by external light
and charge yield measurements throughL3,4(tLeff , tQy) = exp(−(tLeff , tQy)2/2), (15)
with the allowed variation derived from the spread and
uncertainties in those data [10].
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III. WIMP SEARCH RESULTS
After unblinding the run III ROI, no significant excess
of events over the expected background is observed, as
shown in Table I and Fig. 9. The PL analysis of the com-
bined data results in a 90% confidence level (C.L.) limit
using the C.L.s prescription [28] on the WIMP-nucleon
SI cross section as shown in Fig. 11, corresponding to
1.1 × 10−45 cm2 at a 50 GeV/c2 mass. The green and
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FIG. 11. Spin-independent cross section limit (blue line) and
1σ (green band) and 2σ (yellow band) expected sensitivity
regions at 90% C.L. from the combined analysis of the three
XENON100 science runs. For comparison, a subset of other
experimental limits (90 %C.L.) and detection claims (2σ) are
also shown [12, 29–34].
yellow sensitivity bands represent the distribution of ex-
pected upper limits under the assumption of no signal. A
cross-check with a second independent PL code using the
same inputs, as well as an order of magnitude check with
a maximum gap analysis [35], resulted in limits consistent
within the sensitivity bands. The XENON100 run III
result confirms the absence of a WIMP dark matter sig-
nal and a combination of the data improves the limit on
the SI WIMP-nucleon cross section by a factor of 1.8 at
50 GeV/c2 mass compared to the previously published
XENON100 limit [12].
We apply the same statistical approach to set upper
limits on the SD WIMP-proton and neutron cross sec-
tions, shown in Fig. 12. For coupling to protons, the
limit at 50 GeV/c2 is 5.2×10−39 cm2, whereas for neu-
trons it is 2.0×10−40 cm2. This constitutes improvements
by factors of 1.7 and 1.8, respectively, compared to the
previously published XENON100 limits [13].
IV. SUMMARY
We present the final XENON100 spin-independent and
spin-dependent results from the combined analysis of two
already published science runs and a third new run, with
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FIG. 12. Spin-dependent cross section limit (blue line) and
1σ (green band) and 2σ (yellow band) expected sensitivity
regions at 90% C.L. from the combined analysis of the three
XENON100 science runs. The top (bottom) panel shows the
individual neutron (proton) only cross sections. For com-
parison, other experimental limits (90 %C.L.) and detection
claims (2σ) are also shown [13, 30, 36–42].
a total exposure of 477 live days (48 kg×yr) acquired be-
tween January 2010 and January 2014. Improvements to
the data quality event selection were described, result-
ing in a reduction of background and increase in purity
of the final dark matter sample. A new technique to
quantify accidental coincidences was developed and im-
plemented into the ER background model. Furthermore,
the signal model is now computed analytically for S1 and
S2, including more accurate modeling of all acceptances
and thresholds. Finally, requiring a minimum number
of detected signal quanta improves the robustness of the
analysis close to the energy threshold, which is impor-
tant for low WIMP masses. No evidence for dark matter
is found and an upper limit of the WIMP-nucleon cross
section is derived. The combination of the three science
runs with the improved analysis results in a SI limit of
1.1 × 10−45 cm2 at a 50 GeV/c2 mass and a SD neutron
(proton) limit of 2.0 × 10−40 cm2 (5.2 × 10−39 cm2) at
50 GeV/c2 mass.
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Appendix A: Accidental Coincidence Background
Model
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FIG. 13. Event categorization (types A and B) for the acci-
dental coincidence background model. The run III ER cal-
ibration data is shown, but is similar for all runs and DM
science data.
A data-driven method to estimate the accidental coin-
cidence (AC) rate was developed, similar to [43]. Lone
S2s are selected with the same S2-related criteria, refer-
enced and described in Sec. II C, as well as requiring no
S1 preceding the S2 in the event waveform. To derive the
lone S1 spectrum, events in the S2-S1 plane are catego-
rized into two regions that are known to consist mostly
of ACs: type A events with a large S2 paired with a
small S1, and type B events with a very small S2 paired
with any S1, as shown in Fig. 13. Type A events are
mostly ACs, but are limited to lower S1s and in statis-
tics. Type B events have large statistics across S1, but
are contaminated by events where the S2 was caused by
the S1 through impurity photoionization S2s. These sec-
ondary S2s are modeled by the rate difference between
type A and type B events. The lone S1 spectrum is then
derived from the type B S1 spectrum after subtracting
the secondary S2s. Finally, the AC rate is given by the
product of the lone S1 and lone S2 spectra, and is shown
in Fig. 7 (middle). The uncertainty, shown in Fig. 10, is
dominated by systematic uncertainties from the model-
ing of the secondary S2s which is limited by type A event
statistics.
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