. UNU-IIST is jointly funded by the Governor of Macau and the governments of the People's Republic of China and Portugal through a contribution to the UNU Endownment Fund. As well as providing twothirds of the endownment fund, the Macau authorities also supply UNU-IIST with its office premises and furniture and subsidise fellow accommodation.
Introduction

Using components to build and maintain software systems is not a new idea. However, it is today's growing complexity of these systems that forces us to turn this idea into practice [Szy02, CD01, HC01] . While component technologies such as COM [Mic96] , CORBA [OMG00] , and Enterprise JavaBeans [Mic] are widely used, there is so far no agreement on standard technologies for designing and creating components, nor on methods for composing them. Finding appropriate formal approaches for specifying components, the architectures for composing them, and the methods for component-based software construction, is correspondingly challenging. In this paper, we consider a contract-oriented approach to the specification, design and composition of components. Component specification is essential as it is impossible to manage change, substitution and composition of components if components have not been properly specified.
When we specify a component, it is important to separate different views about the component. From its user's (i.e. external) point of view, a component P consists a set of provided services [Szy02, Bro] . The syntactic specification of the provided services is described by an interface, defining the operations that the component provides with their signatures are. This is also called the syntactic specification of a component, such as COM and CORBA that use IDL [Gud01] , and JavaBeans that uses Java Programming Language to specify component interfaces. Such a syntactic specification of a component does not provide any information about the effect, i.e. the functionality of invoking an operation of a component or the behavior, i.e. the temporal order of the interface operations, of the component.
For the functional specification of the operations in an interface, it is however necessary to know the conceptual state of the component. Consequently, the interface specification contains a so-called information model [CD01, Fil02] . In the context of such a model, we specify an operation op by a design p(x) ⊢ Q(x, x ′ ) in Hoare and He's Unifying Theories of Programming (UTP) [HH98] that is seen as a contract between the component and its client [CD01, HC01] . This definition of a contract also agrees with that of [Mey92, Mey97] . To use the service op, a client has to ensure the pre-condition p(x), and when this is true the component must guarantee the post-condition Q. We then define a contract of an interface by associating the interface with a set of features that we will call fields and assigning each a design MSpec(op) to each interface operation op. The types of the fields are given in a data/class model.
The contract for the provided interface of a component allows the user to check whether the component provides the services required by other components in the system, without the need to know the design and implementation of the component. It also commits (or requires) the designers of the component who have to design the component's provided services. A designer of the component under consideration (CuC) may decide to use services provided by other components. These services are called required services [Szy02] of CuC. Components that provide the required services of CuC can be built by another team or bought as a component-off-the-self (COTS). To use a component to assemble a system, one needs to know the specifications of both its provided and required services.
We will specify the design of a component by giving each operation op in the provided interface a program specification text MImpl(op) in the object-oriented specification language (OOL) defined in [HLL03b, LHLL03] . In MImpl(op), calls to operations in a required interface are allowed. With the refinement calculus of object-oriented designs (RCOOD) in OOL [HLL02, HLL03b] , we can verify whether MImpl(op) refines the specification of op given in a contract of the provided interface. The verifier of a component needs to know the contracts of the provided interfaces, the contracts of the required interfaces, and the specification text for each operation op of the provided interface. We can thus understand a component as a relation between contracts of the required interfaces and contracts of the provided interface: given a contract for each required interface, we can calculate a design of an op from MImpl(op) and check whether it conforms to the specification MSpec(op) defined by the contract of the provided interface. A design of a component can be further refined into an implementation by refining the data/class model and then operation specifications MImpl(op).
A component assumes an architectural context defined by its interfaces. We connect or compose two components P 1 and P 2 by linking the operations in the provided interface of one component to the matching operations of a required interface of another. For this, we have to check whether the provided interface of one component P 1 contains the operations of a required interface of another component P 2 , and whether the contract of the provided interface of P 1 meets the contract of the required interface of P 2 . If P 1 and P 2 match well, the composition P 1 ||P 2 forms another component. The provided interface of P 1 ||P 2 is the merge of the provided interfaces of P 1 and P 2 . The required interfaces of P 1 ||P 2 are the union of required interfaces of P 1 and P 2 , excluding (by hiding) the matched interfaces of P 1 and P 2 . For defining composition, interfaces can be hidden and renamed.
A component is also replaceable, meaning that the developer can replace one component with another, may be better, as long as the new one provides and requests the same services. An component is better than another if it can provide more services, i.e. the contracts for its provided interfaces refine those of the other, with the same required services. Component replaceability is based on the notion of component refinement.
After this introduction, Section 2 defines the notions of interfaces and composition of interfaces by merging them together. We define notations for specification of a contract in Section 3. Contract refinement and operation hiding are defined in this section. We devote Section 4 to the definition of components, their refinement and composition. Section 5 concludes the paper with discussions and possible extensions to the model. We will take part of the example of the ParcelCall system in [Fil02] to illustrate our approach and to show the advantages of the separation of the concerns in our framework.
As a starting point, we only deal with the functional/service specification of components and deals with functional compatibility. In Section 5, we give a discussion on the alternative ways to deal with behavioral specification and compatibility. This paper is not about development processes either. However, we will give an overview on how the model can be used in a component-based development together with an object-oriented implementation.
Interfaces
An interface I is a set of operation (or method) signatures, of the form op(in : U x, out : V y, inout : W z), where op is the name of the operation, x are the value parameters of types U , y the result param-eters of types V , and z the value-result parameters of types W . An interface can be specified as a family of operation signatures in the following format: Figure 1 shows the ParcelCall system in [Fil02] that has three main components:
• a Mobile Logistic Server (MLS): is an exchange point or a transport unit (container, trailer, freight wagon, etc). It always knows its current location via the GPS satellite positioning system.
• a Goods Tracing Server (GTS): keeps track of all the parcels registered in the ParcelCall system. GTS is also the component which is integrated with the legacy systems of transport or logistic companies.
• a Goods Information Server (GIS): is the component which interacts with the customers and provides the authorized customers the current location of their parcel, keeps them informed in case of delivery delays, etc.
In Figure 1 , UML notation for interfaces and components is used.The provided interface of GIS component will establish communication with the customer: for instance a customer can request for finding the current location of a parcel via LocateP arcel. The specification of this interface can be described as follows, where we use PP S to denote the powerset of a set S 
Merge interfaces
It is often the case that there are a number of components, each providing a part of the operations in the required interface of another component. We thus need to merge these components to provide one single interface to match the interface required by the other component.
Two interfaces I 1 and I 2 are composable provided that every operation name in both I 1 and I 2 must be assigned the same signature. This condition is not too restrictive as to use a component designed for an application in another or specialize a generic component for a special application, renaming or adding a connector component [AG97, Sel98] can be used to customize the component.
Contracts
Only a syntactic specification of its interface is not enough for the use or the design of a component. We also need to specify the effect, i.e. the functionality, of invoking an interface operation. This requires one to associate the interface to a conceptual state space, and a specification of how the states are changed by the operation under certain pre-conditions. We view such a functional specification of an interface as a contract between the component client and the component developer. The contract is the specification of the component that the developer has to implement. The contract is also between a user of the component and a provider of an implementation of the interface: the component has to provide the services promised by the specification provided that the user uses the component according to the precondition [Szy02] .
Conceptual model
To define the conceptual state space of a contract for an interface and the types for the parameters of the interface operations, we assume that a type is either a primitive data type (such as the integers, the Booleans, etc.) or a class of objects (such as a Java class). This allows our framework to support both imperative and object-oriented programming in the design of a component.
The type definitions in fact form a conceptual class diagram [LHLC03, LHLL03] that is a UML class diagram [BRJ99] in which the classes have no methods and the associations have no direction of visibility or navigation. Figure 2 is an example of a conceptual model for a library system. A UML class diagram can be specified by a class declaration section of an object-oriented program in the object-oriented specification language (OOL) developed in [HLL03b, LHLL03] of the form class 1 ; class 2 ; . . . ; class n where each class i is of the form
where
• N and M are distinct names of classes, and M is called the direct superclass of N .
• The public declaration declares the public attributes of the class and their types. Initial values are set when an object is created.
Notice that we do not declare methods for the classes as they will be given in the implementation of the component. Also, we need to declare the public fields as functional specification of operations directly refer to them. In the design model of a component, methods are introduced to realize the specification and then data encapsulation can be applied to make the fields private or protected.
Consider the simple conceptual class diagram in Figure 2 as an example. It is specified as 
Contract
Given an interface I, a conceptual model M , a set A of variable declarations of the form T x where T is either a primitive type or a class declared in M , called the type of x, we define the alphabet α as the union of sets of the variables, the input and output parameters of the operations of I.
A conceptual state for I, M is a well-typed mapping from the variables α to their value spaces. It is in fact a UML object diagram of M plus values of variables in outα of primitive types that is a snapshot of the models consisting the current objects of the classes and links by the associations among these objects, as well as the values of variables of primitive types. A change of such a state is carried out by creating or destroying existing objects, forming or breaking links among objects, modifying values of object attributes, and changing values of some variables of primitive types. A specification of an operation op(in : U x, out : V y, inout : W z) in an alphabet α is a framed design β : D where
• β, a subset of inα, is the frame of D containing the variables to be changed by D.
• D = (b ⊢ Q) is a design [HH98] describing the behavior of the method:
Predicate b is the assumption on the variables and input parameters which the method can rely on when it is activated, while predicate Q is the commitment which must be true when the execution terminates. ok and ok ′ are used to describe the termination behavior of op. We will omit the frames in the examples by assuming that a design only changes those variables whose primed versions appear are mentioned.
The variables of inα are used to record the values of the variables in A and input parameters x on the activation of op, and the variables of outα the values of the corresponding variables and outgoing parameters y on the termination of a method. For the conceptual model in Figure 2 , let
where PS is the power set of S. The operation RecordCopy(in : String pid, String cid) that records a new copy of a given publication can be specified as
Definition 2 A contract is a tuple C = (I, M, A, MSpec, Init) where I is an interface, M is a conceptual model, A is a set of variables, called the fields of C, whose types are either declared in M or as primitive types, and MSpec a function that maps each operation of I to a specification, and Init an initial condition that defines some values to fields as their initial values.
If no field is of an object type, we will omit the conceptual model from the specification of a contract. One can add invariants to the conceptual model that are to be preserved by specifications of all the interface operations [HL03, LHLC03] .
In modular programming, a primitive contract is a specification of a module that defines the behavior of the operations in its interface. However, later we will see that contracts can be merged to form another contract and this corresponds to the merge of a number of modules. In object-orient programming, a primitive contract specifies an initialized class, i.e. an object, whose public methods are operations in the interface. This class wraps the classes in the conceptual model M , and provides the interface operations to the environment. In the Java-like OOL [HLL02, HLL03b] , such a contract can be specified as
M ; // * class declarations for the conceptual model Class C implements I {Attr : A = Init;
where main provides the condition Init when creating the new object of C attached to x with the initial values of the attributes in A (see Section 4.1 for this command and [HLL03b, LHLL03] for its semantics).
Example A contract for interface CustomerService of ParcelCall assigns a specification to each method and can be written as follows, where MSpec(op) is given as the specification following the name op of each operation. We present a contract in a style such that the name of the interface is followed by the fields declarations, then the initial condition, and finally the operations with their specifications:
<< Contract >> CS Interface CustomerService Attr : PPName P ; // * set of parcel names PCName S; // * set of customer names
Merge and refinement
Contracts of interfaces can be merged only when their interfaces are composable and the specifications of the common methods are consistent. This merge will be used to calculate the provided and required services when components are composed.
Definition 3 Contracts
3. Any class name C in both M 1 and M 2 has the same class declaration in them.
This definition can be extended to a finite family of contracts.
Definition 4 Let
} be a consistent finite family of contracts. Their merge, (denoted by k∈K C k ), is defined by
where ⊕ denotes the overriding operator, e.g.
A merge of a family of contracts corresponds the construction of a conceptual model from the partial models of the application domain in the contracts. There are three cases about the partial models:
1. The contracts do not share any fields or modelling elements in their conceptual models. In this case, the system formed by the components of these contracts are most loosely coupled. All communications are via method invocations. Such a system is easy to design and maintain. Composing these components is only plug-in composition.
2. The contracts may share fields, but their conceptual models do not share any common model elements. In this case, application domain is partitioned by the conceptual models of these contracts. And components of the system are also quite loosely coupled and easy to construct and maintain.
When composing these components, some simple wiring is needed.
3. The contracts share common model elements in their conceptual models. The refinement/design of the contracts has to preserve the consistency and integrity, generally specified by state invariants, of the model. The more elements they share, the more tightly the components are coupled and the more wiring is needed when composing these components.
Definition 5
We say that a contract
there is a mapping ρ from A 1 to A 2 satisfying 1. The initial state is preserved: (x := Init 1 (x); ρ) ⊑ (y := Init 2 (y)), where x is the list of variables defined in A 1 , and y the list of variables in A 2 . Notice that we have used a UTP design to represent a refinement mapping.
2. The behavior of the operations of C 1 are preserved: every operation op declared in I 1 is also declared in I 2 and (MSpec 1 (op); ρ) ⊑ (ρ; MSpec 2 (op)).
An upwards refinement relation can be similar defined in terms of a refinement mapping from A 2 to A 1 .
The refinement relation between contracts will be used to define component refinement. The state mapping ρ allows that a component developed in an application domain can be used in another application domain if such a mapping can be found.
Theorem 1 Contract refinement enjoys the properties of program refinement.
1. ⊑ is reflexive and transitive and a pre-order.
(An upper bound condition)
The merge of a family of contracts refines any contract in the family, i.e. {C k | k ∈ K} be a family of consistent contracts, C i ⊑ k∈K C k for any i ∈ K.
(An isotonicity condition)
The refinement relation is preserved by the merge operation on contracts, i.e. let {C i k | k ∈ K}, i = 1, 2, be families of consistent contracts without shared fields. If
We define the equivalence relation by ≡ def = ⊑ ∩ ⊒.
Component
A component consists of a provided interface and optionally a required interface, and an executable code which can be coupled to the codes of other components via their interfaces.
The external behavior of a component is specified by the contracts of its interfaces. A design of a component has to reorganize the data to realize the conceptual states, and realize the conceptual models in the contract of the component by software classes. That is the conceptual model has to be transformed into a design model.
Design class model
We slightly generalize the definition of a contract to allow the declarations of methods in the class model that is now called a design class model, which is specified as a sequence of class declarations class 1 ; . . . ; class n , each is of the form defined in [HLL03b] :
where parameters i is of the form < in : Creating a new object with initail values e for its attributes where b is a Boolean expression, e is an expression, and le is an expression which may appear on the left hand side of an assignment and is of the form le ::= x|le.a|self where x a simple variable and a is an attribute of an object. We use if {(b i −→ P i )|1 ≤ i ≤ n}fi to denote the multiple choice statement.
Expressions, which can appear on the right hand sides of assignments, are constructed according to the rules e ::= x|null|self |e.a|e is C|(C)e|f (e), where null represents the special object of the special class N ull that is a subclass of all class and has null as its unique object, e.a is the a-attribute of e, (C)e is the type casting, e is C is the type test. A full semantics of this language is given in [HLL03b] .
Components
Definition 6 A component P is a tuple < O, I, M, A, MImpl, Init, R > where
• O is an interface, called the provided or (output) interface of P .
• I is an interface disjoint from O, called the internal interface of P
• M is a design class model.
• A is a set of fields whose types are all declared in M .
• MImpl maps each operation declared in O ∪ I to a pair (α, Q), where Q is a command written in the above OOL, and α is the alphabet obtained from A and the input and output parameters of the operations in O ∪ I.
• R, is the interface that is disjoint from O and I and consists of the operations (not methods of classes in M ) which are referenced in the program text MImpl(op) and bodies of methods in M eth(M ) but not in O ∪ I, where op ∈ O ∪ I. R is called the input or required interface of P .
We call C = (O, I, M, A, MImpl, Init) a generalized contract, as it has internal operations and MImpl provides the specification of each operation of O in terms a general OOL command.
Hence, we will use 4-tuple P = (C, I, O, R) denote a component, where C is a generalized contract for the interface O ⊎ I.
A contract for R is called a required service of P , and a contract of the interface O a provided service. Operations in R can be seen as holes in the component where their specifications or implementation given in other components that are to be plugged in. Therefore, the provided services of a component depends on its required services plugged in from other components. This leads to the definition of our semantics of a component.
In the above definition, we introduced private operations so that we can hide an output operation by making it a private operation. This will keep the definition MImpl valid as the hidden operations may be called in MImpl(op).
Method hiding
Hiding interface operations allows to offer different services to different clients. where S\S 1 is set-subtraction.
Theorem 2
The hiding operator enjoys the following properties.
2. C\∅ ≡ C.
C\H ≡ C\(H ∩ O)
, where I is the interface of C.
(C\H
1 )\H 2 ≡ C\(H 1 ∪ H 2 ) ≡ (C\H 2 )\H 1 5. ( k∈K C k )\H ≡ k∈K (C k \H)
Semantics components Definition 8
The semantics of a component P is identified as a binary relation between its required services and their corresponding provided services
where the variable C R takes an arbitrary required service as its value, C ′ O takes a provided service for O, and the notation C R >> P denotes the provided service
where F (M ) is the class model obtained from M by removing the methods of its classes, and mapping MSpec is defined from the given required service
by the recursive equations MSpec(op) = M(MImpl(op)), where M replaces every call of op(inexp, outvar) with the actual input parameters inexp, output parameters outvar and value-result parameters vrexp of O by its corresponding specification. , outvar, vrexp) )
M(op(inexp
for any comand c and context F Notice that when a component P has an empty set of required interface operations, P is a closed component and the notation C ∅ >> P becomes a constant that is the semantics of the closed program P .
For a given contract C R for the required interface of P , C R >> P is a closed component. Let C O be a contract of the provided interface of P which serves as the specification of the component. We say that P correctly realizes or implements C O with a given required service
In a modular programming paradigm, a component can be designed and implemented as a module in which each of the operations in the output interface is "programmed" using procedures or functions that are defined either locally in the module or externally in other modules. In this case, the external modules that the component calls methods from must be declared, as well as the types of the attribute values and parameters of its methods. Therefore, a component is in fact not a single module, but an artifact that contains all these declared types and modules. In an object-oriented paradigm, such as Java, a component can be seen as a class that implements the interfaces in O:
M ; //* the declaration of the design model Class P implements O {Attr : A;
Thus, after adding the notation for interfaces and contracts to OOL in [HLL03b, LHLL03] , the extended language provides a formal model for components and the calculus of contract refinement and component refinements [HLL03a] , and also extends RCOOD in [HLL02, HLL03b] to for component-based development.
Example Now we define a component GIS in the ParcelCall system to provide the services to customers. We will use some Java conventions in writing the specification, such as assignment to a variable with a method call that has an out parameter. We can calculate ParcelInfo >> GIS ⊑ CS. We have kept the attribute loc : P N ame −→ P osition to avoid from defining a state mapping in the proof of the refinement. In the following part of the example, we provide a definition of component GTS to implement the contract P arcelInf o, that need the specification of a design class. Define the refinement mapping ρ from the attributes of P arcel to those of P arcelInf o:
<< Component >> GIS
Output Interface CustomerService Attr : PPName
<< Component >> GTS
= {p.id | p ∈ P arcel} ρ(loc(pId)) = p.location for all pId ∈ P such that ∃p ∈ Parcel.p.id = pId Then P arcelInf o ⊑ GT S. 
Refinement and composition of components
where • denotes relational composition.
Thus, for any required services C R ⊑ C ′ R , and provided services
A component P 1 is a refinement of a component P 2 , denoted by P 2 ⊑ P 1 , if P 1 is a sub-relation of P 2 .
Definition 9
Component P 1 is a refinement of P 2 if
Equivalently, P 1 refines P 2 iff for any required service C R , (C R >> P 2 ) ⊑ (C R >> P 1 ).
We therefore have when P 1 refines P 2 , then for any given required service C R and a contract a provided service C O as the specification, P 1 realizes C O with C R if P 2 realizes C O with C R .
Definition 10 Let
The composition P 1 ||P 2 is defined to merge their contracts, output interfaces and input interfaces, and to remove those input interfaces of each component that are matched by the output interfaces in another:
The composition of P 1 and P 2 is defined by
This definition allows an output interface and thus part of provided service of one component to be shared among a number other components. Hiding can be used to internalize the part of a provided service of one component that is used in another component:
Example We can now compose GIS and GT S. (GIS||GT S)\IP arcelInf o. If we do not consider the relation between GT S with other components of the ParcelCall system, this composite component is a closed system that only provides services according to the contract of CS, but it does not have any required interface. However, to complete the ParcelCall system, we can add a required service interface to get the new location of a parcel from the Mobile Logistic Server component M LS. Alternatively, we add another provided interface ChangLoc() that will be needed as a required interface of Mobile Logistic Server component M LS to update the location of a parcel.
Client-Server Systems
Client-server systems are often seen as applications in component software. The architecture of such a system is organized as a layered structure as illustrated in Figure 3 . On the top are the clients that only require services from the components in the next layer. Components in a middle layer provide services to components in the layer above, but requires services from the layer below. The components at the bottom are the basic server components that only provide services to the components above the bottom layer. Components of the same layer have disjoint provided interfaces. The layers are organized according to interface dependencies. The whole system is the composition of the components with the interfaces hidden:
where All denotes all the linked interfaces. The construction of such a system can be top-down:
Pn2 Pnki Pnkn
Figure 3: Client-Server Systems
where Q n is the resulting component, and I i , 1 ≤ i < n are the linked interfaces.
The system construction can also be bottom-up:
We have Q = Q n = S n .
Conclusion and Discussion
Conclusion
We have proposed a model for software components and defined composition and refinement of components. This allows us to use the existing calculus in [HH98, HLL03b, LHLL03] to reason about and refine components. We have separated the different views about a component. The different views are specified at different levels of abstraction. A component is constructed to provide certain services and these services are specified in terms of the component's interface and contract. This specification is taken as the requirement specification of the component. The designer of the component has to design and implement the component to satisfy this requirement specification. The design may make use of the provided services of existing components. Such a design can be specified in the object-oriented specification notation developed in [HLL03b] , that supports incremental and step-wise construction of a component [LHLL03] . Merge and hiding of interfaces for components add more support to incremental construction of component software as well as to restrict the use of some services by certain users.
When composing components, one has to check the matchability of the provided services of one component with the specification of the required services of another, both syntactically and semantically. The syntactic check is only to check the signature of the interface methods. The semantic check is to ensure that the provided service of one component does ensure the service required by another component. This is to check the pre and post conditions of in the specification of the services.
A component system is a composition of a family of components. The contracts of these components provide a decomposition of the application domain both in terms of the static conceptual model and the functionalities or services (use cases). Moreover, the decomposition is first done horizontally, i.e. decomposing according to the whole system's use cases that are involved in a large number of common concepts (classes) and associations, and use cases of different components are less dependent. And then each group of use cases are decomposed vertically such that use cases can be realized by interactions of a number of components that are invisible to the outside of the system. In fact, vertical decomposition is more relevant to component-based development, as horizontal decomposition is more or less about design of independent components. Based on this discussion, we propose an extension to the UML and RUP use-case driven approach to system development [Kru00] so that components and their interfaces, instead of only classes and class associations [Lar01, Liu02] , can be identified to create a component diagram. Then use cases can be described by component sequence diagrams or message sequence chart [Leu94] , rather than system sequence diagrams that only describe interactions of actors and the whole system treated as a black box [Lar01, Liu02] . UML2.0 has made some progress in this direction, its component diagrams in particular. Therefore, the requirement analysis in component-based development is about the identification of these high level use cases and the creation of component sequence diagrams and component diagrams. Then the application of UML follows to the development of an component if an OO approach is thought appropriate for that component.
Points of discussion
The model of components is simplified in the sense that behavior or protocols of the interfaces are not described. There are several possible ways to address the problem of protocols. First, we can introduce control state variables in contracts and thus in components. This will allow us to define a contract as a state machine or statechart, e.g. [Sel98, WB00] . Then when two components are composed, deadlock freedom needs to be verified and this is not an easy task. Second, in addition to the state information, we can add a CSP-like specification of the order of the methods in a component, e.g. [AG97] . Again, matching between protocols in different components has to be checked and deadlock needs to be avoided. As we know from the model of CSP, this is not a trivial task either. We would like to propose a weak approach in which protocols of the provided interface and required interface of a component are described independently in terms of regular languages on the method names of the interfaces. To check the matchability between a provided interface with a required interface is then to check the provided interface protocol is a subset of the required interface protocol in terms of the regular languages that are defined for the protocols. This procedure can be automated.
Although the model of components does allow mutual dependency between two components and we check live-lock once the design specifications of the components are given. Again, all experts in formal methods are well aware that this is difficult in practice. We suggest the designers try to avoid mutual dependencies in their component software development.
The communication between components is modelled as synchronous method invocation. Asynchronous communication can be achieved by introducing buffer components. Components may also communicate via shared variables.
Future work also includes applying this framework to bigger case studies, combines it with UML, and provides a formalization to CORBA and COM. We will also look into adding non-functional features, such as timing and resources into the interfaces of components.
Related work
There is much work on the definitions of software components. We take the informal views of [CD01, HC01, DW98, Szy02] that a component both provides to and requires services from other components. We used the notion of contract for formal specification of provided and required services, A contract here is similar to that of Meyer [Mey92] . However, we have provided the notion of composition and there is a standard calculus for reason about and refine components at different levels of abstracts. A distinctive nature of our framework is the natural link of the component contract specification and its OO implementation. The contract specification and the OO notation are both defined in first-order predicate logic and based on Hoare and He's UTP [HH98] .
Contracts are also defined for software components in [HL03] that attempts to enhance Catalysis [DW98] . However, they do not deal with component composition.
A contract in [HHG90] models the collaboration and behavioral relationships between objects. In our approach, we provide the separation between the specification of a contract for an interface from the specification of the behavior of the component that realizes the contract. A notion of contract can also be found in [BPP99] that emerged in the model of action systems. It promotes the separation between the specification of what an agent can do in a system and how they need to be coordinated to achieve the required global behavior of the system. However, the architectural components there are not explored.
A contract in [AJ99] describes the coordinations among a number of partners (i.e. components or objects). Its main purpose is to support system architectural evolution and to deal with changes in business rules of the system application. Our contracts here specify the services of components while we treat interaction and coordinations as part of the implementation of the components. Our aim is to support construction of software components and component software systems. However, it is interesting to investigate how these two notions of contracts can be combined to provide better support to both system construction and evolution.
