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DISCRETE ANALOGOUES IN HARMONIC ANALYSIS:
MAXIMALLY MONOMIALLY MODULATED SINGULAR
INTEGRALS RELATED TO CARLESON’S THEOREM
BEN KRAUSE
Abstract. Motivated by Bourgain’s work on pointwise ergodic theorems, and the
work of Stein and Stein-Wainger on maximally modulated singular integrals without
linear terms, we prove that the maximally monomially modulated discrete Hilbert
transform,
Cdf(x) := sup
λ
∣∣∣∣∣∣
∑
m 6=0
f(x−m)
e2piiλm
d
m
∣∣∣∣∣∣
is bounded on all ℓp, 2 − 1
d2+1 < p < ∞, for any d ≥ 2. We also establish almost
everywhere pointwise convergence of the modulated ergodic Hilbert transforms (as
λ→ 0) ∑
m 6=0
Tmf(x) ·
e2piiλm
d
m
for any measure-preserving system (X,µ, T ), and any f ∈ Lp(X), 2− 1
d2+1 < p <∞.
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2 BEN KRAUSE
1. Introduction
Discrete analogues of (continuous) polynomial radon transforms has been an active
area of research since Bourgain initiated their study in the course of his work on
pointwise ergodic theorems in the late 80s and early 90s, [1–3]. In December 2015,
this study was dramatically advanced in two papers by Mirek, Stein, and Trojan
[14, 15], where full norm estimates were proven for both maximal radon transforms,
and their larger, variational, variants; recently, this line of inquiry has been essentially
concluded in the work of Mirek, Stein, and Zorin-Kranich [16].
In this paper, we investigate discrete analogues of maximally modulated oscillatory
singular integrals of the type considered by Stein [18] and Stein-Wainger [21]; this
paper will be concerned with monomial generalizations of Stein’s purely quadratic
“Carleson” operator, known to be bounded on all Lp, 1 < p <∞, [18]:1
sup
λ
∣∣∣∣∫ f(x− t)e(λt2)t dt
∣∣∣∣ , e(t) := e2πit.
In particular, the central object of focus will be the following discrete operators,
Cdf(x) := sup
λ
∣∣∣∣∣∑
m6=0
f(x−m)
e(λmd)
m
∣∣∣∣∣ = supλ
∣∣∣∣∣∑
m6=0
f(x−m)
e(−λmd)
m
∣∣∣∣∣ .
To appreciate the delicacy of these operators, note that ℓ2 bounds for the (two-
variable) discrete Hilbert transform along variable “parabolas”∑
m6=0
f(x−m, y − v(x)md)
m
,
follows directly from corresponding ℓ2 estimates for Cd – for any function v : Z→ Z.
2
Perhaps unsurprisingly, then, Cd has so far proven rather resistant to the (ℓ
2) ar-
guments developed by Bourgain and others; our main result, which builds upon a
strategy devised in previous work with Michael Lacey in which the supremum in C2
was highly constrained [11], establishes ℓ2 estimates for Cd, d ≥ 2. In fact, we are
able to develop a full ℓp theory for p ≥ 2, and a partial one for 1 < p ≤ 2.
1Throughout this paper, we will refer to our maximally monomially modulated Hilbert transforms
as Carleson operators. Although none of our operators are modulation invariant – we ask the reader
to forgive this abuse of notation in the interest of increased readability. Concerning modulation
invariant operators, a transference argument from the continuous setting yields the boundedness of
the discrete Carleson operator, supλ
∣∣∣∑m 6=0 f(x−m) e2piiλmm ∣∣∣ , on all ℓp, 1 < p <∞ (this observation
is due to Stein, [19]). It is only when linearity is destroyed that the continuous theory and discrete
theory diverge (cf. e.g. [6]).
2This can be seen by taking a partial Fourier transform in the y-variable.
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Theorem 1.1. For any d ≥ 2, and any 2 − 1
d2+1
< p < ∞, there exists an absolute
constant Cd,p so that the following norm bound holds:
‖Cdf‖ℓp ≤ Cd,p‖f‖ℓp.
A heuristic, beautifully distilled in [14], is that – in light of the multiplier arguments
developed first in Ionescu-Wainger [9] (see §3.3) – harmonic analysis in the discrete
setting should parallel the continuous setting “up to logarithms.” This principle is
implicit in much of the work of this paper, but becomes particularly explicit in the
number-theoretic TT ∗ argument of §6, and in the multi-frequency analysis of §5,
where smoothing estimates for certain oscillatory multipliers are needed. However,
to apply the Ionescu-Wainger theory in our multi-frequency setting, we are forced to
pass to certain (continuous) square functions (introduced and discussed in §4), which
enjoy smoothing when p ≥ 2, but are uncontrolled in the low-Lp setting; estimating
Cd below ℓ
2 requires an additional argument, drawing upon ℓ2 methods, interpolation,
and Mo¨bius inversion, see §10.
As a corollary of our methods, we are able to handle the issue of pointwise conver-
gence of the associated ergodic theoretic operators. Specifically, we have the following
result.
Theorem 1.2. Let (X, µ, T ) be a σ-finite measure space, equipped with an invertible
measure-preserving transformation, T . Then for any 2 − 1
d2+1
< p < ∞, d ≥ 2 and
any f ∈ Lp(X), there exists an fd ∈ L
p(X) so that
lim
λ→0
∑
m6=0
Tmf ·
e(λmd)
m
= fd
µ-a.e.
We prove this result in the final section of the paper by way of an oscillation
inequality, an approach pioneered by Bourgain in his proof of pointwise convergence
of ergodic averages along monomial orbits [1]. This argument is entirely ℓ2-based,
and so is of a simpler nature.
The structure of the paper is as follows:
§2 contains a top-down sketch of the argument;
§3 is concerned with preliminary tools;
In §4 we prove square function estimates needed for our multi-frequency theory;
In §5 we develop our multi-frequency theory;
In §6 we restrict our modulation parameters via a TT ∗ argument;
In §7 we use another TT ∗ argument to control certain “arithmetic” maximal func-
tions weighted by Weyl sums;
In §8 we perform our number theoretic approximations; this material is motivated
by the analogous section of [1];
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In §9, we complete the 2 ≤ p <∞ case of Theorem 1.1;
In §10, we extend the estimate to the full range, 2 − 1
d2+1
< p < ∞, thereby
completing the proof of Theorem 1.1;
Finally, in §11, we prove Theorem 1.2.
We also include an appendix, §12, containing a stationary phase estimate used in
§4.
1.1. Acknowledgements. First, the author wishes to thank Lillian Pierce for in-
troducing him to C2. He also wishes to thank Michael Christ, Xiaochun Li, Victor
Lie, Camil Muscalu, Lillian Pierce, and Jill Pipher for early discussions which helped
inspire the TT ∗ argument used in §6 below. Additional thanks goes to Alex Iosevich,
Mariusz Mirek, Terence Tao, and especially to Victor Lie, for their encouragement.
Finally, a special acknowledgement is due to Michael Lacey; this paper would not
have been written without his continued support, and generous exchange of ideas.
2. Proof Overview
As in [11] we view Cd as a maximal multiplier operator, where the multipliers are
given by
(2.1) Md(λ, β) =M(λ, β) :=
∑
m6=0
e(−λmd − βm)
m
,
where λ is the modulation parameter and β is the frequency variable.
Following the approach of Bourgain, we use the circle method of Hardy and Lit-
tlewood to accurately approximate these multipliers on the so-called major boxes ;
these boxes have a two-variable structure, and are determined by shared Diophan-
tine properties of both λ and β. In particular – for each λ the circle method pro-
duces a different approximating multiplier. To overcome this difficulty, we use the
Kolmogorov-Seliverstov method of TT ∗ to force special – and restrictive – arithmetic
structure to the set of modulation parameters:
Roughly speaking, if we let
Mj(λ, β) :=
∑
m
ψj(m)e(−λm
d − βm)
for an appropriate smooth odd bump function
ψj(x)“ = ”
1
x
· 1|x|≈2j ,
see the subsection on notation below, then a TT ∗ argument shows that
sup
λ/∈Xj
∣∣∣∣(Mj(λ, β)fˆ(β))∨∣∣∣∣
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has ℓp norm bounded by a constant multiple of j−2 for
Xj :=
{
a
q
reduced : q ≤ CjC
}
+ {|λ| ≤ CjC2−dj}, C = Cd,p sufficiently large
where + denotes Minkowski sum. To appreciate the strength of this argument, note
that if we set
Eǫ :=
⋃
j>C log 1
ǫ
Xj ,
and trivially estimate
sup
λ/∈Eǫ
∣∣∣∣(Mj(λ, β)fˆ(β))∨∣∣∣∣ ≤ CMHLf,
for j ≤ C log 1
ǫ
, and MHL the discrete Hardy-Littlewood maximal function, then we
have already achieved the following significant strengthening of [11]:
Lemma 2.2. For any ǫ > 0, there exists a set Eǫ = Eǫ,d,p with |Eǫ| < ǫ so that
sup
λ/∈Eǫ
∣∣∣∣∣∑
m6=0
f(x−m)
e(λmd)
m
∣∣∣∣∣
has ℓp norm bounded by a constant multiple (depending on d, p) of log 1
ǫ
.
More important for our purposes than this relatively cheap lemma is that the small
measure of each set Xj allows one to effectively apply a Sobolev-embedding argument
and pass from M(λ, β) to an analytic approximate. Essentially – we have forced the
major boxes at each scale to live near only a “few” λ-frequencies.
On each major box M(λ, β) now looks like a shifted version of the continuous
multiplier ∫
e(−λtd − βt)
dt
t
weighted according to the Diophantine properties of the centers of each major box.
But, as many boxes arise, this multiplier has many different distinguished frequency
points. This phenomenon was first encountered by Bourgain in his work on point-
wise ergodic theorems, which lead him to prove estimates for certain multi-frequency
maximal averaging operators [3, §4]. In [11], an analogous oscillatory multi-frequency
operator was introduced. By combining ideas from Stein-Wainger [21], and using es-
timates for Bourgain’s maximal function, estimating the oscillatory multi-frequency
operator was reduced to a (single-frequency) maximal multiplier theorem [11, Lemma
2.9] in a certain “critical” range of parameters, determined by level sets of certain
phases relative to the number of distinguished frequencies.
In our setting, analogous multi-frequency operators arise, which we are now forced
to handle on ℓp as well. The ideas of Stein-Wainger neatly extend, and by using the
rationality of our (carefully chosen) set of β-distinguished frequencies, we may use
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the techniques of [14] to reduce the problem to understanding our operator in an
analogous critical range of parameters, see (5.14) – the “stationary” critical range –
and (5.15) – the “oscillatory” critical range – below. We are able to use the maximal
functions of Bourgain to turn the “stationary” operators into (essentially) vector-
valued multi-frequency multipliers, which we can estimate by using the transference
arguments of Mirek, Stein, and Zorin-Kranich [16], see Theorem 3.5 below, and the
vector-valued Mikhlin multiplier theorem. Much of this approach transfers to the
“oscillatory” operators. But, it is here that the oscillatory vs. radon nature of the
problem makes itself felt, as the singular integral techniques used to handle the “sta-
tionary” operators do not apply when certain phases have critical points. We are able
to handle these terms in ℓp, p ≥ 2, by appealing to certain (single-frequency) square
function estimates of [12], which we transfer to the multi-frequency setting upon an-
other application of the transference argument of [16]. Unfortunately, this range of p
is sharp for this approach (see §4 below). Indeed, to push our estimates below p = 2
we will need to re-select our distinguished β-frequencies to form unions of acceptably
many cyclic subgroups, Z/QZ ⊂ T, see §10; the pertaining multi-frequency operators
are controlled by their single-frequency counterparts, and are therefore estimated on
each ℓp, 1 < p <∞, which allows us to interpolate below p = 2.3
With the multi-frequency estimates in hand, the next obstacle is that, as the ratio-
nal approximations to λ change, the distinguished β-frequencies change as well. By
crucially exploiting orthogonality properties of certain Weyl sums, we may lift this
restriction at the expense of another TT ∗ argument. With these obstructions dealt
with, we are able to complete the proof of Theorem 1.1; Theorem 1.2 follows from
our ℓ2 theory and a variational estimate of [7].
3. Preliminaries
3.1. Notation. First, for ease of presentation we will choose to work with the defi-
nition of Cd involving a negative in the exponential:
Cdf(x) := sup
λ
∣∣∣∣∣∑
m6=0
f(x−m)
e(−λmd)
m
∣∣∣∣∣ .
Here and throughout, e(t) := e2πit; x ≡ y will denote equivalence mod 1. Through-
out, C will be a large number which may change from line to line. Since Z is count-
able, there is no loss of generality in restricting our set of modulation parameters to
a countable set; this will allow us to dispose of all measurability issues. MHL will
denote the Hardy-Littlewood maximal function on Z or R (context will distinguish
which).
3Strictly speaking, our frequencies form unions of reduced elements of Z/QZ, but this situation
is easily reduced to the cyclic setting by an application of Mo¨bius inversion.
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For finitely supported functions on the integers, we define the Fourier transform
FZf(β) := fˆ(β) :=
∑
n
f(n)e(−βn),
with inverse
F−1
Z
g(n) := g∨(n) :=
∫
T
g(β)e(βn) dβ.
For Schwartz functions on the line, we define the Fourier transform
FRf(ξ) := fˆ(ξ) :=
∫
f(x)e(−ξx) dx,
with inverse
F−1
R
g(x) := g∨(x) :=
∫
g(ξ)e(ξx) dξ.
Occasionally, for functions of two variables, f(x, y), we will let
(Fxf(·, y)) (ξ) :=
∫
f(x, y)e(−ξx) dx,
and similarly for F−1x ,Fy, F
−1
y .
We decompose
1
x
· 1|x|≥1 =
∑
j≥1
2−jψ(2−jx) · 1|x|≥1
for an appropriate, compactly supported, odd bump function, ψ. We will set
ψj(x) := 2
−jψ(2−jx).
We will let Θ be an even non-negative compactly supported Schwartz function,
adapted to an annulus away from the origin, so that
(3.1) 1ξ 6=0 =
∑
j
Θj(ξ) :=
∑
j
Θ(2jξ),
We will let χ be an even non-negative compactly supported Schwartz functions
which satisfies
(3.2) 1|ξ|≤cd ≤ χ ≤ 1|ξ|≤2cd
for a sufficiently small constant cd.
We will let ζ denote various smooth approximations to “fat” annuli:
(3.3) 1|ξ|≈1 ≤ ζ ≤ 1|ξ|≈1
for some sufficiently large implicit constants.
We define Θ to be like Θ, but one on its support, and similarly define χ and ζ.
Since the goal of this paper will be to prove a priori norm estimates, we will restrict
every function considered to be a member of a nice dense subclass: each function on
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the integers will be assumed to have finite support, and each function on the line will
be assumed to be a Schwartz function. We will use
‖f‖ℓp :=
(∑
x∈Z
|f(x)|p
)1/p
and
‖f‖p :=
(∫
R
|f(x)|p dx
)1/p
,
with the obvious modifications at p =∞.
We will make use of the modified Vinogradov notation. We use X . Y , or Y & X ,
to denote the estimate X ≤ CY for an absolute constant C. We use X ≈ Y as
shorthand for Y . X . Y . We also make use of big-O notation: we let O(Y ) denote
a quantity that is . Y . If we need C to depend on a parameter, we shall indicate
this by subscripts, thus for instance X .p Y denotes the estimate X ≤ CpY for some
Cp depending on p. We analogously define Op(Y ).
3.2. Transference. We will need the following special case of a beautiful transference
argument of Magyar, Stein, and Wainger [13, Lemma 2.1].
Lemma 3.4. Let B1, B2 be finite-dimensional Banach spaces, and
m : R→ L(B1, B2)
be a bounded function supported on a cube with side length one containing the origin
that acts as a Fourier multiplier from
Lp(R, B1)→ L
p(R, B2),
for some 1 ≤ p ≤ ∞. Here, Lp(R, B) := {f : R→ B : ‖‖f‖B‖Lp(R) <∞}. Define
mper(β) :=
∑
l∈Z
m(β − l) for β ∈ T.
Then the multiplier operator
‖mper‖ℓp(Z,B1)→ℓp(Z,B2) . ‖m‖Lp(R,B1)→Lp(R,B2).
The implied constant is independent of p, B1, and B2.
We will use this lemma in §5 below.
We next recall the following multi-frequency multiplier theorems, which in turn
grew out of [9].
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3.3. AMulti-Frequency Multiplier Theorem for Ionescu-Wainger Type Mul-
tipliers. The results of this section appear as the special one-dimensional case of
[16, Theorem 5.7], the Hilbert-space extension of [14, Theorem 5.1].
Theorem 3.5 (Special Case). Suppose H is a Hilbert space, and suppose that m(ξ)
is an H-valued (bounded) Lp(R) multiplier with norm A:
‖
∣∣(m(ξ)f(ξ))∨∣∣
H
‖Lp(R) ≤ A‖f‖Lp(R).
Let ρ > 0 be arbitrary (for later applications, we will take 0 < ρ ≪p,d 1). Then,
for every N , there exists an absolute constant Cρ > 0 so that one may find a set of
rational frequencies{
a
q
reduced : q ≤ N
}
⊂ UN ⊂
{
a
q
reduced : q ≤ Cρe
Nρ
}
,
so that
(3.6)
∣∣∣∣∣
(∑
θ∈UN
m(β − θ)ηN (β − θ)fˆ(β)
)∨∣∣∣∣∣
H
has ℓp norm .ρ,p A · logN . Here, ηN is a smooth bump function supported in a ball
centered at the origin of radius ≤ e−N
2ρ
.
Remark 3.7. Although the results of Ionescu and Wainger [9, Theorem 1.5] yield
the analogous result with an operator norm of
‖(3.6)‖ℓp .p,ρ A · log
2/ρN‖f‖ℓp,
their result is only for the scalar case, which would be insufficient for our purposes.
Both results should be contrasted with the strongest analogous multiplier theorem
for general frequencies, which accrues a norm loss of
(Number of Frequencies)|1/2−1/p| ,
even in the special case when m ∈ V2(R) has finite 2-variation, see [5, Lemma 2.1].
We will frequently use this theorem in conjunction with the following vector-valued
version of the Mikhlin multiplier theorem, which, roughly speaking, asserts that
(bounded) multipliers which are essentially constant on dyadic annuli are bounded
on Lp, 1 < p <∞; the proof of the scalar case extends directly to the vector-valued
setting.
Proposition 3.8 (Vector-Valued Mikhlin Multiplier Theorem, Special Case). Sup-
pose that H is a Hilbert space, and that m(ξ) is an H-valued multiplier with
(3.9) |m(ξ)|H + |ξ||∂ξm(ξ)|H ≤ A.
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Then for any 1 < p <∞,
‖
∣∣∣∣(m(ξ)fˆ(ξ))∨∣∣∣∣
H
‖p .p A‖f‖p.
We will refer to the best constant, A, in (3.9), as the Mikhlin multiplier norm of
m.
We next turn to more analytic considerations.
3.4. A Sobolev Embedding Calculation. Suppose
Xj =
CjC⋃
i=1
Ii ⊂ [0, 1]
where each interval Ii has length |Ii| . j
C2−dj . Suppose further that F is a C1 function
from [0, 1]× [0, 1]→ C with
(3.10) sup
λ
‖
(
F (λ, β)fˆ(β)
)∨
‖ℓp ≤ a(p)‖f‖ℓp
and
(3.11) sup
λ
‖
(
∂λF (λ, β)fˆ(β)
)∨
‖ℓp ≤ A(p)‖f‖ℓp,
where ∂λ denotes the partial derivative with respect to the λ variable, and the second
supremum is taken only over λ that are in the interior of Xj.
Then we have the following Sobolev-embedding type lemma.
Lemma 3.12. Under the above conditions, for any 1 ≤ p ≤ ∞,
‖ sup
λ
|
(
∂λF (λ, β)fˆ(β)
)∨
|‖ℓp .p
(
jCa(p) + jC2−dj/pa(p)1−1/pA(p)1/p
)
· ‖f‖ℓp.
Proof. The ℓ∞ estimate is trivial, so we assume 1 ≤ p <∞.
Since we are free to lose factors of jC , we may use the triangle inequality to restrict
to a single interval |I| . jC2−dj ; since we are free to lose factors of a(p), we may
estimate the contribution of each endpoint of I independently (if I is (half) closed).
Consequently, we will henceforth assume that λ ∈ I is in the interior.
Now, with λI the left end-point of I, we write((
F (λ, β)fˆ(β)
)∨)p
=
((
F (λI , β)fˆ(β)
)∨)p
+ p
∫
[λI ,λ]
((
F (t, β)fˆ(β)
)∨)p−1
·
(
∂tF (t, β)fˆ(β)
)∨
dt
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and apply Ho¨lder to dominate, for each x ∈ Z,
sup
λ∈I
∣∣∣∣(F (λ, β)fˆ(β))∨ (x)∣∣∣∣p
.p
∣∣∣∣(F (λ, β)fˆ(β))∨ (x)∣∣∣∣p
+
(∫
I
∣∣∣∣(F (λ, β)fˆ(β))∨ (x)∣∣∣∣p dλ) 1p′ ·(∫
I
∣∣∣∣(∂λF (λ, β)fˆ(β))∨ (x)∣∣∣∣p dλ) 1p .
Summing over x ∈ Z and applying Ho¨lder once more yields the result. 
4. Square Function Estimates
The goal of this section is to prove a (single-frequency) square function estimate,
which will be used in the “oscillatory” critical regime, see (5.15) below, when singular
integral techniques break down. In this section, we will work entirely in the high
Lp, p ≥ 2 regime.
First, some notation.
Throughout, l ≥ 1 will be a positive integer, and k will be another integer which
satisfies the relationship
kC & 2l.
We will use the following abbreviation,
(4.1) ξd/(d−1) :=
{
|ξ|d/(d−1) if d is odd
sgn(ξ)|ξ|d/(d−1) if d is even.
Now, for 2l−dk ≤ λ < 2l−dk+1, and for each |ξ| ≈ 2l−k, we define the phase
(4.2) ϕk(t, ξ, λ) := ϕk(t, ξ) := −2−l
(
λ2kdtd + ξ2kt
)
;
we will be interested in estimating
(4.3)
Gλ(x) :=
(∫
e(2l · ϕk(t, ξ))ψ(t) dt · ζ(2k−lξ)
)∨
(x) = e(−λ·d)ψk(·) ∗
(
ζ(2k−l·)
)∨
(x),
where ζ is as in (3.3). In particular, the goal of this section will be to estimate the
following square functions:
SGf :=
(∑
k
2dk
∫ 2l−dk+1
2l−dk
|Gλ ∗ f |
2 dλ
)1/2
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and
SG′f :=
(∑
k
2−dk
∫ 2l−dk+1
2l−dk
|∂λGλ ∗ f |
2 dλ
)1/2
.
Theorem 4.4. For any 2 ≤ p <∞, one has the estimate
‖SGf‖p + ‖SG′f‖p .p l‖f‖p.
Noting that
2−dk∂λGλ
is essentially the same object as Gλ, it will suffice only to estimate SGf .
This theorem will be proven over the following sub-sections. We begin our discus-
sion by developing some auxiliary square function estimates which, we will see, are
“morally” equivalent to SGf (see Lemma 4.14 below).
4.1. The Main Contribution. For I a compact interval supported away from the
origin of length |I| ≈d 1, let K denote the (Hilbert-space-valued) linear operator
Kf := {Kλ,kf : λ ∈ I, k ∈ Z}
:=
{
2
l−dk
d ×
∫
e(2
l−dk
d xξ − λξd/(d−1))
(
fˆ(2
l−dk
d · ξ)ζ(2
l−dk
d · 2k−lξ)
)
dξ : λ ∈ I, k ∈ Z
}
:= {Kλ,k ∗ f : λ ∈ I, k ∈ Z} ,
where we define
Kλ,k(x) :=
∫
e(xξ − λ2
dk−l
d−1 ξ
d
d−1 )ζ(2k−lξ) dξ = 2l−k
∫
e(2l−kxξ − λ2lξd/d−1)ζ(ξ) dξ.
In particular, our Hilbert space consists of functions of the form
F (x) := {Fλ,k(x) : λ ∈ I, k ∈ Z},
and we define our norm
|F (x)|2H :=
∑
k
∫
I
|Fλ,k(x)|
2 dλ,
so we have
|Kf |2H =
∑
k
∫
I
|Kλ,kf |
2 dλ.
We will set
(4.5) Kkf := {Kλ,kf : λ ∈ I},
with norm
|Kkf |
2
I :=
∫
I
|Kλ,kf |
2 dλ = ‖Kλ,kf‖
2
L2(λ∈I).
By Plancherel, we quickly deduce the following L2 estimate on K.
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Proposition 4.6. We have the L2 estimate,
‖ |Kf |H ‖2 . ‖f‖2.
Below L2, no such result can hold. In fact, this can be seen at the single scale level.
In particular, if we define
K0λ,k(x) :=
∫
e(xξ−λξd/(d−1))ζ(2−l
d−1
d ξ) dξ = 2l
d−1
d
∫
e(2l
d−1
d xξ−2lλξd/(d−1))ζ(ξ) dξ,
then
Kλ,kf(x) := D(dk−l)/d
(
K0λ,k ∗
(
D(l−dk)/df
))
,
where
Dag(x) := 2
−ag(2−ax)
are L1-normalized dilations. Consequently, if Cp,k is the best constant in the estimate
(4.7) Cp,k := sup
‖f‖p=1
‖ |Kkf |I ‖p = sup
‖f‖p=1
‖‖K0λ,k ∗ f‖L2(λ∈I)‖p,
then by specializing to fˆ(ξ) := ζ(2−l
d−1
d ξ), we use the principle of stationary phase
when |x| ≈ 2l/d to estimate
‖2l(1/2−1/d)1|x|≈2l/d‖p . ‖‖K
0
λ,k‖L2(λ∈I)‖p ≤ Cp,k‖D−l d−1
d
(ζ)∨‖p
which leads to an exponential blow-up in norm unless p ≥ 2.4
On the other hand, it turns out that – up to acceptable losses in l – K is bounded
on Lp, 2 ≤ p <∞. In particular, we have the following proposition.
Proposition 4.8. For any 2 ≤ p <∞, we may bound
‖ |Kf |H ‖p . l‖f‖p.
To establish Proposition 4.8 we will need the following lemma, which records the
relevant estimates on Kλ,k.
Lemma 4.9. Set
Tk(x) :=
{
2l/2−k if |x| . 2k
2l−k(2l−k|x|)−N if |x| ≫ 2k.
Then
|
(
d
dx
)j
Kλ,k(x)| . 2
(l−k)j · Tk(x)
for each j = 0, 1.
4As we will see below, to develop an ℓp theory below p = 2 using the approach which we will use
to develop our ℓp theory for p ≥ 2, we would need a blow up on the order of lOp,d(1).
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Proof. It is enough to prove the j = 0 case, as the j = 1 case is similar. But, the
second derivative of the phase has magnitude about 2l, which yields the estimate
when |x| . 2k by the principle of stationary phase. When |x| ≫ 2k, the result follows
from the principle of non-stationary phase. 
The first step in proving Proposition 4.8 will be estimating Kkf on L
p, 2 ≤ p <∞,
for which we will need the following square function estimate, due to Lee, Rogers,
and Seeger [12].
Proposition 4.10 (Proposition 5.2 of [12]). Let p ≥ 2 and α > 1. Then for any
compact time interval I,
(4.11) ‖
(∫
I
∣∣∣∣∫ e(xξ)fˆ(ξ)e(t|ξ|α) dξ∣∣∣∣2 dt
)1/2
‖p .p,I ‖f‖p.
Using this proposition, we quickly deduce the following estimate concerning each
individual operator Kk (4.5).
Lemma 4.12. For any 2 ≤ p <∞,
‖ |Kkf |I ‖p . ‖f‖p.
Proof. By standard Lp estimates for dilates of a function, see (4.7) above, matters
reduce to estimating – at worst –
‖
(∫
I
∣∣∣∣∫ e(xξ)fˆ(ξ)e(±t · sgn(ξ)|ξ|d/(d−1)) dξ∣∣∣∣2 dt
)1/2
‖p .p,I ‖f‖p.
But, this follows from (4.11) and the Lp boundedness,
‖
(
fˆ1±ξ>0
)∨
‖p . ‖f‖p.

To upgrade Lemma 4.12 to Proposition 4.8, we will use an argument of Seeger,
[17, Theorem 1], which appeared in the vector-valued setting as Proposition 4.3 of
[7]. To do so, we will need to use (Banach-space valued) sharp functions:
M#f(x) := sup
Q∋x dyadic
1
|Q|
∫
Q
∣∣∣f(y)− [f ]Q∣∣∣
B
dy,
where [f ]Q :=
1
|Q|
∫
Q
f(y) dy is the average of f over the cube Q. As in the Euclidean
setting, one has the estimates
‖MHLf‖p ≈p ‖M
#f‖p, 1 ≤ p <∞,
as the standard good-λ argument transfers; see [7, Lemma B.1] for details.
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In particular, it suffices now to estimate
M#(Kf)
in Lp.
Proof of Proposition 4.8. Suppose for concreteness that
M#(Kf)(x) = sup
P∋x
1
|P |
∫
P
|Kf − [Kf ]P |H
is realized by the particular average
1
|Q|
∫
Q
|Kf − [Kf ]Q|H , Q = Q(x),
and decompose
Kf = K1f +K2f,
where K1 is the part of the operator K which lives at scales near q, where |Q| = 2q,
and K2 is the complementary component. In particular,
K1f := {Kλ,kf : λ ∈ I, |k − q| . l}
for some sufficiently large (absolute) implicit constant; the K2 contribution is an error
term.
We trivially estimate ‖K1f‖p . l‖f‖p by dominating the sharp function by a
constant multiple of Hardy Littlewood:
1
|Q|
∫
Q
∣∣K1f − [K1f ]Q∣∣H ≤ ∑
k:|k−q|.l
1
|Q|
∫
Q
‖Kλ,kf − [Kλ,kf ]Q‖L2(λ∈I)
.
∑
|k−q|.l
MHL|Kkf |I ,
from which the result follows.
We now estimate K2f on L2 and on L∞. The L2 estimate is straightforward, as we
may dominate
1
|Q|
∫
Q
∣∣K2f − [K2f ]Q∣∣H . MHL |Kf |H .
To derive the L∞ estimate, we split
f = f0 + f∞,
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where f0 := f · 1CQ for some sufficiently large constant C; here CQ is the C-fold
dilate of Q about its center. Then we may estimate
1
|Q|
∫
Q
∣∣K2f0 − [K2f0]Q∣∣H . ( 1|Q|
∫
Q
∣∣K2f0 − [K2f0]Q∣∣2H)1/2
. |Q|−1/2‖f0‖2
. ‖f‖∞.
So, we need to bound
1
|Q|
∫
Q
∣∣K2f∞ − [K2f∞]Q∣∣H
from above. In particular, it suffices to simply estimate
(4.13)
∑
k:|k−q|≫l
sup
y,z∈Q
∫
w/∈CQ
sup
λ∈I
|Kλ,k(y − w)−Kλ,k(z − w)| dw.
In the case where k ≤ q − Cl, we may bound
(4.13) .
∑
k≤q−Cl
∫
|w|≫2q
Tk(w)
.
∑
k≤q−Cl
2N(k−l)2−qN
. 2−lN ,
where we used that Tk · 1|x|.2k vanishes identically on the domain of integration. In
the case where k ≥ q + Cl, we may bound
(4.13) .
∑
k≥q+Cl
2q+l−k
∫
Tk(w)
.
∑
k≥q+Cl
2q+3l/2−k
. 2−lC ,
which completes the proof (note how we used the radially-decreasing nature of Tk). 
With these estimates in hand we are almost ready to prove Theorem 4.4.
4.2. The Proof of Theorem 4.4. Let us assume the following lemma, whose proof
will be deferred to §12 below.
Lemma 4.14. For any (large) N , one may decompose Gλ = Aλ +
∑′
±B
±
λ , which
satisfy the following estimates, independent of λ:
|Aλ ∗ f | .N 2
−lNMHL
(
ζ(2k−l·)fˆ
)∨
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pointwise, and
B̂±λ (ξ) = 2
−l/2 · e(±cdλ
−1/(d−1)ξd/(d−1)) ·m(ξ, λ) · ζ(2k−lξ),
for some |cd| ≈d 1; in the case where d is odd, we replace ζ with ζ · 1ξ<0 throughout
(which satisfies all the same differential inequalities as does ζ itself). Here
sup
λ
|∂jξm(ξ, λ)| .j |ξ|
−j, j ≥ 0, ξ 6= 0.
In particular, we may decompose
B̂±λ (ξ) = Ô
±
λ (ξ)M̂λ(ξ),
where
Ô±λ (ξ) := 2
−l/2 · e(±cdλ
−1/(d−1)ξd/(d−1)) · ζ(2k−lξ),
and
M̂λ(ξ) := m(ξ, λ) · ζ(2
k−lξ)
satisfies
|Mλ(x)| .N 2
l−k(1 + |2l−kx|)−N .
Here
∑′
± means that the “minus” term appears only when d is odd.
With this decomposition lemma in hand, we are able to quickly complete the proof.
Proof of Theorem 4.4. If we decompose Gλ = Aλ +
∑′
±B
±
λ , and estimate
SGf ≤ SAf +
′∑
±
SB±f ,
where
|SAf |
2 :=
∑
k
2dk
∫ 2l−dk+1
2l−dk
|Aλ ∗ f |
2 dλ and
|SB±f |
2 :=
∑
k
2dk
∫ 2l−dk+1
2l−dk
|B±λ ∗ f |
2 dλ,
then we may estimate
‖SAf‖p . 2
−lN‖f‖p,
by the Fefferman-Stein inequalities and the boundedness of the Littlewood-Paley
square function. We only treat B+λ , as B
−
λ – if it’s present – is handled similarly. By
the Fefferman-Stein inequalities, we may replace SB+f by
|SO+f |
2 :=
∑
k
2dk
∫ 2l−dk+1
2l−dk
|O+λ ∗ f |
2 dλ.
But now the result follows from Propostion 4.8 by a change of variables; the key point
is that the map t−1/(d−1) 7→ t has a (harmless) bounded Jacobian on t ≈d 1. 
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5. A Key Maximal Inequality
We present and prove a key maximal inequality used in the proof of Theorem 1.1,
an extension of the maximal inequality of [11, §3], which in turn is an extension of
Bourgain [3, §4], the harmonic analytic core of the proof of the arithmetic ergodic
theorems. Before recalling Bourgain’s result, we need a few definitions:
Define Φλf := ϕλ ∗ f , where ϕ Schwartz function satisfying
(5.1) 1[−1/8,1/8] ≤ ϕˆ ≤ 1[−1/4,1/4],
and ϕλ(y) =
1
λ
ϕ( y
λ
). Next, let {θ1, . . . , θN} be points in R which are τ -separated, in
that |θm − θn| > τ > 0 for m 6= n. Define a maximal operator by
(5.2) Mf(x) := sup
λ>1/τ
∣∣∣∣∣
N∑
n=1
e(θnx)Φλ
(
fˆ(·+ θn)
)∨
(x)
∣∣∣∣∣ .
Trivially, the operator norm of M is dominated by N . The key observation is that
that this trivial bound can be improved to the much smaller term log2N .
Theorem 5.3. [3, Lemma 4.13] For all N ≥ 2, 0 < τ < ∞ and τ -separated points
{θ1, . . . , θN}, there holds
‖Mf‖L2(R) . log
2N‖f‖L2(R).
This inequality was extended in [11], where the averages were replaced by oscillatory
singular integrals. For k0 ≥ 1 arbitrary but fixed, define
(5.4) Tλ,df(x) = Tλf(x) :=
∑
k0≤k
∫
e(−λtd)ψk(t)f(x− t) dt.
Above, 2k0 ≥ τ−C , and the dependence on k0 is uniform subject to this constraint.
For {θ1, . . . , θN} that are τ -separated as in Theorem 5.3, define
Tdf(x) := sup
0<λ≤1
∣∣∣∣∣
N∑
n=1
e(θnx)Tλ
(
ϕ̂τ fˆ(·+ θn)
)∨
(x)
∣∣∣∣∣ .
This definition matches that of (5.2), except that there is an additional convolution
with ϕτ as in (5.1). In [11, Theorem 3.5], an analogous multi-frequency estimate was
proven for T2.
Theorem 5.5. For all 1 ≤ τ−C ≤ 2k0 < ∞, N ≥ 2, and τ -separated points
{θ1, . . . , θN}, we have
‖T2f‖L2(R) . log
2N‖f‖L2(R).
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By transference, Lemma 3.4, the same result holds with ℓ2 norms replacing L2(R)
norms.5
Unfortunately, the arguments of [11] produce a polynomial-in-N norm growth on
ℓp, which limits the utility of the operators Td for p away from 2 – when {θ1, . . . , θN}
are generic τ -separated frequencies.
On the other hand, when the frequencies are replaced with sets UN , defined in
Theorem 3.5, we are able to enjoy sub-polynomial norm growth on ℓp, p ≥ 2. Before
stating our theorem, we need modify the definition of Tλ to contend with a truncation
parameter:
(5.6)
Tλf(x) :=
∑
k0≤k
∫
e(−λtd)ψk(t)f(x−t) dt ·1λ.kC2−dk =:
∑
k0≤k
∫
e(−λtd)ψk(t)f(x−t) dt ·1λ≤2−c(k)
i.e. the implicit constants in the statement λ . kC2−dk are chosen so that
(5.7) Ckk
C2−dk = 2−c(k)
are dyadic. This means that for each k, the implicit constants {Ck} are fixed only
up to a multiplicative factor of 2, but this will not be a problem. We state our main
theorem below.
Theorem 5.8. For any s ≥ 1, and any 0 < ρ ≪ 1, suppose χs(β) := χ(Dsβ) for
some Ds ≥ 2
210sρ (say), and consider
Td,sf(x) := Tsf(x) := sup
0≤λ≤1
∣∣∣∣∣∑
θ∈U2s
e(θx)Tλ
(
χsfˆ(·+ θ)
)∨
(x)
∣∣∣∣∣ .
Then, for any 2 ≤ p <∞,
‖Tsf‖ℓp .p,ρ s2
2sρ‖f‖ℓp.
Remark 5.9. By the triangle inequality and Lemma 3.4, a trivial estimate in ℓp is
‖Tsf‖ℓp .p |U2s | · ‖f‖ℓp .ρ 2
c2sρ‖f‖ℓp.
Consequently, in proving this theorem we may assume that s ≫ ρ−1 is sufficiently
large.
The scheme of the proof of Theorem 5.8 will follow that of [11, §3]. We review this
approach below.
First, though, we recall the following multi-frequency lemmas. These results essen-
tially appear in [14, §6-7].
5Strictly speaking, Lemma 3.4 does not apply, since our set of modulation parameters is uncount-
able. But, by continuity we may restrict our set of modulation parameters to the rationals, at which
point we may appeal to monotone convergence to apply Lemma 3.4.
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One piece of notation. For each j ≥ 1, let Aj denote one of the following two
convolution operators, with kernel given by either∑
k≥j
ψk or ϕj := 2
−jϕ(2−j·),
for some (say) Schwartz function ϕ. Consider the maximal function,
(5.10) Asg(x) := sup
j≥1
∣∣∣∣∣∑
θ∈U2s
e(θx)Aj (χsgˆ(·+ θ))
∨ (x)
∣∣∣∣∣ ,
where χs is as above. Although these maximal functions depend on ψ or on the
particular choice of Schwartz function, the estimates for As are uniform (among
appropriately normalized functions).
Proposition 5.11. One has the following norm estimates on As:
‖Asg‖p .ρ,p s2
2sρ‖g‖p.
The implicit constant is uniform in s.
Remark 5.12. In [14], this result is proven with U2s replaced with Usl for some
(sufficiently large) integer l, and with additional Weyl sums weighting the operator.
These Weyl sums favorably contribute to the ℓ2 norm of the operator. In ℓp, one is
able to approximate these Weyl sums on
supp
⋃
θ∈U
sl
χs(· − θ)
by the symbol of an averaging operator, which acts as an ℓp multiplier (up to a loga-
rithmic loss in sl), see the proof of [14, Theorem 6.2]. The absence of these Weyl sums
actually simplifies the argument, as no approximation on ℓp is needed. One uses the
same splitting of scales as in [14, §6-7]: for small scales, one uses the Rademacher-
Menshov style argument of [14, Lemma 2.2]. In the opposite case, where the least
common multiple of the denominators of the frequencies in U2s is very small relative
to the scale of the averaging operators, one uses periodicity. This splitting of scales
is chosen according to whether the scale of the operator is greater or less than (say)
2κs, κs := 2
2ρs.
We emphasize that in what follows, we will repeatedly rely on the fact that all
frequencies appearing come from the sets U2s . Our frequencies are therefore separated
by 2−c2
sρ
, and we have localized to 2−2
10ρs
balls around each frequency (which are much
smaller for sufficiently large s≫ ρ−1).
DISCRETE MONOMIAL CARLESON 21
5.1. Proof Overview. The operator Tλ in (5.4) is decomposed as follows. In the
integral ∫
e(−λtd)ψk(t)f(x− t) dt,
the variable t is approximately 2k in magnitude. And, we will decompose the operator
and maximal function so that λtd ≈ λ2dk is approximately constant. Then, write
Tλf(x) =
∑
l∈Z
∑
k0≤k
∫
e(−λtd)ψk(t)f(x− t) dt · 1λ≤2−c(k)1{2l≤2dkλ<2l+1}
=:
∑
l∈Z
∫
e(−λtd)ψk(λ,l)(t)f(x− t) =:
∑
l∈Z
T lλf(x).
Here
ψk(λ,l) =
{
ψk if 2
l ≤ 2dkλ < 2l+1, l ≤ dk − c(k)
0 otherwise.
Note that the condition l ≤ dk − c(k) is just a restatement of the condition
2l . kC ,
where the implicit constants are k dependent, but only vary by a multiplicative factor
of 2 (see (5.7) above).
The supremum over λ is then divided into four separate cases, according to the
relative size of l and N . For notational ease, we set
U := U2s
in the remainder of this section.
Tf ≤ sup
0<λ≤1
∣∣∣∣∣∣
∑
θ∈U
e(θx)
∑
l<−Cd,p2sρ
T lλ
(
χsfˆ(·+ θ)
)∨
(x)
∣∣∣∣∣∣(5.13)
+
0∑
l=−Cd,p2sρ
sup
0<λ≤1
∣∣∣∣∣∑
θ∈U
e(θx)T lλ
(
χsfˆ(·+ θ)
)∨
(x)
∣∣∣∣∣(5.14)
+
Cd,p2
sρ∑
l=1
sup
0<λ≤1
∣∣∣∣∣∑
θ∈U
e(θx)T lλ
(
χsfˆ(·+ θ)
)∨
(x)
∣∣∣∣∣(5.15)
+
∑
l>Cd,p2sρ
∑
θ∈U
sup
0<λ≤1
∣∣∣∣T lλ (χsfˆ(·+ θ))∨ (x)∣∣∣∣ .(5.16)
We begin with the first Case, (5.13). Indeed, in this regime, when
l < −Cd,p2
sρ,
22 BEN KRAUSE
we automatically have 2l . kC , so the additional truncations introduce in (5.6) have
no effect. Consequently, (5.13) may be treated as in [11, p.12-13]. The point is that
the phase is so small that the operators∑
l<−Cd,p2sρ
T lλ“ = ”
∑
k≥k0:λ2dk≤2
−Cd,p2
sρ
ψk,
up to error terms which are controlled by negligible multiples – on the order of |U|−C
– of the Hardy-Littlewood maximal function, which allow us to apply the triangle
inequality and sum over each frequency individually. More precisely,∣∣∣∣∣∣
∑
l<−Cd,p2sρ
T lλf −
∑
k≥k0:λ2dk≤2
−Cd,p2
sρ
ψk ∗ f
∣∣∣∣∣∣ . |U|−CPk′(t) ∗ |f |
where P (t) is a non-negative Schwartz function, with Fourier transform supported in
a small ball near the origin, and
Pk′(t) := 2
−k′P (2−k
′
t)
where k′ ≥ k0 is the largest integer such that 2
dk′λ . 2−Cd,p2
sρ
. By Lemma 3.4, the
maximal function associated to these convolution kernels is bounded on ℓp with norm
. |U|−C , so we are free to sum over the |U|-many distinguished frequencies and do
away with the error term; the upshot is that, after appealing to Proposition 5.11, we
may bound the ℓp norm of (5.13) by s22sρ.
The final Case (5.16) simply follows from the following special case of Stein-Wainger
[21]; the point is that as l ≫d,p 2
sρ, we may simply use the triangle inequality to
trivially absorb the sum over |U| . 2c2
sρ
many frequencies.
Lemma 5.17. For any l ≥ 0, and any 1 < p <∞, for some δd,p > 0, there holds
(5.18)
∥∥ sup
0<λ≤1
|T lλf |
∥∥
p
. 2−δd,pl‖f‖p.
The proof of Stein-Wainger [21, Theorem 1] contains this result without the trun-
cation parameters, but the changes introduced are formal; in fact, this result can
be proven directly by a straightforward TT ∗ argument (which yields an estimate of
δd,2 ≈
1
d
) and trivial interpolation.
Consequently, by Lemma 3.4, we may similarly bound∥∥ sup
0<λ≤1
|T lλ
(
χsfˆ(·+ θ)
)∨
|
∥∥
ℓp
. 2−δd,pl‖f‖ℓp
for any θ. Since we have chosen l ≫d,p 2
sρ, we may sum over |U| . 2c2
sρ
many
frequencies to estimate
‖(5.16)‖ℓp .
∑
l>Cd,p2sρ
|U| · 2−δd,pl‖f‖ℓp . ‖f‖ℓp,
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for a sufficiently large choice of Cd,p.
In particular, the main effort boils down to bounding (5.14) – the “stationary”
critical regime – and (5.15) – the “oscillatory” critical regime – in ℓp. We accomplish
this in the following subsections.
5.2. Cases Two and Three: |l| ≤ Cd,p2
sρ. We turn to the most technical part of
the paper. The result we will establish is the following theorem.
Theorem 5.19. For any 2 ≤ p < ∞, the following estimates hold (with implicit
constant independent of s):
‖(5.14)‖ℓp + ‖(5.15)‖ℓp .ρ,p s2
2sρ‖f‖ℓp.
The terms to control are (5.14) and (5.15), in which the sum over l is limited to
|l| ≤ Cd,p2
sρ.
Much of the argument is common to both cases of l ≤ 0 and l > 0. First, some
notation:
For k = k(λ, l) as above, define
(5.20) µ(λ, l) :=
∫
e(−λtd)ψk(t) dt =
∫
e(−λ2kdtd)ψ(t) dt;
by the mean-value theorem – taking into account the mean-zero nature of ψ – and
the principle of non-stationary phase, one may estimate
|µ(λ, l)| .N min{2
l, 2−lN}.
We will also let
(5.21) µ(λ, l) := −2πi · 2−k
∫
e(−λtd)tψk(t) dt = −2πi ·
∫
e(−λ2kdtd)tψ(t) dt.
Once again, we may estimate
|µ(λ, l)| .N min{2
l, 2−lN}.
Let Θ be as in (3.1), and set
Θ<(ξ) :=
∑
j≥1
Θj(ξ)(5.22)
Θ>(ξ) :=
∑
j≤0
Θj(ξ);(5.23)
we will use this splitting in the “stationary” regime,
−Cd,p2
sρ ≤ l ≤ 0.
In the more “oscillatory” regime,
1 ≤ l ≤ Cd,p2
sρ,
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the splitting we need is slightly more involved:
ζ(ξ) :=
∑
|j|≤C
Θj(ξ)(5.24)
ΘL(ξ) :=
∑
j>C
Θj(ξ), and(5.25)
ΘH(ξ) :=
∑
j<−C
Θj(ξ)(5.26)
for some sufficiently large C ≫ 1.
Next, define the function
(5.27) gλ(t) := e(−λt
d)ψk(t)
where k = k(λ, l). With these preliminaries in mind, we turn to the “stationary”
regime.
5.3. The “Stationary” Critical Regime: −Cd,p2
sρ ≤ l ≤ 0. We consider the
maximal function
Mf(x) := sup
k
|Mkf | := sup
k
sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)gλ ∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ .
We decompose our maximal functions Mk further. We dominate
Mkf ≤ Lkf +Hkf,
where
Lkf := sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)
(
ĝλΘ<(2
k·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ , and
Hkf := sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)
(
ĝλΘ>(2
k·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ ,
where Θ<,Θ> are defined in (5.22) and (5.23) respectively. We will first prove ℓ
p esti-
mates on Lk; up to error terms that are controlled by Bourgain’s maximal function, we
will see that supk |Lkf | can essentially be dominated by vector-valued multi-frequency
Mikhlin multipliers; supk |Hkf | will be estimated similarly, though is simpler to han-
dle, as “zero-frequency” considerations do not arise.
5.3.1. Estimating supk |Lkf | and supk |Hkf |. Estimates for (5.14) will follow from the
following two propositions.
Proposition 5.28. For any 1 < p <∞, we have the following estimate:
‖ sup
k
|Lkf |‖ℓp .p,ρ 2
l/2 × s22sρ‖f‖ℓp.
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Proposition 5.29. For any 1 < p <∞, we have the following estimate:
‖ sup
k
|Hkf |‖ℓp .p,ρ 2
l/2 × s‖f‖ℓp.
We begin with Proposition 5.28, which will require a further decomposition of each
maximal function Lk.
The first order of business is to replace Lkf with
Lkf ≤ L
1
kf + L
2
kf,
where
L1kf =: sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)
((
ĝλ − µ(λ, l)
)
Θ<(2
k·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ , and
L2kf := sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣µ(λ, l)×∑
θ∈U
e(θx)
(
Θ<(2
k·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ .
Here, µ(λ, l) is defined in (5.20), and gλ is defined in (5.27).
Now,
sup
k
|L2kf | . 2
lAsf,
where As is Bourgain’s maximal function, defined in (5.10). Consequently, we have
the acceptable estimate
‖ sup
k
|L2kf |‖ℓp .p,ρ 2
l · s22sρ‖f‖ℓp.
With µ(λ, l) defined in (5.21), we now expand
Θ<(2
kξ)×
(
ĝλ(ξ)− µ(λ, l)
)
=
∑
m≥1
Θk+m(ξ)×
(
ĝλ(ξ)− µ(λ, l)
)
=
∑
m≥1
Θk+m(ξ)×
(
ĝλ(ξ)− µ(λ, l)− 2
−m · µ(λ, l)×
∫ 2k+mξ
−∞
Θ(t) dt
)
+
∑
m≥1
2−mµ(λ, l)×
(
Θk+m(ξ)×
∫ 2k+mξ
−∞
Θ(t) dt
)
.
Setting
Mk,l,m(λ, ξ) := Θk+m(ξ)×
(
ĝλ(ξ)− µ(λ, l)− 2
−mµ(λ, l)×
∫ 2k+mξ
−∞
Θ(t) dt
)
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and
(5.30) Θ˜(ξ) := Θ(ξ) ·
∫ ξ
−∞
Θ(t) dt,
we may dominate
sup
k
|L1kf | ≤
∑
m≥1
sup
k
|L3,mk f |+
∑
m≥1
sup
k
|L4,mk f |,
where
L3,mk f(x) =: sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)F−1ξ
(
Mk,l,m(λ, ·)
)
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ ,
and
L4,mk f(x)
:= sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣2−m · µ(λ, l)×∑
θ∈U
e(θx)
(
Θ˜(2k+m·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ .
But now we observe that
sup
k
|L4,mk f | .N 2
l−mAsf,
see (5.10), so we may sum in m ≥ 1, and discard this contribution. We are left to
estimate
sup
k
|L3,mk f |
in ℓp. To proceed we record the following estimates on the multipliers Mk,l,m(λ, ξ).
Lemma 5.31. For any λ, the following estimates hold.
|Mk,l,m(λ, ξ)|+ 2−k|∂ξM
k,l,m(λ, ξ)| . 2−m · 1|ξ|≈2−k−m.
Moreover, the same estimates are satisfied uniformly in λ, by
2−dk∂λM
k,l,m(λ, ξ).
Proof. For the estimate without the derivative, we just use the mean value theorem
(5.32)
∣∣∣∣∫ e(−λ2kdtd − 2kξt)ψ(t) dt− µ(λ, l)∣∣∣∣ ≤ ∫ |e(−2kξt)− 1||ψ(t)| dt . 2k|ξ|,
and the trivial estimate, ∫ 2k+mξ
−∞
|Θ(t)| . 1
for |ξ| ≈ 2−k−m. The estimate with the derivative estimate follows from the same
mean value theorem argument of (5.32). The final point is trivial; the key point is
that t 7→ t
d
2dk
ψk(t) satisfies (up to harmless constants) the same differential estimates
as does ψk(t). 
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Motivated by these stationary phase calculations, we bound
|L3,mk f | ≤ (S
3,m,0
k f)
1/2 · (S3,m,1k f)
1/2 . 2dk/2 · S3,m,0k f + 2
−dk/2 · S3,m,1k f,
where
|S3,m,ik f |
2 :=
∫ 2l−dk+1
2l−dk
∣∣∣∣∣∑
θ∈U
e(θx)F−1ξ
(
∂iλM
k,l,m(λ, ·)
)
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣
2
dλ, i = 0, 1.
We will estimate
2dk/2 · S3,m,0k f =: S
m
k f,
as the other term can be treated similarly. We now replace,
sup
k
|Smk f | ≤
(∑
k
|Smk f |
2
)1/2
;
by Theorem 3.5 and Proposition 3.8, we have
‖
(∑
k
|Smk f |
2
)1/2
‖ℓp . s · C(m, l)‖f‖ℓp,
where
C(m, l)2 := sup
ξ
∑
k
2dk
∫ 2l−dk+1
2l−dk
|Mk,l,m(λ, ξ)|2 dλ
+ sup
ξ
∑
k
2dk
∫ 2l−dk+1
2l−dk
|ξ|2|∂ξM
k,l,m(λ, ξ)|2 dλ
. 2l−2m
by Lemma 5.31. Putting everything together yields Proposition 5.28.
The proof of Proposition 5.29 follows a similar strategy. The key estimates are
|ĝλ(ξ)Θ>(2
kξ)|+ 2−k|∂ξ
(
ĝλ(ξ)Θ>(2
kξ)
)
| .N (2
k|ξ|)−N · 1|ξ|≫2−k
by the principle of non-stationary phase. Consequently, the square function(∑
k
2dk
∫ 2l−dk+1
2l−dk
∣∣∣∣(ĝλ(ξ)Θ>(2kξ)fˆ(ξ))∨∣∣∣∣2 dλ
)1/2
is a vector-valued Mikhlin multiplier, with norm . 2l/2:
‖
(∑
k
2dk
∫ 2l−dk+1
2l−dk
∣∣∣∣(ĝλ(ξ)Θ>(2kξ)fˆ(ξ))∨∣∣∣∣2 dλ
)1/2
‖p .p 2
l/2‖f‖p,
which completes the proof upon an application of Theorem 3.5.
28 BEN KRAUSE
5.4. The “Oscillatory” Critical Regime: 1 ≤ l ≤ Cd,p2
sρ. Recalling that kC & 2l,
we decompose our maximal functions Mk as a sum of three terms,
Mkf ≤ Lkf + Zkf +Hkf,
where here
Lkf := sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)
(
ĝλΘL(2
k−l·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣
Zkf := sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)
(
ĝλζ(2
k−l·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ , and
Hkf := sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)
(
ĝλΘH(2
k−l·)
)∨
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ ,
with ζ,ΘL and ΘH defined in (5.24), (5.25), and (5.26).
As in the “stationary” regime, up to Bourgain-controlled errors, we can estimate
supk |Lkf | and supk |Hkf | using singular integral techniques; the heart of the prob-
lem lies in estimating supk |Zkf |, where singular integral techniques are ineffective –
essentially due to the fact that
ξ 7→ ĝλ(ξ)ζ(2
k−lξ) = Ĝλ(ξ),
with Gλ defined in (4.3) above, has an unacceptably large Mikhlin multiplier norm
of 2l/2. Rather, estimates for supk |Zkf | will follow (quickly) from our the square
function estimates from §4; we will dominate supk |Zkf | by multi-frequency analogues
of the square functions treated in Theorem 4.4.
5.4.1. Estimating supk |Lkf | and supk |Hkf |. In this section, we will reduce (5.15) to
estimating supk |Zkf | by establishing the following two propositions.
Proposition 5.33. For any 1 < p <∞, we have the following estimate:
‖ sup
k
|Lkf |‖ℓp .p,ρ,N 2
−lN × s22sρ‖f‖ℓp.
Proposition 5.34. For any 1 < p <∞, we have the following estimate:
‖ sup
k
|Hkf |‖ℓp .p,ρ,N 2
−lN × s‖f‖ℓp.
We begin with Proposition 5.33, which will require a decomposition of each maximal
function Lk. By arguing as in the “stationary” regime, we may dominate
6
sup
k
|Lkf | .N 2
−lNAsf +
∑
m>C
sup
k
|Lmk f |,
6The gain below comes from our estimates on µ(λ, l), µ(λ, l)
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where
Asf := sup
k
∣∣∣∣∣∑
θ∈U
e(θx)
(
Θ(2k·)
)∨
∗
(
χsfˆ(·+ θ)
)∨
(x)
∣∣∣∣∣
+ sup
k
∣∣∣∣∣∑
θ∈U
e(θx)
(
Θ˜(2k·)
)∨
∗
(
χsfˆ(·+ θ)
)∨
(x)
∣∣∣∣∣
is a sum of two maximal functions as in (5.10), with Θ˜ defined in (5.30) above, and
Lmk are defined below:
Lmk f(x) =: sup
2l−dk≤λ<2l−dk+1
∣∣∣∣∣∑
θ∈U
e(θx)F−1ξ
(
Mk,l,m(λ, ·)
)
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣ ,
where in this regime we have
Mk,l,m(λ, ξ) := Θk−l+m(ξ)×
(
ĝλ(ξ)− µ(λ, l)− 2
l−mµ(λ, l)×
∫ 2k−l+mξ
−∞
Θ(t) dt
)
.
To proceed we record the following estimates on the multipliers Mk,l,m(ξ, λ).
Lemma 5.35. For any λ, the following estimates hold.
|Mk,l,m(λ, ξ)|+ 2−k|∂ξM
k,l,m(λ, ξ)| .N 2
−m−lN · 1|ξ|≈2l−k−m.
Moreover, the same estimates are satisfied uniformly in λ, by
2−dk∂λM
k,l,m(λ, ξ).
Proof. We begin again by estimating the term without the derivative:∣∣∣∣∣
∫ 2kξ
0
(∫
e(λ2dktd − st)tψ(t) dt
)
ds
∣∣∣∣∣ .N 2k−lN |ξ|,
since the bracketed expression is .N 2
−lN in magnitude by the principle of non-
stationary phase; the term involving µ(λ, l) can be estimated as in the proof of Lemma
5.31. The derivative estimate follows similarly, and the final point is straightforward,
as per Lemma 5.31. 
As in the stationary case, we now replace
|Lmk f | ≤ (S
m,0
k f)
1/2 · (Sm,1k f)
1/2 . 2dk/2 · Sm,0k f + 2
−dk/2 · Sm,1k f,
where
|Sm,ik f |
2 :=
∫ 2l−dk+1
2l−dk
∣∣∣∣∣∑
θ∈U
e(θx)F−1ξ
(
∂iλM
k,l,m(λ, ·)
)
∗ (χsfˆ(·+ θ))
∨(x)
∣∣∣∣∣
2
dλ, i = 0, 1.
We will estimate
2dk/2 · Sm,0k f =: S
m
k f,
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as the other term can be treated similarly. We again majorize
sup
k
|Smk f | ≤
(∑
k
|Smk f |
2
)1/2
;
by Theorem 3.5 and Proposition 3.8, we again have
‖
(∑
k
|Smk f |
2
)1/2
‖ℓp . s · C(m, l)‖f‖ℓp,
where
C(m, l)2 := sup
ξ
∑
k
2dk
∫ 2l−dk+1
2l−dk
|Mk,l,m(λ, ξ)|2 dλ
+ sup
ξ
∑
k
2dk
∫ 2l−dk+1
2l−dk
|ξ|2|∂ξM
k,l,m(λ, ξ)|2 dλ
.N 2
−m−lN
by Lemma 5.35, which yields Proposition 5.33.
The proof of Proposition 5.34 follows a similar strategy. The key estimates are
|ĝλ(ξ)ΘH(2
k−lξ)|+ 2−k|∂ξ
(
ĝλ(ξ)ΘH(2
k−lξ)
)
| .N (2
k|ξ|)−N · 1|ξ|≫2l−k ,
which follow from the principle of non-stationary phase. Consequently, the square
function (∑
k
2dk
∫ 2l−dk+1
2l−dk
∣∣∣∣(ĝλ(ξ)ΘH(2k−lξ)fˆ(ξ))∨∣∣∣∣2 dλ
)1/2
is a vector-valued Mikhlin multiplier, with norm . 2−lN :
‖
(∑
k
2dk
∫ 2l−dk+1
2l−dk
∣∣∣∣(ĝλ(ξ)ΘH(2k−lξ)fˆ(ξ))∨∣∣∣∣2 dλ
)1/2
‖p .p 2
−lN‖f‖p,
which completes the proof upon an application of Theorem 3.5.
Finally, we turn to supk |Zkf |; the estimates of §4 allow us to quickly dispose of
this term.
5.4.2. Estimating supk |Zkf |. Theorem 5.8 will now follow from the following propo-
sition.
Proposition 5.36. For any 2 ≤ p <∞,
‖ sup
k
|Zkf |‖ℓp .p l · s‖f‖ℓp .p,d s · 2
sρ‖f‖ℓp.
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Proof. Substituting
Gλ := gλ ∗ ζ(2
k−l·)∨
One may dominate
sup
k
|Zkf | . S
1
Zf + S
2
Zf,
where
S1Zf :=
∑
k
2dk
∫ 2l−dk+1
2l−dk
∣∣∣∣∣∑
θ∈U
e(θx)Gλ ∗ (χsfˆ(·+ θ))
∨
∣∣∣∣∣
2
dλ
1/2 ,
and
S2Zf :=
∑
k
2−dk
∫ 2l−dk+1
2l−dk
∣∣∣∣∣∑
θ∈U
e(θx)(∂λGλ) ∗ (χsfˆ(·+ θ))
∨
∣∣∣∣∣
2
dλ
1/2
is similar. The result now follows by Theorem 3.5 and Proposition 4.4. 
This concludes the proof of Theorem 5.8. After various number-theoretic reduc-
tions, we will apply Theorem 5.8 in §9 below to prove the p ≥ 2 case of Theorem
1.1.
6. Most Modulation Parameters are Safe: A TT ∗ Argument
We begin this section by introducing the following sets of modulation parameters
for each j ≥ 1:
(6.1) Xj :=
{
A
Q
: (A,Q) = 1, Q .d,p j
Cd,p
}
+ {|β| .d,p j
Cd,p2−dj}.
Here, the sum denotes the Minkowski sum. We will always choose the second implicit
constant in (6.1) so that
(6.2) {|β| .d,p j
Cd,p2−dj} = [−2−c(j), 2−c(j)];
in particular, this implicit constants may vary by a multiplicative factor bounded by
2 as j changes (see (5.7) above).
The main result of this section is the following theorem.
Theorem 6.3. For any 1 < p < ∞, if the constant Cd,p is chosen sufficiently large,
for all integers j ≥ 1,
(6.4) ‖ sup
λ/∈Xj
∣∣∣∣∣∑
m
f(x−m)ψj(m)e(−λm
d)
∣∣∣∣∣ ‖ℓp . j−2.
The remainder of this section will be taken with the proof of Theorem 6.3.
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6.1. The Set-up. In what follows, for notational ease we will suppress all dependence
on d, p in our implicit constants. We begin by observing that since (6.4) is trivially
bounded by MHL, by interpolation it suffices to establish the conclusion of Theorem
6.3 on ℓ2, with a decay factor of j−C instead of j−2 for some C sufficiently large. And
so, we work only at an ℓ2 level, which will allow us to use the method of TT ∗.
To this end, consider the kernel
Kj(x, n) :=
∑
m
ψj(x−m)ψj(n−m)e(λ(x)(x−m)
d − µ(n)(n−m)d)
where λ, µ : Z → [0, 1] are arbitrary functions. By the compact support of ψj , we
may assume without loss of generality that |x|, |n| . 2j.
We claim that unless λ, µ ∈ Xj , there exist two sets,
E(x), E(n) ⊂ {|m| . 2j}
each with cardinality . j−C2j, such that
(6.5) |Kj(x, n)| . j
−C2−j1|x−n|.2j + 2
−j1E(x)(n) + 2
−j1E(n)(x).
In particular,∑
x,n
|g(x)||Kj(x, n)||f(n)|
. j−C
∑
x
|g(x)|MHLf(x) +
∑
n
Mjg(n)|f(n)|+
∑
x
|g(x)|Mjf(x),
where
Mjh(x) := sup
E
2−j · 1E ∗ h(x),
where the supremum runs over all E such that
|E| . j−C2j, E ⊂ {|m| . 2j}.
Note that this operator has ℓ∞ operator norm . j−C and ℓ1 operator norm 1 – and
thus ℓ2 norm . j−C as well.7 Since, for an appropriate λ, µ∑
n
Kj(x, n)f(n) = TT
∗f(x)
for T a linearization of the supremum in (6.4), we are able to conclude favorable ℓ2
estimates for this maximal operator.
In what follows, we shall regard n as fixed, and will prove that if the set
E(n) := {|x| . 2j : |Kj(x, n)| & j
−C2−j}
7To the best of the author’s knowledge, a “small-set” maximal function to control kernels arising
from TT ∗ calculations was first used in [21].
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has cardinality greater than j−C2j , then µ(n) ∈ Xj. A symmetric argument will
apply to the sets
E(x) := {|n| . 2j : |Kj(x, n)| & j
−C2−j}.
6.2. Exponential sums. We need the following one-dimensional case of [14, Theo-
rem 3.1]. The unweighted version of this result first appeared in [22], and [14, Theorem
3.1] can be deduced from it by summation by parts. Here is the set-up:
Let P ∈ R[−] be a polynomial with real coefficients of degree d ∈ N such that
P (x) = P (x; c) =
∑
j≤d
cjx
j .
Suppose I is an interval of length ≈ N ; we define
SN = SN(c) =
∑
n∈I∩Z
e(P (n))ϕ(n).
The function ϕ : R → C is assumed to be a C1
(
R
)
function which for some C > 0
satisfies
|ϕ(x)| ≤ C, and |ϕ′(x)| ≤ C(1 + |x|)−1.
Then:
Theorem 6.6. Assume that for some k ≤ d∣∣∣ck − a
q
∣∣∣ ≤ 1
q2
for some integers a, q such that 0 ≤ a ≤ q and (a, q) = 1. Then for any α > 0 there
is βα > 0 so that, for any β ≥ βα, if
(logN)β ≤ q ≤ Nk(logN)−β
then there is a constant C > 0
|SN | ≤ CN(logN)
−α.
The implied constant C is independent of N .
Motivated by this Theorem, we define the following major boxes :
Definition 6.7. For each j ≥ 1, we define the jth major box,
Mj :=
⋃
Mj(ad, a1; q),
where the union runs over all co-prime tuples, (ad, a1, q) with q . j
C, and
Mj(ad, a1; q) := {ξ = (ξd, ξ1) ∈ T
2 :
∥∥∥∥ξi − aiq
∥∥∥∥
T
. jC2−ji, i = 1, d},
where ‖x‖T denotes distance on the Torus, R/Z.
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We have the following claim:
Lemma 6.8. For any α > 0 if the constant C in the exponent in the definition of
the major boxes is chosen sufficiently large,
ξ /∈Mj ⇒ |S2j(ξ)| . j
−α2j .
Proof. We will prove that if |S2j | & j
−α2j , then ξ ∈Mj.
To do so, for each i = 1, d, we use Dirichlet’s principle to choose a reduced Ai
Qi
with
Qi ≤ j
−C/22ji
so that ∣∣∣∣ξi − AiQi
∣∣∣∣ ≤ jC/2Qi2ji ≤ 1Q2i .
If C is chosen sufficiently large, then we are done unless each Qi ≤ j
C/2. So, assume
contrary, set q := lcm(Q1, Qd), and choose {ai} so that
Ai
Qi
=
a
q
, i = 1, d, (ad, a1; q) = 1.
Noting that q ≤ jC , we have shown that ξ ∈Mj(ad, a1; q), which yields the result. 
With this in hand, we turn to the proof of Theorem 6.3.
6.3. The Argument.
Proof of Theorem 6.3. Our goal is to establish (6.5).
To this end, collect all the “popular” elements of E(n) in
P (n) := {x ∈ E(n) : x+ h ∈ E(n) for some 1 ≤ h . jC};
collect the complementary, “lonely,” elements of E(n) in L(n); by density considera-
tions, |L(n)| ≪ j−C2j for an appropriate choice of implicit constant. Then
j−C2j . |E(n)| ≤ |L(n)|+ |P (n)|,
so |P (n)| & j−C2j .
Our first claim is the following partial result.
Lemma 6.9. For x ∈ P (n), µ(n), µ(n)(n− x) ∈ Yj := Xj + {|β| . j
C2−(d−1)j}.
Proof. Take some popular x ∈ P (n), so that x + h ∈ E(n) too, with 1 ≤ h . jC .
Assume as we may that both |x|, |n| . 2j. Then there exists some rationals
A
Q
,
B
Q
, Q . jC , (A,B,Q) = 1
depending on x, so that
(6.10) λ(x)− µ(n) ≡
A
Q
+O(jC2−dj)
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and
(6.11) dn · µ(n)− dx · λ(x) ≡
B
Q
+O(jC2−(d−1)j),
and similarly with x replaced by x+ h, and A
Q
, B
Q
replaced appropriately as well. By
considering
(dx)× (6.10) + (6.11)
we deduce that
(6.12) d(n− x)µ(n) ≡
R
Q
+O(jC2−(d−1)j)
for some integer 0 ≤ R < Q, which completes the second point. Applying the same
reasoning with x replaced by x+ h yields
(6.13) d(n− x− h)µ(n) ≡
R′
Q′
+O(jC2−(d−1)j)
for some other rational R
′
Q′
, Q′ . jC . Subtracting (6.13) from (6.12) and dividing by
dh . jC completes the proof. 
Next, for each {A
Q
: Q . jC}, set
FA
Q
:=
{
x ∈ P (n) : µ(n)(n− x) ≡
A
Q
+O(jC2−(d−1)j)
}
.
By the pigeon-hole principle, we know there exists some A0
Q0
such that
|FA0
Q0
| & j−C2j.
Cover FA0
Q0
⊂
⋃
J , where each interval J has length j−C
′
2j . |J | ≪ j−C2j for some
C ′ ≫ C; by another application of the pigeon-hole principle, there must be some J
such that
|I| := |FA0
Q0
∩ J | & j−C2j.
Now, suppose that v < u ∈ I are arbitrary. By definition, there are two integers,
l(v) and l(u) so that
(6.14) µ(n)(n− u) = l(u) +
A0
Q0
+O(jC2−(d−1)j)
and
(6.15) µ(n)(n− v) = l(v) +
A0
Q0
+O(jC2−(d−1)j).
Subtracting (6.14) from (6.15), we see that
µ(n) =
l(v)− l(u)
u− v
+O(jC2−(d−1)j).
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But, by Lemma 6.9, we also have
µ(n) =
A
Q
+O(jC2−(d−1)j)
for some A
Q
with Q . jC ; by comparing denominators, if l(v)−l(u)
u−v
6= A
Q
, then
u− v & j−C2j(d−1) ≥ j−C2j,
which is a contradiction since |J | ≪ j−C2j is small. So, moving forward, we know
that
l(v)− l(u)
u− v
=
A
Q
for any v < u in I, and thus
l(u) = l(v)−
A
Q
(u− v).
Substituting this into (6.14), we see that
(6.16) µ(n)(n− u) = l(v)−
A
Q
(u− v) +
A0
Q0
+O(jC2−(d−1)j).
Choose now v < u to be two maximally spaced points in I, so that
j−C
′
2j . u− v ≪ j−C2j,
and subtract the previous identity (6.16) from (6.15) above, to find
µ(n)(u− v) =
A
Q
(u− v) +O(jC2−(d−1)j);
dividing through by u− v now shows that
µ(n) ∈ Xj,
as desired. 
7. Most Weyl Sums are Safe: Another TT ∗ Argument
The goal of this section is to prove an ℓp estimate for certain maximal functions
weighted by Weyl sums, which we now proceed to introduce.
With d ≥ 2 fixed in this section, define the Weyl sums,
S(A/Q,B/Q) :=
1
Q
∑
r≤Q
e(−A/Q · rd −B/Q · r),
where (A,B,Q) = 1. The fundamental estimate on these sums is due to Hua [8, §7,
Theorem 10.1].
Proposition 7.1. For any ǫ > 0, one may bound |S(A/Q,B/Q)| .ǫ Q
ǫ−1/d.
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We also will need the following estimate on incomplete Weyl sums, which may
be deduced from the previous proposition by writing 1[1,m] as a weighted average of
Dirichlet kernels.
Lemma 7.2. With A,B,Q as above, for any m ≤ Q∣∣∣∣∣∑
r≤m
e(−A/Q · rd − B/Q · r)
∣∣∣∣∣ .ǫ min{m,Q1−1/d+ǫ} .
Our final ingredient will be the following orthogonality property of Weyl sums,
which we isolate in the below lemma.
Lemma 7.3. Suppose (a, b, q) = 1, but (a, q) = v > 1. Then S(a/q, b/q) = 0.
Proof. Write a/q = A/Q in reduced form, so that we have b/q = b/Qv, where (b, v) =
1 by assumption. Expand
q · S(a/q, b/q) =
∑
n≤q
e(−A/Q · nd − b/Qv · n)
=
v−1∑
s=0
Q∑
l=1
e(−A/Q · (sQ+ l)d − b/Qv · (sQ+ l))
=
v−1∑
s=0
Q∑
l=1
e(−A/Q · ld − b/Qv · l)e(−b/v · s)
=
Q∑
l=1
e(−A/Q · ld − b/Qv · l)×
v−1∑
s=0
e(−b/v · s)
= 0,
since (b, v) = 1, and v > 1. 
Now, for each s ≥ 1, collect, and any 1 ≤ a ≤ q ≤ 2s, define the sets
Rs(a/q) := {b/q not necessarily reduced : (a, b, q) = 1, 2
s−1 ≤ q < 2s};
note that we have the cardinality bound |Rs(a/q)| . 2
2s, uniformly in a/q. We will
also let ϕs be a smooth (even) bump function supported in (say) a 2
−5s neighborhood
of the origin. Let φs := ϕ
∨
s denote its inverse Fourier transform. Define now the
maximal function
Msf := sup
1≤a≤q≤2s
∣∣∣∣∣∣
∑
Rs(a/q)
S(a/q, b/q)
(
ϕs(β − b/q)fˆ(β)
)∨∣∣∣∣∣∣
Using Lemma 7.3, we prove the following estimate on Ms.
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Proposition 7.4. For any 1 < p < ∞, there exists an absolute η = η(d, p) > 0 so
that we have the following norm bound, with implicit constant uniform in s ≥ 1:
‖Msf‖ℓp . 2
−ηs‖f‖ℓp.
Moreover, η(d, 2) can be taken to be 1
2d2
− ǫ for any ǫ > 0.
We begin by establishing ℓp estimates forMs without any decay; it will then suffice
to establish Proposition 7.4 in the special case when p = 2.
Lemma 7.5. For any 1 ≤ p ≤ ∞, ‖Msf‖ℓp . ‖f‖ℓp.
Proof. It suffices to show that for any choice a/q,∣∣∣∣∣∣
∑
Rs(a/q)
S(a/q, b/q)e(b/q · x)φs(x)
∣∣∣∣∣∣ = |φs|(x).
By Lemma 7.3, we need only bound∣∣∣∣∣∑
b≤q
S(a/q, b/q)e(b/q · x)
∣∣∣∣∣ = 1.
But the left-hand side of the foregoing can be re-expressed as
1
q
∑
r≤q
e(−a/q · rd)
∑
b≤q
e(b/q · (x− r)) =
∑
r≤q, r≡x mod q
e(−a/q · rd),
from which the result follows. 
We now turn to the proof of Proposition 7.4, which will follow a similar scheme to
that of Theorem 6.3. Consider the following kernel:
Ks(x, u) :=
∑
1≤b≤r≤2s
∑
1≤b′≤r′≤2s
R(a(x)/q(x), b/r) · e(b/r · x)
× I(x, u, b/r, b′/r′) · e(−b′/r′ · u) · R(a′(u)/q′(u), b′/r′)
where a(x)/q(x) and a′(u)/q′(u) are reduced rationals with denominators that are
between 2s−1 and 2s, and we define
I(x, u, b/r, b′/r′) :=
∑
y
φs(x− y)φs(y − u)e(−y · (b/r − b
′/r′))
and
R (a/q, b/r) :=
1
lcm(q, r)
∑
n≤lcm(q,r)
e
(
−a/q · nd − b/r · n
)
12s−1≤lcm(q,r)<2s.
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The significance of this kernel is that, for an appropriate choice of a(x)
q(x)
, a
′(u)
q′(u)
, we have∑
u
Ks(x, u)f(u) = TsT
∗
s f(x).
for Ts a linearization ofMs. Accordingly, Proposition 7.4 will follow from the following
key claim:
For any choice of a(x)/q(x), a′(u)/q′(u), we may bound
(7.6) |Ks(x, u)| .ǫ 2
(ǫ−1/d2)s|φs ∗ φs(x− u)|.
With this goal in mind, we proceed to the proof.
Proof of Proposition 7.4. Our task is to establish (7.6).
For notational ease, abbreviate
a/q = a(x)/q(x), a′/q′ = a′(u)/q′(u).
By Lemma 7.3, we know that R(a/q, b/r) vanishes unless 2s−1 ≤ q < 2s and r divides
q. By Poisson summation, we also see that I(x, u, b/r, b′/r′) = 0 unless b/r = b′/r′.
Indeed, note that
2−2s ≤
1
rr′
≤ ‖b/r − b′/r′‖T
for b/r 6= b′/r′ with r, r′ ≤ 2s, so that
ϕs(ξ +m+ (b/r − b
′/r′))ϕs(ξ) ≡ 0
for all m ∈ Z (recall ϕs is supported in {|ξ| . 2
−5s}). Consequently, we see that to
establish (6.5), we may replace the left-hand side with∑
θ∈Z/QZ
R(a/q, θ) · e(θx) · φs ∗ φs(x− u) · e(−θu) ·R(a′/q′, θ),
where we set
Q = gcd(q, q′);
for future reference we also set
p :=
q
Q
, p′ :=
q′
Q
.
We now expand out every sum, and use the orthogonality relationship∑
θ∈Z/QZ
e(θ · x) = Q · 1x≡0 mod Q(x).
We get
1
qq′
∑
r≤q, s≤q′
e(−a/q · rd + a′/q′ · sd)
 ∑
θ∈Z/QZ
e((r + x− s− u) · θ)
× φs ∗ φs(x− u),
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so we see that we need bound
(7.7)
1
qq′
·Q ·
∑
s≤q′
∑
i≤p
e
(
−a/q ·
(
s+ (u− x) + (j0 + i)Q
)d
+ a′/q′ · sd
)
= O(2(ǫ−1/d
2)s)
uniformly in x, u. Here, j0 is an integer depending only on q, q
′, x, u.
There are two estimates now available for the double sum: summing in s ≤ q′ and
using Lemma 7.2, we may bound the double sum:
(7.8) .ǫ p ·
(
qq′
Q
)1− 1
d
+ǫ
.
Alternatively, if we sum in i first, and use Hua’s Proposition 7.1, we may bound the
double sum by
(7.9) .ǫ q
′ · p1−
1
d
+ǫ.
If p . 2s/d, the estimate (7.8) leads to the desired bound; otherwise (7.9) is effective:
in particular, we are left with an upper estimate for the left hand side of (7.7) of
.ǫ min{p
1−1/d+ǫ · (q′)ǫ−1/d, pǫ−1/d} ≤ min{p1−1/d+ǫ · 2s(ǫ−1/d), pǫ−1/d} . 2(ǫ−1/d
2)s,
which yields the result. 
8. Approximations
In this section, we construct analytic approximates to the “single scale” multipliers
(8.1) Mj(λ, β) :=
∑
m
ψj(m)e(−λm
d − βm).
Throughout this section, 0 < ǫ ≪ 1 will denote a sufficiently small constant (which
may depend on d, p).
With χ defined as in (3.2), for each j ≥ 1, let
Ξj(t) := 1|t|≤2−c(j)(t),
where c(j) is defined in (6.2) (so in particular 2c(j) ≈ j−Cd,p2dj).
The rationals in the two torus are the union over s ∈ N of the collections
Rs := {(A/Q,B/Q) ∈ T
2 : (A,B,Q) = 1, 2s−1 ≤ Q < 2s}.
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For each s, j ∈ N, define the multiplier
Lj,s(λ, β) :=
∑
(A/Q,B/Q)∈Rs
S(A/Q,B/Q)Hj(λ− A/Q, β − B/Q)Ξj(λ− A/Q)
× χs(λ− A/Q)χs(β − B/Q),
where χs(t) := χ(2
2sdκt) where κ = κ(p) is a sufficiently small number; a continuous
analogue of the sum is given by
Hj(x, y) :=
∫
e(−xtd − yt)ψj(t) dt;(8.2)
and we recall the complete Gauss sum is given by
S(A/Q,B/Q) :=
1
Q
Q−1∑
r=0
e(−A/Q · rd − B/Q · r).(8.3)
Before proceeding, we will use the orthogonality relationship of Gauss sums to
re-express Lj,s(λ, β) in the following convenient form:
Lj,s(λ, β) :=
∑
2s−1≤Q<2s, (A,Q)=1
∑
B≤Q
S(A/Q,B/Q)Hj(λ−A/Q, β − B/Q)Ξj(λ− A/Q)
(8.4)
× χs(λ− A/Q)χs(β −B/Q).
We now employ the beautiful multiplier theory of [14]. Specifically, for each s ≥ 1, let
U2s be as in Theorem 3.5, where 0 < ρ≪ 1 is a sufficiently small constant (depending
on all other parameters; one may think of ρ = κCp,d). Define now the following two
multipliers, the composition of which is Lj,s for s≫ρ 1 sufficiently large:
(8.5)
L1j,s(λ, β) :=
∑
2s−1≤Q<2s, (A,Q)=1
∑
θ∈U2s
Hj(λ−A/Q, β−θ)Ξj(λ−A/Q)χs(λ−A/Q)χs(β−θ)
and
(8.6)
L2s(λ, β) :=
∑
2s−1≤Q<2s, (A,Q)=1
∑
B≤Q
S(A/Q,B/Q)1|λ−A/Q|.2−2sdκ (λ−A/Q)χs(β−B/Q).
Here, χs is defined as is χs. By Proposition 7.4 above, we know that
sup
λ
∣∣∣∣(L2s(λ, β)fˆ(β))∨∣∣∣∣
has ℓp operator norm decaying exponentially in s.
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We will eventually need to estimate
sup
λ
∣∣∣∣∣∣
 ∑
j:jC&2s
L1j,s(λ, β)fˆ(β)
∨∣∣∣∣∣∣ ;
first, though, to dispose of certain “error terms,” we need to estimate
(8.7)
∑
s:2s.jC
sup
λ
∣∣∣∣(Lj,s(λ, β)fˆ(β))∨∣∣∣∣ .
Our tool will be the Sobolev embedding Lemma 3.12. We state the relevant estimates
in the form of the following lemma.
Lemma 8.8. Suppose 2s . jC. Then, in the language of Lemma 3.12, applied to the
multipliers Lj,s, one may take
a(p) .ǫ 2
(ǫ−1/d)s, A(p) .ǫ 2
(ǫ−1/d)s · 2dj
for any 1 < p <∞. Consequently,
‖ sup
λ
∣∣∣∣(L1j,s(λ, β)fˆ(β))∨∣∣∣∣ ‖ℓp .p jC‖f‖ℓp,
and
‖(8.7)‖ℓp . j
C‖f‖ℓp
as well.
Proof. Since Hj(λ, β) is an L
p multiplier uniformly in λ (it’s inverse Fourier transform
is dominated by the continuous Hardy-Littlewood maximal function), by Theorem
3.5, we obtain the desired estimate on a(p); here we used that the cut-offs in λ are
disjointly supported. On the interior of Xj, it’s λ- derivative analogously is a linear
combination of two terms, the first of which, in light of Theorem 3.5, has ℓp norm
bounded by
.ǫ s · 2
(ǫ−1/d)s · 2dj ,
and the second of which has ℓp norm bounded by
.ǫ s · 2
(ǫ−1/d)s · 22
sκd
.ǫ 2
(ǫ−1/d)s · 2dj
provided 2s . jC , since we have chosen κ sufficiently small. The rest follows from
Lemma 3.12; note our use of Proposition 7.1. 
We now define
(8.9) Lj(λ, β) =
∑
s:2s.jC
Lj,s(λ, β),
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where C = Cd,p is the same constant appearing in the definition of Xj , see (6.1), and
decompose that
Mj(λ, β)1Xj(λ) = Lj(λ, β) + Ej(λ, β),
where we have
(8.10) Mj(λ, β) :=
∑
m
e(−λmd − βm)ψj(m),
the jth block of the multiplier. We make two remarks: first, with this definition, it
is clear that Ej(·, β) is supported in Xj; second the multiplier Mj is bounded on ℓ
p,
independent of λ, since its inverse Fourier transform is trivially bounded by MHL.
By the triangle inequality, and the behavior of
(
Mj(λ, ·)fˆ
)∨
in light of Lemma 8.8,
we have the following estimates on the ℓp operator norms of the Fourier multipliers
Ej(λ, β):
Lemma 8.11. For any 1 < p <∞, uniformly in λ we have:
‖
(
Ej(λ, β)fˆ(β)
)∨
‖ℓp . j
C · ‖f‖ℓp;
for λ in the interior of Xj we also have
‖
(
∂λEj(λ, β)fˆ(β)
)∨
‖ℓp . j
C · 2dj · ‖f‖ℓp.
We now refine this estimate in ℓ2, in the following Proposition.
Proposition 8.12. Uniformly in (λ, β) ∈ T2, λ ∈ Xj, the following estimates hold:
(8.13) |Ej(λ, β)| . j
− 1
2κ ,
and for λ in the interior of Xj, for any β ∈ T we have
(8.14) |∂λEj(λ, β)| . 2
dj .
Interpolating between Lemma 8.11 and Proposition 8.12, yields the following Propo-
sition.
Proposition 8.15. Let 1 < p <∞, and suppose κ = κ(p) has been chosen sufficiently
small. Then the error term ∑
j≥1
sup
λ
∣∣∣∣(Ej(λ, β)fˆ(β))∨∣∣∣∣
is bounded on ℓp.
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Proof. In the language of Lemma 3.12, we have the following estimates on
(
Ej(λ, β)fˆ(β)
)∨
:
a(p) . j−cp/κ, A(p) . jC · 2dj .
The result follows from Lemma 3.12 and the triangle inequality. 
We turn to the proof of Proposition 8.12, which is a standard application of the
Hardy-Littlewood method in exponential sums. A core definition in this method is
that of major boxes, which we define slightly differently here than in Definition 6.7
above.
Definition 8.16. For (A/Q,B/Q) ∈ Rs, where s ≤ jǫ, define the jth major box at
(A/Q,B/Q) to be the rectangle in T2 given by
Mj(A/Q,B/Q) :=
{
(λ, β) ∈ T2 : ‖λ− A/Q‖T ≤ 2
(ǫ−d)j , ‖β − B/Q‖T ≤ 2
(ǫ−1)j
}
.
We collect the major boxes
Mj :=
⋃
(A,B,Q)=1:Q≤2ǫj
Mj(A/Q,B/Q).
The union above is over disjoint sets: if
(λ, β) ∈Mj(A/Q,B/Q) ∩Mj(A
′/Q′, B′/Q′),
and A/Q 6= A′/Q′, then
2 · 2(ǫ−d)j ≥ |A/Q− λ|+ |A′/Q′ − λ| ≥ |A/Q− A′/Q′| ≥
1
22ǫj
,
which is a contradiction for ǫ > 0 sufficiently small. If A/Q = A′/Q′, then necessarily
B/Q 6= B′/Q′ and the same argument applies.
On any fixed major box, we have this approximation of Mj(λ, β), which is at the
core of the proof of Theorem 8.12.
Lemma 8.17. For 1 ≤ s ≤ ǫj, (A/Q,B/Q) ∈ Rs, and (λ, β) ∈Mj(A/Q,B/Q), we
have the approximation
(8.18) Mj(λ, β) = S(A/Q,B/Q)Hj(λ− A/Q, β − B/Q) +O(2
(2ǫ−1)j).
The terms above are defined in (8.10), (8.3), and (8.2), respectively.
In particular, if (A/Q,B/Q) ∈ Rs, and (A,Q) > 1, then Mj(λ, β) = O(2
(2ǫ−1)j).
This argument essentially appeared as [11, Lemma 4.14], in the case where d = 2.
The proof in this case is entirely analogous.
Proof. Throughout the proof we write
λ = A/Q+ ηd, β = B/Q+ η1,
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where |ηd| ≤ 2
(ǫ−d)j, and |η1| ≤ 2
(ǫ−1)j.
The sum Mj(λ, β) is over integers, positive and negative, in the support of ψj . We
consider the sum over positive m, and decompose into residue classes modQ. Thus
write m = pQ + r, where 0 ≤ r < Q ≤ 2jǫ, and the integers p take values in an
interval [c, d] = [cj(Q), dj(Q)], in order to cover the support of ψj .
The argument of the exponential in (8.10) is, after reductions modulo 1,
λmd + βm = (A/Q+ ηd)(pQ + r)
d − (B/Q + η1)(pQ + r)
≡ rd · A/Q + r · B/Q+ (pQ)d · ηd + pQ · η1 +O(2
(2ǫ−1)j).
That is, we can write
e(−λmd − βm) = e(−rdA/Q− r · B/Q− (pQ)d · ηd − pQ · η1) +O(2
(2ǫ−1)j).
Then, we can write the sum
∑
m≥0 e(−λm
d − βm)ψj(m) as follows.
∑
p∈I
Q−1∑
r=0
e
(
− (rd · A/Q+ r · B/Q+ (pQ)d · ηd + pQ · η1)
)
ψj(pQ + r) +O(2
(2ǫ−1)j)
=
Q−1∑
r=0
e(−rd · A/Q− r ·B/Q)×
∑
p∈I
e(−ηd · (pQ)
d − η1 · pQ)ψj(pQ) +O(2
(2ǫ−1)j),
= S(A/Q,B/Q)×Q ·
∑
p∈I
e(−ηd · (pQ)
d − η1 · pQ)ψj(pQ) +O(2
(2ǫ−1)j).
Above, we have appealed to several elementary steps. One of these is that
∑
j|ψj(m)| .
1. Some additional terms in r have been added, so that the sum over p and r are over
independent sets. These additions are absorbed into the Big-O term. The argument
of ψj is changed from pQ + r to pQ, in view of the fact that the derivative of ψj
is at most 2−2j , with the change also being absorbed into the Big-O term. Finally,
we appeal to the definition of the Weyl sum in (8.3) in order to have S(A/Q,B/Q)
appear in the last line.
Comparing (8) to the desired conclusion (8.18), we show that
(8.19) Q·
∑
p∈I
e(−ηd ·(pQ)
d−η1 ·pQ)ψj(pQ) =
∫ ∞
0
e(−ηdt
d−η1t)ψj(t) dt+O(2
(2ǫ−1)j).
The same argument to this point will apply to the sum over negative m, so that our
proof will then be complete.
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But the proof of (8.19) is straight forward. For fixed p ∈ I, and 0 ≤ t ≤ Q, we
have∣∣e(−ηd · (pQ)d − η1 · pQ)ψj(pQ)− e(−ηd · (pQ+ t)2 − η1 · (pQ+ t))ψj(pQ+ t)∣∣
. |e(−ηd · (pQ)
d)− e(−ηd · (pQ + t)
d)|2−j
+ |e(−η1 · pQ)− e(−η1 · (pQ + t))|2
−j
+ |ψj(pQ)− ψj(pQ+ t)|.
Each of the three terms on the right is at most O(2(2ǫ−2)j). In view of the fact that
there are Q|I| . 2j summands on the left in (8.19), this is all that we need to conclude
the inequality in (8.19). The three terms on the right above are bounded in reverse
order. Since the derivative of ψj is at most 2
−2j ,
|ψj(pQ)− ψj(pQ+ t)| . 2
−2jt . 2(ǫ−2)j ,
since 0 ≤ t ≤ Q ≤ 2ǫj. Recalling that |η1| ≤ 2
(ǫ−1)j , there holds
2−j · |e(−η1 · pQ)− e(−η1 · (pQ+ t))| ≤ t2
−j · |η1| ≤ 2
(2ǫ−2)j .
Recalling that |ηd| ≤ 2
(ǫ−d)j , there holds
2−j|e(ηd · (pQ)
d)− e(ηd · (pQ + t)
d)| . t(pQ)d−1 · 2−j|ηd| . 2
(2ǫ−2j).
Thus, (8.19) holds.

This Lemma is motivated by [1, Lemma 4.6].
Lemma 8.20. For ǫ > 0 sufficiently small, there exists an η = η(ǫ) > 0 so that the
following estimates are satisfied for all integers j ≥ 1:
First, for s : 2s . jC, there holds∑
1≤s′ 6=s:2s,2s′.jC
|Lj,s′(λ, β)| . j
C2−j/2 (λ, β) ∈
⋃
(A/Q,B/Q)∈Rs
Mj(A,B,Q).
For any (λ, β) ∈Mj(A,B,Q) with (A/Q,B/Q) ∈ Rs for 2
s . jC
(8.21) |Mj(λ, β)− Lj,s(λ, β)| . j
− 1
2κ .
For any (λ, β) ∈Mj(A,B,Q) with (A/Q,B/Q) ∈ Rs for j
C ≪ 2s . 2ǫj
|Mj(λ, β)1Xj(λ)| . 2
(2ǫ−1)j ,
and
|Lj(λ, β)| . 2
−ǫj/2.
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Finally,
|Mj(λ, β)| . 2
−ηj , |Lj(λ, β)| . 2
−ǫj/2 (λ, β) 6∈Mj.
Combining the points of the Lemma, we quickly prove Proposition 8.12.
Proof of Proposition 8.12, Assuming Lemma 8.20. Off the major boxes centered at
rational points with denominators . jC , the result is clear, since both terms have
a power savings. Consider the converse case, where the denominator has magnitude
≈ 2s0 for some 2s0 . jC .
We express
Ej(λ, β) =Mj(λ, β)− Lj(λ, β) = (Mj(λ, β)− Lj,s0(λ, β)) +
∑
s:2s.jC ,s 6=s0
Lj,s(λ, β)
and consolidate, to obtain (8.13); (8.14) is just a trivial derivative estimate. 
Proof of Lemma 8.20. One first observes that
{χs(λ−A/Q)χs(β − B/Q) : (A/Q,B/Q) ∈ Rs}
are disjointly supported in (λ, β).
First suppose that (λ, β) ∈ Mj(A/Q,B/Q) for some 2
s0−1 ≤ Q < 2s0 . jC . The
first observation is that for any (A′/Q′, B′/Q′) ∈ Rs,
2−2s . |A/Q−A′/Q′|+ |B/Q−B′/Q′|,
and thus
2−2s . |λ− A′/Q′|+ |β − B′/Q′|
as well. Consequently, we have the estimate
|Hj(λ− A
′/Q′, β − B′/Q′)| . (2j2−2s)−1/2 . jC2−j/2,
so ∑
s:2s.jC ,s 6=s0
Lj,s(λ, β) = O(j
C2−j/2)
on Mj(A/Q,B/Q).
To establish (8.21), up to an error of O(2(2ǫ−1)j), it suffices to compare
(8.22) S(A/Q,B/Q)Hj(λ− A/Q, β − B/Q) · (1− χs(λ− A/Q)χs(β −B/Q)) .
If j ≫d 2
κs/d, then (8.22) vanishes identically. Otherwise,
2s & jd/κ,
and the decay of the Weyl sum allows one to estimate
(8.22) = O(2(ǫ−1/d)s) = O(2−
s
2d ) = O(j−
1
2κ ).
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Next, assume that λ ∈ Xj, and that for some β, (λ, β) ∈ Mj(A/Q,B/Q) for some
(A/Q,B/Q) ∈ Rs with j
C ≪ 2s . 2ǫj. If (A,Q) > 1, then we are done, so – seeking
a contradiction – we may assume that (A,Q) = 1 is reduced, so that we have
(8.23) |λ−A/Q| . 2(ǫ−d)j
for some jC ≪ Q . 2ǫj. But, λ ∈ Xj, which means that there is some reduced
rational a/q, with q . jC , so that
(8.24) |λ− a/q| . jC2−dj.
Taking into account (8.23) and (8.24), we are left with the following chain of inequal-
ities:
1
jC2ǫj
. |a/q −A/Q| . 2(ǫ−d)j
which yields our desired contradiction.
Next, suppose that
(λ, β) /∈
⋃
Q.jC
Mj(A/Q,B/Q),
so that whenever
|λ−A/Q| . 2(ǫ−d)j , |β −B/Q| . 2(ǫ−1)j ,
necessarily we have Q≫ jC . So,
(8.25) |Hj(λ− A/Q, β − B/Q)| . 2
−ǫj/2
for any (A/Q,B/Q) ∈ Rs, 2
s . jC , so
|Lj(λ, β)| . 2
−ǫj/2,
upon taking into account the geometric decay of the Gauss sums. The key estimate
we used in establishing (8.25) is the stationary phase estimate,
|Hj(x, y)| . (1 + 2
dj |x|+ 2j|y|)−1/2,
which follows by standard arguments (see, for instance, the proof of [11, Lemma
4.18]). This same argument applies to the case where (λ, β) /∈Mj.
As for Mj(λ, β), by Dirichlet’s principle, we may choose two reduced rationals
a/q, b/r, with q . 2(d−ǫ)j , r . 2(1−ǫ)j ,
so that
|λ− a/q| .
1
q2(d−ǫ)j
, |β − b/r| .
1
r2(1−ǫ)j
.
By [20, Corollary, p. 1304], we know that Mj(λ, β) = O(2
−ηj) unless both q, r . 2η
′j
for some η which goes to zero with η′. But then Q := lcm(q, r) . 22η
′j; setting
A/Q = a/q, B/Q = b/r exhibits (λ, β) ∈ Mj(A/Q,B/Q) if η
′ is sufficiently small.
This contradiction shows that we indeed have Mj(λ, β) = O(2
−ηj), as desired. 
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9. Completing the Proof, p ≥ 2
With the approximations from the previous section in mind, we decompose our
maximal operator
Cdf ≤ sup
λ
∣∣∣∣∣∑
j≥1
1Xj (λ)
(
Mj(λ, β)fˆ(β)
)∨∣∣∣∣∣+∑
j≥1
sup
λ/∈Xj
∣∣∣∣(Mj(λ, β)fˆ(β))∨∣∣∣∣
≤ sup
λ
∣∣∣∣∣∑
j≥1
(
Lj(λ, β)fˆ(β)
)∨∣∣∣∣∣+∑
j≥1
sup
λ/∈Xj
∣∣∣∣(Mj(λ, β)fˆ(β))∨∣∣∣∣+∑
j≥1
sup
λ
∣∣∣∣(Ej(λ, β)fˆ(β))∨∣∣∣∣ ,
where the second and the third term have bounded ℓp norm by Theorem 6.3 and
Proposition 8.15. Here, Mj , Lj and Xj are defined in (8.1), (8.9), and (6.1) respec-
tively.
We now reverse the order of summation to consider the following family of maximal
functions, indexed by s ≥ 1:
(9.1) sup
λ
∣∣∣∣∣∣
∑
j:jC&2s
(
Lj,s(λ, β)fˆ(β)
)∨∣∣∣∣∣∣ ,
with Lj,s defined in (8.4).
Our task now is to produce estimates on ‖(9.1)‖ℓp that sum in s ≥ 1. After
excluding finitely many s .ρ 1, which we are free to do,
8 we write∑
j:jC&2s
Lj,s(λ, β)
=
∑
Rs
S(a/q, b/q)
∑
j:jC&2s
Hj(λ− a/q, β − b/q)Ξj(λ− a/q)χs(λ− a/q)χs(β − b/q)
as a composition of the following two multipliers:
(9.2)
∑
j:jC&2s
L1j,s(λ, β)
and
L2s(λ, β),
see (8.5) and (8.6) above. The ℓp norm of
(9.3) sup
λ
∣∣∣∣((9.2)fˆ(β))∨∣∣∣∣
8The issue is estimating the maximal function (9.3) below in this regime; but, one may simply
appeal to Remark 5.9.
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is bounded by a constant multiple of s22sρ by Theorem 5.8 above. By Proposition
7.4, we may bound
sup
λ
∣∣∣∣(L2s(λ, β)fˆ(β))∨∣∣∣∣
on ℓp by
2−ηs‖f‖ℓp.
In particular, we have the following upper bound for the sth maximal operator (9.1):
‖(9.1)‖ℓp . s · 2
(2ρ−η)s‖f‖ℓp, η = η(d, p) > 0;
since this estimate sums in s ≥ 1 for ρ sufficiently small, the proof is complete.
10. Extensions to 2− 1
d2+1
< p ≤ 2
In this section we sketch how to push our estimates below p = 2. This argument is
L2-based, and does not rely upon the multiplier theory of [16], but on multi-frequency
estimates when the frequencies form a cyclic subgroup, and interpolation.
10.1. A Multi-Frequency Estimate for Cyclic Subgroups. Let s ≥ 1 be an
integer, and Q an integer of size 1 ≤ Q ≤ 2s. With k0 ≥ 2
Cs for some (sufficiently
large) C ≫ 1, for each 0 < λ ≤ 1, define k(λ) to be the integer, j, with
λ · j−C2dj ≈ 1
(the implicit constants vary by a multiplicative factor of 2, see (5.7) above). Then,
define the function
(10.1) ρλ(t) :=
∑
k0≤k≤k(λ)
e(λtd)ψk(t);
9
note that convolution with ρλ are uniformly bounded on L
p, 1 < p <∞. Finally, for
Ds & 2
Cs for some sufficiently large C, define
χs(β) := χ(Dsβ),
and similarly for χs. Consider the following class of maximal functions:
PQ,sf := sup
λ
∣∣∣∣∣∑
B≤Q
e(B/Qx)ρλ ∗
(
χsfˆ(·+B/Q)
)∨
(x)
∣∣∣∣∣ .
By an application of [13, Corollary 2.1] and [21],10 we have the following proposition.
Proposition 10.2. For any 1 < p <∞, uniformly in Q ≤ 2s, and s ≥ 1,
‖PQ,sf‖ℓp .p ‖f‖ℓp.
9Since our estimates will be uniform in k0, we have chosen to suppress the dependence of ρλ on this parameter.
10See the remarks below (5.18)
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10.2. A Multi-Frequency Estimate for General Frequencies: L2 Theory.
We will need the following multi-frequency maximal estimate when the frequencies
enjoy no arithmetic structure. In particular, by using the techniques of §5, one may
establish the following theorem.
Theorem 10.3. With the Tλ as defined in (5.6), for any collection of N τ -separated
frequencies,
‖Tdf‖ℓ2 . log
2N · ‖f‖ℓ2.
We briefly sketch the (minor) changes in the argument of §5 needed to prove this
theorem. First, one subdivides into four cases according to whether l < −Cd logN ,
|l| ≤ Cd logN , and l > Cd logN . For the first case, one uses Bourgain’s estimate
for Mf , and [11, Lemma 3.12] to estimate the multi-frequency maximally truncated
the Hilbert transform, rather than Proposition 5.11. The “critical regime” becomes
straight-forward, as the pertaining square functions may be simply estimated on ℓ2
by Plancherel, which reduces the problem to single frequency estimates; in particular,
the norm loss in the critical regime, |l| .d logN , is
1 + min{2l, 2−l} log2N,
see [11, Lemma 3.16]. (Alternatively, one may simply replace the single-frequency
multiplier [11, Lemma 2.9], which does not apply when d ≥ 3, with the square
function approach of §5; the additional truncations cause no real trouble). The final
case is treated using Lemma 5.17.11
10.3. Completing The Proof, 2− 1
d2+1
< p ≤ 2. Rather than decomposing
Lj,s = L
1
j,sL
2
s,
we replace L1j,s with
L0j,s(λ, β) :=
∑
Q<2s, (A,Q)=1
∑
1≤B≤Q
Hj(λ−A/Q, β−B/Q)Ξj(λ−A/Q)χs(λ−A/Q)χs(β−B/Q).
We need to estimate
(10.4) sup
λ
∣∣∣∣∣∣
 ∑
j:jC&2s
L0j,s(λ, β)fˆ(β)
∨∣∣∣∣∣∣ ,
or more simply, the majorant of (10.4),
(10.5) sup
λ
∣∣∣∣∣∣
∑
θ∈Γs
∑
j:jC&2s
Hj(λ, β − θ)Ξj(λ)χs(β − θ)fˆ(β)
∨∣∣∣∣∣∣ ,
11Alternatively, one may simply follow Bourgain’s argument, [3, §4], substituting the variational
estimate of [7], see the remarks below Lemma 11.4, for the analogous one concerning the Lebesgue
averaging operators. Variational estimates will be introduced and discussed in §11 below.
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where
Γs := {B/Q reduced : 1 ≤ B ≤ Q < 2
s}
has |Γs| ≤ 2
2s.
By Theorem 10.3, the ℓ2 norm of (10.5) is bounded in norm by
. log2 |Γs| ≤ log
2(22s) . s2.
On ℓp for p < 2, we use Mo¨bius inversion to dominate (10.5) by (essentially) 2s multi-
frequency maximal functions taken over cyclic subgroups. To this end, we dominate
(10.5) ≤
∑
Q<2s
sup
λ
∣∣∣∣∣∣
 ∑
1≤B≤Q, (B,Q)=1
∑
j:jC&2s
Hj(λ, β − B/Q)Ξj(λ)χs(β − B/Q)fˆ(β)
∨∣∣∣∣∣∣
=:
∑
Q<2s
PQ,sµ f.
We will estimate
‖PQ,sµ f‖ℓp .ǫ 2
ǫs‖f‖ℓp, 1 < p <∞;
this will allow us to estimate
(10.6) ‖(10.4)‖ℓp .ǫ 2
(ǫ+2/p−1)s‖f‖ℓp
by interpolation with Theorem 10.3. To estimate PQ,sµ f , we apply Mo¨bius inversion:
∑
1≤a≤q, (a,q)=1
F (a/q) =
∑
d|q
µ(q/d)
d∑
a=1
F (a/d)
to dominate
PQ,sµ f ≤
∑
D|Q
sup
λ
∣∣∣∣∣∣
 D∑
B=1
∑
j:jC&2s
Hj(λ, β −B/D)Ξj(λ)χs(β −B/D)fˆ(β)
∨∣∣∣∣∣∣ ;
using the divisor bound,
|{divisors of q}| .ǫ q
ǫ ≤ 2ǫs,
we conclude (10.6) by an application of Proposition 10.2.
But now,
(10.7) ‖ sup
λ
|
(
L2s(λ, β)fˆ(β)
)∨
|‖ℓp .ǫ 2
(ǫ− 1
d2p′
)s
‖f‖ℓp, 1 < p ≤ 2
by interpolation, so by combining (10.6) and (10.7) we complete the proof of Theorem
1.1.
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11. Pointwise Convergence
In this section we turn to the measure-preserving setting : (X, µ, T ) will denote a σ-
finite measure space, equipped with an invertible measure-preserving transformation,
T . By transferring an oscillation inequality from the integers, a technique introduced
by Bourgain in his work on pointwise convergence of ergodic averages along monomial
sequences [1, §7], we will prove pointwise convergence µ-a.e.
lim
λ→0
∑
m6=0
Tmf ·
e(−λmd)
m
=: lim
λ→0
Cλf
for L2(X) functions (in this section we will suppress the dependence on d). By
transferring our maximal inequality to the measure-preserving setting [4], we may
extend this to all Lp(X) functions, 2− 2
d2+2
< p <∞, which will yield Theorem 1.2.12
Following Bourgain, we will seek a contradiction by assuming that, for any ǫ > 0,
for any sequence of intervals
Ii := (2
−dji+1, 2−dji], 1 ≤ i ≤ J,
we have the estimate
µ
({
sup
λ∈Ii
|Cλf − Cλif | ≫ ǫ
})
≫ ǫ > 0,
where we set λi := 2
−dji, and ǫ > 0 is an arbitrarily small positive number (indepen-
dent of J).
By our maximal inequality, it suffices to assume that ‖f‖∞ ≤ 1. One pointwise
reduction before we turn to the argument proper. Set li := ji + C log ǫ. Then, for
λ ∈ Ii, we may bound
|Cλf(x)−Cλif(x)| ≤ Cǫ
C+
∣∣∣∣∣∑
j≥li
∑
m
Tmf(x)ψj(m)e(−λm
d)−
∑
j≥li
∑
m
Tmf(x)ψj(m)e(−λim
d)
∣∣∣∣∣ .
In particular, we will re-define
Cλf :=
∑
j≥li
∑
m
Tmf · ψj(m)e(−λm
d)
for λ ∈ Ii. We now present the main result of this section, which will yield the desired
contradiction.
12Strictly speaking, for transference purposes, our Carleson operators should have an additional
supremum taken over truncations. But, the additional complications arising from this modification
are of a formal nature, and in particular the same Lp estimates are obtained, with only minor changes
to the argument: the most significant observation is that the analogous continuous (maximally
truncated) operator is Lp bounded, see the remarks following Lemma 5.17.
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Theorem 11.1. We have the following estimate: there exists an absolute κ > 0 so
that ∑
1≤i≤J
‖max
λ∈Ii
|Cλf − Cλif |‖
2
L2(X) . J
1−κ‖f‖2L2(X)
as J →∞.
Remark 11.2. By transference and the ℓ2 boundedness of Cdf , we may assume with-
out loss of generality that i ≫ǫ J
1−κ′ for some κ′ > 0; in particular, we will assume
that li ≈ ji throughout.
By transference, it suffices to prove Theorem 11.1 in the special case of the integer
model with the shift: ∑
1≤i≤J
‖max
λ∈Ii
|Cλf − Cλif |‖
2
ℓ2 . J
1−κ‖f‖2ℓ2,
where Cλf is now given by
Cλf(x) :=
∑
j≥li
∑
m
f(x−m) · ψj(m)e(−λm
d)
=
(∑
j≥li
Mj(λ, β)fˆ(β)
)∨
(x).
Amajor tool in proving these types of oscillatory estimates are the use of variational
operators, classically used in probability theory to give quantitative information on
rates of convergence, and first used in this context by Bourgain in [3].
Definition 11.3. For any sequence of scalars {aλ : λ}, for any 0 < r <∞, we define
Vr(aλ : λ) := sup
(∑
i
|aλi − aλi+1 |
r
)1/r
,
where the supremum is taken over all finite increasing subsequences; the endpoint
V∞(aλ : λ) := sup
λ,µ
|aλ − aµ|
is just defined to by the diameter of the set (which is controlled by supλ |aλ|). For a
collection of operators {Aλ : λ} for which
λ 7→ Aλf(x)
is (almost everywhere) continuous, we define
Vr(Aλf : λ)(x) := V
r(Aλf(x) : λ).
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We remark that if Vr(aλ) < ∞ for some r < ∞, we automatically have conver-
gence of the sequence {aλ}; in particular, norm estimates for V
r(Aλf) proves almost
everywhere pointwise convergence of the {Aλf}. The key inequality that we will use
is that, for any collection of intervals {I1, . . . , IJ}, and any operators {Aλ} indexed
by λ, we may bound pointwise( ∑
1≤i≤J
max
λ∈Ii
|Aλf − Aλif |
2
)1/2
≤ J1/2−1/r · Vr(Aλf), r ≥ 2;
in particular, ℓ2 estimates on Vr(Aλf) lead to the types of estimates needed to prove
Theorem 11.1.
The key variational estimate that we will need is the following “single-frequency”
estimate for oscillatory integrals, which is a consequence of [7, Theorem 1.1], an r-
variational result for r, p > 2, the main result of [21], a maximal/“∞-variational”
result for p near 1, and the interpolation argument of [10, §7], see [7, Figure 1].
Lemma 11.4. With ρλ as in (10.1), we have the following variational estimate: there
exists13 2 < r0 <∞ so that
‖Vr0(ρλ ∗ f : λ)‖2 . ‖f‖2.
In [7], this result was proven without the spatial truncations,
k0 ≤ k ≤ k(λ);
but the arguments there are sufficiently robust to extend to this setting with only
formal modifications.
With these preliminaries in mind, we turn to the proof of Theorem 11.1, which
we present in the following subsection. This argument follows a similar line to the
analogous argument of [3, §6].
11.1. Proof of Theorem 11.1. There is no loss of generality in restricting to i &
J1−κ
′
for some κ′ > 0, by our L2 theory. We bound
sup
Ii
|Cλf − Cλif |
≤ sup
Ii
∣∣∣∣∣
(∑
j≥li
(
Lj(λ, β)− Lj(λi, β)
)
fˆ(β)
)∨∣∣∣∣∣
+ 2
∑
j≥li
sup
λ
∣∣∣∣(Ej(λ, β)fˆ(β))∨∣∣∣∣ .
By Proposition 8.12 and Lemma 3.12, the ℓ2 norm of the second term on the right is
. l−Ci . j
−C
i . i
−C . J−κ
13In fact, every 2 < r0 <∞ satisfies the below estimate
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for some absolute κ > 0, so we may discard the sum in J1−κ
′
≤ i ≤ J of the error
terms. We now majorize
sup
Ii
∣∣∣∣∣
(∑
j≥li
(
Lj(λ, β)− Lj(λi, β)
)
fˆ(β)
)∨∣∣∣∣∣
≤ sup
Ii
∣∣∣∣∣∣
 ∑
s:2s.lCi
∑
j≥li
(
Lj,s(λ, β)− Lj,s(λi, β)
)
fˆ(β)
∨∣∣∣∣∣∣
+ sup
Ii
∣∣∣∣∣∣
 ∑
s:2s≫lCi
∑
jC&2s
(
Lj,s(λ, β)− Lj,s(λi, β)
)
fˆ(β)
∨∣∣∣∣∣∣ .
If we majorize this final term by a constant multiple of
∑
s:2s≫lCi
sup
λ
∣∣∣∣∣∣
∑
jC&2s
Lj,s(λ, β)fˆ(β)
∨∣∣∣∣∣∣ ,
which has ℓ2 norm
.
∑
s:2s≫lCi
s22(ǫ−
1
2d2
)s . l−κ
′
i . j
−κ′
i . J
−κ,
we see that it suffices to prove
J∑
J1−κ′
‖ sup
Ii
∣∣∣∣∣∣
 ∑
s:2s.lCi
∑
j≥li
(
Lj,s(λ, β)− Lj,s(λi, β)
)
fˆ(β)
∨∥∥∥∥∥∥
2
ℓ2
. J1−κ‖f‖2ℓ2,
In fact, by the triangle inequality, Proposition 7.4, and Cauchy-Schwartz, it suffices
to prove
∑
s≥1
2(ǫ−1/d
2)s ×
∑
J1−κ′≤i≤J :lCi &2
s
‖ sup
Ii
∣∣∣∣∣
(∑
j≥li
(
L0j,s(λ, β)− L
0
j,s(λi, β)
)
fˆ(β)
)∨∥∥∥∥∥
2
ℓ2
. J1−κ‖f‖2ℓ2.
By our ℓ2 theory, we may assume that s ≤ κ
′
r0
log J , since the contribution above this
cut-off is bounded by a constant multiple of(
κ′
r0
log J
)4
2
(ǫ−1/d2)·
(
κ′
r0
log J
)
× J × ‖f‖2ℓ2 . J
1−κ′′ × ‖f‖2ℓ2.
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We now need to estimate, for s ≤ κ
′
r0
log J ,
(11.5)
 J∑
i=J1−κ′
|Ts,if |
2
1/2
in ℓ2, where
Ts,if := sup
λ∈Ii
∣∣∣∣∣
(∑
j≥li
(
L0j,s(λ, β)− L
0
j,s(λi, β)
)
fˆ(β)
)∨∣∣∣∣∣× 1i:lCi &2s .
We are now free to use the fact that we are only dealing with an acceptably small
number of frequencies to dominate
(11.5) ≤
Ns∑
n=1
 J∑
i=J1−κ′
sup
λ∈Ii
|
(
ρλ − ρλi
)
∗
(
χsfˆ(·+ θn)
)∨
|2
1/2
≤
Ns∑
n=1
J1/2−1/r0 · Vr0
(
ρλ ∗
(
χsfˆ(·+ θn)
)∨
: λ
)
,
where r0 is as in Lemma 11.4, and Ns = |Γs| ≤ 2
2s. By Lemma 11.4 and Lemma 3.4,
we may estimate
‖Vr0
(
ρλ ∗
(
χsfˆ(·+ θn)
)∨
: λ
)
‖ℓ2 . ‖f‖ℓ2,
so we may bound
‖(11.5)‖ℓ2 .
∑
s≤ κ
′
r0
log J
22s · J1/2−1/r0‖f‖ℓ2 + J
1/2−κ′‖f‖ℓ2
. J1/2−κ‖f‖ℓ2,
which completes the proof of convergence.
12. Appendix: The Proof of Lemma 4.14
The (technical) proof of Lemma 4.14, reproduced below, will follow from stationary
phase considerations.
Lemma 12.1. For any (large) N , one may decompose Gλ = Aλ +
∑′
±B
±
λ , which
satisfy the following estimates, independent of λ:
|Aλ ∗ f | .N 2
−lNMHL
(
ζ(2k−l·)fˆ
)∨
pointwise, and
B̂±λ (ξ) = 2
−l/2 · e(±cdλ
−1/(d−1)ξd/(d−1)) ·m(ξ, λ) · ζ(2k−lξ),
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for some |cd| ≈d 1; in the case where d is odd, we replace ζ with ζ · 1ξ<0 throughout
(which satisfies all the same differential inequalities as does ζ itself). Here
sup
λ
|∂jξm(ξ, λ)| .j |ξ|
−j, j ≥ 0, ξ 6= 0.
In particular, we may decompose
B̂±λ (ξ) = Ô
±
λ (ξ)M̂λ(ξ),
where
Ô±λ (ξ) := 2
−l/2 · e(±cdλ
−1/(d−1)ξd/(d−1)) · ζ(2k−lξ),
and
M̂λ(ξ) := m(ξ, λ) · ζ(2
k−lξ)
satisfies
|Mλ(x)| .N 2
l−k(1 + |2l−kx|)−N .
Here
∑′
± means that the “minus” term appears only when d is odd.
The key point is that the phase
(4.2) = ϕk(t, ξ) = −2−l
(
λ2kdtd + ξ2kt
)
has a critical point (possibly two) in t at |t(ξ)| = |t(λ, ξ)| ≈ 1, where t(ξ) is defined
via the relationship
(12.2) dλ2k(d−1)t(ξ)d−1 = −ξ.
In the case where d is even, t(ξ) is uniquely defined,
t(ξ) = −(dλ)−1/(d−1) × 2−k × sgn(ξ)|ξ|1/(d−1),
otherwise t(ξ) is given by
(dλ)−1/(d−1) × 2−k ×±|ξ|1/(d−1),
when ξ < 0; otherwise the phase has no critical points.
There are only ≤ 2 solutions to (12.2), we will only work with the maximal one,
as the other can be treated similarly. Note that t(ξ) is an analytic function of ξ for
|ξ| ≈ 2l−k (and thus |t(ξ)| ≈ 1).
Differentiating (12.2) with respect to ξ leads to the identity
(d− 1)ξ · ∂ξt(ξ) = −t(ξ),
or
∂ξt(ξ) = −
t(ξ)
(d− 1)ξ
.
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If we Taylor expand ϕk(t, ξ) about t(ξ), we have
ϕk(t, ξ) = ϕk(t(ξ), ξ) +
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
(t− t(ξ))j
= −
d+ 1
d
2k−lt(ξ) · ξ +
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
(t− t(ξ))j
= −(d+ 1)λ2kd−lt(ξ)d +
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
(t− t(ξ))j.
Inserting this into the bracketed expression in (4.3), we decompose into the inverse
Fourier transform of two terms, as in Proposition 4.14:
(12.3)
Âλ(ξ) := e(−(d+1)λ2
kdt(ξ)d)
∫
e(2l
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
sj)ψ(s+t(ξ))(1−Ξ0(s)) ds·ζ(2
k−lξ)
and
B̂+λ (ξ) := e(−(d+1)λ2
kdt(ξ)d)
∫
e(2l
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
sj)ψ(s+ t(ξ))Ξ0(s) ds ·ζ(2
k−lξ)
where Ξ0 is a smooth approximation to the indicator function of a tiny ball near the
origin. We will assume that the support of Ξ0 is sufficiently small – independent of
k, l. We have the following stationary phase lemma.
Lemma 12.4. For any λ ≈ 2l−dk,
|Aλ(x)| .N
{
2−lN−k if |x| . 2k
2l−k(2l−k|x|)−N if |x| ≫ 2k.
Proof. Since we have excised the critical point in the support of the integral in (12.3),
we have the pointwise estimate,
|Âλ| .N 2
−lN1|ξ|≈2l−k ,
which yields,
|Aλ(x)| .N 2
−lN−k;
we will use this bound when |x| . 2k. In the complementary regime, by change of
variables, we see that there exist a collection of non-zero constants,
{cλ, c
′
λ, cλ,1, . . . , cλ,d},
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all about 1 in magnitude, uniformly in λ (these constants vary linearly in λ, and we
have normalized our phase appropriately) so that we may write
Aλ(x) = cλ2
l−k
∫
Ω(s, t)e(2l · Φ(x, s, t)) dsdt,
where
Ω(s, t) = (1− Ξ0)(s)ψ(s+ t)ζ(c
′
λt
d−1)td−2
is a nice bump function, and the phase Φ(x, s, t) is given by
Φ(x, s, t) := cλ,1(2
−kx−
d+ 1
d
t)td−1 +
d∑
j=2
cλ,jt
jsj .
But, when |x| ≫ 2k, |∇Φ(x, s, t)| ≈ |x2−k| uniformly on the support of Ω(s, t), so the
result follows by the principle of non-stationary phase. 
We now turn to an analysis of B+λ . As per Proposition 4.14, we will view B
+
λ as a
product
(12.5) 2−l/2 × e(−(d + 1)λ2kdt(ξ)d)ζ(2k−lξ)
and
(12.6) 2l/2 ×
∫
e(2l
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
sj)ψ(s+ t(ξ))Ξ0(s) ds · ζ(2
k−lξ),
where we replace ζ by ζ1ξ<0 if d is odd.
But, (12.5) is precisely Ô+λ (ξ), upon replacing
−(d+ 1)λ2kdt(ξ)d = −
d + 1
d
· d−1/(d−1) × λ−1/(d−1)ξd/(d−1) =: cdλ
−1/(d−1)ξd/(d−1),
where ξd/(d−1) is defined in (4.1).
We turn to (12.6), which we need to prove has an appropriately decaying inverse-
Fourier transform (adapted to spatial scales 2k−l). In particular, we will prove that
(12.6) is a dyadic piece of a (regular enough) Caldero´n-Zygmund kernel, and hence its
inverse Fourier transform is bounded by an averaging operator at the natural scale:
Lemma 12.7. For any j ≥ 0, we may estimate
|∂jξ(12.6)| .j |ξ|
−j1|ξ|≈2l−k ,
and thus
|(12.6)∨(x)| .N 2
l−k(1 + 2l−k|x|)−N .
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Once we prove this lemma, we may conclude Proposition 4.14.
Here is the strategy:
Roughly speaking, we have
(12.6) = 2l/2
∫
e(2l · Φ(ξ, s))ψ(s+ t(ξ))Ξ0(s) ds · ζ(2
k−lξ),
for a phase function Φ(ξ, s) which has a non-degenerate critical point at s = 0. The
plan is to make a change of variables
G := Φ(ξ, s)1/2,
so that we may express the integral as∫
e(2lG2)ψ′(G, ξ) dG = c · 2−l/2
∫
e(2−lη2) · FG(ψ
′(·, ξ))(η) dη,
for some other bump ψ′, which depends on t(ξ), and hence ξ. But, we will need to
make sure that our resulting functions are rather smooth in ξ, so we need to pay
special attention to our change of variables function G.
To do so, we consider the analytic function of (s, ξ)
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
sj
=
∂2t ϕ
k(t(ξ), ξ)
2
s2 ·
(
1 +
d∑
j=3
2
j!
·
∂jtϕ
k(t(ξ), ξ)
∂2t ϕ
k(t(ξ), ξ)
sj−2
)
λ2dk(d)(d− 1)t(ξ)d−2
2l+1
s2 ·
(
1 +
d∑
j=3
(
d
j
)
d(d− 1)
t(ξ)2−jsj−2
)
=: G(s, ξ)2.
In particular:
(12.8) G(s, ξ) :=
√
λ2dk(d)(d− 1)
2l+1
t(ξ)
d−2
2 s
(
1 +
d∑
j=3
(
d
j
)
d(d− 1)
t(ξ)2−jsj−2
)1/2
is an analytic function of (s, ξ) that is a local analytic isomorphism. Possibly after
decreasing the support of Ξ0, we may assume that G(s, ξ) is in fact an analytic
isomorphism for all |ξ| ≈ 2l−k (which corresponds to |t(ξ)| ≈ 1) on the support of Ξ0.
For every ξ, let H(u, ξ) be the analytic inverse of G(s, ξ):
H(G(s, ξ), ξ) = s, G(H(u, ξ), ξ) = u, for all ξ.
We claim that H is in fact analytic in ξ as well. Indeed, consider the map
C
2 ∋ (s, ξ) 7→ (G(s, ξ), ξ) ∈ C2.
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The Jacobian of this change of variables is ∂sG(s, ξ) which is bounded away from zero
on its domain, since we have assumed that s is sufficiently small on the support of
Ξ0. Consequently, G⊗ 1 has an analytic inverse, namely H ⊗ 1, which exhibits H as
analytic. The key point for us is that H(u, ξ) and all its derivatives converge on the
same domain. We will need the following lemma.
Lemma 12.9. For any L ≥ 0,
∂jξ∂
L
uH(u, ξ) =
1
ξj
HjL(u, ξ), j ≥ 1
where HjL(u, ξ) is an analytic function with the same radius of convergence of H(u, ξ),
whose coefficients are uniquely determined by those of H(u, ξ).
Proof. To see this, we begin by expanding G(s, ξ) in power series expansion about s,
so that we have
G(s, ξ) =
∞∑
j=1
Pj(t(ξ))s
j
for some polynomials Pj. But, by the chain rule,
∂ξPj(t(ξ)) = P˜j(t(ξ))/ξ
for some other polynomial P˜j of the same degree. If we expand H(u, ξ) in a power
series in u,
H(u, ξ) =
∞∑
j=1
bj(ξ)u
j,
then by inspection of coefficients, we see that bj(ξ) is a polynomial in
P1(t(ξ)), . . . , Pj(t(ξ)),
i.e. is itself a polynomial in t(ξ). Consequently,
∂ξbj(ξ) =
b˜j(ξ)
ξ
,
where
∂ξH(u, ξ) =
1
ξ
∞∑
n=1
b˜j(ξ)u
j
has the same radius of convergence as H(u, ξ), and b˜j(ξ) are still polynomials in t(ξ),
so one may differentiate again and conclude the result for j ≥ 2, L = 0 by induction.
But, by commutativity of mixed partials, the result for higher L ≥ 1 follows. 
With these remarks in mind, we return to (12.6),
2l/2
∫
e(2l
d∑
j=2
∂jtϕ
k(t(ξ), ξ)
j!
sj)ψ(s+ t(ξ))Ξ0(s) ds · ζ(2
k−lξ).
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Proof of Lemma 12.7. We begin by making the substitution given by (12.8), to ex-
press
(12.6) = 2l/2
∫
e(2lG2)ψ(H(G) + t(ξ))Ξ0(H(G))H
′(G) dG · ζ(2k−lξ),
where we have suppressed the dependence of H on ξ, and we let H ′(G) = (∂uH)(G, ξ)
denote the partial derivative in the first variable. If we apply the Fourier transform
(in G), we may express the foregoing as∫
e(2−lη
2
)FG
(
ψ(H(·) + t(ξ))Ξ0(H(·))H
′(·)
)
(η) dη · ζ(2k−lξ).
Since ψ(H(G) + t(ξ))Ξ0(H(G))H
′(G) is a Schwartz function (of two variables), we
may differentiate (12.6) under the integral to deduce
|∂jξ(12.6)| .j |ξ|
−j1|ξ|≈2l−k , j ≥ 0.
as desired. 
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