In cases of densely occluded urban scenes, it is effective to determine the visibility of scenes, since only small parts of the scene are visible from a given cell. In this paper, we introduce a new visibility preprocessing method that efficiently computes potentially visible objects for volumetric cells. The proposed method deals with general 3D polygonal models and invisible objects jointly blocked by multiple occluders. The proposed approach decomposes volume visibility into a set of point visibilities, and then computes point visibility using hardwarevisibility queries. We carry out experiments on various large-scale scenes, and show the performance of our algorithm. Our performance analysis approach estimates the exact solution of volume visibility. From differences between the estimated solution and the proposed algorithm's solution, we show our algorithm seeks a tight overestimate of the potentially visible set (PVS).
Introduction
Applications of interactive 3D graphics, including virtual reality (VR), must satisfy certain performance constraints. It is especially crucial to maintain a suitable frame rate and to respond to users as quickly as possible, regardless of the complexity of a virtual environment. As the demand for more complex and realistic environments grows, techniques to reduce computing costs without degrading the perceptual quality will undoubtedly become important.
Many researchers have proposed methods, such as visibility culling, level of detail, imposters, image-based rendering and point-based rendering, for enhancing real-time rendering performances. In particular, visibility culling algorithms try to reduce the number of primitives sent to the graphics pipeline based on occlusion with respect to the current viewpoint. Simple forms of visibility culling include well-known techniques like back-face culling and view-frustum culling. Back-face culling removes surfaces facing away from the viewer, and view-frustum culling discards objects outside of the field-of-view. Occlusion culling attempts to identify the visible parts of a scene, thus reducing the number of primitives rendered. The occlusion culling algorithms are useful for walkthrough applications in complex urban scenes. In cases of densely occluded urban scenes, it is effective to determine the visibility of scenes, since only small parts of the scene are visible from a given viewpoint. By removing unnecessary objects and decreasing the input complexity beforehand, we can enhance the overall performance of runtime processes for interactive visualization.
We can distinguish two classes of occlusion culling: those that use real-time methods (so-called point visibility) and those that use preprocessing methods (socalled volume visibility). Real-time methods perform occlusion determination onthe-fly for the current viewpoint. To cope with the overhead of real-time calculation, preprocessing methods perform this determination in a preprocessing step, before real-time, for a given volumetric region (referred to as a 'cell' throughout this paper). Most previously developed methods for volume visibility dealt with a particular type of a scene, such as indoor scenes, 2.5D scenes, and volumetric scenes. In cases of general scenes, some works considered single convex occluders only to calculate the visibility. In many cases, however, objects are hidden due to the combination of many occluders with finely tessellated polygons. It is important to handle occluder fusion for the performance of the algorithm.
Algorithms for visibility preprocessing should aim to select good occluders if possible, because any hole reduces the algorithm performance. The algorithms should perform occluder fusion, and also take advantage of hardware assistance for computations.
In this paper, we present a new approach for a visibility preprocessing algorithm using OpenGL extension. The proposed method handles volume visibility for complex 3D scenes at preprocessing time. We decompose volume visibility into a set of point visibility, and then solve point visibilities using OpenGL extension HP_occlusion_test, which provides a mechanism for determining visibility of a set of objects. The proposed method will be tested on various large-scale scenes, and we will show its effectiveness.
Related Work
Since Jones 6 and Clark 1 , many researchers have presented new approaches for visibility culling. It is beyond the scope of this paper to review all related works on visibility. Comprehensive surveys can be found in Ref. 2, 3, 5. We distinguish two classes of occlusion culling: real-time methods and preprocessing methods, and briefly overview each approach.
Real-time methods calculate the potentially visible set (PVS) of objects for each frame on-the-fly. A hierarchical Z-buffer (HZB) algorithm 4 uses two hierarchical data structures: an octree and a Z-pyramid. The algorithm exploits coherence by performing visibility queries on the Z-pyramid, and is very effective in culling large portions of high-depth complexity models. However, current graphics systems do not support the Z-pyramid capability in hardware. The hierarchical occlusion map (HOM) algorithm 7 adapts the idea of HZB to be used on standard graphics hardware. At preprocessing, a database of potential occluders is assembled. Then at run-time, for each frame the algorithm performs two steps: construction of the HOM and occlusion culling of the scene geometry using the HOM. A HOM is an approximate point visibility algorithm. Wonka et al. 11 presented an online occlusion culling system that computes visibility in parallel to the rendering pipeline. NVIDIA Corp.
12 implemented the OpenGL extensions HP_occlusion_test and NV_occlusion_query to perform visibility computations in graphics hardware. However, many proposed point visibility algorithms take up a substantial amount of frame time, limiting their use for real-time rendering applications.
To cope with the overhead of real-time calculation, researchers have investigated preprocessing methods for visibility. Preprocessing methods calculate the potentially visible set (PVS) of objects for given cells. In a real-time step, visible objects are selected for the current viewpoint and are sent to the rendering pipeline. Airey et al. 18 and Teller et al. 19 propose visibility preprocessing method for indoor scenes. They identify objects that are visible through sequences of portals. Wonka et al. 9 propose a preprocessing algorithm for 2.5D models such as city models swept from 2D maps. They use the concept of cull maps and a point sampling method. To obtain a conservative solution of visibility, occluders have to be shrunk by an amount determined by the density of point samples. Although we also exploit the idea of occluder shrinking, our approach is to deal with general 3D models, not 2.5D models, by using the concept of a virtual occluder and a virtual occludee. Koltun et al. 27 present from-region visibility algorithm for remote walkthroughs in 2.5D models. They represent visibility in a two-dimensional space, the dual ray space and then perform visibility computation using standard rendering hardware. Schaufler et al.
14 present a preprocessing algorithm for volumetric models. However, it is not easy that these algorithms generalize to volume visibility for more general types of complex scenes. Single occluder approaches 24, 28 include the difficulty of identifying good occluders, and do not perform occluder fusion 14 . Unfortunately, many scenes do not have any large polygon or convex object.
Durand et al. 13 present a preprocessing algorithm based on an extended projection for general 3D models. They use extended projections of occluders on a set of projection planes to create occlusion maps. To increase the performance of their algorithm, the position and the number of the projection planes are important. However, since the complexity of the scene is different according to the position of the cell, it is difficult to decide the position and the number of the planes. Our approach will control the performance of the algorithm, such as culling ratio and preprocessing time, by deciding the number of sampling points.
Overview
Because computing the exact solution of volume visibility is difficult, the goal of our approach is to seek a tight overestimate of the exact solution from a given cell. However, many proposed algorithms for volume visibility are difficult to implement or are not able to handle complex scenes effectively. To cope with these problems, we present a simple and practical visibility preprocessing algorithm using OpenGL functionality.
A number of image-space visibility queries have been added by manufacturers to their graphics systems to accelerate visibility computations. These include the HP occlusion culling extensions, item buffer techniques, and ATI's HyperZ extensions 10, 20 . In particular, HP_occlusion_test proposed by HP 21 is a simple, yet effective hardware technique for improving the performance of the visibility computations with a z-buffer. NVIDIA Corp. also implemented this functionality to their graphics chips. We apply these techniques, which are implemented in the hardware, to volume visibility problems.
Our visibility preprocessing algorithm subdivides the scene into cells. For each cell, we compute the set of objects that are potentially visible from all points inside the cell. To solve volume visibility using the OpenGL extension, we convert volume visibility into a set of point visibilities using the notion of a virtual occluder and a virtual occludee. Our approach handles complex 3D scenes, and is not restricted to 2.5D scenes or volumetric models.
The proposed algorithm consists of five steps: occluder selection, virtual occluder and virtual occludee construction, virtual occluder shrinking, depth map generation, and occlusion test:
(i) Occluder selection: At each cell, the algorithm selects an occluder set. It combines a heuristic method and a sampling method. (ii) Virtual occluder and virtual occludee construction: Our approach decomposes volume visibility into a set of point visibilities. To do this efficiently, we present the notion of a virtual occluder and a virtual occludee. A virtual occluder is a cell-dependent image map, which represents the umbra of an object. A virtual occludee is a cell-dependent rectangle, which serves as an occludee from a cell. For each cell, we transform all objects to virtual occludees, and transform the selected occluders to virtual occluders. (iii) Virtual occluder shrinking: We perform point sampling on the cell's boundary. For each sampling point, we shrink virtual occluders for conservativeness. In this step, we utilize occluder reprojections to enhance occluder fusion. (iv) Depth map generation: At each sampling point, we construct a depth map to test occlusions in graphics hardware. (v) Occlusion test: We perform occlusion determination of virtual occludees at sampling points using the OpenGL extension and the depth map.
The major contributions of our approach are that we introduce a simple and practical visibility-preprocessing algorithm for complex 3D scenes, which utilizes a hardware-visibility query and a point sampling method. By considering the size of cells and the complexity of the given scene, users can decide the number of samples to control the performance of the algorithm. Experiments show our method has good culling ratio, even though the number of samples is small. We also present the concept of a virtual occluder and a virtual occludee for processing occlusion information. Finally, we show the performance of the algorithm using a new method for performance analysis. Our performance analysis approach approximates the exact solution of volume visibility, and then shows the precision of the algorithm through differences between the approximate solution and the solution from our algorithm.
The rest of this paper is organized as follows. In the next section, we describe five steps of the algorithm in detail. In Section 5 we show the results of our implementation and various experiments. The effectiveness of the algorithm is also shown in that section. Finally, we present our conclusion and identify future work.
Approach
We subdivide virtual environments into cells for occlusion testing. For each subdivided cell, we select a set of objects as occluders. To compute the potentially visible objects in every direction for a given cell, we propose a new representation of objects -a virtual occluder and a virtual occludee -for occlusion determination. Using a point sampling method and virtual occluder shrinking, we decompose volume visibility into a set of point visibilities, and then perform a point visibility test for each sampling point.
Occluder Selection
The optimal occluder set (any object that contributes to occlusion) is precisely the visible portion of the model. Thus, finding this optimal set is the visibility determination problem itself, and occluder selection is typically an approximation, estimating which objects are likely to be visible without actually solving the visibility determination problem itself 7 . Many studies 7, 13, 15, 22 choose a set of relevant occluders using solid-angle heuristic. An estimate of solid-angle heuristic is the quantity
where A represents the area of the occluder, N represents the normal, V represents the viewing direction, and D represents the vectors from the viewpoint to the center of the occluder. This metric works well for most situations, except when a good occluder is relatively far away. To cope with these situations, Durand et al. 13 implemented an adaptive scheme that selects more occluders in the direction where many occludees are still identified as visible, in a manner similar to that of Zhang et al. 7 . For occluder selection, we combine a heuristic method and a sampling method. The heuristic method is based on the distance to an object and the size of the object. The distance between the center of a cell and the center of an object's bounding volume is used as the estimate of the distance between the cell and the object. The size of an object's bounding volume is used as the estimate of the size of the object. To select good occluders that are far away from a cell, occluder selection is also assisted by visibility tests at sampling points. Visibility is sampled at some points in a cell by using the OpenGL extension. Each sampling point obtains a list of visible objects. In practice, we use the center and vertices of a cell as sampling points. This hybrid method gives a good approximation of occluders for urban scenes. As shown in Fig. 1 , the hybrid method is able to detect good occluders such as C. 
Virtual Occluder and Virtual Occludee
Many studies for volume visibility have considered particular types of scene such as indoor scenes and 2.5D scenes. However, it is not easy to apply these algorithms to general scenes since they are for a particular type of scene. In many cases, it is impossible to extend these algorithms into an algorithm that can handle general scenes. We believe that this is because data representation of objects in general scenes is not suitable for visibility tests. Thus, we introduce substitute representations of objects -a virtual occluder and a virtual occludee -that are easy to handle in terms of visibility. A virtual occluder is a cell-dependent image map, which represents the occlusion information (umbra) of an object. A virtual occludee is a cell-dependent rectangle, which serves as an occludee from a cell. The notion of a virtual occluder and a virtual occludee is similar to occlusion preserving simplification 7 or an intermediate representation of occluders 23 . Occlusion preserving simplification is simplifying objects under the constraint of occlusion preservation. Geometry simplification algorithms operate under the constraints that the simplified object should preserve the shape of the original object to a certain fidelity. However, occlusion-preserving simplification is used to derive from the original object a simplified version that retains most of the occlusion that the original object can provide. An intermediate PVS representation of objects is a view-dependent convex object, which is guaranteed to be fully occluded from any given point within the cell and which is a representation of the aggregate occlusion for the cell.
However, our approach expresses the occlusion of objects from a cell into an image map. Because the occlusion of an object from the cell may be a concave shape with holes, the representation using an image map is more practical than a geometrical representation.
Virtual occluder construction: As shown in Fig. 2 , we define a view frustum for each face of the cell. The field-of-view (FOV) of each view frustum should be over 90 degrees to test occlusion in all directions of a cell. To construct a virtual occluder, we place an image plane at the farthest vertex of an occluder from the cell as shown in Fig. 2 . We do not assume that the occluder is a convex object. Therefore, the umbra region for each polygon of the occluder onto the plane, with respect to the cell, should be calculated. Because each polygon of an occluder is convex, an umbra region is determined by computing the intersection of polygons projected from eight vertices of the cell onto the plane. We refer to the aggregate of umbra polygons as the virtual occluder, which is thus an image map drawn from a set of umbra polygons on the plane. Some gaps or holes may appear on the image plane, resulting in the loss of the connectivity of polygons in an occluder. However, these gaps will be nullified by virtual occluder reprojections, which will be discussed in Section 4.3. Virtual occludee construction: Any objects may be occludees. The virtual occludee for an object is defined as follows. We place a plane at the nearest vertex of an object from a cell. For each polygon of an object, we compute polygons projected from each vertex of the cell onto the plane. In the implementation, we use a bounding box of an object instead of the original object, to simplify computations. The virtual occludee is defined as the bounding rectangle of the union of all projected polygons (Fig. 3) . To reduce rendering costs of occludees in occlusion tests, we use the bounding rectangle. 
Virtual Occluder Shrinking
Occluder fusion is essential for good occlusion culling, but difficult to compute for cells directly. To handle occluder fusion, our approach decomposes volume visibility into a set of point visibilities and calculates point visibility using graphics hardware. Our method is based on the idea of occluder shrinking presented previously for 2.5D models by Wonka et al. 9 . As Fig. 4 shows, the umbra from a point sample provides a good conservative approximation of the umbra of the original occluder in a neighborhood of radius δ of the sample point. Objects classified as occluded by the shrunken occluder will remain occluded with respect to the original larger occluder when the viewpoint is moved no more than δ from its original position. These approximations do not violate conservativeness. Thus, it is possible to compute a conservative approximation of the occlusion for a cell from a set of discrete point samples placed on the cell's boundary. A conservative solution of actual visibility can be obtained by computing the intersection of all sample points' visibility. The notion of a virtual occluder presented in Section 4.2 is an applicable representation to this approach. Since the representation of a virtual occluder is not a volume but a 2D image map, the shrinking operation is much simpler than for a volumetric representation. However, the cell is not a plane but a volume. A virtual occluder is parallel to one of the faces in a cell. To solve this problem, we define a sampling plane that is parallel to the virtual occluders and that yields conservative sampling. A sampling plane is the planar rectangle defined by the face of the cell and the view frustum (Fig. 5) . Any ray going through the cell and the virtual occluder also intersects our sampling plane. Thus if an object is hidden from the sampling plane, it is also hidden from the cell. We should decide how many samples we will perform on the sampling plane. In our implementation, we perform point sampling on the plane with a predefined sampling ratio. The sampling ratio is dependent on given virtual environments. Before executing the algorithm, a user can select the sampling ratio. Fig. 10 shows the results of experiments with various sampling ratios. Using occluder shrinking and point sampling, multiple occluders can be considered simultaneously. If the object is occluded by the joint umbra of the shrunken occluders for every sample point of the cell, it is occluded for the whole cell. As shown in Fig. 6 , objects in a fused umbra can be determined as invisible by considering occluder fusion. There is a trade-off between the sampling ratio and the culling ratio (number of invisible objects / total number of objects). To decrease computation time, we should decrease the number of sampling points. However, to achieve a good culling ratio, it is necessary to increase the number of sampling points. Enlarging the opaque area of the virtual occluder is necessary to make the sampling ratio as small as possible and to make the culling ratio as large as possible. To enlarge the opaque area of the virtual occluder, we apply occluder reprojections to a set of virtual occluders before occluder shrinking. A virtual occluder can be reprojected onto a subsequent virtual occluder. Durand et al. 13 used occluder reprojection to compute a depth map on a new projection plane, based on work by Soler and Sillion 25 on soft shadow computation. Soler and Sillion have shown that in the case of a planar blocker parallel to the source and to the receiver, the computation of soft shadow is equivalent to the convolution of the projection of the blockers with the inverse image of the source. In occluder reprojection, this idea can be used in the particular case of a parallel source, blockers and receiver. Since both virtual occluders and the sampling plane are parallel, we can also use the idea to aggregate occlusion. The umbra of virtual occluder A is re-projected onto virtual occluder B, as shown in Fig. 7 . We combine the umbra of virtual occluder B and the reprojected umbra of virtual occluder A. In this way, occlusion is aggregated on virtual occluders. We then advance to the next virtual occluder. 
Depth Map
The point visibility algorithm using a hierarchical z-buffer 4 constructs a hierarchy of the depth information on an image map, and then examines whether objects are visible or not. A hierarchical z-buffer (HZB) is an extension of the z-buffer. Occlusion is determined by testing against the Z-pyramid. The Z-pyramid is a layered buffer with a different resolution at each level. A hierarchical occlusion map 7 is similar to the Z-pyramid. The hierarchical occlusion map (HOM) stores only opacity information, and the distance of the occluders is stored separately. The algorithm needs to test objects independently for overlap with occluded regions of the HOM and for depth. As shown in previous studies, image maps related to depth or occlusion information are required for occlusion tests.
To perform occlusion tests using the OpenGL extension, we should assign depth values to each pixel in the Z-buffer. In the previous section, we have proposed a method for decomposing volume visibility into a set of point visibilities. We now describe the construction of a depth map using a set of virtual occluders for occlusion tests. The depth map is defined as an aggregation of virtual occluders at sampling points. In our implementation, to blend a set of virtual occluders in hardware, each virtual occluder must be represented by a textured rectangle with transparency. The opaque area of a virtual occluder indicates an umbra region and the transparent area represents a non-occlusion area. To draw the geometry incorporating transparency, the most common technique is to use alpha blending. The alpha value for each polygon drawn reflects the transparency of that object. Each polygon is combined with the values in the framebuffer using the blending equation: Cout = Csrc * Asrc + (1 -Asrc)*Cdst. Here, Cout is the output color that will be written to the framebuffer. Csrc and Asrc are the source color and alpha, which come from the polygon. Cdst is the destination color, which is the color value currently in the framebuffer at the location. We wish to specify depth values of each pixel in the Z-buffer. We assign an identification number (ID) to each virtual occluder, and then we transform the ID into the color value. Color in OpenGL has four components -Red, Green, Blue, and Alpha (transparency). Each component is one byte and represents 256 values. We use the RGB components to indicate virtual occluders. For example, the ID number 10543 10 is the binary number 10100100101111 2 . Thus, we can assign R=47 10 (00101111 2 ), G=41 10 (101001 2 ) and B=0 to each color component. Depth information can be extracted from the color buffer (Fig. 8) by transforming colors into IDs, and then by finding depth values from a virtual occluder table. The virtual occluder table has a relation between an ID and depth that is the distance between a virtual occluder and the sampling plane. About 16 million (16,777,215) virtual occluders can be indexed with RGB components. We can select 16 million occluders from a single cell. In densely occluded scenes, a few occluders near a cell can occlude most parts of the scene. Therefore, our approach does not have any practical limitations regarding the generation of the depth map.
Occlusion Test
Occlusion tests on virtual occludees at sampling points are performed using an OpenGL extension and the depth map. HP_occlusion_test provides a mechanism for determining the visibility of objects in the Z-buffer 12 . After rendering the object, users can query whether any part of the object modified the Z-buffer. If the occlusion test returns false, the object could not have affected the Z-buffer, but if the test returns true, the object did modify the Z-buffer. NVIDIA Corp. has supported these features since GeForce4. We hope that these features will be supported by other PC graphics chip vendors, e.g., ATI, 3DLabs.
We write the depth map obtained in the previous section to the Z-buffer, and then render the virtual occludees. HP_occlusion_test will indicate whether the rendered virtual occludees are visible or not. If a virtual occludee is invisible at every sampling point of the cell, it will be invisible for the given cell. If a virtual occludee is visible for any sampling point, we decide that the virtual occludee is visible for the given cell. At each sampling point, visibility tests in all directions should be considered. Because the FOV in perspective projection is less than 180 degrees, we execute the test five times per sampling point: in the front, left, right, up, and down directions.
Implementation and Experiments
We have implemented two systems, the preprocessor and the viewer. The preprocessor was implemented in the Microsoft Windows PC environment with a Pentium IV 2.4GHz, 1GB main memory, and with an NVIDIA GeForce4 graphics card installed. The viewer was implemented in the same system. The preprocessor uses only common OpenGL commands, except for the HP_occlusion_test and the NV_occlusion_query for occlusion tests. Reading from the framebuffer to main memory, and writing from main memory to the framebuffer takes a long time compared to other OpenGL calls, but these factors are not important for our algorithm because the work is done at a preprocessing time. Our current implementation of the viewer is based on the KittenX library 26 developed at the virtual reality laboratory in KAIST. The KittenX library is a high-level graphics library for VR applications, and it presents high-level functions to deal with complex virtual environments.
The test scenes we have used for experiments are two city models and a single forest model. For experiments with a complex 2.5D model, we used a model constructed from a 2D building map. As shown in Fig. 9 (a) , it was created by extruding building footprints from a 2D building map. This model contains about 90,000 buildings (about 920,000 polygons). The test scene that we used for experiments with a complex 3D urban scene was a model that had a total of about 410,000 triangles ( Fig. 9 (b) ). This model describes the center of Seoul in Korea, and was not specifically created for experiments with our algorithm. As shown in Fig. 9 (b) , many buildings could not be represented in 2.5D. As seen in Fig. 9 (c) , to test finely tessellated models, we used a model of a forest containing around 1,915 trees with 1,069 triangles each (about 2 million triangles). Our visibility preprocessing method decomposes volume visibility into a set of point visibilities using a point sampling method and virtual occluder shrinking. Since the performance of the algorithm depends on how many samples we select on sampling planes of the cell, we carried out experiments on the relation between the number of sampling points and the culling ratio for a single cell. The red cubes in Fig. 9 are the predefined cells. As shown in Fig. 10 , the curve is not monotonic. As the number of sampling points is increased up to nine (3x3) points in Fig. 10 (a) , the culling ratio is also increased. If the number of sampling points is higher than 3x3, occlusion efficiency is not really improved. In the case of the 3D city model, if the number of sampling points is higher than 5x5 points, the culling ratio is not increased. In the case of the forest model, there is weak relation between the number of sampling points and the culling ratio. Fig. 14 shows the results of our visibility preprocessing on the 2.5D city model. The results on the 3D city model are also shown in Fig. 15. Fig. 16 shows the results of our experiment with the forest model.
The speed of the algorithm depends on the number of sampling points and the number of objects in the given scene. The average preprocess time per cell is shown in Table 1 . In the case of 3x3 sampling points, the average preprocessing time of 3D city model takes 192.9 seconds and the average time of forest model takes 283.6 seconds. In the case of 2.5D city model, the preprocess time is much longer than the others. Fig. 9 represent the predefined cells. We placed a lot of cells near the predefined cell to perform tests on visibility, and computed volume visibility for each cell. Fig. 12 shows the difference between the culling ratio (number of invisible objects / total number of objects) obtained by our approach and the approximate culling ratio. In the case of the 2.5D city model, the average difference is about 0.25%. We also calculated volume visibility for our 3D city model, which includes buildings with finely tessellated polygons. In the case of the 3D city model, the average difference is about 3.56%. Finally, in the case of the forest model, the average difference is about 5.37%. As shown in Fig. 12 , our approach is able to overestimate tightly the visibility of objects with respect to the given cell.
Real-Time Rendering
To evaluate real-time rendering performance, precomputed occlusion was used to speed up rendering of interactive walkthrough of the model. Fig. 13 shows the frame times during interactive walkthrough. Occlusion culling provided a high speed-up over view frustum culling. In the case of the 2.5D city model, however, overhead during cell transitions occurred when we passed from one cell to the next, since the 2.5D city model include much more objects (about 180,000 objects) than other models. To reduce the overhead during cell transitions, it is necessary to adopt hierarchical data structures for applying quickly occlusion information (object IDs of potentially visible objects for each cell) to the scene. 
Conclusion and Future Work
Occlusion culling attempts to identify the visible parts of a scene, thus reducing the number of primitives rendered. In the case of densely occluded scenes such as Fig. 14, Fig. 15 and Fig. 16 , visibility tests of the scene can effectively enhance rendering performance, since only small parts of the scene are visible from any given cell. By removing invisible objects and decreasing the input complexity beforehand, we can enhance the performance of runtime processing for interactive 3D visualization. We have proposed a new approach for a visibility-preprocessing algorithm for complex 3D virtual environments. The proposed approach solves volume visibility for given cells using hardware-visibility queries. Our visibility-preprocessing algorithm consists of five steps: occluder selection, virtual occluder and virtual occludee construction, virtual occluder shrinking, depth map generation, and occlusion tests. Our visibility-preprocessing algorithm subdivides the scene into cells. At each cell, the algorithm selects an occluder set. We present the idea of a virtual occluder and a virtual occludee to decompose volume visibility into a set of point visibilities, and then shrink virtual occluders for conservativeness at each sampling points. Finally, we execute occlusion tests of virtual occludees using the OpenGL extension and the depth map. In Section 5, we showed the effectiveness of the algorithm through experiments on various complex scenes. Our algorithm is theoretically conservative, but partially covered pixels on edges should be handled as in Ref. 9, 13 . We are continuing to improve our system and are also considering how to handle the depth map in an off-screen buffer (pbuffer).
Future work planed includes interactive computation of bounded box for objects. If we use simple bounded boxes instead of real objects for virtual occluder construction, we may obtain better virtual occluders. Sketch techniques 17 could be applied to the interactive generation of bounded boxes for objects. Another approach 29 using octree could be applied to closed geometric models. Moreover, we would like to investigate automatic ways of choosing the number of sampling points on a sampling plane. Our method could also be applied to such problems as global illumination computation ilding map: (left) the scene from a bird's-eye view lt of our visibility culling algorithm (cell: red cube) 
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