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We present an analytical description for the collective dynamics of oscillator ensembles with
higher-order coupling encoded by simplicial structure, which serves as an illustrative and insightful
paradigm for brain function and information storage. The novel dynamics of the system, includ-
ing abrupt desynchronization and multistability, are rigorously characterized and the critical points
that correspond to a continuum of first-order phase transitions are found to satisfy universal scaling
properties. More importantly, the underlying bifurcation mechanism giving rise to multiple clus-
ters with arbitrary ensemble size is characterized using a rigorous spectral analysis of the stable
cluster states. As a consequence of SO2 group symmetry, we show that the continuum of abrupt
desynchronization transitions result from the instability of a collective mode under the nontrivial
antisymmetric manifold in the high dimensional phase space.
I. INTRODUCTION
Spontaneous synchronization in populations of inter-
acting units is a ubiquitous phenomena in complex sys-
tems [1, 2]. Describing such collective behaviors in terms
of coupled phase oscillators and studying phase transi-
tions between incoherence and synchrony have proven
useful in of physics, biology and social systems [3–5]. Ex-
ploring the routes towards synchrony and uncovering the
underlying mechanism in various levels have attracted
increasing theoretical and experimental interests [6–8].
Most existing literatures focus on pairwise interaction
between oscillators that typically contain the first har-
monic based on a phase reduction [9, 10]. However, in
many cases, one needs to go beyond such setups allow-
ing for non-pairwise coupling that incorporates high or-
der structures, i.e., simplexes [11–15], which have gained
more attention in recent years. Recent advances demon-
strate that the simplicial interactions, sometimes called
hypernetworks, play essential roles in many systems rang-
ing from signal transmission in neural networks to struc-
tural function correlation in brain dynamics [16, 17].
As shown in [18–20], notable features of higher-order
interactions in coupled oscillator ensembles include the
emergence of extensive multistability and a continuum
of abrupt desynchronization transitions (ADTs), which
lead to potential applications in memory and informa-
tion storage. Despite these findings, a rigorous analysis
of the bifurcations and stability properties that charac-
terize both the macroscopic and microscopic dynamics is
lacking, thereby leaving our understanding of these phys-
ical phenomena incomplete.
In this paper, we provide an analysis of synchronization
transitions induced by simplicial interactions and nonlin-
ear higher order coupling in oscillator ensembles. Using
a self-consistent approach we perform a bifurcation anal-
ysis that uncovers a general phenomenon that gives rise
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to ADTs and extensive multistability. Furthermore, we
establish scaling relations that describe the critical points
for desynchronization that are universal in the sense that
they do not depend on the functional form of the natural
frequency distribution. Most importantly, we perform
a rigorous stability analysis for finitely- and infinitely-
many partially synchronized states with arbitrary sys-
tem size using a spectral analysis of the stable cluster
states. We reveal that a continuum of ADTs originate
from the instability of a collective mode under the non-
trivial antisymmetrical manifold in the high dimensional
phase space.
The remainder of this paper is organized as follows. In
Sec. II we present a bifurcation analysis for the globally-
coupled system. In Sec. III we analyze the stability
of cluster states and characterize the properties of the
ADTs. In Sec. IV we briefly present an additional ex-
ample of a system with frequency-weighted coupling. Fi-
nally, in Sec. V we conclude with a discussion of our
results.
II. BIFURCATION ANALYSIS
We consider oscillator ensembles with three-way non-
linear coupling whose evolution is given by
θ˙i = ωi +
1
N2
N∑
m=1
N∑
n=1
Kimn sin(θm + θn − 2θi), (1)
where θi is the phase of oscillator i with i = 1, . . . , N ,
N is the system size, and ωi is the natural frequency
of oscillator i, assumed to be drawn from a distribution
g(ω), which is assumed to be even throughout this paper.
Unlike the classical Kuramoto-like models, the coupling
term in Eq. (1) is not pairwise, but involves triplets. Fi-
nally, Kimn is the coupling strength among triplet of os-
cillators i, m, and n. While we will consider more general
cases below, we first restrict our attention to the simplest
setup Kmni = K ≥ 0 (uniform coupling), in which case
Eq. (1) is equivalent to a fully connected hypernetwork
2topology [21]. (Later we will consider frequency-weighted
coupling.)
Before proceeding with the bifurcation analysis, we in-
troduce two order parameters to characterize the collec-
tive behavior of the ensemble, namely, Zk = Rke
iΘk =
1
N
∑∞
m=1 e
ikθm for k = 1 and 2. In the case where a single
synchronized cluster emerges the classical Kuramoto or-
der parameter Z1 is sufficient to describe the macroscopic
synchronization dynamics. However, when two clusters
emerge the Daido order parameter Z2 measures the de-
gree of (cluster) synchronization [22], while Z1 measure
the degree of asymmetry between the two clusters. Rk
and Θk correspond to amplitudes and arguments, respec-
tively, of the order parameters. By exponentiating the
sine term and distributing the summation, these defini-
tions allow us to rewrite Eq. (1) as
θ˙i = ωi +KR
2
1 sin(2Θ1 − 2θi), (2)
where KR21 acts as an effective force on each oscillator
aiming to entrain it via the mean field Θ2. The pres-
ence of a higher order harmonic (∼ sin 2θi) and nonlin-
ear coupling (∼ KR21), gives rise to a series of nontrivial
dynamical features.
Proceeding with our analysis, it is convenient to in-
troduce the parameter q = KR21. Given the SO2 group
symmetry (i.e., rotation and reflection) [23] of Eq. (2),
we enter the appropriate rotating frame, i.e., consider the
transformation θ 7→ θ+Ωt (where Ω is the mean natural
frequency), to obtain a non-rotating solution (Θ˙k = 0)
and further set Θk = 0 by appropriately shifting initial
conditions. In this case, the whole population can be di-
vided into those phase locked oscillators (|ωi| < q) and
that of drifting ones (|ωi| > q). For the phase locked case,
the oscillators are entrained by the mean field, yielding
fixed points θ˙i = 0 satisfying
sin 2θi =
ωi
q
and cos 2θi =
√
1− ω
2
i
q2
. (3)
In fact the second-order harmonic in yields two stable
fixed points (as well as two unstable fixed points), which
manifest in the formation of two clusters with phase dif-
ference pi [24, 25]. Trigonometric identities allow us to
write
sin θi =
sin 2θi
2 cos θi
and cos θi = ±
√
1 + cos 2θi
2
, (4)
where the + or − in the cosine term determine whether
θi falls in the cluster near θ = 0 or pi, respectively. Here
we replace the ± in the cosine term with the parameter
pi, which takes the value 1 with probability η(ωi) and is
−1 with probability 1 − η(ωi). Thus, η(ωi) is an indi-
cator function satisfying 0 ≤ η(ωi) ≤ 1 which represents
the fraction of oscillators with natural frequency ωi that
become entrained to the θ = 0 cluster.
Turning briefly to the drifting oscillator population,
each oscillator rotates non-uniformly on the unit circle
with period Ti = 2pi/
√
ω2i − q2. Moreover, the contri-
bution of drifiting oscillators to the order parameter Zk
is given by 1N
∑
|ωi|>q
1
Ti
∫ 2pi
0
eikθi
|θ˙i| dθi. In fact, the sym-
metry of the natural frequency distribution causes this
contribution to vanish, implying that drifting oscillators
do not contribute to either order parameter Zk whether
N is finite or not. The contribution of the locked oscil-
lators to the order parameters can be simplified by first
noting that Zk =
1
N
∑∞
m=1 e
ikθm = 1N
∑∞
m=1 cos(kθm) +
i sin(kθm). Similar to the drifting oscillators, the even
and odd symmetries of the natural frequency distribution
and sine term, respectively, cause the imaginary part to
vanish, yielding Rk =
1
N
∑∞
m=1 cos(kθm). Writing these
out explicitly, we have that
R1 =
1
N
∞∑
i=1
cos(θi) =
1
N
∞∑
i=1
pi
√
(1 + cos 2θi)/2, (5)
R2 =
1
N
∞∑
i=1
cos(2θi) =
1
N
∞∑
i=1
√
1− (ωi/q)2, (6)
from which we see that R2 is determined by the param-
eter q = KR21 that controls the range of phase locking,
whereas R1 is further restricted by the indicator func-
tion η that describes the distribution of pi’s, reflecting
the asymmetry of phase locked oscillators between two
clusters, and therefore is of major importance. Convert-
ing sum in Eq. (5) to a sum over frequencies (i.e., treating
the population as a distribution) and replacing the cosine
term, we find that the parameterized equation for deter-
mining R1 is given by
1√
K
=
1
N
∑
|ωi|<q
[2η(ωi)− 1]
√
1 + [1− (ωi/q)2] 12
2q
, (7)
where we denote the right hand side of Eq. (7) as F (q).
Importantly, Eq. (7) implicitly links Rk, K, and q. The
underlying bifurcations occur at a critical point Kc given
where dRkdK |K=Kc = dRkdq (dKdq )−1|q=qc diverges. Since F (q)
is a continuous function we search for either the case
F ′(qc) = 0, which corresponds go a smooth fold bifur-
cation, or the case where F ′(qc) does not exist, which
corresponds to a non-smooth bifurcation. Consequently,
the associated critical points are Kc = F (qc)
−2 and
Rck = Rk(qc).
To get analytical insights for the critical points, we
consider a uniform constant indicator function η(ωi) = η.
Then F (q) can be simplified to F (q) = (2η − 1)f(q),
where
f(q) =
1
N
∑
|ωi|<q
√
1 + [1− (ωi/q)2]1/2
2q
. (8)
For sufficiently smallK no solution exists except forRk =
0 (which always exists), but when K is increased the
bifurcation occurs at the critical value Kc given by
Kc(η) = [(2η − 1)f(qc)]−2, (9)
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FIG. 1: Bifurcation diagram of the order parameters R1 (a), R2 (b) with K for the uniform coupling. The circles and solid
lines represent the results obtained by numerical simulations and theoretical predictions (stable branches, q > qc), respectively.
η = 1 (red), 0.95 (green), 0.9 (blue), 0.85 (cyan), 0.8 (pink) and 0.75 (purple). Dashed line denotes the theoretical dependence
between Rc1 and Kc. For each value of η, the initial phases are set to 0 and pi with probability η and 1 − η, respectively,
then K decreases to 0 and restores to initial value with ∆K = 0.01 adiabatically. In the simulation, N = 105 and g(ω) = 1
2
,
ω ∈ (−1, 1).
and the corresponding critical order parameters are
Rc1(η) = (2η − 1)
√
qcf(qc), (10)
Rc2(η) =
1
N
∑
|ωi|<qc
√
1− (ωi/qc)2. (11)
Generically, qc and f(qc) are non-zero, indicating a dis-
continuous jump at Kc between the synchronized (i.e.,
Rck > 0) state and the incoherent (i.e., Rk = 0). More-
over, the incoherent state remains stable for all K in the
N →∞ limit. These two criteria imply that the system
undergoes, for a given value of η, an ADT characteriz-
ing a discontinuous jump from a synchronized state to
the incoherent state, but no complementary transition
where the incoherent state spontaneously synchronizes.
Moreover, a different ADT will occur at each different
value of η, so in fact a continuum of ADTs exist. This
phenomenon differs essentially from the traditional first-
order phase transition characterized by a finite hysteresis
loop [26, 27] where (i) typically a single desynchroniza-
tion transition occurs (often via a saddle-node bifurca-
tion) and (ii) a complementary synchronization transi-
tion typically follows at a larger value coupling strength.
The self-consistent analysis and scaling formulas pre-
sented above capture the macroscopic dynamics exhib-
ited by Eq. (1) with arbitrary g(ω) and N . Note that
both Kc and R
c
1 exhibit a monotonic dependence on
η (decreasing and increasing, respectively), whereas Rc2
remarkably remains constant. For instance, for the
case of a standard normal frequency distribution, i.e.,
g(ω) = 1√
2pi
e−
ω2
2 [19], the ADTs occur at qc = 1.456,
f(qc) = 0.679. For the case of a Lorentzian distribu-
tion with unit width, i.e., g(ω) = 1pi(ω2+1) [20], we have
critical points qc = 1.463, f(qc) = 0.491. Note that for
both cases the function f(q) is smooth. However, for
the non-smooth and finitely-supported uniform distribu-
tion g(ω) = 12 for ω ∈ (−1, 1), we have critical points at
qc = 1 since
f(q) =


2
√
2q
3 if q < 1,√
2
√
q+(q2−1) 12 (1+q2−q
√
q2−1)
3q if q ≥ 1.
(12)
Moreover, f ′(qc) does not exist since f ′(q+c ) 6= f ′(q−c ),
then the corresponding critical points are Kc =
9
8(2η−1)2
with
Rc1 =
2
√
2
3
(2η − 1) = 1√
Kc
, and Rc2 =
pi
4
. (13)
In Fig. (1) we illustrate our results for the uniform dis-
tribution, plotting the order parameters R1 and R2 in
panels (a) and (b), respectively, using η = 1 (red), 0.95
(green), 0.9 (blue), 0.85 (cyan), 0.8 (pink), and 0.75 (pur-
ple). Analytical predictions are plotted as solid curves,
while results from simulations with N = 105 oscillators
are plotted with circles, both as the coupling strength
is decreased from a synchronized cluster state and in-
creased from the incoherent state. the analytical pre-
diction matches simulations. Critical values Rc1 and R
c
2
are plotted as dotted curves, indicating the continuum
of ADTs. Analytical predictions match the simulation
results very well.
III. STABILITY
To better understand the system dynamics, we con-
sider the structural stability question of what cluster
states emerge from an arbitrary configuration. A lin-
ear stability analysis demonstrates that the incoherent
state can never lose its stability for any K. This follows
from the fact that the continuous spectrum of the inco-
herent state, i.e., Rk = 0, is purely imaginary (iω) and
the nonlinear mean field has no contribution to discrete
spectrum [28]. Thus due to the purely nonlinear inter-
action term in Eq. (2) it is impossible for a spontaneous
phase transition from the incoherent state. We therefore
4aim to investigate the stability of partially synchronized
states, first focusing on finite N case, which then turns
out to generalize to the thermodynamic limit N → ∞
directly.
The SO2 group symmetry ensures that the drifting
oscillators generate a purely imaginary spectrum in the
linear stability analysis, thereby having no contributions
to the mean field [29, 30]. In other words, they effectively
decouple from the locked oscillators in Eq. (2), so we can
only consider Nl oscillators locked to the mean field for
some q excluding the drifting ones. We note, however,
that in some cases, such as uniformly-distributed frequen-
cies, all oscillators become locked in a synchronized state,
yielding Nl = N [31]. To study stability of such partially
synchronized states, we consider a small perturbation xi,
|xi| ≪ 1, on each phase locked oscillator θi in Eq. (2)
and, after neglecting high order terms, the evolution for
perturbation satisfies x˙ = Jx where x = (x1, . . . , xNl)
and J is the Jacobian matrix with entries Jij =
∂θ˙i
∂θj
. In
fact, J is of the form
J =
2KR1
N
M− 2qD, (14)
where the matrix M is given by Mij = cos(θj − 2θi)
and a diagonal matrix D is given by Dij = cos(2θi)δij .
The stability properties for a given cluster state is then
determined by the eigenvalues of J. First, note that∑Nl
j=1 Jij = 0, which gives a trivial eigenvalue λ = 0
(with constant eigenvector v ∝ 1 = (1, . . . , 1)) that cor-
responds to the rotation invariance of Eqs. (1) and (2).
The remaining Nl − 1 eigenvalues can be calculated via
the characteristic equation of J, which can be expressed
as B(λ) = det(λI− J). Next, by defining
E =
λI
2KR1
+R1D, (15)
one may write
2KR1E(I−E−1M/N). (16)
Thus, the characteristic polynomial takes the form
B(λ) = 2KR1det(E)det(I− 1
N
E−1M). (17)
Finally, assuming that E must is in fact invertible, we
have that det(E) 6= 0, and the key task for calculating
the eigenvalue spectrum depends on finding the roots of
the last term alone.
Next we ease notation by defining four vectors c(k) with
c
(k)
i = cos kθi and s
(k) with s
(k)
i = sin kθi that satisfy the
orthogonality property c(k) · s(k′) = 0 (k′ = 1, 2). We
note here that k = 2 corresponds to purely deterministic
vectors, while k = 1 is random vectors due to clustering
and multi-branches. That is, the entries of c(2) and s(2)
do not depend on whether a given oscillator falls in the
0 or pi cluster, but the entries of c(1) and s(1) do. More-
over, we note that the rank of M is only 2 since, for all
x ∈ RNl , we haveMx = (c(1) ·x)c(2)+(s(1) ·x)s(2). Intro-
ducing the orthonormal basis a1 =
c
(1)
‖c(1)‖ and a2 =
s
(1)
‖s(1)‖ ,
the matrix E−1M/N restricted to the subspace that is
spanned by {ai} turns out to be a 2 × 2 matrix Q, i.e.,
(E−1M/N)a1,a2 = Q(λ). The entries of this matrix are
defined as Qij = ai · 1NE−1Maj , whose diagonal entries
are
Q11 =
1
N
Nl∑
i=1
[2η(ωi)− 1]2KR1|c
(1)
i |c(2)i
λ+ 2qc
(2)
i
, (18)
Q22 =
1
N
Nl∑
i=1
[2η(ωi)− 1]KR1(s
(2)
i )
2/|c(1)i |
λ+ 2qc
(2)
i
, (19)
and the off-diagonal Qij ∝ 1N
∑Nl
m=1
c(i)m s
(j)
m
Emm
with i 6= j,
while the other Nl − 2 basis vectors span the kernel of
E−1M/N . Orthogonality implies that Q12 and Q21 are
zero, so the characteristic polynomial simplifies to
B(λ) = 2KR1
Nl∏
i=1
Eii[1−Q11(λ)][1 −Q22(λ)]. (20)
In fact, the rational functions Qjj(λ) (j = 1, 2) are
strictly decreasing away from their Nl2 poles λi = −2qc
(2)
i
(limλ→λ±
i
Qjj(λ) = ±∞), so Qjj(λ) = 1 must have one
route between two consecutive poles. The necessary con-
dition for stable locked state requires all c
(2)
i > 0. In
addition, we find that Q11(0) = 1 corresponds to a triv-
ial eigenvalue λ = 0. The remaining one eigenvalue is
uniquely determined by Q22(λ) = 1 for λ > λi. Since
Q22(λ) is decreasing, the root is negative if and only if
Q22(0) < 1, which leads to the structural stability con-
dition for the configuration of population
1
N
Nl∑
i=1
[2η(ωi)− 1]KR1(s
(2)
i )
2
2q|c(1)i |c(2)i
< 1, (21)
or equivalently, F ′(q) < 0. Therefore, we conclude that
the eigen-spectrum of J is made up of three parts, a heav-
ily populated part consisting of Nl− 2 negative eigenval-
ues within the poles, a trivial part λ = 0 correspond-
ing to rotation invariance, and a lone eigenvalue outside
the poles. In the thermodynamic limit N → ∞, the
first part merges into continuous spectrum with λ(ω) =
−2
√
q2 − ω2, while the last part turns out to be a non-
trivial discrete spectrum determined by the continuum
limit Q22(λ) = 1 (λ 6= λ(ω)).
It is also instructive to characterize the eigenvectors of
J. Considering a frequency-dependent vector x ∈ RNl
with xi = χ(ωi), the space R
Nl can be split into two sub-
spaces Veven and Vodd. If χ is an even (or odd) function,
then x ∈ Veven (or Vodd). This definition allows x to
be random vector, such as c(k) ∈ Veven, s(k) ∈ Vodd, so
Veven ⊥ Vodd and V = Veven ⊕ Vodd. The eigenspace of
50 1 2 3 4 5 6 7 8
0.0
0.2
0.4
0.6
0.8
1.0
0 1 2 3 4 5 6 7 8
0 4 8 12 16 20
0.0
0.2
0.4
0.6
0.8
1.0
R
c 1
K
decreasing K decreasing K
increasing K
(a)
R
1
K
increasing K
(b)
R
2
(c)
1
2
3
c
c
R
K
Kc
+
-
-
cq q
(d)
cq q
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J can be described via the basis of Veven and Vodd. For
xe ∈ Veven, we have Jxe = 2KR1N c(2)(c(1) · xe)− 2qDxe.
Setting c(1) ·xe = 1, the eigenvector equation Jxe = λxe
implies that xei = c
(2)
i /[NEii(λ)] in which λ is a root
of Q11(λ) = 1. Similarly, if x
o ∈ Vodd, imposing
s(1) · xo = 1, we obtain xoi = s(2)i /[NEii(λ)] corre-
sponding to Q22(λ) = 1. It is worth mentioning that
Re[∇(Zk) · xe] = 0 and Im[∇(Zk) · xo] = 0.
The structural stability of the clusters can then be in-
terpreted as follows. Recall that, after entering a rotating
frame and shifting initial conditions we have the mean
phases Θk = 0. This corresponds to two clusters: one
centered at θ = 0 and the other at θ = pi. Preserving this
particular symmetry, perturbation may then contract or
spread oscillators in each cluster, effectively pulling os-
cillators along the unit circle in the real or imaginary
directions, respectively. Our analysis above reveals that
the eigenvalues determined by Q11(λ) = 1 correspond
to even eigenvectors, i.e., symmetric perturbation, that
induce purely imaginary displacement of the centroid of
configuration in the linear approximation, thereby induc-
ing a small spread in each cluster. On the other hand,
the eigenvalues for Q22(λ) = 1 correspond to odd eigen-
vectors, i.e., antisymmetric perturbation, that leads to
purely real displacement of the centroid, thereby con-
tracting each cluster. As the structure parameter q is
decreasing, the nontrivial solitary eigenvalue is shifted
towards positive real axis and collides with the origin at
q = qc. Thus, the continuum of ADTs originate from the
instability of a collective mode under the nontrivial an-
tisymmetric perturbation in the high dimensional phase
space associated with this solitary eigenvalue.
IV. ANOTHER EXAMPLE:
FREQUENCY-WEIGHTED COUPLING
Lastly, we show that our theory generalizes by con-
sidering the coupling heterogeneity of the form Kmni =
K|ωi|, i.e., establishing the correlation between oscilla-
tors frequency and coupling strength as in Refs. [32,
33] that generates explosive synchronization and quan-
tized time-dependent clustering. We show that such a
frequency-weighted coupling scheme captures the essen-
tial properties of simplicial dynamics and can achieve cer-
tain cluster arrangement. In this case, the SO2 group
symmetry still holds, and the mean-field equation can be
written as
θ˙i = ωi − q|ωi| sin(2θi). (22)
If q < 1, no oscillators are entrained by the mean-field
indicating the asynchronous state. Interestingly, once
q ≥ 1, all oscillators become phase-locked (Nl = N) with
c
(2)f
i =
√
1− q−2 and s(2)fi = ωi/(q|ωi|). The paramet-
ric function F (q) is a smooth function for a constant η,
i.e.,
F (q) = (2η − 1)
√
[1 + (1− q−2) 12 ]/(2q), (23)
6and the fold bifurcation characterizing a continuum of
universal ADTs occurs at qc = 2/
√
3 with
Kc =
8
3
√
3(2η − 1)2 , R
c
1 =
√
3(2η − 1)
2
, and Rc2 =
1
2
.
(24)
The results are presented in Fig. 2 (a)–(c) (details simi-
lar to those for Fig. 1), displaying remarkable agreement
between theory and simulation.
The stability analysis for the multi-clusters follows the
similar way, where the Jacobian matrix is
Jf = W(
2KR1
N
M− 2qD) (25)
with the frequency matrix W being Wij = |ωi|δij . The
resulting characteristic polynomial is
Bf (λ) = 2KR1det(E
f )[1 −Qf11(λ)][1 −Qf22(λ)], (26)
where
Ef =
W−1λI
2KR1
+R1D, (27)
Qf11 =
1
N
N∑
i=1
c
(1)f
i c
(2)f
i
Efii(λ)
, and (28)
Qf22 =
1
N
N∑
i=1
s
(1)f
i s
(2)f
i
Efii(λ)
. (29)
The eigenvalue spectrum together with the associated
eigenvectors has the same appearance as uniform cou-
pling. In particular, the phase locked states exhibit fixed
cluster arrangement regardless of g(ω), namely, the os-
cillators are recruited into two symmetric groups ±θ∗
(η = 1) or four groups ±θ∗, pi ± θ∗ (η < 1). These
different clusters can be understood as distinct picks
in the information storage, while the stable configura-
tion for the multi-clusters Qf22(0) < 1 is equivalent to
tan θ∗ · tan 2θ∗ < 1 impling θ∗ < pi6 . Decreasing q
makes the symmetric clusters move away from each other
(Fig. (2)d) and the configuration becomes unstable once
q < qc. The ADTs occur owing to a saddle node bifurca-
tion where all oscillators become unlocked corresponding
to the resting state.
V. DISCUSSION
Summarizing, we have presented rigorous analytical
descriptions for the collective dynamics in a population
of globally coupled phase oscillators with higher-order
interactions via simplicial structure. Extensive multista-
bility of clusters and ADTs emerge directly from these
higher order interactions and the nonlinear mean field.
These results were obtained using a self-consistency anal-
ysis and rigorous bifurcation theory and reveal scaling
properties of the transitions in the form of dependence
of the critical points on the indicator and structural con-
stants. The rigorous characterization of the eigenvalue
spectrum presented above demonstrates that the stability
properties of infinite many partially synchronized states
are controlled by a nontrivial solitary eigenvalue, while
the occurrences of ADTs correspond to the instability of
a collective mode.
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