[1] Triggered earthquakes can be large, damaging, and lethal as evidenced by the1999 shocks in Turkey and the 2001 earthquakes in El Salvador. In this study, earthquakes with M s ! 7.0 from the Harvard centroid moment tensor (CMT) catalog are modeled as dislocations to calculate shear stress changes on subsequent earthquake rupture planes near enough to be affected. About 61% of earthquakes that occurred near (defined as having shear stress change jÁtj ! 0.01 MPa) the M s ! 7.0 shocks are associated with calculated shear stress increases, while $39% are associated with shear stress decreases. If earthquakes associated with calculated shear stress increases are interpreted as triggered, then such events make up at least 8% of the CMT catalog. Globally, these triggered earthquakes obey an Omori law rate decay that lasts between $7-11 years after the main shock. Earthquakes associated with calculated shear stress increases occur at higher rates than background up to 240 km away from the main shock centroid. Omori's law is one of the few time-predictable patterns evident in the global occurrence of earthquakes. If large triggered earthquakes habitually obey Omori's law, then their hazard can be more readily assessed. The characteristic rate change with time and spatial distribution can be used to rapidly assess the likelihood of triggered earthquakes following events of M s ! 7.0. I show an example application to the M = 7.7 13 January 2001 El Salvador earthquake where use of global statistics appears to provide a better rapid hazard estimate than Coulomb stress change calculations.
Introduction
[2] Aftershocks are defined as events of lesser magnitude following a larger main shock that are distributed over the fracture area of the main shock [e.g., Uidas, 1999] . In 1894, Omori noted that the rate of aftershocks decays with time approximately as t À1 following the main shock; a slightly better fit can be made by applying c/( p + t) n [Utsu, 1961] , where c, p, and n are constants that vary with each sequence, with n usually about equal to one. Triggered earthquakes occur where the stress redistribution caused by the main shock encourages earthquakes away from the main shock rupture plane. The exponential decay in the rate of aftershocks is one of the few reliably time-predictable patterns of earthquake occurrence. In this paper I show that large, triggered earthquakes have the same time-predictable occurrence as aftershocks.
[3] Aftershocks occurring on or near the rupture plane are thought to be a result of incomplete rupture and/or heterogeneous slip [e.g., Bullen and Bolt, 1947] . The disruption caused by the main shock has also been invoked to explain aftershocks away from the primary rupture plane; for example, Dutton [1904, p. 62] states ''. . .portions of the raised or sunken mass are subject to stresses which from time to time give rise to further movements. . . .' ' Dutton's [1904] explanation is validated by calculations of static stress changes following large earthquakes that correlate with the pattern of off-fault aftershocks [Harris, 1998, and references therein] . Static stress change calculations have also provided an explanation for seismicity rate increases and decreases that occur well outside the above defined aftershock zone [e.g., King et al., 1994; Reasenberg and Simpson, 1992] .
[4] Limited study of the rate of triggered earthquakes outside the classical aftershock zone shows clusters that exhibit the same temporal decay as aftershocks, implying that the process of stress transfer may apply to all the events. I note some examples below, which motivate the questions, how general is this occurrence? How far from the main shock does it occur? What size earthquakes are observed in these exponentially decaying sequences? And, can this information be applied to hazard assessment?
Landers-Hector Mine Earthquakes
[5] The 16 October 1999 M = 7.1 Hector Mine earthquake occurred $30 km northeast of the 1992 M = 7.3 Landers earthquake in southern California (Figure 1 ). After the Landers earthquake, a swarm of mostly small earthquakes began occurring on a completely different fault near the eventual hypocenter of the Hector Mine earthquake, and correlated spatially with an area where Coulomb stress increases were calculated [Parsons and Dreger, 2000] . The Hector Mine hypocenter occurred where neutral or undetermined Coulomb stress change was calculated [Harris and Simpson, 2002] , though most Hector-Mine slip happened where Coulomb stress was calculated to have been increased by the Landers shock [Parsons and Dreger, 2000; Pollitz, 2002] . The Coulomb failure criterion (ÁCF) is defined by ÁCF jÁ" t f j + m(Ás n + Áp), where Á" t f is the change in shear stress on the receiver fault, m is the coefficient of friction, Ás n is the change in normal stress acting on the receiver fault, and Áp is pore pressure change.
[6] The swarm of post-Landers earthquakes occurring on the Hector Mine fault plane (located within ±1 km of the rupture plane) shows a rough Omori law decay in the rate of earthquakes with time until the occurrence of the Hector Mine event (Figure 1 ), which was followed by its own set of aftershocks. The Hector Mine earthquake could thus be interpreted as a Landers aftershock. If that view is correct, then the M = 7.1 Hector Mine earthquake was expected, albeit at low probability, within the bounds of the Omori rate decay, and within the regions of heightened stress change. [7] The 19 October 1989 M = 7.1 Loma Prieta earthquake affected San Francisco Bay area faults within a $50 km radius from the epicenter in the Santa Cruz Mountains [Reasenberg and Simpson, 1992; . The complex rupture caused both Coulomb stress increases and decreases on subparallel faults; in Figure 2 , an example is shown where stress was increased on the offshore San Gregorio fault and another where stress was decreased on the south Hayward fault east of San Francisco Bay. The annual rate of microseismicity (earthquakes occurring within ±1 km of the receiver fault plane) immediately increased on the San Gregorio fault following the Loma Prieta earthquake and has been subsiding exponentially with time, following an Omori law rate decay (Figure 2 ). The opposite case is observed on the south Hayward fault where the annual microseismicity rate declined sharply after the stress decrease from the Loma Prieta shock and has gradually returned to Figure 1 . The annual rate of earthquakes following the 1992 M = 7.4 Landers earthquake near the eventual hypocenter of the 1999 M = 7.1 Hector Mine earthquake follows an exponential decay with time. The decay rate was fit roughly to a t À1 curve. Coulomb stress change from the Landers earthquake [Parsons and Dreger, 2000] is shown calculated on the Hector Mine rupture plane of Dreger and Kaverina [2000] (corresponds to the red line on the location map). Earthquake hypocenters [RichardsDinger and Shearer, 2000] located within 1 km of the Hector Mine rupture plane are shown for the periods of 5 years before (blue) and after (red) the Landers earthquake. The rate plot was made with the same events using 1-year bins. The Hector Mine earthquake occurred when the seismicity rate was slightly above background. Thus the Hector Mine earthquake could be considered another, albeit large, aftershock of the Landers main shock. background rates following an inverse Omori law trend (linear with time; Figure 2 ).
Loma Prieta

North Anatolian Fault
[8] The 17 August 1999 M = 7.4 Izmit earthquake was closely followed by the 12 November 1999 M = 7.1 Düzce earthquake. Combined, these two earthquakes killed at least 18,000 people, destroyed 15,400 buildings, and caused $10 -25 billion in damage. The Izmit earthquake occurred where the Coulomb failure stress was calculated to have increased 0.1 -0.2 MPa by M ! 6.8 earthquakes since 1939 (Figure 3 ) [Stein et al., 1997] . The Izmit event, in turn, increased stress beyond the east end of the rupture by 0.1-0.2 MPa, where the M = 7.1 Düzce earthquake struck, and by 0.05 -0.5 MPa beyond the west end of the 17 August rupture, where a cluster of aftershocks occurred [Parsons et al., 2000] .
[9] Stress triggering was invoked to explain the 60-year sequence of earthquakes rupturing toward Istanbul along the North Anatolian fault, in which all but one event promoted the next [Stein et al., 1997] . The thirteen M ! 6.8 North Anatolian earthquakes for which the stress at the future epicenter was increased by !0.05 MPa were stacked in time bins as a function of the delay between the triggering and subsequent earthquakes [Parsons et al., 2000] (Figure 3) . The time bins show the annual rate of M ! 6.8 earthquakes Figure 2 . Microseismicity rates on the San Gregorio and Hayward faults were affected by the 1989 M = 7.1 Loma Prieta earthquake. Coulomb stress changes and earthquake hypocenters are shown projected onto the San Gregorio fault (above) and south Hayward fault (below) ; cross sections correspond to the red lines on the location map and are shown from north at the left to south. Where Coulomb stress was calculated to have been increased on the San Gregorio fault, seismicity began occurring at sharply higher rates, then declined on a t À1 trend. Where Coulomb stress was decreased on the south Hayward fault, seismicity rates dropped, then recovered on an inverse Omori law trend, linear with t. Seismicity rate plots were made using the hypocenters selected within ±1 km of the fault planes, as shown on the stress change plots, with 1-year bins.
along the North Anatolian fault, which decays as t À1 in a manner identical to aftershocks (Figure 3) . Some of the triggering events in the North Anatolian sequence might be considered foreshocks in that they were smaller than the triggered earthquakes that followed them.
[10] The above three examples provide the motivation for this study. There is a tendency for Omori law decay in the rate of triggered earthquakes as time passes that, in the three cases investigated, is independent of earthquake size, occurs well outside the classically defined aftershock zone, and can include what might be considered foreshocks (triggering earthquake smaller than triggered). Because Omori's law is perhaps the only globally reliable, time-predictable pattern of earthquake occurrence and because the examples given above show that some of the earthquakes falling within that pattern can be large and deadly, I investigate here the global occurrence of triggered earthquakes in the Harvard centroid moment tensor (CMT) catalog [e.g., Dziewonski et al., 1981] , and their rate as a function of time.
Triggered Earthquakes in the Harvard CMT Catalog
Methods
[11] In this paper, examples of triggered earthquakes behaving like aftershocks have been given for three regional earthquake sequences. To make a more general study on the temporal behavior of triggered earthquakes, I use the Harvard CMT catalog [e.g., Dziewonski et al., 1981] .
CMT solutions are produced on a routine basis for events with surface wave magnitudes (M s ) greater than $5.5. The catalog covers the time span from January 1977 until September 2000 and includes 17,402 earthquakes, some of which have magnitudes down to the M s = 4.5 level. I selected from the CMT catalog all M s ! 7.0 earthquakes as candidates for inducing triggering; the choice of M s ! 7.0 earthquakes to act as triggers was made in advance and was not changed during the course of the study. From this group I removed any earthquakes that occurred within one degree of a previous M s ! 7.0 shock as potentially triggered, even if it was larger than its predecessor. I then selected all events that have been studied sufficiently well so that the correct nodal plane could be chosen, or that occurred in tectonic settings where a nodal plane could be assigned with reasonable confidence (for example, along a major strikeslip fault zone or located on the interplate contact of a subduction zone). This selection process resulted in 117 M s ! 7.0 earthquakes of known mechanism that may have caused sufficient static stress change to trigger earthquakes (Table 1) (Figure 4) .
[12] All stress change calculations were resolved on dislocation planes; no point calculations were used. The strike, dip, and rake (mostly from CMT solutions) of the 117 M s ! 7.0 earthquakes were used to create the elastic dislocation models. Dislocation length, width, and slip were determined from the global regressions of Wells and Coppersmith [1994] . Using the centroid locations of the 117 M s ! 7.0 earthquakes, the CMT catalog was searched for all Velasco et al. [1996] ; 48, Zobin [1990] ; 49, Protti and Schwartz [1994] ; 50, Fuenzalida et al. [1997] ; 51, Cotton et al. [1996] ; 52, Hagerty and Schwartz [1996] ; 53, Wald and Heaton [1994] ; 54, Mellors et al. [1997] ; 55, Ammon et al. [1994] ; 56, Beckers and Lay [1995] ; 57, Ozel and Moriya [1999] ; 58, Johnson et al. [1995] ; 59, Campos et al. [1996] ; 60, Van Dissen et al. [1994] ; 61, Calmant et al. [1997] ; 62, Duquesnoy et al. [1996] ; 63, Tanioka and Satake [1996] ; 64, Robinson et al. [1995] ; 65, Piatanesi et al. [1999] ; 66, Nakayama and Takeo [1997] ; 67, Wald [1996] ; 68, Millen and Hamburger [1998] ; 69, Rogozhin [1996] ; 70, Sobiesiak [2000] ; 71, Yepes [1996] ; 72, Mendoza and Hartzell [1999] other earthquakes that occurred within ±2°any time after the M s ! 7.0 events. Nodal planes of these earthquakes were represented as nonslipping dislocations, or receiver faults. I used the program DLC, written by R. Simpson (based on the subroutines of Okada [1992] ), to calculate changes in shear stress on receiver fault surfaces caused by slip on source faults in an elastic half-space.
[13] The global nature of this study necessitated calculation of the shear stress component on the receiver faults rather than Coulomb stress change for three reasons: (1) since the shear stress change is equal on both receiver fault nodal planes, it was not necessary to identify the correct one for thousands of earthquakes, (2) Coulomb stress change calculation requires estimation of a friction coefficient for each receiver fault, and (3) Coulomb stress change calculation requires assumptions to be made about coseismic pore fluid pressure changes on each receiver fault. These parameters are estimable in detailed local studies, but cannot be assigned globally with reasonable confidence [e.g., Beeler et al., 2000] . By calculating only the shear stress component I neglect potential triggering and/or inhibition of earthquakes due to normal stress changes, which in localized studies, have been shown to be important [e.g., Perfettini et al., 1999; . However, in other studies using global catalogs, Kagan [1994] and Kagan and Jackson [1998] find little correlation between normal stress change and earthquake triggering, and they conclude that shear stress changes are most important.
[14] Shear stress changes were calculated, parallel to the CMT solution rake, on nodal planes of all earthquakes that occurred after, and within ±2°of the 117 M s ! 7.0 source events. These planes were modeled as nonslipping dislocations with length and width determined from the regressions of Wells and Coppersmith [1994] . Receiver faults that had calculated shear stress changes between ±0.01 and ±1 MPa were included as potentially influenced by the source earthquakes. The lower threshold for triggering has been shown by previous studies [e.g., Reasenberg and Simpson, 1992; Hardebeck et al., 1998; Harris, 1998 ]. The upper threshold was set to prevent calculations on planes very close ($10 km or closer) to the source plane, which are highly sensitive to the details of the source slip model [e.g., Simpson and Reasenberg, 1994] . Selection of potentially triggered earthquakes by magnitude of stress change rather than by a distance threshold is necessary because the crustal volumes where stress has been changed can be highly irregular in shape, and the source earthquakes differ in size. The distributions of earthquakes included and excluded on this basis are shown in Figure 5 ; the vast majority of earthquakes with absolute value of shear stress change less than 0.01 MPa were located more than 100 km from the main shock centroids.
[15] After shear stress changes are calculated, a comparison can be made between earthquakes with shear stress increase, hence consistent with triggering, and those that occurred despite a shear stress decrease. In Table 1 these earthquakes are tallied for each of the 117 M s ! 7.0 source events. A summation shows that of the 2166 events that followed the source earthquakes and that met the stress threshold selection criteria (0.01 MPa jÁtj 1.0 MPa), 1327 were associated with shear stress increases, and 839 with shear stress decreases. Thus $61% of the total number of events considered are consistent with shear stress triggering and $39% are not; stated another way, the number of apparently triggered earthquakes exceeds the number that were apparently not triggered by a factor of $1.6. The 1327 earthquakes consistent with triggering represent $8% of the CMT catalog (17,402 events from 1 January 1977 until 30 September 2000).
[16] An important question is whether or not the difference between the number of earthquakes that had shear stress increase and shear stress decrease is significant. Could 61% of 2166 earthquakes occurring in the tectonically active parts of the Earth correlate with calculated shear stress increases by chance?
Tests for Significance Using Synthetic Catalogs
[17] To learn about the potential variability of stress change and seismicity following the largest earthquakes, multiple synthetic catalogs were constructed for Monte Carlo analysis that replicated key features of the CMT catalog. The question addressed is whether the apparent majority of earthquakes that correlated with shear stress increase following the largest earthquakes in the CMT catalog is significant. The null hypothesis is that the majority is a chance result and that the occurrence of earthquakes both in time and space following the largest events is unrelated to shear stress change. What is needed then is a way to assess what the variability of shear stress calculations is likely to be.
[18] Synthetic earthquake catalogs should bear as many similarities to the CMT catalog as possible to replicate natural variability, yet also must fulfill the null hypothesis. A completely random catalog in time and space would satisfy the null hypothesis, but it would fail to represent the organized behavior inherent in the CMT catalog, since earthquakes cluster along tectonic boundaries, and they cluster in time. However, a synthetic catalog that too closely resembles the actual catalog may not be sufficiently unlinked from the stress transfer hypothesis. Thus the synthetic catalogs used here have several characteristics in common with the CMT catalog, but also random features, including the following: (1) earthquake source times are kept the same as in the CMT catalog so that clusters in time are preserved (needed to meet the null-hypothesis condition that aftershocks off the main shock fault plane are unrelated to shear stress change), (2) the CMT catalog shows unequal distribution in earthquake depth, dip, and rake and random distribution of strike ( Figure 6 ) even in small areas ( Figure  7) ; the synthetic catalogs are drawn at random from distributions of these shapes, (3) latitudes and longitudes of individual earthquake centroids are perturbed to fall randomly within ±50 km of the original CMT locations so that the synthetic catalogs share a tendency for clustering at plate boundaries and other active zones, and (4) the b value (magnitude-frequency distribution) is the same for the CMT and synthetic catalogs. [19] The synthetic catalogs were drawn from the distributions of rake, dip, and depth of the entire CMT catalog. However, certain regions might have earthquake mechanisms that are significantly skewed from the global distribution of earthquake mechanisms. Thus the distributions of all shallow earthquakes (depth 100 km) from 4°Â 4°r egions were compared against the overall distributions shown in Figure 6 using a Kolmogoroff-Smirnoff test, which is sensitive to differences in shapes of distributions, particularly the mean, median, dispersion, and skewness [e.g., Sachs, 1982] . The test statistiĉ
where F 1 and F 2 are cumulative frequencies and n 1 and n 2 are sample sizes, is compared to the critical value
where K (a) is a constant reflecting the level of significance. IfD < D (a) , then there is no demonstrable difference between the two distributions at a given confidence level. The comparisons show that, in most regions, the local distributions cannot be proven different from the whole catalog CMT distribution with 80% confidence (Figure 7) .
In other words, there is no statistically significant bias toward particular focal solutions along most plate boundaries if smaller earthquakes (can include events down to M s = 4.5) are included in the comparison. I thus conclude that synthetic catalogs drawn from the CMT distributions can reasonably represent local distributions.
[20] Synthetic catalogs were constructed to test the significance of the difference between the number of earthquakes that were associated with shear stress increases and decreases in the CMT catalog. Synthetic catalogs were substituted for the CMT catalog and used as described in section 2.1; shear stress changes from the 117 M s ! 7.0 real source events were calculated (rake-parallel) on synthetic receiver fault planes that fell within ±2°of the source earthquakes. Those receiver faults that showed shear stress changes ranging from ±0.01 MPa to 1 MPa were compared and tallied. After 100 such calculations, the variability of shear stress calculations resulting from different distributions of earthquakes emerges, and confidence intervals on rejecting the null hypothesis can be calculated (Figure 8 ). The mean ratio of shear stress increase to shear stress decrease over the 100 calculations is 50.3%, indicating that the synthetic catalogs are suitable for representing the null hypothesis. The standard deviation from the mean is 1.2%, the 95% confidence interval is 2.3%, and the null hypothesis can be rejected with 99.99% confidence at ±4.6%. The results using the real CMT catalog showed 61% of events following the largest earthquakes were associated with shear Figure 6 . Distributions in depth, dip, and rake, and strike of the Harvard CMT earthquake catalog. Synthetic catalogs assembled for determining the significance of the result that $61% of earthquakes following the 117 M s ! 7.0 earthquakes in the CMT catalog are associated with calculated shear stress increases are constrained to have the same distributions in depth dip and rake. stress increase and 39% were associated with shear stress decrease; this difference of $11% from the null-hypothesis mean of $50% appears significant, and implies that shear stress changes caused by large earthquakes do influence the occurrence of subsequent M s ! 4.5 earthquakes.
Results: When and Where Are Large Triggered Aftershocks Most Likely to Occur?
[21] Calculation of shear stress changes from 117 M s ! 7.0 earthquakes on nodal planes of subsequent earthquakes generates two populations of earthquakes, those consistent with shear stress triggering, and those that are not. The two populations are indistinguishable in terms of their b values, mean magnitudes, depths, strikes, dips, and rakes. However, differences in their rate of occurrence with time and distributions with distance from the main shock are observed.
Temporal Occurrence of Triggered Earthquakes
[22] Here the behavior of earthquakes associated with shear stress increases and decreases as a function of time is compared. If the seismicity rate of triggered earthquakes is plotted against time, it shows an Omori law decay that lasts $7 -11 years ( Figure 9 ). Rates of earthquakes associated with calculated shear stress increases and decreases decay differently with time, as can be seen clearly in Figure 10 , where the difference between the number of earthquakes that occurred before and after the main shocks is plotted as a function of time. Below I explain how the rate plots were made and discuss possible reasons for different decay rates.
Seismicity Rate Curves
[23] The curves in Figure 9 were constructed by stacking 2166 earthquakes near enough to be influenced by the Figure 7 . Estimate of variation in earthquake dip and rake in 4°Â 4°regions from global catalog distributions using a Kolmogoroff-Smirnoff test. The red-shaded areas are the only places where local distributions differ from the global distribution with 80% confidence. Triangles show the locations of the 117 M s ! 7.0 earthquakes investigated in this study as sources of triggering. [24] The background seismicity rate was established by stacking earthquakes from periods before the 117 M s ! 7.0 earthquakes (back to the beginning of the catalog) with nodal planes having calculated shear stress increases and decreases using the same threshold values as before. This was done so that the earthquake rates in the same approximate regions before and after the largest earthquakes could be compared. The background rate appears to dwindle with time away from zero in Figure 9 ; this is because the M s ! 7.0 earthquakes occurring later in the catalog have earthquakes associated with them for longer times than do earthquakes earlier in the catalog. For example, there are few earthquakes in the catalog near and before the great Sumba earthquake of 1977, whereas there are more than 20 years worth of events near and before the 1999 Hector Mine earthquake. The background rates are calculated separately for earthquake nodal planes associated with shear stress increases and decreases, and as might be expected, they are nearly the same (Figure 9 ).
[25] Just as the question was raised whether the cumulative difference between shear stress increased and decreased earthquakes is significant, it is asked whether the variation in seismicity rate versus time between the two populations is significant. In other words, since the total number of earthquakes in each time bin decreases significantly with elapsed time from the main shock, is the difference between the two populations in any given time bin greater than the natural variability? To answer this question, the same synthetic catalogs were utilized; each time bin was examined independently, and the ratio of shear stress increased and decreased earthquakes was compared. For each bin, 100 sets of the same number of earthquakes from the same time range were gathered at random from synthetic catalogs. The ratios of earthquakes associated with calculated shear stress increases and decreases were tallied and confidence intervals were calculated (Figure 11 ). This process enables 95% confidence bounds to be plotted around the curves in Figure 9 .
[26] The significance in the cumulative difference between the two curves was also tested using a the KolmogoroffSmirnoff test (see section 2.2 for full description), which evaluates two frequency distributions of different size for the likelihood that they come from the same parent distribution; the null hypothesis that the earthquake rate curves associated with calculated shear stress increases and decreases result from the same overall distribution can be rejected at the 99.9% confidence interval using the Kolmogoroff-Smirnoff test.
Spatial Occurrence of Triggered Earthquakes
[27] Earthquakes associated with calculated shear stress increases are observed at slightly different spatial distribution than those associated with shear stress decrease. Earthquakes were binned by radial distance from the source epicenter (surface projection of the centroid location), stacked, and the number occurring where shear stress was increased before the source earthquakes was subtracted from the number occurring after (Figure 12 ). The same process was applied to the earthquakes that were associated with calculated shear stress decreases. The difference between the two populations is not significant close to the epicenters of the source earthquakes (between 0 and 50 km) but becomes more important with increasing distance (between 50 and 250 km) (Figure 12 ). The number of earthquakes that represent the 95% confidence bounds resulting from random variability for the total number of earthquakes in each bin is plotted in Figure 12 ; confidence bounds were calculated in the same manner as described in sections 2.2 and 3.1. It is assumed that the source earthquake has no influence on earthquake occurrence where differences in seismicity rate before and after shear stress changes approaches the 95% confidence intervals. There are two features of the plots shown in Figure 12 that result from the way earthquakes were selected: (1) since earthquakes were binned with radial distance from the source epicenters, more are expected with greater distance because surface area grows proportionally to the radius squared, and (2) the stress change thresholds used (events associated with changes between ±0.01 -1 MPa) to exclude earthquakes with very large and very small shear stress changes causes relatively fewer earthquakes to appear in the closest and farthest distance bins.
[28] The key difference in the locations of the earthquakes associated with shear stress increases and decreases is that earthquakes associated with calculated shear stress increases occur at distances up to 240 km from the source Figure 9 . Stacked annual rate of earthquakes following the 117 M s ! 7.0 earthquakes. Upper solid gray curve shows the rate of earthquakes associated with calculated shear stress increases, and the lower solid gray line shows the rate of earthquakes associated with calculated shear stress decreases. Both sets of earthquakes show significantly higher rates immediately after the source earthquakes, but the rates of events associated with shear stress increases remains higher than background rates for $7 -11 years, whereas the rate of events associated with shear stress decreases returns to background rates within $1-2 years. The 95% confidence bounds are plotted as shaded areas around rate curves. Background rates are calculated from the same regions of shear stress increase (solid dark line) and decrease (dashed light line) calculated from the 117 M s ! 7.0 earthquakes, but were taken from the periods before the large shocks. The seismicity rate from regions of calculated shear stress increase is reflected about the zero time axis (light dashed line) to provide a reference background rate. The rate curves approach zero at long times from the triggering earthquakes because the largest earthquakes occurring earlier in the catalog have earthquakes associated with them for longer times than do earthquakes later in the catalog. epicenters, while earthquakes associated with shear stress decreases are confined to distances less than about 120-140 km from the epicenters (Figure 10 ). Thus the bulk of the shear-stress-decreased earthquake population occurs mostly in the first 1 -2 years after the source earthquake, and relatively close to the source epicenter. By comparison, the shear-stress-increased earthquake population occurs more broadly in time and space (Figures 9, 10, and 12) . Application of the Kolmogoroff-Smirnoff test [e.g., Sachs, 1982] to the two spatial distributions shows that the possibility that they result from the same parent distribution can be rejected at the 99% confidence interval.
What Causes the Difference in Rate Versus Time and Spatial Distribution for Earthquakes Associated With Shear Stress Increases and Decreases?
[29] Earthquakes associated with calculated shear stress increases and decreases following the 117 M s ! 7.0 earthquakes show an immediate and sharp rate increase above background (Figure 9 ). However, there were significantly more (400 versus 250) earthquakes associated with calculated shear stress increases in the first year, and the shearstress-increased rate persists above background for $7-11 years while the shear-stress-decreased population returns to background rates within $2 years (Figures 9 and 10) . The tendency for earthquakes associated with calculated shear stress decreases to occur at the background rate after 1 -2 years implies that these events were unrelated to the preceding earthquakes and would have happened regardless; they obviously were not suppressed by the shear stress decreases either. An interesting group of earthquakes are those that were associated with calculated shear stress decreases, yet showed a marked rate increase for the first 1-2 years following the largest earthquakes.
[30] Four explanations for the short-lived rate increase among earthquakes that were associated with calculated shear stress decreases are discussed here: normal stress change triggering, calculation errors, stress diffusion, and dynamic triggering. Since only shear stress change calculations were made in this study, earthquakes that were promoted primarily through normal stress changes would be missed. However, it is difficult to explain why the rate of earthquakes triggered by normal stress change should decay so much faster than those promoted by shear stress change. Indeed, when normal stress change calculations were made on both nodal planes of the two populations of earthquakes (first two years of earthquakes associated with shear stress increases and decreases), no observable differences could be Figure 10 . The difference between the number of earthquakes that occurred before the main shocks is subtracted from the number that occurred after. The earliest time that the rate is indistinguishable from background occurs when the difference is less than the 95% confidence level calculated using synthetic catalogs. This occurs at $7 years for earthquakes associated with calculated shear stress increases and $1 year for earthquakes associated with calculated shear stress decreases. isolated. This observation is in accordance with studies by Kagan [1994] and Kagan and Jackson [1998] , who noted no dependence on normal stress in global catalogs.
[31] Stress change calculations are sensitive to the orientations and relative locations of the earthquake rupture planes, which have been greatly simplified as single planar dislocations here. It is probable that some proportion of the earthquakes associated with shear stress decreases might be so erroneously, though a roughly equal number of those associated with shear stress increases would also be in error because there is a finite number of earthquakes in the overall population.
[32] A further complicating factor is the recognition that postearthquake deep afterslip and viscoelastic relaxation of the lower crust and upper mantle can act to redistribute stress into the seismogenic crust over time [e.g., Nur and Mavko, 1974; Savage and Prescott, 1978] . Such stress diffusion might spread rapidly with time, as has been modeled after the Landers earthquake [e.g., Pollitz, 2002] , and might act to curtail earthquakes associated with calculated shear stress decreases and further enhance those associated with shear stress increases.
[33] Earthquakes associated with calculated shear stress increases are observed to occur at greater distances from the main shock centroids. When these spatial distribution effects are also considered, dynamic triggering may be the most plausible explanation for the differences between the shear-stress-increased and -decreased earthquake populations. For example, the Landers and Hector Mine earthquakes demonstrated directivity in dynamic triggering both near the ruptures and at great distances [e.g., Kilb et al., 2000; Gomberg et al., 2001] . Thus dynamic triggering, while poorly understood, is independent of the spatial patterns associated with static stress triggering and may also explain why earthquakes associated with calculated shear stress decreases that occurred above background rates did so only for a short time after the source earthquakes. Dynamic triggering might not have to occur instantaneously with the passage of seismic waves if their effect is to weaken faults slightly [e.g., Gomberg et al., 1998; Marone, 2000] . Dynamically triggered earthquakes might also make up an important percentage of earthquakes associated with calculated static stress increases, particularly those that happen shortly after the main shock.
Foreshocks, Main Shocks, Aftershocks, and Rate/State Friction
[34] Of the 117 M s ! 7.0 earthquakes modeled in this study, 13 were associated with subsequent larger magnitude earthquakes that occurred within ±2°; 8 of those earthquakes ($62%) were associated with calculated shear stress increases, and 5 were associated with calculated shear stress decreases. The catalog of all 1327 subsequent earthquakes associated with calculated shear stress increases from 117 M s ! 7.0 earthquakes contains 75 earthquakes of M s ! 6.5, 23 earthquakes of M s ! 7.0, and 3 shocks with M s ! 8.0. Thus many of these apparently triggered earthquakes have magnitudes that are usually associated with the term ''main shock.'' The earthquakes that triggered these large earthquakes could then be referred to as ''foreshocks.'' The earthquakes associated with calculated shear stress increases Figure 12 . Difference between the stacked number of earthquakes associated with calculated shear stress increases before the 117 M s ! 7.0 earthquakes subtracted from the stacked number after (above) as a function of distance from the triggering earthquake centroid. The difference between earthquakes associated with calculated shear stress decreases are shown below. Earthquakes associated with shear stress increases tend to occur in greater numbers than the background at distances up to $240 km from the triggering earthquake centroids whereas earthquakes associated with shear stress decreases occur in numbers greater than background at distances up to 140 km from the triggering centroids. 95% confidence bounds for each distance range are shown superimposed on the columns. exhibit Omori law decay in rate versus time despite some of them occurring at distances up to 240 km away from the source earthquakes, and thus can be considered ''aftershocks.'' Only semantic differences appear to separate these earthquakes, which can be unified under the concept of earthquake interaction and stress transfer. Also requiring an explanation is a global observation of Omori law decay in the rate of triggered earthquakes.
[35] Exponential decay of the rate of triggered earthquakes is a prediction made from rate and state friction theory. Laboratory experiments with simulated fault zones demonstrated that failure stress is dependent on the time of contact (state) and slip speed (rate) [e.g., Dieterich, 1978; Ruina, 1983] . The dependence is suggested to result from changes in the age and population of contact points in the fault, with older, more static contacts having greater strength than younger ones introduced by slip on the fault [Dieterich, 1979] . The resisting stress can thus be expressed as
where s n is the normal stress, p is pore fluid pressure, m 0 , A, and B are experimentally determined constants, V* and q* are normalizing constants, V is slip speed, and q is the state variable [Dieterich, 1992] .
[36] In rate and state friction, a stress change on a fault results in a change in slip speed, and also a transient increase or decrease in the rate of earthquakes as a consequence of slip acceleration. The resulting transient earthquake rate lasts until V(t) returns to its unperturbed state. The transient earthquake rate change is predicated on the existence of multiple faults, or fault patches each with varying initial slip speeds and states, thus with varying nucleation potential (nucleation occurs when a fault patch undergoes rapidly accelerating slip). Dieterich [1994] derived a time-dependent seismicity rate R(t), after a stress perturbation as
where r is the steady state seismicity rate, Át is shear stress change, s is the normal stress, and t a is the observed aftershock duration, a fault-specific parameter. Dieterich [1994] has applied equation (4) to the global earthquake clustering statistics of Kagan and Jackson [1991] and to aftershocks, noting that R(t) has the form of Omori's law.
[37] As discussed above, rate and state theory provides a theoretical basis for understanding earthquake clustering after a stress change; the concepts are equally applicable to on-fault aftershocks and more distant triggered earthquakes. This study shows that the majority of the earthquakes in the global CMT catalog associated with shear stress increases cluster in time, and that their rate decays exponentially. Thus the results presented here can be viewed as consistent with Dieterich's [1994] predictions.
Hazard Implications
[38] Global observation of triggered earthquakes indicates that their likelihood with time takes the form of Omori's law. If prior earthquakes have influenced nearby faults, then the probability that they will fail should incorporate a transient, exponential decay with time. One means of incorporating a transient probability change with time was developed from rate and state friction theory.
Earthquake Probability Calculations
[39] The transient change in expected earthquake rate R(t) after a stress step can be related to the probability of an earthquake of a given size over the time interval Át through a nonstationary Poisson process as
after Dieterich and Kilgore [1996] , where N(t) is the expected number of earthquakes in the interval Át. This transient probability change is added to the permanent change. Integrating equation (4) for N(t) yields
where r p is the expected rate of earthquakes associated with the permanent probability change. The rate N(t) can be determined by again applying a nonstationary Poisson probability expression as
where P c is a conditional probability, and can be calculated using any distribution [Dieterich and Kilgore, 1996] .
[40] Rate and state transient functions have been used to calculate interaction earthquake probabilities in the Kobe, Japan, region [Toda et al., 1998 ] and in Turkey [Stein et al., 1997; Parsons et al., 2000] . Results from this study confirm that globally, earthquake interactions cause marked M s ! 4.5 earthquake rate increases followed by exponential decay with time; it thus seems prudent that earthquake probability calculations incorporating stress perturbations should also include its transient effect on seismicity rate ( Figure 13 ) as was done in the Kobe and Turkey studies.
El Salvador 2001: Is Quick Application of Global Observations Warranted?
[41] In this study, global statistics on where and when most triggered earthquakes are expected have been compiled. Earthquake rate plots give a relative rate with time as compared with background rate; these ratios may be applied because the b value of triggered earthquakes is the same as the background. In addition to relative time plots, the expected ratio of triggered earthquakes to background can be plotted as a function of distance from the epicenter of the source earthquake. Using these plots could allow immediate assessment of expected triggered earthquake hazard following a M s ! 7.0 earthquake, and can be in place until more detailed studies are made. In this section I discuss an example application of the global results to a large earthquake that occurred in El Salvador in 2001.
[42] A major earthquake occurred off the coast of El Salvador about 110 km south-southeast of San Salvador on 13 January 2001 (1133 LT in El Salvador) (Figure 14) . A moment magnitude of 7.7 was computed for this earthquake. The main shock was a normal faulting event located within the subducting Cocos plate. As of 21 January 2001 the death toll was 704, with 4055 people injured and 573,609 people affected nationwide. 496 landslides were recorded; 69,714 houses were destroyed and 104,865 dam- Figure 14 . Example of a possible application of global statistics on earthquake rate versus time and relative occurrence with distance following a M s ! 7.0 earthquake to the 13 January 2001 M = 7.7 El Salvador earthquake. (a) As soon as an epicenter is known, contours of most likely triggered earthquake occurrence versus distance (expressed as a ratio to background) can be plotted. In the El Salvador example, a region near the coastline is identified where twice the normal number of earthquakes of M s ! 4.5 are expected to occur over the 7 -11 year period when rates are above background based on global observations. (b) The rate versus time plot below shows the relative annual rate of M s ! 4.5 earthquakes expected as a ratio of the background rate. Heavy gray curve is derived from this study, and the solid black line is t
À1
. In the first year after the M = 7.7 shock, 8 times the normal rate of M s ! 4.5 earthquakes are expected. The 13 February 2001 M = 6.6 earthquake occurred within a zone where twice the normal number of earthquakes of M s ! 4.5 are expected and in a period when 8 times the normal rate is expected. Figure 13 . (a) Examples of transient earthquake probability caused by a stress increase of 0.1 MPa occurring 120 years after the last known earthquake on hypothetical faults with interevent times ranging from 100 to 400 years using equations (5) - (7). (b) A real example of earthquake probability calculated for the city of Istanbul incorporating the stress increases calculated on nearby faults from the 1999 M = 7.4 Izmit earthquake using a rate and state transient function [Parsons et al., 2000] . Figure 15 . Coulomb stress calculations using earliest available epicentral parameters are shown along with effects of using different friction coefficients. In theory, making stress change calculations immediately after a large earthquake such as the 13 January 2001 M = 7.7 El Salvador shock might narrow the region where large triggered earthquakes are expected. However, as can be seen in the stress change plots, the 13 February 2001 M = 6.6 earthquake is located either in zones of Coulomb stress decrease or increase depending on choice of epicenter of the M = 7.7 earthquake, and choice of friction coefficient used in the Coulomb calculations. Once enough aftershocks (30 days of aftershock epicenters are shown as open circles) are recorded to help in the choice of friction coefficient, and earthquake source mechanisms are known, then stress change calculations may have more utility for hazard analysis.
aged by the earthquake. Some 60,000 people were moved to temporary shelters. In Figure 14a , global average relative earthquake occurrence versus distance contours are plotted from the epicenter of the El Salvador earthquake (Quick Epicentral Determination (QED) location). These contours show the likelihood of large aftershocks as a factor of the background rate versus distance from the epicenter. The coastal region nearest the epicenter would thus be expected to see twice the normal number of earthquakes for a period between $7 and 11 years as shown by the time decay curve (Figure 14b ) derived by correcting the global rate curve shown in Figure 8 for a constant background rate. In addition, the time decay curve shows that earthquakes are $8 times more likely to happen in the first year after the source earthquake than they would 7 -11 years later ( Figure  14b ).
[43] On 13 February 2001 (0822 LT in El Salvador), another large earthquake shook El Salvador, this time about 30 km east of San Salvador (Figure 14) . A moment magnitude of 6.6 was computed for this strike-slip earthquake. The 13 February earthquake affected 221,832 people, causing 311 deaths, and 3399 injuries; it destroyed 13,935 houses and damaged 38,699 more. The 13 February earthquake was about 85 km away from the 13 January M = 7.7 earthquake and $30 km shallower (Figure 14 ). This earthquake occurred in a region where, from global observations, about twice as many earthquakes would be expected to happen over the duration of aftershocks, and it occurred within a time range when earthquakes are expected at 8 times the normal rate.
[44] Plots from global averages may have some utility in quantifying the relative risk from triggered earthquakes. The plots from the global data are not sensitive to the mechanism and size of a particular triggering event; detailed stresschange calculation from an individual earthquake could better locate areas of heightened stress (e.g., Figures 1-3) . However, Coulomb calculations require knowledge of several parameters such as a friction coefficient, coseismic pore fluid pressure change, as well as knowledge of local stress field and/or target fault orientations and rakes. If in the El Salvador example, shear or Coulomb stress is calculated on optimally oriented planes, more detailed regions of stress increase and decrease are identified; however, the results are highly dependent on friction coefficient and earthquake location (Figure 15 ). Variation in the earliest available locations of the 13 January M = 7.7 event combined with uncertainty in the friction coefficient causes stress change calculations that show the 13 February M = 6.6 earthquake located either in a stress shadow or a heightened stress region (Figure 15 ). It may thus be preferable to delay stress change calculations until better earthquake locations are available, and when more aftershocks have occurred, which can help delimit the friction coefficient [e.g., Reasenberg and Simpson, 1992; Hardebeck et al., 1998; .
Conclusions
[45] About 61% of modeled earthquakes that followed the 117 M s ! 7.0 earthquakes in the Harvard CMT catalog are associated with calculated shear stress increases, and obey an Omori law rate decay with time. It takes $7-11 years for the rate of triggered earthquakes to return to background rates after a large earthquake. The remaining $39% of modeled earthquakes are associated with calculated shear stress decreases and have rates higher than background for $1 -2 years and rapidly return to background rates; these earthquakes may be dynamically triggered. Earthquakes associated with calculated shear stress increases occur at higher than background rates up to 240 km from the main shocks, $100 km farther than earthquakes associated with calculated shear stress decreases. Characteristic distributions of triggered earthquakes in space and time enable rapid determination of their likelihood after a M s ! 7.0 earthquake. Coulomb or shear stress change calculations can more accurately identify regions at risk, but fairly detailed knowledge of parameters is necessary, which may not become available until it is too late.
