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Abstract--We prove that the one-dimensional von K~rm~n system of equations describing the 
planar motion of a uniform prismatic beam of length L approaches (weakly) to a nonlocal beam 
equation of Timoshenko's type as a suitable parameter tends to zero. (~) 1998 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
In this note, we study the limit behavior as the parameter e --, 0 of the solution (v = v ~, w = w e) 
of the coupled system of equations 
2 J= 
Wtt n u wxxzx  - wxxt t  - Wx Vx -I- ~tO x =0,  
x 
(1.1) 
(1.2) 
in the interval 12 = (0, L) and t > 0. Subscripts mean partial derivatives. 
System (1.1),(1.2) will be considered under suitable initial and boundary conditions o that the 
problem is globally well-posed. Recently, Lagnese and Leugering [1] deduced the above problem 
to model the planar motion of a uniform prismatic beam of length L. Their main interest was to 
deduce a model reflecting the effect of stretching on bending. The quantities v and w represent, 
respectively, the longitudinal and lateral displacement of the point x at time t, and (1.1),(1.2) 
can be viewed as the exact 1-D analogue of the dynamical von KArm~n system in two space 
dimensions which describes large deflections of thin plates (see [2,3] and the references therein). 
In system (1.1),(1.2), constants like density, rotational inertia, etc., have been normalized to 
one, our main goal being to analyze its behavior as e --* 0. However, our analysis applies for 
other values of these parameters. 
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On the other side, it is well known (see [4,5]) that when we consider a uniform beam of length L 
and study the transverse deflection u = u(x, t) of its centerline, then, u satisfies the equation 
(J0n ) Utt  -t- Uxxxz  - -  Uzz t t  - -  Ot U dy uxx = 0 (1.3) 
in the interval fl = (0, L) and t > 0, where a is a positive parameter (that usually represents he 
stiffness due to membrane ffects). The solution u of (1.3) is assumed to satisfy known initial 
and boundary conditions. 
Our result in this note says that, as e ~ 0, the solution of problem (1.1),(1.2) approaches to the 
solution of (1.3). This result shows, at least in this one-dimensional case, the validity of a frequent 
claim in the engineering literature, that is, that the system of yon K£rm&a equations reduces 
to the 2-D version of the Timoshenko equation (1.3), via the so-called Berger's approximation 
(see [5,6]). 
Our proof works only in the 1-D case and with the boundary conditions we consider for v (so 
that v(O, t) -v (L ,  t) = 0), although it is rather independent of the boundary conditions we impose 
on w. Other boundary conditions for v and w will be treated in a further work. The 2-D case 
remains an open problem at this time. 
Our notations in this note are standard and can be found in the book of Lions [7]. 
2. SOME PREL IMINARIES  AND STATEMENT 
OF  THE MAIN RESULT  
We consider system (1.1),(1.2) where (x,t) varies in ft x (0, L) with ft = (0, L) and T > 0. 
To fix ideas, we consider Dirichlet type boundary conditions on the extremes x = 0, L: 
v(o,t) = v(L, t) = o, 
w(O,t) = wx(O,t) = w(L, t )  = w~(L,t) = O, 
The initial conditions for (1.1),(1.2) are 
v(x,0) = v0(x), vt(x,0) = ~l(X), 
w(~,0) = w0(~), ~,(~,0) = ~1(~), 
Vt >0,  
(2.1) 
Vt>0.  
x•~2,  
x • ft. (2.2) 
To study the well-posedness of system (1.1), (1.2), (2.1), and (2.2), we introduce the Hilbert 
space 
X = Hl(ft)  x L2(ft) x H02(f/) x H i (a )  (2.3) 
endowed with the norm 
IIFII 2 = IIv=[I 2 + Ilyll 2 + Ilw==ll 2 + Ilzll 2 + IIz=ll 2, (2.4) 
where F = (v ,y ,w,z )  • X and I1" II denotes the norm in L2(f/). Here Hm(ft)  and H~n(f/) denote 
the usual Sobolev spaces. 
By standard methods, it can be shown that for any initial data (Vo,Vl,Wo,Wl) • X and 6 > 0, 
system (1.1), (1.2), (2.1), and (2.2) admits a unique global weak solution in the class 
(v ,v .w ,  wO • C([0,oo);X). (2.5) 
We refer to [i] for a complete proof in a more complicated case where the boundary conditions 
are nonlinear and dissipative. 
In the sequel, to make explicit the dependence on the small parameter e, the solution of (1.1), 
(1.2), (2.1), and (2.2) will be denoted by (v ~, we). 
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Let us consider now the energy associated to system (1.1),(1.2): 
 /on[ E 12 ] Ee(t) = ~ slv~l 2 + v~ + ~ (w~) 2 + ]w~l 2 -t- Iw~=[ 2 + Iw~el 2 dx. (2.6) 
It is easy to see that EE(.) remains constant in time along the solutions of (1.1), (1.2), (2.1), 
and (2.2), i.e., 
E~(t) = Ee(O) = ~ elVll2+ vo,x-t-~lwo,=[ 2 + lwl[2 + lwo,=::12 + lwl,=[ 2 dx. (2.7) 
Thus, when (vo, vi, wo, wl) E X is fixed, it follows that 
el/2v~, v= + ~ (w~) 2 , wt, w==, and w=t remain bounded in L2(~ × (0,T)) as e --* 0. (2.8) 
The following result describes the limit behavior as e --* 0. 
THEOREM 2.1. Let (Vo,Vl,Wo, Wl) e X be fixed. Then 
(we, w~) ~ (u, ut) weakly in L 2 (0,T;Ho2(~)) x L 2 (~ x (0,T)) (2.9) 
as e --* 0, where u = u(x, t) is the solution of 
n ) 
uu + u=x=x - ux=u - ~ u~ dx ux= = O, ~ x (0, r ) ,  
(2.10) 
u(O,t) = u(L , t )  = ux(O,t) = u=(L,t) = O, t > O, 
u(x,0) = wo(z), ut (z ,o )  = Wl(Z), z ~ ~. 
Moreover, I(lZL ) 
v~ ---" -~ -~ luxl2 dx - lu=[ 2 weakly in L2 (gl x (O,T)) . (2.11) 
3. PROOF OF  THE MAIN RESULT  
In view of (2.8) and extracting subsequences (that we still denote by the index e to simplify 
the notation), we deduce that 
e 1/2 v~ ~ ~ weakly-* in L°°(0, T; L2(12)), (3.1) 
w e --- u weakly-* in L a¢ (0, T; Ho2(fl)) N W TM (0, T; Hol(fl)), (3.2) 
i ,  e,2 v: + ~ (w=) -~ ~ weakly-* in L~(0,T;  L2(a)), (3.3) 
as e -~ 0. 
We have to show that the limit u in (3.2) solves (2.10). To do that, we have to pass to the 
limit in equation (1.2). Of course, the weak convergence property (3.2) suffices to pass to the 
limit in the linear terms of (1.2). It remains to identify the weak limit of the nonlinear quantity 
[v~ + (1/2) (w~)2]=. 
According to (2.8), (we}e>o is uniformly bounded in Lc¢ (0, T; Ho2(G)) N W 1,~ (0, T; Hg(~)).  
Thus, by the classical Aubin-Lions compactness lemma, we deduce that 
w ~ ---* u strongly in L 2 (0, t; Ho2-6(~2)), as e --* 0, (3.4) 
for any & > 0. 
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Combining (3.3) and (3.4), we deduce that 
. (1 )  
w x v~ + -~ (w~) 2 --~ ux~? weakly in L2(~ x (0,T)), as s --* 0. (3.5) 
In view of (3.5), it suffices to identify the weak limit 7/in (3.3). According to (3.4), we have 
1 2 
V = P+ ~luxl , (3.6) 
where p is the weak limit of v~, i.e., 
We claim that 
v x --~ p weakly in L2(fl x (0, T)), as 0. 
4. FURTHER COMMENTS AND RESULTS 
4.1. Strong Convergence 
Frequently, once the weak convergence is proved, the strong convergence is obtained by means 
of the conservation of energies and the convergence of initial energies. This procedure does not 
work in this case, the case where w0 -= 0 being excepted. 
Indeed, by weak lower semicontinuity of the L2-norm, we have 
1[/: ] ] 
• --.0 _ ~ 1~12+-~-~ [uxl2dx +u2+luxx l2+luxt [  2 dx. (4.1) 
[ 1 2] p+ ~luxl = O, in fl × (0, L). (3.8) 
x 
Assuming for the moment hat this holds, we deduce that 
1 2 p=-~lux l  +C,  in ~2 × (0,L), (3.9) 
for some constant C. This constant can be easily identified. Indeed, taking into account hat 
oLv~dx=ve(L , t ) -v~(O, t )  =0,  Vt  e [0,T], 
in view of (3.7), we deduce that f :  pdx = O. Thus, 
C = ~-~ luxl 2 dx. (3.10) 
Combining (3.6), (3.9), and (3.10), we deduce that ~ = (1/2L) f :  luxl u dz. 
From (3.9) and (3.10), (2.11) follows immediately. 
To conclude the proof of Theorem 1, we have to show that (3.8) holds. In view of (3.1), we 
have 
ev~t ---" 0 weakly in H- l (0 ,  T; L2(•)), as e --* 0. (3.11) 
Thus, passing to the limit in (1.2) and using (3.4), (3.7), and (3.11), we obtain (3.8). 
The convergences above hold along suitable subsequences. However, taking into account hat 
the limit u as been identified as the unique solution of (2.10), we deduce that the whole family 
converges as ~ --, 0. 
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On the other hand, by conservation of energy: 
E~(t) = Ee(0) --* E(0) = ~ ~lwo,xl + Iw0,~x + Iwll 2 + Iwx,xl 2 
Moreover, the energy associated to the limit system (2.10) is 
2 
F(t) = ~ [lutl~ + lux~12 + lu~t[ 2] dx + ~-~ [u~12 dx 
Combining (4.1) and (4.3), we deduce that 
dx. (4.2) 
(4.3) 
liminfE~(t) > F(t), V te  [0,T]. 
e---*0 
But according to (4.2), 
lim Ee(t) = E(0), 
e---+0 
while, by the conservation of the energy F in the limit system (2.2), we have 
(4.4) 
(4.5) 
F(t) = F(O), V t e [0, T]. (4.6) 
Moreover, E(0) _> F(0). Suppose that the initial data (w0, wl) are such that 
E(0) = F(0). (4.7) 
Then, combining (4.4)-(4.7), we would have 
liminfE~(t) = F(t), Vte  [0, T]. (4.8) 
e---*0 
This is equivalent to say that ¢1/2v~ converges trongly to zero in L 2, and that, in view of the 
weak convergences (2.9), that 
(w e, w~) , (u, u,) strongly in L 2 (0, T; H~(fl)) x L 2 (0, T; Ho 1 (fl)), as ¢ -~ 0. 
However, (4.7) holds if and only if w0 = 0. Otherwise E(0) > F(0) and the arguments do not 
apply. 
We have shown that the convergences hold in the strong topologies when Wo -= 0. 
4.2. Other Boundary Conditions 
Our analysis is rather independent of the boundary conditions of w. However, when identifying 
the limit p in (3.8), we have used in an essential way the fact that ve(0,t) - v~(L,t) = 0. Thus, 
our proof works only if we impose Dirichlet or periodic boundary conditions on v. 
When considering Neumann boundary conditions for v, the limit equations are different. As 
we shall prove in a future work, in that case, the equation for the limit u is linear, i.e., ~ = 0 
in (1.3). 
The case of the nonlinear dissipative boundary conditions introduced in [1] remains open. 
4.3. Varying Initial Data 
We have considered here the case where the initial data (VO,Vl,WO,~I) are fixed. It is easy to 
see that the same results hold if we consider a sequence (Vo, vl, w o, w~) such that 
¢1/2v~ and v e o,x are bounded in L2(ft) 
and 
(w~,w~) --~ (Wo,Wl) weakly in H02(•) x Hi(f/).  
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4.4. Equat ions  Wi thout  Rotat iona l  Iner t ia  Term 
The same quest ions arise when the constant  of rotat ional  inert ia is assumed to vanish. In that  
case, the equat ion (1.2) for w becomes 
wu + w==== - wx vx + -~w x =0.  
~g 
In this case, w~ is only bounded in L°° (O,T ;L2( f~) )  but our results sti l l  hold since this fact, 
combined with the uniform bound on w e in L ~ (0 ,T ;H~(f~)) ,  imply the compactness of the 
nonl inear term Iw~l 2 in L2(f~ × (0, T))  by Aubin-L ions'  result. 
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