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a b s t r a c t
This paper investigates the limiting distributions of two high-dimensional multivariate
Beta-type distributions. These Beta distributions have three parameters including a
dimension. Limiting distributions of the Beta distributions have been obtained under
one or two parameters that tend toward infinity. In this paper, we derive the limiting
distributions of two multivariate Beta-type distributions under three parameters that
tend toward infinity. These results were obtained using the martingale limit theory.
Numerical simulations revealed that those approximations are more accurate than the
other approximations for a wide range.
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1. Introduction
This paper focuses on the limiting distributions of trU and tr V , where U ∼ BIp( q2 , n2 ) and V ∼ BIIp ( q2 , n2 ). Here, U and V
are called (see, e.g., [3]) the multivariate Beta distributions of type I and type II, respectively. The distributions are defined
as follows:
A p×p randomsymmetric positive definitematrixU is said to have amultivariate Beta type I distributionwith parameters
(
q
2 ,
n
2 ), denoted as U ∼ BIp( q2 , n2 ), if its p.d.f. is given by
βp
 q
2
,
n
2
−1
det(U)(q−(p+1))/2 det(Ip − U)(n−(p+1))/2, O < U < Ip,
where q > p− 1, n > p− 1 and βp( q2 , n2 ) is the multivariate Beta function. Given by
βp(a, b) =

O<A<Ip
det(A)a−
1
2 (p+1) det(Ip − A)b− 12 (p+1)dA,
with Re(a) > 12 (p− 1) and Re(b) > 12 (p− 1).
A p × p random symmetric positive definite matrix V is said to have a multivariate Beta type II distribution with
parameters ( q2 ,
n
2 ), denoted as V ∼ BIIp ( q2 , n2 ), if its p.d.f. is given by
βp
 q
2
,
n
2
−1
det(V )(q−(p+1))/2 det(Ip + V )−(q+n)/2, V > O,
where q > p− 1 and n > p− 1.
E-mail addresses: s15002@gug.math.chuo-u.ac.jp, sakurai@gssm.otsuka.tsukuba.ac.jp, sakurai@rs.tus.ac.jp.
0047-259X/$ – see front matter© 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2012.04.018
T. Sakurai / Journal of Multivariate Analysis 111 (2012) 110–119 111
The distributions of trU and tr V appear as the null distributions of two important test statistics in a multivariate linear
model. For example, consider a one-wayMANOVAmodel in whichwe have a q+1 normal populationwith the observations
y i1, . . . , y iNi ∼ i.i.d. Np(µi,Σ), i = 1, . . . , q+ 1.
We are interested in the testing problem defined by
H : µ1 = · · · = µq, K : not H.
Let y¯ i be the sample mean vector of Ni observations in the ith sample (i = 1, . . . , q+ 1) and y¯ be the sample mean vector
of all observations, i.e.,
y¯ i = 1Ni
Ni
j=1
y ij, y¯ = 1N
q+1
i=1
Ni
j=1
y ij, N =
q+1
i=1
Ni.
To test the hypothesis H , let A and B be the between-class and the within-class matrices, respectively, i.e.,
A =
q+1
i=1
Ni(y¯ i − y¯ )(y¯ i − y¯ )′, B =
q+1
i=1
Ni
j=1
(y ij − y¯ i)(y ij − y¯ i)′.
Then, trU and tr V appear as the null distributions of (e.g., see [7]):
BNP = tr A(A+ B)−1 and LH = tr AB−1,
respectively. In fact, it holds that BNP = trU and LH = tr V by putting V = AB−1 and U = (A+ B)− 12 A(A+ B)− 12 .
In the univariate case, namely p = 1, if x and y are independent chi-square random variables, then x/y is distributed as
an F distribution, and x/(x+ y) is distributed as a Beta distribution. In the multivariate case, the Wishart distribution plays
the role of the chi-square distribution. Under the null hypothesis, A and B are independently distributed as Wp(q,Σ) and
Wp(n,Σ), respectively, where n = N − (q+ 1). It is well known that
U = (A+ B)− 12 A(A+ B)− 12 ∼ BIp
 q
2
,
n
2

, V = AB−1 ∼ BIIp
 q
2
,
n
2

.
It is important to note that those limiting distributions have been studied under one or two parameters that tend toward
infinity such that
A0 : p and q are fixed, n →∞,
A1 : p is fixed, n →∞, q →∞, q/n → d ∈ (0, 1),
respectively.
Under the large-sample framework, namely A0, the limiting distributions have been obtained (see, e.g., [1,2,5,7]) as
ntrU
d→ χ2f and ntr V d→ χ2f under A0,
where f = pq and ‘‘ d→’’ denotes convergence in the distribution. Numerical experiments have shown that these
approximations are poor when the q or p are large relative to n.
To offset the weak point of these approximations, Wakaki et al. [8] derived the limiting distributions under a high-
dimensional framework, A1, as follows:
(n+ q)2√
2npq(n+ q)

trU − pq
n+ q

d→ N(0, 1) under A1,
(n− p)2√
2npq(n− p+ q)

tr V − pq
n− p− 1

d→ N(0, 1) under A1.
It is known that when q is large, the approximations under A1 perform better than the approximations under A0. However,
when p is large, both the large-sample and the high-dimensional approximations demonstrate poor performance.
To offset the weak point of these approximations under A0 and A1, we derived the limiting distributions for traces of
multivariate Beta distributions under three parameters that tend toward infinity using the following procedure.
A2 : n →∞, p →∞, q →∞, p/n → c ∈ (0, d), q/n → d ∈ (0, 1).
This paper is organized as follows. Section 2 presents preliminary results. In Sections 3 and 4, we give the limiting
distributions for traces of multivariate Beta distributions under A2. We then provide a brief simulation study validating
our theoretical work in Section 5. Finally, we provide concluding remarks in Section 6.
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2. Preliminaries
Recently, high-dimensional asymptotic distributions of some test statistics have been obtained by expressing them as
sums of martingale differences and using the martingale limit theory, as in [6], etc. In this paper, we derived limiting
distributions by modifying the martingale limit theory.
Let {Yn} be a sequence of random variables and Fn = {Y1, . . . , Yn}. Then, the sequence {Yn} is called a martingale
difference if
E[Yi|Fi−1] = 0, Fi−1 = {Y1, . . . , Yi−1}, i = 1, . . . , n.
The central limit theorem for a sum of martingale differences is given under some conditions (see [4]). Let
σ 2n = Var

n
i=1
Yi

=
n
i=1
Var(Yi) and S2n =
n
i=1
Var(Yi|Fi−1).
In [6], those conditions have been given as follows.
(M1)
S2n
σ 2n
p→ 1, (M2) 1
σ 4n
n
i=1
E(Y 4i )
p→ 0,
where ‘‘
p→’’ denotes convergence in probability.
In this section, we rewrite (M1) and (M2) as simpler conditions (M1′) and (M2′).
Lemma 1. Let {Xn} be a sequence of random variables and Fn = {X1, . . . , Xn}. Suppose that:
(M1′) : VarVar(Xi|Fi−1) = o(n−2).
(M2′) : E[X2i ] = O(n−1), E[X4i ] = O(n−2), E[X6i ] = O(n−3).
Then
n
i=1
Xi − E[Xi|Fi−1]
σn
d→ N(0, 1),
where σ 2n =
n
i=1 Var (Xi − E[Xi|Fi−1]) and ‘‘ d→’’ denotes convergence in the distribution.
It is easily seen that {Xn − E[Xn|Fn−1]} is a martingale difference. First, we check that {Xn − E[Xn|Fn−1]} satisfies (M1). We
have,
Var(Xi − E[Xi|Fi−1]|Fi−1) = Var(Xi|Fi−1),
Var(Xi − E[Xi|Fi−1]) = E[E[X2i |Fi−1]] − E[E[Xi|Fi−1]2] = E[Var(Xi|Fi−1)].
Thereby,
E[S2n ] =
n
i=1
E[Var(Xi − E[Xi|Fi−1]|Fi−1)] =
n
i=1
E[Var(Xi|Fi−1)] = σ 2n .
Furthermore, from (M1′)
Var(S2n) =
n
i=1
Var(Var(Xi|Fi−1))+
n(n−1)
i≠j
Cov(Xi − E[Xi|Fi−1], Xj − E[Xj|Fj−1])
≤
n
i=1
Var(Var(Xi|Fi−1))+
n(n−1)
i≠j
{Var(Var(Xi|Fi−1))Var(Var(Xj|Fj−1))}1/2
=
n
i=1
o(n−2)+
n(n−1)
i≠j
o(n−2)→ 0.
Thus, (M1) is satisfied, that is, (M1′)⇒ (M1). Next, we check that {Xn − E[Xn|Fn−1]} satisfies (M2). We have
n
i=1
E[(Xi − E[Xi|Fi−1])4] =
n
i=1
E[|(Xi − E[Xi|Fi−1])4|]
=
n
i=1
E

|X4i − 4X3i E[Xi|Fi−1] + 6X2i E[Xi|Fi−1]2 − 4XiE[Xi|Fi−1]3 + E[Xi|Fi−1]4|

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≤
n
i=1
E[X4i ] + 4
n
i=1
E[|Xi|3|E[Xi|Fi−1]|] + 6
n
i=1
E[X2i (E[Xi|Fi−1])2]
+ 4
n
i=1
E[|Xi| |E[Xi|Fi−1]|3] +
n
i=1
E[(E[Xi|Fi−1])4].
Now, using Jensen’s inequality and (M2′), from the Cauchy–Schwarz inequality, we obtain
E[|Xi|3|E[Xi|Fi−1]|] ≤ (E[|Xi|6]E[|E[Xi|Fi−1]|]2)1/2 ≤ (E[X6i ]E[X2i ])1/2 = O(n−2),
E[X2i (E[Xi|Fi−1])2] ≤ (E[X4i ]E[E[Xi|Fi−1]4])1/2 ≤ (E[X4i ]E[X4i ])1/2 = E[X4i ] = O(n−2),
E[|Xi| |E[Xi|Fi−1]|3] ≤ (E[|Xi|2]E[|E[Xi|Fi−1]|]6)1/2 ≤ (E[X2i ]E[X6i ])1/2 = O(n−2),
E[(E[Xi|Fi−1])4] ≤ E[E[X4i |Fi−1]] = E[X4i ] = O(n−2).
Hence,
n
i=1
E[(Xi − E[Xi|Fi−1])4] ≤
n
i=1
E[X4i ] + 4
n
i=1
E[|Xi|3|E[Xi|Fi−1]|] + 6
n
i=1
E[X2i (E[Xi|Fi−1])2]
+ 4
n
i=1
E[|Xi| |E[Xi|Fi−1]|3] +
n
i=1
E[(E[Xi|Fi−1])4]
≤
n
i=1
O(n−2)+ 4
n
i=1
O(n−2)+ 6
n
i=1
O(n−2)
+ 4
n
i=1
O(n−2)+
n
i=1
O(n−2) = O(n−1)→ 0.
Thus, (M2) is satisfied, that is, (M2′)⇒ (M2). If (M1′) and (M2′) hold, then (M1) and (M2) also hold, and hence,
n
i=1
Xi − E[Xi|Fi−1]
σn
d→ N(0, 1).
3. Multivariate Beta distribution of type I
In this section, we will demonstrate the following theorem.
Theorem 2. Let U ∼ BIp( q2 , n2 ). Under A2,
trU − E[trU]√
Var[trU]
d→ N(0, 1),
where E[trU] = pq/(n+ q),
Var[trU] = 2npq(n− p+ q)
(n+ q)2(n+ q− 1)(n+ q+ 2) .
This is shownwith the properties of the invertedmatrix variate t-distribution. A p×qmatrix Z is said to have an inverted
matrix variate t-distribution with parameters M is a p × q location matrix, Σ and Ω are p × p and q × q positive definite
matrices and n is the degrees of freedom, denoted as Z ∼ ITp,q(n,M,Σ,Ω), if its p.d.f. is given by
Γp
 1
2 (n+ q+ p− 1)

π
1
2 qpΓp
 1
2 (n+ p− 1)
 det(Σ)− 12 q det(Ω)− 12 p × det(Ip −Σ−1(Z −M)Ω−1(Z −M)′) 12 (n−2)
where Ip−Σ−1(Z −M)Ω−1(Z −M)′ > 0. More specifically, when q = 1, taking Z = z : p× 1,M = µ : p× 1 andΩ = ω,
the inverted multivariate t-distribution is denoted by z ∼ Itp(n,µ,Σ, ω).
To demonstrate our theorem, we used the following well-known properties (see, e.g., [3]).
Lemma 3.
(B1) Factorization:
Let U ∼ BIp( q2 , n2 ). Then U can be factorized as U = ZZ ′ where Z ∼ ITp,q(n − p + 1,O, Ip, Iq). Also, let Z ∼
ITp,q(n− p+ 1,O, Ip, Iq), ZZ ′ ∼ BIp( q2 , n2 ).
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(B2) Expectation: Let z ∼ Itp(n, 0,Σ, 1), then
E[z ′z] = 1
n+ p trΣ, E[(z
′z)2] = 1
(n+ p)(n+ p+ 2)

(trΣ)2 + 2trΣ2

.
(B3) Marginal distribution:
zi ∼ Itp(n+ q− p, 0, Ip, 1),
Zi = (z1, . . . , zi) ∼ ITp,i

ni − p+ 1,O, Ip, Ii

, ni = n+ q− i.
(B4) Conditional distribution:
zi|Zi−1 ∼ Itp

ni − p+ 1, 0, Ip − Zi−1Z ′i−1, 1

, ni = n+ q− i.
3.1. Construction of the martingale difference
By (B1), note that trU can be written as
trU = tr ZZ ′ =
q
i=1
z ′i zi,
where Z = (z1, . . . , zq) ∼ ITp,q(n− p+ 1,O, Ip, Iq). Let
Xi = nqni

z ′i zi −
p
n+ q

, ni = n+ q− i.
Using (B2)–(B4), then
E[z ′i zi|Zi−1] =
1
ni−1
tr (Ip − Zi−1Z ′i−1)
= − 1
ni−1
i−1
j=1

z ′j zj −
p
n+ q

+ p
n+ q = −
1
ni−1
Si−1 + pn+ q ,
where Z0 = 0, Zi−1 = (z1, . . . , zi−1),
S0 = 0, Si =
i
j=1

z ′j zj −
p
n+ q

, i = 1, . . . , q.
Therefore,
Xi − E[Xi|Fi−1] = nqni

z ′i zi −
p
n+ q

+ 1
ni−1
i−1
j=1

z ′j zj −
p
n+ q

= nq
ni

z ′i zi −
p
n+ q

+ nq
ni
i−1
j=1

z ′j zj −
p
n+ q

− nq
ni−1
i−1
j=1

z ′j zj −
p
n+ q

= nq
ni
i
j=1

z ′j zj −
p
n+ q

− nq
ni−1
i−1
j=1

z ′j zj −
p
n+ q

= nq
ni
Si − nqni−1 Si−1.
Hence, trU − E[trU] can be written as the sum of the martingale differences {Xi − E[Xi|Fi−1]} because
q
i=1
{Xi − E[Xi|Fi−1]} =
q
i=1

nq
ni
Si − nqni−1 Si−1

= nq
nq
Sq
=
q
j=1

z ′j zj −
p
n+ q

= tr ZZ ′ − pq
n+ q = trU − E[trU].
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3.2. Check of the condition (M1′)
Using (B2), we find that
Var(Xi|Fi−1) = E[X2i |Fi−1] − (E[Xi|Fi−1]2)
= 2n
2
q
n2i n
2
i−1ni−3
S2i−1 +
2n2q(3n− p− 1)
n2i ni−1ni−3(n− p− 1)
Si−1 +
2n2q
n2i ni−1ni−3
(trU2i−1)+
2n2qp(n− 1)
n2i ni−3(n− p− 1)2
,
= ai 1ni−1 S
2
i−1 + ai
3n− p− 1
n− p− 1 Si−1 + ai(trU
2
i−1)+
2n2qp(n− 1)
n2i ni−3(n− p− 1)2
,
= ai p(ni−1 − p)n2i−1
− 2ai ni−1 − pn2i−1
trUi−1 + ai 1ni−1 (trU
2
i−1)− ai
1
n2i−1
(trUi−1)2
= O(n−1)+ Op(n−2),
where Ui−1 = Zi−1Z ′i−1 and ai = 2n
2
q
n2i ni−3
. Using
E[Cκ(U)] =
 1
2n1

κ 1
2 (n1 + n2)

κ
Cκ(Ip), U ∼ BIp

1
2
n1,
1
2
n2

,
we calculate
Var((trU)2) = O(n2), Var(trU) = O(1), Var(trU2) = O(1).
Therefore, Var(Var(Xi|Fi−1)) = O(n−4). Thus, (M1′) is satisfied.
3.3. Check of the condition (M2′)
Using (B1), we find that
z ′i zi ∼ B

p
2
,
n− p+ q
2

.
Hence, we can calculate E[Xki ], k = 2, 4, 6. For example,
E[X2i ] =
2p(n− p+ q)
(n+ p)2(n+ p+ 2) = O(n
−1).
Similarly, E[X4i ] = O(n−2), E[X4i ] = O(n−3). Thus, (M2′) is satisfied.
Therefore (M1′) and (M2′) hold. This completes the proof.
4. Multivariate Beta distribution of type II
In this section, we will demonstrate the following theorem.
Theorem 4. Let V ∼ BIIp ( q2 , n2 ). Under A2,
tr V − E[tr V ]√
Var[tr V ]
d→ N(0, 1),
where E[tr V ] = pq/(n− p− 1),
Var[tr V ] = 2pq(n− 1)(n− p+ q− 1)
(n− p− 3)(n− p)(n− p− 1)2 .
This is shown with the properties of the matrix variate t-distribution. A p × q matrix T is said to have a matrix variate
t-distribution with parametersM is a p × q location matrix,Σ andΩ are p × p and q × q positive definite matrices and n
is the degrees of freedom, denoted as T ∼ Tp,q(n,M,Σ,Ω), if its p.d.f. is given by
Γp
 1
2 (n+ q+ p− 1)

π
1
2 qpΓp
 1
2 (n+ p− 1)
 det(Σ)− 12 q det(Ω)− 12 p det(Ip +Σ−1(T −M)Ω−1(T −M)′) 12 (n+q+p−1).
More specifically, when q = 1, taking T = t : p× 1,M = µ : p× 1 andΩ = ω, the multivariate t-distribution is denoted
by t ∼ tp(n,µ,Σ, ω).
To demonstrate our theorem, we used the following well-known properties (see, e.g., [3]).
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Lemma 5.
(F1) Factorization:
Let V ∼ BIIp ( q2 , n2 ). Then V can be factorized as V = TT ′, where T ∼ Tp,q(n − p + 1,O, Ip, Iq). Also, if T ∼ Tp,q(n − p +
1,O, Ip, Iq), then TT ′ ∼ BIIp ( q2 , n2 ).
(F2) Expectation:
Let t ∼ tp(n, 0,Σ, 1). Then,
E[t ′t] = 1
n− 2 trΣ, E[(t
′t)2] = 1
(n− 2)(n− 4)

(trΣ)2 + 2trΣ2

.
(F3) Marginal distribution:
ti ∼ tp(n− p+ 1, 0, Ip, 1),
Ti = (t1, . . . , ti) ∼ Tp,i

n− p+ 1,O, Ip, Ii

.
(F4) Conditional distribution:
ti|Ti−1 ∼ tp

n− p+ i, 0, Ip + Ti−1Ti−1′, 1

.
4.1. Construction of the martingale difference
By (F1), note that tr V can be written as
tr V = tr TT ′ =
q
i=1
t ′i ti,
where T = (t1, . . . , tq) ∼ Tp,q(n− p+ 1,O, Ip, Iq). Let
Xi = nqni

t ′i ti −
p
n− p− 1

, ni = n− p+ i− 1.
Using (F2)–(F4), then
E[t ′i ti|Ti−1] =
1
ni−1
tr

Ip + Ti−1Ti−1′

= 1
ni−1
i−1
j=1

t ′j tj −
p
n− p− 1

+ p
n− p− 1 =
1
ni−1
Si−1 + pn− p− 1 ,
where T0 = 0 and Ti−1 = (t1, . . . , ti−1),
S0 = 0, Si =
i
j=1

t ′j tj −
p
n− p− 1

, i = 1, . . . , q.
Therefore,
Xi − E[Xi|Fi−1] = nqni

t ′j tj −
p
n− p− 1

− 1
ni−1
i−1
j=1

t ′j tj −
p
n− p− 1

= nq
ni

t ′j tj −
p
n− p− 1

+ nq
ni
i−1
j=1

t ′j tj −
p
n− p− 1

− nq
ni−1
i−1
j=1

t ′j tj −
p
n− p− 1

= nq
ni
i
j=1

t ′j tj −
p
n− p− 1

− nq
ni−1
i−1
j=1

t ′j tj −
p
n− p− 1

= nq
ni
Si − nqni−1 Si−1.
Hence, tr V − E[tr V ] can be written as the sum of the martingale differences {Xi − E[Xi|Fi−1]} because,
q
i=1
{Xi − E[Xi|Fi−1]} =
q
i=1

nq
ni
Si − nqni−1 Si−1

= nq
nq
Sq
=
q
j=1

t ′j tj −
p
n− p− 1

= tr TT ′ − pq
n− p− 1 = tr V − E[tr V ].
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4.2. Check of the condition (M1′)
Using (F2), we find that
Var(Xi|Fi−1) = E[X2i |Fi−1] − (E[Xi|Fi−1]2)
= 2n
2
q
n2i n
2
i−1ni−3
S2i−1 +
2n2q
n2i ni−1ni−3
Si +
4n2q
n2i ni−1ni−3
n
n− p− 1Si
+ 2n
2
q
n2i ni−1ni−3

i,j
(t ′i tj)
2 + 2n
2
q
n2i ni−3
p
n− p− 1
n− 1
n− p− 1
= ai p(ni−1 + p)n2i−1
+ 2ai ni−1 + pn2i−1
tr Vi−1 + ai 1ni−1 tr V
2
i−1 + ai
1
n2i−1
(tr Vi−1)2
= O(n−1)+ Op(n−2),
where Vi−1 = Ti−1T ′i−1 and ai = 2n
2
q
n2i ni−3
. Using
E[Cκ(V )] = (−1)k
 1
2n1

κ 1
2 (p+ 1− n2)

κ
Cκ(Ip), V ∼ BIIp

1
2
n1,
1
2
n2

,
we calculate
Var((tr V )2) = O(n2), Var(tr V ) = O(1), Var(tr V 2) = O(1).
Therefore, Var(Var(Xi|Fi−1)) = O(n−4). Hence, (M1′) is satisfied.
4.3. Check of the condition (M2′)
Using (F1), we find that
t ′i ti ∼ F

p
2
,
n− p+ 1
2

.
Hence, we can calculate E[Xki ], k = 2, 4, 6. For example,
E[X2i ] =
2p(n− 1)
(n− p− 1)2(n− p− 3) = O(n
−1).
Similarly, E[X4i ] = O(n−2), E[X4i ] = O(n−3). Thus, (M2′) is satisfied.
Therefore (M1′) and (M2′) hold. This completes the proof.
5. Simulation study
A simulation study would assess the effectiveness of our approximations. We compare our approximations under A2
with others approximations under A0 and A1 by simulating the attained significance level (ASL). Replicate this 104 times.
5.1. Multivariate Beta distribution of type I
We calculate
UA0 = ntrU, ASL(UA0) =
(#UA0 > χ2pq(α))
104
UA1 = (n+ q)
2
√
2npq(n+ q)

trU − pq
n+ q

, ASL(UA1) = (#UA1 > zα)
104
UA2 = trU − E[trU]√
Var[trU] , ASL(UA2) =
(#UA2 > zα)
104
,
where χ2pq(α) and zα are the 100(1−α)% points of the χ2-distribution with pq degrees of freedom and the standard normal
distribution, respectively. We test with α = 0.05 and N = 100.
As seen in Table 1, the approximation under A0 performs well when p = 2 and q = 2. However, the approximation
under A0 is poor when p or q is greater than 2. When p or q is large, ASLs for UA0 are close to 0. As seen in Table 2, the
approximation under A1 performs well when p+ q ≤ 20. However, the approximation under A1 is poor when p+ q ≥ 50.
As seen in Table 3, the approximation under A2 performs well when p + q ≤ 40. However, the approximation under A2 is
poor when p+ q ≥ 60.
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Table 1
ASL for UA0 .
q p = 2 p = 4 p = 8 p = 10 p = 20 p = 40
2 0.041 0.034 0.018 0.013 0.000 0.000
10 0.029 0.018 0.006 0.002 0.000 0.000
20 0.018 0.009 0.001 0.000 0.000 0.000
40 0.005 0.001 0.000 0.000 0.000 0.000
Table 2
ASL for UA1 .
q p = 2 p = 4 p = 8 p = 10 p = 20 p = 40
2 0.067 0.061 0.053 0.050 0.035 0.016
10 0.057 0.049 0.041 0.037 0.028 0.010
20 0.047 0.044 0.036 0.032 0.023 0.007
40 0.041 0.033 0.032 0.027 0.014 0.004
Table 3
ASL for UA2 .
q p = 2 p = 4 p = 8 p = 10 p = 20 p = 40
2 0.070 0.065 0.059 0.058 0.052 0.043
10 0.059 0.053 0.049 0.044 0.042 0.031
20 0.048 0.049 0.042 0.041 0.035 0.029
40 0.043 0.037 0.036 0.033 0.023 0.017
5.2. Multivariate Beta distribution of type II
We calculate
VA0 = ntr V , ASL(VA0) =
(#VA0 > χ2pq(α))
104
VA1 = (n− p)
2
√
2npq(n− p+ q)

tr V − pq
n− p− 1

, ASL(VA1) = (#VA1 > zα)
104
VA2 = tr V − E[tr V ]√
Var[tr V ] , ASL(VA2) =
(#VA2 > zα)
104
,
where χ2pq(α) and zα are the 100(1−α)% points of the χ2-distribution with pq degrees of freedom and the standard normal
distribution, respectively. We test with α = 0.05 and N = 100.
As seen in Table 1, the approximation under A0 performs well when p = 2 and q = 2. However, the approximation
under A0 is poor when p or q is greater than 2. When p or q is large, ASLs for UA0 are close to 1. As seen in Table 2, the
approximation under A1 performs well when p+ q ≤ 10. However, the approximation under A1 is poor when p+ q ≥ 20.
As seen in Table 3, the approximation under A2 performs well when p + q ≤ 40. However, the approximation under A2 is
poor when p+ q ≥ 60.
6. Concluding remarks
In this paper, we obtained limiting distributions of multivariate Beta-type distributions with high-dimensional
frameworks under A2. Using simulation experiments (Tables 1–6), it was shown that the approximations under A2 were
better than the other approximations under A0 and A1 for a wide range of (p, q, n). If the approximations under A0 and A1
work well, the corresponding approximation under A2 also works well. Here, we find the following relations among A0–A2.
1√
pqntrU −
√
pq 1√pqntrU −
√
pq
A0−−−−→ 1√pqχ2pq −
√
pqA2 A1 p,q→∞
N

0, 2 1−c+d
(1+d)2

c→0−−−−→ N

0, 2 1+d
(1+d)2

d→0−−−−→ N (0, 2)
1√
pqntrV −
√
pq 1√pqntrV −
√
pq
A0−−−−→ 1√pqχ2pq −
√
pqA2 A1 p,q→∞
N

0, 2 1−c+d
(1−c)2

c→0−−−−→ N (0, 2(1+ d)) d→0−−−−→ N (0, 2)
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Table 4
ASL for VA0 .
q p = 2 p = 4 p = 8 p = 10 p = 20 p = 40
2 0.057 0.061 0.067 0.072 0.087 0.134
10 0.123 0.149 0.208 0.247 0.403 0.732
20 0.298 0.452 0.685 0.773 0.968 1.000
40 0.901 0.990 1.000 1.000 1.000 1.000
Table 5
ASL for VA1 .
q p = 2 p = 4 p = 8 p = 10 p = 20 p = 40
2 0.078 0.084 0.114 0.138 0.327 0.905
10 0.080 0.096 0.171 0.244 0.762 1.000
20 0.078 0.120 0.254 0.368 0.959 1.000
40 0.092 0.154 0.445 0.644 1.000 1.000
Table 6
ASL for VA2 .
q p = 2 p = 4 p = 8 p = 10 p = 20 p = 40
2 0.068 0.064 0.060 0.062 0.055 0.052
10 0.062 0.054 0.050 0.049 0.046 0.039
20 0.053 0.055 0.046 0.042 0.040 0.033
40 0.053 0.043 0.041 0.038 0.029 0.023
However, it is noted that the high-dimensional approximations under A2 worsen when n approaches p+ q. An approach
to overcoming this fault is to derive limiting distributions of traces of multivariate Beta-type distributions. This problem and
the extension to a class of elliptical distributions, etc., are left to future research.
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