This paper extends the gas-kinetic BGK-type scheme to low Mach number flows, and thus shows that incompressible flow solutions are accurately obtained from the BGK scheme in the low Mach number limit. The influence of boundary conditions, internal molecular degrees of freedom K , and the flow Mach number M on the accuracy of the solutions of incompressible or nearly incompressible flow problems is quantitatively evaluated. The gas-kinetic scheme is tested carefully in two numerical examples, namely, the cavity flow problem and the flow passing a backward facing step problem. For the cavity flow problem, the numerical results from the gaskinetic scheme under different Reynolds numbers compare well with Ghia's data. For the backward step problem, the numerical results are compared accurately with previously published experimental data.
INTRODUCTION
Great progress has been achieved in the field of computational fluid dynamics of incompressible flows in the past few decades [4, 7] . Despite this success, there remain two main challenges in the numerical solutions of incompressible fluid flows. First, the incompressible flow assumption eliminates the unsteady term from the continuity equation and reduces the mass conservation equation to a divergence free velocity field. Therefore, the absence of density from the incompressible fluid flow equations decouples the continuity equation from the momentum and energy equations. Hence, the divergence free velocity field becomes an implicit condition for solving the momentum and energy equations. The enforcement of the divergence free velocity field condition requires the solution of Poisson's equation for the pressure field. However, for complicated geometry, the Poisson solver is the most time consuming part in the whole flow calculations. The second challenge in the solution of where f is the real gas distribution function and g is the equilibrium state approached by f . Both f and g are functions of space x, y; time t; particle velocity u, v; and internal degrees of freedom ξ . The particle collision time τ is related to viscosity coefficient, which depends on the local macroscopic flow variables, such as temperature.
The equilibrium state g in the 2D BGK model has the form
where ρ is density, U and V are the macroscopic velocities in x and y directions, and λ is a function of temperature λ = m/2kT . ξ is a vector in K dimensions (not necessarily an integer) and ξ 2 is
In D dimensions, K is related to the specific heat ratio γ through the relation [12] 
where D is the number of dimensions.
The connection between mass ρ, momentum ρU (= m), ρV (= n), and energy ρ densities and the distribution function f is 
where dξ = dξ 1 dξ 2 · · · dξ K , ψ α is the vector
and du dv dξ is the volume element in the phase space. Since mass, momentum, and energy are conserved during particle collisions, f and g must satisfy the conservation constraint
at any point in space and time. The fluxes for the corresponding macroscopic variables in the x-direction are
From Eq. (1), the compressible Navier-Stokes equations can be derived, where the shear stress tensor can be expressed as
where dynamic viscosity coefficient is η = τ p, and the second viscosity coefficient becomes
In the above equations, p is the local fluid pressure with the relation p = ρ/2λ. The second viscosity coefficient is solely related to the internal degree of freedom through the compressibility of the fluid, which can be totally eliminated by the choice of K = 0, which corresponds to γ = 2 in the 2D case.
In order to develop a finite volume gas-kinetic scheme, take moments of ψ α in Eq. (1) and integrate them with respect to du dv dξ in phase space, dx dy in a numerical cell 
with conditions (3), (5), and (6), we can get
where t = t n+1 − t n , and F is the flux across cell interfaces, which can be obtained from the integration of the particle distribution function. S i, j is the area of the numerical cell (i, j) and | l k | the length of the cell interface with the normal direction k.
Since the BGK model is solved in the current paper by using a directional splitting scheme, in what follows we only present the numerical discretization for the fluxes in the x-direction; a similar formula can be found in the y-direction. In the x-direction, the BGK model can be reduced to
For subsonic flow without shocks, the general solution of f for the above equation at the cell interface x i+1/2 and time t can be simplified as [11] f
where x = x i+1/2 − u(t − t ) is the trajectory of a particle motion. Generally, the equilibrium state g around the cell interface x i+1/2 at the beginning of each time step t = 0 is assumed to be
where g 0 is the local Maxwellian located at the cell interface,
The dependence of a, A in Eq. (11) on the particle velocities can be obtained from the Taylor expansion of a Maxwellian and have the forms of
where all coefficients of a 1 , a 2 , . . . , A 4 are local constants. For the low-speed flow, at the beginning of each time step t = 0, the values of macroscopic variables on the cell interfaces and their slopes in the normal direction can be calculated from the discretized initial data W i . In the present paper, a third-order accurate interpolation scheme is used, and the macroscopic variables at the cell interface and their slopes are constructed as
where x is the cell size. With the above macroscopic distributions, the microscopic gas distribution function g at time t = 0 can be determined:
The parameters in the Maxwellian distributions g 0 in Eq. (12) are
After determining g 0 in the above equations, we can find a from the slopes of macroscopic variables across a cell interface
where the matrix
and
The above matrix can be easily inverted, and the solutions for a in Eq. (16) can be expressed as
where
After substituting Eq. (11) into Eq. (10), the final gas distribution function at a cell interface is
the only unknown in the above equation is A. Since
and with the compatibility condition
along the time t and at x = x i+1/2 , A can be uniquely determined from
which gives
where M αβ is given in Eq. (17), and the right-hand side in the above equation is known. Therefore, the above equation can be solved to obtain
T as that solving Eq. (16). The integrating moments of Maxwellian distribution can be found in the Appendix.
Finally, the time-dependent numerical fluxes in the x-direction across the cell interface can be computed as
By integrating the above equation to the whole time step t, we get the total mass, momentum, and energy transport. Again, the moments of a Maxwellian can be found in the Appendix. The collision time τ in the above flux functions is related to the viscosity coefficient ν through the relation
For any physical problem, with given Reynolds number Re,
where λ takes the value λ 0 in Eq. (15) and the relation p = ρ/2λ has been used.
Remark. The time step t used in the above scheme is based on the CFL condition and the CFL number taken is around 0.65. For any practical simulations, the ratio between t and the particle collision time τ is about t/τ ∼ 10-100. Mathematically the scheme can be used in the limit of t/τ ∼ 1. However, physically the limit t ∼ τ implies rarefied gas flow, and the assumption of Maxwellian and the expansion of Maxwellian in the current scheme are not valid.
SIMULATION OF CAVITY FLOW
In this section, the 2-D viscous flow in a cavity is simulated. In this problem, the fluid is bounded by a square and is driven by a uniform translation of the top. The cavity case shows rich vortex phenomena at many scales depending on the Reynolds number Re, and there are abundant papers in the literature to study the flow configuration. The cavity problem is an ideal test case for numerical methods devised to solve the Navier-Stokes equations because the solution of this problem displays a well-studied flow pattern.
The lack of an exact solution to the cavity flow problem means that an existing accurate and comprehensive numerical solution for this problem can be used as a benchmark to evaluate the results obtained by the proposed BGK method. Ghia et al. [7] obtained numerical solutions up to Re = 10,000 with 257 × 257 grid points by using a vorticity-stream function formulation. To date, this work is probably the most comprehensive study of the cavity flow. Therefore, the simulation results of the cavity problem by the BGK model are compared to Ghia's data. The effects of the compressibility, boundary conditions, Mach number M, internal degree of freedom K , Reynolds number Re, and grid size on the results of the BGK scheme are tested and analyzed in this section. In addition, the optimum choice for the parameters M, K , and Re are suggested and physical explanations for this choice are provided.
Description of the Numerical Results
In the present simulation, Cartesian coordinates are used. The top boundary moves from left to right with velocity U . A uniform mesh of 128 × 128 cells is used for the calculation for Re = 100, 400, 1000, 2000, 3200, and 5000, and a mesh of 256 × 256 is used for Re = 7500 and 10,000, respectively. The Reynolds number is defined as Re = U L/ν, where L is length of cavity side which is equal to 1 in this case and ν is kinematic viscosity ν = η/ρ.
In the present computation, the velocity field at t = 0 (i.e., initial condition) is zero everywhere inside the cavity. To check the convergence of the BGK solution to steady state, the velocity fields at different output times t are compared. It is found that there is little differences between the results at t = 30 and t = 40 when Re ≤ 5000. However, as the Reynolds number is increased beyond 5000 (i.e., Re ≥ 5000) the simulation time t required for convergence is more than 50. The computation indicates that the increase of t with Re is rapid. When Re 5000 and with a mesh of 128 × 128 cells, the convergence to steady state is either slow or simply not achievable. To resolve this problem, a smaller mesh size is required. For instance, the computation shows that by increasing the number of cells to 256 × 256, convergence to steady state is achieved for all Re ≤ 10,000. To test the influence of the cell size on the accuracy of the converged solution, the results obtained with 128 × 128 and 256 × 256 are compared for Re = 1000, K = 0, and M = 0.15. This comparison shows little difference in this case (see Tables 2 and 3) .
To obtain vorticities from the solution of velocity field at output time, a standard secondorder central difference scheme is used to discretize the expression
Then, the stream function is obtained by solving Poisson's equation The results for K = 0 and M = 0.15 are shown in Figures 1, 2, 3 , and in the Tables. Figure 1 shows streamlines for different Reynolds numbers. It is apparent that the flow structure is in good agreement with that of Ghia. The effect of the Reynolds number on the flow pattern and the structure of the steady recirculating eddies in the cavity are clearly observed. Figure 2 shows the vorticity distribution inside the cavity. It is obvious that the scale of the central main vortex increases with the Reynolds number; at the same time the magnitude of the vorticity in the central region becomes larger. In Table 1 , the locations of the vortex center are listed and compared with Ghia's simulation results. The relative error between the two solutions is less than 5%. The horizontal and vertical components of the U and V velocities along their respective center line are displayed in Fig. 3 for different values of Reynolds number, where the circles represent Ghia's data and the solid lines are the results obtained from the current scheme. Tables 4 and 5 list the detailed numerical data for U and V velocities. According to Tables 4 and 5 , the relative difference in the peak velocity between the BGK solution and Ghia's results is less than 5%.
Effect of Boundary Condition
Correct simulation of low-speed flow requires the implementation of appropriate boundary conditions. For incompressible Navier-Stokes equations, the energy equation is decoupled from continuity and momentum equations. In this case, the adherent condition (no slip) is used for the velocity boundary condition. Then, for pressure, Poisson's equation with the following boundary condition is usually solved,
where n is the normal direction. For higher Reynolds numbers, the term on the right-hand side in the above equation can be ignored.
For the BGK scheme, the compressible flow equations are solved. Therefore, it is necessary to impose boundary conditions on velocity, density, and either pressure or temperature. In the calculations, we use
for the density and adherence condition for the velocities at the wall. In addition, the following two temperature boundary conditions are tested in this paper:
isothermal: T = constant and adiabatic: ∂ T ∂n = 0. Figure 4 plots the center line velocity distributions obtained from the BGK scheme by using the isothermal and adiabatic boundary conditions, and compared with Ghia's data. It is clear that the results of the isothermal boundary condition are slightly different from the results of the adiabatic boundary condition. The difference in the results can be explained from an energy transfer point of view. Assuming that temperature is constant at the wall, the BGK solution converges to a flow field whose steady-state temperature solution is constant everywhere in the flow domain. Yet, the viscous shear stresses continue to generate heat even when the flow reaches steady state. Hence, when the flow reaches its steady-state solution under the isothermal condition, all the heat generated by viscous forces is transferred out through the wall and the internal energy becomes constant. However, under the adiabatic boundary condition, the heat generated in the process of reaching steady state by the viscous forces in the upper surface is stored internally by the fluid. Hence, the temperature inside the cavity in the adiabatic case is higher than that in the isothermal case. As a result, the sound speed is higher in the formal case and it is equivalently more close to the incompressible case. Therefore, it is not surprising that the adiabatic boundary condition gives better results.
Effect of Compressibility
Incompressible flow is the limit case of the compressible flow when the Mach number M tends to zero. In the following, the effect of compressibility on the simulation results with K = 0 and under different Mach numbers is investigated. The BGK results for different Mach numbers and Ghia's data are compared in Table 6 . From this table, it is obvious that the BGK solution uniformly approaches Ghia's solution as M → 0. When M = 0.15, the relative difference in the peak velocity between the BGK solution and Ghia's results is less than 1%. In the BGK scheme, another parameter that can influence the simulation results is the value of internal degree freedom K . Theoretically, if the fliud is incompressible the internal degree of freedom should take K = 0 because there is no energy exchange between external and internal molecular motion. Hence, the proper choice for the parameter K is zero (i.e., K = 0), which corresponds to γ = 2 and the coefficient of second viscosity becomes zero. Although K = 0 is the proper theoretical value, it is interesting to investigate the sensitivity of the BGK solution to this parameter. of momentum versus Mach number. From these plots, it can be seen that the maximum density fluctuation and divergence of velocity and momentum are very small. Note that we are mainly concerned with the engineering application of the BGK method to the incompressible flow equations rather than with mathematical properties, such as divergence free solutions.
SIMULATION OF FLOW OVER A BACKWARD FACING STEP
In this section, the BGK scheme is applied to a backward facing step problem. This test case is chosen mainly because both the numerical and experimental data are available for the backward facing step problem [9] . In addition, this test case has also been used to study the lattice BGK method [3] . The geometry of the test case is the following: Table 8 provides a summary of the three test cases performed in this paper. The numerical results from these three test cases are compared with experimental results in [9] .
In the table, the Reynolds number is defined as Re = (H − h)U max,entry /ν. According to the experiment, the viscous coefficient is defined as
where T • is the temperature and is equal to 20 in the experiment. The experimental data are described by Kueny in [9] . In the present simulation, the computational field is limited to the region bounded by
At the inlet, the velocity has a parabolic profile and the maximum horizontal velocity component has the magnitude 1.5. The density and pressure are set to be constant. At the wall, the no-slip boundary condition for velocity is used. In addition, the conditions for density and pressure at the wall are At the outflow boundary, the free boundary condition in x-direction is used. That is,
The mesh used for cases 1 and 2 in Table 8 is 1202 × 152, and that for case 3 is 1202 × 102. Therefore, the grid size is uniform for all three cases, where x = 0.03 and y = 0.02. Also, K = 0, M = 0.15 are used in the current calculations. The numerical results of these three cases are shown in Figs. 6-8. These figures display (i) the structure of flow fields; (ii) the velocity profiles at x-locations of 1.5H − h, 4H − h, 8H − h, and 16H − h; (iii) the distribution of the maximum velocity at different cross sections; and (vi) the shear stress on top and bottom walls along x-direction.
Similar to the lattice BGK method, there is a distinct difference in the locations of the reattachment points in our simulation results from the experimental data. The distance between the reattachment point and the backface is listed in Table 9 . However, the velocity profile at fixed locations and the shear stress at the top and bottom are very close to the experimental data.
CONCLUSION
The BGK-based scheme is extended to the simulation of low-speed flow in the present paper. With K = 0, M ≤ 0.30, the simulation results from compressible BGK code give an excellent agreement with the results from incompressible codes and experiments. This good agreement suggests that the proposed compressible BGK method can faithfully model incompressible flows when the Mach number is small. The main feature of the current approach that distinguishes it from incompressible codes is that there is no Poisson equation involved in the current method. In addition, unlike the lattice BGK method [8] , the present scheme is an extension of the compressible BGK code [12] and uses a continuous phase space rather than a fixed number of particle velocities. Hence, shocks and other discontinuities can naturally be calculated by these kinds of proposed kinetic schemes. Finally, the present method can be easily parallelized and extended to three dimensions. The drawback of the current approach is that the CFL condition is used for the determination of time step, which can be extremely small for the very small Mach number flow, and the pressure term could become stiff and generate numerical errors. So, for extremely subsonic flow, the adaptation of the preconditioning technique, which changes the sound speed numerically, will be helpful. However, in many engineering applications, it is not necessary to make M extremely small. As shown in this paper, the calculations with M = 0.15 give results almost identical to those from incompressible code. The two test cases in this paper have little change in the temperature distribution of the flow field. Actually, the largest error in the application of the compressible code to the incompressible flow simulation is attributable to the thermal effects. The ideal equation of state used in most compressible code will automatically generate a large density change if there are significant temperature variations. This related issue is discussed in [13] .
APPENDIX: MOMENTS OF THE MAXWELLIAN DISTRIBUTION FUNCTION
In the gas-kinetic scheme, we need to evaluate moments of the Maxwellian distribution function with bounded and unbounded integration limits. Here, we list some general formulas.
First, we assume that the Maxwellian distribution for two dimensional flow is
where ξ has K degrees of freedom. Then, by introducing the following notation for the moments of g, ρ · · · = (· · ·)g du dv dξ, the general moment formula becomes
where n, m are integers, and l is an even integer due to the symmetry in ξ -space. The moments of ξ l are
The values of u n depend on the integration limits. When the limits are from −∞ to +∞, we have
Similarly,
