In the existing literature for Information-Centric Networking (ICN) 
Introduction
In-network caching is very important in ICN (Information-Centric Networking) architectures [6] , and there are a lot of researches in this subject including two main areas, content placement and content replacement [7] [8] . Strategy of content replacement [9] decides where an object should be cached on the request path across the routers. Per example, it could be the sequence of routers from the content origin to the requesting client. In the simulation scenario of this work seven particular content placement strategies are researched: -LCE (Leaving a copy everywhere); -LCD (Leaving a copy only on the immediate downstream router when there is a hit on an upstream router); -Rand (Leaving a copy on a randomly selected router along the requested path); -Prob (constant probability of caching on each router); -Pprob (Probability of caching on a router is function of the distance from the origin server and the shared storage capacity of the path); -Centrality (it uses centrality-based measures where the router with the largest value keeps a copy); -Cross (hybrid approach where the probability that a router caches an object is function of the router and the popularity of the content).
Description of the Algorithms
LCE (Leave Copy Everywhere) caching placement algorithm is typical mode of operation that is currently in use in most of the multi-level caches [10] . If some hit happens at a level l cache or the origin server, a copy of the requested object is cached in all intermediate caches (levels l-1, …, 1) on the path from the location of the hit down to the requesting client [11] . LCD (Leave Copy Down) caching placement algorithm enables new copy of the requested object to be cached only at the (l-1)-level cache. That is the cache is located directly below the location of the hit on the path to the requesting client [12] . If LCD algorithm is compared to LCE, it could be stated that it is more "conservative" than LCE because it involves multiple requests to bring an object to a leaf cache, with each request advancing a new copy of the object one hop closer to the client.
Random caching placement algorithm selects one of nodes on the trajectory randomly [3] . In this scheme a content file is published on a randomly selected node and its advertisement packet is flooded through the network in order potential field to be constructed. A randomly selected user then generates a request for the content file, and the query is routed to the node where the content file is published. So, the request is forwarded randomly until it moves into the potential field.
Prob caching placement algorithm is randomized version of LCE algorithm. On the path from the location of the hit down to the requesting client each intermediate cache is appropriate to store a copy of the requested object. Local copy with probability p is kept from the intermediate cache, and as a result of this, replacement algorithm is invoked. Copy is not kept from the intermediate cache with probability 1-p. The above mentioned algorithms are presented in Figure 1 .
Figure 1. Operation of the LCD, LCE, and Prob Cache Placement Algorithms
Pprob caching algorithm is probabilistic scheme for distributed content caching along a patch of caches. This algorithm approximates the caching capability of some path and caches contents probabilistically. As a result of this it leaves caching space for other flows sharing the same path, and fairly multiplex contents of various flows among caches of a shared path [6] .
Centrality-based caching algorithm improves the caching gain and eliminates the ambiguity in the performance of the simplistic random caching strategy. Number of times a specific node lies on the content delivery path is measured between all pairs of nodes in the network topology. So, if some node lies along a high number of content delivery paths, it is more probable to get a cache hit [13] . The cache replacement rate is reduced by caching only at those more important nodes while still caching content where a cache hit is most likely to occur.
Cross caching placement algorithm is caching scheme that uses a cross-layer design in order to cache contents in a few selected routers based on the correlation of content popularity and the network topology. According to this scheme, it exploits available information at both network and application layers and intends to improve the cache hit rate and reduce the overall network traffic [14] .
Simulation Methods and Results
In this work Video on Demand through cloud-TV is used for evaluating the seven caching placement algorithms mentioned in the previous section. QoE (Quality of Experience) quantifies either objectively by metrics measurements the played video quality, or its subjective perception by the end user. The most important QoE metrics are buffering ratio, startup latency, and average bit rate. These metrics have impact on the user engagement [15] . Buffering ratio is actually the fraction of the session time spent in buffering and it is equal to:
B u ffe r in g T im e B u ffe r in g r a tio T o ta lV ie w T im e


Average bit rate could be presented with the following equation:
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In this work the emphasis is put on the analysis of the delay or join time between the request and video start, and it is equal to:
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In this equation RequestTime variable refers to the time when the user requests the video from the cloud-TV server. StartTimeOfPlay variable refers to the time when the requested video plays after the user sends video request message to the cloud-TV server. Figure 2 presents the delay time of all seven cache placement algorithm mentioned before. According the presented delay results in Fig. 2 Figure 3 presents obtained results for the cache hit ratio of the Prob algorithm for different cache sizes starting from 1 GB to 1 TB. It is clearly shown that when the cache size is increased from 1 GB to 1 TB, the cache hit ratio also increases.
In the next diagrams we will present the cache hit ratio of all seven caching placement algorithms for cache sizes of 1G, 10G, 100G, and 1T. In this way we will compare the cache hit ratio results of the Prob algorithm to other algorithms for different cache sizes. Figure 4 presents the results of the cache hit ratio of all algorithms when the cache size is 1G. As it is shown in the diagram Prob algorithm has value of 0.007. The same value has also LCE, Rand, Pprob and Cross algorithm. LCD algorithm has low value comparing to previous algorithms and it is around 0.003. And the lowest cache hit ratio in this case when the cache size is 1G has Centrality algorithm with value less than 0.002. In Fig. 5 the cache size is increased to 10G. We can already notice here that the cache hit ratio of the Prob algorithm give the best performances. It has the highest value of cache hit ratio of 0.026. LCE, Rand, Pprob and Cross algorithm give similar results for cache hit ratio like in the previous case when the cache size was 1G. Centrality algorithm again gives the lowest value for cache hit ratio. Figure 6 presents the results of the cache hit ratio when the cache size is 100 GB. We can conclude here that Prob algorithm again has the largest value of cache hit ratio of all seven algorithms, similarly to Figure 4 . This time it has value of around 0.06 cache hit ratio. The lowest cache hit ratio gives Centrality algorithm. Figure 7 presents the cache hit ratio of all seven caching placement algorithms when the cache size is 1 TB. Prob algorithm has the highest value for the cache hit ratio comparing to other six algorithms, while the LCE and cross algorithms have cache hit ratio that is little less than the Prob algorithm. Centrality algorithm again gives the lowest results for the cache hit ratio. Generally in all diagrams from Figure 4 to Figure 7 , the cache hit ratio increases in all cases for all seven caching placement algorithms as the cache size increases. We can also conclude that the Prob algorithm gives the best results for cache hit ratio and Centrality algorithm the worst. Total Reduction in the Network Footprint. Total reduction in the network footprint is in fact the total number of byte-hops that are saved via in-network caching. It can be expressed with the following equation: 
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In the above equation HopsNoCache q refers to the number of hops the request would take to get to the nearest origin server. HopsICN q presents the number of hops that the request would take to reach the closest video content provider either an ICN cache or the origin server. Figure 8 depicts the results of the total reduction in the network footprint of the Prob cache placement algorithms. Results are given for different sizes of cache size from 1G to 1T. For 1G cache size total traffic reduction is 3.20123, for 10G it is 8.23421, for 100G -19.1223, and for 1T it is 28.6098. So, as the cache size increases, we can notice that total reduction in the network footprint also increases from 3.20123 for 1G to 28.6098 for 1T. Figure 9 presents results for the reduction in the network footprint for all algorithms when the cache size is 1G. We can notice here that the Prob algorithm has the highest value of reduction in the network footprint together with the Rand algorithm. Pprob, LCE, and Cross algorithms have also high reduction in the network footprint. The lowest reduction in the network footprint gives Centrality algorithm. Figure 10 shows the results for the reduction in the network footprint for all algorithms when the cache size is 10G. Prob algorithm again gives the highest value of reduction in the network footprint together with the Rand algorithm. Centrality algorithm again gives the lowest value for the reduction in the network footprint. Comparing to Figure 9 , all seven algorithms have higher values for the reduction in the network footprint, because the cache size is increased from 1G to 10G. Figure 12 confirms the previous attitude of the algorithms. In this case again Prob algorithm gives the highest value for reduction in the network footprint, while the Centrality algorithm gives the lowest result.
Hence, we can generally conclude that from Figure 9 to Figure 12 as cache size increases, total reduction in the network footprint also increases for all seven presented algorithms. Prob algorithm gives the highest reduction in the network footprint, while the Centrality algorithm gives the lowest reduction. Reduction in the Server Load. Reduction in load on the origin servers is very important performance metrics and it could be defined using the following equation:
In the above equation NumCachedReq presents the number of requests that were served from any in-network cache. On the other hand, the variable V presents all video requests. Figure 13 presents the results of the reduction in the server load of the Prob cache placement algorithm for different cache sizes. It is clearly shown that as the cache size increases, the reduction in the server load is also increased. For 1G cache size the reduction in the server load is 4.9908%, for 10G cache size it is 16.5067%, for 100G cache size it is 31.1048, and for 1T cache size it is 52.2098.
In the following diagrams we will present the values of the reduction in the server load for all seven cache placement algorithms for different cache sizes. We are doing this to compare the results of the Prob algorithm to other six cache placement algorithms. Figure 14 presents the results of the reduction in the server load expressed in % for all seven algorithms when the cache size is 1G. It is obvious that the reduction in the server load is largest when Prob algorithm is used, and the Centrality algorithm gives the lowest reduction in the server load. So, in this case Prob algorithm gives the most favorable results because higher reduction in the server load gives better overall performances. Anyway, except LCD and Centrality algorithms, results of the other algorithms compared to the Prob algorithm are almost similar. Figure 15 shows the results of the reduction in the server load for all seven algorithms when the cache size is 10G. Here we can see that the reduction in the server load of the Prob algorithm is again the highest together with the Pprob algorithm -around 16.5%. Centrality algorithm continues to give the lowest result, so in this case its value for reduction in the server load is lower than 9%. Figure 17 shows reduction in the server load results for all seven algorithms when the cache size is 1T. From the presented results it is obvious that again Prob algorithm has the greatest value for reduction in the server load of around 55%. Centrality algorithm gives the lowest value from all of the presented algorithms, and it is less than 30%.
From the presented diagrams from Figure 14 to Figure 17 , generally, we can conclude that the reduction in the server load is increased when the cache size is increasing for all seven algorithms. We can also confirm that the server load of the Prob algorithm is larger than other algorithms for each of the cache sizes. So, we can conclude that the Prob algorithm gives the best results when we are analyzing the performance metric reduction in the server load.
Conclusion
In this work we have evaluated seven cache placement algorithms, LCD, Prob, PProb, LCE, Cross, Centrality, and Rand on a cloud-TV network in order to understand better the delay time for each of them. From the obtained results, it can be concluded that the best results for time delay gives the Prob algorithm. The delay time was lowest when Prob algorithm was used in the experiments.
After this part of the work, we have examined the performance metrics of cache hit ratio, total reduction in the network footprint, and reduction in the server load for the previously selected algorithm with the lowest time delay -Prob algorithm. Additionally, the results of this algorithm are compared to the other six algorithms. In this context, we analyzed and gave conclusions particularly for each of the presented diagrams.
Generally, it can be concluded that the Prob algorithm, which was the algorithm with the lowest time delay, gives excellent results in the examined performance metrics. It gives the best results for the cache hit ratio, total reduction in the network footprint, and reduction in the server load for different cache sizes.
