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Accessing large documents from geographically distributed servers can be difficult due to unreliable network connections or faulty servers. Servers may occasionally become overloaded, unresponsive, or they may crash. The network itself is subject to transient congestion, and individual links may break down.
The problem of reliable distribution of data has already been considered in the literature. Some of the proposed solutions [2, 3] use error-correcting codes to allow clients to reconstruct missing or damaged data. These solutions require that both the servers and the clients perform computations in order to encode the data to be transferred, and decode the received information. If the clients or servers have limited computational capabilities, this can be difficult to implement.
Other proposals [7, 8] consider the problem of accessing large documents by hosting them on on multiple Web servers and accessing the servers in parallel. Suppose we want to access a document W on N different Web Servers S 0 , S 1 , . . . , S N −1 , where each server has a copy of W . If the servers are geographically distributed, then choosing the "best" server for fetching the page is a nontrivial problem. Not all the replicas could be up and running at the same time, and not all the replicas could provide the same bandwidth and/or the same latency. Moreover, the variable nature of the network may alter the parameters of each clientserver connection, slowing down previously fast connections or speeding up congested ones.
In this paper we propose a feedback-free approach for accessing documents over multiple Web Server (WS) replicas. Our proposal is based on the information dispersal technique described in [11] , and works as follows. Different subsets R 0 , R 1 , . . . R N −1 of the original page W are requested to the N WS replicas in such a way that any K replies (where K is a user-defined parameter, 1 ≤ K ≤ N ) are sufficient to reconstruct the page. The size of each request will be shown to be |W | N (N − K + 1). Setting K = 1 means requesting the whole page to all replicas, while setting K = N is equivalent to distributing the requests among all N replicas in such a way that all of them must reply before it is possible to reconstruct the page. Tuning the parameter K allows the client to automatically select the K fastest replicas, at the price of requesting bigger subsets of the document W as K decreases. We evaluate the performance of the proposed algorithm by computing the impact of the parameter K on the probability of completing a transfer in time less than t.
Some techniques for ensuring high availability and responsiveness of Web services are described in [1, 4, 5, 7, 8] . The first techniques were based on constructing a Web service out of replicated servers, which are locally distributed in a cluster of workstations, and distributing client's requests among those servers. In [8] it is shown that these techniques are somehow limited in that they may be vulnerable to failures of the gateway interfacing the cluster with the external network, and they do not take into account issues such as client latency time over the network.
In [5] the authors discuss approaches for providing World Wide Web users with adequate Quality of Service; to do so, they propose a load distribution strategy among WS which are geographically replicated across the Internet. Responsiveness is guaranteed by binding the user to the "most convenient" replica, which they identify as the one providing the shortest user response time. Once the replica is selected the client is permanently bound to it until the document is downloaded.
In [7] the authors propose a mechanism for constructing responsive Web services based on fragmenting the request for Web documents into a number of sub-requests for separate parts of the document. Each sub-request is concurrently issued to a different available WS replica; the system monitors the WS connections and reacts to slowdowns by dynamically switching between the replicas. However, when the number of WS replicas is high, there is a growing probability that at least one of them becomes suddenly congested or unresponsive. Thus, requiring all transfers to complete in order to be able to reconstruct the whole page can be inefficient. Timeouts are used in [7] to reduce this problem, but tuning their value is nontrivial. Long timeouts imply that the algorithm adapts slowly, while short timeouts could lead to unnecessary retransmissions. Our approach differs from [7] as it is completely feedback-free; it also differs from [3] in that no computation is required on either side. This paper is organized as follows. In Section 2 we define the algorithm to access a document W across N WS replicas. Section 3 contains an analytical performance evaluation of the algorithm, assuming a simple network connection model. We then derive the probability of completing the transfer of document W within a deadline t. The model is finally evaluated numerically, and the results are presented in Section 4.
The Algorithm
A request R made to a WS consists of any number of non-overlapping chunks of W . The size of a request R is the total number of bytes it contains. In the following we will use the term "request" to indicate both those generated by the client, containing basically the list of starting and ending positions for the chunks, and the reply generated by a server. The size of a request is thus the number of bytes that are contained in the portion of the document sent from
mod N end for end for one server to the client.
We define a set of N requests, R 0 , R 1 , . . . R N −1 for a given document W such that R i will be sent to server S i , with the following properties: (1) Any K replies are sufficient to reconstruct the whole document, for a fixed Algorithm 2 can be used to retrieve the requests from all the available servers S 0 , S 1 , . . . S N −1 . It can be easily implemented by using a feature of version 1.1 of the Hyper Text Transfer Protocol (HTTP/1.1) [13] , namely the support for Byte-Ranges transfers. HTTP/1.1 compliant WSs accept a Range header which can be used to specify which byte ranges of the specified document are requested. The server As in [7] , the program first interrogates the DNS (Domain Name Server) to get the list of IP addresses associated with the domain name of the requested document. After that, it contacts all the replicas using a HTTP HEAD request. This request is used to check the size of the Web page, whether the requested Web page has been relocated (in such case the new location is contacted), and whether the replica is down or unresponsive (in such case the replica is not used at all).
Given the number N of working replicas, the size |W | of the Web page, and the user-supplied parameter K, the requests for the WSs are first computed using Algorithm 1. At this point, the client opens N asynchronous HTTP connections, one with each WS, and starts receiving the data. As soon as K replies have been completed, all the connections are closed and the page W is reconstructed.
Model of Web Server connections
In this section we present an analysis of Algorithm 2. We use a simple model of the behavior of client-server connections based on a Markov Reward Model. The analysis is aimed at calculating the Cumulative Distribution Function for the random variable T N,K (W ), which denotes the time needed to complete the transfer of a Web document W in time at most t, given N WS replicas and K sufficient replies to reconstruct W .
We suppose that data transfers between a server and the client happen in bursts, that is, each transfer is made of active periods, during which bytes are transferred at a given (fixed) rate Bw , alternating with idle periods, where no data transfer takes place. This model is derived from the packet train model described in [9] . We assume that the duration of idle and active periods are independent and exponentially distributed random variables.
The connection between WS S j , j = 0, . . . N − 1 and the client can be modeled using a two-state continuous time birth-death Markov Chain (MC). The underlying continuous-time Markov model X j = {X j (t), t ≥ 0} is defined over the discrete state space {0, 1}. When in state 1 (i.e., X j (t) = 1), then the connection is active. When in state 0 (i.e., X j (t) = 0), the connection is idle. The model of a single connection is characterized by three nonnegative parameters: the transition rate λ j from state 0 to state 1, the transition rate µ j from state 1 to state 0, and the transfer rate Bw j when in state 1. We assume that the N client-server network connections are independent.
We compute Pr {T N,K (W ) ≤ t}, the probability of downloading the document W in time at most t from N servers using Algorithm 2 with parameter K, as follows:
Pr {i servers replied by time t}
We define O j (t) the total time spent by the network connection from server S j to the client in state active (i.e., X j (t) = 1) during the interval [0, t]:
We let D j to be the time needed to transfer the whole request R j from server S j to the client:
We can now substitute the following in Eq. 1:
where I P is the indicator function for predicate P (i.e., I P = 1 if and only if P is true, 0 otherwise). In order to evaluate Pr {T N,K (W ) ≤ t} it is necessary to compute Pr {O j (t) ≥ s} = 1 − Pr {O j (t) < s}. This is the operational time distribution of the Markov process X j over the interval [0, t]. A closed formula for this distribution has been derived in [6] through uniformization. We use one of the algorithms (called "Algorithm I") proposed in [12] to compute the distribution of O j (t), and thus Pr {T N,K (W ) ≤ t} (see [10] for details).
Numerical Results
In this section we compute the probability Pr In Fig. 2 we plot Pr {T N,K (W ) ≤ t} as a function of t for different values of K. The optimal value of K is the one maximizing the probability Pr {T N,K (W ) ≤ t} for a given t. We observe that if all the network connections have the same parameters, as in Fig. 2(a) , then the best performance is obtained by choosing K = N ; this is because the size of each request for K = N is |W |/N , which is the minimum among all possible choices of K. Since in scenario 1 we are assuming that all connections are equivalent, the best strategy there is the one minimizing the number of bytes transferred over each connection.
Things change if we suppose that one connection has worst performances than the others, as in Fig. 2(b) . Choosing K = N in this case yields the worst performances, the best alternative being choosing the four fastest WS replicas. This is because if K = N the performances are dominated by the slowest connection, which in this case vanishes the advantage of having smaller requests.
Figures 2(c) and 2(d) depict the behavior of the algorithm in the presence of heterogeneous network connections. Both figures show that the best performances are obtained by setting K = 2. Note also that the second best alternative is K = 1 (asking the whole document W to all WS replicas), and this approach is better than choosing K = 3, . . . , 5 even if it incurs the greatest overhead on the sizes of the requests. In Fig. 2(d) we note that the curves for K = 5 and K = 4 cross each other. In this case, deciding which is the best alternative depends on the value of t.
Conclusions and future work
In this paper we presented an algorithm for fault-tolerant retrieval of a Web document W replicated among N different WS replicas S 0 , S 1 , . . . S N −1 . The algorithm is evaluated analytically by using Markov model of network connection. The analysis showed that the proposed algorithm can be effective in reducing the expected time to complete the transfer of a document W , which is quite interesting as the algorithm does not require any feedback from servers or from the client, nor it does monitor the network performances. The value of the parameter K, the number of replies which are sufficient to reconstruct W , must be carefully chosen in order to obtain good performance. Higher values of K are recommended if most of the network connections offer high throughput. Lower values of K are recommended if the network connections are highly unbalanced, and only few of them offer high throughput. Past transfers history can be used for this purpose, where available. A fully automatic approach for determining K would be desirable, and is subject of ongoing research. 
