Abstract. Linearly projecting smooth projective varieties provides a method of obtaining hypersurfaces birational to the original varieties. We show that in low dimension, the resulting hypersurfaces only have Du Bois singularities. Moreover, we conclude that these Du Bois singularities are in fact semi log canonical. However, we demonstrate the existence of counterexamples in high dimension -the generic linear projection of certain varieties of dimension 30 or higher is neither semi log canonical nor Du Bois.
Introduction
The study of smooth projective curves over C is greatly simplified by the classical result that every such curve is birational to a plane curve having only nodal singularities, with the birational morphism given by a generic linear projection. Applying an analogous technique to higher-dimensional varieties seems a natural extension -can we draw any conclusions in this more general setting? Joel Roberts ([Rob71] , [Rob75] ) provides a useful starting point for understanding the singularities introduced by linearly projecting varieties. Applying the more recent machinery of birational geometry to his work offers the possibility of finding a useful answer to this question.
Our approach is as follows: start with a smooth projective variety, obtain a birational projective hypersurface by taking a (generic) linear projection, and classify the singularities of the resulting hypersurface. The principal challenge is in determining the type of singularities introduced by the projection -in order for this approach to be useful, we would like to constrain these to a reasonably nice class. To that end, we initially propose that the appropriate class of singularities is semi log canonical (slc) -these are the singularities appearing on the boundaries of moduli spaces for most higher-dimensional moduli problems.
Unfortunately, determining semi log canonicity is highly nontrivial even for hypersurfaces. To that end, the somewhat obscure class of Du Bois singularities serves as a useful tool, as we establish in the following.
Theorem 4.2. Let X be an S 2 scheme which is semismooth in codimension one, and assume that K X is Cartier and X has Du Bois singularities. Then X is semi log canonical.
Applying a variety of techniques to the results of [Rob75] , combined with the above, leads to the following extension of the classical result on curves.
Main Theorem. Let Y ⊂ P N be a smooth projective variety of dimension n, n ≤ 5, embedded via the d-uple embedding with d ≥ 3n. Let X ⊂ P n+1 be the image of Y under a generic projection π : Y → P n+1 . Then X has semi log canonical singularities. 
Definitions and Conventions
Throughout this work we assume all schemes to be separated of finite type over C. A variety is a reduced and separated scheme of finite type over C. A scheme is Gorenstein if all its local rings are Gorenstein rings. Similarly, scheme is S 2 if all its local rings satisfy Serre's S 2 condition. A scheme (or more generally, an algebraic space) X of dimension n is semismooth if every closed point is either smooth, a double normal crossing point -analytically isomorphic to
2 ) (note that a semismooth scheme is Gorenstein). Its double locus D X is the codimension one subscheme of non-smooth points. A proper birational map f : Y → X is called a semiresolution if Y is semismooth, no component of its double locus D Y is in the exceptional locus of f , and there is a codimension two subset S ⊂ X such that the restriction map f −1 (X \S) → X \S is an isomorphism. f is a good semiresolution if, in addition, E ∪ D Y is a simple normal crossing divisor (where E is the exceptional divisor of f ). By [Kol90, Prop 4.2] semiresolutions always exist, as long as we're willing to work in the category of algebraic spaces. Now suppose X is a reduced S 2 scheme which is semismooth in codimension one. We say that X has semi log canonical singularities if K X is Q-Cartier and there is a good semiresolution f : Y → X such that
with all a i ≥ −1, where E i are the exceptional divisors.
2.1. Du Bois Singularities. Denote by D filt (X) the bounded, filtered derived category of sheaves on a scheme X with coherent cohomology; this is the only derived category we shall consider, so this abbreviated notation will be unambiguous. We 
There is a natural morphism O X → Ω 0 X ; we say X has Du Bois singularities if this is a quasi-isomorphism.
Identifying Du Bois Singularities
Determining when a scheme has Du Bois singularities is a difficult problem. In this section, we review some known methods for identifying Du Bois singularities, and provide some new ones. Steenbrink's following result is one of the most useful.
Theorem 3.1 ([Ste81, Thm 3]). Let X be a variety, with π : X → X its normalization and C = Ann OX (π * O e X /O X ) the conductor ideal sheaf of the map π. Define Σ ⊆ X to be the subvariety defined by C , and let E = π −1 (Σ). Suppose X, E and Σ all have Du Bois singularities. Then X has Du Bois singularities.
Example 3.2. The pinch point is a Du Bois singularity. The normalization of its coordinate ring is C[y 1 , y 2 , x 4 , . . . , x n ], which defines a smooth (and therefore Du Bois) scheme. The normalization map is given by
The conductor is the ideal (x 1 , x 2 ), which defines a smooth subscheme. To obtain the preimage of this subscheme, we take the image of the conductor in the normalization, which is the ideal (y 2 ); thus we can apply the theorem. Example 3.3. A double normal crossing singularity is also Du Bois. The normalization of its coordinate ring is C[x 1 , . . . , x n ]/(x 1 ) ⊕ C[x 1 , . . . , x n ]/(x 2 ), which defines a smooth variety. The conductor is given by the ideal (x 1 , x 2 ), which defines a smooth subscheme; the preimage of this subscheme is the direct sum of two copies of C[x 1 , . . . , x n ]/(x 1 , x 2 ), which is again smooth.
Pinch points and double normal crossing points are the only singularities of semismooth schemes, so the above examples give the following.
Proposition 3.4. If X is semismooth, then X is Du Bois.
Karl Schwede recently proved the following interesting connection between Finjective and Du Bois singularities (see [Fed83] and many others for details on F-injective and F-pure singularities). 
n ) for all but finitely many primes p, then P ∈ X is a Du Bois singularity. 3.1. Products of Du Bois Schemes. Does a product of schemes with Du Bois singularities also have Du Bois singularities? This is a natural question to ask, but seems to be missing from the scant literature on this class of singularities. Such a "product theorem" is the final piece required before proceeding to the proof of the Main Theorem.
One more type of singularity plays a role in the product theorem.
Definition 3.7. If X is a variety, we say that X has generalized simple normal crossings if for each singular point x ∈ X we have an analytic isomorphism
where each I k is generated by coordinate functions, i.e., I k = (x k1 , . . . , x kj ).
Lemma 3.8. Suppose that X has generalized simple normal crossings. Then X has Du Bois singularities.
Proof. Note the following "gluing" fact of Du Bois singularities: if X is a variety over C with components X 1 and X 2 such that X 1 , X 2 and X 1 ∩ X 2 have Du Bois singularities, then X has Du Bois singularities ([Sch06, Thm. 5.
2.1]).
We proceed by induction on the maximum dimension of a component and the number of components. If X is the union of two components of any dimension, it has Du Bois singularities by the gluing property (here the intersection is actually smooth). Now assume that the conclusion holds when all components are less than dimension d, and that it holds for n components of dimension d. Suppose that we have n + 1 components of dimension at most d. Then X can be expressed as the union of the components X 1 and X 2 , where X 1 is the union of the first n components and X 2 is the last component. By the induction hypothesis X 1 is Du Bois, and X 2 is smooth. X 1 ∩ X 2 has generalized simple normal crossing singularities and components of dimension d − 1 or less, so by the induction hypothesis it also has Du Bois singularities. By the gluing property, we conclude that X has Du Bois singularities. 
where the last equality follows from the fact that I and J are ideals in disjoint polynomial rings. Thus X × Y has generalized simple normal crossings.
Theorem 3.10. Suppose X 1 and X 2 are varieties (over C) which have Du Bois singularities. Then X 1 × X 2 also has Du Bois singularities.
Proof. 
Singularities of Generic Projections

Proof of the Main Theorem.
Recall that the set of linear projections P m → P r is in bijection with the (m − r)-dimensional linear subspaces of P m , and can thus be identified with the closed points of the Grassmannian variety G(m, m − r − 1). We say that a generic projection has property P if the collection of points with property P forms an open dense subset of the Grassmannian. With this in mind, we proceed to the proof of the main theorem.
Main Theorem. Let Y ⊂ P N be a smooth projective variety of dimension n, n ≤ 5, embedded via the d-uple embedding with d ≥ 3n. Let X ⊂ P n+1 be the image of Y under a generic projection π : Y → P n+1 . Then X has Du Bois singularities.
Proof. [Rob75, §13.2] provides a list of the possible local analytic isomorphism classes of the singularities that arise from such a generic projection. Since the Du Bois complex is local in theétale toplogy, it will suffice to show that in each case these define Du Bois singularities.
In this case, we have
Reducing to characteristic p, we see that f 
; denote the full polynomial generating the ideal by f 3 . Examination of the monomials occurring in f 3 shows that there is a term of the form
. No other product of monomials in f 3 can generate a monomial of the form (x 1 x 2 x n x n+1 ) k , so the coefficient of (x 1 x 2 x n x n+1 ) p−1 is nonzero for p = 3. Since this monomial is not in m [p] , it follows that f 3 / ∈ m [p] . Again, 3.6 implies this point id Du Bois.
is the coordinate ring of a product X 1 × X 2 (where we take X 1 to be a pinch point and X 2 to be a hyperplane), hence defines a Du Bois singularity by Theorem 3.10.
is also Du Bois by Theorem 3.10 and case (1b). Lemma 4.1. Let f : Y → X be a good semiresolution. Assume that π is an isomorphism outside a closed subscheme Σ ⊂ X, with preimage f −1 (Σ) = E. Then there exists an exact triangle
The assumption that f is a good semiresolution means that E has only normal crossing singularities, so that Ω The following theorem generalizes a similar result for log canonical singularities, due to Sándor Kovács ([Kov99, Thm 3.6]).
Proof. Let f : Y → X be a good semiresolution of X, with W ⊆ X the set outside which f is an isomorphism, and E = f −1 (S). There exists a natural morphism
We note that Rf * O Y (−E) → Rf * O E is the zero map, from which it follows (via the exact triangle in Proposition 4.1) that φ factors through Ω 0 X . By assumption, Ω
where the first isomorphism follows from Grothendieck duality, and the second follows from the fact that Y is Gorenstein. Since E is a Cohen-Macaulay divisor (it has only simple normal crossings), this last term is isomorphic to Rf * ω Y (E)[n], so in fact we have a morphism ω
. Taking the −nth cohomology gives a morphism ω X → f * ω Y (E) which is an isomorphism on X\S. Adjointness produces a nonzero morphism f
, whence X is semi log canonical.
Corollary 4.3. Let X be a seminormal Gorenstein scheme with Du Bois singularities. Then X is semi log canonical.
Proof. The Gorenstein assumption implies that K X is Cartier, and also that X is G1, i.e., X is S 2 and Gorenstein in codimension 1. By Theorem [GT80, Thm 9.10], a seminormal G1 scheme is semismooth in codimension one. The result then follows immediately from the theorem.
Corollary 4.4. Let X be as in the Main Theorem. Then X has semi log canonical singularities.
Proof. Since X is a hypersurface, it is a complete intersection; in particular, X is Gorenstein. By [GT80, Thm 3.7], X is seminormal, so 4.3 implies that X is semi log canonical.
4.3. Counterexamples in Higher Dimensions. Ideally we would like a more general result that generic projection hypersurfaces are always Du Bois (and thus semi log canonical). The following results illustrate that counterexamples exist, though all known examples have high dimension.
Theorem 4.5. Suppose X ⊂ P n+1 is a hypersurface, and that there exists some point x ∈ X having multiplicity µ > n + 1. Then X is not semi log canonical.
Proof. Let f : Z → P n+1 be the blow-up at x, and let g : X ′ → X be the restriction of f to the strict transform of X. Since f is a blow-up at a point, we have (by [Har77, Ex. II.8.5])
Similarly, by the definition of X ′ and our choice of x we have
where we are abusing notation and identifying X and X ′ with the corresponding divisors. Applying the adjunction formula, we obtain
Note that a good semiresolution of X ′ also produces a good semiresolution of X. Furthermore, semiresolving X ′ will not increase the coefficient of E. Since n − µ < −1, we conclude that X is not semi log canonical.
Given a morphism f : Y → X, we denote by S i (f ) the locus where the induced morphism on tangent spaces df drops rank by i, i.e.,
Proposition 4.6. Let f : Y → X ⊂ P n+1 be a finite morphism, and suppose y ∈ S i (f ). Then the point f (y) ∈ X has multiplicity at least 2 i .
Proof. Since y ∈ S i (f ), the map df y : T y Y → T f (y) X has rank at most n − i. To compute the multiplicity of f (y) on X, we compute the intersection multiplicity of a general line L with X at f (y). L is determined by n linear forms, say l 1 , . . . , l n . We can compute the intersection multiplicity by pulling back the l i to Y , where they generate n hypersurfaces. Since df drops rank by i at y, no more than n − i of the equations defining these hypersurfaces have independent linear terms at y. Without loss of generality, we may assume that the remaining i equations have at least degree 2 at y; thus (f * L).Y has multiplicity at least 2 i at y. Therefore f (x) also has multiplicity at least 2 i .
Corollary 4.7. Let X ⊂ P 31 be a generic projection hypersurface obtained via π : Y → P 31 , where Ω 1 Y is nef. Then X is not semi log canonical. Proof. The hypothesis that Ω 1 Y is nef, together with [Laz04a, Cor. 7.2.18], implies that S 5 (π) = ∅. Proposition 4.6 implies that for any y ∈ S 5 (π), the image f (y) has multiplicity at least 2 5 = 32. The result then follows by Theorem 4.5. 
