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Stability of critical bubble in stretched fluid of square-gradient density-functional
model with triple-parabolic free energy
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The square-gradient density-functional model with triple-parabolic free energy, that was used
previously to study the homogeneous bubble nucleation [J. Chem. Phys. 129, 104508 (2008)], is
used to study the stability of the critical bubble nucleated within the bulk under-saturated stretched
fluid. The stability of the bubble is studied by solving the Schro¨dinger equation for the fluctuation.
The negative eigenvalue corresponds to the unstable growing mode of the fluctuation. Our results
show that there is only one negative eigenvalue whose eigenfunction represents the fluctuation that
corresponds to the isotropically growing or shrinking nucleus. In particular, this negative eigenvalue
survives up to the spinodal point. Therefore the critical bubble is not fractal or ramified near the
spinodal.
PACS numbers: 47.55.db, 64.60.qe, 82.60.Nh
I. INTRODUCTION
The stability of the liquid-vapor interface and its rela-
tion to correlations and capillary waves has been studied
for more than four decades1–7. The stability of the in-
terface is determined from the eigenvalue problem of the
stability matrix2,6 or the Schro¨dinger equation1,3,4,6,7 de-
rived from the classical density functional theory3. It is
well recognized that there is always zero eigenvalue which
corresponds to the free translation of the planar liquid-
vapor interface2. The detailed study of the eigenvalues
of the stability matrix and the Schro¨deinger equation has
already been made by Bukman et al6 for the planar inter-
face and by Varea and Robledo7 for the curved interface.
Very recently, a renewed interest in the stability of the
liquid-vapor interface has been revived8–10. Uline and
Corti9,10 have studied the stability of the spherical liquid-
vapor interface of the critical bubble8,9 and droplet10 of
the liquid-vapor nucleation, and has shed doubt on the
classical view of the so-called classical nucleation the-
ory11,12. Their work has induced debates13–17 on the
validity of the concept of the minimum-free energy path
on the free-energy landscape of the nucleation.
In this paper, we will use a simple square-gradient
density functional theory with a triple-parabolic free en-
ergy proposed by Gra´na´sy and Oxtoby18, which has been
used to study the various properties of the critical bub-
ble of homogeneous bubble nucleation by the author19,
to study the stability of the liquid-vapor interface of the
critical bubble. We choose this square-gradient density
functional model as it captures the most basic properties
of nucleation, yet many physical quantities can be han-
dled analytically. In fact, very recently, Li and Wilem-
ski20 have compared the results obtained from the accu-
rate density functional theory with the result from the
approximate square-gradient theory and found that the
two results agree qualitatively well. In particular, the
eigenvalue problem of the stability matrix reduces to the
solution of the standard Schro¨dinger equation for a parti-
cle in a potential well1,4,6,7 in the square-gradient density
functional model which is much simpler than the eigen-
value problem of the stability matrix6,9,10 that consists
of roughly 103 to 104 elements in the density functional
model.
Although Varea and Robledo7 used a similar square-
gradient model with a triple-parabolic free energy to
study the stability of curved interface, they were inter-
ested in the stability of curved interface in general and
paied less attention to the nucleation problem. In this
paper, we will use a more realistic triple-parabolic free
energy19 and pay most attention to the stability of the
critical nucleus of homogeneous nucleation including the
nucleus near the spinodal point.
In Section II of this paper we will present a short review
of the stability of the spherical liquid-vapor interface in
the square-gradient density-functional model. In Section
III, we will present the numerical results for the stability
of the spherical liquid-vapor interface of the critical bub-
ble within the triple-parabolic free energy19 and discuss
the implications of the results in light of the stability of
the spherical critical nucleus against non-spherical fluc-
tuations. Finally Section IV is devoted to the concluding
summation.
II. STABILITY OF THE LIQUID-VAPOR
INTERFACE IN THE SQUARE-GRADIENT
DENSITY-FUNCTIONAL MODEL
In the square-gradient density-functional model of the
fluid3,19,21,22, the free energy (grand potential) W of the
inhomogeneous fluid, such as the critical bubble in the
2stretched liquid is written as
W =
∫ (
∆ω(φ) + c (∇φ)
2
)
d3r, (1)
where c is the coefficient of square gradient, and ∆ω (φ)
is the local grand potential density as the function of the
local density φ (r). This form of the free energy is also
known as the Cahn-Hilliard model23 or the phase-field
model24,25.
The stationary density profile φs of the critical nucleus
can be determined from the stationary condition of the
grand potential written as
δW [φ (r)] /δφ (r) = 0, (2)
which leads to the Euler-Lagrange equation
∂∆ω
∂φ
− 2c∇2φ (r) = 0. (3)
Now the stationary profile φs (r) and the work of forma-
tionWs of the critical nucleus can be obtained by solving
the differential equation Eq. (3).
The stability of this stationary profile φs will be stud-
ied from the second variation of the functionalW , which,
after integration by parts, becomes
δ2W =
1
2
∫
δφ (r)
{
∂2∆ω
∂φ2
∣∣∣∣
φs(r)
δφ (r)− 2c∇2δφ (r)
}
d3r,
(4)
where δφ (r) is a small variation of the order parameter
from the stationary profile φs (r). Let ψn be the eigen
functions of the Schro¨dinger equation1,4,6,7
− 2c∇2ψn (r) + v (r)ψn (r) = Enψn (r) , (5)
where
v (r) =
∂2∆ω
∂φ2
∣∣∣∣
φs(r)
(6)
plays the role of the potential and En is the eigenvalue.
Then the order-parameter fluctuation can be expanded
as
δφ (r) =
∑
n
Cnψn (r) , (7)
and the second variation takes the form
δ2W =
1
2
∑
n
En (Cnψn (r))
2
. (8)
The stability of the stationary solution φs (r) will be
studied from the sign of the eigenvalues En
1,7. In fact, by
using the non-conserved order-parameter dynamics24,25
∂φ
∂t
= −Γ
δW
δφ (r)
, (9)
the time evolution of the order parameter φ (r, t) near
the stationary critical nucleus φs is written as
φ (r, t) = φs (r) + δφ (r, t) , (10)
and the time evolution of the fluctuation is given by7
δφ (r, t) =
∑
n
Cnψn (r) exp (−ΓEnt) , (11)
where Γ characterizes the time scale of the evolution.
The negative eigenvalue En < 0 indicates the unsta-
ble growing mode of the order-parameter fluctuation1.
Therefore, the bound state of the Schro¨digner equation
(5) with negative eigenvalue En < 0 corresponds to the
unbound growing mode of the fluctuation. Apparently,
the stability analysis is meaningful only near the station-
ary critical nucleus which satisfies Eq. (2).
The stability of critical nucleus can be studied by solv-
ing the simple one-body problem of the Schro¨dinger equa-
tion (5) in the simple square-gradient density-functional
model. In contrast, in the original density functional
model6,9, the stability problem leads to the integral equa-
tion, which is usually transformed into the eigenvalue
problem of the stability matrix with roughly 103 to 104
elements.
III. STABILITY OF THE CRITICAL BUBBLE
A. Triple-Parabolic Model Free Energy
In order to obtain a more detailed description of
the stability of the critical bubble, we chose the triple-
parabolic model for the free energy ∆ω (φ) in Eq. (1) used
previously to study the scaling properties of the critical
bubble19 originally proposed by Gra´na´sy and Oxtoby18:
∆ω(φ) =


λ0
2 (φ− φ0)
2
+∆µ, φ < φA,
λ1
2 (φ− φ1)
2
−∆µφ1−φ0
φ2−φ0
+∆µ+ ω0,
φA ≤ φ ≤ φB,
λ2
2 (φ− φ2)
2
, φB < φ,
(12)
with λ0, λ2 > 0 and λ1 < 0, which consists of three
parabolas centered at the vapor density φ0, and at the
free energy barrier φ1, and at the liquid density φ2, which
we call ”vapor”, ”spinodal” and ”liquid” part of the free
energy.
The parabolic curvatures λ0 and λ2 are related to the
compressibility of vapor and liquid phases26, and ∆µ is
the free energy difference between the liquid and the va-
por. Since we can write ∆µ in Eq. (12) by ∆µφ ≃ ∆µφ2,
∆µ is, in fact, the reduced chemical potential of the fluid
divided by the liquid density φ2. The terminology ”over-
saturation” is used when ∆µ is positive and ”under-
saturation” when ∆µ is negative. Since a stretched liquid
will be considered in this study, we will be mainly con-
cerned with the under-saturation when ∆µ < 0. From
the continuity of the free energy ∆ω(φ), the boundaries
3φA and φB , as well as the barrier height ω0 and its loca-
tion φ1 are given as the functions of λ0, λ1, λ2 and the
under-saturation ∆µ19.
The liquid spinodal is defined when the metastable liq-
uid phase at φ2 becomes unstable. This is realized when
φ2 = φ1, which leads to the under-saturation for the liq-
uid spinodal19,
∆µspin = −
1
2
λ0|λ1|
λ0 + |λ1|
(φ2 − φ0)
2 (13)
of the stretched liquid.
In contrast to the previous models27–30 where the com-
pressibility diverges continuously as the spinodal is ap-
proached, the compressibility remains finite until the
spinodal point is reached in our triple-parabolic model
as the curvature λ0 and λ2 is fixed.
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FIG. 1: (a) The triple-parabolic free energy from CNT regime
near the coexistence to the spinodal regime near the liquid
spinodal for the case (i) (Table I). (b) The corresponding
critical bubble at the CNT regime (∆µ/∆µspin = 0.3) and at
the spinodal regime (∆µ/∆µspin = 0.7).
In Fig. 1(a) we show the typical shapes of the triple-
parabolic free energy ∆ω (φ)19. The corresponding den-
sity profile φs (r) of the critical bubble is shown in
Fig. 1(b). The radii rA and rB are the matching radius
that satisfies φ (rA) = φA and φ (rB) = φB. Since the
free energy consists of three parabolas corresponding to
the vapor, spinodal and liquid parts, the density profile of
the critical bubble consists of three parts that correspond
to the three parts of free energy when ∆µ/∆µspin = 0.3
near the coexistence. However, as the under-saturation
∆µ increases (|∆µ| becomes large) and it approaches the
liquid spinodal ∆µspin, the matching radius rA vanishes
and the density profile consists of only two parts that cor-
respond to the spinodal and the liquid parts (Fig. 1(b)).
We use the terminology ”CNT regime” for the former
regime near the coexistence where the classical nucleation
theory (CNT) is expected to be qualitatively correct, and
”spinodal regime” for the latter near the spinodal where
the spinodal nucleation12,28–30 is expected to occur.
B. Stationary Profile of the Critical Bubble
1. CNT regime
Density profile of a spherically symmetric critical bub-
ble can be obtained from the Euler-Lagrange equation
Eq. (3):
1
r2
d
dr
(
r2
dφ
dr
)
−
1
2c
∂∆ω
∂φ
= 0, (14)
which leads to the ordinary differential equations
d2Φi
dr2
+
2
r
dΦi
dr
± Γ2iΦi = 0, i = 0, 1, 2, (15)
for the three parabolas in Eq. (12), where Γi =
√
|λi|/2c
and Φi(r) = φ(r) − φi, and + sign is used for i = 1 and
− is used for i = 0, 2 for ±. These differential equa-
tions should be solved with appropriate boundary condi-
tions19.
The solutions of this Euler-Lagrange equation in
Eq. (15) for the critical bubble are given by
Φ0(r) = Φ0ArAcsch (Γ0rA) sinh (Γ0r) /r,
Φ1(r) = csc (Γ1 (rA − rB))
×(−Φ1BrB sin (Γ1 (r − rA)) (16)
+Φ1ArA sin (Γ1 (r − rB)))/r,
Φ2(r) = Φ2BrB exp (−Γ2r + Γ2rB) /r,
for the three parts i = 0, 1, 2 respectively, where
Φ0A = φA − φ0,
Φ1A = φA − φ1,
Φ1B = φB − φ1, (17)
Φ2B = φB − φ2.
Finally, the matching radii rA and rB are determined
from the simultaneous equations
dΦ2
dr
∣∣∣∣
r=rB
=
dΦ1
dr
∣∣∣∣
r=rB
,
dΦ1
dr
∣∣∣∣
r=rA
=
dΦ0
dr
∣∣∣∣
r=rA
, (18)
where only Φ1 is a function of both rA and rB (Eq. (16)).
These simultaneous equations can be solved numerically
using standard algorithms such as the Newton-Raphson
method. Even though multiple roots of Eq. (18) exist, the
smallest rA and rB should be chosen as they corresponds
to the nucleus with the lowest free-energy.
42. Spinodal regime
In this case rA becomes zero. Therefore i = 0 CNT
part (see Fig. 1) of the free energy density ∆ω (φ) in
Eq. (12) and its solution Φ0 disappears. Then, the solu-
tion for the Euler-Lagrange equation for Φ2 is the same
as Eq. (16), but the solution for Φ1 now reads
Φ1(r) = Φ1BrBcsc (Γ1rB) sin (Γ1r) /r, (19)
for the critical bubble in the spinodal regime.
In this case, the matching radius rB is simply deter-
mined from the equation
dΦ2
dr
∣∣∣∣
r=rB
=
dΦ1
dr
∣∣∣∣
r=rB
, (20)
which is explicitly written as
rB (λ2Γ1 cot (Γ1rB)− |λ1|Γ2) = λ2 + |λ1|, (21)
that does not depend on the under-saturation ∆µ.
Therefore, the matching radius rB is constant in the
spinodal regime. Again this equation should be solved
numerically and the smallest radius rB should be cho-
sen.
In Fig. 1(b), we showed the typical density profiles in
the CNT regime and in the spinodal regime. The critical
bubble is larger in the CNT regime than in the spin-
odal regime. However, the density difference between
the inside and the outside of the bubble becomes smaller
in the spinodal regime than in the CNT regime. Cor-
respondingly, the interfacial thickness looks diffuse28 as
the spinodal is approached.
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FIG. 2: The matching radii rA and rB as functions of the
scaled under-saturation ∆µ/∆µspin for the case (i) and (iii) of
the free energy parameter listed in Table I. In the spinodal
regime, rA disappears, and rB becomes constant.
Figure 2 shows the matching radii rA and rB as func-
tions of the scaled under-saturation ∆µ/∆µspin for the
free energy parameter tabulated in Table I. The match-
ing radius rA becomes zero as the under-saturation enters
the spinodal regime, while the matching radius rB sur-
vives and it becomes constant and independent of the
under-saturation ∆µ in the spinodal regime as predicted
from Eq. (21).
TABLE I: Three sets of the free energy parameters in ∆ω (φ)
of Eq. (12) used in this work. Case (i) and (ii) were used
previously19 to check the universality of the scaling properties
of the critical bubble.
model c φ0 φ2 λ0 λ1 λ2 λ0/ |λ1| λ0/ |λ1|
case (i) 1.0 0.1 1.0 1.0 -0.5 0.3 2.0 0.6
case (ii) 1.0 0.1 1.0 1.0 -2.0 0.9 0.5 0.45
case (iii) 1.0 0.1 1.0 1.0 -2.0 1.4 0.5 0.7
C. Eigenvalue problem
The Schro¨dinger equation Eq. (5) for the triple-
parabolic model becomes that for a particle in a three-
dimensional square well potential:
v (r) =


λ0, 0 < r < rA,
− |λ1| , rA < r < rB ,
λ2, rB < r.
(22)
Figure 3 schematically shows the shape of the potential
well. Depending on the magnitude of the potential bar-
rier λ0 and λ2, there are two cases: (a) λ0 > λ2 and (b)
λ2 > λ0.
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FIG. 3: The two cases of the square-well potential v (r) in
Eq. (22) as the functions of the radial distance r. (a) λ0 > λ2,
(b) λ2 > λ0. The bound states have eigenvalues E < λ2. In
case (b) when λ2 > λ0, there always exist degenerate bound
states Enl = λ0 for l ≥ 1.
Since, we look for the negative eigenvalues, we are in-
terested in the bound state whose eigenvalue E satisfies
− |λ1| < E ≤ λ2. (23)
The eigenfunction ψ (r) for the bound state of this spher-
ically symmetric Schro¨dinger equation is written as1,31
ψnlm (r) = Rnl (r) Ylm (θ, φ) , (24)
using spherical polar coordinates (r, θ, φ), where
Ylm (θ, φ) is a spherical harmonic. The radial part of
5the eigenfunction Rnl (r) is determined from the radial
equation1,31
1
r2
d
dr
(
r2
dR
dr
)
+
{
1
2c
[E − v (r)]−
l(l + 1)
r2
}
R = 0.
(25)
Differentiating the Euler-Lagrange Eq. (14) by r, one can
easily show that there is always one bound state solution
with E = 0 and l = 1 whose eigenfunction is given by7
R (r) = dφ/dr. (26)
Other eigenvalues will be determined numerically.
1. CNT regime
In this regime, rA is finite and we have to solve
the Schro¨dinger equation Eq. (25) with three wells in
Eq. (22). When λ2 < λ0 (Fig. 3(a)) the radial solution
for the bound state with −|λ1| < E ≤ λ2 is given by
Rnl (r) =


Ajl (iα0r) , r < rA,
Bjl (α1r) + Cnl (α1r) , rA < r < rB,
Dh
(1)
l (iα2r) , rB < r,
(27)
with A, B, C, and D are constant, and
α0 =
√
(λ0 − E) /2c,
α1 =
√
(|λ1|+ E) /2c, (28)
α2 =
√
(λ2 − E) /2c,
where jl, nl and h
(1)
l are the spherical Bessel, Neumann
and Hankel functions, respectively31.
The constants A, B, C and D are determined from
continuity of the wave function Eq. (27) and its derivative
that leads to the characteristic equation for the energy
E, ∣∣∣∣∣∣∣∣
jl (iξ) −jl (η) −nl (η) 0
iξj
′
l (iξ) −ηj
′
l (η) −ηn
′
l (η) 0
0 −ji (ζ) −nl (ζ) h
(1)
l (iχ)
0 −ζj
′
i (ζ) −ζn
′
l (ζ) iχh
(1)′
l (iχ)
∣∣∣∣∣∣∣∣
= 0 (29)
where j
′
l (x) = djl/dx etc. are the derivatives, and
ξ = α0rA, η = α1rA, ζ = α1rB, χ = α2rB . (30)
The roots of Eq. (29) gives the eigenvalues En,l(n =
0, 1, 2, . . . ) for each angular momentum l(l = 0, 1, 2, . . . ).
Equation (29) reduces, for example, to
1
ξηζχ
{
e−χ [ξ cosh ξ (−ζ cos (η − ζ) + χ sin (η − ζ))
− η sinh ξ (χ cos (η − ζ) + ζ sin (η − ζ))]} = 0 (31)
for l = 0. Similar equations can be obtained for l ≥ 1.
As has been noted in the previous subsection, we always
have zero eigenvalues En=0,l=1 = 0 for l = 1.
When λ2 > λ0 (Fig. 3(b)), Eqs. (27) to (31) can be
applicable as far as −|λ1| < E ≤ λ0. However, when the
eigenvalue E falls within the range λ0 ≤ E ≤ λ2, the
radial solution for r < rA in Eq. (27) has to be replaced
by
Rnl (r) = Ajl (α0r) , r < rA, (32)
and α0 in Eq. (28) is now given by
α0 =
√
(E − λ0) /2c, (33)
and Eq. (29) becomes∣∣∣∣∣∣∣∣
jl (ξ) −jl (η) −nl (η) 0
ξj
′
l (ξ) −ηj
′
l (η) −ηn
′
l (η) 0
0 −ji (ζ) −nl (ζ) h
(1)
l (iχ)
0 −ζj
′
i (ζ) −ζn
′
l (ζ) iχh
(1)′
l (iχ)
∣∣∣∣∣∣∣∣
= 0, (34)
from which equations similar to Eq. (31) are obtained.
The roots of these equations gives the eigenvalues Enl in
the range λ0 ≤ Enl ≤ λ2 that are obtained numerically.
It is apparent from Eqs. (29) and (34) that E = λ0 is
always the degenerate eigenvalues for l ≥ 1 when λ2 > λ0
as α0 = 0 and jl (ξ = 0) = 0 for all l ≥ 1 when E = λ0.
Also En,l=1 = 0 is the root of Eqs. (29) and (34) as
ψn,l=1 = dφ/dr has already satisfied the continuity con-
dition Eq. (18) that gives a part of the roots of Eqs. (29)
and (34).
2. Spinodal regime
In this case it is a simple textbook problem of a particle
confined within a square well potential
v (r) =
{
− |λ1| , 0 < r < rB ,
λ2, rB < r.
(35)
The radial solution for the bound state is now given by
Rnl (r) =
{
Ajl (α1r) , 0 < r < rB,
Bh
(1)
l (iα2r) , rB < r.
(36)
The constants A and B will be determined from an equa-
tion similar to Eqs. (29) and (34) that leads to
− iχh
(1)′
l (iχ) jl (ζ) + ζj
′
l (ζ) h
(1)
l (iχ) = 0. (37)
This equation can be transformed into
ζ cot ζ = −χ, ζ2 + χ2 =
|λ1|+ λ2
2c
r2B , (38)
for l = 031, which can be solved graphically.
Since we are interested in the negative eigenvalues E <
0, we consider the case when E = 0 in Eq. (38), which
leads to
cot (ζ) = −
√
λ2
|λ1|
, (39)
6as ζ =
√
|λ1|/2crB and χ =
√
λ2/2crB when E = 0.
The roots of Eq. (39) ζ0, ζ1, . . . , gives the reduced ra-
dius
√
|λ1| /2crB for which the eigenvalues becomes zero
(En,0 = 0), and are the lower bound for the appearance
of one, two, · · · negative eigenvalues with l = 0.
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FIG. 4: The values ζn =
√
|λ1| /2crB , n = 0, 1, 2, . . . which
give the eigenvalues En,l=0 = 0 with l = 0. This eigenvalue
En,l=0 becomes negative if the matching radius rB satisfies
ζn <
√
|λ1|/2crB . Also shown is the reduced matching radius
ζB =
√
|λ1|/2crB determined from the matching condition
Eq. (21) of the stationary profile of nucleus.
Figure 4 shows the roots ζn =
√
|λ1|/2crB of Eq. (39),
which gives the zero eigenvalues En,l=0 = 0 for l = 0,
as the function of the ratio λ2/|λ1|. When λ2 = 0, they
are given by ζ0 = pi/2, ζ1 = 3pi/2, ζ2 = 5pi/2, . . .
31.
Then, one negative eigenvalue with l = 0 exist when
the matching radius rB satisfies ζ1 >
√
|λ1|/2crB ≥ ζ0,
and two eigenvalues exist when ζ2 >
√
|λ1|/2crB ≥ ζ1
etc. As the barrier λ2 makes the confinement more effec-
tive, the number ζn increases as the function of λ2/|λ1|.
Since ζ0 is always smaller than the reduced matching ra-
dius ζB =
√
|λ1|/2crB determined from the matching
condition Eq. (21), we always have one negative eigen-
value and, therefore, the lowest eigenvalues En=0,l=0 is
always negative, which corresponds to the isotropically
growing/shrinking spherical nucleus1,7 with l = 0. Other
eigenvalues with l = 0 are always positive as ζn > ζB for
n = 1, 2, . . . .
Similarly, Eq. (37) for l = 1 can be transformed into
cot ζ
ζ
−
1
ζ2
=
1
χ
+
1
χ2
, ζ2 + χ2 =
|λ1|+ λ2
2c
r2B , (40)
Again, the condition for the zero eigenvalues E = 0 with
l = 1 is given by
ζ cot ζ − 1 = ζ
√
|λ1|
λ2
+
|λ1|
λ2
. (41)
It is easy to show that Eq. (21) reduces to Eq. (41).
Therefore the reduced matching radius ζB =
√
|λ1| /2crB
determined from the matching condition Eq. (21) of the
stationary profile with the lowest free-energy always sat-
isfies Eq. (41). Then, the eigenvalues En,l for n = 0 and
l = 1 is always zero (En=0,l=1 = 0) since ζ0 = ζB .
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FIG. 5: The values ζn =
√
|λ1| /2crB , n = 0, 1, 2, . . . which
gives the zero eigenvalue En,l=1 = 0 for l = 1, which becomes
negative if ζn <
√
|λ1| /2crB. The reduced matching radius
ζB =
√
|λ1| /2crB determined from the matching condition
Eq. (21) of the density profile of nucleus coincides with ζ0
(ζ0 = ζB).
Figure 5 shows the roots ζn =
√
|λ1|/2crB of Eq. (41)
which gives the zero eigenvalue En,l=1 = 0 for l = 1 as
the function of the ratio λ2/|λ1|. When λ2 = 0, they are
given by pi, 2pi, 3pi, . . . 31. Again, the roots ζn increases
as the function of λ2/|λ1|. Since the reduced matching
radius ζB =
√
|λ1|/2crB determined from the matching
condition Eq. (21) coincides with ζ0, the lowest energy
En=0,l=1 with n = 0 and l = 1 is always zero (En=0,l=1 =
0).
If the matching radius rB (ζB) is erroneously cho-
sen from the multiple roots of Eq. (21) such that the
excited state with n = 1 and l = 1 has zero eigen-
value En=1,l=1 = 0 (ζ1 = ζB), then not only the l = 0
ground-state eigenvalues En=0,l=0 but also the excited-
state eigenvalues En=1,l=0 and En=0,l=1 become nega-
tive from Figs. 4 and 5. Therefore any numerical error
in the determination of the stationary profile φs (r) of
the critical nucleus could result in the multiple negative
eigenvalues appearing.
D. Numerical example and discussions
In order to study the stability problem of the criti-
cal bubble, we have solved Eqs. (29), (34) and (37) to
calculate the full spectrum of the bound-state eigenval-
ues with l ≤ 2 as the function of the scaled under-
saturation ∆µ/∆µspin. Figure 6 shows the bound-state
eigenvalues E for the case (i) of Tab. I. Since λ0 > λ2
(Tab. I), the square-well potential has the shape shown
in Fig. 3(a). The continuum states have the energy
E/ |λ1| > λ2/ |λ1| = 0.6. These continuum states de-
scribe the capillary-like waves induced around the spher-
7ical surface of nucleus. Since this continuum state starts
from E = λ2, there always exist minimum energy λ2 to
excite capillary wave.
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FIG. 6: Three bound-state eigenvalues with l = 0, 1, 2 as
functions of the scaled under-saturation ∆µ/∆µspin for the
case (i) of Tab. I. Only the ground state with l = 0 has
a negative eigenvalues. The lowest eigenvalues with l = 1 is
always zero. There is only one negative eigenvalues with l = 0
from the CNT regime to spinodal regime up to the spinodal
point.
There is only one bound state for each l = 0, 1, 2 in
Fig. 6. These eigenvalues depend on the under-saturation
∆µ in the CNT regime as the radius rA and rB of the
potential well depend on the under-saturation (Fig. 2).
Only the ground state eigenvalue for l = 0 becomes neg-
ative and decreases while the ground state eigenvalues
for l ≥ 2 increase as the absolute magnitude |∆µ| is in-
creased toward the spinodal. A similar behavior of the
eigenvalues with different l was observed in the numerical
results of Varea and Robledo7. However, the eigenvalues
become constant in the spinodal regime in our model as
the matching radius rB becomes constant in this regime.
Only the ground state with l = 0 has the negative eigen-
values that describes the growing/shrinking nucleus1,7
that preserves the spherical symmetry. This single neg-
ative eigenvalue survives up to the spinodal point. The
lowest eigenvalues with l = 1 is always zero which means
that the deformation with the form
δφ (r) ∝
{
cos θ (dφs/dr)
sin θ (dφs/dr)
(42)
does not cost energy7 as Yl=1,m(θ, φ) ∝ cos θ, sin θ
31.
This deformation, in fact, describes the translation of
the center of spherical nucleus32, and, therefore, deos not
cost energy.
It is possible to choose larger rB (ζB) from Eq. (21)
that corresponds, for example, to ζ1 in Fig. 5. How-
ever, this false stationary profile has an artificial density
oscillation that can be anticipated from Eq. (19), and
has a higher free-energy. Figures 4 and 5 also indicate
that this false stationary state is unstable against non-
spherical growing mode as there will be an extra negative
eigenvalue En=0,l=1 with l = 1.
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FIG. 7: The same as Fig. 6 for the case (ii) of Tab. I. Now the
bound state for l = 2 disappears before the spinodal regime
is reached as the barrier λ2 is low.
Figure 7 shows the bound state energy for the case (ii)
of Tab. I. This is also the case shown in Fig. 3(a). Now
the continuum state starts from E/|λ1| > 0.45. The l = 2
bound state increases its energy as the under-saturation
∆µ is increased and finally it disappears into the contin-
uum state as the confinement λ2 is weak. Again there
is only one negative eigenvalue with l = 0 and one zero
eigenvalue with l = 1 which can survive up to the spin-
odal point.
Figure 8 shows the bound state energy for the case (iii)
of Table I. In this case, the square-well potential has the
shape shown in Fig. 3(b) as λ2 > λ0 (Tab. I). In this
case we can expect more complex energy diagram for the
bound state. In particular, the degenerate bound states
with E = λ0 appear for all l ≥ 1 at E/ |λ1| = 0.5 in
the CNT regime. These bound states cannot survive in
the spinodal regime as the inner barrier with E = λ0
disappears in this regime. Once again there is only one
negative eigenvalue with l = 0 and one zero eigenvalue
with l = 1 up to the spinodal point.
Therefore, the stationary profile of the critical bub-
ble, which satisfies the matching condition of the den-
sity profile Eqs. (18) and (20) and has the lowest free-
energy, has only one unstable growing mode of the fluc-
tuation with spherical symmetry. The time scale τ of
the growth or shrinkage is given by the inverse of the
absolute magnitude |En=0,l=0| of the negative eigenvalue
with n = 0 and l = 0 from Eq. (11), that is roughly
given by τ ∼ 1/ (ΓEn=0,l=0) ∼ 2/ (Γ|λ1|) in the spinodal
regime (see Fig. 6 to 8). Therefore the curvature |λ1| at
the top of the barrier of the free-energy ∆ω (φ) in Fig. 1
plays a crucial role in determining the timescale of how
fast the saddle point is crossed once the critical bubble
is formed. Of course, the time scale of nucleation that is
the time necessary to form a critical bubble is given by
the nculeation rate, which is determined by the work of
formation of critical bubble8–10,13,14,19.
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FIG. 8: The same as Fig. 6 for the case (iii) of Tab. I. In this
case new bound-states with the energy E/ |λ1| = 0.5 appears
for all l ≥ 1 in the CNT regime.
This conclusion persists up to the spinodal point. A
diverging compressibility λ2 → 0 as ∆µ → ∆µspin will
not affect the timescale of nucleation even near the spin-
odal. Also, any fluctuation other than the spherically
growing mode that correspond to the negative eigenval-
ues En=0,l=0 with n = 0 and l = 0 stays stable up to the
spinodal point. Therefore any structural anomaly27,33,34
near the spinodal will start during the growing stage af-
ter the nucleation rather than at the nucleation stage of
nucleus. Also this anomaly would be the effect of the in-
teraction of multiple nuclei, such as coalescence or coars-
ening34–37 during the growing stage rather than the effect
of the instability at the nucleation stage. Since we look at
the stationary critical nucleus, the coupling of the order
parameter to the diffusion and the heat flow is beyond
the scope of the present work. These effects will also play
crucial role in the structural anomaly of nucleus during
the growing stage after the nucleation32,38,39
IV. CONCLUSION
In this study, a square-gradient density-functional
model with a triple-parabolic free energy was used
to study the stability of the critical bubble of ho-
mogeneous bubble nucleation. By using this square-
gradient model7,19 instead of the original density func-
tional model8–10, the stability problem was reduced from
the eigenvalue problem of the matrix with roughly 103 to
104 elements to the text-book problem of the eigenval-
ues of the Schro¨dinger equation that describes a particle
confined within a square-well potential. The negative
eigenvalues of the bound state of the Schro¨dinger equa-
tion represents the growing mode of the fluctuation and
its magnitude determines the time scale of this grow-
ing fluctuation. We found that there is only one nega-
tive eigenvalue that corresponds to the spherically grow-
ing/shrinking mode of nucleation. Our result confirmed
the conclusion theoretically predicted1 and numerically
obtained7 by other authors that the critical nucleus is lo-
cated at the saddle point of the free-energy landscape16.
Furthermore, we have confirmed that this single nega-
tive eigenvalue persists up to the spinodal point. There-
fore no fractal or ramified structure33 is expected at the
nucleation stage. Also, it is clear from our analysis that
the stability analysis using the Schro¨dinger equation or
the stability matrix is limited only for the critical nucleus
at the saddle point in the free-energy landscape. In order
to study the embryonic bubble before and after crossing
the saddle point as the critical bubble, some authors8–10
studied a constrained density functional model that were
defined not with a simple smooth density profile but
rather by a fixed particle number contained within a
given small volume. It is not clear if the appearance of
the negative eigenvalues for the stability matrix of this
constrained system means the unstable growing mode of
the growing bubble after crossing the saddle point.
Finally, our stability analysis using the Schro¨dinger
equation can be applicable to the special case of the den-
sity functional model for the Yukawa fluid as the density
functional for the Yukawa fluid can be transformed ex-
actly into the square-gradient functional40,41. The sta-
bility analysis of critical nucleus of this Yukawa model
fluid will be presented elsewhere.
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