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A Nombres et fonctions complexes
La première confrontation à la limitation des nombres réels est venue de la recherche de solutions
à certaines équations algébriques du second degré. Considérons par exemple l’équation suivante
x 2+ x +1= 0 , (1.1)
qui selon le tracé donné à la Fig. 1.1 ne croise pas l’axe des x et n’admet donc pas de solution dans






Tracé de x 2+ x +1 montrant l’absence de zéro sur l’axe des réels x .









faisant ainsi apparaître la racine d’un nombre négatif, racine ne faisant évidemment pas partie des







b , on voit immédiatement que toute racine d’un nombre négatif s’exprime








non plus comme un nombre réel, mais plutôt l’élément de base des nombres dits imaginaires 1, 2,
avec la propriété
i 2 =−1 . (1.4)
1. L’introduction de nombres complexes dans la solution d’équations polynomiales s’est faite à partir du XVIe siècle,
notamment par Jérôme Cardan et Raphaël Bombelli.
2. L’identification i ≡
p
−1, due à Euler, est apparue un peu plus tard et a permis de lever un certain nombre d’ambi-
guïtés.
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On introduira la variable complexe
z = x + i y , (1.5)
qui consiste en une partie réelle x (≡ Re z ) et une partie imaginaire y (≡ Im z ), x et y étant réels.





L’ensemble des z définit le corps des complexes C, lequel obéit aux règles suivantes :
addition (soustraction) : (x1+ i y1)± (x2+ i y2) = (x1± x2)+ i (y1± y2), (1.6)





x1 x2+ y1 y2+ i (y1 x2− x1 y2)




On peut donner une représentation géométrique des nombres complexes 3 dans un espace à deux
dimensions. Ainsi z = x + i y peut se représenter comme le couple (x , y ) dans un plan – le plan
complexe ou plan d’Argand-Cauchy – pour lequel l’axe y (et non i y ) est appelé axe imaginaire et
l’axe x , l’axe réel. Ainsi la somme ou la différence de deux nombres complexes z1 et z2 est l’analogue
d’une somme de vecteurs dans R2.
Une opération importante sur les nombres complexes est la conjugaison complexe qui est définie
comme suit
z ∗ = x − i y , (1.9)
où seule la partie imaginaire change de signe. La représentation géométrique de z ∗ montre que
l’opération de conjugaison complexe z → z ∗ équivaut à une réflexion par rapport à l’axe des réels.
On vérifie aisément que la conjugaison complexe est compatible avec les propriétés suivantes :
(z ∗)∗ = z , (1.10)
|z |2 ≡ z z ∗ = x 2+ y 2, (1.11)
(z1+ z2)




∗ = z ∗1 z
∗
2 , (1.13)
z + z ∗
2
= Re z , (1.14)
z − z ∗
2i
= Im z . (1.15)
Maintenant pour satisfaire l’équation
z1 = z2, (1.16)
on doit avoir l’égalité des parties réelle et imaginaire, à savoir
Re z1 = Re z2 (1.17)
Im z1 = Im z2. (1.18)
3. La représentation géométrique des nombres complexes a été initiée par le mathématicien non professionnel, Jean-
Robert Argand (1745-1818), au début du 19e siècle et reprise par la suite par Gauss et Cauchy.
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(1.19)
De même pour une équation faisant intervenir les fonctions f1 et f2, l’égalité
f1(z1) = f2(z2), (1.20)
implique la double égalité
Re f1(z1) = Re f2(z2), (1.21)







Représentation polaire de z dans le plan complexe.
Représentation polaire. – À l’aide des fonctions circulaires, le couple de coordonnées carté-
siennes (x , y ) associé à z dans le plan complexe peut s’exprimer en
fonction du module (ou valeur absolue) r et de l’angle (ou phase) θ du nombre complexe (Fig. 1.2) :
z = r cosθ + i r sinθ . (1.23)
Ainsi z a une représentation dite polaire caractérisée par le couple (r,θ ).
Maintenant, si nous prolongeons la définition de l’exponentielle e x par sa série entière dans le plan
complexe, soit en substituant iθ à x , et qu’on utilise les propriétés des puissances paire et impaire






















+ . . .

. (1.24)
Par cette séparation en parties réelle et imaginaire, on reconnaît les développements en série des
fonctions circulaires pour la variable réelle θ , ce qui donne
e iθ = cosθ + i sinθ , (1.25)
connue sous le nom de formule d’Euler. La représentation polaire de tout nombre complexe z peut
donc s’écrire
z = r e iθ (1.26)
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La formule de De Moivre suit avec l’expression
z n = [r (cosθ + i sinθ )]n = r n (cos nθ + i sin nθ ), (1.27)
qui est équivalent à z n = (r e iθ )n = r n e i nθ . Toujours à l’aide de (1.25), on déduit aisément quelques
identités d’Euler,
cosθ =
e iθ + e −iθ
2
, sinθ =




e iθ − e −iθ
e iθ + e −iθ
, cotθ = i
e iθ + e −iθ
e iθ − e −iθ
,
etc. (1.28)
On peut généraliser ces expressions pour un z quelconque et obtenir les fonctions circulaires dans
le plan complexe
cos z =
e i z + e −i z
2
, sin z =
e i z − e −i z
2i
,
tan z = −i
e i z − e −i z
e i z + e −i z
, cot z = i
e i z + e −i z
e i z − e −i z
,
etc. (1.29)
En utilisant le développement de l’exponentielle, nous obtenons le développement des fonctions
circulaires,






+ . . . , (1.30)






− . . . . (1.31)
(1.32)
On déduit également à partir de (1.29) un lien entre les fonctions circulaires et les fonctions hyper-
boliques, à savoir
cos i z =




sin i z =
e −z − e z
2i
,
= i sinh z , (1.34)
etc., (1.35)
auxquelles nous pouvons associer les séries en puissance






+ . . . , (1.36)






+ . . . . (1.37)
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On peut alors démontrer aisément les égalités suivantes
sinh i z = i sin z , cosh i z = cos z ,
tan i z = i tanh z , tanh i z = i tan z . (1.38)
Séries en puissance et disque
de convergence
Si on considère une fonction f (z ) définie à l’aide d’un développe-
ment en puissance






En fonction des valeurs données à z , f (z ) peut prendre des valeurs finies (pour ses parties réelle
et imaginaire) et la série est alors convergente. Dans le cas où elle prend des valeurs infinies, elle
est dite divergente. La convergence de la série nous renseigne essentiellement sur la région du plan
complexe où les propriétés de la fonction sont bien définies. À l’instar des fonctions de variables
réelles, il existe plusieurs critères pour déterminer si une série est convergente ou non. Dans ce pa-
ragraphe, nous nous limiterons à un test fréquemment utilisé, soit celui du quotient ou appelé aussi





















< 1, pour une série avec convergence absolue,
= 1, autre test nécessaire,
> 1, pour une série divergente,
(1.41)
où pour ρ < 1, la série converge 4, alors que pour ρ > 1 la série diverge. Lorsque ρ = 1, on ne peut
conclure à partir de ce critère et un autre test doit être appliqué. Nous serons amenés à considérer
de façon générale la région ρ < 1, laquelle définit un disque de convergence de la série ; on utilise
également le terme rayon de convergence.
stepExemple 1.1







+ . . . (−1)n
z n
n
+ . . . . (1.42)
Dans ce cas ρ = |z |, et donc la série converge pour |z |< 1, ce qui correspond à un disque de rayon unité.
4. La série a une convergence dite absolue si
∑





Chapitre 1. Analyse complexe
stepExemple 1.2
Soit maintenant la série en puissance pour la fonction exponentielle
e z = 1+ z +
z 2
2!
+ . . .
z n
n !
+ . . . . (1.43)











→ 0, pour |z |<∞ . (1.44)
Le rayon de convergence tend vers l’infini et la fonction exponentielle est alors convergente pour tout z
fini.
On termine ce paragraphe en considérant la série géométrique que l’on rencontrera fréquemment
Sn = a +a z +a z
2+ . . . a z n−1, (1.45)
où a est une constante. Multipliant Sn par z , sa soustraction de Sn permet d’écrire
Sn − z Sn = a (1− z n ) ,
ce qui donne
Sn =
a (1− z n )
1− z
. (1.46)


























(a) : Plan de la variable z ; (b) : plan de f (z ).
Fonctions multiformes et
points de branchement
Considérons la fonction de la variable complexe
f (z ) = 3
p
z . (1.48)
Contrairement au cas d’une variable réelle, cette fonction racine de la variable complexe z n’est pas
uniévaluée, i.e., elle possède plus d’une valeur en un point. Pour s’en convaincre, on peut utiliser
dans un premier temps la représentation polaire (1.26) de z ,
z = e i (θ+2nπ). (1.49)
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Celle-ci prend des valeurs identiques pour un facteur de phase 2nπprès (n = 0, 1, 2, . . .) égal à l’unité,
ce qui correspond à une rotation de 0, 1, 2, etc., tours complets dans le plan complexe, lesquels nous
ramènent au même point z (fig. 1.3-a), en raison de la périodicité des fonctions circulaires en (1.25).
Maintenant, si on regarde les valeurs de f (z ) en fonction n et ce, jusqu’à n = 3, on a respectivement
r
1
3 e iθ/3, r
1
3 , e iθ/3+i 2π/3, r
1
3 e iθ/3+i 4π/3, et r
1
3 e iθ/3+i 2π. Les trois premières expressions correspondent
à des points différents sur un cercle de rayon r 1/3 dans le plan complexe de f (z ) (fig. 1.3-b), alors
que la quatrième valeur est égale à la première. Il y a donc trois valeurs différentes de la fonction en
un même point z : f (z ) est donc multi-évaluée. Cette périodicité ‘3’ se répète à l’infini en fonction
de n . La fonction f (z ) est dite multiforme par opposition à une fonction uniforme avec une seule
valeur ∀n .
Cependant, si l’angle θ de z est restreint à l’intervalle 0 ≤ θ < 2π, sans jamais toucher 2π, alors la
fonction demeure uniforme. Cet intervalle définit alors la branche principale ou encore le feuillet
principal de la fonction. On pourrait de la même manière définir un deuxième feuillet d’uniformité
de la fonction pour l’intervalle 2π ≤ θ < 4π, lequel inclut 2π, mais exclut 4π. Un troisième et der-




Dans cet exemple, le point z = 0 par lequel passe l’axe de rotation est appelé point de branchement
ou point de ramification (× de la Fig. 1.4-a). Toute rotation de 2π autour de ce point donnera inva-
riablement lieu à une évaluation multiple. On peut s’en convaincre en prenant n’importe quel autre
point z0 à distance finie (Fig. 1.4-a). Une rotation de 2π autour et suffisamment près de ce point ne
change pas la phase de la variable z et donc la valeur de la fonction ; ce n’est donc pas un point de
branchement de la fonction considérée. Maintenant, est-ce que z = 0 est le seul point de branche-
ment ? En fait, il en existe un autre, mais pas à distance finie. Si on pose, par exemple z = 1/w , on
a f (w ) =w−1/3, on voit par la même analyse que ci-dessus que f (w ) a un point de branchement à
w = 0, ce qui correspond à |z | =∞. Il y a donc un autre point de branchement à l’infini qui peut













(a) : Rotation de 2nπ de z autour de l’origine menant à des valeurs différentes de la fonction multiforme
f (z ) = 3
p
z . L’origine est un point de branchement (x) de la fonction, contrairement à tout point z0 à dis-
tance finie par rapport auquel une rotation de 2nπ conserve la phase θ de z ; (b) : Ligne de coupure (trait
épais) de f (z ) pour le choix d’intervalle 0≤ θ < 2π du feuillet principal.
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Coupures La localisation des points de branchement permet de définir une ligne dans le plan
complexe appelée ligne de coupure. C’est une ligne qui relie deux points de branche-
ment. Une coupure est une frontière linéaire à ne pas franchir afin d’assurer l’uniformité de la fonc-
tion ; elle est donc intimement liée aux intervalles définissant les feuillets. Ainsi, au feuillet principal
d’intervalle 0≤ θ < 2π, correspond la ligne de coupure de l’axe des x positifs, reliant z = 0 à l’infini
(Fig. 1.4-b). Ceci nous amène au choix de la coupure, lequel est lié à celui de l’intervalle pour un
feuillet. Pour le feuillet principal par exemple, on aurait pu utiliser l’intervalle −π < θ ≤ π, lequel
est tout aussi acceptable pour assurer l’uniformité de la fonction. Dans ce cas, la ligne partant de
l’origine vers−∞ sur l’axe des x définit la ligne de coupure. Un choix d’intervalle différent comme
par exemple,π/4≤ θ < 9π/4, pour la branche principale, conduirait à une ligne de coupure partant
de l’origine vers l’infini avec un angle de π/4 ; il y a donc une infinité de choix possibles.
On termine ce paragraphe avec la fonction logarithmique f (z ) = lnz . On voit immédiatement que
c’est aussi une fonction multiforme : en substituant (1.49), on trouve en effet
lnz = lnr + iθ + i 2nπ . (1.50)
La fonction ne retrouve pas sa valeur initiale après une rotation d’un multiple de 2π de la variable z .
Contrairement à une fonction du type N
p
z pour N fini, le logarithme admet une infinité de feuillets
et ne retrouve jamais sa valeur initiale 5. Les points de branchement sont également situés à z = 0
et à l’infini.
Nous verrons que la détermination des points de branchement ainsi que les lignes de coupure sont
d’une grande importance lors de l’intégration de fonctions multiformes. Les points de branchement
sont utiles pour délimiter des parcours d’intégration dans des régions où la fonction prise en général
à l’intérieur du feuillet principal, demeure uniforme.
B Dérivation, fonctions analytiques et conditions Cauchy-Reimann
On appellera f (z ), une fonction de la variable complexe z = x + i y . Cette fonction aura obligatoi-
rement une partie réelle et une partie imaginaire. On pourra l’écrire sous la forme
f (z ) = u (x , y )+ i v (x , y ), (1.51)
où u (x , y ) est la partie réelle et v (x , y ), la partie imaginaire de f (z ). Les fonctions u (x , y ) et v (x , y )
sont réelles et uniévaluées. Dans le cas d’une fonction multiforme avec points de branchement,
f (z ) est définie à l’intérieur d’une branche où la fonction f et donc u et v sont uniévaluées.
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stepExemple 1.3
Déterminons les fonctions u (x , y ) et v (x , y ) pour f (z ) = sinh 2z . En utilisant la définition de la fonction
hyperbolique (1.35) et la formule d’Euler, nous avons
sinh 2z =
e 2x e 2i y − e −2x e −2i y
2
=





cos 2y (e 2x − e −2x )+
i
2
sin 2y (e 2x + e −2x )
=sinh2x cos 2y + i cosh2x sin 2y , (1.52)
d’où l’on tire
u (x , y ) = sinh 2x cos 2y
et
v (x , y ) = cosh2x sin 2y .
Dérivation La dérivée d’une fonction f (z ) dans le plan complexe est définie par
lim
δz→0

























































+n z n−1 = n z n−1. (1.54)
qui est unique et bien définie. Il est important de noter ici que puisque δz → 0 est arbitraire, le
résultat de la dérivée est indépendant de l’approche de δz au point z dans le plan complexe (voir
aussi plus loin).
stepExemple 1.4
On peut alors dériver toutes les séries de puissance des fonctions élémentaires terme à terme, ce qui permet






























































On retrouve donc les mêmes résultats que pour la dérivation d’une variable réelle. Cela vaut également


























= sinh z , (1.59)
d
d z







Tous les résultats connus pour la dérivation de fonctions élémentaires s’appliquent donc pour la variable
complexe z . Il est à noter que pour la dérivation d’une fonction multiforme, comme par exemple
d
d z
(z − c )a = a (z − c )a−1, (1.62)
où |a |< 1 et c ∈ C, la branche choisie doit être la même de part et d’autre de l’équation.
Fonctions analytiques Si la dérivée d’une fonction f (z ) existe pour tout z , élément d’un ouvertR
du plan complexe, la fonction est dite analytique 6 dansR . Une fonction
f (z ) est analytique en un point z0 s’il existe un voisinage |z − z0| < δ en tout point duquel f ′(z )
existe.
6. Dans la terminologie des fonctions complexes, une fonction analytique est aussi appelée fonction régulière ou en-
core holomorphe.
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On rencontre fréquemment la situation où la fonction f (z ) est analytique partout dans un ouvert
R , sauf en une série de points {z0}. On appellera ces points, les singularités de la fonction dansR .
Conditions de
Cauchy-Riemann
Si f (z ) est analytique en z de l’ouvertR , alors les conditions suivantes sur u













Ces conditions sont appelées conditions Cauchy-Riemann. Ces équations découlent du fait que si
la dérivée existe en z , elle est indépendante de l’approche à ce point. Ainsi selon la définition de la























(i ) : limδx→0
 
δu/δx + iδv /δx

= ∂ u∂ x + i
∂ v
∂ x ,
(i i ) : limδy→0
 
− iδu/δy +δv /δy





Si la dérivée est indépendante de l’approche à z , les expressions obtenues pour (i ) et (i i ) doivent
être identiques. L’égalité des parties réelle et imaginaire conduit immédiatement aux conditions
Cauchy-Riemann (1.63). Dans le plan complexe, l’existence de la dérivée de f (z ) ne se réduit donc
pas uniquement à la continuité de u et v et à l’existence de leurs dérivées, mais est aussi liée aux
conditions supplémentaires (1.63).
Maintenant pour faire des relations Cauchy-Riemann une condition suffisante à l’analyticité de
f (z ), il nous faut démontrer la proposition inverse à savoir : si les fonctions u et v de f (z ) satis-
font les conditions Cauchy-Reimann et que leurs dérivées sont continues, alors f (z ) est analytique.
Si ∂ u/∂ x et ∂ u/∂ y sont continues par hypothèse, nous aurons :











∆y (si∆x ,∆y → 0) (1.65)
De même si ∂ v /∂ x et ∂ v /∂ y sont supposées continues, nous aurons :











∆y (si∆x ,∆y → 0) (1.66)
En combinant ces expressions pour former ∆ f = ∆u + i∆v dans les limites ∆x ,∆y → 0, nous













































∆x + i∆y ), (1.67)
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→ f ′(z ), (1.68)
et donc à l’existence de la dérivée de f (z ), compte tenu de la continuité de u et v . Il s’ensuit que les
conditions de Cauchy-Riemann, assorties des conditions de continuité sur u et v , sont nécessaires et
suffisantes pour l’analyticité de f (z ).
Si une fonction f = u + i v satisfait les conditions Cauchy-Riemann et que les dérivées secondes de

























∂ y ∂ x
. (1.70)
Compte tenu des propriétés liées à u et v , on peut intervertir l’ordre des dérivées dans les termes












≡ ∇2v = 0 . (1.72)
Ainsi, pour une fonction f analytique, u et v satisfont à l’équation de Laplace à deux dimensions.
On appelle de telles fonctions u et v , des fonctions harmoniques. C’est ainsi que les fonctions ana-
lytiques possèdent de nombreuses applications physiques dans la théorie du potentiel à deux di-
mensions.
stepExemple 1.5
On cherche à déterminer si la fonction f (z ) = (x 2 − y 2) + 2i x y est analytique. Comme u (x , y ) = x 2 − y 2
et v (x , y ) = 2x y , on trouve ∂ u/∂ x = 2x = ∂ v /∂ y = 2x , et ∂ u/∂ y = −2y = −∂ v /∂ x , ce qui satisfait aux
conditions Cauchy-Reimann et f est donc analytique.
stepExemple 1.6
La fonction f (z ) = 2y + i x n’est pas analytique. En effet, bien que ∂ u/∂ x = ∂ v /∂ y = 0, ∂ u/∂ y = 2 ̸=
−∂ v /∂ x =−1.
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stepExemple 1.7








= 6y −6y = 0 . (1.73)
On peut trouver une fonction v (x , y ) telle que f (z ) = u (x , y )+ i v (x , y ) soit analytique. Pour y parvenir, on







= 6x y ,
v (x , y ) =
∫
6x y d y ,
= 3x y 2+C (x ), (1.74)
où C (x ) est une ‘constante’ d’intégration, qui peut admettre une dépendance en x . Afin de déterminer







= 3y 2+C ′(x ),
= 3y 2−3x 2, (1.75)
ce qui à son tour implique
C ′(x ) = −3x 2,
C (x ) = −x 3+ c , (1.76)
où c est une constante – réelle– d’intégration. On a alors selon (1.75),
v (x , y ) = 3x y 2− x 3+ c ,
ce qui donne en définitive
f (z ) = 3x 2 y − y 3+ i (3x y 2− x 3)+ i c , (1.77)
qui est analytique.
On peut montrer que pour une fonction f (r e iθ ) =R (r,θ )e iΦ(r,θ ) exprimée en coordonnées polaires


















Gradient, divergence, rotationnel et laplacien































où B (z , z ∗) = f (x , y ) 7. On notera que pour une fonction analytique satisfaisant les conditions
Cauchy-Reimann, son gradient est nul et donc B est indépendant de z ∗.






























































Laplacien Le laplacien est défini comme le produit scalaire du gradient avec lui-même :
































∂ z ∂ z ∗
. (1.95)
On remarque que si f est analytique, son laplacien est nul et donc u et v sont harmoniques.
7. On utilise ici les relations facilement démontrables ∂ /∂ x = ∂ /∂ z + ∂ /∂ z ∗ et ∂ /∂ y = i (∂ /∂ z − ∂ /∂ z ∗).
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C Intégration dans le plan complexe
1.C.1 Intégration curviligne
On procède maintenant à l’introduction d’une intégrale curviligne le long d’un parcours C dans le
plan complexe. Soit une fonction f (z ) qui est continue sur C allant du point a au point b (Fig. 1.5).
On sépare le parcours C en n intervalles, avec ξ1...n , situé à l’intérieur de l’intervalle i , . . . n et on


























f (ξ j )δz j , (1.96)
où δz j = z j −z j−1. En faisant tendre la longueur de l’intervalle |δz j | → 0, la somme Sn→∞ pour une




f (z )d z , (1.97)
qui est l’intégrale de f (z ) de a à b le long de C .
Si maintenant f (z ) = u (x , y )+i v (x , y ) et d z = d x +i d y , on peut décomposer l’intégrale curviligne
en ses parties réelle et imaginaire,
∫
C
f (z )d z =
∫
C
[u (x , y )d x − v (x , y )d y ] + i
∫
C
[v (x , y )d x +u (x , y )d y ], (1.98)
où chaque intégrale à la droite de la précédente égalité est réelle.
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On peut également donner une représentation paramétrique de l’intégrale curviligne. En fonction
du paramètre t générant le parcours C sur l’intervalle [t1, t2], avec z (t ) = (x (t ), y (t )) supposée dif-
férentiable, on peut écrire
∫
C







ż (t )d t , (1.99)
où ż (t ) = d z/d t . Cette équation se sépare aussi sous la forme,
∫
C






x (t ), y (t )

ẋ (t )− v
 





















où x (t1)+ i y (t1) = a et x (t2)+ i y (t2) = b .
1.C.2 Propriétés des intégrales
Intégrale indéfinie Si f (z ) et F (z ) sont des fonctions analytiques et que F ′(z ) = f (z ), alors on
peut écrire
F (z ) =
∫
f (z )d z + c (1.101)
en tant qu’intégrale indéfinie avec c comme constante d’intégration.
Intégration par partie Considérons le produit de fonctions analytiques U (z )V (z ). Sa différen-
tielle totale s’écrit
d [U (z )V (z )] =U (z )V ′(z )d z +U ′(z )V (z )d z .
L’intégration de part et d’autre permet d’établir
∫
U (z )V ′(z )d z =U (z )V (z )−
∫
U ′(z )V (z )d z (1.102)
qui est l’analogue complexe de la formule d’intégration par parties dans R.
Si f (z ) et g (z ) sont des fonctions intégrables, on a les relations suivantes découlant de l’intégration
en tant qu’application linéaire :
∫
C
[ f (z )+ g (z )]d z =
∫
C
f (z )d z +
∫
C
g (z )d z , (1.103)
∫
C
A f (z )d z = A
∫
C
f (z )d z , (1.104)
∫ b
a
f (z )d z = −
∫ a
b
f (z )d z , (1.105)
C
f (z )d z =−

C
f (z )d z . (1.106)
On notera le sens opposé de l’intégration de cette dernière intégrale.
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1.C.3 Théorème de Cauchy
Dans un premier temps, on définit un ouvertR simplement connexe du plan complexe (Fig. 1.6-a)
si toute courbe fermée simple à l’intérieur deR (i.e., que tous les points de la courbe appartiennent
àR) peut se réduire par contraction à un seul point élément deR . Lorsqu’au contraire, par contrac-













DomainesR connexe (a) et multi-connexe (b) dans le plan complexe.
Théorème de Cauchy : Si f (z ) est une fonction analytique dans un domaineR simplement connexe
avec f ′(z ) supposée continue, alors nous avons pour tout parcours C fermé,
∮
C
f (z )d z = 0. (1.107)
La démonstration du théorème de Cauchy s’effectue à l’aide du théorème de Stokes. Si f (z ) =
u (x , y )+ i v (x , y ), la décomposition de l’intégrale suivant l’égalité (1.98) permet d’écrire
∮
C
f (z )d z =
∮
C















V⃗1,2 ·d l⃗ , (1.109)
où V⃗1 = u x̂ − v ŷ et V⃗2 = v x̂ +u ŷ et d l⃗ = d x x̂ +d y ŷ . Selon le théorème de Stokes
∮
C
V⃗1,2 ·d l⃗ =
∫
S
(∇× V⃗1,2) ·d S⃗ , (1.110)
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où S est la surface délimitée par C , avec d S⃗ = d x d y ẑ et où
∇× V⃗1,2 =
 
∂x Vy ,1,2− ∂y Vx ,1,2

ẑ . (1.111)
Grâce à l’analyticité de f (z ), les conditions Cauchy-Reimann (1.63), donnent à la fois pour I1 et I2,
∂y Vx ,1,2 = ∂x Vy ,1,2. On conclut alors que I1 = I2 = 0, ce qui démontre le théorème de Cauchy.
La réciproque du théorème de Cauchy est connue sous le nom de théorème de Morera. Nous en
donnons ici l’énoncé sans démonstration :
Théorème de Morera : Si pour une fonction f (z ) continue dans un domaine R simplement
connexe, nous pouvons écrire
∮
C
f (z )d z = 0, (1.112)
alors f (z ) est analytique dansR .
Une conséquence importante du théorème de Cauchy est l’invariance de l’intégrale
∫ z2
z1
f (z )d z par
rapport au chemin reliant z1 et z2 dansR , si f (z ) est analytique. On le vérifie aisément en considé-














f (z )d z = 0,
∫
C1
f (z )d z +
∫
C2
f (z )d z = 0,
∫
C1
f (z )d z =−
∫
C2
f (z )d z =
∫
C ′2
f (z )d z , (1.113)
où le chemin C ′2 va de z1 à z2, ce qui établit le résultat. L’indépendance de la valeur de l’intégrale
par rapport au parcours utilisé entre z1 et z2 dans le plan complexe peut aussi s’interpréter comme
l’invariance de l’intégrale par rapport à toute déformation du parcours reliant les deux points.
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Finalement, si l’intégrale est indépendante du chemin dans le plan complexe, on peut démontrer




f (z )d z = F (z2)− F (z1). (1.114)










Intégration pour un parcours fermé dans un domaine multiconnexe (la région pâle n’est pas une zone
d’analyticité de la fonction). Dans la région ombragée, qui est analytique, le parcours d’intégration peut
être déformé sans changer la valeur de l’intégrale.
dans une région multi-connexe. Selon le théorème de Cauchy, si f (z ) est analytique dans toute la
région ombragée, nous pouvons écrire pour le parcours fermé total
∫
AB D
f (z )d z +
∫
E F G
f (z )d z +
∫
G A
f (z )d z +
∫
D E
f (z )d z =
∮
f (z )d z = 0. (1.115)
On constate que sur G A et D E où f (z ) est analytique, on a selon (1.114)
∫
G A




f (z )d z = F (zD )− F (zE ). Dans la limite où G A est infiniment près de D E , on a évidemment
∫
G A
f (z )d z = −
∫
D E




f (z )d z = −
∮
−C ′




f (z )d z ,
(1.116)
où les parcours fermés antihoraires C et C ′ correspondent respectivement à AB D et G F E . Ce ré-
sultat montre que dans toute la région où f (z ) est analytique, le parcours fermé d’intégration C
peut être déformé vers C ′ sans changer la valeur de l’intégrale. Cette propriété peut s’avérer fort
utile dans une grande variété de situations.
8. L’analogue dans Rn d’un tel théorème est bien connu pour les fonctions potentielles réelles.
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1.C.4 Formule intégrale de Cauchy
On considère une fonction f (z ) analytique à l’intérieur et sur le parcours C . Soit z0 un point inté-








d z , (1.117)
qui est connue sous le nom de formule intégrale de Cauchy. Elle se démontre aisément en prenant
en compte que l’intégrande est analytique sur toute la région intérieure à C , sauf évidemment en z0
où il y a divergence. Une déformation du contour est alors possible de C →C ′ où C ′ est une cercle
de rayon infinitésimal autour de z0. En posant sur ce dernier : z −z0 =ρe iθ avecρ→ 0, nous avons
























= f (z0), (1.118)
ce qui démontre le résultat recherché. La formule intégrale de Cauchy se généralise aux dérivées
successives en z0, soit







d z . (1.119)
On peut s’en convaincre en procédant par induction. En effet, si on suppose que ce résultat est vrai








































= f (n+1)(z0), (1.120)
où l’avant-dernière ligne découle d’une intégration par partie sur C [c.f. (1.102)], et pour laquelle
le premier terme est identiquement nul sur un parcours C fermé, alors que le second est évalué
avec l’hypothèse de départ. Cette généralisation montre que si f (z ) est analytique, à savoir que sa
première dérivée existe en z , alors toutes les dérivées successives existent également. Ce résultat
n’a pas d’équivalent dans les réels.
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d z C : |z |= 3. (1.121)
D’après la forme de l’intégrande, le terme exponentiel noté f (z ) = e 2z au numérateur a un rayon de conver-
gence infini et est évidemment analytique à l’intérieur et sur le parcours C . Cependant, le dénominateur
passe par zéro en z0 =−1 et l’intégrande possède donc une singularité d’ordre quatre dans C .












πi e −2. (1.122)
1.C.5 Séries de Taylor et de Laurent
Série de Taylor
On peut utiliser la formule intégrale de Cauchy pour construire un développement en série de Tay-
lor d’une fonction f (z ) autour de z0. Si f (z ) est analytique autour de z0 et ce, jusqu’à une distance
|z1− z0| où z1 est le premier point singulier rencontré, alors f (z ) admet un développement en série
de la forme




an (z − z0)n , (1.123)
pour |z −z0|<R , où R = |z1−z0| est appelé rayon de convergence de la fonction [cf. (1.41)]. On arrive
à un tel développement grâce à la formule intégrale de Cauchy pour f (z ) :
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ce domaine, nous avons |z −z0|< |z ′−z0|, où z ′ est sur C , ce qui permet d’écrire suivant l’utilisation





















+ . . .
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En substituant cette expression dans (1.119), on trouve



















f (n )(z0), (1.125)
ce qui correspond au développement de Taylor pour |z − z0| < R . Ainsi ce développement existe
dans le disque de convergence si l’ensemble des f (n )(z0) existe, ce qui correspond à la condition











On peut maintenant introduire le théorème de Laurent qui élargit le concept de développement en
série d’une fonction avec cette fois la présence de singularités sous forme de pôles (voir plus bas,
la classification des singularités d’une fonction). Soit f (z ) une fonction analytique dans un anneau
circulaire de rayon intérieur r et extérieur R (fig. 1.10), alors f (z ) admettra un développement en
série de la forme
f (z ) = . . . +
a−n
(z − z0)n















an (z − z0)n , (1.126)
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appelée série de Laurent, pour r < |z − z0| < R . La partie correspondant aux puissances négatives
est appelée partie principale de la série alors que celle avec puissances n ≥ 0 est appelée partie
régulière.
On démontre le théorème en considérant une intégration le long des deux parcours C1 et−C2 dans
R , où z un point dans l’anneau comme à la fig. 1.10. Si on adjoint à C1 et −C2 les deux parties de
parcours hachuré, la valeur de l’intégration ne change pas puisque lorsqu’infiniment proches ces
deux parties donneront au total une contribution nulle dans la région d’analyticité. Nous obtenons
donc au total un parcours fermé incluant z (fig. 1.10). Par la formule intégrale de Cauchy, on peut
alors écrire









































































an (z − z0)n , (1.129)



































d z ′, |z ′− z0|< |z − z0| (C2).(1.130)
























an (z − z0)n , (1.131)
correspondant à la partie principale de la série (1.126). La combinaison des deux intégrales donnera
la série




an (z − z0)n (1.132)
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C1, n ≥ 0,
C2, n ≤−1,
(1.133)
ce qui complète la démonstration du théorème de Laurent.
La partie régulière, qui est de la forme d’une série de Taylor, converge pour |z − z0|<R , alors que la
partie principale avec puissances négatives est convergente pour 1/|z − z0| < constante, soit pour
|z − z0| > r à l’extérieur du cercle de rayon r . La région r < |z − z0| < R définit alors l’anneau de
convergence de la série de Laurent.






f (z )d z , (1.134)
Ce coefficient revêt une importance particulière et est appelé le résidu de la fonction en z0, lequel
sera aussi noté R (z0).
stepExemple 1.9
Soit la fonction f (z ) = e z /z 3. La série de Laurent autour de z = 0 s’obtient par un simple développement
en puissance de z , à savoir






























+ . . . , (1.135)
Le résidu de la fonction en z = 0 est donné par R (0) = 12 . L’anneau de convergence est donné par∞> |z |> 0.
On remarque que les quelques termes de la partie principale déterminent le rayon r inférieur, mais n’in-
fluencent aucunement le rayon de convergence R .
stepExemple 1.10
Soit la fonction




Pour obtenir la série de Laurent et les anneaux de convergence centrés en z = 0, il est utile de décomposer














et développer chaque terme à l’aide de la progression géométrique (1.47). Nous avons pour |z |< 1

















z 2+ . . . , |z |< 1, (1.138)
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qui n’admet qu’une partie régulière. Maintenant pour le deuxième anneau de convergence, soit pour 3 >
|z |> 1, on utilise plutôt la forme équivalente :


















































+ . . . 3> |z |> 1. (1.139)
Finalement pour |z |> 3, on utilise


















































+ . . . |z |> 3. (1.140)
À partir de la première expression valable pour |z |< 1, on tire la valeur du résidu à l’origine R (0) = 0 qui est
nul puisqu’il n’existe pas de partie principale.
On notera que la série de Laurent pour un anneau de convergence donné est unique. En général,
f (z ) peut avoir deux, voire plusieurs séries de Laurent distinctes comme dans l’exemple précédent.
Les régions de convergence ne présentent cependant aucune intersection.
Classification des zéros et des
singularités dans le plan
complexe
Points réguliers et zéros. Si f (z ) est analytique en z , z est un
point régulier. Un zéro d’une fonction f (z ) en z = z0 est défini par
f (z0) = 0. Si f (z ) est analytique en z = z0, elle admet un dévelop-
pement de Taylor de la forme (1.9). Ainsi si a0 = 0 et a1 ̸= 0 le zéro
est appelé zéro simple. Si par contre a0,1,...,m−1 = 0 et am ̸= 0, le zéro est d’ordre m .
Singularités isolées. Si f (z ) est analytique au voisinage d’un point z = z0 sauf en ce point, alors
f (z )possède une singularité isolée en z0 et elle est appelée fonction méromorphe. On distingue deux
types de singularités. Le premier type est une singularité apparente comme c’est le cas par exemple
pour la fonction du sinus cardinal :

















et z = 0 est en fait un point régulier.
La fonction f (z ) a un pôle en z = z0, si | f (z → z0)| →∞ et possède un développement de Laurent




an (z − z0)n
= a−m (z − z0)−m +a−m+1(z − z0)−m+1+ . . . .
(1.142)
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Si a−m ̸= 0, la fonction a un pôle d’ordre m : m = 1 correspond à un pôle simple, m = 2, à un pôle
double etc. Lorsque m →∞, la singularité en z0 est dite essentielle. Par exemple, la fonction e 1/z
possède le développement suivant






+ . . .+
1
n !z n
+ . . . (1.143)
pour |z |> 0 et présente donc une singularité essentielle à l’origine.
Points de branchement. Un point de branchement d’une fonction multiforme est un point sin-
gulier. Chaque branche de la fonction est cependant analytique à distance finie de ce point. Une
fonction avec un point de branchement n’admet pas de série de Laurent autour de ce point. Nous
verrons dans le cadre des solutions des équations différentielles à points réguliers singuliers qu’elles
peuvent admettre un autre type de développement, soit une série de Fröbenius.
Points à l’infini. La fonction f (1/t ) obtenue en posant z = 1/t nous renseigne sur l’existence de
singularités à l’infini. Ainsi, f (z ) = z 2 devient f (1/t ) = t −2 qui possède un pôle double en t = 0 ;
f (z ) possède donc un pôle double à l’infini.
1.C.6 Théorème des résidus
Soit une fonction f (z ) possédant une série de Laurent autour de z0




an (z − z0)n . (1.144)
L’intégration de f (z ) sur un parcours C entourant la singularité isolée z0 (Fig. 1.11) donnera
∮
C
































= 2πi a−1 = 2πi R (z0),
(1.145)
où l’intégrale pour n ̸=−1 s’annule pour un parcours fermé, alors que la déformation de C vers un
parcours circulaire donne pour la seconde 2πi . Ce résultat lie l’intégrale de f (z ) sur C entourant z0
au résidu en ce point, modulo la constante 2πi . On utilisera fréquemment la notation R (z0) pour le
résidu a−1.
Ce résultat remarquable se généralise aisément au cas où plusieurs singularités isolées de f (z )
sont intérieures au parcours d’intégration. En effet, considérons le parcours de la Fig. 1.12 qui est
construit de manière à exclure toutes les singularités en z0, z1, . . .. Selon le théorème de Cauchy, on
a que l’intégrale de f (z ) le long de tout parcours fermé où la fonction est analytique sera nulle. La
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Parcours d’intégration entourant la singularité isolée z0 et sa déformation vers un parcours circulaire.
décomposition sur l’ensemble des portions du parcours permet alors d’écrire
∮
C
f (z )d z =−
∮
C ′0
f (z )d z −
∮
C ′1
f (z )d z −
∮
C ′2




f (z )d z +
∮
C1
f (z )d z +
∮
C2
f (z )d z + . . .
où C est le parcours extérieur fermé et C ′0,1,2,... (C0,1,2,...) sont les parcours de rayons infinitésimaux
dans le sens horaire (antihoraire) entourant les singularité isolées z0,1,2,.... Ici nous avons omis toutes
les contributions sur les parcours rectilignes, lesquelles s’annulent deux à deux lorsque les rayons
des parcours C0,1,2,... tendent vers 0. En utilisant le résultat (1.145) pour chaque Ci , nous avons
∮
C
f (z )d z = 2πi
∑
i
R (zi ), (1.146)
qui est connu sous le nom théorème des résidus. Ainsi l’évaluation de l’intégrale pour les conditions
prescrites se réduit à l’évaluation des résidus de la fonction en ses pôles intérieurs à C .
Méthodes de calcul du résidu
Série de Laurent. La série de Laurent est, comme nous avons vu, une des possibilités de calcul du
résidu ; elle s’avère relativement flexible et s’adapte à plusieurs situations. La série de Laurent autour
de z0 peut être construite en posant z = z0+δz :






+a0+ . . . , (1.147)
ce qui permet d’identifier le résidu R (z0) = a−1 en z0 pour n’importe quel type de pôle, incluant une
singularité essentielle en z0.
Pôles simples. Dans le cas où la singularité isolée en z0 est un pôle simple, une approche possible
pour trouver le résidu consiste à multiplier la fonction par (z − z0) pour ensuite prendre la limite
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Parcours d’intégration utilisé dans la démonstration du théorème des résidus, lequel contourne les singu-
larités isolées de la fonction.
z → z0, ce qui donne
R (z0) = limz→z0
(z − z0) f (z ). (1.148)
Par exemple, considérons la fonction f (z ) = cot z = cos z/sin z , laquelle possède un pôle simple en
z0 = 0. On peut donc écrire






z (1− z 2/2!+ . . .)






Toujours pour le cas d’un pôle simple, si f (z ) peut s’écrire sous la forme f (z ) = g (z )/h (z ), où g (z )
est analytique et non nulle au pôle en z0 et que h (z0) = 0 avec h ′(z0) ̸= 0, nous aurons en accord avec
(1.148)












Si on utilise cette expression pour trouver le résidu de f (z ) = sin z/(1 − z 4) qui possède un pôle
simple en z = i et qui est de la forme g (z )/h (z ), nous aurons h ′(i ) =−4i 3 = 4i et g (i ) = sin i = i sinh 1,
et donc R (i ) = 14 sinh 1.
Pôles d’ordre m. Si f (z ) a un pôle d’ordre m en z = z0, sa série de Laurent aura la forme
a−m (z − z0)−m + . . . +
a−1
z − z0
+a0+a1(z − z0)+ . . . .
Pour isoler le résidu a−1, il suffit de multiplier la série par (z − z0)m et le terme comprenant a−1
sera alors de la forme a−1(z − z0)m−1. Ainsi, la dérivée d’ordre m − 1 de la série (z − z0)m f (z ) dans
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la limite z → z0 sera proportionnelle à a−1 puisque tous les autres termes seront nuls dans cette
limite. L’ensemble de ces opérations est résumé dans la formule suivante :






(z − z0)m f (z )

. (1.151)
Cette expression, quoiquen apparence générale pour m fini, peut s’avérer fastidieuse à l’utilisation
surtout quand les fonctions ont une forme relativement compliquée.
stepExemple 1.11







z 2(z 2+2z +2)
d z , t > 0, (1.152)
où C : |z |= 3. L’examen de la fonction à intégrer révèle l’existence d’un pôle double en z = 0, ainsi qu’aux
zéros de z 2+2z +2, soit en z± =−1± i , lesquels sont des pôles simples de la fonction. Les trois pôles sont
intérieurs à C . Nous aurons selon le théorème des résidus, I =R (0)+R (z+)+R (z−). Pour le résidu à l’origine,
utilisons (1.151) pour trouver






















Pour les pôles simples en z±, utilisons (1.148) pour trouver










e (−1±i )t .







cos t . (1.153)
Valeur principale de Cauchy
Il arrive qu’un ou plusieurs pôles simples soient situés sur le parcours d’intégration d’une fonction
méromorphe f (z ). On ne peut pas ‘passer sur la singularité’ sinon l’intégrale divergerait. Cepen-
dant, il est possible d’avoir une valeur finie de l’intégrale en excluant du parcours le point de la
singularité : c’est la valeur principale de l’intégrale. Pour ce faire, on effectue une légère modifi-
cation du parcours qui évite le pôle afin de rendre l’intégrale finie. Considérons le parcours de la
Fig. 1.13 qui contourne le pôle z̃0 de deux manières possibles, soit par le haut via le demi-cercle
C1 ou par le bas, via C
′
1. Si on regarde les contributions à l’intégrale sur chacun des parcours C1 et
C ′1, on constate que pour C1, nous avons suivant l’utilisation de la série de Laurent une intégrale de
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alors que pour C ′1, nous avons
∫
C ′1




Ces deux résultats se comprennent intuitivement en considérant (pour un pôle simple) que le par-
cours en demi-cercle antihoraire C ′1 donne la moitié du résultat d’un tour complet, soit
1
2 ×2πi a−1,
alors que pour C1 dans le sens horaire, nous avons le même résultat, mais avec un signe moins.
Considérons maintenant l’intégrale sur deux choix de parcours fermés empruntant soit C ′1 ou C1.
En utilisant le théorème des résidus, nous avons
∮
C
















f (z )d z +
∫
C ′1






f (z )d z +
∫
C1





où pour le premier (second) parcours, z̃0 est intérieur (extérieur), tel qu’illustré à la figure 1.13. La
partie de l’intégrale (
∫
C
...) dont le parcours exclut C ′1 ou C1 est appelée partie principale de Cauchy.




f (z )d z ≡
∫
C




R (zi )+ iπR (z̃0).
(1.157)
De manière plus générale, pour plus d’un pôle simple z̃0,1,... sur le parcours, la partie principale de




f (z )d z = 2πi
∑
z0,...
R (zi )+ iπ
∑
z̃0,...
R (z̃i ). (1.158)
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1.C.7 Évaluation d’intégrales définies
L’utilisation de différents contours d’intégration et le théorème des résidus s’avère être d’une très
grande versatilité dans le calcul d’intégrales définies. Dans ce qui suit, on se propose d’analyser trois
types d’intégrales.
Intégrales de fonctions trigonométriques




f (sinθ , cosθ )dθ , (1.159)
définie dans les réels, où f est une fonction uniévaluée. On peut se représenter cette intégrale sur
un cercle de rayon unité dans le plan complexe (Fig. 1.14), en posant z = e iθ , sinθ = (z − z−1)/2i et












































a 2− b 2
, a > b . (1.162)
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sont les zéros du dénominateur. Pour a > |b |, seulement z+ est intérieur au cercle C . Comme le pôle est






§ (z − z+)










a 2− b 2
,
ce qui, à l’aide de (1.161), conduit au résultat recherché.
Intégrales impropres




f (x )d x , (1.163)
où par prolongement dans le plan complexe, f (z ) est supposée analytique dans le demi-plan supé-
rieur, sauf pour un nombre de pôles simples ou multiples. S’il y a des pôles simples sur l’axe réel,
ils pourront être contournés en utilisant l’approche de la partie principale. De plus, on supposera





Dans ces conditions, considérons le prolongement de l’intégration dans le plan complexe avec
l’ajout d’un demi-cercle de rayon infini dans le plan supérieur (fig. 1.15), ce qui donne un parcours
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fermé C . L’intégrale sur C prend alors la forme
∮
C
f (z )d z =
∫ +∞
−∞










R e iθdθ ,
pour laquelle le premier terme à droite est l’intégrale I recherchée. Lorsque R →∞ sur le demi-
cercle, l’intégrande s’annule dans le deuxième terme de droite. Dans ces conditions, l’ajout de ce
terme n’ajoute rien à l’intégrale. Ainsi par le théorème des résidus, on pourra écrire
∮
C
f (z )d z =
∫ +∞
−∞


















, a ∈R. (1.165)
Cette intégrale peut être rapidement calculée par la méthode des résidus. On vérifie aisément que l’inté-
grande décroît en 1/z 2 dans le plan supérieur et possède des pôles en z± = ±i a . Il y a donc un seul pôle
(simple) dans le plan supérieur, indépendamment si a est négatif ou positif. Le résidu en R (i a ) pour a>0,
est donné par
R (i a ) = lim
z→i a
(z − i a )
1





Suivant (1.146), on obtient immédiatement le résultat attendu




Lemme de Jordan Une intégrale impropre appartenant à la même catégorie peut prendre la




f (x )e i a x d x , a > 0. (1.166)
Suite au prolongement dans le plan complexe de cette intégrale le long du même parcours C consi-
déré précédemment (Fig. 1.15), la contribution le long du demi-cercle du plan supérieur est rigou-
reusement nul. Ce résultat est connu sous le nom de lemme de Jordan .
Afin de le démontrer, la condition sur la fonction f (R e iθ ) sur le demi-cercle de rayon infini est telle
que

 f (R e iθ )

<ε→ 0, qui s’annule lorsque R →∞. Pour l’intégrale, nous pouvons alors expliciter
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e −a R sinθdθ ,
où la dernière égalité découle de la parité de la fonction circulaire entre 0 et π. En comparant les
fonctions 2πθ et sinθ dans l’intervalle [0,
π
2 ], on constate que l’inégalité
2
πθ ≤ sinθ est vérifiée sur































ce qui complète la démonstration du lemme de Jordan.











f e i a z
, a > 0, (1.168)
avec les résidus en zi situés dans le demi-plan supérieur.
Il est à noter que la généralisation au cas a < 0 s’effectue sans difficulté avec cette fois un parcours
dans le demi-plan inférieur. En tenant compte du sens horaire du parcours, on trouve
∫ +∞
−∞







f e i a z
, a < 0, (1.169)
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stepExemple 1.14






d x . (1.170)
Afin de transformer cette intégrale sous une forme similaire à (1.166), on tient compte de la parité de la



























































= I ′− iπ
= 0,
qui est nulle selon le théorème des résidus ou de Cauchy. La partie sur C2 est aussi nulle selon le lemme de










Intégrales impropres avec fonctions exponentielles
Une autre type d’intégrale que l’on peut considérer à l’aide du théorème des résidus est celle com-






d x , 0< a < 1, (1.172)
où la condition sur a assure que la fonction à intégrer s’annule à l’infini. Dans le plan complexe,
le dénominateur de la fonction à intégrer s’annule aux pôles zn = (2n + 1)iπ, n = 0,±1, . . . sur l’axe
imaginaire. Considérons le parcours C rectangulaire fermé d’intégration de la figure 1.17, lequel
englobe le pôle en z0 = iπ. Les arêtes verticales partent en ±R sur l’axe réel et se terminent en
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Parcours d’intégration rectangulaire pour les intégrales impropres avec exponentielles.
























e a (R+i y )




e a (−R+i y )
1+ e (−R+i y )
d y







Les contributions de la deuxième ligne appartiennent aux arêtes verticales ; elles tendent toutes les
deux vers zéro avec les conditions sur a et R →∞. Pour les intégrales restantes de la première
ligne, par un changement de variable, la deuxième intégrale de la première ligne est similaire à la
première, modulo le facteur de phase e 2πi a , ce qui conduit au résultat de la troisième ligne. L’ap-







1− e 2πi a
R (iπ). (1.173)
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Intégrales avec points de branchement
Considérons l’intégrale de la forme
∮
C
zµ−1 f (z )d z , (1.175)
sur le parcours C de la Fig. 1.18 avec µ > 0, non entier et élément des réels. f (z ) est une fonction
analytique sur l’axe réel positif, mais qui peut posséder des pôles à distance finie dans le plan com-
plexe. On suppose de plus que |zµ f (z )| → 0 lorsque z → 0 (∞). Les points de branchement sont à
z = 0 et z =∞. L’union des deux permet de définir une ligne de coupure sur l’axe des réels positifs
















Parcours d’intégration pour intégrales avec point de branchement à l’origine.
Décomposons le parcours fermé C = C1 +C2 +C3 +C4 en quatre parties C1,2,3,4. Le parcours total





zµ−1 f (z )d z = 2πi
∑
zi






Analysons les contributions sur chaque partie du parcours fermé. Considérons en premier lieu le
parcours C4 autour de l’origine en posant z = εe iθ où ε→ 0, nous aurons
∫
C4














e iµθεµ f (εe iθ )dθ → 0,
(1.177)
ce qui s’annule par hypothèse. Si on regarde sur la partie circulaire extérieure en C2, en posant
z =R e iθ on trouve également par hypothèse
∫
C2





e iµθRµ f (R e iθ )dθ → 0. (1.178)
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(x + iε)µ−1 f (x + iε)d x ,
(1.179)
alors que pour le second segment,
∫
C3









(x − iε)µ−1 f (x − iε)d x .
(1.180)
Or si f est analytique sur l’axe réel positif, on a f (x ± iε)→ f (x ) pour ε→ 0. Par contre, pour les
parties associées au point de branchement pour chacune des intégrales, (x − iε)µ−1 = e i 2π(µ−1)(x +
iε)µ−1 en raison des points A et D qui diffèrent d’un angle tendant vers 2π à la limite ε → 0. En
combinant les deux intégrales restantes, on trouve
∮
C
zµ−1 f (z )d z = (1− e i 2π(µ−1))
∫ ∞
0




zµ−1 f (z ).
(1.181)
On en conclut que l’expression suivante pour l’intégrale sur l’axe réel prend la forme
∫ ∞
0
xµ−1 f (x )d x =
2πi
1− e i 2πµ
∑
zi













x (x +a )3
d x , (1.183)
où a > 0. Cette intégrale est de la forme (1.175) avec µ = 12 et f (z ) = 1/(z + a )
3. On vérifie également que
|z µ f (z )| → 0 sur C4 et C2. f (z ) possède un pôle triple en z = −a . Le résidu en ce point se trouve aisément
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en posant z =−a +δz , soit
1
δz 3(−a +δz )1/2
=
1












































+ . . . ,
(1.184)















D Sommation de séries
Une autre application intéressante du théorème des résidus est celle de la sommation de certains





f (n ) (1.186)
Selon certaines conditions sur f que l’on précisera, on peut établir un lien direct entre cette somme
et une intégrale dans le plan complexe. Pour ce faire, on utilise une fonction auxiliaire qui possède
des pôles simples précisément en z = n sur l’axe réel et qui est bornée à l’infini. Pour le type de
série (1.186), on peut utiliser par exemple la fonction πcotπz , qui possède des pôles simples en
z = zn = 0,±1,±2, . . .. Le résidu en en ces points s’obtient en posant z = zn +δz









+ . . . (δz → 0).
(1.187)
La fonction auxiliaire possède donc des pôles simples en zn et le résidu en ces points est égal à
l’unité. Si on prolonge maintenant f (n→ z ) dans le plan complexe et que l’on considère l’intégrale
∮
C
πcotπz f (z )d z , (1.188)
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FIGURE 1.19
Parcours d’intégration pour la sommation de séries comportant des nombres entiers. Les croix symbo-
lisent l’emplacement des pôles simples de la fonction auxiliaire et les points ceux du prolongement de
l’argument de la série dans le plan complexe.
où C est le parcours circulaire de rayon R →∞ entourant les pôles de la fonction auxiliaire en zn ,
ainsi que ceux de f (z ) (Fig. 1.19). On supposera que | f (z )| →M /|z |k avec k > 1 qui décroît plus vite
qu’en 1/|z | lorsque |z | →∞.
Quant à la fonction auxiliaire, il faut s’assurer que celle-ci soit bornée en module sur C . On le vérifie
en passant en représentation polaire
|cot(πR r e iθ )| =


















1+ e −2πR sinθ
1− e −2πR sinθ
→ 1, π> θ > 0
1+ e 2πR sinθ
1− e 2πR sinθ
→ 1, 2π> θ >π,
(1.189)
où nous avons utilisé l’inégalité du triangle au numérateur et au dénominateur 9. La fonction auxi-
























2πR → 0, R →∞.
(1.190)
9. L’inégalité du triangle est donnée par
|z1| − |z2| ≤ |z1+ z2| ≤ |z1|+ |z2|.
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π f (z )cotπz
. (1.191)












π f (z )cotπz
, (1.192)
où R (zi ) sont les résidus de π f (z )cotπz aux pôles zi de f (z ).
De même, en utilisant la fonction auxiliaire πcscπz qui a aussi des pôles en zn , mais avec résidu












π f (z )cscπz
. (1.193)
On pourrait montrer de manière analogue que les séries impliquant des nombres demi-entiers
peuvent être aussi sommées à l’aide des fonctions auxiliaires tanπz et secπz dont les pôles sont

















































La fonction f (z ) = 1/z 4 décroît plus vite qu’en 1/z et remplit les conditions énoncées pour effectuer la som-
mation. Au préalable, on ajoute une série pour n ≤−1, ce qui permet d’utiliser les conditions d’intégration





















Le calcul du résidu en z = 0 deπcotπz f (z ) s’obtient par le développement deπcotπz/z 4 autour de z = 0 :
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4! − . . .
z 4πz
 
1− (πz )23! +
(πz )4
















































































En tenant compte de la parité de la somme de part et d’autre de n = 0 en (1.197), le résidu affecté d’un signe











d z , ω ∈R, (1.201)
où le parcours C est donné à la figure 1.20 etω est sur l’axe réel. On supposera que f (z ) est analy-
tique dans le plan supérieur et que f (z =R e iθ )→ 0 tendra vers zéro suffisamment rapidement pour






Parcours d’intégration pour les transformations de Hilbert.











= iπ f (ω).
(1.202)
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u (x )+ i v (x )
x −ω
d x = iπu (ω)−πv (ω).

















d x , (1.204)
connues sous le nom de transformées de Hilbert. Ces relations trouvent de nombreuses applications
en physique théorique où elles portent le nom de relations de Kramers-Kronig. Comme nous le ver-
rons plus loin, ces relations peuvent être vues une conséquence directe du principe de causalité en
physique.
Comme cas particulier de ces transformées, considérons le cas où la fonction f (x ) sur l’axe réel
satisfait à la propriété suivante f ∗(x ) = f (−x ), les parties réelle et imaginaire auront une parité bien
définie sur l’axe réel :
u (x ) = u (−x ),
v (x ) = −v (−x ).
Ces relations sont appelées relations de croisement.















2x v (x )
x 2−ω2
d x . (1.206)
Causalité et relations de Kramers-Kronig
L’existence de relations Kramers-Kronig en physique est en fait une conséquence directe du prin-
cipe de causalité caractérisant les phénomènes physiques, à savoir que ‘l’effet ne peut pas précéder
la cause’.
Considérons par exemple la réponse (effet) linéaire à une perturbation (cause) h (t ) au temps t qui
est définie sous la forme d’un produit de convolution
M (t ) =
∫ +∞
−∞
χ(t − t ′)h (t ′)d t ′, (1.207)
où M (t ) est une quantité physique mesurable au temps t suite à l’action du champ h au temps t ′.
Il pourrait s’agir par exemple de la réponse d’aimantation d’un système suite à l’application d’un
champ magnétique ou encore à celle de la polarisation électrique induite suite à l’application d’un
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champ électrique, etc. Iciχ(t−t ′) est appelée susceptibilité ou fonction de réponse du système étudié
sous l’action de h . Cette fonction admet une transformée de Fourier de type temps-fréquence :







Si le système est causal, l’effet sur M (t ) en t ne peut précéder la cause h (t ′) en t ′ ; alors M (t ) = 0 si
t < t ′, ce qui implique que par causalité, la réponse
χ(t − t ′) = 0, si t − t ′ < 0.
Par ailleurs, la réponse en fréquenceχ(ω) s’annule à fréquence infinie : dans cette limite, le système
ne répond plus à l’excitation externe. Si on considère ω comme une variable complexe, cela im-
plique que χ(ω=R e iθ )→ 0 si R →∞. Finalement pour les mêmes conditions de temps, t − t ′ < 0,
nous aurons le long d’un parcours en demi-cercle de rayon R dans plan supérieur,
e −iω(t−t
′) =e i R (cosθ+i sinθ )(t−t
′)






→ 0, t − t ′ < 0,
qui s’annule pour 0<θ <π. Ainsi par application du lemme de Jordan, l’intégrale









χ(R e iθ )e i R (cosθ+i sinθ )(t−t





′)dω= 0, t − t ′ < 0,
(1.209)
sera nulle sur un parcours fermé du type de la figure 1.15. Par le théorème de Morera en (1.112),
on en conclut que pour une fonction causale imposant χ(t − t ′) = 0 à t − t ′ < 0, la composante
(spectrale) de Fourier, χ(ω), se doit d’être analytique dans le plan supérieur : tous les pôles de cette
fonction sont situés dans le plan inférieur.
De cette manière, les parties réelle et imaginaire de χ(ω) = Re[χ(ω)] + i Im[χ(ω)], sont reliées par


















Ce sont les relations Kramers-Kronig, conséquence directe du principe de causalité dans la réponse
d’un système à une perturbation extérieure.
Relations Kramers-Kronig en optique
Si on considère la propagation d’une onde électromagnétique monochromatique de fréquence ω
et de vecteur d’onde k dans un milieu conducteur d’indice de réfraction n = c k/ωoù c est la vitesse
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de la lumière. Selon les équations de Maxwell, le champ électrique de l’onde est régi par l’équation













où ε est la constante diélectrique,σ est la conductivité etµ est la perméabilité magnétique que l’on
fixera à µ= 1, pour la suite.
Si on regarde la possibilité d’une solution à l’équation d’onde de type onde plane E = E0e i k·r−iωt ,
sa substitution dans l’équation nous amène à l’équation









qui doit être satisfaite pour unω donné. La présence du terme d’amortissement dû à la conducti-
vité finie introduit une partie imaginaire pour le vecteur d’onde, qui est source d’atténuation pour
l’onde.
En fonction deω, on introduit le carré de l’indice de réfraction
n 2(ω) = c 2
k 2
ω2




À fréquence ω → ∞, le milieu diélectrique et conducteur ne répond plus à l’excitation électro-
magnétique et n (ω →∞) → 1 retrouve sa valeur dans le vide. Il est utile de considérer la quan-
tité n 2(ω) − 1, qui elle, tend vers zéro lorsque ω → ∞ ; elle est une quantité spectrale issue des
équations de Maxwell et est donc causale. De plus, selon les équations de Maxwell, on observe la
parité en ω de la constante diélectrique ε(ω) = ε(−ω) et de la conductivité σ(ω) = σ(−ω). Ainsi
Re[n 2(ω)− 1] = ε(ω)− 1 sera paire en ω, alors que Im[n 2(ω)− 1] = 4πσ(ω)/ω sera impaire. Selon




















lesquelles, sont les relations proposées par Kramers (1926) et Kronig (1927). Ces relations relient
l’absorption optique Im[n 2(ω)− 1] à la constante diélectrique ε(ω)− 1 et vice et versa. Ce genre de
relation est fort utile puisque la mesure de l’une à l’intérieur d’une gamme suffisamment grande en
fréquence permet d’obtenir l’autre par la transformation Kramers-Kronig. Cette transformation est
couramment utilisée pour de nombreuses quantités spectrales en physique.
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F Méthode du col
Nous rencontrons fréquemment en physique théorique des intégrales impropres que nous pou-
vons évaluer de manière approchée dans la limite dite asymptotique. Une méthode très utile pour
y parvenir est la méthode du col, aussi appelée method of steepest descents ou encore saddle point
method dans la terminologie anglo-saxonne. Elle s’applique avec succès lorsque nous pouvons ex-




g (z )e τ f (z )d z , τ≫ 1, (1.218)
où le parcours ouvert C est situé dans une région où g (z )e τ f (z ) est analytique et s’annule aux ex-
trémités du parcours. Ici g (z ) varie lentement comparativement à e τ f (z ). On s’intéressera au cas où
le paramètre τ ≫ 1 est grand et réel. En guise de préambule à l’exposition de la méthode du col,
le théorème de Jensen, aussi appelé théorème du module maximum/minimum, est utile. En voici
l’énoncé :
Théorème : Si f (z ) est analytique et ne possède pas de zéros dans une régionR du plan complexe,
elle ne peut avoir ni minimum ni maximum dansR , mais seulement des points de selle, également
appelés cols qui sont des maximums ou des minimums locaux.





d z = 2πi f (a ), (1.219)
où a est intérieur au parcours simple C fermé. Comme f (z ) est analytique, le parcours peut être
déformé vers un cercle de rayon ρ centré en a . En posant z − a = ρe iθ , la formule prend alors la
forme











f (a +ρe iθ )dθ , (1.220)
qui est en fait la valeur moyenne de f (z ) sur le parcours circulaire. C’est la formule de Gauss sur la
valeur moyenne. Il en découle
| f (a )| ≤MC , (1.221)
où MC est la valeur maximale de f sur C .
10 Le maximum de f (z ) est donc situé sur le parcours et
non à l’intérieur. Comme a est arbitrairement choisi dansR , f (z )n’a donc pas de maximum dans la
région d’analyticité. Pour le minimum, l’absence de zéros implique que 1/ f (z ) est aussi analytique,
et donc par le même argument 1/| f (z )| n’a pas de maximum, alors f (z ) n’a pas de minimum. Ceci
complète la démonstration du théorème.
10. Cette inégalité provient de la valeur absolue de l’intégrale de la valeur moyenne qui s’exprime sous forme de la
valeur absolue d’une somme de Reimann, laquelle obéit à l’inégalité du triangle : |
∑




F. Méthode du col
Comme nous l’avons vu précédemment, l’intégration d’une fonction dans sa région d’analyticité
permet de déformer à notre guise le contour d’intégration C dans cette région sans changer la va-
leur de l’intégrale. Le but de la méthode du col sera donc de choisir le parcours qui nous permettra
une évaluation simple, mais approchée de sa valeur exacte dans la limite τ≫ 1. Le parcours d’inté-
gration sélectionné, que l’on notera C2, doit en fait passer par le col de f (z ).
Pour s’en convaincre, considérons la fonction f (z ) = f1(x , y ) + i f2(x , y ) de l’argument de l’expo-
nentielle de (1.218), et regardons dans un premier temps le point z0 = x0 + i y0 où la partie réelle
f1(z0) est grande (i.e., où l’intégrande pourra prendre des valeurs maximales). Comme f ′1 (z0) = 0
en ce maximum (local), nous avons par les conditions Cauchy-Reimann, f ′2 (z0) = 0 pour la partie
imaginaire, ce qui donne au total
f ′(z0) = 0 . (1.222)
Cette équation permettra d’établir l’emplacement du col. On le vérifie par l’analyticité de la fonction
f (z ) qui implique que f1 et f2 sont des fonctions harmoniques, à savoir∇2 f1,2 = 0. Par la décompo-







Cette relation indique que la partie réelle (ou imaginaire) a une courbure inversée selon des direc-
tions orthogonales. En z0, f1(z0) passe par un maximum selon la direction x , alors qu’elle passe par
un minimum en z0, si on se déplace selon y . f (z ) présente donc un col en z0 et la condition (1.222)
permet en effet de localiser son emplacement dans le plan complexe (voir l’exemple en Figure 1.21-
a). 11



































a) Illustration de la partie réelle d’une fonction harmonique f1(x , y ) = y 2 − x 2 près du col en z0 = 0. Le
trait plein indique la variation de la fonction sur le parcours C2 de courbure négative maximale (steepest
descent) ; b) contours de f1 avec la déformation du parcours vers C2 pour lequel la variation de la pente est
maximale avecψ=π/2 dans cet exemple.
Comme il s’agit d’une intégration dans le plan complexe à deux dimensions, il y a une infinité de
parcours d’intégration pouvant passer par z0. Si on veut maximiser la contribution à l’intégrale au
11. Notons toutefois que plusieurs cols en z0i avec i = 1, . . ., peuvent être présents dans la région d’analyticité.
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voisinage immédiat de z0, nous devons donc déterminer le parcours C2 avec l’angle d’approche qui
donne la variation la plus rapide de f1 vers sa valeur maximale (Fig 1.21), et qui devra en même
temps minimiser l’effet des oscillations du facteur e iτ f2(z ) provenant de la partie imaginaire. Cet
angle que l’on noteraψ, apparaît dans la partie angulaire de l’élément d’intégration d z exprimé en
coordonnées polaires









= e iψd s , (1.224)
où d s = |d z |, ∂ x/∂ s = cosψ et ∂ x/∂ s = sinψ. Exprimons maintenant la pente de f1(x , y ) à maxi-









































Si maintenant C2 est choisi tel que la pente de la partie réelle soit maximale, f2(z ) devient alors une
constante au voisinage de z0, ce qui élimine les oscillations de e
iτ f2(z ) ≈ e iτ f2(z0) dans l’intégrale et
permettra d’extraire ce facteur de l’intégrale. Suite au développement de l’intégrande autour du col
pour l’angle d’approche optimal donné, (1.218) devient une intégrale sur la variable réelle s :



















où le développement de l’argument f (z ) peut s’exprimer en fonction de la variable réelle s −s0 avec

















= | f ′′(z0)|e i (2ψ+Arg[ f
′′(z0)]), (1.228)
où nous avons remplacé f ′′1 (z0) par f
′′(z0) dans la dernière ligne puisque f2(z ) est une constante. Le
choix deψ tel que la phase totale serait 0 ou 2π, conduisant à coefficient réel et positif, est à éliminer
puisque la fonction à intégrer croîtrait alors le plus rapidement possible (parcours perpendiculaire
à la ligne pleine tracée dans l’exemple de la figure 1.21-a ) et ne s’annulerait pas aux extrémités, ce
qui est contraire à l’hypothèse de départ. En fait, le meilleur angleψ sera celui qui rendra (1.228) le
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plus négatif possible (‘the steeepest descent’) de manière à maximiser la pente et obtenir un parcours
avec l’annulation de l’intégrande aux extrémités du parcours. L’argument total du facteur de phase







Arg[ f ′′(z0)]. (1.229)
Comme approximation du col à l’ordre dominant dans le développement, nous aurons





2 | f ′′(z0)|(s−s0)2 d s , (1.230)
où les bornes a et b ont été poussées à l’infini. L’erreur est d’autant plus faible que le paramètre τ
est grand. L’intégrale gaussienne est effectuée sans difficulté pour donner





Formule de Stirling Dans cet exemple, nous cherchons à utiliser la méthode du col pour l’obten-
tion d’une approximation à n ! dans la limite n ≫ 1. Cette forme approxima-
tive est connue sous la nom de formule de Stirling. Le point de départ est la représentation intégrale
de la fonction gamma Γ (1+n ) = n ! :
Γ (1+n ) =
∫ ∞
0
x n e −x d x . (1.232)
Afin d’exprimer cette intégrale sous la forme (1.218), nous pouvons effectuer le changement de va-
riable x = y n , ce qui donne
Γ (1+n ) = n n+1
∫ ∞
0
e n (lny−y )d y . (1.233)
En prolongeant dans le plan complexe où y → z , on identifie la fonction f (z ) = lnz − z et τ = n .
La condition (1.222) situe l’emplacement du col à z0 = 1. De plus, f ′′(z0) =−1, soit e iπ. En vertu de
(1.229), l’angle d’approche optimal est alorsψ = 0, ce qui revient à une intégration le long de l’axe
réel. La substitution dans (1.231) donne la valeur approchée
Γ (1+n )≈
p
2πn n n e −n , (1.234)
connue sous le nom de formule de Stirling.
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A Quelques équations de la physique des milieux continus
On se propose dans cette section d’introduire quelques équations de la physique des milieux conti-
nus. Ces équations se retrouvent dans divers domaines de la physique allant de la physique ondu-
latoire, à l’électromagnétisme en passant par la mécanique quantique.
2.A.1 Équation d’onde
Considérons le problème de la corde vibrante de la figure 2.1, correspondant à un milieu linéaire
modulable d’amplitudeψ selon la direction y ([ψ] = distance). L’analyse des forces sur un segment
de masse∆M et de longueur∆x de la corde montre que la force nette Fy (t ) selon y au temps t est
donnée par
Fy (t ) = T2 sinθ2−T1 sinθ1 (2.1)
avec T1,2 le module de la force T1,2 en x = x1,2. On peut récrire cette expression sous la forme




























où T0 est la tension d’équilibre. Dans la limite∆x → 0, on trouve à l’aide la définition de la dérivée
(seconde) et de la deuxième loi de Newton,







où nous avons introduit la densité de masse linéaire ρ0. L’expression prend finalement la forme de
l’équation d’onde unidimensionnelle
∂ 2ψ(x , t )
∂ t 2
− v 2
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où v =
p
T0/ρ0 est une grandeur caractéristique ayant les dimensions de vitesse. Sa généralisation
à trois dimensions est immédiate et permet d’écrire
∂ 2ψ(r, t )
∂ t 2
− v 2∇2ψ(r, t ) = 0. (2.5)
0 xL
!












a) Corde vibrante à une dimension ; b) Zoom d’un segment de la corde avec l’analyse des forces.
2.A.2 Équations de l’électromagnétisme
La propagation d’une onde électromagnétique obéit à une équation similaire à l’équation d’onde
(2.5). Pour le montrer, considérons les équations de Maxwell qui sont à la base de l’électromagné-
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où c est la vitesse de la lumière dans le vide, ε, la constante diélectrique, µ, la perméabilité magné-
tique, σ, la conductivité, et la condition (4πρ) pour (2.6) s’applique en présence d’une densité de
charge ρ(r) ̸= 0. Dans un premier temps, comme le champ électrique est conservatif, il dérive d’un
potentiel électrostatique Φ(r), à savoir
E(r) =−∇Φ(r), (2.10)
À partir de l’équation de Maxwell pour le champ électrique, on obtient dans un premier temps
l’équation de Laplace (Poisson) pour le potentiel :
∇2Φ= 0(−4πρ) . (2.11)


























qui a la forme de l’équation d’onde (2.5) pour la partie électrique du champ électromagnétique avec
toutefois un terme supplémentaire ‘d’amortissement’ de l’onde électromagnétique. Ce terme est le
résultat d’une conductivité électrique finieσ du milieu. Dans le vide, ce terme est strictement nul.
De même pour la partie magnétique de l’onde, l’application du rotationnel à l’équation (2.9) et


































pour l’équation de la partie magnétique de l’onde électromagnétique.
Finalement, le champ magnétique est lié au potentiel vecteur A(r, t ) par la relation B=∇×A, ce qui
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Comme le champ magnétique B est défini ‘à un terme de jauge près’ pour A, le choix de jauge permet
de satisfaire l’égalité ∇ ·A = 0. D’autre part, le champ électrique est relié au vecteur potentiel via












qui est l’équation d’onde pour le vecteur potentiel.
2.A.3 Équation de diffusion
L’équation de diffusion est une autre équation importante de la physique ; elle intervient dans de
nombreuses situations comme la propagation de la fumée dans l’air, d’une substance dissoute dans
un solvant, des porteurs de charges dans les matériaux en présence de collisions, etc. Pour la mettre
en forme, considérons la loi de Fick,
J=−D∇ρ (2.19)
qui relie la densité de courant J (nombre de particules traversant une unité de surface par unité
de temps) à la densité ρ(r) par l’intermédiaire de la constante de diffusion D ([D ]= cm2/sec). Si les
particules sont régies par la loi de conservation stipulant que la variation du nombre de particules
dans un volume V en fonction du temps est égale au nombre de particules traversant sa surface,
alors J et ρ sont reliées par l’équation de continuité,
∂ ρ
∂ t
+∇· J= 0. (2.20)




qui est l’équation de diffusion.
On peut généraliser cette équation au cas où la substance peut être soit émise ou détruite. L’équa-
tion de continuité prend alors la forme inhomogène
∂ ρ
∂ t
+∇· J= s , (2.22)
où s (r) est la ‘source’ ou le ‘drain’ de particules. L’équation de diffusion devient alors inhomogène,
∂ ρ
∂ t
=D∇2ρ+ s . (2.23)
Conduction de chaleur
La conduction de chaleur procède également par le mécanisme de diffusion. En fait, le courant
d’énergie (chaleur) est proportionnel au gradient de la température T (r, t ), via la relation de Fourier,
J=−κ∇T , (2.24)
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où κ est la conductivité thermique ([κ]= calorie/cm·sec·degré). Considérons la quantité de chaleur







À l’aide de la définition de la chaleur spécifique en thermodynamique, C = dQ/d T , on peut écrire











d V . (2.26)














qui est l’équation de diffusion de la chaleur.
2.A.4 Équation de Schrödinger
L’hypothèse confirmée des ondes de matière pour chaque particule soulève obligatoirement la
question de l’existence d’une équation d’onde. Cette équation doit en retour aussi permettre de
retrouver la physique corpusculaire comme cas limite que l’on sait valable à l’échelle macrosco-
pique. À l’intérieur d’une série de quatre articles dès plus remarquables et certainement parmi les
plus influents que l’histoire des sciences ait connus, E. Schrödinger montra en 1926 qu’une telle
équation peut être déduite de celle régissant la propagation d’ondes en physique ondulatoire et de
la dualité onde-corpuscule 2. De là naissait véritablement la mécanique quantique telle qu’elle est
connue actuellement 3.
Pour simplifier l’écriture, nous prendrons le cas unidimensionnel pour lequel l’équation d’onde









On montre facilement par séparation de variables queψ(x , t ) = ϕ(x )e −iωt , oùω = 2πν est la pul-






ϕ = 0. (2.29)
2. Il est pertinent de rappeler ici que dans l’interprétation probabiliste de la mécanique quantique, l’aspect ondula-
toire deψ est lié à une onde de probabilité (Max Born, 1926).
3. Il s’agit ici de la mécanique quantique non relativiste.
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Maintenant, si l’on fait intervenir la dualité onde-corpuscule grâce à la relation de de Broglie entre
l’impulsion et la longueur d’onde :
p =
p






où E , V et λ sont respectivement l’énergie totale, l’énergie potentielle et la longueur d’onde de la
particule. Sachant que pour une onde, on doit avoirλ= v/ν, nous pouvons écrire l’équation d’onde







+V ϕ = Eϕ (2.31)
qui apparaît dès lors comme une équation aux valeurs propres d’énergie lorsqu’on associe à E =
ħhω, l’énergie d’un état stationnaire et à H , la notion d’opérateur Hamiltonien. Schrödinger élimina
E à l’aide de la relation ψ(x , t ) = ϕ(x )e −
i
ħh E t , de sorte que la généralisation immédiate de (2.31) à




∇2ψ(r, t )+Vψ(r, t ) = iħh
∂ ψ(r, t )
∂ t
(2.32)
et qui est connue sous le nom d’équation de Schrödinger. Schrödinger postula que cette équation
demeure valable pour un potentiel V =V (r, t ) dépendant explicitement de l’espace et du temps. 4
Schrödinger appliqua cette équation au cas de l’atome d’hydrogène et reproduisit les résultats du
modèle de Bohr. Dans la même série d’articles, il solutionna avec succès cette équation pour le
rotateur rigide, le rotateur vibrationnel (molécule diatomique), ainsi que l’oscillateur linéaire. Il re-
trouva dans ce dernier cas les résultats de Heisenberg. 5 Cette équation est à la base des dévelop-
pements spectaculaires qu’ont connus par la suite la physique atomique, la physique du solide et
dans une certaine mesure la physique nucléaire.
4. Équation de Schrödinger dépendante du temps.
5. Ces résultats étaient basés sur la formulation dite ‘matricielle’ de la mécanique quantique développée au même
moment par W. Heisenberg, M. Born et P. Jordan (1925-1926).
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B Équations différentielles du second ordre à coefficients non constants :
solutions sous forme de série
Les équations différentielles de la physique introduites ci-dessus peuvent être ramenées à une ou
plusieurs équations de la forme
Lψ= 0, (2.33)






+q (x ) = 0, (2.34)






+q (x )ψ= 0. (2.35)






+q (x )ψ=ρ(x ), (2.36)
où ρ(x ) est une fonction de x . Lorsque p (x ), q (x ) sont des constantes, nous retombons sur le cas
des équations différentielles à coefficients constants qui a déjà été traité dans les cours précédents.
Cependant dans le cas où ces fonctions ne sont pas constantes,Lψ = 0[ρ(x )] n’admet pas en gé-
néral de solutions sous forme de fonctions élémentaires (trigonométriques, exponentielle, logarith-
mique, etc.). On envisage alors des solutions sous forme de séries, c’est la méthode des séries.
Si on regarde l’équation homogène (2.35), il y a deux solutions indépendantes que l’on peut noter
ψ1 etψ2. La linéarité de l’opérateur différentielleL permet d’écrire
ψ(x ) = aψ1(x )+ bψ2(x ). (2.37)
En présence d’un terme non homogène ρ(x ), il y a aussi une solution particulière que l’on notera
ψp (x ). Maintenant puisqueLψ= 0 pour la partie homogène, il découle que l’on peut ajouter n’im-
porte quelle combinaison linéaire des solutions de la partie homogène à la solution particulière du
cas non homogène, ce qui donne au total une autre solution Ψ = aψ+ bψp .
La solution générale de l’équation homogène Lψ = 0 possèdera des pôles là où p (x ) et q (x ) en
possèdent et sera régulière là où ces deux deux fonctions sont régulières. Nous serons amenés à
considérer les deux cas suivants :
— i) Points réguliers où p (x ) et q (x ) sont analytiques en ces points ;
— ii) Points singuliers où p (x ) et q (x ) présentent des singularités sous la forme de pôles.
Dans ce qui suit, nous analyserons distinctement chaque cas.
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2.B.1 Solutions en séries : points réguliers
Si pour l’équation homogène (2.35), les fonctions p (x ) et q (x ) sont analytiques en x = a , nous avons
vu qu’elles admettent un développement de Taylor autour de ce point :
p (x ) =p (a )+p ′(a )(x −a )+
1
2!







p (n )(a )(x −a )n , (2.38)
q (x ) =q (a )+q ′(a )(x −a )+
1
2!







q (n )(a )(x −a )n . (2.39)





ψ(n )(a )(x −a )n , (2.40)
où nous avons absorbé le facteur 1n ! dans une redéfinition de ψ
(n )(a ). En effet, la substitution de























q (m )(a )ψ(n )(a )(x −a )m+n = 0.
(2.41)
Le coefficient total de chaque puissance doit s’annuler pour satisfaire cette équation. Il est com-
























q (m )(a )ψ(n )(a )(x −a )m+n = 0.
(2.42)
L’annulation successive du coefficient de chaque puissance donne les relations
2ψ(2)(a )+p (a )ψ(1)(a )+q (a )ψ(a ) = 0,
6ψ(3)(a )+2p (a )ψ(2)(a )+p (1)(a )ψ(1)(a )+ψ(a )q (1)(a )+ψ(1)(a )q (a ) = 0,
. . . . (2.43)
qui lient entre eux les coefficients de la série deψ. Maintenant comme la solution est généralement
de la formeψ = a1ψ1 +a2ψ2 oùψ1 est indépendante deψ2, alors on peut poser pour la première














. . . (2.44)
Ainsi la première solution devient
ψ1(x ) = 1−
1
2!




p (a )q (a )−q (1)(a )

(x −a )3+ . . . , (2.45)
qui est bien de la forme d’un développement de Taylor (2.40).










p 2(a )−p (1)(a )−q (a )

,
. . . (2.46)
d’où l’on tire
ψ2(x ) = (x −a )−
1
2!




p 2(a )−p (1)(a )−q (a )

(x −a )3+ . . . . (2.47)
Ces solutions sont valables à l’intérieur d’un rayon de convergence R = |x0−a | où x0 est la première
singularité rencontrée pour l’équation différentielle. On pourrait démontrer de manière rigoureuse
que ce rayon de convergence coïncide avec celui des séries de p (x ) et q (x ) en (2.38).
Oscillateur harmonique linéaire quantique et équation d’Hermite
Nous désirons illustrer la méthode des séries pour le cas de l’équation de Schrödinger de l’oscilla-
teur harmonique linéaire ou unidimensionnel. On considère ainsi une particule de masse m sou-
mise à un potentiel harmonique de la forme V (x ) = 12κx
2 où κ est la constante de ressort. En repré-









κx 2ψ= Eψ, (2.48)










mω2 x 2)ψ= 0, (2.49)
où nous avons introduit la fréquence naturelle de l’oscillateur, à savoirω=
p
κ/m . Il est commode
de travailler à l’aide de la variable réduite sans dimension x̄ =
Æ
mω
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où par commodité pour la suite, nous avons défini
2E /ħhω≡ 2p +1, (2.52)
où p est une constante sans dimension.
Il est utile dans un premier temps d’analyser le comportement de cette équation dans la limite des
grandes distances où |x̄ | →∞. Dans cette limite, les termes constants deviennent négligeables et
l’équation se réduit à
d 2ψ
d x̄ 2
→ x̄ 2ψ, (2.53)
pour laquelle on vérifie sans difficulté queψ(x̄ )∼ e ±x̄ 2/2 sont des solutions acceptables. Cependant
la forme ψ ∼ e +x̄ 2/2 doit être éliminée puisque la fonction d’onde solution croît indéfiniment à
l’infini. Elle n’est pas de carré sommable et ne peut représenter un état de l’espace de Hilbert. Nous
la laisserons tomber dans ce qui suit. Pour la solution restante, nous poserons pour tout x̄ une
solution de la forme
ψ(x̄ ) = y (x̄ )e −x̄
2/2. (2.54)
où y (x̄ ) est une fonction interpolant la fonction d’onde des grandes distances jusqu’à l’origine. En







+2p y = 0, (2.55)
qui est en fait l’équation d’Hermite 6. C’est aussi un équation homogène à point régulier, en particu-
lier en x̄ = 0. Elle n’admet donc pas de solution à l’aide de fonctions élémentaires, mais sous forme
de série entière que l’on posera de la forme






Ici nous avons extrait la plus petite puissance x̄ ℓ où ℓ est un entier positif et par hypothèse a0 ̸= 0.










de l’équation de Schrödinger (2.51) qui est en fait invariant sous l’opération de parité x̄ → −x̄ , ce
qui implique que la fonction d’onde solutionψ(x̄ ) a une parité bien définie :ψ(x̄ ) est soit paire ou
impaire lorsque x̄ → −x̄ . Dans le cas pair, ψ(−x̄ ) = ψ(x̄ ), alors que dans le cas impair, ψ(−x̄ ) =
−ψ(x̄ ). Or comme la partie gaussienne (2.54) de la solution est obligatoirement paire, y (x̄ ) aura
donc une parité bien définie. Ainsi, pour ℓ pair (impair), y et doncψ sera paire (impaire).
À l’instar de l’approche générale développée à la section précédente, la substitution de (2.56) dans









a2n [−2(2n + ℓ)+2p ]x̄ 2n+ℓ = 0 (2.58)
6. Charles Hermite, mathématicien français (1822-1901), il a supervisé des mathématiciens célèbres comme Borel
et Poincaré. On lui doit la découverte des formes hermitiennes en théorie des nombres, les matrices orthogonales et
hermitiques, l’analyse de solutions du cinquième degré par les fonctions elliptiques, etc. .
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La somme des coefficients de chaque puissance x̄ 2n+ℓ doit s’annuler. Ainsi les coefficients pour les
termes n = 0, 1, . . . .. présents dans les deux sommations sont alors liés par la relation de récurrence :
a2n+2 =
2(2n + ℓ)−2p
(2n +2+ ℓ)(2n + ℓ+1)
a2n . (2.59)
Le terme n = −1 est présent que dans la première sommation. Son coefficient doit être nul et si
a0 ̸= 0, nous pouvons extraire la condition sur ℓ, à savoir
ℓ(ℓ−1) = 0. (2.60)
Il s’ensuit que ℓ= 0 ou encore ℓ= 1. Selon (2.56) et (2.54), on conclut alors que la fonction d’ondeψ
sera paire pour ℓ= 0 et impaire pour ℓ= 1.
Comme y (x̄ ) est en fait une série infinie, nous ne sommes pas assurés de l’appartenance de la fonc-
tion d’onde à l’espace de Hilbert physique qui ne contient que des fonctions d’onde de carré som-
mable. Il faut vérifier que la croissance de la série infinie de y avec x̄ ne compense pas la décrois-






Dans le cas pair ℓ= 0 (la démonstration est similaire pour le cas impair ℓ= 1), nous allons démontrer
que la condition (2.61) est satisfaite si et seulement si la série y (x̄ ) contient un nombre fini de termes
avec p = 0, 2, 4, . . . .
On regarde dans un premier temps l’implication suivante : si p = 0, 2,4, . . . alors (2.61) est satisfaite.





Ainsi pour p = 0, 2, 4, . . ., nous avons ap+2 = 0 et la série est tronquée et devient un polynôme de
degré p :
y (x̄ ) = a0+a2 x̄
2+ . . .+ap x̄
p , (2.63)
appelé polynôme d’Hermite. La puissance du polynôme étant finie, elle ne peut compenser l’effet
de la gaussienne et la condition (2.61) est alors satisfaite.
Pour la seconde partie – et seulement si – de la double implication, cela revient à montrer que si
p ̸= 0,2, 4, . . . , alors (2.61) n’est pas satisfaite. On constate selon (2.62) que lorsque p ̸= 0, 2, 4, . . ., la
série (2.56) n’est manifestement pas tronquée et possède une infinité de termes. Dans ce cas, si on




a0+a2 x̄ 2+a4 x̄ 4+ . . . a2n x̄ 2n + . . .
b0+ b2 x̄ 2+ b4 x̄ 4+ . . .+ b2n x̄ 2n + . . .
, (2.64)
où b2n = 1/(2n n !), il suffit de montrer que a2n > b2n quand n est très grand pour que (2.61) ne soit
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Les coefficients de la série pour la fonction y (x̄ ) croissent donc plus vite que ceux de la gaussienne,
de sorte que l’on pourra toujours trouver un n suffisamment grand pour que a2n > b2n et ainsi violer
la condition (2.61), ce qui complète la démonstration.
On en conclut que pour ℓ = 0, la fonction y (x̄ ), pour les valeurs possibles de p = 0, 2, 4, . . ., est un
polynôme d’Hermite de degré p . Le rapport 2E /ħhω = 2p + 1 conduit donc à la quantification de
l’énergie pour l’oscillateur harmonique linéaire :







Un démonstration similaire pour ℓ= 1 conduit aux valeurs de p = 1, 3, 5, . . . .
Les fonctions d’onde (2.54) sont définies à une constante près que l’on peut choisir de manière à ce
que |ψp |2 soit normalisée, à savoir
∫ +∞
−∞
|ψp (x )|2d x = 1. (2.67)
Les solutions normalisées appartiennent alors à l’espace de Hilbert physique et peuvent être écrites
sous la forme









2/2Hp (x̄ ), (2.68)
où dans la notation standard, Hp (x̄ ) est le polynôme d’Hermite de degré p . La formule de Rodriguès






permet de générer les polynômes d’Hermite de degré p . En voici quelques exemples :
H0(x̄ ) =1,






Le tracé de quelques polynômes d’Hermite est donné à la figure 2.2. Ces polynômes représentent en
fait un ensemble de polynômes orthogonaux. On peut le voir à partir de l’équation de Schrödinger
pour les fonctions d’onde états stationnairesψp :
d 2ψp
d x̄ 2
+ [(2p +1)− x̄ 2]ψp = 0. (2.71)
En multipliant respectivement parψm etψn cette équation, on obtient deux équations dont la sous-







mψn ] = 2(n −m )ψnψm . (2.72)














= 2(n −m )
∫ +∞
−∞
ψm (x )ψn (x )d x . (2.73)
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Tracé des quatre premiers polynômes d’Hermite.
La partie gauche de cette équation s’annule aux bornes en raison du carré sommable des fonctions
d’onde. On obtient ainsi la relation d’orthonormalisation :
∫ +∞
−∞
ψm (x )ψn (x )d x =δmn , (2.74)
où pour n = m , la normalisation (2.68) a été prise en compte. À l’aide de la forme explicite des









Cette relation d’orthogonalité est celle des polynômes d’Hermite. Ces fonctions appartiennent à
la catégorie des fonctions spéciales et constituent dans le cas présent un ensemble de fonctions
orthogonales pour lesquelles le facteur gaussien e −x̄
2
de l’intégrande est appelé fonction poids.
Nous reviendrons en plus grand détail sur les fonctions orthogonales dans le cadre du problème
de Sturm-Liouville (§ 2.C).
2.B.2 Recherche d’une seconde solution : méthode du Wronskien
Dans la recherche de solutions linéairement indépendantes à l’équation Lψ = 0 en ( 2.35), nous
sommes souvent limités par la méthode des séries à une seule solution. L’obtention d’une deuxième
solution linéairement indépendante à partir de la première solution est néanmoins possible par
l’intermédiaire d’un objet mathématique appelé le Wronskien 7.






7. Hoene Wronski (1778-1853), mathématicien d’origine polonaise connu pour sa personnalité fantasque. La mé-
thode du Wronskien a été sa seule contribution d’importance en carrière.
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On vérifie que lorsque les solutions sont linéairement dépendantes à savoir,ψ1 = aψ2 etψ′1 = aψ
′
2,
le Wronskien s’annule, soit ∆(ψ1,ψ2) = 0. À l’inverse, si les solutions sont linéairement indépen-
dantes alors ∆(ψ1,ψ2) ̸= 0. On peut alors se servir de cette propriété pour déduire une seconde
solution à partir de la première.







1 (x )ψ2(x )
=−ψ1
 




p (x )ψ′1(x )+q (x )ψ1(x )

ψ2(x )
=−p (x )∆(x ). (2.77)
Si nous définissons une fonction f (x ) telle que
p (x ) =
d
d x














p (x )d x

. (2.80)
On en conclut que si le Wronskien est non nul en x0, il le sera également en x . D’autre part, la











ce qui après intégration et selon (2.80) conduit à









d x . (2.82)
Comme les solutions sont connues à une constante près, celle-ci peut être redéfinie de manière à
absorber la constante d’intégration et obtenir en définitive










où B est une constante. Cette relation permet donc de déterminer une deuxième solution à l’aide
de la première solutionψ1 et de la donnée de p (x ).
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2.B.3 Équations à points réguliers singuliers, équation indicielle






+q (x )ψ(x ) = 0, (2.84)
si une ou l’autre des fonctions p (x ) et q (x ), voire même les deux ne sont pas analytiques en ce point.
Dans ce cas, la méthode des séries telle que présentée précédemment ne s’applique pas. Cepen-
dant, dans beaucoup d’applications, les points singuliers ne donnent pas lieu à des non analyticités
sévères, de sorte que de simples modifications de la méthode des séries permettent d’obtenir des
solutions satisfaisantes à l’aide de la méthode des séries de Fröbenius.
Dans ces cas, nous sommes amenés à définir des points réguliers singuliers lorsque
(x −a )p (x ) et (x −a )2q (x ) (2.85)
sont des fonctions analytiques en x = a . En d’autres termes, p (x ) a tout au plus un pôle simple,
alors que la singularité de q (x ) se limitera à un pôle double.
stepExemple 2.1











ψ(x ) = 0 (2.86)
où p est une constante. Cette équation est de la forme (2.84) avec l’identification p (x ) = −2x/(1− x 2) et
q (x ) = p (p + 1)/(1− x 2). On vérifie toute de suite qu’en x = ±1, les fonctions p (x ) et q (x ) sont singulières.
Les singularités sont des pôles simples et donc, x =±1 sont des points réguliers singuliers de l’équation de
Legendre.
Les solutions que nous cherchons autour des points réguliers singuliers de Lψ = 0 seront de la
forme d’une série de Fröbenius :




bn (x −a )n , (2.87)
où s est un exposant pouvant prendre des valeurs entières, fractionnaires, ou irrationnelles. On
peut montrer qu’il existe au moins une et parfois deux solutions de ce type autour du point régulier
singulier a .
L’existence d’une telle solution peut être motivée à l’aide d’un exemple simple qui illustre claire-











ψ(x ) = 0. (2.88)
où p et q sont des constantes non nulles. On constate d’emblée que x = 0 est un point régulier
singulier. Les solutions peuvent être trouvées rapidement par le simple changement de variable






+qψ(z ) = 0 (2.89)
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qui a la forme d’une équation différentielle du second ordre avec coefficients constants. Par la mé-
thode habituelle, on peut poser une solution sous forme exponentielleψ= e s z qui, une fois substi-
tuée, conduit à l’équation auxiliaire
s 2+ (p −1)s +q = 0. (2.90)




(p −1)2−4q . Lorsque
les deux racines sont distinctes (s1 ̸= s2), nous obtenons deux solutions en puissances de x :
ψ1(x )∼ x s1 , ψ2(x )∼ x s2 (2.91)
Lorsque s1 = s2, nous sommes limités à une seule solution. La méthode du Wronskien permet ce-
pendant de trouver une seconde solution linéairement indépendante. En utilisant (2.83), on trouve
rapidementψ2 ∼ψ1(z )z , ce qui donne, en fonction de x , les deux solutions
ψ1(x )∼ x s1 , ψ2(x )∼ (lnx )x s1 . (2.92)
On vérifie que dans cet exemple simple de l’équation d’Euler, les deux solutions pour s1 ̸= s2 sont
bien de la forme d’une série Fröbenius (2.87) avec b0 ̸= 0 et b1,... = 0, alors que pour s1 = s2, il n’y a
qu’une seule série de Fröbenius alors l’autre solution admet une correction logarithmique.
Séries de Fröbenius : formulation générale
Si on revient à la forme Lψ = 0 plus générale (2.84) avec un point régulier singulier en x = a , on
cherche à trouver les relations de récurrence pour les coefficients bn de la série, ou le cas échéant,
des deux séries de Fröbenius. Débutons en considérant les fonctions (x − a )p (x ) et (x − a )2q (x )
analytiques, alors on peut écrire
p (x ) =
1
x −a





pn (x −a )n−1, (2.93)
et
q (x ) =
1
(x −a )2





qn (x −a )n−2, (2.94)
où pn ≡ 1/n !d n [(x −a )p ]/d x n |x=a et qn ≡ 1/n !d n [(x −a )2q ]/d x n |x=a . En supposant une solution
de la forme (2.87), on trouve successivement
d 2ψ
d x 2
















bk (k + s )(x −a )k+n , (2.96)








bk (x −a )k+n . (2.97)
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La substitution dansLψ= 0 conduit à l’annulation des puissances successives de x −a de la série :
(x −a )0 f (s )b0 = 0 (2.98)
(x −a )1












où pour la puissance 0, nous avons défini
f (s )≡ s (s −1)+p0s +q0 (2.101)
appelée équation indicielle – analogue de l’équation auxiliaire (2.90) trouvée dans le cadre de l’équa-
tion d’Euler. Quadratique en s , elle donne deux racines (exposants) distinctes ou confondues à









Lorsque s1 ̸= s2, nous pourrions être tentés de croire qu’elle donne lieu systématiquement à deux
solutions en série de Fröbenius. C’est effectivement le cas si s1 et s2 ne sont pas des entiers distincts,
mais lorsque s1− s2 =m ≥ 1 avec m entier, alors une seule solution en série de Fröbenius associée
à s1 existe. Dans ce cas, on vérifie en effet que pour la deuxième solution liée à s2, nous avons pour
un certain n , bn f (s2+n ) = bn f (s1−m +n ), qui coïncide avec bn f (s1) = 0 lorsque n =m . Il s’ensuit
que les coefficients bn , bn+1, . . . de la seconde série ne peuvent pas être calculés au-dessus d’une
certaine puissance, ce qui conduit à une indétermination.
Dans ce cas et évidemment aussi lorsque s1 = s2, la recherche d’une seconde solution peut se
faire à l’aide du Wronksien. Nous aurons selon (2.83) une deuxième solution de la forme ψ2(x̄ ) =
v (x̄ )ψ1(x̄ ), avec




p (x̄ )d x̄
ψ21(x̄ )
d x̄ , (2.103)
où nous avons posé x −a → x̄ pour alléger l’écriture. Regardons dans un premier temps v ′(x̄ ), nous
aurons à l’aide de développements en série de p (x̄ ) etψ(x̄ ) en (2.93) et (2.87) :
v ′(x ) =
e −
∫





( p0x̄ +p1+...)d x̄
x̄ 2s1 (b0+ b1 x̄ + . . .)2
=
e −p1 x̄−...




g (x̄ ), (2.104)
où nous avons défini k = 2s1+p0 et introduit g (x̄ ) comme fonction qui est analytique en x̄ = 0 avec
g (0) = b−20 . Si on admet que k est entier
8, on peut exprimer g (x̄ ) sous la forme d’un développement
8. Dans le cas de racines confondues de l’équation indicielle (2.101), s1 = s2, ce qui conduit à s1 =
1
2 (1−p0), et donne
k = 2s1 + p0 = 1 qui est entier. Si les racines diffèrent d’un entier soit, s1 − s2 =m , l’équation indicielle (2.101), qui peut
être récrite sous la forme (s − s1)(s − s2) = s 2 − s (s1 + s2) + s1s2 = 0, conduit après identification à s1 + s2 = 1− p0. Ainsi,
k = 2s1+p0 = 2s1+1− s1− s2 =m +1, qui est aussi entier.
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de Taylor,
g (x̄ ) = g0+ g1 x̄ + g2 x̄
2+ . . . . (2.105)
Nous aurons dans un premier temps pour v (x̄ ) :




−k + g1 x̄
−k+1+ . . .+ gk−1 x̄







+ . . .+ gk−1lnx̄ + gk x̄ + . . . (2.106)
Maintenant en isolant le terme logarithmique pour la solutionψ2 = vψ1, celle-ci pourra s’écrire
ψ2(x̄ ) = gk−1ψ1(x̄ ) lnx̄ + x̄








+ . . . + gk x̄ + . . .








Selon les racines de l’équation indicielle, on peut écrire, s1−k+1=−s1−p0+1= s2, alors la seconde
solution prend finalement la forme




cn (x −a )n , (2.108)
où les coefficients cn sont obtenus par substitution dansLψ2 = 0.
Équation de Bessel En guise d’exemple à la méthode de Fröbenius, nous allons considérer l’équa-







+ (x 2−p 2)ψ(x ) = 0. (2.109)











ψ(x ) = 0. (2.110)
Il s’ensuit que x p (x ) = 1 et x 2q (x ) = x 2 − p 2 sont analytiques en x = 0 qui est un point régulier
singulier.
Nous avons selon (2.93) et (2.94) :







q (x ) =
1
x 2





avec p0 = 1, q0 =−p 2 et q2 = 1. L’équation indicielle devient
f (s ) = s 2−p 2 = 0, (2.113)
laquelle admet comme racines s1,2 =±p .
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p ̸= 0, 1,2, . . . Si s1 − s2 = 2p n’est pas un entier (le cas où s1 et s2 sont demi-entiers sera traité
séparément), nous avons donc deux séries de Frobenius comme solutions. La
première à s1 = p est de la forme







La relation de récurrence pour les bn s’obtient aisément à partir de (2.100) qui se réduit à l’expres-
sion
bn f (p +n )+ bn−2q2 = 0 → bn =−
bn−2
n (2p +n )
. (2.115)
On constate dès lors que si b−1 = 0 pour la série de Frobenius, alors b3 = b5 = . . .= 0 et il n’y a pas de






2 ·24(p +1)(p +2)
, b6 =−
b0
2 ·3 ·26(p +1)(p +2)(p +3)
, . . . (2.116)
La solution (2.191) prend la forme :








(p +1) . . . (p +n )
(2.117)
Il est coutume de prendre b0 = 1/(2p Γ (p +1)), ce qui permet d’écrire







Γ (p +n +1)
(2.118)
qui est appelée fonction de Bessel de première espèce.
La deuxième solution ne pose pas de difficulté. En posant p →−p dans (2.115), on trouve







Γ (−p +n +1)
. (2.119)
Il est cependant d’usage de prendre comme deuxième solution la combinaison linéaire suivante :
Yp (x ) =
Jp (x )cos pπ− J−p (x )
sin pπ
, (2.120)
pour laquelle on ajoute Jp qui est aussi solution. Yp est appelée fonction de Bessel de seconde espèce,
également appelée fonction de Neumann. La solution générale est alors,
ψ(x ) = A Jp (x )+B Yp (x ). (2.121)
p = 0, 1,2, . . . Si maintenant p est entier, alors s1− s2 = 2p est aussi entier, ce qui nous limite à
une seule solution de type Frobenius soit Jp (x ). À partir de (2.118), on trouve les
premières fonctions de Bessel avec p ≥ 0 :









+ . . . , (2.122)
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+ . . . . (2.124)
Leur tracé est donné à la figure 2.3. Ces fonctions oscillent en fonction de x avec une enveloppe qui
décroît en ∼ 1/
p













Tracé des trois premières fonctions (orthogonales) de Bessel de première espèce J0, J1 et J2.
En ce qui concerne la deuxième solution, on vérifie que (2.119) n’est pas une solution puisque si
|Γ (−p +n +1)|=∞ pour −p +n +1≤ 0, la série (2.119) pour J−p (x ) peut débuter à n = p sans rien
changer. En posant n ′ = n −p , on trouve








Γ (n ′+p +1)
= (−1)p Jp (x ), (2.125)
qui est bien linéairement dépendante de Jp et ne peut être considérée comme solution. Une
deuxième solution peut être trouvée à l’aide du Wronskien comme en (2.108), laquelle, bien que
légitime, s’avère assez fastidieuse à obtenir suite à l’intégration terme par terme menant à {bn}. Il
est d’usage de procéder autrement en généralisant la forme de Neumann (2.120) pour des entiers
p . On utilise la limite
Yp (x ) = limn→p
Jn (x )cos nπ− J−n (x )
sin nπ
, (2.126)
La règle de l’Hôpital donne l’expression























Φ(n )+Φ(p +n )
 (x/2)2n+p
n !(n +p )!
, (2.127)
où Φ(p ) = 1+ 12 +
1
3 + . . .+
1
p [Φ(0) = 0] et γ = 0, 577... est la constante d’Euler. On reconnaît la partie
logarithmique de (2.108). Le terme supplémentaire en (2γ/π)Jp , nécessairement solution, est ajouté
par convention.
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, . . . Dans ce dernier paragraphe, nous allons considérer le cas où p est demi-entier. Ainsi,
la première solution en série de Frobenius pour s1 =
1
2 est obtenue directement à









Γ (1+ 12 )
−
x 2
4 · Γ (2+ 12 )
+
x 4
2 ·24 · Γ (3+ 12 )


































2 ·3 ·4 ·5



















sin x , (2.130)
qui est essentiellement un produit de fonctions élémentaires ; ce qui suggère d’utiliser la méthode
du Wronskien pour obtenir la deuxième solution, soit

















où nous avons ajusté la constante multiplicative pour obtenir le coefficient habituellement utilisé.
L’expression de la deuxième solution aurait pu être obtenue directement par la relation de récur-
rence (2.115), en posant p = − 12 et une fois de plus, a1 = a3 = . . . = 0 et ce, en dépit du fait que
s1− s2 = 1, est un entier.
Les relations de récurrence entre fonctions de Bessel peuvent ensuite être utilisées pour l’obtention
de J±3/2, . . ., aux autres valeurs de p demi-entières.
Équation hypergéométrique de Gauss
La célèbre équation de Gauss est donnée par
x (1− x )
d 2ψ
d x 2
+ [c − (a + b +1)x ]
dψ
d x
−a bψ= 0, (2.132)
où a , b et c sont des constantes. Comme nous le verrons, cette équation admet des solutions va-
lables dans une grande variété de situations. Si on la compare à la forme génériqueLψ= 0 en (2.84),
on constate immédiatement qu’elle possède deux points réguliers singuliers en x = 0 et x = 1.
Considérons dans un premier temps la forme des solutions en série de Fröbenius (2.87) autour de
x = 0. Au voisinage de ce point, nous pouvons écrire pour p (x ) et q (x ) :
x p (x ) =
c − (a + b +1)x
1− x
= [c − (a + b +1)x ](1+ x + x 2+ . . .)
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= c + [c − (a + b +1)]x + [c − (a + b +1)]x 2+ . . . (2.133)
et




=−a b x (1+ x + x 2+ . . .)
=−a b x −a b x 2−a b x 2+ . . . . (2.134)
En comparant avec (2.93) et (2.94), ces équations donnent les valeurs des coefficients p0 = c , p1 =
p2 = . . .= c −(a+b+1) et q0 = 0 et q1 = q2 = . . .=−a b . Pour l’équation de Gauss, l’équation indicielle
(2.101) prend alors la forme f (s ) = s (s − 1) + s c , ce qui donne s1 = 0 et s2 = 1− c comme racines à
f (s ) = 0. Si on se place dans le cas où 1− c n’est pas un entier, nous aurons deux solutions en série
de Fröbenius.
Prenons le cas s1 = 0, les formules de récurrence (2.98-2.100) permettent d’établir
b1 f (1)+ b0q1 = 0 → b1 = b0
a b
c
b2 f (2)+p1b1+q2b0+q1b1 = 0 → b2 = b0
a (a +1)b (b +1)
2!c (c +1)
b3 f (3)+ b0q3+ b1(p2+q2)+ b2(2p1+q1) = 0 → b3 = b0
a (a +1)(a +2)b (b +1)(b +2)
3!c (c +1)(c +2)
...
...




= 0 → bn = b0
a (a +1) . . . (a +n −1)b (b +1) . . . (b +n −1)
n !c (c +1) . . . (c +n −1)
.
(2.135)
La première solution devient alors








a (a +1) · · · (a +n −1)b (b +1) · · · (b +n −1)




≡ b0F (a , b , c , x ), (2.137)
où F (a , b , c , x ) est appelée série hypergéométrique. Cette fonction peut être vue comme la générali-
sation de la progression géométrique. On constate en effet que pour le cas particulier a = 1 et c = b ,








Plus généralement, on vérifie que si a ou b est un nombre entier négatif, la série est tronquée et
F (a , b , c , x ) est alors un polynôme. Plusieurs équations différentielles à points réguliers singuliers
peuvent ainsi être vues comme des cas particuliers de la fonction hypergéométrique (équations de
Chebyshev, Legendre, etc.). Si c n’est pas un nombre négatif, F est analytique et converge pour
|x | < 1. Comme p (x ) et q (x ) ont toutes deux des pôles simples, la grande majorité des équations
avec ce type de singularités peuvent être reliées à la fonction hypergéométrique.
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Dans la recherche d’une deuxième solution on considère le cas où s2 = 1− c n’est pas un entier. La
solution de type Fröbenius sera de la forme







≡ x 1−cφ(x ).
(2.139)
Une simple substitution dans l’équation de Gauss (2.132) permet après quelques manipulations
d’écrire une équation différentielle pourφ, à savoir





(2− c )− [(a − c +1)+ (b − c +1)+1]x
	dφ
d x
− (a − c +1)(b − c +1)φ = 0 (2.140)
qui a aussi la forme d’une équation de Gauss (2.132) avec le dictionnaire de correspondance c ↔
2− c , a↔ a − c +1 et b↔ b − c +1. La deuxième solution devient alors
ψ2(x ) = x
1−c F (a − c +1, b − c +1, 2− c , x ). (2.141)
La solution générale pour |x |< 1 est en définitive
ψ(x ) = c1F (a , b , c , x )+ c2 x
1−c F (a − c +1, b − c +1, 2− c , x ). (2.142)
Équation hypergéométrique confluente
On considère de nouveau l’équation hypergéométrique :
z (1− z )ψ′′+ [c − (1+a + b )z ]ψ′−a bψ= 0
qui possède comme nous l’avons vu ci-dessus des points réguliers singuliers en z = 0 et z = 1.
Dans plusieurs problèmes physiques, on est amené à considérer une seule singularité à l’origine,
comme c’est le cas pour le potentiel coulombien d’une charge à l’origine de l’atome d’hydrogène
(voir § 2.C.5). On cherche alors à pousser la singularité en z = 1 à l’infini de manière à obtenir une
équation décrivant une seule singularité à l’origine. Pour y parvenir, on constate dans un premier












x (x − b )
ψ= 0 (2.143)
En posant maintenant b →∞, on obtient
xψ′′+ (c − x )ψ′−aψ= 0 (2.144)
qui est l’équation hypergéométrique confluente. Ici ‘confluent’ signifie que la singularité en x = b
fusionne avec celle en x =∞ lorsque la limite b →∞ est prise.
Les exposants des solutions en série de Fröbenius sont donnés par 0 et 1− c . Si c n’est pas égal à







a (1+a ) · · · (n −1+a )
n ! c (1+ c ) · · · (n −1+ c )
x n

≡b0Φ(a , c , x ) (2.145)
où Φ(a , c , x ) est appelée fonction hypergéométrique confluente et b0 est une constante. On vérifie
que si a est un entier négatif, alors Φ devient un polynôme.
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C Équations différentielles et conditions aux limites : le problème de
Sturm-Liouville
Dans la solution d’une équation différentielle, nous sommes fréquemment amenés à chercher une
solution devant satisfaire des conditions aux limites bien précises. Les conditions aux limites se dis-
tinguent des conditions initiales en ce que la solution doit prendre des valeurs précises en différents
points, ligne, surface, etc. Les conditions initiales, quant à elles, se bornent à spécifier la valeur de
la solution et/ou de sa dérivée en un point donné. Le problème posé par les conditions aux limites
est intimement lié à celui des fonctions et valeurs propres d’un opérateur différentiel tel queL .
2.C.1 Corde vibrante
En guise d’introduction au problème des valeurs propres et fonctions propres dans la solution d’une
équation différentielle du second ordre, considérons le cas simple de l’équation d’onde pour le cas









Nous cherchons une solution satisfaisant les conditions aux limites aux extrémités, soitψ(0, t ) = 0
et ψ(a , t ) = 0. Les conditions initiales sont ψ′(x , t = 0) = 0 et ψ(x , 0) = f (x ). Ainsi, les conditions
aux limites fixent les deux extrémités de la corde en x = 0 et x = a , alors que les conditions ini-
tiales stipulent que la corde est immobile t = 0 avec une déformation initiale décrite par la fonction
continue f (x ).
Nous allons chercher une solution par la méthode de séparation de variables. Ainsi, posons la forme









La partie gauche (droite) de l’équation étant une fonction uniquement x (t ), on peut alors l’assimi-
ler à une constante de séparation que l’on notera −λ. On obtient alors les deux équations différen-
tielles indépendantes
ϕ′′(x )+λϕ(x ) = 0 (2.148)
χ ′′(t )+λv 2χ(t ) = 0. (2.149)
La solution à chacune des équations est bien connue. Considérons dans un premier temps la partie
spatiale, pour laquelle nous avons
ϕ(x ) = c1 sin
p
λx + c2 cos
p
λx . (2.150)
Cette solution est soumise aux conditions aux limites ϕ(0) = 0 et ϕ(a ) = 0. La première condition
impose c2 = 0, alors que pour la seconde, on doit avoir sin
p





λn a = nπ, n = 1, 2, 3, . . . , (2.151)
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où n = 0 correspondant à la solution triviale,ϕ = 0, est exclue. On affecte ainsi les solutionsϕ(x )→
ϕn (x ) de l’indice discret n .
De même, la solution de la partie temporelle est donnée par
χn (t ) = a1 sin(v
p
λn t )+a2 cos(v
p
λn t ), (2.152)
pour laquelle les conditions initiales conduisent àχ ′n (0)∝ a1 = 0, et donc,χn (t )∼ cos(nπv t /a ). Les
solutions admissibles à la corde vibrante satisfaisant aux conditions limites et initiales deviennent













Ces dernières étant linéairement indépendantes, la solution générale prend la forme















On en déduit également que la configuration de la corde f (x ) à t = 0, est également une superpo-
sition des ϕn de la forme










Les fonctions ϕn = sin nπx/a , solutions de la partie spatiale de l’équation d’onde, sont appelées
fonctions propres et les λn correspondantes sont les valeurs propres. La solution ψ(x ) admet alors
un développement sur les fonctions propres ϕn .
Maintenant, si les fonctions propres ϕn et ϕm satisfont l’équation de la partie spatiale ϕ
′′
i =−λiϕi












′ = (λm −λn )ϕnϕm , (2.156)




























0= (λm −λn )
∫ a
0
ϕnϕm d x , (2.157)
où la dernière ligne est une conséquence des conditions aux limites. Il découle que pour des valeurs
propres différentes λn ̸=λm , les ϕn et ϕm satisfont à la relation d’orthogonalisation :
∫ a
0













d x = 0.
(2.158)
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De plus, la projection deψ(x ) sur la fonction propreϕn permet de déterminer les coefficients cn du























































d x , (2.161)
qui est la relation d’Euler pour les composantes de Fourier.
2.C.2 Formulation générale du problème de Sturm-Liouville
On se propose dans ce paragraphe de généraliser l’approche exposée ci-dessus. C’est le problème
de Sturm-Liouville que l’on pourra appliquer à un grand nombre de situations. Considérons l’opé-










à l’aide duquel on introduit l’équation aux valeurs propres λ :
Lψ(x ) =−λw (x )ψ(x ), (2.163)
aussi appelée équation de Sturm-Liouville. Icip(x )etq(x ) sont des fonctions de x (à ne pas confondre
avec celles introduites en (2.35)), et w (x ) est appelée ‘fonction poids’. L’équation Sturm-Liouville
se présente sous différentes formes. Elle peut par exemple découler de l’équation suivante




ψ(x ) = 0, (2.164)
en substituant les relations
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dans l’équation de Sturm-Liouville (2.163). Une autre forme équivalente est donnée par la forme
génériqueLψ= 0 en (2.35) avec les relations








reliant (2.35) à (2.164).
Opérateurs auto-adjoints ou hermitiques
Dans cet encadré, on se propose d’introduire l’opérateur adjoint associé à l’opérateur différentiel
L :







où p(x ), p1(x ) et q(x ) sont des fonctions de la variable x . Considérons l’élément de matrice diago-





′−qψ]d x . (2.171)
À l’aide de deux intégrations par partie sur le premier terme de l’intégrande et une sur le second,
on trouve









ψ[(ψp)′′− (ψp1)′−qψ]d x (2.172)
Si on se place dans la situation particulière où les intégrales des deux expressions précédentes
sont égales, on doit avoir
ψ(p′′−p′1)ψ+2ψ(p
′−p1)ψ′ = 0 (2.173)
ce qui est satisfait pour toutψ si
p′ = p1 (2.174)
On constate que cette condition annule automatiquement le premier terme de droite dans (2.172).








et l’élément de matrice correspondant surψ :
〈ψ|L̄ |ψ〉 ≡ 〈L̄ψ|ψ〉=
∫ x2
x1
ψ[(ψp)′′− (ψp1)′−qψ]d x (2.176)
Maintenant si la condition (2.174) est satisfaite, on vérifie aisément que L̄ψ= Lψ et donc
〈L̄ψ|ψ〉= 〈ψ|Lψ〉. (2.177)
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qui est celle de l’opérateur de Sturm-Liouville (2.162) qui est donc auto-adjoint a ou hermitique b.
a. Cette propriété peut être étendue à plusieurs autres classes d’opérateurs avec des dérivées simples, etc. C’est le
cas des observables en mécanique quantique, avec la quantité de mouvement P=−iħh∇, le moment cinétique L=R×P,
... .
b. Dans la littérature, il est parfois d’usage de réserver l’appellation d’opérateur auto-adjoint pour des solutionsψ,
réelles, alors que le terme hermitique est ‘réservé’ au cas où les fonctionsψ sont complexes (voir aussi le paragraphe
ci-dessous sur les fonctions complexes et opérateurs hermitiques ).
La solution de l’équation de Strurm-Liouville sur l’intervalle [x1, x2] sera soumise aux conditions
aux limites











On peut examiner les conséquences de ces conditions sur les solutions à l’équation de Sturm-
Liouville. Pour deux solutions ψn et ψm à l’équation (2.163) pour les valeurs propres λn et λm ,





p(x )ψn (x )ψ
′
m (x )−p(x )ψ
′







= (λn −λm )w (x )ψn (x )ψm (x ), (2.180)
laquelle, par intégration sur l’intervalle [x1, x2] donnera
 
p(x )ψn (x )ψ
′
m (x )−p(x )ψ
′







= (λn −λm )
∫ x2
x1
w (x )ψn (x )ψm (x )d x . (2.181)
Ainsi les conditions aux limites (2.179) annulent identiquement le terme de gauche de cette équa-
tion et pour λn ̸=λm , on peut établir la relation d’orthogonalité
∫ x2
x1
w (x )ψn (x )ψm (x )d x = 0, λn ̸=λm , (2.182)
pour les fonctions propresψn etψm .
On distingue différents types de conditions aux limites pouvant satisfaire (2.179) :
— conditions de type Dirichlet où ψm ,n (x1) et ψm ,n (x2) s’annulent en x1 et x2. La solution de
l’équation d’onde pour la corde vibrante telle que donnée au paragraphe précédent appar-
tient à cette catégorie ;
— conditions de type Neumann où les dérivéesψ′m ,n (x1) =ψ
′
m ,n (x2) = 0 s’annulent aux bords ;
— conditions mixtes oùψn (x1) =ψm (x2) etψ′m (x1) =ψ
′
m (x2) ;
— conditions sur p(x ) où p(x1) = p(x2) = 0 ; etc.
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Fonctions complexes et
opérateur hermitique
Nous avons supposé ci-dessus que les fonctions ψn étaient réelles. Il
arrive fréquemment, en particulier en mécanique quantique, que nous
ayons affaire à des fonctions propres complexes. La formulation de




Lψn =−λn w (x )ψn (2.183)
L̄ψ∗m =−λ
∗
m w (x )ψ
∗
m (2.184)
Multipliant la première équation parψ∗m et la seconde parψn , et en prenant l’intégrale de chaque
côté sur l’intervalle [x1, x2], nous avons par soustraction :
∫ x2
x1










ψ∗mψn w (x )d x (2.185)
En raison de l’hermiticité de l’opérateur L = L̄ [c.f. (2.177)], on trouve après intégration par partie
du terme de gauche :
[p(x )ψm (x )









= (λ∗m −λn )
∫ x2
x1
ψ∗mψn w (x )d x (2.186)
qui est l’analogue de (2.181) pour des fonctions complexes. Ainsi pour des conditions limites adé-
quates, l’annulation du terme de gauche conduit à la relation d’orthonormalité
∫ x2
x1
ψ∗mψn w (x )d x = |N |
2δnm . (2.187)









m )d x (2.188)
De plus pour n =m , on doit avoir
λ∗n =λn , (2.189)
à savoir que les valeurs propres de l’opérateur L hermitique sont réelles. Il est en ainsi pour tous les
opérateurs hermitiques.
2.C.3 Équation de Bessel et conditions aux limites








+ (x 2−p 2)ψ= 0. (2.190)
où p est une constante. Effectuons dans un premier temps un changement d’échelle de la variable







+ (k 2 x 2−p 2)Jp = 0. (2.191)
83
Chapitre 2. Équations différentielles
où nous avons renommé les solutions Jp (k x ) ≡ ψ(k x ) dans la notation standard des fonctions –
spéciales – de Bessel. La comparaison avec (2.164) permet de faire les correspondances f (x ) = x 2,
g (x ) = x , h1(x ) =−p 2, h2(x ) = x 2 et λ= k 2, ce qui permet d’établir










w (x ) = x . (2.194)
Ainsi, suite à la relation (2.182), nous aurons pour kn ̸= km et l’intervalle [x1, x2]≡ [0,ℓ],
∫ ℓ
0
x Jp (kn x )Jp (km x )d x = 0, (2.195)
qui est la relation d’orthogonalité des fonctions de Bessel.
Pour une valeur de p entier positif, nous avons déjà vu que l’équation indicielle pour (2.190) admet
une seule solution en série de Fröbenius Jp (x ), appelée fonction de Bessel de première espèce. Les
séries de Fröbenius des trois premières fonctions Bessel s’obtiennent à partir de (2.118) :



































+ . . . . (2.198)
La représentation graphique de quelques Jp est illustrée ci-dessus à la figure 2.3 (§ 2.B.3). En tant
que fonctions orthogonales, les fonctions de Bessel peuvent servir de base de développement d’une





an Jp (kn x ), (2.199)




Ψ(x )x Jp (kn x )d x
∫ ℓ
0
x J 2p (kn x )d x
. (2.200)
Le dénominateur de cette équation est la normalisation des fonctions de Bessel pour n =m ; celle-
ci dépend des conditions aux limites utilisées. Pour les conditions de Dirichlet, cette normalisation




x 2(J ′p )
2+k 2n x
2 J 2p −p
2 J 2p

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ce qui par intégration sur l’intervalle [0,ℓ] donne
∫ ℓ
0





où J ′p (knℓ) = (d Jp (kn x )/d (kn x ))x=ℓ. Maintenant à l’aide des développements en série des fonctions
de Bessel, on peut établir aisément les relations de récurrence suivantes
Jp+1(x )+ Jp−1(x ) =2
p
x
Jp (x ), (2.203)
Jp+1(x )− Jp−1(x ) =−2J ′p (x ). (2.204)
Or en posant x = knℓ, Jp (knℓ) = 0, qui est un zéro de la fonction de Bessel selon les conditions aux
limites, nous avons alors la relation Jp+1(knℓ) = −J ′p (knℓ), et la normalisation pour des conditions
de type Dirichlet devient
∫ ℓ
0





Vibrations libres d’une membrane circulaire







La membrane de rayon a est située dans le plan x y . Comme il n’y a aucune dépendance deψ selon
z dans ce problème bidimensionnel, le passage en coordonnées cylindriques permet de réduire





















oùψ(r,θ , z , t )≡ψ(r,θ , t ). Le bord de la membrane circulaire est gardé fixe et donne comme condi-
tion aux limites ψ(r = a ,θ , t ) = 0, qui est de type Dirichlet. Les conditions initiales sur le déplace-
ment et la vitesse de la membrane sont données parψ(r,θ , t = 0) =ψ0(r,θ ) et ∂ ψ/∂ t |t=0 = v0(r,θ ).
La forme de l’équation (2.207) suggère pour la solution la séparation de variables
ψ(r,θ , t ) =R (r )Θ(θ )T (t ), (2.208)
pourψ posée comme le produit de trois fonctions d’une variable unique. La substitution deψ dans


























La partie gauche ne dépend que de r et θ et est donc indépendante de t , alors que la partie de droite




=λv 2T . (2.210)
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où maintenant la partie gauche est indépendante de la variable θ et la partie droite, de la variable
















On procède tour à tour à la solution des équations pour chacune des variables. Pour la partie tem-
porelle (2.210), nous prendrons λ ≤ 0, puisque pour λ > 0, la solution pour T (t ) serait une expo-
nentielle croissante de la forme ∼ e αt avec α > 0, qui est non physique. On posera λ ≡ −k 2 et on





Les solutions peut être mises sous la forme d’exponentielles oscillantes
T (t ) =D e −iωt +D ∗e iωt , (2.215)
où D est une constante complexe. Si on passe maintenant à l’équation (2.212) de la partie angulaire,
les solutions doivent satisfaire la propriété d’invariance sous rotation de 2π, à savoir Θ(θ + 2π) =
Θ(θ ). Il s’ensuit que la constante de séparation λ1 est négative de manière à ce que les solutions
soient périodiques avec la période 2π. Si on pose à cet effet λ1 = −m 2, les solutions peuvent être
écrites sous la forme
Θm (θ ) = Am cos mθ +Bm sin mθ , (2.216)
où m = 0, 1, 2, . . . , est un entier positif.














R = 0, (2.217)
qui présente la forme de l’équation de Bessel (2.191). Les solutions sont alors données par
R (r ) = c1 Jm (k r )+ c2Nm (k r ), (2.218)
où la deuxième solution Nm (k r ), dite fonction de Neumann ou fonction de Bessel de seconde es-
pèce obtenue par la méthode du Wronskien, est multiévaluée avec un point branchement à l’ori-
gine, ce qui n’est pas acceptable physiquement. Sur cette base, elle n’est pas considérée comme
une solution acceptable et doit être retranchée.
Les conditions aux limites s’appliquent sur la partie radiale avec la contrainte R (r = a ) = 0, ce qui
impose en retour
Jm (k a →αm ,n ) = 0, (2.219)
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où αm ,n ≡ km ,n a sont les ‘zéros’ de la fonction de Bessel, soit les valeurs de x pour lesquelles Jm (x )
passe par zéro (voir figure 2.3) ; les zéros sont répertoriés par les deux indices discrets m et n , ce qui
permet d’introduire les modes propres de la membrane, de fréquences
ωm ,n = v km ,n (2.220)
Les fonctions propres solutions de l’équation de la membrane circulaire sont données par
ψm ,n (r,θ , t ) =Rm ,n (r )Θm (θ )Tm ,n (t ), (2.221)
= Jm (αm ,n r /a ) (Am cos mθ +Bm sin mθ )
 
Dm ,n e




La solution totale peut s’écrire comme une combinaison linéaire de ces fonctions propres







cm ,nψm ,n (r,θ , t ) (2.223)
On trace à la figure 2.4 quelques modes propresψm ,n (r,θ , t = 0) de la membrane.
FIGURE 2.4
Tracé deψm ,n pour les modesω01,ω02 etω11 de la membrane circulaire.
Au temps t = 0, la configuration initiale de la membrane admettra un développement de Bessel-












m ,n )cos mθ + (Bm ,n +B
∗
m ,n )sin mθ

, (2.224)








Jm (αm ,n r /a )iωm ,n

(Am ,n −A∗m ,n )cos mθ + (Bm ,n −B
∗
m ,n )sin mθ

, (2.225)
Les coefficients du développement s’obtiennent à l’aide des relations d’orthonormalisation (2.195)
et (2.205) pour les fonctions de Bessel avec conditions de Dirichlet, ainsi que celles des fonctions
trigonométriques sur l’intervalle [0, 2π],
∫ 2π
0
cos mθ cos m ′θdθ =(2)πδmm ′ , (m = 0), (2.226)
∫ 2π
0
sin mθ sin m ′θdθ =(0)πδmm ′ , (m = 0). (2.227)
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La projection de ψ0 sur Jm (αm ,n r /a )cos mθ et Jm (αm ,n r /a )sin mθ permet d’obtenir respective-

































alors que la projection de v0 sur Jm (αm ,n r /a )cos mθ et Jm (αm ,n r /a )sin mθ permet d’obtenir les






















2 J 2m+1(αm ,n )
¨
Am ,n −A∗m ,n





Ces deux relations conduisent à l’ensemble des coefficients Am ,n et Bm ,n .
2.C.4 Équation de Laplace en coordonnées sphériques et polynômes de Legendre
Dans ce paragraphe, nous allons examiner le problème de Sturm-Liouville dans le cadre de l’équa-
tion de Laplace en électrostatique. Le problème aux conditions limites exploite la symétrie sphé-





Deux hémisphères conductrices de rayon a , maintenues respectivement à un potentiel +V et −V . Les
hémisphères sont séparées par un anneau infinitésimal isolant dans le plan équatorial.
Considérons deux hémisphères conducteurs séparés par un anneau d’épaisseur infinitésimale. Les
parties hémisphériques supérieure et inférieure sont maintenues respectivement à un potentiel+V
et −V , ce qui correspond aux conditions aux limites pour le potentiel ψ. En l’absence de charges
libres, le potentiel électrostatique obéit à l’équation de Laplace
∇2ψ= 0, (2.230)
dont la solution ψ(r,θ ,ϕ)→ ψ(r,θ ) en coordonnées sphériques, est indépendante de l’angle azi-
mutal ϕ. Cette symétrie est imposée par des conditions aux limites
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indépendantes deϕ. Ainsi en utilisant la forme du laplacien en coordonnées sphériques, l’équation










































pour laquelle la partie radiale de gauche est séparée de la partie angulaire de droite. On introduit la
















−λΘ sinθ = 0. (2.236)
Équation angulaire et
polynômes de Legendre
Considérons dans un premier temps la partie angulaire. Par le chan-
gement de variable x = cosθ pour lequel sinθ =
p
1− x 2 et d x/dθ =
−
p







−λΘ = 0, (2.237)
qui est l’équation de Legendre (cf. éq. (2.86)). Par inspection, cette équation a des points réguliers
singuliers en x = ±1. Le point x = 0 est cependant régulier et admet donc une solution en série de







Sa substitution dans (2.237) conduit par la méthode de la section 2.B.1 conduit à la relation de ré-
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On constate que les coefficients des puissances paires sont séparés de ceux des puissances impaires.
En fait, l’équation de Legendre étant invariante sous transformation de parité x →−x , les solutions
seront donc de parité définie et on peut écrire la solution générale sous la forme d’une somme de
solutions paire et impaire











Bien que convergentes pour |x | < 1, ces séries divergent en x = ±1 qui sont des points réguliers
singuliers appartenant à l’intervalle de variation de θ , soit en θ = 0,π. Afin d’éviter la singularité en
ces points qui ne serait pas physique, on peut fixer la constante de séparation de manière à tronquer
les séries. Si −λ est un entier positif, il est clair selon (2.239), qu’il existe un n à partir duquel les
coefficients s’annuleront. Il est commode de remplacer −λ par l’expression
−λ= ℓ(ℓ+1), ℓ= 0, 1, . . . , (2.245)
où à chaque valeur de ℓ positive correspond une seule valeur de −λ. Pour chaque entier ℓ, il y aura
une solution particulière sous forme de polynômes, appelés polynômes de Legendre.
Pour ℓ = 0, 2, 4, . . ., on pose c1 = 0 et c0 ̸= 0, et on obtient facilement à l’aide de la relation de récur-
rence les quelques polynômes suivants Θℓ(x ) :



















De même pour ℓ= 1, 3, . . ., on pose c1 ̸= 0 et c0 = 0 pour obtenir selon (2.239)





























qui sont fonction de ℓ, ce qui fixe chaque constante devant les expressions entre crochets à un. Ces
dernières sont appelées polynômes de Legendre, et sont notés Pℓ(x ) :
P0(x ) = 1 (2.253)
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(35x 4−30x 2+3) (2.257)
...
Le tracé de quelques polynômes est donné à la figure 2.6. On remarque que le nombre de noeuds
(zéros) du polynôme Pℓ sur l’intervalle [−1, 1] correspond à la valeur de ℓ.











Tracé des cinq premiers polynômes de Legendre.










avec, par identification, p(x ) = 1− x 2, q(x ) = 0 et finalement, w (x ) = 1 pour la fonction poids. Selon
(2.181), l’ensemble des Pℓ obéiront à la relation d’orthonormalisation
∫ +1
−1
Pℓ(x )Pℓ′ (x )d x =Nℓδℓℓ′ , (2.259)
où Nℓ est la constante de normalisation.
Pour déterminer Nℓ, il est commode d’utiliser la fonction génératrice des polynômes de Legendre :
G (x , t ) =
1
p
1−2x t + t 2
. (2.260)
Pour |x |< 1 et t < 1, cette fonction admet en effet le développement
G (x , t ) = 1+
1
2
t (2x − t )+
3
222!
t 2(2x − t )2+ . . . +
1 ·3 · · · · (2n −1)
2n n !
t n (2x − t )n + . . . ,
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= 1+ x t +
1
2
(3x 2−1)t 2+ . . . ,
= 1+P1(x )t +P2(x )t






Si on intègre de part et d’autre le carré de cette équation sur l’intervalle [−1, 1], on obtient
∫ +1
−1























































P 2ℓ (x )d x , (2.262)
ce qui par égalité des puissances de part d’autre conduit à la normalisation
∫ +1
−1













Équation radiale Il nous reste maintenant à solutionner l’équation radiale (2.235). En utilisant
(2.245), celle-ci prend la forme










R = 0, (2.266)
laquelle coïncide avec l’équation d’Euler (2.88). L’équation auxiliaire ou indicielle donnera les deux





r ℓ, s1 = ℓ
r −(ℓ+1), s2 =−(ℓ+1).
La deuxième solution est singulière à l’origine et n’est pas acceptable physiquement. Seulement la
première solution, régulière sur tout l’intervalle [0, a ], doit être retenue.
Les fonctions propres solutions de l’équation de Laplace à r ≤ a seront alors données par
ψℓ(r,θ ) = r
ℓPℓ(cosθ ). (2.267)
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Les coefficients Aℓ de la série sont déterminés par la condition aux limites ψ(a ,θ ) spécifiées au






ψ(a ,θ )Pℓ(cosθ )sinθdθ (2.269)
Comme ψ(a ,θ ) est impaire par rapport à l’équateur en θ = π/2 et que les Pℓ ont une parité bien








Pℓ(cosθ )sinθdθ , ℓ= 1, 3, . . . (2.270)
2.C.5 Équation de Schrödinger pour l’atome d’hydrogène : fonctions de Legendre et
Laguerre associées
On considère dans ce qui suit le problème d’un électron de charge e – que l’on supposera sans spin
– sous l’action d’un potentiel central de Coulomb,




produit par un proton de charge positive, où r est la distance radiale relative entre le proton et l’élec-
tron. C’est le problème de l’atome d’hydrogène en mécanique quantique non relativiste. L’équation




∇2ψ(r, t )+V (r )ψ(r, t ) = iħh
∂ ψ(r, t )
∂ t
, (2.272)
où m (≈ me ) est la masse réduite. Comme V (r ) est indépendant du temps, on peut chercher des
états stationnaires de la formeψ(r, t ) = ϕ(r)χ(t ), ce qui conduit à la séparation des variables d’es-












où E est la constante de séparation ayant les unités d’énergie, soit celles des états stationnaires.
L’équation pour χ(t ) admet une solution immédiate sous forme d’exponentielle oscillante :
χ(t )∼ e −i E t /ħh . (2.274)










Eϕ(r) = 0, (2.275)
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ce qui par inspection suggère une séparation des variables r et θ ,φ pour la fonction d’onde :
ϕ(r) =R (r )Y (θ ,φ), (2.277)
pour laquelle, nous avons rassemblé toute la dépendance angulaire au sein de la fonction Y . En





































où l’égalité est satisfaite en introduisant une deuxième constante de séparation λ1 entre les va-











R + r 2
2m
ħh 2
E R +λ1R = 0 (2.279)













∂ 2Y (θ ,ϕ)
∂ φ2
−λ1Y (θ ,φ) = 0. (2.280)
Par l’absence de dérivées croisant θ et φ, cette dernière équation est également séparable. Ainsi,
en posant
























qui est ici aussi vérifiée avec l’introduction d’une autre constante de séparation λ2. On est donc















Nous procédons maintenant à la solution (2.284), (2.283) et (2.279).
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Considérons en premier lieu l’équation de la variable azimutale φ. Celle-ci doit obligatoirement
admettre une solution périodique par rotation de 2π autour de l’axe z , soit
Φ(φ+2π) =Φ(φ), (2.285)
à savoir que Φ est uniévaluée. On peut voir cette condition, comme une condition aux limites pé-






e ±i mφ , (2.286)
avec λ2 = −m 2 où selon (2.285), m = 0, 1,2, . . . est quantifié par un entier positif. Ici la constante
1/
p
2π assure la normalisation des Φm sur l’intervalle [0, 2π] :
∫ 2π
0
Φ∗m (φ)Φm ′ (φ)dφ =δm ,m ′ . (2.287)
On considère maintenant l’équation (2.283). Pour la fonction Θ, il est préférable de procéder au
changement de variable déjà introduit dans le cadre de l’équation de Laplace en coordonnées sphé-













Θ(x ) = 0. (2.288)
qui est l’équation de Legendre associée. Elle diffère de l’équation de Legendre (2.237) par le terme
supplémentaire en ‘m 2’. À l’instar de cette dernière, elle possède des points réguliers singuliers en
x =±1. Ainsi, en posant dans un premier temps, z = 1− x , l’équation (2.288) devient




z (2− z )

Θ = 0 (2.289)












Ainsi les deux racines diffèrent d’un entier et une seule solution série de Fröbenius pour s1 existe
autour de z = 0 (ou x = 1), l’autre solution pour s2 possède un point de branchement à z = 0 [c.f.
Eq. 2.108], ce qui n’est donc pas acceptable physiquement. Elle ne pourra donc pas être retenue.
On procède manière analogue autour de x =−1 en posant z = 1+ x . On obtient alors,




z (2− z )

Θ = 0 (2.291)
qui coïncide avec celle obtenue précédemment. Il en résulte qu’une seule série de Fröbenius existe
autour de z = 0 (x = −1) avec la même racine s1 = +m/2. De ce constat, il est commode pour
l’équation de Legendre associée (2.288 de poser une solution de la forme) :
Θ(x ) = (1− x 2)
m
2 u (x ), (2.292)
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qui après substitution et quelques lignes d’algèbre conduit à une équation pour u (x ) :
(1− x 2)u ′′(x )−2(m +1)x u ′(x )− (λ1+m 2+m )u (x ) = 0. (2.293)
Il s’agit maintenant de regarder la solution pour u (x ) autour cette fois-ci du point régulier x = 0,
avec la série de Taylor :






Sa substitution dans (2.293) conduit sans difficulté à la relation de récurrence pour les an :
an+2 =
(n +m )(n +m +1)+λ1
(n +1)(n +2)
an . (2.295)
D’emblée, les coefficients avec n pair sont découplés de ceux avec n impair, signifiant que nous
avons affaire à des solutions de parité déterminée. Cependant, la série de Taylor a un rayon de
convergence limitée. En effet, x = ±1 étant réguliers singuliers, la série divergera en ces points, ce
qui n’est pas acceptable physiquement – la fonction d’onde étant évidemment régulière aux pôles
θ = 0(x = 1) ou θ = π(x = −1). Pour remédier à ce problème, on peut tronquer la série à un poly-
nôme de puissance finie en fixant la constante de séparation λ1 à une valeur entière annulant an+2
pour un certain n et pour un m donné. Cette valeur de λ1 est nécessairement négative et satisfait la
relation







ce qui définit le nombre ℓ entier. On voit immédiatement que pour n = 0, ℓ = m , alors que pour
n > 0, ℓ >m . On conclut que ℓ, en tant qu’entier positif, est contraint par l’inégalité
ℓ≥m = 0, 1, 2, . . . . (2.297)
Nous verrons plus loin la signification physique très importante de cette contrainte pour le moment
cinétique de l’électron.
On peut maintenant expliciter à partir de la formule récurrence (2.295) et de (2.296) les polynômes
solutions de la fonction u , lesquels conduiront via (2.292) aux polynômes de Legendre associés de
première espèce. On vérifie également que dans le cas particulier m = 0, la relation de récurrence
(2.295) se réduit à celle de (2.239) pour les polynômes de Legendre,
Θm=0ℓ (x ) = Pℓ(x ). (2.298)
Dans le cas m ̸= 0, on peut expliciter à l’aide de (2.295) quelques polynômes. Pour ℓ= 1, nous aurons
m = 1 comme seule valeur de m admissible en conformité avec la contrainte (2.297). Dans ce cas,
nous avons qu’une solution paire avec a0 ̸= 0 et a2,4,... = 0, ce qui conduit à





P 11 (x )
. (2.299)
Pour ℓ = 2, nous aurons selon (2.297), les valeurs m = 1 et m = 2. Dans le premier cas, seule une









≡P 12 (x )
(2.300)
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a0 3(1− x 2)
  
≡P 22 (x )
(2.301)
et ainsi de suite pour les autres valeurs de ℓ et m . Dans les expressions précédentes, le choix de la
constante multiplicative dans la définition des P mℓ (x ) est fixé en fonction de la normalisation que
nous précisons sans démonstration en (2.303). En procédant de la même manière pour d’autres
valeurs de ℓ et m ̸= 0, on arrive à l’ensemble des polynômes de Legendre associés. En voici quelques
uns :
P 11 (x ) = (1− x
2)
1






P 21 (x ) = (1− x
2)
1
2 3x , P 23 (x ) = 15x (1− x
2),
P 22 (x ) = 3(1− x




. . . . (2.302)
Comme l’équation de Legendre associée (2.288) peut être mise sous la forme d’un problème Sturm-
Liouville sur l’intervalle x ∈ [−1, 1], avec conditions aux limites en x =±1, les P mℓ (x ) sont des poly-
nômes orthogonaux pour différentes valeurs de ℓ. La relation d’orthonormalisation sera de la forme
∫ +1
−1
P mℓ (x )P
m






Afin d’avoir des fonctions orthogonales Θmℓ (x ) normées à 1, on peut ajuster chaque constante
comme une fonction de ℓ et m et définir







P mℓ (x ), (2.304)





ℓ′ (x )d x =δℓℓ′ , (2.305)





ℓ′ (θ )sinθdθ =δℓℓ′ . (2.306)
Harmoniques sphériques Nous sommes maintenant en mesure de construire les fonctions nor-
malisées Y (θ ,φ) de l’angle solide Ω = (θ ,φ) et connues sous le nom
d’harmoniques sphériques. Selon la définition (2.281), et les expressions (2.304) et (2.286), on peut
écrire
Y (θ ,φ)→ Y mℓ (θ ,φ) =Θ
m
ℓ (θ )Φm (φ), (2.307)
ce qui devient explicitement






P mℓ (cosθ )e
±i mφ (2.308)
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où αℓ,m est une convention de phase : αℓ,±m = (−1)ℓ±m . Les harmoniques sphériques obéissent à la
relation
Y m∗ℓ (θ ,φ) = (−1)
m Y −mℓ (θ ,φ). (2.309)










Y m∗ℓ (θ ,φ)Y
m
ℓ (θ ,φ) =δℓℓ′δmm ′ . (2.310)
Les Y mℓ sont donc des fonctions propres de l’angle solide Ω. Ainsi toute fonction f (θ ,φ), continue
en (θ ,φ), peut être décomposée sur les harmoniques sphériques,





ℓ (θ ,φ) (2.311)
où les composantes du développement sont données par
Aℓ,m =
∫
f (θ ,φ)Y m∗ℓ (θ ,φ)dΩ. (2.312)
Voici quelques harmoniques sphériques :














sinθ e ±iφ (2.315)












R + r 2
2m
ħh 2
E R − ℓ(ℓ+1)R = 0. (2.316)


















u = E u (2.317)
et transforme la partie radiale en une équation de Schrödinger effective ‘unidimensionnelle’ pour










lequel comprend outre la partie coulombienne attractive provenant du noyau, une contribution
répulsive de la ‘ barrière centrifuge’ ∼ ℓ(ℓ+1)/r 2 éloignant la particule de ce dernier.
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Afin de parvenir à une solution pour u (r ) et finalement R (r ), il est instructif de travailler en variables
réduites sans dimension. On introduit les grandeurs caractéristiques de la veille théorie des quanta,




























u −λ2u = 0, (2.323)
laquelle présente un point régulier singulier à l’origine. À l’instar de la situation pour l’oscillateur
harmonique linéaire (§ 2.B.1), il est utile de dégager le comportement de l’équation à ρ→∞, soit








laquelle admet une seule solution acceptable physiquement, soit
u ∼ e −λρ , (2.325)
qui est compatible avec un comportement de carré sommable pour la fonction d’onde d’un état lié.
Pour la partie radiale, on posera donc, u = e −λρ y (ρ), qui par substitution dans (2.323) donne l’équa-












y = 0 (2.326)








ce qui par substitution conduit à l’équation indicielle
s 2− s − ℓ(ℓ+1) = 0, (2.328)
et aux exposants s1 = ℓ+ 1 et s2 = −ℓ. D’emblée, la solution donnée par s2 présente une singularité
non physique à l’origine et ne peut donc être retenue. On pose alors pour la première solution,
y =ρℓ+1L (ρ), (2.329)
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où L (ρ) est une nouvelle fonction d’interpolation entre les grandes et les faibles distances. La fonc-
tion radiale u devient
u ∼ρℓ+1L (ρ)e −ρλ. (2.330)




















u −u = 0, (2.331)
avec la redéfinition ρ̄ =λρ, suivie de λ̄= 2/λ. On substitue alors l’expression
u ∼ ρ̄ℓ+1L (ρ̄)e −ρ̄ (2.332)







+2[n − (ℓ+1)]L = 0, (2.333)








+ [n − (ℓ+1)]L = 0. (2.334)
On reconnaît la forme de l’équation hypergéométrique confluente (2.144) avec le dictionnaire de
correspondances a↔ (ℓ+1)−n et c↔ 2(ℓ+1). Ainsi,
L (ρ̃)→Φ
 
(ℓ+1)−n , 2(ℓ+1), ρ̃

, (2.335)
où Φ est la fonction hypergéométrique confluente avec le développement en série (2.145).
La solution radiale R (ρ) est donc de la forme
R (ρ)∼ρℓΦ
 
ℓ+1−n , 2(ℓ+1), 2ρ/n

e −ρ/n . (2.336)
Il suffit maintenant d’établir les conditions pour qu’une telle fonction puisse être de carré som-
mable. En fait, dans la limite des grandes distances, la fonction hypergéométrique confluente
(2.145) possède le comportement asymptotique suivant :
Φ(a , c , x →∞)→
Γ (c )
Γ (a )





e +ρ/2n , (2.338)
qui présente une croissance exponentielle non physique, sauf si
ℓ+1−n =0−1,−2, . . .
≡−k +1, k = 1, 2, 3, . . . , (2.339)
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est un entier négatif ou nul. Dans ces conditions, Γ (1− k ) = ±∞ 9, impliquant à son tour, R (ρ →
∞) = 0, et qui est acceptable physiquement.
L’impact de cette condition est considérable. D’une part, selon l’expression de la fonction hy-
pergéométrique confluente (2.145), lorsque a = 1 − k est un entier négatif ou nul, la fonction
Φ
 
1 − k , 2(ℓ + 1), 2ρ/n

devient un polynôme de degré fini dont les caractéristiques seront préci-
sées ci-dessous. De plus, la condition (2.339) mène directement à la quantification de l’énergie. En
effet, selon (2.339), n = k + ℓ = 1, 2, . . . est un entier positif non nul et si on revient à l’expression
(2.322) pour l’énergie, on aura
E → En =−
EI
n 2
, n = ℓ+k = ℓ+1,ℓ+2, . . . (2.340)
qui correspond à l’énergie des états liés de l’atome d’hydrogène.
Selon (2.277) et (2.336), les fonctions propres (états stationnaires) d’énergie En sont données par





e −ρ/n Y mℓ (θ ,φ), (2.341)
où les n ,ℓ, m constituent les nombres quantiques des états stationnaires de l’atome d’hydrogène.
Afin de normaliser (2.349), il nous faut spécifier la nature polynomiale de Φ
 
1− k , 2(ℓ+ 1), 2ρ/n

en fonction des nombres quantiques k (ou n) et ℓ. Pour y parvenir, il est instructif de revenir à
















]L = 0. (2.342)
Cette équation est connue sous le nom de d’équation de Laguerre associée. Elle se distingue de
l’équation de Laguerre par la présence des termes en µ. Comme nous venons de le voir les solu-
tions pourµ et s entiers sont des polynômes, les polynômes de Laguerre associés, que nous noterons
L
µ
s (ρ̃). Ils sont liés à la fonction hypergéométrique confluente par la relation :
Lµs (ρ̃) =Φ(µ− s ,µ+1, ρ̃) (2.343)





9. On peut étendre la définition de la fonction Gamma Γ (m ) en (1.232) vers des valeurs m négatives en utilisant la
relation de récurrence
mΓ (m ) = Γ (m +1).
Ainsi, si m = j + l où j est un entier négatif ou nul et l est un entier positif ou nul tel que m +1> 0, nous pouvons écrire
Γ ( j ) =
Γ ( j + l +1)
( j + l )( j + l −1) · · · j
qui définit Γ ( j ≤ 0) à l’aide de Γ ( j + l + 1) = ( j + l )! [Γ (1) = 0! = 1] et d’un pôle simple suite à une des parenthèses au
dénominateur qui passe par zéro. Ainsi Γ ( j ) = (−1) j∞, pour j ≤ 0.
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où les L s (ρ̃) peuvent être obtenus par la formule de Rodrigues 10 :








On note que L 0s (ρ̃) = L s (ρ̃). Voici quelques polynômes de Laguerre associés :
L 11(ρ̃) =−1; L
1
2(ρ̃) = 2ρ̃−4; L
2









3−48ρ̃2+144ρ̃−96; . . . . (2.346)





s ′ (ρ̃)d ρ̃ =
(s !)3
(s −µ)!
δs s ′ (2.347)
Si on revient aux états stationnaires, elles peuvent être dès lors être mises sous la forme :
ϕn ,ℓ,m (r) =Cn ,ℓρ̃
ℓL 2ℓ+1n+ℓ (ρ̃)e
−ρ̃/2Y mℓ (θ ,φ) (2.348)




|ϕn ,ℓ,m |2r 2d r dΩ= 1,
ce qui à l’aide de (2.310) et (2.347) permet d’écrire à un facteur de phase près 11
ϕn ,ℓ,m (r) =

4(n − ℓ−1)!














na0 Y mℓ (θ ,φ), (2.349)
en tant qu’états stationnaires normalisés pour l’atome d’hydrogène.
Harmoniques sphériques et moment cinétique orbital
Lors de la solution de la partie angulaire de l’équation de Schrödinger, nous avons fait apparaître
le nombre quantique ℓ lié à la constante de séparation λ1 en (2.296), permettant de rendre la fonc-
tion Θmℓ (θ ) analytique sur tout l’intervalle [0,π] pour l’angle θ . La signification physique de ℓ n’est
cependant pas transparente. Comme ℓ est lié à la variable angulaire θ , on peut s’attendre à ce que
le moment cinétique orbital soit en fait relié à ce nombre quantique. Ce qu’on se propose de faire
dans ce paragraphe, c’est de montrer que les harmoniques sphériques Y mℓ (θ ,φ) sont en fait des
fonctions propres simultanées du carré du moment cinétique L2 et de sa composante Lz .
10. On notera ici que le choix de la constante multiplicative dans l’expression des Lµs diffère d’un texte à l’autre. Ici, nous
avons pris la convention d’exclure le facteur 1/s ! dans le membre de droite de la relation de Rodrigues. Évidemment, la
relation d’orthonormalisation (2.347) reflètera cette convention.








qui, à l’aide de la relation d’orthonormalisation (2.347), conduit au résultat particulier :
∫ ∞
0





lequel intervient dans la normalisation de la partie radiale des fonctions d’onde.
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En mécanique classique, le moment cinétique de l’électron est donné par l’expression
L⃗ = r×p. (2.350)
En mécanique quantique, cette quantité physique devient, via le principe de correspondance, l’ob-
servable L :




où p=−iħh∇ est la quantité de mouvement en mécanique quantique. Le produit vectoriel conduit












(x∂y − y ∂x ). (2.354)
La transformation de ces expressions en coordonnées sphériques est effectuée avec les relations
suivantes entre coordonnées cartésiennes et sphériques :
x = r sinθ cosφ, (2.355)
y = r sinθ sinφ, (2.356)
z = r cosθ , (2.357)
et









Les dérivées sont quant à elles reliées par la transformation :
∂i = ∂i r ∂r + ∂iθ∂θ + ∂iφ∂φ , (2.361)
où i = x , y , z . Quelques manipulations algébriques permettent d’obtenir sans difficulté :





















sinθ ∂θ . (2.364)





(−sinφ∂θ − cotθ cosφ∂φ), (2.365)
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Après quelques manipulations algébriques, le carré du moment cinétique devient





















qui est donc un opérateur différentiel du second ordre indépendant de la variable radiale r .
Considérons alors l’équation Sturm-Liouville :
















Ȳλ(Ω) = λħh 2Ȳλ(Ω) (2.369)
exprimée en termes de l’angle solide Ω = (θ ,φ) ; λ est la valeur propre sans dimension et Ȳλ(Ω), la
fonction propre correspondante, qui sera prise normalisée,
∫
Ȳ ∗λ (Ω)Ȳλ(Ω)dΩ= 1, (2.370)
avec dΩ= sinθdθdφ. Si on regarde l’expression
∫









= λħh 2 ≥ 0, (2.371)
on en conclut que si L est un opérateur hermitique (L = L∗), la valeur propre λ est nécessairement
positive ou nulle. On posera donc
λ≡ ℓ̄(ℓ̄+1), (2.372)
où ℓ̄≥ 0. 12
Si on revient maintenant à l’équation (2.281) régissant les harmoniques sphériques, on a selon λ1














∂ 2Y mℓ (θ ,ϕ)
∂ φ2
=ℓ(ℓ+1)Y mℓ (θ ,φ),















Y mℓ (θ ,φ) =ħh
2ℓ(ℓ+1)Y mℓ (θ ,φ),











soit une seule racine positive, ℓ̄+, pour chaque λ positif, ce qui établit (2.372).
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L2Y mℓ (θ ,φ) =ħh
2ℓ(ℓ+1)Y mℓ (θ ,φ) (2.373)
laquelle coïncide avec l’équation aux valeurs propres de L2 en (2.369). On démontre ainsi la corres-
pondance suivante :
ℓ̄≡ ℓ=0, 1, 2, . . . , (2.374)
Ȳλ(Ω)≡Y mℓ (θ ,φ). (2.375)
Finalement, à partir de l’expression de Lz en (2.367) et l’expression des harmoniques sphériques
(2.373), il est aisé de vérifier l’équation aux valeurs propres de Lz :
Lz Y
m
ℓ (θ ,φ) =mħh Y
m
ℓ (θ ,φ). (2.376)
Selon (2.373) et (2.376), il résulte donc que les harmoniques sphériques, {Y mℓ (θ ,φ)}, sont à la fois
fonctions propres de L2 et de Lz avec les valeurs propres quantifiées respectives ħh 2ℓ(ℓ+ 1) et mħh .
Comme la valeur de m doit satisfaire ℓ ≥m [cf. (2.297) ], il s’ensuit qu’il existe 2ℓ+ 1 harmoniques
sphériques indépendantes pour chaque valeur de ℓ :
Y −mℓ (θ ,φ), Y
−m+1
ℓ (θ ,φ) . . . Y
0
ℓ (θ ,φ), Y
1
ℓ (θ ,φ), . . . , Y
m−1
ℓ (θ ,φ), Y
m
ℓ (θ ,φ). (2.377)
Le nombre 2ℓ+ 1 correspond aux nombres de projections possibles (valeurs propres mħh) du mo-
ment cinétique Lz pour un ℓ donné.
Fonctions propres et orbitales de l’hydrogène atomique
On est en position d’exprimer les fonctions propres ou orbitales de l’atome d’hydrogène en fonction
de l’énergie En telle que donnée en (2.340). Ainsi, le niveau fondamental d’énergie la plus basse
correspond à la valeur minimale prise par n , soit n = 1 avec l’énergie E1 = −EI (≃ −13.6eV). Si la
valeur minimale prise par k est k = 1, alors on doit avoir obligatoirement ℓ = 0, et par conséquent
m = 0. Avec la triade de nombres quantiques (n ,ℓ, m )→ (1,0, 0), l’expression de la fonction d’onde











e −r /a0 (1s ) (2.378)
qui décrit un nuage d’amplitude de probabilité sans noeuds et décroissant exponentiellement en
fonction de la distance. Cette orbitale est appelée ‘1s ’ (s pour sharp) et est non dégénérée : une
seule fonction d’onde est associée à l’énergie du fondamental. Le niveau de dégénérescence g = 1.
Si on passe au premier niveau excité, soit n = 2 ayant comme énergie E2 =−EI /22. Selon (2.340), il y
a alors deux couples de valeurs (ℓ, k ) possibles conduisant à n = 2, soit (0, 2) et (1, 1). Dans le premier














[1− r /(2a0)]e −r /(2a0), (2s ). (2.379)
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Chapitre 2. Équations différentielles
qui est également un niveau à symétrie sphérique avec cependant un noeud à r = 2a0. C’est le
niveau 2s . Pour le deuxième couple de nombres quantiques (1, 1), ℓ= 1 donnera trois possibilités de


























































e −r /(2a0) sinθ e +iφ , (2p+1). (2.382)
Ces fonctions d’onde correspondent respectivement aux orbitales 2p−1, 2pz , et 2p+1 (p pour prin-
cipal). Les orbitales 2s , 2pz et 2p±1 appartiennent au même niveau d’énergie n = 2, ce qui entraîne
une dégénérescence g = 4.
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