Abstract-This tutorial paper overviews recent developments in optimization-based approaches for resource allocation problems in wireless systems. We begin by overviewing important results in the area of opportunistic (channel-aware) scheduling for cellular (single-hop) networks, where easily implementable myopic policies are shown to optimize system performance. We then describe key lessons learned and the main obstacles in extending the work to general resource allocation problems for multihop wireless networks. Towards this end, we show that a clean-slate optimization-based approach to the multihop resource allocation problem naturally results in a "loosely coupled" cross-layer solution. That is, the algorithms obtained map to different layers [transport, network, and medium access control/physical (MAC/PHY)] of the protocol stack, and are coupled through a limited amount of information being passed back and forth. It turns out that the optimal scheduling component at the MAC layer is very complex, and thus needs simpler (potentially imperfect) distributed solutions. We demonstrate how to use imperfect scheduling in the cross-layer framework and describe recently developed distributed algorithms along these lines. We conclude by describing a set of open research problems.
I. INTRODUCTION
O PTIMIZATION-based approaches have been extensively used over the past several years to study resource allocation problems in communication networks. For example, Internet congestion control can be viewed as distributed primal or dual solutions to a convex optimization problem that maximizes the aggregate system performance (or utility). Such approaches have resulted in a deep understanding of the ubiquitous transmission control protocol (TCP) and resulted in improved solutions for congestion control [1] - [6] .
The key question is whether such approaches can be applied to emerging multihop wireless networks to enable a clean-slate design of the protocol stack. 1 Indeed there are unique challenges in the wireless context that do not allow a direct application of such techniques from the Internet setting. In particular, the wireless medium is an inherently multiaccess medium where the transmissions of users interfere with each other and where the channel capacity is time-varying (due to user mobility, multipath, and shadowing). This causes interdependencies across users and network layers that are simply not present in their wireline counterparts. In spite of these difficulties, there have been significant recent advances that demonstrate that wireless resources across multiple layers (such as time, frequency, power, link data rates, and end-user data rates), can be incorporated into a unified optimization framework. Interestingly, as will be described in detail in Section III, the solution of such an optimization framework will itself exhibit a layered structure with only a limited degree of cross-layer coupling.
We will illustrate the use of such an optimization approach for two classes of cross-layer problems, namely, the opportunistic scheduling problem in cellular (or access-point-based single-hop networks), and the joint congestion-control and scheduling problem in multihop wireless networks. We will see that convex programming is an important tool for this optimization approach; in particular, Lagrange duality is a key tool in decomposing the otherwise complex optimization problem into easily solvable components. However, we will also see that convex programming is often not enough. In fact, unlike their wireline counterparts, the essential features of many wireless cross-layer control problems are not convex. For example, due to interference, wireless networks typically require sophisticated "scheduling" mechanisms to carefully select only a subset of links to be activated at each time. In wireless networks, the capacity of each link depends on the signal and interference levels, and thus depends on the power and transmission schedule at other links. This relationship between the link capacity, power assignment, and the transmission schedule is typically nonconvex. Therefore, the scheduling component needs to solve a difficult nonconvex problem, and usually becomes the bottleneck of the entire solution.
These inherent nonconvex features require that advanced techniques in addition to convex programming be used to satisfactorily solve the cross-layer control problem in wireless networks. In this tutorial, we will see a few examples where tools from convex programming, combinatorial optimization, stochastic stability, graph theory, large deviations, and heavy-traffic limits are used to obtain realistic and efficient solutions to the cross-layer control problem.
We acknowledge that cross-layer optimization has become a very active research area in the last few years. A comprehensive survey would be difficult due to the space constraints in this special issue. Hence, this tutorial is by no means an exhaustive survey of all subjects in cross-layer optimization. Rather, our focus is to provide the readers with a sketch of the main issues, challenges, and techniques in this area, and also identify the main open problems to the community. For another survey in this area see [7] .
The rest of this tutorial is organized as follows. Section II will begin with an exposition of the important problem of scheduling in cellular networks. Here, the emphasis is on incorporating physical-layer channel information into the scheduling decision. In Section III, we investigate the joint congestion-control and scheduling problem in multihop wireless networks. The general formulation provided in Section III elegantly decomposes the cross-layer problem into a congestion control component and a scheduling component. However, due to nonconvexity, the perfect scheduling component is usually very complex and difficult to implement in real networks. One approach to address this complexity is to use simpler (and potentially distributed) imperfect scheduling components in the cross-layer solution. However, the impact of these imperfect scheduling policies on the overall solution must be carefully studied. This is the subject of Section IV. In Section V, we will describe recent developments in obtaining imperfect distributed scheduling policies with provably achievable throughput bounds. We then conclude with a set of open problems.
II. OPPORTUNISTIC SCHEDULING FOR CELLULAR WIRELESS NETWORKS
In this section, we focus on the opportunistic scheduling problem in cellular networks (the results also apply to access-point-based single-hop wireless networks). Over the last few years, this multiuser scheduling problem has received significant attention in both academia and industry. These scheduling schemes have been motivated by the unique features in wireless networks: scarce resources, mobile users, interference from other users in the network, and time-varying channel conditions (due to fading and mobility). Hence, good scheduling schemes in wireless networks should opportunistically seek to exploit channel conditions to achieve higher network performance. For example, consider a cellular network that consists of a base station and users. Further, assume a time-slotted system and downlink communications, i.e., from the base station to the users (receivers). Then, the base station can determine which user(s) to transmit to, based on the channel conditions. The idea is that transmissions to receivers with favorable channel conditions [e.g., with higher signal-to-interference-and-noise ratio (SINR)] allows the base station to transmit at a higher rate (using adaptive modulation and coding schemes) for a given target bit-error rate. Thus, the base station can opportunistically exploit the channel conditions to achieve higher network performance. It should be noted here that the idea of exploiting multiuser diversity is in contrast to traditional methods (e.g., spread spectrum, repetitive coding, and power averaging, etc.), where the goal is to smooth out channel variability rather than to exploit it. Opportunistic scheduling achieves multiuser diversity gains because when users experiencing good channels are selected, it enables the system to potentially operate close to its peak rather than average performance.
In [8] , under an additive white Gaussian noise (AWGN) model, it has been shown that the sum capacity 2 of a wireless system is maximized when only one user is selected to transmit at any given time. This result can be shown for either uplink or downlink assuming complete channel information at both the receiver and the transmitter. The user with the best channel condition is chosen for transmission. However, in a networking context, the difficulty with such a solution is that while it maximizes the overall throughput, it could result in significant unfairness among the users. For example, under such a scheme users that are close to the base station may always be favored over those that are further away, resulting in potentially poor performance for certain users in the system. Such an approach is especially troubling for high-data-rate wireless users that may have stringent quality-of-service (QoS) requirements.
In order to address the above concerns, there have been several approaches to ensure fairness/QoS in a wireless context. For simplicity of presentation, we will focus on the downlink, i.e., base station to user communication. We will overview opportunistic scheduling solutions that have been derived for both infinite-and finite-backlogged cases.
A. Infinite-Backlog Case
The infinite-backlog case is often studied in communication systems to evaluate protocols and study their maximum achievable performance. It is also simple and results in a tractable solution that provides important insights. The objective in our context is to find a feasible scheduling policy that maximizes the overall system performance for given fairness/QoS requirements. A policy maps a vector to , which is the index of the user selected for transmission. Here, is the data rate transmitted to user if it is selected for transmission, is the utility function of user , and measures the value or benefit to user of the receiving data rate . Note that is a function of the channel condition and the coding and modulation scheme used. There have been many scheduling schemes that address this problem [9] - [13] . Interestingly, most of these approaches result in an optimal solution that can be expressed in the form of simple myopic index policies given by (1) where and are constants and can be viewed as Lagrange multipliers. For example, consider the following problem studied in [12] , [13] : (2) where is the set of all stationary scheduling policies, and is the minimum fraction of time-slots assigned to user (i.e., fairness in time). Clearly, this is a nonlinear optimization problem. However, it can be readily shown that policy (1) with and some appropriate choice of is optimal (i.e., maximizes the expected system utility). The optimal policy (1) would be executed at each time slot and can be obtained through a stochastic approximation algorithm, as shown in [13] . Similarly, instead of temporal fairness, let us now consider other forms of QoS.
• Fairness in utility: Each user receives at least a fraction of the aggregate utility value [11] , [13] .
• Minimum data rate requirement: Each user receives a minimum data rate of bps [13] .
• Proportional fairness: Here, the objective is to achieve a solution that is proportionally fair, i.e., increasing the mean throughput of one user from the optimal level by results in a cumulative percentage decrease by greater than of the mean throughput of other users [14] . It turns out that such a solution is achieved when the optimization problem is to maximize the sum of the logarithms of the expected rates (or the product of the expected rates), i.e.,
In each of these cases it can be shown that the optimal solution will correspond to (1), now with . Thus, these results tell us that simple myopic index scheduling policies can be used to opportunistically improve the system performance in wireless networks.
B. Stability of Opportunistic Scheduling Schemes
The problem that we have described so far assumed an infinitely backlogged system with the objective of maximizing the aggregate system utility under QoS/fairness constraints. Another important class of problems deals with the development of opportunistic scheduling schemes with the intention of accommodating the maximum possible offered load on the system without violating stability or other QoS constraints. Here, the problem moves from the maximization of utility to stochastic stability. The work has largely been motivated by the seminal work on throughput-optimal 3 scheduling [15] . This work shows that scheduling schemes that maximize the queue-weighted sum 3 A scheduling scheme is said to be throughput optimal if it stabilizes the system whenever any other feasible scheduler can stabilize the system. of the rates are throughput optimal. For the case of cellular networks, the scheduling scheme is of the following form: (3) where is the queue length of user , and is again the data rate transmitted to user . While this scheduling solution does not account for fairness, it provides the important insight that queuelength information is critical in developing throughput optimal scheduling schemes. This idea has been further developed into a general class of queue-length-based (or, equivalently, delaybased) opportunistic scheduling schemes that focus on stability and throughput optimality [16] - [20] .
For example, in [16] , [17] , simple index scheduling policies of the following form are shown to be throughput optimal: (4) where is a constant, is the head-of-the-line packet delay at queue , and as before is the data rate of user . In [17] and [18] , a related delay-based index policy that provides exponential weight to the delay (the so-called exponential rule) is shown to be throughput optimal.
Throughput optimal scheduling schemes have also been derived in [21] , where the authors also incorporate flow-level dynamics into their model. In particular, the authors model users arriving to the system with a random amount of workload (e.g., a file size), and departing when this workload has been transmitted. Recently, in [22] and [23] , the authors have attempted to characterize the impact of different forms of scheduling on stability and QoS using techniques from large-deviation and heavy traffic limits. The key results from these works emphasize the importance of queue-length-based (QLB) scheduling [e.g., in the form of (3) and (4)] for finite-backlogged systems when there are delay constraints. Under certain conditions, it can be shown that, when there are delay constraints, the network throughput of QLB policies is larger than policies for which queue-length information is not taken into account, e.g., (1) . Moreover, for a given delay violation constraint, when the number of users in the system increases, the total network throughput under policy (1) initially increases, and then eventually decreases to zero, but not so under the QLB policy. This should not be entirely surprising since index policies of the form (1) are agnostic to the delays incurred for different users and may not serve users whose queues are building up fast enough to remain within a delay violation probability.
C. Limitations and Lessons Learned
Thus far, we have focused on opportunistic scheduling solutions for cellular systems. For such systems, one can often find simple myopic index policies that are optimal and easy to implement. However, scheduling cannot address the problem of ensuring that the system is operating in a stable or feasible regime. Hence, while opportunistic scheduling expands the capacity region over its nonopportunistic counterparts, it may be difficult to utilize this gain if we are unable to operate the system close to the boundary of the capacity region. For example, if one were to make a conservative estimate of the boundary of the capacity region, and traffic were injected into the system based on this conservative estimate, the opportunistic gains may never be realized. Thus, it is imperative that one solves the problem of determining the rates to be injected into the network (i.e., congestion control to be discussed in Section III) jointly with which user(s) to be scheduled for transmission (i.e., opportunistic scheduling).
Further, when we move from cellular to multihop wireless systems, we encounter other difficulties that need to be addressed. For example, how should one determine the end-to-end data rates for the users? When should a given link be activated in the network? What should be the forwarding rate of each link along with its power allocation, coding and modulation schemes? How can one ensure that the rate provided by the links is enough to support the end-to-end rate of all users? The potential state space in a moderately sized multihop network could be quite large, so can one develop low-complexity solutions to these problems? Perhaps, most importantly, how does one go about developing efficient distributed solutions to these problems?
In the next few sections, we will describe some of the recent research developments that have taken place in addressing the above problems.
III. CROSS-LAYER CONGESTION CONTROL AND SCHEDULING FOR MULTIHOP WIRELESS NETWORKS
In this section, we study the following problem in multihop wireless networks: how does one jointly choose the end-to-end data rate of each user and choose the schedule for each link? (Here, as in Section II, we will use the term schedule to refer to the joint allocation of resources at medium access control/physical (MAC/PHY) layers, which include modulation, coding, power assignment and link schedules, etc.) As we will see, the solution to this problem is obtained by choosing an appropriate congestion control algorithm to regulate the user data rates and a scheduling policy which is a modification of the QLB scheduling algorithm in the previous section. While congestion control has been studied extensively for wireline networks [1] - [6] , these results cannot be applied directly to multihop wireless networks because the link capacity in multihop wireless networks varies and depends on the scheduling policies at the underlying layers. There have been attempts to solve this cross-layer control problem using a "layered" approach [24] - [27] . The approach is to find a feasible rate region that has a simpler set of constraints similar to that of wireline networks, and then develop congestion controllers that compute the rate allocation within this simpler rate region. Unfortunately, for general network settings, it is not always possible to find such a simpler rate region. Further, because the rate region reduces the set of feasible rates that congestion control can utilize, the layered approach results in a conservative rate allocation.
The general cross-layer solutions for jointly optimizing congestion control and scheduling have recently been developed by a number of researchers [20] , [28] - [34] . In this section, we will review two types of formulations and solutions that can potentially be used for online implementation.
A. The Model
We consider a multihop wireless network with nodes. Let denote the set of links (i.e., node pairs) such that the transmission from node to node is allowed. Due to the shared nature of the wireless media, the data rate of a link depends not only on the power assigned to the link, but also on the interference due to the power assignments on other links. (In this paper, we often refer to as the power assignment, however, the same formulation would clearly apply if represents other types of resource control decisions at link , e.g., activation/inactivation, or a random-access attempt-probability.) Let denote the power assignments and let denote the data rates. We assume that , i.e., the data rates are completely determined by the global power assignment. (One can also extend the model to incorporate channel variations, see Section III-D.) The function is called the rate-power function of the system. There may be constraints on the feasible power assignment. For example, if each node has a total power constraint , then . Let denote the set of feasible power assignments, and let . We assume that , the convex hull of , is closed and bounded. There are users and each user is associated with a source node and a destination node . Let be the rate with which data is sent from to , over possibly multiple paths and multiple hops. We assume that is bounded in . Each user is associated with a utility function , which reflects the "utility" to the user when it can transmit at data rate . We assume that is strictly concave, nondecreasing and continuously differentiable on . The use of such utility functions is common in the congestion control literature to model fairness, since with different utility functions the rate allocations that maximize the total system utility can be mapped to a range of fairness objectives [35] , [36] .
We assume that time is divided into slots. At each time slot, the scheduling policy will select a power assignment vector (or, equivalently, ), and select data to be forwarded on each link. Given a user rate vector , we say that a system is stable under a scheduling policy if the queue length at each node remains finite. We can then formulate the following joint congestion-control and scheduling problem.
• The Congestion-Control Problem: Find the user rate vector that maximizes the sum of the utilities of all users subject to the constraint that the system is stable under some scheduling policy.
• The Scheduling Problem: For any user rate vector picked by the congestion-control problem, find a scheduling policy that stabilizes the system. Define the capacity region of the system as the largest set of rate vectors such that for any , there exists some scheduling policy that can stabilize the network under the offered-load . Hence, the congestion control part of the problem is simply (5) In the sequel, we will review two different ways of stating the capacity region , which then lead to different solutions.
B. The Node-Centric Formulation
In the node-centric formulation, a user rate vector is in the capacity region if and only if there exists a link rate vector associated with each destination node , and the vector satisfies [15] , [37] 
where can be interpreted as the rate on link that is allocated for data towards destination . These set of equations simply represent a balance of incoming rates and outgoing rates at each node. The convex-hull operator is due to a standard timeaveraging argument [15] , [37] - [39] .
The Solution: Although the rate-power function is generally a nonconvex function, the convex-hull operator in fact makes the capacity region a convex set. Hence, the problem (5) has a dual such that there is no duality gap [28] . Associating a Lagrange multiplier for each constraint in (6), we can then obtain the following solution [28] , [32] , [33] .
• The data rates of the users are determined by
• The schedule is determined by first solving the following subproblem:
Each link then picks the corresponding power assignment that achieves , and computes the vectors as follows: For each link , let , and let if and , otherwise.
• The Lagrange multipliers are updated by (9) where , is a sequence of positive step-sizes. The physical interpretation of this set of equations is as follows. The Lagrange multiplier can be viewed as a scalar multiple of the queue length at node for packets destined to node . Equation (7) corresponds to the congestion control component for determining the data rate of each user. Equation (8) corresponds to the scheduling component. The network first computes the power assignment that corresponds to . Then, each link will route data destined to the destination that corresponds to the largest differential backlog . Note that given , the congestion control decision and the scheduling decision are made independently. Finally, (9) corresponds to the evolution of the queue length at each node.
One can then show the following convergence result [28] . Proposition 1: If then as , where is the unique optimal solution to problem (5) .
Alternatively, if does not approach zero, then as long as it is small, one can still show that will converge to a small neighborhood around . Further, all queues will remain finite, and hence the schedules also stabilize the network.
C. Link-Centric Formulation
The link-centric formulation differs from the node-centric formulation in that the capacity constraints are stated as balance equations for each link. For simplicity, we focus on the case where the routes for each user are predetermined. Let denote the routing matrix, where if traffic of user passes through link , , otherwise. Then, an end-to-end user rate vector belongs to the capacity region if and only if there exists a link rate-vector such that ( 
10)
The Solution: The capacity region is a convex set, as in the case of the node-centric formulation. Associating a Lagrange multiplier for each constraint in (10), we can obtain the following solution [28] , [29] .
• The data rates of the users are determined by (11) • The schedule is determined by solving the following subproblem:
Each link then picks the corresponding power assignment that achieves .
• The Lagrange multipliers are updated by (13) where , is a sequence of positive step-sizes.
The above solution has a similar physical interpretation to the node-centric solution. Further, a convergence result similar to Proposition 1 can be shown [28] , [29] . In the case of cellular networks, the node and link-centric formulations are identical, a case which has been considered in [30] .
D. Node-Centric Versus Link-Centric Formulation
We make the following remarks. Decomposition: Given , we have decomposed the problem into a congestion control component [ (7) or (11)], and a scheduling component [(8) or (12)], each of which can be solved independently given the Lagrange multipliers or . However, the scheduling component of the node-centric formulation incorporates the routing functionality, while the scheduling component of the link-centric formulation does not. Hence, different formulations can result into decomposition between different layering boundaries.
Feedback: In both formulations, given the Lagrange multipliers, each user then solves its own utility maximization problem (7) or (11) independently. These Lagrange multipliers can be interpreted as the implicit costs for the resources. However, note that in the node-centric formulation, the congestion control component of user reacts to the implicit cost at the source node , while in the link-centric formulation, the congestion control component reacts to the sum of the implicit costs along the path of user . Thus, the node-centric formulation does not require feedback from inside the network, while the link-centric formulation does.
Queues: In both formulations, the Lagrange multipliers may be interpreted as a scalar multiple of the queue length. In the link-centric formulation, each link only needs to maintain one . In the node-centric formulation, each node needs to maintain multiple , one per each destination . Thus, the node-centric formulation has more overhead. On the other hand, in the node-centric formulation, (9) correctly models the way packets move from one node to the other. In contrast, in the link centric formulation, the Lagrange multiplier will only correspond to the real queue length at link under the implicit assumption that the data rate of each user is applied simultaneously to all links along its path.
Channel variations: Both formulations can be generalized to the case with channel variations (e.g., due to fading and/or mobility of the nodes), in which case only the scheduling component needs to be changed [30] , [33] , [40] .
As a final note, the node-centric formulation can also be generalized to the case with predetermined routing, and the linkcentric formulation can also be generalized to the case with multipath routing [28] . Primal-dual solutions to this problem are studied in [20] and [31] .
E. Cases Where the Perfect Scheduling Components is Solvable
The scheduling component (8) or (12) is usually difficult to solve because the rate power function in many wireless settings is not concave. Note that the Lagrange multipliers change every time slot. Hence, a different optimal schedule needs to be computed at every time slot. Thus, the complexity of the scheduling component is the main bottleneck for the entire solution [41] .
A few cases have been studied where computing the exact optimal schedule is of polynomial-time complexity.
• Cellular networks or access-point-based single-hop wireless networks where at each time only one node can communicate with the base station or access point [30] .
• The so-called node-exclusive interference model (i.e., the data rate of each link is fixed at , and the only wireless constraint is that each node can only communicate with one other node at any time), where the optimal schedule corresponds to a maximum-weighted-matching problem [28] , [29] , [42] . This model is an accurate representation for Bluetooth-like networks and a reasonable approximation to frequency-hopping code-division multiple-access (FH-CDMA) systems.
• When the data rate of a link is a concave function of its own power assignment [43] (which implies no interference between links). Further, in the so-called low-SINR case when the data rate of a link is a linear function of its SINR, the perfect schedule (i.e., power assignment) satisfies the property that each node either does not transmit at all, or transmits at the maximum power to only one other node. This property significantly reduces the search space for optimal power assignments [28] , [38] . However, the complexity remains exponential in the number of nodes.
For certain special rate-power functions, although the function is originally not a concave function of , it may become a concave function after some change of variables. Such cases include: 1) the so-called high-SINR case where the rate of each link is a logarithmic function of its SINR [44] , [45] ; 2) the low-SINR case [46] ; and 3) single-channel Aloha networks [47] - [49] . With these rate-power functions, rather than solving the problem (5), several researchers instead study the following problem [44] - [49] (the link-centric formulation is used here): (14) Note the omission of the convex-hull operator compared with (10) . Recall that . If is not concave, then is not a convex set. However, for the special cases listed above, by some change of variables , , it is possible to rewrite the problem (14) as a convex program of and [sometimes requiring additional assumptions on the utility function ]. One can then use standard convex programming techniques to solve problem (14) . While such transformations to convex programs typically make the problem much easier to solve, one should be careful about this approach in general since it may incur a loss of capacity due to the omission of the convex-hull operator in (14) . (The omission of the convex hull does not allow time-interleaving of schedules.) Finally, the above transformation approach critically depends on the rate-power function used, and may not be applicable for other interference models.
IV. USING IMPERFECT SCHEDULING IN THE CROSS-LAYER SOLUTION
Apparently, the complexity of the scheduling component has become the main bottleneck for the cross-layer solution. It would be even harder to come up with distributed solutions that are suitable for large networks. A natural question is then: what if we relax the optimality requirement of the scheduling component [(8) or (12)], and let the scheduling component only compute an suboptimal schedule at each time. As we will see in Section V, this relaxation opens up a large class of new scheduling solutions that are simple, provably efficient, and can be implemented in a distributed fashion. However, we first need to understand how to use these imperfect scheduling policies in the cross-layer solution. Note that the perfect schedules computed by the scheduling component (8) and (12) are, in fact, the throughput-optimal schedules that achieve the largest capacity region (see Section II-B, and [15] , [37] , and [38] ). An imperfect scheduling policy will typically achieve a smaller capacity region. We next review two approaches to use such imperfect scheduling policies for solving the joint congestion-control and scheduling problem.
A. The Layered Approach
If the imperfect scheduling policy can ensure a rate region , and can be described by a set of simple linear constraints, then we can use the following layered approach. We can compute the end-to-end user rate vector by solving the congestion control problem (5) with the constraints replaced by . Since now the "optimal" rate allocation lies in , the imperfect scheduling policy will then be able to support the computed end-to-end user rate-vector.
In [50] , such a layered approach is applied to the node-exclusive interference model. Under this model, a simple scheduling policy called Maximal Matching can guarantee the following capacity region (see Section V-A): the user rate-vector belongs to if and only if (15) It will be shown in Section V-A that . Hence, the loss of efficiency is at most 1/2. The constraint in is essentially of the same form as in wireline networks. We can then associate Lagrange multipliers for each constraint in (15) , and solve the optimal user rate-vector in that maximizes the total system utility. The resulting user rate-vector can also be stabilized by the Maximal Matching policy.
B. The Cross-Layered Approach
In the cross-layered approach, we still use the cross-layer solutions in Section III, except that we replace the scheduling component (8) or (12) by an imperfect scheduling policy. Hence, the dynamics of the congestion control component and the scheduling component are still coupled through the implicit costs (i.e., Lagrange multipliers). Note that once the scheduling component of the optimal solution is replaced by an imperfect scheduling policy, the dynamics of the system can become much more complicated. The concern here is that, due to the interaction between the two components, the system may get stuck at a local optimum which may be globally suboptimal and quite inefficient. The following questions need to be addressed: (a) Does the system still converge to some user rate-vector? (b) Is the resulting user rate-vector still fair and efficient?
These questions are addressed in [29] for a class of imperfect scheduling policies called -policies. An -poicy will compute, at each time , a schedule that satisfies (16) where is a constant in (0,1]. It is known that an -policy can guarantee a capacity region of at least . Thus, the parameter can be viewed as a tuning parameter indicating the degree of imprecision of the imperfect schedule. A number of low-complexity scheduling algorithms fall into this class. For example, under the node-exclusive interference model, simple Greedy Maximal Matching policy [29] , [51] is an -policy with . In [29] , the fairness and efficiency of a cross-layer solution using an -policy are studied. Two types of results are reported.
• In the static case where the user population is fixed, [29] shows that, if the cross-layer solution with an -policy converges to some rate-allocation, the rate-allocation satisfies a weak fairness property. In particular, if the utility function is logarithmic (i.e., of the form , where is the weight of user ), then the convergent point will satisfy (17) where is the optimal rate-allocation. In other words, the rate of each user is unlikely to be too unfair compared with . However, in general, it is impossible to establish the convergence of the rate allocation to any particular point.
• In the dynamic case, i.e., in which the users enter and leave the system according to a stochastic process, [29] establishes the lower bound on the stability region of the system employing the cross-layer solution with imperfect scheduling. In particular, assuming that users of class arrive according to a Poisson process with rate and that each user brings with it a file for transfer whose size is exponentially distributed with mean , we can define as the load brought by users of class . Let . Then, [29] shows that the stability region of the system (i.e., the set of offered-load vectors under which the system remains stable) is at least when we use the cross-layer solution with an -policy.
The above results tell us that although only a weak fairness property can be shown for the static case, it appears to be sufficient to ensure a reasonable stability region. Thus, the potential local suboptima that could occur in the static case appears to be inconsequential when the arrivals and departures of the users are taken into account.
Finally, we would like to point out that not all imperfect scheduling policies are of the -type. How to address the cross-layer impact of these other imperfect scheduling policies is still an open problem.
V. DISTRIBUTED SCHEDULING ALGORITHMS
We next review a class of imperfect scheduling algorithms. We are interested in these algorithms because they are very simple and can be implemented in a distributed fashion. We will focus on showing that these algorithms can also guarantee a certain fraction of the overall capacity region. These scheduling algorithms can then be used to solve the joint congestion-control and scheduling problem, either via the layered approach in Section IV-A, or via the cross-layer approach in Section IV-B [29] .
We consider a fairly general interference model for the wireless network. There are links operating in a discrete timeslotted manner. For ease of exposition, in this section we will use to index each link. Each link can send packets per time slot, provided that there are no other interfering links activated at the same time; otherwise, if two links that interfere with each other are activated at the same time, none of the links can send any packets. Associated with each link is a set of other links which interfere with the given link. The only assumption that we make on the interference relationship is that it is symmetric, i.e., if link interferes with link , then also interferes with . Specifically, let be the interference set associated with link , then: (a)
, and (b) if , then . We are interested in maximal policies that select links for scheduling such that the interference constraints are satisfied. The policies are maximal in the sense that the schedule can be chosen in the following fashion: start with any link in the network and add links to the schedule, one link at a time, subject to interference constraints. If the scheduler proceeds to implement this algorithm until no more links can be added to the schedule, then it is called maximal. Such maximal policies require no significant computation, but may require an overhead for implementation in a decentralized manner as we will discuss later.
It turns out that for the purpose of proving capacity regions, we can focus on the single-hop case, i.e., by assuming that each user's route consists of a link. Then, under certain assumptions, these results can be extended to the case with multihop routes. 4 Associated with each link is a stochastic arrival process , where is the number of packet arrivals in slot to link . We assume that the arrival processes are stationary and let . The number of departures from link at time is denoted by , and is assumed to be less than or equal to packets. Let be the number of packets at link at the beginning of time slot . Let be an indicator function indicating whether link is scheduled in time slot or not. We make the assumption that link is eligible for scheduling only if it has at least waiting packets. Thus, . We assume that the sequence of events in each time slot is as follows: 1) schedule consistent with the interference constraint is chosen; 2) departures occur next; and 3) arrivals occur last.
We now formally define a maximal scheduling policy. A policy is said to be a maximal policy if the departures under this policy satisfy the following constraint: if , then . This ensures that when a link has at least packets, either the link is scheduled or if it is not scheduled, then the reason that it is not scheduled is that another link from its interference set is scheduled. The above policy is a natural extension of the maximal schedules considered for high-speed switches in [51] , [53] , and [54] and, for Bluetooth-like wireless networks, in [29] .
The simplest model to consider is one where are independent identically distributed (i.i.d.) across . In other words, the arrival process is i.i.d. across time slots, but may be dependent across links. The extension to more general Markovian arrival processes is straightforward. Define the state of the system to be where the dynamics of are given by
Assume that is chosen according to some probability distribution given , i.e., is given. Thus, is a countable-state-space Markov chain. Note that can be arbitrary. In particular, could be any sequence of schedules consistent with the interference constraints. In a real network, the maximal schedule may be computed by a random access protocol. In this case, it may be reasonable to assume that all feasible maximal schedules are equally likely at each time instant. However, the result applies to more general models as well; in fact, it holds for any rule used to choose the set of active links, as long as the resulting schedule is a maximal schedule. The following result was proved in [55] and [56] .
Proposition 2: For any distributions , the Markov chain is stable-in-the-mean, i.e., if
Remark: The condition in (18) can be used to form the region (see Section IV-A). One may then use the layered approach in Section IV-A to solve the joint congestion-control and scheduling problem.
A. Worst Case Loss in Throughput for Node-Exclusive Interference Models
The simplest interference model, motivated by FH-CDMA and Bluetooth networks, is one where the only constraint on a node's transceiver is that it cannot receive and transmit simultaneously. This is called the node-exclusive interference model. In graph-theoretic terms, this means a valid schedule in such a network can be represented as a matching. A matching is a collection of links in the network such that no two edges have a common node. If no two links chosen to be part of the schedule share a common node, then it means that no node transmits or receives simultaneously, thus satisfying the node-exclusive interference model constraint. The maximal schedule mentioned previously in this section can then be thought of as a maximal matching. (A maximal matching is a matching to which no link can be added without violating the matching property.) The specialization of the result in Proposition 2 to the node-exclusive interference model was first obtained in [29] for a more general traffic model where the number of users in the network was also allowed to vary according to a stochastic process. In this subsection, we discuss the loss in throughput due to maximal matching schedules. In the rest of this section, we will assume that . Now, consider any link and its interference set . The interference set consists of all links that have a node in common with link . A little thought shows that a maximum of two links in can be scheduled: one link connected to each of the nodes associated with . This observation immediately suggests that any set of arrival rates that can be supported in the interference set must satisfy (19) The above result follows from simple queueing-theoretic considerations: the maximum number of packets that can be drained from this interference set at any time instant is two, and thus the arrival rate has to be less than 2 for stability. Earlier in this section, we proved that any arrival rate such that can be scheduled using a maximal schedule (i.e., a maximal matching under the node-exclusive model). Thus, the maximum loss in throughput under the node-exclusive interference model is 1/2.
Under the node-exclusive model, the maximal matching policy may also be viewed as an -policy with respect to a system where the capacity constraint is given by (19) . One may then use the cross-layer approach of Section IV-B to construct fully distributed solutions to the joint congestion-control and scheduling problem. See [40] for details.
B. Worst Case Loss in Throughput for General Interference Models
In the previous subsection, we showed that, under the nodeexclusive interference model, the worst case throughput loss is bounded by a factor 1/2 independent of the topology of the network. However, such a topology-independent result appears to be difficult to obtain for general interference models. For general interference models, suppose that be the maximum number of links of that can be scheduled simultaneously.
Then, as before, an elementary queueing argument shows that the set of stabilizable arrival rates should satisfy Letting , we see that the set of stabilizable arrival rates must satisfy Comparing this to the sufficient condition for stability under maximal schedules, we see that the throughput is reduced by a factor of at most . In [57] , it has been shown that the above bound for throughput loss is tight for certain types of arrival processes and topologies. However, the argument requires that the arrival processes to the various links in the network are correlated.
C. Implementation Considerations and a Constant-Overhead Algorithm
Maximal schedules can be implemented in a distributed fashion as follows. Suppose each node uses a small packet to request a transmission to a neighboring node (such as a request-to-transmit, or RTS, packet in 802.11). If the receiving node has not already scheduled to transmit, and it has not received RTS from some other node, it can respond with a clear-to-send (CTS) packet, and the sending node and the receiving node are then matched. Otherwise, if a CTS is not received by the sending node, the sending node could then try to connect to another node. At the end of this process, one would have a maximal schedule. While this is a distributed algorithm, it comes at the cost of a high overhead. Note that it may take many RTS/CTS cycles for a maximal schedule to be established, while the results of Proposition 2 assumes that this process is instantaneous. Thus, there could be a further loss in throughput beyond what the analysis indicates due to the overhead.
The overhead due to the RTS/CTS implementation can be reduced under some ideal time-synchronization assumptions. Assume that a small portion of time at the beginning of each time slot is allocated to compute the schedule. Suppose that this control time slot has a duration . Then, at the beginning of each control time slot, each backlogged link generates a uniform random number in [0,T]. Note that each link generates a random number; it is not sufficient for each node to generate a random number. Each link then sends out an RTS at the time indicated by its random number unless it has previously heard an RTS. In this manner, all collisions are avoided and a maximal schedule is found by time . If is small compared with the duration of the entire time slot, then the overhead is small. While time synchronization may be a reasonable assumption, it is unreasonable to assume that the RTS can be sent in an arbitrarily small amount of time. In reality, it takes some time to transmit and receive an RTS. Thus, the control time slot duration has to be thought as a finite number of discrete minislots. In particular, say such minislots can be fitted into the time interval . Then, each node has to pick a random number in . Since it is now a discrete random variable, collisions can happen. To reduce the probability of collisions, one may have to choose sufficiently large which may again lead to a significant overhead. In particular, the choice of will depend upon the number of nodes in the network and thus, the solution is not scalable. These considerations then motivate the question of whether there exists a constant-overhead algorithm to implement a distributed schedule. By contant-overhead, we mean the overhead is independent of the network size or topology. Recently, it has been shown that indeed a constant-overhead algorithm does exists provided that we are willing to tolerate a further small reduction in throughput beyond the loss in throughput dictated by the maximal schedule [58] . The algorithm is similar in spirit to an algorithm suggested earlier for switches [51] .
VI. CONCLUSION AND OPEN PROBLEMS
In the previous sections, we have summarized the significant progress in optimization-based cross-layer resource allocation in wireless networks. In particular, we note that the formulation can be viewed as an approach to clean-slate design for communication networks. A noteworthy feature of this approach is that the algorithms obtained from this clean-slate design naturally map to different layers of the protocol stack: congestion control at the transport layer, routing at the network layer, and scheduling/power control at the MAC/PHY layer. A key difference between existing network architectures and the optimization approach is that the optimization approach also clearly delineates the interactions necessary between the various layers to achieve optimal performance. While the progress in this area has been substantial over the last few years, there are still several open problems, especially in the area of multihop wireless networks, where scalability becomes a critical issue.
Propagation Delays and Connection-Level Stability Analysis: While the focus of much of this tutorial is on resource allocation in networks with a fixed number of users, we had discussed connection arrivals and departures in the context of imperfect schedules (in Section IV). For the case of perfect schedules, it was proven in [59] that the class of joint congestion-control/routing/MAC policies discussed in Section III is throughput optimal when there are connection-level arrivals and departures. However, it was assumed that there were no propagation delays between the nodes in the network. While this may be a reasonable assumption in small wireless networks, it is not a reasonable assumption when one considers heterogeneous networks, where part of the network may be a wired network such as the Internet. Thus, an open issue is to prove the throughput optimality of the algorithms in the presence of propagation delays.
Traffic Arriving at all Nodes on the Route Instantaneously: In Section III, the node-centric formulation of the resource allocation problem in multihop wireless networks was able to model packets traversing the nodes in the network one at a time. However, in the link-centric formulation, we have assumed that routes were precomputed and a packet arrives at all the links on its path simultaneously. We proved stability and convergence for the link-centric solution under this assumption. It is well-known in queueing-theoretic literature that queue-length stability when packets are assumed to arrive at all nodes on a route simultaneously does not guarantee the stability of networks where the packets have to traverse one node at a time [60] , [61] . One solution to this problem was suggested in [50] and [52] using a policing device called a regulator to reshape traffic at each node in the network. However, this solution requires the use of per-flow queueing in the network. On the other hand, since the networks in this paper are congestion-controlled and are unlike the examples in [60] and [61] , it is unclear that the type of instability exhibited in [60] and [61] apply to the models considered in this paper. Resolving this question and proving stability in general is an open problem.
Complexity Issues and Distributed Algorithms for General Physical Interference Models: While the general resource allocation framework in Sections III and IV allows for arbitrary physical layer model, the maximal schedules and other distributed algorithms of Section V focused only on simple collision models. While it is interesting to obtain algorithms that achieve a guaranteed fraction of the maximum possible throughput for these practical interference models of Section V, it is also true that emerging networks have more sophisticated mechanisms available to control interference, such as power control and the use of multiple carriers. Designing algorithms with guaranteed minimum throughput levels under general interference models is indeed a challenging open problem.
Cross-Layer Design With Fairness: In Section IV, we noted that there are two methods to make use of the reduced-throughput scheduling algorithms of Section V (such as maximal schedules) along with the transport-layer congestion-control algorithms. One way is to treat the congestion signals as though they are emanating from an algorithm that achieves full throughput. In this approach, which we called the cross-layer approach, strict fairness is not guaranteed and indeed the congestion control algorithm with a fixed number of users may not converge. However, at the connection level, the number of active users/connections in the system remains stochastically bounded provided that the load imposed on the system by connection arrivals and departures lies within the guaranteed stability region. Further, the cross-layer approach is typically able to exploit the excess bandwidth in the sense that the actual stability region is usually much larger than the worst case stability region guaranteed by the reduced-throughput scheduling algorithm. A second approach is to impose the minimum guaranteed throughput as a resource constraint and use this constraint to generate congestion signals. This approach, which we called the layered approach, guarantees fairness in the reduced rate region but may not able to exploit excess bandwidth. An interesting open question is whether there exists a protocol that combines the desirable features of the two algorithms, i.e., one that can guarantee the minimum bandwidths dictated by the fair-shares in the reduced rate region, while being able to exploit any excess bandwidth beyond the minimum guaranteed bandwidth.
Constant-Overhead/Low-Overhead Implementation: In Section V-C, we briefly discussed the need for contention resolution protocols that assure a constant overhead independent of network topology and size. One such constant-overhead distributed scheduling algorithm was proposed in [58] . However, its guaranteed throughput is lower than the guaranteed throughput of maximal schedules of Section V. Recently, distributed algorithms that achieve full throughput have been discussed in [62] and [63] . However, these algorithms require significant overheads or require unacceptably large delays. An open problem is to characterize the tradeoff between the overhead required and the reduction in throughput, if any, due to the requirement of low overhead in the contention resolution algorithm. The ultimate goal would be to develop low-overhead distributed algorithms that achieve the maximum possible throughput in the network.
Tightness of Throughput-Loss Bounds: All the results on bounding the throughput loss for imperfect schedules are based on worst-case analysis. In other words, all the results so far only give lower bounds on the achievable throughput. However, simulations in [29] suggest that the average throughput could be much larger. An interesting open issue is to characterize the average user-perceived throughput using imperfect schedules.
Nonconcave Utility Functions: Finally, all of the developed results have assumed that the utility functions are concave functions of the rate. These utility functions are appropriate for highly elastic traffic, such as data traffic. However, for other applications (e.g., voice or video), a more appropriate characterization of the user utility would be via nonconcave sigmoidal utility functions [64] - [66] . An open problem is to develop solutions to the cross-layer resource allocation problem in this setting.
