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my post. I am the sword in the darkness. I am the watcher on the
walls. I am the shield that guards the realms of men. I pledge my
life and honor to the Night’s Watch, for this night and all the
nights to come.”—The Night’s Watch oath
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Resumo
Esta dissertac¸a˜o tem como foco o estudo do problema de unificac¸a˜o mo´dulo uma teoria equacional cuja
assinatura conte´m um operador bina´rio ⊕ que satisfaz as identidades Associatividade, Comutatividade,
Unidade e Nilpoteˆncia (ACUN), e que pode ou na˜o conter um operador una´rio h que satisfaz a identi-
dade de homomorfismo (ACUNh), que e´ a teoria equacional do operador XOR, amplamente utilizado
em diversas ferramentas critptogra´ficas, como MAUDE-NPA [10] que utiliza uma encriptac¸a˜o de gru-
pos abelianos, incluindo XOR ( ou exclusivo ), exponenciac¸a˜o e encriptac¸a˜o homormo´fica. Primeiro
apresentaremos alguns crite´rios para existeˆncia de soluc¸o˜es para problemas de ACUN(h)-unificac¸a˜o ele-
mentar com constantes que consiste em associar o problema de unificac¸a˜o a` um sistema de equac¸o˜es
lineares cujos coeficientes sa˜o elementos de Z2 ou Z2[h], dependendo se o homomorfismo e´ ou na˜o
considerado. Segundo, apresentaremos um algoritmo para resolver problemas de ACUN(h)-unificac¸a˜o
geral que retorna sempre um conjunto completo de unificadores. Finalmente, apresentaremos o estudo
de um novo paradigma de unificac¸a˜o, a dizer, unificac¸a˜o assime´trica, que consiste de obter unificadores
de um problema Γ de unificac¸a˜o com a propriedade de preservar formas normais do lado direito de cada
equac¸a˜o de Γ com relac¸a˜o a um sistema de reescrita convergente e coerente mo´dulo uma teoria equa-
cional E. No caso particular da teoria equacional ACUN construiremos um algoritmo de conversa˜o de
ACUN-unificadores para ACUN-unificadores assime´tricos.
Palavras-chave: Unificac¸a˜o, unificac¸a˜o assime´trica, teoria equacional ACUN(h)
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Abstract
This dissertation focuses on the study of unification problems modulo an equational theory whose sig-
nature contains a binary operator ⊕, which satisfies the identities of Associativity, Commutativity, Unity
and Nilpotence (ACUN), and which may or not contain a unary operator h satisfying the homomorphism
identity (ACUNh), which is the equtional theory for the operator XOR, Widely used on many crypto-
graphic tools, like MAUDE [10], which uses group encryption, including XOR ( exclusive or ), expo-
nentiation and homomorphic encryption. First we will present some criteria to the existence of solutions
for elementary with constants ACUN(h)-unification problems which consist of associating a unification
problem to a linear equation system whose coefficients are elements of Z2 or Z2[h], depending one we
are considering homomorphism or not. Second, we will present an algorithm to solve general ACUNh-
unification problems which always returns a complete set of most general unifiers. Finally, we will
present the study of a new unification paradigma, to say so, asymmetric unification, which consist of
obtaining unifiers from the unification problem Γ, with the property of preserving the normal form from
of the right hand side of each equation in Γ, considering a convergent and coherent rewriting system.
In the particular case of the equational theory ACUN, we will also present an algorithm which takes as
input ACUN-unifiers and outputs ACUN-asymmetric unifiers.
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Introduc¸a˜o
Este trabalho aborda te´cnicas para resolver o problema de decidir se dois termos, digamos s e t, sa˜o
unifica´veis, isto e´, se existe uma substituic¸a˜o σ tal que sσ = tσ. Em particular, vamos tratar do caso em
que a assinatura de termos conte´m sı´mbolos de func¸a˜o com as propriedades alge´bricas: Associatividade,
Comutatividade, Unidade, Nilpoteˆncia e homomorfismo (ACUNh).
Dentre as aplicac¸o˜es de unificac¸a˜o esta˜o: o processo de ligac¸a˜o de varia´veis na execuc¸a˜o de progra-
mas lo´gicos, utilizado, por exemplo, em provadores automa´ticos de teoremas; reescrita de termos, que
modelam computac¸a˜o passo-a-passo; ana´lise de seguranc¸a de protocolos criptogra´ficos, entre outros.
Em meados de 1980, Dolev e Yao, no trabalho [8] iniciam o uso de me´todos formais para analisar
protocolos de criptografia a fim de detectar vulnerabilidades, os autores supo˜em que as mensagens sa˜o
elementos de uma a´lgebra livre, isto e´, o intruso malicioso apenas considera func¸o˜es abstratas, no qual
suas propriedades intrı´nsecas na˜o sa˜o levadas em considerac¸a˜o.
Nesse modelo [8], duas mensagens sa˜o ditas iguais se sa˜o representadas pelo mesmo termo, neste
caso, durante uma busca de possı´veis ataques, o termo que representa a mensagem esperada e´ comparada
com o termo que representa a mensagem enviada.
Pore´m esta abordagem ignora o fato de que possa existir alguma propriedade alge´brica sobre os
termos que representam as mensagens, permitindo assim que intrusos maliciosos possam obter alguma
informac¸a˜o da mensagem sem a necessidade de possuir a chave. Para resolver esse problema, sa˜o utili-
zadas abordagens modernas de ana´lise de protocolos de criptografia utilizando me´todos mais flexı´veis,
que levam essas propriedades alge´bricas em considerac¸a˜o [7].
Surge enta˜o o interesse em resolver problemas de unificac¸a˜o com propriedades alge´bricas de uma
teoria E, ao inve´s de apenas a unificac¸a˜o sinta´tica, para de detectar um possı´vel ataque. Para tal, faz-se
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uma busca sobre os procedimentos do protocolo, encontrando possı´veis vulnerabilidades via unificac¸a˜o
dos termos, pore´m esse espac¸o de busca pode ter um tamanho arbitra´rio e/ou ate´ infinito, enta˜o encontrar
um algoritmo de unificac¸a˜o que diminui o espac¸o de busca de vulnerabilidades consideravelmente e´
essencial para a ana´lise de protocolos de criptografia.
A partir da necessidade do desenvolvimento de te´cnicas mais eficientes para solubilidade da unificac¸a˜o
equacional, apresentaremos, neste trabalho os me´todos desenvolvidos para a teoria equacional cujos mo-
delos sa˜o grupos Abelianos de expoente 2 [11, 16, 18]. Mais especificamente, os objetivos sa˜o:
1. Fazer um levantamento histo´rico das te´cnicas existentes para solubilidade do problema da unificac¸a˜o
mo´dulo a teoria equacional que envolve operadores Associativos, Comutativos, Unidade, Nil-
poteˆncia (ACUN) e possivelmente uma func¸a˜o h com propriedade de homomorfismo.
2. Apresentar o me´todo de unificac¸a˜o mo´dulo ACUN(h) proposto por Liu [18], bem como o problema
de unificac¸a˜o assime´trico, que faz uma restric¸a˜o sobre as soluc¸o˜es de um problema de unificac¸a˜o
tradicional.
Vamos seguir a abordagem proposta por Guo, Narendran e Wolfran em [11], para problemas de
ACUN(h)-unificac¸a˜o elementar com constantes: a cada problema Γ de ACUN(h)-unificac¸a˜o e´ asso-
ciado um conjunto de sistemas de equac¸o˜es lineares com coeficientes no corpo booleano Z2, no caso
da teoria equacional ACUN , e para ACUNh, com coeficientes em Z2[h], o anel de polinoˆmios so-
bre o corpo booleano Z2 com inco´gnita h. Um crite´rio para existeˆncia de unificador para Γ fica enta˜o
relacionado com existeˆncia de soluc¸o˜es para cada sistema de equac¸o˜es lineares, donde segue que a com-
plexidade para computar uma soluc¸a˜o para Γ e´ polinomial.
Pore´m, quando sa˜o considerados sı´mbolos de func¸a˜o na˜o interpretados na teoria equacional ACUN(h),
Schulz em seu artigo [16] mostra que decidir se Γ e´ unifica´vel e´ NP-difı´cil. Seguindo o me´todo proposto
por Liu em [18], vamos apresentar um algoritmo mais eficiente para computar um conjunto completo de
ACUN(h)-unificadores para um problema de unificac¸a˜o Γ geral, isto e´, cuja assinatura conte´m sı´mbolos
de func¸a˜o na˜o interpretados.
Observa-se que muitos me´todos de ana´lise de protocolos adotam te´cnicas para automaticamente
detectar estados inalcanc¸a´veis ou redundantes, assim aperfeic¸oando a busca por possı´veis invasores,
como e´ o caso do Maude-NPA [10].
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Sa˜o te´cnicas muito u´teis em aumentar a eficieˆncia da ana´lise de protocolos de criptografia. No entanto
estas te´cnicas sa˜o incompatı´veis com os me´todos de unificac¸a˜o usuais.
Para solucionar esse problema Liu et. al. [9] propo˜em um novo paradigma de unificac¸a˜o, chamado
unificac¸a˜o assime´trica, que consiste em:
• Decompor a teoria equacional E′ em um par (R, E), onde R e´ um sistema de reescrita con-
vergente mo´dulo E tal que →R,E e´ E-coerente, intuitivamente esse sistema de reescrita reduz
representantes de uma mesma classe de equivaleˆncia mo´dulo E para representantes de uma classe
de equivaleˆncia mo´dulo E.
• Obter um conjunto de E-unificadores de Γ, chamados E-unificadores assime´tricos, que possui
a propriedade de que para cada equac¸a˜o s =? t ∈ Γ, os unificadores assime´tricos preservam a
forma normal do lado direito da equac¸a˜o com relac¸a˜o a relac¸a˜o de reescrita→R,E , isto e´, δ e´ dito
E-unificador assime´trico de Γ se para cada s =? t ∈ Γ, (s ↓R,E)δ ↓R,E=E (t ↓R,E)δ.
Por fim, apresenteremos o procedimento proposto por Liu [18] que desenvolve um algoritmo (JAXO)
que converte um conjunto completo de ACUN-unificadores de um problema Γ em um conjunto completo
de ACUN-unificadores assime´tricos de Γ.
Trabalhos Relacionados. Para o problema geral de unificac¸a˜o mo´dulo ACUNh os autores de [6]
e [15] apresentam um algoritmo de unificac¸a˜o sobre a teoria equacional dos Grupos Abelianos com ho-
momorfismo (AGh) que consiste em decompor o problema em uma unificac¸a˜o elementar com constantes
sobre a teoria equacional (AGh) e um problema de unificac¸a˜o sinta´tica. Pore´m de acordo com Liu [18],
o algoritmos propostos em [6] e [15] resultam em um conjunto completo de unificadores redundante,
isto e´, o conjunto completo obtido na˜o e´ minimal e possu´i uma quantidade expressiva de soluc¸o˜es com-
para´veis entre si, impossibilitando uma busca eficiente. Em contra partida, Ziqhiang propo˜e abordagens
diferentes para unificac¸a˜o mo´dulos ACUNh e AGh, afirmando que gera um conjunto completo de uni-
ficadores minimal ou contendo uma quantidade inexpressiva de soluc¸o˜es que sa˜o compara´veis, tornando
assim a busca mais eficiente.
Schulz [16] apresenta uma se´rie de resultados discutindo a complexidade de decidir se um pro-
blema de unificac¸a˜o mo´dulo uma teoria equacional regular E contendo as regras A (Associatividade) ,
13
C(Comutatividade) e AC ou ACUN(h), provando que quando existem sı´mbolos de func¸a˜o na˜o interpreta-
dos pelas teorias equacionais E e ACUN(h) enta˜o o problema e´ NP-difı´cil. Enquanto Guo, Narendran
e Wolfram em [11] provam que considerando apenas os problemas elementares com constantes a com-
plexidade se torna polinomial.
Contribuic¸o˜es.
Neste trabalho apresentaremos com detalhes os me´todos propostos por Guo, Narendran e Wolfram [11] e
Liu [18]. Alguns resultados sa˜o enunciados ou admitidos nesses trabalhos sem apresentar demonstrac¸o˜es,
mais especificamente:
• Na Sec¸a˜o 1.4, provamos resultados relacionados a propriedade de E-coereˆncia (Teorema 1.1),
transitividade deE-extenso˜es conservativas (Proposic¸a˜o 1.5) e tambe´m sobre conjuntos completos
de E-unificadores de E-extenso˜es conservativas (Proposic¸a˜o 1.6).
• No Capı´tulo 2 demonstramos os teoremas sobre os processos de padronizac¸a˜o (Proposic¸a˜o 2.1)
e normalizac¸a˜o (Proposic¸a˜o 2.2) de problemas de ACUN(h)-unificac¸a˜o; que teoria equacional
ACUN(h) tem uma decomposic¸a˜o; o Teorema 2.6 que associa cada problema elementar com
constantes a um conjunto de sistemas de equac¸o˜es lineares com coeficientes em Z2[h], [11].
• No Capı´tulo 3, desenvolvemos as propriedades de terminac¸a˜o e correc¸a˜o da regra de purificac¸a˜o,
enunciadas em [18], que se baseia em transformar problemas de ACUN(h)-unificac¸a˜o em pro-
blemas ditos ”puros”, que sa˜o problemas cujas equac¸o˜es sa˜o do tipo S =? 0 com S sendo uma
”soma”de termos t cuja raı´z(t) 6= ⊕ e que na˜o ocorre sı´mbolos de func¸a˜o ⊕, h fora da posic¸a˜o
raiz. Esta regra ganhou um foco especial neste trabalho, devido a sua importaˆncia na soluc¸a˜o de
problemas de ACUN(h)-unificac¸a˜o.
• Nos Capı´tulo 4 e 5, propusemos uma abordagem semelhante a` de Liu [18] para a demonstrac¸a˜o de
correc¸a˜o e completude do algoritmo JAXO para ACUN -unificac¸a˜o assime´trica. Flexibilizamos
a definic¸a˜o de violac¸a˜o, isto e´, o par (v, t) e´ uma violac¸a˜o de σ quando vσ ↓R,E ⊕tσ ↓R,E e´
irredutı´vel com relac¸a˜o a→R,E , enta˜o admitimos que pares de restric¸a˜o triviais (0, w), (v, 0) na˜o
sa˜o violac¸o˜es. Ale´m disso, criamos a relac¸a˜o de α-pertineˆncia no conjunto de soluc¸o˜es Inst e
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um crite´rio para α-pertineˆncia, que foi amplamente utilizado para provar que basta considerar ape-
nas os unificadores assime´tricos idempotentes para computar um conjunto completo de ACUN -
unificadores assime´tricos e que as soluc¸o˜es na˜o se perdem na execuc¸a˜o do algoritmo JAXO.
Organizac¸a˜o.
Capı´tulo 1: Preliminares
Conceitos e definic¸o˜es ba´sicas sa˜o introduzidos. As sec¸o˜es iniciais sa˜o referentes a` teoria da reescrita
e unificac¸a˜o, os principais conceitos e notac¸o˜es segue a`quelas introduzidas por F. Baader e T. Nipkow
em [4]. A Sec¸a˜o 1.4 introduz conceitos de reescrita mo´dulo uma teoria equacional E, E-extenso˜es
conservativas, E-coereˆncia, e os resultados sobre esses temas.
Capı´tulo 2: Unificac¸a˜o Mo´dulo ACUN
Apresentaremos uma abordagem para resoluc¸a˜o do problema da unificac¸a˜o mo´dulo as teorias equacio-
nais ACUN(h), que sa˜o o foco deste trabalho. Na sec¸a˜o 2.1 esta˜o as definic¸o˜es especı´ficas sobre as
teorias equacionais ACUN(h) e seus respectivos sistemas de reescritaR⊕ eR⊕h .
Na Sec¸a˜o 2.3 um me´todo para resolver o problema de ACUN(h)-unificac¸a˜o elementar com cons-
tantes proposto em [11], provando que para problemas elementares com constantes a complexidade de
decidir a solubilidade e´ polinomial. Na sec¸a˜o 2.4 exibiremos a abordagem proposta por Schulz [16],
para mostrar que para as teorias equacionais ACUN(h) e para uma teoria equacional E regular, que
possuem as identidades A, C ou AC, os problemas de unificac¸a˜o gerais sa˜o NP -difı´ceis.
Capı´tulo 3: Um algoritmo eficiente para ACUNh- unificac¸a˜o
Apresentaremos o me´todo proposto por Liu [18] para a solubilidade de ACUN(h)-unificac¸a˜o conside-
rando sı´mbolos de func¸a˜o arbitra´rios.
Na sec¸a˜o 3.1 apresentaremos a regra de infereˆncia purificac¸a˜o, que transforma um problema Γ de
ACUN(h)-unificac¸a˜o em um problema purificado Γ′ que e´ uma ACUNh-extensa˜o conservativa de
Γ. Ale´m disso, provamos que a regra de purificac¸a˜o e´ correta e terminante, estas demonstrac¸o˜es foram
omitidas em [18].
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Na sec¸a˜o 3.2 apresentaremos o algoritmo para ACUN(h)-unificac¸a˜o que e´ correto, completo e ter-
minante, proposto em [18]. Mostraremos tambe´m que todo problema de ACUN(h)-unificac¸a˜o tem
um conjunto completo de ACUN(h)-unificadores finito e para problemas elementares com constantes e´
unita´rio.
Capı´tulo 4: Unificac¸a˜o Assime´trica
Apresentaremos o conceito deE-unificac¸a˜o assime´trica, proposto inicialmente por Liu [18]. Na Sec¸a˜o 4.3.1,
apresentamos o algoritmo JAXO, que converte um conjunto completo de ACUN -unificadores padro˜es
em um conjunto completo de ACUN -unificadores assime´tricos. Apresentamos provas detalhadas e
exemplos que ilustram a aplicac¸a˜o dos resultados.
Capı´tulo 5: Correc¸a˜o e Completude de JAXO
Aresentamos uma demonstrac¸a˜o da correc¸a˜o e completude de JAXO diferente da proposta em [18].
Para isto, criamos um crite´rio de pertineˆncia no conjunto das soluc¸o˜es que independe da escolha das
varia´veis, isto e´, definimos α-pertineˆncia para substituic¸o˜es, pois aproveitamos que em cada passo o
algoritmo preserva idempoteˆncia em substituic¸o˜es.
A demonstrac¸a˜o da correc¸a˜o e completude, dependem das propriedades de regularidade dos estados




Neste capı´tulo esta˜o os pre´-requisitos. Sera˜o abordadas as definic¸o˜es ba´sicas sobre reescrita, unificac¸a˜o,
assim como as definic¸o˜es para o algoritmo de solubilidade de uma teoria equacional. Veja mais detalhes
em [4].
1.1 Termos, Substituic¸o˜es e Identidades
Definic¸a˜o 1.1 (Assinatura). Uma assinatura Σ e´ um conjunto cujos elementos sa˜o chamados de sı´mbolos
de func¸a˜o e cada f ∈ Σ esta´ associado a um nu´mero natural n, a aridade de f. Dizemos que f e´ um
sı´mbolo de func¸a˜o n-a´ria de Σ, equivalentemente f ∈ Σ(n), quando f ∈ Σ e n e´ a aridade de f, em
particular os elementos de Σ(0) sa˜o chamados de simbolos constantes.
Definic¸a˜o 1.2 (Σ-Termo). Sejam Σ uma assinatura e V um conjunto infinito enumera´vel de varia´veis
disjunto de Σ. O conjunto T (Σ,V) de todos os Σ-Termos sobre V , e´ definido de forma indutiva:
• V ⊆ T (Σ,V), i.e., toda varia´vel e´ um termo
• Para todo n ∈ N, f ∈ Σ(n) e t1,. . . , tn ∈ T (Σ,V), teˆm-se que f(t1, . . . , tn) ∈ T (Σ,V).
Denotaremos Σ(t) como o multiconjunto de todos os sı´mbolos de func¸a˜o ocorrendo no termo t.
Exemplo 1.1. Sejam os sı´mbolos de func¸a˜o a, b ∈ Σ(0), f ∈ Σ(3), g ∈ Σ(2), h ∈ Σ(1) e as varia´veis
x, y ∈ V enta˜o t := f(x, g(x, a), h(g(h(b), a))) e´ um termo, e Σ(t) = {{f, a, a, h, h, b, g, g}} e´ o
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Definic¸a˜o 1.3 (Posic¸o˜es). Seja Σ uma assinatura, V um conjunto de varia´veis disjunto de Σ e s, t ∈
T (Σ,V).
1. O conjunto de posic¸o˜es do termo s e´ o conjunto, denotado por Pos(s), de palavras sobre o alfa-
beto dos inteiros positivos, que e´ definido indutivamente como segue:
• Se s ∈ V ∪ Σ(0), enta˜o Pos(s) := {ε}, onde ε denota a palavra vazia.




{ip | p ∈ Pos(si)}
A posic¸a˜o ε e´ chamada posic¸a˜o raı´z do termo s, e o sı´mbolo de func¸a˜o ou de varia´vel nesta posic¸a˜o
e´ chamado de sı´mbolo raı´z de s, denotado por raı´z(s).
2. definimos a relac¸a˜o ≤ sobre Pos(t), da seguinte forma:
p ≤ q se, e somente se, existe l tal que q = pl.
Quando p ≤ q dizemos que p e´ prefixo de q e quando p 6≤ q e q 6≤ p dizemos que p e´ paralela a q,
denotado por p‖q
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3. Defini-se indutivamente len(ε) = 0 e len(ip) = 1 + len(p)
4. O tamanho de um termo s e´ definido por |s| := |Pos(s)|, isto e´, |s| e´ a cardinalidade de Pos(s) e
a profundidade de um termo s e´ definido por: ‖s‖ = ma´x{len(p) | p ∈ Pos(s)}.
Definic¸a˜o 1.4 (Σ-identidade). Seja Σ uma assinatura e V um conjunto de varia´veis. Uma Σ-identidade
(ou Σ-equac¸a˜o) e´ um par (s, t) ∈ T (Σ,V) × T (Σ,V). O lado direito(ld) e´ dado por t e o lado es-
querdo(le) por s.
Notac¸a˜o: s = t. Quando a assinatura Σ e´ clara no contexto, s = t sera´ denotado simplesmente por
identidade ou equac¸a˜o.
Definic¸a˜o 1.5 (Subtermos). Sendo s um Σ-termo, definiremos abaixo a noc¸a˜o de subtermo do termo s
relacionado com as posic¸o˜es de s.
1. Para p ∈ Pos(s), o subtermo de s na posic¸a˜o p, denotado por s|p, e´ definido por induc¸a˜o no
comprimento de p:
s|ε := s,
f(s1, . . . , sn)|iq := si|q.
Note que, para p = iq, onde p, q ∈ Pos(s) e i ∈ N \ {0}, implica que s e´ da forma s =
f(s1, . . . , sn), com i ≤ n.
2. Para p ∈ Pos(s), denote por s[t]p o termo obtido de s pela substituic¸a˜o do subtermo na posic¸a˜o p
por t, i.e.,
s[t]ε := t,
f(s1, . . . , sn)[t]iq := f(s1, . . . , si[t]q, . . . , sn).
Proposic¸a˜o 1.1. Sejam r, s e t ∈ T (Σ,V) enta˜o temos as seguintes propriedades para subtermos:
i. se pq ∈ Pos(s), enta˜o s|pq = (s|p)|q




iii. se pq ∈ Pos(s), enta˜o
(s[r]pq)|p = (s|p)[r]q
(t[s]pq)[r]p = t[r]p
iv. Se p, q ∈ Pos(s) e p‖q, enta˜o
(s[t]p)|q = t|q
(s[t]p)[r]q = (s[r]q)[t]p
v. Se v e´ uma varia´vel e p ∈ Pos(S) enta˜o Pos(S[v]p) ⊆ Pos(S).
Demonstrac¸a˜o. Aplica-se uma induc¸a˜o sobre o comprimento das posic¸o˜es.
Definic¸a˜o 1.6 (Varia´veis de um termo). Definimos Var(s) como o conjunto de varia´veis ocorrendo em
s, i.e.
Var(s) := {x |x ∈ V e existe p ∈ Pos(s) tal que s|p = x} .
Quando s|p e´ uma varia´vel, p ∈ Pos(s) e´ chamada de posic¸a˜o varia´vel. Seja s um termo, quando
Var(s) = ∅ dizemos que s e´ um termo ba´sico. Podemos estender a definic¸a˜o de conjunto de varia´veis
ocorrendo em um termo s, da seguinte forma. Sendo U um conjunto de termos, enta˜o definimos o
conjunto de varia´veis ocorrendo nos termos de U , como se segue: Var(U) := ⋃s∈U Var(s).
Seja (s, t) um par de termos definimos o conjunto das varia´veis ocorrendo no par (s, t) por: Var(s, t) :=
Var(s) ∪ Var(t). Sejam Γ1, . . . ,Γn conjuntos de termos ou conjunto de pares de termos, definimos o
conjunto das varia´veis ocorrendo nos conjuntos Γ1, . . . ,Γn por:




Definic¸a˜o 1.7 (Substituic¸a˜o). Seja Σ uma assinatura e V um conjunto infinito enumera´vel de varia´veis.
Uma substituic¸a˜o e´ uma func¸a˜o σ : V → T (Σ,V), tal que xσ 6= x apenas para um nu´mero finito
de varia´veis x ∈ V . Este conjunto (finito) de varia´veis e´ chamado domı´nio de σ e e´ definido por,
Dom(σ) := {x ∈ V |xσ 6= x}.
Uma vez que definimos o domı´nio da substituic¸a˜o σ definiremos o conjunto das imagens de σ da
seguinte forma, Im(σ) := {xσ | x ∈ Dom(σ)}.
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Assim seja σ uma substituic¸a˜o, diremos que σ designa x em t, equivalentemente [x 7→ t] ∈ σ se, e
somente se, x ∈ Dom(σ) e xσ = t. Enta˜o podemos identificar a substituic¸a˜o σ com o conjunto de suas
designac¸o˜es da seguinte forma, σ = {x 7→ xσ | x ∈ Dom(σ)}.
Seja W ⊆ V , definimos a substiuic¸a˜o σ|W , chamada de restric¸a˜o de σ a W pelo conjunto de
designac¸o˜es, σ|W := {x 7→ xσ | x ∈ Dom(σ) ∩W} Podemos extender uma substituic¸a˜o σ para a uma
aplicac¸a˜o σ̂ : T (Σ,V)→ T (Σ,V) da seguinte forma:
• xσ̂ = xσ, se x ∈ V .
• f(s1, . . . , sn)σ̂ := f(s1σ̂, . . . , snσ̂).
Por abuso de notac¸a˜o, utilizaremos sempre a extensa˜o da substituic¸a˜o, exceto quando explicitado o
contra´rio. Vamos denotar por Sub T (Σ,V), o conjunto de todas as substituic¸o˜es σ̂ : T (Σ,V) →
T (Σ,V) e quando a Σ, V forem omitidas no contexto, denotaremos apenas por Sub.
Definic¸a˜o 1.8 (Composic¸a˜o de Substituic¸o˜es). Sendo σ e θ duas substituic¸o˜es, definimos a substituic¸a˜o
composic¸a˜o σθ como a composic¸a˜o usual das func¸o˜es σ e θ, isto e´, x(σθ) = (xσ)θ para todo x ∈ V .
Assim herdando a propriedade associatividade da composic¸a˜o de func¸o˜es e obtendo Dom(σθ) ⊆
Dom(σ) ∪ Dom(θ), concluindo de fato que a composic¸ao de substituic¸o˜es e´ uma substituic¸a˜o.
Definic¸a˜o 1.9 (Substituic¸a˜o Mais Geral). Sejam Σ uma assinatura, V um conjunto infinito conta´vel de
varia´veis. Dizemos que,
• σ e´ mais geral que θ, denotado por σ . θ, quando ∃γ ∈ Sub, tal que θ = σγ.
• σ e´ equivalente a θ, denotado por σ ≈ θ, quando σ . θ e θ . σ.
Definic¸a˜o 1.10 (Renomeamento de Varia´veis de um Termo). Sejam t ∈ T (Σ,V) e α : V −→ V uma
substituic¸a˜o bijetiva. Dizemos que α e´ um renomeamento das varia´veis de t se, e somente se, Im(α) ∩
(Var(t)\Dom(α)) = ∅.
Exemplo 1.2. Seja f ∈ Σ(2), g ∈ Σ(1), x, y, z ∈ V varia´veis e o termo t = f(x, g(y)). Tome α uma
substituic¸a˜o definida por α = {x 7→ z, y 7→ x} Enta˜o tα = f(x, g(y))α = f(xα, g(yα)) = f(z, g(x)).
Note que Im(α) = {x, z}, Dom(α) = {x, y} e Var(t) = {x, y}.
Portanto Im(α)∩ (Var(t) \Dom(α)) = ∅, logo α e´ um renomeamento de varia´veis de t. Note que
α na˜o e´ um renomeamento de varia´veis de f(x, g(z)).
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Definic¸a˜o 1.11 (Renomeamento de Variaveis de uma Substituic¸a˜o). Sejam α, σ : V −→ T (Σ,V)
substituic¸o˜es. α e´ dito renomeamento de varia´veis de σ se, e somente se, para todo x ∈ Dom(σ), α
e´ um renomeamento das varia´veis de xσ.
Proposic¸a˜o 1.2. Sejam α, σ : V −→ T (Σ,V) substituic¸o˜es. Enta˜o α e´ um renomeamento de varia´veis
σ se, e somente se,
1- Im(α) ⊂ V e α e´ bijetiva.
2- Im(α) ∩ (Var(Im(σ))\Dom(α))) = ∅.
Demonstrac¸a˜o. (⇒) Tomeα renomeamento de varia´veis de σ, pela sua definic¸a˜o Im(α) ⊂ V e |Im(α)| =
|Dom(α)|, enta˜o basta provar que, Im(α) ∩ (Var(Im(σ)) \ Dom(α)) = ∅ Como para todo x ∈
Dom(α), α e´ um renomeamento de xσ enta˜o: Im(α) ∩ (Var(xσ) \ Dom(α)) = ∅. Sabendo que para
quaisquer conjuntos A, C e qualquer familia de conjuntos {Bx : x ∈ I} temos,
⋃
x∈I(A ∩ (Bx \C)) =
A ∩ (⋃x∈I Bx \ C), em particular, fazendo A = Im(α), {Bx = Var(xσ) : x ∈ Dom(σ)} e












Como Var(Im(σ)) = ⋃x∈Dom(σ) Var(xσ) obtemos, Im(α) ∩ (Var(Im(σ)) \ Dom(σ)) = ∅.
Enta˜o um renomeamento de varia´veis de uma substituic¸a˜o sera´ denotada apenas por renomeamento
de varia´veis.
Definic¸a˜o 1.12 (Renomeamento de varia´veis livre de W ⊂ V). Sejam α, σ duas substituic¸o˜es. Dizemos
que α e´ um de varia´veis de σ livre em W ⊂ V se, e somente se, α e´ um renomeamento de varia´veis de σ
e Im(α) ∩W = ∅.
Definic¸a˜o 1.13 (Renomeamento Inverso). Sejaα um renomeamento de varia´veis, denotamos a substituic¸a˜o
α−1 = {y 7→ x | x 7→ y ∈ α} como a o renomeamento inverso de α.
OBS: α−1 definido acima e´ um renomeamento de varia´veis e caso Dom(α) ∩ Im(α) = ∅ temos αα−1
= α−1 e α−1α = α.
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Proposic¸a˜o 1.3. Seja α um renomeamento de varia´veis. Se α e´ livre em W ⊂ V e Dom(α) ⊆W , enta˜o
αα−1|W = idV .
Demonstrac¸a˜o. Suponha α renomeamento de varia´veis livre em W ⊂ V , enta˜o Im(α) ∩W = ∅, com
Im(α) = Dom(α−1), implicando que Dom(α−1) ∩ W = ∅. Assim, por αα−1 = α−1 temos que
αα−1|W = α−1|W = idV .
Proposic¸a˜o 1.4. Seja α um renomeamento de varia´veis de uma substituic¸a˜o σ, enta˜o para todo x ∈
Dom(σ), xσαα−1 = xσ e α−1 e´ um renomeamento de varia´ves de σα.
Demonstrac¸a˜o. (1) Tome x ∈ Dom(σ) e w ∈ Var(xσ). Suponha que w 6∈ Dom(α), enta˜o w ∈
Var(xσ) \ Dom(α), logo por α ser um renomeamento de varia´veis de σ, implica que α e´ um
renomeamento de varia´veis de xσ, enta˜o Im(α)∩ (Var(xσ)\Dom(α)) = ∅, portanto w 6∈ Im(α),
equivalentemente, w 6∈ Dom(α−1), logo podemos concluir que, wαα−1 = wα−1 = w.
Por outro lado, se w ∈ Dom(α), enta˜o pela pro´pria definic¸a˜o de renomeamento inverso temos,
wαα−1 = w. Como substituic¸o˜es agem apenas sobre as varia´veis, temos que xσαα−1 = xσ.
(2) Tome x ∈ Dom(σα) qualquer, vamos provar que Im(α−1)∩(Var(xσα)\Dom(α−1)) = ∅ e assim
conslui-se que α−1 e´ um renomeamento de varia´veis σα. Suponha w ∈ Var(xσα) \ Dom(α−1)
qualquer, enta˜o por Im(α) = Dom(α−1) temos que w 6∈ Im(α), como existe um v ∈ Var(xσ)
onde vα = w e w 6∈ Im(α) enta˜o v = w e portanto wα = w, equivalentemente, w 6∈ Dom(α),
implicando que w 6∈ Im(α−1). Assim concluı´mos que Im(α−1) ∩ (Var(xσ) \ Dom(α−1)) = ∅.
Corola´rio 1.1. Se t ∈ T (Σ,V) e α e´ um renomeamento das varia´veis de t enta˜o tαα−1 = t
Demonstrac¸a˜o. De fato, basta tomar a substituic¸a˜o σ = {x 7→ t} emta˜o α e´ um renomeamento de t,
equivalentemente, α e´ um renomeamento de varia´veis de σ e portanto pela proposic¸a˜o anterior temos
xσαα−1 = xσ, enta˜o tαα−1 = t.
1.2 A´lgebras, Homomorfismos e Congrueˆncias
Dada uma assinatura Σ, uma a´lgebra e´ uma interpretac¸a˜o de todos os simbolos de func¸a˜o em Σ.
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Definic¸a˜o 1.14 (Σ-a´lgebra). Seja Σ uma assinatura. Uma Σ-a´lgebra A consiste de
i. um domı´nio A, e
ii. para cada n ∈ N e cada simbolo de func¸a˜o f ∈ Σ(n), e´ associado um mapeamento fA:An −→ A.
Se a assinatura Σ e´ clara no contexto ou irrelevante, denotaremos uma Σ-a´lgebra simplemente por
a´lgebra.
Definic¸a˜o 1.15 (Σ-homomorfismo). Seja Σ uma assinatura, e sejamA,B Σ-a´lgebras. Um Σ-homomorfismo
φ : A −→ B e´ um mapeamento de A em B tal que para todo n ∈ N, f ∈ Σ(n), e a1, . . . , an ∈ A tem-se
que
φ(fA(a1, . . . , an)) = fB(φ(a1), . . . , φ(an))
Definic¸a˜o 1.16 (Congrueˆncia). SejaA uma Σ-a´lgebra. Uma relac¸a˜o de equivaleˆncia ≡ em seu domı´nio
A e´ chamada de congrueˆncia em A se, e somente se, ≡ e´ fechado para Σ-operac¸o˜es, isto e´, para todos
n ∈ N, f ∈ Σ(n), e todo a1 ≡ b1, . . . , an ≡ bn em A tem-se que
fA(a1, . . . , an) ≡ fA(b1, . . . , bn)
A a´lgebra quocienteA/≡ tem como domı´nio o conjunto das classes de equivaleˆncia [a]≡ := {b ∈ A|a ≡
b} , e para cada n ∈ N, interpreta os sı´mbolos, f ∈ Σ(n) como
fA/≡([a1]≡, . . . , [an]≡) ≡ [fA(a1, . . . , an)]≡
Para uma assinatura Σ e um conjunto de varia´veis V disjunto de Σ, pode-se usar T (Σ,V) como domı´nio
de uma Σ-a´lgebra em que os sı´mbolos de func¸a˜o “se interpretam a si mesmos”.
Definic¸a˜o 1.17 (Σ-a´lgebra de termos). Seja Σ uma assinatura e V um conjunto de varia´veis disjunto
de Σ. a Σ-a´lgebra de termos T (Σ,V) tem como domı´nio T (Σ,V) e para cada n ∈ N, interpreta os
sı´mbolos de func¸a˜o f ∈ Σ(n) da seguinte forma:
fT (Σ,V) : T (Σ,V)n −→ T (Σ,V)
(t1, . . . , tn) 7−→ f(t1, . . . , tn)
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1.3 Classes Equacionais
Uma Σ-identidade e´ um par s = t de termos em T (Σ,V), para um conjunto infinito enumera´vel de
varia´veis V . Intuitivamente, uma identidadade e´ “va´lida”em uma Σ-a´lgebra A se para todas as possı´veis
maneiras de substituir as vara´veis em s, t por elementos de A obtemos o mesmo elemento em A. A
definic¸a˜o formal abaixo faz uso do fato que um dado mapeamento de varia´ves em elementos de A pode
ser unicamente extendido a um homomorfismo.
Definic¸a˜o 1.18 (Validade). Dizemos que uma Σ-identidade s = t vale na Σ-a´lgebra A ( A |= s = t )
se, e somente se, para todo homomorfismo φ : T (Σ,V) −→ A tem-se que φ(s) = φ(t).
Definic¸a˜o 1.19 (Modelo). Seja Σ uma assinatura e E um conjunto de Σ-identidades.
i. A Σ-a´lgebra e´ um modelo de E (A |= E) sse toda identidade de E e´ va´lida em A.
ii. A classe de todos os modelos de E e´ chamada de Σ-variedade definida por E, sendo denotada por
V (E).
Definic¸a˜o 1.20 (Teoria Equacional). Seja E um conjunto de Σ-identidades.
i. A identidade s = t e´ uma consequeˆncia semaˆntica de E (E |= s = t) sse s = t e´ va´lida em todos os
modelos de E, isto e´, para todo A, tem-se que s = t e´ va´lido em A.
ii. A relac¸a˜o ≈E := {(s, t) ∈ T (Σ,V)2 | E |= s = t} e´ chamada de teoria equacional induzida por E.
iii. O conjunto de identidades E e´ chamado de trivial se, e somente se, ≈E= T (Σ,V)2.
Definic¸a˜o 1.21 (Congrueˆncia mo´duloE). SejaE um conjunto de identidades. Denote por ΣE o conjunto
de todos os sı´mbolos de func¸a˜o ocorrendo em E e por =E a menor congrueˆncia em T (Σ,V) gerada por
E, isto e´, a menor relac¸a˜o de equivaleˆncia contendo E que e´ fechada para substituic¸o˜es e compatı´vel
com Σ-contexto: para toda substituic¸a˜o σ, para todo termo t e p ∈ Pos(t), se u =E v enta˜o t[uσ]p =E
t[vσ]p.
Exemplo 1.3. A teoria equacional ACUN e´ dada pelas identidades: x⊕ (y ⊕ z) = (x⊕ y)⊕ z (Assoc.)x⊕ y = y ⊕ x (Comut.) x⊕ 0 = x (Unidade)x⊕ x = 0 (Nilpotencia)
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Definic¸a˜o 1.22 (E-unifica´veis). Seja E um conjunto de Σ-identidades. Dois termos s e t sa˜o chamados de
E-unifica´veis se existe uma substituic¸a˜o σ tal que σ =E tσ. Tal substituic¸a˜o e´ chamada de E-unificador
de s, t.
Definic¸a˜o 1.23 (Substituic¸a˜o Mais Geral Mo´dulo E). Sejam Σ uma assinatura, V um conjunto infinito
conta´vel de varia´veis, um conjunto E de Σ-identidades, W ⊆ V e σ, θ ∈ SubT (Σ,V). Dizemos que,
• σ e´ mais geral que θ sobre W mo´dulo E. Denotado por:
σ|W .E θ|W ⇔ ∃γ substituic¸a˜o. θ|W =E σγ|W .
• σ e´ equivalente a θ sobreW mo´dulo E. Denotado por,
σ|W ≈E θ|W ⇔ σ|W .E θ|W e θ|W .E σ|W
OBS:Quando W = V enta˜o omitiremos “sobre W” e “|W ”das notac¸o˜es.
1.4 Sistemas de Reescrita de Termos e Unificac¸a˜o
Definic¸a˜o 1.24 (Regra de reescrita). Sejam Σ uma assinatura, V um conjunto infinito enumera´vel de
varia´veis. Uma regra de reescrita e´ um par ordenado e orientado l → r, onde l, r ∈ T (Σ,V), l /∈ V e
Var(r) ⊆ Var(l). Definimos l como o lado esquerdo (le) e r como o lado direito(ld) de l→ r.
Definic¸a˜o 1.25 (Sistema de Reescrita de Termos). Um sistema de reescrita de termos(SRT), e´ um con-
junto R de regras de reescrita.
Definic¸a˜o 1.26 (Relac¸a˜o de Reduc¸a˜o de Termos). Seja R um sistema de reescrita de termos, R define
uma relac¸a˜o de reduc¸a˜o de termos→R sobre T (Σ,V) da seguinte forma:
s→R t⇔ ∃ l→ r ∈ R, p ∈ Pos(s), σ ∈ Sub, tais que s|p = lσ e t = s[rσ]p
Enta˜o dizemos que o sistema de regras de reescrita R e´ terminante (confluente) se, e somente se, a
relac¸a˜o de reduc¸a˜o de termos→R e´ terminante (confluente).
Definic¸a˜o 1.27 (Relac¸a˜o de Reescrita). Uma relac¸a˜o→ sobre T (Σ,V) e´ uma relac¸a˜o de reescrita se, e
somente se,→ e´ uma relac¸a˜o fechada sobre substituic¸a˜o e compatı´vel sobre Σ-operac¸o˜es.
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Definic¸a˜o 1.28 (Relac¸a˜o de E - Reduc¸a˜o). Seja E um conjunto de Σ-identidades, definimos a relac¸a˜o
→E⊆ T (Σ,V)× T (Σ,V) da seguinte forma,
s→E t⇔ ∃u = v ∈ E, p ∈ Pos(s), σ ∈ Sub tais que s|p = uσ e t = s[vσ]p
Enta˜o dizemos que s =E t se, e somente se, s↔∗E t.
Observac¸a˜o 1.1. Seja E um conjunto de Σ identidades, enta˜o a dada ≈E a teoria equacional induzida
por E e→E a relac¸a˜o de E-reduc¸a˜o, temos pelo Teorema de Birkhof em [4] que ≈E=↔∗E .
Definic¸a˜o 1.29 (Problema de Unificac¸a˜o). Um problema de unificac¸a˜o e´ um conjunto finito Γ := {s1 =?
t1, . . . , sn =
? tn} onde si, ti sa˜o termos. Um unificador sinta´tico de Γ, e´ uma substituic¸a˜o σ tal que
para todo i ∈ {1, . . . , n}, siσ = tiσ. U(Γ) denota o conjunto de todos os unificadores sinta´ticos de Γ.
Uma substituic¸a˜o σ e´ chamada de unificador sinta´tico mais geral (mgu) de Γ se, e somente se, temos:
• σ ∈ U(Γ)
• ∀γ ∈ U(Γ). σ . γ
Exemplo 1.4. Seja Γ = {f(x, g(y)) =? f(g(y), g(f(a,w)))} um problema de unificac¸a˜o.
Note que σ = {x 7→ g(f(a,w)), y 7→ f(a,w)} e´ um unificador sinta´tico de Γ, basta aplicar σ em
ambos os lados da equac¸a˜o de Γ, obtendo f(g(f(a,w)), g(f(a,w))). Essa substituic¸a˜o tambe´m e´ um
mgu, obtido pelo algoritmo de unificac¸a˜o sinta´tica, Unify, descrito em [4].
1.4.1 Reescrita Mo´dulo Teorias Equacionais
Me´todos de reescrita sa˜o amplamente utilizados em muitas a´reas da computac¸a˜o e matema´tica, infe-
lizmente o me´todo de completamento de Knuth-Bendix e´ ineficiente quando adentramos no campo das
teorias equacionais, e.g., quando incluı´mos a comutatividade como uma regra de reescrita, destruı´mos
a terminac¸a˜o do sistema de reescrita, causando o me´todo de completamento de Knuth-Bendix falhar.
Quando se faz necessa´rio de um axioma com tal problema em uma teoria equacional, para mantermos
um sistema de reescrita convergente nessa teoria equacional, devemos generalizar alguns conceitos de
reescrita, casamento e unificac¸a˜o com respeito a` teoria equacional dada.
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Definic¸a˜o 1.30 (Relac¸a˜o de ReescritaR, E). Considere o conjuntoR de regras de reescrita e o conjunto
de equac¸o˜es E. A relac¸a˜o de reescritaR, E, e´ a relac¸a˜o→R,E definida por:
s→R,E t ⇔ ∃ l→ r ∈ R, p ∈ Pos(s), σ ∈ Subs. s|p =E lσ e t = s[rσ]p
Definic¸a˜o 1.31 (Relac¸a˜o Reescrita R/E). Considere o conjunto R de regras de reescrita e o conjunto
de equac¸o˜es E. A relac¸a˜o de reescritaR/E, e´ a relac¸a˜o→R/E definida por:
→R/E := =E ◦ →R ◦ =E
O sistema de reescritaR e´ dito convergente mo´duloE se, e somente se,→R/E e´ um sistema de reescrita
confluente e terminante sobre T (Σ,V)/=E .
Definic¸a˜o 1.32 (Forma normal). Um termo t esta´ na forma normal (w.r.t R, E) se na˜o existe um termo
s tal que t →R,E s. Se t ∗→R,E s e s esta´ na forma normal enta˜o s e´ uma forma normal de t. Quando
esta forma normal e´ u´nica (R e´ convergente mo´dulo E), denota-se (t ↓R,E).
Observac¸a˜o 1.2. Pelas definic¸o˜es acima, e´ possı´vel verificar que→R,E⊆→R/E , enta˜o no caso em que
→R/E for terminante, implica que→R,E e´ terminante.
Definic¸a˜o 1.33 (Coerente mo´dulo E). Seja E′ = E′′∪˙E uma teoria equacional onde R e´ um sistema
de reescrita convergente obtido orientado as identidades de E′′. Dizemos que→:=→R,E e´ E-coerente,
desde que,
∀t1, t2, t3. se t1 →R,E t2 e t1 =E t3, enta˜o existem t4, t5 tais que t4 =E t5, t3 →+ t5 e t2 →∗ t4.
1.4.2 Unificac¸a˜o Mo´dulo Teorias Equacionais
Seja E um conjunto de Σ-identidades sobre uma assinatura Σ. Denota-se por ΣE a assinatura de E, isto
e´, o conjunto de todos os sı´mbolos de func¸a˜o que ocorrem em E.
Definic¸a˜o 1.34 (Problema deE-Unificac¸a˜o). Um problema deE-unificac¸a˜o sobre Σ e´ um conjunto finito
de equac¸o˜es Γ = {u1 =?E v1, . . . , un =?E vn} entre Σ-termos com varia´veis em V . Um E-Unificador
(ou uma E-soluc¸a˜o) de Γ e´ uma substituic¸a˜o σ tal que uiσ =E viσ para i = 1, . . . , n. O conjunto de
todos os E-Unificadores de Γ e´ denotado por UE(Γ) e Γ e´ chamado E-Unifica´vel quando UE(Γ) 6= ∅.
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Definic¸a˜o 1.35 (Classe dos Problemas de E-Unificac¸a˜o). Seja Γ um problema de E-unificac¸a˜o sobre a
assinatura Σ. Dizemos que:
- Γ e´ um problema de E-unificac¸a˜o elementar se, e somente se, Σ = ΣE .
- Γ e´ um problema de E-unificac¸a˜o elementar com constantes se, e somente se, Σ \ ΣE tem apenas
sı´mbolos constantes.
- Γ e´ um problema de E-unificac¸a˜o geral se, e somente se, Σ \ ΣE tem sı´mbolos de func¸a˜o ar-
bitra´rios.
Definic¸a˜o 1.36 (Conjunto Completo de E-Unificadores). Seja Γ um problema de E-unificac¸a˜o. O con-
junto completo de E-unificadores de Γ, denotado por CE(Γ), e´ um conjunto de todos E-unificadores de
Γ tais que
• ∀σ ∈ CE(Γ), σσ := σ
• ∀θ ∈ UE(Γ). ∃σ ∈ CE(Γ). σ|Var(Γ) .E θ|Var(Γ).
Dizemos que CE(Γ) e´ minimal, desde que, ∀σ, θ ∈ CE(Γ). σ 6= θ enta˜o nenhum e´ mais geral que o
outro.
Definic¸a˜o 1.37 (Tipos de E-unificac¸a˜o). Seja E um conjunto de Σ-identidades, dizemos que E e´ uma
teoria equacional
• Unita´ria se, e somente se, todo problema Γ de E-unificac¸a˜o possui um conjunto completo minimal
de E-unificadores com cardinalidade ≤ 1.
• Finita´ria se, e somente se, todo problema Γ de E-unificac¸a˜o possui um conjunto completo minimal
de E-unificadores com cardinalidade finita.
• Infinita´ria se, e somente se,todo problema Γ de E-unificac¸a˜o possui um conjunto completo mi-
nimal e existe um problema Γ′ de E-unificac¸a˜o que possui um conjunto completo minimal de
E-unificadores que tem cardinalidade infinita.
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Definic¸a˜o 1.38 (Decomposic¸a˜o). Sejam Σ e´ uma assinatura,E′ = E′′∪˙E um conjunto de Σ-identidades,
onde colocando uma orientac¸a˜o em cada identidade de E′′ obtemos R um conjunto de regras de rees-
crita. Denotamos a tripla (Σ,R, E) de uma decomposic¸a˜o da teoria equacional (Σ, E′) se R e E
possuem as seguintes propriedades:
(i) E e´ uma teoria equacional que preserva varia´vel, i.e., para cada s = t ∈ E temos Var(s) =
Var(t).
(ii) E′ possui um algoritmo de unificac¸a˜o completo e finitario, i.e., existe um algoritmo de unificac¸a˜o
mo´dulo E’ que produz um conjunto finito e completo de E′ - unificadores.
(iii) R e´ convergente mo´dulo E, i.e., a relac¸a˜o→R/E e´ terminante e confluente
(iv) →R,E e´ E-coerente.
Observac¸a˜o 1.3. Se (Σ,R, E) e´ uma decomposic¸a˜o da teoria equacional (Σ, E′), denotaremos abu-
sando da notac¸a˜o E′ := R∪˙E.
Vamos criar um crite´rio mais simples para garantir que→R,E e´ E-coerente. Seja E′ = E′′∪˙E um
conjunto de Σ-identidades, onde E′′ possui uma orientac¸a˜o para cada uma de suas equac¸o˜es, obtendoR
um sistema de reescrita convergente mo´dulo E.
Teorema 1.1. →R,E e´ E-coerente se, e somente se, para todo s, t termos,
s =E t⇒ s ↓R,E=E t ↓R,E
Demonstrac¸a˜o. Sejam s, t termos tal que s =E t, vamos denotar→:=→R,E .
(⇒): Suponha que → seja E-coerente, se s esta´ em sua forma normal mo´dulo E enta˜o pela nossa
hipo´tese t esta´ em sua forma normal mo´dulo E e o resultado segue.






s′ ∗ // s1 =E t1
Se s′ esta´ em sua forma normal enta˜o s′ =E s1 e t1 esta´ em sua forma normal, caso s1 seja redutı´vel,
podemos usar uma induc¸a˜o bem fundada sobre→, pois→ e´ terminante. E assim segue o resultado.
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(⇐): Seja s′ tal que s → s′, suponha por absurdo que para todos s′′, t′ termos tais que se s′ →∗ s′′ e
t → t′ enta˜o s′′ 6=E t′. Como s e´ redutı´vel, enta˜o pela nossa hipo´tese, t e´ redutı´vel, pois caso contra´rio
s =E t =E t ↓ implica que s =E s ↓.
Logo s′ ← s → s ↓+ e t →+ t′. Como→ e´ confluente e s ↓ esta´ em sua forma normal, temos que





s′ ∗ // s ↓ =E t ↓
E portanto→ e´ E-coerente.
Definic¸a˜o 1.39 (E-extensa˜o conservativa). Seja E um conjunto de Σ-identidades e Γ um problema de
E-unificac¸a˜o. Dizemos que Γ′ e´ uma E-extensa˜o conservativa de Γ se, e somente se, para cada E-
unificador σ de Γ′, σ e´ um E-unificador de Γ e para cada σ E-unificador de Γ, existe uma substituic¸a˜o
γ com as seguintes propriedades
• Dom(γ) ⊂ Var(Γ′) \ Var(Γ)
• σγ e´ um E-unificador de Γ′
Quando for claro a teoria equacional E ou na˜o houver ambiguidades, iremos denotar E-extensa˜o con-
servativa apenas por extensa˜o conservativa.
Provaremos algumas propriedadee importantes sobre E-extenso˜es conservativas, dentre elas a tran-
sitividade quando as va´riaveis de Γ sa˜o preservadas na E-extensa˜o conservativa.
Proposic¸a˜o 1.5 (Transitividade de E-extenso˜es conservativas). Sejam Γ1,Γ2 e Γ3 problemas de E-
unificac¸a˜o tais que Γ3 e´ uma E-extensa˜o conservativa de Γ2 e Γ2 e´ uma E-extensa˜o conservativa de Γ1.
se Var(Γ1) ⊆ Var(Γ2) ⊆ Var(Γ3) enta˜o, Γ3 e´ uma E-extensa˜o conservativa de Γ1.
Demonstrac¸a˜o. Seja σ um E-unificador de Γ3, logo por Γ3 ser uma E-extensa˜o conservativa de Γ2,
implica que, σ e´ um E-unificador de Γ2 e como Γ2 e´ uma E-extensa˜o conservativa de Γ1 temos que σ e´
um E-unificador de Γ1, assim todo E-unificador de Γ3 e´ um E-unificador de Γ1.
Por outro lado, tome σ um E-unificador de Γ1, enta˜o existe θ uma substituic¸a˜o tal que σθ e´ um
E-unificador de Γ2 e Dom(θ) ⊆ Var(Γ2) \ Var(Γ1), pore´m Γ3 e´ uma E-extensa˜o conservativa de Γ2 e
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portanto existe uma substituic¸a˜o γ tal que σθγ e´ umE-unificador de Γ3 eDom(γ) ⊆ Var(Γ3)\Var(Γ2).
Note que, Dom(θγ) ⊆ Dom(θ) ∪ Dom(γ) ⊆ Var(Γ3) \ Var(Γ2) ∪ Var(Γ2) \ Var(Γ1) e portanto,
Dom(θγ) ⊆ Var(Γ3) \ Var(Γ1), implicando que Γ3 e´ uma E-extensa˜o conservativa de Γ1.
Outro resultado importante relacionado com E-extenso˜es conservativas, e´ sobre preservac¸a˜o de con-
juntos completos de E-unificadores, isto e´, para encontrar um conjunto completo de E-unificadores de
um problema Γ de E-unificac¸a˜o, basta encontrar em alguma E-extensa˜o conservativa de Γ.
Proposic¸a˜o 1.6 (Conjuntos completos de E-unificadores de uma E-extensa˜o conservativa). Sejam Γ um
problema de E-unificac¸a˜o. Se Γ′ e´ uma E-extensa˜o conservativa de Γ tal que Var(Γ) ⊂ Var(Γ′) e
CE(Γ′) 6= ∅ e´ um conjunto completo de E-unificadores de Γ′, enta˜o CE(Γ′)|Var(Γ) := {σ̂|Var(Γ) | σ̂ ∈
CE(Γ′)} e´ um conjunto completo de E-unificadores de Γ.
Demonstrac¸a˜o. Sejam Γ e Γ′ como na hipo´tese e CE(Γ′) 6= ∅ um conjunto completo de E-unificadores
de Γ′. Logo para cada σ̂ ∈ CE(Γ′) tem-se que σ̂ e´ umE-unificador de Γ′, e portanto σ̂ e´ umE-unificador
de Γ, assim UE(Γ) 6= ∅.
Seja σ ∈ UE(Γ) qualquer, assim por Γ′ ser umaE-extensa˜o conservativa de Γ, existe uma substituic¸a˜o
θ tal que Dom(θ) ⊆ Var(Γ′) \ Var(Γ) e σθ e´ um E-unificador de Γ′, podemos supor sem perca de ge-
neralidade que Dom(σ) ⊆ Var(Γ), portanto Dom(σθ) ⊆ (Dom(σ) ∪ Dom(θ)) ⊆ Var(Γ′).
Como CE(Γ′) e´ um conjunto completo de E-unificadores de Γ′ enta˜o existem uma substituic¸a˜o γ e
σ̂ ∈ CE(Γ′) tais que σθ|Var(Γ′) =E σ̂γ|Var(Γ′), implicando que, σθ =E σ̂γ|Var(Γ′).
Afirmac¸a˜o: σθ|Var(Γ) = σ
Tome x ∈ Var(Γ), podemos supor Var(Im(σ)) ∩ (Var(Γ′) \ Var(Γ)) = ∅ pois queremos uma
E-extensa˜o qualquer que cumpra as hipo´teses, assim podemos trocar as varia´veis de Var(Γ′) \ Var(Γ)
caso seja necessa´rio, pois na˜o altera as hipo´teses, portanto xσθ = xσ, por outro lado se x ∈ V \Var(Γ),
temos xσθ|Var(Γ) = x = xσ. Assim σθ|Var(Γ) = σ.
Note que [(σ̂γ)|Var(Γ′)]|Var(Γ) = σ̂γ|Var(Γ′∩Γ) = σ̂γ|Var(Γ) pois Var(Γ) ⊂ Var(Γ′) e como foi
provado, σ̂γ|Var(Γ) = (σ̂|Var(Γ)γ)|Var(Γ) temos,
σ|Var(Γ) = σ = σθ|Var(Γ) =E (σ̂γ|Var(Γ′))|Var(Γ) = (σ̂|Var(Γ)γ)|Var(Γ)
Enta˜o por σ̂ seE-unificador de Γ e idempotente por fazer parte de um conjunto completo deE-unificadores,




Iremos apresentar algoritmo de unificac¸a˜o correto, completo e terminante, para a teoria equacional
ACUNh que consiste das seguintes identidades: Associatividade, Comutatividade, Unidade, Nilpoteˆncia
e homomorfismo.
Para tal definiremos alguns conceitos necessa´rios sobre a teoria ACUNh, cujos modelos sa˜o os grupos
abelianos em que todos os elementos tem ordem 2 e o sı´mbolo de func¸a˜o h e´ um homomorfismo entre
os elementos do grupo.
O tipo do problema de unificac¸a˜o ACUNh varia de acordo com a existeˆncia ou na˜o de sı´mbolos de
func¸a˜o na˜o-interpretados:
- Quando Γ e´ um problema de ACUNh-unificac¸a˜o elementar ou com constantes, o problema de
unificac¸a˜o e´ do tipo unita´rio e decidı´vel em tempo polinomial, este resultado foi enunciado por
Guo, Narendran e Wolfram no artigo [11].
- Quando Γ e´ um problema de ACUNh-unificac¸a˜o geral, isto e´, a assinatura considerada conte´m
sı´mbolos de func¸a˜o na˜o-interpretados, o problema de unificac¸a˜o e´ do tipo finita´rio. Schulz mostrou
no trabalho [16] que o problema de decidir a Solubilidade e´ NP-difı´cil.
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2.1 Conceitos Ba´sicos
Seja a assinatura Σ = {⊕, h, 0}∪˙Σ′, onde ⊕ e´ um sı´mbolo de func¸a˜o bina´rio representando a operac¸a˜o
do grupo, h um sı´mbolo de func¸a˜o una´rio que representa homomorfismo e 0 um sı´mbolo constante que
representa a unidade. A teoria equacional ACUNh e´ especificada pelas regras abaixo juntamente com




x⊕ (y ⊕ z) = (x⊕ y)⊕ z (Associatividade)
x⊕ y = y ⊕ x (Comutatividade)
x⊕ 0 = x (Unidade)
x⊕ x = 0 (Nilpotencia)
h(x)⊕ h(y) = h(x⊕ y) (Homomorfismo)
A teoria equacional ACUN conte´m as identidades acima, com excec¸a˜o da identidade para homomor-
fismo.
RACUN : Sistema de Reescrita de Termos para ACUN
R⊕ =
{
x⊕ 0→ x, x⊕ x→ 0, x⊕ y ⊕ x→ y
}
R⊕: Sistema de Reescrita de Termos para ACUNh
R⊕h =

x⊕ 0 → x
x⊕ x → 0
x⊕ y ⊕ x → y
h(0) → 0
h(x)⊕ h(y) → h(x⊕ y)
h(x)⊕ z ⊕ h(y) → h(x⊕ y)⊕ z

Estes sistemas de reescritas sa˜o obtidos por um me´todo de completamento deKnuth−Bendix aperfeic¸oado
sobre as teorias equacionais ACUN , ACUNh respectivamente.
Observac¸a˜o 2.1. Denotaremos a relac¸a˜o →R⊕h/AC (→R⊕/AC ), por simplicidade da notac¸a˜o, por →
(→⊕).
Teorema 2.1. R⊕h eR⊕ sa˜o convergentes mo´dulo associatividade e comutatividade, isto e´, as relac¸o˜es
→ e→R⊕/AC sa˜o convergentes. Em particular, dados dois termos s, t, enta˜o
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• s =⊕ t se, e somente se, s ↓⊕=AC t ↓⊕
• s =⊕h t se, e somente se,s ↓=AC t ↓.
Demonstrac¸a˜o. Este teorema fornece uma ferramenta de comparac¸a˜o de dois termos olhando para suas
formas normais, semelhante ao teorema de Birkhof descrito em Baader [4]. Este resultado foi demons-
trado por Bachmair e Dershowitz em [5],e consiste de um me´todo de completamento de sistemas de
reescritas mo´dulo uma teoria equacional.
Corola´rio 2.1. (Σ,R⊕, AC) (Σ,R⊕h , AC) sa˜o decomposic¸o˜es para as teorias equacional ACUN e
ACUNh respectivamente.
Demonstrac¸a˜o. Direto dos Teoremas 2.1 e 1.1
2.2 Padronizac¸a˜o
Seja Γ = {t1 =? t′1, . . . , tn =? t′n} um problema de ACUN(h)-unificac¸a˜o. Utilizando a propriedade de
nilpoteˆncia para converter as equac¸o˜es t1 =? t′1 para o formato t1 ⊕ t′1 =? 0, simplificando a notac¸a˜o,
enta˜o obtemos um novo problema de ACUN(h)-unificac¸a˜o Γ′ := {t1 ⊕ t′1 =? 0, . . . , tn ⊕ t′n =? 0},
ou ainda, Γ′′ = {s1 =? 0, . . . , sn =? 0} onde s′i = (ti ⊕ t′i) ↓, esta´ em sua forma normal para cada
i ∈ {1, . . . , n} com a propriedade de que Γ,Γ′ e Γ′′ possuem as mesmas soluc¸o˜es.
Proposic¸a˜o 2.1 (Padronizac¸a˜o). Seja Γ um problema de ACUNh-unificac¸a˜o, enta˜o existe um problema
de ACUNh-unificac¸a˜o Γ′ := {s′1 =? 0, . . . , s′n =? 0} tal que para toda substituic¸a˜o σ, temos que σ e´
ACUNh-unificador de Γ se, e somente se, σ e´ um ACUNh-unificador de Γ′.
Demonstrac¸a˜o. Sejam Γ um problema de ACUNh-unificac¸a˜o, Γ′ := {s⊕ t =? 0 | s =? t ∈ Γ} e σ uma
substituic¸a˜o.
σ e´ um ACUNh-unificador de Γ⇔ ∀ s =? t ∈ Γ. sσ =⊕h tσ
⇔ ∀ s =? t ∈ Γ. sσ ⊕ tσ =⊕h tσ ⊕ tσ
⇔ ∀ s =? t ∈ Γ. (s⊕ t)σ =⊕h 0
⇔ σ e´ um ACUNh-unificador de Γ′
(2.1)
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Proposic¸a˜o 2.2 (Normalizac¸a˜o). Sejam Γ um problema de ACUNh-unificac¸a˜o e Γ ↓:= {s ↓=? t ↓ |s =?
t ∈ Γ}. Enta˜o, σ e´ um ACUNh-unificador de Γ se, e somente se, σ e´ um ACUNh-unificador de Γ ↓.
Demonstrac¸a˜o. Uma consequeˆncia direta do Teorema 2.1 e que sσ ↓= (s ↓)σ ↓, de fato, tome uma
substiuic¸a˜o σ.
σ e´ um ACUNh-unificador de Γ⇔ ∀ s =? t ∈ Γ. sσ =⊕h tσ
⇔ ∀ s =? t ∈ Γ. sσ ↓=AC tσ ↓
⇔ ∀ s =? t ∈ Γ. (s ↓)σ ↓=AC (t ↓)σ ↓
⇔ ∀ s =? t ∈ Γ. (s ↓)σ =⊕h (t ↓)σ
⇔ σ e´ um ACUNh-unificador de Γ ↓
(2.2)
Definic¸a˜o 2.1 (Forma padronizada). Seja Γ um problema de ACUNh-unificac¸a˜o, dizemos que Γ esta´ em
sua forma padronizada se, e somente se, para cada equac¸a˜o s =? t ∈ Γ tem-se que s esta´ em sua forma
normal e t = 0.
Observac¸a˜o 2.2. As Proposic¸o˜es 2.1 e 2.2 demonstradas acima, permitem tratarmos um problema
de ACUN(h)-unificac¸a˜o atrave´s da sua forma padronizada, transformando um problema de ACUN(h)-
unificac¸a˜o em um problema de casamento mo´dulo ACUNh. Portanto dado um problema de ACUN(h)-
unificac¸a˜o Γ iremos adotar as transformac¸o˜es nas Proposic¸o˜es 2.1 e 2.2 para obtermos o problema de
casamento Γ′ := {S1, . . . , Sn} tal que um ACUN(h)-unificador Γ e´ uma substituic¸a˜o que casa cada
termo de Γ′ com 0 mo´dulo ACUNh.
Exemplo 2.1. . Seja Γ um problema de ACUN(h)-unificac¸a˜o, descrito da seguinte forma:
Γ :=

x⊕ h(x)⊕ f(a⊕ x⊕ h(x)⊕ y ⊕ w) =? f(b⊕ z ⊕ h(x))
h(z)⊕ f(x⊕ y)⊕ w =? y ⊕ b⊕ a⊕ f(x⊕ y ⊕ 0)
f(x)⊕ g(y) =? g(y)⊕ a⊕ a⊕ f(x⊕ 0)

Enta˜o aplicando a mesma te´cnica discutida na Proposic¸a˜o 2.1, normalizando e identificando a equac¸a˜o




x⊕ h(x)⊕ f(a⊕ x⊕ h(x)⊕ y ⊕ w)⊕ f(b⊕ z ⊕ h(x))





e´ um problema de ACUNh-unificac¸a˜o que e´ a forma padronizada de Γ
2.3 ACUN-unificac¸a˜o Elementar com Constantes
Esta sec¸a˜o que e´ abordada em [11] tem por objetivo mostrar uma classe de problemas ACUN-unificac¸a˜o
que sa˜o decidı´veis em tempo polinomial, a dizer os problemas de ACUN-unificac¸a˜o elementar com
constantes. Para isto, vamos considerar a assinatura ΣACUN = {0,⊕} ∪ Σ0, em que ⊕ e´ um operador
bina´rio XOR, 0 a constante nula e Σ0 consiste apenas de sı´mbolos constantes.
Γ e´ dito ser um problema de ACUN-unificac¸a˜o elementar com constantes quando para toda equac¸a˜o
s ≈? t ∈ Γ, tem-se que s, t ∈ T (ΣACUN ,V), isto e´, ale´m de ocorreˆncias dos sı´mbolos 0,⊕ os
termos podem possuir constantes de Σ0 ou varia´veis. Mostraremos que os ACUN-unificadores de Γ sa˜o
substituic¸o˜es cujas varia´veis do domı´nio sa˜o mapeadas em uma combinac¸a˜o de constantes que ocorrem
em Γ. O me´todo proposto em [2] consiste de duas partes:
1. Reordenar os termos das equac¸o˜es em Γ, de forma que as varia´veis fiquem do lado esquerdo da
equac¸a˜o e as constantes do lado direito.
2. Associar cada constante c ocorrendo em Γ a um sistema de equac¸o˜es lineares Sc com coeficientes em
Z2
Parte 1: Reordenac¸a˜o de Γ. Para cada s ≈? t ∈ Γ, sejam x1, . . . , xm, xm+1, . . . , xm′ e
a1, . . . an, an+1, . . . , an′ as varia´veis e constantes ocorrendo na sua estrutura, respectivamente. Digamos,
t =⊕ x1 ⊕ . . .⊕ xm ⊕ a1 ⊕ . . .⊕ an
s =⊕ xm+1 ⊕ . . .⊕ xm′ ⊕ an+1 ⊕ . . .⊕ an′
(2.3)
Defina u := (x1 ⊕ . . . ⊕ xm′) ↓ e k := (a1 ⊕ . . . ⊕ an′) ↓. Observe que u, k na˜o possuem ocorreˆncias
de ”0”, nem termos repetidos. Ale´m disso, Σ(u) = {⊕} e Var(k) = ∅.
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Lema 2.1. Sejam Γ um problema de ACUN-unificac¸a˜o elementar com constantes e s =? t ∈ Γ. Existem
termos u, k tal que para cada substituic¸a˜o σ tem-se que sσ =⊕ tσ se, e somente se, uσ =⊕ k, onde u, k
sa˜o termos irredutı´veis tais que Σ(u) = {⊕} e Var(k) = ∅.
Demonstrac¸a˜o. Seja a equac¸a˜o s =? t ∈ Γ, tome u, k como na equac¸a˜o 2.3.
(⇒) Suponha σ uma substituic¸a˜o tal que tσ =⊕ sσ, enta˜o aplicando as propriedades de ACUN sobre































Como (=⊕) =↔∗ enta˜o obtemos que u =⊕
∑m′
i=1 xi e k =⊕
∑n′








(⇐) Suponha uma substituic¸a˜o σ tal que uσ =⊕ k, e por (=⊕) =↔∗, obtermos que
m′∑
i=i




portanto reordenando como fizemos acima obtemos que tσ =⊕ sσ.
Observac¸a˜o 2.3. O Lema 2.1 permite assumir que todos os problemas de ACUN-unificac¸a˜o elementares
com constantes sa˜o da forma:
Γ = {u1 =? k1, . . . , un =? kn}
com ui e ki obtidas atrave´s das equac¸o˜es (2.3), para i = 1, . . . , n. Desta forma o problema de ACUN-
unificac¸a˜o elementar com constantes se torna um problema de ACUN-casamento.
Observac¸a˜o 2.4. A menos que seja estabelecido o contra´rio, no decorrer desta sec¸a˜o, iremos assumir
que os ACUN -unificadores de Γ sa˜o substituic¸o˜es normalizadas, isto e´, para cada x ∈ Dom(σ) tem-se
que xσ esta´ em sua forma normal com relac¸a˜o aR⊕ mo´dulo AC.
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Parte 2: Sistema Linear Seja Γ = {u1 =? k1, . . . , un =? kn} um problema de ACUN-unificac¸a˜o
elementar com constantes. Para cada constante cr que ocorre em Γ vamos criar um sistema linear Sr com
coeficientes no corpo Z2 = {0, 1}. Vamos provar que Γ possui um ACUN -unificador se, e somente se,
cada sistema linear Sr possui soluc¸a˜o. Para isso estabeleceremos as seguintes notac¸o˜es.
1. O conjunto K(Γ) das constantes que ocorrem em Γ e´ dado por:
K(Γ) = {c ∈ Σ(0) | c e´ uma constante na˜o nula que ocorre em Γ}.
2. Sejam Var(Γ) = {x1, . . . , xm} e cr ∈ K = {c1, . . . , cl}. Definiremos, para cada i ∈ {1, . . . , n},
j ∈ {1, . . . ,m} e r ∈ {1, . . . , l} os seguintes valores:
aij =

1, se xj ∈ Var(ui)
0, se xj /∈ Var(ui)
bir =

1, se cr ∈ Σ(ki)
0, se cr /∈ Σ(ki)
(2.4)







bircr i = 1, . . . , n









a11x1 ⊕ . . .⊕ a1mxm = b11c1 ⊕ . . .⊕ b1lcl
a21x1 ⊕ . . .⊕ a2mxm = b21c1 ⊕ . . .⊕ b2lcl
...
an1x1 ⊕ . . .⊕ anmxm = bn1c1 ⊕ . . .⊕ bnlcl
(2.5)
Para cada cr ∈ K(Γ), definiremos o sistema linear Sr sobre Z2 da seguinte forma:
[Sr] =

a11 a12 . . . a1m | b1r





an1 an2 . . . anm | bnr
 (2.6)
Portanto, dado K(Γ) = {c1, . . . , cl} como conjunto de constantes que ocorrem em Γ, teremos os
sistemas lineares S1, . . . , Sl associados, respectivamente, a`s constantes c1, . . . , cl. O teorema a seguir
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garante que Γ tem soluc¸a˜o quando cada sistema linear Sr associado a`s constantes de Γ tem soluc¸a˜o.
Para demonstrar tal fato, faremos uso de um coeficiente drj que determina se a constante cr ocorre ou
na˜o em xjσ, uma instaˆncia de xj , por um unificador normalizado σ de Γ. Especificamente, seja σ um
ACUN -unificador normalizado de Γ (Observac¸a˜o 2.4) e considere a relac¸a˜o ∈⊕ dada por:
cr ∈⊕ xjσ ⇔ cr ∈ K(xjσ)
Como xjσ esta´ em sua forma normal, cr ocorre no ma´ximo uma vez em xjσ. Desta forma, definiremos
drj , para cada j = 1, . . . , n, por:
drj =

1 cr ∈⊕ xjσ
0 cr /∈⊕ xjσ
(2.7)
Ale´m disso, dado um unificador normalizado σ de Γ, para cada constante na˜o-nula cr ∈ K(Γ) e i ∈
{1, . . . , n}, definiremos o conjunto Jir de ı´ndices j ∈ {1, . . . ,m} tais que cr ∈⊕ xjσ e xj ∈⊕ ui.
Formalmente,
Jir = {j ∈ {1, . . . ,m}|cr ∈⊕ xjσ e xj ∈⊕ ui}
= {j ∈ {1, . . . ,m}|aij = dir = 1}
(2.8)
Como xjσ esta´ em sua forma normal, para cada j ∈ Jir tem-se que cr ocorre no ma´ximo uma vez em
xjσ.
Teorema 2.2 (solubilidade). Seja Γ um problema de ACUN-unificac¸a˜o elementar com constantes. Γ e´
ACUN -unifica´vel se, e somente se, para cada cr ∈ K(Γ), o sistema linear Sr tem soluc¸a˜o em Z2.
Demonstrac¸a˜o. Sejam Γ = {u1 =? k1, . . . , un =? kn}, Var(Γ) = {x1, . . . , xm} eK(Γ) = {c1, . . . , cl}
(⇒) Suponha que Γ e´ ACUN -unifica´vel e seja σ um unificador normalizado de Γ.
Afirmac¸a˜o: Para cada r ∈ {1, . . . , l} temos que [dr1 dr2 · · · drm]T e´ uma soluc¸a˜o para o sistema linear
Sr.
Observe Z2 e´ um corpo, em particular, um domı´nio de integridade enta˜o,
aij · drj = 1 se, e somente se, aij = drj = 1
Vamos separar a prova em dois casos possı´veis, dependendo do valor de bir:
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• Caso 1. Se bir = 1 enta˜o, pela definic¸a˜o de bir, temos que cr ∈ Σ(ki). Por hipo´tese, σ e´ um
ACUN -unificador de Γ, enta˜o uiσ =⊕ ki e, portanto, cr ∈⊕ uiσ.
Como ki e´ uma forma normal pela construc¸a˜o dada na Parte 1, na˜o ha´ repetic¸o˜es de constantes.
Logo, cr ocorre uma quantidade ı´mpar de vezes em uiσ; caso contra´rio, poderı´amos usar as pro-
priedades de nilpoteˆncia e unidade de ACUN em uiσ obtendo um termo t tal que cr /∈ Σ(t) e
uiσ =⊕ t, o que implicaria em ki =⊕ uiσ =⊕ t. Como ki e´ uma forma normal, segue que
t ↓=AC ki e terı´amos Σ(ki) ⊆ Σ(t), o que e´ uma contradic¸a˜o.
Logo, a quantidade de cr’s ocorrendo em uiσ e´ igual a |Jir| e, portanto |Jir|= 2 · k+ 1, para algum
inteiro na˜o-negativo k.
– para cada j ∈ Jir segue, pelas equac¸o˜es (2.4) e (2.7), que b aij = drj = 1
– para cada j ∈ JCir = {1, . . . ,m} \ J temos que cr /∈⊕ xjσ ou xij /∈⊕ ui e, portanto, aij = 0
ou drj = 0.
Obtemos as seguintes igualdades em Z2:
m∑
j=1
aij · drj =
∑
j∈J













1 + 0 = |J| · 1
Assim,
∑m
j=1 aij · drj = |Jir| · 1. Como |Jir| = 2k + 1(≡ 1 mod 2), temos que
m∑
j=1
aij · drj = 1 = bir
• Caso 2. Se bir = 0 enta˜o, pela definic¸a˜o de bir temos que cr /∈ Σ(ki).
Como σ e´ um ACUN -unificador de Γ, uiσ =⊕ ki e, portanto cr ocorre uma quantidade par de
vezes em uiσ.
– Se Jir = ∅ enta˜o aij = 0 ou drj = 0,j = 1, . . . ,m, logo
∑m
j=1 aij · drj = 0 = bir.
– Se Jir 6= ∅ enta˜o, para cada j ∈ Jir, e pelo fato de xjσ ser um elemento irredutı´vel segue
que cr ocorre exatamente uma vez em xjσ. Portanto, o nu´mero de ocorreˆncias de cr em uiσ
e´ |Jir|, donde segue que |Jir| = 2k, para algum inteiro na˜o-negativo k.
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Analogamente ao caso anterior, obtemos que
∑m
j=1 aij ·drj = |J|·1. Como |J| = 2k(≡ 0 mod 2)
segue que
∑m
j=1 aij · drj = 0 = bir.
Finalmente, em ambos os casos concluı´mos que
∑m
j=1 aij · drj = bir, donde segue que,
a11 a12 . . . a1m



















Portanto, para cada r ∈ {1, . . . , l}, tem-se que [dr1, dr2 · · · drm]T e´ uma soluc¸a˜o para o sistema linear
Sr.
(⇐) Suponha que para cada cr o sistema linear Sr associado tenha soluc¸a˜o.
Seja [dr1 dr2 · · · drm]T tal soluc¸a˜o de Sr e defina a seguinte substituic¸a˜o:
σ := {xi 7→
l∑
r=1
dri · cr | i ∈ {1, . . . ,m}} (2.9)
Afirmac¸a˜o: cr ∈ Σ(uiσ ↓) se, e somente se, cr ∈ Σ(ki), i = 1, . . . , n e r = 1, . . . , l.
1. Suponha que cr ∈ Σ(ki), Pela definic¸a˜o de bir (Equac¸a˜o (2.4), temos que bir = 1. Como
[dr1, dr2 · · · drm]T e´ soluc¸a˜o de Sr, temos:
bir =
[












aij · drj = bir = 1, e isto implica que existe um nu´mero ı´mpar de j’s tal que
aij · drj = 1, isto e´, |Jir| = 2k + 1, para algum inteiro na˜o-negativo k.
























Fac¸a u′i = (
∑
j∈JC
aijxj) ↓. cr /∈⊕ u′iσ, e enta˜o podemos desconsiderar na contagem das ocorreˆncias
de cr em uiσ, as varia´veis que ocorrem em u′i. E ao aplicarmos a substituic¸a˜o σ definida na equac¸a˜o
(2.9), obtemos: uiσ =AC
∑
j∈J xjσ + u
′
iσ.
Assim, se xj e´ uma varia´vel que ocorre em ui, com j ∈ Jir, enta˜o temos que cr ocorre em xjσ
apenas uma vez.
Por outro lado, para cada ocorreˆncia de cr em uiσ, existe uma varia´vel xj que ocorre em ui tal que
cr ocorre em xjσ e portanto aij = drj = 1, isto e´, j ∈ Jir. Portanto, o nu´mero de ocorreˆncias da
constante cr em uiσ e´ ı´mpar, donde segue que cr ocorre nu´mero ı´mpar de vezes em uiσ.
Logo, cr ∈ Σ(uiσ ↓).
2. Se cr /∈ Σ(ki) enta˜o bir = 0, e pelo mesmo argumento utilizado no caso anterior temos que
m∑
j=1
aij · drj = 0.
Logo existe um nu´mero par de j’s tais que aij · drj = 1, isto e´, |Jir| = 2k, para algum inteiro
na˜o-negativo k.
• Se k = 0 enta˜o Jir = ∅ e, portanto aij = 0 ou drj = 0, para todo j. Assim, para cada xj
ocorrendo em ui, temos que aij = 1 e, portanto drj = 0.
Logo, cr /∈⊕ xjσ e enta˜o cr na˜o ocorre em uiσ.
• Se k > 0 enta˜o Jir 6= ∅. Para cada j ∈ Jir, temos que cr ∈⊕ xjσ e xj ∈⊕ ui. Utilizando o
raciocı´nio do caso anterior obtemos: uiσ =AC
∑
j∈J xjσ + u
′
iσ.
Similarmente, o nu´mero de ocorreˆncias da constante cr em uiσ e´ par, isto e´, |Jir| = 2k e,
portanto, cr ocorre um nu´mero par de vezes em uiσ. Logo, cr /∈⊕ uiσ ↓.
Como uiσ ↓ e ki sa˜o ambos termos irredutı´veis e conte´m os mesmos sı´mbolos de constantes, e
como, ale´m disso, σ e´ uma substituic¸a˜o ba´sica (Equac¸a˜o 2.9), segue que, uiσ ↓=AC ki. Logo,
uiσ =⊕ ki, e pelo Lema 2.1, σ e´ um ACUN -unificador de Γ, para cada i = 1, . . . , n.
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As soluc¸o˜es dos sistemas lineares sobre Z2 sa˜o obtidos por um algoritmo de complexidade polino-
mial:
Teorema 2.3 (Complexidade da solubilidade). O problema de decidir a solubilidade de um problema Γ
de ACUN-unificac¸a˜o tem complexidade polinomial.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ consequeˆncia direta do Teorema 2.2 e observando que resolver siste-
mas lineares com coeficientes no corpo Z2 tem complexidade polinomial, provado em [14].
Teorema 2.4. O problema Γ de ACUN-unificac¸a˜o elementar com constantes e´ unita´rio, isto e´, se Γ e´
ACUN -unifica´vel enta˜o existe um ACUN -unificador mais geral de Γ.
Demonstrac¸a˜o. A demonstrac¸a˜o sera´ apresentada na Sec¸a˜o 3.2.
2.3.1 ACUNh-unificac¸a˜o Elementar com constantes
Nesta sec¸a˜o consideraremos a assinatura Σ = {0,⊕, h}∪˙Σ0, onde Σ0 e´ um conjunto de sı´mbolos cons-
tantes e h e´ um sı´mbolo de func¸a˜o una´rio que satisfaz a identidade de homorfismo com relac¸a˜o aoACUN
operador ⊕.
O objetivo e´ apresentar a te´cnica proposta em [11] para o estudo da solubilidade de problemas de
ACUNh-unificac¸a˜o elementar com constantes. O me´todo consiste em desenvolver os seguintes pontos:
• Denotar por G = T (Σ \ {h},V), o modelo que satisfaz as identidades ACUN, como um grupo
sobre operador ⊕, isto e´, G e´ um grupo abeliano de expoente 2.
• Utilizar um anel de polinoˆmios Z2[h] sobre a inco´gnita h e com coeficientes no corpo Z2 = {0, 1}.
Isto e´, se H ∈ Z2[h], enta˜o existem coeficientes a0, . . . , an ∈ Z2 tais que
H = a0 + a1h+ a2h
2 + · · ·+ anhn.
Ale´m disso as operac¸o˜es + e multiplicac¸a˜o por escalar “ . ” satisfazem as identidades de corpos.
• Associar a cada termo t ∈ T (Σ,V) a uma combinac¸a˜o linear de t1, . . . , tn ∈ G, com coeficientes
sendo polinoˆmios de Z2[h]: para isso provaremos que T (Σ,V)/≈⊕h e´ um Z2[h]-mo´dulo.
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Polinoˆmio × Termo: Seja H ∈ Z2[h], da forma H = a0 + a1h+ a2h2 + · · ·+ anhn e t ∈ T (Σ,V)
um termo, definiremos a operac¸a˜o ”· ”da seguinte forma:
H · t := a0 · t ⊕ ai · h(t) ⊕ a2 · h(h(t))⊕ · · · ⊕ an · h(h(· · ·h(t)) · · · )) (2.10)
Em que os coeficientes ai agem sobre t segundo a definic¸a˜o:
ai · t :=

0 ; ai = 0
t ; ai = 1
(2.11)





Hi · ti | n ∈ N, Hi ∈ Z2[h] e ti ∈ G, i = 1, . . . , n
}
Isto e´, V e´ um subconjunto de T (Σ,V).
V e´ um Z2[h]-mo´dulo, isto e´, as operac¸o˜es · e ⊕ definidas abaixo, satisfazem as identidades de
mo´dulo, com produto escalar · sobre elementos do anel de polinoˆmios Z2[h].
1.
⊕ : V × V −→ V(
n∑
i=i
Hi · ti ,
n∑
i=i





Hi · ti ⊕h
n∑
i=1
H ′i · t′i
2.









(H ·Hi) · ti
Vamos provar que existe U ⊆ V tal que U e´ um conjunto completo de representantes para T (Σ,V)
sobre a relac¸a˜o de equivaleˆncia =⊕h .






∣∣∣∣∣n ∈ N, ti ∈ T (Σ0,V) sa˜o distintos e Hi ∈ Z2[h] \ {0}
}
∪ {0}
O seguinte lema garante que cada termo t ∈ T (Σ,V), pode ser escrito como uma combinac¸a˜o
linear de termos Hi · ti. Para isto, a partir da forma normal t ↓, vamos aplicar uma nova regra de
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reescrita h(x ⊕ y) → h(x) ⊕ h(y), que expande a forma normal w.r.t. ACUNh. O objetivo desta
estrate´gia e´ planificar o termo t com relac¸a˜o ao operador ⊕, afim de obteˆ-lo como um termo da forma
t ≈⊕h t1 ⊕ t2 ⊕ . . .⊕ tn, com ti’s possivelmente encabec¸ados por h.
Exemplo 2.2. t = x⊕ h(h(a⊕ b)) e´ uma forma normal com relac¸a˜oR⊕h , aplicando exaustivamente a
regra r : h(x⊕ y)→ h(x)⊕ h(y), expandimos o termo t da seguinte forma:
t→r x⊕ h(h(a)⊕ h(b))→r x⊕ h(h(a))⊕ h(h(b)) = t′.
E´ claro que t ≈⊕h t′. Ale´m disso, na˜o ha´ ocorreˆncias de ⊕ abaixo de h’s em t′.
Lema 2.2. Para cada t ∈ T (Σ,V) existe u ∈ U tal que t ≈⊕ u.
Demonstrac¸a˜o. Seja t 6=⊕h 0 um termo e Kv(t ↓) 6= ∅ o conjunto de sı´mbolos constantes e varia´veis
que ocorrem em t ↓. A irredutibilidade de t ↓ garante que 0 /∈ Kv(t ↓) 6= ∅.
Aplicando a regra h(x ⊕ y) → h(x) ⊕ h(y) exaustivamente em t ↓, obtemos um termo t′, tal que
t ↓=⊕h t′. Ale´m disso,
• Kv(t ↓) = Kv(t′); e
• na˜o existem ocorreˆncias de ⊕ ou 0 abaixo de h em t′.
Para fins de simplicidade denotaremos que s ∈⊕ t se, e somente se, s e´ um argumento de soma de t.
1. Para cada constante c ∈ Kv(t ↓), considere o seguinte polinoˆmio sobre Z2[h].
Hc = c0 + c1 · h+ · · ·+ cn · hn + · · · ,
os coeficientes ci sa˜o dados por:
ci :=

1, hi(c) ∈⊕ t′
0, caso contra´rio.
Simplificando Hc, removendo as ocorreˆncias de 0, obtemos Hc = hi1 + · · ·+ hik , onde i1, . . . , ik
sa˜o ı´ndices tais que cij 6= 0.
Portanto, utilizando a definic¸a˜o da ac¸a˜o de polinoˆmios sobre termos, dada pela equac¸a˜o (2.10),
obtemos: Hc · c = hi1(c)⊕ · · · ⊕ hik(c).
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2. Para cada varia´vel x ∈ Kv(t ↓) faremos uma construc¸a˜o similar, obtendo primeiramente um
polinoˆmio Hx = g0 + g1 · h+ . . .+ gu · hu, em que os coeficientes gi sa˜o dados por:
gi :=

1, hi(x) ∈⊕ t′
0, caso contra´rio.
Removendo ocorreˆncias de 0’s e utilizando as identidades da equac¸a˜o (2.10), obtemos: Hx · x =
hi1(x)⊕ · · · ⊕ his(x).
Desta forma, enumerando Kv(t ↓) = {c1, . . . , cn, xn+1, . . . , xs} temos que, para ti ∈ Kv(t ↓):
s∑
i=1
Hti · ti =⊕h t′ =⊕h t ↓=⊕h t
Pela definic¸a˜o de U , temos que
∑s
i=1Hti · ti ∈ U para cada t 6=⊕h 0. E caso t =⊕h 0, basta notar que
0 ∈ U .
Lema 2.3. Para cada u, u′ ∈ U se u 6=AC u′ enta˜o u 6=⊕h u′
Demonstrac¸a˜o. Note que u =
∑n




i · t′1, como u 6=AC u′ logo suas formas
normais sa˜o distintas mo´dulo AC, pois pela pro´pria definic¸a˜o de U , a u´nica regra de reescrita deR⊕ que
pode ser aplicada em u, u′ e´
h(x)⊕ h(y)→ h(x⊕ y)
E portanto obtemos que u ↓6=AC u′ ↓, equivalentemente, u 6=⊕h u′
Teorema 2.5. U e´ um conjunto completo de representantes de T (Σ,V) sobre a relac¸a˜o de equivaleˆncia
=⊕h
Demonstrac¸a˜o. A prova e´ consequeˆncia direta dos Lemas 2.2 e 2.3.
Reordenando Γ. Dado um problema Γ = {s1 =? t1, . . . , sn =? tn} de ACUNh-unificac¸a˜o elementar
com constantes. Vamos utilizar o lema 2.2 para obtermos um novo problema Γ′ = {u1 =? k1, . . . , un =?
kn} com as seguintes propriedades, para cada i = 1, . . . , n:
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1. a cada si =? ti ∈ Γ corresponde ui =? ki, tal que ui, ki ∈ U , ui conte´m ocorreˆncias de varia´veis, e
dos sı´mbolos ⊕ e h na sua estrutura, isto e´, Σ(ui) = {⊕, h}; ki na˜o possui varia´veis, Var(ki) = ∅
.
2. para cada σ: siσ =⊕h tiσ se, e somente se, uiσ =⊕h ki
Exemplo 2.3. Considere o problema de ACUNh-unificac¸a˜o elementar com constantes: Γ = {h(h(x1)⊕
x2) ⊕ x3 =? c, h(x ⊕ d) =? 0}, aplicando exaustivamente a regra h(x ⊕ y) → h(x) ⊕ h(y), como no
Lema 2.2, obtemos:
Γ = {h(h(x1))⊕ h(x2)⊕ x3 =? c, h(x)⊕ h(d) =? 0}
Reordenando os termos, para satisfazer as propriedades 1. e 2., obtemos o problema
Γ′ = {h(h(x1))⊕ h(x2)⊕ x3 =? c, h(x) =? h(d)}
ACUNh-Unificac¸a˜o com constantes × Polinoˆmio sobre Z2[h]: Seja Γ = {u1 =? k1, . . . , un =?
kn} um problema de ACUNh-unificac¸a˜o elementar com constantes que satisfaz as propriedades 1. e 2., e
tal que o conjunto das suas varia´veis e´ dado por Var(Γ) = {x1, . . . , xm} e K(Γ) = {c1, . . . , cl} denota
o conjunto das constantes na˜o-nulas que ocorrem em Γ.
A partir de Γ vamos definir os seguintes polinoˆmios:
Hij :=

0 ;xj /∈ Var(ui)
pj ; pj ∈ Z2[h] \ {0} e pj · xj esta´ na combinac¸a˜o linear de ui
H ′ir :=

0 ; cr /∈ K(ki)
pr ; pr ∈ Z2[h] \ {0} e pr · cr esta´ na combinac¸a˜o linear de ki
(2.12)





Hij · xj e ki =⊕h
l∑
r=1
H ′ir · cr.
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Ou ainda na representac¸a˜o matricial [Sr]:
[Sr] =

H11 H12 . . . H1m | H ′1r





Hn1 Hn2 . . . Hnm | H ′nr
 (2.14)
Exemplo 2.4. Retomando o exemplo 2.3, para Γ = {h(h(x1)) ⊕ h(x2) ⊕ x3 =? c, h(x) =? h(d)},









H ′11 = 1
H ′12 = 0
H ′21 = 0
H ′22 = h
[Sc] =
h2 h 1 | 1
h 0 0 | 0
 [Sd] =
h2 h 1 | 0
h 0 0 | h

Teorema 2.6. Γ e´ unifica´vel se, e somente, se Sr tem soluc¸a˜o em Z2[h] para cada r ∈ {1, . . . , l}
Demonstrac¸a˜o. (⇒) Suponha Γ unifica´vel e seja σ um ACUNh-unificador de Γ. logo uiσ =⊕h ki para








Como ki e´ um termo ba´sico enta˜o podemos supor, sem perda de generalidade, que σ e´ uma substituic¸a˜o















































Como tomamos i ∈ {1, . . . , n} de forma arbitra´ria, temos que a equac¸a˜o logo acima vale para cada
i, e portanto: 
H11 H12 . . . H1m



















E portanto para cada r ∈ {1, . . . , l} o sistema Sr tem soluc¸a˜o em Z2[h].
(⇐) Suponha cada Sr com soluc¸a˜o [xr1, xr2, · · · , xrm]T em Z2[h] para cara r ∈ {1, . . . , l}, fac¸a a seguinte




j · cr | j = 1, . . . ,m}.
Como ui =⊕h
∑m



















Mas como [xr1, x
r
2, · · · , xrm]T e´ soluc¸a˜o do sistema linear Sr enta˜o temos que:
H ′ir =
[













ir · cr =⊕h ki.
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Exemplo 2.5. σ = {x1 7→ d, x2 7→ 0, x3 7→ h2(d)⊕ c} e´ ACUNh-unificador de Γ dado no exemplo 2.4.
A partir de σ, podemos construir soluc¸o˜es para os sistemas representados pelas matrizes [Sc] e [Sd]:
x1σ = 0 · c+ 1 · d
x2σ = 0 · c+ 0 · d





















Seguindo a construc¸a˜o dada pelo Teorema 2.6, obtemos que [0 0 1]T e´ soluc¸a˜o de [Sc] e [1 0 h2]T
e´ soluc¸a˜o de [Sd].
Reciprocamente, podemos obter uma soluc¸a˜o de Γ, sempre que os sistemas obtidos para cada cons-
tante em Γ, tem soluc¸a˜o:

























x1 7→ x11 · c⊕ x21 · d = 0 · c⊕ 1 · d ≈⊕h d
x2 7→ x12 · c⊕ x22 · d = 0 · c⊕ h · d ≈⊕h h(d)
x3 7→ x13 · c⊕ x23 · d = 1 · c⊕ 0 · d ≈⊕h c
Isto e´, σ = {x1 7→ d, x2 7→ h(d), x3 7→ c} e´ soluc¸a˜o de Γ.
Teorema 2.7 (Complexidade da solubilidade). O problema de decidir a solubilidade de um problema Γ
de ACUNh-unificac¸a˜o elementar com constantes tem complexidade polinomial.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ consequeˆncia direta do Teorema 2.6 e observando que resolver sis-
temas lineares com coeficientes no domı´nio principal Z2[h] tem complexidade polinomial, provado
em [12].
Teorema 2.8. O problema Γ de ACUNh-unificac¸a˜o elementar com constantes e´ unita´rio, isto e´, se Γ e´
ACUNh-unifica´vel enta˜o existe um ACUNh-unificador mais geral de Γ.
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Demonstrac¸a˜o. A demonstrac¸a˜o sera´ apresentada na Sec¸a˜o 3.2.
2.4 Unificac¸a˜o Geral ACUN(h)
Nesta sec¸a˜o consideraremos uma assinatura Σ tal que ΣACUN(h) ⊂ Σ e
Σ \ ΣACUN(h) conte´m sı´mbolos de func¸a˜o arbitra´rios. Γ e´ dito ser um problema de ACUNh-unificac¸a˜o
geral, quando para todo s =? t ∈ Γ, tem-se que s, t ∈ T (Σ,V) e os sı´mbolos de func¸a˜o em Σ\ΣACUN(h)
na˜o sera˜o interpretados.
Em 1997, no artigo [16], Schulz mostra que ao considerarmos sı´mbolos de func¸a˜o diferentes de
{⊕, 0}, na˜o-interpretados, num problema de ACUNh-unificac¸a˜o, a complexidade da decidibilidade do
mesmo torna-se NP-difı´cil. A seguir apresentaremos algumas noc¸o˜es sobre uma teoria equacional E
arbitra´ria, que servira˜o como ferramentas para uma futura discussa˜o sobre a dificuldade de resolver o
problema de ACUNh-unificac¸a˜o geral.
Definic¸a˜o 2.2 (Consisteˆncia, Regularidade). Seja E um conjunto de Σ-identidades sobre o conjunto de
termos T (Σ,V), dizemos que E e´ consistente se, e somente se, para cada x, y ∈ V tem-se que x 6= y sse
x 6=E y . Tambe´m definimos que E e´ regular se para cada s = t ∈ E tem-se que Var(s) = Var(t).
Observac¸a˜o 2.5. Se E e´ regular enta˜o para cada par de termos s, t ∈ T (Σ,V), temos que s =E t
implica que Var(s) = Var(t).
Definic¸a˜o 2.3 (E-unificador ~x-atoˆmico). Sejam Γ um problema de E-unificac¸a˜o sobre a assinatura Σ,
{x0, x1, . . . , xm} ⊆ Var(Γ) para algum m ≥ 0. Denote o vetor 〈x0, x1, . . . , xm〉 por ~x. Enta˜o um
E-unificador σ e´ dito ~x-atoˆmico se, e somente se, para cada i ∈ {0, 1, . . . ,m} tem-se que xiσ ∈
(Σ(0) \ ΣE)∪˙V , isto e´, para cada i ∈ {0, 1, . . . ,m} tem-se que xiσ e´ uma varia´vel ou xiσ e´ uma
constante que na˜o ocorre em ΣE .
A proposic¸a˜o seguir foi proposta e provada em [16], e mostra que a solubilidade de um problema de
E-unificac¸a˜o Γ, que conte´m constantes que na˜o ocorrem na assinatura de uma teoria E, e´ NP -difı´cil.
Proposic¸a˜o 2.3. [Principal] Seja E um conjunto de Σ-identidades consistente sobre a assinatura Σ.
Suponha que exista um problema de E-unifiac¸a˜o elementar com constantes Γ, contendo treˆs constantes
distintas a, b e c que na˜o ocorrem em E e varia´veis {x0, x1, . . . , xm}.
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1. Se Γ tem E-unificadores ~x-atoˆmicos σa, σb e σc tais que x0σa = a,x0σb = b e x0σc = c, e
2. Para cada E-unificador ~x-atoˆmico σ de Γ tem-se que x0σ ∈ {a, b, c}
Enta˜o a solubilidade do problema geral de E-unificac¸a˜o e´ NP-difı´cil.
Demonstrac¸a˜o. A demonstrac¸a˜o desta proposic¸a˜o se encontra em [16].
Apresentaremos algumas consequeˆncias da Proposic¸a˜o 2.3, para teorias equacionais cujas assinaturas
possuem sı´mbolos de func¸a˜o associativos (Lema 2.4) ou comutativos (Lema 2.5).
Lema 2.4. Seja E uma teoria equacional sobre Σ consistente que conte´m um sı´mbolo de func¸a˜o bina´rio
associativo ’◦’. Se E e´ regular, enta˜o a complexidade de decidir a solubilidade de um problema geral
de E-unificac¸a˜o e´ NP-difı´cil.
Demonstrac¸a˜o. Considere o problema Γ = {y ◦ x ◦ z = a ◦ a ◦ b ◦ c ◦ c} de E-unificac¸a˜o elementar
com constantes. Seja ~x = 〈x〉 e por ’◦’ ser associativa temos que as seguintes substituic¸o˜es sa˜o E-
unificadores de Γ: σa = {x 7→ a, y 7→ a, z 7→ b ◦ c ◦ c}, σb = {x 7→ b, y 7→ a ◦ a, z 7→ c ◦ c}, e
σc = {x 7→ c, y 7→ a ◦ a ◦ b, z 7→ c}.
Pela escolha dos E-unificadores acima temos que sa˜o ~x-atoˆmicos, logo Γ possui a propriedade 1 da
Proposic¸a˜o 2.3. Tome σ um E-unificador de Γ ~x-atoˆmico qualquer, enta˜o temos que (x ◦ y ◦ z)σ =E
a ◦ a ◦ b ◦ c ◦ c e, aplicando a substituic¸a˜o para os argumentos do termo x ◦ y ◦ c com a propriedade
associatividade de ’◦’ obtemos xσ ◦ yσ ◦ zσ =E a ◦ a ◦ b ◦ c ◦ c.
Como, por hipo´tese, temos que E e´ regular e com isso pode-se concluir pela Observac¸a˜o 2.5 que
Var(xσ ◦ yσ ◦ zσ) = Var(a ◦ a ◦ b ◦ c ◦ c) = ∅.
Portanto xσ na˜o pode ser uma varia´vel, logo xσ e´ um subtermo de a ◦ a ◦ b ◦ c ◦ c e por hipo´tese σ
e´ ~x-atoˆmico enta˜o xσ ∈ {a, b, c}. Concluindo assim que Γ possui a propriedade 2. da Proposic¸a˜o 2.3.
Enta˜o obtemos que um problema geral de E-unificac¸a˜o e´ NP-difı´cil.
Lema 2.5. Seja E uma teoria equacional sobre Σ consistente que conte´m um sı´mbolo de func¸a˜o bina´rio
comutativo ’?’. Se E e´ regular, enta˜o a complexidade de decidir a solubilidade de um problema geral de
E-unificac¸a˜o e´ NP-difı´cil.
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Demonstrac¸a˜o. Considere o problema de E-unificac¸a˜o elementar com constantes
Γ = {(x ? y) ? (z ? w) = (a ? b) ? (b ? c)}
Seja ~x = 〈x〉, como ’?’ e´ comutativo enta˜o obtemos as seguintes identidades:
(a ? b) ? (b ? c) =E (a ? b) ? (b ? c)
(b ? a) ? (b ? c) =E (a ? b) ? (b ? c)
(c ? b) ? (a ? b) =E (a ? b) ? (b ? c)
E portanto as seguintes substituic¸o˜es sa˜o E-unificadores de Γ: σa = {x 7→ a, y 7→ b, z 7→ b, w 7→ c},
σb = {x 7→ b, y 7→ a, z 7→ b, w 7→ c} e σc = {x 7→ c, y 7→ b, z 7→ a,w 7→ b}.
Ale´m disso σa, σb e σc sa˜o ~x-atoˆmicos, portanto Γ possui a propriedade 1, da Proposic¸a˜o 2.3.
Seja σ um E-unificador ~x-atoˆmico de Γ qualquer, enta˜o temos que por definic¸a˜o de ~x-atoˆmico,
xσ ∈ (Σ(0) \ ΣE)∪˙V e (xσ ? yσ) ? (zσ ? wσ) =E (a ? b) ? (b ? c).
Como E e´ regular segue que ∅ = Var((a ? b) ? (b ? c)) = Var((xσ ? yσ) ? (zσ ? wσ)).
Logo, xσ na˜o e´ uma varia´vel enta˜o por σ ser ~x-atoˆmico, implica que, xσ e´ uma constante que
na˜o ocorre em ΣE , portanto xσ ∈ {a, b, c}, portanto obtemos que Γ possui a propriedade 2. da
Proposic¸a˜o 2.3, logo problemas de E-unificac¸a˜o gerais e´ NP-Difı´cil.
Os lemas 2.4 e 2.5 garantem que a decidibilidade da solubilidade de problemas de E-unificac¸a˜o
gerais, quando E = A,C,AC ou ACU , sa˜o problemas NP -difı´ceis, uma vez que as teorias sa˜o regu-
lares. Pore´m, no caso em que E = ACUN ou ACUNh, perde-se a regularidade: devido a identidade
x⊕x = 0 de nilpoteˆncia. Nestes casos a Proposic¸a˜o 2.3 na˜o pode ser aplicada, e a ana´lise sera´ discutida
abaixo.
Lema 2.6 (Complexidade do Problema Geral deACUN,ACUNh-unificac¸a˜o). Solubilidade de proble-
mas gerais de E-unificac¸a˜o sa˜o NP-difı´ceis quando E= ACUN, ACUNh.
Demonstrac¸a˜o. Seja o problema de E-unificac¸a˜o Γ = {x ⊕ y ⊕ z = a ⊕ b ⊕ c}, por ⊕ ser comutativo
e associativo enta˜o as seguintes substituic¸o˜es sa˜o E-unificadores de Γ: σa = {x 7→ a, y 7→ b, z 7→ c},
σb = {x 7→ b, y 7→ a, z 7→ c} e σc = {x 7→ c, y 7→ a, z 7→ b}.
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Tomando ~x = 〈x, y, z〉 enta˜o as substituic¸o˜es acima sa˜o ~x-atoˆmicas e em particular xσa = a, xσb =
b, xσc = c, portanto Γ possui a propriedade 1. da Proposic¸a˜o 2.3. Seja σ um E-unificador ~x-atoˆmico de
Γ enta˜o, por definic¸a˜o, xσ, yσ, zσ ∈ (Σ(0)\ΣE) ∪˙ V . Por outro lado obtemos xσ⊕yσ⊕zσ =E a⊕b⊕c.
Suponha, por absurdo, que xσ /∈ {a, b, c}. Enta˜o, xσ = w e w e´ uma varia´vel ou uma constante que
na˜o esta´ em ΣE e na˜o ocorre no lado direito da equac¸a˜o de Γ. Pore´m, w⊕yσ⊕zσ =E a⊕ b⊕ c e enta˜o,
por w na˜o ocorrer no lado direito temos que utilizar as regras de Nilpoteˆncia e Unidade para ignorar
w na equac¸a˜o, o que implica que w e´ subtermo de yσ ou subtermo de zσ. Como σ e´ ~x-atoˆmico enta˜o
yσ, zσ sa˜o constantes ou varia´veis daı´ yσ = w ou zσ = w, e portanto, conclui-se que zσ = a⊕ b⊕ c ou
yσ = a⊕ b⊕ c uma contradic¸a˜o, pois σ e´ ~x-atoˆmico. Assim xσ ∈ {a, b, c} e Γ possui a propriedade 2.
da Proposic¸a˜o 2.3.
Como E = ACUN, ACUNh sa˜o consistentes, pela proposic¸a˜o 2.3 o resultado segue.
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Capı´tulo 3
Um algoritmo eficiente para
ACUNh-unificac¸a˜o
Apresentaremos o algoritmo JXORh proposto por Liu [18], para resolver problemas de ACUNh-
unificac¸a˜o no caso geral. O algoritmo opera em problemas de ACUNh-unificac¸a˜o que estejam em
sua forma ”purificada”, isto e´, para cada S ∈ Γ e t um subtermo de S, se raı´z(t) 6= ⊕, h temos que
⊕, h /∈ Σ(t) e se t = h(t′) enta˜o ⊕, h /∈ Σ(t′).
Contribuı´mos com a demonstrac¸a˜o que a regra de infereˆncia purificac¸a˜o enunciada por Liu [18] e´
correta e terminante, ale´m disso provamos a existeˆncia de uma ACUN(h)-extensa˜o conservativa para
cada problema Γ de ACUN(h)-unificac¸a˜o.
3.1 Purificac¸a˜o
Definic¸a˜o 3.1 (Termo puro). Seja t um termo tal que raı´z(t) 6= ⊕. Dizemos que t e´ um termo puro se, e
somente se, para cada p ∈ Pos(t) \ {ε} tem-se que raı´z(t|p) 6∈ {⊕, h}. No caso em que raı´z(t) = h
diremos que t e´ um h-termo puro.
Definic¸a˜o 3.2 (Soma pura). Seja S um termo, dizemos que S e´ uma soma pura se, e somente se, existem
n ≥ 2 e t1, . . . , tn termos puros tais que S =AC t1 ⊕ . . .⊕ tn e existe no ma´ximo um i ∈ {1, . . . , n} tal
que raı´z(ti) = h. Seja t um termo puro, denotaremos por t ∈⊕ S se, e somente se, t e´ um argumento de
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soma em S, isto e´, existe S′ tal que S =AC t⊕ S′.
Definic¸a˜o 3.3 (Forma pura). Seja Γ := {S1, . . . , Sn} um problema de ACUNh-unificac¸a˜o em sua forma
padronizada. Γ e´ dito estar em sua forma pura se, e somente se, para todo i ∈ {1, . . . , n} tem-se que Si
e´ uma soma pura ou termo puro.
Definic¸a˜o 3.4 (Varia´vel presa). Seja Γ um problema de ACUNh-unificac¸a˜o em sua forma pura. Dizemos
que uma varia´vel x ∈ Var(Γ) esta´ presa se, e somente se, existe t ⊕ T ∈ Γ onde t e´ um termo puro
na˜o-varia´vel tal que x ∈ Var(t). Caso contra´rio dizemos que x e´ uma varia´vel solta de Γ.
Seja Γ um problema de ACUNh-unificac¸a˜o padronizado, definimos a seguinte regra de infereˆncia




Γ̂ ∪ {S[v]p, v ⊕ S|p}
Condic¸o˜es:
• p ∈ Pos(S) \ {ε} e v e´ uma varia´vel nova.
• Existe uma posic¸a˜o q ∈ Pos(S) tal que p = qi para algum i ∈ N \ {0} e raı´z(S|q) 6= ⊕.
• S|p e´ uma soma pura ou S|p e´ um h-termo puro.
Notac¸a˜o: Denotaremos um passo da regra de infereˆncia purificac¸a˜o por =⇒Purif .
Observac¸a˜o 3.1. Sejam Γ = Γ̂ ∪ {S}, p ∈ Pos(S) \ {ε} e v uma varia´vel nova, tais que cumprem
as condic¸o˜es da regra de infereˆncia purificac¸a˜o, enta˜o diremos que e´ possı´vel aplicar purificac¸a˜o em Γ
sobre S na posic¸a˜o p ∈ Pos(S) com a varia´vel nova v.
Exemplo 3.1. Vamos continuar o exemplo 2.1, seja Γ o conjunto obtido no final do exemplo, temos:
Γ :=

(1) x⊕ h(x)⊕ f(a⊕ x⊕ h(x)⊕ y ⊕ w)⊕ f(b⊕ z ⊕ h(x))




Enta˜o vamos purificar cada equac¸a˜o de Γ, observe que as equac¸o˜es (2) e (3) ja´ esta˜o purificadas, enta˜o
vamos aplicar a regra de purificac¸a˜o sobre (1):
Observe que os termos a ⊕ h(x) ⊕ y e b ⊕ z ⊕ h(x) sa˜o somas puras e abaixo de um sı´mbolo de
func¸a˜o f 6= ⊕ e portanto podemos aplicar a regra sobre esses termos, resultando em:
Γ′ :=

(1) x⊕ h(x)⊕ f(v1)⊕ f(v2) (4) v1 ⊕ a⊕ x⊕ h(x)⊕ y ⊕ w
(2) h(z)⊕ w ⊕ y ⊕ b⊕ a (5) v2 ⊕ b⊕ z ⊕ h(x)
(3) 0

Γ′ e´ irredutı´vel por [Purif].
Uma vez definida a regra de infereˆncia Purificac¸a˜o, apresentaremos algumas propriedades e definic¸o˜es
que sera˜o necessa´rias para provar que todo problema de ACUNh-unificac¸a˜o Γ pode ser purificado para
uma extensa˜o conservativa de Γ.
Lema 3.1. Sejam Γ = Γ̂ ∪ {S}, Γ′ problemas de ACUNh-unificac¸a˜o tal que cada T ∈ Γ esta´ em
sua forma normal mo´dulo AC. Se Γ =⇒Purif Γ′ enta˜o Γ′ e´ uma extensa˜o conservativa de Γ tal que
Var(Γ) ⊂ Var(Γ′) e para todo S′ ∈ Γ′ tem-se que S′ esta´ em sua forma normal mo´dulo AC.
Demonstrac¸a˜o. Como Γ =⇒Purif Γ′ enta˜o pela regra de purificac¸a˜o existem uma varia´vel nova v,
S ∈ Γ e p ∈ Pos(S) \ {ε} tais que Γ = Γ̂ ∪ {S}, Γ′ = Γ̂ ∪ {S[v]p, v ⊕ S|p} satisfazendo as condic¸o˜es
exibidas na regra acima.
1. Vamos provar que Γ′ e´ uma extensa˜o conservativa de Γ.
i) Seja σ um ACUNh-unificador de Γ′:
Enta˜o para cada T ∈ Γ̂, tem-se que Tσ =⊕ 0, vamos provar que Sσ =⊕ 0.
De fato, (S[v]p)σ =⊕h 0 e (v ⊕ S|p)σ =⊕h 0 enta˜o, (Sσ)[vσ]p =⊕h 0 e vσ =⊕h (Sσ)|p.
Portanto, Sσ =⊕h (Sσ)[(Sσ)|p]p =⊕h (Sσ)[vσ]p =⊕h 0 e σ e´ um ACUNh-unificador de Γ.
ii) Seja σ um ACUNh-unificador de Γ, em particular σ e´ um ACUNh-unificador de Γ̂.
Tome γ = {v 7→ (S|p)σ}, vamos provar que σγ e´ de fato, um ACUNh-unificador de Γ′.
Como σ e´ um ACUNh-unificador de Γ̂, enta˜o σγ e´ um ACUNh-unificador de Γ̂, enta˜o e´ sufici-
ente provar que (S[v]p)σγ =⊕h 0 e (v ⊕ S|p)σγ =⊕h 0.
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Observe que podemos supor que v 6∈ Var(Im(σ)) pois v e´ uma varia´vel nova, enta˜o Sσγ = Sσ.
Portanto temos, (S[v]p)σγ = (Sσγ)[vσγ]p = (Sσ)[vγ]p = (Sσ)[(Sσ)|p]p = Sσ.
Como σ e´ ACUNh-unificador de Γ, temos que Sσγ =⊕h 0, portanto (S[v]p)σ =⊕h 0, por
outro lado temos (v ⊕ S|p)σγ = vγ ⊕ (S|p)σ = (S|p)σ ⊕ (S|p)σ =⊕h 0. Portanto σγ e´ um
ACUNh-unificador de Γ′ e Dom(γ) = {v} ⊆ Var(Γ′) \ Var(Γ).
2. Var(Γ) ⊂ Var(Γ′).
Dado x ∈ Var(S) existe uma posic¸a˜o q ∈ Pos(S) tal que S|q = x, enta˜o q e´ uma posic¸a˜o varia´vel,
e por S|p e´ uma soma pura enta˜o q 6≤ p assim temos apenas dois casos, p ≤ q ou p‖q.
i) Se p ≤ q enta˜o existe um p′ ∈ Pos(S) tal que q = pp′, logo S|q = S|pp′ = (S|p)|p′ e portanto
x ∈ Var(S|p) e como v ⊕ S|p ∈ Γ′ temos que x ∈ Var(Γ′).
ii) Se p‖q enta˜o (S[v]p)|q = S|q = x assim x ∈ Var(S[v]p) e portanto x ∈ Var(Γ′).
Assim como em ambos os casos obtemos que x ∈ Var(Γ′), conclui-se que Var(Γ) ⊆ Var(Γ′) e
como v ∈ Var(Γ′) e v e´ uma varia´vel nova temos que v 6∈ Var(Γ) e portanto Var(Γ) ⊂ Var(Γ′).
3. Para todo T ∈ Γ′, T esta´ em sua forma normal com relac¸a˜o aR⊕h mo´dulo AC.
Por hipo´tese, S e´ um termo irredutı´vel com relac¸a˜o a R⊕h . Basta provar que S[v]p e v ⊕ S|P sa˜o
irredutı´veis, de fato, por v ser uma varia´vel nova em S enta˜o so´ ha´ uma ocorreˆnia de v em S[v]p, como
na˜o foi inserido nenhum termo encabec¸ado por h, temos que a u´nica forma de S[v]p ser redutı´vel seria
por v⊕0, isso na˜o ocorre pois caso contra´rio poderiamos reduzir por S|p⊕0, um absurdo pois S esta´
em sua forma normal. Por outro lado, S|p esta´ em sua forma normal pois S esta´ em sua forma normal
e por v 6∈ Var(S|p) temos que v ⊕ S|p esta´ em sua forma normal.
Vamos mostrar que a aplicac¸a˜o exaustiva da regra purificac¸a˜o em um problema Γ em sua forma
padronizada de fato nos retorna um problema em sua forma pura, para isso vamos definir alguns conceitos
importantes para mostrar que =⇒Purif e´ terminante, correta e confluente a menos renomeamento das
varia´veis. A seguir assumiremos que todos os termos esta˜o em suas formas normais a menos que seja
mencionado ao contra´rio.
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Seja S um termo, o conjunto de somas puras internas de S, denotado por S⊕, e´ dado por:
S⊕ :=
p ∈ Pos(S)
∣∣∣∣∣∣ S|p e´ uma soma pura e existe q ∈ Pos(S)tal que p = qi e raı´z(S|q) 6= ⊕, para i ∈ N

Similarmente, o conjunto de h-subtermos puros internos a S, denotado por Sh, e´ dado por:
Sh :=
p ∈ Pos(S)
∣∣∣∣∣∣ S|p e´ um h-termo puro e existe q ∈ Pos(S)tal que p = qi e raı´z(S|q) 6= ⊕, para i ∈ N

A seguinte proposic¸a˜o consiste de propriedades simples sobre o conjunto de somas puras internas e o









t1 . . . tn
Figura 3.1: caso 3 da Proposic¸a˜o 3.1.
Proposic¸a˜o 3.1. Seja S um termo em sua forma normal. Enta˜o:
1. S⊕ ∩ Sh = ∅.
2. Se p, p′ ∈ S⊕ ∪ Sh e p 6= p′, enta˜o p‖p′.
3. Se t e´ um subtermo de S tal que S|p = t enta˜o para todo q ∈ t⊕ ∪ th, temos que pq ∈ S⊕ ∪ Sh
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Demonstrac¸a˜o. Suponha S um termo em sua forma normal e t um subtermo de S tal que S|p = t onde
p ∈ Pos(S).
1. Se S⊕ = ∅ ou Sh = ∅ enta˜o nada a provar, caso contra´rio, tome p ∈ S⊕ qualquer, enta˜o
raı´z(S|p) = ⊕, pois S|p e´ uma soma pura, e portanto temos raı´z(S|p) 6= h, dessa forma p /∈ Sh,
o resultado segue.
2. Sejam p, p′ ∈ S⊕ ∪ Sh e p 6= p′, enta˜o S|p e Sp′ sa˜o termos puros encabec¸ados por h ou somas
puras, logo existe q, q′ ∈ Pos(S) tais que p = qi e p′ = q′j tais que raı´z(S|q) 6= ⊕ e raı´z(S|q′) 6=
⊕ portanto supondo por absurdo que p′ ≤ p enta˜o S|p e´ um subtermo de S|p′ e como p 6= p′ enta˜o
S|q tambe´m e´ subtermo de S|p′ , uma contradic¸a˜o pois S|p′ e´ um h-termo ou uma suma pura, de
forma totalmente ana´loga para o outro lado, assim p 6≤ p′ e p′ 6≤ p, equivalentemente p‖p′.
3. Tome p′ ∈ t⊕ ∪ th, enta˜o existe q ∈ Pos(t) e i ∈ N tal que p′ = qi onde raı´z(t|q) = f 6= ⊕ e
raı´z(q) = g ∈ {⊕, h}(diagrama 3.1). Note que t = S|p para alguma posic¸a˜o p ∈ Pos(S) enta˜o
pp′ ∈ Pos(S) e portanto pp′ = pqi onde S|pq = (S|p)|q = t|q, implicando que pp′ ∈ S⊕ ∪ Sh.
O lema a seguir oferece uma ferramenta para determinarmos quando um termo e´ uma soma pura ou
termo puro e sera´ utilizado para provar que ao aplicar exaustivamente a regra de infereˆncia purificac¸a˜o
em Γ, obtemos uma extensa˜o conservativa Γ′ de Γ onde cada termo S′ ∈ Γ′ e´ tal que S′⊕ = S′h = ∅.
Lema 3.2. S⊕ = Sh = ∅ se, e somente se, S e´ um termo puro ou soma pura.
Demonstrac¸a˜o. (⇒) Suponha que S⊕ = Sh = ∅.
1. Suponha, por absurdo, que raı´z(S) 6= ⊕ e que S na˜o seja um termo puro, enta˜o existe um q′ ∈
Pos(t) \ {ε} tal que raı´z(S|q′) ∈ {⊕, h}, portanto existem posic¸o˜es p, q ∈ Pos(S) tal que S|p
e´ uma soma pura ou um termo puro encabec¸ado por h e p = qi tal que raı´z(S|q) 6= ⊕, pois
raı´z(S) 6= ⊕, implicando que p ∈ S⊕ ∪ Sh = ∅, uma contradic¸a˜o. Assim S e´ um termo puro.
2. Suponha S = t1 ⊕ · · · ⊕ tn para algum n ∈ N e para cada i ∈ {1, . . . , n} temos raı´z(t1) 6= ⊕.
Pelo item 3. do Lema 3.1 temos que para cada i ∈ {1, . . . , n} tem-se que (ti)⊕ ∪ (ti)h = ∅. Enta˜o
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pelo item anterior, concluı´mos que para cada i ∈ {1, . . . , n} tem-se que ti e´ um termo puro e como
S =AC t1 ⊕ · · · ⊕ tn em sua forma normal enta˜o S e´ uma soma pura.
(⇐) Seja S um termo puro ou soma pura, suponha por absurdo que S⊕ ∪ Sh 6= ∅, assim existe um
p ∈ S⊕ ∪ Sh.
• Se p ∈ S⊕ enta˜o existem p, q ∈ Pos(S) tal que S|p e´ uma soma pura, p = qi e raı´z(S|q) 6= ⊕,
portanto S na˜o e´ um termo puro, pois ⊕ ocorre em S. Logo S e´ uma soma pura, isto e´, S =
t1 ⊕ . . . ⊕ tn, com ti e´ um termo puro para cada i ∈ {1, . . . , n}. Como raı´z(S|q) 6= ⊕ e S|q e´
um subtermo de S, temos que S|q e´ subtermo de ti para algum i, assim S|p e´ subtermo de ti, e
portanto ⊕ ocorre em ti, uma contradic¸a˜o pois ti e´ um termo puro.
• Se p ∈ Sh enta˜o existem p, q ∈ Pos(S) tal que S|p e´ um h-termo tal que p = qi e raı´z(S|q) 6= ⊕,
portanto S na˜o e´ um termo puro,uma vez que sı´mbolo h ocorre em S numa posic¸a˜o fora da raiz
p 6= ε, que e´ uma contradic¸a˜o. Logo S e´ uma soma pura e S = t1 ⊕ . . . ⊕ tn, com ti um termo
puro para cada i ∈ {1, . . . , n}. Como raı´z(S|q) 6= ⊕ e S|q e´ um subtermo de S, temos que S|q e´
subtermo de ti para algum i, assim S|p e´ subtermo de ti, e portanto h ocorre em ti que na˜o seja na
raı´z pois p 6= ε, uma contradic¸a˜o pois ti e´ um termo puro.
Como em ambos os casos encontramos uma contradic¸a˜o, obtemos que na˜o existe p ∈ S⊕ ∪ Sh,
portanto S⊕ = Sh = ∅.
Dado um problema de ACUNh-unificac¸a˜o Γ e S ∈ Γ, a profundidade das somas internas de S,
denotado por ||S||⊕, e´ dado por:
||S||⊕ :=
 ma´x{len(p)‖ p ∈ S⊕}, se S⊕ 6= ∅0, caso contra´rio
Esta noc¸a˜o pode ser estendida para Γ, isto e´, a profundidade das somas internas do problema Γ e´ dada
por: ||Γ||⊕ := {ma´x{||S||⊕ | S ∈ S⊕}.
Similarmente, a profundidade dos h−subtermos internos de S, denotado por ||S||h, e´ dado por:
||S||h :=
 ma´x{len(p)‖ p ∈ Sh}, if Sh 6= ∅0, caso contra´rio
62
A profundidade dos h-subtermos internos do problema Γ e´ dada por: ||Γ||h := {ma´x{||S||h | S ∈ Sh}.
Provaremos agora uma condic¸a˜o necessa´ria e suficiente para aplicac¸a˜o da regra purificac¸a˜o.
Lema 3.3. Seja Γ um problema de ACUNh-unificac¸a˜o. ‖Γ‖⊕ + ‖Γ‖h > 0 se, e somente se, existe Γ′ tal
que Γ =⇒Purif Γ′
Demonstrac¸a˜o. (⇒) Suponha ‖Γ‖⊕ + ‖Γ‖h > 0, enta˜o como ‖Γ‖⊕ ≥ 0 e ‖Γ‖h ≥ 0, temos que
‖Γ‖⊕ > 0 ou ‖Γ‖h > 0. A prova se divide em dois casos:
1. ‖Γ‖⊕ > 0: Pela definic¸a˜o de ‖Γ‖⊕ existe um S ∈ Γ tal que ‖S‖⊕ = ‖Γ‖⊕ > 0, portanto existe uma
posic¸a˜o p ∈ S⊕, isto e´, S|p e´ uma soma pura e existe q ∈ Pos(S) com p = qi e raı´z(S|q) 6= ⊕.
Como p 6= ε, S cumpre condic¸o˜es da regra de purificac¸a˜o, logo e´ possı´vel aplica-la, pois p 6= ε.
2. ‖Γ‖h > 0: Pela definic¸a˜o de ‖Γ‖h existe um S ∈ Γ tal que ‖S‖h = ‖Γ‖h > 0, portanto existe uma
posic¸a˜o p ∈ Sh, isto e´, S|p e´ um h-termo e existe q ∈ Pos(S) tal que p = qi e raı´z(S|q) 6= ⊕, ou
seja, S cumpre as condic¸o˜es da regra de purificac¸a˜o.
Como em ambos os casos e´ possı´vel aplicar a regra de infereˆncia purificac¸a˜o, enta˜o concluı´mos que e´
suficiente ‖Γ‖⊕ + ‖Γ‖h > 0 para aplicar a regra.
(⇐) Suponha exista Γ′ tal que Γ =⇒Purif Γ′. Enta˜o existe S ∈ Γ e p ∈ Pos(S) \ {ε} tais que S|p e´
uma soma pura ou um h-termo tal que existe q ∈ Pos(S) com p = qi com i ∈ N e raı´z(S|q) 6= ⊕.
Portanto temos que p ∈ S⊕ ∪ Sh, e por conseguinte, ‖S‖⊕ > 0 ou ‖S‖h > 0.
Pela definic¸a˜o de ‖Γ‖h e ‖Γ‖⊕, temos ‖Γ‖⊕ ≥ ‖T‖⊕ e ‖Γ‖h ≥ ‖T‖h para cada T ∈ Γ em particular
para S, logo ‖Γ‖⊕ + ‖Γ‖h ≥ ‖S‖⊕ + ‖T‖h > 0.
Nos resultados a seguir vamos assumir que Γ = Γ̂∪ {S} e Γ′ = Γ̂∪ {S[v]p, v⊕ S|p}, problemas de
ACUNh-unificac¸a˜o.
Lema 3.4. Se Γ =⇒Purif Γ′ enta˜o, as seguintes propriedades sa˜o validas.
i) ‖v ⊕ S|p‖⊕ = ‖v ⊕ S|p‖h = 0
ii) ‖Γ′‖⊕ = ma´x{‖Γ̂‖⊕, ‖S[v]p‖⊕}
iii) ‖Γ′‖h = ma´x{‖Γ̂‖h, ‖S[v]p‖h}
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Demonstrac¸a˜o. Sejam Γ,Γ′ como na hipo´tese. Como S|p e´ uma soma pura ou um h-termo, pelo
Lema 3.2 temos que ‖S|p‖⊕ = ‖S|p‖h = 0 e como v e´ uma varia´vel nova, segue que v ⊕ S|p e´ uma
soma pura irredutı´ve, enta˜o novamente pelo Lema 3.2, temos ‖v ⊕ S|p‖⊕ = ‖v ⊕ S|p‖h = 0, assim
provamos o resultado (i), os dois outros itens sa˜o consequeˆncias diretas do item(i).
Proposic¸a˜o 3.2. Suponha que Γ =⇒Purif Γ′. Enta˜o,
1. Se p ∈ S⊕ enta˜o (S[v]p)h ∩ Sh = Sh e (S[v]p)⊕ ∩ S⊕ = S⊕ \ {p}.
2. Se p ∈ Sh enta˜o (S[v]p)⊕ ∩ S⊕ = S⊕ e (S[v]p)h ∩ Sh = Sh \ {p}.
Demonstrac¸a˜o. Sejam Γ e Γ′ como na hipo´tese.
1. Suponha p ∈ S⊕.
(a) (S[v]p)h ∩ Sh = Sh.
No caso em que (S[v]p)h ∩ Sh ⊆ Sh, a prova e´ trivial.
Vamos mostrar que Sh ⊆ (S[v]p)h ∩ Sh:
Seja q ∈ Sh, enta˜o S|q e´ um h-termo puro tal que existe q′ ∈ Pos(S), com q = q′j e
raı´z(S|q′) 6= ⊕. Pela Proposic¸a˜o 3.1 segue que q‖p e, portanto (S[v]p)|q = S|q. Logo,
(S[v]p)|q e´ um h-termo puro.
Como S|p e´ uma soma pura, segue que p 6≤ q′. Vamos analisar os seguintes casos:
• Se q′ ≤ p enta˜o p = q′l e portanto (S[v]p)|q′ = (S[v]q′l)q′ = (S|q′)[v]p pela Proposic¸a˜o 1.1.
Assim, ⊕ 6= raı´z(S|q′) = raı´z((S|q′)[v]p) = raı´z((S[v]p)|q′).
• Se q′‖p enta˜o (S[v]p)|q′ = raı´z(S|q′). Assim, raı´z((S[v]p)|q′) 6= ⊕.
Logo, raı´z((S[v]p)|q′) 6= ⊕ e, portanto q ∈ (S[v]p)h ∩ Sh
(b) (S[v]p)⊕ ∩ S⊕ = S⊕ \ {p}.
• (S[v]p)⊕ ∩ S⊕ ⊆ S⊕ \ {p}:
Tome q ∈ (S[v]p)⊕ ∩ S⊕, enta˜o q ∈ (S[v]p)⊕ e, portanto (S[v]p)|q e´ uma soma pura.
Como (S[v]p)|p = v e´ uma varia´vel, segue que q 6= p. Portanto q ∈ S⊕ \ {p}.
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• S⊕ \ {p} ⊆ (S[v]p)⊕ ∩ S⊕:
Suponha q ∈ S⊕ \ {p}, enta˜o S|q e´ uma soma pura tal que existe q′ ∈ Pos(S) com
q = q′j e raı´z(S|q′) 6= ⊕. Pela Proposic¸a˜o 3.1 segue que q‖p. Assim (S[v]p)|q = S|q
e, portanto (S[v]p)|q e´ uma soma pura.
Como S|q e´ uma soma pura segue que p 6≤ q′. Temos que analisar os dois seguintes
casos
– q′ ≤ p: neste caso, p = q′l, para algum l. Pela Proposic¸a˜o 1.1 segue que (S[v]p)|q′ =
(S[v]q′l)|q′ = (S|q′)[v]l e, portanto raı´z((S[v]p)|q′) = raı´z(S|q′) 6= ⊕.
– q′‖p: neste caso (S[v]p)|q′ = S|q′ o que implica em raı´z((S[v]p)|q′) 6= ⊕.
Portanto raı´z((S[v]p)|q′) 6= ⊕ e q ∈ (S[v]p)⊕ ∩ S⊕.
2. Suponha p ∈ Sh.
A prova de que (S[v]p)⊕ ∩ S⊕ = S⊕ e´ ideˆntica ao caso acima, basta trocar ⊕ por h.
Proposic¸a˜o 3.3. Suponha que Γ =⇒Purif Γ′. Enta˜o,
1. Para cada q ∈ (S[v]p)⊕ \ S⊕, len(q) < len(p).
2. Para cada q ∈ (S[v]p)h \ Sh, len(q) < len(p).
Demonstrac¸a˜o. 1. Para cada q ∈ (S[v]p)⊕ \ S⊕, len(q) < len(p):
Suponha q ∈ (S[v]p)⊕ \ S⊕. Enta˜o (S[v]p)|q e´ uma soma pura enta˜o q 6= p pois (S[v]p)|p = v,
uma varia´vel.
Por outro lado por q ∈ (S[v]p)⊕, enta˜o existe q′ ∈ Pos(S[v]p) tal que q = q′j com j ∈ N e
raı´z((S[v]p)|q′) 6= ⊕, logo p 6≤ q e p 6≤ q′ pois (S[v]p)|p = v uma varia´vel, enta˜o q ≤ p ou q‖p.
Suponha por absurdo que q‖p, pela Proposic¸a˜o 1.1 temos que Pos(S[v]p) ⊆ Pos(S) logo q, q′ ∈
Pos(S) e (S[v]p)|q = S|q implicando que S|q e´ uma soma pura, daı´ existem dois casos a serem
estudados, q′ ≤ p ou q′‖p:
• Se q′‖p enta˜o (S[v]p)|q = S|q e (S[v]p)|q′ = S|q′ , portanto S|q e´ uma soma pura e raı´z(S|q′) 6=
⊕, assim q ∈ S⊕ uma contradic¸a˜o.
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• Se q′ ≤ p enta˜o p = q′r e por q′ ∈ Pos(S) temos que (S[v]p)|q′ = (S|q′)[v]r implicando
que raı´z(S|q′) 6= ⊕, portanto q ∈ S⊕ uma contradic¸a˜o.
E assim segue que p 6= q e portanto len(q) < len(p).
2. Para cada q ∈ (S[v]p)⊕ \ S⊕, len(q) < len(p):
Este casos e´ ana´logo ao anterior.
3.1.1 Terminac¸a˜o e correc¸a˜o de [Purif]
Definic¸a˜o 3.5 (Medida µ). Seja Γ um problema de ACUNh-unificac¸a˜o e S ∈ Γ, enta˜o definimos a
seguinte medida µ para terminac¸a˜o.
• µ(S) := ma´x{‖S‖⊕, ‖S‖h}
• µ(Γ) := ma´x{µ(S) | S ∈ Γ}
Lema 3.5. Seja Γ um problema de ACUNh-unificac¸a˜o. µ(Γ) > 0 se, e somente se, e´ possı´vel aplicar a
regra [Purif] em Γ.
Demonstrac¸a˜o. Seja Γ um problema de ACUNh-unificac¸a˜o temos que por definic¸a˜o ‖Γ‖⊕ ≥ 0 e ‖Γ‖h ≥
0, enta˜o ‖Γ‖⊕ + ‖Γ‖h > 0 se, e somente se, ‖Γ‖⊕ > 0 ou ‖Γ‖h > 0 se, e somente se, µ(Γ) > 0 e o
resultado segue.
Corola´rio 3.1. Seja Γ um problema de ACUNh-unificac¸a˜o. Γ esta´ em sua forma normal com relac¸a˜o a
=⇒Purif se, e somente se, µ(Γ) = 0.
Demonstrac¸a˜o. Pelo Lema 3.5 obtemos que µ(Γ) = 0 se, e somente se, na˜o for possı´vel aplicar a regra
[Purif] em Γ, equivalentemente, na˜o existe um Γ′ tal que Γ =⇒Purif Γ′, assim o resultado segue.
Lema 3.6. Sejam Γ,Γ′ tais que, Γ = Γ̂ ∪ {S} =⇒Purif Γ′ = Γ̂ ∪ {S[v]p, v ⊕ S|p} enta˜o µ(Γ′) =
ma´x{µ(Γ̂), µ(S[v]p)}.
Demonstrac¸a˜o. Como Γ =⇒Purif Γ′, segue que, pelo Lema 3.4 obtemos que
‖Γ′‖⊕ = ma´x{‖Γ̂‖⊕, ‖S[v]p‖⊕} e ‖Γ′‖h = ma´x{‖Γ̂‖h, ‖S[v]p‖h}
66
E portanto pela definic¸a˜o de µ conluı´mos que
µ(Γ′) = ma´x{‖Γ′‖⊕, ‖Γ′‖h}
= ma´x{ma´x{‖Γ̂‖⊕, ‖S[v]p‖⊕},ma´x{‖Γ̂‖h, ‖S[v]p‖h}}
= ma´x{µ(Γ̂), µ(S[v]p)}
Lema 3.7. Seja Γ um problema de ACUNh-unificac¸a˜o. Γ esta´ sem sua forma pura se, e somente se,
µ(Γ) = 0.
Demonstrac¸a˜o. Seja Γ um problema de ACUNh-unificac¸a˜o padronizado, enta˜o cada elemento de Γ esta´
em sua forma normal.
(⇒) Suponha Γ em sua forma pura, enta˜o para cada S ∈ Γ temos que S e´ uma soma pura ou um termo
puro, e pelo Lema 3.2, S⊕ = Sh = ∅. Portanto para cada S ∈ Γ, µ(S) = 0, implicando que µ(Γ) = 0
(⇐) Suponha que µ(Γ) = 0, enta˜o para cada S ∈ Γ temos que µ(S) = 0 e portanto pela definic¸a˜o de µ
temos que 0 ≤ ‖S‖⊕, ‖S‖h ≤ 0, isto e´, S⊕ = Sh = ∅ e portanto S e´ um termo puro ou soma pura pelo
Lema 3.2, implicando que Γ esta´ em sua forma pura.
Pelo Lema 3.1.1 e o corola´rio do Lema 3.5, torna-se evidente que dado Γ um problema de ACUNh-
unificac¸a˜o, para encontrarmos Γ′ um problema de ACUNh-unificac¸a˜o em sua forma pura que e´ uma
extensa˜o conservativa de Γ devemos olhar as formas normais de Γ com relac¸a˜o a =⇒Purif , enta˜o preci-
samos garantir existeˆncia de uma forma normal com relac¸a˜o a =⇒Purif , ale´m disso, para computarmos
uma forma pura precisaremos garantir que a regra de infereˆncia purificac¸a˜o termina.
O pro´ximo lema, diz que ao aplicarmos a regra [Purif] exaustivamente, independentemente da esco-
lha das varia´veis em cada passo, temos que a medida µ eventualmente sera´ reduzida, implicando que para
cada Γ existe um ramo de aplicac¸o˜es de regras purific¸a˜o onde µ e´ reduzida, pore´m isso na˜o e´ suficiente
para a demonstrac¸a˜o da terminac¸a˜o, pois garante apenas a existeˆncia de uma forma normal com relac¸a˜o
a relac¸a˜o =⇒Purif para cada problema Γ de ACUNh-unificac¸a˜o. Enta˜o sera´ necessa´rio mostrar que a
menos de escolhas de varia´veis novas, a regra =⇒Purif e´ confluente.
Lema 3.8. Seja Γ um problema de ACUNh-unificac¸a˜o. Se µ(Γ) > 0 enta˜o, existem n ≥ 1 e um problema
Γ′ de ACUNh-unificac¸a˜o tais que Γ =⇒nPurif Γ′ e µ(Γ′) < µ(Γ).
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Demonstrac¸a˜o. Suponha µ(Γ) > 0. Vamos definir os seguintes conjuntos auxiliares para a demonstrac¸a˜o.
• TΓ := {S ∈ Γ | µ(S) = µ(Γ)}
• Para cada S ∈ TΓ, definimos PS,Γ := {p ∈ S⊕ ∪ Sh | len(p) = µ(S)}
Como µ(Γ) > 0 enta˜o existe um S ∈ Γ tal que µ(S) = µ(Γ), assim TΓ 6= ∅ e para cada S ∈ TΓ tem-se
que PS,Γ 6= 0, vamos fixar um S ∈ TΓ qualquer. Como PS,Γ 6= ∅ enta˜o existe um p ∈ PS,Γ.
Denotaremos Γ′, Γ̂ e Γ problemas de ACUNh-unificac¸a˜o.
Hipo´tese de induc¸a˜o 1: Suponha por induc¸a˜o sobre |PS,Γ| = n ≥ 1 e seja um problema Γ de ACUNh-
unificac¸a˜o tal que µ(Γ) > 0, se |TΓ| = |TΓ| e existe S ∈ TΓ tal que |PS,Γ| < |PS,Γ| enta˜o existem
m ≥ 1, um problema Γ̂ tais que Γ =⇒mPurif Γ̂ com TΓ̂ = TΓ \ {S} ou µ(Γ̂) < µ(Γ).
Hipo´tese de induc¸a˜o 2: Suponha por induc¸a˜o sobre |TΓ| = n ≥ 1 que se Γ′ e´ um problema com
µ(Γ′) > 0 e |TΓ′ | < |TΓ| enta˜o existem Γ e m′ ≥ 1 tais que Γ′ =⇒m′Purif Γ e µ(Γ) < µ(Γ′).
Caso base da induc¸a˜o 1: Suponha |PS,Γ| = 1, enta˜o PS,Γ = {p} ⊆ S⊕ ∪ Sh, assim vamos aplicar a
regra [Purif] em S sobre p obtendo:
Γ = Γ̂ ∪ {S}
Purif
Γ′ = Γ̂ ∪ {S[v]p, v ⊕ S|p}
E pelo Lema 3.6 temos que µ(Γ′) = ma´x{µ(Γ̂), µ(S[v]p)}
Como temos na˜o existem posic¸o˜es q ∈ S⊕, tai que q‖p, uma vez que essa seria uma posic¸a˜o em
PS,Γ, diferente de p. E como,
‖S[v]p‖⊕ = ma´x{len(q) | q ∈ (S[v]p)⊕ ∪ {ε}} e ‖S[v]p‖h = ma´x{len(q) | q ∈ (S[v]p)h ∪ {ε}}
obtemos ‖S[v]p‖⊕ < len(p) e ‖S[v]p‖h < len(p) e portanto obtemos
µ(S[v]p) < len(p) = µ(S) = µ(Γ) (3.1)
Para provarmos o caso base temos que verificar dois novos possı´veis casos.
• |TΓ| = 1:
Enta˜o TΓ = {S} e como para todo Ŝ ∈ Γ̂ temos que S 6= Ŝ, implica que Ŝ /∈ TΓ, equivalente-
mente, µ(Ŝ) < µ(Γ), implicando que µ(Γ̂) < µ(Γ).
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• |TΓ| > 1:
Enta˜o existe Ŝ ∈ TΓ \ {S} logo µ(Ŝ) = µ(S) e Ŝ ∈ Γ̂ ⊆ Γ′ portanto µ(Γ′) ≥ µ(Γ). Por outro
lado, como Γ′ = Γ̂ ∪ {S[v]p, v ⊕ S|p}:
1. Pelo Lema 3.4 temos que µ(v ⊕ S|p) = 0 < µ(Γ).
2. Pela equac¸a˜o 3.1 temos µ(S[v]p) < µ(Γ), logo S[v]p, v ⊕ S|p /∈ TΓ′ , implicando que se
S′ ∈ TΓ′ enta˜o S′ ∈ Γ̂, logo µ(Γ′) = µ(S′) ≤ µ(Γ), concluı´mos que µ(Γ) = µ(Γ′), e enta˜o
TΓ′ = TΓ \ {S}.
Assim concluı´mos o caso base da induc¸a˜o 1, vamos provar agora o caso base da induc¸a˜o 2 supondo que
vale a hipo´tese de induc¸a˜o (1).
Passo indutivo da induc¸a˜o (1): Suponha |PS,Γ| = n > 1, enta˜o existem p, p′ ∈ PS ⊆ S⊕∪Sh posic¸o˜es
distintas. Vamos aplicar a regra de infereˆncia purificac¸a˜o em S na posic¸a˜o p, obtendo:
Γ = Γ̂ ∪ {S}
Purif
Γ′ = Γ̂ ∪ {S[v]p, v ⊕ S|p}
e portanto µ(Γ′) = ma´x{µ(Γ̂), µ(S[v]p)} Como p ∈ S⊕ ∪ Sh enta˜o pela Proposic¸a˜o 3.2 temos que vale
um dos seguintes resultados:
• (S[v]p)⊕ ∩ S⊕ = S⊕ \ {p} e (S[v]p)h ∩ Sh = Sh ou,
• (S[v]p)⊕ ∩ S⊕ = S⊕ e (S[v]p)h ∩ Sh = Sh \ {p}
Observe que (S⊕ ∪ Sh) \ {p} = (S⊕ \ {p}) ∪ (Sh \ {p}) e portanto para cada p′ ∈ PS,Γ \ {p} ⊆
(S⊕ ∪ Sh) \ {p} temos que p′ ∈ (S⊕ \ {p}) ∪ (Sh \ {p}), isto e´,
p′ ∈ [(S[v]p)⊕ ∩ S⊕] ∪ [(S[v]p)h ∩ Sh] ⊆ (S[v]p)⊕ ∪ (S[v]p)h (3.2)
A partir da equac¸a˜o acima obtemos os seguintes resultados:
1. µ(Γ′) = µ(Γ).
Para cada q ∈ (S[v]p)⊕ ∪ (S[v]p)h, tem-se que µ(Γ′) ≥ len(q) em particular µ(Γ′) ≥ len(p′) =
µ(Γ). Por outro lado, se q ∈ (S[v]p)⊕ ∪ (S[v]p)h \ (S⊕ ∪Sh) = [(S[v]p)⊕ \S⊕]∪ [(S[v]p)h \Sh]
enta˜o pelo Proposic¸a˜o 3.3 temos que len(q) < len(p) = len(p′), e como para cada q ∈ S⊕ ∪ Sh
temos que len(q) ≤ len(p) = µ(Γ), assim µ(Γ′) ≤ µ(Γ). Portanto,µ(Γ′) = µ(Γ) > 0.
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2. S[v]p ∈ TΓ′ .
Note que µ(v ⊕ S|p) = 0 < µ(Γ′) enta˜o v ⊕ S|p /∈ TΓ′ . Por outro lado p′ ∈ (S[v]p)⊕ ∪ (S[v]p)h
enta˜o µ(Γ′) = len(p′) ≤ µ(S[v]p) ≤ µ(Γ′), equivalentemente,
µ(Γ′) = len(p′) = µ(S[v]p)⇒ S[v]p ∈ TΓ′
3. TΓ′ = (TΓ \ {S}) ∪ {S[v]p}.
Como Γ̂ ⊆ Γ′, temos que (TΓ \ {S}) ∪ {S[v]p} ⊆ TΓ′ . Para todo S′ ∈ Γ′, temos que S′ ∈ Γ̂ ou
S′ ∈ {S[v]p, v ⊕ S|p}, enta˜o TΓ′ ⊆ (TΓ \ {S}) ∪ {S[v]p}. Daı´, TΓ′ = (TΓ \ {S}) ∪ {S[v]p}.
4. |PS[v]p,Γ′ | < |PS,Γ|. Basta provar que PS[v]p,Γ′ ⊆ PS,Γ, pois temos que (S[v]p)|p = v implicando
que p /∈ PS[v]p,Γ′ .
Tome q ∈ PS[v]p,Γ′ ⊆ (S[v]p)⊕ ∪ (S[v]p)h enta˜o len(q) = µ(S[v]p) = µ(S) = len(p). Suponha
por absurdo que q /∈ S⊕ ∪ Sh enta˜o obtemos que q ∈ [(S[v]p)⊕ \ S⊕] ∪ [(S[v]p)h \ Sh] e pela
Proposic¸a˜o 3.3 temos len(q) < len(p) uma contradic¸a˜o e portanto q ∈ S⊕∪Sh, e como len(q) =
len(p) = µ(Γ) temos que q ∈ PS,Γ.
Assim podemos aplicar a hipo´tese de induc¸a˜o (1) em Γ′, e enta˜o existem um m ≥ 1 e Γ tais que
Γ′ =⇒mPurif Γ onde ocorre
µ(Γ) < µ(Γ′) ou TΓ = TΓ′ \ {S[v]p}
Portanto temos Γ =⇒Purif Γ′ =⇒mPurif Γ com as seguintes propriedades,
• µ(Γ) < µ(Γ′) = µ(Γ) ou,
• TΓ = TΓ′ \ {S[v]p} = [(TΓ \ {S}) ∪ {S[v]p}] \ {S[v]p} = TΓ \ {S}
Assim vamos considerar dois casos |TΓ = 1|, provando o caso base da induc¸a˜o (2) e |TΓ| > 1, provando
o caso geral supondo o passo indutivo (2).
Base da induc¸a˜o 2: |TΓ| = 1:
Portanto TΓ \ {S} = ∅, e como TΓ 6= ∅ pois Γ conte´m pelo menos um termo enta˜o µ(Γ) < µ(Γ).
Assim fica provado o caso base da induc¸a˜o (2).
Passo indutivo (2):|TΓ| > 1:
Como obtemos pela aplicac¸a˜o da induc¸a˜o (1) que TΓ = TΓ \ {S} ou µ(Γ < µ(Γ) enta˜o se µ(Γ) < µ(Γ)
nada a provar. Suponha que TΓ) = TΓ \ {S}.
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Observe que µ(Γ) > 0, pois |TΓ| > 1 enta˜o existe um S ∈ TΓ \ {S} = TΓ, assim µ(Γ) = µ(S) =
µ(Γ) > 0. Enta˜o pela HI (2), temos que existem Γ′ e m′ ≥ 1 tais que Γ =⇒m′Purif Γ
′ e µ(Γ′) < µ(Γ).
Portanto Γ =⇒Purif Γ′ =⇒mPurif Γ =⇒m
′
Purif Γ
′ com µ(Γ′) < µ(Γ) = µ(Γ).
Lema 3.9. Seja Γ um problema de ACUNh-unificac¸a˜o enta˜o, existem Γ′ um problema de ACUNh-
unificac¸a˜o e n ∈ N tais que Γ =⇒nPurif Γ′ e µ(Γ′) = 0.
Demonstrac¸a˜o. Seja Γ um problema de ACUNh-unificac¸a˜o, se µ(Γ) = 0 enta˜o defina Γ′ := Γ e n = 0,
assim obtemos Γ =⇒nPurif Γ′ onde µ(Γ′) = 0.
Suponha que µ(Γ) > 0 enta˜o vamos provar por induc¸a˜o sobre µ(Γ) = m.
Hipo´tese de induc¸a˜o: Seja Γ̂ um problema de ACUNh-unificac¸a˜o tal que
µ(Γ̂) < µ(Γ), enta˜o existem Γ˜ um problema de ACUNh-unificac¸a˜o e n ∈ N tais que Γ̂ =⇒nPurif
Γ˜ e µ(Γ˜) = 0
Base da Induc¸a˜o: Suponha µ(Γ) = 1, enta˜o pelo Lema 3.8 existe n ∈ N e Γ′ um problema de ACUNh-
unificac¸a˜o tais que Γ =⇒nPurif Γ′ e 0 ≤ µ(Γ′) < µ(Γ) = 1 e portanto µ(Γ′) = 0.
Passo indutivo: Agora suponha µ(Γ) = m > 0 enta˜o pelo Lema 3.8 obtemos que existe Γ′ e k ∈ N tais
que Γ =⇒kPurif Γ′ e µ(Γ′) < µ(Γ) portanto pela hipo´tese de induc¸a˜o temos que existe Γ˜ e n ∈ N tais
que Γ′ =⇒nPurif Γ˜ onde µ(Γ˜) = 0. E assim obtemos: Γ =⇒kPurif Γ′ =⇒nPurif Γ˜ e µ(Γ˜) = 0.
3.1.2 Conflueˆncia da purificac¸a˜o
Agora precisamos provar que, a menos de escolhas de varia´veis novas na regra [Purif], temos que
=⇒Purif e´ confluente.
Seja um conjunto infinito enumera´vel de varia´veis V que e´ disjunta da assinatura Σ, por V ser infinito
enumera´vel enta˜o existe uma famı´lia {Vi}i∈N de subconjuntos de V disjuntos dois a dois e infinitos tais
que V = ⋃˙i∈NVi.
Sem perda de generalidade podemos supor que para os problemas Γ de ACUNh-unificac¸a˜o que
mencionamos nesta sec¸a˜o, tem-se que para cada S ∈ Γ, S ∈ T (Σ,V0)
Definic¸a˜o 3.6 (Vi- problema de ACUNh-unificac¸a˜o). Seja Γ um problema de ACUNh-unificac¸a˜o tal que
para cada S ∈ Γ tem-se que S ∈ T (Σ,V). Defina que Γ e´ um Vi-problema de ACUNh-unificac¸a˜o se, e
somente se, existe um i ∈ N tal que Var(Γ) ∩ Vi 6= ∅ e para cada j > i temos que Var(Γ) ∩ Vj = ∅.
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Definic¸a˜o 3.7 (Varia´vel nova). Seja Γ um Vi-problema de ACUNh-unificac¸a˜o. Dizemos que v ∈ V e´
uma varia´vel nova em Γ se, e somente se, v ∈ Vi+i
Vamos criar uma relac¸a˜o de equivaleˆncia ≈V sobre o conjunto P definido abaixo:
P := {Γ | Γ e´ um problema de ACUNh-unificac¸a˜o sobre T (Σ,V)}
Definic¸a˜o 3.8. Seja ≈V uma relac¸a˜o sobre P definido da seguinte forma. Para cada Γ,Γ′ ∈ P dizemos
que Γ ≈V Γ′ se, e somente se, possui as propriedades abaixo:
1. Γ,Γ′ sa˜o Vi-problemas de ACUNh-unificac¸a˜o para algum i ∈ N.
2. Existe uma substituic¸a˜o α : V −→ V tal que α e´ um renomeamento varia´veis de S para cada S ∈ Γ,
Γ′ = Γα e Dom(α) ∩ V0 = ∅ = Im(α) ∩ V0.
Observac¸a˜o 3.2. Quando quisermos explicitar o renomeamento α denotaremos por Γ ≈V, α Γ′.
Lema 3.10. A relac¸a˜o ≈V e´ uma relac¸a˜o de equivaleˆncia.
Demonstrac¸a˜o. Sejam Γ,Γ′ e Γ′′ ∈ P .
(i) ≈V e´ reflexiva:
Seja a substituic¸a˜o id : V −→ V , a substituic¸a˜o identidade. Enta˜o Dom(id) = ∅ = Im(id).
Observe que Γ e´ um Vi-problema de ACUNh-unificac¸a˜o para algum i ∈ N, Γ = (Γ)id eDom(id)∩
Vi = ∅ e portanto obtemos Γ ≈V Γ
(ii) ≈V e´ sime´trica:
Suponha Γ ≈V Γ′, enta˜o existe um renomeamento α tal que Γ′ = Γα com Dom(α) ∩ V0 =
Im(α) ∩ V0 = ∅. Seja α−1 o renomeamento inverso de α. Enta˜o Im(α−1) = Dom(α) e
Dom(α−1) = Im(α), implicando que:
Dom(α−1) ∩ V0 = Im(α) ∩ V0 = ∅ e Im(α−1) ∩ V0 = Dom(α) ∩ V0 = ∅
e Γ′α−1 = Γαα−1 = {Sαα−1 | S ∈ Γ}, como α e´ um renomeamento de varia´veis de S para cada
S ∈ Γ temos que α−1 e´ um renomeamento de varia´veis de Sα e Sαα−1 = S para cada S ∈ Γ e
portanto Γ′α−1 = Γ. Portanto Γ′ ≈V Γ.
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(iii) ≈V e´ transitiva:
Suponha Γ ≈V Γ′ e Γ′ ≈V Γ′′, logo existem i, j ∈ N tais que Γ,Γ′ sa˜o Vi-problemas de ACUNh-
unificac¸a˜o e Γ′,Γ′′ sa˜o Vj-problemas de ACUNh-unificac¸a˜o portanto i = j implicando que Γ,Γ′′
sa˜o Vi-problemas de ACUNh-unificac¸a˜o.
Desta forma existem α, β : V −→ V tais que α e´ um renomeamento de varia´veis de S para cada
S ∈ Γ, β e´ um renomeamento de varia´veis de S′ para cada S′ ∈ Γ′ com:
Γ′ = Γα, Γ′′ = Γ′β, Dom(α) ∩ V0 = Im(α) ∩ V0 = ∅ e Dom(β) ∩ V0 = Im(β) ∩ V0 = ∅
Portanto Γ′′ = Γ(αβ), basta provar que Dom(αβ) ∩ V0 = Im(αβ) ∩ V0 = ∅.
Note que Dom(αβ) ⊆ Dom(α) ∪ Dom(β) e Im(αβ) ⊆ Im(α) ∪ Im(β) enta˜o obtemos que
Dom(αβ)∩V0 ⊆ Dom(α)∩V0∪Dom(β)∩V0 = ∅ Im(αβ)∩V0 ⊆ Im(α)∩V0∪Im(β)∩V0 = ∅
Assim concluı´mos que Γ ≈V Γ′′.
Vamos provar agora que para Γ,Γ′ problemas de ACUNh-unificac¸a˜o tais que Γ =⇒Purif Γ′ temos
que Γ 6≈V Γ′, considerando a definic¸a˜o de varia´vel nova que fizemos. Isso sera´ utilizado para provar
que na˜o e´ possı´vel existir uma famı´lia {Γn}n∈N ⊆ P tal que Γ0 =⇒Purif Γ1 =⇒Purif · · · =⇒Purif
Γn =⇒Purif · · ·
Lema 3.11. Seja Γ um Vi-problema de ACUNh-unificac¸a˜o. Se Γ =⇒Purif Γ′ enta˜o Γ′ e´ um Vi+1 -
problema de ACUNh-unificac¸a˜o, em particular, Γ 6≈V Γ′
Demonstrac¸a˜o. Suponha Γ = Γ∪˙{S} onde e´ possı´vel aplicar uma regra de purificac¸a˜o sobre S na posic¸a˜o
p ∈ Pos(S). Enta˜o temos v uma varia´vel nova em Γ e
Γ ∪ {S}
Purif
Γ ∪ {S[v]p, v ⊕ S|p}
Fac¸a Γ′ := Γ ∪ {S[v]p, v ⊕ S|p} e enta˜o Var(Γ′) = Var(Γ)∪˙{v} e pela nossa definic¸a˜o de varia´vel
nova, temos que v ∈ Vi+1. Por Γ ser um Vi - problema de ACUNh-unificac¸a˜o, enta˜o para cada j > i
tem-se que Var(Γ) ∩ Vj = ∅. Enta˜o obtemos:
Var(Γ′) ∩ Vi+1 = (Var(Γ) ∩ Vi+1) ∪ ({v} ∩ Vi+1) = ∅ ∪ {v} = {v} 6= ∅
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e para cada j > i+ 1 > i temos: (Var(Γ) ∩ Vj) ∪ ({v} ∩ Vj) = ∅ ∪ ∅ = ∅.
E portanto Γ′ e´ um Vi+1 - problema de ACUNh-unificac¸a˜o, logo pela definic¸a˜o da relac¸a˜o de equi-
valeˆncia ≈V temos Γ 6≈V Γ′.
Vamos agora definir uma relac¸a˜o =⇒V sobre P/≈V tal que sua terminac¸a˜o implica na terminac¸a˜o de
=⇒Purif .
Definic¸a˜o 3.9. Seja Γ ∈ P e defina o conjunto [Γ]≈V := {Γ′ ∈ P | Γ ≈V Γ′}, a classe de equivaleˆncia
de Γ na relac¸a˜o ≈V e defina o conjunto P/≈V := {[Γ]≈V | Γ ∈ P} o quociente de P pela relac¸a˜o ≈V .
Definimos a relac¸a˜o =⇒V sobre P/≈V da seguinte forma, [Γ]≈V =⇒V [Γ′]≈V se, e somente se,
existem Γ ∈ [Γ]≈V e Γ̂ ∈ [Γ′]≈V tais que Γ =⇒Purif Γ̂.
Observac¸a˜o 3.3. A partir de agora faremos um abuso de notac¸a˜o sobre a relac¸a˜o =⇒Purif , denotare-
mos apenas por =⇒.
Lema 3.12. Sejam Γ1,Γ2 ∈ P tais que Γ1 ≈V, α Γ2. Se Γ1 =⇒Purif Γ′ enta˜o Γ2 =⇒Purif Γ′α, em
particular Γ′ ≈V Γ′α.
Demonstrac¸a˜o. Como por hipo´tese temos Γ1 ≈V Γ2 com o renomeamento de varia´veis α, enta˜o Γ1,Γ2
sa˜o Vi - problemas de ACUNh-unificac¸a˜o tais que Γ2 = Γ1α cumprindo com as propriedades mencio-
nadas na Definic¸a˜o 3.8. Podemos supor sem perda de generalidade que Dom(α) ∩ Vi+1 = ∅.
Suponha que seja possı´vel aplicar a regra [Purif] em Γ1 sobre S na posic¸a˜o p ∈ Pos(S), isto e´,
Γ1 = Γ ∪ {S} e enta˜o:
Γ ∪ {S}
Purif
Γ ∪ {S[v]p, v ⊕ S|p}
Com v ∈ Vi+1 e p ∈ S⊕ ∪ Sh, isto e´, p = qk onde q ∈ Pos(S) e k ∈ N e S|p e´ uma soma pura ou um
h-termo puro com raı´z(S|q) 6= ⊕.
Fac¸a Γ′ := Γ∪ {S[v]p, v⊕ S|p}, portanto Γ′α = Γα∪ {(S[v]p)α, (v⊕ S|p)α}, e como (S[v]p)α =
(Sα)[vα]p = (Sα)[v]p e (S|p)α = (Sα)|p obtemos que: Γ′α = Γα ∪ {(Sα)[v]p, v ⊕ (Sα)|p}.
Observe que se S|p e´ um h-termo puro ou soma pura enta˜o (S|p)α e´ um h-termo puro ou soma pura
pois α e´ um renomeamento de varia´veis e portanto na˜o altera os sı´mbolos de func¸a˜o de um termo, e
portanto (Sα)|p e´ um h-termo puro ou soma pura.
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Por outro lado raı´z((Sα)|q) = raı´z(S|q) 6= ⊕ e portanto temos que p ∈ (Sα)⊕ ∪ (Sα)h, podendo
assim aplicar a regra de infereˆncia purificac¸a˜o em Γ2 = Γ1α = Γα ∪ {Sα} sobre Sα na posic¸a˜o
p ∈ Pos(Sα). Como Γ2 e´ um Vi - problema de ACUNh-unificac¸a˜o, podemos escolher qualquer varia´vel
nova em Γ2 para aplicar a regra, em particular, vamos tomar o mesmo v utilizado em Γ1. Logo,
Γα ∪ {Sα}
Purif
Γα ∪ {(Sα)[v]p, v ⊕ (Sα)|p}
E portanto concluı´mos que Γ2 =⇒Purif Γ′α se Γ =⇒Purif Γ′.
Como v /∈ Dom(α) e α e´ um renomeamento de varia´veis de Γ1 enta˜o para cada T ∈ Γ1 temos
que α e´ um renomeamento de varia´veis de T , em particular α tambe´m e´ um renomeamento de varia´veis
para S[v]p e v ⊕ S|p e portanto α e´ um renomeamento de varia´veis para Γ′. Assim por α cumprir as
hipo´teses da Definic¸a˜o 3.8, Γ′,Γ′α serem Vi+1-problemas de ACUNh-unificac¸a˜o e Γ′α = (Γ′)α temos
que Γ′ ≈V Γ′α.
Observac¸a˜o 3.4. Iremos omitir na representac¸a˜o da classe [Γ]≈V , a refereˆncia da relac¸a˜o ≈V , pois
estaremos sempre no contexto das classes de equivaleˆncia de P/≈V
Lema 3.13. =⇒V sobre P/≈V possui a propriedade diamante, isto e´, para [Γ], [Γ1] e [Γ2] ∈ P/≈V , se

















Consequentemente, =⇒V sobre P/≈V e´ confluente.
Demonstrac¸a˜o. Sejam as classes [Γ1], [Γ] e [Γ2] ∈ P/≈V tais que
[Γ1]
V⇐= [Γ] V=⇒ [Γ2] (3.3)
Portanto pela definic¸a˜o de =⇒ sobre P/≈V , existem Γ′,Γ′′ ∈ [Γ], Γ′1 ∈ [Γ1] e Γ′2 ∈ [Γ2] tais que
Γ′1
V⇐= Γ′ ≈V Γ′′ V=⇒ Γ′2.
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Como Γ′ ≈V, α Γ′′ temos pelo Lema 3.12 que Γ′2α ≈V Γ′2 e Γ′ =⇒ Γ′2α, e portanto existem
Γ′1 ∈ [Γ1], Γ′′2 ∈ [Γ2] e Γ′ ∈ [Γ] tais que Γ′1⇐=Γ′=⇒Γ
′′
2 .
Suponha que Γ′ seja um Vi - problema de ACUNh-unificac¸a˜o enta˜o Γ′1,Γ′′2 sa˜o Vi+1-problemas de
ACUNh-unificac¸a˜o. Por outro lado existem S1, S2 ∈ Γ′ e p ∈ Pos(S1), q ∈ Pos(S2) onde e´ possı´vel
aplicar a regra de purificac¸a˜o sobre S1, S2 nas posic¸o˜es p, q, onde v, w ∈ Vi+1, isto e´, varia´veis novas
em Γ′, enta˜o obtemos:
Γ′ = Γ1 ∪ {S1}
[i] [Purif]
Γ′1 = Γ1 ∪ {S1[v]p, v ⊕ S1|p}
Γ′ = Γ2 ∪ {S2}
[ii] [Purif]
Γ′′2 = Γ2 ∪ {S2[w]q, w ⊕ S2|q}
Existem treˆs possı´veis casos:
1. S1 = S2 e p = q:
Enta˜o Γ1 = Γ2, tome o renomeamento de varia´veis α = {v 7→ w}, aplicando sobre Γ′1 obtemos:
Γ′1α = Γ1α ∪ {(S1[v]p1)α, (v ⊕ S1|p1)α} = Γ1α ∪ {(S1α)[vα]p, vα⊕ (S1|p)α}
= Γ1 ∪ {S1[w]p, w ⊕ S1|p} = Γ2 ∪ {S2[w]q, w ⊕ S2|q} = Γ′′2
Logo Γ′′2 = Γ′1α, ondeDom(α)∩V0 = Im(α)∩V0 = ∅, α e´ um renomeamento de varia´veis de cada
S′ ∈ Γ′1 e Γ′′2,Γ′1 sa˜o Vi+1-problemas de ACUNh-unificac¸a˜o. Pela Definic¸a˜o 3.8 obtemos Γ′′2 ≈V Γ′1,









2. S := S1 = S2 e p 6= q:
Enta˜o Γ := Γ1 = Γ2 e por ser possı´vel aplicar a purificac¸a˜o em S nas posic¸o˜es p, q temos que
p, q ∈ S⊕∪˙Sh , pore´m por hipo´tese, p 6= q e pela Proposic¸a˜o 3.1 item 2. obtemos que p‖q implicando
que p ∈ Pos(S[w]q), q ∈ Pos(S[v]p) onde (S[w]q)|p = S|p, (S[w]p)|q = S|q.
Pore´m p, q sa˜o posic¸o˜es tais que S|p, S|q sa˜o somas puras ou h-termos puros para os quais existem
p′, q′ ∈ Pos(S) e i, j ∈ N tais que p = p′i, q = q′j e raı´z(S|q′), raı´z(S|p′) 6= ⊕, portanto obtemos:
p ∈ (S[w]q)⊕∪˙(S[w]q)h e q ∈ (S[v]p)⊕∪˙(S[v]p)h
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Assim de acordo com a infereˆncia [i], podemos aplicar a regra purificac¸a˜o em Γ′1 sobre S1[v]p = S[v]p
na posic¸a˜o q, onde v′ ∈ Vi+2 obtendo:
[iii]
Γ′1 = Γ ∪ {S[v]p, v ⊕ S|p}
Purif
Γ̂1 = Γ ∪ {(S[v]p)[v′]q, v′ ⊕ (S[v]p)|q, v ⊕ S|p}
Isto e´, Γ′1 =⇒ Γ̂1. Logo pela Definic¸a˜o 3.9 obtemos que na relac¸a˜o no conjunto das classes de
equivaleˆncia P≈V temos [Γ1] =⇒ [Γ̂1].
E da mesma forma observando a infereˆncia [ii], podemos aplicar a regra de purificac¸a˜o em Γ′′2 sobre
S2[w]q = S[w]q na posic¸a˜o p, onde w′ ∈ Vi+2 obtendo:
[iv]
Γ′′2 = Γ ∪ {S[w]q, v ⊕ S|q}
Purif
Γ̂2 = Γ ∪ {(S[w]q)[w′]p, w′ ⊕ (S[w]q)|p, w ⊕ S|q}
Equivalentemente Γ′′2 =⇒ Γ̂2 logo pela Definic¸a˜o 3.9 obtemos que na relac¸a˜o no conjunto das classes
de equivaleˆncia P≈V temos [Γ2] =⇒ [Γ̂2].
Como p‖q, (S[v]p)[v′]q = (S[v′]q)[v]p, (S[v]p)|q = S|q e (S[w]q)|p = S|p. Portanto, obtemos os
seguintes conjuntos:
Γ̂1 = Γ ∪ {(S[v′]q)[v]p, v′ ⊕ S|q, v ⊕ S|p} Γ̂2 = Γ ∪ {(S[w]q)[w′]p, w ⊕ S|q, w′ ⊕ S|p} (3.4)
Tome o renomeamento de varia´veis γ = {v′ 7→ w, v 7→ w′}, note que γ e´ um renomeamento do termo
(S[v′]q)[v]p pois v′ 6= v e w′ 6= w. Enta˜o γ e´ um renomeamento de varia´veis de Γ̂1, e diretamente da
Eq. 3.4 temos a seguinte igualdade Γ̂2 = Γ̂1γ.
Como Γ̂1, Γ̂2 sa˜o Vi+2-problemas de ACUNh-unificac¸a˜o, segue pela Definic¸a˜o 3.8 que Γ̂1 ≈V Γ̂2,
isto e´, [Γ̂] := [Γ̂1] = [Γ̂2] e, [Γ1]
V
=⇒ [Γ̂] V⇐= [Γ2].
3. S1 6= S2:
Enta˜o temos que Γ′ = Γ˜ ∪ {S1, S2} e portanto para v, w ∈ Vi+1, varia´veis novas em Γ′, obtemos das
infereˆncias [i] e [ii]:
Γ′1 = Γ˜ ∪ {S1[v]p, v ⊕ S1|p, S2} Γ′′2 = Γ˜ ∪ {S1, S2[w]q, v ⊕ S2|q}




Γ′1 = Γ˜ ∪ {S1[v]p, v ⊕ S1|p, S2}
Γ̂1 = Γ˜ ∪ {S1[v]p, v ⊕ S1|p, S2[v′]q, v′ ⊕ S2|q}
Isto e´, Γ′1 =⇒ Γ̂1 e enta˜o [Γ1] =⇒ [Γ̂1].
E da mesma forma, podemos aplicar a regra de purificac¸a˜o em Γ′′2 sobre S1 na posic¸a˜o p, onde
w′ ∈ Vi+2 obtendo:
[vi]
Γ′′2 = Γ˜ ∪ {S1, S2[w]q, v ⊕ S2|q}
Γ̂2 = Γ˜ ∪ {S1[w′]p, w′ ⊕ S1|p, S2[w]q, w ⊕ S2|q}
Tomando γ = {v 7→ w′, v′ 7→ w} obtemos pelas infereˆncias de [v] e [vi] que Γ̂2 = Γ̂1γ, e por γ ser
um renomeamento de varia´veis de Γ̂1 enta˜o obtemos que Γ̂1 ≈V Γ̂2 pois Γ̂1, Γ̂2 sa˜o Vi+2-problemas
de ACUNh-unificac¸a˜o. Concluindo enta˜o que [Γ̂] := [Γ̂1] = [Γ̂2] e portanto: [Γ1]
V
=⇒ [Γ̂] V⇐= [Γ2].
Logo, em todos os casos, segue o resultado.
Vamos provar agora que para cada classe de equivalencia [Γ] ∈ P/≈V , [Γ] possui uma forma normal
com relac¸a˜o a =⇒V , concluindo que =⇒V sobre P/≈V e´ uma relac¸a˜o terminante, pois e´ confluente.
Lema 3.14. Para cada [Γ] ∈ P/≈V , [Γ] possui uma forma normal com relac¸a˜o a =⇒ sobre P/≈V .
Demonstrac¸a˜o. Tome [Γ] ∈ P/≈V , e seja Γ0 um representante para a classe [Γ]. Enta˜o Γ0 e´ um problema
de ACUNh-unificac¸a˜o, e pelo Lema 3.9, existem n ∈ N e Γn um problema de ACUNh-unificac¸a˜o tais
que Γ0 =⇒nPurif Γn e µ(Γn) = 0.
• n = 0:
Enta˜o Γ0 esta´ em sua forma normal pois µ(Γ0) = 0, suponha por absurdo que exista [Γ′] ∈ P/≈V
tal que [Γ] =⇒V [Γ′]. Enta˜o existem Γ1 ∈ [Γ],Γ′1 ∈ [Γ′] tais que Γ1 =⇒Purif Γ′1, como Γ0,Γ1 ∈
[Γ] enta˜o Γ0 ≈V Γ1 por um renomeamento α, logo pelo Lema 3.12 temos que Γ0 =⇒ Γ′1α, que e´
uma contradic¸a˜o, pois Γ0 esta´ em sua forma normal. Portanto [Γ] esta´ em sua forma normal com
relac¸a˜o a =⇒V sobre P/≈V
• n > 0:
Logo existem Γ1,Γ2, . . . ,Γn−1 ∈ P tais que Γ0 =⇒ Γ1 =⇒ Γ2 =⇒ · · · =⇒ Γn−1 =⇒ Γn. e
portanto obtemos a sequeˆncia [Γ] =⇒V [Γ1] =⇒V [Γ2] =⇒V · · · =⇒V [Γn−1] =⇒V [Γn].
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Com µ(Γn) = 0, recaindo no caso anterior e portanto [Γn] esta´ em sua forma normal com relac¸a˜o
a =⇒V sobre P/≈V .
Dessa forma concluı´mos que [Γ] possui um forma normal com relac¸a˜o a =⇒ sobre P/≈V .
Lema 3.15. A relac¸a˜o =⇒V sobre P/≈V e´ terminante.
Demonstrac¸a˜o. Pelos Lema 3.13 3.14 a relac¸a˜o =⇒ sobre P/≈V e´ confluente e toda classe de equi-
valeˆncia [Γ] ∈ P/≈V possui uma forma normal. Portanto cada classe de equivaleˆncia [Γ] ∈ P/≈V





Γ se µ(Γ) = 0
Purif (Γ′) se µ(Γ) > 0 e Γ =⇒Purif Γ′
(3.5)
Teorema 3.1. Purif e´ terminante, isto e´, Purif e´ um algoritmo.
Demonstrac¸a˜o. Suponha por absurdo que exista Γ0 um problema de ACUNh-unificac¸a˜o tal que Pu-
rif (Γ0) na˜o termina, isto e´, existe uma sequeˆncia infinita {Γi}i∈N de problemas de ACUNh-unificac¸a˜o
tais que Γi =⇒Purif Γi+1 para cada i ∈ N. Pelo Lema 3.11 e pela definic¸a˜o de =⇒V temos que
[Γi]≈V =⇒V [Γi+1]≈V para cada i ∈ N, que e´ uma contradic¸a˜o, pois =⇒V e´ terminante. Portanto
Purif (Γ) termina para qualquer Γ problema de ACUNh-unificac¸a˜o.
Teorema 3.2. O algoritmo Purif e´ correto, isto e´, se Γ˜ = Purif(Γ) enta˜o Γ˜ esta´ em sua forma pura e Γ˜ e´
uma extensa˜o conservativa de Γ.
Demonstrac¸a˜o. Seja Γ˜ = Purif (Γ), e portanto pela definic¸a˜o de Purif, temos que µ(Γ˜) = 0 e pelo
Lema 3.7, Γ˜ esta´ em sua forma pura. Por outro lado, temos que existem n ∈ N e Γ1, . . . ,Γn−1 problemas
de ACUNh-unificac¸a˜o tais que Γ = Γ0 =⇒Purif Γ1 =⇒Purif · · · =⇒Purif Γn−1 =⇒Purif Γn = Γ˜
E pelo Lema 3.1 temos que Γi e´ uma extensa˜o conservativa de Γi−1 tal que Var(Γi−1) ⊂ Var(Γi) para
cada i ∈ {1, . . . , n} e portanto pela Proposic¸a˜o 1.5 da transitivade de extenso˜es conservativas, temos que
Γn e´ uma extensa˜o conservativa de Γ0, isto e´, Γ˜ e´ uma extensa˜o conservativa de Γ.
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Exemplo 3.2. Seja Γ o problema de ACUNh-unificac¸a˜o, descrito no Exemplo 2.1 na pa´gina 36, apo´s
padroniza-lo e purifica´-lo no Exemplo 3.1, obtemos:
Γ0 :=

(1) x⊕ h(x)⊕ f(v1)⊕ f(v2)
(2) h(z)⊕ w ⊕ y ⊕ b⊕ a
(3) 0
(4) v1 ⊕ a⊕ x⊕ h(x)⊕ y ⊕ w
(5) v2 ⊕ b⊕ z ⊕ h(x)

Pelo Teorema 3.2, Γ0 esta´ em sua forma pura e e´ uma extensa˜o conservativa de Γ.
3.2 JXORh: um algoritmo para ACUNh-unificac¸a˜o
Nesta sec¸a˜o apresentaremos o algoritmoJXORh para solubilidade para problemas de ACUNh-unificac¸a˜o,
que foi proposto por por Liu em [18]. Este algoritmo age em triplas da forma Γ‖∆‖Λ, que chamaremos
por estados, obtidos a partir de do problema de ACUNh-unificac¸a˜o ( em sua forma pura ) que queremos
resolver. ∆ consiste de um conjunto de inequac¸a˜o da forma s 6= t, com s, t ∈ T (Σ,V) e Λ consiste de
um conjunto de equac¸o˜es da forma x = S, onde S e´ um termo e x uma varia´vel solta de Γ, descrita na
Definic¸a˜o 3.4.
Dado um problema Γ de ACUNh-unificac¸a˜o em sua forma pura, dizemos que um estado de JXORh
e´ inicial, desde que, tem a forma Γ‖∅‖∅. Um estado Γ′‖∆′‖Λ′ e´ dito um estado va´lido de JXORh se, e
somente se, e´ um estado inicial de JXORh ou e´ obtido de um estado inicial de JXORh por uma aplicac¸a˜o
finita e sucessiva de suas regras de infereˆncia.
Definic¸a˜o 3.10 (Estado final). Seja um estado Γ‖∆‖Λ um estado de JXORh, dizemos que e´ um estado
final se na˜o for possı´vel aplicar mais nenhuma de suas regras de infereˆncia. Se Γ‖∆‖Λ e´ um estado
final e Γ 6= ∅ dizemos que o Γ‖∆‖Λ e´ um estado de falha e quando Γ = ∅ dizemos que Γ‖∆‖Λ e´ um
estado de soluc¸a˜o.
Regras de infereˆncia de JXORh
As regras descritas aqui sa˜o executadas com a prioridade que sa˜o listadas abaixo, assim Trivial tem a
maior prioridade e nulificac¸a˜o a menor prioridade. Vamos descrever as regras abaixo como regras de
infereˆncia, explicitando as condic¸o˜es necessa´rias sobre o estado Γ‖∆‖Λ para poderem ser aplicadas,
assim como o novo estado obtido.
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Trivial: Esta regra de infereˆncia tem como objetivo eliminar equac¸o˜es trı´vias de Γ, isto e´, remover os





Exemplo 3.3. Seja Γ0 obtido no Exemplo 3.2, isto e´:
Γ0 :=

(1) x⊕ h(x)⊕ f(v1)⊕ f(v2)
(2) h(z)⊕ w ⊕ y ⊕ b⊕ a
(3) 0
(4) v1 ⊕ a⊕ x⊕ h(x)⊕ y ⊕ w
(5) v2 ⊕ b⊕ z ⊕ h(x)

Enta˜o Γ0 esta´ em sua forma pura, portanto Γ0‖∅‖∅ e´ um estado va´lido de JXORh e portanto podemos
aplicar as regras de JXORh.
Observe que pela prioridade das regras, devemos verificar se e´ possı´vel aplicar a regra trivial, note
que o termo (3) em Γ0 e´ o termo nulo, enta˜o ao aplicarmos a regra trivial em Γ0‖∅‖∅ obtemos o estado
Γ1‖∅‖∅ onde Γ1 e´ dado por:
Γ0 :=
 (1) x⊕ h(x)⊕ f(v1)⊕ f(v2)(2) h(z)⊕ w ⊕ y ⊕ b⊕ a (4) v1 ⊕ a⊕ x⊕ h(x)⊕ y ⊕ w(5) v2 ⊕ b⊕ z ⊕ h(x)

E Γ1‖∅‖∅ e´ um estado va´lido de JXORh.
Simplificac¸a˜o: Quando temos um termo x⊕S ∈ Γ, e x e´ uma varia´vel solta de Γ, isto e´, ela na˜o ocorre
sob nenhum subtermo t de Γ onde raı´z(t) 6= ⊕ enta˜o iremos remover o termo x⊕S de Γ e inserir x = S
no conjunto Λ apo´s substituir cada ocorreˆncia de x em Λ por S.
Simplificac¸a˜o
Γ̂ ∪ {x⊕ S}‖∆‖Λ
Simp
Purif(Γ̂γ ↓)‖∆γ ↓ ‖Λγ ↓ ∪{x = S}
81
Condic¸o˜es:
• x e´ uma varia´vel solta de Γ = Γ̂ ∪ {x ⊕ S} e temos que ocorre apenas uma das seguinte
opc¸o˜es.
– O sı´mbolo de func¸a˜o h na˜o ocorre em S ou
– Para todo x⊕ T ∈ Γ, o sı´mbolo de func¸a˜o h ocorre em T .
• γ = {x 7→ S}.
• Se S e´ um termo vazio, enta˜o vamos considerar S como 0.
Exemplo 3.4. Continuando o Exemplo 3.3 por na˜o ser mais possı´vel aplicar a regra [Triv] enta˜o pela
prioridade que definimos, devemos verificar se e´ possı´vel aplicar a regra [Simp]. Note que no termo (2),
h(z)⊕ w ⊕ y ⊕ b⊕ a.
A varia´vel y e´ uma varia´vel solta de Γ1, qualquer outra equac¸a˜o da forma y ⊕ T ∈ Γ1, T tem uma
ocorreˆncia de h, enta˜o podemos aplicar a regra [Simp]. Seja γ = {y 7→ h(z)⊕w⊕ b⊕ a}, removendo
a equac¸a˜o (2) de Γ1, aplicando a substituic¸a˜o γ e normalizando obtemos
Γ2 :=
 (1) x⊕ h(x)⊕ f(v1)⊕ f(v2)(4) v1 ⊕ b⊕ x⊕ h(v3)
(5) v2 ⊕ b⊕ z ⊕ h(x)
(7) v3 ⊕ x⊕ z

Note que podemos aplicar novamente a regra simplificac¸a˜o no estado Γ2‖∅‖Λ2 pois z na equac¸a˜o (7) e´
uma varia´vel solta em Γ2, assim obtemos o estado Γ3‖∅‖Λ3, onde: γ′ = {z 7→ x⊕ v3}
Λ3 = Λ2γ
′ ∪ {z = x⊕ v3} = {y = h(x⊕ v3)⊕ w ⊕ b⊕ a, z = x⊕ v3}
Γ3 := Purif(Γ̂2 ↓) =

(1) x⊕ h(x)⊕ f(v1)⊕ f(v2)
(4) v1 ⊕ b⊕ x⊕ h(v3)
(5) v2 ⊕ b⊕ x⊕ v3 ⊕ h(x)

Note que as varia´veis que ocorrem em Γ3 esta˜o todas presas e portanto na˜o e´ mais possı´vel aplicar a
regra simplificac¸a˜o.
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N-decomposic¸a˜o: Quando temos f ∈ Σn um sı´mbolo de func¸a˜o na˜o interpretado com n ≥ 1 e o termo
f(t1, . . . , tn)⊕ f(s1, . . . , sn)⊕S ∈ Γ, podemos aplicar a regra N-decomposic¸a˜o gerando dois ramos, o
primeiro caso os termos acima sa˜o unifica´veis sintaticamente, mas pode ser que resulte em falha, enta˜o a
regra N-decomposic¸a˜o gera outro ramo onde f(t1, . . . , tn) 6= f(s1, . . . , sn) e´ adicionado no conjunto ∆
impedindo que refac¸a essa escolha de unificac¸a˜o.
N-decomposic¸a˜o
Γ̂ ∪ {s⊕ t⊕ T}‖∆‖Λ
[N-dec]
Γ̂γ ↓ ∪{Tγ ↓}‖∆γ ↓ ‖Λγ ↓ ∪[γ]∨Γ‖∆ ∪ {s 6= t}‖Λ
Condic¸o˜es:
• Os termos s, t sa˜o termos puros e na˜o varia´veis tais que raı´z(s) = raı´z(t) 6= h.
• s 6= t 6∈ ∆
• γ e´ um mgu de s, t, via unificac¸a˜o sinta´tica, onde γ e´ idempotente, Dom(γ) ⊆ Var(s) ∪
Var(t) e Var(Im(γ)) ⊆ Var(Γ).
• [γ] := {x = S | x 7→ S ∈ γ}
Exemplo 3.5. Continuando o Exemplo 3.4, note que a pro´xima regra imposta pela prioridade e´ a regra
[N-dec]. Observe que na equac¸a˜o (1) de Γ3 temos a soma f(v1)⊕ f(v2) enta˜o podemos aplicar a regra
N-decomposic¸a˜o, onde γ = {v1 7→ v2} e´ um unificador sinta´tico como na regra [N-dec]. Obtendo assim
dois novos estados, Γ4‖∅‖Λ4 e Γ′4‖∆′4‖Λ′4.
• Γ4‖∅‖Λ4: Λ4 = Λ3γ ∪ [γ] = {y = h(x⊕ v3)⊕ w ⊕ b⊕ a, z = x⊕ v3, v1 = v2} e
Γ4 =
 (1) x⊕ h(x)(4) v2 ⊕ b⊕ x⊕ h(v3) (5) v2 ⊕ b⊕ x⊕ v3 ⊕ h(x)

Note que agora podemos aplicar a regra de simplificac¸a˜o na equac¸a˜o (4) pois quando unificamos
f(v1) =
? f(v2) tornamos v2 uma varia´vel solta. enta˜o ao aplicarmos de forma semelhante ao
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(4) v3 ⊕ h(v4)
(8) v4 ⊕ x⊕ v3
 Λ5 =

y = h(x⊕ v3)⊕ w ⊕ b⊕ a
z = x⊕ v3
v1 = b⊕ x⊕ v3 ⊕ h(x)

E aplicando novamente a regra simplificac¸a˜o agora na equac¸a˜o (8) na varia´vel solta v3 temos o
estado Γ6‖∅‖Λ6, onde:
Γ6 =
(1) x⊕ h(x)(4) x⊕ v4 ⊕ h(v4)
 Λ6 =

y = h(v4)⊕ w ⊕ b⊕ a
z = v4
v1 = b⊕ v4 ⊕ h(x)
v2 = b⊕ v4 ⊕ h(x)
v3 = x⊕ v4

Na˜o sendo mais possı´vel aplicar as regras trivial, simplificac¸a˜o e N-decomposic¸a˜o
• Γ′4‖∆′4‖Λ′4: Λ′4 = Λ3 Γ′4 = Γ3 ∆′4 = {f(v1) 6= f(v2)} Note que todas as varia´veis deste
estado esta˜o presas e na˜o e´ possı´vel aplicar N-decomposic¸ao.
Nulificac¸a˜o: Uma regra simples para resolver o problema especı´fico x⊕ h(x) =? 0, a u´nica soluc¸a˜o e´
fazendo x = 0.
Nulificac¸a˜o
Γ̂ ∪ {S ⊕ h(t)}‖∆‖Λ
Null
Γ̂ ∪ {S, t}‖∆‖Λ
Condic¸o˜es:
• Para cada Si ∈ Γ = Γ̂ ∪ {S ⊕ h(t)}, temos que Si = xi1 ⊕ . . . ⊕ xiki ⊕ h(si), tais que xij
sa˜o varia´veis presas de Γ e ki ∈ N
Exemplo 3.6. Continuando o Exemplo 3.5. Observe que temos dois estados em execuc¸a˜o de forma
paralela, Γ6‖∅‖Λ6 e Γ3‖∆′4‖Λ3:
• Γ3‖∆′4‖Λ3:
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Observe que em Γ3 existe uma equac¸a˜o contendo f(v1) uma na˜o varia´vel e f 6= h e portanto na˜o
e´ possı´vel aplicar a regra nulificac¸a˜o, logo e´ um estado de falha pois Γ3 6= ∅.
• Γ6‖∅‖Λ6: podemos aplicar a regra [Simp] sobre a equac¸a˜o (1) pois conte´m o sı´mbolo h, todas as
varia´veis de Γ6 sa˜o presas e toda equac¸a˜o na˜o tem nenhum sı´mbolo de func¸a˜o na˜o interpretado.
Obtendo o estado Γ7‖∅‖Λ7, onde:
Γ7 =
 (1) x(4) x⊕ v4 ⊕ h(v4) (9) x
 Λ7 = Λ6
Aplicando agora a regra simplificac¸a˜o na equac¸a˜o (9), seja γ = {x 7→ 0} enta˜o obtemos o estado
Γ8‖∅‖Λ8, onde:
Γ8 =
(1) 0(4) v4 ⊕ h(v4)
 Λ8 =

y = h(v4)⊕ w ⊕ b⊕ a
z = v4
v1 = b⊕ v4




Aplicando agora as regras nessa sequeˆncia trivial, nulificac¸a˜o,simplificac¸a˜o e trivial obtemos o
estado ∅‖∅‖Λ12, tal que: Λ12 = {y = w ⊕ b⊕ a, z = 0, v1 = b, v2 = b, v3 = 0, x = 0, v4 = 0}.
Podemos representar a execuc¸a˜o do algoritmo JXORh como um a´rvore de estados. Para esses exemplos






















Vamos provar que se ∅‖∆‖Λ e´ um estado va´lido de JXORh obtido do estado inicial Γ‖∅‖∅ enta˜o a
substituic¸a˜o σΛ := {x 7→ S | x = S ∈ Λ} e´ um ACUNh-unificador de Γ. Se Γ˜‖∆˜‖Λ˜ for um estado de
falha obtido do estado inicial Γ‖∅‖∅ enta˜o σΛ˜ na˜o e´ um ACUNh-unificador de Γ, chamaremos isso por
corretude de JXORh. Tambe´m provaremos que se σ e´ um ACUNh-unificador de Γ, enta˜o existe algum
estado de soluc¸a˜o ∅‖∆‖Λ obtido do estado inicial Γ‖∅‖∅ tal que σ|Var(Γ) e´ uma instaˆncia de σΛ, isto e´,
σΛ e´ um ACUNh-unificador de Γ mais geral que σ sobre Var(Γ), chamaremos isso por completude de
JXORh.
Definic¸a˜o 3.11. Sejam Γ‖∆‖Λ e Γ′‖∆′‖Λ′ dois estados va´lidos deJXORh. definimos a relac¸a˜o =⇒JXORh
sobre o conjunto de todos os estados va´lidos de JXORh, como: Γ‖∆‖Λ =⇒JXORh Γ′‖∆′‖Λ′ se, e so-
mente se, Γ′‖∆′‖Λ′ e´ obtido de Γ‖∆‖Λ por alguma regra de infereˆncia de JXORh. Quando quisermos
explicitar a regra de infereˆncia utilizada, substituiremos JXORh por Triv, Simp, N-dec e Nul.
Definic¸a˜o 3.12 (Soluc¸a˜o de Γ‖∆‖Λ). Seja Γ‖∆‖Λ um estado deJXORh, e σ uma substituic¸a˜o. Dizemos
que σ e´ uma soluc¸a˜o de Γ‖∆‖Λ, e denotaremos por σ |= Γ‖, ‖∆Λ se, e somente se, para cada termo
T ∈ Γ, inequac¸a˜o s 6= t ∈ ∆ e varia´vel resolvida x = S ∈ Λ tem-se que, Tσ =⊕h 0, sσ 6=⊕h tσ
e xσ =⊕h Sσ. Quando quisermos ignorar o conjunto ∆ diremos que σ e´ uma soluc¸a˜o de Γ‖Λ se, e
somente se, σ |= Γ‖∅‖Λ, denotando por σ |= Γ‖Λ.
Definic¸a˜o 3.13 (Extensa˜o dirigida). Sejam os estados Γ‖∆‖Λ, Γ′‖∆′‖Λ′ de JXORh, dizemos que
Γ′‖∆′‖Λ′ e´ uma extensa˜o dirigida de Γ‖∆‖Λ se, e somente se, para toda substituic¸a˜o σ tal que σ |=
Γ‖∆‖Λ existe uma substituic¸a˜o γ tal que Dom(γ) ⊆ Var(Γ′,Λ′) \ Var(Γ,Λ) e σγ |= Γ′‖∆′‖Λ′.
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Vamos apresentar um esquemas do algoritmo de ACUNh-unificac¸a˜o JXORh, onde o sı´mbolo de
func¸a˜o bina´ria concat, e´ interpretado como concatenac¸a˜o de listas, assim sendo, o resultado e´ uma lista
de substituic¸o˜es. Esquema em co´digo de programac¸a˜o:
Algoritmo 1: Algoritmo de ACUNh-unificac¸a˜o JXORh
1 JXORh(Γ‖∆‖Λ) /* Algoritmo de ACUNh-unificac¸a˜o */
Data: um estado va´lido Γ‖∆‖Λ de JXORh
Result: Lista L de ACUNh-unificadores Γ
























O algoritmo JXORh so´ e´ possı´vel ser aplicado em estados Γ‖∆‖Λ tal que Γ esta´ em sua forma pura,
e portanto vamos provar que dado um estado inicial Γ˜‖∅‖∅ onde Γ˜ esta´ em sua forma pura e se Γ‖∆‖Λ
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e´ obtido de Γ˜‖∅‖∅ por regras de infereˆncia de JXORh enta˜o temos que Γ esta´ em sua forma pura.
Proposic¸a˜o 3.4. Seja Γ‖∆‖Λ um estado va´lido de JXORh tal que Γ esta´ em sua forma pura. Se
Γ‖∆‖Λ =⇒JXORh Γ′‖∆′‖Λ′ enta˜o Γ′‖∆′‖Λ′ e´ um estado va´lido e Γ′ esta´ em sua forma pura.
Demonstrac¸a˜o. Sejam Γ‖∆‖Λ e Γ′‖∆′‖Λ′ como na hipo´tese, portanto existe um estado inicial Γ̂‖∅‖∅
tal que Γ̂‖∅‖∅ =⇒∗JXORh Γ‖∆‖Λ, e como Γ‖∆‖Λ =⇒JXORh Γ′‖∆′‖Λ′ por hipo´tese, obtemos
Γ̂‖∅‖∅ =⇒∗JXORh Γ‖∆‖Λ =⇒JXORh Γ′‖∆′‖Λ′
e portanto Γ′‖∆′‖Λ′ e´ um estado va´lido.
Para provar que Γ′ esta´ em sua forma pura, vamos avaliar cada regra de infereˆncia de JXORh.
(a) Trivial: Enta˜o Γ = Γ˜ ∪ {0} e Γ′ = Γ˜. Logo por Γ estar em sua forma pura enta˜o Γ˜ esta´ em sua
forma pura.
(b) Simplificac¸a˜o: Enta˜o Γ = Γ˜ ∪ {x ⊕ S}, Γ′ = Purif(Γ˜γ ↓) onde γ := {x 7→ S} e portanto por
definic¸a˜o da regra simplificac¸a˜o temos que Γ′ esta´ em sua forma pura.
(c) N-decomposic¸a˜o: Enta˜o Γ = Γ˜ ∪ {s ⊕ t ⊕ T}, onde s, t sa˜o termos puros tais que raı´z(s) =
raı´z(t) 6= h. Neste caso obtemos uma bifurcac¸a˜o e portanto existem dois casos:
i) Γ′ = Γ˜γ ↓ ∪{Tγ ↓}, onde γ e´ um mgu sinta´tico da equac¸a˜o s =? t e por s, t serem termos puros
que na˜o conte´m os sı´mbolos de func¸a˜o ⊕, h enta˜o os sı´mbolos de func¸a˜o ⊕, h na˜o ocorrem em
Im(γ), portanto se S e´ uma soma pura ou termo puro em sua forma normal enta˜o Sγ ↓ tambe´m
e´ e portanto Γ′ esta´ em sua forma pura.
ii) Γ′ = Γ, neste ramo e´ trivialmente verdadeiro, pois Γ ja´ se encontra em sua forma pura.
(d) Nulificac¸a˜o: Γ = Γ˜ ∪ {S ⊕ h(t)} e Γ′ = Γ˜ ∪ {S, t}, logo Γ esta´ em sua forma pura pois Γ˜ esta´ em
sua forma pura, S e´ soma pura ou termo puro e t e´ um termo puro.
Corola´rio 3.2. Seja Γ‖∆‖Λ e´ um estado va´lido de JXORh tal que Γ esta´ em sua forma pura. Se
Γ‖∆‖Λ =⇒∗JXORh Γ′‖∆′‖Λ′ enta˜o Γ′‖∆′‖Λ′ e´ um estado va´lido e Γ′ esta´ em sua forma pura.
Demonstrac¸a˜o. Por uma induc¸a˜o simples sobre a quantidade de regras foram aplicadas, usando a Proposic¸a˜o 3.4
demonstrado acima como passo da induc¸a˜o.
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3.2.1 Terminac¸a˜o de JXORh
Nesta sec¸a˜o vamos provar que JXORh e´ terminante, isto e´, na˜o existe uma
sequeˆncia infinita de estados va´lidos {Γi‖∆i‖Λi}i∈N tal que
Γi‖∆i‖Λi =⇒JXORh Γi+1‖∆i+i‖Λi+1. ∀i ∈ N
Para isso criaremos uma medida µ do conjunto dos estados va´lidos de JXORh em N4, que decresce
a cada passo de JXORh na relac¸a˜o noetheriana >lex, isto e´ a relac¸a˜o lexicogra´fica sobre >.
Definic¸a˜o 3.14. Uma relac¸a˜o > e´ dita noetheriana em M se, e somente se, na˜o existe uma sequeˆncia
infinita {ai}i∈N ⊆M tal que ai > ai+1 para cada i ∈ N.
Definic¸a˜o 3.15 (Relac¸a˜o lexicogra´fica). Seja a relac¸a˜o relac¸a˜o noetheriana > de Nn usual. Definimos a
relac¸a˜o >lex sobre a relac¸a˜o >, isto e´ a relac¸a˜o lexicogra´fica em Nn por:
(a1, . . . , an) >lex (b1, . . . , bn)⇔ ∃i ∈ {1, . . . , n}.∀j < i, aj = bj e ai > bi
Observac¸a˜o 3.5. A relac¸a˜o lexicogra´fica >lex sobre a relac¸a˜o noetheriana > usual de N e´ tambe´m
noetheriana.
Os seguintes conceitos sera˜o necessa´rios para a construc¸a˜o de µ.
Definic¸a˜o 3.16. 1. P := {Purif(Γ ↓)|Γ e´ um problema de XORh−unificac¸a˜o padronizado}, podemos
identificar P com o conjunto de todos os subconjuntos finitos de termos puros ou somas puras em sua
forma normal.
2. Definimos Ev := {Γ′‖∆′‖Λ′ | ∃ Γ ∈ P. Γ‖∅‖∅ =⇒∗JXORh Γ′‖∆′‖Λ′}, o conjunto de todos os
estados va´lidos de JXORh.
3. Par(∆) := {(s, t) | s 6=? t ∈ ∆}
4. Par(Γ) := {(s, t) | s, t sa˜o subtermos em Γ e raı´z(s) = raı´z(t) /∈ {⊕, h}}
5. Par(Γ \∆) =: Par(Γ) \ Par(∆)
6. #h(Γ) := o nu´mero de ocorreˆncias do sı´mbolo de func¸a˜o h em Γ.
Enta˜o com os conjuntos acima definiremos func¸o˜es de Ev −→ N da seguinte forma:
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i) µ1(Γ‖∆‖Λ) := #h(Γ)
ii) µ2(Γ‖∆‖Λ) := |Var(Γ)|
iii) µ3(Γ‖∆‖Λ) := |Σ(Γ)|
iv) µ4(Γ‖∆‖Λ) := |Par(Γ \∆)|
Portanto definimos medida µ : Ev −→ N4 onde: µ = (µ1, µ2, µ3, µ4).
Lema 3.16. Sejam Γ‖∆‖Λ e Γ′‖∆′‖Λ′ estados va´lidos de JXORh. Se Γ‖∆‖Λ =⇒JXORh Γ′‖∆′‖Λ′
enta˜o µ(Γ‖∆‖Λ) >lex µ(Γ′‖∆′‖Λ′).
Demonstrac¸a˜o. Vamos provar que para cada regra de infereˆncia de JXORh a medida µ decresce.
a) Γ‖∆‖Λ =⇒Triv Γ′‖∆′‖Λ′:
Enta˜o Γ = Γ˜ ∪ {0} e Γ′ = Γ˜. Se S ∈ Γ e´ um termo que conte´m o sı´mbolo de func¸a˜o h enta˜o S ∈ Γ˜
e portanto #h(Γ) = #h(Γ′), equivalentemente: µ1(Γ‖∆‖Λ) = µ1(Γ′‖∆′‖Λ′).
Como Var(Γ) = Var(Γ˜), enta˜o |Var(Γ)| = |Var(Γ′)|. Logo, µ2(Γ‖∆‖Λ) = µ2(Γ′‖∆′‖Λ′).
Por outro lado, um sı´mbolo 0 foi removido, e enta˜o a quantidade de sı´mbolos de func¸a˜o 0 ocorrendo
em Γ˜ e´ menor que em Γ, portanto |Σ(Γ)| > |Σ(Γ′)|, isto e´, µ3(Γ‖∆‖Λ) > µ3(Γ′‖∆′‖Λ′).
E enta˜o pela definic¸a˜o da relac¸a˜o >lex temos que, µ(Γ‖∆‖Λ) >lex µ(Γ‖∆‖Λ).
b) Γ‖∆‖Λ =⇒Simp Γ′‖∆′‖Λ′:
Enta˜o Γ = Γ˜ ∪ {x⊕ S} e Γ′ = Purif(Γ˜γ ↓) onde γ := {x 7→ S}. Podem ocorrer dois casos:
1. S na˜o possui ocorreˆncias do sı´mbolo de func¸a˜o h. Como cada ocorreˆncia de x em Γ e´ substituı´da
por S, a quantidade de sı´mbolos de func¸a˜o h na˜o se altera, enta˜o temos #h(Γ) = #h(Γ′), logo:
µ1(Γ‖∆‖Λ) = µ1(Γ′‖∆′‖Λ′)
Por outro lado, Im(γ) = {S}, isto e´, γ na˜o introduz novas varia´veis, e remove todas as ocorreˆncias
da varia´vel x em Γ, implicando que Var(Γ′) ⊆ Var(Γ) \ {x} enta˜o |Γ| > |Γ′|, equivalentemente:
µ2(Γ‖∆‖Λ) > µ2(Γ′‖∆′‖Λ′)
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2. S possui uma ocorreˆncia do sı´mbolo h. Para cada x⊕ T ∈ Γ˜, tem-se que T possui um ocorreˆncia
do sı´mbolo de func¸a˜o h. Apo´s aplicar γ em Γ˜, normalizar e purificar obtemos Γ′ tal que na˜o sa˜o
inseridos novos sı´mbolos h em Γ′ pois por x ser uma varia´vel solta, enta˜o x ocorre apenas da forma
x⊕ T ∈ Γ˜ e ao normalizar os sı´mbolos h se unem, da forma (h(s)⊕ h(t)) ↓= h(s⊕ t) ↓. Enta˜o
#h(Γ
′) ≤ #h(Γ˜) < #h(Γ) pois S possui um sı´mbolo de func¸a˜o h, e portanto: µ1(Γ‖∆‖Λ) >
µ1(Γ
′‖∆′‖Λ′),
Enta˜o em ambos os casos obtemos µ(Γ‖∆‖Λ) >lex µ(Γ′‖∆′‖Λ′).
c) Γ‖∆‖Λ =⇒N−dec Γ′‖∆′‖Λ′:
Enta˜o Γ = Γ˜∪{s⊕t⊕T}, onde s, t sa˜o termos puros tais que raı´z(s) = raı´z(t) 6= h, e sem perda de
generalidade sa˜o , s, t sa˜o unifica´veis sintaticamente com s 6= t /∈ ∆, caso na˜o sejam sintaticamente
unifica´veis, enta˜o apenas o segundo ramo e´ criado. Assim temos dois casos para analisar:
• Se Γ′ = Γ˜γ ↓ ∪{Tγ ↓}, ∆′ = ∆γ ↓ e Λ′ = Λγ ↓ ∪ [γ] onde γ e´ um mgu sinta´tico de s =? t
com Dom(γ) ⊆ Var(s) ∪ Var(t),Var(Im(γ)) ⊆ Var(Γ) e γ idempotente. Como s, t sa˜o
termos puros enta˜o ⊕, h na˜o ocorre em Im(γ) e novos sı´mbolos de func¸a˜o h na˜o sa˜o inseridos
em Γ′. Logo #h(Γ) ≥ #h(Γ′) e portanto obtemos: µ1(Γ‖∆‖Λ) ≥ µ1(Γ′‖∆′‖Λ′).
Como Γ esta em sua forma pura enta˜o cada termo em Γ esta´ em sua forma normal, em particular
s ⊕ t ⊕ T esta´ em sua forma normal, assim temos s 6=⊕h t e enta˜o s 6= t. Pore´m s, t sa˜o
unifica´veis por γ e portanto ∅ 6= Dom(γ) ⊆ Var(s) ∪ Var(t), pois caso contra´rio sγ = s
e tγ = t e portanto sγ = s 6= t = tγ que e´ uma contradic¸a˜o. Como γ na˜o insere novas
varia´veis e e´ idempotente temos que Var(Γ′) ⊆ Var(Γ)\Dom(γ), implicando que |Var(Γ′)| =
|Var(Γ) \ Dom(γ)| < |Var(Γ)|. Equivalentemente, µ2(Γ‖∆‖Λ) > µ2(Γ′‖∆′‖Λ′).
• Se Γ′ = Γ,∆′ = ∆∪˙{s 6= t} e Λ′ = Λ, enta˜o Var(Γ′) = Var(Γ) e Σ(Γ) = Σ(Γ′), enta˜o valem
as seguintes igualdades #h(Γ) = #h(Γ′), |Var(Γ′)| = |Var(Γ)| e |Σ(Γ′)| = |Σ(Γ)|. Assim,
µ1(Γ‖∆‖Λ) = µ1(Γ′‖∆′‖Λ′), µ2(Γ‖∆‖Λ) = µ2(Γ′‖∆′‖Λ′) e µ3(Γ‖∆‖Λ) = µ3(Γ′‖∆′‖Λ′).
Como, Par(Γ) = Par(Γ′) e Par(∆′) = Par(∆)∪˙{(s, t)} temos
Par(Γ′ \∆′) = Par(Γ′) \ Par(∆′) = Par(Γ) \
(






\ {(s, t)} = Par(Γ \∆) \ {(s, t)}
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Observe que (s, t) ∈ Par(Γ) \Par(∆), enta˜o (s, t) ∈ Par(Γ \∆) e portanto, |Par(Γ \∆)| >
|Par(Γ \∆) \ {(s, t)}| = |Par(Γ \∆)|, equivalentemente: µ4(Γ‖∆‖Λ) > µ4(Γ′‖∆′‖Λ′).
Assim, µ(Γ‖∆‖Λ) >lex µ(Γ′‖∆′‖Λ′)
d) Γ‖∆‖Λ =⇒Nul Γ′‖∆′‖Λ′:
Enta˜o Γ = Γ˜ ∪ {S ⊕ h(t)} e Γ′ = Γ˜ ∪ {S, t} e como h(t) e´ um termo puro t e´ um termo puro
com raı´z(t) 6= h. Assim #h(Γ′) = #h(Γ˜), pois S ⊕ h(t) e´ uma soma pura enta˜o ha´ ocorreˆncias
do sı´mbolo de func¸a˜o h em S, isto e´, #h(Γ) > #h(Γ˜) = #h(Γ′), e portanto: µ1(Γ‖∆‖Λ) >
µ1(Γ
′‖∆′‖Λ′). E portanto, obtemos: µ(Γ‖∆‖Λ) >lex µ(Γ′‖∆′‖Λ′).
Teorema 3.3 (Terminac¸a˜o de JXORh). JXORh e´ terminante.
Demonstrac¸a˜o. Sejam Γ um problema de ACUNh-unificac¸a˜o em sua forma padronizada e Γ˜ := Purif(Γ ↓
). Vamos mostrar que na˜o existe uma sequeˆncia infinita de aplicac¸o˜es das regras de JXORh sobre o es-
tado inicial Γ˜‖∅‖∅. Suponha por absurdo que existe uma sequeˆncia infinita {Ei}i∈N de estados va´lidos
de JXORh onde E0 = Γ˜‖∅‖∅ e para cada i ∈ N tem-se que Ei =⇒JXORh Ei+1.
Enta˜o defina a sequeˆncia ni := µ(Ei) ∈ N4, i ∈ N, e pelo Lema 3.16 temos que µ(Ei) >lex µ(Ei+1)
e portanto ni >lex ni+1 para cada i ∈ N, isto e´, {n1}i∈N ⊆ N4 e´ uma sequeˆncia infinita tal que
ni >lex ni+1 para cada i ∈ N, pore´m (N4,≥lex) e´ um poset e ≥lex e´ uma relac¸a˜o de ordem parcial
noetheriana e portanto >lex na˜o admite tal sequeˆncia, logo uma contradic¸a˜o.
3.2.2 Correc¸a˜o de JXORh
Nesta sec¸a˜o provaremos a correc¸a˜o de JXORh, isto e´, para cada substituic¸a˜o σ ∈ S tem-se que σ e´ um
ACUNh-unificador idempotente de Γ. No Lema a seguir usaremos a noc¸a˜o de soluc¸a˜o de um estado
Γ‖∆‖Λ dada na Definic¸a˜o 3.2
Lema 3.17. Sejam Γ‖∆‖Λ, Γ′‖∆′‖Λ′ estados va´lidos de JXORh tais que
Γ‖∆‖Λ =⇒JXORh Γ′‖∆′‖Λ′. Se φ |= Γ′‖Λ′ enta˜o φ |= Γ‖Λ.
Demonstrac¸a˜o. Sejam Γ‖∆‖Λ, Γ′‖∆′‖Λ′ e φ como na hipo´tese, vamos provar que o resultado vale para
cada regra de infereˆncia JXORh.
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a) Γ‖∆‖Λ =⇒Triv Γ′‖∆′‖Λ′ :
Enta˜o temos Λ′ = Λ e Γ = Γ′ ∪ {0}, pela hipo´tese, φ |= Γ′‖Λ′ enta˜o para cada T ∈ Γ′ e para cada
x = S ∈ Λ′ temos que xφ =⊕h Sφ e Tφ =⊕h 0.
Note que 0φ =⊕h 0 enta˜o para cada x = S ∈ Λ e cada T ∈ Γ temos xφ =⊕h Sφ e Tφ =⊕h 0,
equivalentemente, φ |= Γ‖Λ.
b) Γ‖∆‖Λ =⇒Simp Γ′‖∆′‖Λ′ :
Enta˜o temos Γ = Γ˜ ∪ {x ⊕ S}, onde x e´ uma varia´vel solta, e Γ′ = Purif(Γ˜γ ↓), ∆′ = ∆γ ↓ e
Λ′ = Λγ ↓ ∪{x = S} onde γ = {x 7→ S}. Como x e´ uma varia´vel solta de Γ e x ⊕ S esta´ em sua
forma normal enta˜o x /∈ Var(S) e portanto γ e´ idempotente.
Vamos provar que φ |= Γ‖Λ
1. Para cada T ∈ Γ tem-se que Tφ =⊕h 0 :
Tome T ∈ Γ qualquer.
• x ∈ Var(T ) :
Caso T = x⊕S enta˜o obtemos Tγ = xγ⊕S = S⊕S =⊕h 0; caso contra´rio, T =AC x⊕T ′
pois x e´ uma varia´vel solta de Γ. Logo x /∈ Var(T ′) pois x⊕ T ′ esta´ em sua forma normal.
Seja o conjunto P := Purif({(x ⊕ T ′)γ ↓}) enta˜o P e´ uma extensa˜o conservativa de
{(x ⊕ T ′)γ ↓}. Note que P ⊆ Γ′. Como por hipo´tese φ |= Γ′‖Λ′, temos que φ e´ um
ACUNh-unificador para P , enta˜o por P ser uma extensa˜o conservativa de {(x ⊕ T ′)γ ↓}, φ
e´ um ACUNh-unificador de ((S ⊕ T ′) ↓)φ ↓=⊕h 0, equivalentemente, (S ⊕ T ′)φ ↓=⊕h 0 e
pelo Teorema 2.1 podemos concluir que (S ⊕ T ′)φ =⊕h 0.
Note que x = S ∈ Λ′ e portanto xφ =⊕h Sφ, enta˜o temos as seguintes igualdades:
Tφ = (x⊕ T ′)φ = xφ⊕ T ′φ =⊕h Sφ⊕ T ′φ = (S ⊕ T ′)φ =⊕h 0
• x /∈ Var(T ) : Neste caso Tγ ↓= T ↓. Como por hipo´tese Γ esta´ em sua forma pura temos
que Purif(T ↓) = T ↓ e enta˜o T ↓∈ Γ′. Como φ |= Γ′‖Λ′ temos que T ↓ φ =⊕h 0, e
portanto, T ↓ φ ↓=⊕h 0, isto e´, Tφ ↓=⊕h 0 e pelo Teorema 2.1 obtemos Tφ =⊕h 0.
2. Para cada y = T ∈ Λ tem-se que yφ =⊕h Tφ:
Tome uma equac¸a˜o resolvida y = T ∈ Λ qualquer, enta˜o y = Tγ ↓∈ Λ′.
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• x ∈ Var(T ) :
Defina o conjunto X := {p ∈ Pos(T ) |T |p = x}, em outros termos, o conjunto das posic¸o˜es
de ocorreˆncia da varia´vel x em T .
Observe que para cada p, q ∈ X , p 6= q enta˜o p‖q, pois sa˜o posic¸o˜es varia´veis. Enta˜o
enumerando o conjunto X obtemos X = {p1, . . . , pn}, e considere o seguinte contexto:
T [S]X := T [S]p1 [S]p2 · · · [S]pn
P definic¸a˜o de substituic¸a˜o, temos que T [S]p1 [S]p2 · · · [S]pn = Tγ, como y = Tγ ↓∈ Λ′,
temos que yφ =⊕h (Tγ ↓)φ, e portanto,
yφ =⊕h yφ ↓=AC (Tγ ↓)φ ↓= Tγφ ↓=⊕h Tγφ
Pore´m Tγφ = (T [S]p1 [S]p2 · · · [S]pn)φ = (T [S]X)φ = (Tφ)[Sφ]X . Como x = S ∈ Λ′
temos que xφ =⊕h Sφ, portanto Tγφ = (Tφ)[Sφ]X =⊕h (Tφ)[Sφ]X .
Note que T [x]p = T para cada p ∈ X , pela definic¸a˜o do conjunto X e portanto:
(Tφ)[xφ]X = (T [x]X)φ = (T [x]p1 [x]p2 · · · [x]pn)φ = Tφ
Assim concluindo que yφ =⊕h Tγφ =⊕h (Tφ)[xφ]X = Tφ.
• x 6∈ Var(T ) :
Enta˜o Tγ ↓= T ↓ logo y = T ↓∈ Λ′, e pela hipo´tese de φ |= Γ′‖Λ′, temos que yφ =⊕h (T ↓
)φ. Portanto obtemos: yφ =⊕h yφ ↓=AC (T ↓)φ ↓= Tφ ↓=⊕h Tφ.
Logo por (1) e (2) segue que φ |= Γ|Λ
c) Γ‖∆‖Λ =⇒N−dec Γ′‖∆′‖Λ′ :
Temos Γ = Γ˜ ∪ {s⊕ t⊕ S} e γ um mgu sinta´tico de s =? t.
Como N-decomposic¸a˜o bifurca para dois ramos enta˜o existem dois possı´veis casos para o estado
Γ′‖∆′‖Λ′.
• Γ′ = Γ, ∆′ = ∆ ∪ {s 6= t} e Λ′ = Λ: Esse caso e´ trivial pois Γ′ = Γ e Λ′ = Λ e portanto,
φ |= Γ′‖Λ′ implica que φ |= Γ‖Λ.
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• Γ′ = Γ˜γ ↓ ∪{Sγ ↓}, ∆′ = ∆γ e Λ′ = Λγ ∪ [γ]: Como φ |= Γ′‖Λ′ e para cada x ∈ Dom(γ),
tem-se que x = xγ ∈ Λ′ segue que xφ =⊕ xγφ. Tomando y ∈ V \ Dom(γ) temos yγ = y
enta˜o yγφ = yφ =⊕h yφ, donde concluı´mos que γφ =⊕h φ.
Vamos provar que φ |= Γ‖Λ.
1. Tome T ∈ Γ qualquer.
– T ∈ Γ˜:
Observe que Tγ ↓∈ Γ′, e por hipo´tese temos φ |= Γ′‖Λ′, enta˜o (Tγ ↓)φ =⊕h 0 e
pelo Teorema 2.1 obtemos (Tγ ↓)φ ↓=AC 0. Como (Tγ ↓)φ ↓= Tγφ ↓ e γφ =⊕h φ
obtemos as seguintes igualdades:
0 =AC (Tγ ↓)φ ↓= Tγφ ↓=⊕h Tγφ =⊕h Tφ.
– T = s⊕ t⊕ S ∈ Γ:
Como γ e´ um mgu de s =? t temos que u = sγ = tγ. Como γφ =⊕h φ temos que
sφ⊕ tφ⊕ Sφ =⊕h sγφ⊕ tγφ⊕ Sγφ = uφ⊕ uφ⊕ Sγφ =⊕h Sγφ.
Por outro lado, Sγφ =⊕h Sγφ ↓= (Sγ ↓)φ ↓=⊕h (Sγ ↓)φ. Como por hipo´tese,
φ |= Γ′‖Λ′ e Sγ ↓∈ Γ′ temos que (Sγ ↓) =⊕h 0. Logo, para cada T ∈ Γ. Tφ =⊕h 0.
2. Tome y = T ∈ Λ qualquer enta˜o y = Tγ ↓∈ Λ′ e enta˜o, yφ =⊕h (Tγ ↓)φ.
Como γφ =⊕h φ e (Tγ ↓)φ ↓= Tγφ ↓ temos igualdades, (Tγ ↓)φ =⊕h (Tγ ↓)φ ↓=
Tγφ ↓=⊕h Tγφ =⊕h Tφ, concluindo que yφ =⊕h Tφ.
d) Γ‖∆‖Λ =⇒Nul Γ′‖∆′‖Λ′ :
Pela definic¸a˜o da regra de infereˆncia nulificac¸a˜o temos que Γ = Γ˜ ∪ {S ⊕ h(t)}, Γ′ = Γ˜ ∪ {S, t},
∆′ = ∆ e Λ′ = Λ.
Por hipo´tese temos que φ |= Γ′‖Λ′ e portanto para cada T ∈ Γ′ e para cada x = T ′ ∈ Λ′ tem-se que
Tφ =⊕h 0 e xφ =⊕h T
′φ. Falta provar apenas que (S ⊕ h(t))φ =⊕h 0.
Note que t ∈ Γ′, logo tφ =⊕h 0, e lembrando que h(0) =⊕h 0 e´ uma regra de XORh portanto
obtemos: (S ⊕ h(t))φ = Sφ⊕ h(tφ) =⊕h 0⊕ h(0) =⊕h 0, e portanto φ |= Γ‖Λ.
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Lema 3.18. Sejam Γ‖∆‖Λ, Γ′‖∆′‖Λ′ estados va´lidos de JXORh tais que
Γ‖∆‖Λ =⇒∗JXORh Γ′‖∆′‖Λ′. Se φ |= Γ|Λ′ enta˜o φ |= Γ‖Λ.
Demonstrac¸a˜o. Sejam Γ‖∆‖Λ, Γ′‖∆′‖Λ′ e φ como na hipo´tese. Enta˜o existe um n ∈ N tal que
Γ‖∆‖Λ =⇒nJXORh Γ′‖∆′‖Λ′, vamos provar por induc¸a˜o sobre n.
Hipo´tese de induc¸a˜o: Sejam E1 := Γ1‖∆1‖Λ1, E2 := Γ2‖∆2‖Λ2 estados va´lidos de JXORh tais que
E1 =⇒mJXORh E2 e m < n Se ϕ |= Γ2‖Λ2 enta˜o ϕ |= Γ1‖Λ1.
Base da induc¸a˜o: Suponha n = 0 e portanto Γ‖∆‖Λ =⇒0JXORh Γ′‖∆′‖Λ′ implicando que Γ‖∆‖Λ =
Γ′‖∆′‖Λ′ e portanto Γ′ = Γ,∆′ = ∆ e Λ′ = Λ e como por hipo´tese φ |= Γ′‖Λ′ assim temos que
φ |= Γ‖Λ.
Supoonha n > 1 enta˜o existe Γ′′‖∆′′‖Λ′′ um estado va´lido de JXORh tal que:
Γ‖∆‖Λ =⇒n−1JXORh Γ′′‖∆′′‖Λ′′ =⇒JXORh Γ′‖∆′‖Λ′
Como φ |= Γ′‖Λ′ temos que pelo Lema 3.17, φ |= Γ′′‖Λ′′ e como n − 1 < n e Γ‖∆‖Λ =⇒n−1JXORh
Γ′‖∆′‖Λ′ temos pela hipo´tese de induc¸a˜o que φ |= Γ‖Λ, como queriamos demonstrar.
Assim provamos que para todo n ∈ N, se Γ‖∆‖Λ =⇒nJXORh Γ′‖∆′‖Λ′ e φ |= Γ′‖Λ′ enta˜o φ |=
Γ‖Λ.
Iremos agora enunciar o Teorema da Correc¸a˜o de JXORh e demonstra-lo utilizando principalmente
o Lema 3.18 e o fato de que cada soluc¸a˜o gerada pelo algoritmo e´ uma substituic¸a˜o idempotente.
Lema 3.19. Sejam Γ‖∆‖Λ, Γ′‖∆′‖Λ′ estados va´lidos de JXORh e substituic¸o˜es σΛ := {x 7→ S | x =
S ∈ Λ}, σΛ′ := {x 7→ S | x = S ∈ Λ′} tais que Γ‖∆‖Λ =⇒∗JXORh Γ′‖∆′‖Λ′. Se σΛ e´ idempotente,
enta˜o σΛ′ e´ idempotente.
Demonstrac¸a˜o. Sejam Γ‖∆‖Λ, Γ′‖∆′‖Λ′, σΛ e σΛ′ como na hipo´tese. Vamos provar para cada regra de
infereˆncia de JXORh.
a) Γ‖∆‖Λ =⇒Triv Γ′‖∆′‖Λ′ :
Temos que Λ′ = Λ e portanto σΛ′ = σΛ, e o resultado segue.
b) Γ‖∆‖Λ =⇒Simp Γ′‖∆′‖Λ′ :
Temos que Γ = Γ˜ ∪ {x ⊕ S}, Γ′ = Purif(Γ˜γ ↓), ∆′ = ∆γ ↓ e Λ′ = Λγ ↓ ∪{x = S} onde
γ = {x 7→ S} e x uma varia´vel solta.
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Afirmac¸a˜o: Para cada y = T ∈ Λ, y /∈ Var(S):
Observe que por Γ‖∆‖Λ ser um estado va´lido de JXORh, enta˜o existe um estado inicial Γ‖∅‖∅ tal
que Γ‖∅‖∅ =⇒∗JXORh Γ‖∆‖Λ e portanto, para cada y = T ∈ Λ, existem Γy‖∆y‖Λy, Γ′y‖∆′y‖Λ′y
estados va´lidos de JXORh tais que Γy = Γ˜y ∪ {y ⊕ T ′} onde y e´ uma varia´vel solta de Γy, Γ′y =
Purif((Γ˜y)γ
′ ↓), ∆′y = ∆yγ′ ↓, Λ′y = Λyγ′ ↓ ∪{y = T ′} e
Γ‖∅‖∅ =⇒∗JXORh Γy‖∆y‖Λy =⇒Simp Γ′y‖∆′y‖Λ′y =⇒∗JXORh Γ‖∆‖Λ
E portanto a varia´vel y /∈ Var(Γ′y) e como as regras de infereˆncia so´ inserem varia´veis novas, enta˜o
y /∈ Var(Γ), em particular y /∈ Var(S).
Note que Λ′ = Λγ ↓ ∪{x = S} e portanto σΛ′ = {y 7→ Tγ ↓ | y = T ∈ Λ} ∪ {x 7→ S}. Como
σΛ = {y 7→ T | y = T ∈ Λ} enta˜o: σΛ′ = {y 7→ yσΛγ ↓ | y ∈ Dom(σΛ)} ∪ {x 7→ S}.
Por hipo´tese σΛ e´ idempotente enta˜o obtemos que para cada y ∈ Dom(σΛ) tem-se que Dom(σΛ) ∩
Var(yσΛ) = ∅ e como Var(yσΛγ ↓) ⊆ (Var(yσΛ) \ {x}) ∪ Var(S). pois γ = {x 7→ S}, e pela
afirmac¸a˜o temos que Dom(σΛ) ∩ Var(S) = ∅. Ale´m disso para cada y ∈ Dom(σΛ′) \ {x} =
Dom(σΛ) temos Var(yσΛ′) ∩ {x} = ∅. Assim,
(Dom(σΛ′) \ {x}) ∩ Var(yσΛ′) = Dom(σΛ) ∩ Var(yσΛγ ↓)
⊆ Dom(σΛ) ∩ ((Var(yσΛ)) ∪ Var(S)) = ∅
(3.7)
Portanto Dom(σΛ′) ∩ Var(yσΛ′) = ∅ para cada y ∈ Dom(σΛ′) \ {x} e como xσΛ′ = Var(S)
enta˜o pela afimac¸a˜o acima e por x /∈ Var(S) temos que Dom(σΛ′) ∩ Var(xσΛ′) = Dom(σΛ′) ∩
Var(S) = ∅, concluindo que para todo y ∈ Dom(σΛ′), Dom(σΛ′) ∩ Var(yσΛ′) = ∅, e portanto σΛ′
e´ idempotente.
c) Γ‖∆‖Λ =⇒N−dec Γ′‖∆′‖Λ′ :
Temos Γ = Γ˜ ∪ {s ⊕ t ⊕ T} e γ e´ um mgu idempotente de s =? t, via unificac¸a˜o sinta´tica, tal que
Dom(γ) ⊆ Var(s) ∪ Var(t) e Var(Im(γ)) ⊆ Var(s) ∪ Var(t) ⊆ Var(Γ).
Como provamos no item anterior que para cada x = S ∈ Λ, tem-se que x /∈ Var(Γ) e portanto
para cada x = S ∈ Λ, x /∈ Var(Im(γ)), isto e´, Dom(σΛ) ∩ Var(Im(γ)) = ∅. Por hipo´tese σΛ e´





= ∅ e Dom(γ) ∩ Var(Im(γ)) = ∅
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Existem dois ramos na infereˆncia, enta˜o analisaremos separadamente cada um:
• Γ′ = Γ, ∆′ = ∆∪˙{s 6= t} e Λ′ = Λ: Logo σΛ′ = σΛ e portanto pela hipo´tese de σΛ ser
idempotente enta˜o σΛ′ e´ idempotente.
• Γ′ = Γ˜γ ↓, ∆′ = ∆γ ↓ e Λ′ = Λγ ∪ [γ]:
Ana´logo ao caso da regra simplificac¸a˜o, com a diferenc¸a de que [γ] pode incluir mais de uma
varia´vel no domı´nio, pelo mesmo raciocı´nio da regra simplificac¸a˜o obtemos que:
σΛ′ := {x 7→ xσΛγ ↓ | x ∈ Dom(σΛ)} ∪ γ






Enta˜o podemos concluir que Dom(σΛ′) ∩ Var(Im(σΛ′)) = ∅.
d) Γ‖∆‖Λ =⇒Nul Γ′‖∆′‖Λ′ : Temos que Λ′ = Λ e portanto por σΛ′ e´ idempotente.
Lema 3.20. Se Γ‖∆‖Λ um estado va´lido de JXORh enta˜o σΛ e´ uma substituic¸a˜o idempotente.
Demonstrac¸a˜o. Como Γ‖∆‖Λ e´ um estado va´lido de JXORh enta˜o existe um estado inicial Γ̂‖∅‖∅ e um
n ∈ N tais que Γ̂‖∅‖∅ =⇒nJXORh Γ‖∆‖Λ.
Vamos provar por induc¸a˜o sobre n ∈ N:
Hipo´tese de induc¸a˜o: Se Γ′‖∆′‖Λ′ e´ um estado va´lido de JXORh onde existe um estado inicial Γ̂′‖∅‖∅
e m < n tais que Γ̂′‖∅‖∅ =⇒mJXORh Γ′‖∆′‖Λ′. Enta˜o σΛ′ e´ uma substituic¸a˜o idempotente.
Caso base: Quando n = 0 temos que Γ‖∆‖Λ e´ um estado inicial e portanto Λ = ∅, logo σΛ = ∅ que e´
a substituic¸a˜o identidade, logo idempotente.
Suponha agora que n > 1, portanto existe Γ′‖∆′‖Λ′ tal que
Γ̂‖∅‖∅ =⇒n−1JXORh Γ′‖∆′‖Λ′ =⇒JXORh Γ‖∆‖Λ
Como n − 1 < n e pela hipo´tese de induc¸a˜o temos que Γ′‖∆′‖Λ′ e´ um estado va´lido de JXORh onde
σΛ′ e´ idempotente e pelo Lema 3.19 σΛ e´ idempotente.
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Teorema 3.4 (Correc¸a˜o de JXORh). Sejam Γ˜ um problema de ACUNh-unificac¸a˜o em sua forma pa-
dronizada, Γ := Purif(Γ˜) e L := JXORh(Γ‖∅‖∅). Enta˜o para cada σ ∈ L temos que σ e´ um
ACUNh-unificador idempotente de Γ˜.
Demonstrac¸a˜o. Seja σ ∈ L, enta˜o pela definic¸a˜o do algoritmo JXORh existe ∅‖∆‖Λ um estado va´lido
de JXORh tal que σ = σΛ e Γ‖∅‖∅ =⇒∗JXORh ∅‖∆‖Λ.
Pelo Lema 3.20, σ e´ idempotente, logo para cada x = S ∈ Λ temos
xσ = xσσ = xσΛσ =⊕h Sσ
Implicando que σ |= ∅‖Λ e pelo Lema 3.18 temos que σ |= Γ‖∅, isto e´, para cada T ∈ Γ, tem-se que
Tσ =⊕h 0 e portanto σ e´ um ACUNh-unificador de Γ. Pelo Teorema 3.2 temos que Γ e´ uma extensa˜o
conservativa de Γ˜ e como σ e´ um ACUNh-unificador idempotente de Γ enta˜o σ e´ um ACUNh-unificador
idempotente de Γ˜.
3.2.3 Completude de JXORh
Nesta sec¸a˜o mostraremos que JXORh produz um um conjunto completo de ACUNh-unificadores de um
dado problema Γ em sua forma purificada. Para isso mostraremos que os ACUNh-unificadores de Γ sa˜o
soluc¸o˜es dos estados finais gerados pelo algoritmo JXORh obtidos a partir do estado inicial Γ‖∅‖∅. Para
isso utilizaremos a Definic¸a˜o 3.13 de extensa˜o dirigida.
Lema 3.21. Se Γ‖∆‖Λ =⇒Triv Γ′‖∆′‖Λ′ enta˜o Γ′‖∆′‖Λ′ e´ uma extensa˜o dirigida de Γ‖∆‖Λ.
Demonstrac¸a˜o. Como Γ‖∆‖Λ =⇒Triv Γ′‖∆′‖Λ′, segue que Γ = Γ˜ ∪ {0}, Γ′ = Γ˜, ∆′ = ∆ e Λ′ = Λ.
Seja uma substituic¸a˜o σ tal que σ |= Γ‖∆‖Λ, isto e´, sa˜o validos:
• Para cada T ∈ Γ ⊃ Γ′, tem-se que Tσ =⊕h 0.
• Para cada s 6= t ∈ ∆ = ∆′, tem-se que sσ 6=⊕h tσ.
• Para cada x = S ∈ Λ = Λ′ tem-se que xσ =⊕h Sσ0
Portanto σ |= Γ′‖∆′‖Λ′.
Tomando γ = id, a substituic¸a˜o identidade, temos que Dom(γ) = ∅ ⊆ Var(Γ′,Λ′) \ Var(Γ,Λ) e
σγ = σ portanto σγ |= Γ′‖∆′‖Λ′, equivalentemente, Γ′‖∆′‖Λ′ e´ uma extensa˜o dirigida de Γ‖∆‖Λ.
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Lema 3.22. Se Γ‖∆‖Λ =⇒Simp Γ′‖∆′‖Λ′ enta˜o Γ′‖∆′‖Λ′ e´ uma extensa˜o dirigida de Γ‖∆‖Λ.
Demonstrac¸a˜o. Como Γ‖∆‖Λ =⇒Simp Γ′‖∆′‖Λ′ enta˜o Γ′‖∆′‖Λ′, segue que, Γ = Γ˜ ∪ {x ⊕ S},
γ = {x 7→ S}, Γ′ = Purif(Γγ ↓), ∆′ = ∆γ ↓ e Λ′ = Λγ ↓ ∪{x = S}.
Seja φ uma substituic¸a˜o tal que φ |= Γ‖∆‖Λ. Como x ⊕ S ∈ Γ enta˜o temos que (x ⊕ S)φ =⊕h 0,
equivalentemente, xφ =⊕h Sφ = xγφ.
Tome uma varia´vel y 6= x temos que yγ = y e portanto yγφ = yφ =⊕h yφ, isto e´, γφ =⊕h φ.
Tome T ∈ Γ um termo qualquer, por hipo´tese Tφ =⊕h 0.
Pelo Teorema 2.1 obtemos as seguintes igualdades:
(Tγ ↓)φ =⊕h (Tγ ↓)φ ↓= Tγφ ↓=⊕h Tγφ (3.8)
Logo para cada T ∈ Γ˜, (Tγ ↓)φ =⊕h 0, isto e´, φ e´ um ACUNh-unificador de Γ˜γ ↓.
Como Γ′ = Purif(Γ˜σ ↓) segue do Teorema 3.2, que Γ′ e´ uma extensa˜o conservativa de Γ˜γ ↓ enta˜o
existe uma substituic¸a˜o σ tal que φσ e´ um ACUNh-unificador de Γ′ eDom(σ) ⊆ Var(Γ′)\Var(Γ), isto
e´, Dom(σ) conte´m apenas varia´veis novas, e portanto podemos supor sem perda de generalidade que as
varia´veis na˜o ocorrem em Var(Γ) ∪ Var(Λ) ∪ Var(Im(φ)) ∪ Var(∆) (?).
1. Como φσ e´ um ACUNh-unificador de Γ′, temos que para cada T ′ ∈ Γ′, T ′φσ =⊕h 0.
2. Tome y = T ′ ∈ Λ′ qualquer enta˜o, y = T ∈ Λ onde T ′ = Tγ ↓. Observe que φ |= Γ‖∆‖Λ, implica
em yφ =⊕h Tφ. Pela equac¸a˜o 3.8 temos: yφσ =⊕h Tφσ =⊕h Tγφσ =⊕h (Tγ ↓)φσ = T ′φσ.
3. Tome s 6= t ∈ ∆, enta˜o sφ 6=⊕h tφ.
Por (?) temos Dom(γ) ∩ (Var(∆) ∪ Var(Im(φ))) = ∅, daı´, sφσ = sφ e tφσ = tφ, portanto
sφσ 6=⊕h tφσ. Utilizando a equac¸a˜o 3.8, obtemos (sγ ↓)φσ =⊕h sφσ e (tσ ↓)φσ =⊕h tφσ.
Enta˜o (sσ ↓)φγ 6=⊕h (tσ ↓)φγ, concluindo que para cada s′ 6= t′ ∈ ∆′ = ∆σ ↓, tem-se que
s′φγ 6=⊕h t′φγ.
Por (1), (2) e (3) temos φγ |= Γ′‖∆′‖Λ′ e por (?) temos Dom(γ) ∩ Var(Λ) = ∅ enta˜o,
Dom(γ) ⊆ Var(Γ′) \ (Var(Γ) ∪ Var(Λ))
⊆ (Var(Γ′) ∪ Var(Λ′)) \ (Var(Γ) ∪ Var(Λ)) ⊆ Var(Γ′,Λ′) \ Var(Γ,Λ)
Concluindo assim, que Γ′‖∆′‖Λ′ e´ um extensa˜o dirigida de Γ‖∆‖Λ.
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Lema 3.23. Se Γ‖∆‖Λ =⇒N−dec Γ′‖∆′‖Λ′
∨
Γ‖∆′′‖Λ e φ |= Γ‖∆‖Λ enta˜o φ |= Γ′‖∆′‖Λ′ ou
φ |= Γ‖∆′′‖Λ
Demonstrac¸a˜o. Por hipo´tese, Γ = Γ˜ ∪ {s ⊕ t ⊕ T}, Γ′ = Γ˜σ ↓ ∪{Tσ ↓}, ∆′ = ∆σ ↓, Λ′ = Λσ ↓
∪[σ] e ∆′′ = ∆∪˙{s 6= t} com σ um mgu idempotente de s =? t, via unificac¸a˜o sinta´tica, tal que
Dom(σ),Var(Im(σ)) ⊆ Var(s) ∪ Var(t) ⊆ Var(Γ) onde .
Suponha que φ 6|= Γ‖∆′′‖Λ. E´ suficiente mostrar que φ |= Γ′‖∆′‖Λ′.
Como ∆′′ = ∆ ∪ {s 6= t} enta˜o por φ 6|= Γ‖∆′′‖Λ e φ |= Γ‖∆‖Λ temos sφ =⊕h tφ, pore´m s, t sa˜o
termos puros na˜o encabec¸ados por h, portanto se aparece algum sı´mbolo de func¸a˜o ⊕ ou h em sφ ou tφ,
este foi introduzido por φ. Por σ ser um mgu de s =? t existe uma substituic¸a˜o γ tal que σγ =⊕h φ.
Como σ e´ idempotente, temos que
σφ =⊕h σσγ = σγ =⊕h φ (3.9)
1. Seja S′ ∈ Γ′ = Γ˜σ ↓ ∪{Tσ ↓}:
• S′ = Tσ ↓: Defina u := sσ = tσ.
Por hipo´tese (s⊕ t⊕ T )φ =⊕h 0. Logo, pela Equac¸a˜o 3.9, σφ =⊕h φ, temos:
0 =⊕h (s⊕ t⊕ T )φ = (s⊕ t⊕ T )σφ
= (sσφ⊕ tσφ⊕ Tσφ = uφ⊕ uφ⊕ Tσφ =⊕h Tσφ =⊕h Tφ
Em particular pelo teorema 2.1 para qualquer termo S tem-se que
(Sσ ↓)φ =⊕h (Sσ ↓)φ ↓= Sσφ ↓=⊕h Sσφ =⊕h Sφ
Portanto S′φ = (Tσ ↓)φ =⊕h Tφ =⊕h 0
• S′ ∈ Γ˜σ ↓: Enta˜o existe T ∈ Γ tal que S′ = Tσ ↓ e por hipo´tese Tφ =⊕h 0, e portanto
S′φ = (Tσ ↓)φ =⊕h 0
2. Tome u′ 6= v′ ∈ ∆′ = ∆σ ↓ enta˜o existe u 6= v ∈ ∆ tal que u′ = uσ ↓ e v′ = vσ ↓. Assim,
u′φ = (uσ ↓)φ =⊕h uφ 6=⊕h vφ =⊕h (vσ ↓)φ = v′φ
e portanto u′φ 6=⊕h v′φ.
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3. Tome x = S′ ∈ Λ′ = Λσ ↓ ∪[σ]. Temos dois possı´veis casos:
• se x = S′ ∈ Λσ ↓ enta˜o existe x = S ∈ Λ tal que S′ = Sσ ↓. Por hipo´tese, temos que
xφ =⊕h Sφ =⊕h (Sσ ↓)φ = S′φ.
Em ambos os casos concluı´mos que xφ =⊕h S
′φ
Para provarmos o ana´logo aos Lemas 3.21 e 3.22 para a regra de nulificac¸a˜o precisaremos definir
a noc¸a˜o de camadas de um termo t em sua forma normal, que e´ a profundidade do termo ignorando o
sı´mbolo de func¸a˜o ⊕.
Definic¸a˜o 3.17 (Camadas). Seja t um termo em sua forma normal enta˜o definimos cmd(t) de forma
indutiva como se segue:
1. cmd(t) = 0 se, e somente se, t e´ uma constante ou varia´vel.
2. cmd(f(t1, . . . , tn)) = 1 + ma´x{cmd(t1), . . . , cmd(tn)} se, e somente se, f e´ um sı´mbolo de func¸a˜o
na˜o interpretado e na˜o constante.
3. cmd(t1 ⊕ . . .⊕ tn) = ma´x{cmd(t1), . . . , cmd(tn)}
4. cmd(h(t)) = 1 + ma´x{cmd(t)}
Observac¸a˜o 3.6. Seja t um termo qualquer, iremos abusar da notac¸a˜o e definiremos que o cmd(t) :=
cmd(t ↓).
Lema 3.24. Se Γ‖∆‖Λ =⇒Nul Γ′‖∆′‖Λ′ enta˜o Γ′‖∆′‖Λ′ e´ uma extensa˜o dirigida de Γ‖∆‖Λ.
Demonstrac¸a˜o. Por hipo´tese Temos que Γ = Γ˜∪ {S ⊕ h(t)}, Γ′ = Γ˜∪ {S, t}, ∆′ = ∆ e Λ′ = Λ, todas




xi1 ⊕ · · · ⊕ xiki ou
xi1 ⊕ · · · ⊕ xiki ⊕ h(ti) ou
h(ti)
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Onde xi1, . . . , xiki ∈ Var(Γ) = {x1, . . . , xn}, ti um termo onde raı´z(ti) 6= h e ki ≥ 1.
Afirmac¸a˜o: Se ϕ e´ uma substituic¸a˜o normalizada e ba´sica, tal que ϕ |= Γ‖∆‖Λ enta˜o para todo
j ∈ {1, . . . , r} onde Sj = xj1 ⊕ · · · ⊕ xjkj ⊕ h(tj) ∈ Γ tem-se que h(tjϕ) =⊕h 0.
Seja ϕ como na hipo´tese, enta˜o, ϕ = {x1 7→ T1, . . . , xn 7→ Tn, y1 7→ S1, . . . , ym 7→ Sn}. Pode-
mos supor sem perda de generalidade que cmd(T1) ≥ · · · ≥ cmd(Tn).
Suponha por absurdo que exista algum j ∈ {1, . . . , r} tal que Sj = xj1 ⊕ · · · ⊕ xjkj ⊕ h(tj) e ao
aplicar ϕ em tj obtemos h(tjϕ) 6=⊕h 0.
Afirmac¸a˜o: cmd(T1) > 0. Suponha por absurdo que cmd(T1) = 0 e enta˜o para cada i ∈ {1, . . . , n}
tem-se que cmd(Ti) = 0 e portanto cada Ti e´ um sı´mbolo de func¸a˜o constante.
Seja Sj =AC xj1 ⊕ · · · ⊕ xjkj ⊕ h(tj) ∈ Γ. Por hipo´tese Sjϕ =⊕h , isto e´, xj1ϕ ⊕ · · · ⊕ xjkjϕ ⊕
h(tjϕ) =⊕h 0.
Pela definic¸a˜o de ϕ, temos xjiϕ = Tji, segue que, Tj1 ⊕ · · · ⊕ Tjkj ⊕ h(tjϕ) =⊕h 0
Logo h(tjϕ) =⊕h 0, pois na˜o se anula com nenhum sı´mbolo constante Tji, que e´ uma contradic¸a˜o,
pois supomos h(tjϕ) 6=⊕h 0, portanto cmd(T1) > 0.
Como x1 e´ uma varia´vel presa de Γ, existe um i ∈ {1, . . . , r} tal que Si = xi1⊕· · ·⊕xiki⊕h(ti) ∈ Γ
com x1 ∈ Var(ti), enta˜o, 1 ≤ cmd(T1) = cmd(x1ϕ) ≤ cmd(tiϕ) < cmd(h(tiϕ)).
Isto e´, cmd(h(tiϕ)) > 1 enta˜o h(tiϕ) na˜o e´ uma varia´vel nem uma constante, em particular,
h(tiϕ) 6=⊕h 0.
Por outro lado, pela hipo´tese, Siϕ = ∅, segue que, xi1ϕ⊕ · · · ⊕ xikiϕ⊕ h(tiϕ) =⊕h 0.
Enta˜o existe um k tal que xikϕ = Tik =⊕h h(tiϕ) ⊕ T ′ik pois h(tiϕ) 6=⊕h 0. Calculando enta˜o
cmd() de cada parte, obtemos:
cmd(Tik) = ma´x{cmd(h(tiϕ)), cmd(T ′ik)} ≥ cmd(h(tiϕ)) > cmd(T1)
Que e´ uma contradic¸a˜o pois cmd(T1) ≥ cmd(Tik), e portanto na˜o existe um j ∈ {1, . . . , r} tal que
h(tjϕ) 6=⊕h 0.
Note que φ |= Γ‖∆‖Λ, enta˜o existe substituic¸a˜o ba´sica α onde leva apenas em termos puros ba´sicos
na˜o nulos com Dom(α) = Var(Im(φ)) tal que φα |= Γ‖∆‖Λ, basta instanciar de uma forma que para
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cada varia´vel x ∈ Dom(α) tem-se que xα = ax seja um sı´mbolo de func¸a˜o constante na˜o nulo distinto
para cada varia´vel distinta. E portanto pela afirmac¸a˜o anterior que para cada j ∈ {1, . . . , r}, tal que
Sj = xj1 ⊕ · · · ⊕ xjkj ⊕ h(tj) tem-se que h(tjφα) =⊕h 0, enta˜o tjφα =⊕ 0, portanto tjφ =⊕h 0 pois
cada varia´vel w ∈ Var(Im(φ)) wα vai em um sı´mbolo de func¸a˜o constante e na˜o nula.
Como S ⊕ h(t) ∈ Γ temos que Sφ⊕ h(tφ) =⊕h 0 e h(tφ) =⊕h 0, logo Sφ =⊕h 0 e tφ =⊕h 0, isto
e´, para cada S′ ∈ Γ′ = Γ˜ ∪ {S, t} tem-se que S′φ =⊕h 0 e com isso concluı´mos que φ |= Γ′‖∆‖Λ e
portanto, φ |= Γ′‖∆′‖Λ′.
Neste lema abaixo provaremos que os u´nicos estados finais de JXORh que possuem soluc¸a˜o sa˜o os
estados de soluc¸a˜o, e juntamente com os lemas anteriores, provaremos que dado φ soluc¸a˜o do estado
inicial Γ‖∅‖∅ existe um γ tal que φγ e´ uma soluc¸a˜o de algum estado de soluc¸a˜o obtido de Γ‖∅‖∅.
Lema 3.25. Seja Γ‖∆‖Λ um estado final de JXORh, se Γ 6= ∅ enta˜o na˜o existe uma substituic¸a˜o φ tal
que φ |= Γ‖∆‖Λ.
Demonstrac¸a˜o. Como Γ‖∆‖Λ e´ um estado final de JXORh enta˜o na˜o e´ possı´vel aplicar mais nenhuma
regra de infereˆncia enta˜o obtemos:
1. 0 /∈ Γ, pois caso contra´rio, seria possı´vel aplicar Trivial.
2. Para toda varia´vel x ∈ Γ temos que x e´ uma varia´vel presa de Γ, pois caso contra´rio, seria possı´vel
aplicar a regra simplificac¸a˜o
3. se s ⊕ t ⊕ T ∈ Γ onde s, t sa˜o termos puros com raı´z(s) = raı´z(t) 6= h enta˜o s 6= t ∈ ∆, pois
caso contra´rio, seria possı´vel aplicar a regra N-Decomposic¸a˜o.
4. Existem termos S, t tais que t e´ um termo puro na˜o varia´vel com raı´z(t) 6= h e t ⊕ S ∈ Γ, pois
casos contra´rio, seria possı´vel aplicar a regra nulificac¸a˜o.
Suponha por absurdo que exista uma substituic¸a˜o normalizada e ba´sica φ tal que φ |= Γ‖∆‖Λ, usaremos
o mesmo raciocı´nio da demonstrac¸a˜o do o Lema 3.24. Podemos supor sem perda de generalidade que,
φ = {x1 7→ T1, . . . , xn 7→ Tn, y1 7→ S1, . . . , ym 7→ Sm}
onde Var(Γ) = {x1, . . . , xn} e cmd(T1) ≥ cmd(T2) ≥ · · · ≥ cmd(Tn)
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Afirmac¸a˜o: cmd(T1) > 0. Suponha que cmd(T1) = 0 e portanto para cada i ∈ {1, . . . , n} temos que
cmd(Ti) = 0, portanto cada i ∈ {1, . . . , n}. Ti e´ uma constante.
Seja t um termo com as seguintes propriedades:
a) t e´ um termo puro na˜o varia´vel,
b) raı´z(t) /∈ {h},
c) Existe um termo S tal que t⊕ S ∈ Γ, e
d) Se existe um termo t′ com as propriedades (a), (b) e (c), enta˜o cmd(t) ≥ cmd(t′).
Existe tal termo t pelo item (4) e sem perda de generalidade t⊕ S =AC xi1 ⊕ · · · ⊕ xil ⊕ t⊕ T , onde T
na˜o ocorre varia´veis como argumento de soma. Por hipo´tese, temos as seguintes igualdades:
0 =⊕h (t⊕ S)φ =⊕h (xi1 ⊕ · · · ⊕ xil ⊕ t⊕ T )φ =⊕h xi1φ⊕ · · · ⊕ xilφ⊕ tφ⊕ Tφ
Temos dois possı´veis casos, t e´ uma constante ou t na˜o e´ constante e raı´z(t) = f 6= h.
• t e´ uma constante:
Como S e´ um termo em sua forma normal enta˜o t 6= 0, segue que t e´ uma constante na˜o nula, em
particular, cmd(t) = 0. Enta˜o existe alguma varia´vel xik onde xikφ = t⊕ s para algum termo s.
Por hipo´tese, xik e´ uma varia´vel presa de Γ enta˜o existem termos S
′ ∈ Γ e t′ um termo puro e na˜o
varia´vel tal que t′ e´ um subtermo de S′ com xik ∈ Var(t′), portanto t′ na˜o e´ uma constante nem
varia´vel, implicando que cmd(t′) > 0 = cmd(t). Temos dois possı´veis subcasos:
– raı´z(t′) 6= h e S′ =AC t′ ⊕ S′′:
Enta˜o t′ e´ um termo com as propriedades (a), (b) e (c), implicando que cmd(t) ≥ cmd(t′),
que e´ uma contradic¸a˜o.
– S′ =AC h(t′′)⊕ S′′ e t′ e´ um subtermo de h(t′′):
Como t′ e´ um subtermo de h(t′′) onde S′′ ⊕ h(t′′) ∈ Γ implicando que h(t′′φ) 6=⊕h 0
e (S′′ ⊕ h(t′′))φ =⊕h 0 e portanto tem que existir alguma varia´vel xi ∈ Var(Ŝ) tal que
xiφ =AC h(t̂φ)⊕ T ′′ que e´ uma contradic¸a˜o pois xiφ = Ti uma constante.
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• t = f(t1, . . . , tr): E portanto nenhuma varia´vel xik de S unifica com t pois t na˜o e´ uma constante,
implicando que existe algum termo t′ = f(s1, . . . , sr) em T que unifica com t pore´m pelo item
(3) t 6= t′ ∈ ∆ e portanto tφ 6=⊕h t′φ, que e´ uma contradic¸a˜o.
Como em ambos os casos encontramos contradic¸o˜es enta˜o podemos concluir que de fato cmd(T1) >
0, provando a afirmac¸a˜o.
Observe que x1 e´ uma varia´vel solta de Γ e portanto existem Ŝ, t tais que t⊕ Ŝ ∈ Γ, t e´ um termo puro
e na˜o e´ varia´vel e x ∈ Var(t). Existem dois possı´veis casos, raı´z(t) = h ou raı´z(t) 6= h:
• raı´z(t) 6= h:
Enta˜o t = f(t1, . . . , tr) e sem perda de generalidade podemos supor Ŝ⊕t =AC xi1⊕· · ·xil⊕t⊕T .
Por hipo´tese temos φ |= Γ‖∆‖Λ enta˜o (Ŝ ⊕ t)φ =⊕h 0, isto e´, xi1φ⊕ · · ·xilφ⊕ tφ⊕ Tφ =⊕h 0.
Tambe´m por hipo´tese na˜o e´ possı´vel aplicar nenhuma regra de infereˆncia, portanto na˜o existe um
termo t′ = f(s1, . . . , sr) em T tal que t′ unifica com t, pelo mesmo argumento que usamos na
afirmac¸a˜o, e por conseguinte deve existir alguma varia´vel xik tal que xikφ =⊕h tφ⊕T ′, implicando
que cmd(xikφ) = ma´x{cmd(tφ), cmd(T ′)}, e portanto cmd(Tik) = cmd(xikφ) ≥ cmd(tφ).
Por outro lado, x1 ∈ Var(t) e portanto T1 = x1φ e´ um subtermo de tφ = f(t1φ, . . . , trφ), logo
obtemos que cmd(T1) < cmd(tφ) ≤ cmd(Tik), que e´ uma contradic¸a˜o.
• t = h(ti):
Dessa forma x1 e´ uma varia´vel ocorrendo em ti e portanto 0 < cmd(T1) = cmd(x1φ) ≤
cmd(tiφ) e portanto ti na˜o e´ uma constante nem varia´vel nem soma de constantes e varia´veis,
em particular tiφ 6=⊕h 0, implicando que h(tiφ) 6=⊕h 0.
Pore´m (Ŝ ⊕ h(ti)) =⊕h 0, e como todos os termos de Γ esta˜o em suas formas puras, temos
que ocorre apenas um sı´mbolo de func¸a˜o h, assim deve existir um xik em Ŝ tal que xikφ =⊕h
h(tiφ)⊕ T ′ e assim de forma ana´loga ao item anterior obtemos uma contradic¸a˜o.
E como em ambos os casos obtemos uma contradic¸a˜o temos que na˜o existe φ substituic¸a˜o norma-
lizada e ba´sica tal que φ |= Γ‖∆‖Λ, e portanto pelo mesmo argumento do Lema 3.24, na˜o existe uma
substituic¸a˜o φ tal que φ |= Γ‖∆‖Λ.
106
Para demonstrac¸a˜o do Lema 3.26, utilizaremos a seguinte definic¸a˜o:
Definic¸a˜o 3.18. Seja Γ‖∆‖Λ um estado va´lido de JXORh, e a arvore de execuc¸a˜o de JXORh, como no
exemplo 3.6 na pa´gina 84, a partir do estado Γ‖∆‖Λ, enta˜o definimos:
• Se Γ‖∆‖Λ for um estado final, enta˜o: Γ‖∆‖Λ =⇒≤1JXORh Γ‖∆‖Λ.
• Se Γ‖∆‖Λ =⇒JXORh
∨
i∈I Γi‖∆i‖Λi, enta˜o: Γ‖∆‖Λ =⇒≤1JXORh
∨
i∈I Γi‖∆i‖Λi.
• Se Γ‖∆‖Λ =⇒≤mJXORh
∨
i∈I Γi‖∆i‖Λi, e
– Para cada i ∈ I temos Γi‖∆i‖Λi =⇒≤1JXORh
∨
k∈Ji Γki‖∆ki‖Λki
– e o conjunto {Γj‖∆j‖Λj}j∈J := {
∨




Exemplo 3.7. Seja Γ um estado va´lido de JXORh, suponha que obtemos a seguinte a´rvore de execuc¸a˜o






























5− Γ6‖∆6‖Λ6 Γ7‖∆7‖Λ7 Γ11‖∆11‖Λ11
Γ‖∆‖Λ =⇒≤mJXORh
∨
i∈I Γi‖∆i‖Λi quer dizer que,
∨
i∈I Γi‖∆i‖Λi sa˜o todos os encontrados na profun-
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didade m da a´rvore e todos os estados finais obtidos em qualquer profundidade menor que m. Enta˜o,
Γ‖∆‖Λ =⇒≤3JXORh Γ1‖∆1‖Λ1 ∨ Γ4‖∆4‖Λ4 ∨ Γ8‖∆8‖Λ8
Γ1‖∆1‖Λ1 =⇒≤1JXORh Γ1‖∆1‖Λ1 e Γ4‖∆4‖Λ4 =⇒
≤1
JXORh Γ5‖∆5‖Λ5
Γ8‖∆8‖Λ8 =⇒≤1JXORh Γ9‖∆9‖Λ9 ∨ Γ10‖∆10‖Λ10
E tambe´m, Γ‖∆‖Λ =⇒≤4JXORh Γ1‖∆1‖Λ1 ∨ Γ5‖∆5‖Λ5 ∨ Γ9‖∆9‖Λ9 ∨ Γ10‖∆10‖Λ10.





Se φ |= Γ‖∆‖Λ enta˜o existem i ∈ I e uma substituic¸a˜o γi tais que φγi |= Γi‖∆i‖Λi e Dom(γi) ⊆
Var(Γi,Λi) \ Var(Γ,Λ).
Demonstrac¸a˜o. Este lema sera´ demonstrado por induc¸a˜o sobre m ≥ 1.
Hipo´tese de induc¸a˜o: Suponha verdadeiro o teorema para algum m ≥ 1.
Base da induc¸a˜o: Quando m = 1, temos que duas possibilidades:
• Se Γ‖∆‖Λ for um estado final, enta˜o: Γ‖∆‖Λ =⇒≤1JXORh Γ‖∆‖Λ. Portanto o resultado do
teorema e´ trivial, pois para cada soluc¸a˜o σ de Γ‖∆‖Λ, podemos tomar γ = id, a substituic¸a˜o
identidade, e portanto σγ = σ |= Γ‖∆‖Λ e Dom(γ) = ∅ = Var(Γ,Λ) \ Var(Γ,Λ)
• Se Γ‖∆‖Λ =⇒JXORh
∨
i∈I Γi‖∆i‖Λi, enta˜o Γ‖∆‖Λ =⇒≤1JXORh
∨
i∈I Γi‖∆i‖Λi.
Enta˜o pelos Lemas 3.21,3.22, 3.23 e 3.24 o resultado segue.





Portanto tomando o conjunto {Γj‖∆j‖Λj}j∈J como na Definic¸a˜o 3.18, temos que para cada i ∈ I , com
Γi‖∆i‖Λi =⇒≤1JXORh
∨





Tome σ |= Γ‖∆‖Λ enta˜o pela hipo´tese de induc¸a˜o, existem i ∈ I e uma substituic¸a˜o γi tal que
σγi |= Γi‖∆i‖Λi e Dom(γi) ⊆ Var(Γi,Λi) \ Var(Γ,Λ) Pelo caso base da induc¸a˜o, existe um ki ∈ Ji
e um substituic¸a˜o γ′i tais que σγiγ
′
i |= Γki‖∆ki‖Λki , pore´m Γki‖∆ki‖Λki ∈ {Γj‖∆j‖Λj}j∈J e portanto
existe um j ∈ J onde Γj‖∆j‖Λj = Γki‖∆ki‖Λki e portanto o resultado segue pois Var(Γi,Λi) ⊆
Var(Γki ,Λki), implicando que Dom(γiγ′i) ⊆ Var(Γki ,Λki) \ Var(Γ,Λ).
Teorema 3.5 (Completude de JXORh). Seja Γ um problema de ACUNh-unificac¸a˜o em sua forma puri-
ficada e L := JXORh(Γ‖∅‖∅). Se φ e´ um ACUNh-unificador de Γ enta˜o, existe uma substituic¸a˜o σ ∈ L
tal que σ|Var(Γ) .⊕h φ|Var(Γ).
Demonstrac¸a˜o. Sejam Γ, φ e L como na hipo´tese, pelo Teorema 3.3 da terminac¸a˜o de JXORh existe
um n ∈ N tal que se Γ‖∅‖∅ =⇒mJXORh Γ′‖∆′‖Λ′ implica que m ≤ n. Portanto tomando a famı´lia
{Γi‖∆i‖Λi}i∈I de estados tal que, Γ‖∅‖∅ =⇒≤nJXORh
∨
i∈I Γi‖∆i‖Λi.
Portanto para cada i ∈ I , Γi‖∆i‖Λi e´ um estado final de JXORh, e pelo Lema 3.26 temos que
existem i ∈ I e uma substituic¸a˜o γ tal que φγ |= Γi‖∆i‖Λi onde Var(γ) ⊆ Var(Γi,Λi) \ Var(Γ),
portanto o estado final Γi‖∆i‖Λi possui uma soluc¸a˜o, logo pelo Lema 3.25 garantimos que Γi = ∅,
implicando que Dom(γ) ⊆ Var(Λi) \ Var(Γ).
Assim fazendo σ := σΛi = {x 7→ S | x = S ∈ Λi}, implica que σ ∈ L, pois Γi‖∆i‖Λi e´ um estado
final e Γi = ∅, note que as varia´veis que ocorrem no Dom(γ) sa˜o apenas varia´veis novas inseridas pelo
algoritmo e portanto podemos tomar todas de tal forma que Dom(γ) ∩ Var(Im(φ)) = ∅.
Note que φγ |= ∅‖∆i‖Λi e portanto para cada x = S ∈ Λi, temos que xφγ =⊕h Sφγ e xσ = S
enta˜o xφγ =⊕h xσφγ, para cada x ∈ Dom(σ), e se x /∈ Dom(σ) temos que xσ = x implica que
xσφγ = xφγ e portanto xφγ =⊕h xσφγ para toda varia´vel x, em particular para as varia´veis x ∈
Var(Γ) enta˜o podemos concluir que φγ|Var(Γ) =⊕h σφγ|Var(Γ).
E observando que dado x ∈ Var(Γ) enta˜o x /∈ Var(Λi) \ Var(Γ) = Dom(γ) e portanto xγ = x,
por outro lado se x ∈ Var(Γ) ∩ Dom(φ) enta˜o xφγ = xφ, pois Dom(γ) ∩ Var(Im(φ)) = ∅, enta˜o
φ|Var(Γ) = φγ|Var(Γ).
Logo provamos que φ|Var(Γ) =⊕h σφγ|Var(Γ), e portanto obtemos que existe σ ∈ L tal que:
σ|Var(Γ) .⊕h φ|Var(Γ).
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Enta˜o com os resultados demonstrados ate´ aqui, podemos enunciar e demonstrar o Teorema mais
importante deste capı´tulo, que diz que para todo problema Γ de ACUN-unificac¸a˜o, existe um conjunto
finito L de substituic¸o˜es que e´ um conjunto completo de ACUNh-unificadores para Γ e ale´m disso da
uma forma construtı´vel de como obter tal conjunto.
Teorema 3.6. Seja Γ um problema de ACUNh-unificac¸a˜o, enta˜o existe um conjunto finito L que e´ um
conjunto completo de ACUNh-unificadores de Γ.
Demonstrac¸a˜o. Seja Γ um problema de ACUNh-unificac¸a˜o, sem perda de generalidade, suponha Γ =
{t1 =? t′1, . . . , tn =? t′n}
Tome o conjunto Γ′ := {(ti⊕t′i) ↓=? 0|ti =? t′i ∈ Γ}, isto e´, a forma padronizada de Γ. Portanto pela
Proposic¸a˜o 2.1 da padronizac¸a˜o e Proposic¸a˜o 2.2 da normalizac¸a˜o, temos que Γ e Γ′ possuem os mesmo
ACUNh-unificadores, logo L e´ um conjunto completo de ACUNh-unificadores de Γ se, e somente se, L
e´ um conjunto completo de ACUNh-unificadores de Γ′.
Sejam Γ̂ := Purif(Γ′) que pelo Teorema 3.2 e´ uma extensa˜o conservativa de Γ′ e conjunto L̂ :=
JXORh(Γ̂‖∅‖∅), que e´ de fato um conjunto finito poisJXORh e´ terminante pelo Teorema 3.3, implicando
que tem um conjunto finito de estados finais sempre.
Se L̂ = ∅ enta˜o todo estado final de Γ̂‖∅‖∅ e´ um estado de falha e portanto Γ̂ na˜o possui ACUNh-
unificador, pois casos contra´rio se existe σ ACUNh-unificador de Γ̂, pelo Teorema 3.5 da completude
de JXORh existe σΛ ∈ L̂ = ∅ uma contradic¸a˜o. Portanto Γ′ na˜o possui ACUNh-unificadores, pois
Γ̂ na˜o possui ACUNh-unificadores e e´ uma extensa˜o conservativa de Γ′, e dessa forma Γ tambe´m na˜o
possui ACUNh-unificadores pois Γ′ e´ sua forma padronizada. Enta˜o por vacuidade L̂ = ∅ e´ um conjunto
completo de ACUNh-unificadores de Γ.
Se L̂ 6= ∅ enta˜o pelo Teorema 3.4 da correc¸a˜o de JXORh, para cada σ ∈ L̂, σ e´ um ACUNh-
unificador de Γ̂ idempotente e pelo Teorema 3.5 da completude de JXORh, para cada φ ACUNh-
unificador de Γ̂ existe uma substituic¸a˜o σ ∈ L̂ tal que σ|Var(Γ̂) .⊕h φ|Var(Γ̂), equivalentemente, L̂
e´ um conjunto completo de ACUNh-unificadores de Γ̂. Enta˜o Γ̂ e´ uma extensa˜o conservativa de Γ′ e L̂ e´
um conjunto completo de ACUNh-unificadores para Γ̂, enta˜o pela Proposic¸a˜o 1.6 encontrada na pa´gina
32, temos que o conjunto L := {σ|Var(Γ′) | σ ∈ L̂} e´ um conjunto completo de ACUNh-unificadores
para Γ′, equivalentemente, L e´ um conjunto completo de ACUNh-unificadores de Γ.
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Corola´rio 3.3. Seja Γ problema de XOR/XORh-unificac¸a˜o elementar com constantes, enta˜o existe
um conjunto, unita´rio ou vazio, L que e´ um conjunto completo de XOR/XORh-unificadores de Γ.
Demonstrac¸a˜o. A prova e´ bem simples, como Γ e´ um problema de XOR/XORh-unificac¸a˜o elemen-
tar com constantes, e portanto os u´nicos sı´mbolos de func¸a˜o na˜o constantes que ocorrem em Γ sa˜o
⊕/⊕, h, portanto na˜o e´ possı´vel aplicar nenhuma regra N-decomposic¸a˜o, sobrando apenas as regras de-
terminı´sticas, isto e´, existe apenas um u´nico estado final obtido no algoritmo JXORh, sendo L conjunto




Iremos abordar o problema de encontrar um conjunto completo de unificadores C para o problema deE′-
unificac¸a˜o s =?E′ t com t em sua forma normal com relac¸a˜o a`→R,E , tal que para todo σ ∈ C, sσ =E′ tσ
e tσ esta´ em sua forma normal onde (Σ′E ,R, E) e´ uma decomposic¸a˜o de E′. Um novo paradigma de
unificac¸a˜o surge para comportar essas te´cnicas utilizadas em ferramentas de ana´lise de protocolos de
criptografia que aplicam unificac¸a˜o mo´dulo teorias equacionais. A unificac¸a˜o assime´trica se baseia em:
• Decomposic¸a˜o (ΣE ,R, E) de uma teoria equacional em E′ = E′′∪˙E, onde e´ possı´vel orientar
cada equac¸a˜o de E′′, obtendo o sistema de reescritaR convergente mo´dulo E.
• Reduc¸a˜o de Γ um problema de E′-unificac¸a˜o em um conjunto de problemas s =? t onde o termo
t e´R, E- irredutı´vel e se σ e´ um unificador de s =? t, tσ e´R, E- irredutı´vel.
Intuitivamente, um problema de unificac¸a˜o assime´trica Γ e´ um problema de unificac¸a˜o sobre as for-
mas normais de cada equac¸a˜o em Γ com relac¸a˜o ao sistema reescrita da decomposic¸a˜o, e os unificadores
assime´tricos de Γ sa˜o unificadores de Γ, que quando aplicados na forma normal do lado direito de cada
equac¸a˜o em Γ, mante´m-se em sua forma normal.
Neste capı´tulo vamos apresentar o estudo desenvolvido por Liu em [18] para computar um conjunto
de ACUN-unificadores assime´tricos, para Γ um problema de ACUN-unificac¸a˜o, a partir de um conjunto
completo de ACUN-unificadores padro˜es de Γ, obtido pelo algoritmo JXORh descrito na sec¸a˜o 3.2 do
capı´tulo 3. Mais especificamente, dado um conjunto de equac¸o˜es Γ e um ACUN-unificador padra˜o σ de
Γ, vamos construir um conjunto Lσ de ACUN-unificadores assime´tricos que sa˜o instaˆncias de σ. Para
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isto apresentaremos o algoritmo JAXO que retorna uma lista de E′-unificadores de unificadores Lσ para
um dado problema de E′-unificac¸a˜o.
Dada uma decomposic¸a˜o (Σ,R, E) da teoria equacional E′ e um problema de E′-unificac¸a˜o as-
sime´trica Γ = {t1 =? t̂1, . . . , tn =? t̂n}, o algoritmo consiste dos seguintes passos:
1. Computar um conjunto completo e finito UE′(Γ) de E′-unificadores de Γ, usando um algoritmo de
unificac¸a˜o finita´ria para E′. Se E′(Γ) for vazio, enta˜o na˜o ha´ E′-unificadores assime´tricos de Γ.
2. Para cada σ ∈ UE′(Γ), deve-se verificar para cada ti =? t̂i ∈ Γ, se o termo ( t̂i ↓R,E)σ esta´ em
sua forma normal. Todos os unificadores que cumprirem as condic¸o˜es acimas sera˜o unificadores
assime´tricos.
3. Se existir uma substituic¸a˜o σ ∈ UE′(Γ) tal que para algum problema de unificac¸a˜o ti =? t̂i ∈ Γ,
o termo ( t̂i ↓R,E)σ na˜o esta´ em sua forma normal, enta˜o devemos computar umR∪˙E-unificador
assime´trico equivalente a σ se possı´vel.
4. Se ambos os passos anteriores falharem, implica que cada unificador σ de Γ e seus equivalentes,
na˜o sa˜o unificadores assime´tricos de Γ em sua forma geral. Pore´m podemos obter instaˆncias de
σ, que na˜o equivalentes a σ, que sa˜o unificadores assime´tricos, obtidos por instanciar varia´veis
apropriadas em σ. Este passo e´ muito custoso, enta˜o devera´ ser utilizado em ultimo caso. Para
cada tal instaˆncia obtida dessa forma, devera ser repetido os passos (2) e (3).
Agora iremos aplicar essa abordagem para a teoria equacional ACUN, os passos (1) e (2) consistem
em verificar se dentre os ACUN-unificadores padro˜es de Γ existem ACUN-unificadores assime´tricos
equivalentes a cada um deles.
A partir disso iremos desenvolver um me´todo para obter um ACUN-unificador assime´trico a partir
de um ACUN-unificador padra˜o.
4.1 Preliminares
Sejam Σ uma assinatura e E′ um conjunto de Σ-identidades. Suponha que E′ = E′′∪˙E e que exista
um sistema de reescrita R para E′′, de tal forma que (Σ,R, E) e´ uma decomposic¸a˜o de E′, que even-
tualmente denotaremos E′ pela unia˜o R∪˙E. As definic¸o˜es a seguir fazem uso da Definic¸a˜o 1.38 de
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decomposic¸a˜o de uma teoria equacional, denotaremos por simplicidade, a relac¸a˜o→R,E da decomposic¸a˜o
(Σ,R,E) por→ .
Definic¸a˜o 4.1 (Unificador Padra˜o). Sejam E′ um conjunto de Σ-identidades tal que (Σ,R, E) e´ uma
decomposic¸a˜o de E′ e Γ = {t1 =? t̂1, . . . , tn =? t̂n} um conjunto de equac¸o˜es. Uma substituic¸a˜o
σ e´ um E′-unificador padra˜o de Γ se, e somente se, para cada equac¸a˜o ti =? t̂i ∈ Γ, tem-se que
(ti ↓)σ ↓=E (t̂i ↓)σ ↓.
Teorema 4.1. Seja Γ um problema deACUNh-unificac¸a˜o e→ a relac¸a˜o de reescritaACUNh mo´dulo
AC. σ e´ um ACUNh-unificador de Γ se, e somente se, σ e´ um ACUNh-unificador padra˜o de Γ.
Demonstrac¸a˜o. Este teorema e´ uma consequeˆncia direta da Proposic¸a˜o 2.2
A definic¸a˜o a seguir trata do caso em que para cada equac¸a˜o ti =? t̂i ∈ Γ, tem-se que, (t̂i ↓)σ e´
irredutı´vel, e σ um unificador padra˜o de Γ.
Definic¸a˜o 4.2 (Unificac¸a˜o Assime´trica). Sejam E′ um conjunto de Σ-identidades tal que (Σ,R, E) e´
uma decomposic¸a˜o de E′ e Γ = {t1 =? t̂1, . . . , tn =? t̂n} um problema de E′-unificac¸a˜o e σ um E′-
unificador padra˜o de Γ. Dizemos que σ e´ um E′-unificador assime´trico de Γ se, e somente se, para cada
equac¸a˜o ti =? t̂i ∈ Γ tem-se que (ti ↓)σ ↓=E (t̂i ↓)σ. Um conjunto UAE′(Γ) e´ um conjunto completo
de E′-unificadores assime´tricos de Γ, desde que possua as propriedades abaixo:
(i) ∀σ ∈ UAE′(Γ), σ e´ um E′-unificador assime´trico idempotente de Γ.
(ii) Para todo E′-unificador assime´trico θ de Γ, ∃σ ∈ UAE′(Γ). σ|Var(Γ) .E θ|Var(Γ).
Notac¸a˜o: Γ = {t1 =↓ t̂1, . . . , tn =↓ t̂n} denota um problema de unificac¸a˜o assime´trica.
Na sequeˆncia, a menos que seja dito o contra´rio, em cada equac¸a˜o ti =↓ t̂i de Γ o lado direito esta´
em sua forma normal, isto e´, t̂i e´ irredutı´vel w.r.tR.
Exemplo 4.1. Seja Γ = {f(y ⊕ a) =↓ f(x ⊕ z)} um problema de ACUN -unificac¸a˜o, pelo algoritmo
JXORh temos o E-unificador mais geral σ = {x 7→ v ⊕ z, y 7→ v ⊕ a} de Γ, pore´m f(x ⊕ z)σ =
f(xσ ⊕ zσ) = f(v ⊕ z ⊕ z), que e´ redutı´vel no sistema de reescritaR⊕ mo´dulo AC.
Mas fazendo θ = {v 7→ v′ ⊕ z} e aplicando em σ e normalizando sua imagem, obtemos σθ =
{x⊕ v′, y 7→ v′ ⊕ z ⊕ a}.
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Enta˜o σθ e´ um ACUN -unificador de Γ com f(x⊕z)σθ = f(v′⊕z), que esta´ em sua forma normal
com relac¸a˜o ao sistema de reescrita R⊕ mo´dulo AC. Portanto σθ e´ um ACUN -unificador assime´trico
de Γ.
4.2 Unificac¸a˜o assime´trica mo´dulo ACUN
Nesta sec¸a˜o vamos apresentar um me´todo para solubilidade de problemas para ACUN-unificac¸a˜o as-
sime´trica, desenvolvido por Liu em [18], para isso dado uma assinatura Σ ⊇ ΣXOR utilizaremos a
decomposic¸a˜o (Σ,R⊕, AC) da teoria equacional ACUN, apresentada no capı´tulo 2. Neste capı´tulo uti-
lizaremos a teoria equacional ACUN, a menos que mencionado o contra´rio, enta˜o quando relacionado
com a teoria equacional ACUN mencionaremos apenas unificac¸a˜o, unificador assime´trico, unificador,
etc.
Definic¸a˜o 4.3 (Termo Simples, Termo Soma). Seja s um termo, s e´ dito um termo soma se, e somente se,
existem n ∈ N e termos t1, . . . , tn tais que s ↓= t1 ⊕ . . . ⊕ tn, onde n ≥ 2 e para todo i ∈ {1, . . . , n}
tem-se que raiz(ti) 6= ⊕, caso contra´rio s e´ dito termo simples. Diremos que um termo simples t ∈⊕ S
se, e somente se, S esta´ em sua forma normal e S =AC t⊕ S′, isto e´, t e´ um a´tomo de S.
Definic¸a˜o 4.4 (Restric¸a˜o). Uma restric¸a˜o e´ um par da forma (v, s) onde v e´ uma varia´vel e s e´ um termo
simples.
Definic¸a˜o 4.5. Dado um conjunto de restric¸o˜es e uma substituic¸a˜o θ, define-se o conjunto Υθ da seguinte
forma
Υθ = {(v1, s1θ ↓), . . . , (vn, snθ ↓)}
Caso siθ ↓ na˜o seja um termo simples, isto e´, siθ ↓=AC t1 ⊕ . . . ⊕ tn com ti termo simples para cada
i = 1, . . . , n. Enta˜o substituı´mos o par (vi, t1 ⊕ . . .⊕ tn) pelos pares (vi, t1), . . . , (vi, tn) em Υθ.
Notac¸o˜es:
• Υ ∪ {(v, s)} = Υ ∪ (v, s)
• Υ[ v̂v ] = {(y, t) ∈ Υ | y 6= v} ∪ {(v̂, t) | (v, t) ∈ Υ}





, v12v1,v2 ] = Υ[
v′1
v1





Definic¸a˜o 4.6 (Conjunto de inequac¸o˜es). Seja ∆ um conjunto de pares (s, t), onde raı´z(s) = raı´z(t)
(s ↓ ⊕ t ↓) ↓ 6=?AC 0, e´ chamado de conjunto de inequac¸o˜es. Sejam ∆ = {(s1, t1), . . . , (sn, tn)} e θ
uma substituic¸a˜o, enta˜o definimos,





Definic¸a˜o 4.7 (Violac¸a˜o, Satisfac¸a˜o). Sejam Υ um conjunto de restric¸o˜es, ∆ um conjunto de inequac¸o˜es
e σ uma substituic¸a˜o.
i) Dizemos que σ viola (v, s) ∈ Υ se, e somente se, possui as seguintes propriedades
• vσ ↓6=AC 0 e sσ ↓6=AC 0.
• vσ ↓ ⊕s σ ↓ e´ redutı´vel.
Caso contra´rio e´ dito que σ satisfaz (v, s). Uma substituic¸a˜o σ satisfaz Υ se, e somente se, σ
satisfaz todo (s, t) ∈ Υ.
ii) Dizemos que σ viola (s, t) ∈ ∆ se, e somente se, (sσ ↓ ⊕ tσ ↓) ↓ =AC 0, caso contra´rio, dizemos
que σ satisfaz (s, t). Uma substituic¸a˜o σ satisfaz ∆ se, e somente se, σ satisfaz todo (s, t) ∈ ∆.
Definic¸a˜o 4.8 (Varia´veis originais, Varia´veis suporte). Seja Γ um problema de unificac¸a˜o assime´trica.
As varia´veis que ocorrem em Γ sera˜o chamadas de varia´veis originais e as que na˜o ocorrem em Γ de
varia´veis suporte.
Definic¸a˜o 4.9 (Conflito). Seja σ um unificador de Γ e s, t termos simples. Dizemos que uma varia´vel
original x esta´ em conflito com o termo simples t em σ, desde que as seguintes condic¸o˜es se cumpram:
(i) Existe uma designac¸a˜o [x 7→ t⊕ T ] ∈ σ.
(ii) Existe u =↓ v[x⊕ s]p ∈ Γ, com p ∈ Pos(v).
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(iii) sσ ↓=AC t⊕ S, onde S e´ um termo que pode ser vazio.
Observac¸a˜o 4.1. Observe que na definic¸a˜o de conflito, a partir do item (iii) obtemos uσ =AC (vσ)[xσ⊕
sσ]p =AC (vσ)[t⊕ t⊕ S]p, que e´ redutı´vel.
Definic¸a˜o 4.10 (Instaˆncia de (Γ, σ,Υ,∆)). Sejam Γ um problema de unificac¸a˜o assime´trica, σ um uni-
ficador de Γ, Υ um conjunto de restric¸o˜es e ∆ um conjunto de inequac¸o˜es. Dada uma substituic¸a˜o δ,
dizemos que δ ∈ Asym(Γ, σ,Υ,∆) se, e somente se,
(i) δ e´ um unificador assime´trico de Γ.
(ii) ∃θ substituic¸a˜o. δ = σθ|Var(Γ).
(iii) σθ satisfaz Υθ e ∆θ.
O conjunto Inst(Γ, σ,Υ,∆) e´ o conjunto das substituic¸o˜es δ ∈ Asym(Γ, σ,Υ, θ) tais que δ = σθ|Var(Γ)
e σθ e´ idempotente.
Vamos provar algumas proposic¸o˜es que utilizaremos para provar que o algoritmo e´ correto e com-
pleto, dizendo exatamente que e´ suficiente considerarmos apenas substituic¸o˜es idempotentes, sem perder
a generalidade das soluc¸o˜es.
Proposic¸a˜o 4.1. Seja δ ∈ Inst(Γ, σ,Υ,∆) onde δ = σθ|Var(Γ) e σθ e´ idempotente. Se Var(Υ) ∩
Dom(σ) = ∅ enta˜o, σθ satisfaz Υ.
Demonstrac¸a˜o. Suponha Υ e δ como na hipo´tese enta˜o, para cada (v, t) ∈ Υ tem-se que tσ = t, assim
podemos concluir que Υσθ = Υθ.
Como δ ∈ Inst(Γ, σ,Υ,∆), enta˜o existe θ tal que δ = σθ|Var(Γ), σθ e´ idempotente e satisfaz Υθ.
Queremos provar que σθ satisfaz Υ, enta˜o se vσθ ↓=AC 0 ou tσθ ↓=AC 0 pela definic¸a˜o de violac¸a˜o,
temos que σθ satisfaz (v, t) ∈ Υ.
Suponha que vσθ ↓6=AC 0 e tσθ ↓6=AC 0 enta˜o basta provar que vσθ ↓ ⊕tσθ ↓ e´ irredutı´vel.
Enta˜o, para cada (v, t) ∈ Υ existe n ≥ 1 e termos simples t1, . . . , tn tais que tσθ ↓=AC t1⊕ . . .⊕tn,
e portanto (v, ti) ∈ Υσθ = Υθ para cada i ∈ {1, . . . , n}. Como σθ e´ idempotente e Var(ti) ⊆
Var(tσθ) temos tiσθ = ti.
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De fato, como tσθ ↓6= 0, temos que cada ti 6= 0 e como σθ satisfaz Υσθ, por hipo´tese temos que
vσθ ↓ ⊕ tiσθ ↓ e´ irredutı´vel. Pore´m tiσθ = ti, assim para cada i ∈ {1, . . . , n}, vσθ ↓ ⊕ti e´ irredutı´vel,
e portanto, vσθ ↓ ⊕t1 ⊕ . . . ⊕ tn =AC vσθ ↓ ⊕ tσθ ↓ e´ irredutı´vel. Portando conclui-se que em todos
os casos σθ satisfaz (v, t) ∈ Υ enta˜o provamos que σθ satisfaz Υ.
Proposic¸a˜o 4.2. Seja δ ∈ Inst(Γ, σ,Υ,∆) onde δ = σγ|Var(Γ) e σγ e´ idempotente. Se Var(∆) ∩
Dom(σ) = ∅ enta˜o, σγ satisfaz ∆.
Demonstrac¸a˜o. Sejam δ e ∆ como na hipo´tese. Enta˜o, sσ = s, tσ = t e ∆σγ = ∆γ.
Como σγ satisfaz ∆γ enta˜o σγ satisfaz ∆σγ, e como, para todo (s, t) ∈ ∆, (sσγ ↓, tσγ ↓) ∈ ∆σγ,
enta˜o (sσγσγ ↓ ⊕tσγσγ ↓) ↓6= 0. Como σγ e´ idempotente, temos (sσγ ↓ ⊕tσγ ↓) ↓6= 0, implicando
que σγ satisfaz ∆.
Proposic¸a˜o 4.3. Seja σγ um unificador assime´trico de Γ, idempotente que satisfaz Υ e ∆. Se Var(Υ,∆)∩
Dom(σ) = ∅ enta˜o, σγ|Var(Γ) ∈ Inst(Γ, σ,Υ,∆)
Demonstrac¸a˜o. Seja σγ como na hipo´tese, enta˜o basta provar que σγ satisfaz Υγ e ∆γ.
Tome (v, t′) ∈ Υγ qualquer, enta˜o existe (v, t) ∈ Υ tal que tγ ↓=AC t′ ⊕ T , como por hipo´tese
Var(Υ,∆)∩Dom(σ) = ∅ segue que tσ = t. Portanto tσγ ↓=AC t′⊕ T , e enta˜o Var(t′) ⊆ Var(tσγ)
e ale´m disso, como σγ e´ idempotente, temos que t′σγ = t′. Se vσγ ↓=AC 0 ou t′σγ ↓=AC 0 enta˜o
obtemos que σγ satisfaz (v, t′). Suponha que vσγ ↓6=E 0 e t′σγ ↓6=AC 0 enta˜o tσγ ↓6=AC 0 e como σγ
satisfaz Υ tem-se que vσγ ↓ ⊕ tσγ ↓ e´ irredutı´vel, implicando que vσγ ↓ ⊕ t′ ⊕ T e´ irredutı´vel e por
conseguinte vσγ ↓ ⊕ t′ e´ irredutı´vel, assim por t′σγ ↓= t′ tem-se vσγ ↓ ⊕ t′σγ ↓ e´ irredutı´vel, como
queriamos demonstrar.
Tome (s, t) ∈ ∆, enta˜o (sγ, tγ) ∈ ∆γ. Como por hipo´tese Var(Υ,∆) ∩ Dom(σ) = ∅ temos que
sσ = s e tσ = t, implicando que sσγ ↓ ⊕ tσγ ↓=AC sσγσγ ↓ ⊕ tσγσγ ↓ =AC sγσγ ↓ ⊕ tγσγ ↓,
enta˜o (sσγ ↓ ⊕ tσγ ↓) ↓=AC (sγσγ ↓ ⊕tγσγ ↓) ↓ e como σγ satisfaz ∆ tem-se que (sσγ ↓ ⊕ tσγ ↓
) ↓6= 0, implicando que (sγσγ ↓ ⊕ tγσγ ↓) ↓6= 0. Logo σγ satisfaz ∆γ.
Proposic¸a˜o 4.4. Seja t um termo em sua forma normal e α um renomeamento de t enta˜o tα esta´ em sua
forma normal.
118
Demonstrac¸a˜o. Suponha por absurdo que tα→ t′. Como α−1 e´ uma substituic¸a˜o, temos que tαα−1 →
t′α e tαα−1 = t pelo Corola´rio 1.1.
Portanto t→ t′α−1 que e´ uma contradic¸a˜o pois por hipo´tese supomos t em sua forma normal.
Proposic¸a˜o 4.5. Sejam δ uma substituic¸a˜o, α um renomeamento de varia´veis de δ livre em W ⊂ V e t
um termo onde Var(t) ⊆W . Se tδα→ t′ enta˜o tδ → t′α−1.
Demonstrac¸a˜o. Sejam t, δ, α eW como na hipo´tese, como α e´ um renomeamento de varia´veis de δ livre
de W ⊂ V enta˜o para todo x ∈ Dom(δ), tem-se que xδαα−1 = xδ.
Tome v ∈ Var(t) \ Dom(δ), enta˜o v ∈ W \ Dom(δ), logo vδ = v e vαα−1 = v pois α e´ livre de
W ⊂ V . Portanto tδαα−1 = tδ.
Suponha que tδα → t′, como α−1 e´ uma substituic¸a˜o temos que tδαα−1 → t′α−1, e o resultado
segue.
Corola´rio 4.1. Sejam δ uma substituic¸a˜o, α um renomeamento de varia´veis de δ livre de W ⊂ V e t um
termo onde Var(t) ⊆W . Se tδ esta´ em sua forma normal enta˜o tδα esta´ em sua forma normal.
Demonstrac¸a˜o. Esse corola´rio e´ a contra-positiva da Proposic¸a˜o 4.5.
Proposic¸a˜o 4.6. Seja Γ um problema de unificac¸a˜o assime´trica, δ um unificador assime´trico de Γ e α um
renomeamento de varia´veis de δ livre deW ⊂ V . Se Var(Γ) ⊆W enta˜o δα e´ um unificador assime´trico
de Γ.
Demonstrac¸a˜o. Tome u =↓ u′ ∈ Γ enta˜o (u ↓)δ =AC (u′)δ, pois δ e´ um unificador assime´trico de Γ,
note que Var(u′) ⊆ Var(Γ) ⊆ W e pelo corola´rio 4.1 u′δα esta´ em sua forma normal e como δα e´ um
unificador de Γ temos que δα e´ um unificador assime´trico de Γ.
Proposic¸a˜o 4.7. Seja δ um substituic¸a˜o satisfazendo Υ e ∆, e α um renomeamento de varia´veis de δ
livre de W ⊂ V . Se Var(Υ,∆) ⊆W enta˜o δα satisfaz Υ e ∆.
Demonstrac¸a˜o. Tome (v, t) ∈ Υ, suponha sem perda de generalidade que vδ 6= 0 e tδ 6= 0, como
por hipo´tese δ satisfaz Υ implica que (vδ ↓ ⊕tδ ↓) ↓=AC vδ ↓ ⊕tδ ↓ enta˜o, (vδ ↓ ⊕tδ ↓)α e´
irredutı´vel e portanto (vδ ↓)α⊕ t(δ ↓)α e´ irredutı´vel. Como (vδ ↓)α = vδα ↓ e (tδ ↓)α = tδα ↓ enta˜o
vδα ↓ ⊕vδα ↓ e´ irredutı´vel.
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A prova e´ ana´loga para (s, t) ∈ ∆.
A seguinte proposic¸a˜o estabelece um crite´rio mais simples para pertineˆncia no conjunto Inst.
Proposic¸a˜o 4.8. Sejam σγ uma substituic¸a˜o, Υ um conjunto de restric¸o˜es, ∆ um conjunto de inequac¸o˜es
e Γ um problema de unificac¸a˜o assime´trica tais que Var(Υ,∆) ∩ Dom(σ) = ∅. Enta˜o σγ|Var(Γ) ∈
Inst(Γ, σ,Υ,∆) se, e somente se, σγ e´ um unificador assime´trico idempotente de Γ que satisfaz Υ e ∆.
Demonstrac¸a˜o. As proposic¸o˜es 4.1, 4.2 e 4.3 garante que, sob suas hipo´teses que σγ|Var(Γ) ∈ Inst(Γ, σ,Υ,∆)
se, e somente se, σγ satisfaz Υ e ∆, e σγ|Var(Γ) e´ um unificador assime´trico idempotente de Γ.
Teorema 4.2. Sejam Γ,Υ,∆ e σ uma substituic¸a˜o tais que Var(Υ,∆) ∩ Dom(σ) = ∅ Se existe uma
substituic¸a˜o γ tal que σγ e´ um unificador assime´trico de Γ e σγ satisfaz Υ e ∆ enta˜o existe α um
renomeamento de varia´veis de σγ tal que σγα|Var(Γ) ∈ Inst(Γ, σ,Υ,∆)
Demonstrac¸a˜o. Tome W := Var(Γ,Υ,∆) ∪ Dom(σγ) ∪ Var(Im(σγ)).
Supondo {x1, . . . , xn} = Dom(σγ) ∩ Var(Im(σγ)) e um renomeamento de varia´veis α = {x1 7→
y1, . . . , xn 7→ yn} onde {y1, . . . , yn} ⊂ V \ W enta˜o α e´ um renomeamento de varia´veis de σγ li-
vre de W , e σγα e´ idempotente. E pelas proposic¸o˜es 4.6 e 4.7 obtemos que σγα e´ um unificador
assime´trico idempotente de Γ que satisfaz Υ e ∆, portanto pela Proposic¸a˜o 4.8 temos que σγα|Var(Γ) ∈
Inst(Γ, σ,Υ,∆).
Vamos mostrar agora que todo unificador assime´trico de Γ que e´ uma instaˆncia de σ e´ um reno-
meamento de algum δ ∈ Inst(Γ, σ, ∅, ∅), equivalentemente, e´ suficiente trabalharmos apenas com os
unificadores assime´tricos idempotentes.
Definic¸a˜o 4.11. Sejam A,B conjuntos de unificadores Γ, dizemos que A ⊆α B se, e somente se, para
todo σ ∈ A, Existe α um renomeamento de varia´veis de σ tal que σα|Var(Γ) ∈ B. Definimos, A =α
B ⇔ A ⊆α B e B ⊆α A
Proposic¸a˜o 4.9. Asym(Γ, σ, ∅, ∅) =α Inst(Γ, σ, ∅, ∅)
Demonstrac¸a˜o. (⊆α) Tome δ ∈ Asym(Γ, σ, ∅, ∅) tal que δ = σγ|Var(Γ). Se σγ for idempotente enta˜o,
pela definic¸a˜o de Inst, temos σγ|Var(Γ) ∈ Inst(Γ, σ, ∅, ∅).
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Suponha que σγ na˜o seja idempotente, enta˜o existem n nu´mero natural na˜o nulo e {x1, . . . , xn} =
Dom(σγ) ∩ Var(Im(σγ)).
Considere W := Var(Γ) ∪ Dom(σγ) ∪ Var(Im(σγ)), {y1, . . . , yn} ⊂ V rW e a substituic¸a˜o
α = {xi 7→ yi|i = 1, . . . , n}. Enta˜o α e´ um renomeamento de varia´veis de σγ livre de W ⊇ Var(Γ).
Como σγ e´ um unificador assime´trico de Γ enta˜o, pela Proposic¸a˜o 4.6, σγα e´ um unificador assime´trico
de Γ, logo δα|Var(Γ) = σγα|Var(Γ) ∈ Asym(Γ, σ, ∅, ∅). Como σγα e´ idempotente, temos δα|Var(Γ) ∈
Inst(Γ, σ, ∅, ∅), e portanto Asym(Γ, σ, ∅, ∅) ⊆α Inst(Γ, σ, ∅, ∅).
(⊇α) Basta tomar a identidade como renomeamento, enta˜o e´ direto a prova.
Assim Asym(Γ, σ, ∅, ∅) =α Inst(Γ, σ, ∅, ∅).
4.3 Um algoritmo para ACUN−unificac¸a˜o assime´trica
Nesta sec¸a˜o apresentaremos os algoritmo JAXO, proposto por Liu em [18] para solubilidade de proble-
mas de ACUN -unificac¸a˜o assime´trica.
Dado um problema de ACUN -unificac¸a˜o assime´trica Γ e σ ∈ UACUN , com UACUN um conjunto
completo de ACUN -unificadores padro˜es de Γ, o algoritmo JAXO, computa um unificador assime´trico
para Γ que e´ equivalente a σ (se possı´vel), caso na˜o for possı´vel encontrar um unificador assime´trico
equivalente a σ, o algoritmo tentara´ encontrar um conjunto Lσ de unificadores assime´tricos de Γ que sa˜o
instaˆncias de σ, com a propriedade de que para todo λ unificador assime´trico de Γ que e´ instaˆncia de σ,
existe um δ ∈ Lσ tal que δ|Var(Γ) .⊕ λ|varΓ
JAXO consiste da aplicac¸a˜o exaustiva e consecutiva das regras Separac¸a˜o (Sep), Ramificac¸a˜o (Ram)
e Instanciac¸a˜o (Inst), que sera˜o descritas no decorrer desta sec¸a˜o. O algoritmo opera em triplas da forma
σ‖Υ‖∆, que sera˜o chamadas de estados, e tais que σ e´ um ACUN -unificador padra˜o de Γ, Υ e´ um
conjunto de restric¸o˜es e ∆ um conjunto de inequac¸o˜es. Denotaremos por
σ‖Υ‖∆ =⇒JAXO σ1‖Υ1‖∆1 ∨ . . . ∨ σn‖Υn‖∆n (4.1)
um passo de execuc¸a˜o do algoritmo JAXO, isto e´, a aplicac¸a˜o de uma das regras que compo˜em o al-
goritmo. Abusando da notac¸a˜o de =⇒JAXO , na reduc¸a˜o 4.1, diremos que para cada i ∈ {1, . . . , n},
σ‖Υ‖∆ =⇒JAXO σi‖Υi‖∆i.
Quando quisermos explicitar qual regra foi utilizada, adotaremos a relac¸a˜o⇒[R], comR ∈ {Sep, Ram, Inst}.
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Definic¸a˜o 4.12. Dado UACUN um conjunto completo de ACUN-unificadores para Γ e σ ∈ UACUN ,
definiremos um estado va´lido de JAXO por:
• σ‖∅‖∅ e´ um estado va´lido de JAXO, que sera´ chamado por estado inicial.
• σ′‖Υ′‖∆′ e´ um estado va´lido se, e somente se, existe n ∈ N tal que σ′‖Υ′‖∆′ e´ obtido de σ‖∅‖∅
por n aplicac¸o˜es das regras de infereˆncia de JAXO.
• Se σ′‖Υ′‖∆′ e´ um estado va´lido de JAXO tal que nenhuma regra de JAXO e´ aplica´vel, dizemos
que σ′‖Υ′‖∆′ e´ um estado final, quando σ′ for um unificador assime´trico, denotaremos o estado
final σ′‖Υ′‖∆′ como estado de soluc¸a˜o , caso contra´rio, diremos que σ′‖Υ′‖∆′ e´ um estado de
falha.
4.3.1 Regras de JAXO
JAXO - Separac¸a˜o
Separac¸a˜o [Sep]: esta regra tem como objetivo retirar as varia´veis originais Im(σ) e as substituir
por varia´veis de suporte, pois o me´todo de remover conflitos fara´ uso de varia´veis suporte, assim com







• Existe uma designac¸a˜o [x 7→ y ⊕ S ⊕ T ] ∈ σ onde x, y ∈ Var(Γ) e y /∈ Var(S)
• θ = {y 7→ v ⊕ S} e v e´ uma varia´vel de suporte nova.
Observac¸a˜o 4.2. Os termos T,S podem ser tomados de forma conveniente, desde que assegurando as
condic¸o˜es da regra separac¸a˜o.
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JAXO - Ramificac¸a˜o
Ramificac¸a˜o [Ram]: Esta regra consiste em detectar um conflito com alguma varia´vel original x de
Γ e tentar removeˆ-lo usando uma varia´vel suporte. A regra de ramificac¸a˜o divide-se em treˆs casos,
dependendo do tipo de conflito, a dizer, na˜o-varia´vel, varia´vel e auxiliar.
• Na˜o-Varia´vel [NRam]: Esse tipo de ramificac¸a˜o sera´ usado quando alguma varia´vel original x






• Existe uma designac¸a˜o [x 7→ v⊕ s⊕ S] ∈ σ tal que v 6∈ Var(Γ), x ∈ Var(Γ) e v /∈ Var(s) .
• s e´ um termo simples, na˜o-varia´vel, x esta´ em conflito com s em σ e (v, s) /∈ Υ.
• θ = {v 7→ v′ ⊕ s} e v′ e´ uma varia´vel nova.
• Υ′ = Υ[v′v ] ∪ (v′, s) e Υ′′ = Υ ∪ (v, s)
• Varia´vel [VRam]: Esta regra sera´ aplicada quando existir um conflito entre duas varia´veis origi-
nais x e y, isto e´, quando existir u =↓ v ∈ Γ, tal que x ⊕ y e´ um subtermo de v e as designac¸o˜es






• Existem as designac¸o˜es [x 7→ vi ⊕ vj ⊕ S], [y 7→ vi ⊕ S′] ∈ σ onde vi, vj /∈ Var(Γ) e
x, y ∈ Var(Γ)
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• Existe u =↓ u′ ∈ Γ onde x⊕ y e´ subtermo de u′.
• (vi, vj), (vj , vi) /∈ Υ
• θ = {vi 7→ v′i ⊕ vij , vj 7→ v′j ⊕ vij}, onde v′i, v′j , vij sa˜o varia´veis de suporte novas.






] ∪Aji , onde o conjunto Aji e´ definido por:
Aji := {(v′i, vij), (v′j , vij), (vij , v′i), (vij , v′j), (v′i, v′j), (v2j′, v′i)}
• Υ′′ = Υ ∪ {(vi, vj), (vj , vi)}
• Auxiliar: Esse tipo de ramificac¸a˜o sera´ utilizado quando existir um conflito entre duas varia´veis
originais x e y e um termo simples s, isto e´, quando x ⊕ y e´ um subtermo de v para u =? v ∈ Γ,






• Existem designac¸o˜es [y 7→ v ⊕ S′], [x 7→ v ⊕ s⊕ S] ∈ σ onde v 6∈ Var(Γ) e x, y ∈ Var(Γ)
• s e´ um termo simples e na˜o-varia´vel onde v /∈ Var(s)
• Existe uma equac¸a˜o assime´trica u =↓ u′ ∈ Γ onde x⊕ y e´ subtermo de u′.
• (v, s) /∈ Υ
• θ = {v 7→ v′ ⊕ s} onde, v′ e´ uma varia´vel de suporte nova.
• Υ′ = Υ[v′v ] e Υ′′ = Υ ∪ (v, s)
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Observac¸a˜o 4.3. Note que para a regra ramificac¸a˜o ha´ va´rias possı´veis escolhas de varia´veis suporte v
na designac¸a˜o do x ∈ Dom(σ), enta˜o o ramo a` esquerda e´ definido pela escolha da varia´vel suporte, e
o lado direito e´ eliminar a escolha da varia´vel suporte no ramo. A ramificac¸a˜o varia´vel e a ramificac¸a˜o
auxiliar na˜o eliminam o conflito, apenas preparam σ para a regra de instanciac¸a˜o.
Exemplo 4.2. Seja Γ = {y ⊕ z =↓ x ⊕ a, y ⊕ a ⊕ b =↓ w ⊕ a ⊕ y} um problema de unificac¸a˜o
de unificac¸a˜o assime´trica. Observe que ao aplicar o algoritmo JXORh sobre Γ, obtemos o seguinte
unificador padra˜o: σ = {x 7→ y⊕a⊕ z, w 7→ b}. Pelos teoremas de correc¸a˜o e completude de JXORh,
σ e´ um unificador idempotente e mais geral de Γ. Pore´m σ na˜o e´ um unificador assime´trico de Γ, pois
y ⊕ z =↓ x⊕ a ∈ Γ e xσ =AC a⊕ (y ⊕ z) enta˜o x tem um conflito com a em σ.
Vamos aplicar as regras de [Sep] e [Ram] sobre o estado inicial σ‖∅‖∅ para tentar transformar σ
em um unificador assime´trico de Γ.
1. σ‖∅‖∅: como existem y, z varia´veis originais na designac¸a˜o [x 7→ y⊕a⊕z] ∈ σ, enta˜o aplicando
[Sep] duas vezes obtemos: σ‖∅‖∅ =⇒2Sep σ2‖∅‖∅ com, σ2 = {x 7→ v1 ⊕ a ⊕ v2, y 7→ v1, z 7→
v2, w 7→ b}.
2. σ2‖∅‖∅: como x esta´ em conflito com a em σ2, e v1 e´ uma varia´vel suporte na designac¸a˜o [x 7→
v1 ⊕ a ⊕ v2] ∈ σ2, podemos aplicar [NRam], obtendo: σ2‖∅‖∅ =⇒NRam σ3‖∅‖Υ3 ∨ σ2‖∅‖Υ′2,
com Υ3 = {(v′1, a)}, Υ′2 = {(v1, a)}, σ3 = σ2θ3 ↓ e θ3 = {v1 7→ v′1 ⊕ a} e σ3 = σ2θ3 ↓= {x 7→
v′1 ⊕ v2, y 7→ v′1 ⊕ a, v1 7→ v′1 ⊕ a, z 7→ v2, w 7→ b}.
3. σ3‖∅‖Υ3: note que y⊕ a⊕ b =↓ w⊕ a⊕ y ∈ Γ e yσ3 =AC a⊕ v′1, logo y tem um conflito com a
em σ3, pore´m a u´nica varia´vel suporte na designac¸a˜o [y 7→ v′1⊕a] ∈ σ3 e´ v′1. Como (v′1, a) ∈ Υ3,
na˜o e´ possı´vel aplicar [Sep] ou [Ram]. Mais ainda σ3‖∅‖Υ3 e´ um estado final e y tem um conflito
com σ3, enta˜o σ3 na˜o e´ um unificador asime´trico de Γ.
4. σ2‖∅‖Υ′2: x tem um conflito com a em σ2 e (v1, a) ∈ Υ′2, portanto na˜o podemos aplicar [NRam]
com a varia´vel suporte v1, mas podemos aplicar com a varia´vel suporte v2. Enta˜o, σ2‖∅‖Υ′2 =⇒NRam
σ′3‖∅‖Υ′3 ∨ σ2‖∅‖Υ′′2 com Υ′3 = {(v1, a), (v′2, a)}, Υ′′2 = {(v1, a), (v2, a)}, σ′3 = σ2θ′3 ↓ e
θ′3 = {v2 7→ v′2 ⊕ a} σ′3 = {x 7→ v1 ⊕ v′2, y 7→ v1, z 7→ v′2 ⊕ a,w 7→ b}
5. σ′3‖∅‖Υ′3:
125
Note que σ′3 e´ um unificador assime´trico de Γ, bastando testar o lado direito em cada equac¸a˜o em
Γ, de fato,
• (x⊕ a)σ′3 = v1 ⊕ v′2 ⊕ a
• (w ⊕ a⊕ y)σ′3 = b⊕ a⊕ v1
6. σ2‖∅‖Υ′′2: Note que x tem um conflito com a em σ2, pore´m (v1, a), (v2, a) ∈ Υ′′2 e portanto na˜o
e´ possı´vel aplicar a regra ramificac¸a˜o na˜o varia´vel. Mais ainda na˜o e´ possı´vel aplicar nenhuma
regra e portanto σ2‖∅‖Υ′′2 e´ um estado final
Representando essas aplicac¸o˜es de regras como uma a´rvore de estados, obtemos a seguinte a´rvore. Os















Instanciac¸a˜o (Inst): Estas regras sera˜o utilizadas apenas quando na˜o for possı´vel mais aplicar as regras
de ramificac¸a˜o e separac¸a˜o. O principal objetivo desta regra e´ remover conflitos entre termos simples s, t
que sa˜o ACUN -unifica´veis e remover varia´veis suporte que esta˜o em conflito. Esta regra e´ dividida em
duas:
• Decomposic¸a˜o: Esta regra sera´ utilizada quando houver conflitos entre termos simples s, t que
tem o mesmo sı´mbolo raiz, resultando em um conjunto completo L de unificadores para s =?
t(Algoritmo Capı´tulo 3) Para cada unificador θ ∈ L e´ criado um novo ramo, tornando esta regra









• Existe a designac¸a˜o [x 7→ s ⊕ t ⊕ S] ∈ σ, onde s, t sa˜o termos simples, na˜o-varia´veis com
raı´z(s) = raı´z(t)
• x tem um conflito com s em Γ e (s, t) /∈ ∆
• {θ1, . . . , θn} e´ um conjunto completo de ACUN-unificadores da equac¸a˜o s =? t.
• σi := σθi, Υi := Υθi e ∆i := ∆θi para cada i ∈ {1, . . . , n}
• ∆′ = ∆ ∪ (s, t)
• Eliminac¸a˜o: Esta regra sera´ utilizada quando houver conflitos entre varia´veis x, y ∈ Var(Γ) e






• Existe designac¸o˜es [x 7→ v ⊕ S], [y 7→ v ⊕ S′] ∈ σ.
• S, S′ sa˜o termos na˜o vazios e v e´ uma varia´vel suporte.
• Existe a equac¸a˜o u =↓ u′ ∈ Γ, tal que x⊕ y e´ subtermo de v′.
• θ = {v 7→ 0}
Vamos definir agora o algoritmo JAXO para as etapas (3) e (4) que descrevemos na introduc¸a˜o
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deste capı´tulo. Para isso utilizaremos uma pilha 1 Ppara corrigir o problema da regra de infereˆncia
decomposic¸a˜o ser na˜o determinı´stica na quantidade de ramos gerados. Uma lista L sera´ utilizada para
armazenar os estados finais relevantes, isto e´, os estados finais que tem Inst na˜o vazio.
Algoritmo 2: JAXO
Data: Um problema de unificac¸a˜o Γ, um estado inicial σ̂‖∅‖∅ sobre Γ
Result: Lista L de estados finais de Γ
1 inicializac¸a˜o: P ← new pilha(), L← new Lista();
2 P.push(σ̂‖∅‖∅);
3 while P 6= ∅ do
4 σ‖Υ‖∆← P.pop();
5 if σ‖Υ‖∆ =⇒JAXO
∨n
i=1 σi‖Υi‖∆i then










Vamos enunciar o seguinte teorema da terminac¸a˜o deste algoritmo, pela sua complexidade te´cnica
decidimos por apenas citar a demonstrac¸a˜o que foi realizada Liu [18].
Teorema 4.3 (Terminac¸a˜o de JAXO). JAXO e´ terminante, isto e´, em algum momento de sua execuc¸a˜o
a pilha P tem apenas estados finais.
Demonstrac¸a˜o. Liu em sua tese [18], constro´i uma medida µ dos estados va´lidos de JAXO para N6, em
que a cada aplicac¸a˜o de uma regra de infereˆncia de JAXO a medida µ decresce com relac¸a˜o a relac¸a˜o
noetheriana >lex de N6.
1Me´todo First-in Last-out para inserc¸a˜o e remoc¸ao na pilha P
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Para as regras decomposic¸a˜o e ramificac¸a˜o varia´vel a prova em que a medida decresce tem um grau
elevado de complexidade.
Teorema 4.4 (Correc¸a˜o de JAXO). Se L := JAXO(Γ, σ‖∅‖∅) enta˜o para cada σi‖Υi‖∆i ∈ L temos
que σi e´ um ACUN-unificador assime´trico de Γ que e´ uma instaˆncia de σ.
Demonstrac¸a˜o. A prova segue dos resultados estabelecidos no capı´tulo 5 e do algoritmo JAXO, pois
escolhemos apenas os estados que σi e´ um ACUN-unificador assime´trico, e σi e´ uma instaˆncia de σ pela
definic¸a˜o das regras de infereˆncia de JAXO.
Teorema 4.5 (Completude de JAXO). Se L := {σi‖Υi‖∆i} = JAXO(Γ, σ‖∅‖∅) e δ um unificador
assime´trico de Γ que e´ uma instaˆncia de σ enta˜o existe um estado σi‖Υi‖∆i ∈ L tal que σi|Var(Γ) .⊕
δ|Var(Γ)
Demonstrac¸a˜o. A prova completa esta´ no capı´tulo 5.
Exemplo 4.3. Vamos aplicar o algoritmo JAXO no problema Γ com um ACUN -mgu σ obtido pelo
algoritmo JXORh, isto e´, Γ = {x⊕y⊕z =↓ a, x⊕z =↓ x⊕z, x⊕a =↓ x⊕a, a⊕f(b) =↓ w⊕f(y)}
em que σ = {x 7→ y ⊕ z ⊕ a,w 7→ a⊕ f(b)⊕ f(y)}. Assim obtemos o estado inicial, σ‖∅‖∅.
1. σ‖∅‖∅: observe que z e´ uma varia´vel original e z ∈⊕ xσ, aplicando regra [Sep] com θ1 = {z 7→ v1},
obtemos σ1‖Υ1‖∆1, com Υ1 = ∅, ∆1 = ∅ e, σ1 = σθ1 = {x 7→ v1 ⊕ y ⊕ a, z 7→ v1, w 7→
a⊕ f(b)⊕ f(y)}.
σ‖∅‖∅] Sep=⇒ σ1‖∅‖∅
2. σ1‖∅‖∅: z ∈⊕ xσ1 e z uma varia´vel original, enta˜o de forma ana´loga ao item 2 temos, Υ2 = ∅,
∆2 = ∅ e, σ2{x 7→ v1 ⊕ v2 ⊕ a, z 7→ v1, y 7→ v2, w 7→ f(b)⊕ f(v2)}. Logo,
σ1‖∅‖∅ [Sep]=⇒ σ2‖∅‖∅
3. σ2‖∅‖∅: x tem um conflito com a em σ2, pois a equac¸a˜o x⊕a =↓ x⊕a ∈ Γ e xσ2 =AC a⊕(v1⊕v2),
enta˜o vamos aplicar a regra [NRam] escolhendo a varia´vel suporte v1 e θ13 = {v1 7→ v3 ⊕ a},
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obtendo dois estados σ13‖Υ13‖∆13 e σ23‖Υ23‖∆23, com, Υ13 = {(v3, a)}, ∆13 = ∅, Υ23 = {(v1, a)},
∆23 = ∅, σ23 = σ2 e,
σ13 = σ2θ
1






Vamos colocar σ2‖Υ23‖∅ na pilha P , isto e´, P = {σ2‖Υ23‖∅}
4. σ13‖Υ13‖∅:
Como x ⊕ z =↓ x ⊕ z ∈ Γ e [x 7→ v2 ⊕ v3], [z 7→ v2] ∈ σ e (v2, v3) /∈ Υ13 podemos aplicar
a regra ramificac¸a˜o varia´vel, com θ14 = {v2 7→ v′2 ⊕ v23, v3 7→ v′3 ⊕ v23}, obtendo dois estados
σ14‖Υ14‖∆14, σ24‖Υ24‖∆24.




4 = {(v′3, a), (v23, a)} ∪ A32, Υ24 = {(v1, a), (v2, v3), (v3, v2)}, ∆14 = ∅, ∆24 = ∅,
σ24 = σ
1







σ14 = {x 7→ v′3 ⊕ v′2, z 7→ v′3 ⊕ v23 ⊕ a, y 7→ v′2 ⊕ v23, w 7→ a⊕ f(b)⊕ f(v′2 ⊕ v23}
σ13‖Υ13‖∅] V Ram=⇒ σ13‖Υ24‖∅
Vamos colocar σ13‖Υ24‖∅ na pilha, e portanto temos, P = {σ13‖Υ24‖∅, σ2‖Υ23‖∅}
5. σ14‖Υ14‖∅:
Observe que na˜o e´ possı´vel mais aplicar nenhuma regra de ramificac¸a˜o e portanto podemos aplicar
a regra decomposic¸a˜o pois a ⊕ f(b) =↓ w ⊕ f(y) ∈ Γ com f(y)σ14 = f(v′2 ⊕ v23) e portanto w
tem um conflito com f(v′2 ⊕ v23) em σ14 . Seja θ15 = {v′2 7→ v23 ⊕ b}, θ15 e´ um ACUN-unificador mais











 (v′3, a) (v23, a) (v′2, v23) (v23, b) (v23, v23)(v′2, v′3) (v′3, b) (v′3, v23) (v′3, v23) (v23, v′3)
 (4.2)







Obtendo a pilha P = {σ14‖Υ14‖∆25, σ13‖Υ24‖∅, σ2‖Υ23‖∅}
6. σ15‖Υ15‖∅: vamos aplicar u´nica regra possı´vel [Elim] sobre a varia´vel v′3, logo sendo θ6 = {v′3 7→ 0}
temos σ6 = σ15θ6, Υ6 = Υ
1
5θ6 e o estado σ6‖Υ6‖∅, enta˜o:σ6 = {x 7→ v23 ⊕ b, z 7→ v23 ⊕ a, y 7→
b, w 7→ a} e
Υ6 =
 (v′3, a) (v23, a) (v′2, v23) (v23, b) (v23, v23)(v′2, 0) (v′3, b) (v′3, v23) (v′3, v23) (v23, 0)

Logo, σ15‖Υ15‖∅ Elim=⇒ σ6‖Υ6‖∅.
Tomando σ7 = {x 7→ b, z 7→ a, y 7→ b, w 7→ a} e
Υ7 =
 (v′3, a) (v23, a) (v′2, 0) (v23, b) (v23, 0)(v′2, 0) (v′3, b) (v′3, 0) (v′3, 0) (v23, 0)

obtemos, σ6‖Υ6‖∅] Elim=⇒ σ7‖Υ7‖∅.
Ainda temos a pilha P = {σ14‖Υ14‖∆25, σ13‖Υ24‖∅, σ2‖Υ23‖∅}, esses estados da pilha podem ainda gerar
novos estados de soluc¸a˜o.
Observe que de fato σ7 e´ idempotente e um unificador assime´trico de Γ que na˜o e´ equivalente a σ
pois usamos as regras de decomposic¸a˜o e a eliminac¸a˜o
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Capı´tulo 5
Correc¸a˜o e Completude de JAXO
Este capı´tulo consiste de demonstrac¸o˜es de lemas e proposic¸o˜es te´cnicas necessa´rias para prova de
correc¸a˜o e completude do algoritmo JAXO. Muitas dessas provas sa˜o ine´ditas e/ou alternativas a`s provas
abordadas em [18].
5.1 Idempoteˆncia das Soluc¸o˜es e Regularidade dos Estados Va´lidos de
JAXO
Nesta sec¸a˜o provaremos resultados importantes sobre os estados va´lidos de JAXO para um problema
de ACUN-unificac¸a˜o Γ, dentre eles, garantir que cada estado va´lido σ‖Υ‖∆, σ seja idempotente e
Dom(σ) ∩ Var(Υ,∆) = ∅, pois precisamos que as soluc¸o˜es de JAXO sejam idempotentes e para pro-
varmos a correc¸a˜o e completude, iremos utilizar o Teorema 4.2, que e´ uma simplificac¸a˜o para pertineˆncia
no conjunto Inst.
Lema 5.1. Seja σ‖Υ‖∆ um estado va´lido de JAXO.
1. Se σ‖Υ‖∆ =⇒Sep σθ‖Υθ‖∆θ enta˜o σ|Var(Γ) ≈AC σθ|Var(Γ).
2. Se σ‖Υ‖∆ =⇒Sep σθ‖Υθ‖∆θ e σ for idempotente enta˜o σθ e´ idempotente.
Demonstrac¸a˜o. 1. Por hipo´tese, θ = {y 7→ v⊕S}, onde v e´ uma varia´vel nova. Defina a substituic¸a˜o
α da seguinte forma: α := {v 7→ y ⊕ S}.
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Observe que θα|V\{v} = idV , ja´ que para uma varia´vel w /∈ {y, v} temos que wθα ↓= w e para y
temos yθα ↓=AC (v ⊕ S)α ↓=AC (y ⊕ S ⊕ S) ↓= y.
Logo, por v ser uma varia´vel nova, obtemos que v /∈ Var(Im(σ)) e enta˜o, para todo x ∈ Var(Γ)
temos xσθα ↓=AC xσ ↓. Assim σθ|Var(Γ) .AC σ|Var(Γ), donde segue que σ|Var(Γ) ≈AC
σθ|Var(Γ).
2. Por hipo´tese θ = {y 7→ v ⊕ S} onde v e´ uma varia´vel nova. Vamos mostrar que σθ = θσθ:
• Tome w ∈ V \ {y}, enta˜o wθ = w, ou ainda, wθσθ = wσθ.
• Para y temos: yθσθ = (v ⊕ S)σθ = vσθ ⊕ Sσθ.
Como σ e´ idempotente e S e´ um subtermo de xσ ∈ Im(σ) temos Sσ = S. Pelas condic¸o˜es
da regra de separac¸a˜o:v e´ uma varia´vel nova, o que implica que vσθ = v; e y /∈ Var(S) o
que implica que Sθ = S. Assim yθσθ = v ⊕ S = yσθ,
Logo, σθσθ = σσθ = σθ.
Lema 5.2. Seja σ‖Υ‖∆ um estado va´lido.
1. Se σ‖Υ‖∆ =⇒NRam σθ‖Υ′θ‖∆θ ∨ σ‖Υ′′‖∆ enta˜o σ|Var(Γ) ≈AC σθ|Var(Γ).
2. Se σ‖Υ‖∆ =⇒NRam σθ‖Υ′θ‖∆θ ∨ σ‖Υ′′‖∆ e σ for idempotente enta˜o σθ e´ idempotente.
Demonstrac¸a˜o. 1. Por hipo´tese, θ = {v 7→ v′⊕ s}, onde v′ e´ uma varia´vel nova em σ‖Υ‖∆. Defina
α = {v′ 7→ v ⊕ S}. Analogamente ao Lema 5.1, pode-se provar que σθ|Var(Γ) ≈AC σ|Var(Γ).
2. Por hipo´tese, θ = {v 7→ v′ ⊕ s}, onde v′ e´ uma varia´vel nova em σ‖Υ‖∆. Vamos provar que
θσθ = σθ.
De fato, como v /∈ Var(s), σ e´ idempotente e v, s sa˜o subtermos de xσ ∈ Var(Im(σ)) e v′ e´
uma varia´vel nova, obtemos: vθσθ ↓= (v′ ⊕ s)σθ ↓= v′σθ ⊕ sσθ = v′ ⊕ s = vσθ.
Para qualquer outra varia´vel w 6= v obtemos wθ = w e enta˜o wθσθ = wσθ.
Logo, para w uma varia´vel qualquer temos que wσθσθ = wσσθ = wσθ, e o resultado segue.
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Lema 5.3. Seja σ‖Υ‖∆ um estado va´lido de JAXO
1. Se σ‖Υ‖∆ =⇒V Ram σθ‖Υ′θ‖∆θ
∨
σ‖Υ′′‖∆, enta˜o σ|Var(Γ) ≈AC σθ|Var(Γ).
2. Se σ‖Υ‖∆ =⇒V Ram σθ‖Υ′θ‖∆θ
∨
σ‖Υ′′‖∆ e σ e´ idempotente enta˜o σθ e´ idempotente.
Demonstrac¸a˜o. 1. Por hipo´tese, θ = {v1 7→ v′1 ⊕ v12, v2 7→ v′2 ⊕ v12}. Considere a substituic¸a˜o
α := {v′1 7→ v1 ⊕ v12, v′2 7→ v2 ⊕ v12}, enta˜o θα = {v′1 7→ v1 ⊕ v12, v′2 7→ v2 ⊕ v12}.
Como v′1, v′2, v′12 sa˜o varia´veis novas, para cada w ∈ Var(Γ), tem-se que v′1, v′2, v′12 /∈ Var(wσ),
o que implica que wσθα ↓=AC wσ ↓. Assim obtemos σθ|Var(Γ) ≈AC σ|Var(Γ).
2. Por hipo´tese, θ = {v1 7→ v′1 ⊕ v12, v2 7→ v′2 ⊕ v12}. Vamos mostrar que θσθ = σθ:
Por hipo´tese σ e´ idempotente, v1, v2 ∈ Var(Im(σ)) e v′1, v′2, v12 sa˜o varia´veis novas enta˜o
v′1, v′2, v12 /∈ Dom(σ). Observe que
v1θσθ ↓= (v′1 ⊕ v12)σθ ↓= v′1 ⊕ v12 = v1θ ↓= v1σθ ↓
v2θσθ ↓= (v′2 ⊕ v12)σθ ↓= v′2 ⊕ v12 = v2θ ↓= v2σθ ↓
Seja w 6= v1, v2 uma varia´vel, enta˜o wθ = w, o que implica que, wθσθ = wσθ e o resultado
segue.
Lema 5.4. 1. Se σ‖Υ‖∆ =⇒Raux σθ‖Υ′θ‖∆θ ∨ σ‖Υ′′‖∆ enta˜o σ|Var(Γ) ≈AC σθ|Var(Γ).
2. Se σ‖Υ‖∆ =⇒Raux σθ‖Υ′θ‖∆θ ∨ σ‖Υ′′‖∆ e σ for idempotente enta˜o σθ e´ idempotente.
Demonstrac¸a˜o. Ana´logo ao caso da ramificac¸a˜o na˜o varia´vel.




σ‖Υ‖∆′ e σ e´ idempotente enta˜o, para cada i ∈
{1, . . . , n} tem-se que σi e´ idempotente.
Demonstrac¸a˜o. Seja {θ1, . . . , θn} um conjunto completo de ACUN -unificadores de s =? t, podemos
supor sem perda de generalidade que, para cada i ∈ {1, . . . , n} temos que Var(Im(θi))∩Dom(σ) = ∅.
Vamos mostrar que xθiσθi ↓= xσθi ↓:
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• Tome x ∈ Dom(θi). Como Dom(θi) ⊆ Var(s) ∪ Var(t) ⊆ Var(Im(σ)) e σ e´ idempotente,
temos que xσθi ↓= xθi ↓= xθiσ ↓.
Aplicando θi de ambos os lados, temos xθiσθi ↓= xσθiθi ↓, e por θi ser idempotente, obtemos
xθiσθi ↓= xσθi ↓.
• se x /∈ Dom(θi) enta˜o xθi = x e, portanto xθiσθi ↓= xσθi ↓.
Portanto σθiσθi = σσθi = σθi.
Lema 5.6. Se σ‖Υ‖∆ =⇒Elim σθ‖Υθ‖∆θ e σ e´ idempotente, enta˜o σθ e´ idempotente.
Demonstrac¸a˜o. E´ trivial pois θ = {v 7→ 0} e portanto σθ e´ a substituic¸a˜o σ removendo todas as
ocorreˆncias da varia´vel v na Im(σ), portanto σθ continua idempotente.
Teorema 5.1 (Idempoteˆncia). Se σ‖Υ‖∆ e´ um estado va´lido de JAXO enta˜o σ e´ idempotente.
Demonstrac¸a˜o. Vamos provar por induc¸a˜o sobre a quantidade de regras de infereˆncias de JAXO que
foram utilizadas.
Hipo´tese de induc¸a˜o: Seja σ‖Υ‖∆ obtido com n ≥ 0 aplicac¸o˜es de regras de infereˆncia sobre um
estado inicial, enta˜o σ e´ idempotente.
Base da induc¸a˜o: n = 0.
O estado inicial σ‖∅‖∅ e´ o u´nico estado va´lido obtido por zero aplicac¸o˜es de regras de JAXO, onde
σ ∈ UACUN e UACUN e´ um conjunto completo de unificadores de Γ, enta˜o σ e´ idempotente.
Passo Indutivo.seja σ′‖Υ′‖∆′ um estado va´lido obtido com n+ 1 aplicac¸o˜es das regras de JAXO sobre
um estado inicial. Enta˜o existe σ‖Υ‖∆ obtido com n aplicac¸o˜es das regras tal que σ‖Υ‖∆ =⇒JAXO
σ′‖Υ′‖∆′ e portanto, por HI, σ e´ idempotente. Pelos Lemas 5.1 a 5.5, σ′ e´ idempotente.
Teorema 5.2 (Regularidade). Se σ‖Υ‖∆ e´ um estado va´lido de JAXO enta˜oDom(σ)∩Var(Υ,∆) = ∅.
Demonstrac¸a˜o. Como σ‖Υ‖∆ e´ um estado va´lido, existe um estado inicial σ̂‖∅‖∅ e um nu´mero natural
n ∈ N tal que σ̂‖∅‖∅ =⇒nJAXO σ‖Υ‖∆, vamos provar por induc¸a˜o sobre n ∈ N.
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Hipo´tese de induc¸a˜o: Seja σ‖Υ‖∆ obtido com n ≥ 0 aplicac¸o˜es de regras de infereˆncia sobre o
estado inicial σ̂‖∅‖∅, enta˜o Dom(σ) ∩ Var(Υ,∆) = ∅.
Base da induc¸a˜o: Os u´nicos estados va´lidos obtidos com 0 aplicac¸o˜es de regras sa˜o o estados iniciais, e
o resultado segue trivialmente.
Passo Indutivo. Suponha que σ̂‖∅‖∅ =⇒n+1JAXO σ1‖Υ1‖∆1. Portanto existe um estado σ‖Υ‖∆ tal que,
σ̂‖∅‖∅ =⇒nJAXO σ‖Υ‖∆ =⇒JAXO σ1‖Υ1‖∆1. Por HI, Dom(σ) ∩ Var(Υ,∆) = ∅. Observe que em
cada regra de infereˆncia, considerando os ramos na˜o triviais, temos σ1 = σθ, onde θ e´ uma substituic¸a˜o
idempotente com Dom(θ) ⊆ Var(Im(σ)) e Var(Im(θ)) ∩ Dom(σ) = ∅, pois σ e´ idempotente e as
varia´veis ocorrendo em Var(Im(θ)) sa˜o varia´veis novas no estado σ‖Υ‖∆ ou sa˜o varia´veis ocorrendo
em Var(Im(σ)), pela pro´pria definic¸a˜o das regras.
Nas regras [Sep] e [Inst], temos que Υ1 = Υθ e ∆1 = ∆θ e como:
Var(Υθ) ⊆ (Var(Υ) \ Dom(θ)) ∪ Var(Im(θ))
Var(∆θ) ⊆ (Var(∆) \ Dom(θ)) ∪ Var(Im(θ))
Temos as seguintes incluso˜es:
Dom(σθ) ∩ Var(Υθ) ⊆ Dom(σθ) ∩ [(Var(Υ) \ Dom(θ)) ∪ Var(Im(θ))]
⊆ (Dom(σ) ∪ Dom(θ)) ∩ [(Var(Υ) \ Dom(θ)) ∪ Var(Im(θ))]
Dom(σθ) ∩ Var(∆θ) ⊆ Dom(σθ) ∩ [(Var(∆) \ Dom(θ)) ∪ Var(Im(θ))]
⊆ (Dom(σ) ∪ Dom(θ)) ∩ [(Var(∆) \ Dom(θ)) ∪ Var(Im(θ))]
Portanto unindo os conjuntos das incluso˜es acima obtemos:
Dom(σθ) ∩ Var(Υθ,∆θ) ⊆ Dom(σθ) ∩ [(Var(Υ,∆) \ Dom(θ)) ∪ Var(Im(θ))]
⊆ (Dom(σ) ∪ Dom(θ)) ∩ [(Var(Υ,∆) \ Dom(θ)) ∪ Var(Im(θ))] = ∅
Os ramos triviais sa˜o os que σ1 = σ, e portanto, o resultado e´ trivial pois Υ1 = Υ e ∆1 = ∆∪ (s, t)
onde s, t sa˜o subtermos de algum termo de Im(σ).
Para a regra ramificac¸a˜o a demonstrac¸a˜o e´ ana´loga, com a u´nica diferenc¸a que Υ1 tem algumas
varia´veis novas.
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Lema 5.7. Seja σ‖Υ‖∆ um estado va´lido de JAXO. Se existir u =↓ u′[s⊕t]p ∈ Γ, tal que p ∈ Pos(u′),
s, t sa˜o termos simples na˜o varia´veis onde tσ =⊕ sσ enta˜o Inst(Γ, σ,Υ,∆) = ∅.
Demonstrac¸a˜o. Note que u′σ e´ redutı´vel, pois sσ ⊕ tσ e´ redutı´vel.
Tome γ uma substituic¸a˜o qualquer, por s, t serem termos simples e na˜o varia´veis enta˜o sσ, tσ sa˜o
termos simples e na˜o varia´veis. Portanto (sσγ ⊕ tσγ) ↓=AC (sσ ⊕ tσ)γ ↓= 0γ = 0, isto e´, sσγ ⊕
tσγ e´ redutı´vel, implicando que u′σγ e´ redutı´vel, e enta˜o σγ na˜o e´ um unificador assime´trico de Γ,
equivalentemente, σγ|Var(Γ) 6∈ Inst(Γ, σ,Υ,∆) e assim Inst(Γ, σ,Υ,∆) = ∅.
Lema 5.8. Seja σ‖Υ‖∆ um estado va´lido de JAXO. Enta˜o σ satisfaz Υ e ∆.
Demonstrac¸a˜o. Pelo Teorema 5.2 temos Dom(σ) ∩ Var(Υ,∆) = ∅.
• Tome (v, t) ∈ Υ, enta˜o v = vσ e t = tσ. Observe que se v = 0 ou t = 0 temos que vσ = 0 ou
tσ = 0 e portanto σ satisfaz (v, t). Suponha que v 6= 0 e t 6= 0, enta˜o v ⊕ t esta´ em sua forma
normal e portanto vσ ↓ ⊕tσ ↓ esta´ em sua forma normal, obtendo que σ satisfaz (v, t).
• Tome (s, t) ∈ ∆, enta˜o temos que sσ = s, tσ = t e s ⊕ t esta´ em sua forma normal e portanto
(s⊕ t) ↓6= 0, equivalentemente, (sσ ⊕ tσ) ↓6= 0 e portanto σ satisfaz ∆.
Portanto σ satisfaz Υ e ∆.
Lema 5.9. Seja σ‖Υ‖∆ um estado final de JAXO. Se σ na˜o e´ um unificador assime´trico de Γ satisfa-
zendo as seguintes condic¸o˜es:
1. Existe [x 7→ s⊕ T ] ∈ σ|Var(Γ)
2. Existe u =↓ u′[x⊕ t]p ∈ Γ, onde p ∈ Pos(u′)
3. s, t sa˜o termos simples na˜o varia´veis tais que tσ ↓=AC s
Enta˜o valem as seguintes afirmac¸o˜es:
a. Para cada v ∈⊕ T , tem-se que (v, s) ∈ Υ ou v ∈ Var(s).
b. Para cada termos simples t′ ∈⊕ T tal que raı´z(t′) = raı´z(s), enta˜o (s, t′) ∈ ∆
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Demonstrac¸a˜o. Vamos supor σ como na hipo´tese, portanto x tem um conflito com s em σ.
a. Tome v ∈⊕ T uma varia´vel suporte. Suponha por absurdo que (v, s) 6∈ Υ e v 6∈ Var(s) enta˜o
podemos aplicar a regra de infereˆncia ramificac¸a˜o na˜o varia´vel (NRam), que e´ uma contradic¸a˜o pois
σ‖Υ‖∆ e´ um estado final de JAXO.
b. Tome t′ ∈⊕ T um termo simples e na˜o varia´vel com raı´z(t′) = raı´z(s). Suponha por absurdo,
que (s, t′) 6∈ ∆, enta˜o podemos aplicar a regra de decomposic¸a˜o(Dec), que e´ uma contradic¸a˜o pois
σ‖Υ‖∆ e´ um estado final de JAXO.
Lema 5.10. Seja σ‖Υ‖∆ um estado final de JAXO. Se σ na˜o e´ um unificador assime´trico de Γ satisfa-
zendo as seguintes condic¸o˜es:
1. Existem [x 7→ s⊕ T ] ∈ σ|Var(Γ)
2. Existe u =↓ u′[x⊕ y]p ∈ Γ, onde p ∈ Pos(u′)
3. s e´ um termos simples e y ∈ Var(Γ) tal que yσ ↓=E s⊕ S
Enta˜o vale as seguintes afirmac¸o˜es:
a. Para cada v ∈⊕ S ⊕ T , (v, s) ∈ Υ ou v ∈ Var(s).
b. Para cada termo simples na˜o varia´vel t ∈⊕ S ⊕ T tal que raı´z(t) = raı´z(s), enta˜o (s, t) ∈ ∆
c. Se s = v uma varia´vel suporte enta˜o T e´ um termo vazio ou S e´ um termo vazio, isto e´, xσ = v ou
yσ = v.
Demonstrac¸a˜o. Vamos supor σ como na hipo´tese, portanto x, y tem um conflito com s em σ. Sem perda
de generalidade, vamos analisar apenas para v ∈⊕ T e t ∈⊕ T
1. s e´ um termo simples na˜o varia´vel:
a. Tome v ∈⊕ T uma varia´vel suporte. Suponha por absurdo que (v, s) 6∈ Υ e v 6∈ Var(s) enta˜o
podemos aplicar a regra ramificac¸a˜o auxiliar(ARam), que e´ uma contradic¸a˜o pois σ‖Υ‖∆ e´ um
estado final de JAXO.
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b. Tome t ∈⊕ T um termo simples e na˜o varia´vel, com raı´z(t) = raı´z(s). Suponha por absurdo, que
(s, t) 6∈ ∆ enta˜o podemos aplicar a regra decomposic¸a˜o(Dec) que e´ uma contradic¸a˜o pois σ‖Υ‖∆
e´ um estado final de JAXO.
2. s = v e´ uma varia´vel:
Enta˜o v na˜o e´ uma varia´vel original, pois caso v ∈ Var(Γ) temos que e´ possı´vel aplicar a regra
separac¸a˜o, que e´ uma contradic¸a˜o, enta˜o v e´ uma varia´vel suporte.
a. Suponha por absurdo que exista uma varia´vel suporte v2 ∈⊕ T tal que (v, v2) /∈ Υ e v 6= v2, isto
e´, (v, v2) /∈ Υ e v /∈ Var(v2) = {v2}. Portanto e´ possı´vel aplicar a regra ramificac¸a˜o varia´vel,
que e´ uma contradic¸a˜o, enta˜o v = v2 ou (v, v2) ∈ Υ. Como v ⊕ T esta´ em sua forma normal,
temos que v 6= v2 logo (v, v2) ∈ Υ para toda varia´vel suporte v2 ∈⊕ T
c. Suponha por absurdo S e T na˜o sa˜o termos na˜o vazios, como σ‖Υ‖∆ e´ um estado final, em
particular na˜o e´ possı´vel mais aplicar a regra ramificac¸a˜o. Portanto podemos aplicar a regra
instanciac¸a˜o do tipo eliminac¸a˜o, que e´ uma contradic¸a˜o, portanto S e´ um termo vazio ou T e´
um termo vazio.
Lema 5.11. Seja σ‖Υ‖∆ um estado final de JAXO. Se existe uma equac¸a˜o assime´trica u =↓ u′ ∈ Γ tal
que u′σ e´ redutı´vel enta˜o Inst(Γ, σ,Υ,∆) = ∅.
Demonstrac¸a˜o. Suponha por absurdo, que exista um δ ∈ Inst(Γ, σ,Υ,∆), enta˜o δ e´ um unificador
assime´trico de Γ e existe uma substituic¸a˜o γ tal que δ = σγ|Var(Γ) com σγ e´ idempotente satisfazendo
Υ e ∆.
Por hipo´tese existe u =↓ u′ ∈ Γ tal que u′σ e´ redutı´vel, portanto existem uma posic¸a˜o p ∈ Pos(u′)
e termos simples s, s′ tais que u′ = u′[s′ ⊕ t′]p e sσ ⊕ s′σ e´ redutı´vel.
Como supomos que Inst(Γ, σ,Υ,∆) 6= 0, pelo Lema 5.7 temos que s ou s′ e´ uma varia´vel, portanto
existem dois possı´veis casos.
1. Se s e´ um termos simples na˜o varia´vel e s′ = x ∈ Var(Γ), enta˜o:
Neste caso temos u =↓ u′[x ⊕ s]p ∈ Γ, [x 7→ t ⊕ T ] ∈ σ|Var(Γ) e sσ =⊕ t. E como σ na˜o e´
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um unificador assime´trico de Γ, que satisfaz as condic¸o˜es 1, 2 e 3 do Lema 5.9, portanto vale as
afirmac¸o˜es a e b do Lema 5.9.
Note que σγ e´ uma substituic¸a˜o idempotente que satisfaz Υ, ∆ e σγ e´ um unificador assime´trico de
Γ, portanto xσγ ⊕ sσγ =⊕ xσγ ⊕ tγ e´ irredutı´vel, implicando que tγ /∈⊕ xσγ.
Pore´m xσγ = (t ⊕ T )γ ↓= (tγ ⊕ Tγ) ↓= (tσγ ⊕ Tσγ) ↓, e como tσγ /∈⊕ xσγ enta˜o tem que
existir algum termo simples t′ ∈⊕ T tal que t′σγ ↓=AC tσγ ⊕ T ′. Existem dois possı´veis casos:
• t′ = v ∈⊕ T uma varia´vel suporte:
Pelo Lema 5.9, (v, t) ∈ Υ ou v ∈ Var(t) e como vσγ =AC tσγ ⊕ T ′ temos que v /∈ Var(t),
logo (v, t) ∈ Υ, que e´ uma contradic¸a˜o pois vσγ ↓ ⊕tσγ ↓ e´ redutı´vel e σγ satisfaz Υ.
• t′ e´ na˜o varia´vel: Enta˜o novamente pelo Lema 5.9 temos que (t, t′) ∈ ∆ que e´ uma contradic¸a˜o
pois tσγ ↓=AC t′σγ ↓ e σγ satisfaz ∆.
2. Se s, s′ ∈ Var(Γ) de uma forma ana´loga obtemos que seria possı´vel aplicar uma das regras V Ram,ARam,
Dec ou Elim, e pelo Lema 5.10 obtemos uma contradic¸a˜o.
Logo, Inst(Γ, σ,Υ,∆) = ∅.
5.2 Correc¸a˜o e Completude
Neste capı´tulo iremos provar primeiro que a cada aplicac¸a˜o de regras de infereˆncia de JAXO sobre um
estado va´lido as soluc¸o˜es do estado na˜o se perdem, onde se σ‖Υ‖∆ e´ um estado va´lido enta˜o dizemos
que suas soluc¸o˜es sa˜o Inst(Γ, σ,Υ,∆).
Lema 5.12. Se σ‖Υ‖∆ =⇒Sep σθ‖Υθ‖∆θ, enta˜o Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υθ,∆θ).
Demonstrac¸a˜o. Suponha σ‖Υ‖∆ =⇒Sep σθ‖Υθ‖∆θ enta˜o existe [x 7→ y ⊕ S ⊕ T ] ∈ σ com θ =
{y 7→ v ⊕ S} exatamente como na definic¸a˜o.
Tome δ ∈ Inst(Γ, σ,Υ,∆), logo existe γ tal que δ = σγ|Var(Γ), σγ e´ idempotente e σγ satisfaz Υ
e ∆. Seja φ := {v 7→ y ⊕ S} daı´ temos θφ = {v 7→ y ⊕ S}.
Afirmac¸a˜o:σθφγ|V\{v} =AC σγ|V\{v}.
Como v e´ uma varia´vel nova enta˜o v /∈ Var(Im(σ)) enta˜o para todo w ∈ V r {v} temos que
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v /∈ Var(wσ), assim wσθφ =AC wσ, implicando que, wσθφγ =AC wσγ. Logo, σθφγ|V\{v} =AC
σγ|V\{v}.
Definindo por simplicidade, σ1 := σθ e γ1 := φγ, enta˜o pela afirmac¸a˜o acima σ1γ1|V\{v} =AC
σγ|V\{v} e por v /∈ Var(Γ) temos δ =AC σ1γ1|Var(Γ).
Agora basta provarmos que σ1γ1 satisfaz Υθ e ∆θ. No Lema 5.1, provamos que se σ e´ idempotente
enta˜o σθ e´ idempotente e para provarmos isso provamos que θσθ = σθ, enta˜o θσθφγ =AC θσ1γ1 =AC
σ1γ1, concluindo que, θσ1γ1|V\{v} =AC σ1γ1|V\{v} =AC σγ|V\{v}.
i) Sendo (u, t) ∈ Υ onde t e´ um termo simples na˜o-varia´vel e uσγ 6= 0, temos que (u, tθ) ∈
Υθ. Como v /∈ Var(t) e u 6= v enta˜o pelo resultado acima obtemos que, uσ1γ1 =AC uσγ e
tθσ1γ1 =AC tσγ. Assim aplicando ⊕ as partes obtemos: uσ1γ1 ↓ ⊕tθσ1γ1 ↓ =AC uσγ ↓
⊕tσγ ↓. Como por hipo´tese, σγ satisfaz Υ enta˜o uσγ ↓ ⊕tσγ ↓ e´ irredutı´vel, enta˜o temos que
uσ1γ1 ↓ ⊕tθσ1γ1 ↓ e´ irredutı´vel, logo σ1γ1 satisfaz (u, tθ) ∈ Υθ.
ii) Sendo (u,w) ∈ Υ onde w e´ uma varia´vel suporte, temos que w 6= y logo wθ = w e portanto
(u,w) ∈ Υθ. Por outro lado, v e´ varia´vel nova, logo u 6= v e w 6= v, temos uσ1γ1 =AC uσγ
e wσ1γ1 =AC wσγ. Assim aplicando ⊕ em ambas as partes: uσ1γ1 ↓ ⊕wσ1γ1 ↓=AC uσγ ↓
⊕wσγ ↓. Como por hipo´tese, σγ satisfaz Υ temos que uσγ ↓ ⊕wσγ ↓ e´ irredutı´vel, implicando
que uσ1γ1 ↓ ⊕wσ1γ1 ↓ e´ irredutı´vel e portanto σ1γ1 satisfaz (u,w) ∈ Υθ.
Assim concluı´mos que σ1γ1 satisfaz Υθ.
Tome (s, t) ∈ ∆ enta˜o (sθ, tθ) ∈ ∆θ, como v e´ uma varia´vel nova, temos que v /∈ Var(t)∪Var(s) e
portanto pela afirmac¸a˜o acima, sθσ1γ1 =AC sσγ e tθσ1γ1 =AC tσγ e aplicando ⊕ em ambas as partes
obtemos: sθσ1γ1 ↓ ⊕tθσ1γ1 =AC sσγ ↓ ⊕tσγ ↓.
Por hipo´tese σγ satisfaz ∆ enta˜o (sσγ ↓ ⊕tσγ ↓) ↓6= 0 implicando que, (sθσ1γ1 ↓ ⊕tθσ1γ1) ↓6= 0.
Logo σ1γ1 satisfaz (sθ, tθ) ∈ ∆θ, por conseguinte, σ1γ1 satisfaz ∆θ.
Enta˜o pelo Teorema 4.2, existe um renomeamento de varia´veis α tal que
δα|Var(Γ) = σ1γ1α|Var(Γ) ∈ Inst(Γ, σθ,Υθ,∆θ). E portanto Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υθ,∆θ).
Lema 5.13. Se σ‖Υ‖∆ =⇒NRam σθ‖Υ′θ‖∆θ ∨ σ‖Υ′′‖∆, enta˜o
Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υ′θ,∆θ) ∪ Inst(Γ, σ,Υ′′,∆)
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Demonstrac¸a˜o. Tome δ ∈ Inst(Γ, σ,Υ,∆), enta˜o δ e´ um unificador assime´trico de Γ, existe uma
substituic¸a˜o γ tal que, δ = σγ|Var(Γ) e, σγ e´ idempotente satisfazendo Υ e ∆.
Se σγ na˜o viola (v, s) enta˜o δ satisfaz Υ′′, logo σγ ∈ Inst(Γ, σ,Υ′′,∆), e portanto σγ ∈ Inst(Γ, σθ,Υ′θ,∆θ)∪
Inst(Γ, σ,Υ′′,∆).
Suponha que σγ viole (v, s) enta˜o, vσγ 6= 0, vσγ ↓=AC s′ ⊕ S′ e sσγ ↓=AC s′. Definindo
φ = {v′ 7→ v ⊕ s} enta˜o θφ = {v′ 7→ v ⊕ s},com isso vamos provar a seguinte afirmac¸a˜o:
Afirmac¸a˜o: σθφγ|V\{v′} =AC σγ|V\{v′} e v′σθφγ =AC S′.
Como v′ e´ varia´vel nova enta˜o v′σ = v′ enta˜o temos:
v′σθφγ ↓ =AC v′θφγ ↓=AC (v ⊕ s)γ ↓
=AC (vγ ↓ ⊕sγ ↓) ↓=AC (s′ ⊕ S′ ⊕ s′) ↓=AC S′
se w 6= v′ enta˜o v′ /∈ Var(wσ) enta˜o wσθφ =AC wσ, implicando que wσθφγ =AC wσγ. Logo
σθφγ|V\{v′} = σγ|V\{v′}. Tome por simplicidade σ1 = σθ e γ1 = φγ, enta˜o obtemos que σ1γ1|V\{v′} =AC
σγ|V\{v′} e v′σ1γ1 =AC S′. Note que σ e´ idempotente enta˜o σθ tambe´m e´ idempotente e θσθ =AC σθ,
por conseguinte, θσ1γ1|V\{v′} =AC σγ|V\{v′}.
Vamos provar que σ1γ1 satisfaz Υ′θ e ∆θ.
Afirmac¸a˜o: σ1γ1 satisfaz Υ′θ
i) Supondo que (w, t) ∈ Υ, w 6= v e t 6= v, enta˜o (w, tθ) ∈ Υ′θ. Como wσ1γ1 =AC wσγ e
tθσ1γ1 =AC tσγ enta˜o temos, wσ1γ1 ↓ ⊕tθσ1γ1 ↓=AC wσγ ↓ ⊕tσγ ↓, e como σγ satisfaz Υ
temos wσγ ↓ ⊕tσγ ↓ irredutı´vel, Logo wσ1γ1 ↓ ⊕tθσ1γ1 ↓ e´ irredutı´vel.
ii) Supondo que (v, t) ∈ Υ, onde t e´ um termo simples na˜o varia´vel, logo (v′, tθ) ∈ Υ′θ.
Pela afirmac¸a˜o v′σ1γ1 =AC S′ e tθσ1γ1 =AC tσγ enta˜o basta provar S′ ⊕ tσγ ↓ e´ irredutı´vel.
De fato, por hipo´tese temos que σγ satisfaz Υ enta˜o vσγ ↓ ⊕tσγ ↓ e´ irredutı´vel e portanto,
s′⊕S′⊕ tσγ ↓ e´ irredutı´ve, por conseguinte, S′⊕ tσγ ↓ e´ irredutı´vel como queriamos demonstrar.
iii) Supondo que (v, w) pertenc¸a a Υ com w 6= v uma varia´vel, enta˜o (v′, w) ∈ Υ′θ.
Como v′σ1γ1 ↓=AC S′ e wσ1γ1 ↓=AC wσγ ↓. e pela hipo´tese temos σγ satisfaz Υ, enta˜o σγ na˜o
viola (v, w), isto e´, vσγ ↓ ⊕wσγ ↓ e´ irredutı´vel, no entanto, vσγ ↓=AC s′⊕S′. Assim concluı´mos
que s′ ⊕ S′ ⊕ wσγ ↓ e´ irredutı´vel,e por conseguinte, v′σ1γ1 ↓ ⊕wσ1γ1 ↓=AC S′ ⊕ wσγ que pelo
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resultado acima e´ irredutı´vel, Logo v′σ1γ1 ↓ ⊕wσ1γ1 ↓ e´ irredutı´vel, implicando que σ1γ1 satisfaz
(v′, w).
iv) Supondo que (w, v) ∈ Υ ondew e´ uma varia´vel suporte, enta˜o (w, v) ∈ Υ′ e (w, v′), (w, s) ∈ Υ′θ e
como analisado no item anterior de forma totalmente ana´loga concluı´mos que σ1γ1 satisfaz (w, v′)
e (w, s).
v) Sendo que (v′, s) ∈ Υ′ pela pro´pria definic¸a˜o implica que (v′, sθ) ∈ Υ′θ. Como v′σ1γ1 ↓=AC S′
e pela afirmac¸a˜o anterior sθσ1γ1 ↓=AC sσγ ↓=AC s′, temos:
v′σ1γ1 ↓ ⊕sθσ1γ1 ↓=AC S′ ⊕ s′ =AC vσγ ↓
Assim v′σ1γ1 ↓ ⊕sθσ1γ1 ↓ e´ irredutı´vel, e por conseguinte, σ1γ1 satisfaz (v′, sθ) ∈ Υ′θ.
Logo, pelos itens acima, fica provado que σ1γ1 satisfaz Υ′θ.
Afirmac¸a˜o: σ1γ1 satisfaz ∆θ
Suponha (r, t) ∈ ∆, enta˜o (rθ, tθ) ∈ ∆θ. Como v′ e´ uma varia´vel nova, v′ /∈ Var(r) ∪ Var(t), logo
obtemos que:
rθσ1γ1 ↓=AC rσγ ↓ e tθσ1γ1 ↓=AC tσγ ↓
Assim (rθσ1γ1 ↓ ⊕ tθσ1γ1 ↓) ↓=AC (rσγ ↓ ⊕ tσγ ↓) ↓6= 0, implicando que, σ1γ1 satisfaz (rθ, tθ) ∈
∆θ e portanto σ1γ1 satisfaz ∆θ.
Assim pelas afirmac¸o˜es anteriores, σθγ1 = σ1γ1 satisfaz Υ′θ e ∆θ, enta˜o pelo Teorema 4.2 existe um
renomeamento de varia´veisα tal que, σ1γ1α|Var(Γ) ∈ Inst(Γ, σθ,Υ′θ,∆θ). Como δ =AC σγ|Var(Γ) =AC
σ1γ1|Var(Γ), enta˜o δα|Var(Γ) =AC σ1γ1α|Var(Γ) e´ um unificador assime´trico.
Portanto temos, δα|Var(Γ) ∈ Inst(Γ, σθ,Υ′θ,∆θ), que por conseguinte,
Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υ′θ,∆θ) ∪ Inst(Γ, σ,Υ ∪ (v, s),∆)
Lema 5.14. Se σ‖Υ‖∆ =⇒V Ram σθ‖Υ′θ‖∆θ
∨
σ‖Υ′′‖∆ enta˜o
Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υ′θ,∆θ) ∪ Inst(Γ, σ,Υ′′,∆)
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Demonstrac¸a˜o. Tome δ ∈ Inst(Γ, σ,Υ,∆), daı´ δ = σγ|Var(Γ) e σγ e´ idempotente satisfazendo Υe∆.
Observe que podemos supor γ idempotente sem prejuı´zo da generalidade. De fato, sendo α um reno-
meamento das varia´veis de γ livre de W = Var(Γ) ∪ Var(σ‖Υ‖∆) tal que γα e´ idempotente, enta˜o
σγα continua idempotente, pois se x ∈ V \ Dom(α) temos xασ = xσ e por outro lado xασ = xα,
enta˜o para qualquer x ∈ V , xσγασγα =AC xσγαγα ou xσγασγα =AC xσγσγα e como σγ e γα sa˜o
idempotentes, temos xσγασγα =AC xσγα.
E portanto temos σγα satisfazendo Υ,∆ e σγα|Var(Γ) = δα|Var(Γ) um unificador assime´trico de Γ.
Suponha que σγ viole (v1, v2), logo v1σγ ↓=AC S ⊕ T1 e v2σγ ↓=AC S ⊕ T2, onde T1 ⊕ T2
e´ irredutı´vel e S e´ na˜o nulo. Defina a substituic¸a˜o φ = {v′1 7→ T1, v′2 7→ T2, v12 7→ S}. Como
θ = {v1 7→ v′1 ⊕ v12, v2 7→ v′2 ⊕ v12} enta˜o obtemos,
θφ = {v1 7→ S ⊕ T1, v2 7→ S ⊕ T2, v′1 7→ T1, v′2 7→ T2, v12 7→ S}
Afirmac¸a˜o:Para todo x ∈ V \ {v′1, v′2, v12}. xσθφγ ↓=AC xσγ ↓
Como que σ e´ idempotente, v1, v2 ∈ Im(σ) e v′1, v′2, v12 serem varia´veis novas enta˜o vσ = v para v
= v1, v2, v′1, v′2 e v12. Temos:
• v1σθφγ ↓=E v1θφγ ↓=E (S ⊕ T1)γ ↓=E v1σγγ =E v1σγ.
• v2σθφγ ↓=AC v2θφγ ↓=AC (S ⊕ T2)γ ↓=AC v2σγγ =AC v2σγ.
• v′1σθφγ ↓=AC v′1θφγ ↓=AC T1γ =AC T1.
• v′2σθφγ ↓=AC v′2θφγ ↓=AC T2γ =AC T2.
• v12σθφγ ↓=AC v12θφγ ↓=AC Sγ =AC S.
Para w 6= v1, v2, v′1, v′2 e v12 temos wθφγ ↓=AC wγ ↓ e portanto wσθφγ ↓=AC wσγ ↓.
Para simplificar denotaremos σ1 := σθ e γ1 := φγ, enta˜o σ1γ1 = σθφγ. Como θσθ = σθ e
θσ1 = σ1, enta˜o pela afirmac¸a˜o acima temos,
∀x ∈ V \ {v′1, v′2, v12}.xθσ1γ1 ↓=AC xσ1γ1 ↓ .
Afirmac¸a˜o: σ1γ1 satisfaz Υ′θ
Sendo Υ′θ definido como na regra de infereˆncia ramificac¸a˜o varia´vel enta˜o podemos separar em
va´rios casos sobre os elementos de Υ. Sejam vi ∈ {v1, v2} e v′i ∈ {v′1, v′2}, w uma varia´vel.
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i) Tome (w, t) ∈ Υ onde w 6= v1, v2 e t 6= v1, v2. Logo (w, t) ∈ Υ′ e (w, tθ) ∈ Υ′θ, como tθσ1γ1
=AC tσ1γ1 =AC tσγ e σγ por hipo´tese satisfaz Υ enta˜o wσγ ↓ ⊕tσγ ↓ e´ irredutı´vel, portanto
wσ1γ1 ↓ ⊕tθσ1γ1 ↓ e´ irredutı´vel. Assim σ1γ1 satisfaz (w, tθ) ∈ Υ′θ.
ii) suponha (vi, t) ∈ Υ onde t 6= v1, v2, implica que (v′i, t), (v12, t) ∈ Υ′ e (v′i, tθ), (v12, tθ) ∈ Υ′θ.
v′iσ1γ1 ↓ ⊕tθσ1γ1 ↓=AC Ti ⊕ tσγ ↓ e v12σ1γ1 ↓ ⊕tθσ1γ1 ↓=AC S ⊕ tσγ ↓
Pore´m σγ por hipo´tese satisfaz Υ e portanto viσγ ↓ ⊕tσγ ↓ e´ irredutı´vel, como viσ1γ1 ↓=AC
viσγ =AC Ti ⊕ S, concluı´mos que Ti ⊕ tσγ ↓ e S ⊕ tσγ ↓ sa˜o irredutı´veis. Enta˜o σ1γ1 satisfaz
(v′1, t), (v′2, t), (v12, t) ∈ Υ′θ.
iii) Suponha (w, vi) ∈ Υ onde w 6= v1, v2.
Logo (w, vi) ∈ Υ′ e (w, v12), (w, v′i) ∈ Υ′θ, analogametne ao caso anterior: v′iσ1γ1 ↓ ⊕wθσ1γ1 ↓=AC
Ti ⊕ wσγ ↓ e v12σ1γ1 ↓ ⊕wθσ1γ1 ↓=AC S ⊕ wσγ ↓.
Por hipo´tese σγ satisfaz Υ, portanto viσγ ↓ ⊕wσγ ↓ e´ irredutı´vel, como viσ1γ1 ↓=AC viσγ =AC
Ti ⊕ S, concluı´mos que Ti ⊕ wσγ ↓ e S ⊕ wσγ ↓ sa˜o irredutı´veis.
Enta˜o σ1γ1 satisfaz (w, v′i), (w, v
′
2), (w, v12) ∈ Υ′θ.
iv) Seja (v′i, v12) ∈ Υ′θ, enta˜o v′iσ1γ1 ↓ ⊕v12σ1γ1 ↓=AC Ti ⊕ S que, por hipo´tese, e´ irredutı´vel,
portanto σ1γ1 satisfaz {(v′1, v12), (v′2, v12), (v12, v′1), (v12, v′2)}. Por outro lado sendo (v′1, v′2) ∈
Υ′θ temos que v′1σ1γ1 ↓= T1 e v′2σ1γ1 ↓= T2, e como T1 ⊕ T2 e´ irredutı´vel por hipo´tese enta˜o
v′1σ1γ1 ↓ ⊕v′2σ1γ1 ↓ e´ irredutı´vel, implicando que σ1γ1 satisfaz {(v′1, v′2), (v′2, v′1)}.
Enta˜o em todos os casos obtemos que σ1γ1 satisfaz Υ′θ.
Afirmac¸a˜o: σ1γ1 satisfaz ∆θ
Suponha (r, t) ∈ ∆, enta˜o (rθ, tθ) ∈ ∆θ. Como v′i, v12 sa˜o varia´veis novas, v′i, v12 /∈ Var(r) ∪ Var(t),
obtemos que:rθσ1γ1 ↓=AC rσγ ↓ e tθσ1γ1 ↓=AC tσγ ↓.
Assim (rθσ1γ1 ↓ ⊕ tθσ1γ1 ↓) ↓=AC (rσγ ↓ ⊕ tσγ ↓) ↓6= 0, implicando que, σ1γ1 satisfaz
(rθ, tθ) ∈ ∆θ e enta˜o σ1γ1 satisfaz ∆θ.
Portanto, σθγ1|Var(Γ) = σ1γ1|Var(Γ) =AC σγ|Var(Γ) = δ e´ um unificador assime´trico de Γ, que
satisfaz Υ′θ e ∆θ. Pelo Teorema 4.2 existe um renomeamento de varia´veis α tal que, δα|Var(Γ) ∈
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Inst(Γ, σθ,Υ′θ,∆θ). Se σγ satisfaz (v1, v2) enta˜o que δ ∈ Inst(Γ, σ,Υ′′,∆), enta˜o em ambos os
casos temos δα|Var(Γ) ∈ Inst(Γ, σθ,Υ′θ,∆θ) ∪ Inst(Γ, σ,Υ′′,∆).
Lema 5.15. Se σ‖Υ‖∆ =⇒ARam σθ‖Υ′θ‖∆θ ∨ σ‖Υ′′‖∆, enta˜o
Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υ′θ,∆θ) ∪ Inst(Γ, σ,Υ′′,∆)
Demonstrac¸a˜o. Ana´logo ao caso da ramificac¸a˜o na˜o varia´vel.
Lema 5.16. Se σ‖Υ‖∆ =⇒Dec
n∨
i=1




Inst(Γ, σi,Υi,∆i) ∪ Inst(Γ, σ,Υ,∆′)
Demonstrac¸a˜o. Pela definic¸a˜o da regra de decomposic¸a˜o existe um conjunto completo de unificadores
da equac¸a˜o s =? t, U := {θ1, . . . , θn}, tal que para cada i ∈ {1, . . . , n}, Var(Im(θi)) ∩ Dom(σ) = ∅.
E ale´m disso temos:
σi = σθi,Υi = Υθi,∆i = ∆θi e ∆′ = ∆ ∪ (s, t)
Tome δ ∈ Inst(Γ, σ,Υ,∆), e portanto δ = σγ|Var(Γ), onde σγ e´ idempotente satisfazendo Υ,∆.
Se σγ na˜o viola (s, t) enta˜o δ ∈ Inst(Γ, σ,Υ,∆′), vamos supor agora que δ viole (s, t), isto e´,
sσγ ↓=AC tσ ↓, equivalentemente, sσγ =⊕ tσγ. E por U ser um conjunto completo de unificadores de
s =? t enta˜o existe um i ∈ {1, . . . , n} tal que θi|Var(s,t) .⊕ σγ|Var(s,t) e portanto existe uma substiuic¸a˜o
φ tal que θiφ =⊕ σγ|Var(s,t). Note que σ e´ idempotente, enta˜o: σθiφ =⊕ σσγ|Var(s,t) = σγ|Var(s,t).
Tome α uma substituic¸a˜o tal que Dom(α) = Dom(σγ) \ Var(s, t) e xα = xσγ para todo x ∈
Dom(α) e portanto xσγα = xσγ pois σγ e´ idempotente. Enta˜o obtemos xσθiφα =⊕ x(σγ|Var(s,t))α =
xσγ. Assim podemos conluir que σiφα =⊕ σγ implicando que σiφ e´ idempotente e por θiσθi = σθi =
σi temos que σiφα satisfaz Υθi e ∆θi pois σγ satisfaz Υ e ∆.
Portanto δ = σγ|Var(Γ) = σiφα|Var(Γ), σiφα e´ idempotente satisfazendo Υθi e ∆θi, implicando que
δ ∈ Inst(Γ, σi,Υi,∆i).
Lema 5.17. Se σ‖Υ‖∆ =⇒Elim σθ‖Υθ‖∆θ enta˜o, Inst(Γ, σ,Υ,∆) ⊆α Inst(Γ, σθ,Υθ,∆θ).
146
Demonstrac¸a˜o. Tome δ ∈ Inst(Γ, σ,Υ,∆) enta˜o δ = σγ|Var(Γ) onde σγ e´ idempotente satisfazendo
Υ e ∆.
Afirmac¸a˜o 1. vγ = 0:
Note que existe t =? t′ ∈ Γ tal que x⊕ y e´ subtermo de t′ e [x 7→ v ⊕ S], [y 7→ v ⊕ S′] ∈ σ, como δ e´
um unificador assime´trico de Γ enta˜o (x⊕ y)δ ↓=AC xδ ↓ ⊕yδ ↓=AC xδ ⊕ yδ.
Note que x, y ∈ Var(Γ) enta˜o xδ = xσγ e yδ = yσγ, assim obtemos:
xσγ =AC (v ⊕ S)γ ↓=AC (vγ ⊕ Sγ) ↓ e yσγ =AC (v ⊕ S′)γ ↓=AC (vγ ⊕ S′γ) ↓
Pela definic¸a˜o da regra Eliminac¸a˜o, temos que so´ podemos aplica´-la quando na˜o e´ possı´vel aplicar ne-
nhuma regra de Ramificac¸a˜o e separac¸a˜o, e portanto para todo termo simples e na˜o varia´vel s ∈⊕ S e
s′ ∈⊕ S′ temos que (v, s) ∈ Υ ou v ∈ Var(s) e (v, s′) ∈ Υ ou v ∈ Var(s′). Logo sendo s ∈⊕ S um
termo simples e na˜o varia´vel, isto e´, um termo simples e na˜o varia´vel na soma S temos que v ∈ Var(s)
ou (v, s) ∈ Υ.
• v ∈ Var(s): Enta˜o vγ 6=E sγ ⊕ T pois a a´rvore de posic¸o˜es de ambas sa˜o distintas.
• (v, s) ∈ Υ: Como σγ satisfaz Υ enta˜o vσγ ↓ ⊕sσγ ↓ esta´ em sua forma normal, note que σ
e´ idempotente e portanto vσ = v e sσ = s, implicando que vγ ↓ ⊕sγ ↓ e´ irredutı´vel, isto e´,
vγ ↓ ⊕sγ ↓ e´ irredutı´vel.
De forma ana´loga para s′ ∈⊕ S′.
Como vγ ↓ ⊕Sγ ↓ ou vγ ↓ ⊕S′γ e´ redutı´vel, pois δ e´ um unificador assime´trico de Γ, temos que
vγ = 0 pois na˜o existe s ∈⊕ S e s′ ∈unionmulti S′ tais que sγ ou s′γ anulam vγ. Portanto, σγ = σθγ, e notando
que vθσθ = 0σθ = 0 = vθ = vσθ enta˜o obtemos que θσθγ = σθγ = σγ.
Como σγ satisfaz Υ e ∆ temos que θσθγ satisfaz Υ e ∆ portanto σθγ satisfaz Υθ e ∆θ, isto e´,
δ ∈ Inst(Γ, σθ,Υθ,∆θ)
Lema 5.18. Se σ‖Υ‖∆ =⇒JAXO
n∨
i=i
σi‖Υi‖∆i enta˜o Inst(Γ, σ,Υ,∆) ⊆α
⋃n
i=1 Inst(Γ, σi,Υi,∆i).
Demonstrac¸a˜o. Fica demonstrado pelos Lemas 5.12a 5.17.
No pro´ximo teorema, utilizaremos a mesma notac¸a˜o da definic¸a˜o 3.18, encontrada na pa´gina 107.
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Teorema 5.3. Sejam σ‖Υ‖∆ um estado va´lido de JAXO, n ∈ N e a famı´lia Fn = {σi‖Υi‖∆i}i∈I de es-
tados deJAXO tais que σ‖Υ‖∆ =⇒≤nJAXO
∨
i∈I




Demonstrac¸a˜o. Vamos provar por induc¸a˜o sobre n ∈ N, sejam σ‖Υ‖∆, n ∈ N e Fn como na hipo´tese.
Hipo´tese de induc¸a˜o: Suponha que para algum n ≥ 0 vale o teorema.
Caso base: n = 0 e enta˜o Fn = {σ‖Υ‖∆} que e´ trivialmente verdadeiro.
Passo indutivo: Podemos separar de forma disjunta Fn da seguinte forma Fn = In∪˙Rn onde In
sa˜o os estados irredutı´veis de Fn e Rn os redutı´veis e portanto In ⊆ Fn+1 e para cada σi‖Υi‖∆i ∈






Pelo Lema 5.18 Inst(Γ, σi,Υi,∆i) ⊆α
⋃ni
j=i Inst(Γ, σij ,Υij ,∆ij), com Fn+1 = {σj‖Υj‖∆j}j∈J e






Inst(Γ, σj ,Υj ,∆j),
e o resultado segue para todo n ∈ N.
Observac¸a˜o 5.1. Portanto podemos tomar F = Fn no qual n e´ o menor inteiro tal que Fn conte´m
apenas estados finais obtidos a partir do estado va´lido σ‖Υ‖∆, pois o algoritmo JAXO e´ terminante.
Teorema 5.4. Seja σ‖∅‖∅ um estado inicial de JAXO. se L = {σi‖Υi‖∆i}i∈I o resultado de aplicar o
algoritmo JAXO em σ‖∅‖∅. Enta˜o Inst(Γ, σ, ∅, ∅) =α
⋃
i∈I Inst(Γ, σi,Υi,∆i).
Demonstrac¸a˜o. Como o algoritmo JAXO aplicado em σ‖∅‖∅ retornou a lista L da hipo´tese enta˜o existe
um n ∈ N tal que Fn = {σ′j‖Υ′j‖∆′j}j∈J tem apenas estados finais, e portanto pela definic¸a˜o do
algoritmo JAXO, L ⊆ Fn e para todo σ′j‖Υ′j‖∆′j ∈ Fn\L temos que σj na˜o e´ um unificador assime´trico
de Γ. Logo pelo Lema 5.11 temos Inst(Γ, σ′j ,Υ′j ,∆′j) = ∅. E portanto pelo Lema 5.3 obtemos
Inst(Γ, σ, ∅, ∅) ⊆α
⋃
j∈J




Por outro lado dado σi‖Υi‖∆i ∈ L enta˜o σi e´ um unificador assime´trico de Γ que e´ uma instaˆncia
de σ e portanto σi ∈ Inst(Γ, σ, ∅, ∅), enta˜o
⋃
i∈I Inst(Γ, σi,Υi,∆i) ⊆ Inst(Γ, σ, ∅, ∅).
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Corola´rio 5.1 (Correc¸a˜o de JAXO). Sejam Γ um problema de unificac¸a˜o, UXOR um conjunto completo
de unificadores de Γ e σ ∈ UXOR.
Se L := JAXO(Γ, σ‖∅‖∅) enta˜o para cada σi‖Υi‖∆i ∈ L temos que σi e´ um unificador assime´trico
de Γ e uma instaˆncia de σ.
Demonstrac¸a˜o. Direto da definic¸a˜o do algoritmo JAXO, pois escolhemos apenas os estados que σi e´ um
unificador assime´trico, e σi e´ uma instaˆncia de σ pela definic¸a˜o das regras de infereˆncia de JAXO.
Corola´rio 5.2 (Completude de JAXO). Sejam Γ um problema de unificac¸a˜o, UXOR um conjunto com-
pleto de unificadores de Γ e σ ∈ UXOR.
Se L := {σi‖Υi‖∆i} = JAXO(Γ, σ‖∅‖∅) e δ um unificador assime´trico de Γ que e´ uma instaˆncia
de σ enta˜o existe um estado σi‖Υi‖∆i ∈ L tal que σi|Var(Γ) .⊕ δ|Var(Γ)
Demonstrac¸a˜o. Como δ e´ um unificador assime´trico de Γ que e´ uma instaˆncia de σ, temos




e portanto existe um renomeamento de varia´veis α tal que δα|Var(Γ) ∈ Inst(Γ, σi,Υi,∆i) 6= ∅, enta˜o
σi e´ um unificador assime´trico de Γ e σi|Var(Γ) .⊕ δα|Var(Γ), equivalentemente, σi|Var(Γ) .⊕ δ|Var(Γ)
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Conclusa˜o e Trabalhos Futuros
Neste trabalho apresentamos um estudo do problema de unificac¸a˜o mo´dulo as teorias equacionaisACUN
e ACUNh, seguindo as te´cnicas propostas em [11, 16, 18]. Mostramos que no caso de ACUN(h)-
unificac¸a˜o elementar com constantes, o problema e´ decidı´vel em tempo polinomial, uma vez que o
problema reduz para solubilidade de sistemas sobre Z2/Z2[h]. No caso ACUN(h)-unificac¸a˜o geral,
apresentamos o resultado proposto por Schulz em [16], que garante a complexidade de decidir o pro-
blema se torna NP -difı´cil.
Apresentamos um estudo detalhado sobre o algoritmo JXORh, proposto por Liu [18], para solu-
bilidade de ACUN(h)-unificac¸a˜o para problemas gerais. Provamos que esse algoritmo e´ terminante,
completo e correto, gerando sempre um conjunto completo de ACUN(h)-unificadores finito, para tal,
explicitamos a importaˆncia da regra purificac¸a˜o que e´ terminante e correta. Liu [18] afirma que seu
algoritmo produz um conjunto completo de ACUN(h)-unificadores que possui poucas redundaˆncias ou
nenhuma, isto e´, quase sempre gera um conjunto minimal, possuindo uma implementac¸a˜o muito simples,
se contrapondo com outras abordagens propostas por [6], [15].
Desenvolvemos tambe´m um estudo detalhado do algoritmo JAXO, proposto por Liu [18], para
ACUN -unificac¸a˜o assime´trica. Mostramos que JAXO e´ correto e completo utilizando uma te´cnica
alternativa a`quela proposta em [18]. Fizemos refereˆncia para sua prova de terminalidade.
Como trabalhos futuro, pretendemos generalizar a abordagem de Liu [18] para teorias equacionais de
grupos abelianos com expoente p, onde p e´ um primo qualquer. Como um segundo passo pretendemos
estender a unificac¸a˜o nominal [2, 17] para teoria equacional ACUN(h), mostrando inicialmente que
α-equivaleˆncia pode ser estendida mo´dulo ACUN(h), seguindo a abordagem em [1].
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