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The Sivers function describes the correlation between the transverse spin of a nucleon and the transverse 
motion of its partons. For quarks, it was studied in previous measurements of the azimuthal asymmetry 
of hadrons produced in semi-inclusive deep inelastic scattering of leptons off transversely polarised 
nucleon targets, and it was found to be non-zero. In this letter the evaluation of the Sivers asymmetry 
for gluons is presented. The contribution of the photon–gluon fusion subprocess is enhanced by requiring 
two high transverse-momentum hadrons. The analysis method is based on a Monte Carlo simulation 
that includes three hard processes: photon–gluon fusion, QCD Compton scattering and the leading-order 
virtual-photon absorption process. The Sivers asymmetries of the three processes are simultaneously 
extracted using the LEPTO event generator and a neural network approach. The method is applied to 
samples of events containing at least two hadrons with large transverse momentum from the COMPASS 
data taken with a 160 GeV/c muon beam scattered off transversely polarised deuterons and protons. 
With a signiﬁcance of about two standard deviations, a negative value is obtained for the gluon Sivers 
asymmetry. The result of a similar analysis for a Collins-like asymmetry for gluons is consistent with 
zero.
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(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.* Corresponding authors.
E-mail addresses: oleg.denisov@cern.ch (O.Yu. Denisov), gerhard.mallot@cern.ch (G.K. Mallot), adam.szabelski@cern.ch (A. Szabelski).
1 Also at Instituto Superior Técnico, Universidade de Lisboa, Lisbon, Portugal.
2 Also at Dept. of Physics, Pusan National University, Busan 609-735, Republic of Korea and at Physics Dept., Brookhaven National Laboratory, Upton, NY 11973, USA.
3 Supported by the DFG cluster of excellence ‘Origin and Structure of the Universe’ (http :/ /www.universe-cluster.de) (Germany).
4 Supported by the Laboratoire d’excellence P2IO (France).
5 Supported by the DFG Research Training Group Programmes 1102 and 2044 (Germany).
6 Also at Chubu University, Kasugai, Aichi 487-8501, Japan.
7 Also at Dept. of Physics, National Central University, 300 Jhongda Road, Jhongli 32001, Taiwan.
8 Also at KEK, 1-1 Oho, Tsukuba, Ibaraki 305-0801, Japan.
9 Also at Moscow Institute of Physics and Technology, Moscow Region, 141700, Russia.
10 Supported by Presidential Grant NSh-999.2014.2 (Russia).
11 Also at Yerevan Physics Institute, Alikhanian Br. Street, Yerevan, Armenia, 0036.
12 Also at Dept. of Physics, National Kaohsiung Normal University, Kaohsiung County 824, Taiwan.
13 Also at University of Eastern Piedmont, 15100 Alessandria, Italy.
856 The COMPASS Collaboration / Physics Letters B 772 (2017) 854–8641. Introduction
An interesting and recently examined property of the quark dis-
tribution in a nucleon that is polarised transversely to its momen-
tum is not left-right symmetric with respect to the plane deﬁned 
by the directions of nucleon spin and momentum. This asymme-
try of the distribution function is called the Sivers effect. It was 
ﬁrst suggested [1] as an explanation of the large left-right sin-
gle transverse spin asymmetries observed for pions produced in 
the reaction p↑p → π X [2–4]. Soon after, the existence of such 
an asymmetric distribution, known as Sivers distribution function, 
was excluded on the basis of T-invariance arguments [5]. Only 
ten years later it was recognised that such a function may in-
deed exist [6]. At that time it was also predicted that the Sivers 
function in semi-inclusive measurements of hadron production in 
DIS (SIDIS) and in the Drell–Yan process should have opposite 
sign [7], a property referred to as “restricted universality”. A few 
years later, the Sivers effect for quarks was observed in SIDIS ex-
periments using transversely polarised proton targets, ﬁrst by the 
HERMES Collaboration [8] and then by the COMPASS Collabora-
tion [9]. From combined analyses of the ﬁrst HERMES data and the 
early COMPASS data taken with a transversely polarised deuteron 
target [10], ﬁrst extractions of the Sivers functions for u and d-
quarks emerged [11–13]. Since then, more precise measurements 
of the Sivers effect were performed by the HERMES [14] and COM-
PASS [15–17] Collaborations, and new measurements with a trans-
versely polarised 3He target were also carried out at JLab [18,19]. 
More information can be found in recent reviews [20–22].
At this point, the question arises whether or not the gluon 
distribution in a transversely polarised nucleon is also left-right 
asymmetric, i.e. exhibits a Sivers effect similar to that found for 
the quark distributions. Recently, the issue has been discussed re-
peatedly in the literature and the properties of the gluon Sivers 
distributions have been studied in great detail [23,24]. While it 
was found that a non-zero Sivers function implies transverse mo-
tion of partons in the nucleon, presently the connection between 
the Sivers function and the parton orbital angular momentum in 
the nucleon can only be described in a model-dependent way [25]. 
Originally, the correspondence between the left-right asymmetry 
now known as Sivers effect and parton orbital angular momen-
tum was proposed by Sivers himself [1,26], and then it was further 
elaborated by several authors [27–29].
Presently, the information on the gluon Sivers function is 
scarce. An important theoretical constraint comes from the so-
called Burkardt sum rule [30]. It states, based on the presence 
of QCD colour-gauge links, that the total transverse momentum 
of all partons in a transversely polarised proton should vanish. 
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within uncertainties, the Burkardt sum rule and hence leave little 
space for a gluon contribution. From the null result of the COM-
PASS experiment for the Sivers asymmetry of positive and negative 
hadrons produced on a transversely polarised deuteron target [10], 
together with additional theoretical considerations, it was stated 
[32] that the gluon contribution to parton orbital angular momen-
tum should be negligible, and consequently that the gluon Sivers 
effect should be small. Also, using the so-called transverse mo-
mentum dependent (TMD) generalised parton model and the most 
recent phenomenological information on the quark Sivers distri-
butions coming from SIDIS data, constraints on the gluon Sivers 
function were derived [33] from the recent precise data on the 
transverse single spin asymmetry AN (p↑p → π0X) that was mea-
sured at central rapidity by the PHENIX Collaboration at RHIC [34]. 
Altogether, it is of great interest to know whether there exists a 
Sivers effect for gluons or not.
In DIS, the leading-order virtual-photon absorption subprocess 
(LP) does not provide direct access to the gluon distribution since 
the virtual photon does not couple to the gluon. Hence higher-
order subprocesses have to be studied, i.e. QCD Compton scattering 
(QCDC) and Photon–Gluon Fusion (PGF). It is well known that in 
lepton–proton scattering one of the most promising processes to 
directly probe the gluon is open charm production, p↑ → ′cc¯ X . 
This channel was studied in detail by the COMPASS Collaboration 
in order to measure g/g , i.e. the gluon polarisation in a longitu-
dinally polarised nucleon [35]. Tagging the charm quark by identi-
fying D-mesons in the ﬁnal state has the advantage that in lowest 
order of the strong coupling constant there are no other contribu-
tions to the cross section, so that one becomes essentially sensitive 
to the gluon distribution function. An alternative method to tag 
the gluon in DIS, which was also developed and used by COM-
PASS is the production of high-pT hadrons [36,37] that has the 
advantage of higher statistics. In the leading process, the hadron 
transverse momentum pT with respect to the virtual photon di-
rection (in the frame where the nucleon momentum is parallel 
to this direction) originates from the intrinsic transverse momen-
tum kT of the struck quark in the nucleon and its fragmentation, 
which both lead to a small transverse component. On the contrary, 
both the QCDC and PGF hard subprocesses can provide hadrons 
with high transverse momentum. Therefore, tagging events with 
hadrons of high transverse momentum pT enhances the contribu-
tion of higher-order subprocesses. Nevertheless, although in such 
a high-pT sample the PGF fraction is enriched, the contributions 
from LP and QCDC have to be subtracted in order to single out 
the contribution of the PGF subprocess to the measured asymme-
try [38].
In this letter, the gluon Sivers effect is investigated using COM-
PASS data collected by scattering a 160 GeV/c muon beam off 
transversely polarised deuterons and protons. The experimental 
set-up and the data selection are described in Section 2. In Sec-
tion 3 the measurement is described. The details of the analysis are 
given in Section 4. The procedure of neural network (NN) training 
with a Monte Carlo data sample is shown in Section 5. Section 6
contains the overview of the systematic studies. In Section 7 the 
results are presented. Summary and conclusions are given in Sec-
tion 8.
2. Experimental set-up and data selection
The COMPASS experiment uses a ﬁxed target set-up and the 
naturally polarised muon beam delivered by the M2 beam line 
of the CERN SPS. The transversely polarised deuteron target used 
in the years 2003 and 2004 was consisting of two oppositely po-
larised cylindrical cells situated along the beam, each 60 cm long 
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proton target consisted of three cells, 30 cm, 60 cm and 30 cm 
long with 5 cm gaps between them. The polarisation direction 
in the central cell was opposite to that in the downstream and 
upstream cells. During all data taking periods, the polarisation 
direction was reversed once per week in order to minimise sys-
tematic effects due to acceptance. For the measurements using a 
deuteron target the cells were ﬁlled with 6LiD. The 6Li nucleus can 
be regarded to be composed of a quasi-free deuteron and a 4He 
core. The average dilution factor fd , which is deﬁned as ratio of 
the DIS cross section for only the polarisable nucleons in the tar-
get over the DIS cross section for all target nucleons, amounts to 
0.36 including also electromagnetic radiative corrections. The av-
erage deuteron polarisation was 0.50. For the measurements using 
a proton target, the cells were ﬁlled with NH3. The average dilu-
tion factor f p amounts to 0.15 and the average proton polarisation 
was 0.80. A muon beam energy of 160 GeV/c was chosen for all 
measurements. The basic features of the COMPASS spectrometer, as 
described in Ref. [40], are the same for 2003–2004 and 2010 data 
taking. Several upgrades were performed in 2005, where the main 
one was the installation of a new target magnet that allowed us to 
increase the polar angle acceptance from 70 mrad to 180 mrad.
A crucial point of this analysis is the search for an observ-
able that is strongly correlated with the azimuthal angle φg of 
the gluon. In the MC simulations using the LEPTO generator [41], 
gluons are probed through the PGF subprocess that has a quark–
antiquark pair in the ﬁnal state, and the fragmentation process is 
described by the Lund model [42]. As a result of MC studies, the 
best correlation is found between φg and φP , where the latter de-
notes the azimuthal angle of the vector sum P of the two hadron 
momenta. For the present analysis, two charged hadrons are se-
lected in each event. If more than two charged hadrons are recon-
structed in an event, only the hadron with the largest transverse 
momentum, pT1, and the one with the second-largest transverse 
momentum, pT2, are taken into account. In order to enhance the 
PGF fraction in the sample and at the same time the correlation 
between φg and φP , further requirements are applied to the trans-
verse momenta of the two hadrons, i.e. pT1 > 0.7 GeV/c and pT2 >
0.4 GeV/c. Moreover, the fractional energies of the two hadrons 
must fulﬁl the conditions zi > 0.1 (i = 1, 2) and z1 + z2 < 0.9, 
where the last requirement rejects events from diffractive vector-
meson production. Hadron pairs are selected without constrain-
ing their charge. With the above choice the correlation coeﬃcient 
amounts to 0.54. The Sivers asymmetry is obtained as the sine 
modulation in the Sivers angle, which is deﬁned as φSiv = φP −φS
in this analysis. Here, φS is the azimuthal angle of the nucleon spin 
vector.
The same kinematic data selection is used for both deuteron 
and proton data. The requirement on photon virtuality, Q 2 >
1 (GeV/c)2, selects events in the perturbative region of QCD. The 
requirement on the mass of the hadronic ﬁnal state, W > 5 GeV/c2, 
removes the region of exclusive nucleon resonance production. The 
Bjorken-x variable covers the range 0.003 < xB j < 0.7. The frac-
tional energy of the virtual photon, y, is limited by y > 0.1 to 
remove a region sensitive to experimental biases and by y < 0.9
to events with large electromagnetic radiative corrections.
3. Sivers asymmetry in two-hadron production
In order to extract the gluon Sivers asymmetry, two-hadron 
events produced in muon-nucleon scattering, μ +N → μ′ +2h + X , 
are selected as described in Section 2. By labelling with the symbol 
d7σ ↑ (d7σ ↓) the cross section for events that were produced us-
ing a target cell with polarisation direction upwards (downwards) 
in the laboratory, the Sivers asymmetry can be written as A2hT (x, φSiv) =
σ(x, φSiv)
σ (x) , (1)
where x = (xB j, Q 2, pT1, pT2, z1, z2), σ ≡ d7σ↑ − d7σ↓ and σ ≡
d7σ↑ + d7σ↓. All cross sections are integrated over the two az-
imuthal angles φS and φR , where φR is the azimuthal angle of the 
vector difference R = P 1 − P 2, which describes the relative mo-
mentum of the two hadrons. The number of events in a φSiv bin 
is given by 
N(x, φSiv) = α(x, φSiv)
(
1+ f (x)PT ASiv(x) sinφSiv
)
. (2)
Here f (x) is the dilution factor, PT the target polarisation and 
α = anσ0 an acceptance-dependent factor, where a is the to-
tal spectrometer acceptance, n the density of scattering centres, 
 the beam ﬂux and σ0 the spin-averaged part of the cross sec-
tion. From here on, the Sivers asymmetry A2hT (x, φSiv) is factorised 
into the azimuth-independent amplitude ASiv (x) and the modula-
tion sinφSiv .
In order to evaluate the Sivers asymmetry of the gluon, the 
amplitude of the sinφSiv modulation is extracted from the data. 
The general expression for the cross section of SIDIS production 
with at least one hadron in the ﬁnal state is well known [43]. 
It contains eight azimuthal modulations, which are functions of 
the single-hadron azimuthal angle and φS . In the absence of cor-
relations possibly introduced by experimental effects, all eight are 
orthogonal. The Sivers asymmetry can either be extracted by ﬁtting 
only the amplitude of the sinφSiv modulation or one can perform 
a simultaneous ﬁt of all eight amplitudes. In the case of heavy-
quark pair and dijet production in lepton–nucleon collisions, all az-
imuthal asymmetries associated to the gluon distribution function 
have been recently worked out in Ref. [44]. There, the Sivers asym-
metry is deﬁned as the amplitude of the sin (φT − φS) modulation, 
where φT is the azimuthal angle of the transverse-momentum vec-
tor of the quark–antiquark pair, qT . In our analysis, φT is replaced 
by φP exploiting its correlation with the gluon azimuthal angle φg , 
and the Sivers asymmetry is extracted taking into account only the 
sin (φP − φS) modulation in the cross section. It was veriﬁed that 
including in the cross section the same eight transverse-spin mod-
ulations as in SIDIS single-hadron production [43] and ﬁtting all 
eight amplitudes simultaneously leads to the same result on the 
gluon Sivers asymmetry.
In order to determine the gluon Sivers asymmetry from two-
hadron production in SIDIS, it is necessary to assume that the 
main contributors to muon-nucleon DIS are the three subprocesses 
(Fig. 1) as presented in Ref. [41]. This model is successful in de-
scribing the unpolarised data. At COMPASS kinematics, the leading 
process appears at zero-order QCD in the total DIS cross section 
and it is the dominant subprocess, while the other two subpro-
cesses, photon–gluon fusion and QCD Compton, are ﬁrst-order QCD 
processes and hence suppressed. However, their contribution can 
be enhanced by requiring high transverse momentum of the pro-
duced hadrons, as mentioned above.
Introducing the subprocess fractions R j = σ j/σ ( j ∈ {PGF, 
QCDC, LP}), the amplitude of the Sivers asymmetry can be ex-
pressed in terms of the amplitudes of the three contributing sub-
processes:
f P T A
Siv sinφSiv
= σ
σ
= σPGF
σ
σPGF
σPGF
+ σQCDC
σ
σQCDC
σQCDC
+ σLP
σ
σLP
σLP
= f P T (RPGFASivPGF + RQCDCASivQCDC + RLPASivLP ) sinφSiv , (3)
with σ = ∑ j σ j , σ = ∑ j σ j and f P T ASivj sinφSiv = σ j/σ j . 
The subprocess fractions R j are determined on an event-by-event 
858 The COMPASS Collaboration / Physics Letters B 772 (2017) 854–864Fig. 1. Feynman diagrams considered for γ ∗N scattering: a) photon–gluon fusion (PGF), b) gluon radiation (QCD Compton scattering), c) Leading order process (LP).basis using neural networks (NNs) trained on Monte Carlo data, as 
will be described in Section 5.
4. Asymmetry extraction using the methods of weights
The method adopted in the present analysis was already ap-
plied to extract the gluon polarisation from the longitudinal 
double-spin asymmetry in the SIDIS measurement of single-hadron 
production [38]. While the method may appear somewhat com-
plex, the basic idea behind is rather simple. Equation (3) contains 
three unknowns, i.e. the asymmetries ASivj , so that for a solution 
at least three equations of the type of Eq. (3) are needed. These 
three equations are constructed using the weighting procedure de-
scribed in this section, which in addition allows us to achieve a 
nearly optimal statistical accuracy (in the sense of the Cramer–Rao 
bound [39]) in a multidimensional analysis.
Both for the deuteron data (two target cells) and the proton 
data (three target cells), four target conﬁgurations can be intro-
duced. In the case of the two-cell target: 1 – upstream, 2 – 
downstream, 3 – upstream′ , 4 – downstream′ . In the case of the 
three-cell target: 1 – (upstream + downstream), 2 – centre, 3 – 
(upstream′ + downstream′), 4 – centre′ . Here upstream′ , centre′
and downstream′ denote the cells after the polarisation rever-
sal and conﬁguration 1 has the polarisation pointing upwards in 
the laboratory. When decomposing the Sivers asymmetry into the 
asymmetries of the contributing subprocesses (Eq. (3)) and intro-
ducing the Sivers modulation 
βtj(x, φSiv) = R j(x) f (x)PtT sinφSiv, (4)
which is speciﬁc for subprocess j, one can rewrite Eq. (2):
Nt(x, φSiv) = αt(x, φSiv)
(
1+ βtPGF(x, φSiv)ASivPGF(x)
+ βtQCDC(x, φSiv)ASivQCDC(x) + βtLP(x, φSiv)ASivLP (x)
)
.
(5)
Here t = 1, 2, 3, 4 denotes the target conﬁguration.
In order to minimise the statistical uncertainties for each sub-
process, a weighting factor is introduced. It is known [45] that the 
choice ω j = β j for the weight optimises the statistical uncertainty 
but variations of the target polarisation PT over time may intro-
duce a bias to the ﬁnal result. Therefore, the weighting factor 
ω j(x) = R j(x) f (x) sinφSiv (6)
is used instead. By weighting each of the four equations (5) three 
times with ω j depending on the subprocess j ∈ {PGF, QCDC, LP}, 
and by integrating over φSiv and x, twelve observed quantities qtj
are obtained:
qtj =
∫
dxdφSivω j(x, φSiv)Nt(x, φSiv)
= α˜tj
(
1+ {βtPGF}ω j
{
ASivPGF
}
βPGFω j
+ {βtQCDC}ω j
{
ASivQCDC
}
βQCDCω j
+ {βtLP}ω j
{
ASivLP
} )
, (7)βLPω jwhere α˜tj is the ω j-weighted acceptance-dependent factor. The 
quantities {βti }ω j and {ASivi }βti ω j are weighted averages: 
{β}ω =
∫
αβωdxdφSiv∫
αωdxdφSiv , {A}βω =
∫
AαβωdxdφSiv∫
αβωdxdφSiv . (8)
The acceptance factors α˜tj cancel if for the asymmetry extrac-
tion the double ratio 
r j :=
q1j q
4
j
q2j q
3
j
(9)
is used, as the data taking was performed in such a way that 
α˜1j α˜
4
j /α˜
2
j α˜
3
j = 1. If this condition is not fulﬁlled, false asymmetries 
may occur. It is checked that this is not the case (see Section 6).
In this analysis, an unbiased estimator of qtj is selected: 
qtj =
Nt∑
k=1
ωkj , (10)
and βti is approximated by 
{βti }ω j ≈
Nt∑
k=1
β
t,k
i ω
k
j
Nt∑
k=1
ωkj
. (11)
This approximation holds for small observed raw asymmetries, i.e.
β A  1. It can lead to a bias of the order of dA/A ≈ 0.2〈β2〉, 
〈β2PGF 〉 ≈ 4 × 10−6, which is negligible compared to other sources 
of systematic uncertainties, see Table 1. In order to avoid numeri-
cal inconsistencies in Eq. (11) due to a zero-pole when integrating 
over the full range of φSiv,28 two bins in φSiv ([0; π ], [π ; 2π ])
are introduced. In the aforementioned three double ratios given in 
Eq. (9) only asymmetries are unknown. However, in order to solve 
the system of equations one needs to assume that the weighted 
asymmetry for a given subprocess i is the same for the three dif-
ferent weights ω jβi , i.e. {Ai}βiωPGF = {Ai}βiωQCDC = {Ai}βiωLP . This 
means that the values of ω j and Ai must be uncorrelated. For 
example, since ω j is proportional to R j , which in turn strongly 
depends on the hadron transverse momentum, one has to use a 
kinematic region where the asymmetries Ai are expected to be 
independent of pT . Under these assumptions, the number of un-
known weighted asymmetries is three, which exactly corresponds 
to the number of equations of type (9). These equations are solved 
by a χ2 ﬁt that includes simultaneously both bins in φSiv .
Assuming that Ai can be approximated by a linear function of 
xi and that xi is not correlated with ω j , results in 
28 Note that ωkj , which contains sinφSiv , is integrated over the region 0 to 2π .
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Summary on systematic uncertainties of the ﬁnal values of the gluon Sivers asym-
metry for deuteron and proton data.
Source Deuteron data Proton data
Uncertainty Fraction 
of σstat
Uncertainty Fraction 
of σstat
Monte Carlo settings 0.060 40% 0.054 64%
Radiative corrections 0.018 12% 0.018 21%
One or two xB j bins 0.07 47% 0.011 13%
Include 7 other 
asymmetries
0.003 2% 0.005 6%
Target polarisation 0.0075 5% 0.0043 5%
Dilution factor 0.003 2% 0.0018 2%
Total 
√∑
σ 2i 0.10 63% 0.06 69%
{Ai}βiωi = Ai({xi}βiωi ). (12)
This approximation allows to interpret the obtained results as an 
asymmetry value measured at the weighted value of xi . For each 
subprocess, the weighted value of xi is obtained from MC using 
the relation 
{xi}βiωi =
Ni∑
k=1
xki β
k
i ω
k
i
Ni∑
k=1
βki ω
k
i
. (13)
Here, Ni is the number of events of type i in the MC data. The 
assumption that the values of xi are not correlated with ω j , which allows us to consider only {xi}ωiβi , was veriﬁed using MC data. The 
details of the analysis are given in [46].
5. Monte Carlo optimisation and neural network training
The present analysis is very similar to the one used for the 
g/g extraction using high-pT hadron pairs [37] and single 
hadrons [38]. The package NetMaker [47] is used for the NN train-
ing with input, output and target vector. The NN is trained using 
a Monte Carlo sample with subprocess identiﬁcation. The subpro-
cess type deﬁnes the target vector. The following six kinematic 
variables are chosen as input vector: xB j, Q 2, pT1, pT2, pL1, pL2. 
The latter two are the longitudinal components of the hadron mo-
menta. The trained neural network is applied to the data by taking 
as input vector of the aforementioned six variables, and its out-
put vector is interpreted as probabilities that the given event is 
a result of one of the three contributing subprocesses. Hence the 
simulated distributions of these variables need to be in agreement 
with the corresponding distributions in the data.
Using the LEPTO generator (version 6.5) [41], two separate MC 
data samples were produced to simulate the deuteron and pro-
ton data. The generator is tuned to the COMPASS data sample 
obtained with the high-pT hadron-pair selection as described in 
Ref. [37]. The MSTW08 parametrisation of input PDFs [48] was 
chosen as it gives a good description of the structure function 
F2 in the COMPASS kinematic range, and it is valid down to 
Q 2 = 1 (GeV/c)2. Electromagnetic radiative corrections [49] were 
applied as a weighting factor to the MC distributions shown in 
Figs. 2 and 3 but not in the MC samples used in NN training. This 
difference was studied and it was estimated to be negligible. The Fig. 2. Comparison of distributions of kinematic variables between experimental and MC high-pT deuteron data.
860 The COMPASS Collaboration / Physics Letters B 772 (2017) 854–864Fig. 3. Comparison of distributions of kinematic variables between experimental and MC high-pT proton data.generated events were processed by COMGEANT, the COMPASS de-
tector simulation program based on GEANT3. The MC samples for 
the proton and deuteron data differ in the target material and in 
the spectrometer set-up. The FLUKA package [50] is used in order 
to simulate secondary interactions. As the next step, the COMPASS 
reconstruction program CORAL was applied. For MC data, the same 
data selection as for real events was used. The comparison be-
tween experimental and MC distributions of the variables used in 
the NN training, i.e. xB j, Q 2, pT1, pT2, pL1, pL2, is shown in Figs. 2
and 3 for deuteron and proton data, respectively. Discrepancies be-
tween the MC and experimental data kinematical distributions are 
seen at the level of 10%, mostly in the regions where statistics is 
small.
The main goal of the NN parametrisation is the estimation of 
the subprocess fractions R j . In the typical case of signal and back-
ground separation, the expected NN output would be set to one 
for the signal and zero for the background. The output value re-
turned by the NN would then correspond to the fraction of signal 
events in the sample at the given phase space point of the input 
parameter vector. In the present analysis, the subprocess fractions 
were estimated simultaneously. In order to have a closure rela-
tion on the subprocess probabilities, their sum must add up to one 
and hence only two independent output variables are needed from 
the NN. The estimation of the subprocess fractions R j from the 
NN output is accomplished by assigning to each event the prob-
abilities P PGFNN , P
QCDC
NN and P
LP
NN. The distribution of the NN output 
after training is shown in Fig. 4 in the “Mandelstam representa-
tion”, i.e. as points in an equilateral triangle with unit height. As 
there are three subprocesses, ideal separation would mean that a Fig. 4. Neural network output after training the MC sample for the proton analysis 
shown on a equilateral triangle of unit height. Vertices represent the perfect identi-
ﬁcation of the subprocesses. To each point, which represent an experimental event, 
three probabilities are assigned. The probability of each subprocess P jNN for a point 
is given by its distance to the side opposite to the vertex j of the triangle as in the 
“Mandelstam representation”. This is illustrated by the coloured lines representing 
probabilities assigned to an arbitrary point.
given event is located in one of the vertices, i.e. belongs to one 
of the subprocesses. This is not the case in general, instead all 
information obtained from the neural network for a given event 
consists of the three probabilities P PGFNN , P
Q CDC
NN , P
LP
NN , which add 
up to unity. In the ﬁgure, the probability P jNN is the distance 
between the point representing the given event and the side of 
the triangle opposite to the vertex representing the subprocess j
The COMPASS Collaboration / Physics Letters B 772 (2017) 854–864 861Fig. 5. Top panels: Neural network validation. Here PNN is the fraction of the subprocess given by the NN and PMC is the true fraction of each subprocess from MC in a given 
PNN bin. Bottom panels: Difference PMC–PNN per bin.
Fig. 6. Systematic changes in the ﬁnal result caused by using different MC settings. Besides the ﬁnal result shown on the top, seven other results are shown that are obtained 
with MC samples that differ by the choice of COMPASS or default LEPTO tuning, ‘Parton Shower’ on or off, FL from LEPTO or from R = σL/σT , MSTW or CTEQ5L PDF sets, 
FLUKA or GHEISHA for secondary interactions. The results for deuteron(proton) data are shown in the left (right) panel.(see coloured lines in Fig. 4). When points fall outside the trian-
gle, one estimator was negative. This is possible because in the 
training the estimators are not bound to be positive. The values 
of the resulting three probabilities are taken as the subprocess 
fractions RPGF, RQCDC and RLP in the data analysis described in 
Section 4.
For the validation of the NN training, a statistically indepen-
dent MC sample is used to check how the NN works on a sample 
different from the one used for the training. In each bin of PNN
(the value assigned to every MC event by the trained NN), the 
true fraction obtained from LEPTO based on the subprocess ID, 
PMC, is calculated. The results for the NN trained with a MC sam-
ple for the proton data are presented in Fig. 5. Altogether, the 
agreement between PNN and PMC for all three subprocesses is sat-
isfactory. However, for the two last bins of PGF, the two last bins 
of QCDC and the last bin of LP the neural network output does 
not coincide with the true fraction of the given subprocess. As 
this discrepancy applies only to a small part of the event sample, 
it is included as a part of the MC-dependent systematic uncer-
tainty.6. Systematic uncertainties
The main source of systematic uncertainties is the dependence 
of the ﬁnal results on settings and tuning of the Monte Carlo sim-
ulation. In order to estimate this uncertainty, different MC settings 
were used in the process of neural network training. Two different 
combinations of fragmentation parameters were used, i.e. default 
LEPTO tuning or COMPASS tuning for the high-pT selected sample. 
The event generation was done with and without ‘Parton Show-
er’ [51]. Two PDF sets were used (MSTW08 or CTEQ5L [52]). Two 
different parametrisations of the longitudinal structure function 
FL are used, either the one from LEPTO or the one used for the 
R = σL/σT parametrisation of Ref. [53]. For secondary interactions, 
either the FLUKA or the GHEISHA [54] package were used.
Fig. 6 shows the resulting gluon Sivers asymmetries, as ob-
tained when using eight different MC productions for deuteron 
and proton data. The results shown in the top row are chosen to 
be the ﬁnal ones, as they yield the best comparison between ex-
perimental and MC data, which is shown in Figs. 2 and 3. The 
settings used here are FLUKA and Parton Shower, FL from LEPTO 
862 The COMPASS Collaboration / Physics Letters B 772 (2017) 854–864Fig. 7. Sivers two-hadron asymmetry extracted for Photon–Gluon fusion (PGF), QCD Compton (QCDC) and Leading Process (LP) from the COMPASS high-pT deuteron (left) and 
proton (right) data. The x range is the RMS of the logarithmic distribution of x in the MC simulation. The red bands indicate the systematic uncertainties. Note the different 
ordinate scale used in the third row of panels. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)and MSTW08 PDFs. The systematic uncertainty originating from 
different MC tunings is calculated as (APGFmax − APGFmin)/2.
The systematic uncertainty due to false asymmetries was stud-
ied by extracting asymmetries between two parts of the same 
target cell. The results are found to be compatible with zero. Fur-
thermore, it was checked how a small artiﬁcial false amplitude of 
the sinφg − φS modulation in the MC production inﬂuences the ﬁ-
nal result. When a false asymmetry of 1% is introduced, for both 
proton and deuteron data the ﬁnal result changes by 25% of the 
statistical uncertainty. No systematic uncertainty is assigned to ac-
count for false asymmetries.
The ﬁnal state of the photon–gluon-fusion process is a quark–
antiquark pair. Thus for most hadron pairs produced from this 
subprocess the two hadrons should have opposite charge. Although 
a selection q1q2 = −1 slightly increases the (φg , φP ) correlation, 
it also reduces statistics. The results with and without this re-
quirement are statistically consistent. The requirement of opposite 
charges of the two hadrons is hence not included in the data se-
lection.
Radiative corrections were not included in the MC production 
that is used in the main analysis of this letter. In order to estimate 
the systematic uncertainty introduced by this omission, a sepa-
rate MC sample is used that was produced for the 2006 COMPASS 
set-up including radiative corrections based on RADGEN [55]. The 
difference in the ﬁnal value for the gluon Sivers asymmetry for 
the proton is 0.018, which corresponds to 21% of the statistical 
uncertainty. A corresponding systematic uncertainty is assigned to 
account for the fact that radiative corrections are not included in 
the MC simulations and hence in the NN training.
Our results are obtained in only one xg bin for ASivPGF, one xC
bin for ASivQCDC and one xB j bin for A
Siv
LP . As the asymmetries are 
strongly correlated, a binning in xB j affects the values of ASivPGF and 
ASivQCDC, which are extracted in a single bin as before. The result on 
ASivPGF changes by 0.07 for deuteron data and 0.011 for proton data 
when two xB j bins are introduced, and these values are taken as 
an estimate of the related systematic uncertainty (see Table 1).
The asymmetries ASivj of Eq. (5) were also extracted using the 
unbinned maximum likelihood method, which yields as expected, 
the same results for APGF as the above described analysis. Concern-
ing the orthogonality of different modulations of the cross section, 
it was checked by what amount the Sivers asymmetry changes, when also the other seven asymmetries were included in the ﬁt 
(see above). The change in the ﬁnal value of the PGF asymmetry is 
negligible for both deuteron and proton data.
The systematic multiplicative uncertainties on target polarisa-
tion and dilution factor are estimated to be about 5% and 2% of the 
statistical uncertainty, respectively. The ﬁnal systematic uncertainty 
is obtained by summing all components in quadrature. All above 
mentioned contributions and the ﬁnal systematic uncertainty are 
listed in Table 1.
7. Results and discussion
The method of weighted asymmetries described in Section 4
was applied to the deuteron and proton data sets described in Sec-
tion 2, using trained neural networks as described in Section 5. 
The results on the gluon Sivers asymmetry as extracted from lep-
ton nucleon SIDIS, with at least two detected high-pT hadrons, is 
shown in Fig. 7 and presented in Table 2 together with the contri-
butions of the two other hard subprocesses, i.e. QCD Compton and 
leading process. The result of the analysis of the deuteron data is 
ASiv,dPGF = −0.14 ± 0.15(stat.) ± 0.10(syst.) measured at 〈xg〉 = 0.13. 
The proton result, ASiv,pPGF = −0.26 ± 0.09(stat.) ± 0.06(syst.) ob-
tained at 〈xg〉 = 0.15, is consistent with the deuteron result within 
less than one standard deviation of the combined statistical uncer-
tainty. The two results are expected to be consistent, as presum-
ably the transverse motion of gluons is the same in neutron and 
proton. Combining the proton and deuteron results, the measured 
effect is negative, ASivPGF = −0.23 ± 0.08(stat) ± 0.05(syst), which 
is away from zero by more than two standard deviations of the 
quadratically combined uncertainty. This result appears particularly 
interesting in view of the gluon contribution to the proton spin, as 
a non-zero gluon Sivers effect is a signature of gluon orbital an-
gular momentum in the proton [25]. While the recent analysis of 
the PHENIX data [33] yields a gluon Sivers effect for the proton 
that is compatible with zero, the COMPASS result for the proton is 
negative and more than two standard deviations below zero. The 
two results may not be directly comparable, as they are obtained 
at different values of centre of mass energy and xg . It may also be 
important to recall that the existence of colour gauge links com-
plicates the picture, as they lead to two different universal gluon 
Sivers functions, which combine with process-dependent calcula-
ble factors in the two processes [56]. As a result, the gluon Sivers 
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Summary of Sivers asymmetries, ASivPGF , A
Siv
Q CDC , A
Siv
LP , obtained for deuteron and proton data.
Subprocess Deuteron data Proton data
Asymmetry Statistical error Systematic uncertainty Asymmetry Statistical error Systematic uncertainty
PGF −0.14 0.15 0.10 −0.26 0.09 0.06
QCDC 0.12 0.11 0.08 0.13 0.05 0.03
LP −0.03 0.02 0.01 0.03 0.01 0.01
Fig. 8. Collins-like two-hadron asymmetry extracted for Photon–Gluon fusion (PGF), QCD Compton (QCDC) and Leading Process (LP) from the COMPASS two-hadron high-pT
deuteron (left) and proton (right) data. The x range is the RMS of the logarithmic distribution of x in the MC simulation. The red bands indicate the systematic uncertainties. 
(For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)function that appears in one process may be different from the 
one appearing in a different process, so that and assessment of 
compatibility may require a deeper theoretical analysis.
For the asymmetry of the leading process, the high-pT sam-
ple of the COMPASS proton data has provided a positive value 
(see Fig. 7 right-bottom panel). It can be compared with the 
COMPASS results on the Sivers asymmetry for charged hadrons 
produced in SIDIS p → ′h±X single-hadron production [17], 
which for negative hadrons was found to be about zero and 
for positive hadrons different from zero and positive, so that for 
the two-hadron ﬁnal state a positive value may indeed be ex-
pected.
The same analysis method was also applied to extract the 
Collins-like asymmetry for charged hadrons, i.e. the cross sec-
tion dependence on the sine of the Collins angle (φP + φS −
π). The asymmetries Asin (φP+φS−π)PGF , A
sin (φP+φS−π)
QCDC , A
sin (φP+φS−π)
LP
were determined using the same COMPASS high-pT deuteron and 
proton data as used for main analysis in this work. The results 
are shown in Fig. 8. The amplitude of the Collins modulation for 
gluons is found to be consistent with zero, in agreement with 
the naive expectation that is based on the fact that there is no 
gluon transversity distribution [57]. Recently it was suggested that 
a transversity-like TMD gluon distribution hg1 could generate a 
sin (φS + φT ) modulation in leptoproduction of two jets or heavy 
quarks [44]. In this case the results shown in Fig. 8 provide a 
bound on the size of hg1 . The results given in this letter can also 
be interpreted such that no false Collins-like asymmetry is intro-
duced by the rather complex analysis method used, so that the 
non-zero result obtained for the gluon Sivers asymmetry is sup-
ported. In addition it is noted that the Collins-like asymmetry 
of the leading process for the proton is found to be consistent 
with zero for high-pT hadron pairs, in qualitative agreement with 
the measurement of the Collins asymmetry in single-hadron SIDIS measurement [58], where opposite values of about equal size were 
observed for positive and negative hadrons.
8. Summary and conclusions
The Sivers asymmetry for gluons is extracted from the measure-
ment of high-pT hadron pairs in SIDIS at COMPASS off transversely 
polarised deuterons and protons. The analysis is very similar to 
the one already used by the COMPASS collaboration to measure 
g/g , the gluon polarisation in a longitudinally polarised nucleon. 
The large kinematic acceptance of the COMPASS apparatus and the 
high energy of the muon beam make the sample containing two 
high-pT hadrons suﬃciently large for the present analysis, which 
is limited to a small part of the accessible phase space. The criteria 
applied to select hadron pairs allow us to enhance the contribution 
of the photon–gluon fusion subprocess with respect to the leading-
order virtual-photon absorption subprocess. The Sivers asymmetry 
is obtained as the amplitude of the sine modulation in the Sivers 
angle, φSiv = φP − φS .
The selected high-pT hadron-pair sample contains already an 
enriched fraction of events produced in the PGF subprocess. Still, 
it is necessary to subtract the contributions of the other two sub-
processes, LP and QCDC. In this analysis, the fractions of the three 
subprocesses are determined using MC algorithms, and the three 
corresponding asymmetries are extracted from the data using a NN 
technique. Since the results derived from a NN approach strongly 
depend on the Monte Carlo sample on which the network was 
trained, the analysis requires a precise MC description of the data. 
Hence much effort was devoted to obtain a good description of the 
experimental data by MC simulations. In particular, the analysis 
was repeated using eight different MC simulations and the (small) 
differences in the resulting Sivers asymmetries are included in the 
systematic uncertainties.
864 The COMPASS Collaboration / Physics Letters B 772 (2017) 854–864Averaging the results obtained from the deuteron and proton 
data, the measured gluon Sivers asymmetry is obtained as −0.23 ±
0.08(stat.) ± 0.05(syst.), which is away from zero by more than 
two standard deviations of the total experimental uncertainty. This 
result supports the possible existence of a non-zero Sivers function, 
and hence of gluon orbital angular momentum in a transversely 
polarised nucleon.
In addition, another result obtained in this work is the ex-
traction of the Collins-like gluon asymmetry, i.e. the amplitude of 
the sine modulation of the Collins angle φCol = φP + φS − π . Re-
cent developments have hypothesised a non-zero Collins-like gluon 
asymmetry, which is however not related to transversity. Our re-
sult on the Collins-like asymmetry, which is obtained from the 
same hadron-pair data that was used to extract the non-zero re-
sult on the gluon Sivers asymmetry, is found to be compatible with 
zero.
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