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Full perturbative calculation of spectral correlation functions for chaotic systems in
the unitary symmetry class
Sebastian Mu¨ller1 and Marcel Novaes2
1School of Mathematics, University of Bristol, Bristol BS8 1TW, UK
2Instituto de F´ısica, Universidade Federal de Uberlaˆndia, Uberlaˆndia, MG, 38408-100, Brazil
Starting from a semiclassical approach recently developed for spectral correlation functions of
quantum systems whose classical dynamics is chaotic, we focus on the case of broken time-reversal
symmetry, the so-called unitary class. We obtain to all orders in perturbation theory the non-
oscillatory parts of all correlation functions, showing that the off-diagonal contributions to these
correlation functions cancel and the conjectured universality holds. The innovation that allows this
calculation to be performed is the introduction of an auxiliary matrix model which is governed by
the same diagrammatic rules as the semiclassical approach and which can be exactly solved.
I. INTRODUCTION
One of the central problems in the field of quantum
chaos has always been to show that, in the semiclassical
limit, the energy levels of systems with chaotic classical
dynamics have local statistics that agree with the univer-
sal predictions made by random matrix theory (RMT).
This conjecture was put forward about 30 years ago [1],
and is supported by many numerical, experimental and
theoretical results.
RMT proceeds by considering an ensemble of Hamil-
tonians and computing statistical properties of the spec-
trum [2]. It relies only on the overall symetries of the
system, e.g. whether the Hamiltonian is real symmetric
(as in systems which are time-reversal invariant) or com-
plex hermitian (otherwise). These ensembles of Hamilto-
nians are invariant under orthogonal or unitary transfor-
mations, respectively, and define the orthogonal/unitary
symmetry classes. RMT is therefore a kind of minimal-
information approach and its predictions are supposed
to describe ‘generic’ systems with no special features (in
particular, having completely chaotic dynamics).
Historically, the most popular quantity to consider has
been the nearest-neighbor spacing distribution P (s), but
theoretically it is more convenient to work with spectral
correlation functions or their Fourier transforms. The
n-point correlation function Rn(ǫ1, · · · , ǫn) measures the
likelihood that n energy levels will be located around
positions E + ǫ1, · · · , E + ǫn, averaged over E.
The 2-point correlation function has received most of
the attention. It depends on a single parameter (ǫ1− ǫ2),
and a perturbation theory was developed starting from
[3]. The leading correction was derived in [4, 5], and all
orders of perturbation theory were eventually obtained
[6–8]. It was even considered beyond standard pertur-
bation theory [9–11], recovering oscillatory contributions
to the correlation functions. Higher correlation functions
were addressed to leading order in [12], see also [13] for
non-oscillatory contributions.
We have made progress on this problem [14] by obtain-
ing the semiclassical diagrammatic rules that govern the
calculation of spectral correlation functions, and show-
ing that the simplest of these functions indeed agree with
RMT, at least to the leading orders in perturbation the-
ory.
In the present work we improve on this and show that,
for the unitary symmetry class, the agreement between
RMT and semiclassics persists to all correlation functions
and to all orders in perturbation theory. This is achieved
through an auxiliary matrix model which is equivalent to
the semiclassical theory and which can be solved exactly.
II. SEMICLASSICAL DIAGRAMMATIC RULES
The Gutzwiller trace formula [15] expresses the den-
sity of quantum stationary states as a sum over classical
periodic orbits. When it is used to evaluate Rn, it leads
to multiple sums over periodic orbits, and the energy av-
erage selects correlations: in order to have constructive
interference one must find two sets of orbits which have
nearly the same total action.
In [14] we focused attention on the case when there
are J orbits, denoted p1, ..., pJ , correlated with another
K orbits, denoted q1, ..., qK , so that J + K = n. This
leads to a kind of partial correlation function R˜J,K , and
the total correlation function can be easily reconstructed
from the partial ones.
The simplest possibility, called the diagonal approxi-
mation, is to have identical orbits, i.e. the p and q or-
bits coincide pairwise, which of course is only possible for
even n. For systems with broken time-reversal symmetry,
this was considered in [12], where it was shown that the
diagonal approximation (in a variant that also captures
oscillatory contributions) agrees with the prediction from
RMT for all n. That means all corrections to this case,
coming from non-identical orbits, must ultimately give
a vanishing result. This is a non-trivial fact, however,
which is precisely what we want to show.
Correlated sets of periodic orbits can be organized into
diagrams. The edges of a diagram represent long periods
of time during which a p orbit almost coincides with a q
orbit. The vertices are comparatively small regions where
the orbits exchange partners (known as ‘encounters’ in
the literature). The diagrams record only the topology
of the orbits, and their contribution to the correlation
2function requires integrating over all possible action dif-
ferences between the sets of orbits. This was carried out
in [14] and the result is that
R˜J,K(ǫ, η) = DJ,K
[ ∑
struc
∏
jk
(−1)V
(−2πi(ǫj − ηk))Mjk
]
. (1)
Here the energy increments included in ǫ = (ǫ1, . . . , ǫJ)
are associated to the p orbits and the increments included
in η = (η1, . . . , ηK) are associated to the q orbits. The
latter are identified with the parameters ǫJ+1, . . . , ǫn of
Rn using ηk = ǫJ+k. Furthermore, Mjk is the number
of times orbits pj and qk run together but are not the
first ones to arrive at an encounter, and the derivative
operator is
DJ,K =
(−1)K
(2πi)n
J∏
j=1
∂
∂ǫj
K∏
k=1
∂
∂ηk
. (2)
The sum in (1) is over all the possible structures that
can be associated with a given diagram. A structure cor-
responds to a particular choice of order in the sequence of
traversed edges. They can be put in bijection with some
equivalence classes of factorizations of permutations, as
discussed in [14]. We will not follow that approach here,
but we will come back to structures in the next section.
We showed by examples in [14] that, when we use the
diagrammatic rule presented above to compute Rn, there
are two general mechanisms leading to a vanishing result
at a particular order in perturbation theory: 1) the action
of the derivative in DJ,K gives zero because it acts on a
function with less than n variables; 2) several diagrams
cancel each other. Clearly, the second mechanism is the
hardest to realize in practice. Fortunately, the model
we introduce here for the unitary class implements this
mechanism automatically, leaving only the simpler pos-
sibility 1) to be considered.
III. DIAGRAMMATICS OF A MATRIX MODEL
A direct exact evaluation of the expression in Eq. (1)
is a hard task, because of the complicated combinatorial
problem underlying it. However, for the unitary sym-
metry class we are able to make progress by following an
indirect route: we postulate a matrix model which can be
treated diagrammatically with precisely the same rule.
Matrix models have a rich history, starting with the
work of t’ Hooft [16], who noticed that Feynman dia-
grams in QCD could be recovered from them, and that
a perturbation theory in the inverse dimension could be
arranged so as to control the topology of these diagrams.
Since then, they have been much studied [17–21], espe-
cially in the context of 2D quantum gravity [22–27].
Matrix models of a similar type to the one used here
have been applied to transport problems [28–31]. Our
matrix model also has a close connection to work relat-
ing the semiclassics of 2-point functions to the nonlinear
sigma model of RMT [8, 11].
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FIG. 1. Diagrammatics of Zj1k1Z
†
k1j2
Zj2k2Z
†
k2j3
Zj3k3Z
†
k3j1
(Left). Solid lines connect incoming jm to outgoing jm, while
dashed lines connect incoming km to outgoing km. Notice how
k’s are cyclically permuted from left to right. Right: Sketch
of a diagram contributing to R4 with J = K = 2; notice
how there are two periodic orbits correlated with two others
(encounter is grossly exaggerated).
We start by considering N1 × N2 complex matrices,
with no constraints – matrix elements are independent
random variables. If we choose a Gaussian distribution
dµ˜(Z) = e−αTr(ZZ
†)dZ, (3)
then
1
Z
∫
dµ˜(Z)ZjkZ
†
st =
δjtδks
α
, (4)
where Z =
∫
dµ˜(Z) is a normalization constant.
The Gaussian nature of the measure leads to the nice
property that the average value of a general product of
matrix elements can be recovered from (4). This is known
as the Wick rule. It says we must sum, over all possible
pairings between Z’s and Z†’s, the product of the aver-
ages of the pairs. Namely,〈
q∏
m=1
ZjmkmZ
†
smtm
〉
=
∑
pi∈Sq
N∏
m=1
〈ZjmkmZ
†
spi(m)tpi(m)
〉.
(5)
The sum here is over all q! permutations of the numbers
from 1 to q.
A diagrammatic formulation can be introduced in or-
der to compute the average value of Tr(ZZ†)q. First, we
expand this trace as∑
j1,...,jk
∑
k1,...,kq
Zj1k1Z
†
k1j2
Zj2k2Z
†
k2j3
· · ·ZjqkqZ
†
kqj1
, (6)
3where the first sum runs from 1 to N1 and the second
from 1 to N2. Then, each matrix element Zjk is repre-
sented as a pair of arrows, one depicted with solid line
and associated with j, the other depicted with dashed line
and associated with k. These arrows have a marked end
at the tail. The matrix elements of Z† are represented in
the same way, but the marked end is the head. We show
an example in Figure 1. We arrange the arrows coming
from Z and Z† as two parallel columns, and draw lines
connecting coinciding indices. Finally, the diagrammatic
content of Wick’s rule is that we must draw all possible
connections between marked ends. The sum over pair-
ings becomes a sum over diagrams and the contribution
of each diagram to the average 〈Tr(ZZ†)q〉 will result
from the sum over indices of the products of covariances
like (4).
In the example of Figure 1 there are 6 possible ways to
make the connections allowed by Wick’s rule. Three of
them are shown in the Figure. The covariances from di-
agram a) are such that we get the identifications j2 = j3
and k1 = k3; the sum over indices gives then N
2
1N
2
2 . Di-
agram b) results in j1 = j2 = j3 and k1 = k2 = k3,
so that its contribution is N1N2. In diagram c) the j
indices have no identification, while k1 = k2 = k3, so
that its contribution is N31N2. Considering all connec-
tions one can show that the final result is 〈Tr(ZZ†)3〉 =
α−3(N31N2 +N1N
3
2 + 3N
2
1N
2
2 +N1N2).
When computing the average of a product of traces,
each trace like Tr(ZZ†)q is represented by a vertex of va-
lence 2q with a specific internal structure, such that in-
coming jm is followed by outgoing jm, and incoming km
is followed by outgoing km. Wick’s rule then allows con-
nections between different vertices, producing a diagram
which may contain more than one connected component.
IV. OUR MATRIX MODEL
A. Definition
The matrix integral we postulate is
F (X,Y ) =
1
Z
∫
dµ(Z)e−
∑
q≥2 Tr[X(ZZ
†)q−(Z†Z)qY ], (7)
where Z =
∫
dµ(Z) is again a suitable normalization
constant. For the purposes of this section, it is sufficient
to consider Z as a square matrix, of dimension N . The
measure dµ(Z) is still Gaussian, but given by
dµ(Z) = e−Tr[XZZ
†−Z†ZY ]dZ. (8)
The matrices X and Y are constant and diagonal. Let us
denote their eigenvalues by x’s and y’s, respectively. The
covariances of this model depend on these eigenvalues
and are given by
1
Z
∫
dµ(Z)ZjkZ
†
st =
δjtδks
xj − yk
. (9)
B. Semiclassical interpretation
We want to give a semiclassical interpretation of our
model. This will also fix a choice for the matrices X and
Y and a procedure to extract the correlation functions
from F (X,Y ). Notice that our matrix model only pro-
duces diagrams with encounters, i.e. corrections to the
diagonal approximation of [12].
The semiclassical interpretation arises when we Taylor
expand the exponential and integrate term by term us-
ing Wick’s rule to get a sum over diagrams. Then each
trace/vertex can be interpreted as an encounter, e.g. it is
natural to interpret the full lines in Fig. 1 as topological
representations of how connections inside an encounter
look for the p-orbits, and the dashed lines as changed
connections inside the q-orbits.
The pairwise contractions (9) due to Wick’s theorem
become links. As discussed previously, for a given dia-
gram with structure, some of the j indices must be iden-
tified and likewise for the k indices. In the encounter (see
Fig. 1) the j indices coincide for points on the same p
orbit and the k indices coincide for points on the same
q orbit. For a link/contraction line both indices of the
connected points coincide, in line with the fact that both
must belong to the same p orbit as well as the same q or-
bit. So it is natural to interpret the independent indices
as periodic orbits, but this identification has a twist to
be discussed later.
Considering the contributions, note that the traces in-
volve quantities of the kind Aq = X(ZZ
†)q − (Z†Z)qY.
Notice that
TrAq =
∑
j1,...,jq
∑
k1,...,kq
(xj1 − yk1)
q∏
m=1
ZjmkmZ
†
kmjm+1
,
(10)
so the first indices of X and Y play a distinguished role,
analogous to the ‘first orbits to arrive at an encounter’
entering the definition of Mjk on the semiclassical side.
The denominator in (9) produces a product of terms of
the form (xj − yk) for each pair of free indices. When
we take into account the similar factor in the numerator,
arising from links/contractions according to (9), we see
that the contribution of a given diagram with structure
ends up being
(−1)V
N∏
jk=1
1
(xj − yk)Mjk
, (11)
where Mjk is the number of times indices j and k belong
to the same link, but they are not the first ones to arrive
at a vertex. The factor (−1)V comes from the sign in
the exponent, which produces a negative sign for each
vertex.
The above diagrammatic rule looks similar to the semi-
classical one (1). Indeed if we could fully identify j and
k with p and q orbits we could also identify xj , yk with
the energy increments ǫj , ηk (up to a constant). This
4is because each orbit sum arises from the trace formula
for specific energy increments ǫj , ηk. However there is
a crucial difference, which arises because X and Y are
(diagonal) square matrices rather than rectangular. In
(1) the product over j runs from 1 to J , and the one over
k runs from 1 to K. On the other hand, the products in
(11) both run from 1 to N . Therefore, the eigenvalues of
X and Y cannot be directly interpreted as energies. We
must relate them to ǫ’s and η’s in a non-trivial way.
We thus extend the range of j, k up to n − 1 with
n = J + K. (This is the maximal range of indices we
need as j runs up to J = n − 1 for K = 1, and k runs
up to K = n − 1 for J = 1.) Moreover we include as
diagonal elements of X and Y several ’replicas’ of these
energy increments. We thus choose N = (n− 1)r, where
n is the index of the correlation function we are interested
in and r is some parameter. The eigenvalues of X and Y
are then taken to be degenerate according to
xm+(j−1)r = −2πiǫj, ym+(k−1)r = −2πiηk, (12)
where m ∈ {1, ..., r}. That is, X has n− 1 variables ǫ as
eigenvalues, all r times degenerate, and analogously for
Y and the η variables. When we take into account this
degeneracy the diagrammatic factor (11) becomes
rn(−1)V
n∏
jk=1
1
(−2πi(ǫj − ηk))Mjk
. (13)
This is not exactly equal to (1), but it is quite close.
The difference is that here we cannot discriminate the
different decompositions of n as a sum n = J + K. In-
stead, we have that if the total number of periodic orbits
in a diagram is n, i.e. if it must be taken into account in
the calculation of Rn, its contribution always gets mul-
tiplied by rn. More concretely, the function Rn can be
obtained from the function F (X,Y ) by first computing
[rn]F , the coefficient of rn in F . The function F (X,Y )
is, by construction, a symmetric function of the ǫ’s and
a symmetric function of the η’s. If we want, we can ap-
ply the appropriate derivative in order to find the partial
correlation function we considered before,
R˜J,K(ǫ, η) = DJ,K ([r
n]F ) . (14)
Note that on the l.h.s. R˜J,K should depend only on
ǫj with j = 1, . . . , J and ηk with k = 1, . . . ,K. However
on the r.h.s. we have not done anything to explicitly
exclude contributions depending on the remaining incre-
ments, associated to pj with j > J and qk with k > K.
This will be justified at a later stage, when we will see
that such contributions vanish and that they do so (in a
sense to be clarified then) more immediately than R˜J,K
itself.
A similar model was discussed for semiclassical chaotic
transport in [28]. In that case, all classical trajectories
had the same energy. This peculiarity allowed for a sim-
pler matrix integral, which did not require external ma-
trices with degenerate eigenvalues.
C. Exact solution
Let us now proceed to the exact solution of our matrix
integral F (X,Y ) in Eq. (7).
We start by computing the normalization constant.
Let Z = UDV be the singular value decomposition
(SVD) of Z. Here D is a diagonal matrix such that DD†
has the same eigenvalues of ZZ†, let us denote them by
λ, while U and V are unitary matrices. The matrix U is
uniformly distributed over the unitary group with Haar
measure. The matrix V takes values in the coset space
U(N)/[U(1)]N , with a measure induced from the Haar
measure; this difference is irrelevant, leading only to a
constant factor which cancels later on.
The Jacobian of the SVD transformation was obtained
in [32] and is given by |∆(λ)|2, the square of the Vander-
monde determinant ∆(λ) =
∏
i<j(λj − λi). We get
Z =
∫
dUdV dλ|∆(λ)|2e−Tr[XUTU
†]+Tr[V †TV Y ], (15)
where T = DD†. Using the well-known Harish-Chandra-
Itzykson-Zuber integral [33, 34],∫
dUe−Tr[XUTU
†] = cN
det(e−xiλj )
∆(x)∆(λ)
, (16)
where cN is a constant depending only on the dimension
N , we can now perform the integral over U . The integral
over V is similar, but with a different constant dN .
In order to do the integral over the eigenvalues, we
resort to the Andre´ief identity [35]: given two sets of
N functions, φi, ψi, the multidimensional integral of a
product of determinants is the determinant of a matrix
whose elements are one-dimensional integrals,∫
det (φj(λk)) det (ψj(λk)) dλ = N ! det
∫
φj(λ)ψk(λ)dλ.
Applying it to ∫
det(e−xjλk)det(eyjλk)dλ (17)
leads to the final result for the normalization constant:
Z(X,Y ) =
cNdNN !
∆(x)∆(y)
detC, (18)
where C, sometimes known as the Cauchy matrix, has
elements given by Cjk = (xj − yk)
−1.
In order to compute F (X,Y ) we must first evaluate
the sum in the exponent. This gives
F (X,Y ) =
1
Z
∫
dUdV dλ|∆(λ)|2e−Tr[XUT˜U
†]+Tr[V †T˜ V Y ]
(19)
with T˜ =
∑
q≥1 T
q which has eigenvalues
∑
q≥1 λ
q
i . As
these diverge for λi > 1 the integral for each λi is effec-
tively reduced to the interval [0, 1], and the eigenvalues
5of the matrix T˜ become T˜i = λi/(1−λi) which runs from
0 to ∞. The angular integrals are computed exactly as
above, leading to
F =
1
Z
cNdN
∆(x)∆(y)︸ ︷︷ ︸
= 1
N ! detC
∫
dλ
∣∣∣∣∆(λ)∆(T˜ )
∣∣∣∣2︸ ︷︷ ︸
=dT˜ 1∏
i(1+T˜i)
2N
det(e−xjT˜K ) det(eyj T˜k).
(20)
Here we have changed variables to T˜i, using dλi =
dT˜i/(1 + T˜i)
2 and
∆(λ)
∆(T˜ )
=
∏
i
1
(1 + T˜i)N−1
. (21)
One last use of the Andre´ief identity (absorbing a factor
1
(1+T˜ )N
each in φj and ψk) then leads to our final result
for F (X,Y ) as a ratio of determinants,
F (X,Y ) =
detA
detC
. (22)
Here the matrix A has elements given by
Ajk =
∫
dT˜
1
(1 + T˜ )2N
e−(xj−yk)T˜
= exj−ykEi(2N, xj − yk), (23)
in terms of the incomplete exponential integral,
Ei(a, z) =
∫ ∞
1
e−ztt−adt. (24)
The matrices A and C both have zero determinant
when there are degeneracies among the x’s or the y’s.
The identification between these variables and the ǫ’s and
η’s must therefore be performed only after computing the
ratio detA/ detC.
Integration by parts now allows us to write the result
in a slightly different form,
F (X,Y ) =
det(C −B)
detC
(25)
where
Bjk = 2NCjke
xj−ykEi(2N + 1, xj − yk). (26)
In fact, the method of successive integration by parts
can be used in order to produce an asymptotic series for
each Bjk in terms of Cjk = (xj − yk)
−1, in which higher
powers of Cjk will be accompanied by high powers of N .
Importantly for the following considerations, we can thus
expand F (X,Y ) in terms of higher and higher powers of
N = (n− 1)r. The leading term of order N0 is detCdetC = 1
which vanishes after taking derivatives according to (14).
All other terms involve higher powers in N .
D. Recovering the RMT result
Our final result (22) can be expanded in inverse pow-
ers of (x− y) and, upon use of the degeneracy condition
(12), provides all spectral correlation functions. Using
Eq. (14) we will show that the off-diagonal contributions
to all correlation functions vanish, because the terms that
contain all variables ǫj and ηk appearing in the deriva-
tives DJ,K must necessarily be of a higher order in r than
rn. Hence the corresponding coefficient [rn]F vanishes.
We start by showing this in an example. The first
nontrivial term in the expansion of (25) is Tr[C−1B],
taken to leading order. For n = 3 we obtain
Nr2
(
1
ǫ1 − η1
+
1
ǫ1 − η2
+
1
ǫ2 − η1
+
1
ǫ2 − η2
)
. (27)
This corresponds semiclassically to the leading order
correction to R3, as discussed in our previous paper
[14]. Notice that it is indeed proportional to r3 since
N = (n − 1)r. However, the contribution actually van-
ishes after we take the required derivatives with respect
to three different variables, since all terms inside the
parenthesis depend only on two variables.
Terms involving all energy increments that appear in
the derivatives must be of a higher order in N . However
due to N ∝ r this leads to an overall order in r of at
least 4, and the contribution vanishes after taking the r3
coefficient.
As seen in [14] the second order correction to R3 in-
volves cancellation among several diagrams. It is not
possible to see that cancellation in action in the present
matrix model: it has been performed automatically and
imperceptibly. This is precisely the merit of the model,
that it has all contributions built in, and gives only the
final result.
Fortunately, we do not need to understand the function
F (X,Y ) in its full complexity, because of the general can-
cellation mechanism observed above. In general the con-
tributions R˜J,K to the n-point correlation function can
be accessed from F using derivatives w.r.t. n variables.
Hence if we expand in (x − y)−1 the contributing terms
must involve at least n different variables xj , yk. Because
of the degeneracy the contribution is thus proportional
to rn. However, as we have mentioned the series de-
velopment of the Ei function involves further powers of
N = (n − 1)r. For all terms except the trivial leading
term this leads to further factors proportional to N and
thus r, and this makes the exponent of r always larger
than n. Therefore, when taking the coefficient of order
rn as required in (14), the result automatically vanishes.
This is in complete agreement with the prediction from
random matrix theory for the unitary symmetry class
and shows that the off-diagonal contributions to all cor-
relation functions vanish.
To complete a technical point mentioned earlier, we
can now also understand why on the r.h.s. of Eq. (14)
we did not have to explicitly exclude contributions from
6orbits associated to ǫj with j > J and ηk with k > K.
Any such contributions involve one additional degener-
acy factor r for each additional energy increment. Hence
these contributions vanish even more immediately than
the others and their treatment does not affect our result.
V. CONCLUSIONS
We have introduced a matrix model that mimics the
semiclassical diagrammatic formulation of spectral corre-
lation functions of chaotic systems in the unitary symme-
try class. This matrix model was then solved, recovering
the RMT prediction that the diagonal approximation is
exact.
This new approach avoids cumbersome combinatorial
analysis that were necessary in previous approaches to
show cancellations among diagrams. Instead, these can-
cellations are built in the model from the start.
This is an important step forward in establishing the
conjecture that spectral statistics of quantum chaos are
universal. The problem still remains to settle this conjec-
ture for other symmetry classes, and for the oscillatory
terms which are not accessible from perturbation theory.
We hope the ideas introduced here may pave the way to
the full solution.
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