Let LDL t be the triangular factorization of a real symmetric n n tridiagonal matrix so that L is a unit lower bidiagonal matrix, D is diagonal. Let ( ; v) be an eigenpair, 6 = 0, with the property that both and v are determined to high relative accuracy by the parameters in L and D. Suppose also that the relative gap between and its nearest neighbor in the spectrum exceeds 1=n; nj ? j > j j.
Setting the Scene
A real symmetric n n matrix has a full set of orthogonal eigenvectors and users of software expect computed eigenvectors to be orthogonal to working accuracy. Excellent programs are available to diagonalize real symmetric matrices so we could say that the problem of computing orthogonal eigenvectors is solved. Unfortunately users are always in a hurry and the standard programs require O(n 3 ) arithmetic operations in di cult cases. The time consuming calculation in the standard QR algorithm is the accumulation of O(n 2 ) plane rotations, each of which requires O(n) operations. Yet we must remember that it is this accumulation that guarantees numerically orthogonal eigenvectors however close some of the eigenvalues may be and that is a beautiful feature of the QR-based algorithm.
As values of n near 10 It is the presence of parallel distributed memory computer systems that has vitalized the search for algorithms that can compute each eigenvector of a tridiagonal matrix independently of the others. Ideally the n eigenvalues would be distributed to n processors, along with a copy of the tridiagonal, and all n eigenvectors would be computed independently at the same time and would turn out to be orthogonal to working accuracy.
There are formidable obstacles that impede the realization of this dream and these will be reviewed in the next section. This paper presents a useful step towards the goal. The main Theorem 8 in Section 7 shows that in special, but important, situations our new algorithm produces an eigenvector that is guaranteed to be within O(n") of the true eigenvector whenever the eigenvalue has a relative separation from its neighbors that exceeds 1=n. It has been known for years that inverse iteration can produce fully accurate eigenvectors whenever the eigenvalue has an absolute separation that is above the average ( max ? min )=(n ? 1) . So our contribution is to change absolute to relative in the separation condition. Our examples shows that the resulting sppedups can be dramatic (from 822 seconds to 6 seconds). See Section 8 for details. To establish our result, roundo errors included, we were obliged to jettison the traditional representation of a tridiagonal matrix by its diagonal and next-to-diagonal entries.
The proof of the main theorem rests on a special interpretation of the roundo errors in di erential qd algorithms that yields what is called mixed stability: carefully selected small relative perturbations of both the input and the output of our subroutines reveals the existence of an exact relationship of the form LDL t ? I =ÑDÑ t , whereÑ is a twisted factor de ned in Section 4. The translation by preserves eigenvectors while shifting the eigenvalue of interest very close to 0. The middle part of this paper presents the relevant error analysis. Although they are essential for our results this analysis will be indigestible for most readers but it tells us that changes of only 3 or 4 units in the last digit of each entry of L, D,Ñ andD (rather than 300 or 30000 units) su ce to give the exact relation.
Let us sketch our new sequential algorithm that is based on the results of this paper.
Compute the extreme eigenvalues of T and start with a base at one end of the spectrum.
Compute the Cholesky factorization LL t = (T ? I) and nd all its eigenvalues to high relative accuracy. Next nd the eigenvectors for all the shifted eigenvalues ? that have large relative gaps. If some eigenvalues remain without eigenvectors then pick a new base at, or close to, one end of the remaining spectrum. Perform a careful factorization L D L t = LL t ? (new )I and monitor element growth. If growth is too great then perturb (away from the cluster) until growth is acceptable. Then re ne, to high relative accuracy, all new small eigenvalues with large relative gaps and compute their eigenvectors. Repeat the process with suitable bases until all eigenvectors have been computed. The interested reader can nd a more detailed outline of this algorithm in 8] .
The organization of the paper is revealed in the list of contents. Householder notation (capital letters for matrices, Greek lower case for scalars, and lower case bold Roman for vectors) is generally followed. Section 4 is derived from Chapter 4 of 8].
Di culties
The quality of an approximate eigenvector y is measured by its residual. The basic result that goes back to Temple in the 1930's, if not earlier, will be needed later. See 27, Chap. 10] for details.
Theorem 1 Let A = A t have a simple eigenvalue with normalized eigenvector v. For any unit vector y and a scalar , closer to than to any other eigenvalue, j sin \(v; y)j kAy ? y k=gap( ); (1) where gap( ) = minfj ? j : 6 = ; 2 spectrum(A)g. In addition, if (y) := y t Ay then kAy ? y (y)k max ? min j sin \(v; y)j:
A proof is given in 27, Chap. 11]. The lower bound shows that the error angle is governed by the residual norm. The sad fact is that a small residual norm does not guarantee an accurate eigenvector when gap( ) is also small. On the other hand an accurate approximation y, in the strong sense that j sin \(v; y)j < n"; (" is the roundo unit); (3) does ensure that y is numerically orthogonal to all the other eigenvectors since j cos \(v ? ; y)j j sin \(v; y)j < n":
Here v ? is any vector orthogonal to v. Thus accuracy yields orthogonality. This observation is not as vacuous as it appears. In the QR algorithm the computed eigenvectors are acceptable because they are orthogonal (numerically) and their residuals are small but they are not always accurate in the sense of (3). Part of the explanation for this anomaly is that A may not determine some of its eigenpairs to high accuracy. Thus the eigenvector v used above may be ill-de ned as soon as there is uncertainty in the entries of A and so the concept of accuracy goes out of focus. That is why, in the sense of (3), accuracy is not the only way, or even the best way, to compute numerically orthogonal eigenvectors. The QR algorithm does produce a numerically orthonormal basis for all the invariant subspaces that are well de ned by the tridiagonal.
Let us return to the residual norm. In general, the best we can hope for is to produce residuals r = r(y) = Ay ? y satisfying krk " ( max ? min ):
The average separation between eigenvalues is max ? min n ? 1
and so, by (1) and (4), if gap( ) is above the average (5) then j sin \(v; y)j (n ? 1)"
and accuracy is assured. On the other hand in the many cases when gap( ) (5) then the residual norm must be much smaller than the right hand side of (4) in order to deliver such accuracy.
In general we see no possibility for reducing the residuals without using higher precision arithmetic in parts of the computation. Instead we turn to special matrices and special situations, in particular, to a symmetric tridiagonal matrix T. Our goal is to compute residuals satisfying krk = kTy ? y^ k K"j^ j; (7) for some modest constant K independent of y and^ , so that j sin \(v; y)j K"j^ j
: (8) Note that if^ = O("( max ? min )) then (7) requires krk = O(" 2 ). How is that possible since even the rounded version of the`true' eigenvector may not achieve (7)?
We can achieve (7) in the presence of three separate properties. (I) must be determined to high relative accuracy by the matrix parameters. (II) The computed^ must approximate to high relative accuracy.
(III) The vector y must be computed so that kr(y)k j ?^ j "j^ j.
A tridiagonal matrix T is traditionally represented by its diagonal and o -diagonal entries. We achieve Property I by discarding this representation in favor of LDL t = T ? I for a suitable shift . Section 3 shows the necessity for this change of representation. Property II is then easily achieved by using bisection or, in the positive de nite case, by the dqds algorithm, see 11] . Given a good factorization LDL t , and a highly accurate^ , we can think of satisfying Property III by using inverse iteration. While traditional inverse iteration often works well in practice, we employ an elegant alternative that uses a rank-revealing twisted factorization of T ?^ I.
A subtle point in our analysis is that (7) is achieved, not for T but for a small relative perturbation of LDL t .
Most of this paper, from Section 4 onwards, is devoted to a proof that Property III can be achieved in the presence of roundo error.
Standard Tridiagonal Form is Inadequate
Recent work has shown that some tridiagonal classes do determine all their eigenvalues to high relative accuracy. However for most tridiagonals small relative changes in the diagonal and o -diagonal entries can cause huge relative changes in the small eigenvalues. Eigenvalues are ordered by 1 2 3 n . We now give a carefully contrived example which exhibits this relative instability even when n = 3. we carefully constructed this matrix to have the desired behavior which may be veri ed by using a symbol manipulator such as Maple 3] Since a small relative change of " in the o -diagonal entries of T 1 results in a much larger relative change in its eigenvalues and eigenvectors, we say that T 1 does not determine its eigenvalues and eigenvector components to high relative accuracy. Consequently, in the face of roundo errors, it is unlikely that we can compute numerically orthogonal eigenvectors without explicit orthogonalization. To corroborate this, we gave the best possible approximations to 1 and 2 as input to the EISPACK and LAPACK implementations of inverse iteration but turned o all orthogonalization within these procedures. As expected, we found the computed vectors to have dot products as large as O( p ").
In contrast, when T is positive de nite, the representations LDL t andLL t , whereL = LD
1=2
, each determine all the eigenvalues to high relative accuracy. See 7, Theorem 5.13] for more details. Thus these factored forms are preferable to the standard form for eigenvalue calculations.
When D is not positive de nite the situation is more complicated. Often LDL t determines its eigenvalues to high relative accuracy, particularly the small ones. Of course we may use the representation U ? D ? U t ? derived from Gaussian elimination in reverse order or even a twisted factorization. The important point is that the positive de nite case is not the only one in which some eigenvalues are determined to high relative accuracy by a factored form. The focus of this paper is on how to exploit such accuracy when it occurs, not to give conditions for its occurrence. The latter is the concern of 25].
Let LDL t v = v , 6 = 0. An appropriate relative condition number is relcond( ) := v t LjDjL t v=j j:
Note that when D is positive de nite then relcond( ) = 1 but we do not need such stability for our results. A value of relcond( ) such as 10 or 20 is adequate to ensure numerically orthogonal eigenvectors. See Section 5 for more details.
Computation with Bidiagonals
In the remaining pages, we show that we can compute a very accurate eigenvector when (i) relcond( ) is modest and (ii) has a large relative gap, by achieving residual norms that are small in a relative sense.
Twisted Factorizations
If^ is an extremely accurate approximation to an eigenvalue of T then T ?^ I is almost singular. In order to compute the eigenvector we seek a rank-revealing factorization. In the tridiagonal case we can always construct such a factorization from the forward and backward triangular factors. Clearly, there are n such twisted factorizations, one for each k = 1; : : : ; n. One such twisted factorization, with n = 6 and k = 3 is shown in Figure 1 . The only new entry is k and it is of great importance. There are several formulae for k and we will give some of them in Fact 2. Our twisted factorization will reveal the rank if k ?^ . Fact 1 implies that, in most cases, there exists such a k (see Theorem 2 below). The case k = 1 for all k can occur but we are free to choose^ to avoid such situations. The goal is to nd a value of k that reveals the rank. The method is to compute k for every choice of k, 1 k n, and to choose an index which gives a minimal or nearly minimal value to j k j. The surprise is that this can be done for little extra work. Fact 2. In exact arithmetic,
The expression in parentheses in the rst formula above is the (k; k) entry of LDL t ?^ I (here d k = D(k; k) and l k?1 = L(k; k ? 1)). More robust expressions are given in (22) .
We present next the relation of k to the spectral factorization of LDL t ?^ I using an eigenvector expansion. These results do not exploit the tridiagonal form.
Let LDL t = V V t . Replace LDL t by V V t in Fact 1 to nd, for each k, ) is not the best approximate eigenpair because^ is not the Rayleigh quotient of z (k) . By using the Rayleigh quotient we obtain a useful decrease in residual norm. 
Proof. Write z for z (k) , for k , and note that (13) is not identical to the stationary transformation given by Rutishauser, the di erences are not signi cant enough to warrant inventing new terminology. The term`stationary' is used for (13) 
In the next section we will show that the above di erential algorithm has some nice properties in the face of roundo errors.
We also need to compute the transformation LDL t ? I = U ? D ? U t ? :
which we call the \progressive quotient-di erence with shift"(qds) transformation. The following algorithm gives an obvious way to implement this transformation. We also need to nd all the k 's in order to choose the appropriate twisted factorization for computing the eigenvector. Since (LDL t ) k;k+1 = d k l k , Fact 2 in Section 4.1 leads to
Substituting from (20), (21) and (17) in the above equation, we can express k by any of the following formulae: k = 8 < : (22) In the next section, we will see that the top and bottom formulae in (22) In the next section, we exhibit desirable properties of the di erential forms of our qdlike transformations in the face of roundo errors. Before we do so, we emphasize that the particular qd-like transformations presented in this section are new. Similar qd recurrences have been studied by Rutishauser 28 
Roundo Error Analysis
First, we introduce our model of arithmetic. We assume that the oating point result of a basic arithmetic operation satis es fl(x y) = (x y)(1 + ) = (x y)=(1 + ) where and depend on x, y, , and the arithmetic unit but satisfy j j < "; j j < " for a given " that depends only on the arithmetic unit. We shall choose freely the form ( or ) that suits the analysis. As usual, we will ignore O(" our algorithms do not admit such a pure backward analysis (see 35] for a backward analysis where the backward errors are absolute but not relative). Nevertheless, we will give a hybrid interpretation involving both backward and forward relative errors.
The best way to understand our rst result is by studying Figure 2 . Figure 2 to indicate a process that takes rows and columns in increasing order, i.e., from \left to right" and \top to bottom". Later, in Figure 3 we use and^to indicate a \right to left" and \bottom to top" process. . As we mentioned above, this is not a pure backward error analysis. We have put small perturbations not only on the input but also on the output in order to obtain an exact dstqds transform. This property is called mixed stability in 2] and 5] but note that our perturbations are relative ones. A trustful reader may wish to skip the proofs but the very special`interpretation' of the roundo errors is the rock on which our results are founded. Proof. We write down the exact equations satis ed by the computed quantities.
1 + " i+1 :
In the above, all "'s depend on i but we have chosen to single out the one that accounts for the subtraction as it is the only one where the dependence on i must be made explicit. In 
is satis ed. This may be achieved by setting
In order to satisfy the exact mathematical relations of dstqds, 
(1 + " = )(1 + " )(1 + " + ) ? : Note that the above "'s are di erent from the ones in the proof of the earlier Theorem 4.
As in Theorem 4, the trick is to satisfy the exact relation,
? ; (29) which is achieved by setting di = d i (1 + " = )(1 + " )(1 + " + ); p i =p i (1 + " i ); (30) and l i = l i s (1 + " )(1 + " )(1 + " i+1 ) (1 + " = )(1 + " )(1 + " + ) ; (31) so that di l 
2 By combining parts of the analyses for the dstqds and dqds transformations, we can also exhibit a similar result for the twisted factorization computed by Algorithm 4.5. In Proof. The crucial observation is that for the exact stationary transformation (i. e. (23), (25) and (26) ) to be satis ed for 1 i k ? 1, roundo errors need to be put only on Note that in the above, we have put the superscript ? on some "'s to indicate that they are identical to the corresponding "'s in the proof of Theorem 5. By (24) and (28) ; (35) where " ? is identical to the " of (34).
t u
Note: A similar result may be obtained if k is computed by the last formula in (22).
Perturbations of Products of Bidiagonals
Let N r D r N t r denote a twisted bidiagonal factorization with twist index r. D r is diagonal and N r is a unit twisted bidiagonal matrix. This section studies the e ect of small relative changes in the non-trivial entries of N r and D r on the eigenvalues and eigenvectors of N r D r N t r . From Section 6 onwards the factorization of concern has r = n, the familiar LDL t .
Multiplicative Form
Lemma 2 Let N r be a twisted unit bidiagonal with no zero o -diagonal entries. Independent relative perturbations in the o -diagonals may be represented by the two-sided scaling E ?1 N r E where E = diag(e 1 ; : : : ; e n ) is a scaling matrix, unique to within a constant multiple.
Proof. Let 
A simple bound on the right side of (38) ): The bound in (40) is invoked in Theorem 8. Note that the above analysis was independent of (i) the tridiagonal form of T, (ii) the diagonal form of E and (iii) the representation of T as a product.
Inner Perturbations
It is convenient to write the scaling matrix EF in (36) as I + , diagonal, so that Eigenvector Sensitivity
In contrast to the analysis given above the sensitivity of an eigenvector v depends in a complicated way on all the other eigenvectors. Consequently we must change notation and write 
The denominator is a measure of relative separation using the geometric mean instead of the maximum or the arithmetic mean. In this paper we assume that all relconds are bounded by a modest constant like 10 -nding such twisted factorizations is not our concern here.
Algorithm for an Eigenvector
The method presented below is close in spirit to the one presented by Godunov and his co-workers in the USSR in 1985, see 14] and 15]. They formulated the idea of taking the top entries in the vector from one sequence and the bottom entries from another one and then choosing the right index at which to join the two pieces into an accurate eigenvector. However neither Godunov nor Fernando reap the full reward for choosing the best place to join two pieces.
The reasons are quite di erent in the two cases. Godunov et. al. carefully select approximate eigenvalues on opposite sides of the true eigenvalue for the two sequences that provide the eigenvector entries. However they need directed rounding in order to establish their bounds in nite precision arithmetic. Directed rounding is not incorporated on the computer systems used in the West. Fernando does not consider the e ects of roundo error but, as with Godunov et. al., computes the two factorizations from a translate of the original matrix T that may not de ne its smallest eigenvalue to high relative accuracy. The In exact arithmetic the rst and last entries of an eigenvector of a tridiagonal matrix are nonzero but they can be extremely small and, except in special calculations, it is a waste of time and space to compute normalized eigenvector entries of magnitude " or less.
Since kzk 1 the perturbation to kzk caused by neglecting entries less than " is bounded by (n ? jsuppj) The number of multiplications is 4 jsupp(z)j. Since the eigenvalues are known in advance we know when inverse iteration must be invoked. However, the analysis given above ignores roundo error. Our limited experience with this re nement is disappointing. In di cult cases the dot products have only decreased by a factor of 10 or 100 and not by a factor of 1= p " as the above analysis indicates. The reason is quite subtle. When we solve (54) in nite precision arithmetic, the computed resultŷ will at best satisfy (T ?^ I + T)ŷ = z~ r ;
where T is a small relative perturbation of the order of machine precision. From the analysis of Section 5, the eigenvectors of the perturbed matrix are O(")=relgap(^ ) away from the eigenvectors of T. This perturbation result implies that when relgap(^ ) = O( p "), we cannot get closer than O("=relgap(^ )) = O( p ") to the desired eigenvector no matter how many inverse iteration steps we take. Thus, when relative gaps are small we need other techniques to achieve numerical orthogonality.
One remedy is to take a new shift to improve the relative gaps and to stay with the z vector. See 8] and 25] for more details. Very tight clusters of eigenvalues that are wellseparated from the rest of the spectrum may also be handled by the overlapping submatrix ideas of 22] and 23].
Bounds on Accuracy (Proof of Correctness)
The formal analysis begins here. We start by showing that the computed vectorẑ is very close to an exact vectorz for perturbed factors determined by step IV of the algorithm in Section 6. For the lower half ofẑ, l r, the argument is similar butÛ ? is related toÛ ? by (35) and (34), both of which are di erent from (27) Proof. First we establish a general result on elementwise perturbation of vectors which shows that the term jsupp(ẑ)j above could be replaced by a weighted standard deviation of the relative changes toẑ's entries. Thus a bound of n on jsupp(ẑ)j is very crude and O( p n) is a more realistic measure of the dependence on n. The following theorem is the heart of the paper. Figure 5 lays out the essentials given in Figure 4 and should be consulted. Theorem 8 Let ( ; u) be an eigenpair of the symmetric unreduced tridiagonal matrix LDL t with kuk = 1. Let^ be an accurate approximation closer to than to any other eigenvalue of LDL t and letẑ be the vector computed in Step IV of Algorithm Getvec in Section 6 usinĝ ,N r ,D r , and twist index r. Let 
For the inner perturbation EF one must add to E half the ulps needed for the diagonal changes, namely 1 2 for i < r, 2 for i = r and 3 2 for i > r (see Figure 4 and Theorem 6). Thus 
Combining (65), (66) and (67) yields j ?^ j j u(r)j gap (^ ) j^ ? j=j j + 66n" ju(r)j relgap( ) 1 + 63Mn" ju(r)j + 66n"j j + j^ ? j
The last term in (56) is easily seen to be bounded by 63Mn". The result then follows. 2
The following corollaries yield a concise and useful summary of our work in this paper. When applying Algorithm Getvec to the above matrix, we observe the following. to compute the eigenvectors. These computed vectors also turn out to be accurate and numerically orthogonal (however, the tiny v 3 (3) entry is not computed to high relative accuracy). L + D + L T + x i = random vector; also leads to computed eigenvectors that are numerically orthogonal when the dstqds transformation is used to compute (68). Thus the use of twisted factorizations in Algorithm Getvec is not essential in practice, and inverse iteration using dstqds also works. However, twisted factorizations are more elegant to use, have better numerical behavior and allow us to prove the accuracy of our algorithm. The latter example beautifully illustrates our techniques. We do not promise high relative accuracy for eigenvalues and eigenvectors of the given tridiagonal matrix. In fact, it is unrealistic to hope for such accuracy as explained in Section 3. However, we get a \good" factorization of the tridiagonal, and then proceed to compute its eigenvalues and eigenvectors to high accuracy, which automatically leads to orthogonality.
As our third example, consider As discussed in Section 6.1, inverse iteration appears to be a natural remedy to cure the problem. However even after ten inverse iteration steps jv T 2v3 j = 3:45 10 ?9 = O( p "):
Thus inverse iteration does not achieve numerical orthogonality. See the end of Section 6.1 for an explanation of this behavior. For an approach to achieve orthogonality in this situation, see Chapter 5 in 8].
Algorithm Getvec can lead to substantial speedups in the computation of eigenvectors when the relative gaps between eigenvalues are O(1) but the absolute gaps are less than 10 ?3 .
We illustrate this speedup on four examples in Table 1 . Matrices of the rst type have eigenvalues in an arithmetic progression, i = i "; i = 1; 2; : : : ; n ? 1; and n = 1:
The second type of matrices has eigenvalues that come from a uniform random distribu- In Table 1 we compare the speed of Algorithm Getvec to various existing algorithms. DSTEIN and TINVIT are inverse iteration routines from LAPACK and EISPACK respectively that perform Gram-Schmidt orthogonalization when eigenvalues have small absolute gaps, in particular, when j i+1 ? i j 10 ?3 kTk. DSTEQR uses the QR iteration to compute orthogonal eigenvectors while DSTEDC is the Divide and Conquer code in LAPACK. Table 1 shows that on most examples, Algorithm Getvec is about two orders of magnitude faster than DSTEIN, TINVIT and DSTEQR. Also see that Algorithm Getvec is several times faster than DSTEDC on three of the four matrix types, and is comparable in speed on the rst example, where DSTEDC is very fast due to de ation of clustered eigenvalues. . All algorithms delivered adequate numerical orthogonality on the test cases.
Singular Vectors
A natural application of the procedures analyzed in this paper is to compute the SVD of a bidiagonal matrix L t : L t = U V t , U t = U ?1 , V t = V ?1 . Since LL t = V 2 V t the Cholesky factorization of the symmetric positive de nite matrix LL t is the initial input and so the output of our method is V whose columns are the right singular vectors of L t .
What must be done to compute U? First we note that a natural operation on bidiagonal and diagonal arrays is to` ip' them: L ?! L. In practice the order of the entries is reversed. Formally L =ĨL tĨ whereĨ is the reversal matrix,Ĩ = (e n ; : : : ; e 1 ) when I = (e 1 ; : : : ; e n ). For diagonal matrices ipping is just reversal. If cost were of no consequence then U could be computed by ipping the given L t , calling our algorithm, and reversing the output. The justi cation is that ( L)( L t ) = (ĨL tĨ )(ĨL tĨ ) t =ĨL t LĨ =ĨU 2 U tĨ :
The defect of the high level procedure mentioned above is that the singular values will be computed twice; a signi cant waste. The remedy is to apply the reversal mechanism locally. When an eigenvalue ( 2 ) has been computed our algorithm invokes Algorithms 4.2 and 4.4 to obtain a double factorization and, after selecting an index, the desired singularity revealing twisted factorization. From this comes the singular vector v. In order to compute If we take v as xed then the last relation plays no role. It is reasonable to set u (1) := L t v= , 6 = 0, as an initial approximation and then re ne u (1) using the other two relations. Suppose that the process converges to a vector u satisfying all 3 relations to high relative accuracy. Does it follow that this u will be a very accurate approximation to the true left singular vector for ? We do not know and leave the problem as an exercise to the interested reader.
