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Abstract
YARN (Yet Another RussNet), a project
started in 2013, aims at creating a large
open WordNet-like thesaurus for Russian
by means of crowdsourcing. The first
stage of the project was to create noun
synsets. Currently, the resource comprises
100K+ word entries and 46K+ synsets.
More than 200 people have taken part
in assembling synsets throughout the
project. The paper describes the linguistic,
technical, and organizational principles
of the project, as well as the evaluation
results, lessons learned, and the future
plans.
1 Introduction
The Global WordNet Association website lists 76
wordnets for 70 different languages1, including
multilingual resources. Although the table men-
tions as many as three wordnets for Russian, un-
fortunately no open Russian thesaurus of an ac-
ceptable quality and size is still available.
The Yet Another RussNet (YARN) project2
started in 2013. It aims at creating a comprehen-
sive and open thesaurus for Russian. From the
linguistics point of view, the proposed thesaurus
has rather a traditional structure: it consists of
synsets—groups of near-synonyms corresponding
to a concept, while synsets are linked to each other,
primarily via hierarchical hyponymic/hypernymic
relations.
1http://globalwordnet.org/
wordnets-in-the-world/
2http://russianword.net/en/, not to be con-
fused with a Hadoop subsystem.
YARN intends to cover Russian nouns, verbs and
adjectives. Following the divide and conquer ap-
proach, we treat synset assembly and relationship
establishing separately.
The main difference between YARN and the pre-
vious projects is that YARN is based on crowd-
sourcing. We hope that the crowdsourcing ap-
proach will make it possible to create a resource
of a satisfactory quality and size in the foresee-
able future and with limited financial resources.
Our optimism is based both on the international
practice and the recent examples of successful
Russian NLP projects fueled by volunteers. An-
other important distinction is that the editors do
not build the thesaurus from scratch; instead, they
use “raw data” as the input. These “raw data”
stem from pre-processed dictionaries, Wiktionary,
Wikipedia, and text corpora. More than 200 peo-
ple have taken part in the synset assembly in the
course of the project. Currently, the resource com-
prises 100K+ word entries and 46K+ synsets that
are available under CC BY-SA license.
The paper describes the main linguistic and or-
ganizational principles of YARN, the tools devel-
oped, and the results of the current content evalu-
ation. We also point to some pitfalls of the chosen
crowdsourcing methodology and discuss how we
could address them in the future.
2 Related Work
In this section, we briefly survey projects aimed
at creation of WordNet-like semantic resources
for Russian, describe peculiarities of other the-
sauri for Slavic languages, and systematize differ-
ent crowdsourcing approaches to building lexico-
graphic resources.
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2.1 Russian Thesauri
The RussNet project3 was launched in 1999 at
Saint-Petersburg university (Azarova et al., 2002).
According to the RussNet developers, the resource
currently contains about 40K word entries, 30K
synsets, and 45K semantic relations. However,
this data is not encoded in a uniform format and
cannot be published or used in a NLP application
in its current form.
RuThes is probably the most success-
ful WordNet-like resource for Russian
(Loukachevitch, 2011). It has been develop-
ing since 2002, and now contains 158K lexical
units constituting 55K concepts. RuThes is a
proprietary resource; however a subset of it was
published recently4. The main hurdle for a wider
use of the resource is a restrictive license and the
fact that the data in XML format can be obtained
by request only.
Another resource—RussianWordNet—was a
result of a fully automatic translation of the
Princeton WordNet (PWN) into Russian under-
taken in 2003 and is freely available5 under the
PWN license. The approach based on bilingual
dictionaries, parallel corpora, and dictionaries of
synonyms resulted in the translation of about 45%
of the PWN entries. The thesaurus contains 18K
nouns, 6K adverbs, 5.5K verbs, and 1.8K adverbs;
no systematic quality assessments of the obtained
data were performed (Gelfenbeyn et al., 2003).
Another attempt to translate the PWN into Rus-
sian, in this case—in a semi-automatic fashion—
is the Russian Wordnet project (Balkova et al.,
2004) started in 2003, but its deliverables are not
available to the general public.
Russian Wiktionary6 can be seen as an
ersatz of a proper thesaurus, since along
with definitions it contains—though marginally—
semantic relations. Wikokit project7 allows han-
dling Wiktionary data as a relational database
(Krizhanovsky and Smirnov, 2013). Russian Wik-
tionary contains about 190K word entries and 70K
synonym relations as of September, 2015.
The Universal Networking Language8 project
is dedicated to the development of a computer
language that replicates the functions of nat-
3http://project.phil.spbu.ru/RussNet/
4http://labinform.ru/pub/ruthes/
5http://wordnet.ru/
6http://ru.wiktionary.org/
7https://github.com/componavt/wikokit
8http://www.undl.org/
ural languages. The Russian version of its
semantic network—the Universal Dictionary of
Concepts—contains approximately 62K universal
words (UWs) and 90K links between them and is
available9 under CC BY-SA license.
One of the recent trends is the creation of
semantic resources in a fully automatic man-
ner, where collaboratively created resources like
Wikipedia and Wiktionary are used as the input.
A striking example of this approach is BabelNet,
a very large automatically generated multilingual
thesaurus (Navigli and Ponzetto, 2012); the Rus-
sian part of BabelNet consists of 2.37M lemmas,
1.35M synsets, and 3.7Mword senses10. The data
is accessible through an API under CC BY-NC-SA
3.0 license. No evaluation of the Russian data has
been performed yet.
As can be seen from the survey, no open human-
crafted wordnet for Russian is available so far. Au-
tomatically created resources are freely available
and potentially have very good coverage, but their
quality is disputed.
2.2 Thesauri of Other Slavic Languages
Slavic languages are highly inflectional and have
a rich derivation system. The survey of wordnets
for Czech (Pala and Smrzˇ, 2004), Polish (Maziarz
et al., 2014) and Ukrainian (Anisimov et al., 2013)
shows that in each case a special attention is paid
to dealing with the morphological characteristics.
For instance, plWordNet features a versatile sys-
tem of relations with dozens of subtypes of rela-
tions between synsets and lexical units, many of
which reflect derivational relations.
2.3 Crowdsourcing Language Resources
Crowdsourcing, a human-computer technique for
collaborative problem solving by online commu-
nities, has gained high popularity since its incep-
tion in the mid 2000’s (Kittur et al., 2013). Cre-
ation and expansion of linguistic resources using
crowdsourcing became a trend in recent years as
shown by Gurevych and Kim (2013).
Despite the ongoing unabated discussions about
the types, merits and limitations of crowdsourc-
ing (Wang et al., 2013), we consider the following
genres of crowdsourcing: wisdom of the crowds
(WOTC), mechanized labor (MLAB) and games
with a purpose (GWAPS).
9https://github.com/dikonov/
Universal-Dictionary-of-Concepts
10http://babelnet.org/stats
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In the WOTC genre, the resource is constructed
explicitly by a crowd of volunteers that collabo-
rates in an online editing environment. Their par-
ticipation is mostly altruistic and a participant’s
benefit is either self-exaltation or self-promotion
of any kind. Successful examples of this genre
are Wikipedia and Wiktionary. The primary issues
of such resources are vandalism and “edit wars”,
which are usually resolved by edit patrolling and
edit protection.
In the MLAB genre, the resource is created
implicitly by the workers who submit answers
to simple tasks provided by the requester. This
genre is proven to be effective in many practi-
cal applications. For instance, Lin and Davis
(2010) extracted ontological structure from social
tagging systems and engaged workers in evalua-
tion. Rumshisky (2011) used crowdsourcing to
create an empirically-derived sense inventory and
proposed an approach for automated assessment
of the obtained data. Biemann (2013) described
how workers can contribute to thesaurus cre-
ation by solving simple lexical substitution tasks.
Most of these studies have been conducted on
the commodity platforms like Amazon Mechani-
cal Turk11 (MTurk) and CrowdFlower12. Unfortu-
nately, MTurk can hardly be used for tasks imply-
ing the knowledge of Russian because: (1) there
are virtually no workers from Russia presented on
the platform (Pavlick et al., 2014), and (2) a re-
quester must have a U.S. billing address to sub-
mit tasks13. Having no access to the global online
labor marketplaces is a serious obstacle to pay-
ing the workers due to the requirements of the lo-
cal legislation of Russia. However, projects like
OpenCorpora are trying to work around this prob-
lem by developing custom crowdsourcing plat-
forms and effectively appealing to altruism instead
of money reward (Bocharov et al., 2013). Since
such altruistic mechanized labor does not imply
money reward, it is not prone to spam, where an
unfair worker may permanently submit random
answers instead of sensible ones.
In the GWAPS genre, the crowdsourcing pro-
cess is embedded into a multi-player game, in
which the players have to accomplish various
goals by creating new data items to win the game.
Although such games are attractive and entertain-
11https://www.mturk.com/mturk/welcome
12http://crowdflower.com/
13https://requester.mturk.com/help/faq#
can_international_requesters_use_mturk
ing, game development is an expensive and com-
plex kind of activity that may be feasible only
for large-scale annotation projects. The examples
here are Phrase Detectives14 and JeuxDeMots15.
3 YARN Essentials
YARN is conceptually similar to Princeton Word-
Net (Fellbaum, 1998) and its followers: it con-
sists of synsets—groups of quasi-synonyms cor-
responding to a concept. Concepts are linked
to each other, primarily via hierarchical hy-
ponymic/hypernymic relationships.
3.1 YARN Structure
Each single-word entry in YARN is characterized
by the grammatical features (the types of POS
and inflection) according to Zaliznyak’s dictio-
nary (1977). Synsets may include single-word en-
tries {суффикс (suffix)}, multi-word expressions
{подводная лодка (submarine)}, and abbrevi-
ations {ПО (программное обеспечение, soft-
ware)}. Synsets may contain a definition (gloss
in terms of PWN). Additionally, definitions can
be attached to individual words in a synset—these
definitions are inherited from the dictionary data
and specify a word meaning, but cannot serve as
a good definition for the whole synset. “Empty
synsets” (i.e. containing no words) that corre-
spond to a non-lexicalized concept are legitimate
and help to create a more harmonious hierarchy of
synsets.
Each word in a synset can be accompanied
by one or more usage examples. Words within
synsets can attach labels from the five cate-
gories: emotional, stylistic, chronological, do-
main/territorial, and semantic (28 labels in to-
tal). This list is a result of the systematization of
large and diverse Wiktionary label set. One of the
synset words can be marked as the head word. Its
sense is stylistically neutral, and it encompasses
the meanings of the whole synset, e.g. {армия
(army), войска (troops), вооружённые силы
(armed forces)}. Each synset may belong to a do-
main, e.g. {кино (movie), кинофильм (movie
picture), фильм (film)} ! “Arts”, {думать (to
think), размышлять (to ponder)}! “Intellect”.
The vertical, hypo-/hypernymic relations be-
tween synsets are decisive for the hierarchical
14https://anawiki.essex.ac.uk/
phrasedetectives/
15http://www.jeuxdemots.org/
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macrostructure of the thesaurus. The root of
the YARN hierarchy is {предмет (entity), объ-
ект (object), вещь (thing)}; the second level
is represented by {физическое явление (phys-
ical phenomenon)}, {отвлечённое понятие,
абстрактное понятие, абстракция (an ab-
straction)}, {совокупность, набор (set), груп-
па (group)}, {воображаемое, представляемое
(imaginary)}. We elaborated 4–5 top levels for
each part of speech.
The vertical links in YARN are also formed
by the meronymy relations (the part-whole re-
lations): ноздря (nostrill)—нос (nose)—лицо
(face)—голова (head). The antonymy relation-
ship connects specific words in the context of
corresponding synsets. For example, the verb
прибыть (to arrive) is the antonym of the verb
отбыть (to depart), but not of направиться
(to head somewhere) and the other words in the
synset.
In the future, YARN will reflect the cross-
POS relations between derivates: {двигаться (to
move), движение (movement)}, {лес (forest),
лесной (forestadj)}. It will be significant for the
word pairs with a minimum difference in senses.
3.2 Raw Data
As the “raw data” for the thesaurus construc-
tion we employed existing resources such as Wik-
tionary (which constituted the core of the input
data), Wikipedia (redirects), the aforementioned
result of the automatic translation of the PWN,
the Universal Dictionary of Concepts, and the data
from two dictionaries in the public domain. We
also implicitly use the data from the Russian Na-
tional Corpus (RNC) so that the corpus statistics
influence the queue of words presented to the edi-
tors. Wikipedia and RNC were also used to com-
pile the list of multi-word expressions to be in-
cluded in the resource.
3.3 User Interface
Our initial approach to synset building is based on
the WOTC inspired by the highly successful ex-
amples of Wikipedia and Wiktionary: our editors
assemble synsets using word lists and definitions
from dictionaries as the “raw data”. Technically,
virtually everybody can edit the YARN data—one
needs only to login using a social network account.
However, the task design implies minimal lexico-
graphical skills and is more complicated than an
average task offered for instance to MTurk work-
ers. Our target editors are college or university stu-
dents, preferably from the linguistics departments,
who are native Russian speakers. It is desirable
that students receive instructions from a univer-
sity teacher and may seek their advice in com-
plex cases. YARN differentiates the two levels of
contributors—line editors and moderators. Mod-
erators are authorized to approve thesaurus ele-
ments thus excluding them being modified by line
editors.
The current synset editing interface can be ac-
cessed online16; its main window is presented in
Figure 1. The “raw data” are placed on the left-
hand side of the interface: definitions of the initial
word and examples, and possible synonyms for
each of the meanings, with definitions and exam-
ples for each of the synonyms. The right-hand part
represents the resulting synsets including words,
definitions, and examples. In principle, an editor
can assemble a “minimal” synset from the dictio-
nary “raw data” simply with several mouse clicks,
without any typing.
Figure 1: YARN synset assembly interface (the in-
terface captions are translated into English for the
convenience of the readers; originally all interface
elements are in Russian).
Synset assembly begins with a word, or “synset
starter”. The editor selects an item from the list of
words ranked by decreasing frequency; the already
processed words are shaded. The editor can go
through the words one after another or choose an
arbitrary word using the search box. The top-left
pane displays definitions of the initial word and
usage examples if any. The possible synonyms of
the initial word are listed on the bottom-left pane;
they in turn contain their definitions and exam-
ples. The top-right pane displays a list of synsets
containing the initial word. The editor can copy
definitions and usage examples of the initial word
16http://russianword.net/editor
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Figure 2: XML representation of the synset {суп, бульон, похлёбка (soup)}.
from the top-left pane of the interface to the cur-
rent synset by clicking the mouse. From the syn-
onyms pane one can transfer words along with
their definitions and examples. The editor can add
a new word to the list of synonyms; it will appear
with dictionary definitions and examples if pre-
sented in the parsed data. If the editor is not satis-
fied with the collected definitions, they can create
a new one—either from scratch or based on one of
the existing descriptions. Using search in the Rus-
sian National Corpus17 and OpenCorpora18, the
editor can add usage examples. Additionally, a
word or a definition within a synset can be flagged
as “main”, and be provided with labels. All synset
edits are tracked and stored in the database along
with the timestamps and the editor ID.
As a pilot study showed, editors spent about two
minutes on average to compile a non-trivial synset,
i.e. containing more than a single word. The top
contributors demonstrated a learning effect: the
average time per synset tended to decrease as the
editor proceeded through the tasks, see Braslavski
et al. (2014) for details.
Our next goal is to lower the threshold of par-
ticipation in the data annotation and thus—to in-
crease the number of participants. To do this, we
are developing a mobile application in the MLab
genre that is aimed at gathering “raw synsets”:
users are presented with a series of sentences with
highlighted words and lists of possible contextual
substitutes. This approach is similar to the experi-
ment described in (Biemann, 2013).
3.4 Implementation Details
The YARN data are stored in a centralized database
that can be accessed through a web interface. In
addition, distributed teams can work directly with
the database through an API. The database is pe-
riodically exported to XML format. Although the
17http://ruscorpora.ru/en/
18http://opencorpora.org/
original dictionaries and thesauri were coming in
different formats, we decided to develop a cus-
tom XML schema for data export19. We believe
that XML format provides sufficient flexibility and
preserves the connection to the internal data rep-
resentation. The developed format is modular, as
different types of objects (lexical units, synsets,
and relationships) are described separately. The
proposed format is somewhat similar to the Lex-
ical Markup Framework (LMF)20 approach, al-
though the YARN format does not refer to the lat-
ter directly. All editing actions (in fact, aggre-
gated “action chunks”) are stored in the database.
The YARN format stores the revision history anal-
ogously to the OpenStreetMap XML format21. A
synset structure is illustrated in Figure 2.
The YARN software is implemented using Ruby
on Rails framework. All data are stored in a Post-
greSQL database. The user interface is imple-
mented as a browser JavaScript application, which
interacts with the back-end via JSON API. User
authentication is performed through an OAuth
endpoint provided by Facebook, VK and GitHub.
The entire source code of the project is available
in a GitHub repository22.
3.5 Current State and Problems
The current version of the the YARN (Septem-
ber 2015) contains 44K synsets that consist of
48K words and 5.4K multi-word expressions; 838
words carry labels; 2.6K words are provided with
at least one usage example (there are 4.2K exam-
ples in total). The resource contains 2.5K synset-
level and 8.3K word-level definitions. The synset
size distribution is presented in Figure 3.
19https://github.com/russianwordnet/
yarn-formats/
20http://www.lexicalmarkupframework.
org/
21http://www.openstreetmap.org/
22https://github.com/russianwordnet
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Figure 3: Synset distribution by size.
More than 200 people have taken part in edit-
ing YARN in the course of the project; the distri-
bution of users by activity is shown in Figure 4.
Whereas we consider the early experiment under
a controlled crowd to be successful, we found the
three significant problems replicating over time:
organization issues, synset duplication and hy-
ponymy/synonymy confusion.
Organization Issues. The number of synsets was
growing rapidly and moderators were not
able to assess all the incoming edits. In order
to work around this problem, we are experi-
menting with MLAB workflows.
Synset Duplication. Participants do not consult
the other people’s work, which results in cre-
ation of duplicate synsets like {авто (auto),
автомобиль (automobile), машина (car)}
and {машина (car), тачка (ride)}.
Hyponymy Confusion. In some cases the partic-
ipants mix hyponymy and synonymy, which
results in strange synsets like {мультфильм
(cartoon), мультик (cartoon), аниме
(anime)}.
4 Evaluation
We compared YARN with other Russian thesauri
(Kiselev et al., 2015), which have been described
in Section 2.1 (Table 1). Besides YARN, the only
resource available for use is RuThes-lite, the com-
mercial use of which requires licensing. It should
be noted that although the lexicon of YARN repre-
sents 100K+ words, only half of them are included
in synsets. Thus, we provide the latter number.
The number of concepts indicates that crowd-
sourcing is a promising approach for thesauri cre-
ation for the Russian language. Interestingly,
YARN contains more concepts than RussNet, a
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Figure 4: Distribution of users by edit count.
project started in 1999. However, when compar-
ing YARN and RuThes-lite, one may notice, that
they have an approximately equal number of con-
cepts, yet the number of words in the latter is twice
bigger than in YARN. This implies the hypothesis
that expert-built thesauri include richer lexis that
could be covered by non-expert users. Hence, the
YARN synset quality requires more thorough eval-
uation.
4.1 Synset Quality
Since YARN is created using crowdsourcing, it
seems reasonable to apply this technique for eval-
uation purposes, too. In our experiments we
used an open source engine for MLAB workflows
(Ustalov, 2015). In order to estimate the quality
of the current YARN synsets, we retrieved the 200
most frequently edited synsets. We asked four ex-
perts to assess the quality of each synset by rat-
ing them on the following scale: Excellent—the
synset completely represents a concept, Satisfac-
tory—the synset is related to the concept, but some
words are missing or odd words are present, and
Bad—the synset is either ambiguous or it does not
represent any sensible concept.
We aggregated the 800 obtained answers using
the majority voting strategy, where the ties are re-
solved by choosing the worst of two answers, e.g.
given the same number of votes for bothGood and
Bad, the latter will be selected. This resulted in
103 synsets of Excellent, 70 of Satisfactory and 27
of Bad quality. The results are shown in Table 2.
Values in column MV are the numbers of synsets
per each of the three grades, values in the last three
columns are the numbers of synsets grouped by
answer diversity—all the answers are the same in
1, two different answers present in 2, and the ex-
pert opinions divided in 3.
We also computed the alpha annotator reliabil-
ity coefficient for ordinal values to estimate the
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Table 1: Russian thesauri comparison.
# of concepts # of relations # of words Availability Commercial Usage
RussNet 5.5K 8K 15K No No
Russian Wordnet 157K — 124K No No
RuThes 55K 210K 158K No No
RuThes-lite 26K 108K 115K Yes No
YARN 44K 0 48.6K Yes Yes
Table 2: YARN synset quality.
MV 1 2 3
Excellent 103 37 62 21
Satisfactory 70 3 43 11
Bad 27 0 12 11
Total 200 40 117 43
inter-rater reliability (Krippendorff, 2013). The
Krippendorff’s alpha is ↵ = 0.202 due to the
skewness of the answer distribution: more than
half of the answers (434) are Excellent, the num-
bers of Satisfactory and Bad answers are 253 and
113 correspondingly. Given these results, we treat
the top 200 YARN synsets as sufficiently good.
These evaluation results define the upper bound
for the average quality of the resource in its current
state. Ustalov (2014) showed that revision count is
a good proxy for quality in the RussianWiktionary
that is created in a similar fashion.
4.2 Duplicate Synsets
Sometimes users create new synsets without in-
vestigating the current synsets presented in YARN.
The main problem with this is the presence of mul-
tiple entries for the same concept in the resource.
Detecting such concepts requires special effort be-
cause they are not described with identical synsets
but with similar ones.
Hence, we had to develop a method for au-
tomatically retrieving duplicate synsets. It was
based on the heuristics suggesting that any two
synonyms uniquely define a concept. This is
not always true, but it lets us discover duplicate
synsets with a very good recall. To estimate it,
we compared the senses of random 200+ synsets
having two or more common words. It turned out
that more than in 85% of the cases these pairs de-
scribed the same sense.
However, we found out that non-linguists do
not recognize subtle nuances of meaning that are
noticeable to experts, so the non-linguists can-
not significantly improve the quality of duplicate
extraction. Thus, this method—considering any
synsets having more than two common words as
duplicates—allows to detect and merge identical
concepts with a quality that is comparable to what
can be achieved by volunteers.
5 Conclusion
The deliverables of YARN are available under the
CC BY-SA 3.0 license on the project website23 in
XML, CSV, and RDF formats. So far, we have the
following plans for the future work.
• Creating verb and adjective synsets.
• Establishing hierarchical links between
synsets through validation of the relation-
ships imported from Wiktionary and other
resources.
• Development of automatic methods for gen-
erating hypotheses based on Wikipedia and
large text corpora.
• Development of automatic methods for
preparing “raw data”, as well as for post-
processing of annotation results produced by
the crowd.
• Widening the audience of the project’s partic-
ipants through mobile applications and sim-
pler tasks.
• Development of crowd management meth-
ods, such as automatic methods for evalua-
tion of workers, task difficulty, and annota-
tion results, the system of incentives, etc.
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