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Abstract
Epilepsy is a neurological condition that manifests in epileptic seizures as
a result of an abnormal, synchronous activity of a large group of neurons.
Depending on the aﬀected brain regions, seizures produce various severe clinical
symptoms. Epilepsy cannot be cured and in many cases is not controlled by
medication either. Surgical resection of the region responsible for generating
the epileptic seizures might oﬀer remedy for these patients.
Electroencephalography (EEG) and functional magnetic resonance imaging
(fMRI) measure the changes of brain activity in time over diﬀerent locations of
the brain. As such, they provide valuable information on the nature, the timing
and the spatial origin of the epileptic activity. Unfortunately, both techniques
record activity of diﬀerent brain and artefact sources as well. Hence, EEG and
fMRI signals are characterised by low signal to noise ratio. Data quality and
the vast amount of recordings make the visual interpretation of these signals
impractical.
Therefore, this thesis aims at developing automated analysis techniques which
can support the accurate diagnosis of the epilepsy syndrome. The fundamental
principle behind the proposed approaches is to exploit the characteristic
spatiotemporal structure underlying epileptic brain signals. With this mindset,
we identify problems and oﬀer solutions for three crucial aspects of presurgical
evaluation.
First, an automated seizure detection algorithm is developed. While traditional
detectors analyse each EEG channel separately, our solution incorporates
spatial information from the multichannel EEG data. To this end, we apply
a regularisation scheme using nuclear norm, a penalty term inducing low-
rank structure. It is shown that the proposed approach improves detection
performance compared to traditional solutions, even if less seizure information
is available for training.
Once a seizure occurrence is identiﬁed, the next step in the diagnostic procedure
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is to determine the seizure onset zone (SOZ) based on the EEG. Blind
source separation (BSS) techniques can help visual interpretation by removing
artefacts contaminating the seizure pattern, or can extract the clean seizure
source itself. As each method uses diﬀerent model assumptions, their use is
appropriate in certain situations and are limited in others. In this thesis a
novel tensor based technique, namely Block Term Decomposition (BTD) is
applied to extract sources from the EEG data. Depending on the chosen
tensor representation, this formulation allows to model seizures as a sum of
exponentially damped sinusoids or as oscillatory phenomena which evolve in
frequency or spread to remote brain regions over time.
Although seizure activity patterns provide important localising information,
due to the rare occurrence of seizures this is a time consuming procedure.
Alternatively, localising the epileptic network based on interictal fMRI
recordings can oﬀer a surrogate. EEG-correlated fMRI analysis has already
proven useful for this purpose, however, a purely fMRI based approach would
be invaluable in case no reliable EEG information is available. To this
end, independent component analysis (ICA) is applied to extract spatially
independent components from the fMRI time series. It is demonstrated that
ICA can extract epileptic sources which substantially overlap with the SOZ.
Finally, a method is developed which selects the epileptic source blinded to all
other clinical information. As a result, the spatial map corresponding to the
selected epileptic component can localise the SOZ.
Presurgical evaluation relies on multidisciplinary consensus. A surgery is
planned in case concordant data are obtained from all clinical examinations
and imaging modalities. The techniques proposed in this thesis can contribute
to the current procedure by extending the applicability of existing techniques
and providing precise information in a time eﬀective way.
Samenvatting
Epilepsie is een neurologische aandoening die gekarakteriseerd wordt door de
aanwezigheid van epileptische aanvallen als gevolg van abnormale, synchrone
activiteit van een grote groep neuronen. Afhankelijk van welke hersengebieden
aangetast zijn, geven aanvallen verschillende klinische ziektebeelden. Epilepsie
kan niet genezen worden en in vele gevallen ook niet gecontroleerd met
medicatie. Voor deze groep patiënten kan het operatief verwijderen van
de epileptogene zone, het gebied verantwoordelijk voor het genereren van
epileptische aanvallen, een oplossing bieden.
Elektro-encefalograﬁe (EEG) en functionele magnetische resonantie beeld-
vorming (fMRI) meten veranderingen in hersenactiviteit over de tijd op
van verschillende gebieden in de hersenen. Daarmee kunnen ze belangrijke
informatie leveren over de oorzaak, de timing en de spatiale bron van de
epileptische activiteit. Beide technieken meten echter een combinatie van
hersenactiviteit en ruisbronnen. EEG en fMRI signalen worden dus gekenmerkt
door een lage signaal-tot-ruis verhouding. Data kwaliteit en de grote
hoeveelheid data maken visuele interpretatie van deze signalen onpraktisch.
Daarom is het doel van deze thesis automatische analyse technieken te ontwik-
kelen die de diagnose van epilepsie kunnen ondersteunen. Het fundamentele
principe achter de voorgestelde technieken is om de spatiotemporele structuur
die in de signalen aanwezig is, te benutten. Dit in gedachten houdend,
identiﬁceren we problemen en bieden we oplossingen aan voor drie belangrijke
aspecten van de pre-chirurgische evaluatie.
Eerst is een automatische aanvalsdetector ontwikkeld. Terwijl traditionele
detectoren verschillende EEG kanalen afzonderlijk analyseren, gebruikt onze
oplossing spatiale informatie aanwezig in het meerkanaals EEG. Daarvoor
passen we een regularisatie schema gebaseerd op de nucleaire norm toe, die
lage-rank structuren oplegt. We tonen aan dat de voorgestelde methode
aanvalsdetectie verbeterd ten opzichte van traditionele methoden, zelfs wanneer
vii
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zeer weinig aanvalsinformatie beschikbaar is om de methode te trainen.
Eenmaal een aanval gedetecteerd is, is de volgende stap in het diagnostische
probleem om de epileptogene zone op basis van het EEG te bepalen. Blinde
bron scheidingstechnieken (BSS) kunnen visuele interpretatie helpen door
artefacten te scheiden van de aanvalspatronen, of kunnen zuivere epileptische
activiteit schatten. Vermits zulke blinde methoden op verschillende assumpties
berusten, is hun gebruik geschikt in bepaalde situaties en gelimiteerd in andere.
In deze thesis hebben we een nieuwe methode, de blok term ontbinding (BTD)
toegepast die rang (L,L,1) componenten uit het EEG haalt. Afhankelijk van de
gekozen tensor voorstelling, laat de formulering toe om aanvallen te modeleren
als een som van exponentieel gedempte sinussen of als oscillerende fenomenen
die variëren in frequentie of zich uitspreiden over verschillende gebieden in de
tijd.
Hoewel de patronen van aanvalsactiviteit belangrijke informatie verschaﬀen,
blijft het een tijdsintensieve procedure. Een alternatief kan zijn om het
epileptische netwerk te lokaliseren op basis van interictale fMRI metingen.
Voor dit doel is onafhankelijke bron ontbinding (ICA) toegepast om spatieel
onafhankelijke bronnen uit de fMRI tijdsserie te halen. Het is aangetoond dat
ICA epileptische componenten kan schatten die substantieel overlappen met de
epileptogene zone. Tot slot is ook een methode ontwikkeld die de epileptische
component bepaald zonder toevoeging van andere klinische informatie. Het
resultaat van de methode is dat de epileptogene zone kan bepaald worden aan
de hand van deze component.
Pre-chirurgische evaluatie bouwt op multidisciplinaire consensus. De operatie
wordt gepland op basis van alle klinische onderzoekingen en multimodale
beeldvorming. De technieken ontwikkeld in deze thesis kunnen bijdragen tot
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Intel co-founder Gordon E. Moore predicted in 1965 that the number of
transistors on a unit surface semiconductor would double every two years
[147]. Indeed, computing power and storage capacity have seen an exponential
improvement ever since. This rate of technological advancement has its
implications in many aspects of life and in any scientiﬁc ﬁeld, in healthcare
and biomedical technology as well. Nowadays it is possible to record, store,
retrieve and eﬃciently process large amounts of medical data.
Besides opportunity, there appeared also need. The ageing society contributes
importantly to the increasing demand and expenses of medical care. It has
been demonstrated that health information technology can play a crucial role
in improving the quality, eﬃciency and cost-eﬀectiveness of healthcare [230].
Although Moore’s law does not apply directly, we can expect an accelerating
progress in the utility of biomedical technology in healthcare[228], including
automated analysis techniques and decision support systems.
This thesis investigates the utility of advanced signal processing and machine
learning techniques in a particular ﬁeld of medicine, namely in epilepsy
monitoring and presurgical evaluation. This is a truly multidisciplinary ﬁeld,
where the epileptologist, neurologist, radiologist, psychiatrist and the surgeon
have to collaborate, share and integrate information from several diﬀerent
diagnostic techniques and imaging modalities. We focus on two of these
techniques: electroencephalography (EEG) and functional magnetic resonance
imaging (fMRI). These techniques involve lengthy measurement sessions and
1
2 INTRODUCTION
require specially trained personnel for recording and above all interpreting the
overwhelming amount of data. Therefore, automated methods supporting the
interpretation would be highly beneﬁcial.
Figure 1.1: EEG and fMRI recordings involve lengthy measurement sessions
and require specially trained personnel for recording and above all interpreting
the overwhelming amount of data. Therefore, the goal of the thesis is to develop
automated methods supporting current procedures.
Both EEG and fMRI measure ongoing neural activity during a certain period
of time at speciﬁc locations at the surface of or inside the brain. As such, they
record a multivariate time series representation of the brain activity, where both
the temporal and spatial relationships among the individual time series carry
crucial information. The key concept behind the methodologies presented in
this thesis is to exploit this inherent structural information on diﬀerent levels.
On one hand, structural information can be exploited on the level of data
representation. One can extract features which explicitly quantify the temporal
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or spatial structure of the signals. These features then can be used to
distinguish between normal or pathological data. On the other hand, structural
information can be utilized implicitly on an algorithmic level, as done in
unsupervised learning techniques, including blind source separation. As a
result, the multichannel data is decomposed to its underlying source signals,
revealing or enhancing interesting patterns which were hidden in the noisy
measurements. Furthermore, we will see that a-priori information on the
data structure can be incorporated into a supervised learning algorithm as
well. In turn, the machine can learn a robust distinction between normal and
pathological data by combining previous observations with the provided a-priori
information.
The speciﬁc applications within the ﬁeld of presurgical evaluation and detailed
motivation for the chosen methodology are given in a chapter-by-chapter basis
below. The outline of the thesis is depicted in Figure 1.2
1.2 Chapter-by-chapter overview
Chapter 2 presents the medical aspects of this thesis. It introduces some
essential background knowledge on brain anatomy and function. Further, some
brain monitoring and imaging techniques are treated, with special attention
to EEG and fMRI recordings. Finally, the neurological disorder epilepsy is
discussed. We explain how the diagnosis and treatment of epilepsy beneﬁts
from neuroimaging and in which ways technology could improve the current
clinical practice. The objective of the thesis is to pursue these improvements.
Chapter 3 presents the methodological aspects of this thesis. We introduce
the various machine learning methods applied in the following chapters. On one
hand, unsupervised learning techniques - blind source separation techniques in
particular - are crucial in biomedical signal processing. As neural signals are
an inherent mixture of several underlying activity patterns and noise, such
techniques are useful to decompose the data into their constituent sources
including the activity of interest. On the other hand, supervised learning
techniques are capable of learning speciﬁc patterns in the data based on a
set of examples, and automatically draw conclusions about new observations.
These techniques are useful in automated event detection during monitoring or
in decision support systems.
Chapter 4 introduces two novel EEG-based seizure detection techniques. The
ﬁrst seizure detector aims at mimicking the visual interpretation process of the
human expert viewer. We reformulate the visually appearing characteristics as
mathematical measures and use a simple rule-based system to make inference
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about the EEG segment under study. These decision rules are universally
applicable to all focal epilepsy patients. In contrast, the second detector is a
patient-speciﬁc system. For the purpose of this method we use features which
are well-established in the literature. The novelty of this second approach lies
within the applied learning algorithm — a regularisation scheme using nuclear
norm penalty — which can exploit spatial information from the multichannel
EEG, which is characteristic to the seizures of a focal epilepsy patient.
Chapter 5 investigates the applicability of a new blind source separation
technique, namely block term decomposition (BTD) for modelling seizure
patterns in EEG. Several blind source separation techniques, including
canonical polyadic decomposition (CPD) have been successfully used to extract
clean seizure activity, separating it from artefacts and neural activity of diﬀerent
origin. Moreover, these techniques can also infer to the localisation of the
seizure based on the topographical map corresponding to the ictal source. BTD
generalises CPD in the sense that it extracts sources of low multilinear rank as
opposed to rank−1 tensors in CPD. Therefore, we hypothesise that it will allow
to model complex, nonstationary sources, such as ictal patterns which evolve
in morphology or topography.
Chapter 6 further elaborates on the localisation of epileptic activity. Although
inspection of the ictal EEG pattern provides valuable information on the seizure
onset zone, as seizures occur rarely, obtaining such information may take
several days in practice. Alternatively, a lot of research have investigated
the possibility of using interictal fMRI recordings for localising epileptic
activity. A widely used approach consists in simultaneously recording EEG
and fMRI, and identifying brain regions where the fMRI signals covary with
the timing of epileptic events observed in the EEG. However, we will see that
for various reasons EEG often does not provide useful information to this
end. Therefore, we develop a technique which can localise the epileptic brain
regions based purely on the fMRI. In a ﬁrst step we decompose the fMRI
data using independent component analysis (ICA). We show that epileptic
sources are found even in patients where no interictal spikes were seen in the
EEG. Subsequently, we characterise the epileptic independent components and
based on this knowledge we train a support vector machine (SVM) which can
automatically select the epileptic component in successive patients. Finally, the
epileptic brain regions are localised based on the spatial map corresponding to
the epileptic component.
Chapter 7 summarises the ﬁndings of the thesis and suggests directions for
future research.
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Figure 1.2: Outline of the thesis. Abbreviations used in ﬁgure: Independent
component analysis (ICA), Block term decomposition (BTD), Nuclear norm
learning (NNL), Least squares support vector machines (LS-SVM).
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1.3 Collaborations
My PhD research was conducted within the Biomed group, STADIUS,
Department on Electrical Engineering (ESAT), KU Leuven, under the
supervision of Prof. Sabine Van Huﬀel. My work has also been closely
supervised by Prof. Maarten De Vos; ﬁrst as a postdoctoral researcher within
Biomed and later as my co-supervisor and professor at the University of
Oldenburg.
The work presented in this thesis was carried out in close collaboration with
the Laboratory for Epilepsy Research, UZ Leuven, headed by Prof. Wim Van
Paesschen. Long-term EEG has been recorded in the Epilepsy Monitoring
Unit. The assistance of Guido Van Driel in collecting the EEG dataset
and his explanation on how to interpret various EEG patterns was very
valuable. Interictal EEG-fMRI data was collected within the context of the
IWT TBM 080658-MRI (EEG-fMRI) project. The data acquisition procedure
was optimised and the actual data were recorded by Simon Tousseyn. Prof.
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project of Daan Camps which I supervised together with Laurent Sorber.
Chapter 2
Neuroimaging in epilepsy
Neuroimaging techniques, in general, aim at gaining insight into the anatomy
and the function of the brain. Detecting abnormalities either on anatomical
or functional level can lead to the diagnosis of various neurological diseases,
such as epilepsy. The current chapter aims at giving an overview about the
main principles behind brain imaging and monitoring techniques applied in
epilepsy research and diagnosis. In particular, section 2.1 describes the anatomy
and the functioning of the brain. Subsequently, section 2.2 presents various
imaging and monitoring techniques, with special attention to EEG and fMRI,
which are of particular interest in this thesis. Further, section 2.3 describes
the neurological disorder epilepsy in detail. This thesis focuses on severe cases,
where the treatment of this disorder requires surgery. Hence, the process of
presurgical evaluation is introduced in the ﬁnal section 2.4.
2.1 The human brain
Based on [20, 226, 69, 157] an overview about the structure and the function
of the human brain is given.
2.1.1 Anatomy of the brain
The brain is part of the central nervous system (CNS) and is responsible for
selecting, sorting and interpreting the information received from the body and
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Figure 2.1: Schematic representation of a sagittal section of the brain, allowing
to visualise the major anatomical structures. From [95].
the environment in order to control behaviour according to its interpretation
of reality.
Figure 2.1 and 2.2 depicts a schematic representation of a sagittal and an axial
section of the brain, respectively. The brain, the spinal cord and the optic
nerve together with the retina (not shown) constitute the CNS. The brain is
covered by three layers of tissue membranes, the meninges. Cerebral spinal ﬂuid
(CSF), providing support and protection, occupies its surroundings as well as
the ventricular cavities. The brain consists of the cerebellum, the brainstem
(midbrain, pons, and medulla) and the cerebrum. The latter includes the two
hemispheres and the diencephalon. The two hemispheres are connected by the
corpus callosum. The cerebral cortex, the 2-3 cm thick outer layer of the brain,
is subdivided into the frontal, parietal, occipital and temporal lobes (Figure
2.3) in both hemispheres. The diencephalon is comprised of the thalamus, the
hypothalamus, the epithalamus and the subthalamus. The thalamus has a
central role in the brain as it connects the sensory systems with the cortex.
The nervous system is built up of more than 1010 nerve cells or neurons (see
Figure 2.4). They are composed of a cell body called soma, short dendrites and
a single long axon. The dendrites extend the receiving surface of the neuron
and form synapses with axons of other neurons, which provide them input in
the form of electrical impulses. Many axons are covered by a myelin sheath to
increase the speed of the impulse propagation. The nervous tissue contains two
visually distinguishable areas, namely the grey matter and the white matter.
The distinction in colour is due to the fact that the grey somas and dendrites are
accumulated in the outermost surface and in some deep structures of the brain,
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Figure 2.2: Axial section of the brain, allowing to visualise both hemispheres,
the ventricles, as well as the grey and white matter. Adapted from [96].
Figure 2.3: Schematic representation of the brain indicating the four lobes.
From [97].
while the interconnections between them, the axons covered by the whitish
myelin, reside in the areas within.
2.1.2 Physiology of the brain
Although it is rather well known how the individual neurons work, their
complex interconnections and interactions, i.e. the functioning of brain
networks is less clear. In this section we attempt to give an overview about
the current understanding of the brain function, both on a microscopic and
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Figure 2.4: Schematic representation of a neuron. From [98].
macroscopic level. Note that we do not aim for an exhaustive review but we
discuss the aspects most relevant for this thesis.
Neuronal communication
The neurons communicate with each other through electrochemical currents.
They have a resting membrane potential of −60 – −70 mV compared to
extracellular space, due to the unequal distribution of anions and cations. This
membrane potential is subject to various ﬂuctuations, which are driven by
synaptic activity. If an action potential is ﬁred in a presynaptic cell, it travels
along the axon and neurotransmitters are released at the axon terminal. The
neurotransmitters are received by their corresponding receptors, which in turn
open certain ion channels. In case of an excitatory postsynaptic potential
(EPSP) a net inﬂow of cations occurs across the postsynaptic membrane,
causing the depolarisation of the postsynaptic neuron. In contrast, with the
generation of an inhibitory postsynaptic potential (IPSP) there is a net outﬂow
of cations from the postsynaptic neuron, causing a hyperpolarisation of the
postsynaptic membrane. If two or more action potentials travel to the same
synapse within a short interval, the postsynaptic potentials sum up. In case
the integrated EPSP and hence the depolarisation reaches a certain threshold,
an action potential is ﬁred at the postsynaptic cell.
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Neural networks
In the cerebral cortex 90% of neurons are either pyramidal cells forming
exclusively excitatory synapses, or inter-neurons forming exclusively inhibitory
synapses with other cells. Each cell receives and transmits information to
thousands of other neurons. A compartment within which all neurons are
interconnected with each other but relatively few connections project outside
of it is called a cortical column. Connections between cortical columns are
called cortico-cortical projections. To a lesser extent connections are also made
to subcortical networks, most importantly to the thalamus. These are called
thalamo-cortical projections.
This type of structure facilitates a highly eﬃcient information processing
mechanism. The relatively autonomous nature of cortical columns allows
parallel and therefore fast execution. Furthermore, the role of the thalamus
is to synchronise the activity of multiple cortical columns so that they can
work together or independently on a certain task. For the controlled activity
of these neural networks a close balance between excitation and inhibition is
essential.
Metabolism and hemodynamics
Neurons require oxygen and glucose for their proper function. As they do not
have internal reserves, blood circulation has to supply them these nutrients in
case of demand. Increased neural activity requires more oxygen and glucose
to be delivered. Interestingly, oxygen consumption and supply is mismatched:
the cerebral blood ﬂow overcompensates for the increase in demand resulting
in an excess of oxygenated blood in active brain areas [136].
2.2 Brain imaging and monitoring techniques
Various measurement techniques exist which capture diﬀerent aspects of brain
structure and function. Anatomical structures, lesions can be observed using
MRI or CT; metabolic and functional activity of the brain is captured by
PET, SPECT or fMRI, while EEG and MEG records the electromagnetic ﬁeld
generated by the brain. Figure 2.5 compares several of these techniques based
on their temporal and spatial resolution. In the following sections a detailed
description of EEG and fMRI is given.
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Figure 2.5: The spatial and temporal resolution of various imaging techniques.
From [99].
2.2.1 EEG
The following overview on EEG is based on [226, 157, 197].
Acquisition
The electroencephalogram (EEG) provides a measurement of the electrical
activity in the brain as a function of time by the means of electrodes placed on
the scalp. It has a good temporal resolution and can characterise fast changes
in current ﬂow. However, its spatial resolution is limited by the number of
electrodes used and due to the volume conduction properties of the head. More
speciﬁcally, the electrical signals have to propagate through several layers of
tissue, including CSF, the meninges, the skull and the scalp, which attenuate
and ﬁlter the signals. Therefore, the synchronised behaviour of large (104−107)
neuron populations is required to generate potentials which are strong enough
to be captured by scalp electrodes. In fact, EEG is believed to be generated
by vertically oriented large pyramidal cells in the cortex, as the alignment of
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Figure 2.6: Electrode placement according to the International 10-20 system.
From [100].
these cells allows the ampliﬁcation of their extracellular ﬁelds. Note that it is
the EPSPs and IPSPs - and not action potentials - which have slow enough
temporal dynamics to overlap with each other in time and sum up to large
current ﬂows which give rise to the EEG signals. Typical EEG wave amplitudes
measured on the scalp lie between 10 and 100µV.
Standard electrode positioning systems exist to make diﬀerent EEG measure-
ments comparable. According to the International 10-20 system the positions
of the electrodes are computed as percentages of distances between speciﬁc
landmarks on the head, as shown in Figure 2.6. The names of the electrodes
are a combination of a letter and a number, where the letter indicates the
corresponding brain region (F,P,O,T and C for frontal, parietal, occipital
or temporal lobe and central line, respectively), while the number indicates
whether the electrode is placed over the midline, the left or the right hemisphere
(z for zero, odd and even numbers, respectively).
Each EEG channel measures the potential diﬀerence between two electrode
sites. As such, EEG can be recorded using several diﬀerent montages which can
be divided in two main categories. In case of a reference montage all electrodes
are referred to the same single electrode or to a signal combined from two
or more electrodes. In a bipolar montage each electrode is referred to their
adjacent electrode in left-to-right or front-to-back sequences. The particular
advantages and disadvantages of these solutions depend on the type of EEG
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pattern under investigation.
EEG patterns
In this section we focus on normal EEG patterns occurring in healthy
individuals. Epileptiform EEG activity will be discussed in section 2.3.
Spontaneous EEG. The EEG reﬂects a continuous noise or roar of the brain
[157], hence it has a fairly wide frequency spectrum. Typical EEG patterns
depend on the maturity of the brain as well as on the vigilance state and the
behaviour of the subject. In general, rhythmicity and reactivity are key features
which can guide interpretation.
The frequency spectrum of EEG are conventionally broken down into the
following subbands, each corresponding to diﬀerent physiological or mental
processes:
• Delta activity: 0.1-3.5 Hz
• Theta activity: 4-7.5 Hz
• Alpha activity: 8-13 Hz
• Beta activity: 14-30 Hz
Slower waves normally occur in diﬀerent stages of wakefulness and sleep: while
delta waves are prominently present in deep sleep, theta rhythms occur during
drowsiness and light sleep. Alpha activity corresponds to an awake relaxed
state with relative mental inactivity. It is most pronounced over the occipital
region and with eyes closed. Beta activity is rather heterogeneous. It might
occur over several regions, each of which correspond to diﬀerent physiological
phenomena, such as normal wakeful state, motor function, sometimes anxiety
or onset of drowsiness and sleep. Recent research has been investigating brain
activity in higher frequency bands than the ones in this traditional subdivision,
both in normal subjects [214, 35] and in epileptic cases [182, 111].
Induced EEG patterns. The aim of many investigations is to study the
reactivity of the brain to certain external or internal events. Some of these
events induce peculiar waveforms on the EEG. However, these waveforms
are usually of very small amplitude and are covered in ongoing background
activity. As event related potentials (ERPs) are both time-locked and phase-
locked to the stimulus or event eliciting them, they can be detected by simple
time averaging. ERPs are composed of several positive and negative peaks
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with well-deﬁned latencies compared to the stimulus onset, each of which
correspond to diﬀerent stages of information processing in response to a
sensory stimulus. Other types of EEG responses are only time-locked but
not phase-locked to the event, such as event related desynchronisation and
synchronisation (ERD/ERS), which occur during motor planning and imagery,
sensory processing, perceptual, judgement and memory tasks. ERD/ERS can
be assessed by envelope detection or bandpass ﬁltering and power averaging
the signal.
Although averaging might be an eﬀective way to study global response
mechanisms, recently there has been a lot of interest in single-trial analysis
of these potentials. Brain computer interfaces (BCI) can beneﬁt from accurate
classiﬁcation of single-trial responses. Moreover, in cognitive studies the
ﬂuctuation in response characteristics of various ERP components can provide
insight in learning and adaptation processes.
EEG artefacts.
A potential limitation of EEG is the presence of artefacts which are
superimposed on patterns of interest and may hinder interpretation. Artefacts
may be of physiological or non-physiological origin.
Non-physiological artefacts include electrode and external device artefacts.
Physiological artefacts originate from tissue outside the brain which generate
electrical currents during their function or indirectly, inducing the movement
of the electrodes or the body itself.
Cardiac activity related artefacts occur in the form of superimposed repetitive
waves due to electrocardiographic (ECG) rhythms, pulsation causing the
movement of vessels under the recording electrodes or ballistocardiographic
(BCG) artefacts inducing the movement of the head and the whole body. The
vertical and horizontal movements of the eye, as well as blinking causes large
deﬂections on the frontal electrodes, also known as electrooculographic (EOG)
artefacts. Muscle contraction or electromyographic (EMG) activity seriously
obscures the EEG due to its high frequency and amplitude. Some examples
are shown in Figure 2.7.
Physiological artefacts are in general more diﬃcult to handle than non-
physiological ones. The frequency content of physiological artefacts often
overlap with the one of the EEG signal under investigation. Therefore,
advanced signal processing techniques are needed to remove them without
suppressing the underlying activity patterns.
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Figure 2.7: Artefacts in the EEG
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2.2.2 fMRI
The following overview on magnetic resonance imaging is based on [136].
Physical principles of magnetic resonance imaging
Magnetic resonance imaging measures the eﬀect of radio frequency (rf)
electromagnetic waves on dipoles in a magnetic ﬁeld. In the neuroimaging
context, the hydrogen atoms play the most important role due to their
abundance in the human body. The nuclei of the hydrogen atom consist of
a positively charged proton, and as such, are characterised by an angular
momentum or spin. As moving electrical charges produce a magnetic
momentum, the hydrogen nuclei will interact with the an external magnetic
ﬁeld. First, the hydrogen nuclei align with the magnetic ﬁeld of the MR
scanner. Subsequently, due to an excitation by a rf pulse, some nuclei leave
their resting state and move into a higher energy state, aligning antiparallel
to the magnetic ﬁeld. Finally, after the excitation ends the nuclei return
to their initial state. The rate of this relaxation depends on the properties
of the nearby tissue. Moreover, the relaxation properties also depend on
the speciﬁc timing and amplitude parameters of the rf excitation. The
experimenter may apply various diﬀerent excitation parameters and read out
timing, generating contrast between diﬀerent tissue types. Appropriate choice
of these experimental parameters will reveal structural properties (anatomical
imaging), ﬂow (perfusion imaging) or neural activity (functional imaging).
The rate of relaxation is expressed by the time constants T1 and T2 of two
exponential processes: the relaxation of the nuclei in the direction of the
magnetic ﬁeld (longitudinal re-growth), and in the direction perpendicular to
it (transversal relaxation), respectively. The transversal relaxation plays an
important role in functional MRI. As the energy transitions of a nucleus changes
the local ﬁeld of nearby nuclei, it introduces inhomogenities in the ﬁeld. The
transversal relaxation in such an inhomogeneous ﬁeld is more rapid and is
characterised by a decay constant called T2*. The physiological state of the
brain, more speciﬁcally, the composition of the local blood supply determines
the size of these inhomogeneities. Therefore, as the local blood supply varies
on demand of neural activity, the T2* parameter provides indirect information
on the ongoing neural activity.
18 NEUROIMAGING IN EPILEPSY
























Figure 2.8: The canonical hemodynamic response function in the SPM toolbox
The BOLD signal
The mechanisms connecting the neural activity to the measured T2* signal are
very complex and are not yet fully understood. Below we explain the basic
underlying phenomena.
The changes of the T2* parameter is also referred to as the blood oxygen
level dependent (BOLD) signal. As the name suggests, the signal is inﬂuenced
by the relative concentration of the oxygenated and deoxygenated blood. In
fact, deoxyhemoglobin is paramagnetic unlike oxygenated hemoglobyn. In
consequence, it was observed that T2* decreases much faster in presence of
deoxyhemoglobin.
As explained in section 2.1, the increased oxygen consumption during activation
is overcompensated by excess cerebral blood ﬂow. Therefore, in active
brain regions the relative concentration of oxygenated hemoglobyn increases,
resulting in larger T2* values, i.e. a positive BOLD response.
The time course of the BOLD signal corresponding to a transient neural activity
is called the hemodynamic response function (HRF). The ﬁrst BOLD signal
change occurs roughly 2s after the onset of the neural activity and reaches a
peak after 6-9s, and ﬁnally returns to baseline. An illustration of the HRF
is shown in Figure 2.8. The exact characteristics of the HRF vary across the
cortex, across diﬀerent types of neural events and across patients or healthy
individuals. Note that the HRF is a rather slow signal, considering that the




Epilepsy, the second most common neurological disorder after stroke, occurs
in over 0.5% of the world population [37]. Epilepsy is a chronic neurological
disorder characterised by recurrent epileptic seizures [18]. A seizure is deﬁned
as the transient occurrence of signs and/or symptoms due to abnormal excessive
or synchronous neuronal activity in the brain [68]. Seizures originate and are
sustained in a large neuronal population due to a certain loss of control over the
crucial balance between inhibition and excitation. As inhibitory mechanisms
fail, neurons become hyper-active and ﬁre simultaneously with nearby neurons
at a rate much higher than normal. The abnormal activity might spread to
other regions in the brain through pathways which otherwise exist to facilitate
normal function. There are diﬀerent explanations on how a seizure terminates,
including the depletion of oxygen supply to the neurons involved in the seizure,
and chemical changes which restore the initial imbalance or lack of inhibition
[226].
Depending on the brain regions involved in the seizure, the patient may have
diverse clinical symptoms, including sensory dysfunction, loss of consciousness,
motor automatisms, etc. The International League Against Epilepsy (ILAE)
diﬀerentiates two main types of seizures, namely focal and generalised seizures.
Focal epileptic seizures are conceptualized as originating within networks
limited to one hemisphere, while generalised seizures are conceptualized as
originating at some point within, and rapidly engaging, bilaterally distributed
networks [14]. Prolonged seizures may develop into a continuous seizure or
status epilepticus, a life-threatening condition in which there is no observable
recovery between seizures. Throughout this thesis we will focus on focal
epilepsies.
2.3.1 EEG monitoring in epilepsy
EEG is a very useful and well-established technique in epilepsy monitoring and
diagnosis, as it can quantitatively show the changes in brain activity over time.
Two types of epileptic events can be observed on the EEG, namely epileptic
seizures in the form of ictal patterns, and short, transient events in between
seizures also known as interictal discharges. Note that there is a grey zone
between interictal and ictal activities and sometimes it is diﬃcult to distinguish
between them [157]. This is especially the case for generalised discharges.
Ictal epileptiform patterns of focal seizures are often stereotyped for the patient
and can be very diverse. However, some features are commonly present, such
as evolving, repetitive sharp waves. The evolution might be observed in
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frequency, amplitude, topography and morphology. Frequency evolution can
start from any normal EEG frequency band and may manifest as a decrease or
an increase. Amplitude evolution means simply an increase in signal amplitude,
typically following an attenuation at the beginning of the seizure. The seizure is
spreading towards new brain regions from the source during its course, resulting
in the appearance of the seizure pattern on more and more EEG channels,
changing the topography of the activity. Finally, the morphology of the signal
is inﬂuenced by the gradual replacement of the background activity by the ictal
pattern and it corresponds to a gradual decrease of complexity of the overall
EEG pattern. Infrequently no evolution occurs but the ictal pattern consists of
regular repetitive spikes, desynchronisation, or regular rhythmic slowing [197].
The ictal pattern of generalised seizures are mostly characterised by either
generalised spike and slow wave complexes, generalised paroxysmal fast activity
or electrodecrement [197].
Focal interictal epileptiform discharges (IEDs) are mostly described by the
following four features: a ﬁeld that extends beyond one electrode, a sharply
contoured component, electronegativity on the cerebral surface and disruption
of the surrounding background activity. The sharply contoured component
can be a spike or a sharp wave, and is asymmetric. It might form a complex
or a polyspike if followed by a slow wave or successive spikes, respectively.
Such complexes or polyspikes are common in generalised IEDs. The ﬁeld of
generalised IEDs is larger than of focal IEDs, usually extending to the frontal
and parietal regions [197].
IEDs are present in 90% of epilepsy patients. As they occur much more
frequently than seizures, they are powerful indicators of the disease. However,
the assessment of seizures during long-term EEG monitoring or Video-EEG
monitoring is necessary for [169, 13]:
• diagnosis of epilepsy versus nonepileptic events
• diagnosis of seizure type and epilepsy syndrome
• localising the area of onset in case of focal epilepsies
• taking precautions to avoid danger and to comfort the patient during
seizures
2.3.2 Functional MRI in epilepsy
As we have seen in the previous section, EEG monitoring can be used to
observe epileptiform events, moreover, to localise the onset region of the
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(a) Seizure from a temporal lobe epilepsy patient. The seizure onset is characterised by
rhythmic 5Hz theta activity on the left fronto- antero- and mid-temporal electrodes.
























(b) Seizure from a frontal lobe epilepsy patient. The seizure onset is characterised by a general
attenuation, followed by a fast beta band activity.
Figure 2.9: Ictal patterns in the EEG
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(a) Focal IEDs most pronounced over the left
frontotemporal region.
























(b) Generalised spike-wave discharges.
Figure 2.10: Interictal patterns in the EEG
seizures. Note, however, that due to the poor spatial resolution of EEG the
accuracy of the localisation is limited to determining the aﬀected lobe and the
laterality. However, the combination of EEG and fMRI, due to the higher
spatial resolution of the latter, might allow more precise delineation of the
epileptic source.
In order to localise epileptic brain regions, one has to look for voxels in which
the BOLD ﬂuctuations correlate with the timing of epileptic patterns on the
EEG. On one hand, investigating hemodynamic correlates of seizures yielded
promising results in various studies. On the other hand, such an approach is
impractical as seizures are rare events and might not occur during the limited
time of the fMRI recordings, moreover, vigorous movement inside the scanner
during seizures may pose risk to the patient and causes severe artefacts in the
fMRI signals. Therefore, most studies target BOLD signal changes in response
to interictal epileptic discharges [29].
In practice, mapping hemodynamic correlates of interictal epileptic discharges
involves statistical analysis within the framework of the general linear model
(GLM), based on the work of [73]. In this approach each fMRI voxel time
course is compared to a model representing the expected signal ﬂuctuations.
As we have seen in the previous chapters, there is a mismatch between the
dynamics of the EEG and the BOLD signal arising from the same neural
activity. To account for this mismatch in the model, the timing of the IEDs
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are convolved with the hemodynamic response function. Finally, an activation
map is created where each voxel value reﬂects the statistical similarity between
the voxel time course and the model, i.e. the plausibility that the given brain
region contributes to the generation of the IEDs or is aﬀected by them.
2.4 Presurgical evaluation in epilepsy
Approximately 30% of epilepsy patients are non-responsive to anti-epileptic
drugs [63], a condition called refractory epilepsy. As their quality of life is
seriously compromised, surgical resection has to be considered.
The ﬁnal goal of the presurgical evaluation is to delineate the epileptogenic
zone. The deﬁnition states that the total resection or disconnection of the
epileptogenic zone is necessary and suﬃcient for seizure freedom [175]. However,
the epileptogenic zone is a hypothetical region, i.e. there is no diagnostic
modality which can directly indicate it. One has to infer to its location
indirectly by deﬁning several other relevant zones, which are involved in
generating the epileptic disorder or its electrographical and clinical symptoms.
Therefore, the presurgical evaluation is a multidisciplinary procedure collecting
information from several imaging modalities and other diagnostic tools. An
overview of these regions, their deﬁnitions and the corresponding diagnostic
tools are summarised in Table 2.1.
If all diagnostic data are concordant, the epileptogenic zone is resected
or disconnected unless it is in eloquent cortex, i.e. in a region which is
indispensable for any cortical function, such as the execution of motor, sensory,
cognitive or memory tasks. Systematic reviews showed that 66-70% and 41-
79% of patients are rendered seizure free after short term and long term follow
up (</> 5 years), respectively [193].
2.4.1 Current practice
In the epilepsy monitoring unit (EMU) in UZ Leuven the procedure below
is followed for presurgical evaluation. Physical, neuropsychological and
neurological examinations are conducted, and seizure history is obtained.
In order to identify structural abnormalities, high-resolution MRI is applied.
MRI is the most sensitive technique for the diagnosis of mesial temporal
sclerosis (MTS), tumors, and malformations of cortical development. While
small tumors are frequent causes of epilepsy in adults, MTS is the most
common association with temporal lobe epilepsy. Moreover, developmental
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Table 2.1: Overview and deﬁnition of key zones and lesions in epilepsy, based
on [175]
Zone Deﬁnition: Area of the
cortex...
Diagnostic tool

















Seizure onset zone where the clinical
seizures are generated
EEG, SPECT
Epileptogenic lesion structural lesion which
causes the seizures
MRI, CT
Functional deﬁcit zone functionally abnormal












EP, PET, Wada test
malformations constitute the most prevalent underlying pathology in infants
and young children with epilepsy [124]. Therefore, MRI has a crucial role in
the presurgical planning in case of these pathologies.
Further, the patients undergo long-term video-EEG monitoring, normally
lasting 5 days. During this period the anti-epileptic medication is reduced to
allow seizures to occur for observation. Interictal scalp recordings are analysed
in order to deﬁne the irritative zone based on the ﬁeld of the IEDs. During
seizures ictal semiology is assessed on video images and the ictal EEG patterns
are inspected for the seizure onset zone (SOZ).
Note, however, that epileptic discharges of small amplitude or of deep origin
are not detected by scalp recordings. Intracranial electrodes, on the other hand,
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provide very sensitive recordings of such activity. Although intracranial EEG
recordings are available for some patients in the EMU, it is not part of the
standard procedure. Its disadvantages include its invasive nature and the fact
that only a small area of the entire brain can be covered, posing the risk of
missing part of the SOZ.
At seizure onset a brain perfusion tracer is injected in order to perform an
ictal single-photon emission computed tomography (SPECT). Injection has to
happen as early as possible to limit the presence of propagation patterns on the
image. As a result, the area of most intense hyperperfusion can localise the SOZ.
Methodologically speaking, both ictal and interictal scans are performed and
subtracted to obtain diﬀerence images. Subtraction ictal SPECT co-registered
to MRI (SISCOM) can improve the localisation and visualisation of the region
of hyperperfusion [218].
Finally, patients are scanned with positron emission tomography (18F-FDG
PET), in order to map cerebral metabolism. It is assumed that the region
of predominant hypometabolism contains the epileptogenic zone [219]. In
comparison with SPECT, PET has greater spatial resolution and versatility
considering that multiple tracers can image various aspects of cerebral function
[194]. Note that the latter is also true for SPECT, however, only a few tracers
are used in practice.
2.4.2 Possible improvements
Automatic seizure detection
As explained above, EEG monitoring is a crucial tool in epilepsy diagnosis
and presurgical evaluation. The beneﬁts of the automatic analysis of EEG
recordings are twofold. First, consider that the objective is to discover all
seizure occurrences. As the monitoring of one patient takes several days,
the amount of data to be analysed is huge. Therefore, an automatic seizure
detection technique supporting visual EEG analysis would drastically decrease
the workload of clinicians. Besides, as the seizure spreads quickly through
the brain, the early detection of the epileptic seizure is crucial. Due to its
ﬁne temporal resolution, EEG can provide accurate information about the
seizure onset. To be on alert for clinical symptoms is insuﬃcient as they
may arise later on in the course of a seizure. Moreover, subclinical seizures
are completely omitted that way. Continuous inspection of EEG is, however,
impractical. Therefore, an automatic seizure alarm system can be useful to
facilitate early intervention, including ensuring patient safety, comforting the
patient and injecting a radio tracer to prepare ictal SPECT.
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In chapter 4 we present two novel solutions, a universal and a patient-speciﬁc
seizure detection system.
Ictal source localisation
Since the 1950’s ictal EEG recordings are routinely used and still remain the
gold standard for deﬁning the seizure onset zone [175, 162]. Ictal EEG can
provide correct localisation in about 70% of cases, however, it is often obscured
with muscle and other types of artefacts [195]. Recent studies applying various
mathematical decomposition or blind source separation (BSS) techniques
signiﬁcantly improved the interpretabily of this technique by removing the
contaminating artefacts, e.g. [15, 112, 216, 56, 227].
In addition, BSS techniques were also proven useful in extracting the ictal
source from the mixture of background activity and artefacts. The topographic
maps corresponding to the ictal component can indicate the lateralisation
[153] and even the localisation of the seizure, corresponding to the clinically
determined seizure onset region [1, 52].
BSS methods, nevertheless, are not used in clinical practice at present. Most of
these methods work semi-automatically and still need visual assessment of the
sources. Moreover, each decomposition method implies particular assumptions
on the underlying sources, which may or may not hold for the actual signals.
Therefore, diﬀerent BSS techniques may prove to be optimal in diﬀerent
situations.
Chapter 5 explores the applicability of a recently introduced BSS method,
namely block term decomposition. We expect that thanks to its ﬂexibility,
this technique is capable of modelling nonstationary ictal sources, which evolve
in morphology or topography during their course.
Interictal source localisation
Simultaneous EEG-fMRI has proven to be useful in localizing interictal
epileptic activity [80, 177] and deﬁning the irritative zone as part of presurgical
evaluation [234].
As explained in section 2.3.2, standard analysis uses the timing of interictal
discharges based on EEG to ﬁnd regions with correlated blood oxygen level
dependent (BOLD) signal changes recorded by fMRI within the standard
general linear model (GLM) approach. However, marking interictal discharges
on the EEG is time-consuming; furthermore, EEG does not always provide
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reliable information on the epileptic events. Neural activity of deep structures
is not visible on EEG [32, 140, 203], moreover, the severe gradient and
ballistocardiogram (BCG) artefacts due to the magnetic ﬁeld in the scanner
often make the interpretation of the EEG ambiguous [12, 85]. Several
approaches exist to reduce such artefacts (for a comparison study, see [222]),
however, residual artefacts still hinder interpretation. Most importantly, some
patients might not show interictal activity during the limited time of the
fMRI sessions. In a recent study only 37% of consecutively scanned patients
showed clinically concordant epileptic spikes [213], thus, in the vast majority
of cases, GLM-based analysis could not be carried out. It has been reported
previously, that EEG-fMRI studies fail in 40-70% of cases [84], due to the
reasons mentioned above or due to the lack of signiﬁcant BOLD changes
correlated to interictal activity. Therefore, there is a strong demand for
techniques capable of localizing the epileptic activity without any information
on its timing.
In chapter 6 a data-driven tool, namely independent component analysis (ICA)




Machine learning is “the capability of the computer program to acquire or
develop new knowledge or skills from existing or non existing examples for the
sake of optimising performance criterion” [7]. More formally, given a task T, a
performance criterion C and an experience E, learning means that the machine
improves at solving task T as measured by C, based on information in E [145].
Traditionally, there are two fundamentally diﬀerent tasks within machine
learning [28]. In supervised learning a speciﬁc desired output is given
corresponding to each training example or input. In this case the goal of
the machine is to learn a mapping from the input to the output space [75], in
order to produce a correct output given a new input. The output space may
contain class labels in case of a classiﬁcation task, or real numbers in case of a
regression task. Conversely, in unsupervised learning no training examples or
target outputs are given. Instead, the goal here is to ﬁnd interesting structure
underlying the input data [28]. In other words, unsupervised learning aims at
building representations of the input data that can be used for decision making,
predicting future inputs, or eﬃciently communicating inputs to other machines
[75]. Accordingly, subdisciplines of unsupervised learning include clustering,
dimensionality reduction, blind source separation, etc.
In the following sections we will give the mathematical formulation of various
blind source separation and binary classiﬁcation techniques that are applied in
this thesis. In order to do so, we ﬁrst establish some notations and deﬁnitions.
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3.1 Notation and definitions
The ﬁeld of real numbers are denoted by R, while the ﬁled of real or complex
numbers are denoted by K. Vectors are denoted by boldface lower case letter,
e.g. a. Matrices are denoted by boldface capital letters, e.g. A, while tensors
are denoted by calligraphic letters, e.g. A. An entry of a vector a, a matrix
A, or a tensor A is denoted by ai, ai,j or ai,j,k, etc., depending on the number
of modes. Mode−n vectors are the generalisation of matrix rows and columns
to tensors. A mode−n vector is a vector in which all but one of the indices are
ﬁxed.
Definition 1. The Kronecker product of two matrices A and B is denoted by







Definition 2. The mode-n product of a tensor A ∈ KI1×I2×⋯×IN with a matrix
U ∈ KJ×In is denoted as A ×nU and is of size I1 ×⋯× In−1 × J × In+1 ×⋯× IN .
The entries of the mode-n product are deﬁned as:
(A ⋅nU)i1⋯in−1jin+1⋯iN = In∑
in=1
ai1i2⋯in⋯iNujin .
Definition 3. The outer product A ○B of a tensor A ∈ KI1×⋯×IM and a tensorB ∈ KJ1×⋯×JN is the tensor deﬁned by:
(A ○B)i1⋯iM j1⋯jN = ai1⋯iM bj1⋯jM , (3.1)
for all diﬀerent values of the indices.
Definition 4. The Khatri-Rao product of two matrices A ∈ KI×K and B ∈
K
J×K is deﬁned as A⊙B = [a1⊗ b1⋯aK⊗ bK]
Definition 5. The k-rank of a matrix A, denoted as kA, is deﬁned as the
maximum value k such that any k columns of A are linearly independent.
Definition 6. The mode−n matricisation or unfolding A(n) of an Nth-order
tensor A ∈ KI1×I2⋯IN maps the tensor element with indices (i1,⋯, iN ) to a
matrix element (in, j) such that
j = 1 + N∑
k=1,k≠n
(ik − 1)Jk with Jk = ⎧⎪⎪⎨⎪⎪⎩
1 for k = 1 or (k = 2 and n = 1)
∏k−1m=1,m≠n Im otherwise.
(3.2)
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For a third order tensor, the unfolding takes the form:
(A(1))i1,(i2−1)I3+i3 = (A)i1i2i3 ,
(A(2))i2,(i3−1)I1+i1 = (A)i1i2i3 ,
(A(3))i3,(i1−1)I2+i2 = (A)i1i2i3 ,
for all values of the indices.
3.2 Unsupervised learning: blind source separation
Blind source separation (BSS) considers the problem of processing multidi-
mensional observations which arise as a noisy linear mixture of a number of
underlying source signals. More formally, let x(t) = [x1(t) ⋯ xP (t)]T ∈ RP
be the observed signal at time instant t, and s(t) = [s1(t) ⋯ sN(t)]T ∈ RN
the underlying sources. Then x(t) can be written as [31]
x(t) =As(t) (3.3)
where A is an unknown mapping from RN in RP . The goal of blind source
separation is to ﬁnd the sources s(t) and the mapping or mixing matrix A
which provides information about the relative contribution of the sources to
each observed signal in x(t). However, this problem is ill-posed and one has
to make some assumptions about the underlying sources in order to reach a
unique solution [31]. Diﬀerent assumptions lead to diﬀerent decomposition
techniques, which will be presented below. Note, however, that there are two
inherent ambiguities to this problem, namely the order and the norm of the
sources, as they can be compensated by the inverse scaling and permutation of
the columns of the mixing matrix. We call a decomposition unique if it is only
subject to these indeterminacies.
Below we discuss various mathematical decompositions solving the BSS
problem, that are applied in this thesis.
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3.2.1 Singular value decomposition and principal component
analysis
Any matrix of real or complex values can be written as the following:
M =UΣV∗, (3.4)
where U and V are unitary matrices, V∗ is the conjugate transpose of V, and
Σ is a diagonal matrix. The diagonal elements of Σ, denoted as σi, are positive
by convention, appear in decreasing order, and are called the singular values
of M. In case the singular values are distinct the decomposition is unique up
to the joint reﬂection of the columns of U and V The columns of U and V
are called the left and right singular vector of M, and denoted as Ui and Vi,




σiUi ○ Vi, (3.5)
The number of non-zero singular values is the rank of the matrix. Truncating
the summation at the ﬁrst r elements gives the best rank-r approximation of
M in least-squares sense.
Singular value decomposition (SVD) is closely related to the concept of
principal component analysis (PCA). Consider the problem of projecting the
observed data into a new, orthonormal basis, which will reveal hidden structure
and ﬁlter out noise [185]. Note that there is no unique solution to this problem,
as any rotation of the obtained basis is a valid solution as well. PCA oﬀers a
possible way to obtain a unique orthonormal basis, also called the principal
components, by taking the columns of V. The principal components are
ordered based on the amount of variance they express. Therefore, omitting the
last principal components leads to a dimensionality reduction which preserves
most of the variability in the data. SVD — and PCA — found several other
important applications in signal processing, including the solution of least
squares problem, noise ﬁltering or features extraction. In the context of BSS
the sources of interest are expressed as the original signals projected onto the
new principal component basis [185]. As such, this model assumes that the
sources underlying the observed signal are mutually uncorrelated [45].
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3.2.2 Independent component analysis
Independent component analysis (ICA) imposes a statistical diversity among
the underlying sources. With such a constraint ICA overcomes the rotational
invariance property of PCA. Several ICA algorithms exist which formulate
statistical independence in diﬀerent ways.
A commonly used assumption for ICA is that the sources are temporally
independent and identically distributed (iid) and are non-Gaussian. In an
initial prewhitening step, the observations are transformed to a new stochastic
vector of unit covariance. During this procedure an estimation of the signal
subspace is also obtained from the eigenvalue decomposition of the observed
covariance. However, the mixing matrix remains unknown up to an orthogonal
factor. In a second step higher order statistics are used to ﬁx the rotational
degrees of freedom of the mixing matrix. Considering that the higher
order cumulants of mutually statistically independent processes are diagonal
tensors, the mixing matrix can be estimated by diagonalising the cumulant
[46]. JADE (joint approximate diagonalisation of eigenmatrices) is a popular,
computationally eﬃcient algorithm solving this problem.
Another class of ICA algorithms achieve separation by an iterative approach
which aims at optimising a so-called contrast function measuring a certain
property of the separated sources. One such contrast function is based
on the Infomax (information maximisation) principle [10]. This method
maximises the information content of the sources, measured by Shannon’s
entropy. It can be shown that under the assumption of independent sources
this information maximisation criteria is equivalent to the minimisation of
the mutual information between the sources [31]. The FastICA algorithm
is a highly eﬃcient algorithmic approach to solve the optimisation problem
underlying certain ICA formulations. The contrast function of FastICA can be
chosen either in the framework of maximum likelihood or higher order statistics.
Thanks to using the Newton method for the iterative optimisation [109], the
algorithm converges quadratically if the data truly follows the ICA model.
Finally, a diﬀerent class of ICA approaches arises if one assumes that the sources
are not iid in time — which is the case in many practical BSS problems [31].
Instead, they exhibit some structure in terms of temporal correlation or other
statistical characteristics. In case these statistics exhibit suﬃcient diversity,
separation can be achieved using second order statistics. In fact, it becomes
possible to separate Gaussian sources as well, as opposed to the classical iid ICA
model. The SOBI (Second order blind identiﬁcation) algorithm [11] applies
approximate joint diagonalisation on a set of matrices including the correlation
matrices at diﬀerent time lags τ = 0,1,⋯,M .
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3.2.3 Canonical correlation analysis
Canonical correlation analysis [94] was originally proposed to describe the
relationship between two sets of variables. Given two matrices, each containing
the realisations of two multivariate vectors, CCA generates a new pair of vectors
from the linear combination of the columns of each original matrix in a way
that the correlation between the new vectors are maximised. The new vectors
and their correlation are called canonical variates and canonical correlation
coeﬃcient, respectively.
When applied as a BSS technique, CCA assumes sources which are mutually
uncorrelated and maximally autocorrelated [72]. The separation is achieved
by considering the observation matrix X = [x(1) ⋯ x(T − 1)] and its
temporally delayed version Y = [x(2) ⋯ x(T )] as inputs. Consequently,
the extracted components — the canonical variates, which explain most of the
cross variance between X and Y , — are maximally autocorrelated at lag 1. The
sources are extracted in descending order based on their canonical correlation
coeﬃcient.
3.2.4 Canonical polyadic decomposition
As we have seen in the previous sections, the problem of matrix decomposition
is ill-posed and additional constraints are needed in order to obtain a unique
solution. Interestingly, tensors admit unique decompositions under mild
conditions.
Canonical polyadic decompomposition (CPD) approximates a third order
tensor T ∈ KI1×I2×I3 with a sum of R rank-1 tensors:
T ≈ R∑
r=1
ar ○ br ○ cr . (3.6)
Figure 3.1: CPD of a tensor T in R rank-1 terms
.
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CPD is visualised in Figure 3.1. Note that the deﬁnition is formulated for third-
order tensors, however, the model can be extended to higher order tensors in a
straightforward manner. The rank of the tensor is deﬁned as the smallest R for
which (3.6) is exact. Let A = [a1⋯aR], B = [b1⋯bR] and C = [c1⋯cR] be the
factor matrices corresponding to each mode. Then, CPD can be alternatively
written as
T(1) ≈A ⋅ (B⊙C)T . (3.7)
The advantage of the CPD model is its uniqueness up to permutation and
scaling under the following mild conditions [120]:
kA + kB + kC ≥ 2R + 2 (3.8)
A more general framework for uniqueness has been recently presented in [59,
58].
3.2.5 Block term decomposition
Block term decomposition (BTD), introduced in [42, 41, 47] generalises CPD,
as it allows components of low multilinear rank, as opposed to the rank−1
model of CPD. In this thesis we consider a particular case, decomposition into
rank-(Lr,Lr,1) terms.
The rank-(Lr,Lr,1) block term decomposition of a third order tensor T ∈
K
I1×I2×I3 into a sum of rank-(Lr,Lr,1) terms (1 ≤ r ≤ R) is given as
T ≈ R∑
r=1
(Ar ⋅BTr ) ○ cr , (3.9)
in which the matrix Dr = Ar ⋅ BTr ∈ KI1×I2 has rank Lr and the vector cr
is nonzero. In addition to permutation and scaling, inherited from the CPD,
the factors Ar may be postmultiplied by any nonsingular matrix Fr ∈KLr×Lr ,
provided that BTr is premultiplied by the inverse of Fr. When the matrices[A1⋯AR] and [B1⋯BR] are full column rank and the matrix [c1⋯cR] does
not contain collinear columns, the decomposition is guaranteed to be unique
up to the above indeterminacies.
Figure 3.2 visualises the decomposition of a tensor in rank-(Lr,Lr,1) terms.
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Figure 3.2: BTD of a tensor T in rank-(Lr,Lr,1) terms.
3.3 Supervised learning: binary classification
As explained in the beginning of this chapter, supervised learning aims at
building data representations and inference techniques for making decisions
about the input data. In this thesis we concentrate on techniques which can
assign the input data to one of two predeﬁned categories, or, in other words,
make binary decisions. We will start with introducing an early intelligent
system — rather than a learning machine — that can address this problem.
Subsequently, we discuss some general theoretical considerations regarding
supervised learning. Finally, three binary classiﬁcation techniques, which are
also applied in this thesis, are presented in detail.
3.3.1 From rule based expert systems to supervised learning
Rule based expert systems (RBS) are a fundamental tool in artiﬁcial intelligence
which aim at “codifying the problem-solving know-how of human experts” [90].
The RBS works based on the following principle [155]. The domain knowledge
in stored in the knowledge base in the form of a set of if-then rules. The
database collects a set of facts or observations xi about the data which is
matched against the rules in the knowledge base. Then, the inference engine
carries out the reasoning and reaches a solution yi. The advantage of such
expert system is its transparent nature, that is, the user has an insight into
how a particular solution is reached. However, these systems possess a static
knowledge base, hence, they lack the ability to learn.
Nowadays, developments in machine learning and Bayesian statistics allow the
combination of domain knowledge with observed data in various generative
modelling approaches. Interestingly, completely data-driven discriminative
approaches provide superior performance despite their naive models [110]. The
supervised learning techniques employed in this thesis fall into this second
category.
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3.3.2 Problem formulation
The supervised learning task can be formulated as inferring a model, a mapping
or function y = f(x), based on a set of training examples of input-output
pairs (x1, y1),⋯, (xn, yn), where xi = [xi,1,⋯, xi,d]T ∈ Rd containing certain
characteristics or features of the data. In the context of regression y ∈ R is
a continuous variable, while in classiﬁcation problems y is categorical, e.g. in
case of a binary classiﬁcation task y = {−1,1} [66]. Throughout this thesis we











Figure 3.3: Illustration of a linear classiﬁcation problem. The data are
represented by two features, x1 and x2. The hyperplane separating the classes
is characterised by its normal vector w and bias term b. Note that no perfect
linear separation is possible in this case.
The set of possible functions for f(x) is typically restricted to a speciﬁc
class of functions, e.g. to linear functions [130]. Figure 3.3 visualises a
binary classiﬁcation task with a linear decision function, where the data are
represented as d = 2 dimensional vectors, i.e. are described by 2 features.
A linear decision function corresponds to a separating hyperplane and is
characterised by its normal vector w and a bias term b. More complex —
nonlinear — decision functions depend on a larger set of parameters α. In
this context, the decision function is denoted as f(x, α). Now, the goal of
the learning task is to ﬁnd the optimal parameters α based on the available
training data. In order to do so, one has to specify a certain loss function
l(yi, f(xi, α)), which quantiﬁes the goodness of the model. Then, the optimal
decision function can be retrieved by minimising the following functional:





l(yi, f(xi, α)) (3.10)
where Remp(α) is called the empirical risk and (3.10) is the well-known
empirical risk minimisation principle [225].
A very crucial property of a classiﬁer is its generalisation capability, i.e. how
well it approximates unseen data. In other words, it is not suﬃcient to choose a
classiﬁer which performs best on the training examples, but one has to evaluate
its performance on an independent test set. Several alternatives exist to split
the available data into training and test set, such as resubstitution, the hold-
out method, bootstrapping, or cross-validation [121]. During a k-fold cross-
validation the data is divided into k subsets of equal sizes. In each iteration
one subset is set aside for testing and the combination of the remaining k − 1
subsets is used to train the classiﬁer. After repeating this procedure k times,
an average performance estimate is taken. In case k equals the cardinality of
the dataset, the method is called leave-one-out cross-validation.
The generalisation property of a classiﬁer is closely related to its complexity,
i.e. the number of parameters which controls its behaviour. On one hand, a
model with few parameters does not oﬀer enough ﬂexibility and will give poor
predictions. On the other hand, a model with too many parameters, which is
able to capture very ﬁne details of the data, is prone to modelling noise, thereby,
carries the risk of poor generalisation. These phenomena are called underﬁtting
and overﬁtting, respectively, and are closely related to the concept of the bias-
variance trade-oﬀ [16]. More speciﬁcally, bias is associated with underﬁtting, i.e.
the classiﬁer does not match the data well enough, while variance corresponds
to overﬁtting, that is, the classiﬁers ﬁtted on various subsets of the same data
are diﬀerent from each other [121].
One way of controlling the model complexity is through regularisation [16].
This procedure involves, in addition to the error function, the introduction of a
penalty term, which measures some aspect of the model complexity. The degree
of regularisation can be adjusted by a multiplicative regularisation parameter.
It is important to choose an appropriate regularisation parameter based on the
available training data. This choice can be made, again, using cross-validation.
After this general theoretical introduction we give a description of the speciﬁc
learning techniques used in this thesis.
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3.3.3 Linear discriminant analysis
Linear discriminant analysis (LDA) aims at assigning each observation xi to
the class to which it belongs with the highest posterior probability, as expressed
by Bayes’s theorem [70]. Under the assumption that the data are sampled from
a multivariate normal distribution with class means µ1 and µ2 and the class
covariance matrices S1 = S2 = S are equal, the decision function takes the form
[126]:
f(x) =D(x) = [x − 1
2
(µ1 + µ2)]TS−1(µ1 − µ2), (3.11)
Alternatively, one can write [183]:
D(x) =wTx + b (3.12)




Then w and b are the normal vector and the bias describing the hyperplane
which separates the classes. Fisher’s discriminant analysis (FDA) [67] derivesw





where SW = ∑2i=1 Si with Si = ∑x∈Ci(x − µi)(x − µi)T is the within-class and
SB = 12 ∑2i=1(µ − µi)(µ − µi)T with µ = 12 ∑2i=1 µi is the between-class variance.
A solution to (3.13) can be found via generalised eigenvalue decomposition
(GEVD). For details see [78] and references therein. Note that (3.13) and
(3.12) lead to the same solution.
Although LDA is very popular approach due to its simplicity and low
computational complexity, it has certain limitations. As the class means and
covariance matrices are not known, they have to be estimated from the data.
Therefore, this approach is very sensitive to outliers, which should preferably be
removed before learning. Moreover, in case of small sample sizes, the empirical
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covariance matrix is systematically biased towards larger eigenvalues. In order
to overcome this issue, regularised or shrinkage LDA replaces the empirical
covariance matrix as follows:
S˜(γ) = (1 − γ)Sˆ + γνI (3.14)
where ν is the average of the eigenvalues of Sˆ, I is the identity matrix, and
γ ∈ [0,1] is a tuning parameter. The optimal tuning parameter used to be
estimated via cross-validation, however, an analytical solution has been found
recently. For more details on shrinkage LDA, see [130] and references therein.
3.3.4 Support vector machines
A support vector machine (SVM) is a widely used universal learning machine,
which works based on the following principle: The classiﬁer is deﬁned by
y(x) = sign(wTϕ(x) + b), (3.15)
where w is a weighting vector and ϕ is a possibly non-linear feature mapping.
The use of the mapping ϕ, proposed by [225], extends the SVM to a non-
linear technique in the following way. The input data is mapped to a higher-
dimensional feature space, where a linear separating hyperplane is constructed.
Note that this linear hyperplane is actually non-linear in the original space. The
objective in the SVM formulation is to construct a separating hyperplane in










yi[wTϕ(x) + b] ≥ 1 − ei, ei ≥ 0, i = 1, ...,N
where C is a regularization constant. By constructing the Lagrangian and
taking the conditions for optimality, one obtains the dual problem, which is
the following quadratic programming problem:














αiyi = 0 and 0 ≤ αi ≤ C for i = 1, ...,N,
where xi ∈ Rd and K(x,xi) is a symmetric and positive deﬁnite kernel function
satisfying the Mercer theorem, which is expressed as
K(x,xi) = ϕ(x)Tϕ(xi) (3.18)
Equation (3.18) is often called the kernel trick. It facilitates the use of high
dimensional feature spaces without actually making explicit computations in
this space. For detailed theoretical background behind the kernel trick we refer
to [200].
The xi input vectors corresponding to non-zero αi values are called support
vectors. The classiﬁer in the dual space takes the form:
y(x) = sign[∑
i
αiyiK(x,xi) + b] (3.19)
Throughout this thesis we applied the least-squares support-vector machine
introduced by [201]. In this formulation equality constraints are used instead









yˆi[wTϕ(x) + b] = 1 − ei,
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Taking the optimality conditions and eliminating w and e = [e1, ..., eN ]T
simpliﬁes the computation to solving a set of linear equations instead of a
quadratic programming problem:
[0 yT
y Ω + γ−1I][bα] = [ 01N] (3.21)
with y = [y1, ..., yN ]T , 1N = [1, ...,1]T , α = [α1, ..., αN ]T , Ωkl = ykylK(xk,xl).
3.3.5 Regularisation via nuclear norm penalty
So far we considered learning problems where the input data is represented
as one-dimensional vectors consisting of d feature values. However, in a lot
of practical problems the natural representation of the data extend along
more dimensions. An image is inherently a matrix of pixel values. In
neuroimaging, EEG and fMRI data contain multiple time series measured at
diﬀerent channels or voxels, respectively. Additional information might be
conveyed by expanding the time series to frequency domain, thereby obtaining
a space × time × frequency tensor. Extra dimensions might be useful to
organise the data collected from diﬀerent patients/subjects or under diﬀerent
conditions. Traditional techniques handle such problems by vectorising the
input data. However, recent studies [91, 202] show that matrix and tensor
representation of signals reduce the small sample-size problem, facilitating a
precise classiﬁcation performance even for low number of training points and
outperform traditional vector representation. Hence, for classiﬁcation of an
Nth-order tensor we consider the following model:
y(X) = sign(yˆ(A, b)),
yˆ(A, b) = ⟨A,X⟩ + b, (3.22)
where X ∈ RI1×I2×...IN is the input pattern, A ∈ RI1×I2×...IN is the classiﬁer
tensor of the same size, and b is a bias term or threshold. The classiﬁer, namely
the pair (A, b), is found by solving a non-smooth convex optimization problem
using nuclear norm penalty:
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min
A,b




where µ ≥ 0 is a tuning parameter and f(A, b) is an appropriate loss function,
e.g. quadratic error function. ∣∣A(n)∣∣∗ is the nuclear norm of the n-mode matrix




Nuclear norm regularisation has been used to devise convex relaxation for
various rank-constrained matrix problems [25, 171] and for matrix classiﬁcation
[210]. Its extension for the case of higher order arrays in the above form was
formulated by [187].
Regularization via nuclear norm favours a low rank solution; in our case this
corresponds to a classiﬁer matrix or tensor of low rank. In other words, the
nuclear norm regularisation approach is beneﬁcial if one can expect that the
discriminative information lies in a low rank subspace. Such a situation arises,
for example, when the EEG pattern of interest is simultaneously present on
a number of channels. Then, the strength of the pattern on each channel,
expressed along one mode and the EEG pattern itself, expressed along a second
mode, deﬁne a rank-1 structure. This type of a-priori structural information is




In section 2.4.2 we identified automated seizure detection as a key factor which
can assist current clinical practice. First, a literature overview about existing
automatic seizure detectors is given in section 4.1. Subsequently, we explore two
alternative solutions. In section 4.2 the development and preliminary results of
a universal, patient independent algorithm are presented. The conclusions of
this study, published in [102], have motivated us to opt for a patient-specific
seizure detection system. To this end, a novel approach exploiting spatial
information from the multichannel EEG was proposed. The methodology and
the results, published in [105], are discussed in 4.3. Finally, conclusions are
drawn in section 4.4.
4.1 Literature overview
The ﬁrst automatic seizure detection systems date back to the 1980s [79].
Since then, a large variety of seizure detection algorithms were developed. In
general, these algorithms have two crucial design aspects: the identiﬁcation
and extraction of discriminative features from the EEG, and the training and
application of a classiﬁer. Note that these two steps are not independent
from each other: diﬀerent classiﬁcation approaches may be optimal in case of
diﬀerent types of features. The most frequently used features include Fourier
transform based or wavelet based measures to detect rhythmic patterns [4, 167,
160], autocorrelation [133], phase synchrony [220] or synchronisation likelihood
[8] to capture the extensive, synchronous nature of seizure activity, furthermore,
morphological or time-domain features such as amplitude, duration [79] or
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Hjorth’s parameters [92] extracted from the EEG waveforms. Recently,
non-linear features, such as Lyapunov exponent [3] or information theoretic
measures like entropy [113] have also been proposed. The extracted features
can be classiﬁed using simple thresholding methods or rule based systems [55],
linear classiﬁers [76], support vector machines [74, 199], Bayesian classiﬁers
[176], k-nearest neighbour classiﬁers [169], mixture of expert models [198],
adaptive neuro-fuzzy systems, [86], just to mention the best known solutions.
For an extensive literature overview, we refer to [215].
Despite the abundance of published seizure detection algorithms in the last
few decades, most centres do not apply these automatic techniques in clinical
practice today [93, 114]. The variety of artefacts contaminating EEG recordings
can obscure the seizure pattern degrading sensitivity, or, repetitive rhythmic
artefact patterns can cause false detections. Recent advances in statistical blind
source separation methods allow the removal of artefacts without deteriorating
the EEG patterns of interest, thereby, improving seizure detection performance
[51].
Below we explore the utility of a universal, patient independent seizure
detection algorithm. Inspired by a successful neonatal seizure detection
technique presented in [55], the proposed algorithm aims at mimicking the
visual interpretation process of the expert EEG reader.
4.2 Mimicking the human observer
4.2.1 Introduction
The seizure detection algorithm presented here is a rule based expert system. It
considers the visually appearing characteristics, on which neurologists also rely
when reading EEG data. The main steps of the algorithm reformulate these
characteristics as mathematical features. Further actions taken or decisions
are made based on simple if-then rules. The results of detection can be
compromised by artefacts contaminating the seizure pattern or causing false
detections. It will be shown how to overcome the diﬃculties posed by diﬀerent
artefacts, with special attention to muscle artefact removal.
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4.2.2 Materials and methods
EEG data
The seizure detection algorithm was developed based on an EEG dataset
containing surface recordings from 22 diﬀerent patients with refractory focal
epilepsy, who underwent presurgical evaluation. In total 32 seizures were
recorded. The average duration of the recordings was 4.9 hours, resulting in a
total of 108 hours EEG data.
Seizure detection algorithm
There are well deﬁned characteristics of the EEG, on which the neurologist
relies when determining whether the segment of the EEG recording under
investigation contains seizure activity or not. As described in section 2.3.1,
a typical focal seizure contains evolving, repetitive sharp waves. The evolution
might be observed in frequency, amplitude, topography and morphology. These
visual characteristics can be reformulated as mathematical features and will
serve as the consecutive steps of the seizure detection algorithm. The outline
of the algorithm is depicted in Figure 4.1.
Figure 4.1: The human visual interpretation of EEG relies on various peculiar
charactertistics of the ictal pattern. These characteristics are translated into
mathematical features in the proposed algorithm.
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Preprocessing. The EEG data are broken down into 5s long single channel
epochs. Subsequently, muscle artefacts were removed using the BSS-CCA
method (see below). Each epoch is band pass ﬁltered between 2-25Hz. For
further analysis, the average referenced preprocessed epochs of single channels
are used.
Energy and asymmetry. In this work we are focusing on the detection of
the seizure as early as possible. The foremost peculiarities of the seizure onset
are the change in signal energy distribution on a certain group of channels,
associated to the primarily aﬀected brain regions. The energy and asymmetry
characteristics of the signal are investigated for four distinct frequency bands
denoted by f (i), with lower and upper frequency limits f (i)min and f
(i)
max: delta
(2-4Hz), theta (4-8Hz), alpha (8-13Hz) and beta (13-25Hz). The feature
expressing the signal energy is computed as the ratio between the power spectral
density (PSD) in the current channel epoch and frequency band (PSDφ,ch)
and the PSD of the same band in the background EEG (PSDbgr
φ,ch
). PSD is
computed according to Welch’s method; background is deﬁned as the 30s long
recording preceding the current epoch:
















To exploit topographic information of the EEG pattern, brain symmetry index
(BSI) is a useful measure. BSI was introduced to quantify the asymmetry
in spectral power between the two hemispheres [221]. Here we modiﬁed the
pairwise BSI deﬁned in [184] to measure channel symmetry index (CSI) - the
power asymmetry in the predeﬁned bands between contralateral channels pairs:








where PSDφ,ch and PSDφ,opp are the power spectral density of the actual
channel and the contralateral channel, respectively. This formula points out
which member of the channel pair exerts higher power in the current frequency
band. Its value can vary between -1 and 1, a positive value meaning that
channel ch exerts more power, a negative value meaning that the contralateral
channel does.
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In case of a focal or hemispheric seizure, a signiﬁcant asymmetry can be
observed between channel pairs. However, the asymmetry between the
hemispheres are less expressed in case of a generalized seizure. According to
our observations the energy change of the signal is more signiﬁcant in such a
case. Consequently, the energy and asymmetry information of the actual epoch
is combined into one parameter for threshold classiﬁcation:
CSI(ch, f (i)) × (PowRate(ch, f (i)) − 1) > T1 (4.3)
The value of the combined parameter becomes negative if either the channel
is non-dominant with respect to its pair, or if it exerts lower power than
the background. A positive threshold T1 will certainly reject such segments,
beside other segments with relatively low asymmetry (CSI) and energy change
(PowRate). The threshold value is empirically set to 0.6. The frequency band
f (i), for which the actual epoch is larger than the threshold, is kept in the
memory for the following step, and will be referred to as the determinative
band of the epoch.
Wave extraction. The epochs selected as seizure candidates in the previous
step are now broken down into consecutive wave segments. A similar procedure
was used in [79]. Waves are deﬁned as signal segments limited by the minimum
amplitude samples found between adjacent zero-crossings of the oscillatory
signal. The waves obtained this way might have a large variability in duration
for a noisy channel. Waves originating from irrelevant brain activity, artefacts
or noise should be rejected. Only those waves are kept for further analysis,
which correspond in duration to the determinative frequency band of the epoch,
assigned according to (4.3).
Evolving repetitive wave sequence. As a ﬁrst step each wave is compared
to a spike template taken from a typical ictal activity pattern by visual
inspection. If the summed mean square error of all the waves in the current
epoch is suﬃciently small, the algorithm proceeds and searches for a wave
sequence evolving in amplitude. A new wave is added to the existing sequence
if its amplitude is at least 90% of the amplitude of the preceding wave, and the
mean amplitude of the total wave sequence does not decrease. The resulting
sequence might not contain consecutive waves any more, as the algorithm skips
segments of data aﬀected by noise or containing background activity of adjacent
epileptic spikes.
Topographic test. As a ﬁnal step the information of diﬀerent channels is
integrated. A detection is approved if evolving repetitive waves were found
on at least two neighbouring channels, or on a single channel with suﬃciently
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diﬀerent signal pattern compared to all the other channels. Such patterns are
combined into one seizure candidate segment. The latter property is computed
with a global channel-wise symmetry index, a measure similar to CSI, but
where the spectral power of the actual channel is compared to all the other









PSDφ,ch + PSDφ,CH (4.4)
After combining channel information the duration of the pattern selected as
seizure candidate should exceed a certain threshold length T2 for ﬁnal approval.
In this work T2 values between 5 and 10 s were tested.
Correction for artefacts
Observing the EEG datasets, four types of artefacts were identiﬁed which were
contaminating the measurements: muscle artefacts, repetitive eye movements,
alpha activity and chewing artefacts.
















































Figure 4.2: Ictal EEG of a patient with temporal lobe epilepsy. Muscle artefacts
are contaminating temporal and fronto-central channels, making both visual
and automatic detection diﬃcult. BSS-CCA succeeds in removing muscle
artefact and revealing the hidden rhythmic pattern
Muscle artefact removal. On one hand, muscle artefact can cause missed or
late detections, when superimposed on ictal activity. On the other hand, low
pass ﬁltering of muscle activity can result in a regular pattern in beta band,
which can be mistaken for an ictal pattern. Muscle artefacts were removed prior
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to ﬁltering by a technique based on canonical correlation analysis (BSS-CCA)
as introduced in [40]. The multichannel EEG signal is decomposed to mutually
uncorrelated sources with diﬀerent autocorrelation structures, and ordered by
their autocorrelation coeﬃcients. Muscle activity, having broad frequency
spectrum, is expected to appear on the sources with lower autocorrelation.
Components containing muscle activity pattern are selected by comparing the
energy exerted by 3-15 Hz frequency band, containing real brain activity and
by 25-50Hz frequency band, aﬀected mostly by muscle activity:
EnergyRate =
E(3 − 15Hz)
E(25 − 50Hz) (4.5)
The ﬁrst component with an energy rate smaller than a certain threshold (set
to 1.5 in this work) is excluded, together with all other components with
lower autocorrelation. The clean signal is reconstructed by the remaining
source signals. Fig. 4.2 illustrates how BSS-CCA succeeds in removing muscle
artefacts from an EEG segment with ictal activity.
Eye artefacts. On average referenced montage the eye artefacts can be
projected on multiple channels. Therefore, repetitive eye blinks can be mistaken
for a seizure pattern. Correction for these artefacts was included in the
wave extraction step. A spike was considered to be an eye artefact and was
automatically rejected, if its amplitude was higher than 80 uV and appeared
either on channel Fp1 or Fp2. Spikes were also rejected in case they appeared
on a diﬀerent channel but simultaneously with an already detected eye artefact,
and their waveform showed a high correlation with it.
Alpha activity. Alpha activity is a rhythmic 8-13Hz pattern on the occipital
channels, occurring when the patient is in a relaxed, awake state. It can be
misleading because of its regular pattern. It is unlikely to occur simultaneously
with a seizure, therefore, segments with strong alpha band activity centred
occipitally can be simply discarded.
Chewing artefact. While eating, the movements of the tongue, the skin
and the chewing muscles create semi-rhythmic artefacts on the EEG data.
The pattern of this artefact is characterized by high voltage spikes occurring
regularly after each other, superimposed by muscle artefacts. Due to the high
voltage, the patterns occurring on diﬀerent channels are closely correlated.
Such segments with highly correlated signal pattern should be discarded.
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Evaluation criteria
The performance of the seizure detection algorithm is evaluated in terms of
sensitivity, false detection rate and alarm delay, deﬁned as follows:
1. Sensitivity: percentage of the detected seizures compared to the total
number of recorded seizures
2. False detection rate: number of false detections divided by the total time
of the measurement
3. Alarm delay: time elapsed between the seizure onset according to the
labeling and the moment the detection system is setting oﬀ the alarm
4.2.3 Results
There is a trade-oﬀ between sensitivity and false detection rate. The
performance of the algorithm can be easily tuned in favour of one or the other
by adjusting the threshold length. Increasing the threshold length T2 will
exclude false detections with short patterns resembling ictal periods, although,
it will also cause missing true seizures which (a) are too short (b) are partially
superimposed with artefacts or (c) which the algorithm fails to recognize in
their entire course. In this work the threshold length varied between 5s and
10s.
Table 4.1 shows the performance of the algorithm with and without applying
BSS-CCA for muscle artefact removal, yet, without the ﬁnal step of topographic
test. The sensitivity increases signiﬁcantly after muscle artefact removal, by
an average of 9.85%, depending on the threshold length.
On the other hand, the number of false detections increases as well. This
can be explained by the fact that removing the least autocorrelated CCA
sources, the autocorrelated, thus seizure-like oscillatory components become
more pronounced on the data. These non-seizure segments are usually detected
on non-consistent or single channels, therefore, the topographic test eﬃciently
excludes them. The ﬁnal results are shown in Table 4.2. Due to application of
the ﬁnal topographic test, one extra seizure was missed. However, decreasing
the threshold length from 8s to 7s a higher sensitivity (84.4%) can be obtained,
still preserving a comparable false detection rate (0.24/h). The remaining false
detections are mainly due to interictal epileptiform activity, or rhythmic, low-
frequency activity of sleeping and drowsiness. Our method has an inherent lag
between seizure onset and alarm set-oﬀ because of the 5s long epoch segments
analysed at once, and because of the applied threshold T2 on the minimum
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Table 4.1: Removal of muscle artefacts improves detection performance
BEFORE
threshold length (s) 5 6 7 8 9 10
sensitivity (%) 81.3 78.1 71.9 71.9 71.9 68.8
false detection rate (/h) 2.13 0.90 0.48 0.30 0.24 0.17
AFTER
threshold length (s) 5 6 7 8 9 10
sensitivity (%) 90.6 90.6 87.5 78.1 78.1 78.1
false detection rate (/h) 1.77 0.90 0.53 0.36 0.26 0.23
Table 4.2: The topographic test successfully reduces the amount of false
detections
threshold length (s) 5 6 7 8 9 10
sensitivity (%) 87.5 87.5 84.4 75.0 75.0 75.0
false detection rate (/h) 0.62 0.40 0.24 0.20 0.18 0.15
alarm delay (s) 14 15 16 18 19 19
seizure length. Thus, a lower threshold length is also beneﬁcial for a shorter
alarm delay.
4.2.4 Discussion
The seizure detection algorithm presented here successfully detected epileptic
seizures. However, the algorithm uses a few parameters (e.g. the combined
threshold T1 in step 2 or the spike template in step 4 ), which are not yet
derived in a patient independent way but are optimised based on the currently
available EEG data. Therefore, the algorithm should be evaluated using an
independent EEG dataset in order to obtain realistic performance estimates.
In fact, the large inter-patient variability regarding seizure characteristics poses
a great challenge in developing a patient independent seizure detector. The
advantage of such universal systems is that they are immediately ready to be
used for any new patient. However, the seizure onset pattern of a speciﬁc
patient can very much resemble the background activity pattern of another
[166]. Therefore, universal seizure detectors often give false alarms. Note that
a low false alarm rate is a crucial requirement when used as a warning device.
Although the ﬁnal topographic test of the presented algorithm successfully
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Figure 4.3: Example of a successfully detected seizure. The gray line depicts
the seizure onset time according to the labelling, the black dashed line indicates
the onset time found by the algorithm and the full black line corresponds to the
alarm time. The highlighted signal segments correspond to the wave sequence
identiﬁed by the algorithm as seizure activity.
eliminated many false detections, the false alarm rate remains too high for use
in clinical practice.
Alternatively, patient-speciﬁc seizure detectors can yield improved performance,
both regarding speciﬁcity and sensitivity. A patient-speciﬁc approach is most
appropriate in case of unifocal epilepsy patients, due to the rather consistent
intra-patient seizures regarding both temporal pattern and localisation. Mo-
tivated by the success of the topographic test and the asymmetry measure,
our goal is to develop a method which automatically incorporates multichannel
EEG information.
The disadvantage of a patient-speciﬁc system is that it needs to be trained
every time before applying it to a new patient. A crucial design challenge in
this case is to reduce the number of seizures needed to train the classiﬁer. The
proposed methodology, presented below, addresses this issue as well.
INCORPORATING STRUCTURAL INFORMATION VIA NUCLEAR NORM LEARNING 55
4.3 Incorporating structural information via nuclear
norm learning
In this section a patient-speciﬁc seizure detection algorithm is presented. As the
spatial distribution of the ictal pattern is characteristic for a patient’s seizures,
this work aims at incorporating such information into the data representation
and applies a learning algorithm capable of exploiting it. More speciﬁcally,
the nuclear norm regularization is used to convey structural information of the
channel-feature matrices extracted from the EEG. This method is compared
to two existing approaches utilizing the same feature set, but integrating the
multichannel information in a diﬀerent manner.
4.3.1 Introduction
Several existing seizure detection algorithms act on single channel data
[168, 233]. Methods attempting to integrate multichannel information include
two-step systems, where, in the ﬁrst step a decision is made for each channel
by a separate classiﬁer, and in the second step the outputs of these classiﬁers
serve as the input of a combined, ﬁnal decision procedure, e.g. [169]. Such a
late integration method was compared to an early integration method, where
the features extracted from each channel are sorted and stacked into a long
feature vector, which is then used to train a single classiﬁer. The early
integration method was shown to be superior in performance, by preserving
the synchronously recorded nature of the EEG and exploiting the inherent
inter-relationship of the channels [83]. A patient-speciﬁc seizure detector was
developed by [186], which relies on features describing the temporal evolution,
the spectral and the spatial structure of the EEG. In order to capture spatial
information, the features of each channel are concatenated to form one feature
vector. As opposed to the former study, where the sorting operation was
intended to remove spatial information, the goal of the stacking in this case is to
drive the attention to the locations corresponding to the channels consistently
showing seizure activity.
Here we investigate a novel solution based on the following considerations. The
features extracted from the multichannel EEG are represented in the form
of a matrix which serves as an input to a classiﬁer. A similar arrangement
has been successfully applied in [2]. The matrix representation of the
data helps preserving and exploiting the inherent spatial structure of the
multichannel EEG data. Moreover, as explained in Chapter 3 exploiting
structural information from the matrix representation of signals can reduce
56 AUTOMATED SEIZURE DETECTION
the small sample-size problem. Therefore, we expect a good seizure detection
performance even for low number of training seizures.
4.3.2 Materials and Methods
Fig. 4.4 depicts the consecutive steps of the entire procedure involved in
training and testing the seizure detectors. The following sections describe each
step in detail.
Figure 4.4: Operational structure of the classiﬁer training and the testing of
the seizure detector.
Training and testing EEG data
The seizure detectors were evaluated using the CHB-MIT database, which
includes the scalp EEG recordings of 23 pediatric patients, and is available
online at PhysioNet ( http://physionet.org/physiobank/database/chbmit,
[77]). All patients of the dataset were included in our study except for one, in
case of which the entire electrode montage was altered during the recordings.
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Some channels within the montage were changed during the recordings in case
of a few other patients as well. In these cases 18 channels were considered,
which remained unchanged throughout the whole duration of the recording. In
the rest of the patients, all 23 channels of the electrode montage was used.
Our dataset, therefore, consists of the scalp recordings of 22 patients. A
second dataset was recorded 1.5 years after the ﬁrst recording of patient 1.
This recording was handled separately, resulting in 23 distinct datasets. A
total of 131 seizures were recorded during 892 hours of monitoring. The data
were sampled at 256Hz and a bipolar electrode montage was used. Detailed
description of the dataset can be found online (see the link above).
In order to assess the capabilities of the seizure detectors trained with diﬀerent
amount of seizure information, several experiments were performed. Mutually
non-overlapping training and testing datasets were created in each experiment
for each patient in the following way. The seizures of each patient were ordered
according to the times of their onset. In each experiment, seizures which
occurred earlier in time were included in the training set, and the rest of the
seizures were added to the test set. For instance, if four seizures were recorded
from a patient, three experiments were performed. In the ﬁrst experiment
one seizure was included in the training, and three in the test; in the second
experiment two seizures were included in the training and two in the test; ﬁnally,
in the third experiment three seizures were included in the training and one in
the test. Maximum ﬁve experiments were performed per patient, even if the
number of recorded seizures would have allowed larger training sets.
Non-seizure examples for the training set were selected from the EEG recorded
over a twenty-four hour period, as this period covers the diﬀerent brain
functioning states connected to sleep and other activity levels aﬀecting EEG
[169]. In order to limit the computational costs, but at the same time cover as
many diﬀerent EEG patterns as possible, one minute long segments recorded
every ﬁfteen minutes were included for the training.
The seizure detectors were tested on continuous EEG data recorded after the
twenty-four hour period used for constructing the training set. All available
seizure data, which were not included in the training were added to the test
dataset, resulting in a total of 474 hours of test data, on average 21.56 hours
per patient, ranging from 1.13 to 125.94 hours.
Preprocessing and feature extraction
Seizures often involve involuntary movements and muscle contractions, which
contaminate EEG data seriously and hinder interpretation. Muscle artefacts
were automatically removed applying BSS-CCA as done in the previous seizure
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detection approach. Afterwards, each EEG channel was band-pass ﬁltered
between 1-30 Hz. The signals were segmented into 2s long non-overlapping
epochs and a total of sixteen features were extracted from each channel of each
epoch. The extracted features, listed in Table 4.3, are well established and
widely used in the literature, not only for adult scalp EEG [142, 144, 169], but
also for intracranial recordings [209] or neonatal seizure detection [204]. The
deﬁnition and computation of the features are described in Appendix A.3. The
feature set corresponding to one epoch (a total of 16 times 23 or 18 features)
will be referred to as a “datapoint” throughout this chapter.
Integration of multichannel information
A distinct feature set is extracted from each EEG channel, however, the
multichannel information has to be integrated in one global decision in each
epoch. We compared three diﬀerent integration approaches. The ﬁrst two
are described and studied in detail in [83], the third one is a novel approach
we propose and evaluate in this study. The diﬀerent integration approaches
result in diﬀerent data representations, and require diﬀerent learning and
classiﬁcation schemes. The various stages of the three algorithms are depicted
in Figure 4.5, and are explained in detail below.
Table 4.3: Extracted Features
Time domain features
1-3. number of zero crossings (#0), maxima
(#max) and minima (#min);
4. skewness (skew);
5. kurtosis (kurt);
6. root mean square amplitude (rmsa)
Frequency domain features
7. total power (TP);
8. peak frequency (PF);
9-16. mean and normalized power in
frequency bands:
delta: 1-3 Hz (D, nD)
theta: 4-8 Hz (T, nT)
alpha: 9-13 Hz (A, nA)
beta: 14-20 Hz (B, nB)
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Figure 4.5: Diagram depicting the various steps of the diﬀerent seizure
detection approaches
Early and late integration with least-squares support vector machines (LS-
SVM)
Late integration (LI). Traditional seizure detection systems classify the
feature set of each channel separately, and then combine the channel outcomes
in an independent step. There are several diﬀerent strategies that can be
followed. The outputs of the channel classiﬁers can be binary or probabilistic.
Post-processing can be performed applying a moving average ﬁlter on the
outputs from the consecutive epochs [205]. A channel detection might
automatically induce an alarm [55]; or the channel outputs can be integrated
via mean, max, min score, or majority vote [83]. The number of channels
contributing to the global score might as well be limited [176], or weighted,
this way including prior spatial information. The ﬁnal classiﬁer output may
be converted to posterior probabilities using a sigmoid function [204]. In the
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current study p number of LS-SVM classiﬁers are trained, where p corresponds
to the number of EEG channels. During monitoring the feature sets of each
channel are classiﬁed independently. The continuous outputs of the single
channel classiﬁers are integrated by taking their maximum. The ﬁnal decision
is made by comparing the integrated output to the detection threshold bLI .
The choice of the detection threshold is explained below in 4.3.2.
Early integration (EI). In this approach the feature vectors extracted from
each EEG channel are stacked into one long feature vector of length p ⋅d, where
p is the number of channels and d is the number of extracted features. As
explained above, stacking the channel vectors ensures that the synchronously
recorded and inter-dependent nature of multichannel EEG is preserved in the
input patterns, and therefore exploited in the learning procedure. Furthermore,
the channels are concatenated in the same order for all epochs (as opposed
to the sorting approach in [83]), aiming at including spatial information
characteristic of the patient’s seizures. The stacked feature vectors are used to
train one global LS-SVM classiﬁer. During monitoring the feature set of each
new epoch is processed by the global classiﬁer and the continuous outputs are
compared to the detection threshold bEI in order to obtain the ﬁnal decision.
Model selection for LS-SVM In the LS-SVM case, all the support vectors
are non-zero, consequently, the model is based on the whole input dataset -
which can be beneﬁcial in the current application due to the small training
set size. For the same reason, and due to the relatively high dimensionality
of the input data, a linear kernel was applied. However, as RBF kernel is
often used for seizure detection, e.g. [204, 186], it has also been tested.The LS-
SVMlab v1.8 toolbox implementation (www.esat.kuleuven.be/sista/lssvmlab,
[38]) was used in this study, which performs automatic model selection, namely
determining the tuning parameters by coupled simulated annealing [232]. As an
optimization criterion ﬁve-fold crossvalidated misclassiﬁcation error was used.
Feature-channel matrix with nuclear norm learning (NNL)
Feature-channel matrix. This study presents a novel approach, where the
features extracted from each epoch are preserved in their original arrangement,
in the form of a matrix of size d×p, where d is the number of features and p is the
number of channels. Each row of the matrix contains the feature set extracted
from the corresponding channel. There is a large variability between the seizure
patterns of diﬀerent patients. However, synchronization between EEG channels
is a generally occurring characteristic [226]. Synchronization may be observed
on a few channels in case of a partial seizure, or on a larger scale given a
generalized seizure. Similar EEG pattern, therefore, similar feature values will
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be present on those channels and in the rows of the matrix corresponding those
channels, which are involved in the seizure. Representing the data in matrix
form allows to exploit the common information among the channels. Channels
not involved in the seizure might show various patterns of background activity,
not distinguishable from patterns of normal brain state. Thus, one can assume
that the channels involved in the seizure and the features most descriptive
about the seizure pattern will have the best discriminative power.
Convex optimization with nuclear norm penalty. For classiﬁcation of the
feature-channel matrix extracted from an EEG epoch X, we apply the nuclear
norm regularisation approach presented in section 3.3.5:




where X ∈ Rd×p is the input pattern, A ∈ Rd×p is the classiﬁer matrix of the
same size, and b is a bias term or threshold. Decisions are made according to
sign(yˆ) ∈ {−1,1}, where 1 and −1 correspond to seizure and non-seizure epoch,
respectively. Here, as the input patterns are matrices and not tensors, the
optimization problem in (3.23) is slightly simpliﬁed:
min
A,β
F (A, β) = f(A, β) + µ∣∣A∣∣∗, (4.7)
f(A, β) = N∑
k=1
(yˆk(A, β) − yk)2, (4.8)
where f(A,β) is the quadratic error function accounting for the misclassiﬁca-
tion. The choice of a quadratic error function was made speciﬁcally because the
same loss function is used in LS-SVM classiﬁcation. Model selection, namely
the selection of the µ was done according to the ﬁve-fold cross-validation of
the misclassiﬁcation error, similarly to the model selection of LS-SVM. The
consecutive steps of the nuclear norm learning approach are summarised in
Appendix A.2. The algorithm solving (4.7) can be implemented in CVX [82], as
given in Appendix A.1.
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Optimal detection threshold
Seizures are rare events, consequently, there is a large amount of non-seizure
data available for training compared to seizure data. Classiﬁcation problems
with skewed class sizes are called unbalanced problems and need special
attention. The Bayesian formulation used by [176] inherently incorporates
seizure and non-seizure class probabilities. This issue is bypassed in [74]
by reformulating the classiﬁcation problem as a novelty detection problem,
applying a one-class support vector machine (SVM). Alternatively, [154]
applied support vector data description (SVDD), which can make use of
ictal data as well, yielding better detection performance. Traditional SVM
approaches addressing the same problem also exist. In the work of [204]
the classiﬁer outputs are converted to posterior probabilities using a sigmoid
function. This technique is proven to perform signiﬁcantly better than applying
a threshold on the original outputs [166].
Alternatively, in this work a bias term correction [200] is used, by adjusting the
model thresholds bLI , bEI and bNNL in order to achieve optimal classiﬁcation
performance. Due to the small amount of available seizure data, the detection
threshold was set using the training dataset, similarly to [139]. In this work
we used misclassiﬁcation error as optimality criterion. First, the classiﬁcation
outputs obtained for the training samples were collected. From this discrete
set, the value minimizing the number of falsely classiﬁed training datapoints
was selected and assigned as detection threshold.
Evaluation measures
The receiver operating characteristic (ROC) curve reﬂects the discriminative
power of a classiﬁer by depicting its sensitivity versus its speciﬁcity for every
possible threshold value. A good classiﬁer has high sensitivity along with high
speciﬁcity, resulting in a large area under the ROC curve (AUC).
In order to characterize the performance of the classiﬁers applied in a seizure
alarm system, the outputs obtained for the individual epochs have to be
postprocessed and converted to alarms. The outputs were ﬁrst converted to
{0,1} values with a signum function. A detection was made, if a value 1 was
obtained this way for at least ﬁve consecutive epochs. Detections occurring less
than 30 seconds after each other were grouped together and one single alarm
was set oﬀ.
The following event-based measures are used to evaluate the performances of
the detectors:
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1. Detection sensitivity
dS =
number of detected seizures
total number of seizures
2. False alarm rate
Rfa =
number of false alarms
duration of the EEG
3. Alarm delay




(Rfa + 0.2)× (dS ×D + (1 − dS) × 60)
The quality value was introduced by [169] in order to compare diﬀerent seizure
detectors based on one measure reﬂecting all the three above enumerated
aspects of the performance. Sensitivity and alarm delay are taken into account
by creating a weighted average alarm delay. When the weighted average alarm
delay or the false detection rate decreases, the quality value increases. Thus,
the detector with the highest quality value is the best one. Note that in the
above formula Rfa is measured in units of 1/h, while dS is measured in seconds.
4.3.3 Results
Figure 4.7a, depicting the classiﬁer obtained for Patient 1, illustrates the nature
of the structural information conveyed by nuclear norm regularization and its
physiological meaning. The 16 columns correspond to the diﬀerent features
extracted from the 23 channels, which constitute the rows of the matrix. The
classiﬁer is well approximated by a matrix of rank 1, the ﬁrst singular value
carries 97.6% of the total energy (see Figure 4.7b). The values of the left
and right singular vectors represent the relative discriminative power of the
channels and features, respectively. Note that the highest channel entries
(electrodes over the right temporal and parietal area), and highest feature entry
(normalized power in the theta band) characterize well the seizure pattern and
localization as observed on Figure 4.6. Nuclear norm regularization induced
a solution where the feature entries follow a similar pattern in each channel
involved in the seizure, in agreement with the considerations in 4.3.2.
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In comparison, the classiﬁer matrix obtained by EI (Figure 4.7c) is less
structured. Its singular values decay slower, the ﬁrst singular value carrying
47.6% of the total energy. There are more channel and feature entries present
with high values, and the feature patterns observed on the channels are
diverse. This intuitively means that more EEG pattern details are considered
in the classiﬁer. Subtle characteristics of the training seizures might not be
present in other seizures. This leads to overﬁtting and decreased predictive
performance. While it separates better the training data than NNL does(EI:
AUC=0.9991 and NNL: AUC=0.9966), EI performs worse on the testing data
(EI: AUC=0.9616 and NNL: AUC=0.9718).


























Figure 4.6: First training seizure of Patient 1.
The degree of structure in the classiﬁer is controlled by the regularization
parameter µ. This parameter is optimized for predictive performance in the
crossvalidation. Hence, if a low-rank solution is not favourable, a low µ value
would be set and the quadratic error function would dominate the expression
in (4.7). In such cases the classiﬁer would not be enforced to be approximately
low rank. Nevertheless, in the majority (20 out of 23) of the cases the NNL
approach results in more structured classiﬁers than the EI approach (Figure
4.8).
The overall performance of NNL, EI and LI detection approaches are compared
in Table 4.4. Median and mean (in brackets) values of sensitivity, false detection
rate and alarm delay were computed for the test data of the whole patient
population. The false detection rate of NNL approach is three times lower
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Figure 4.7: Classiﬁer matrices (a, c) and their singular values (b, d) obtained
by training with the ﬁrst seizure of patient 1, using the NNL and EI approaches,
respectively. (a) also shows the left and right singular vectors. It is visually
observed that outer product of the singular vectors closely approximates the
classiﬁer matrix. (b) shows fast decaying singular values: the ﬁrst singular
value carries 97.6% of the total energy, indicating an approximately rank-1
structure. The values of the left and right singular vectors represent the relative
discriminative power of the channels and features, respectively. Note that the
highest channel entries (electrodes over the right temporal and parietal area),
and highest feature entry (normalized power in the theta band) characterize
well the seizure pattern on 4.6. In comparison, the classiﬁer matrix (c) obtained
by EI is less structured. Its singular values decay slower, the ﬁrst singular value
carries 47.6% of the total energy.
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Figure 4.8: The bar plot compares the degree of structure in the classiﬁers
obtained by NNL and EI. The degree of structure is expressed as percentage
of energy carried by the ﬁrst singular value of the classiﬁer matrix. In 20 out
of 23 cases the NNL approach results in more structured classiﬁer.
(a) (b)
Figure 4.9: Classiﬁer outputs obtained by the EI approach (a) and the NNL
approach (b) for the ﬁrst test seizure of Patient 8. The vertical line indicates
the onset of the seizure according to the labelling of an expert. This is one
of the few examples where a seizure was missed by the NNL but detected by
the EI approach. The output time courses of both classiﬁers follow a similar
pattern, indicating comparable discriminative power. The seizure is missed by
NNL due to the relatively high detection threshold.
Figure 4.10: Boxplot depicting the patient-by-patient diﬀerences of NNL and
EI-LSSVM performance in terms of quality value, evaluated based on the test
data, given diﬀerent number of training seizures
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than the EI approach, and its sensitivity and alarm delay is just slightly worse.
The false detection rate of the LI approach lies between the one of NNL and EI.
At the same time its sensitivity is lower than both other approaches, despite
the fact that the OR function integrating the channel decisions facilitates the
highest possible sensitivity.
It is worth to observe how the performance on the test data evolves due to
additional training seizures. The detection sensitivity increases in all cases,
nevertheless, at the cost of a higher false alarm rate. It is important to note,
though, that while the mean false alarm rates of the EI and LI approaches
exceed 0.5/h — a value not acceptable in clinical applications [169] — the false
alarm rate of NNL approach always remains below.
The inevitable trade-oﬀ between sensitivity and speciﬁcity explains why some
seizures were missed by the NNL and not by the EI approach. Figure 4.9 shows
the classiﬁer outputs obtained by the EI and NNL approach during the ﬁrst
seizure of Patient 8. The output time courses of both classiﬁers follow a similar
pattern, indicating comparable discriminative power. However, the seizure was
missed by the NNL, due to the relatively high detection threshold compared to
the one of the EI approach. The detection threshold was set according to the
training data, and is only an estimation of the optimal threshold. Observing
the classiﬁer outputs of Patient 8, this detection threshold could be decreased,
facilitating better sensitivity, but still preserving high speciﬁcity.
Due to the ambiguous results regarding the comparison of sensitivity and false
detection rate of the NNL and EI approaches, a measure reﬂecting to both
aspects is needed. Therefore, the quality value introduced by [169] was applied
to the results of each patient. The boxplot in Figure 4.10 shows the distribution
of the test performance diﬀerences between the NNL and EI over the individual
patients.
Wilcoxon signed rank tests were performed investigating whether any approach
provides a signiﬁcant improvement in the median quality value with respect to
the other approaches. The test results are reported in Table 4.5, where the
P-values below the signiﬁcance level α = 0.05 are indicated in boldface letters.
The results show that the approaches utilizing multichannel information (NNL
and EI) provide signiﬁcant improvement compared to the LI approach, which
processes the channels independently. Improved performance was obtained also
in cases where the NNL and the EI was trained with less seizures than the LI
approach. Moreover, the NNL approach performed signiﬁcantly better than
the EI given two and three training seizures; also when the EI approach was
trained with one additional seizure.
The performance of a seizure detector evaluated on the same EEG dataset
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Table 4.4: Event-based performance evaluation measures computed on the
test data comparing the performance of the three detection approaches given
diﬀerent training sets. Sensitivities, false detection rates and alarm delays are
reported in terms of median and mean (in brackets) over all 22 patients. The
number of seizures used for training is indicated in the ﬁrst column of the table.
NNL EI LI
1
dS (%) 75 (63) 93 (76) 75 (57)
Rfa (/h) 0.06 (0.26) 0.31 (0.71) 0.09 (0.45)
D (s) 7.6(10.4) 5.5 (8.1) 9.7 (12.1)
2
dS (%) 100 (74) 100 (76) 60 (52)
Rfa (/h) 0.11 (0.29) 0.31 (0.71) 0.10 (0.60)
D (s) 7.8 (9.8) 5.5 (8.4) 5.0 (8.2)
3
dS (%) 100 (78) 100 (81) 90 (64)
Rfa (/h) 0.12 (0.40) 0.50 (0.76) 0.14(0.61)
D (s) 10.5 (10.1) 7.0 (8.1) 6.8 (9.1)
4
dS (%) 100 (76) 100 (82) 93 (64)
Rfa (/h) 0.11 (0.33) 0.47 (0.82) 0.43 (0.77)
D (s) 9.8 (10.7) 7.0(8.4) 7.9 (9.8)
5
dS (%) 100 (80) 100 (83) 100 (67)
Rfa (/h) 0.14 (0.41) 0.50 (0.88) 0.23(0.76)
D (s) 9.0 (10.0) 7.0 (8.5) 8.5 (11.2)
is reported in [186]. This algorithm reaches a median of 2 false detections
daily. Moreover, using one training seizure, it reaches 55% sensitivity on ﬁve
randomly selected patients, claimed to be representative for the dataset. Given
one training seizure the NNL algorithm presented here produces only 1.5 false
detections daily, and reaches a median detection sensitivity of 75%, conﬁrming
the superiority of our approach.
4.3.4 Discussion
In this section we presented a novel patient-speciﬁc seizure detection algorithm
and compared it to two existing approaches. All the three solutions make use
of the same feature set; they diﬀer in how the individual channel information
is integrated into a ﬁnal decision. The late integration approach processes
the channel information independently, and integrates the channel decisions
with an OR function. The early integration approach stacks the features
extracted from all the channels in one long feature vector, which is used to train
the classiﬁer. Finally, the nuclear norm approach constructs channel-feature
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Table 4.5: P-values obtained by Wilcoxon signed rank tests comparing the
detection approaches. The number of training seizure used to train each method
is shown after the name of the approach in the diﬀerent rows and columns. As
we are interested to know whether spatial/ structural information signiﬁcantly
improves seizure detection, comparisons were made between NNL m and EI
n; NNL m and LI n or EI m and LI n for m ≤ n. Values corresponding to
signiﬁcant diﬀerences at level α = 0.05 appear in bold.
NNL vs EI
EI 1 EI 2 EI 3 EI 4 EI 5
NNL 1 0.6389 0.6482 0.4842 0.5034 0.6051
NNL 2 0.0459 0.0335 0.0619 0.1997
NNL 3 0.0392 0.0170 0.1485
NNL 4 0.1886 0.1311
NNL 5 0.0918
NNL vs LI
LI 1 LI 2 LI 3 LI 4 LI 5
NNL 1 0.1396 0.1011 0.3221 0.0221 0.0777
NNL 2 0.0061 0.0033 0.0014 0.0056
NNL 3 0.0002 0.0002 0.0010
NNL 4 0.0002 0.0004
NNL 5 0.0002
EI vs LI
LI 1 LI 2 LI 3 LI 4 LI 5
EI 1 0.0630 0.0534 0.0617 0.0156 0.0244
EI 2 0.0108 0.0045 0.0067 0.0108
EI 3 0.0457 0.0355 0.0420
EI 4 0.0078 0.0208
EI 5 0.0071
matrices and exploits structural information from these during the learning
procedure.
All the three approaches facilitated successful seizure detection. However, our
results suggest that methods analysing the multichannel EEG as one entity
perform better than approaches analysing the channels independently. This
conﬁrms the results presented by [83], where the early integration and late in-
tegration approaches were compared in a non-patient speciﬁc setting. Moreover,
enforcing a low-rank structure by nuclear norm regularization is proven to bring
additional improvement compared to the early integration approach, where the
inter-channel information is synthesized without postulating any underlying
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model.
Our seizure detection system performed better than a reference method
reported by [186], tested on the same online available EEG dataset. Direct
comparison with other patient-speciﬁc studies in the literature is not feasible, as
they use diﬀerent datasets, moreover, those datasets often contain preselected
patients (e.g. [169, 144]). In order to demonstrate the real-life clinical
applicability of our method, we chose to avoid any preselection whatsoever.
The detector presented in this work is a patient-speciﬁc system. It achieves high
performance by capturing spatial information from the available multichannel
seizure recordings. The spatial information is incorporated by assuming a low-
rank model underlying the seizure epochs, deﬁned by the relative discriminative
power of the features and their distribution over the channels. Our model
and the learning algorithm is closely related to the concept of singular value
decomposition. Similar structural assumptions were made by [1, 52], where
the epileptic seizures were successfully localized by canonical decomposition, a
possible tensor extension of singular value decomposition.
The localization can be expected to be consistent among the seizures of patients
with unifocal epilepsy. However, seizures of multifocal epilepsy patients will
have diﬀerent spatial distributions and will not all be detected by our algorithm,
unless seizures of all types occurring in the patient are available in the training.
A real-life application requires that the seizure detection system collects
suﬃcient information already from a few seizures, and can start monitoring
within a short time. Thus, our classiﬁers are trained using small amount
of seizure datapoints. The consequence of this is twofold. This results in
a highly unbalanced training set, where, in addition, the dimensionality of
one datapoint is relatively large compared to the number of available positive
samples. Such system is prone to overﬁtting, nevertheless, the representation
and model assumption used within the nuclear norm learning approach helps
overcome this issue.
Due to the unbalanced input data, additional bias term correction has to
be performed after the training to obtain the correct detection threshold.
Considering the low amount of available seizure samples, the bias term
correction was performed on the training data. The classiﬁcation performance
was assessed by computing the misclassiﬁcation error. We have tested several
alternative optimality criteria, which take into account the skewed class ratios,
such as F2 score 1, balanced error rate 2, or a certain working point on the
1F-score is an evaluation metric combining precision (=TP/(TP+FP)) and recall
(=TP/(TP+FN)) using their harmonic mean, with TP: true positives, FN: false negatives,
FP: false positives. F2-score weights recall twice as much as precision.
2Balanced error rate is the average of errors over each class
INCORPORATING STRUCTURAL INFORMATION VIA NUCLEAR NORM LEARNING 71
ROC curve. However, none of them showed signiﬁcant improvement compared
to the misclassiﬁcation error.
The performance of our algorithm may be further improved by applying
additional features, however, ﬁnding an optimal feature set is beyond the
scope of this study. The features used here are successfully applied in the
literature, and they are developed to characterize repetitive, rhythmic seizure
patterns. Nevertheless, seizures which are diﬃcult to assess visually, due
to the lack of such patterns or artefacts, will also be poorly described with
these features. On the contrary, diﬀerent data representations capturing more
complex interactions between the channels might improve detection in these
diﬃcult cases as well.
Besides the morphology, spectral structure and spatial distribution, the
temporal evolution is an important characteristic of the seizure pattern as well
[197, 186]. A possible extension of the presented algorithm is to take into
account temporal evolution by analyzing consecutive EEG epochs together,
forming a tensor from their feature-channel matrices. Both training and
detection are performed on such tensorial data. The size of the tensors are
n ×m × k, with n and m are the number of channels and extraced features,
respectively, and k is the number of consecutive EEG epoch analysed at once.
When choosing an appropriate value for k, one has to take into account that
a large k will delay the detection. On the other hand, small k captures less
information.
We presented successful seizure detection by using linear models, i.e. linear
separation of seizure and non-seizure data. Although a non-linear separation
might be better suited for this problem, the low amount of available seizure
information does not allow the use of non-linear kernels. The early integration
approach has been tested with an RBF kernel, however, it performed worse
compared to the other approaches, and the test results are not shown here.
Nonetheless, future work will be focused on structure-preserving tensorial
kernel methods, which were shown to be relevant in solving such problems
[188].
This study presents for the ﬁrst time the nuclear norm learning approach
applied for seizure detection. There might be several related EEG applications
where this technique can be beneﬁcial. For instance, it is directly applicable in
brain-computer interfaces based on event-related potentials or event-related
synchronization and desynchronization. Such responses are consistent in
their waveform, frequency content and spatial distribution among the trials,
consequently, they can also be modelled with low-rank structures. Using the
nuclear norm learning approach could reduce the training time necessary for
reaching successful discrimination of these brain responses.
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4.4 Conclusion
This chapter tackled the problem of automated seizure detection. First, the
utility of a universal seizure detection algorithm was explored. Although the
proposed algorithm achieved promising preliminary results, its practical use as
a warning device would require even lower false detection rates. Therefore, we
subsequently developed an alternative, patient-speciﬁc approach. Considering
that the characteristics of the ictal patterns are consistent across the seizures of
a focal epilepsy patients, an improved performance is expected. Indeed, similar
sensitivity could be achieved while reducing the number of false alarms and the
alarm delay by 60%.
The strength of the patient-speciﬁc method lies within conveying structural
information from the multichannel EEG data. Such formulation allows to
automatically include crucial spatial information characteristic to a patient’s
seizures. The results of the proposed approach were compared with two
other techniques, making use of the same feature set but integrating the
multichannel information in diﬀerent ways. Our results show improved
detection performance compared to those alternative approaches, even if less
seizure information is available for training. We conclude that the presented
method potentially reduces the time needed to train the detection system before
starting monitoring.
In a future practical setting a combination of a universal and a patient speciﬁc
system could be beneﬁcial. More speciﬁcally, at the arrival of a new patient a
universal seizure alarm system can be activated. In case too many false alarms
are set oﬀ, the detection threshold can be tuned by the caregiver. Alternatively,
active learning strategies may be used to reﬁne an initial classiﬁer [21]. After
the occurrence of the ﬁrst seizure, however, the patient-speciﬁc system should
be trained and switched on.
Chapter 5
Block term decomposition for
extracting seizure sources
from EEG
In the previous chapter we discussed the issue of automated seizure detection.
Once a seizure occurrence is identified, the next step in the diagnostic procedure
is to determine the seizure onset zone based on the EEG. As explained in
section 2.4.2, the visual interpretation of the EEG is often hindered by artefacts
superimposed on the ictal pattern. Several BSS methods exist which can remove
artefacts or extract the source of interest. As each method uses different model
assumptions, their use is appropriate in certain situations and are limited
in others. In this chapter BTD, a novel tensor decomposition technique is
applied to extract the seizure source from ictal EEG patterns. In section 5.1 a
more detailed motivation is given for the choice of methodology. Subsequently,
section 5.2.1 presents two alternative ways of representing EEG signals in
a tensor. Each alternative presumes a different underlying signal model.
Accordingly, appropriate model parameters have to be chosen carefully. Section
5.2.2 elaborates further on this issue. Sections 5.2.3 and 5.2.4 presents the
simulation study and the clinical data which are used to test the performance
of the decomposition. Results are analysed in section 5.3 and section 5.4 is
dedicated to discussion. This study is also described in [101].
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5.1 Introduction
Recordings of neural activity, such as EEG, are an inherent mixture of diﬀerent
ongoing brain processes as well as artefacts and are typically characterised by
low signal to noise ratio. Several studies have applied various BSS methods to
overcome this limitation of EEG.
BSS techniques can extract and remove artefacts contaminating the EEG
recordings. The ﬁrst study in this direction applied principal component
analysis (PCA) to estimate and remove eye activity [15]. Later on, independent
component analysis (ICA) has gained popularity. While PCA assumes
orthogonal source component, the independence constraint imposed by ICA is
more realistic. This theoretical advantage has also proven eﬀective in practice.
ICA does not only outperform PCA but it is also capable of removing a
wide variety of artefacts from the multichannel EEG [112]. From a clinical
perspective, it was shown that elimination of artefacts by ICA increases the
quality and interpretability of ictal EEG recordings [216]. However, muscle
artefacts, which commonly occur during ictal recordings, might cause crosstalk
between brain and artefact sources. Canonical correlation analysis (CCA) used
as a BSS technique [40] outperformed the ICA JADE algorithm in removing
muscle artefacts. It was also shown that EEG source localisation is rendered
more reliable if eye and muscle artefacts are removed using spatially constrained
ICA and BSS-CCA, respectively [89].
It is clear that BSS techniques are very useful for removing artefact sources
and help the visual interpretation of the EEG signals. Importantly, the source
of interest itself can also be extracted with BSS approaches. A well estimated
ictal source provides useful information about the epileptic seizure morphology
and spatial distribution. The topographic maps corresponding to the ictal
component indicate the lateralisation [153] or even the localisation of the seizure
onset [1, 52].
The BSS methods discussed until now, namely PCA, ICA and CCA, work
on two-dimensional data. In case of EEG data this means that the input
matrix describes channel×time information. EEG datasets, however, are often
inherently multidimensional, comprising information in time, along diﬀerent
channels, subjects, trials, etc. Additional information may be conveyed by
expanding the signal into even more dimensions, e.g. incorporating spectral
features applying wavelet transform. The underlying sources might show
diﬀerences in each of these modes. Therefore, tensor based blind source
separation techniques which can extract the sources of interest from such
multiway arrays, simultaneously exploiting the signal characteristics in all
dimensions, have gained increasing interest.
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Canonical polyadic decomposition (CPD) has been successfully used to extract
epileptic seizure activity from wavelet transformed EEG data [1, 52]. CPD
decomposes the channel × time × frequency EEG tensor into a sum of rank-
1 tensors. As such, each extracted component is deﬁned by the combination
of exactly one spatial, temporal and spectral signature. CPD is a trilinear
model, i.e. the vectors along each mode are proportional to each other. For
example, the spectral signature is linearly scaled over the time and channel
modes, where the weights of the scaling are given by the values of the temporal
and spatial signatures. Similarly, the temporal and spatial signatures are
linearly scaled over the other two modes. Hence, the CPD model assumes that
the source maintains the same spectral structure and topography within the
observed window. However, focal epileptic seizures are typically characterised
by evolving repetitive sharp waves. The evolution can occur in frequency,
amplitude, morphology and topography [197]. Decomposition methods which
allow more variability and more interaction between the factors are needed in
order to capture such nonstationarities.
Here we describe the ﬁrst biomedical application of Block Term Decomposition
(BTD) [44, 42], a generalisation of CPD allowing decomposition in terms which
are of higher multilinear rank. As such, depending on the mode−n rank of a
certain component, BTD facilitates modelling two or more distinct underlying
patterns present along mode−n. We decompose wavelet transformed EEG
tensors into rank-(Lr,Lr,1) terms to extract the epileptic source from ictal
EEG recordings. Such decomposition facilitates the extraction of sources with
a ﬁxed spectral structure which spatially spread over time; or sources which
evolve in frequency but retain a ﬁxed localisation.
Alternatively, EEG signals can be modelled as a sum of exponentially damped
sinusoids [104, 39, 71]. Mapping the signal observations to Hankel matrices
allows the retrieval of the poles generating the system by singular value
decomposition [122]. Furthermore, such representation leads to a new,
deterministic blind source separation technique. More speciﬁcally, a mixture
of R signals, each generated by Lr poles, can be uniquely decomposed into
rank-(Lr,Lr,1) terms [43]. Therefore, we will also apply BTD-(Lr,Lr,1) on
EEG tensors, where the slices along the spatial mode are Hankel matrices
corresponding to the observations from each EEG channel.
In a simulation study we investigate the robustness of the tensor decomposition
techniques against noise, the impact of the chosen model parameters, as well
as the advantages and diﬀerences of each approach. Finally, we compare the
performance of BTD and CPD on various real ictal EEG signals recorded from
diﬀerent patients.
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5.2 Materials and Methods
5.2.1 Tensor construction
Multichannel EEG data naturally take the form of a matrixA ∈ RS×Ch, where S
and Ch correspond to the number of samples and channels, respectively. Below
we present two diﬀerent approaches to extend this to a tensorial representation
by expanding the time course into an extra dimension, with the aim of
conveying additional information about the signal.
Wavelet expansion
As the frequency content of EEG signals carries crucial information, wavelet
transformation is often used to expand the EEG matrix into a tensor A ∈
R
S×Ch×F , where F is the number of wavelet scales or frequencies [1, 52]. Before
wavelet transformation the EEG data is normalised by subtracting the mean
and dividing each channel signal by its standard deviation. Note that after
decomposition the scalp potentials are multiplied again with this standard
deviation in order to preserve topographic information. Continuous wavelet
transform (CWT) was performed using the mexican hat wavelet of 30 scales,
corresponding to a linear range of frequencies between 1 − 30 Hz. After tensor
decomposition the diﬀerent modes describe the spatial, spectral and temporal
signature of the components. The source signals can be reconstructed by an
inverse CWT (ICWT) of the retrieved time-frequency planes. We will refer to
a BTD performed on tensors obtained by wavelet expansion as CWT-BTD.
Hankel expansion
EEG signals can be modelled as the sum of exponentially damped sinusoids
[104, 39, 71]. Such signal model allows unique blind source separation in rank-
(Lr,Lr,1) terms [43]. To exploit the desired structure, each EEG channel signal[a1 a2 ⋯ aS] is mapped to a Hankel matrix H ∈ RJ×K with J +K −1 = S. The
Hankel matrix is structured as follows:
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 a2 a3 ⋯ aK
a2 a3 ⋯ aK aK+1
a3 ⋯ aK aK+1 aK+2⋮ ⋰ ⋰ ⋰ ⋰
aJ aJ+1 ⋯ aS−1 aS
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Depending on the number of underlying poles generating the signals, the Hankel
matrix has low rank and the BTD is unique [43]. A Hankel matrix of a pure
exponential is rank 1, while the ones of sinusoids and exponentially damped
sinusoids are rank 2. Noisy or nonstationary signals such as chirps give rise to
Hankel matrices of higher rank. Before creating the Hankel matrices, the EEG
channel signals are divided by their standard deviation. Note that the mean is
not subtracted here as this could introduce an additional pole. After the tensor
decomposition the signal can be reconstructed by taking the mean along the
anti-diagonals of the retrieved matrix. We will refer to a BTD decomposition
performed on tensors obtained by Hankel expansion as H-BTD.
5.2.2 Model selection
Certain model parameters have to be determined prior to performing blind
source separation. The number of extracted components or terms R have to
be chosen for both CPD and BTD. Additionally, the rank of each mode needs
to be set for BTD. In case of BTD-(Lr,Lr,1), this means to determine which
mode should be rank-1 and choose the rank Lr for the two other modes. If not
stated otherwise, we set L1 = L2 = ... = LR.
Several procedures have been proposed for automatic model selection in tensor
decompositions. For CPD type models the core consistency diagnostic [19]
seems to be the most powerful approach [151], and has been successfully used
to guide the blind source separation of epilepsy tensors [1, 52]. However,
parameter selection for more ﬂexible tensor models such as BTD-(Lr,Lr,1)
is the topic of still ongoing research (see Discussion for an overview), and is out
of the scope of this study. Our aim is rather to give an insight to the sensitivity
of CPD and BTD to the diﬀerent parameters and to illustrate what can be
achieved with well-chosen model parameters.
Therefore, we simulated various ictal activity patterns superimposed on
artefacts and background activity. The signals were subsequently decomposed
with CPD and BTD using a wide range of values for each model parameter in
order to investigate the impact of the chosen model parameters. The goodness
of the model ﬁt is evaluated in terms of the dipole localisation error as well as
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based on the root mean square error (RMSE) between the spatial distributions,
time courses and the time×frequency or Hankel matrices of the simulated and
extracted ictal pattern. The results of the simulation study are compared to
results obtained by the core consistency measure in case of CPD.
5.2.3 Simulation study
EEG activity of 2s length was simulated in diﬀerent scenarios following [50].
1. Stationary seizure: One dipole with a sinusoidally varying moment at
5.7Hz, located at coordinates (x, y, z) = (−0.5,0,0.1), where x, y and z,
ranging between -1 and 1, indicate the relative positions between the
following extrema: left ear to right ear, posterior to anterior and from
down upwards through the Cz electrode, respectively.
2. Seizure with varying frequency: One dipole with a moment of linearly
decreasing frequency from 8Hz to 4Hz located at coordinates (x, y, z) =(−0.5,0,0.1).
3. Seizure with varying localisation: Two dipoles, each with a sinusoidally
varying moment at 5.7Hz located at (x, y, z) = (−0.5,−0.2,0.1) and(x, y, z) = (−0.5,0.5,0.1). While the activity of the ﬁrst dipole gradually
decreased, the activity of the second dipole increased in amplitude.
The forward problem was solved for each scenario in a three-shell spherical
head model consisting of a brain, a skull and a scalp compartment [179]. The
ratio between the conductivities of the brain, skull and scalp compartment was
equal to 1 ∶ 1/16 ∶ 1, respectively [159], where the conductivity of the brain and
scalp was 3.3 ⋅ 10−4Ω/mm [34]. The radii of the outer boundary of the brain,
skull and scalp compartments were set to 8 cm, 8.5 cm and 9.2 cm, respectively.
The forward solution was computed for twenty-one electrodes placed according
to the 10/20 system with 2 additional electrodes over the temporal region.
The time course of the scalp potentials was stored in a 500 × 21 dimensional
matrix A, representing 2s of EEG with sample frequency of 250 Hz. Awake
background EEG activity was recorded with the same electrode conﬁguration
from a healthy subject. Muscle artefacts were separated from a contaminated
segment of background activity using BSS-CCA [40]. Subsequently, the muscle
artifacts were superimposed on a clean background EEG segment and the data
were stored in a noise matrix B. In the simulation study, the noise matrix B
was superimposed on the signal matrix A containing the ictal activity: X(λ) =
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A + λ ⋅B with λ ∈ R. We varied the parameter λ resulting in various signal-to-
noise ratio (SNR) levels, quantiﬁed as:
SNR(λ) = RMS(A)
RMS(λ ⋅B) , (5.1)
where the root mean square value (RMS) of a signal matrix M ∈ KCh×S









The noisy ictal EEG segments were expanded with the wavelet or Hankel
method and were subsequently decomposed with CPD and BTD in order
to extract the ictal component. Note that CPD was not applied on tensors
obtained with Hankel expansion, as the Hankel matrix of a sinusoidal or chirp
signal is always diﬀerent from rank-1. The component corresponding to the
ictal source was selected automatically as the one showing the lowest RMSE in
spatial distribution with the simulated ictal source. Subsequently, one dipole
was ﬁtted on the extracted ictal source signal to compute the localisation error.
The goal of the simulation study was to assess the robustness of each method
against noise. Furthermore, as explained above, it also serves to investigate the
impact of diﬀerent choices of model parameters and ultimately to determine
the optimal model parameters.
5.2.4 Clinical examples
Ictal EEG recordings were selected from the database used in [52, 227]. The
original database consisted of 37 refractory partial epilepsy patients who
underwent full presurgical evaluation including seizure semiology, structural
MRI, interictal EEG, subtraction of ictal SPECT coregistered with MRI
(SISCOM) and neuropsychological assessment. A patient was included in
the database if all measurements were concordant and reliably deﬁned the
epileptogenic zone. In a majority of cases the seizure onsets were correctly
localised using CPD of wavelet transformed EEG tensors [52]. In these cases the
trilinear signal model assumed by CPD is suﬃcient, therefore, we don’t expect
an improvement using BTD. However, in cases where no perfect separation
was obtained by CPD due to severe artifacts, BTD might provide improved
results. Although [52] focussed on localising the seizure onset zone, one
might be interested in modelling other aspects of the seizures, such as its
evolution in morphology or topography. As opposed to CPD, BTD can model
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such nonstationary sources. Here we will discuss the following patients, each
representing a particular case (severe artefacts or presence of nonstationarities),
where we expect that BTD can provide more appropriate signal models than
CPD.
Patient 1
Patient 1 suﬀers from right temporal lobe epilepsy. The seizure consists of
5–6 Hz activity lateralised to the right, most prominently present over the
right anterior and midtemporal region (F8, T4 and right sphenoidal channels).
Severe eye blinks and muscle artefacts are superimposed on the low voltage
ictal activity at onset (Figure 5.8a). Our aim here is to separate the seizure
activity from the artefacts and background using a 2s EEG segment at onset
and thereby localise the seizure onset zone as in [52]. The window length of 2s
was chosen considering that the number of samples provide suﬃcient amount
of information about the signal, but it is short enough to assume that the
seizure does not spread yet from the onset region. As we are interested in the
exact onset localisation of the seizure, the spatial mode of BTD is chosen to be
rank-1, while the frequency and temporal modes are higher rank.
Patient 2
Patient 2 suﬀers from left temporal lobe epilepsy. The seizure starts with a 4Hz
delta rhythm which is most prominent over the left anterior and midtemporal
region (F7, T3 and left sphenoidal channel). 11 seconds after onset the seizure
pattern evolves in amplitude and frequency into a sharp, up to 8 Hz theta
activity. Our aim here is to correctly model the frequency evolution of the
seizure. Therefore, the frequency and temporal mode of the BTD is chosen to
be higher rank while we assume a stationary localisation, i.e. rank-1 spatial
mode. As the transition takes place over a longer period of time, here we use
a 10s long EEG segment, shown in Figure 5.9a.
Patient 3
Patient 3 suﬀers from right temporal lobe epilepsy. The seizure starts with a
high amplitude 4Hz delta activity over the right anterior, mid- and posterior
temporal region (F8, T4, T6 and right sphenoidal channels). After 14 seconds
the seizure activity spreads to the bi-fronto-central region. Our aim here is
to correctly model the spatial spread of the seizure using a 10s EEG segment
shown in Figure 5.10a. Therefore, the spatial and temporal mode of the BTD
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Scenario 1 and 2
CPD successfully extracted the single epileptic source from a channel× time×
frequency tensor in case of a stationary ictal source or an ictal source with
evolving frequency. Figure 5.1 shows the RMSE in time course and in spatial
distribution between the simulated and reconstructed ictal source. The ictal
source is captured already in the ﬁrst CPD component for an SNR > 0.4,
and the reconstruction does not beneﬁt from extracting additional components.
However, for SNR < 0.4 the ictal signal is covered in noise, therefore, two or
more components are required. In such cases one CPD component captures the
ictal source and the others serve to remove artefacts and model background
activity. Note that if the number of components is set too high (R > 4)
in scenario 2, the nonstationary ictal source is split into two components,
compromising the reconstruction of the time course. These observations
are in accordance with results obtained with the core consistency diagnostic,
suggesting 2, 3 or perhaps 4 stable components.
Figure 5.2 shows the performance of BTD on tensors obtained with wavelet
expansion. In Scenario 1 and 2 the channel mode is modelled with rank-1,
while the time and frequency modes are modelled with higher ranks. The
results are very sensitive to the chosen number of block terms R both in case
of a sinusoidal or a chirp-like ictal source. The best reconstruction can be
achieved with R = 2 in both cases. Note that a stationary ictal source has
rank-1 structure, therefore, BTD is an inherently suboptimal model. Still, one
term will resemble the ictal source, where the various signatures constituting
the rank-Lr term are the superposition of the true ictal pattern and noise, as
depicted in Figure 5.4. However, the exact choice of Lr > 1 does not seem to
have a large inﬂuence on the RMSE between the reconstructed and true ictal
source.
In case of an ictal source with evolving frequency Lr = 2 gives the best
reconstruction, although the performance is compromised for very low SNRs.
On one hand, the ictal pattern can be captured for very low SNRs if Lr is set
higher. On the other hand, setting Lr too high has similar eﬀects as the BTD






RMSE in time course
 
 













RMSE in spatial distribution
 
 













RMSE in time course
 
 













RMSE in spatial distribution
 
 








Figure 5.1: RMSE between the simulated and reconstructed ictal source
obtained from channel×time×frequency tensors with CPD for various number
of extracted components (R) and various SNR values.
model of a sinusoid source: artefacts are superimposed on the ictal signal even
for high SNR values, hindering interpretation.
Figure 5.3 shows the performance of BTD on tensors obtained with Hankel
expansion. Regardless of the number of extracted block terms, H-BTD can
robustly reconstruct the spatial map corresponding to the ictal source both in
case of a sinusoidal or a chirp-like time course. Similarly, a chirp-like ictal source
is well localised given an arbitrary choice for the rank of the factor matrices.
However, this is not the case for the sinusoidal ictal source. Moreover, the
choice of the rank has a strong inﬂuence on the reconstruction of the ictal
time course. While the sinusoidal time course is best reconstructed with Lr=2
in accordance with theory, the reconstruction of the chirp-like source requires
Lr=6. Note that the rank of a chirp signal depends on how nonstationary it
is. With the above choices for Lr the time course of the ictal source is best
reconstructed with R = 3 according to our simulation results.
For a direct comparison between the BSS methods, the model parameters which
gave the most robust result were chosen, i.e. R(CPD) = 4, R(CWT−BTD) = 2,
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Figure 5.2: RMSE between the time courses of the simulated and reconstructed
ictal source obtained from channel × time × frequency tensors with BTD for
varying SNR values and varying the number of components R while the rank of
the factor matrices Lr is kept constant, or varying Lr while R is kept constant.
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Figure 5.3: RMSE between the time courses of the simulated and reconstructed
ictal source obtained from Hankel tensors with BTD for varying SNR values
and varying number of components R while the rank of the factor matrices Lr





















































































Figure 5.4: Scenario 1: Simulated ictal source with stationary frequency at
SNR=0.9. The spatial, frequency and temporal signatures are shown on
the upper, middle and bottom panels, respectively. Only the components
corresponding to the ictal source are shown. The spatial and frequency
signature of CPD and BTD are in agreement with each other and the true ictal
source. The temporal signature of CPD closely follows the true underlying ictal
pattern, while noise is superimposed on the two BTD signatures (T1a and T1b)
constituting the rank-2 BTD term. Still, a fair assessment of the ictal pattern
is possible.
or Lr(H −BTD) = 6 for a chirp-like ictal source. The performance of all BSS
methods are compared in Figure 5.6.
H-BTD outperformed CPD and CWT-BTD in reconstructing the time course
of both the stationary and the evolving ictal source. Regarding the retrieval of
the spatial maps, all three BSS approaches performed equally well, reaching an
RMSE in spatial distribution below 0.6 with the simulated ictal source, which
corresponds to a dipole localisation error of less than 5mm. However, CWT-
BTD was not robust against very low SNRs. As already stated, BTD is an
inherently suboptimal model for a sinusoidal source, which is also reﬂected by
its lower performance in reconstructing the time×frequency matrices and the
ictal time course.
In case of an ictal pattern with evolving frequency CWT-BTD achieves a
lower RMSE with the true time×frequency representation compared to CPD.



















































































































Figure 5.5: Scenario 2: Simulated ictal source with evolving frequency at
SNR = 0.9. (a) CPD decomposition. The frequency signature (F1) of the
ﬁrst component, corresponding to the ictal source, shows a single peak at 6Hz,
i.e. at the average of the start and end frequency. (b) BTD decomposition. The
spatial mode of the BTD components were set to be rank-1, while the frequency
and temporal modes were set to rank-2. Therefore, this block component
comprises the spatial signature S1, the frequency signatures F1a and F1b and
the temporal signatures T1a and T1b. The frequency signature F1a and F1b,
corresponding to the ictal source, represent a spectrum peaking at 4Hz and
7Hz, respectively. From the corresponding temporal signatures one can deduce
that the ictal pattern is slowing down, as T1a gains amplitude towards the end.
(c) The time × frequency matrix obtained with CPD. No frequency shift can
be seen. (d) The time× frequency matrix obtained with BTD. The frequency
shift from 8Hz to 4Hz can be assessed.
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Figure 5.6: Performance of the diﬀerent BSS approaches with optimal model
selection, namely R(CPD) = 4, R(CWT − BTD) = 2, Lr(CWT − BTD) = 2
and R(H −BTD) = 3, Lr(H −BTD) = 2 for a sinusoidal or Lr(H −BTD) = 6
for a chirp-like ictal source.
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While the frequency signature of CPD shows a single peak at 6Hz, i.e. at the
average of the start and end frequency, the frequency signature vectors obtained
with BTD-(1,2,2) represent a spectrum peaking at 7Hz and another peaking
at 4Hz. From the corresponding temporal BTD signatures one can deduce
that the ictal pattern is slowing down, the latter gains amplitude towards
the end. Although they provide a suﬃciently clear interpretation, note that
due to the indeterminacy of the factors (see Section 3.2.5) the signatures T1a
and T1b as well as F1a and F1b can be any linear combinations of the true
temporal and frequency characteristics of the underlying source. However, the
time×frequency matrix is unique, and can also be used to observe the spectral-
temporal properties of the source. An example where SNR=0.9 was chosen is
shown in Figure 5.5. Interestingly, after the inverse wavelet transform of the
time×frequency matrices the reconstructed time course of the BTD ictal term
shows higher RMSE with the true ictal pattern than the CPD component does.
So far the wavelet transformed EEG tensors were modelled with L1 = L2 = ... =
LR = 1 using CPD and L1 = L2 = ... = LR = 2 using BTD. However, BTD allows
diﬀerent choices for each Lr. Considering that R = 2 gave a robust solution
against noise in each case, we also tested an intermediate solution, namely,
using L1 = 2 and L2 = 1. For low noise levels the ictal source was captured
in the rank-2 term. In contrast, if SNR < 0.6 the high power noise requires
a higher complexity representation and occupies the rank-2 term, while the
seizure pattern is modelled in a rank-1 term, providing a similar ictal component
as CPD.
Scenario 3
The performance of CPD and CWT-BTD was evaluated for this scenario. Our
goal here is to capture a moving ictal source, therefore, we are looking for
a single source with a spatial and temporal signature of higher rank and
with a frequency signature of rank 1. H-BTD is not tested in this scenario,
considering that using Hankel representation mode-2 and mode-3 are both
diﬀerent from rank-1, therefore, a source which also has higher rank spatial
signature cannot be modelled in rank-(Lr,Lr,1) terms. In a similar assessment
as above, varying the SNR and the model parameters we observed that the best
reconstruction of the ictal source, in terms of spatial distribution was achieved
with R(CPD) = 3 (conﬁrmed by the core consistency diagnostic as well) and
R(CWT −BTD) = 2, Lr(CWT −BTD) = 2. Using these parameters for the
decomposition, a dipole was ﬁtted to 2 CPD components and to both signatures
constituting the rank-2 BTD term showing the lowest RMSE with the simulated
ictal source. The localisation error of the extracted sources with respect to the
corresponding simulated source is shown on Figure 5.7a. The second CPD
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Figure 5.7: Scenario 3: Seizure with varying localisation. (a) Localisation error
of the dipole ﬁtted on the CPD component and each of the signatures in the
Lr = 2 BTD term corresponding to the ictal source for various SNR values. (b)
The positions of the simulated sources (circles), the ictal source extracted by
CPD (star) and BTD (squares) for SNR =0.77.
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component is omitted in this ﬁgure, as it was severely contaminated by noise
and in most cases did not correspond to either of the ictal sources. In such
cases, the two sources were combined in the same CPD component, located
in between the initial and ﬁnal location of the ictal source. In contrast, BTD
successfully captured the ictal source in one Lr = 2 block term where the two
spatial signatures capture its initial and ﬁnal localisation. The positions of the
simulated and the extracted ictal sources are shown in Figure 5.7b.
5.3.2 Clinical examples
The optimal number of CPD components was estimated with the core
consistency diagnostic. Additionally, the results of the simulation study were
also considered in the model selection for both CPD and BTD. In all the
examples below, the following parameter settings were chosen: R(CPD) =
2, R(CWT − BTD) = 2, Lr(CWT − BTD) = 2 and R(H − BTD) = 3,
Lr(H −BTD) = 6.
Patient 1
Figure 5.8 shows the results of the CPD and BTD decompositions of the
2s EEG segment at the onset of the seizure of patient 1. CPD failed to
extract an epileptic source where the spatial signature matches the seizure
onset zone. The spatial signature of both components shows a distribution
typical for eye movement related artefacts. Interestingly, BTD comprises both
these components in one block term, term 2. Note the similarity between the
spatial signatures S1 of CPD and S2 of BTD, and the correspondence of F1
and T1 with F2b and T2b, as well as of F2 and T2 with F2a and T2a. The
seizure activity is successfully modelled in the ﬁrst block term. The spatial
signature corresponds well with the seizure onset zone as assessed during the
presurgical evaluation. Moreover, the frequency signature F1b indicates the
dominant frequency of the seizure pattern (5Hz) and the temporal signature
T1b reﬂects the semi-rhythmic time course of the ictal pattern. The ictal
pattern was successfully extracted by H-BTD as well. The spatial signature of
the retrieved CWT-BTD and H-BTD ictal term resemble each other closely.
Patient 2
The CPD and BTD decompositions of the seizure of patient 2 are depicted in
Figure 5.9. The ﬁrst CPD component corresponds to the ictal source, with
clear left temporal localisation and a rhythmic oscillatory temporal pattern
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with increasing frequency. However, these peculiar frequency characteristics
cannot be directly seen on the frequency signature, which shows a single peak
at 6Hz. BTD captured the seizure source in the ﬁrst block term. Note the
close resemblance between S1 of BTD and S1 of CPD. Moreover, the temporal
signatures T1a captures the late fast one, while T1b captures the early slow
oscillatory pattern of the seizure. The frequency characteristics can be directly
seen from the frequency signatures, namely the 8Hz peak in F1a and the 4Hz
peak in F1b. H-BTD also extracted the ictal source, successfully capturing
both the localisation and the temporal pattern of the seizure.
Patient 3
The CPD and BTD decompositions of the seizure of patient 3 is depicted in
Figure 5.10 (b) and (c), respectively. The ﬁrst CPD component corresponds to
seizure activity, showing a clear right temporal localisation and a 4Hz oscillatory
pattern. The ﬁrst block term captures the same ictal source (compare S1 with
S1a and T1 with T1a), however, also captures a source with the same frequency
characteristics located frontally. While T1b increases in amplitude after 3s,
T1a decreases in amplitude after 4s. This can be interpreted as the seizure
spreading from the temporal to the frontal region, in accordance with the visual
assessment of the ictal EEG pattern. The changing localisation of the seizure
source was not captured with CPD.
5.4 Discussion
Block term decomposition is a recently introduced tensor decomposition
technique which has also been proposed as a blind source separation technique
for exponential polynomials. Here we present its ﬁrst biomedical application,
a novel way of modelling epileptic seizure activity. We partly rely on the
signal model presented in [43], and assume that the sources are the linear
combinations of exponentially damped sinusoids. This signal model is conveyed
by constructing a Hankel matrix from each channel time course. In addition,
we present an alternative approach where the multichannel signal is expanded
by a wavelet transform. The method can be seen as an extension of the method
based on canonical decomposition of EEG tensors, which has been successfully
used to localise the seizure onset [52, 1]. In the majority of cases a short EEG
segment will be stationary in its spatial, spectral and temporal characteristics,
therefore, CPD will be successful in extracting the source of interest. However,
the extension of CPD to BTD is necessary when this assumption is violated.
We showed three related examples, a seizure severely contaminated with eye

































































































































































































Figure 5.8: (a) Seizure onset of patient 1. The ﬁrst 2s window was used
to model and localise the seizure onset. (d) CPD. The spatial signature
of both components show a distribution typical for eye movement related
artefacts, thus, CPD failed to extract an epileptic source where the spatial
signature matches the seizure onset zone. (b) CWT-BTD. The second CWT-
BTD component captures both eye movement related CPD components in one
block term. Note the similarity between the spatial signatures S1 of CPD
and S2 of BTD, and the correspondence of F1 and T1 with F2b and T2b, as
well as of F2 and T2 with F2a and T2a. The seizure activity is successfully
modelled in the ﬁrst block term. The spatial signature corresponds well with
the seizure onset zone as assessed by the epileptologist during the presurgical
evaluation. Moreover, the frequency signature F1b indicates the dominant
frequency of the seizure pattern (5Hz) and the temporal signature T1b reﬂects
the semi-rhythmic time course of the ictal pattern. (c) H-BTD. The ﬁrst H-
BTD component capturing the seizure source is shown. The spatial signature
corresponding to this source closely resembles the spatial map of the ictal
source obtained with CWT-BTD. As the mode-2 and mode-3 signature do
not carry physiological information, these are omitted here. Instead, R1 shows
the reconstructed time course of the seizure source.























































































































Figure 5.9: (a) A segment of the seizure of patient 2. The whole 10s window was
used to model the frequency evolution of the seizure. (b) CPD of the seizure
of patient 2. Only the ﬁrst component is shown. This component corresponds
to the seizure source, with clear left temporal localisation and a rhythmic
oscillatory temporal pattern with increasing frequency. However, these peculiar
frequency characteristics can not be directly seen on the frequency signature,
which shows a single peak at 6Hz. (c) CWT-BTD of the seizure. BTD captures
the seizure source in the ﬁrst block term, the second block term is not shown.
Note the close resemblance between S1 of BTD and S1 of CPD. Moreover, T1a
captures the late fast, while T1b captures the early slow oscillatory pattern
of the seizure. The frequency characteristics can be directly seen from the
frequency signatures, namely the 8Hz peak in F1a and the 4Hz peak in F1b.
(d) H-BTD of the seizure. The ﬁrst BTD term captures the seizure source.
The reconstructed time course (R1) clearly reﬂects the peculiar characteristics
of the seizure pattern, starting with a slow oscillation and evolving into a fast
oscillation.





































































































































































































Figure 5.10: (a) A segment of the seizure of patient 3. The whole 10s window
was used to model the spatial spread of the seizure. (b) CPD decomposition
of the seizure of patient 3. The ﬁrst component corresponds to seizure activity,
showing a clear right temporal localisation and a 4Hz oscillatory pattern. (c)
The ﬁrst block term captures the same seizure source (compare S1a and T1a
with S1 and T1), however, also captures a source with the same frequency
characteristics located frontally. While T1b increases in amplitude after 3s,
T1a decreases in amplitude after 4s. This can be interpreted as the seizure
spreading from the temporal to the frontal region, in accordance with the visual
assessment of the ictal EEG pattern.
artefacts, one with evolving frequency and ﬁnally another one which spreads to
distant brain regions. We demonstrated that while CPD failed to model these
seizures correctly, BTD could extract an ictal source which corresponded well
with the clinical assessment.
However, the success of this method largely depends on the appropriate
selection of model parameters, namely the number of extracted components
and the rank of the factor matrices. In a simulation study we investigated the
impact of the model parameters given diﬀerent underlying ictal patterns and
diﬀerent noise levels. We found that H-BTD was very robust against noise and
against the number of extracted components. It outperformed CPD and CWT-
BTD in reconstructing the time course of the ictal pattern. However, depending
on the waveform of the ictal source, diﬀerent rank settings were necessary. In
contrast, the best model parameters for CWT-BTD were identical regardless of
the underlying ictal pattern. Although CWT-BTD was less robust than CPD
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or H-BTD against a SNR below 0.4, one can expect lower noise levels in real
EEG recordings.
The optimal choice for Lr and R found in this particular simulation study
can not be generalised, in fact, it strongly depends on the characteristics
of both the ictal source and the artefacts. Nevertheless, considering that
low rank models are realistic in this application and the chosen tensor
representations, a rapid visual evaluation for setting the model parameters
is feasible. Several procedures have been proposed for automatic model
selection of tensor decompositions. Some are speciﬁc to CPD, while others
were proposed for a general Tucker3 model. Note that the latter are also
applicable to CPD and BTD-(Lr,Lr,1) type decompositions, i.e. restricted
Tucker3 models. A commonly followed approach consists in estimating the
optimal model parameters based on the decrement of the Tucker3 model error
while increasing the complexity of the model, as performed in DIFFIT [208, 116].
However, certain artefacts, such as muscle related activity, might account for
a large amount of variability in the data but cannot be modelled with a
low rank component. Consequently, such methods overestimate the rank or
the number of components in the current application. In fact, we are not
interested in modelling artefacts or noise, but in correctly modelling the source
of interest. In view of this, an interesting tool was implemented in Tensorlab
[192], which chooses the number of rank-1 terms for a CPD decomposition
given a desired model ﬁt as the corner of the L-curve [26] representing the
trade-oﬀ between ﬁt and the order of the model. Note that this approach
requires a reliable estimate of the noise level. Subsequently, model selection for
a BTD-(Lr,Lr,1) type decomposition can be performed by clustering the rank-
1 terms to form R rank-(Lr,Lr,1) terms, where R is estimated as the number
of signiﬁcant singular values of the rank-1 factor matrix, or based on the gap
statistic [207]. Alternatively, a Bayesian framework for model selection based
on automatic relevance determination was proposed and proven to outperform
DIFFIT [151]. Nevertheless, in the same study the core consistency diagnostic
[19] was shown to be the most robust technique for estimating CPD models
[151]. The core consistency diagnostic has been successfully applied for CPD
model estimation for decomposing epilepsy tensors [1, 52]. Although the
core consistency diagnostic has recently been extended for testing the validity
of hypothesised restricted Tucker3 models [118], it has not been applied or
evaluated yet as a systematic tool for model parameter estimation. Future
work will focus on experimental validation and comparison of the diﬀerent
model selection approaches for BTD-(Lr,Lr,1) decompositions in a realistic
simulation study and on real EEG data.
In this study we showed various examples where the BTD provides a better
model of an epileptic seizure than CPD. These more accurate models can
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lead to better source localisation as well as to better feature extraction, and,
consequently, more successful seizure detection. Furthermore, a wide range
of neuroscience applications could beneﬁt from BTD. CPD, as an exploratory
tool for wavelet transformed event related potential (ERP) data successfully
revealed condition-speciﬁc diﬀerences in a visual task paradigm [152]. However,
the evoked response of some subjects deviated too much from the average
activity, therefore, they did not contribute to the CPD source representing the
condition-speciﬁc eﬀect. In other words, the assumption behind CPD analysis
that the same stimuli elicit the same response in all subjects was violated,
leading to a model which did account for the subject speciﬁc diﬀerences. A
BTD type decomposition can oﬀer a more ﬂexible model and we anticipate that
it might not only yield more accurate results but allow more insight into subject
speciﬁc brain dynamics. CPD has also been shown to be a promising tool in
brain computer interfaces. Wavelet transformed single trial ERPs in response
to diﬀerent stimuli were distinguished by CPD in a motor imagery task [127]
and in case of visual evoked potentials [132]. Recently, the trial mode in the
CPD decomposition of channel × time × trials tensor was used to accurately
classify diﬀerent stimulus types in a visual detection task [223]. However, single
trial ERPs in response to the same stimulus show large variability compared
to grand average ERPs, due to physiological modulation and to low signal to
noise ratio. Considering that BTD is able to capture more variability in one
term, we believe that it could improve single-trial ERP classiﬁcation as well.

Chapter 6
Localisation of the seizure
onset zone based on fMRI
In the previous chapter we introduced a novel methodology to extract the ictal
source from noisy EEG signals in order to help delineate the SOZ. Although the
current procedure in presurgical evaluation heavily relies on it, identification
of the SOZ based on ictal EEG is a time consuming procedure, as seizures
occur rarely. Seeking an alternative, many researchers have been investigating
the utility of localising the irritative zone with EEG correlated fMRI analysis.
However, as discussed in section 2.4.2, EEG-fMRI studies often fail due to
the absence or unsuccessful marking of interictal spikes during the EEG-fMRI
recording. In [106] we presented a proof of concept, namely, we demonstrate
that ICA is capable of extracting sources related to epileptic activity even in
patients where no interictal spikes were seen in the EEG. More particularly,
these epileptic sources were shown to be capable of pinpointing the SOZ. This
study is recapitulated in section 6.1. In order to utilise this approach in clinical
practice, the epileptic source has to be identified blindly. In section 6.2 we
introduce a method to automatically select the epileptic independent component.
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6.1 Extracting epileptic sources using ICA
6.1.1 Introduction
Functional magnetic resonance imaging (fMRI) combined with simultaneously
recorded electroencephalogram (EEG) is a powerful multimodal approach,
which potentially provides information with high spatial and temporal res-
olution. It has been extensively used for characterizing cognitive processes,
e.g. [54, 143]. It is capable of localizing ictal, e.g.[206] and interictal epileptic
activity, e.g. [80, 177] and can be applied as part of presurgical evaluation
[234].
As EEG-correlated fMRI studies often fail due to insuﬃcient EEG information,
there is a strong demand for data-driven techniques capable of analysing
fMRI time series. Relying on the assumption that the sources generating the
measured BOLD signals are mutually statistically independent in space, ICA
has been successfully used in numerous fMRI studies.
ICA was ﬁrst proposed to process fMRI data by [141]. It has been widely used
to explore resting state networks (RSNs), e.g. [217], task-related activations,
e.g. [24], or to characterize the variability of the hemodynamic response [61].
In [48] a method was developed which automatically classiﬁes the independent
components (ICs) extracted from the fMRI time series as BOLD related,
artefactual or noise related using IC-ﬁngerprints constructed by 11 features.
ICA has also been applied to the fMRI time series recorded from epilepsy
patients during ictal [129, 131, 206] and interictal [129, 146, 173] period. The
ICs were automatically grouped [173, 206] using the technique presented by [48].
Within the BOLD related class the epileptic ICs were identiﬁed based on spatial
accordance with the seizure onset zone deﬁned on intracranial EEG recordings
or with the GLM EEG-fMRI activation maps and temporal correlation with
the EEG-derived temporal regressor. Successful identiﬁcation of the epileptic
activity showed the potential of ICA in analysing fMRI time series of epilepsy
patients.
In summary, several studies have demonstrated that ICA can reveal BOLD
sources related to epileptic activity. In all these works the selection of the
component of interest relied on the known timing of the epileptic events.
However, the application of ICA is of particular interest in those cases where
no epileptic events can be identiﬁed during the recordings, consequently, an
alternative to the traditional GLM based approach is needed. Therefore, the
present study primarily focuses on focal epilepsy patients in whom no ictal or
interictal activity could be identiﬁed on the EEG. Our aim is to demonstrate
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that ICA can estimate a component related to the epileptic network in such
cases as well. We retrospectively identify the epileptic component based on
its spatial correspondence to the known localization of the SOZ. To validate
our ﬁndings, we analyse the data of a group of control subjects to investigate
whether component maps resembling the SOZ exist in healthy individuals.
6.1.2 Materials and Methods
Data acquisition and preprocessing
A total of 28 patients were included in this study based on the following
criteria: (1) consecutive adults who underwent a full presurgical evaluation
for refractory focal epilepsy between August 2010 and January 2012, including
seizure history, neurological and physical examination, interictal and ictal scalp
EEG-recordings, video-analysis of seizures, high-resolution MRI of the brain,
interictal and ictal single-photon emission computed tomography (SPECT) and
subtraction ictal SPECT co-registered to MRI (SISCOM), neuropsychological
assessment, and when available interictal 18F -ﬂuorodeoxyglucose Positron
Emission Tomography (18F -FDG PET) and intracranial EEG-recordings; and
(2) concordant data pointing to one epileptic focus using all presurgical
investigations. For clinical details of the patients, see patients 1-28 in the
table shown in Appendix B. The ictal onset zone was deﬁned as follows. In
11 patients who underwent epilepsy surgery with successful outcome (ILAE
classiﬁcation 1-4), we considered the region of ictal hyperperfusion, determined
by SISCOM, inside the resection zone as the SOZ. The hyperperfusion on
SISCOM was thresholded with z > 1.5. This threshold was shown to be
optimal for localizing the epileptogenic zone [156]. In patients, planned or
ineligible for surgery because the epileptogenic zone was within eloquent cortex,
the SOZ was determined as the SISCOM hyperperfusion cluster (z > 1.5) in
a manually outlined hypothetical resection area, based on multidisciplinary
clinical consensus using all noninvasive and invasive data except EEG-fMRI
results. Note that an injection delay of less than 20s was shown to correlate
with correct localization [128], whereas the median injection delay was 16.5s
in our dataset. In cases where injection delay and propagation did occur,
visual recognition of so-called “hourglass” patterns helped diﬀerentiate between
onset and propagation areas [62]. Nevertheless, by conﬁning the SOZ to
the hyperperfusion region inside the actual or hypothetical resection zone,
we avoided the inclusion of hyperperfusion clusters corresponding to areas of
propagated ictal activity. Multimodal concordant seizure focus localizing data
increase the likelihood of beneﬁt from surgical treatment [123, 125, 191]. Since
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patients were selected for concordant localizing data, we ensured not to rely on
a single testing modality.
BOLD fMRI data were acquired in the selected patients using a 3T MR scanner
(Intera or Achieva, Philips) with a whole brain single-shot T2* gradient-echo
Echo Planar Imaging sequence (TE = 33ms, TR = 2.2-2.5s, voxel size 2.6×3×2.6
mm). The images were realigned, slice-time corrected, normalized to MNI space
and spatially smoothed with an isotropic Gaussian kernel of 6 mm full width
at half maximum using SPM8 software (Wellcome Department of Cognitive
Neurology, London, UK). Scalp EEG was simultaneously recorded with a 64
or 32 channel MR-compatible EEG cap (Brain Products, Munich, Germany)
or a 24 channel electrode set (Ives EEG solutions inc). The EEG signals were
ampliﬁed (BrainAmp ampliﬁer, sampling rate 5000 Hz, resolution 0.5µV ) and
transmitted outside the scanning room. From each patient 2 to 4 sessions
were recorded, which lasted on average 12 minutes, ranging from 10 to 22
minutes each. The patients were asked to rest with closed eyes. The EEG was
band-pass ﬁltered oﬄine between 1 and 50 Hz, using windowed sinc FIR ﬁlters
with a Hann window, gradient artefacts were removed using a realignment-
parameter informed template subtraction algorithm ([148], Bergen plug-in for
EEGLAB, Bergen fMRI Group, Bergen, Norway), and BCG artefacts were
subtracted using a dynamic average artefact template subtraction method ([5],
Brain Vision Analyzer software, Brain Products, Munich, Germany). After
artefact correction, interictal epileptic spikes, if present, were visually marked
by a neurologist based on the EEG. Interictal epileptic activity was identiﬁed
in 13 out of 28 patients. Clinically concordant interictal spikes were marked
in 11 out of 28 patients during the EEG-fMRI recordings. Additionally, in 3
cases, contralateral or bilateral spikes (patient 14, 19 and 26) and in 2 cases
pathological slow wave activity were identiﬁed (patient 10 and 24).
Functional images were also acquired from 12 healthy controls (4 male, 8 female,
age range 21-56, mean age 34.4) using the same protocol and preprocessing as
described above.
Scans recorded during large movements of the patients and controls were
discarded: the largest consecutive series of scans were retained where the
momentary displacement did not exceed 1mm. Additionally, movement
related eﬀects were estimated by constructing nuisance regressors based on
the realignment parameters, were ﬁtted to the fMRI time series using SPM8,
and were ﬁnally regressed out from the fMRI time series. A combined gray
and white matter mask obtained in SPM8 was applied to remove voxels within
cerebral spinal ﬂuid structures and resected lesions.
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Independent component analysis of fMRI time series
The measured fMRI time series is the result of the mixture of ongoing neural
activity, artefacts and noise. Assuming that the activity of interest has a ﬁxed
spatial pattern which is independent of the ones related to other underlying
processes, ICA separates them in the following way:
U = V Z, (6.1)
where U ∈ Rn×m is formed by the component voxel values where n is the number
of independent spatial components, which equals the length of the time series,
and m is the number of voxels. Z ∈ Rn×m contains the measured fMRI time
course of all voxels and V ∈ Rn×n is the unmixing matrix. The columns of the
mixing matrix M = V −1 are the time courses associated with each IC. In such
formulation, the ICA of the fMRI will deliver as many independent components
as the number of samples in the time series. However, the data usually can be
explained by a smaller number of underlying processes. In order to reduce the
number of components, the temporal dimension of each time series is reduced by
principal component analysis to an estimated optimum. The optimal number
of ICs was estimated automatically for each session of each patient using the
minimum description length (MDL) criteria ([172], as implemented in the
GIFT toolbox (http://www.nitrc.org/projects/gift/). For each patient and
control, the maximum of the optimal number of ICs over all sessions were taken,
resulting in 53.3 ± 13.1 components across the individuals. Individual sessions
were ﬁrst reduced in dimension, then concatenated into an aggregate dataset
and reduced again to obtain the optimal dimension. Subsequently, independent
component analysis was performed on each aggregate dataset using the infomax
algorithm [10]. Spatial maps and time courses of individual sessions were
backreconstructed using the aggregate mixing matrix [23]. Finally, the mean
spatial map over all sessions were considered for each patient and control.
Identification of the epileptic IC
In order to identify ICs corresponding to the epileptic network, the procedure
below was followed. The component voxel values were converted to z-scores by
extracting the mean and dividing by the standard deviation of all voxel values
within the component map. A threshold of z > 5 was used to create component
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activation maps. Finally, the component activation maps were ordered based
on their overlap with the SOZ.
ovl(i) =
vSOZ ∧ v(i)IC
vSOZ ∨ v(i)IC , (6.2)
where vSOZ and v
(i)
IC
denote the set of voxels within the SOZ and the set of
suprathreshold voxels of the ith IC, respectively. Note that suprathreshold
voxels may occur at several distant regions in the brain, i.e. various distant
groups of adjacent suprathreshold voxels will form various activation clusters
throughout the brain.
The high threshold of z > 5 was chosen in order to achieve high speciﬁcity and
omit ICs which show negligible overlap with the SOZ. Note that the overlap
measure deﬁned here is symmetric, unlike others used in the literature (e.g.
considering an overlap larger than 10% of the extent of GLM-activation map
a match [173]). As such, our measure is not sensitive to the chosen threshold
for the IC maps: lowering the threshold increases the extent of the overlap
but increases the set of activated voxels outside the SOZ as well. We will
consider an overlap large if its value exceeds 5%. As the average extent of the
SOZ over all patients was approximately 5 ⋅ 103 voxels, the average number of
suprathreshold voxels in the ICs was 2 ⋅ 103 and the total number of voxels
after masking out CSF structures exceeds 2 ⋅ 105, an overlap larger than 5% is
unlikely to occur by chance.
ICs showing a signiﬁcant temporal correlation (p < 0.01, corrected for multiple
comparisons using Bonferroni’s method) with the realignment parameters
and showing spatial patterns such as outstretched activation clusters along
the surface of the brain or several scattered clusters, assessed by visual
inspection, were considered as head movement related artefacts and were
excluded. The remaining sources, which overlap with the SOZ, are candidate
ICs, i.e. potentially related to epileptic activity. Finally, the candidate IC
showing the largest overlap with the SOZ will be called the epileptic IC (eIC).
Validation with control subjects
In order to assess the risk of ﬁnding false overlaps (coincidental overlap with an
IC which is not related to epileptic activity), the overlaps between the ICs of
each control and the SOZ of each patient were analysed. For each SOZ, the IC
showing the largest overlap with it was selected from each control. The values
of these overlaps (28 times 12 values in total) were then averaged to obtain
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an expected false overlap extent for each of the 28 SOZ. The expected false
overlap extents were then compared to the overlap between the SOZ and the
eIC in the corresponding patient.
Analysis of the eIC time course
For the 13 patients who showed interictal activity during the fMRI recordings,
the timing of the epileptic events were compared to the time courses of all
ICs. Reference BOLD time courses were created by convolving the timing of
epileptic events with the canonical hemodynamic response function.
6.1.3 Results
Description of the epileptic ICs
Figure 6.1 shows the extent of overlap between the ICs and the SOZ for each
patient. If the voxel with maximal z-score belongs to the cluster which overlaps
with the SOZ, the IC is marked with a ﬁlled green circle. If the voxel with
maximal z-score belongs to another cluster, the IC is marked with an empty
circle. ICs which are signiﬁcantly correlated to the timing of the epileptic
activity are marked with an outer black circle additionally. ICs corresponding
to movement artefacts are marked in red. Figure 6.2 shows the example of
patient 12, a case without interictal spikes recorded in the EEG, where several
diﬀerent ICs showed large overlap with the SOZ. However, only one of them
is considered to be a candidate IC, as the others are due to movement related
eﬀects. The eIC of each patient, selected as the IC showing the largest overlap
with the SOZ from the candidate ICs, is marked with an arrow on Figure 6.1.
The average overlap between the eIC and the SOZ is 10.6% ± 7.2, more
particularly, 12.5%±7.0 and 9.60%±7.1 for patients with and without interictal
activity, respectively. The diﬀerence between the patient groups is insigniﬁcant
(p=0.19, F-test). Figure 6.3 shows 2 examples, patient 11 and patient 27, where
no interictal spikes were present in the EEG. In both cases the eIC shows an
extensive overlap with the SOZ, and the voxel with maximal z-score is within
the cluster overlapping with the SOZ.
The location of the voxel with the maximal z-score is particularly important
from various aspects. First, a spatial map might consist of various activation
clusters, however, the extent and the number of these clusters are threshold
dependent, unlike the location of the voxel with the maximal z-score. Therefore,
if the voxel with the maximal z-score belongs to the cluster overlapping with
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Figure 6.1: The extent of overlap of ICs with the SOZ for each patient. The
number of spikes marked on the EEG inside the scanner is indicated in brackets
next to the patient number. For each patient 15 ICs with the highest overlap
are plotted in descending order. The eICs are indicated with an arrow. If
the voxel with maximal z-score belongs to the cluster which overlaps with the
SOZ, the IC is marked with a ﬁlled green circle. If the voxel with maximal
z-score belongs to another cluster, the IC is marked with an empty circle. ICs
resembling movement artefacts are marked in red. ICs which are signiﬁcantly
correlated to the timing of the epileptic activity are marked with an outer black
circle additionally.
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Figure 6.2: In several patients multiple ICs overlapped with the SOZ. Here
the example of patient 12 is shown. The IC marked with green is a head
movement related artefact, its time course showing signiﬁcant correlation to the
realignment parameters. Therefore, only the IC marked in yellow is considered
to be a candidate eIC. Note the extensive overlap (23%, marked in orange)
with the SOZ (marked in red) and that in this patient no interictal spikes
where recorded in the EEG.
Figure 6.3: Examples of patients, in whom no interictal spikes were recorded
in the EEG. Patient 11 and patient 27 (left and middle): in both cases the
eIC (in yellow) shows large overlap (in orange) with the SOZ (in red), 22% and
13%, respectively. Patient 20 (right): Despite the quantitatively small overlap,
the eIC is highly informative with respect to the SOZ. In all three cases the
voxel with maximal z-score, indicated by the crosshair, is within the cluster
overlapping with the SOZ.
110 LOCALISATION OF THE SEIZURE ONSET ZONE BASED ON FMRI
the SOZ, the assumption that the selected eIC is really epileptic gains further
support. Furthermore, it shows that these eICs are informative with respect
to the SOZ, i.e. if in a future application the eIC is selected automatically, the
voxel with the maximal z-score indicates the SOZ.
The cluster within the eIC which overlaps with the SOZ contains the voxel with
the largest z-score in 23 out of 28 patients. In patients 13 and 17 with temporal
lobe epilepsy the eIC is a symmetrical bitemporal activation map, where the
voxel with the maximal z-score is in the contralateral temporal lobe. The eICs
of patients 7, 15 and 22 the eIC are contaminated with movement artefacts,
which showed correlation with the realignment parameters below signiﬁcance
level. However, in all patients, even if it does not hold for the eIC, there exists
a candidate IC, where the voxel with the largest z-score is within the cluster
overlapping with the SOZ.
The eIC shows small (i.e. < 5%) overlap with the SOZ in 5 patients (patients
3, 7, 13, 20 and 21). Figure 6.3 shows such an example, the eIC and its overlap
with the SOZ of patient 20. Despite the quantitatively small overlap, the IC
is highly informative with respect to the SOZ. Similarly, in patient 3 and 21,
where the voxel with the maximal z-score is within the overlapping cluster, the
eIC is indicative of the SOZ. Note that in patients 7 and 13 there is a small
overlap between the eIC and the SOZ, moreover, the voxel with the maximal
z-score is not indicative of the SOZ.
Validation with control subjects
The extent of the overlap between the SOZ and the eIC, 10.6%±7.2 on average,
was signiﬁcantly larger than the expected false overlap, 5.6% ± 2.4 on average
(p < 10−3, Wilcoxon signed rank test). However, control ICs showed a larger
overlap than patient ICs in 7 out of 28 cases, in patients 3, 7, 13, 16, 17, 21
and 25. In patients 16 and 25 the SOZ is in the mesial frontal cortex and right
frontal cortex close to the midline, respectively. In controls a map resembling
the resting state network related to executive control [9] was consistently found,
which showed large overlap with the SOZ of these patients. In the other 5 cases
the eIC showed small (i.e. < 5%) overlap with the SOZ or the voxel was not
indicative to the SOZ. The question raises, whether the epileptic network was
inactive in these patients, or ICA failed to extract it correctly.
In order to make sure that the signiﬁcant diﬀerence in overlap between patients
and controls above was not due to some confounds, further tests were performed.
First, the above procedure was repeated after excluding 6 patients who had
surgical lesions, resulting in signiﬁcantly larger overlap between patient ICs
and SOZ (p < 10−3). Second, the 12 controls were gender and age-matched to
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12 patients and the overlaps of patient ICs were compared to the overlaps of the
corresponding control ICs. Patient ICs overlapped signiﬁcantly more with the
SOZ (p < 10−2). Finally, the severity of the patients’ and controls’ movements
was compared based on the realignment parameters. There was no signiﬁcant
diﬀerence between the maximal displacement of patients and controls.
In summary, patient ICs showed a signiﬁcantly larger overlap with the SOZ
than control ICs did on the group level. On the individual level, in 75 % of the
cases an eIC was found which showed larger overlap with the SOZ than the
extent of a coincidental overlap.
Analysis of the eIC time course
ICs showing signiﬁcant correlation with the epileptic activity are marked
with a black outer circle on Figure 6.1. The time course of the eIC
was signiﬁcantly correlated to the reference BOLD signal in 6 cases, and
signiﬁcantly anticorrelated in 2 cases. Interestingly, in most cases more than
one IC showed signiﬁcant correlation with the regressor. Several components
exist which are signiﬁcantly correlated both to the epileptic events and to head
movement.
Although our deﬁnition implies that there is exactly one eIC per patient, there
might exist multiple meaningful components. Both spatial overlap with the
SOZ and temporal correlation to the interictal epileptic discharges were found
in multiple ICs in several patients.
In case of patient 14 one IC shows a lateralised, the other a bilateral activation
(see Figure 6.4). On the EEG of this patient both left sided and right sided
spikes were marked. IC # 36 has a left lateralised activation map and its time
course is signiﬁcantly correlated to the reference BOLD signal derived from
the left sided spikes and anticorrelated to the one derived from the right sided
spikes (p = 1 ⋅ 10−4 and p = 0.02, respectively ), while IC # 24 has a bilateral
activation map and its time course is signiﬁcantly correlated to reference BOLD
signal derived from the left sided spikes (p = 4 ⋅ 10−6). This suggests that the
diﬀerent ICs correspond to 2 diﬀerent aspects of epileptic activity, which only
partially overlap.
6.1.4 Discussion
Several studies have shown the clinical usefulness of EEG-fMRI in localising
interictal epileptic activity in the brain. The main disadvantage of this
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Figure 6.4: There are 2 ICs showing extensive overlap with the SOZ in patient
14. (A.) Left: IC # 36 has a left lateralised activation map and its time
course (B.) is correlated with the reference BOLD signal based on the left-
sided interictal spikes and anticorrelated to the regressor based on the right-
sided spikes. (A.) Right: IC # 24 has a bilateral activation map and its time
course (C.) is correlated with the reference BOLD signal based on the left-
sided interictal spikes. For better visualization, only a short segment of the
time courses are shown. The correlation coeﬃcients and the signiﬁcances are
shown above the graphs.
EXTRACTING EPILEPTIC SOURCES USING ICA 113
technique is that it relies on the timing of epileptic activity as read on the
EEG, which is, in a majority of the cases, not available or not reliable.
We apply a data-driven methodology, namely ICA, which can estimate neural
sources purely from the fMRI data without any information on the temporal
pattern of their activation. Our aim was to demonstrate that a source related
to the epileptic network exists among the components extracted by ICA. It
has been shown previously by [173] that ICA can ﬁnd epileptic sources, where
the time course of the epileptic source is correlated to the timing of epileptic
events, and the spatial map is similar to the GLM-based activation map. To
our knowledge, it is shown here for the ﬁrst time that the epileptic network can
be found with ICA even in patients where no ictal or interictal activity was
present on the EEG during the fMRI recordings. This result suggests that the
epileptic network is continuously active in the brain even if it is invisible on
the EEG.
The epileptic source was selected from all the estimated components based
on spatial overlap with the a-priori known SOZ. The identiﬁcation involved
an arbitrary z < 5 threshold on the spatial maps. Varying this threshold,
however, had limited inﬂuence on our main ﬁndings. Components related to
head motion artefacts were excluded prior to the selection of the candidate
epileptic components. Several other types of artefacts were described in the
literature and were recognized among our components. Due to the lack of
available tools these components were not excluded automatically. Visual
inspection nevertheless conﬁrmed that the selected epileptic components were
not originated from artefacts.
Additionally to the spatial overlap with the SOZ, we demonstrated in several
other ways that the selected eIC is truly epileptic. The voxel with the maximal
z-score belonged to the cluster overlapping with the SOZ in 23 out of 28 cases,
i.e. the selected component is not a threshold dependent coincidental overlap.
This is especially relevant information in those cases, where the overlap between
the eIC and the SOZ was small (< 5%). Considering this aspect, the criteria for
selecting the eIC could be redeﬁned in the following way: eIC is the candidate
(not artefact related) IC showing the largest overlap with the SOZ where the
overlap is at least 5% or the overlapping cluster contains the maximal z-score.
These alternative criteria would select diﬀerent eICs only in 2 patients, hence,
this does not have an implication on our main ﬁndings. As further validation,
we showed that eICs extracted from patient data overlap signiﬁcantly better
with the SOZ than ICs extracted from healthy individuals. Finally, in the
majority of cases where interictal activity was reliably identiﬁed on the EEG,
the eIC time course correlated with the timing of this activity. Although it
has been reported in the literature that an epileptic IC with both spatial
correspondence and signiﬁcant correlation with epileptic activity was found
114 LOCALISATION OF THE SEIZURE ONSET ZONE BASED ON FMRI
in up to 90% of focal epilepsy patients, in these studies the patient group was
preselected for concordant GLM-fMRI results. In the current study no such
preselection was made. Simultaneous non-invasive and invasive recordings [32]
have provided evidence that many spikes recorded with invasive techniques can
not be detected with surface electrodes. Therefore, we argue that components
showing high overlap with the SOZ might reﬂect a certain type of epileptic
activity in EEG-negative and non-correlated cases as well, despite the fact this
activity is invisible oni EEG.
As our aim was to demonstrate the existence of an IC informative of the
SOZ, we selected, by deﬁnition, one eIC. However, note that in some patients
multiple candidate ICs were found showing extensive overlap with the SOZ,
which are potentially all meaningful. Similarly, it has been reported, that
ICA ﬁnds multiple components corresponding to the same functional network
[36, 117] in resting state fMRI. The question arises whether in such cases the
same network is captured partially by various components, or the components
reﬂect actually diﬀerent underlying neurophysiological processes. In most cases
multiple ICs correlated with the spike-derived regressor, including ICs which
showed no or negligible overlap with the SOZ. This might mean that the onset
and propagation zones are separated in diﬀerent components. In case of one
patient it was possible to match the diﬀerent epileptic fMRI components to
partially diﬀerent types of electrophysiological interictal activity. A thorough
analysis including all patients should be carried out to further investigate this
aspect. Furthermore, in patients where the eIC showed small overlap with the
SOZ, it is uncertain whether the epileptic network was inactive, or ICA failed to
decompose it correctly. This ambiguity is an inherent limitation in data-driven
methods.
Our ICA procedure is not an automatic identiﬁcation method, as the epileptic
source was chosen retrospectively, according to the known localization of
the SOZ. Nevertheless, assuming that the epileptic network can be selected
automatically, the voxel with the maximal z-score could identify the cluster
overlapping with the SOZ. In our database the vast majority of patients had
an eIC in which the voxel with the maximal z-score belonged to the cluster
overlapping with the SOZ. Note that all patients had at least one candidate IC
with such property, and these ICs are all potentially useful for identifying the
SOZ. This implies that ICA of fMRI could facilitate the identiﬁcation of the
SOZ even in EEG-negative patients. Therefore, it has the potential to extend
the applicability of fMRI assisting presurgical evaluation in epilepsy.
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6.2 Automatic selection of epileptic fMRI sources
The proof of concept study presented in the previous sections serves as a
motivation for future research. We have proven in a retrospective manner
that ICA can extract sources related to the epileptic network. Moreover, in
the majority of cases these sources substantially overlapped with the SOZ. The
goal of the current section is to develop a prospective technique which can
automatically select the epileptic fMRI source. Ultimately, such a technique
could identify the SOZ based on fMRI, blinded to all other clinical information
and imaging modalities.
6.2.1 Introduction
A few studies have already presented promising approaches in this direction
applying a variety of model based and/or data-driven techniques.
One group of methods aims at extracting meaningful information from the
simultaneously recorded EEGwithout recurring to the identiﬁcation of epileptic
events per se. In [84] EEG voltage maps were created by averaging interictal
epileptiform discharges recorded during long-term clinical monitoring outside
the scanner. Subsequently, the correlation of this map with the EEG recordings
inside the scanner was computed for each time frame. The time course of
this correlation coeﬃcient was used as a regressor for fMRI analysis to map
hemodynamic changes related to these epilepsy-speciﬁc maps. The method
revealed concordant activation maps in 78% of the cases with previously
inconclusive EEG-fMRI results. However, it was shown recently that this
method yields low speciﬁcity [212]. The same study proposed an improved
methodology, where both the morphology and the topography of the spike
template is taken into account when constructing the regressor. Their approach
reached a high speciﬁcity of 90%, although at the cost of lower sensitivity.
Alternatively, [129] computed spectral metrics from independent components
extracted from the EEG recorded inside the scanner. These spectral metrics
express diﬀerent transfer function models between EEG and BOLD signals.
The resulting time courses are convolved with a canonical HRF and used as
regressors of interest in a GLM analysis of the fMRI data. The advantage of
this approach lies within providing insight into the link between neuronal and
hemodynamic signals.
Another emerging group of approaches analyse solely fMRI data and do not
require the simultaneous recording of EEG. Temporal clustering analysis (TCA,
[150]) and its improved version, 2dTCA, [149] was developed to detect multiple
activation patterns of irregular, transient behavior. Recently, activelets, a new
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wavelet dictionary matching BOLD characteristics was developed [115]. The
activelets are constructed based on the linear approximation of the balloon
model [22] of the hemodynamic response function (HRF). As the activelet
waveforms follow the shape of the BOLD response of a transient neural
activation, such transient activity will be sparsely represented in the activelet
basis. The timing of transient, sparse neural activity can be estimated using
a convex optimization algorithm. [137] applied activelets to detect transient
activations related to epileptic spikes on each voxel time course, and used
spatiotemporal clustering to gather voxels showing similar timing of activity.
The cluster with the sparsest temporal activation pattern was selected as
epilepsy related. Both the TCA and the activelet based methods showed
promising results in simulation studies, however, only limited validation on
EEG-negative patient data was performed.
The work presented here is motivated by the ﬁndings of section 6.1, namely,
that ICA is capable of extracting epileptic sources even in patients where no
interictal spikes were seen on the EEG. For a prospective use of ICA to identify
epileptic activity on the fMRI, an automatic technique for selecting the eIC
is required. In study presented in [48] the authors developed 11 features
distinguishing BOLD related ICs from non-BOLD related, artefactual ICs.
Recently, a similar approach has been developed which utilises a much wider
range of features and combines various classiﬁcation approaches via classiﬁer
stacking [178]. The method in [48] was used successfully by [173] to reduce the
number of potential epileptic ICs. However, the epileptic IC best resembling
the GLM-based activation maps was visually selected from this reduced set.
This section introduces a method which aims at fully automating this procedure,
by characterizing the eICs revealed by our approach and to develop new features
distinguishing epilepsy related ICs from other BOLD related sources. We
developed our approach based on a set of patients, where interictal spikes did
appear on the EEG, so that GLM-based EEG-fMRI activation maps can serve
as a ground truth for the blind identiﬁcation method.
6.2.2 Data collection
For the purpose of this study data from focal epilepsy patients were used,
who underwent presurgical evaluation between August 2010 and November
2013. Data acquisition and inclusion criteria were the same as explained
above in section 6.1.2, with an extra constraint that the GLM-based EEG-
fMRI activations maps were concordant with all other clinical information.
This constraint was necessary in order to make sure that the fMRI data is of
suﬃcient quality and indeed contains epileptic activity patterns informative to
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the SOZ. Furthermore, in order to avoid inconsistencies in the data which might
bias the method, only patients with identical recording parameters (TR=2.5s)
were included. Finally, one recording session was selected arbitrarily from each
patient. This way the ﬁnal dataset consisted of the interictal fMRI time series
of 10 patients: patient 9, 10, 26, and 29-35 in the table shown in B.
In addition, fMRI data from 13 healthy individual were included in this study
as well in order to assess the behaviour of the proposed method in the absence
of pathological activity.
A detailed description of the data and the results of the GLM-based EEG-fMRI
analysis is described in [212].
6.2.3 Blind selection method
A ﬂowchart depicting the various steps involved in the proposed algorithm is
shown in ﬁgure 6.5.
First, ICA is performed on the fMRI time series. Consecutively, a cascade
of classiﬁers is applied: after discarding artefact related ICs in the ﬁrst
classiﬁcation step, the epileptic ICs are selected from the remaining reduced
set of BOLD related ICs using the second classiﬁer. Finally, localisation
information is retrieved from the spatial map corresponding to the epileptic
ICs.
The ICA step and the discrimination between BOLD and artefact related ICs,
together with the corresponding feature extraction was performed using the Fix
plug-in of the FSL toolbox (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FIX).
Within this approach the temporal and spatial characteristics of the ICS are
described by over 180 features. Multiple diﬀerent classiﬁers are utilised, which
are combined via classiﬁer stacking. Detailed explanation about the extracted
features and the applied classiﬁcation technique is available in [178]. The
contribution of this thesis is the development of the features and the classiﬁer
for the second discrimination step in the cascade.
Feature extraction
The aim of this study is to automatically select epileptic independent
components. In section 6.1.4 we argue that there might be multiple ICs
corresponding to partially overlapping parts of the epileptic network, reﬂecting
diﬀerent aspects of epileptic activity. However, considering that the automatic
recognition of an epileptic IC corresponding to the SOZ would be the clinically
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Figure 6.5: The proposed algorithm for automatic localisation of the SOZ
involves several steps. First, ICA is performed on the fMRI time series.
Consecutively, a cascade of classiﬁers is applied: after discarding artefact
related ICs, the epileptic ICs are selected from the remaining reduced set
of BOLD related ICs. Finally, localisation information is retrieved from the
spatial map corresponding to the epileptic ICs.
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most relevant ﬁnding, we concentrate on characteristics which are peculiar to
such ideal components. Therefore, the following features were extracted from
the fMRI ICs.
Number of clusters. Suprathreshold voxels in the spatial map corresponding
to an IC are spatially organised in one or more clusters. We only take into
account clusters which comprise at least 30 suprathreshold voxels. The number
of activation clusters in an epileptic IC is ideally 1, corresponding to the ictal
onset zone. In contrast, various RSNs consist of multiple active regions.
Activation asymmetry. The ictal onset zone of a unifocal epilepsy patient is
restricted to a region in strictly one hemisphere, thus will show asymmetry.
The activation asymmetry of an IC is assessed by the following formula:




i − v(r)i ∣, (6.3)
where v(l)i denotes the i
th voxel in the left hemisphere, v(r)i denotes the
corresponding contralateral voxel and H is the total number of voxels in one
hemisphere.
Sparsity in activelet basis. Activelets are a recently developed dictionary
of wavelet basis functions [115], which has been applied to detect interictal
epileptic activity from fMRI [137]. The activelet waveforms were speciﬁcally
constructed to ﬁt the BOLD signal in response to a sparse transient event.
Therefore, the representation of a time course constituting sparse transient
events, such as interictal epileptic spikes, will be sparse in the activelet basis.
The neural activity of interest consists of k interictal epileptic spikes with
amplitudes Ak and onsets tk. The fMRI measures the BOLD signal changes
as a result of this neural activity. The hemodynamic system linking the neural
activity to the BOLD signal is denoted by h, and is commonly assumed to




Akh(t − tk) + ǫ(t), (6.4)
where ǫ(t) is an unknown noise term comprising noise, baseline, drifts,
physiological artefacts and possibly other unrelated neural activity. The goal
is to recover the activity of interest from the noisy signal. Given that the
neural events are sparse in time, the linearity assumption holds and the
transient BOLD signals can be sparsely represented in the activelet basis. Let
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φ be the overcomplete dictionary matrix containing the basis functions of the
undecimated activelet transform. Then the estimated neural activity x will






∥y − φβ∥22 + λ∥β∥1) (6.5)
The regularization parameter λ controls the trade-oﬀ between the sparsity of
the solution and the reconstruction error, a higher value favouring a sparser
solution. The value of λ was set to 2.5 in this study. φ is a matrix of size T ×P ,
where T is the length of the time series and P = 3 ⋅T as the number of wavelet
decomposition scales was set to 3 [137]. The minimization problem in 6.5 was
solved by the Homotopy algorithm [60].
We have demonstrated the usefulness of activelets in characterizing the time
course of ICs derived from the fMRI time series in [103]. The time course of an
epilepsy related IC is expected to have a sparser representation in the activelet
basis compared to non-related ICs. The sparsity of the representation in the
activelet basis was quantiﬁed with the Gini index [108], which measures the
statistical dispersion of the magnitude of the coeﬃcients.
Sparsity in sine dictionary. In contrast, the time course of resting state
networks is characterized by low-frequency (0.01-0.1 Hz) ﬂuctuations [33]. As
such, they have a sparse representation in a sine dictionary restricted to
this frequency band. A matching pursuit algorithm was used to retrieve the
coeﬃcients corresponding to the best nonlinear approximation of the fMRI IC.
Again, the sparsity was quantiﬁed using the Gini index.
Kruskal-Wallis tests were performed in order to assess whether the extracted
features diﬀerentiate between epileptic and non-epileptic ICs. The distribution
of the feature values are shown in Figure 6.6. The statistical signiﬁcances are
indicated in brackets. The diﬀerence of the number of clusters was marginally
insigniﬁcant, while the other features were signiﬁcantly diﬀerent between the
two groups.
Classification
A least-squares support vector machine (LS-SVM) classiﬁer was applied to learn
an optimal classiﬁer based on the above extracted features. A linear kernel was
chosen, and the kernel parameter was tuned using leave-one-component-out
crossvalidation on the training data. Positive training examples, i.e. the class
of epileptic ICs consisted of the ICs showing the largest overlap with the cluster























Sparsity in sine dictionary (p=0.03)
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Figure 6.6: The features values signiﬁcantly diﬀer between the epileptic and
non-epileptic ICs, except, the diﬀerence in number of clusters is marginally
insigniﬁcant.
containing the maximally activated voxel in GLM-based fMRI activation map
in each patient. In addition, ICs which showed at least 10% overlap with the
same cluster and signiﬁcantly correlated with the spike-derived regressor, were
also included in the epileptic class. All other ICs were included as negative
training examples, i.e. in the class of non-epileptic ICs.
Note that our ﬁnal goal is to select an IC which overlaps with the SOZ,
nevertheless, we prefer to deﬁne the training examples based on the GLM-
based activation maps for the following reason. While the SOZ reﬂect ictal
phenomena, in this study interictal processes were recorded in the fMRI. We
do expect that the fMRI-based maps will contain the SOZ, but perfect overlap
is unlikely. The GLM-based fMRI maps provide a more reliable image of how
the epileptic ICs should look like.
Recall that LS-SVM takes decisions according to the following formula:
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y(x) = sign(wTϕ(x) + b),
This formula might assign multiple ICs to the epileptic class, however, we are
interested in selecting exactly one epileptic IC in each patient. Therefore, we
modify decision as follows:
y(xi) = ⎧⎪⎪⎨⎪⎪⎩
1 if argmaxx(wTϕ(x)) = i and wTϕ(x) + b > 0
0 otherwise.
(6.6)
This way at most one IC is selected in each patient. The values wTϕ(x)
determine a ranking of the ICs, the highest value corresponds to the IC which
resembles most of the eICs of the training data. In case this value exceeds the
threshold −b, the ﬁrst ranked IC is selected as epileptic. Otherwise, if no IC
shows enough resemblance to the training eICs, no selection is made.
The performance of the proposed method was estimated in a leave-one-patient-
out scheme: individual classiﬁers were trained for each patient using data from
all other patients.
Evaluation measures
The voxel values in the spatial maps of the selected ICs were converted to z-
score and thresholded at 5 in order to obtain activation maps. Afterwards, the
overlap between the IC activation maps and the SOZ as well as the GLM-based
EEG-fMRI activation map were assessed in each patient.
On one hand, an overlap with the GLM-based EEG-fMRI map indicates that
the selected IC represents some aspect of the epileptic network. On the other
hand, a method selecting an IC which overlaps with the SOZ would have real
clinical signiﬁcance.
Following the considerations made in [213], sensitivity and speciﬁcity of the
proposed method for localising the SOZ were deﬁned as follows.
Activation maps of the selected ICs overlapping with the SOZ were considered
true positive cases. Patients where no IC was selected or no overlap was found
were considered false negative cases. In order to deﬁne speciﬁcity, the data
from healthy controls were analysed. Controls where no IC was selected or the
selected IC contained no suprathreshold voxels were considered true negatives,
and others false positives. Finally, sensitivity and speciﬁcity was calculated
with the standard formula:
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Sensitivity =
true positive
true positive + false negative (6.7)
Speciﬁcity =
true negative
true negative + false positive (6.8)
6.2.4 Results
An IC was selected in 7 out of 10 patients. These ICs, together with the
SOZ and the GLM-based activation map of each patient are shown on Figure
6.7 in yellow, red and violet, respectively. Detailed qualitative analysis of the
selected ICs are given in the ﬁgure caption. Below we quantitatively summarise
the results.
In 6 out of these 7 cases the selected IC overlapped either with the SOZ or with
the GLM-based EEG-fMRI activation map. Moreover, the cluster containing
the maximally activated voxel overlapped either with the SOZ or with the GLM-
based EEG-fMRI activation map in 5 out of 7 cases. These results indicate that
the method is very selective for components related to the epileptic network.
However, an IC overlapping with the SOZ was selected only in 4 cases, i.e. the
proposed method has a sensitivity of 40% for localising the SOZ. Looking at
the cluster with the maximally activated voxel, the sensitivity drops to 30 %.
Nevertheless, the method selected an IC in only 3 controls out of 13,
corresponding to a speciﬁcity of 77%. This suggests that the ICs selected
in patients are truly related to epilepsy, despite of the low sensitivity of the
method regarding the localisation of the SOZ.
The low sensitivity is partly explained by the fact that we insist on selecting
one IC per patient. However, there are strong evidence that in some patients
more than one epileptic IC is present. Patients 26, 29, 30 and 34 showed more
than one type of IEDs in the simultaneously recorded EEG. While the GLM
activation maps based on the preponderant spike type overlaps with the SOZ
in most cases [213], BOLD activations corresponding to other spike types may
be remote from the SOZ. In fact, the IC activation maps selected in patients 26
and 30 correspond to the ﬁeld of the secondary spike type. The ICs concordant
with the prepondent spike type, i.e. overlapping with the GLM-based activation
maps, were ranked 3rd on average across all patients. This high average ranking
suggests that ICs reﬂecting diﬀerent aspects of epileptic activity compete for
the ﬁrst ranked position.
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(a) Patient 26. The selected IC map shows an overlap with the
GLM-based activation map in the temporal lobe contralateral
to the SOZ. The patient had spikes both in the left and
right temporal lobe. Hence, the selected IC is assumed to
correspond to propagated epileptic activity.
(b) Patient 29. The cluster containing the maximally activated
voxel in the selected IC map shows a small overlap with both
the SOZ and the GLM-based activation map. Moreover, the
time course of the selected IC significantly correlates with the
spike-derived GLM regressor.
(c) Patient 30. The SOZ is located in the temporooccipital
lobe. The GLM-based activation map consists of cluster
in both the temporoccipital region and in the anterior
temporal lobe. The cluster with containing the maximally
activated voxel in the selected IC overlaps with the GLM-
based activation map in the anterior temporal lobe. Further,
the selected IC shows activated cluster in the occipital lobe as
well, but not overlapping with the SOZ.
AUTOMATIC SELECTION OF EPILEPTIC FMRI SOURCES 125
(d) Patient 31. The single activation cluster of the selected IC
shows a clear overlap with both the SOZ and the GLM-based
activation map. Note that while the GLM-based activation
map shows a widespread epileptic network, the selected IC
is specific to the SOZ. The significant correlation between the
IC time course and the spike derived regressor provides further
evidence for the the goodness of the selected IC.
(e) Patient 32. The cluster containing the maximally activated
voxel is located in the occipital lobe. Other small clusters
are found in the temporal lobe where it overlaps with the
SOZ. These clusters are in the vicinity of some clusters in
GLM-based activation map, but they show no overlap at this
threshold.
(f) Patient 33. The single activation cluster of the selected IC
maps clearly overlaps with both the SOZ and the GLM-based
activation map.
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(g) Patient 34. The selected IC does not show overlap with
either the SOZ or the GLM-based activation map.
Figure 6.7: An IC was selected in 7 out of 10 patients. The selected ICs are
shown in yellow, while the SOZ and the GLM-based activation maps are shown
in red and violet, respectively.
6.2.5 Discussion
In this section an automatic method was developed which selects the epileptic
source among fMRI ICs. To this end, artefact related ICs were ﬁrst rejected
using a recently introduced and online available technique [178]. Afterwards,
the remaining BOLD related ICs were characterised with four features, which
were fed to a LS-SVM classiﬁer. The proposed technique was evaluated on a
dataset including fMRI recordings of 10 focal epilepsy patients and 13 healthy
controls. It reached 77% speciﬁcity, indicating that the proposed technique
reliably selects ICs related to epileptic activity. Indeed, in the vast majority
of patients where a selection was made, the selected IC overlapped either with
the SOZ or the GLM-based EEG-fMRI activation map.
Considering the small size of the patient group, these results are only
preliminary, however, promising. In comparison with the semi-blind approach
presented in [213], our method reaches lower sensitivity (62% vs. 40%)
and speciﬁcity (77% vs 90%). However, the semi-blind approach relies
on simultaneously recorded EEG information. In case EEG recordings are
not available or of insuﬃcient quality, our approach may be very valuable.
Moreover, the performance of our technique is in line with the results obtained
with another fully blind approach [137] using activelet based representation
and spatiotemporal clustering of the fMRI voxel time series. This approach
performed very well on fMRI runs with only a few epileptic events as these
data matched the sparsity assumption of the method. However, in a group
of runs containing more than ﬁve events, the obtained activation maps were
concordant with GLM activation maps in 69% of cases. Our technique, tested
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on patients who showed plenty of IEDs, provided maps concordant with the
GLM activation maps or with the SOZ in 5 out of 7 cases (71%).
Although we emphasised in section 6.1.4 that multiple epileptic ICs may exist
in each patient, we insist on selecting exactly one. The goal is to pinpoint
an epileptic IC which can help identifying the SOZ without any further visual
inspection or prior information from other modalities. An inherent limitation
of our algorithm in its current stage is that it cannot diﬀerentiate between
initial and propagated activity or sources corresponding to diﬀerent IED
types. Allowing the selection of more ICs per patient presumably increases the
sensitivity of our method. However, manual intervention would be necessary to
determine the one corresponding to the SOZ based on some prior knowledge,
e.g. the spike ﬁeld of the preponderant spike type. In order to overcome this
limitation, future work will aim at characterising the diﬀerences between ICs
representing initial (preponderant) and propagated (secondary) activity.
Note that the dataset used in this study consisted of patients where IEDs were
recorded in the EEG. However, our methodology is especially relevant in cases
where no epileptic activity is present, hence, GLM based analysis cannot be
carried out. Therefore, the proposed blind selection method should be tested
on a dataset of EEG-negative cases as well. We expect that the proposed
technique will pinpoint the SOZ in at least a few such cases, which would yield
a considerable improvement over the state of the art.
6.3 Conclusion
This chapter tackled the problem of localising the SOZ based on fMRI
recordings. This work is motivated by the fact that traditional fMRI studies
which use EEG to determine the timing of interictal epileptic activity often fail
due to insuﬃcient EEG information. First, a retrospective proof of concept
study was conducted and presented in 6.1. Namely, it was shown that ICA is
capable of extracting epileptic sources from the fMRI even in patients where no
epileptic events were recorded in the EEG. Moreover, these sources were shown
to be informative with respect to the SOZ. In order to put this theoretical
concept into practice, the epileptic IC has to be selected blindly. Therefore,
such a blind selection method is proposed and some preliminary results are
presented in section 6.2. Although the proposed method reached promising
speciﬁcity, its sensitivity for localising the SOZ should be improved in order to
be useful in clinical practice.

Chapter 7
Conclusion and future work
7.1 Conclusions of the thesis
We summarise the main contributions and conclusions of the thesis from both
the application and methodology point of view.
7.1.1 Applications
In chapter 2 three bottlenecks were identiﬁed in the current presurgical
evaluation procedure, related to the analysis and the interpretation of EEG
and fMRI signals. The goal of this thesis was to propose novel approaches and
develop new algorithms to solve these issues.
1. Automated seizure detection
First the utility of a universal seizure detector was explored. A
novel algorithm was developed, which translates the visually appearing
characteristics and human interpretation and reasoning process to
mathematical features and decision rules, mimicking the expert EEG
reader. The advantage of the algorithm lies within its transparency and
easy interpretability [102]. Although it reaches high sensitivity, it suﬀers
from a high false detection rate. Therefore, it is not practical to use
in clinical practice as a warning device. This is an inherent problem
in universal seizure detectors, as the seizure characteristics of diﬀerent
patients are very diverse and may resemble non-ictal activity of other
patients.
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However, there is low intra-patient variability considering both the
morphology and the spatial distribution of the ictal pattern. A patient-
speciﬁc system can be expected to reach higher speciﬁcity, however, at the
cost of a necessary training period for each individual patient. Therefore,
a patient-speciﬁc seizure detection approach was also developed in this
thesis. The strength of the proposed technique lies within incorporating
spatial information from the multichannel EEG. The method proved
to outperform traditional techniques, where spatial information is not
exploited, even if less seizure examples were used for training [105].
2. Modelling ictal sources in EEG
The morphology and spatial distribution of the seizure pattern provides
important information about the localisation, conﬁguration and the
size of the epileptogenic zone [231]. As the ictal EEG pattern is
superimposed on background EEG activity and is often obscured by
artefacts, BSS techniques are very useful to extract the clean activity
pattern. In chapter 5 ictal EEG patterns were decomposed using a
recently introduced tensor decomposition technique, called block term
decomposition (BTD). We applied wavelet transformation or Hankel
expansion to organise the EEG data in a tensor. The former approach
was capable of modelling nonstationary seizures which evolve either in
frequency or spatial distribution, while the latter was useful for extracting
the ictal pattern covered by severe artefacts. Nevertheless, the successful
use of this technique in practice depends on blind selection of appropriate
model parameters.
3. Localisation of interictal sources in fMRI
Chapter 2 explained the utility of interictal fMRI in the precise
localisation of the irritative zone in focal epilepsy, as well as the limited
applicability of standard EEG-correlated fMRI analysis. In this thesis
an alternative solution was proposed based on independent component
analysis. We showed that ICA can extract sources from the fMRI time
series which coincide with the ictal onset zone even in cases where no
interictal activity was seen in the EEG [106].
This proof of concept has motivated further research towards developing
an automated technique to select the epileptic independent component.
A cascade of two classiﬁers is proposed. The ﬁrst classiﬁer is a recently in-
troduced and publicly available solution [178] which distinguishes artefact
related components from BOLD signal related ones. Subsequently, the
second classiﬁer distinguishes epileptic sources from non-epileptic ones
among the BOLD related components, based on four newly developed
discriminative measures fed to a LS-SVM classiﬁer. The spatial map
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corresponding to the selected epileptic component provides localising
information. The proposed method provided promising preliminary
results. We expect that the technique will pinpoint the SOZ in several
EEG-negative cases, which would yield a considerable improvement over
the state of the art.
7.1.2 Methodology
The methodology behind all these applications shares a common concept,
namely, exploiting the spatial structure underlying the multivariate time series,
i.e. the multichannel EEG signals and the voxel-by-voxel fMRI time series.
Diﬀerent ways of incorporating such information can be distinguished:
1. Explicitly, via feature extraction
This approach aims at explicitly quantifying a certain aspect of the spatial
structure. In focal epilepsy the spatial distribution of the signal carries
crucial information: while normal processes tend to have a symmetric
structure, focal epileptiform patterns are restricted to a certain brain
area and hence are asymmetric. We successfully applied a measure
of asymmetry as a discriminative feature both in EEG-based seizure
detection and in localising the ictal onset zone based on fMRI.
2. Implicitly, expressing a preference via regularisation
Regularisation in supervised learning promotes a solution with certain
desired characteristics via a penalty term in the objective function. In
this thesis we applied a regularisation scheme using nuclear norm penalty,
which helps to facilitate a low rank solution. We classiﬁed EEG data
represented in the form of a matrix or a tensor, where the EEG channels
are organised along one mode. A low rank solution means in this case that
the discriminative pattern has a well-deﬁned spatial distribution. This
concept was successfully applied for patients-speciﬁc seizure detection
[105] and single-trial classiﬁcation in an auditory oddball task [104]. The
latter study is also summarised in Appendix C.
3. Implicitly, in blind source separation
The blind source separation problem in EEG and fMRI analysis consists
in retrieving the activity generated by several neural and non-neural
sources located at distinct sites, based on a weighted mixture of their
activity measured at each electrode or voxel position. Diﬀerent blind
source separation techniques exploit diﬀerent properties of the sources.
For example, ICA of the fMRI signals relies on the assumption that the
sources generating the measured BOLD signals are mutually statistically
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independent in space. The application of CPD and BTD on EEG data
presumes that the pattern of interest has rank-1 or low rank structure in a
carefully chosen data representation. CPD and BTD of wavelet expanded
EEG tensors allows to model oscillatory seizure patterns with ﬁxed
localisation and oscillatory seizure patterns which evolve in frequency
or localisation, respectively. Finally, BTD of Hankel structured EEG
tensors allowed to model seizure pattern of ﬁxed localisation as a sum of
exponentially damped sinusoids.
7.2 Future perspectives
7.2.1 Future work in epilepsy
Here we discuss possible improvements of the fMRI-based localisation method
of the seizure onset zone. Future perspectives on other epilepsy related
applications, which represent a less direct extension to the work of this thesis,
are presented in section 7.3.
Chapter 6 introduced a method to localise the SOZ purely based on data-driven
fMRI analysis. The method consist of two consecutive steps. During the ﬁrst
step ICA of the fMRI is performed. Afterwards, based on certain features
extracted from the independent components the second step automatically
selects the epileptic one. The corresponding spatial map indicates the SOZ.
Future work will focus on combining the two steps of the proposed method.
More particularly, instead of explicit feature extraction one can impose
constraints on the decomposition, hence, enforcing a solution where at least one
source component matches the desired characteristics. The great advantage of
such a constrained ICA approach is that, in contrast with the original ICA
algorithm, the components are ordered, i.e. there is no need for an additional
step to select the source of interest.
ICA is based on the strong assumption that the underlying signal sources
are spatially statistically independent. However, this assumption may not
hold in interictal epileptic fMRI time series. In fact, there is evidence that
depending on the speciﬁc epilepsy syndrome, interictal epileptic discharges lead
to a unique and widespread network activity [64]. Therefore, the objective
within this approach is to apply tensor based methods which do not impose
independence constraints. We have seen in previous chapters that CPD and
BTD can express a signal as a sum of rank-1 or low rank tensors, respectively.
These decompositions are unique under mild conditions. A suitable tensor
representation of the fMRI signals has to be established, e.g. by stacking
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data from consecutive recording sessions along the third mode. Furthermore,
the structure underlying the signal of interest using this representation has to
be identiﬁed in order to select and successfully apply an appropriate tensor
decomposition method.
7.2.2 Neonatal brain monitoring
Throughout this thesis the concept of exploiting the spatial structure of
multichannel EEG played a crucial role. So far we utilised of this concept
for analysing epileptic EEG and for classifying ERPs, but it can be of use in
many EEG applications.
In neonatal monitoring, as well, the spatial characteristics of the EEG is an
important aspect. It helps diﬀerentiate physiological patterns from artefacts
and carries diagnostic information. On one hand, the characteristics of adult
and neonatal EEG are very diﬀerent and techniques developed for adult EEG
analysis are in general not directly applicable. Neonatal seizures, for instance,
do not follow a consistent spatial distribution as focal seizures do. On the other
hand, some aspects of background EEG analysis can beneﬁt from concepts
developed in this thesis. Two concrete applications are discussed below.
Brain areas in very young infants are barely interconnected, however, during
brain development a sophisticated network is formed through spontaneous
interactions [224, 190]. The interaction between various brain regions can
be assessed from the spatial properties of the EEG signal. In section 4.2 we
developed a new measure called channel symmetry index (CSI) to quantify
interhemispheric symmetry of the EEG. Recently, this measure has been
applied to distinguish physiological and pathological asymmetries in the EEG
and successfully detected abnormal lateralised lesions in the neonatal brain
[119].
Furthermore, the duration of the so-called burst-interburst intervals provides
important information on the maturation of the brain as well. These patterns
are global phenomena in the sense of appearing on most EEG channels
simultaneously. An existing automatic burst-suppression segmentation method
[135] employs a set of features similar as the ones used in chapter 4.3. However,
instead of eﬀectively taking into account the spatial distribution, multichannel
information is simply integrated by taking the median value of the features
across all the channels. This suboptimal solution is prone to misclassify
artefacts. The nuclear norm regularisation approach presented in chapter 4.3 is
directly applicable for this problem and presumably improves the segmentation
performance.
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7.3 Long term vision
We have argued in chapter 1 that technological advancement has already been
transforming healthcare in many ways. Examples include digitally storing large
amounts of medical data, the increased use of diﬀerent recording and imaging
techniques as well as automated analysis and decision support systems. As
current trends point toward wearable devices and home monitoring, we can
expect an accelerating growth of available medical information and demand for
intelligent systems.
However, before wearable home monitoring systems could be widely used,
several issues has to be addressed, including accessible design, robustness and
reliability, real-time acquisition and processing, privacy and conﬁdentiality of
the medical data, and reimbursement planning [57, 196]. Below we discuss some
signal processing challenges which may be solved by extending the methodology
used in this thesis.
A crucial requirement in intelligent wearable devices is eﬃcient acquisition
and signal processing. Decisions have to be made in real time, possibly using
low complexity algorithms to prolong battery life. Moreover, data should be
eﬃciently stored for further inspection. Compressive sensing methods oﬀer the
possibility to sample the data at a much lower rate than the Nyquist frequency
by exploiting some structural properties of the signals, e.g. sparsity or low-
rank structure [134]. In chapter 4 we have shown the low-rank structure is a
useful signal model for ictal EEG patterns, which can convey crucial spatial
information about the seizure and facilitate discrimination. Current seizure
detection systems designed for wireless systems work in three steps: (1) reduce
data by compressive sensing or by extracting low complexity features such as
energy or line length, (2) transmit the data and (3) perform classiﬁcation on
the server side [30]. Alternatively, one could combine the diﬀerent approaches
in step (1) by using nuclear norm regularisation for compressive sensing of the
EEG and directly use the reduced representation as features for classiﬁcation.
In chapter 4 and 5 we emphasized the impact of artefacts on the interpretability
of EEG signals and we discussed various methods to remove them. However,
one has to take into account that mobile recordings might give rise to new types
of artefacts, e.g. due to the gait cycle [27]. ICA performs suﬃciently well in
cleaning the EEG recorded during standing and walking conditions. However,
a template based artefact rejection had to be applied in the running condition
[81, 87]. It would be worthwhile to investigate how tensor based BSS techniques
perform in this condition. Furthermore, we have seen in chapter 5, that CPD
and BTD are not only useful for removing artefacts, but to characterise and
localise epileptic seizures. Computing tensor decompositions via updating
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techniques can be useful to continuously track the source of interest during
long-term monitoring. Both applications — online artefact removal and source
tracking — require eﬃcient, low-complexity updating algorithms [158].
Another challenging aspect of wearable monitoring systems is the need
of adaptation to the ever changing environment, recording conditions and
physiological state of the brain. In mobile BCI experiments it was shown that
ERP characteristics and single-trial classiﬁcation accuracies signiﬁcantly diﬀer
in inside and outside conditions. Whether this reﬂects the presence of residual
artefact or a diﬀerence in cognitive processing in diﬀerent conditions, is an
open question. [53]. In other applications it may not be the activity of interest
that changes, but the background neural activity. As the brain produces
rhythmic patterns in diﬀerent stages of the sleep-wake cycle, the optimal
decision boundary between seizure and non-seizure pattern may vary in time.
Similarly, due to the maturation of the neonatal brain, the activity patterns
present in the EEG may evolve in time. Since the available training and
testing data might substantially diﬀer from each other, all these applications
could beneﬁt from adaptive learning algorithms which can adjust their decision
function in response to new information.
Interesting methods in this direction from the BCI ﬁeld include adaptive
LDA with or without error correction [17] or transferring information between
diﬀerent subjects about the confounding eﬀects [180]. This latter approach
is based on the observation that there are systematic diﬀerences between
training and testing sessions among the subjects due to learning eﬀects. A
future direction in mobile BCI research could be to investigate whether such
systematic confounds between diﬀerent recording conditions can be captured.
Furthermore, the interpretation of the confounding subspace might give an
insight into the artefact vs. altered cognitive state ambiguity and might lead
to new directions for improvement in BCI classiﬁcation.
Finally, multisubject or multipatient information can be exploited via multitask
learning. In contrast with the above approach the assumption in this case is
that there is common discriminative information among subjects or patients.
Recent advances in the ﬁeld allow to take into account structural information
from multitask data and individual multilinear data simultaneously [174]. The
multiway kernel-based formulation in [189] does not only give rise to a nonlinear
extension of the former method, but also facilitates transfer learning. That
is, transferring knowledge gained while solving a speciﬁc problem to diﬀerent,
but related problems. Transfer learning approaches are useful in case little or
no training data are available for a speciﬁc task, but suﬃcient information is
available in a related task, where the data follows a diﬀerent distribution [161].





A.1 CVX implementation of the nuclear norm
regularization
The CVX implementation of the algorithm solving equation 4.7 is as follows:
cvx_begin





where X is a N × (IJ) matrix (the generic row n is the vectorization of the
n−th input data matrix of size I ×J), A is the I ×J classiﬁer matrix and b is a
scalar bias term; y is the vector of labels. For consistency we have reported a
constrained formulation of the problem that mimic the one used in the LS-SVM
primal problem, see 3.20.
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A.2 Algorithmic steps of the nuclear norm learning
approach
Algorithm 1: Nuclear norm learning
Input: multichannel EEG recording broken down into N 2s long segments
Output: classiﬁer matrix A and bias term b
1. create the input data X ∈ Rd×p×N and labels y ∈ RN×1
preprocess EEG
segment EEG to 2s windows
for each EEG segment
extract d features from each channel




2. model selection: obtain µ
for cv-loop
split X into training and validation set
for all µi values in a predeﬁned range
solve Eq. (4.7) on the training set to obtain A, b
evaluate on the validation set to obtain misclassiﬁcation
end
end
3. select µ with the best corresponding misclassiﬁcation
4. solve Eq. (4.7) with µ to obtain A, b
A.3 EEG features extracted for seizure detection in
the nuclear norm learning approach
Time domain features were extracted directly from the preprocessed EEG
window:
• Number of zero crossings (#0), maxima (#max) and minima(#min)
• Skewness
skew = E[(A − µ
σ
)3] (A.1)
where A is the EEG time series, µ is the mean and σ is the standard
deviation and E denotes the expected value.
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• Kurtosis
kurt = E[(A − µ
σ
)4] (A.2)







The frequency domain features were extracted from the power spectral density







PF = arg max
f∈[1,30]
S(f) (A.5)
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• Normalized power in delta, theta, alpha and beta frequency bands:
nD =
∑3fi=1 S(fi)∑30fi=1 S(fi) , (A.10)
nT =
∑8fi=4 S(fi)∑30fi=1 S(fi) , (A.11)
nA =
∑13fi=9 S(fi)∑30fi=1 S(fi) , (A.12)
nB =
∑20fi=14 S(fi)∑30fi=1 S(fi) (A.13)
Appendix B
Patient demographics in the
fMRI study
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3 M/26/22 L anterior
temporal
FCD 12/42 Normal N/A Yes 1 25 FCD 0
4 M/34/18 R anterior
temporal
HS 10/58 Normal N/A Yes 1 14 HS 0
5 F/23/9 L anterior
temporal
DNET 15/54 L temporal
DNET
N/A Yes 2 18 DNET 187
6 M/24/18 R anterior
temporal
Unknown 53/90 Normal N/A Refusal 0









8 M/20/7 L parieto-
temporal








9 F/34/15 R frontal FCD 3/20 Subtle R
frontal FCD





10 F/55/38 L anterior
temporal
HS 38/73 L HS N/A Yes 1 18 HS 156
11 M/39/31 L temporal DNET 27/64 L temporal
DNET
N/A Yes 1 13 DNET 0




5/76 R HS N/A Yes 1 15 HS 0
13 M/44/12 R temporal HS 21/72 R HS N/A Yes 1 10 HS 0
14 M/27/22 L anterior
temporal
Unknown 10/94 Normal Yes Planned 36
15 F/21/12 L temporal Post-
traumatic


















21/60 R HS N/A Refusal 0












20 M/19/10 R parietal Leptomeningitis 14/68 Normal Yes Yes 1 13 Leptomeningitis 0
21 F/31/9 L
perirolandic










22 F/63/21 R mesial
temporal
FS+HS 30/162 R HS N/A Yes 1 14 HS 0







N/A Yes 2 11 Angioma 0
24 M/45/36 L parieto-
temporal










26 M/30/15 R temporal Unknown 12/58 Normal N/A Planned 733







28 F/33/7 L anterior
temporal
FS+HS 61/92 L HS N/A Planned 1
29 M/20/8 L anterior
temporal
HS N/A Temporal N/A Yes 1 6 HS 8
30 F/33/6 L temporooc-
cipital















32 F/45/19 R temporal Unknown 23/64 Normal N/A Refusal 168
33 F/48/3 R insula Unknown 1/5 Normal Concordant Planned 384
34 F/30/0 L temporal HS 17/97 L HS N/A Yes 1 2 HS 40
35 F/56/32 R temporal HS 10/179 R HS N/A Refusal 602
Appendix C
Learning from structured EEG
data in brain computer
interfaces
In Chapter 4 a seizure detection algorithm was presented that exploits
structural information from the EEG data matrix via nuclear norm regular-
isation. The low-rank structure conveyed by the nuclear norm represented
spatial information, which is a crucial aspect of the seizure patterns in focal
epilepsy. In Chapter 5 also the temporal structure of the signals were taken
into account. We have seen that ictal EEG, represented in the form of a
channel×Hankel matrix tensor, is successfully modelled by a low multilinear
rank component. The underlying spatiotemporal structure is an essential
property of the EEG signals in general, therefore, we expect that other
applications will beneﬁt from these models as well. In this chapter we apply
this concept for classifying auditory ERPs, with its prospective application in
brain computer interfaces in mind. First, section C.1 gives a short overview
about BCI and section C.2 presents the state of the art methodology in the
ﬁeld. Further, the data acquisition, preprocessing, signal representation and
classiﬁcation approach is explained in section C.2.1. The classiﬁcation results
are analysed in comparison with diﬀerent approaches in section C.3. Finally,
section C.4 is devoted to discussion.
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C.1 Introduction
Brain Computer Interfaces (BCI) provide users with radically new communica-
tion channels which do not depend on peripheral nerves or muscles. As such,
it can facilitate communication for totally paralysed locked-in individuals and
those with severe neurovascular impairment. Over the past decades a lot of
studies have been investigating various ways to record and interpret neural
activity recorded at the scalp or within the brain and to ﬁnally use it to
control a cursor, select a letter or operate a neuroprothesis [229, 181]. The most
successful non-invasive approaches are based on visually evoked potentials, e.g.
[6], event related desynchronisation patterns during motor imagery, e.g. [163]
and the P300 component of the event-related potentials in response to stimuli
in an oddball paradigm, e.g. [65]. The BCI records and analyses the user’s
brain activity and infers to his intention by assigning the neural response to
one of two or more possible groups (yes or no, left or right, etc.) Therefore,
single-trial ERP classiﬁcation is a key issue in BCI design.
C.2 Single trial ERP classification
Successful single-trial classiﬁcation of EEG data depends on discriminative
feature extraction combined with a suitable classiﬁer. Both aspects have been
tackled extensively in the literature.
Regarding classiﬁcation approaches, linear discriminant analysis (LDA) is
probably the most common approach in BCI research, and was shown to be
optimal if proper preprocessing is applied. To limit the inﬂuence of outliers
and account for the estimation error of the covariance matrix, regularized or
shrinkage LDA can be used. Various diﬀerent algorithms were successfully
applied as well, such as Bayesian techniques, support vector machines, neural
networks, etc. For an overview, see [130, 138]. Nevertheless, the features used as
input to any classiﬁer need to be carefully chosen to obtain real discriminative
power.
A common approach for feature extraction in ERP-based BCI is the decimation
and concatenation of the signals from each channel to a long feature vector.
However, this leads to high dimensional input data, moreover, it ignores
the spatial properties of multichannel data. Feature extraction approaches
exploiting spatial information from the multichannel EEG include common
spatial patterns (CSP) [170] and beamforming techniques [165]. Recently,
higher order discriminant analysis was proposed to extract features capturing
the multilinear structure in tensor expansion of EEG data [164].
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Here we consider an auditory oddball paradigm, recorded in normal indoor
and walking outdoor conditions. The signal of interest, in our case the P300
ERP component, unlike noise, is a structured signal in the multidimensional
space spanned by channels, time, frequency or possibly other types of features.
The proposed classiﬁcation approach ﬁnds an optimal discriminative subspace
exploiting the inherent multidimensional structure of the EEG data through
spectral regularization using nuclear norm without explicit feature extraction.
It was shown that exploiting tensor structure in the learning algorithm is
especially useful for small samples sizes [91], which is a typical challenge in
BCI reseach. Regularization with nuclear norm for matrix classiﬁcation was
proposed in [210, 211] for BCI data, and was successfully applied for epileptic
seizure detection, as shown in chapter 4. Nuclear norms were extended to
the case of higher order arrays as a heuristic for multilinear rank constrained
problems [189].
In the proposed approach single trials are represented in a tensor, where
Hankel matrices constructed from the decimated signals of each channel are
stacked along the third mode. The performance of the proposed nuclear
norm regularization technique applied on tensorial data is compared with two
alternative approaches: (1) classiﬁcation using nuclear norm regularization on
matrices, where decimated signals from each channel constitute each row of a




Sixteen healthy volunteers free of past or present neurological or psychiatric
conditions participated. 616 standard and 84 deviant tones (600 and 1200
Hz, respectively) were presented in randomized order at a ﬁxed interstimulus
interval (1,000 ms) in two experimental conditions. Participants were asked to
silently count the rare tones. In the indoor recording condition, they sat in a
quiet oﬃce room; in the outdoor recording condition, they walked slowly on
campus. No instructions were given for head and eye movements. The route
consisted of diﬀerent surfaces and the environment included substantial ambient
noise. The order of indoor and outdoor conditions was balanced across subjects.
Stimulus presentation was controlled with OpenViBE. EEG was recorded with a
14-channel wireless EEG (128 Hz sampling rate; 0.16-45 Hz band-pass; Emotiv:
www.emotiv.com) connected to a state-of-the-art infracerebral electrode cap
(www.easycap.de), with electrodes positioned at sites according to the standard
10-20 system. The resulting system is of small size and weight, could be
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tightly attached to the cap. The signal quality was improved due to the
sintered Ag/AgCl electrodes. Data were analyzed oﬄine using EEGLAB and
MATLAB. Extended infomax independent component analysis (ICA) was used
to semiautomatically attenuate eye blinks [49]. EEG data were 20 Hz low-pass
ﬁltered, and trial epochs were extracted (-200 to 700 ms) and baseline corrected
(-200 to 0 ms) and re-referenced to the average of Tp9 and TP10. Trials with
large or non-stereotypical artifacts were rejected. Standard trials preceding
deviants were selected to equalize the number of standard and deviant trials,
resulting in a minimum of 70 standard and deviant tones per subject.
Feature extraction
EEG data from all 12 electrodes was subdivided in 30 non-overlapping time
windows comprising 0 to 700 ms. The mean signal amplitudes of each time
window served as the initial features. Diﬀerent organization of these initial
features leads to the following three diﬀerent data representations: (1) Features
extracted from each electrode concatenated in a long vector of size 1 × 12 ⋅ 30.
(2) Features extracted from each electrode constitute each row of a matrix of
size 12 × 30. (3) Features extracted from each electrode (xch(n), n = 1, ...,N)
are organized in a Hankel matrix of dimensions L ×M , with N = L +M − 1,
as seen in section 5.2.1. The resulting matrices are stacked in a tensor of size
12 × 16 × 15.
Classification.
In order to mimic an online scenario, the ﬁrst half of the trials (Ntr = 70)
were used for training, and the second half (Nte = 70) was used for testing. In
order to test the inﬂuence of the training set size on the performance of the
classiﬁers, diﬀerent training set sizes were tested, ranging from 10 to 70. Note
the relatively low number of available training samples in each case and the
high dimensionality of our feature space. Modelling with such a dataset carries
the risk of overﬁtting. Therefore, the following classiﬁcation approaches were
considered.
Linear discriminant analysis with shrinkage. In linear discriminant analysis
(LDA) a crucial role is played by the estimation of the class covariance estimator.
The empirical covariance matrix, however, is systematically biased towards
larger eigenvalues in case of small sample sizes. Therefore, shrinkage LDA was
applied on the feature vector representation.
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Spectral regularization with nuclear norm. Regularization via nuclear norm
conveys a-priori structural information and therefore facilitates good clas-
siﬁcation for small sample sizes. Therefore, it particularly ﬁts the P300
classiﬁcation problem, where the signal of interest has a multilinear structure
and only a limited number of training samples are available. The nuclear norm
regularization approach was applied on the matrix and tensor based feature
representation. We refer to these appoaches as mNNL and tNNL, respectively.
C.3 Results
Figure C.1 shows the performance of each classiﬁcation approach in the inside
and outside conditions using Ntr = 70 training samples for each subject. Each
classiﬁer performed better than chance level, although higher mean accuracies
were achieved in the inside condition (LDA: 74%, mNNL: 77% and tNNL: 81%)
than in the walking outside condition (LDA: 66%, mNNL: 70% and tNNL:
72%). Note that the P300 ERP component was signiﬁcantly larger in the
indoor condition [53]. In each condition both mNNL and tNNL outperformed
LDA signiﬁcantly (p < .05 and p < .01, respectively). Moreover, in the inside
condition tNNL outperformed mNNL signiﬁcantly (p < .05).
Figure C.2 shows the performance of each classiﬁcation approach in the inside
and outside conditions using diﬀerent training set sizes. In the inside condition,
using only 10 training samples, each classiﬁer achieves a moderate performance,
and improves signiﬁcantly if more training samples are included (p < .01).
However, in the outside condition, LDA fails to generalize from the additional
training samples and maintains approximately constant performance with
increasing training set size. In contrast, tNNL and mNNL are able to capture
additional information even from such noisy samples and reach signiﬁcantly
higher performance for larger training sets (p < .01).
Finally, the feature weights obtained for a single subject in each classiﬁcation
approach is depicted in Figure C.3. In case of LDA, the long feature vector
is matricised in order to get a channel x time representation. For the tNNL
approach the classiﬁer tensor is unfolded along the second mode, resulting in a
matrix representation where the features corresponding to the Hankel matrices
obtained from each channel are concatenated. Note that the classiﬁer matrix
and tensor obtained by the mNNL and tNNL approaches clearly resemble
P300 properties (maximal feature weights at channel Pz around 300ms after
stimulus), as opposed to the unstructured feature weights obtained by LDA.
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Figure C.1: Comparison of accuracies obtained with the diﬀerent classiﬁcation
approaches for a training set size of Ntr = 70. Mean accuracies are shown in
brackets.
C.4 Discussion
In this work we considered the problem of classifying high dimensional, small
sample size data, namely an auditory P300 paradigm recorded under normal
and under noisy conditions. We showed that spectral regularization with
nuclear norm outperforms shrinkage LDA in both conditions. Moreover, we
demonstrate that under noisy conditions, while shrinkage LDA overﬁts and
fails to beneﬁt from additional training samples, spectral regularization can
generalize from such a diverse manifold. Initially support vector machines




Figure C.2: Comparison of median accuracies of the diﬀerent classiﬁcation
approaches with increasing training set size.
performance was comparable to shrinkage LDA the results are not shown
here. Due to its low computational cost, LDA remains a popular classiﬁcation
method. Computational complexity of the nuclear norm regularization
approach scales with the order of the tensor. However, for small training set
sizes and for second and third order tensors it remains within reasonable limits
[107]. The strength of spectral regularization with nuclear norm penalty lies
within conveying structural information from the higher order input arrays. In
our study this means conveying spatiotemporal structure in the matrix case and
spatial-temporal-spectral structure in the tensor case. Such a-priori structural
information facilitates good generalization even in case of small sample sizes
and in the presence of noise. The auditory oddball task used in this work is not
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Figure C.3: Feature weights obtained for a single subject. In case of LDA, the
long feature vector is matricised in order to get a channel x time representation.
For the tNNL approach the classiﬁer tensor is unfolded along the second mode,
resulting in a matrix representation where the features corresponding to the
Hankel matrices obtained from each channel are concatenated.
directly applicable as a BCI paradigm. Instead, a three-stimulus oddball task
should be used, including a standard and two target stimuli. The objective in
this case is to diﬀerentiate between target 1 and target 2, allowing the user
to express binary choices [88]. Future work should be carried out to test the
proposed approach in such a three-stimulus dataset.
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