Coformalité modérée et formalité des CW-complexes de dimension finie by Haralambous, Yannis
HAL Id: tel-02099853
https://hal.archives-ouvertes.fr/tel-02099853
Submitted on 15 Apr 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Coformalité modérée et formalité des CW-complexes de
dimension finie
Yannis Haralambous
To cite this version:
Yannis Haralambous. Coformalité modérée et formalité des CW-complexes de dimension finie. Topolo-
gie algébrique [math.AT]. Université des Sciences et Techniques de Lille Flandres Artois, 1990.
Français. ￿tel-02099853￿
N° d'ordre : 554 
THÈSE 
présentée à 
L'UNIVERSITÉ DES SCIENCES ET TECHNIQUES DE LILLE FLANDRES ARTOIS 
pour obtenir 
LE TITRE DE DOCTEUR DE L'UNIVERSITÉ 
SPÉCIALITÉ : MATHÉMATIQUES 
par 
Yannis HARALAMBOUS 
COFORMALITÉ MODÉRÉE ET FORMALITÉ 
DES CW-COMPLEXES DE DIMENSION FINIE 
Soutenue le 4 Juillet 1990 devant la Commission d 'Examen : 
Président : J.C. THOMAS, Université de Lille-Flandres-Artois 
Rapporteurs : Y. FÉLIX, Université Catholique de Louvain 
J.C. THOMAS, Université de Lille-Flandres -Artois 
Examinateurs : D. TANRÉ, Université de Lille-Flandres-Artois 
M. VIGUÉ-POIRRIER, C.N.R.S. 
N° d'ordre : 554 
THÈSE 
présentée à 
L'UNIVERSITÉ DES SCIENCES ET TECHNIQUES DE LILLE FLANDRES ARTOIS 
pour obtenir 
LE TITRE DE DOCTEUR DE L'UNIVERSITÉ 
SPÉCIALITÉ : MATHÉMATIQUES 
par 
Yannis HARALAMBOUS 
COFORMALITÉ MODÉRÉE ET FORMALITÉ 
DES CW-COMPLEXES DE DIMENSION FINIE 
Soutenue le 4 Juillet 1990 devant la Commission d'Examen: 
Président : J.C. THOMAS, Université de Lille-Flandres-Artois 
Rapporteurs : Y. FÉLIX, Université Catholique de Louvain 
J.C. THOMAS, Université de Lille-Flandres-Artois 
Examinateurs : D. TANRÉ, Université de Lille-Flandres-Artois 
M. VIGUÉ-POIRRIER, C.N.R.S. 

~H nÀa-r:sla dvaL ysµa-rr; 
XL &n 1 -r:6 np6awn6 aou xan 
SXSL aw0sf ... 
(.6.. I:a~~6rcouÀoç) 
Waiting for the sun . .. 
(Jim Morrison) 

1 
Table des matières. 
Remercie1nents . . . . . . . . . . . . . . . . . . . . . . ii 
Introductio11. . . . . . . . . . . . . . . . . . . . . . . . iii 
1. Perturbation d'algèbres de Lie différentielles filtrées. 
1.1. Définitions et notations 
1.2. Un modèle bigradué . . . 
1.3. Théorème de perturbation 
1.4. Appendice . . . . . . . 
2. Coformalité modérée. 
2.1. Quelques résultats et définitions 
2.2. Coformalité modérée 
2.3. Exemples . . . . . 
3. Formalité des CW-complexes de dimension finie. 
3.1. Rappels . . . . . . . . . . . . . . . . . . . . 
3.2. Quelques résultats . . . . . . . . . . . . . . . 
3.3. ~-Formalité des CW-complexes sans torsion homologique 
3.4. Exemples . . . . . . . . . . . . . . . . . . . . . 
3.5. ~-AH-formalité des CW-complexes sans torsion homologique 
3.6. Cohomologies de Hochschild et de Harrison, obstructions . 
3.7. Le cas des CW-complexes avec torsion homologique . . . . 
Bibliographie. 
1 
4 
6 
14 
16 
21 
23 
26 
34 
41 
47 
50 
55 
65 
73 
Index terminologique. . . . . . . . . . . . . . . . . . . 76 
Appendice: Etcrcx.rwr~-. . ... 78 
r 1 
Je tiens à exprimer toute ma reconnaissance à mon directe·ur de recherche) 
Daniel Tanré: son aide précieuse) sa guidance patiente et son extrême disponi-
bilité me resteront inoubliables. 
Je voudrais également remercier Yves Félix) Jean-Claude Thomas et Miche-
line Vigué-Poirrier pour avoir accepté de participer au jury de cette thèse) pour 
leurs remarques fructueuses et pour les discussions que f ai pu avoir avec eux. 
Cette thèse a été soutenue par le projet de coopération PROCOPE. Je vou-
drais remercier la Freie Universitat Berlin pour l'accueil qu'elle m)a réser·uée 
lors de mes voyages à Berlin. Plus particulièrement) je voudrais remercier Hans 
Scheerer) Elmar Vogt) Peter Bo·ullay 1 Martin Majewski) Klaus Schuch) Manfred 
Stelzer et Michael Unsold po·ur les disC'ussions que f ai eues avec e-ux. 
Également je voudrais remercier les membres de l'équipe de topologie et géo-
métrie de Lille pour le1Lr soutien et leur intérêt. Pfos spécialement je vo1Ldrais 
remercier Youssef Hantout pour son aide et encouragement) et surtout po1lr 
m )avoir appris à 11ne pas avoir froid aux yeux"! 
Finalement je voudrais remercier les dames du Secrétariat Scientifique et 
du Service de Reprographie de l'U.F.R. de Mathématiq1les de Lille po1tr avoir 
toujours été efficaces 1 disponibles et surtout, amicales. 
IIeCn;a d1r' oÀa 06, fj0EÀa va EVXa(2lCTT1?CTW 7:0'UÇ yovdç µov y1.,6, 1:17v CTVVEXff 
V7rOCT7:17(2lt,17 KaL /301j0aa 7rO'U µoiJ 7r(20CTÉi.pE(2aV. A v1:17 r, E(l"faCTLa W'UÇ dvm 
d1.p1.,EgwµÉv17 ! 
(96, fj0cÀa va EVXa(2lCTT17CTw r6v 1.pLÀo µov dô. 'Iyvdno Ka1rc1:dvw 1 1rov µa-
0alvovrdç µov rlç 1rgw1:Eç aÀ1 E/3(2lKÉç 5oµiç r6v 'Iovvw wiJ 19771 µoiJ ÈÔwCTE 
µ1.,6, 1rgw1:17 àµog1.p17 YEVCT1] 7:WV dvwuewv µa017µaw,;,wv. 
TÉÀoç) 06, fj0EÀa va EVXa(2lCTT7?CTW oÀovç W'UÇ 1.pl>.ovç KaL 1.pLÀEç 7rO'U) du 
tôw El"CE d1r6 1:17v 0EÀÀaÔa) µoiJ CTvµ1ragaCT1:a017r;,av oÀa avrd rd xe6vw û7ç 
&aµovff ç µov CT1:6 Et,WTE(llKO. 
11 
1 
111111 
1 
Représenter les types d'homotopie d'ensembles simpliciaux ( et par là-même 
ceux d'espaces topologiques) par des structures algébriques préhensibles est un 
domaine bien étudié et toujours ouvert dans sa généralité. Une étape fondame-
ntale a été réalisée par D. Quillen dans "Rational Homotopy Theory" [Qu2]. Il 
y associe fonctoriellement à chaque espace simplicial (2-réduit) une algèbre de 
Lie différentielle graduée (1-réduite) et, réciproquement, construit un espace si-
mplicial à partir d'une algèbre de Lie différentielle graduée. Après composition 
de ces deux foncteurs, on obtient un nouvel ensemble simplicial du même type 
d'homotopie rationnelle que l'ensemble simplicial de départ. 
Le type d'homotopie rationnelle est une approximation du type d'homotopie: 
deux espaces sont dans le même type d'homotopie rationnelle s'ils sont reliés 
par une suite de flèches induisant des isomorphismes en homologie à coefficients 
dans Q. Cette notion ne tient évidemment pas compte de la partie de torsion des 
groupes d'homotopie et, par exemple, un espace d'Eilenberg-MacLane K(l/pl) 
y est assimilé à un point. 
Le foncteur de Quillen ne s'explique pas aisément; à l'ensemble simplicial X 
on associe d'abord son groupe des lacets GX puis l'anneau de groupe simplicial 
QGX. Il s'agit maintenant de compléter celui-ci afin d'obtenir une algèbre de 
Hopf simpliciale complète; il reste à prendre le sous-espace des primitifs et à 
normaliser pour avoir l'algèbre de Lie différentielle graduée annoncée, À(X). Ce 
bref aperçu montre que la construction directe ne se prêtera pas facilement à la 
détermination d'exemples précis. 
Cependant, cet article de Quillen contient un moyen d'étudier les types 
d'homotopie rationnelle qui pallie la complexité du foncteur À. En effet, la 
catégorie des algèbres de Lie différentielles graduées possède tous les ingrédients 
nécessaires à la définition d'une homotopie: cylindre, modèles et plus générale-
ment une structure de catégorie à modèles fermée. Partant de là, le théorème 
principal de Quillen s'énonce: les catégories homotopiques associées aux en-
sembles simpliciaux (2-réduits) et aux algèbres de Lie différentielles graduées 
(1-réduites) sont isomorphes. 
111 
Remarquons au passage que de chaque côté, algébrique et topologique, des 
notions de groupes d'homologie, d'algèbres de cohomologie, d'algèbres de Lie 
d'homotopie se correspondent et sont des invariants du type d'homotopie ra-
tionnelle. Bien sûr, la considération d'une de ces notions ne rend généralement 
pas compte du type d'homotopie rationnelle tout entier. Par exemple, nous ne 
pouvons pas reconstruire le type d'homotopie rationnelle de X à partir de son 
algèbre de Lie d'homotopie. 
Dans ce travail, nous ne considérons que la présentation en algèbres de Lie 
différentielles mais ce rappel historique serait bien incomplet si nous ne citions 
pas le travail de Sullivan. Dans (Su), il fournit une représentation du type d'ho-
motopie rationnelle des espaces simpliciaux (nilpotents, de type fini) par des 
algèbres différentielles commutatives graduées. Ici aussi existe une association 
fonctorielle (sous la forme d'un couple de foncteurs adjoints); ici aussi une 
structure de catégorie à modèles fermée permet de définir l'homotopie ( cf. [B-
G]). Un résumé se trouve dans [D] où apparaît pour la première fois la notion 
de formalité. 
Dans la présentation de Sullivan, la définition d'espace formel s'exprime si-
mplement: un espace X est formel si son représentant algébrique est du même 
type d'homotopie que son algèbre de cohomologie rationnelle. En termes d'in-
formations contenues dans la cohomologie, un espace formel est un espace dont 
le type d'homotopie rationnelle est entièrement déterminé par son algèbre de 
cohomologie. 
Dualement, on peut définir les espaces coformels comme ceux dont le type 
d'homotopie rationnelle est déterminé par l'algèbre de Lie d'homotopie. Dans 
la présentation de Quillen, cela équivaut à dire que le représentant algébrique 
de X est du même type d'homotopie que son algèbre de Lie d'homologie. 
Si les espaces formels s'expriment aisément en termes de construction de 
Sullivan, ils se caractérisent aussi dans le contexte de Quilien. Pour cela, il 
nous faut d'abord expliciter la notion primordiale de modèle: 
Un modèle "de Quillen" d'un espace X est une algèbre de Lie différentielle 
graduée, libre comme algèbre de Lie, dans le même type d'homotopie que À(X). 
Tout espace simplicial 2-réduit admet un modèle. 
J .M. Lemaire [Lem2] montre qu'un espace est formel si, et seulement si, il 
admet un modèle à différentielle purement quadratique ( c'est-à-dire tel que la 
différentielle d'un générateur d'algèbre de Lie s'exprime en fonction de crochets 
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de longueur 2). Nous voici maintenant prêts à étudier ces notions de formalité 
et coformalité à travers la théorie de Quillen. En fait, nous allons nous situer 
dans un cadre plus général: l'homotopie modérée. 
Cette théorie a pris naissance dans l'article "Tame Homotopy Theory" [Dwl] 
de W.G. Dwyer. En mêlant la construction de Quillen et les algèbres de La-
zard, Dwyer construit un pont (que nous notons toujours.\) entre l'algèbre et 
la topologie, joignant les espaces simpliciaux (3-réduits) aux algèbres de Lie 
différentielles graduées (2-réduites) définies sur 1. Ceci lui permet de considérer 
un type d'homotopie moins grossier que l'homotopie rationnelle: le type d'ho-
motopie modérée (sa définition est rappelée en 2.1.13). Il prend en compte 
une partie de la torsion des groupes d'homotopie en se limitant aux rangs pour 
lesquels la puissance réduite de Steenrod n'intervient pas. Par exemple la 2-
torsion n'apparaît que dans le premier groupe d'homotopie; la 3-torsion d'un 
ensemble simplicial 3-réduit est tuée dès le groupe de dimension 6. 
Si la majeure partie des techniques du cadre rationnel s'adapte ici, notons 
cependant que certaines n'existent plus. Par exemple, la présence de torsion 
homologique pour un espace X se traduit au niveau des modèles par l'appari-
tion d'une partie linéaire pour la différentielle et la notion de modèle minimal 
disparaît. Nous pouvons dès à présent pressentir les difficultés que nous renco-
ntrerons pour la définition de formel dans ce cadre. 
Passons maintenant à la description explicite de ce travail. 
La théorie de la perturbation est déjà apparue dans l'approche des problèmes 
de formalité et de coformalité [Fé] [H-S] [La] [Ta]. Son principe consiste 
à partir d'une situation simple ( en l'occurence celle des espaces formels ou 
coformels) et à la perturber pour retrouver le cas considéré. L'espace cherché 
apparaît alors comme une déviation de la situation standard, déviation que l'on 
mesure à l'aide d'un objet algébrique qui se trouve généralement être une classe 
de cohomologie particulière. 
Les suites spectrales constituent un exemple générique d'approximation; rap-
pelons en brièvement l'idée directrice: nous partons d'un objet différentiel filtré 
L qui fournit une suite d'objets analogues bigradués Er(L), reflétant de plus 
en plus fidèlement la cohomologie de L. Une fois choisi l'indice r, l'étude de 
L se ramène ainsi à celle de la perturbation d'un objet bigradué. Ce travail a 
déjà été mené à bien par Halperin et Tanré [H-T] dans le cadre des algèbres 
différentielles commutatives graduées; nous le transposons ici aux algèbres de 
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Lie différentielles graduées sur un anneau commutatif R. Pour cela nous par-
tons d'un modèle (bigradué) de Er(L), et en perturbant la différentielle (et le 
morphisme, cf. 1.3.7) nous construisons un modèle (filtré) de L. En termes 
d'informations contenues dans un modèle, ce processus consiste à réintroduire, 
par le biais d'une perturbation, toute l'information perdue par le passage au 
r-ième étage de la suite spectrale. La démonstration occupe le premier chapitre. 
La notion de coformalité (modérée) que nous proposons au deuxième cha-
pitre est naturelle dans ce contexte: une algèbre de Lie différentielle graduée 
L est coformelle si elle est dans le même type d'homotopie que son algèbre 
de Lie d'homologie. La liaison avec le premier chapitre découle de la filtration 
particulière de L obtenue en considérant tous ses éléments comme étant de degré 
filtrant O et en choisissant r = l. La perturbation amenée par le premier chapitre 
mesure alors la non-coformalité de L. En guise d'exemples remarquons que les 
sphères, les produits d'espaces d'Eilenberg-MacLane sont coformels modérés. 
Par contre, les suspensions ne le sont généralement pas; un espace de Moore 
dont le groupe d'homologie a de la torsion n'est pas coformel modéré. 
En prenant des CW-complexes de dimension finie, on peut travailler à coef-
ficients, non pas dans un système d'anneaux, mais dans un seul anneau ?R, no-
tamment l'anneau du système qui correspond à la dimension maximale. C'est-
ce qu'a fait Anick dans [An3] où il associe (non fonctoriellement) à chaque 
CW-complexe X une ?R-algèbre de Lie L(X) dont l'algèbre enveloppante est 
un ?R-modèle d'Adams-Hilton de X. C'est dans ce cadre que nous situons le 
troisième chapitre. En ne considérant que des CW-complexes à homologie sans 
torsion nous obtenons des résultats et des notions analogues au cas rationnel: 
existence et l'unicité d'un modèle minimal, une notion de ?R-formalité et une 
suite d'obstructions à la ?R-formalité qui est constituée de classes de cohomolo-
gie de Harrison. Comme exemples nous mentionnons les sphères ainsi que leurs 
bouquets et produits et les espaces projectifs complexes. 
Ensuite nous nous tournons vers les algèbres tensorielles. En effet, en con-
sidérant ( comme précédemment) des G'ili/-complexes de dimension finie et sans 
torsion homologique, ?R-localisés, nous obtenons des résultats analogues aux 
précédents: l'existence et unicité d'un modèle d' Adams-Hilton minimal, une 
notion de ?R-AH-formalité et une suite d'obstructions à la ?R-AH-formalité qui 
est constituée de classes de cohomologie de Hochschild. 
Le lien entre les deux approches s'établit à l'aide du théorème 3.6.8 où nous 
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montrons que dans certains degrés, la cohomologie de Harrison s'injecte dans 
celle de Hochschild. Ce résultat qui généralise celui de Barr [Bar] dans le cas 
rationnel, nous permet de montrer que les notions de ~-formalité et de ~-AH-
formalité sont équivalentes. Si ~ = Q, ce théorème est démontré par Merle 
[Me]. 
Dans le paragraphe 3. 7 nous considérons une autre définition de ~-formalité 
de CW-complexe de dimension finie, qui fait intervenir l'algèbre des cochaînes 
singulières cubiques et l'algèbre de cohomologie du CW-complexe. Celle-ci a 
l'avantage de s'étendre au cas des CW-complexes avec torsion homologique. 
Nous montrons qu'elle généralise la notion précédente. Ainsi, les espaces de 
Moore, leurs bouquets et plus généralement les suspensions sont ~-formels. 
En 3.7.17, nous comparons la notion de ~-formalité à celle de p-AH-formalité 
d'Anick (existence d'un modèle d'Adams-Hilton sur Z/pZ à différentielle qua-
dratique). 
Finalement nous nous posons la question de l'existence d'une notion de for-
malité repérable non pas au niveau du complexe de cochaînes, mais de l'algèbre 
de Lie d'Anick. Nous proposons de telles notions que nous appelons "type Fl", 
"type F2", "type F3". 
Vll 
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1 
1 .. 1 .. Définitions et notations .. 
1.1.1. Soit Run anneau commutatif unitaire dans lequel 2 et 3 sont inversibles. 
Un R-module gradué (resp. bigradué) M* (resp. M*,") est une somme 
directe M = EBiEZ Mi (resp. M = EBi,jEZ Mi,j) de R-modules. 
On dit qu'une flèche f: M-+ M'entre R-modules gradués (resp. bigradués) 
est de degrép (resp. de bidegré (P1,P2)) si f:M*-+ M*+P (resp. f:M*,•-+ 
lvl*+P1 ,•+p2 ). 
La suspension CJ M d'un R-module gradué M est le R-module gradué défini 
par (CJM)* = M*-1· 
Un R-module gradué M est dit s-réduit, si M<s = O. 
Le produit tensoriel M 0 N de deux R-modules gradués est un R-module 
gradué défini par (M 0 N)* = EBi+i=* Mi 0R Nj, Si J: M -+ M', 9: N -+ 
N' sont des flèches de R-modules gradués de degrés respectifs lfl, 191 alors 
f09:M@N--t M'@N' est définie par (f09)(m0n) = (-l)l 9 llmlf(m)09(n); 
elle est de degré lfl + 191• 
1 
2 Chapitre 1. Perturbation d )algèbres de Lie diff. graduées 
Une R-algèbre associative graduée A est un R-module gradué muni d'une 
loi multiplicative associative et distributive par rapport à la loi de module. 
L'algèbre tensorielle T(M) sur un R-module gradué libre M est la somme 
directe œi~O Ti(M) où: T 0 (M) = R, Ti(M) = Ti-l(M) ® M pour i ~ 1. 
T(M) est une algèbre associative graduée, pour le produit ®· La graduation 
TtNI) est appelée graduation par longueur des mots. 
1.1.2. Une R-algèbre de Lie graduée est un R-module gradué L muni d'une 
flèche linéaire de degré 0, notée [, ] : L ® L ---+ L telle que 
[a, b] = (-l)lallbl+ 1 [b, a] (antisymétrie), 
(-l)lallcl[a, [b, c]] + (-l)lbllal[b, [c, a]]+ (-l)icllbl[c, [a, b]] = 0 (Jacobi), 
pour a, b, c E L de degrés jaj, lbl, ici respectivement. Une flèche f: L ---+ L' de 
R-algèbres de Lie graduées est une flèche de R-modules gradués, compatible 
avec les crochets: f[a, b] = [f(a),J(b)]. La somme L LJ L' de deux algèbres de 
Lie L, L' est communément appelée produit libre. Remarquons qu'on peut 
munir toute R-algèbre associative d'une structure d'algèbre de Lie en posant 
[a, b] =a. b - (-l)lallblb. a. 
Soit M un R-module gradué. On note L(J\,1) la R-algèbre de Lie libre sur 
M. Si M est un R-module gradué libre, l'hypothèse ½, ½ E R entraîne que 
L(M) n'a pas de torsion ([Hil]). En considérant T(M) comme une R-algèbre 
de Lie graduée, L(M) est la sous-algèbre de Lie de T(M) engendrée par M. Ce 
faisant, elle hérite de la graduation en longueur des mots de T(M) : 
L(M) = EB Li(M) 
i~O 
appelée ici graduation par la longueur des crochets. Notons enfin que le produit 
libre de deux R-algèbres de Lie libres L( M) et L( M') est la R-algèbre de Lie 
libre L(M EB M'). 
Une différentielle 80 du R-module gradué M* est une flèche 80 : M ---+ NI 
de R-modules gradués, de degré -1, telle que ô0 oô0 = O. Un R-module 
différentiel gradué (M, 80 ) est un R-module gradué muni d'une différentielle. 
Une R-algèbre associative différentielle graduée ( A, ô) est une R-algèbre 
associative graduée A, munie d'une différentielle d'algèbre, c'est-à-dire d'une 
flèche Ô: A---+ A de R-modules gradués, de degré -1, telle que ÔoÔ = 0 et 
ô(a •a')= ôa •a'+ (-l)lala • ôa' 
1.1. Définitions et notations 3 
Une R-algèbre de Lie différentielle graduée (L, 8) est une R-algèbre 
de Lie graduée L munie d'une différentielle d'algèbre de Lie, c'est-à-dire d'une 
flèche 8 de R-modules gradués, de degré -1, telle que 808 = 0 et 
8[a, b] = [8a, b] + (-l)lal[a, 8b] 
Le produit libre de deux R-algèbres de Lie différentielles graduées ( L, 8), 
(L', 8') est une R-algèbre de Lie différentielle graduée (L LJ L', D) où D satisfait 
à D[a,b] = [8a,b] +(-l)lal[a,8'b], pour a EL, b EL'. 
Définitions 1.1.3. Un R-module différentiel gradué filtré (M, 8, F.,) est 
un R-module différentiel gradué (M, 8) muni d'une filtration par des sous-
modules gradués 
telle que UnEZ FnM = M et 8FiM C FiM, 
Une R-algèbre associative différentielle graduée filtrée (A,8,F.) est 
une R-algèbre associative graduée différentielle (A, 8) munie d'une filtration par 
des idéaux gradués 
telle que UnEZ FnA = A, FpA · FqA C Fp+qA et 8FiA C FiA, 
Soit r un entier positif ou nul. Une R-(r )-algèbre associative différentielle 
bigraduée (A*,*, 8) est une somme directe EBiEZ A*,i de R-algèbres associa-
tives graduées, munie d'une flèche de R-modules 8 de bidegré (-r, r - 1 ), telle 
que 808 = 0 et 
8(a · b) = 8a · b + (-l)lala. 8b 
où !al = ial1 + ial2 ((lal1, lal2) est le bidegré de a). 
Une R-algèbre de Lie graduée différentielle filtrée (L, 8, F,.) est une R-
algèbre de Lie graduée différentielle (L, 8) munie d'une filtration par des idéaux 
gradués 
telle que UnEZ FnL = L, [FpL, FqL] C Fp+qL et 8FiL C FiL, 
Soit r un entier positif ou nul. Une R-(r )-algèbre de Lie bigraduée 
différentielle (L*,*' 8) est une somme directe EBiEZ L*,i de R-algèbres de Lie 
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graduées, munie d'une flèche de R-modules â de bidegré (-r,r -1), telle que 
ÔoÔ = 0 et 
â[a, b] = [âa, b] + (-l)lal[a, âb] 
où lai = lal1 + ial2 ((lali, lal2) est le bidegré de a). 
Dans 1.1.4 et 1.1.5, l'expression "objet", désigne un module, une algèbre 
associative ou une algèbre de Lie. 
Remarques 1.1.4. 1) Si (C*,*' â) est un R-(r)-objet bigradué différentiel, alors 
le complexe total (T ot*C, â) défini par 
TotnC ~r ~ C· · L i,1 
i+j=n 
est un R-objet gradué différentiel. On dira que TotnC est la partie de C*,* de 
degré total n. 
2) Si (C*,*'â) est un R-(r)-objet bigradué différentiel, alors (C,â,F,.) défini 
par 
est un R-objet gradué différentiel filtré. 
Définition 1.1.5. Le R-(r )-objet bigradué différentiel ( C*,*' â) est dits-réduit 
si TotiC = 0 pour i < s. 
1 .. 2 .. Un modèle bigradué .. 
Définitions 1.2.1. Soit R-DGLA la catégorie des R-algèbres de Lie graduées 
différentielles. Une flèche f: L-+ L' de R-DGLA (notée ':::!.R) est un R-quasi-
isomorphisme si H*(f) est un isomorphisme. 
Un objet R-cofl.brant de R-DGLA est un couple formé d'une algèbre de 
Lie libre sur un R-module gradué libre et d'une différentielle en faisant une 
R-algèbre de Lie différentielle graduée. 
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Un R-modèle (L(V), 8, µ) d'une R-algèbre de Lie différentielle graduée (L, li) 
est un R-quasi-isomorphisme µ: (L(V), 8) -+ (L, li), de source un objet R-
cofibrant. 
Un R-modèle d'une flèche f: (L, li) -+ (L', li') de R-DGLA est la donnée 
d'un diagramme commutatif: 
(L,ô)~-
1
-. _f __ (L'( 
(L LJ L(V), 8) 
où j est l'inclusion canonique dans le produit libre ( comme R-algèbres de Lie), 
µ est un R-quasi-isomorphisme et le quotient (L(V), 8) de (L LJ L(V), 8) par 
l'idéal engendré par (L, 8) est un objet R-cofibrant. 
Les définitions ci-dessus s'adaptent mot pour mot aux cas bigradué et filtré. 
Nous parlerons alors de R-(, )-modèle bigradué ou de R-modèle filtré. 
Proposition 1.2.2. Soit (A*,*' 8A)~(B*,*' 8B) une flèche de R-(, )-algèbres 
de Lie bigra.duées différentielles s-réduites (s ~ 1). Alors a a.dmet un R-(, )-
modèle bigra.dué. 
Corollaire 1.2.3. Toute R-(r )-algèbre de Lie bigraduée différentielles-réduite 
admet un R-(,)-modèle bigradué. 
PREUVE DE LA PROPOSITION: Nous construisons un R-(, )-modèle de Œ par 
récurrence sur le degré total. 
Supposons avoir obtenu '!/J: (A LJ L(W),8)-+ (B,8B) tel que 
(i)n West un R-module libre bigradué, engendré par des éléments de degré 
total t, s ~ t ~ n 
(ii)n TottH('l/J) est un isomorphisme pour t ~ n - l 
(iii )n T otnH( 'l/J) est surjective. 
Notons C = ffiti+t
2
=n+I coker Ht 1 ,t 2 ('!/J). Pour chaque (ii, t2) tel que t1 + t2 = 
n + l, prenons le premier terme 1r': Wth -+ Ct1 ,t2 d'une résolution libre de 
Ct1 ,t2 , Il existe une flèche 1r: (Wf1 ,t 2 ,0)-+ (Bt 1 ,t2 ,8B) telle que le diagramme 
1 H(rr) 
wt 1 ,t2 ---Ht 1 .t2(B*,*'8B) 
~l 
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commute. Posons W' = ffit1 +t2=n+l w;l ,t2 et étendons la différentielle Ô au 
produit libre A LJ L(W EB W') par âiw' = O. Prolongeons î/J sur A LJ L(W EB W') 
en posant î/Jlw' = 1r. Alors 
est surjective et nous obtenons (iii)n+i• 
Ensuite notons K = ffiti+t 2=n ker Ht 1 ,t2 (î/J). Pour chaque (t1, t2) tel que 
t1 + t2 = n, prenons le premier terme ir': ½1 ,t 2 -+ Kt 1 ,t 2 d'une résolution libre 
de Kt 1 ,t 2 et ir: (½ 1 ,t 2 , 0)-+ (A LJ L(W EB W'), â) une flèche telle que H(ir) = ii-1• 
Soit Wf~+r,t2-r+l une copie de ½1 ,t 2 en bidegré (t1 +r, t2 -r+l). Posons W" = 
ffit1+t2=n+l w;~,t2 et étendons Ô sur A lJ L(W EB W' Ef) W") par âiw" = *lv 
à travers les isomorphismes vV~+r,*-r+l ~ V*,*. Il reste à remarquer que î/J se 
prolonge à vV", de façon compatible aux différentielles et aux bigraduations, et 
que 
est un isomorphisme. Nous avons ainsi (ii)n+l· En remplaçant dans l'énoncé 
de (i)n le R-module W par WEB W' EB W" nous obtenons (i)n+l. D 
NOTE. Dans l'appendice de ce chapitre, on peut 
trouver les énoncés 1.4.1, 1.4.2, 1.4.3, 1.4.4, qui sont 
les analogues de 1.2.1, 1.2.2, 1.2.3, 1.3.7, dans le cas 
des algèbres associatives différentielles graduées. 
1 .. 3 .. Théorème de perturbation .. 
Rappels 1.3.1. Soit (M, â, F.,) un R-module gradué différentiel :filtrés-réduit. 
Alors la filtration F,,, de (M, â) définit une suite spectrale (Er(M), âr) de la 
façon suivante: 
z;,q(M) = {a E FpMp+qlâa E Fp-rMp+q-d 
B;,q(M) = {âb E FpMp+qlb E Fp+rMp+q+i} = az;+r,q-r+i(M) 
E;,q(M) = z;,q(M)/ z;=L+r+1(M) + B;;-/(M) 
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En particulier, E~,q(M) = (FpM / Fp_1M)p+q et E~,q(M) ~ Hp+q(FpM/ Fp-1M). 
On notera également 
z;, z;,q pour z;,q(M) 
B;, B;,q pour B;,q(M) 
E;,E;,q pour E;,q(M). 
Définissons z~ = nr z;' B~ = Ur B; et E~ = z~ / B~. 
Définition 1.3.2. Avec les notations de 1.3.1, on dit que la filtration F,. est 
bornée, si pour chaque degré n il existe des entiers a( n) et w( n) tels que 
Fo:(n)]\/fn = 0 et Fw(n)Mn = Mn, 
Proposition 1.3.3 ([McC, Th. 2.1.]). Avec les notations de 1.3.1, si la filtra-
tion F,. est bornée, la suite spectrale (Er(NI), 8r) converge vers H(lvl), c'est-à.-
dire 
EC::q ~ FpHp+q(M)/ Fp_1Hp+q(M) 
où FpHp+q(M) = im {i*: Hp+q(FpM)--+ Hp+q(M)}. 
Proposition 1.3.4 ([McC, Th. 3.2.]). Soit f: (M, 8, F,.) ---+ (M', 8', F~) une 
flèche de R-modules gradués différentiels filtrés s-réduits; elle induit une flèche 
de suites spectrales Er(!): (Er (M), 8r) --+ (Er(M'), 8'r). Alors si En°(!) est 
un isomorphisme pour un no donné, En(!) l'est aussi pour tout n ~ n 0 • Si les 
filtrations sont bornées, f induit un isomorphisme H(f): H(M, 8) --+ H(M', 8'). 
Remarque 1.3.5. La proposition 1.3.4 ainsi que le reste du chapitre peuvent 
se généraliser dans le cas des filtrations complètes et exhaustives ( cf. [McC, § 
3.1.)). 
Remarque 1.3.6. Si M a une structure de R-algèbre de Lie (resp. de R-
algèbre associative) nous obtenons une suite spectrale de R-algèbres de Lie 
(resp. R-algèbres associatives). Les énoncés 1.3.1-1.3.5 restent inchangés dans 
ces deux cas. 
Théorème 1.3.7 (de perturbation). Soit (L,8,F.) une R-algèbre de Lie 
graduée différentielle filtrées-réduite à filtration bornée; soit r ~ 0, (Er(L ), 8r) 
est une R-(r )-algèbre de Lie bigraduée s-réduite. Soit (L(V), d, 'ljJ) un R-(r )-
modèle bigradué de (Er(L), 8r). Alors il existe un R-modèle filtré de (L, 8) de 
la forme (l(V), d + T, </>) avec Er(</>)= 'ljJ. 
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PREUVE: 
Raippelons que, dans Vp, L(V)p, Zp(L), Ep(L), l'indice 
p désigne la première graduation; le degré total est 
representé par Totn V, Totnl(V), TotnE(L). 
Définition 1.3.8. Un couple approximant ( 8, ç) est une paire de flèches: 
8 est une dérivation de L(V) de degré -1 et ç: L(V) -----t L un morphisme de 
R-algèbres de Lie graduées tels que pour tout p 2:. 0 
(1) 8: Vp -----t ffij~p-r L(V)j 
(2) ç: Vp -----t z;(L) 
(3) 8 et ç relèvent respectivement d et 'lj). 
Lemme 1.3.9. Il existe un couple approximant ( 8, ç). 
PREUVE: Posons 8 = d. Nous avons pour tout p 2:. 0 
z;(L). 
Comme Vp est un R-module libre, on peut relever 'l/J/v, en Çp, Prenons ç/v, = Çp 
p p 
pour tout p et prolongeons ç comme morphisme de R-algèbres de Lie .. 
Lemme 1.3.10. Soit i ~ 0 et (8(i),Ç(i)) un couple approximant avec les pro-
priétés suivantes pour tout p 2:. 0 
8(i): Vp -----t EB L(V)j, 
j~p-2r-i 
Alors il existe un couple approximant ( 8(i+l), Ç(i+l)) satisfaisant pour tout p ~ 0 
à I Ai+1 1 J I Bi+1 j et 
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Remarque 1.3.11. D'après le lemme 1.3.9 il existe un couple approximant 
(b(o),Ç(o))- Le lemme 1.3.10 nous permet de construire une suite de couples 
approximants (8(i), Ç(i))iEN• La filtration de L ~tant bornée, il existe pour 
chaque n des entiers a' ( n) et w' ( n) tels que 
Ej,n-/L) = 0 pour j ~ a'(n) et j ~ w'(n). 
D'après la construction du modèle bigradué ( cf. 1.2.2), il est de même pour 
L(V): il existe des entiers a(n) et w(n) tels que 
L(V)j,n-j = 0 pour j ~ a(n) et j ~ w(n). 
autrement dit 
EB L(V)j = 0 et EB L(V)j = TotnL(V). 
j~cx(n) j~w(n) 
Pour chaque degré ( total) n il existe donc un indice i( n) ~ 0 tel que 
déf 
{ 
Ôi(n) ITotn V= Ôi(n)+l ITotn V= · · · = b(n) 
déf 
Çi(n)ITotnV = Çi(n)+llTotnV = · · · = ç(n) 
En posant DiTotn V= 8(n) et 21Totn V= ç(n) pour tout n, nous obtenons un 
couple approximant (D, 2) avec D 2 = 0 et 2D -82 = O. Ce couple est un bon 
candidat pour (d + T, </>), il reste à vérifier que 2 est un R-quasi-isomorphisme: 
considérons la filtration Ftl(V) = ffi j~t L(V)j de (L(V), D) et la suite spec-
trale associée. Comme D: Fpl(V) -t Fp-rl(V), nous avons z;(L(V)) = 
Fpl(V) = ffii~P L(V)j. D'autre part, comme 2: Fpl(V) -t z;(L), 2 est un 
morphisme qui respecte les filtrations. Il induit donc un morphisme de suites 
spectrales. Nous avons Er(2) = 'ljJ; d'après la proposition 1.3.4, 2 est un R-
quasi-isomorphisme. Ainsi en prenant d + T = D et q> = 2 nous avons démontré 
le théorème. 
PREUVE DU LEMME 1.3.10: Nous allons construire une suite de couples approx-
imants (8cx, Çcx)cx;?;s avec ( b8 , Çs) = ( Ô(i), Ç(i)) et limcx_.00 ( Ôcx, Çcx) = ( Ô(i+l), Ç(i+l)). 
Ces couples auront les propriétés suivantes: 
1 Xcx 1 (8cx,Çcx) satisfait à I Ai 1, 1 Bi I sur tout V et I Ai+l 1, 1Bi+11 sur Tot~aV. 
1 Ycx I pour tout p ~ 0, 
{ 
8a - 8(i): Vp -t i~~-i L(V)j 
ça - Ç(i): Vp -t z;_i(L) 
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1 Za I pour tout 1 ~ Œ -1, (8-y,ç..y) = (8a,ça) sur Tot~-yV et sur Tot;;:::a+i V. 
Supposons avoir construit (88 ,ç8 ), ... ,(8a-1,Ça-1) et construisons (8a,ça), 
Pour cela nous allons utiliser deux fonctions auxiliaires f, g en posant 8a = 
8a-1 - f, Ça = Ça-1 + g avec f, g = 0 sur Totj V pour j =/ a, f de degré -1 et g 
de degré O. Ces fonctions auront les propriétés suivantes pour tout p ~ 0: 
(1) si i ~ 0, g: Vp-+ z;=t(L) 
(2) si i ~ 1, · P Wj~p-r-i 1 
{ 
f' V, -+ ffi L(V) · 
g: vp-+ z;_lL) 
Lemme 1.3.12. Pour avoir les propriétés I Xa 1 1 Ya I j Za j il suffi.t d'avoir 
des fonctions f, g comme ci-dessus, telles que pour tout p ~ 0, 
C!J 8;_1 - 6a-if: Vp,a-p -+ ffii~p-2r-i-1 L(V)i 
lttl Ça-1(8a-l - f)- 8'(ça-1 + g): Vp,a-p-+ z;_r-i-1(L). 
PREUVE DU LEMME 1.3.12: Il est clair que indépendamment du choix de f, g 
on a déjà I Ya j et j Za j . Montrons qu'on a j Xa ,. Comme pour tout p ~ 0, 
8a -8a-1 = f: Vp -+ ffii~p-r-i L(V)j, nous avons pour tout p ~ 0, 8; -8;_ 1 = 
8a(8a - 8a-1) + (8a - 8a-1)8a-1: Vp-+ ffij~p- 2r-i L(V)i c'est-à-dire I Ai I sur 
tout V. 
Restreignons-nous maintenant à Totj V pour j ~ a-1. Là-dessus, 8a = 8a-1, 
et donc aussi 8; = 8;_ 1. Comme 8a-l y satisfait à J Ai+1 1 par récurrence il 
en est de même pour 8a, 
Il nous reste donc à montrer que pour tout p ~ 0, 
8;: "v;,a-p -+ ffi j~p- 2r-i-l L(V)j. Mais 8a baisse le degré total de 1, et en degré 
total a-1, on a 8a = 8a-1• Donc sur Vp,a-p, pour tout p ~ 0, 8; = 8;_ 1 -8a-1f 
et il suffit d'appliquer E) . 
Pour les mêmes raisons que précédemment et indépendamment du choix de 
f, g, la paire (8a, Ça) satisfait à j Bi I sur tout V et à I Bi+1 j sur Tot~a-1 V. Il 
reste donc à montrer que pour tout p ~ 0, Ça6a - 8ça: Vp,a-p-+ z;_r-i-l(L). 
Pour cela on applique I H 1 . La méthode est entièrement analogue à celle 
utilisée pour démontrer le point E) . D 
SUITE DE LA PREUVE DE 1.3.10: Il s'agit donc de trouver f, g satisfaisant à 
0, lttl. 
1. Le cas i = O. Posons f = 0, et donc 8(l) = 8(o) = 8a pour tout Œ ~ s. 
Comme 8a, relève d et d2 = 0, nous avons [!]. 
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Il reste à déterminer g. Considérons le diagramme suivant: 
zr-l(L) 
p-1 
Autrement dit 
(1) ç8(1) - 8( ç + g ): Vp,a-p -+ ker proj = z;=~-i (L ). 
Il reste à montrer que cette flèche va dans z;_r-l (L). D'après (1) nous avons 
(2) ç 8(1) - 8( ç + g ): Vp,a-p --t Fp-r-1 ( L ). 
D'autre part 8[ç8(1) - 8(ç + g)] = 8ç8(1), et par récurrence, pour tout p? 0, 
Il s'ensuit: 
c'est-à-dire que pour tout p ? 0 
(3) 
D'autre part, nous savons que pour tout p? 0, 8[1): Vp-+ Et\~p-2 r-l L(V)j 
(4) 
La différence entre (3) et (4) est précisément 8ç8(1), de but z;_2 r_ 1(L). Donc, 
pour tout p ? 0, 
8[ç8(1) - 8(ç + g)]: Vp,a-p --t Fp-2r-1(L) 
et ceci combiné avec (2) entraîne I H 1, 
2. Le cas i > O. 
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Introduisons une nouvelle notation: pour tout p ~ 0, P et Q seront les 
composées 
Montrons que d'après j Xa-l 1, dP = O. Nous avons pour p + q ~ a - 1, 
8;_ 1: Vp,q -+ E±\~p-z,-i-l L(V)j. Donc, 8;_ 1: L(V)p,a-1-p -+ Ef\~p-zr-i-l L(V)j. 
D'autre part, d'après la remarque 1.3.11, nous pouvons considérer 8;_ 1 comme 
8;_1: L(V)p,a-1-p -+ z;-2,-i-1 (L(V)). En composant avec 6a,-l: ½,a-p -+ 
ffi j~p-, L(V)j, nous obtenons, pour tout p ~ 0, 
(1) 8!_ 1 : vp,q -+ z;_3,-i-l (L(V)). 
D'après j Ai 1, 8;_ 1 : ½,a-p -+ E9 j~p-Zr-i l(V)J·, et donc d'après (1 ), 8;_ 1 : ½,a-p -+ 
z;~t-i(L(V)), ce qui entraîne d8;_ 1 = 0 et donc dP = 0 sur Vp,a-p, pour tout 
P~ O. 
D'autre part, d'après j Xa-1 1, nous avons pour tout p ~ 0, Ça-16a-1 -
ÔÇa,-1: Vp,a-1-p -+ z;-,-i-1 (L) et donc Ça,-18a-1 - ÔÇa-1: l(V)p,a-1-p -+ 
z;-,-i-1 (L ). Alors, ( Ça,-16a,-l - ÔÇa,-1 )8a-1: Vp,a-p -+ z;-2,-i-1 (L ). Nous 
avons â'Q = p;_z,-iâ( Ça-18a-1 - ÔÇa-1) et 'ljJP = p;_z,-lŒ-18;_ 1. Pour 
montrerque'ljJP = â'Q, ilsuffitderemarquerquep;_ 2,-lç0'-18;_ 1-Ôça-180'_1) = 
O. Mais ce dernier est égal à p;_2,_J Ça-16a-1 - ÔÇa-1 )8a-1 et d'après j X a-1 j 
, nous avons pour tout p ~ 0 
Vp,a-p -
8
-"'--
1
---. l(V)p-r 
Dans le diagramme suivant, 
nous voulons construire un relèvement de P en u'. Pour cela, comme ½,a-p 
est un R-module libre, il suffit que d soit surjectif sur l'image de P. Ce qui 
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signifie que si nous notons [.] la classe d'homologie, pour tout y E Vp,a-p, 
[Py]d = O. Mais H*( ip )[Py]d = [iµPy] 8 r = [8rQy] 8 r = 0 et H*( ip) est un 
isomorphisme; il existe donc y' tel que dy' = Py. On obtient ainsi le relèvement 
u': Vp,a-p-+ L(V)p-r-i cherché, pour tout p ~ O. 
Maintenant, à partir de u' nous allons trouver des morphismes u, v tels que 
Q - ipu = ar V et du = P. 
D'abord montrons que ar( Q- ipu') = 0: nous avons arQ = iµP et arip = ipd * 
ipdu' = iµP = WQ * ar( Q - ipu') = O. L'égalité [( Q - ipu')] 8 r = 0 n'est pas 
toujours vérifiée. Mais nous savons que H*( ip) est surjectif et donc qu'il existe 
pour tout y E Vp,a-p des éléments ay, by tels que 
d 'f d 'f 
Posons u(y) ~ u'(y) + ay et v(y) ~ by, pour tout y E Vp,a-p• Ainsi nous 
obtenons [Q - ipu]8 r = O. D'autre part, duy = du'y + day = du'y = Py. 
Posons f = u sur T ota V et f = 0 sinon. Vérifions que pour tout p ~ 0, f 
satisfait à 
(3) 8;_1 - 8a_iJ: Vp,a-p -+ E9 j~p-2r-i-1 L(V)j, 
Ecrivons 8a-1 = d + Ta-l avec 7 a-1: Vp,a-l -+ E9 j~p-r-l L(V)j. Alors 8;_ 1 -
8a-if = 8;_ 1 -dU-Ta-1U = 8;_ 1 -P-Ta-lU = (Id -projp- 2r_J8;_ 1-Ta-1• 
Nous avons d'une part (par définition du couple approximant) 
E9 L(V)j 
j~p-2r-i-l 
et d'autre part, 
u ( ) Ta-1 ffi 1/p,a-p ----+ L V p-r-i ---+ W j~p-2r-i-l L(V)j 
et donc nous obtenons (3 ). 
Pour obtenir g il faut maintenant relever v. Choisissons g' telle que le dia-
gramme suivant commute pour tout p ~ 0 
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Nous avons donc, 
(4) 
et nous allons modifier g' en g de façon que la flèche aille dans z;_r-i-l (L ). 
Vérifions que la composée de { 4} avec p;_r-i est nulle: 
nous avons P;-r-i( Ça-1 ( Da-1 -f)-8(ça-1 +g')) = Q-p;_r-iÇa-if-8r p;_ig' = 
Q - 'lpU - arv = 0 car arv = Q - 'ljJu. Donc pour tout y E ½,a-p, 
[fa-1(8a-l - f) - 8(fa-1 + g')]y =a~+ 8b~, 
avec a~ E z;=;-i_ 1(L) et b~ E z;=f+1(L). 
Posons g(y) ~f g'(y) + b~ pour tout y E Vp,a-p, et g = 0 sinon. Donc, pour 
tout p ~ 0, 
(5) Ça-1 ( Da-1 - f) - 8( Ça-1 + g ): Vp,a-p -+ z;=;-i-l (L ). 
Il reste à vérifier que cette flèche va effectivement dans z;_r-i-i(L). Nous 
avons d'après {5 }, Ça-1 ( Da-1 - J) - â( Ça-1 + g ): Vp,a-p -+ Fp-r-i-1 (L ). Alors 
8(ça-1(8a-l - f) - â(la-1 + g)] = ÔÇa-1(8a-l - f). L'image de °Vp,a-p par 
( ôa-1 - f) est en degré (total) ~ a-1, nous pouvons donc appliquer l'hypothèse 
de récurrence et écrire 
8ça,-l - Ça,-1 Ôa,-1: EB L(V)p,q -+ z;_r-i-1 ( L ). 
p+q~a-1 
Ainsi, pour tout p ~ 0, 
(âça-1 - ça-18a_i)(8a-1 - f): °Vp,a-p-+ z;_2r-i-1(L). 
D'autre part, 8a-1 ( 8a-1 - f): °Vp,a-p -+ E9 j~p- 2 r-i-i L(V)i d'après nos calculs 
précédents. Donc, pour tout p ~ 0, ÔÇa-1(8a-1 - f): Vp,a-p -+ Fp-2r-i-1(L) 
et la flèche (5) a pour but z;_r-i-i(L). D 
1 .. 4 .. Appendice .. 
Définitions 1.4.1. Soit R-DGAA la catégorie des R-algèbres associatives 
graduées différentielles. Une flèche f: A -+ A' de R-DGAA est un R-quasi-
isomorphisme (noté c::::.R) si H*(f) est un isomorphisme. 
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Un objet R-cofibrant de R-DGAA est un couple formé d'une algèbre ten-
sorielle sur un R-module gradué libre et d'une différentielle en faisant une R-
algèbre associative différentielle graduée. 
Un R-modèle d'une R-algèbre associative différentielle graduée (A, 5) est un 
R-quasi-isomorphisme µ: (T(V), d) --+ (A, 5), de source un objet R-cofibrant. 
Un R-modèle d'une flèche f: (A, 5) --+ (A', 8') de R-DGAA est la donnée 
d'un diagramme commutatif: 
(A, 8)~-
1
-. _! __ (A'( 
(A@ T(V), d) 
où J est l'inclusion canonique dans le produit libre ( comme R-algèbres associa-
tives), J.l est un R-quasi-isomorphisme et le quotient (T(V), d) de (A@ T(V), d) 
par l'idéal engendré par (A, 8) est un objet R-cofibrant. 
Les définitions ci-dessus s'adaptent mot pour mot aux cas bigradué et filtré. 
Nous parlerons alors de R-(r )-modèle bigradué ou de R-modèle filtré. 
Lemme 1.4.2. Soit (A*,*, aA)~(B*,*' aB) une Bèche de R-(r )-algèbres asso-
ciatives bigraduées différentielles s-réduites (s ~ l). Alors a admet un R-(r)-
modèle bigradué. 
Corollaire 1.4.3. Toute R-( r )-algèbre associative bigraduée différentielle s-
réduite admet un R-(r )-modèle bigradué. 
Théorème 1.4.4 ( de perturbation). Soit (A, 8, F.) une R-algèbre asso-
ciative graduée différentielle filtrée s-réduite à filtration bornée; soit r > 0, 
(Er(A), ar) est une R-(r )-algèbre associative bigraduée s-réduite. Soit (T(V), d, 'l/;) 
un R-(r )-modèle bigradué de (Er(A), ar). Alors il existe un R-modèle filtré de 
(A, 8) de la forme (T(V), d + T, </J) avec Er(</J) = 'lj;. 
2 .. 1 .. Quelques résultats et définitions 
Dans [Qul], Quillen définit une théorie de l'homotopie sur une catégorie 
C. Ce point de vue lui permet d'unifier la présentation de théories homo-
topiques, comme celle des complexes de chaînes ou celle des ensembles sim-
pliciaux. Surtout, elle lui fournit de nombreuses équivalences de catégories 
homotopiques. La base de cette conception est la notion de catégorie à modèles 
fermée. 
Définition 2.1.1. Dans une catégorie C, une flèche f: A -t B est appelée 
retract de g: X -t Y s'il existe un diagramme commutatif 
B-----+Y---B 
dans lequel le composé des flèches horizontales est l'identité. 
Définitions 2.1.2. [Qul] Une catégorie à modèles fermée est une catégorie 
C munie de trois classes de flèches, appelées resp. fi.brations, cofi.brations et 
équivalences faibles, vérifiant les propriétés suivantes: 
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(1) C est fermée pour les limites inductives finies et projectives finies. 
(2) Si f, g sont des flèches de C telles que f og est définie, alors si deux 
quelconques de f, g, f og sont des équivalences faibles, la troisième l'est 
également. 
(3) Un retract d'une fibration (resp. cofibration, équivalence faible) est une 
fibration (resp. cofibration, équivalence faible). 
(4) Dans tout diagramme commutatif du type 
B--f-y 
la flèche f peut être relevée en f': B -+ X si l'une des conditions suivantes 
est satisfaite: 
( a) i est une cofibration et une équivalence faible, et p est une fibration 
(b) i est une cofibration, et p est une fibration et une équivalence 
faible. 
(5) Toute flèche f peut se factoriser de deux façons: 
(a) f = poi, avec i une cofibration et une équivalence faible, et p une 
fibration 
(b) f = qoj, avec j une cofibration, et q une fibration et une équiva-
lence faible. 
Un objet *i est appelé initial s'il existe une unique flèche *i -+ X pour tout 
objet X de la catégorie. Un objet M est dit cofibrant si *i -+ lVI est une 
cofibration. 
Un objet *J est appelé final s'il existe une unique flèche X-+ *f pour tout 
objet X de la catégorie. Un objet Fest dit fibrant si F-+ *! est une fibration. 
Toute catégorie à modèles fermée C a une catégorie homotopique associée 
HoC, obtenue à partir de C en inversant formellement la classe des équivalences 
faibles. Il apparaît que Ho C est équivalente à une catégorie plus concrète dont 
les objets sont les objets de C à la fois fibrants et cofibrants et dont les mor-
phismes sont les classes d'homotopie convenablement définies ([Qu2,p.234)). 
Quillen ([Qu2,p.235)) fournit un théorème permettant de construire des équi-
valences entre les catégories homotopiques; Dwyer utilise cette théorie pour 
algébriser le type d'homotopie modérée ( défini ci-après) des ensembles simpli-
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ciaux 3-réduits. Cette notion requiert un système d'anneaux permettant de 
contrôler la torsion: 
Définition 2.1.3. [Dwl] Soit Run sous-anneau de Q. Un R-système modéré 
d'anneaux est une suite croissante de sous-anneaux de Q, (Rj)f~o, telle que 
R C R 0 et tout entier k vérifiant 2k - 3 < j soit inversible dans Rj. 
Soient (R*), (R~) deux R-systèmes d'anneaux. On dit que (R*) est plus fin 
que (R~), et on note (R*) >--(R~) si Rk CR~ pour tout k. 
Notations 2.1.4. Notons Qn le plus petit sous-anneau de Q contenant 1/p 
pour tous les entiers inférieurs ou égaux à n. La condition imposée au système 
modéré s'écrit alors: 
R Ç Rj et Q[it3] Ç Rj, pour tout j, où [i; 3 ] désigne la partie entière de i;3 . 
Ainsi (Q[~]) est le 7/_ [½, ½]-système modéré d'anneaux le plus fin possible. 
Remarque 2.1.5. Comme il est déjà remarqué dans [An3],[Dwl],[S-T2], 
la théorie de l'homotopie modérée s'adapte au cadre des espaces 2-réduits à 
condition de modifier le système d'anneaux. Dans ce cas, la propriété demandée 
devient: 
Tout entier k vérifiant k - 2 < j est inversible dans Rj, i.e. R Ç Rj et 
Qj+2 Ç Rj, pour tout j ~ 2. 
Nous ne développerons les preuves que dans le cadre de 2.1.3, l'adaptation 
étant sans problème. 
Théorème 2.1.6 [Dwl]. Soit s ~ 2. Pour chaque R-système modéré 
d'anneaux (R*), la catégorie des R-algèbres de Lie différentielles graduées s-
réduites, notée R-DGLAs est une catégorie à modèles fermée, avec comme 
(1) fibrations les flèches f surjectives en degrés > s pour lesquelles 
Hs+k(ker f) est un Rk-module et le conoyau de Hs+k(f) sans p-torsion 
pour p inversible dans Rk, 
(2) équivalences faibles les flèches g telles que Hs+k(g) ® Rk soit un iso-
morphisme pour tout k ~ 0, 
( 3) cofi bra tions les flèches i ayant la propriété ( 4b) de 2.1. 2. 
Les R-algèbres de Lie différentielles graduées libres sur des R-modules libres 
sont des objets cofi.brants de R-DGLAs [Dwl,th.7.1.]. Les objets nbrants L de 
R-DGLA 8 sont ceux pour lesquels Hs+k(L; R) est un Rk-module. Les flèches 
qui sont à la fois des nbrations et des équivalences faibles sont les applications 
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surjectives induisant un isomorphisme en homologie à coeflicients dans R. 
Théorème. 2.1.7 [Dwl]. Soit s): 2 un entier et (R*) un R-système modéré 
d'anneaux. La catégorie des ensembles simpliciaux ( s + l )-réduits, notée SSs+1 
est une catégorie à modèles fermée, avec comme 
(1) cofibrations les applications injectives, 
(2) équivalences faibles les applications f telles que 7fsH+1(IJI) 0 Rk soit 
un isomorphisme pour tout k ): 0 ( où IJI est la. réalisa.tian de J ), 
(3) fibrations les flèches payant la. propriété (4a.) de 2.1.2. 
Tout objet de SSs+i est cofi.brant; les objets fi.brants sont les complexes de 
Kan X pour lesquels 7fs+k+1(X) est un Rk-module. 
Remarque 2.1.8 [Dwl]. Une flèche f est une fibration de SSs+l pour laquelle 
R0 0 7r s+l (J) est surjective si, et seulement si, elle est une fibration de Kan 
vérifiant pour tout k ): 0: 7fsH+i(ker f) est un Rk-module et cokerns+k+ 2 (J) 
est sans p-torsion pour p inversible dans Rk+1, où ker f désigne la fibre de f. 
Théorème 2.1.9 [Dwl]. Il existe une paire de foncteurs 
À: SSs+l --- R-DGLA 8 : µ 
qui induisent des équivalences de catégories homotopiques déterminées par les 
structures de catégories à modèles fermées décrites ci-dessus. 
Remarques 2.1.10. 1) En prenants= l,R = Q, nous retrouvons la théorie 
d'homotopie rationnelle de Quillen ( cf. [Qu2]). 
2) Les foncteurs,,\ etµ ne sont pas adjoints mais les composés de deux couples 
d'adjoints. 
Définition 2.1.11. Soit (R*) un système modéré d'anneaux. On appelle R*-
équivalences faibles les équivalences faibles de la catégorie R-DGLAs (munie 
de sa structure de catégorie à modèles fermée décrite dans le 2.1.6) et on les 
note ~ ( ou ~ R .. en cas d'ambiguïté). On note de la même façon les équiva-
lences faibles de la catégorie SSs+1 ( cf. 2.1. 7). Ainsi nous avons deux notions 
différentes: 
(1) celle de R-quasi-isomorphisme, notée '.:::'., entre algèbres de Lie différenti-
elles graduées: J en est un ssi Hk(f; R) est un isomorphisme pour tout 
k): O (cf. 1.2.1). 
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(2) celle de R*-équivalence faible, notée ~, dans la même catégorie: g en est 
une ssi Hs+k(f; Rk) est un isomorphisme pour tout k;;;: O. 
La relation entre les deux notions est donnée par: 
Remarques 2.1.12. 1) Soit (R*) un R-système modéré d'anneaux. Dans la 
catégorie R-DGLAs un R-quasi-isomorphisme est une R*-équivalence faible. 
La réciproque est fausse comme le montre l'exemple suivant: 
Prenons s = l,R = 1 et (R*) un système modéré, et soit <f>:(L(t2 ,t 3 ),dt 3 = 
t2)-+ *· Alors <p est une R*-équivalence faible (L(t, dt) est acyclique dans tout 
système modéré d'anneaux) mais pas un R-quasi-isomorphisme 
( car H(L( t, dt); 1) -=!= 0) ( cf. aussi 3.2.1 ). 
2) Rappelons qu'une flèche qui est une R*-équivalence faible et une fibration, 
est un R-quasi-isomorphisme ( cf. 2.1.6). 
Définitions 2.1.13. On dit que deux ensembles simpliciaux X,X' sont dans 
le même type d 'lwmotopie modérée, et on note X ~X', si on a une chaîne 
finie de flèches 
x--- ---X' 
On dit que deux R-algèbres de Lie différentielles graduées L, L' sont dans le 
même type d'homotopie modérée, et on note L~L', si on a une chaîne finie 
de flèches 
L--- ---L' 
Un modèle cofi.brant M(X) de X, est un objet cofibrant de même type 
d'homotopie modérée que X. Un modèle fi.brant F(X) de X, est un ob-
jet fibrant de même type d'homotopie modérée que X. Dans une catégorie à 
modèles fermée tout objet admet des modèles cofibrants, des modèles fibrants, 
des modèles fibrants et cofibrants: 
X --M(X) --FM(X) 
Proposition 2.1.14 [Dwl]. La catégorie R-Chs des R-complexes de chaînes 
s-réduits, possède une structure de catégorie à modèles fermée comme suit: 
les cofi.brations sont les applications injectives dont le conoyau est projectif 
en chaque degré; les équivalences faibles, les flèches f telles que Hs+k(f) 0 
Rk soit un isomorphisme pour tout k et les fi.brations, les flèches p ayant la 
propriété (4a) de 2.1.2. 
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Définitions. 2.1.15 [S-T]. Le foncteur ''abélianisation)) ab: R-DGLAs---* 
R-Chs associe à (L, 8) le module (abL, 80 ), où abL ~f L/[L, L] et 80 est la 
différentielle induite par passage au quotient. En particulier abl(V) ~ V. 
Soit F un foncteur entre catégories à modèles fermées, envoyant des équi-
valences faibles entre objets cofibrants sur des équivalences faibles. Alors on 
peut définir le foncteur dérivé total F de F comme le foncteur induit entre 
les catégories homotopiques. Si F envoie équivalences faibles sur équivalences 
faibles, on note F le foncteur induit. 
Définition 2.1.16 [Ne]. Soit XE Obj(SSs+i), un complexe de Kan, on définit 
les groupes d'lwmotopie à coefficients de la façon suivante: 
* 7rs+k+1(X; Rk) ~f 7rs+k+1(X) ® Rk; 
* si A est un Rk-module cyclique d'ordre fini, 7rs+k+i(X; A) ~f [M(A, s + 
k),X], où [., .] désigne l'ensemble des classes d'homotopie pointée et 
M(A,n) est un complexe de Moore vérifiant Hn(M(A,n);1) ~ A. 
Dans cette définition on suppose k ~ l. Pour k = 0, on pose 7r8 + 1(X; A) 
7rs+i(X) 0 A, ce qui est compatible avec les résultats de [Ne]. 
Théorème 2.1.17 [S-T]. Soit (R*) un système modéré d'anneaux, X un 
complexe de Kan ( s + l )-réduit et >.( X) la R-a.lgèbre de Lie différentielle graduée 
qui lui est associée par le foncteur À de Dwyer. Alors 
(1) Si A est un Rk-module cyclique, 7rs+k+1(X;A) ~ Hs+k(>.(X);A). 
(2) Hs+k+1(X; A) ~ H s+k+i((rnb>.(X); A). 
mod 
(3) Si A' = Rk ou A' est un anneau quotient de Rk, alors 
~ +k+l( ') -~s+k+I( = ( r) 1 , , H--.:,.s X;A ~H o-ab>.X ;A),oulastructured'algebresur 
alg 
le terme à droite provient de la partie quadratique de la différentielle. 
Dans la pratique, un modèle coflbrant de >.(X) fournira l'homotopie, l'homo-
logie et la cohomologie modérées de X. 
2 .. 2.. Coformalité modérée .. 
Définition 2.2.1. Soit (L, 8) une R-algèbre de Lie différentielle graduée et 
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(R*) un R-système modéré d'anneaux. On dit que (L, 8) est coformelle 
modérée ( ou R*-coformelle en cas d'ambiguïté) si (L, 8) et (H(L ), 0) ont 
le même type d'homotopie modérée. 
Soit X un ensemble simplicial ( s + l )-réduit et ..\( X) la R-algèbre de Lie 
différentielle graduée qui lui est associée. On dit que X est coformel modéré 
( ou R*-coformel) si ..\(X) l'est. 
Définition 2.2.2. Soit (L, 8) une R-algèbre de Lie différentielle graduée filtrée 
s-réduite (cf. 1.1.3). Soit (Er(L),8r) le r-ième étage de la suite spectrale 
associée à la filtration. Appliquons le théorème de perturbation 1.3.7 à (L, 8). 
Nous avons la situation suivante: 
(L,8) (Er(L), éY) 
+ + 
(L(W), d + r) (L(W), d) 
Notons q(L(W), d + r) la R-algèbre de Lie différentielle graduée obtenue en 
oubliant la filtration de (L(W), d + r ), et Q(L(W), d) le complexe total défini 
dans 1.1.4. 
Alors on dit que r est une perturbation superflue si q(l(W), d + r) et 
q(L(W), d) sont dans le même type d'homotopie modérée: 
q(L(W), d + r)~q(L(W), d) 
Lemme 2.2.3. Soit X un ensemble simplicial ( s + l )-réduit. Nous pouvons 
E.ltrer À( X) de la manière suivante: 
F_1..\(X) = 0, Fo..\(X) = ..\(X) 
Appliquons le théorème de perturbation à (..\(X), F., ), avec r = l. Nous avons 
la situation suivante 
..\(X) E 1 ..\(X) 
+ + 
(L(W),d + r) (L(W), d) 
Alors r est une perturbation superflue, si et seulement si ..\(X) (et donc X) est 
coformelle modérée. 
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PREUVE: Avec ce choix de filtration, nous avons E 1 ,\(X) (H(,\(X) ), 0). 
Donc l'existence d'une perturbation superflue entraîne celle d'une chaîne de 
flèches 
,\(X)+=- q(l(W), d + r) ~ ... ~ q(l(W), d) ~ E 1 ,\(X) = (H(,\(X)), 0) 
et ,\(X) est dans le même type d'homotopie modérée que H(,\(X)). Réciproque-
ment, si (l(W), d+r) et (l(W), d) ne sont pas dans le même type d'homotopie 
modérée, ,\(X) et E 1 ,\(X) ne peuvent pas l'être non plus. D 
Proposition 2.2.4. La coformalité modérée est un invariant du type d'homo-
topie modérée. 
PREUVE: Soit (L, 8)~(L', 8') avec (L, 8) coformelle: (L, 8)~(H*(L; R), 0). 
Nous avons donc 
(L,8)~(L',8') {=} Hs+k(L,8;Rk) ~ Hs+k(L',8';Rk) 
{=} Hs+k(L, 8) 0 Rk 9:! Hs+k(L', 8') 0 Rk 
{=} (H*(L; R), O)~(H*(L'; R), 0) 
{=} (L', 8')~(H*(L'; R), 0). 
ce qui signifie que ( L', 8') est coformelle modérée. 
2 .. 3 .. Exemples .. 
Proposition 2.3.1. Tout H-espace, homotopiquement associatif ( s + 1 )-réduit 
est coformel modéré. 
PREUVE: D'après [S-T ,1.8. et 6.9.], si X est un tel H-espace, ,\(X) a dans 
son type d'homotopie modérée une algèbre de Lie différentielle graduée (L, 8), 
abélienne comme algèbre de Lie, libre comme R-module. Dans ce cas, le R-
quasi-isomorphisme de complexes de chaînes (L, 8) -t (H(L, 8), 0) est un mor-
phisme d'algèbres de Lie et le résultat en découle. 0 
Corollaire 2.3.2. Les espaces d'Eilenberg-MacLane, ainsi que leurs produits 
sont coformels modérés. 
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Jusqu'à présent, la situation modérée est analogue à celle du cadre rationnel. 
Par contre, il n'en est rien pour les suspensions en général, comme le montre la 
suite du paragraphe. 
Proposition 2.3.3. Toute suspension EX E Obj(SSs+i), dont l'homologie 
H*(X; R) est un R-module libre, est coformelle modérée. 
PREUVE: D'après [Dw2], un modèle de I;X est fourni par (L(H(X; R)), 0), 
d'où le résultat. D 
Corollaire 2.3.4. Les sphères sont coformelles. 
Si on autorise de la torsion dans l'homologie, le résultat est faux, même pour 
le cas le plus simple ( du point de vue de l'homologie) des espaces de Moore: 
Rappels 2.3.5. Soit G un groupe abélien, i ~ 2 un entier et R C Q un anneau 
commutatif. Un espace de Moore, noté A1(G; i) est un CW-complexe R-local 
(cf. 3.1.2) tel que H*(M(G; i)) = G 0 R pour* = i et O sinon. Dans le cas 
G = Z/pl, on notera M(p; i) au lieu de M(Z/pl; i). 
Lemme 2.3.6. Les espaces de Moore ne sont pas en général coformels modérés. 
Un modèle cofibrant de M(p;2k + 1) est (L(y,x),8) avec !xi= 2k + 1, !YI= 
2k, 8x = py, 8y = 0 ( cf. [Dw2]). 
PREUVE DU LEMME: Nous avons H2k(L(y, x ), 8) = [y]l/pl et H4 k+ 1 (L(y, x ), 8) = 
[[y, x]]l/pl car 8½[x, x] = p[y, x]. 
Un modèle (L(V), 8) de H*(L(y, x )) commence par 
(L(b, a, c, c', e, e', ... ), 8, 7P) 
avec lal = 2k+l, lbl = 2k, Ici= 4k+l, ic'I = 4k+2, lel = 4k+2, le'I = 4k+3, 8a = 
pb, oc'= pc, Be= [b, a], Be'= [a, a] - 2pe, 'IP(b) = [y]l/pz, 'IP(c) = [(y, x]]l/pl et 
sinon 7P = 0 (sur les générateurs que nous mentionnons). 
Pour obtenir un modèle de (L(x, y), 8) suivant la procédure du premier chapitre, 
on déforme 8 en a+ T avec r(e) = -c, r(e') = -p( e + c'). 
Supposons (L(V), o+r) et (L(V), 8) dans le même type d'homotopie modérée. 
Il suffit alors de considérer les algèbres de Lie d'homologie à coefficients dans 
Z/ pl pour obtenir une contradiction: le crochet des deux classes de plus bas 
degré étant nul dans celle de la première et pas dans celle de la deuxième. 
Autrement dit, le modèle de H*(L(x, y); R) ((ne reconnaît pas" le crochet 
[[y, x]]l/pl• 
2.3. Exemples 
Pour M(p; 2k ), la construction est analogue; 
dans ce cas le modèle de H*(L(y',x');R) (avec lx'l 
reconnaît pas le triple crochet [[y'], [y', x']l 5• 
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3 .. 1 .. Rappels .. 
li 
, 
1111 
1 
Dans ce chapitre R est 
un anneau commutatif uni-
taire, R C Q et½,} ER. 
Nous avons rassemblé dans ce § les constructions (Adams-Hilton), théorèmes 
(Hilton-Roitberg) et théories (Anick, Scheerer-Tanré) utilisés dans la suite du 
chapitre. 
Définition 3.1.1. Soit (L, 8) une R-algèbre de Lie différentielle graduée. Son 
R-algèbre enveloppante universelle est une algèbre associative différenti-
elle graduée U(L, 8), munie d'un morphisme de R-algèbres de Lie différentielles 
graduées n: (L, 8) -+ U(L, 8) tel que si (A, dA) est une R-algèbre associative 
différentielle graduée, et f: (L, 8) ---+ (A, dA) un morphisme de R-algèbres de 
26 
3.1. Rappels 2'7 
Lie différentielles graduées, alors il existe un morphisme unique de R-algèbres 
associatives différentielles graduées J: U(L, 8) -t (A, dA) tel que }oiL = f. 
En particulier, si la R-algèbre de Lie est libre sur un R-module libre, alors son 
algèbre enveloppante universelle est l'algèbre tensorielle sur ce même module. 
Nous considérons U comme un foncteur de la catégorie des R-algèbres de 
Lie différentielles graduées dans celle des R-algèbres associatives différentielles 
graduées. 
Un CW-complexe X est appelé r-réduit s1 le (r - 1)-squelette de X est 
trivial. 
Construction 3.1.2 (CW-complexe R-local) [And]. Soit U(R) = {m E 
l j 1/m E R}. Notons :B la suspension d'espaces topologiques et M(l/p1; i) 
l'espace de Moore (cf. 2.3.6). Soit X un CW-complexe 1-réduit et Kk(X) 
le CW-complexe obtenu en attachant à X un cône sur chaque application 
:BkM(Z/mZ; 1) -t X, pour tout m E U(R) et tout k. Réitérons ce procédé 
en posant K~t1(X) = Kk(Kk(X)) et KR(X) ~f LJ Kk(X). 
Lemme 3.1.3. [And] Avec les notations de 3.1.2, KR(-) est un foncteur et si 
X est 2-réduit, nous avons 
{ 
iI*(KR(X); l) = iI*(X; R), 
7rj(KR(X)) = [KR(Si), X], i ): 1. 
Définition 3.1.4. Un CW-complexe dans l'image de KR(.) est appelé R-local. 
En particulier, une sphère R-locale Sn, n ?: 2, est un G'iN-complexe n-
réduit tel que Hï(Sn) = 0 pour i -/- 0, n et Hn(Sn) e=! R. Un CW-complexe 
R-local r-réduit de dimension m est un CW-complexe construit à partir 
d'un point en attachant succésivement des cônes réduits sur des sphères R-
locales S~, r - 1 ~ n < m. 
Notation 3..1.5. Soit X un CW-complexe 1-réduit, on note ( C*X, ôx) le com-
plexe de chaînes singulières cubiques associé à X, engendré par les cubes non 
dégénérés dont tous les sommets sont au point de base. 
Théorème 3.1.6 [A-H]1. Soit K un CW-complexe 2-réduit R-local. Soit V 
un R-module libre, tel qu'en chaque dimension n, Vn soit en bijection avec 
les (n + l)-cellules R-locales de I<. Soit T(V) l'algèbre tensorielle sur V (cf. 
1 L'énoncé original d'Adams-Hilton est sur l; l'adaptation est sans problème. 
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1.2.1). Alors il existe une différentielle d de degré -1 sur T(V) et un morphisme 
d'algèbres 
0: (T(V), d)-+ (C*DK, ânK) 
tels que H*( 0) soit un isomorphisme. 
On dit que 0 est un R-quasi-isomorpllisme (par analogie avec 1.2.1) et que 
(T(V), d, 0) est un R-modèle d 'Adams-Hilton de K. 
Proposition et Définition 3.1.7 [A-H],[Leml]. Soit J{ un UW-complexe 
R-local, 2-réduit. Si QI{ -+ P J{ -+ J{ est la fibration des chemins de J( et 
(T(V), d, 0) un R-modèle d'Adams-Hilton de J{, alors il existe D, 0' tels que le 
diagramme suivant commute: 
(T(V), d) 0 (C*nK,ôm<) 
l l 
(1) (T(V) ® (R œ aV), D) 0' (C*PK,ôPI<) 
l· l 
(R œ aV,D) 0' (C*K, ôK) 
où 7r est la projection, 7J' (resp. D) sont induits par 0' (resp. D) et 0, 0', 0
1 
sont 
des R-quasi-isomorphismes. 
On appelle (T(V),d)-+ (T(V)®(RœaV),D)-+ (RœaV,D) la co11structio11 
acyclique sur (T(V), d). Remarquons que-cette construction est naturelle, dans 
le sens que f: (T(V), d) -+ (T(V'), d') détermine un diagramme commutatif 
(T(V), d) ___ ! ___ (T(V'), d') 
l l 
(2) !' (T(V) ® (R œ aV), D) -- (T(V') ® (R œ aV'), D') 
l l 
(RœaV,D) 7' (RœaV',n') 
Théorème 3.1.8 [Sch, A.5,A.6]. Soit a: (C, d, F) -+ (C, d, F) une flèche de 
R-complexes de chaînes filtrés, dont la filtration satisfait à 
{ 
Fic= Fic= 0 pour i < 0 
FjCn = Cn, F'jCn = Cn pour j ~ n. 
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Supposons que la suite spectrale associée à Œ donne naissance à un dia.gramme 
commutatif, pour 2 p + q ~ M + 1. 
0 E;,o ® E5,q E;,q Tor (E;-i,o, E5,q) ---0 
(H) l l l 
0 
~2 ~2 
Ep,o ® Eo,q 
~2 
Ep,q 
~2 ~2 
Tor (Ep-I,o, E 0 ,q) ---0 
dont les lignes horizontales sont des suites exactes. Alors on a 
(i) Si E;,o( Œ) est bijective pour p ~ M et surjective pour p = M + 1 et 
si H n ( Œ) est bijective pour n ~ M - 1 et surjective pour n = M, alors 
EJ,q(a) est bijective pour q ~ M - 1 et surjective pour q = M. 
(ii) Si EJ,q( a) est bijective pour q ~ M - 1 et surjective pour q = M et si 
Hn(a) est bijective pour n ~ M et surjective pour n = M + 1, alors 
E;,0 (a) est bijective pour p ~Met surjective pour p = M + 1. 
Corollaire 3.1.9. Soit le diagramme commutatif de CW-complexes 
F ---- E __ P _ _,. B 
~ l· lb 
F'---E'--p-
1
--+B' 
(avec B,B' 2-réduits) où g:J, g::>1 sont des fi.brations et e induit un isomorphisme 
en homologie (à coefficients R). Alors 
(i) si Hp(b) est un isomorphisme pour p ~ M et un épimorpbisme pour 
p = M + 1, alors Hq(f) est un isomorphisme pour q ~ M - 1 et un 
épimorphisme pour q = M. 
(ii) si Hq(f) est un isomorphisme pour q ~ M - 1 et un épimorphisme 
pour q = M, alors Hp(b) est un isomorpbisme pour p ~ M et un 
épimorpbisme pour p = M + 1. 
PREUVE: Posons Jt = p- 1(B(t)) où B(t) est le t-squelette de B. Alors nous 
avons une filtration de E 
E :::::> ••• :::::> Jt :::::> 1t-l :J ... :::::> JO :J 0. 
2 Les hypothèses de [Sch,A.5,A.6] sont moins restrictives; nous n'avons pas besoin de toute 
la généralité de l'énoncé dans la suite. 
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Soit ( C*E, OE) le complexe de chaînes singulières cubiques de E. Il est filtré par 
FtC*E = im (C*P -t C*E). La suite spectrale associée à cette filtration est la 
suite spectrale de Leray-Serre E;,q de la fibration F -t E -t B. Elle satisfait à 
(puisque B est 2-réduit ). En écrivant donc la formule des coefficients universels 
pour C*B à coefficients Hq(F) 
nous obtenons exactement la ligne horizontale de (H) du théorème 3.1.8. La 
flèche e induit une flèche entre complexes de chaînes singulières C*( e) qui re-
specte les filtrations. Cette dernière donne naissance à un morphisme de suites 
spectrales qui nous fournit le diagramme (H) du théorème 3.1.8. 
Les filtrations de C*E et Cj!J satisfont aux conditions exigées par le théorème 
3.1.8. Les assertions (i) et (ii) sont alors des conséquences directes de (i) et (ii) 
de 3.1.8. □ 
Corollaire 3.1.10. Dans le diagramme 
(T(V), d) ___ ! __ ~ (T(V'), d') 
l l 
f' 
(T(V) ® (R EB o-V), D) --(T(V') ® (R EB cr V'), D') 
l l 
7' 1 
( R EB cr V, D) ( R EB cr V', D ) 
nous avons 
(i) si Hp(]') est un isomorphisme pour p ~ M et un épimorphisme pour 
p = M + l, alors H q (!) est un isomorphisme pour q ~ M - l et un 
épimorphisme pour q = M. 
(ii) si Hq(f) est un isomorphisme pour q ~ M - l et un épimorphisme 
pour q = M, alors Hp(]') est un isomorphisme pour p ~ M et un 
épimorphisme pour p = M + l. 
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PREUVE: En nous inspirant de 3.1.9, filtrons T(V)@ (R EB a-V) par Ft(T(V)@ 
(R EB aV)) = T(V)@ (R EB aVkt• Cette filtration fournit une suite spectrale 
E;,q. Faisons de même pour T(V')@(REB aV') et notons E;,q la suite spectrale 
obtenue. Les filtrations sont respectées par f' qui induit donc une flèche de 
suites spectrales E;,q(f'). D'autre part, les filtrations satisfont aux conditions 
exigées par le théorème 3.1.8. 
Montrons maintenant que E;,q et E;,q satisfont à la propriété (H) de 3.1.8. 
Pour cela montrons d'abord que 
(*) 
où on note o-Vp = ( a-V)p, Nous avons le diagramme commutatif 
zi,q = (T(V)@ (R EB aV~p))p+q __ D_ (T(V)@ (R EB o-V~p))p+q-1 = Z~,q-I 
1, 1, 
o Do ~o 
Ep,q = T(V)q @aVp -------T(V)q-1 @aVP = Ep,q-I 
Prenons v E o-Vp, Alors Dv E T(V) @ (R EB a-V) s'écrit Dv = w@ l + w' @ v' 
où w E (T(V))p-1, v' E ½, w' E (T(V))p-1-e avec I!, ~ p. Soit maintenant 
z@v E T(V)q@aVp, Alors D0 (z@v) = pD(z@v) = dz@v. Donc Do= d@l, 
ce qui prouve (*). 
Pour obtenir la forme explicite de D 1 , prenons pour tout s la suite exacte 
(secs) 0 ➔ T(V)@ (R EB aV~s-1) ~ T(V)@ (R EB aV~s) ~ T(V) @aVs ➔ O. 
En combinant dans le diagramme suivant les suites exactes longues d'homologie 
de (secp) (verticale) et ( secp-l) (horizontale) 
l 
Hp+q(T(V)@ (R EB aV~p-1)) 
l (ip). 
Hp+q(T(V)@ (R EB aV~p)) 
l (pp). 
Hq(T(V))@ (aVp) 
~ 1ap 
... +-- Hq(T(V))@ (aVp-1) +--( ) Hp+q-1(T(V)@ (R EB o-V~p-1)) +-- ... 
Pp-1 • l 
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nous obtenons la différentielle D1 comme composée du connectant Op et la flèche 
induite en homologie par S)p-1• Ainsi, si Vp E o-Vp, et Dvp = 1 ®vp-I + I:j Wj ® 
Vp-1-j, nous avons D1vp = (SJp-1)*8PvP = 1 ® Vp-I et donc D 1 = 1 ® D. Ceci 
entraîne que 
et il suffit d'appliquer la formule des coefficients universels ( comme dans 3.1.9) 
pour démontrer le corollaire. □ 
Notation 3.1.11. Soit s un nombre entier~ 1, et p un nombre premier. Notons 
31 ~, z [ (p ~ 1)! l 
N ~f min(sp-1,s + 2p- 3). 
Nous notons ~-DGLA1;'- 1 la catégorie des ~-algèbres de Lie différentielles 
graduées libres à la fois comme algèbres de Lie et comme modules, s-réduites et 
engendrées par des éléments de degrés { s, s + 1, ... , N - l}. D'autre part nous 
notons ~-CW~+I la catégorie des CW-complexes (s + 1)-réduits ~-locaux de 
dimension~ N (cf. 3.1.2). 
Définition 3.1.12 (homotopie dans ~-DGLA1;'- 1 et ~-CW}+ 1 ). Défi-
nissons d'abord l'objet cylindre ( cf. [An2], [S-T2]) de ~-DGLA1;'- 1 . Soit 
(L(V), 8) un objet de ~-DGLA1;'- 1 , alors le cylindre (L(V), 8)1 est 
(L(V œ V' œ a-V'), D) 
où V' est une copie de V et D est donnée par Dv' = ( 80 v )', D(rn 1 = v' - o-80 v' 
et Dv = av où 80 est la partie linéaire de 8, v E V', av' E a V' et v E V. 
Soit i la dérivation de (L(V),8)r définie par i(v) = (JV 1 ,i(v') = i(o-v') = O. 
D'autre part nous avons ,\0 , ,\ 1 : (L(V), 8) =t (L(V), 8)1 comme suit: 
{ 
,\ 0 est l'injection canonique 
À1(v) =V+ Do-v' + :Z:n~l (i~r (v). 
Deux flèches fo, fi: (L(V), 8) =t (L, 8) sont homotopes (à gauche) s'il existe 
F: (L(V), a)r ~ (L, 8) telle que FoÀo = fo, FoÀ1 = fi. 
On vérifie facilement que l'existence de Fest équivalente à celle d'une solution 
F(c,v') à 
(E) 8F(a-v') = fi(v) - fo(v) - F (L (i~r (v)). 
n~l 
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On obtient ainsi la catégorie homotopique associée à 3t-DGLA1_;- 1 , que nous 
notons Ho-3t-DGLA1_;- 1 . D'autre part Ho--3t-CW}+1 désigne la catégorie ho-
motopique associée à 3t-CW}+i · 
Remarque 3.1.13. Le choix de 3t est motivé par le fait que l'expression ,\1 ( v) 
prenne un sens. Remarquons également: 
(1) 3t = RN-l-s, où (R*) est le système d'anneaux modéré le plus fin (cf. 
2.1.4) 
(2) si f est une (R*)-équivalence faible, alors H~N-1(!; 3t) est un isomor-
phisme. 
On démontrera dans 3.2.1 que cette dernière implication admet une réciproque 
dans 3t-DGLA1_;- 1 . 
Théorème 3.1.14 [An3]. Pour chaque objet X de 3t-CW;+ 1 , il existe un 
modèle L(X) dans 3t-DGLA1_;- 1 avec les propriétés suivantes: 
(i) si X= (pt) U e1 U e2 U ... est la décomposition cellulaire 3t-locale de X, 
alors L(X) (sans différentielle) est une algèbre de Lie libre engendrée par 
{ a1, a2, ... } où I ai 1 = dim ( ei) - 1. 
(ii) UL(X) est un 3t-modèle d'Adams-Hilton de X. 
Prenons les structures de catégories homotopiques sur 3t-CW}+ 1 et 3t-D G LA1_;-
1
. 
Alors L(.) induit une équivalence de catégories notée 
HoL: Ho3t-CWi 1 -+ Ho3t-DGLA~-i 
Remarque 3.1.15 [S-T2]. Si X E 3t-CW}+ 1 , on note E's+i(X) le sous-en-
semble de l'ensemble simplicial singulier associé à X, formé des simplexes ayant 
toutes leur i-faces au point de base pour i < s + l. Considérons 3t-DGLA1_;- 1 
comme sous-catégorie de 3t-DGLAs, alors pour tout X E 3t-CW;+ 1 , il existe 
un objet de 3t-DGLA1_;-1 qui représente le type d'homotopie de ,\E's+i(X) dans 
3t-DGLAs, et satisfait aux propriétés (i) et (ii) de 3.1.14. 
Les processus de construction utilisés par Anick et Scheerer-Tanré sont diffé-
rents; l'existence d'une équivalence d'homotopie entre les algèbres de Lie diffé-
rentielles obtenues reste une question ouverte. Dans la suite, nous utiliserons 
la construction de [S-T2], qui est directement reliée à l'homotopie modérée de 
Dwyer [Dwl]. 
34 Chapitre 3. Formalité des CW-complexes de dimension finie 
Proposition 3.1.16. Soit G un groupe abélien libre gradués-réduit (s ): 1) 
et (R*) un R-système modéré d'anneaux. La flèche 
L(G) ®Rn'-+ T(G) ® Rn 
admet un retract en degrés s, ... , s + n + 1. 
PREUVE: Rappelons que la flèche l: L(G) '-+ T(G) est définie par l([g, g']) = 
g ® g1 - (-l)lull9'1g' ® g (cf. 1.1.2). D'après [Qu2,p.281) en tensorisant par Q 
on obtient un retract en tout degré 
p: T( G) ® Q -+ L( G) ® Q 
1 
91 ® · · · ® 9m f----7 -[g1, [gz, • · · [9m-l, 9m] · • • ]] 
m 
On s'aperçoit qu'il suffit d'inverser chaque entier premier p seulement à partir 
du degré où les premiers éléments de longueur de crochet p peuvent apparaître. 
Comme G est s-réduit, en degré s + n + 1, la plus grande longueur de crochet 
possible est [ s+;+1 ] = m. Il faut donc que m soit inversible dans Rn. D'après 
la définition de système modéré d'anneaux (cf. 2 .1. 3), 
· '- 2 R -, Q . · _ [s+n+l] ,,.,,-[n+3] ~ s1 s ? , n =!.. [ !!.p-], mais m - -s- ~ - 2-
o sis= 1, Rn :;;;2 Q[n+z]i mais m = [s+;+ 1] = n + 2 
dans les deux cas, m est inversible dans Rn. □ 
3 .. 2.. Quelques résultats .. 
Proposition 3.2.1. Soit f: (L(V), 8)-+ (L(V'), 8') une flèche de ?R-DGLA~-l 
et (R*) un ?R-système d'anneaux modéré, tel que R~N-s-l = ?R. On a équiva-
lence entre: 
(i) f est une (R*)-équivalence faible (cf. 2.1.6). 
(ii) H*(Uf) est un isomorphisme. 
(iii) H*(abf) est un isomorphisme de ?R-modules gradués. 
(iv) L(abf) est une (R*)-équivalence faible. 
(v) H~N-i(f) est un isomorphisme de ?R-modules gradués. 
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PREUVE: 1 (i) ⇒ (iii) 1 D'après [S-Tl,3.3], le foncteur ab envoie une (R*)-équi-
valence faible entre objets de ?R-DGLA~-l sur une équivalence faible de la 
catégorie ?R-Ch des ?R-complexes de chaînes libres. Une équivalence faible dans 
cette dernière catégorie est un morphisme h tel que Hs+k(h) 0 Rk soit un 
isomorphisme pour tout k ~ O. Mais pour k ~ N - s - l, Rk = ?R et pour 
k ~ N - s, Hs+k(abf) = 0 puisque V, V' sont concentrés en degré inférieur ou 
égal à. N - l. Donc H*(abf) est un isomorphisme en tout degré. 
1 (iii) ⇒ (ii) 1 Prenons Uf: (T(V), 8) --t (T(V'), 8') et la construction acyclique 
(T(V), 8) Uf (T(V'), 81) 
l l 
(1) (T(V) 0 (?R EB o-V), D) !' (T(V') 0 (?R EB o-V'),D') 
l 
T=uabf 
l 
(?R EB o-V, D) (?R EB o-V', D
1
) 
Par hypothèse, H(abf) est un isomorphisme en tout degré et H(Uf') aussi, 
puisque (T(V)@(?REBo-V),D) et (T(V')@(?Rœo-V'),D') sont acycliques. Donc 
d'après le corollaire 3.1.10.(i) H(Uf) est un isomorphisme en tout degré. 
J (ii) ⇒ (i) 1 D'après 3.1.16 le diagramme suivant 
(L(V), 8) 0 RN-s+k 
f®l 
(L(V'), 8') 0 RN-s+k 
l l 
(T(V), 8) 0 RN-s+k 
Uf®l 
(T(V'), 8') 0 RN-s+k 
l l 
(L(V), 8) 0 RN -s+k 
f®l 
(L(V'), 8') 0 RN-s+k 
existe jusqu'au degré N + k + l. On en déduit donc 
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avec (3a = Id et f3'a' = Id. Par hypothèse, H~N+k(Uf) est un isomorphisme 
pour tout k, donc H~N+k(Uf) ® RN-s+k en est un aussi. Il s'ensuit que 
HN+k(f) ® RN-s+k est un isomorphisme pour tout k, c'est-à-dire f est une 
( R* )-équivalence faible. 
1 (iii) ⇒ (iv) j Comme ~ est plat on a 
0--+ H(V) ® H(V)--+ H(V ®V)--+ Tor (H(V), H(V))--+ 0 
0 l pl ,1 
0-+ H(V') ® H(V')-+ H(V' ®V')-+ Tor (H(V'), H(V'))-+ 0 
et si H*( ab!) est un isomorphisme, les flèches Œ et 'Y sont des isomorphismes, 
et donc par le lemme des cinq, f3 aussi. On montre ainsi par induction que si 
H*(abf) est un isomorphisme, la flèche 
T( abf): (T(V), ôo) -t (T(V'), ô~) 
induit un isomorphisme en homologie. Mais cette flèche est UL(abf). D'après 
(ii)⇒(i), L(abf) est une (R*)-équivalence faible. 
1 (iv) ⇒ (iii) 1 Appliquons (i)⇒ (iii) à la flèche L(abf). Alors H*(ab L(abf)) 
est un isomorphisme de ~-modules. Mais cet isomorphisme n'est autre que 
H*(abf). 
1 (i) =} (v) 1 Ce cas est trivial. 
1 (v) =} (i) 1 Effectuons la construction du modèle de f, dans la catégorie à 
modèles fermée de Dwyer [Dwl], à la manière de [S-Tl, 2.2]: 
(L(V), â)~--
1
- (L(Vf:"1) 
(L(V EB W), 8) 
Avec l'hypothèse ( v), on a 
{ 
W<N=O, 
W N est constitué de cycles. 
Le morphisme <pétant une (R*)-équivalence faible, on déduit de [S-Tl,3.3] que 
Hs+k( ab</>)® Rk est un isomorphisme, d'où: H ~N-l (ab</>) est un isomorphisme 
. de ~-modules gradués. La remarque faite ci-dessus à propos de W entraîne 
que H~N-i(abf) est un isomorphisme de ~-modules gradués et donc aussi 
H*(abf). En appliquant (iii)⇒ (i), nous obtenons le résultat. D 
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Proposition 3.2.2. Soit X un objet de ~-CW}t1 , tel que H(X) soit sans 
torsion. Alors il existe q> et 8 tels que 
(i) q>: (L( 0--1 H(X)), 8) -"7 L(X) soit une (R*)-équivalence faible 
(ii) 8 soit décomposable, i.e. 8(0--1 H(X)) c L~2 (a--1 H(X)). 
PREUVE: Ecrivons (L(V), d) = L(X). Filtrons L(V) par la longueur de crochet 
et prenons le 0-ième étage E 0 de la suite spectrale associée à cette filtration. 
Alors 
E 0 (L(V), d) = (L(V), do) 
Soit 'ljJ: 0--1 (H(X), 0) -"7 (V, d0 ) la flèche qui consiste à choisir un cycle représentant 
pour chaque classe. Cette flèche est un ~-quasi-isomorphisme. Comme H(X) 
et V sont sans torsion, d'après 3.2.1 la flèche 
L( 'ljJ): (L( 0--1 H(X) ), 0) -"7 (L(V), do) 
induit un isomorphisme en homologie jusqu'au degré N - l. Bigraduons 
L(a--1 H(X)) par le degré usuel et la longueur de crochet; L('ljJ) devient une 
flèche de ~-algèbres de Lie bigraduées différentielles. Appliquons 1.2.2 à 'ljJ afin 
d'obtenir: 3 
(L(a--1 H(X)), 0) 1/J 
~ 
(L(V), do) 
+ 
(L( a--1 H(X)) LJ L(W), D) 
Remarquons que d'après la démonstration de 1.2.2, W peut être choisi tel que 
QWi = 0 pour i ~ N - 1, DQWN = 0 et Dio--1 H(X) = O. 
Ensuite appliquons le théorème de perturbation 1.3.7 à 'ljJ'. Nous obtenons T 
et q>1 tels que 
ef>': (L(o--1H(X)) LJ L(W),D + T)-=-+(L(V),d) 
et, pour des raisons de degré, (D + T)a-- 1 H(X) = Ta-- 1 H(X) C L(a--1 H(X)). 
Posons q> ~f ef>'IL(a--1 H(X)) et 8 = r. Comme ab q> = 'ljJ et 'ljJ est un ~-quasi-
isomorphisme, d'après 3.2.1 q> est une (R*)-équivalence faible et nous obtenons 
(i). L'assertion (ii) découle du fait que r: 0-- 1 H(X) -"7 L~ 2 ( 0-- 1 H(X)), d'après 
1.3.7. □ 
3 Rappelons que "~" dénote une (R* )-équivalence faible, tandis que "'.'.:::'.", un R-quasi-isomorphisme 
(cf. 2.1.6). 
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Remarque 3.2.3 [An3, 3.2], [S-T2). Soit (L(V), 8) un objet de ?R-DGLA~1- 1. 
Alors il existe un objet X de ?R-CWl+.1 tel que L(X) = (L(V), 8), les cellules 
de X étant en bijection avec un ensemble de générateurs du ?R-module V. On 
dit que X est une réalisation de (L(V), 8). 
Définition 3.2.4. Soit X un CW-complexe 2-réduit ?R-local tel que H*(X) 
soit sans torsion. On dit que X a une structure cellulaire minimale si en 
chaque degré il existe une bijection entre ses cellules et ses classes d'homologie. 
Proposition 3.2.5. Soit X un objet de ?R-CWl+.1, tel que H(X) soit sans 
torsion. Alors il existe dans le même type d'lwmotopie un objet de ?R-CWl+.1 
que nous notons Xm, à structure cellulaire minimale. 
PREUVE: Soit L(X) = (l(V), 8) l'algèbre de Lie associée à X. D'après 3.2.2 
il existe (L(W), d)~(L(V), 8) telle que d soit décomposable. En prenant pour 
Xm la réalisation de (L(W),d) on a H*(Xm) ~ H*(a-W,O) = o-vV et donc Xm 
est à structure cellulaire minimale. D 
Lemme 3.2.6 ( de relèvement). Soit (L(VV:), 8), (L(W' ), 8') des objets de ?R-
DGLA~-1, et (L; 8) un objet de ?R-DGLAs; considérons le diagramme suivant 
où f est une R*-équivalence faible: 
(l(W'), 8') 
alors il existe tp telle que f otp et <p induisent la même application dans la 
catégorie homotopique Ho-?R-DGLA8 (cf 2.1.6). 
PREUVE: Toute équivalence faible d'une catégorie à modèles fermée, f, est la 
composée de deux éqtiivalences faibles, f = hofi, où fi est une cofibration et 
h une fibration. On décompose f en hofi comme suit: 
(L(W), 8) </> (L, 8) 
+ 
(C,d) 
+ 
(L(W'), 8') *i 
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où *i est l'objet initial de la catégorie (cf. 2.1.2). Comme fi est une cofibration 
et la composée de deux cofibrations est une cofibration, (C, d) est un objet 
cofibrant. 
Relevons d'abord fz. Nous avons le diagramme commutatif 
* i ---- (C, d) 
I + 
(L(W), 8) _f_ (L, 8) 
et d'après 2.1.2, propriété 4(b ), </> peut être relevée en 
</>': (L(W), 8) ~ (C, d). 
Relevons maintenant fi. D'après [Dwl) et [S-T2, Lemme 2), on peut con-
struire une cofibration et équivalence faible 
j: (L(W'), 5')-----+ (L(W' E9 Y), 811) 
de but un objet fibrant, et telle que Y<N-I = 0 et YN-I soit constitué de 
811-cycles. On obtient alors une bijection induite par j 
(t) ( 1 1 ) bij ( 1 ) 11 ) Hom1R-DGLA, (L(W), c5), (L(W ), c5) +---+ Hom1R-DGLA, (L(W), c5), (L(W EB Y , c5 ) 
D'après [S-T2], cette bijection est compatible avec la relation d'homotopie. 
Dans le diagramme suivant, où * f est l'élément final de la catégorie, 
(L(W), 5) f (L, 8) 
'0~, î 
\\ ~ ~ h 
\îp (.C,d) ------*! \ I , ..... ____ . î \ '- r '\ ~ !1 ~ ',,, 
-'I '.,i. 
(L(W'), 8') i (L(W' E9 Y), 8") 
d'après la propriété 4(a) de 2.1.2, il existe une flèche r qui relève (C, d) ~ 
* f· Pour des raisons de degré, le morphisme To<p1 est en fait une applica-
tion 'ljJ: (L(W), 5) ~ (L(W'), 5'), c'est-à-dire j o'ljJ = ro<p1• Nous avons donc 
rofo'ljJ = ro<p1. L'application r est une équivalence faible (rofi = j et j,f sont 
des équivalences faibles). Alors fi o'ljJ et </>' induisent la même application dans 
Ho--~-DGLA 8 ; il en est de même de fo'ljJ et</>, ce qui démontre le lemme. D 
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Proposition 3.2. 7. Soit <f>: (L(V), 8) -+ (L(V'), 8') une flèche de ~-DGLA~ -l 
telle que 80 = 8b = O. Alors si</> est une (R*)-équivalence faible, </> est un iso-
morphisme. 
PREUVE: D'après 3.2.1, ab</>: (V, 0) -+ (V', 0) est un isomorphisme, d'où le 
résultat. □ 
Théorème 3.2.8. Soit X un objet de ~-CW}+ 1 tel que H(X) soit sans torsion. 
Alors X admet un modèle L(Xm) dans ~-DGLA~ -l à différentielle décompo-
sable, unique à isomorphisme près. 
PREUVE: L'existence de L(Xm) a été établie en 3.2.2. Montrons son unicité à 
isomorphisme près. Soient X et X' tels que X ~X'. Alors L(X)~L(X') 
et donc d'après 3.2.5, 
L(Xm)~L(X)~L(X')~L(X:n). 
D'après le lemme de relèvement 3.2.6 nous avons L(Xm)~L(X:n) et donc 
d'après 3.2.7, L(Xm)~L(X~i). □ 
Soit X un objet de ~-CW}+1 tel que H*(X) soit sans torsion. Alors H*(X) 
admet une structure de coalgèbre induite par la diagonale topologique. 
Proposition 3.2.9. Soit ~: H*(X) -+ H*(X) 0 H*(X) la diagonale réduite 
de H*(X) et (L(V), â) le modèle de X à différentielle décomposable défi.ni en 
3.2.8. Soit 81 la partie quadratique de la différentielle 8, alors le diagramme 
suivant commute: 
V ---- 8-1 ----+ V 0 V. 
PREUVE: D'après [S-Tl, th. C] si (Rk)k~o est UJ;J, système modéré d'anneaux 
et (L(W), 8) un modèle cofi.brant de ,\(X) le diagramme suivant commute pour 
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tout k?: 0: 
(t) 
où 8~ est la flèche induite en homologie par la partie quadratique 81 de ô et A 
la flèche induite en homologie par la diagonale réduite topologique. 
Dans notre cas, prenons comme modèle cofibrant (L(V), 8), avec un système 
d'anneaux (Rk) tel que Rk = ~ pour k ~ N - s - 1 et V 9c'. 0-- 1 H*(X). Le 
diagramme ( t) devient donc par Künneth 
Vs+k ---
8
-
1
--- (V 0 V)s+k-1 
.-• î l·0 • 
(o-V)s+k+l 
Il 
où~ définit la structure de coalgèbre de H*(X) et 81 est la partie quadratique 
de 8. D 
Corollaire 3.2.10. Soit X, X' des objets de ~-CWf+ 1 sans torsion homologi-
que tels que H*(X) e:'. H*(X') comme coalgèbres. Choisissons, comme modèle 
de L(X), l'objet (l(V), 81 + r) où 81 est quadratique et r: V--+ l~ 3 (V). Alors 
il existe un modèle de L(X') s'écrivant (L(V), 81 + r') avec r': V--+ l~ 3 (V). 
3.3 .. R-Formalité des CW-complexes 
sans torsion homologique .. 
Soit X un objet de ~-CW;t 1 sans torsion homologique. Dans ce paragraphe 
nous définissons l'espace ~-formel associé à X à partir du modèle L(Xm) E ~-
DGLA~-l construit précédemment (cf. 3.2.8). Avant cela, nous allons établir 
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quelques propriétés concernant les dérivations et automorphismes d'objets de 
?R-DGLA~- 1 . Pour cela, nous nous inspirons du travail de [Me], établi sur Q. 
3.3.1 ?R-algèbre de Lie des dérivations. 
Soit (L(V), 8) E ?R-DGLA~-l avec V fixé. Notons DerL(V) le ?R-module 
des dérivations d'algèbre de Lie de L(V). Un élément 0 de DerL(V) est dit 
de bidegré (p, q) si 
0(Vj) C (LP+1(V))i+q, pour tout j. 
Ceci entraîne 0(L k(V)) C Lk+P(V). Ce ?R-module admet une structure d'algè-
bre de Lie bigraduée Der *,*L(V) pour le crochet défini par 
[0,01] = 0o01 -(-1)1 811°'101 0, 
Il vérifie 
Si 8 est une différentielle sur L(V), un calcul montre que ad ( 8) = [., 8] est une 
différentielle sur DerL(V). 
On notera (FiDerL(V))i;;,i:o la filtration décroissante associée à la première 
graduation: 
FiDerL(V) = E9 Deri,*L(V), 
f';?;i 
1.e. 0 E FiDerL(V) si et seulement si 0(V) C L;;;:i:i+l(V). 
Si 0 E DerL(V) est homogène pour le degré homologique, on considère sa 
décomposition: 
0 = 'I:= lh, Bi E Deri,*L(V). 
i;;,i:o 
Si 0 est une différentielle et si 00 = 0, un calcul montre que 01 est aussi une 
différentielle. 
Définition 3.3.2. Un automorphisme <p d'un module gradué est unipotent 
si <p - Id est nilpotent en chaque degré. 
Remarque 3.3.3. Soit L(V) une ?R-algèbre de Lie libre, s-réduite avec V B.xé 
et soit <p un automorphisme de L(V) tel que ab <p: V -+ V soit l'identité. On 
constate alors que ( <p - Id/ augmente de k la fi.ltration par la longueur de 
crochet et respecte le degré homologique; il s'ensuit l'unipotence de <p. 
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3.3.4 Groupe d'automorphismes. 
Soit L(V) une ?R-algèbre de Lie libre, s-réduite avec V fixé. Notons Autl(V) 
le groupe des automorpliismes ( de degré 0) de l'algèbre de Lie L(V). Tout 
automorphisme t.p E Autl(V) se décompose en 
t.p = L t.pi' où t.pi(Lj (V)) C Li+i(V). 
i~O 
On constate que t.po = L( ab t.p) est un automorphisme; par contre, les t.pi, i ~ l 
ne sont pas compatibles au crochet. 
Notons Autul(V) le sous-groupe des automorphismes unipotents t.p tels que 
ab t.p = Id. Un élément t.p de Autul(V) se décompose en 
t.p = Id + L !.pi' t.pi(Li(V)) C Li+i(V). 
i~l 
Autrement dit, il existe un isomorphisme: 
Autul(V)---=---+ Homo(V, L~2(V)) 
t.p-"IV'-----1.p-ld. 
Proposition 3.3.5. Soit L(V) une ?R-algèbre de Lie libre, s-réduite, avec V 
fixé. 
(l) Si t.p est un automorphisme de L(V), alors il existe <j; E Autul(V) tel que 
t.p = <pot.po, où t.po = L(abt.p). 
(2) Avec les notations de (1), si 8 est une différentielle décomposable (8 = 
I::i~l ai) sur L(V), alors t.p81 t.p- 1 = (p81 r:p-1 . 
PREUVE: Le point (1) découle directement des remarques faites avant; il suf-
fit de poser (p = t.pot.p01. L'égalité du (2) est aussi immédiate: rj;81 i:p-1 = 
t.p1.pë;181t.pot.p-1 = t.p81t.p-1. 
Définitions 3.3.6. Un objet (L(V), 8) de ?R-DGLA~- 1 , à différentielle dé-
composable est ?R-forrnel s'il existe un automorphisme t.p de L(V) tel que 8 = 
t.p81t.p-1, où 81: V -t L 2 (V) est la partie quadratique de 8. L'automorphisme t.p 
est appelé ?R-forrnalisatfon. 
Soit Hune ?R-coalgèbre graduée à module sous-jacent sans torsion, concentrée 
en degrés s, ... , N - 1. Alors d'après 3.2.9, la diagonale de H induit une diffé-
rentielle quadratique 81 de L( 0-- 1 H). Nous dirons que H est intrinsèquement 
?R-formelle si (L( 0-- 1 H), 81 +T) est ?R-formelle pour tout T E F2 Der _ 1 L( 0-- 1 H) 
tel que (81 + 7)2 = O. 
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Remarque 3.3. 7. D'après la proposition 3.3.5 on constate que <p peut être 
choisi dans Autul(V). 
Soit X un objet de ?R-CW;+.1 tel que H*(X) soit sans torsion. Soit Xm un 
objet à structure cellulaire minimale dans le même type d'homotopie que X 
et L(Xm) = (l(V), 8) l'algèbre de Lie à différentielle décomposable qui lui est 
associée. 
Définitions 3.3.8. (1) L'espace ?R-formel Xi associé à X est la réalisation 
de (l(V), 81 ), où 81 est la partie quadratique de 8. 
(2) L'espace X est ?R-formel si (l(V), 8) est ?R-formelle, ce qui équivaut à 
dire que X est formel si X et X f ont même type d'homotopie. 
(3) L'espace X est intrinsèquement ?R-formel si H*(X) est une coalgèbre 
intrinsèquement ?R-formelle. 
Proposition 3.3.9. L'association X H Xt respecte le type d'homotopie, i.e. 
si X, X' E ?R-Cw}:;:.1 ont même type d'homotopie, alors X f et X't ont aussi 
même type d'homotopie. 
PREUVE: Par hypothèse, il existe un isomorphisme 
(l(V), 8) = L(Xm)~L(X:n) = (l(V'), 8'). 
Nous en déduisons un isomorphisme <p0 : (l(V), 81) -+ (l(V'), 8i ). □ 
La ?R-formalité d'un espace X E ?R-Cw}:;:.1 , sans torsion homologique de-
mande la construction d'un automorphisme <p de L(Xm), Il n'est donc pas aisé 
de déterminer si un tel espace est ?R-formel ou non. Nous allons ramener cette 
question à la nullité d'une suite (finie ici) d'obstructions, comme il est d'usage 
en topologie algébrique. Explicitons d'abord quelques liens entre dérivations et 
automorphismes: 
Proposition 3.3.10. Soit (l(V), 8) E ?R-DGLA~- 1 tel que 8 se décompose 
en 8 = 81 + 1:: f~i 8i, où i ~ 2 est fixé, alors 
(1) La dérivation ai est un cycle pour ad (81 ). 
(2) Si 8i est un bord pour ad ( 81 ), alors (l(V), 8) est isomorphe à (l(V), o) 
où o se décompose en o = 81 + I::j~i+i Oj. 
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Pour démontrer cette proposition nous aurons besoin du lemme suivant qui 
nous garantit l'existence d'une "exponentielle" dans 'iR-DGLA';- 1 , 
Lemme 3.3.11. Soit L(V) une 'iR-algèbre de Lie libre, s-réduite, dont les 
générateurs V ont un degré~ N -1. Pour tout w E F 1 Der*,0 l(V), l'application 
exponentielle 
wk 
exp ( w) = I:= kÎ est bien définie. 
k~O 
Par construction, exp (w) est un élément de Autul(V). Si â est une différenti-
elle sur l(V) et si w commute à â (c'est-à-dire [w,â] = 0) alors exp(w) est un 
automorphisme de (L(V), â). 
PREUVE DE LA PROPOSITION 3.3.10: (1) De 82 = 0, on déduit â1âï+ÔïÔ 1 = 0 
en considérant la composante en longueur des crochets i + 1. 
(2) Soit Wi-1 E Deri-1,ol(V) tel que Ôi = [wi-1, 81 ). Calculons 
exp (-Wi-l )oâoexp (wi-i)( v) = 8( v ), v E V modulo l~i+ 2 (V); on obtient 
~+2 8(v) = â1(v) + Ô1Wi-1(v) + Ôi(v)-wi-1Ô1(v) modulo Lri (V) 
= 81 ( v) modulo l~i+ 2 (V), 
par hypothèse sur Wi-1 • □ 
PREUVE DU LEMME 3.3.11: Il suffit de montrer que les dénominateurs sont 
inversibles dans 'iR. Par définition, si v E V, on a s ~ lvl ~ N - l. La 
dérivation w augmente la longueur des crochets de 1 par hypothèse, donc wk 
l'augmente de k. En degré ~ N - l, la longueur maximale de crochet est 
la partie entière de N ; 1 , notée [ N ; 1 ]; d'où, exp ( w )( v) = I:~ ~; ( v ), avec 
a= [ N; 1] -1. Rappelons N = min (s + 2p - 3, sp- l), d'où a= [ N; 1] -1 ~ 
[ sp;-2 ] ~ · [P - ¾] ~ p - l. (En fait ce résultat algébrique est valable avec la 
seule hypothèse N ~ sp - l ). 
Proposition 3.3.12. Soit (L(V), â) E 'iR-DGLA';-l tel que â se décompose 
en â = 81 + I:j~i Ôj, où i ~ 2 est fixé. Si (L(V), â) est 'iR-formelle, alors Ôï est 
un bord pour ad ( 81 ). 
PREUVE: Soit rp la formalisation de (l(V), 8). Décomposons rp = Id + 'Pl + 
r_p2 + .... Si i = 2, en développant rp et â dans l'égalité Ôr_p = r_pâ1, on obtient 
82 = (f)1Ô1 - Ô1(f)1 = [81, r_p1), Si i > 2, la même technique donne: 
{ â~: ~ (f)kÔ1, pou~ 1 ~ k ~ i- l 
Ôi - (f)i-181 - 81 (f)i-1 • 
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Malheureusement, on ne peut rien conclure à ce niveau car 'Pi-l n'est pas une 
dérivation. Par contre, comme 'Pl commute à 81 , on peut composer tp par 
exp (-tp 1 ), automorphisme de (L(V), 81 ) ( cf. lemme 3.3.11), pour obtenir un 
nouvel automorphisme tp1 se décomposant en 
De proche en proche, on obtient un automorphisme 
'ljJ = Id + 1Pi-1 + 1Pi + ... 
pour lequel 'lpi-l est une dérivation. □ 
3.3.13 Construction des obstructions à la 3r-formalité. Soit (L(V), 8) E3r-
DGLA~-l où 8 se décompose en 8 = 81 +8 2 +8 3 + .... D'après la proposition 
3.3.12 on a que 
- la classe de 82 pour ad ( 81 ) est une obstruction à la 3r-forrnalité, notons-la 
02 = [82] E H2,-1(Derl(V),ad(81)) 
- si 02 = 0, avec la proposition 3.3.10 on se ramène au cas où 8 = 81 + 83 + 
84 + ... et avec la proposition 3.3.12, on interprète la classe de 83 pour ad (81 ) 
comme une obstruction à la 3l-formalité, notons-la: 
03 E H3,-1(Derl(V),ad(81)) 
Nous construisons ainsi une suite d'obstructions (0n)n~2 vérifi.ant 
(1) 0n est défi.nie si et seulement si Bi = 0, 2 ~ i ~ n - l. 
(2) 0n E Hn,-1 (Derl(V), ad ( 81 )) 
(3) (L(V), 8) est 3l-formelle si et seulement si 0n = 0, pour tout n ~ 2. 
Remarques 3.3.14. 1) La nullité des obstructions Bi, i ~ 2 dépend unique-
ment de l'existence d'un automorphisme tp et non pas du choix d'un tel au-
tomorphisme. Le résultat (3) est donc bien indépendant de la formalisation 
choisie. 
2) Pour des raisons de degré, il n'y a qu'un nombre fini d'obstructions à 
considérer: rappelons que N = min ( s + 2p - 3, sp - 1) et supposons que pour 
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n ~ p - 1, les obstructions 0n sont nulles. Vérifions que les 0m avec m ): p sont 
alors nulles. Par définition des obstructions, 0m i=-0 signifie qu'il existe une 
différentielle 8 = 81 + 8m + ... , avec 8m /=-0 et 
c.p: (L(V), 8)---=-t(L(V), 81 + 8m + ... ) 
où 8m: V ---+ Lm+l(V). Mais 8m est de degré -1 et donc en fait 8m: V ---+ 
(L m+1 (V))~N- 2 . Comme la longueur maximale de crochet d'un élément de 
(Lm+1(V)kN-2 est [ N; 2], pour montrer que 8m = 0 il suffit de vérifier que 
[ N ; 2 ] ~ m pour tout m ): p et donc que [ N ; 2 ] ~ p. Mais par définition 
N ~ sp - 1 et donc [ N ; 2 ] ~ [ sp;3 ] = [P - ~] ~ p. 
3 .... Exemples .. 
3.4.1 Les Sphères. La sphère sn+l (dans ce cas ~ = l[½, ½D admet une 
décomposition en une n+l-cellule et une 0-cellule; son homologie est Hi(sn+l) = 
~ en i = 0, n + l. Donc sn+l est à structure cellulaire minimale. Alors 
L(Sn+l) = (L( Xn ), 0) dont la différentielle est quadratique; donc sn+l est ~-
formel. 
3.4.2 Les bouquets de sphères. Soit sn 1 V••• V 5nm un bouquet de sphères 
~-locales (ni): 2, 1 ~ i ~ m): dans ce cas~= Z[l/N!] avec 
Une décomposition de sn 1 V· · · vsnm consiste à prendre une i-cellule pour chaque 
sphère Si et les attacher toutes à une 0-cellule. L'homologie de cet espace est 
Donc cet espace est à structure cellulaire minimale. Alors L(Sn 1 V • • • V 5nm) 
est égal à (L( Xn 1 -1, ... , Xnm-i), 0) dont la différentielle est quadratique. Donc 
sn 1 V • • • V 5nm est ~-formel. 
48 Chapitre 3. Formalité des CW-complexes de dimension finie 
3.4.3 Les produits de sphères. Soit sn 1 X • • · X 5nm un produit de sphères 
?R-locales (ni;::: 2, 1 ~ i ~ m): dans ce cas ?R = Z[l/M!] avec 
Dans sn 1 X · · • X 5nm chacune des sphères est à structure cellulaire minimale, 
et la structure cellulaire du produit est le produit des structures cellulaires. 
D'autre part son homologie satisfait à 
Donc sn 1 X··· X 5nm est à structure cellulaire minimale. Alors L(Sn 1 X··· X 5nm) 
est égal à 
dont la différentielle est quadratique. Donc sn 1 X · • • X 5nm est ?R-formel. 
3.4.4 L'espace projectif complexe. Soit cpn l'espace projectif complexe 
?R-localisé (dans ce cas ?R = l [¾f]). On sait que (cf. [Wh, p.91] à coefficients 
dans l) 
(1) 
De (1) on déduit par dualité la structure de coalgèbre de H*(CPn; ?R). Nous 
allons montrer que la coalgèbre H*(CPn; ?R) est intrinsèquement ?R-formelle. 
La démonstration se fait en deux temps: (i) nous montrons que cpn est 
?R-formel et (ii) nous montrons que tout CW-complexe ?R-local ayant H*(CPn) 
comme coalgèbre d'homologie est ?R-formel. 
(i). Soit (L(a-- 1 H*(CPn)),8) = (L(v 1 ,v 2 , .. ,,vn),8) le modèle de cpn à 
différentielle décomposable. La partie quadratique 81 de 8 est induite par la 
diagonale de H*(CPn). Elle s'écrit de la façon suivante: 
(2) 
où jvkl = 2k-1,0 ~ i ~ [n;-1 ] et é E {O, 1}. 
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Montrons qu'il existe une formalisation ç de (L( v1 , ... , vn), 8). Notons 8 = 
81 + 8+ et soit k le plus petit entier tel que 8+ Vk -/=-O. Posons 6, ... , Çk-1 = Id. 
Comme 8 = 81 sur v1, . .. , Vk-1, 818+ Vk = O. Pour montrer que [8+ vk] 8 = 0 
nous allons regarder les groupes d'homotopie de cpn. En effet, il est connu ( cf. 
[Wh,8.13]) que 
(3) 
Donc en degrés :::;; 2n nous avons 
{ 
?R pour q = 2 
1rq(CPn) 0 ?R = 
0 pour 3 :::;; q :::;; 2n. 
Mais d'après 2.1.17 et 3.1.13, nous avons 
Hi(L(v1, ... ,vn),8) ~ 7ri(CPn) 0 ?R, i ~ 2n. 
En particulier [ 8+ v k] 8 = 0 et donc il existe a tel que 8a = 8+ v k. En faisant le 
changement de variable 
{ 
Çk(vk)=vk-Œ 
Çk = Id sinon. 
nous nous ramenons au cas 8+ Vk = 0 et nous pouvons recom1nencer. Après un 
nombre fini d'itérations de ce processus, nous obtenons 8+ = 0 sur v1 , ... , Vn, 
Donc (L(v1, ... , vn), 8) est ?R-formelle et ç = Çno ... oç1 en est une formalisation. 
Nous donnerons une autre démonstration de la ?R-formalité de cpn en 3.6.14. 
(ii) Soit X un CW-complexe ?R-local tel que H*(X) ~ H*(CPn). Le modèle 
coalg 
de X à différentielle décomposable s'écrit ( cf. corollaire de 3.2.9) 
(L( V1, ... , Vn), 8') 
avec 8' = 81 + 8'+. Soit k' le plus petit entier tel que 8'+ Vk' -/=-O. Remarquons 
que (L( v1, ... , Vk'-1 ), 81) est le modèle de cpk' -l et d'après (3) 
k' { ?R pour q = 2 
7rq(CP - 1)0?R= 
0 pour 3 :::;; q :::;; 2k' - 2. 
Nous avons 18'+ Vk' 1 = 2k' - 2 et donc la classe 
[8'+vk1 ] 8 , E H2k'-2(L(v1, ... ,vk,-1),81) est nulle. Mais comme les éléments 1 
Vk', ... , Vn sont en degrés supérieurs à 2k' -2 nous pouvons considérer [8'+ Vk' ]8 , 1 
comme classe de H2k'-2(L(v1, ... , vn), 8') et elle y est nulle également. En ap-
pliquant alors le processus utilisé en (i) nous pouvons rendre 8' quadratique. 
Comme cette dernière a été choisie arbitraire, la coalgèbre H*(CPn) est in-
trinsèquement ?R-formelle. 
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3 .. 5 .. R-AH-formalité des CW-complexes 
sans torsion homologique .. 
Soit X un objet de ~-CW}+ 1 tel que H*(X) soit sans torsion. D'après 3.2.8 il 
admet un modèle en algèbre de Lie (L(V), 8) avec V = 0--1 H*(X) et ô décom-
posable. D'après 3.1.14 l'image de cette algèbre de Lie par le foncteur algèbre 
enveloppante est un ~-modèle d'Adams-Hilton de X. 
Nous allons énoncer une série de résultats dans le contexte des algèbres asso-
ciatives. Ces résultats ainsi que leurs preuves sont analogues à ceux des para-
graphes 2 et 3. Par analogie avec ~-DGLAs et ~-DGLA~- 1 , nous notons 
~-DGAAs la catégorie des ~-algèbres associatives graduées différentielles s-
réduites et ~-DGAA~-l la catégorie des ~-algèbres tensorielles sur des modu-
les libres concentrés en degrés { s, ... , N - 1 }. Le foncteur U envoie la catégorie 
~-DGLA~-l dans la catégorie ~-DGAA~- 1 . La structure de catégorie à 
modèles fermée de ~-DGAAs (dans le cas où~ est un corps) est décrite dans 
[Mu)4 . 
Proposition 3.5.1. Soit X un objet de ~-CW}:;:.11 tel que H(X) soit sans 
torsion. Alors il existe <p et ô tels que: 
(i) <p: (T(a-- 1 H(X)), 8)-+ (C*nX, 8nx) soit un ~-modèle d'Adams-Hilton 
de X; 
(ii) 8 soit décomposable, i.e. 8(0--1 H(X)) c T~ 2 (a--1 H(X)). 
PREUVE: Il suffit d'appliquer le foncteur U au modèle construit en 3.2.2. D'après 
3.1.14, U(L(a-- 1 H*(X)), 8) est un ~-modèle d'Adams-Hilton de X. 0 
Proposition 3.5.2. Soit <p: (T(V), 8) -+ (T(V'), 8') une flèche de ~-DGAA~- 1 
telle que 80 = lib = O. Alors si <p est un ~-quasi-isomorphisme, cp est un isomor-
phisme. 
4 Un cylindre de la catégorie des R-a.lgèbres associatives différentielles (non graduées), avec 
R un anneau commutatif, est décrit dans [Bal, p.48]. Un lemme de relèvement dans R-
DGAA';-1 est donné dans [An2, lemme 1.7]. 
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PREUVE: D'après 3.2.1 on a ab</>: (V, 0) -t (V'O) isomorphisme, d'où le résultat. 
□ 
Théorème 3.5.3. Soit X un objet de 3t-CWf+ 1 tel que H(X) soit sans torsion. 
Alors X admet un 'iR-modèle d'Adams-Hilton (T(V), 8) à différentielle décom-
posable, unique à isomorphisme près. 
PREUVE: L'algèbre (T(V), 8) existe: il suffit de prendre UL(Xm) ( où L(Xm) a 
été défini en 3.2.8). L'unicité découle de 3.5.2. D 
Soit X un objet de 'iR-CWf+ 1 tel que H*(X) soit sans torsion. Alors HiX) 
admet une structure de coalgèbre induite par la diagonale topologique. 
Proposition 3.5.4. Soit~: H*(X) -t H*(X) ® H*(X) la diagonale réduite de 
H*(X) et (T(V), 8) le 'iR-modèle d'Adams-Hilton de X à différentielle décom-
posable défi.ni en 3.5.3. Soit 81 la partie quadratique 5 de la différentielle 8, alors 
le diagramme suivant commute: 
V ____ 8_1 ____ y® V. 
La Preuve de cette proposition est une conséquence de 3.2.9 et de 3.5.3. 
Corollaire 3.5.5. Soit X, X' des objets de 'iR-CW}+1 sans torsion homologi-
que tels que H*(X) ~ H*(X') comme coalgèbres. Choisissons un 'iR-modèle 
d'Adams-Hilton (T(V), 81 + T) où 81 est quadratique et r: V -t T~ 3 (V). Alors 
il existe un 'iR-modèle d' Adams-Hilton de X' de la forme (T(V), 81 + r') avec 
r': V -t T~ 3 (V). 
3.5.6 'iR-algèbre de Lie des dérivations. 
Soit (T(V), 8) E 3t-DGAA~-l avec V fixé. Notons DerT(V) le 'iR-module 
des dérivations de T(V). Un élément 0 de DerT(V) est dit de bidegré (p, q) 
si 
5 En fait (cf. §7) c51 est la différentielle de la cobar-construction n appliquée à H*(X). 
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Ceci entraîne 0(Tk(V)) C Tk+P(V). Ce ~-module admet une structure d'algè-
bre de Lie bigraduée Der *,*T(V) pour le crochet défini par 
[0, 01] = 0o01 - (-1)1 8 119'1010 0. 
Il vérifie 
Si 8 est une différentielle sur T(V), un calcul montre que ad ( 8) = [., 8) est une 
différentielle sur DerT(V). 
On notera ( Fi DerT(V) )i~o la filtration décroissante associée à la première 
graduation: 
FiDerT(V) = E9 Deri,S(V), 
j~i 
i.e. 0 E FiDerT(V) si et seulement si 0(V) C T~i+ 1 (V). 
Si 0 E DerT(V) est homogène pour le degré homologique, on considère sa 
décomposition: 
0 = L 0i, Bi E Deri,S(V). 
i~O 
Si 0 est une différentielle et si 00 = 0, un calcul montre que 01 est aussi une 
différentielle. 
Remarque 3.5. 7. Soit T(V) une ~-algèbre tensorielle, s-réduite avec V fixé 
et soit r.p un automorphisme de T(V) tel que ab r.p: V --+ V soit l'identité. On 
constate alors que ( r.p - Id / augmente de k la filtration par la longueur de mot 
et respecte le degré homologique; jl s'ensuit l'unipotence de r.p. 
3.5.8 Groupe d'automorphismes. 
Soit T(V) une ~-algèbre tensorielle, s-réduite avec V fixé. Notons AutT(V) 
le groupe des automorpllismes ( de degré 0) de l'algèbre tensorielle T(V). 
Tout automorphisme r.p E AutT(V) se décompose en 
If>= L lf>i' où lf>i(Tj(V)) C Tj+i(V). 
i~O 
On constate que r.p0 = T( abr.p) est un automorphisme; par contre, les lf>i, i ~ 1 
ne sont pas compatibles au produit tensoriel. 
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Notons AutuT(V) le sous-groupe des automorphismes unipotents <p tels que 
ab <p = Id. Un élément <p de AutuT(V) se décompose en 
<p = Id + L <pi' où <pi(Ti (V)) C Ti+i(V). 
i~l 
Autrement dit, il existe un isomorphisme: 
AutuT(V) Homo(V, T~2 (V)) 
<p AN~----+) <p - Id . 
Proposition 3.5.9. Soit T(V) une ~-algèbre tensorielle, s-réduite, avec V fixé. 
(1) Si <p est un automorphisme de T(V), alors il existe (p E AutuT(V) tel 
que <p = (po<po, où <po = T( abc.p). 
(2) Avec les notations de (1), si 8 est une différentielle décomposable (8 = 
I:i~l ,\) sur T(V), alors c.p81 c.p-1 = (p81 (p- 1 . 
La Preuve de cette proposition est analogue à celle de 3.3.5. 
Définitions 3.5.10. Un objet (T(V), 8) de ~-DGAA~- 1 , à différentielle dé-
composable est ~-AH-formel s'il existe un automorphisme <p de T(V) tel que 
8 = c.p81t.p- 1 , où 81 : V--+ T 2 (V) est la partie quadratique de 8. L'automorphisme 
t.p est appelé ~-AH-formalisation. 
Soit Hune ~-coalgèbre graduée à module sous-jacent sans torsion, concentrée 
en degrés s, ... , N - 1. Alors d'après 3.2.9, la diagonale de H induit une diffé-
rentielle quadratique 81 de L( O"-l H) et donc une différentielle quadratique 81 = 
U81 de T(O"-l H). Nous dirons que H est intrinsèquement ~-AH-formelle 
si (T( 0"- 1 H), 81 + T) est ~-AH-formelle pour tout T E F2 Der _ 1T( 0-- 1 H) tel que 
(81 +T) 2 = Ü. 
Remarque 3.5.11. D'après la proposition 3.5.9 on constate que la ~-formali-
sation t.p peut être choisie dans AutuT(V). 
Soit X un objet de ?R-CW}t1 tel que H*(X) soit sans torsion. Soit Xm un 
objet à structure cellulaire minimale dans le même type d'homotopie que X et 
(T(V), 8) = UL(Xm) le modèle d'Adams-Hilton à différentielle décomposable 
qui lui est associé. 
Définitions 3.5.12. (1) Un espace X est dit ~-AH-formel si (T(V), 8) est 
~-AH-formelle. 
(2) L'espace X est intrinsèquement ~-AH-formel si H*(X) est une coal-
gèbre intrinsèquement ~-AH-formelle. 
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La ?R-AH-formalité d'un espace X E ?R-cwt;_ 1 , sans torsion homologique 
demande la construction d'un automorphisme rp de T(V) ( où (T(V), 8) = 
UL(Xm)). Il n'est donc pas aisé de déterminer si un tel espace est ?R-AH-formel 
ou non. Nous allons ramener cette question à la nullité d'une suite (finie ici) 
d'obstructions, comme on l'a déjà fait en 3.3.13. Explicitons d'abord quelques 
liens entre dérivations et automorphismes: 
Proposition 3.5.13. Soit (T(V), 8) E ?R-DGAA-1;- 1 tel que 8 se décompose 
en 8 = 81 + Lj~i 8j, où i ~ 2 est fi.xé. Alors: 
(1) La dérivation 8i est un cycle pour ad (81 ). 
(2) Si 8i est un bord pour ad ( 81 ), alors (T(V), 8) est isomorphe à (T(V), 8') 
où 8' se décompose en 8' = 81 + Lj~i+l 8j. 
La Preuve de cette proposition est analogue à celle de 3.3.10. 
Proposition 3.5.14. Soit (T(V), 8) E?R-DGAA1;- 1 tel que 8 se décompose 
en 8 = 81 + Lj~i 8j, où i ~ 2 est nxé. Si (T(V), 8) est ?R-formelle, alors 8i est 
un bord pour ad ( 81 ). 
La Preuve de cette proposition est analogue à celle de 3.3.12. 
3.5.15 Construction des obstructions à la ?R-AH-formalité. 
Soit (T(V), 8) E?R-DGAA-1;- 1 où 8 se décompose en 8 = 81 + 82 + 83 + .... 
D'après la proposition précédente on a que 
- la classe de 82 pour ad ( 81) est une obstruction à la ?R-formalité, notons-la 
- si 0; = 0, avec la proposition 3.5.14 on se ramène au cas où 8 = 81 + 83 + 
84 + . . . et avec la proposition précédente, on interprète la classe de 83 pour 
ad ( 81) comme une obstruction à la ?R-AH-formalité, notons-la: 
Nous construisons ainsi une suite d'obstructions (0~)n~2 vérifiant 
(1) 0~ est définie si et seulement si Bi = 0, 2 ~ i ~ n - l. 
(2) 0~ E Hn,-1(DerT(V),ad (81)) 
(3) (T(V), 8) est ?R-AH-formelle si et seulement si 0~ = 0, pour tout n ~ 2. 
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Remarques 3.5.16. 1) La nullité des obstructions 0L i ~ 2 dépend unique-
ment de l'existence d'un automorphisme tp et non pas du choix d'un tel au-
tomorphisme. Le résultat (3) est donc bien indépendant de la formalisation 
choisie. 
2) Soit l* la flèche induite par l'inclusion l: L(V) '----+ T(V) au niveau de 
l'homologie de l'algèbre de Lie des dérivations: 
l*: Hn,-1(Derl(V), ad (81)) -t Hn,-1(DerT(V), ad (81)) 
On constate que si (L(V), â) est ?li-formelle, de formalisation</>, alors (T(V), 8) = 
U(L(V), â) est ?li-AH-formelle, de formalisationU</>. De même, si 0i existe, alors 
0i existe et l*(0i) = 0i pour tout i ~ 2. 
3) Pour des raisons de degré, il n'y a qu'un nombre fini d'obstructions à 
considérer (l'argument est analogue à celui de 3.3.14). 
3 .. 6 .. Cohomologies de et 
, obstructions .. 
Dans les paragraphes 3 et 5, nous avons défi.ni des suites d'obstructions pour la 
?li-formalité et pour la ?li-AH-formalité. Dans ce qui suit, nous utilisons la coho-
mologie de Hochschild et celle de Harrison comme réceptacles pour ces obstruc-
tions. En montrant que la seconde s'injecte dans la première nous établissons 
l'équivalence des deux notions de formalité. 
Définition 3.6.1. Soit H une ?li-algèbre associative graduée et f une applica-
tion 
f: T(a-- 1 H) -t a-- 1 H. 
On dit que f est de bidegré (p, q) si 
(1) f est nulle sur Ti( a-- 1 H) pour i -/-p, 
(2) f est de degré q. 
Nous notons Homq(TP(a--1 H), a--1 H) le ?li-module des applications de bidegré 
(p, q). Sur ce module considérons la différentielle 
V: Homq(TP(a--1 H), a--1 H) -t Homq+1(TP+1(a--1 H), a--1 H) 
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définie par 
V f(a- 1a1® · · · 0 a- 1ap+1) = (-1)lfllc:r- 1a1la1 f(o-- 1a2 0 · · · 0 a-- 1ap+1) 
p . 1 
+ ~(-ll~= 1lc:r-a;lf(o-- 1a1 0 · · · ®a-- 1(ajaj+1) 0 · · · 0 a-- 1ap+1) 
j=l 
+ ( -1 )lfl+~f=1 lc:r-1ad f( 0"-1 a1 0 ... 0 a-1 ap)ap+l · 
Cette différentielle donne naissance à une cohomologie bigraduée, appelée co-
l10mologie de Hocl1scl1ild de H à coefficients dans lui-même, et notée 
Remarque 3.6.2. Soit B(H, H) = (H 0 T(a-- 1 H) 0 H, d) avec 
d(ao 0 (a-- 1 a1 0 · · · 0 o--1an) 0 an+1) = aoa1 0 (a-- 1 a2 0 · · · 0 o--1an) 0 an+l 
n-1 
+ ~(-1l{= 1lc:r-1adao 0 (o--1 a1 0 · · · 0 o--1ajaj+1 0 ... 0"- 1an) 0 an+l 
j=l 
~n-11 -1 1 1 1 + (-1) i= 1 c:r a; ao 0 (a-- a1 0 · · · 0 O"- an-1) ® anan+l 
la bar-construction normalisée sur H. 
Considérons a-- 1 H comme H-H-bimodule et notons HomH-H(B(H, H), a-- 1 H) 
les morphismes de H - H-bimodule. 
Alors, en posant V f = f ad, la définition 3.6.1 découle de la définition clas-
sique ( cf. [Ba2, p. 37]) de cohomologie de Hochschild 
TotnHoch (H, H) = Hn(HomH-H(B(H, H), 0-- 1 H)). 
3.6.3. Soit C une ?R-coalgèbre graduée, dont le module sous-jacent est libre. 
Nous notons~ sa diagonale réduite (~x = ~x -1 0 x - x 01). Alors la flèche 
d1 définie par 
(t) 
se prolonge en un élément de Der1 ,_ 1T(a-- 1 C). Notons ~C = Hom(C, ?R). Le 
module ~c est muni de la graduation ~CP = ij( Cp ). On définit (J" sur ~c par 
3. 6. Cohomologies de Hochschild et de Harrison) obstructions 57 
o-('1/J) = (-l)l1Pl'lj;oo-, pour 'lj;:C----+ ~- Ainsi, nous avons (o-~C)* = (~C)*+l, et 
d'autre part, a--1( 'lj;) = -(-l)l1Pl'lj;oa-- 1. 
La transposée de~ définit une multiplication m sur ~C, et la transposée de 
d1 satisfait à 
UC ,..___m __ UC 0 ijC 
m u-,1 "0 "Î 
Proposition 3.6.4. Si C est de type fi.ni, nous avons un isomorphisme de 
complexes de chaînes 
PREUVE: L'isomorphisme 4> peut être décrit de la manière suivante: 
soit f E Homq(TP+1ca--1~C),a-- 1uc). Alors tf:a-- 1 c----+ TP+1 (a--1 C) et <I>(f) 
est le prolongement de t f comme dérivation de T( 0-- 1 C). 
Inversement, soit 8 E Derp,-qT(a-- 1 C), alors \8ia--1c):TP+ 1(a--1ijc) ----+ 
o--1 ijC. Posons <I>-1(8) = \8Jo--1c). 
Vérifions maintenant que 'V= q,- 1 ad (d1)<I>. Soit j E Homq(TP+1ca--1 UC), a--1uc) 
et <I>(f) = 8 E Der p,-qT( 0"-1 C). Alors si O"-l c1 0 · · · 0 O"-l cp+2 E TP+2 ( O"-l UC), 
4>-1ad (d1)<I>(f)(o--1c1 0 · · · 0 o--1cp+2) = 
4'- 1 (8d1 + d18)(Œ-1c1 0 · · · 0 o--1cp+2) = 
Cd1t8 + t5td1)(0"-1c1 0 ... 0 o--1cp+2) = 
td1(ld 0 f + f 0 Id )(o--1c1 0 · · · 0 o--1cp+2)+ 
t ~ -------------- t -------------- -1 -1 
(
P+ 1 j fois p- j fois ) 
+ 8 ka Id 0 ... 0 Id 0 d1 0 Id 0 ... 0 Id ( O" C1 0 ... 0 O" Cp+2) = ( *) 
Compte tenu du diagramme(+), nous avons 
(*) = (-l)lfiio--lcilu- 1omoO" 0 O" (a--1c1 0 f(0"- 1c2 0 · · · 0 0"- 1cp+2)) + 
+ o-- 1 omoo- 0 O" (f(a-- 1c1 0 · · · 0 0"-1cp+1) 0 0"- 1cp+2) + 
p+l 
+ L(-l)r:t1lo--1c;IO"-lC1 0 ... 0 (O"-lomoO" 0 O") 
j=l 
( 
-1 -1 ) -1 
O" Cj 0 O" Cj+l 0 ''' 0 O" Cp+2 
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(-l)lfllu-1c1lciJ(o--lc2 ®,,. ® o--lcp+2)+ 
+ (-l)lfl+I;f=1lu-1c;lf(o--lc1 ®, .. ® o--lCp+1)cp+2+ 
P+l 
+ I)-1l{=1lu-1cdj(o--lc1 ® ... ® o--l(CjCj+1) ® ... ® o--lCp+z), 
j=l 
On reconnaît l'expression de V(f)(o-- 1c1 ® · · · ® o--1cp+2). □ 
Interprétation topologique 3.6.5. Soit X un objet de ?R-CW}+1 tel que 
HiX) soit sans torsion et de type fini comme ?R-module gradué. Soit H*(X) 
son algèbre de cohomologie. Soit (B~)n~l la suite d'obstructions à la ?R-AH-
formalité de X. Alors si 0~ = 0 pour 1 ~ k ~ n - l, 0~ est une classe de la 
cohomologie de Hochschild Hoch l,n(H*(X); H*(X)). 
En particulier, si Hoch 1 '*(H*(X); H*(X)) = 0, alors H*(X) (et donc X) est 
intrinsèquement ?R-AH-formelle. 
PREUVE: Appliquons la proposition 3.6.4 au cas C = H*(X). D'après 3.1.14, 
3.2.2 il existe un modèle (L( 0-- 1 H*(X)), 8) de X à différentielle décompo-
sable, et son image (T(o-- 1 H*(X)),D) par le foncteur U est un ?R-modèle 
d'Adams-Hilton de X. La différentielle d1 qui figure dans l'énoncé de la propo-
sition 3.6.4 a été définie à partir de la diagonale de C. D'après 3.2.9 la flèche 
d1 construite à partir de la diagonale de 0-- 1 H*(X) coïncide avec la partie 
quadratique D1 de D. Alors comme d'après 3.5.15 les obstructions 0~ à la 
?R-AH-formalité sont des éléments de Hn,- 1(DerT(o-- 1 H*(X)), ad (d1)), elles 
sont des éléments de H 1 ,n(Hom(T( 0-- 1 H*(X)), 0-- 1 H*(X)), V) c'est-à-dire de 
Hoch l,n(H*(X); H*(X)). □ 
3.6.6 Rappels sur l'é\lgèbre du groupe syrnétrique. On note Ln le groupe 
des permutations de {1, ... , n }. Soit R un anneau commutatif. Nous notons 
R [Ln] la R-algèbre du groupe Ln, 
Le signe de Koszul. Soit M un R-module gradué, m 1 , ... , mn E NI, et 
A(M) la R-algèbre commutative graduée sur M. Pour toute permutation u de 
m1, ... , mn, le signe de Koszul e:(u) est défini par l'égalité m 1 /\ · · · /\ mn = 
e:(u)mu(l)/\· · ·/\mu(n) dans A(M). Nous l'étendons en e:: R[Ln] -+ R; remarquons 
qu'il y a abus de notation car cr ne suffit pas à définir e:(u). 
Les mixages. Soit p un entier ~ 1. Alors cr E Ln est un (p, n - p )-mixage si 
cr( 1) < .. • < u(p) 
cr(p + l) < .. • < u( n). 
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On note *(p,n-p) l'élément E(u)u de R ['[n], Egalement on note shn 
o-E{(p,n-p )-mixages} 
la somme "E;:: *(p,n-p)· Donc shn est la somme des E(u)u où u est (p, n - p )-
mixage, pour tout p E {1, ... , n - 1}. 
Définition 3.6. 7. Soit A une R-algèbre commutative graduée s-réduite dont 
le module sous-jacent est libre et T(A) l'algèbre tensorielle sur A. Alors R [Ln] 
agit (à gauche) sur Tn(A) de la manière suivante: 
L'action de *(p,n-p) est appelée produit mixé. Nous notons 
déf 
a1 ® · · · ® ap *ap+I ®···®an= *(p,n-p) (a1 ®···®an) 
L E(u)( au-1(1) ® · · · ® au-1 (n)), 
o-E{ (p,n-p )-mixages} 
Soit Hom~ (TP( 0-- 1 H), a-- 1 H) le ~-sous-module de Homq (TP( a-- 1 H), a-- 1 H) des 
applications f telles que f o shi = 0 pour tout i ~ 1. La différentielle V laisse 
stable ce module: 
Cette différentielle donne naissance à une cohomologie bigraduée, appelée colw-
mologie de Harrison de H à coefficients dans lui-même, et notée Harr q,p(H; H). 
Soit C une coalgèbre cocommutative graduée dont le module sous-jacent est li-
bre. Nous notons .6.. sa diagonale réduite. Comme C est cocommutative graduée 
et 2 est inversible dans~ on a pour tout c, .6..c = ½ 'E(c 1 ® c2 - (-1)lcillc 2 1c2 ® 
c1) = ½ I:[c1, c2] et donc la flèche d1 définie par le diagramme(+) de 3.6.3 peut 
s'écrire 
d1: a-- 1 C -+ L 2 ( a-- 1 C) 
et se prolonge en un élément de Der1 ,_ 1 L( a-- 1 C). Notons ~C = Hom( C, ~) 
et m la multiplication de ~C, alors la transposée td 1 de d1 satisfait à td 1 = 
a-- 1 omoa- Q9 0-. 
Proposition 3.6.8. Si C est de type fi.ni, nous avons un isomorphisme de 
complexes de chaînes 
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PREUVE: L'isomorphisme 4> est la restriction de l'isomorphisme de 3.6.4 au 
sous-module Hom~(TP+1 (o--1 ijC), o--1 ~C). Il faut montrer que (o-ofoo-- 1 )(shi) = 
0 pour tout i, équivaut à im t(o-of 00-- 1 ) C u+ 1(a- 1 C). 
Sur T(o-- 1 0) nous avons une structure de coalgèbre dont la diagonale réduite 
s'écrit 
o-E{ (p,n-p )-mixages} 
pE{l, ... ,n-1} 
pour c1, ... , Cn E 0-- 1 C. En fixant un p et en calculant l'application transposée 
de 6- nous trouvons 
où X1,• .. ,xn E o--1 ijC. 
Nous arrivons à l'argument essentiel de la preuve. Les primitifs de T( 0-- 1 C) 
pour la diagonale ci-dessus forment l'algèbre de Lie l(o-- 1 0) (cf. [C-M-N, 
prop. 2.8]). Nous avons donc le diagramme 
qui se dualise en 
Il est clair que tf(o-- 1 0) C L(o--10) équivaut à l'existence de a et donc à 
l'existence de ta. Mais cette dernière est équivalente à f(im *) = f(shi) = 0 
pour tout i. 
Ainsi on pose <I>(f)lo--lC = t f et on prolonge <I>(f) en dérivation del( 0-- 1 C). 
On vérifie comme dans 3.6.4 que 4> commute aux différentielles. D 
Interprétation topologique 3.6.9. Soit X un objet de ~-CW}+ 1 tel que 
H*(X) soit sans torsion et de type fi.ni comme ~-module gradué. Soit H*(X) 
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son algèbre de cohomologie. Soit (0n)n~l la suite d)obstructions à la ?R-formalité 
de X. Alors si 0k = 0 pour 1 ~ k ~ n - 1, 0n est une classe de la cohomologie 
de Harrison Harr l,n(H*(X); H*(X)). 
En particulier, si Harr 1•*(H*(X); H*(X)) = 0, alors H*(X) (et donc X) est 
intrinsèquement ?R-formelle. 
La preuve de ce résultat est analogue à celle de 3.6.5. 
Nous allons maintenant relier les cohomologies de Harrison et de Hochschild 
par une flèche, induite par l'inclusion canonique d'une ?R-algèbre de Lie (rap-
pelons que 2 et 3 sont inversibles par définition) dans son algèbre enveloppante. 
Théorème 3.6.10. Soit C une ?R-coalgèbre graduée cocommutative de type 
fi.ni, libre comme ?R-module, concentrée en degrés s + 1, ... , N. Notons ~C l'al-
gèbre graduée commutative duale de C. Alors si N = min (sp - 1, s + 2p - 3), 
l'inclusion L(o--1 C) L--t UL(o--1C) = T(o-- 1C) induit une injection 
PREUVE: L'algèbre tensorielle T( 0-- 1 ijC) est munie d'une différentielle combi-
natoire d: 
d( -1 /V\ /V\ -1 ) ( -1 -1 ) a- a1 '61 • • • '61 a- an+1 = a1 a- a2 ® · · · ® a- an+l 
n 
+ ~( l)~~ ia-
1 a;I( -1 /V\ -1 -1 ) 6 - 1=1 a- a1 ® · · · '61 a- ajaj+l ® ... a- an+1 
j=l 
+ ( l) ~~ ia-
1 a·i( -1 -1 ) - •=1 ' a- a1 ® ... ®a- an an+I• 
Nous étudions l'action de certains éléments de ?R[Ln] sur (T( 0-- 1 ~C), d). Nous 
allons construire une famille ( en)2~n~p-l d'éléments de ?R[I:nJ, idempotents 
( c'est-à-dire e; = en), de signature 1, dont l'action sur T( 0-- 1 ~C) commute à d 
( c'est-à-dire den = en-1 d) et satisfaisant à 
(1) enshn = shn, 
(2) en est un polynôme Pn en shn sans terme constant. 
Nous constatons que pour n ~ p-1 le complexe T( 0-- 1 ~C) se scinde par l'action 
de la famille ( en)n~l en Tn( o--1 ~C) = enTn( o--1 ~C) ED (Id - en)Tn( o--1 ~C). On 
a enTn(o-- 1~C) C shnTn(o-- 1UC); écrivons shnTn(o-- 1ijC) = enTn(o-- 1UC) ED 
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(Id -en)Tn( 0-- 1 UC) nshnTn( 0-- 1 UC). Appliquons en des deux côtés de l'égalité. 
Nous obtenons 
shnTn( 0--l UC) = enTn( 0--l UC) 
et Tn( o-- 1 ijC)/im shn ~ (Id - en)Tn( o-- 1 UC). 
Ceci entraîne l'existence de la rétraction 
(R) 
(vérifions que la composée des deux flèches est l'identité: tout élément dans 
l'image de l'inclusion s'écrit a en( a), avec Œ E Tn( 0-- 1 UC); ainsi (Id - en)( a -
en(a)) = a - 2en(a) + e;(a) = a - en(a) par l'idempotence de en), 
La flèche Homs(Tn( 0-- 1 UC), o-- 1uc) >-t Hom(Tn( 0-- 1 UC), 0-- 1 UC) consiste à 
oublier qu'un morphisme a la propriété de s'annuler sur l'image de shn, Par 
les isomorphismes de 3.6.4 et 3.6.8, on déduit que cette flèche est induite par 
l'inclusion 
La propriété (R) passe en homologie et nous obtenons que 
Il nous reste donc à construire la famille ( en), La construction se fait par 
récurrence: 
Posons e2 = ½sh2, Supposons avoir construit e2, ... , en-1• Alors par hy-
pothèse de récurrence, en-1 = Pn-1(shn-1), Posons 
1 
en= Pn-1(shn) + t:(shn) (Id - Pn-1(shn))shn 
où t:(shn) = 2n-l (qui est inversible dans ?R). On a bien t:(en) = 1. Vérifions 
que en commute à d. On vérifie aisement que dshn = shnd, Alors 
den= dPn-1(shn) + 2-n+Id(ld - Pn-1(shn))shn 
= Pn-1(shn-1)d + Tn+ 1(ld - Pn-1(shn-1))shn-1d 
= en-1 d + 2-n+1(ld - en-1)shn-l d 
=en-Id+ 2-n+I(shn-l - en-1shn-1)d 
= en-l d par hyp. de récurrence. 
Maintenant vérifions que en est idempotent; pour cela nous utilisons le "lemme 
de Barr" à coefficients dans ?R: 
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Lemme 3.6.11 (Barr). Soit u E ?R[En) pour n ~ p- 1 tel que son action sur 
T( a-- 1 ijC) satisfait à du = O. Alors 
1 
u = n!e(u)I:a-ELne(u)u. 
La preuve de Barr [Bar, p.316) s'applique sans changement. La restriction 
n ~ p - 1 provient uniquement du fait que n doit être inversible dans ?R = 
z [ (p21)!]. 
SUITE DE LA PREUVE DE 3.6.10: Nous avons de; = e;_ 1 d =en-id= den 
par hypothèse de récurrence. Donc d(e; - en) = 0 et par le lemme de Barr, 
e~ - en = ¾Te( e; - en) I:o-ELn e(u)u = O. 
Vérifions finalement que enshn = shn, Nous avons d( enshn-shn) = en-l dshn -
dshn = ( en-1shn-l - shn-1 )d = O. Donc par le lemme de Barr, comme 
e(en) = 1, enshn - shn = ¾T(c:(en)e(shn) - e(shn)) I:a-ELn e(u)u = O. D 
Interprétation topologique 3.6.12. Soit X un objet fini de ?R-CW}+1 sans 
torsion homologique. Alors on a équivalence entre 
(1) X est ?R-formel 
(2) X est ?R-AH-formel. 
PREUVE: Nous avons vu en 3.6.5 (resp. 3.6.9) que les obstructions à la ?R-AH-
formalité (resp. à la ?R-formalité) sont des éléments de Hoch 1•*(H*(X); H*(X)) 
(resp. Harr 1 •*(H*(X);H*(X))). D'autre part nous avons vu en 3.5.16.(2) 
que les 0~ sont les images des 0i par le morphisme l* induit par l'inclusion 
l: L(a- 1 H*(X)) t-t T(a--1 H*(X)). 
Donc le théorème 3.6.10 entraîne que les p - 1 premières obstructions à la 
?R-formalité sont nulles si et seulement si les p - 1 premières obstructions à 
la ?R-AH-formalité le sont. Mais d'après 3.5.16.(3) et 3.3.14.(2) si les (P.- 1) 
premières obstructions sont nulles, elles le sont toutes. Ceci entraîne l'équiva-
lence des deux notions de formalité. □ 
Proposition 3.6.13. Dans la sous-catégorie de ?R-CW}+1 des espaces sans 
torsion homologique, on a le tableau suivant: 
1 ?R-AH-formalité 1 & 1 Q-AH-forma.lité 1 
(') Il Il(') 
1 ?R-formalité 1 ~ 1 formalité rationnelle 1 
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Les réciproques de (1) et (4) sont fausses. 
PREUVE: Soit X un objet de ~-CW}+1 sans torsion homologique, et Xm son 
CW-complexe associé à structure cellulaire minimale. 
(1) Si (T(V), d) est un ~-modèle d' Adams-Hilton à différentielle quadratique 
de X, alors (T(V), d) ® Q est un Q-modèle d'Adams-Hilton à différentielle 
également quadratique. 
(2) cf. théorème 3.6.12. 
(3) Cette équivalence fait l'objet de [Me] ( c'est évidemment aussi un cas 
particulier de (2) pour ~ = Q). 
(4) est équivalent à (1). 
La réciproque à ( 4) est fausse: voici un contre-exemple tiré de [El H]: soit S = 
(s: V Sf) U11[a,b] e6 U[a,[a,b]] e8 • Dans ce cas~= l[t] et L(S) = (L(a, b, c, e), ô) 
avec ôa = ôb = 0, ôc = ll[a, b], ôe = [a, [a, bl]. Comme 11 n'est pas inversible 
dans ~, S n'est pas ~-formel. Pourtant il est Q-formel. La réciproque à (1) 
étant équivalente à celle de ( 4), elle est fausse aussi. D 
Proposition 3.6.14. L'espace projectif complexe cpn est ~-formel. 
PREUVE: Soit C*DCP 00 le complexe des chaînes singulières cubiques sur DCP 00 • 
D'après 3.7.2 nous avons 
D'autre part, si x est un générateur de C*S1 nous avons 
DB(x~, 0)-=-+(x~, 0), 
où Best la bar-construction ( cf. paragraphe suivant). Nous savons que DCP 00 c::. 
S1 et donc c*ncpn c::. C*S1. Soit Œ l'élément de c*ncpn qui correspond 
au générateur de C*S1. Nous avons donc un quasi-isomorphimse d'algèbres 
différentielles 
qui envoie a sur x. 
De DB(x~,O)~nc*cp= on déduit que (T(x1,x2, ... ),d) avec lxil = 2i-1 
et d quadratique, est un modèle d' Adams-Hilton de CP 00 • Comme cpn est un 
squelette de CP 00 , son modèle d' Adams-Hilton est (T( x1, x2, ... , xn), d) avec d 
quadratique; donc cpn est ~-AH-formel. D'après 3.6.12 il est ~-formel. D 
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3.. Le cas des CW-complexes avec 
torsion homologique .. 
Rappels 3. 7.1. Soit (A, d) une R-algèbre différentielle graduée commutative 
s-réduite (s ;;::: 1) à différentielle de degré -1. La bar-coustruction B(A, d) 
sur A est définie par B(A, d) = (T( CY A), D = di+ dE) avec 
{ 
di( CYa1 ® · · · ® CYan) = - I:~=l (-1 ?~-==~ luak I CYa1 ® · · · ® CYdai ® · · · ® CYan 
dE(CYa1 ® · · · ® CYan) = - I:~=1(-l?~:~lo-ai,ICYa1 0 · · · 0 CY(ai-lai) ® · · · ® CYan 
Soit ( C, 8) une R-coalgèbre différentielle graduée cocommutative s-réduite 
(s ;;::: 1) à différentielle de degré -1. Notons 6 sa diagonale. La cobar-
construction O(C, 8) sur C est définie par O(C, 8) = (T(CY-1 0), 8 = 81 + 8E) 
avec 
{ 
ÔJ:(O'-l c1 0 ... 0 (7-l en) = - I:~=1 (-1?~-==~ 1<T-lcl0'-1c1 0 ... 0 (7- 1 ac; 0 ... 0 (7-l Cn 
1 1 "'n I:i-l 1 -l 1 1 <%((7- c10···00'- Cn)=-LJi=l(-1) k=l(T CO'- c10···0 
0(0'-l 0 O'-l )o6(ci) 0 · · · 0 0'- 1 an 
Remarquons qu'en tenant compte de la structure de coalgèbre de l'algèbre ten-
sorielle, utilisée dans la preuve de 3.6.8, les deux constructions fournissent 
des algèbres de Hopf: B(A, d) est commutative et 0( C, 8) cocommutative. 
D'autre part, aussi bien B que O sont des foncteurs qui envoient des R-quasi-
isomorphismes entre objets projectifs comme R-modules (cf. 1.4.1), sur des 
R-quasi-isomorphismes. 
Soit X un CW-complexe s-réduit (s ~ 2) et DX son espace de lacets. Soit 
(C*DX,8nx) le complexe des chaînes cubiques singulières de DX (cf. 3.1.5); 
il porte une structure d'algèbre induite par la composition des lacets de DX à 
travers Eilenberg-Zilber: 
D'autre part ( C*X, 8x) porte une structure de coalgèbre pour la diagonale 
induite par la diagonale topologique. 
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Proposition 3. 7.2 [F-H-T, th. I]. Il existe un R-quasi-isomorphisme d'algè-
bres 'ljJ x, naturel en X 
Théorème 3.7.3. Soit X un objet de ?R-CW}+1 sans torsion homologique. 
Alors les conditions suivantes sont équivalentes: 
(1) X est ?R-formel; 
(2) Il existe des ?R-quasi-isomorphismes d'algèbre 
(C*X,8)-'.:::'.-(T(V),d)-'.:::'.-(H*(X),0) 
où C* X est l'algèbre des cochaînes singulières cubiques de X et (T(V), d) une 
?Ir-algèbre tensorielle munie d'une différentielle de degré +l. 
PREUVE: i. (1) ==} (2) D'après 3.6.12 la ?fr-formalité est équivalente à la ?R-AH-
formalité. Donc par définition il existe un ?R-quasi-isomorphisme 
et donc, en appliquant [F-H-T, prop. 2.14], 
B(T(o-- 1 H*(X)), 81 ) _'.:::'._ B(C*nx, 8nx) 
Il pa,37+ 
BO(H*(X), 0) BO(C*X, 8x) 
r~ r~ 
(H*(X), 0) 
Ainsi nous avons une suite de ?R-quasi-isomorphismes 
En dualisant, et en prenant des relèvements successifs, on obtient 
(C*X,8x)-'.:::'.-(T(V),d)-'.:::'.-(H*(X),0) 
où (T(V), d) est une ?R-algèbre tensorielle munie d'une différentielle de degré 
+1. 
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ii) (2) ⇒ (1) En dualisant 
(C*X,8x)-'.:::-(T(V),d)-'.:::-(H*(X),0) 
nous obtenons (en notant ~V= Hom(V, ~) et td la transposée de d), 
et donc par propriété du foncteur cobar-construction 
O(C*X,8x)-'.::::-n(T(W), td)-'.::::- O(H*(X),0) 
En écrivant O(H*(X), 0) = (T(Œ-l H*(X)), 81 ) et en relevant, nous obtenons 
D'après 3.7.2, nous avons 
et donc par définition, un ~-modèle d' Adams-Hilton de X à différentielle quadra-
tique. D 
Remarque: La condition (2) du théorème 3.7.2 garde un sens si H*(X) a de 
la torsion, d'où: 
Définition 3. 7A. Soit X un objet de ~-CW.f+. 1 . Alors X est dit ?R-formel 
s'il existe des ~-quasi-isomorphismes d'algèbre 
(C*X,8)-'.:::-(T(V),d) _'.::::___..(H*(X),0) 
où C* X est l'algèbre des cochaînes singulières cubiques de X et (T(V), d) une 
~-algèbre tensorielle munie d'une différentielle de degré + 1. 
Proposition 3. 7.5. Les espaces de Moore sont ~-formels. 
PREUVE: Soit Mun espace de Moore, avec H*(M) = [z]1/p1 en i et O sinon. 
Soit ( C* M, BM) le complexe des cochaînes singulières cubiques (3.1.5) de M. 
C'est un complexe de cochaînes ~-libre. Nous allons construire en même temps 
les deux ~-quasi-isomorpismes de la définition 3.7.4 par récurrence sur le degré. 
Soit W la ~-algèbre définie par 
{ 
y~ en degré i 
W = x~ en degré i - 1 et xy = 0, dx = py. 
0 sinon. 
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Nous avons des fi.èches 
(Cell*(X),8cell,X)-==-(W,8)-==-(H*(X),0) 
où ( Cell*(X), 8cell,X) est le complexe des cochaînes cellulaires de X. Ces fi.èches 
sont des ~-quasi-isomorphismes d'algèbres de cochaînes. Prenons un modèle 
( d'algèbre différentielle graduée) (T(V), d) de (W, 8). Alors 
( Cell*(X), 8cen,x) -==- (T(V), d) -==-(H*(X), 0) 
D'après [Mau,4.4.21-22] on a un morphisme 0: Cell*(X).:=.C*X et donc 
Cell*(X)f=-C* X: tg et d'après [op. cit.;8.5.6] ce m.orphisme commute aux pro-
duits. Après relevement, on obtient 
(C*X,8x)-==-(T(V),d)-==-(H*(X),0) 
et donc que M est ~-formel. 
Proposition 3.7.6. Un bouquet de CW-complexes ~-formels est ~-formel. 
PREUVE: Soient X1, X2 deux CW-complexes ~-formels. Alors 
C* (X1 V X2)-=-+C* X1 EB C* X2 
et H* (X1 V X2)-=-+H*(X 1) EB H*(X2) 
Puisque les espaces sont ~-formels, nous avons (T(V'), d') et (T(V"), d") quasi-
isomorphes en même temps aux complexes singuliers et aux cohomologies. Con-
sidérons (T(V')EBT(V"), d' +d") comme algèbre différentielle graduée en posant 
v'v" = 0, d'v" = d"v' = 0 pour tout v' E T(V') et v" E T(V"). Alors nous 
avons des ~-quasi-isomorphismes d'algèbres 
Soit (T(V), d) un modèle de (T(V') EB T(V"), d' + d"). Nous avons alors des 
~-quasi-isomorphismes 
et donc X1 V X2 est ~-formel. La preuve se poursuit par récurrence pour un 
bouquet de n CW-complexes. □ 
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Corollaire 3. 7. 7. Les suspensions de ?R-cw.::;:_1 sont ?R-formelles. 
PREUVE: D'après [Dw2, p. 168] toute suspension s-réduite a le même type 
d'homotopie modérée qu'un bouquet d'espaces de Moore. D'après 3.7.5 et la 
proposition, ceci entraîne le résultat. 
Définition 3. 7.8. Soit X, Y des CW-complexes 1-connexes et p un nombre 
premier. Notons l(p) l'anneau des entiers, localisé en p. Une flèche f: X -t 
Y est une p-équivalence d'lwmotopie (notée ~ ou ~p) si elle induit un 
isomorphisme de l(Ptmodules 
Remarque 3. 7.9. Soit X, X' des objets de ~-CW}+ 1 tels que H*(X), H*(X') 
soient sans torsion et soit f: X -t X' un ?R-quasi-isomorphisme. Alors f est une 
p-équivalence d'homotopie pour tout p non inversible dans ?R. 
Définition 3.7.10 [Anl]. Un CW-complexe 1-connexe est dit p-minimal si 
en chaque dimension ses cellules sont en bijection avec une base de l'homologie 
à coefficients l/pl. 
Proposition 3.7.11 [Anl]. Pour tout Cii\l-complexe ]-connexe X il existe un 
CW-complexe p-minimal Xm et une p-équivalence d'homotopie m: X -t Xm. 
Définition 3. 7.12. Soit X un CW-complexe R-local 1-connexe et p un premier 
non inversible dans R. Un p-modèle d'Adams-Hilton de X est (T(V) @ 
1/pl, d@ lz;pz), où (T(V), d) est un R-modèle d'Adams-Hilton de X. 
Proposition 3.7.13 [Anl). Un CW-complexe est p-minimal si et seulement 
s'il admet un p-modèle d'Adams-Hilton à différentielle décomposable. 
Proposition 3.7.14. Soit X un objet de ?R-CW}+1 , tel que H*(X) soit sans 
torsion. Si X est à structure cellulaire minimale, il est p-minimal pour tout p 
non inversible dans ?R. 
Corollaire 3. 7.15. Soit X un objet de ?R-CW}+1 , tel que H*(X) soit sans 
torsion. En combinant ~.2.8, 3.5.3 et la proposition précedente on trouve qu'il 
existe pour tout p non inversible dans ?Run objet Xm,p de la même catégorie qui 
soit p-minimal et p-équivalent homotopiquement à X, c'est-à-dire 3.7.11 dans 
le cas particulier des CW-complexes sans torsion homologique. 
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PREUVE: Si X est à structure cellulaire minimale, L(X) est à différentielle dé-
composable et donc UL(X) aussi. Mais d'après 3.1.14.(ii), ce dernier est un 
~-modèle d'Adams-Hilton de X et donc UL(X) 01/pl un p-modèle d'Adams-
Hilton de X (rappelons que p n'est pas inversible dans ~). UL(X) 0 1/pl est 
à différentielle décomposable et donc X est p-minimal. 
Définition 3.7.16. Par analogie avec 3.5.12, un CW-complexe X 1-connexe 
est dit p-AH-formel s'il admet un p-modèle d'Adams-Hilton à ·différentielle 
quadratique. 
Proposition 3.7.17. Soit X un CW-complexe B.ni de ~-CW 811 et q un pre-
mier tel que l/q ri~- Supposons que Tor(H*(X),1/ql) = O. Alors si X est 
~-formel, il est q-AH-formel. 
PREUVE: Par définition de la ~-formalité, nous avons 
(C*X,âx)-::::-(T(V),d)-::::-(H*(X),0) 
d'où, comme Tor (H*(X), 1/ ql) = 0, 
(C*(X; 7L/ ql), âx) -::::-(T(V), d)@ 1/ ql _::::_ (H*(X) 0 l/ q1), 0) 
et enfin H*(X) 01/ql ~ H*(X; l/q1). D'après [EIH,p.18] si H*(X; 1/ql) 
est de type fini, ceci équivaut à la q-AH-formalité de X. □ 
Remarque: Le problème se pose maintenant de traduire cette définition de 
~-formalité dans ~-DGLA~- 1 . Nous allons apporter des éléments de réponse. 
Définition 3. 7 .18. Soit X un objet de ~-CW 811 . Filtrons L(X) par la. 
longueur de crochet et prenons le 1er étage de la. suite spectrale associée à 
cette B.ltra.tion. En appliqua.nt le théorème de perturbation 1.3. 7 nous obtenons 
L(X) E 1L(X) 
(1) + + 
(L(W), d + r) (L(W), d) 
où W est un module bigra.dué libre et q>, 'ljJ des ~-qua.si-isomorphismes tels que 
E 1q> = 'ljJ. Alors on dira. que X est de type Fl si on peut choisir r superflue 
(cf. 1.2.2), autrement dit si (L(W), d + r) et (L(W), d) sont dans le même type 
d'homotopie ~-modérée. 
3. 1. Le cas des CW-complexes avec torsion homologique 71 
Proposition 3. 7.19. Si X est tel que H*(X) soit sans torsion, alors la notion 
de "type Fl" coïncide avec celle de "~-formalité". 
PREUVE: Si H*(X) est sans torsion, d'après 3.2.5, il existe dans le même type 
d'homotopie modérée que X un CW-complexe Xm, Reprenons le diagramme 
(1) pour Xm: L(Xm) est à différentielle décomposable. Donc si nous notons 
L(Xm) = (L(V), ô), 
où 81 est la partie quadratique de 8. Mais alors on peut prendre '1P = Id et 
T = 8 - 81, <p = Id. Donc si X est de type Fl, c'est-à-dire si r est super-
flue, (L(V), 8) est dans le même type d'homotopie ~-modérée que (L.(V), 81 ) 
et réciproquement. Mais ceci est équivalent à dire que X et X f ( qui est la 
réalisation de (L(V), 81 )) sont dans le même type d'homotopie ~-modérée c'est-
à-dire que X est ~-formel. D 
Remarque 3.7.20. Si H*(X) a une partie de torsion non nulle, il est impos-
sible de trouver (L(W), d) dans le type d'homotopie de L(X) avec d décompo-
sable. 
Proposition 3.7.21. Les espaces de Moore ne sont (en général) pas de type 
Fl. 
PREUVE: Si M est un espace de Moore, la différentielle de L(M) est linéaire. 
Donc le terme E 1 de la suite spectrale associée à la longueur de crochet, n'est 
autre que l'homologie de L(M). Alors la définition de type Fl, coïncide avec 
celle de coformalité modérée. Mais on a vu dans 2.3.6 que les espaces de Moore 
ne sont pas ( en général) coformels et donc ne sont pas de type Fl non plus. D 
Commentaire 3.7.22. Le type Fl se revèle être un mauvais candidat pour 
une notion de formalité dans ~-CW}+1 , car il ne recouvre pas les espaces de 
Moore. 
En calculant les premiers termes d'une déformation d'un espace de Moore 
ou d'un produit d'espaces de Moore on constate que celle-ci peut être choisie 
linéaire ( sur les termes calculés). 
3.7.23 Question ouverte. Soit L(M) = (L(x,y),8y = px) un modèle 
d'espace de Moore. Notons (L(W), d) un modèle de E 1 (L(x, y), 8) et (L(W), d+ 
T) son déformé. La déformation T peut-elle être choisie linéaire? 
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Définition 3.7.24. Soit X un objet de ~-CW}+ 1 , notons L(X) = (L(V), 8) 
et soit (L(W), d) un modèle de E 1(L(W), d) et (L(W), d + T) son déformé. On 
dit que X est de type F2 s'il existe (L(W'), d + T 1)~(L(W), d + T ), avec 
T1:W'--+ W' 
Proposition 3.7.25. Si X est de type Fl, il est de type F2. 
PREUVE: Si X est de type Fl, alors (L(W), d + T) est dans le même type 
d'homotopie que (L(W), d) et donc on peut prendre T 1 = O. □ 
Remarques 3.7.26. 1) Si la réponse à la question 3.7.23 est affirmative, les 
espaces de Moore seront de type F2. 
2) En prenant~= Q, les types Flet F2 sont chacun équivalents à la formalité 
rationnelle. 
3. 7.27. Soit AH --+ H*(X) une ~-résolution par des modules libres de H*(X); 
on remarque que le degré maximal dans AH est ~ N car H N est sans torsion 
(il n'y a pas de cellule en degré N + l). Soit (L(V), d) = L(X) un ~-modèle 
cofibrant de .\(X); on a une équivalence faible 'lj;: AH --+ (V, d0 ) qui d'après 3.2.1 
induit une ( R* )-équivalence faible 
L('lj;): L(AH)--+ (L(V),do). 
Construisons un ~-quasi-isomorphisme, 
(L(AH EB W),D)--+ (L(V),do) 
d'après le théorème de perturbation 1.3.7, il existe T tel que 
(L(AH EB W), D + T)--+ (L(V), d) 
soit un ~-quasi-isomorphisme aussi. Comme précédemment, ( cf. 3.2.2) T(AH) C 
L(AH), 
Définition 3. 7.28. On dit que (L(V), d) est de type F3 s'il existe T tel que 
T(AH) C L2 (AH), 
Remarque 3.7.29. Les suspensions (donc les espaces de Moore) sont de type 
F3. Il reste, pour cette étude, à montrer que ces notions (Fl, F2, F3) sont des 
invariants du type de ~-homotopie et à déterminer laquelle correspond à 3. 7.4. 
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ME1:pt.a.aµév1, auv,:;unt.x6,:;1,,:;a. xa.l 'tU:rtt.x6,:;1,,:;a. ,:;wv 
CW-auµ:rtÀEyµci,:;wv ne:ne::pa.aµév1,ç 8t.cia,:;a.a1,ç. 
'H cxÀys~ptx~ -wrco),oy(a àvtLCT-WLXS{ cxÀys~ptxÉ:ç ôoµÉ:ç crtouç torcoÀoytxouç xw-
pouç. Oî. ôoµÉ:ç aÙtÉ:ç µrcopouv va µsÀstri0ouv sùxoÀotspa xat OL TTÀY)pocpop(sç rcou 
m:ptÉ:XOUV µaç €:TTLtpÉ:rcouv µta xatataçri tWV torcoÀoytxwv xwpwv. <IOao m6 rco),-
ÀÉ:ç TTÀY)pocpoptsç &vtÀouµs &rc6 tOUÇ -rorco),oytxouç xwpouç, t6ao m6 rcoÀurc),oxsç 
xa( ouaxpricrtE:Ç y(vovtm OL cxÀys~ptxÉ:ç ôoµÉ:ç. Xpsta(ovtm Àotrc6v Sswp(sç TTO\J 
va µstacpÉ:pouv t~V m6 rcon~ TTÀY)pocpopla xprimµorcotwvtaç 1"LÇ m6 crnÀÉ:ç ôoµÉ:ç. 
<'Eva SsµsÀtwôsç ~rjµa rcp6ç aùt~ t~ xatsu0uvari havs o Nt. KourjÀsv crt6 
"Rational Homotopy Theory" [Qu2]. ljt~ oriµoalsuari aù-r~ aucrxs-c((st ts),s-
crttxa aÉ: xa0s (2-àvriyµÉ:vo) rcÀsyµcmx6 xwpo ( xal apa aÉ: xa0s 1-auvacp~ torco-
Àoytx6 xwpo) µ(a (1-àvriyµÉ:vri) Ôta~aSµtaµÉ:vY) Ôtacpoptx~ a:Àys~pa Arj xat, àvtt-
crtpocpa, çsxtvwv-raç àrc6 1.1la Ôta~aSµwµÉ:vY) Ôtacpoptx~ a:Àys~pa Arj, xataaxsua(st 
Ëva rchyµatLXO xwpo. ljUV0É:tovtaç aùtouç to\JÇ ôuo tsÀwtÉ:ç, àrcoxtêiµs Ëva vÉ:o 
rcÀsyµatLXO auvoÀo crt6v LOLO turco pY]t~Ç oµotorc(aç, OTTWÇ t6 àpxtx6 rcÀsyµattx6 
auvoÀo. 
'O t\JîCOÇ pY]trjç oµotorc(aç dvm rcpoaÉ:yytcrY) tOU turcou oµotorc(aç: ôuo xwpot 
dvm wu '1.ôwu -rurcou pY]trjç oµotorctaç, owv auvÔÉ:ovtm µÉ:aw µtêiç àxoÀouS(aç 
µopcptcrµwv TTOU rcapayouv oµoÀoytxouç taoµopcpwµouç µÉ: pY)tOUÇ auvtsÀwtÉ:ç. 
'H Èvvow aùt~ rcpocpavwç Mv tçaptêitat àrc6 t6 tµrjµa crtpÉ:y;YJç twv oµ&ôwv oµo-
torclaç xal Ètal rc,x, Ëvaç xwpoç "A°LÀsvµrcspyx-Max AÉ:Y)V K(l/pl, n) taUtL(staL 
rcp6ç Ëva ariµsfo. 
'O -rsÀsat~Ç tOU KourjÀsv dvm àpxsta J'toÀurcÀoxoç· at6 1tÀsyµatLXO auvoÀo X 
CXVtLO"totxouµs rcpwta t~V oµaôa ~p6xwv tOU GX xal µsta t6v rcÀsyµanx6 ôa-
XtUÀLO oµ&ôaç QG X. ljUflTTÀY)pwvouµs t6v QG X yta va àrcoxt~aouµs µta rcÀ~pY) 
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rchyµccnx~ a.Àyc:~pa Xôm.p· µsvc:t µôvo va rco:pouµs 1:ôv urcoxwpo 1:WV àpxiyovlùV 
yEVVYJ1:0plùV xat VŒ XCiVOVtXOîCOt~CTOUl-1,8 yta Va ClîCOXl:~CTOUl-1,€ 1:~V(YJl:OU!-1,EVY) OLa~aS-
1-1,LCTl-1,€\IY) ôta<poptx~ a.Àys~pa Arj .\(X). "H cruvwµri mh~ rcc:ptypa<p~ ôdxvu 01:t µta 
aµwri xa-mcrxEU~ ÔÉ;v Sa µiiç ~oriSoûcrs cr-r~v àxpt~~ rcsptypa<p~ rcapaôc:tyµo:-rlùV. 
Ilap' oÀa Q'.l~na, ri ôriµocrtwcrri au-r~ mû KourjÀEV rcc:ptixst Ëvav -rpôrco IJ.8ÀÉ1:YJÇ 
1:WV 1:\JîC(ùV PYJTY)Ç oµornrctaç 1:0Û orcotou ri XPYJcrll-1,01:YJW sçwopporcEl 1:~V rcoÀuîCÀO-
xô-rri-ra 1:0Û -rsÀw-r~ ,,\, "H xcnriyopta 1:WV Ôta~aSµtaµsv(ùV Ôtacpoptxwv aÀyc:~pwv 
Arj sµrcc:pt€XEL oÀa "tO: crucrw-rtxa "ta àrcapat"tî)"tŒ yta "tOV optoµô µtiiç oµowrctaç: 
xuÀtvôpo, µonüa xal yc:vtXW1:Epa µta ôoµ~ XÀEtO"'tY)Ç xauiyoptaç µit µonÉ;)\a, 
"Ernt "tÔ xupt0 Sc:wpriµa 1:0Û KourjÀEV ÔtCftuîCWVEWt wç sçrjç: Ol. oµo"tomxÉ;ç X0'.-
1:YJYOptc:ç nov ClV"tlO'WtXOÛV 0'1:lÇ xa-rriyoptc:ç (2-àvriyµsv(ùV) rchyµanxwv O'UVOÀlùV 
xat (1-avriyµiv(ùV) Ôta~aSµwµsv(ùV Ôtacpoptxwv àÀys~pwv Arj dvat 1.aôµopcpc:ç. 
"Aç smcrriµo:vouµc: 01:t "tÔcro àrcô aÀyc:~ptxrjç 00'0 XO'.l arc6 -rorcoÀoytxrjç rchupiiç 
\JîCapxouv EVVOtEÇ oµa.ÔlùV oµo)\oytaç, a)\ys~pwv cruvoµo)\oylaç xat àÀys~pwv Arj 
01-1,0"tOîClO'.Ç, ClV"ttO"îütXOÛV µswçu wuç, xat dvat avaÀÀot(ù"tO'. "t\JîCOU PYJ'îYJÇ oµorn-
rctaç. Bi~ata, ri Sc:wpricrri µtaç 1:WV SVVOlWV O'.U"tWV Mv arcoôtôst yc:vtxa oÀÔx)\ripo 
"tOV "tÛîCO PYJ"tY)Ç oµo-rnntaç. 6,.É;v µnopoûµc: n. X· va avacrucr-r~crouµc: "tOV -rûno PYJ1:YJÇ 
oµowrctaç "tOÛ X àn'"t~V a)\yc:~pa Arj 0µ01:orctaç. 
~"t~V spyaata ŒIJ"t~ Sc:lùpoûµc: àrcoxÀElO'"tlXŒ 1:~V napouatacrri Ôta µfow Ôtacpopt-
xwv aÀyc:~pwv Arj a.ÀM ri 1.cr-roptx~ au-r~ avaôpoµ~ Sa ~wv rcoÀv sÀÀtrc~ç av Mv 
avacpipaµc: 1:~V spyacrta 1:0Û ~a.ÀÀt~av. ~"t~V OY)l-1,00'lEUO'Y) [Su]rco:pixst 1:~V rJ.VO'.îCO'.-
pacr-raari -mû -runou pYJ"tYJÇ 0µ01:orctaç -rwv rcÀc:yµa-rtxwv (µriôsvoôuvaµwv, rcrnc:pa-
aµsvou "t\JîCOU) xwplùv µfow PYJ1:WV Ôta~aSµwµsvwv av-rtµc:-raSE"tlXWV Ôtacpoptxwv 
aÀyc:~pwv. Kat cr' ŒU"tÔ 1:6 rcÀO'.lcrtO urcapxc:t 1:EÀW-rtx~ <XV1:t0'1:0t xta ( 6rc6 1:~V µop<p~ 
(c:uyouç ŒUVYJ!-11-1€\/(ùV 1:EÀE:0'1:WV )· SîClO'Y)Ç opl(c:-rat ôoµ~ XÀEtcr-rrjç xa-rriyoptaç µi µo-
v-i:É;Àa îCO\J sm-rpinc:t 1:0V optcrµô 0µ01:ontaç (opa [B-G]). Mta rcc:plÀYJlVYJ ~ptcrxc:-rat 
0'1:0 [D] OîCOU yta npw-rri <pop& cruvav-riiµs 1:~V È:vvma 1:YJÇ -rumxô-rriwç. 
~1:~V napoua-tacrri 1:0Û ~o:ÀÀt~av () opwµôç 1:0Û -rumxoû xwpou Ôtal:UîCWVEWt 
sùxoÀa: Ëvaç xwpoç X dvat -rumxôç av O aÀyc:~ptxôç àvnrcpÔcrlùrcÔç 1:0U dvat 
1:0Û !.Ôtou 1:\JîCOU oµowrctaç µi "t~V PYJ1:~ aÀyc:~pa cruvoµoÀoytaç 1:0U. Mit aÀÀa ÀÔ-
yta, -rumxôç xwpoç dvat ŒU"tOÇ "tOÛ orcotou o "tÛîCOÇ PYJ1:Y)Ç oµowrctaç xaSopt(nat 
nÀ~plùç &nô "t~v aÀyc:~pa cruvoµoÀoytaç wu. 
6...uaôtxa, opt(ouµc: crunumxouç xwpouç miv xwpouç "tWV orcollùv o "tÛîCOÇ PYJ"tY)Ç 
oµo-rnrclaç xaSopl(c:"tat &nô "t~v aÀys~pa Arj oµowrctaç -rnuç. ~"t~v napoucrtacrri 
"toû KourjÀc:v, aÙ"tÔ îcroôuvaµsi: µi "tÔ yc:yovôç o"tt ri a.Àyc:~pa Arj .\(X) rcou &v"ttcr-rnt-
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1:Y)Ç, 
Etôaµs 01:l µÉ: 1:Y)V xawaxsufi 1:0U :Ea)),tpav Ol. -cumxot xwpm ixcppa(ov-cm E:U-
xoÀa· µrcopouv oµwç va xapaxnipta8ouv EîClCTY)Ç µfoa a1:6 rcÀaLmo -cou KourjÀsv. 
"Aç &rcoaacprivLaouµs rcpww 1:tç pamxÉ:ç Èvvotsç 1:ou µov-cÉ:Àou xaL -cou i;:;Àaxw1:ou 
µov1:É:Àou: Ëva µov-cÉ:Ào «-cou KourjÀsv» Év6ç xwpou X dvm µta ôwpa8µtaµÉ:VY) 
ôwcpoptx-fi aÀysppa Arj, EÀsu8spîj aav aÀysppa Arj xat -cou LOlOU 1:UîCOU oµo-corcLaç 
µÉ: 1:-fiv ,\(X). "'Eva µov-cÉ:Ào Mys-cm tMxw-co, av 1:6 ôwcpoptx6 -cou ÔÉ:v EXE:l ypaµ-
µtx6 µipoç. Ka8s rcÀsyµanx6ç 2-&vriyµÉ:voç xwpoç ôixswt EÀŒXlCT-CO µov1:É:Ào. 
6-uo tMxtaw µov-cÉ:Àa: -cou LùlOU xwpou dvm ta6µopcpa. 
"O z. M. As1.1atp [Lem2] &rcoÔE:tXVUE:l 01 Ëvaç xwpoç dvm 1:umx6ç, av xaL 
µ6vo av Mxs-cm Ëva µov-cÉ:Ào µÉ: xa8apa 1:s1:paywvtx6 Ôtacpoptx6 (ôYJÀ. 1:€1:0lO 
ilia-cs 1:6 Ôtacpoptx6 Évoç ysvv-fi-copa yux 1:-fiv ôoµ-fi aÀysppaç Arj va Èxcppa(swt aav 
ypaµµtx6ç auvôwaµ6ç &yxuÀwv µ-fixouç 2). 0a µsÀs1:-fiaouµs Àom6v 1:Lç [vvotsç 
-crjç 1:umx61:riwç xaL auv1:umx61:riwç Ôta µfoou -crjç 8E:wpLaç -cou KourjÀsv, xaL 
µaÀtaw a' Ëva ysvtxw-cspo rcÀaLaw: Tijç µer:ewaµiv17ç oµo-r:01rLaç. 
"H 8swpLa mh-fi ysvv-fi8rixs µÉ: 1:6 ap8po "Tame Homotopy Theory" [Dwl] 1:ou 
B. T(. N-cpaüsp. XpY)atµorcotwvwç wu1:6xpovo: 1:-fiv xawaxsufi -cou KourjÀsv 
xaL 1:lÇ aÀysppsç Aa(ap, o N-cpaüsp xa-caaxsua(sL µLa «yÉ:cpupa» (rcou ariµstw-
vouµs rcavw ,\) &vaµsaa a-c-fiv aÀysppa xat 1:-fiv -corcoÀoyLa, auvôfovwç -couç (3-
&vriyµÉ:vouç) n:Àsyµa-ctxovç xwpouç µi -ctç (2-&vriyµivsç) &xipmsç ôwpa:8µw1.1ivsç 
ôtacpoptxÉ:ç aÀysppsç Arj. "Emt pptaxst Ëva:v -curco oµo-corcta:ç m6 ma-c6 a-c-fiv &xÉ:-
pmYJ oµo-corcta: &rc6 1:6v <XV1:LCT1:0LXO 1:Y)Ç pîjï:Y)Ç oµo-corcta:ç: 1:6v 1:UîCO µs-cpwaµÉ:vî)Ç 
oµown:ta:ç (un:sv8uµt(ouµs 1:6v optaµ6 -cou a-c6 2.1.13). "O 1:UTIOÇ aù1:6ç iça:p1:éiwt 
&n:6 Ëvo: µÉ:poç 1:Y)Ç a-cpÉ:tjrriç 1:WV oµaôwv oµo-corc(a:ç, îCOU rcsptwpt(s1:m CTl:LÇ Ôtaa1:a-
CTE:lÇ yta 1:LÇ OîCOLE:Ç ~ &vriyµivri ôuvaµY) :E1:rjvpov1: dvm 1:€1:ptµµÉ:vY), "H 2-a1:pÉ:qJY) 
rc,x, ÔÉ:v iµcpa:vt(s-cm rca:pa µ6vo a-c-fiv n:p<.01:Y) oµaôa oµo-con:taç· ~ 3-a-cpÉ:qJY) Évoç 
3-&vY)yµÉ:vou n:Àsyµa:1:txou xwpou CTXO-CWVE:WL CTl: Ç oµaôsç ôwa-caaswv âvw -cou 6. 
"Av 1:6 µsya:Àu-cspo µÉ:poç 1:wv 1:sxvtxwv -crjç pY)ï:Y)Ç 0µ01:orctaç icpapµ6(s-cm xa:t 
a-c-fiv µnpta:aµÉ:vY) oµo-con:Lo:, âç ETTlCTY)µavouµs on optaµÉ:vsç ÔÉ:v ucpLa-ca:v-cm a. 
"H n:o:pouaLa n:.x. oµoÀoytxrjç a-cpÉ:q;Y)ç Év6ç xwpou X µswcppa(nm a-c6 lrctrcsôo 
1:WV µov1:É:Àwv µÉ: 1:-fiv lµcpavtCTY) ypa:µµtxou µÉ:pouç -cou Ôtacpoptxou xa:t ~ EVVOla 
EÀO'.XlCTl:OU µov-cÉ:Àou îCO:\JE:l va urcapxst. Mrcopouµs ~ÔY) va rcpoma8av8ouµs 1:LÇ 
ôuaxoÀLE:Ç rcou Sa &v1:tµs1:wrctaouµs yta 1:6v optaµ6 1:Y)Ç 1:UTTtXOl:Y)l:aç a' a:ù1:6 1:6 
n:Àataw. 
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"Aç mspaaouµE i:wpa (H~V îŒptypw:p~ "CY)Ç i::pyao-laç aùi:fiç-xa0wui:fiç. 
To rcpwi:o XE<paÀmo &vacpÉ:pE"Cm O'"C~ 0E(ùpta -co:paxfiç Ôta~a0µtaµÉ:v(ùV ôwcpopt-
xwv &ÀyE~pwv Af). 
0 H 0E(ùpta -co:paxfiç sµcpavt(E-CO:l ~ÔY] O'"C~V rcpoaÉ:yywri "CWV 
rcpo~ÀY]µai:(ùv i:umxoi:rii:aç xa( auvi:umxoi:ri-co:ç i:wv [Fé], [H-S], [La], [Ta]. 0 H 
&px~ "CY]Ç dvm wç sç fiç: srcava~ptaXEt "CO ISXŒO'W"CE µa0riµai:txo &vuxdµEVo ( rc. X· 
svav i:orcoÀoytxo xwpo) i:apa(ovi:aç sva arcÀo <XV"ClO'WlXO &vi:txdµEvo ( rc. X· svav 
i:umx6 ~ auvi:umxo xwpo µÉ: "COV toto "CUTCO oµoi:orctaç). To <XV"CtxdµEvo TCO\J SÇE"CŒ-
(ouµE sµcpavl(E-CO:L Àomov aav rcapÉ:xxÀtO'Y] "CY)Ç xavovtxf)ç xai:aa"CŒO'Y]Ç, rcappÉ:x)\LO'Y] 
TCO\J f-1.E"CpaµE É: "C~V ~o~0Eta É:voç O'"COtxdou &ÀyE~ptxf)ç ôoµfiç, TCO\J auxva "CUXŒLVEL 
va dvm µ(a lùtali:EpY] XÀŒO'Y] auvoµoÀoy(aç. 
Ot cpctaµai:txÉ:ç &xoÀou0tEÇ <XTCO"CEÀouv sva xapaX"CY]ptO'"ClXO rcapaÔEtyµa rcpoaÉ:y-
ytariç· aç vrcEv0uµlaouµE µÉ: Àlya Myta i:~v xai:w0uvi:~pta tàfo: çExtvêiµE µÉ: µb 
ôtüÀtaµÉ:vYJ ôtacpoptx~ ôoµ~ L. 0 H ôoµ~ wh~ opt(Et µ(a &xoÀou0la Ôt1tÀ0Ôto:~a81J.t-
aµÉ:vwv &vaÀoy(ùv ôoµwv Er ( L ), rcou &vnxawrci:pl(ouv µÉ: O:IJÇO:VOflEVY] füO'"COH)"CO'. 
"C~V auvoµoÀoyla "CY)Ç L. 'Acp'~ç O'"Ctyµf)ç smÀÉ:çouµE "C~V "Clfl~ "COU OE;LX"CY] 7'' ~
f-1.EÀÉ:"CY] " )Ç L dvct.t rcÀÉov f-1.EÀÉ"CY] -co:po:xfiç OtTCÀoÔto:~o:0µtaµÉ:v(ùV ôoµwv. T6 spyo 
aùi:6 SXEl ~OY] O'UV"CEÀrn0Et &rc6 "CO\JÇ XaÀrcEptv xal TavpÉ: [H-T] O'"CO ûalato "CWV 
<XV"Clf1E-C0:0Enxwv Ôto:~o:0µtaµÉ:v(ùV Ôtct<püptxwv <XÀYE~pwv· "CO f-1.E-CO:<pÉ:pouµE sôw O'"CLÇ 
Ôto:~a0µwµÉ:vEç Ôto:<püptxÉ:ç a)\yE~pEç Af) "CWV orcol(ùV Ot O'UV"CEÀrni:É:ç &v~xouv a' s-
vo:v &vi:tµE-co:0Enxo ôo:xi:uÀto R. 3ExtvêiµE &rc6 sva (ôtrcÀoÔto:~a0µtaµÉ:vo) µovi:É:)\o 
i:f)ç Er(L), xal -co:pa(ov-co:ç -c6 ôto:cpoptx6 (xo:l -c6v µopcpwµ6, opo: 1.3.7) xo:-co:-
axwa(ouµE svo: (ôtÜÀLO'!J.É:VO) µov-cÉ:Ào "CY)Ç L. "Av 0É:ÀOU]J-E va &vacpEp8ou1J.E O'"C~V 
TCÀY]pü<pop(a rcou îCEptÉ:XE"Co:t a-c6 µov-cÉ:Ào, ~ ôtaôtxaala O:IJ"C~ srco:vo:c:pÉ:pEt Ôta µfoou 
"CY)Ç -co:po:xfiç, "C~V rc)\ripocpoplo: TCO\J xavnct.t 0-CO:V îCEpvéiµE O'"COV 7'-00'"CO opocpo "CY)Ç 
cpo:aµa-ctxf)ç àxoÀou0laç. T6 XE<paÀct.to dvat àcptEp(ùµÉ:vo O'"C~V àrcoÔELÇY] 0:IJ"COU "COU 
0E(ùp~f10:"COÇ. 
0H svvota i:f)ç (µcreiaaµÉvr,ç) avvrv1riKorr,raç rcou rcpoi:dvouµE ai:6 ÔEU-cEpo 
XE<paÀctto rcapouata(E-CO:L f-1.É: <pUatXO "CpüîCO '"CO TCÀo:tO'lO "CY)Ç flE"CptO:CTflÉ:VY]Ç OflO"CO-
TC(aç: µla Ôta~o:0µwµÉ:vY] Ôto:cpoptx~ aÀyE~pa Af) L dvct.t auvi:umx~ av dvo:t "COU 
tôtou "C\JTCOU oµoi:orc(aç µÉ: "C~V aÀyE~pa Af) oµoÀoytaç "CY]Ç, 0 H crxfori µÉ: -c6 rcpw-co 
XE<paÀato cpavEpWVE"CO'.L Ôta µfoou "CY)Ç lÔLŒl-cEpY]Ç ÔtÛÀLCTY]Ç "CY)Ç L TCO\J àrcoxi:êiµE av 
0E(ùp~aouµE O"CL oÀa "Ca O'"COLXEta dvm ÔtÜÀlO'"CLXOU ~a0µou o, xo:l av smÀÉ:çouµE 
r = 1. 0 H -capax~ TCO\J rcapÉ:XE-CO:L &rco -c6 rcpw-co XE<pc:tÀato µE-cpa:Et Àom6v "C~V 
µ~-O'UV"CUTCtXO"CY]"CO: " )Ç L. ~av rcapo:ôdyµa-co: aç &vacpÉ:pouµE O"CL Ot acpatpEç xal 
"Ca ytVOflEVO: xwpwv 1'WV "A'iÀEVf-1.îCEpyx-Max AÉ:Y]V dvct.t flE"CptaaµÉ:va auvi:umxa. 
81 
'A ntee:-ra, o't &vap't~O'E:lÇ ÔÉ:v dvm cruv~0wç· Ëvaç xwpoç Moup wu OTIOlOU ~
oµaôa oµoÀoytaç EXE:l cr-rpÉYJY) ÔÉ:v dvm µe:-rptacrµÉva crunumx6ç. 
Ifotpvov-raç CW-cruµnMyµa-ra 1tE:1tE:pacrµÉvY)Ç OlŒO''taO'Y)Ç, µrcopouµe: va lpya-
cr0ouµe: µÉ O'UV'tE:ÀE:O''tÉÇ JtO\J va &v~xouv oxt crÉ; Ëva O'\JO''tY)fla ôax-ruÀtwv orcwç 
O''t~V rce:ptrc't<ùO'Y) 't )Ç µe:-rptacrµÉvY)Ç oµo-ro1ttaç, aÀÀa crÉ; Ëvav µovaôtx6 ôax-ruÀw 
~: 'tOV ôax-ruÀw wu O'UO''t~µawç rcou ClV'tlO"totXE:l O''t~V µe:yaÀu-re:pri Ôtacr-racrri 'tOU 
O'UJtÀÉyµawç. Au-r6 lxave; o 'Avtx O''tü [An3] orcou ClV'ttO''totXE:l (µ~-'tE:ÀE:O''ttxa) 
crÉ xa0e: CW-cruµrcÀe:yµa X µta ~-aÀye:~pa Ari L(X) 'tY)Ç orco(aç ~ 1te:pt~aÀÀoucrcra 
aÀye:~pa E:(VQ'.L ~-µov-rÉ;Ào 'tWV "Avwµç-Xthov wu X. 'Ava1t't\JO'O'OUflE: 'tO -rptw 
xe:cpaÀmo cr'au-r6 -r6 nÀatcrw. 0e:wpwv-raç µ6vo CW-cruµnÀé:yµa-ra µt oµoÀoyta 
otxwç cr-rpÉYJY) Cl1tOX'tŒf1E: ClJtO'tE:Àfoµaw xat EVVOLE:Ç &v&Àoye:ç f1É 't~V 1tE:pl1t't<ùO'Y) 't )Ç 
pY)'tY)Ç oµown(aç: Ü1tapçY) xat µovaôtx6-rriw ÈÀaxtcrwu µov-rÉÀou, µta lvvow ~-
-rumxO'tY)WÇ xat µta &xoÀou0ta lµnoôtwv cr-r~v ~--rumx6-rriw nou &no-re:Àe:twt à1t6 
xÀa.cre:tç cruvoµoÀoytaç wu X&pptcrov. :E&.v 1tapaôdyµaw &vacpÉpouµe: -rtç crcpatpe:ç, 
'tlÇ ôfoµe:ç XQ'.l YlVOflE:Va. wuç, xa0wç xat wuç µtyaôtxouç 1tpo~oÀtXO\JÇ xwpouç. 
"E1te:t'ta mpe:cp6µacr-re: 1tp6ç -rlç -cavucrnxÉ;ç aÀye:~pe:ç. IIpayµa-rt, 0e:wpwvwç 
(onwç 1tporiyou1.1Évwç) ~-ÈvwmcrµÉva CW-cruµnÀÉyµaw 1te:1te:pacrµÉVY)Ç ôt&crw-
O'Y)Ç xwptç oµoÀoytx~ cr-rpÉYJY), ClJtOX'tŒflE: à1to-re:Àfoµa-ra crÉ; &vaÀoyta f1É -ra 1tpüY)-
youµe:va: 't~V Ü1tapÇY) xat µovaÔtXO'tY)W É:v6ç ÈÀa.xtcrwu µov-rÉÀou 'tWV "Av-raµç-
Xthov, µta e;vvota ~-AH--rumx6-rriwç xat µ(a àxoÀou0ta lµnoôtwv cr-r~v ~-AH-
-rumx6-rriw nou àno-re:Àe:hm àn6 xÀacre:tç cruvoµoÀoytaç wu X6xcrt),v-r. 
0 H O'\JVOWY) àvaµrna O''tLÇ ôuo 1tpocre:yytcre:tç Èmwyxave:wt O''tO 0e:wpriµa 3.6.8 
OTIOU Cl1tOOE:lXV\JOUf1E: O'tl crÉ optcrµÉvouç 0a0µouç U1tapxe:t E:VQ'.Ç µovoµopcptcrµ6ç 
'tY)Ç cruvoµoÀoytaç wu X&pptcrov cr-r~v cruvoµoÀoyta wu X6xcrtÀv-r. T6 &no-rÉ-
Àe:crµa au-r6, nou Ène:x-rdve:t -r6 &v-rtcr-rotxo cr-r~v pri-r~ 1te:pt1t-rwcrri &no-rÉÀwµa wu 
MÉpÀ [Me]' µaç Èm-rpÉ1tE:l va &1toôdçouµe: O'tl Ot EVVOlE:Ç ~-'tU1ttXO'tY)WÇ xat ~-
AH--rumxO'tY)WÇ dvm îcroôuvaµe:ç. 
:E-r~v 1tapaypacpo 3. 7 0e:Cùpouµe: Ëvav aÀÀo optcrµ6 ~-'tUJttXO'tY)WÇ CW-cruµnÀe:y-
µa-rwv 1te:1te:pacrµÉVY)Ç Ôt<lO''tQ'.O'Y)Ç, TIO\J XPYJO'lf101tOlE:t 't~V aÀye:0pa xu0txwv t.ÔtanÉ-
peùv cruvaÀucrtôwv xat "(~V aÀye:0pa cruvoµoÀoytaç wu CW-cruµnMyµa-roç. Au-r6ç 
o optcrµ6ç EXE:L 'tO 1tpocr6v va 81tE:X'te:tve:wt O''t~ 1te:pt1t't<ùO'Y) 'tWV CW-cruµnhyµa-rwv 
µÉ oµoÀoytx~ cr-rpÉYJY), 'A1t0Ôe:txvuouµe: Oîl dvm ye:vtxe:ucrri 'tY)Ç 1tporiyouµe:vriç EV-
votaç. "E-rcrt, o't xwpot wu Moup, Ot ôfoµe:ç wuç xat ye:vtxw-re:pa Ot &vap't~O'E:lÇ 
e:Ivm ~-cruv-rumxÉç. 
:E-r6 3.7.17, cruyxptvouµe: -r~v lvvow 'tY)Ç ~--rumx6-rriwç µé: au-r~ 'tY)Ç p-AH-
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1:umx6-cY)-Cctç -cou 'Avtx (ürmpC:ri µov-cÉÀou -cwv "Avwµç-Xthov µÉ cruv-cE:ÀwtÉç 
crt6 l/ pl xaL -cE:tpay<ùvtx6 Ôtwpoptx6). 
TÉÀoç 8bouµE: t6 Èpw-criµa '"CY)Ç ÜrcapÇYJÇ µtaç ÈVVOlCiÇ tUîtlXO'"CYJ'"CCiÇ rcou va µrcopE:t 
va ctVtxve:u8e::ï: oxt O"'"CO Èrctrce::ôo tOU cruµrcÀÉyµa-coç tWV O'UVCiÀUO"tO<ùV, &na tY)Ç 
aÀye::~paç Ari '"COU 'Avtx. Ilpo-cdvouµe:: -cÉtOLE:Ç Èvvote::ç, rcou ovoµa(ouµe:: «turco 
Fl», «-curco F2», «turco F3». 
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