Neuronal activity is determined by the interplay between excitatory and inhibitory inputs of individual cells. Whether or not these inputs covary over time or between repeated stimuli remains unclear due to the lack of experimental methods for measuring both inputs at the same time. Current methods for conductance measurement are based on repeatedly stimulating neurons while holding their membrane potential at different levels so to reveal either excitation or inhibition, which can only provide the averaged relationship between the two. Here we develop a new framework for simultaneously measuring both the excitatory and inhibitory inputs of single cells in a single trial under current clamp. This method is based on theoretical analysis of passive circuits and can be practically achieved by injecting a high frequency sinusoidal current and then analysing the data using an optimization algorithm. We use simulations to demonstrate the ability of this approach to reveal the excitatory and inhibitory inputs of point neurons, in which we mimic adapting sensory inputs as well as an asynchronous balanced state.
Introduction
Neurons throughout the nervous system typically receive both excitatory and inhibitory synaptic inputs, and the relationship between the two determines the neurons' subthreshold potential and firing times. As such, studying this relationship has been crucial to solving fundamental questions in neuroscience, both in health and disease. For example, its role in determining the selectivity of neurons to sensory stimulation has been studied extensively in different modalities in-vivo using either voltage clamp or current clamp approaches. Disrupted relationships between these inputs was suggested to accompany many neurological diseases and in particular elliptic seizures. It is commonly believed that such seizures are accompanied and even caused by increased excitation-inhibition ratio (Schevon et al., 2012) . (McCormick and Contreras, 2001; Schevon et al., 2012) .
In the voltage clamp approach, the membrane potential is clamped near the reversal potential of inhibition (~-80 mV), to reveal excitatory synaptic currents and near 0 mV to record inhibitory currents. Voltage clamp recordings have been used in this matter to study mechanisms of feature selectivity of cortical cells belonging to various modalities ( (Borg-Graham et al., 1998; Haider et al., 2010; Atallah et al., 2012; Adesnik, 2017) ; (Wu et al., 2008; Zhou et al., 2014; Moore et al., 2018) . Some studies used such recorded currents to compute changes in excitatory and inhibitory conductances due to sensory stimulation ( (Wehr and Zador, 2003; Tan et al., 2004; Li et al., 2012) . Current clamp recordings have been used in a similar manner to reveal excitatory and inhibitory conductances, by injecting constant positive or negative currents which bring the membrane potential near the reversal potential of these two inputs ( (Anderson et al., 2000; Priebe and Ferster, 2005; Wilent and Contreras, 2005; Heiss et al., 2008; Scholl et al., 2013) . The two approaches share several similarities. In both cases excitation and inhibition are recorded in different trials and conductances are estimated with the membrane potential equation (Eq. 1 below) while fitting the averaged data. Usually, many trials are collected and averaged together for each holding potential. Hence, these methods provide only an average picture regarding the relationships between excitation and inhibition at each stimulation condition.
To reveal the instantaneous relation between excitation and inhibition in-vivo, a different approach was developed, using the finding that the membrane potential of nearby cortical cells in intact animals is highly synchronized (Lampl et al., 1999; Poulet and Petersen, 2008) . This approach consists of depolarizing one cell in order to reveal its inhibitory inputs while simultaneously hyperpolarizing a neighbouring cell to reveal its excitatory inputs. Doing this showed that excitatory and inhibitory synaptic inputs are highly correlated in anesthetized ( (Okun and Lampl, 2008; Arroyo et al., 2018) ) as well as in awake rodents ( (Okun and Lampl, 2008; Arroyo et al., 2018) . A similar approach was also used to study the degree of correlation during oscillatory neuronal activities (Adesnik, 2018) . Although the instantaneous relationship between excitatory and inhibitory inputs can be revealed by this paired recording approach, the maximum inferred degree of estimated correlation between excitation and inhibition is bounded by the amount of correlation between the cells for each input, which may change across stimulation conditions or brain-state (Reimer et al., 2014; Vinck et al., 2015; Stringer et al., 2019) .
Here we describe a new framework for simultaneously measuring both excitatory and inhibitory conductances under current clamp in single trials using whole cell recordings, without making any statistical assumptions about the inputs and at high temporal resolution. It is based on analysis of passive circuits and can be applied by injecting a high-frequency sinusoidal current that creates a small sinusoidal response of no more than a couple of millivolts across the membrane, therefore also allowing one to find how these inputs shape the natural membrane potential dynamics. We explain the physics behind this approach, the computations needed for the measurement and demonstrate it using numerical simulations of single cells.
Results
We sought to develop a method that provides a way to simultaneously measure the excitatory and inhibitory conductances with high temporal resolution under current clamp. We show that for a passive point neuron ( Figure 1A , see details in legend) that E&I input conductances can be revealed if we know the recorded membrane potential (Vm) and the total conductance (G) at each time point. In this simple transformation we assume that available for us are also the total capacitance and the reversal potentials of excitation and inhibition ( Figure 1 ). This transformation is given by the membrane potential equation (Eq. 1) and its modified version (Eq.
2).
)
Replacing V-V l , V-V e , V-V i with V l , V e and V i , g s = g i +g e , and reorganizing (1) yields:
In this transformation the leak conductance is given from the baseline of the total conductance, when the membrane potential is at its resting level. Whereas the capacitance is easy to measure (from the input resistance of the cell and its time constant ( C = τ m /R in )), a method for measuring the total conductance of a cell during current clamp is currently missing. synaptic inputs (inhibition delayed by 4 ms after excitation), which depressed according to a mathematical description of short-term synaptic depression (STD, (Tsodyks and Markram, 1997) ). These are the inputs the method aims to reveal. (B) Membrane potential simulation of a passive point neuron ( R = 300MΩ, C =1.5*10 -10 F, Euler method, dt = 0.0005s) receiving the inputs in A, with the total conductance shown below. We assume that these two vectors are measurable. A short pulse current was injected at the early part of the trace. (C) The result of transforming of Vm, its derivative (not shown) and the total conductance into Ge and Gi using equation 1.
We found that under some simple conditions the total conductance of a neuron can be estimated following an injection of high-frequency sinusoidal current. This process involves several steps and depends on the recording configuration and in particular on the existence of a stable and sufficiently high series resistance (i.e. the combination of pipette and access resistance during the whole cell patch recording). Below we describe the theory behind this 
Impedance analysis of a simulated passive point neuron
We started by analyzing the impedance of an RC circuit in the frequency domain, mimicking the passive property of a point neuron (composed of a resistor, R (1/G, where G is the conductance of the cell) and a capacitor, C). We find that by adding a series resistor (Rs), representing the recording electrode, the absolute impedance (| Z(f) |) of the circuit behaves in a way that is not predicted from the cell alone (Figure 2A, B ). In the absence of Rs, the impedance-frequency curves obtained for different values of cell's conductance never intersect. However, when Rs > 0, the curves intersect so that at high frequencies, |Z(f)| increases rather than decreases with the conductance of the cell ( Figure 2B ). The total conductance of this circuit is given by Equation 3 and its absolute value by Equation 4 (w = 2πf). When Rs is large, linear relationship holds for both | Z(f)| 2 or |Z(f)|. Hence, the series resistor 'amplifies' the cell conductance, allowing to estimate it from the electrode-cell impedance.
However, the range of linearity is constrained by the cell conductance. When the cell conductance increases, the curves start to saturate until they reach a maximal impedance value ( G(Z max ) ) as shown in Figure 2C . These peak values depend on the frequency, capacitance and Rs, as shown in Equation 6 ( Fig. 2D) .
The higher is the series resistance is, the higher is G(Z max ). For typical point neurons with a total capacitance of 1.5E-10 F, recorded with a series resistance of 100 MΩ, G(Z max ) at 300 Hz is about 250 nS (dashed line in Fig. 2D ), correspoding to an input resistance of about 3.3 MΩ, much smaller than the typical input resistance of most neurons (~20-200MΩ, blue dashed lines for an input conductance of 1/50MΩ in Figs. 2C and D) . This conductance value is much larger than the typical change in conductance (10-50 nS) that is measured during sensory stimulation (Wehr and Zador, 2003; Priebe and Ferster, 2005; Heiss et al., 2008) . Hence, a steady increase in total impedance with increasing conductance can be theoretically measured until this value. For such a cell, changes in cell impedance near its input resistance for >100 Hz are clearly almost linear ( Fig. 2C ). Higher electrode resistance (Rs) pushes G(Z max ) towards higher values. However, G(Z max ) rapidly saturates, so it is never higher than W*C (red dash line in Fig. 1D , the limit for G(Z max )) with increasing R in Equation 6). For Rs of about 100 MΩ, the G(Z max ) is about 95% of WC. resistor is added to the RC circuit (Rs), but for this circuit impedance-frequency curves intersect each other at higher frequencies, implying that at high frequencies, impedance increases with increasing cells' conductance. (C) Plotting the absolute impedance as a function of cell conductance reveals curves that are almost linear at low values of conductances. These curves, however, then peak at higher conductance levels. These peaks are shifted to higher conductances when examining the curves at higher frequencies. (D) The conductance at maximal impedance (peaks at C) depends on Re and on the frequency. The red curve is the maximal possible value of the conductance at the peak impedance, regardless the value of Re.
Altogether, this analysis suggests that it is possible to measure cell's conductance when injecting a high-frequency sinusoidal current. However, an important trade-off influences the total conductance measurement. As the frequency of the injected current increases, so does the 5 10 0 10 2 Frequency (Hz) range where conductances can effectively be measured. Yet, the sensitivity of the measurement decreases as the frequency increases (see the positive slope in Figure 2C ) .
AC analysis of a simulated passive point neuron receiving variable synaptic inputs
The major challenge in the next step is to measure the total conductance (leak conductance + synaptic conductances) of a neuron during a current clamp recording in a single trial. We addressed this by simulations of a point neuron. Above we saw that the total impedance of the cell and the electrode are nearly linearly related to the total conductance of the cell itself ( g l +g e +g i ). We sought to determine if we can estimate changes in conductance of a simulated point neuron under current clamp in a single trial by injecting a high-frequency sinusoidal current. We repeated the simulation that is shown in Figure 1 , but this time included a recording electrode (Rs = 66 MΩ). In addition, we applied a step current injection in the early part of the train, to find how the step current affects the measurements. In theory, such step current should not be faulted with conductance change. We also simulated a rapid change in synaptic conductances towards the end of the trial to find how fast we can track rapid changes in conductance.
In our simulations we injected a sinusoidal current (701 Hz, 400 pA amplitude) into the model cell which receives excitatory and inhibitory synaptic inputs ( Figure 3A ) under two conditions. In the first case, the electrode resistance was set to zero ( Rs = 0 M Ω, Fig. 3B ) whereas in the second case we set it to 66 MΩ ( Fig. 3E ). No other parameters were changed. The voltage fluctuations were considerably larger in the second case, as expected from the large drop of the voltage across Rs due to its ohmic character, which is typically subtracted in current clamp recordings under 'bridge mode'. Note that the sinusoidal current induced only tiny fluctuations in Vm ( Fig.   3B ) and thus it was never too far from its natural trajectory (if no current at all would be injected). In the simulation we also injected a current pulse at the early part of the trace to investigate how such this pulse affects the conductance measurement. To analyze the impedance of the cell at the frequency of the injected current, we first band-passed the voltage at that frequency (701 and used the Hilbert transform in order to extract the 1 Hz) ± modulation envelope of the band-passed voltage (using 'envelope.m' in Matlab). In the first case (Rs = 0 MΩ) the bandpassed signal was small and exhibited no clear modulation ( Fig. 3D ).
Inspection of the bandpassed voltage in the second case (Rs = 66 MΩ) shows a small modulation ( Fig. 3G ), after dividing it by the current amplitude to obtain MΩ units. The shape of the envelope is remarkably similar to the total conductance of the cell shown in Figure 1A . This modulation is predicted from the theoretical analysis that we presented above ( Fig. 2B,C) .
Hence, our analysis shows that the response of the cell to the sinusoidal current, when it is recorded with a series resistor, provides an envelope signal that tracks the total conductance of the cell, and that it can be extracted in a single trial. 
Extraction of excitatory and inhibitory inputs from the high-frequency voltage envelope
The analysis above shows that the impedance at the injected frequency provides a signal that is proportional to the total conductance of the cell when it is recorded in series with a resistor (i.e., the pipette resistance together with the access resistance). The next step is to convert the impedance signal to the cell's total conductance, after subtraction of series resistance. Once this step is accomplished we can dissect the total conductance into the excitatory and inhibitory below, can greatly affect the estimation of Ge and Gi. Therefore we developed an optimization process which aims at obtaining the correct electrode resistance. In this process the data is fitted with Equation 2 while minimizing two conditions which are described below. The only time-dependent input of this optimization process is the voltage from which we obtain also its impedance-envelope curve. We use three fixed constants (the reversal potential of excitation and inhibition, 0 and -0.08 V, and a measured value of total capacitance). We also describe an additional constant below. The flowchart of the process is shown in Figure 4 . oscillations are also filtered out and the slope of the 'cleaned voltage' is computed. These two inputs are then fed into an optimization process which fits the two with the equation described in the right box. During the optimization process the series resistance is altered until the two conditions described in the text are met.
Equation 2 was used to calculate the excitatory and inhibitory conductances. We therefore filtered out from the membrane potential any component at the frequency of the injected sinusoidal current ('cleaned voltage'). Before using Equation 2 we first need to transform the impedance-envelope curve to the cell's total conductance. Although in the simulations as well as in real experiments Re can be measured, we decided not to measure it but rather evaluate it automatically using the optimization process as its value can change across trials. A proper subtraction of the electrode resistance from the total impedance is crucial as we discuss below.
Although the envelope has a very similar shape to that of the conductance curve ( Fig. 3A and G) , we note that the relative depth modulation of the two curves is different. The depth of the 8 Hilbert Envelope Bandpass impedance-envelope relative to the electrode resistance (Rs = 66 MΩ) is smaller, i.e., its baseline is higher. Hence, subtraction of the electrode resistance will not provide a curve that has the same baseline and depth as that of the real total conductance of the cell. This is expected from Equation 4, where the second and third terms contribute additional DC level to the envelope, beyond the electrode resistance. The subtraction of the electrode resistance and thus a correct evaluation of the leak conductance is done under the optimization process as we describe below. In this process the only variable that will be altered is the series resistance (Re).
First we transform the impedance-envelope curve to a conductance curve. This transformation is part of the optimization process. The relationships between |Z(f,t)| and G(t) (from equation 4 above, after neglecting the last term when 2*pi*f*c >> g) can be rewritten as follows:
Using this equation, we transform the impedance to conductance. We marked G by uppercase s to note that this vector will be scaled during the optimization process when changing Rs. We found empirically, however, that the impedance (Z s (f,t)) used here needs to be transformed from the measured impedance by the following operations (Eq. 8 is calculated before 7 during the optimization process):
The |Z(f)| is simply obtained from the impedance-envelope curve at the frequency of the injected sine wave current ( Fig. 3G ) and the constant K was measured to be~1/1400, but its exact value is not crucial for finding E and I in an accurate manner. In equations 7 and 8 above,
Rs will be changed during the optimization process as described below in order to find the exact Rs value that fulfills the optimization rules below.
After transforming the impedance envelope to the initially-guessed conductance, we sought to find the exact value of Rs that provides the best estimation of Gl, Ge(t) and Gi(t). When fitting the data with Equation 2 it is important to find the resting potential and leak conductance. This was done by finding the mean of the lower 5 th percentile of the total conductance (where no stimulation was given). The corresponding membrane potential values for this 5th percentile conductance were used to calculate the mean resting potential. If the electrode resistance is not well-adjusted, the total conductance curves for Ge and Gi might be different than the actual ones. Such deviations will lead to off-scaled Gleak and excitatory and inhibitory conductances, leading for example to either estimated negative excitatory or negative inhibitory conductances when both are in fact positive. Although the sum of these three conductances is constant at a particular time point (to match the total conductance curve that was transformed from the envelope-impedance curve), they can have different signs and therefore their absolute values can be much larger than the actual conductances. Our approach was to run an optimization loop when fitting the voltage (using Equations 8, 7 and 2 in this order) such that the estimated excitatory and inhibitory conductances obey together 4 optimization rules while changing Rs:
1) For the entire trial we minimized the absolute sum of negative excitatory and inhibitory conductances during times in which a positive change in envelope -transformed synaptic conductance (Ge(t)+Gi(t)) was found (minimizing abs(Ge<0) + abs(Gi<0) when Gtotal>0).
2) For the entire trial we minimized the sum of positive excitatory and inhibitory conductances during times in which a negative change in envelope -transformed synaptic conductance (Ge(t)+Gi(t)) was found (minimizing Ge>0 and Gi>0 when Gtotal<0).
3) For the entire trial we minimized mean(Ge(t) 2 +Gi(t) 2 ) 4) As an output we used: value(1)+value (2)+value (3).
The logic behind the first rule is as follows: our assumption when measuring the leak conductance is that it is the minimal conductance during a trial, occurring when the membrane potential is at its resting potential. Therefor negative Ge or Gi are not possible in this case.
However, if our estimation of the leak conductance is wrong, due to wrong subtraction of the electrode resistance, negative Ge or Gi can be measured. Yet, we added the second term since it is possible that in other cases tonic synaptic activity exists and therefore the leak conductance is 'contaminated'. In such a case the change in total conductance can be negative and therefor we also want to minimize for these times positive change in conductance. The third rule helps also as it aimed in finding the solution with minimal conductance change.
For a given single trial voltage trace, the iterative optimization function (Matlab function 'fminsearch.m' or its modified version 'fminsearchbnd.m') was fed with the outcome of a function that calculates the excitatory and inhibitory conductances (based on Equations 8, 7 and 2 above). The output of the called function of 'fminsearchbnd.m' is the summed values of the three above rules as shown in (4) above, calculated as a single number for the entire trial. Again, the only variable that was changed during this optimization process was the electrode resistance (Rs). We limited the range of the search to about ±20MΩ of the initial guessed value of Rs, so as long as the true value of Rs is within this range the process converges to almost the exact value of Rs (see also below). (E) Estimated excitatory and inhibitory conductances as obtained following the optimization process (see text for more details). Note the similarity of these estimated conductances to those set as inputs in the simulation (Compare A to E). Insets in A and E show that the temporal relationships between excitation and inhibition were also revealed.
The results of this measurement for a simulated point neuron are shown in Figure 5 . Similar to the previous figures above, we simulated the response of the cell to adapting excitatory and inhibitory inputs, followed with a step change in these conductances (Fig. 5A) , while injecting sinusoidal current at 701 Hz (Fig. 5B) . Two vectors were extracted from the membrane potential of the simulated cell: 1) The 'cleaned Vm' following filtering out any 701 Hz components 0.1 ± ( Fig. 5C and 2) The Hilbert envelope of the voltage after dividing it by the amplitude of the injected sinusoidal current (Fig. 5D ). Excitatory and inhibitory conductances were extracted using the optimization algorithm mentioned above, assuming that the reversal potential of excitation and inhibition are known (-0.08 and 0 V) and that the total capacitance is also known (Fig. 5E ). Re, measured by the optimization process was nearly the same as was set in the simulation (66.27MΩ compared to 66MΩ). Our computations revealed very similar excitatory and inhibitory conductances to those used to simulate the response of the cell (compare Fig 5E   to A) . Note that our algorithm also revealed the precise timing between the inputs -in our simulation we imposed a delay of 3 ms between excitation and inhibition (inset in Fig. 3A,   11 Vm ( depicting the response to the first stimulus in the train). This delay was also revealed in the extracted conductances (inset in Fig. 5E ). Hence, the entire approach described above allows measuring excitatory and inhibitory conductances in a single trial from a single neuron with high temporal precision. Color lines describe the cross-correlations between the imposed and estimated conductances and the black lines are Finally, we asked if our approach can be used to reveal the underlying excitatory and inhibitory conductances of a cortical neuron embedded in an active network where it receives excitatory and inhibitory inputs. Therefore we used a simulation of a cortical network at a balanced asynchronous state (Renart et al., 2010) to obtain the excitatory and inhibitory synaptic inputs of a single cell (kindly provided by Dr. Michael Okun, University of Leicester). We u sed these conductances in an additional simulation of a single cell, in which we injected a sinusoidal current (750 Hz) via a 100 MΩ electrode (Fig. 6) . The voltage response of the electrode + cell exhibits strong sinusoidal modulation at the current frequency (Fig. 6A) , which was mostly due to the drop of voltage across the recording electrode (Rs). We filtered out the 750 Hz component of the total voltage ( Fig. 6B, black trace) , allowing us to observe the fluctuations of the cell membrane potential due to the synaptic inputs, as if no current was injected. Indeed, this trace is very similar to the one obtained without current injection and when setting the electrode resistance to zero (Fig 6B, blue trace) . Next, we used the optimization process described above to reveal the excitatory and inhibitory inputs of the simulated cell. The electrode resistance was estimated following this process to be 102.27 MΩ, slightly higher than the 100 MΩ which was used in the simulation. The extracted excitatory and inhibitory synaptic inputs were very similar to those used as inputs ( Fig. 6C-F) . Note, however, that for both inputs the extracted conductances are more negative than expected. This is simply because the leak conductance was estimated from the 5 th percentile of the total conductance of the cell, but since synaptic activity persisted throughout the trace, the leak conductance reflects a mixture of the true leak conductance and some baseline synaptic activity. In summary, this simulation shows that the membrane potential dynamics of a neuron can be obtained in a single trial while estimating its underlying excitatory and inhibitory synaptic conductances.
Discussion
We describe a novel method that in principle enables estimating the excitatory and inhibitory synaptic conductances of a neuron in a single trial with high temporal resolution while tracking the trajectory of the membrane potential when recorded under current clamp mode. The work described above is theoretical and lays the foundations for future experimental work.
Our method is based on AC analysis of RC circuits. We show that theoretically, the response of the voltage to sinusoidal current input across the Re-RC circuit is amplified by the conductance of the cell, enabling us to reveal changes in cell's conductance. This amplification is revealed when computing the Hilbert envelope of the voltage. Changes in cell conductance were then fed into an optimization process that revealed the excitatory and inhibitory conductances at each time point in a single trial.
We demonstrated the method in two cases. In one we showed that we can reveal the timing and magnitude of discrete adapting excitatory and inhibitory synaptic inputs. In another example, we used our method to reveal these inputs during an asynchronous balanced cortical state. Importantly, these estimations were obtained at a single trial and allow obtaining the natural dynamics of the membrane potential by filtering out the sinusoidal response to the injected current.
Comparisons with other methods

Measurement of average excitatory and inhibitory conductances of single cells: Excitatory and
inhibitory synaptic conductances of a single cell were measured both under voltage clamp or current clamp recordings, focusing in-vivo on the underlying mechanisms of feature selectivity in sensory response of cortical cells and in particular on the role of inhibition in shaping the tuned sensory response of mammalian cortical neurons (Borg-Graham et al., 1998; Zador, 2003, 2005) ; (Anderson et al., 2000; Tan et al., 2004; Priebe and Ferster, 2005; Wilent and Contreras, 2005; Heiss et al., 2008) . Conductance measurement methods were also used to reveal the underlying excitatory and inhibitory conductances during ongoing Up and Down membrane potential fluctuations, which characterize slow wave sleep activity (Shu et al., 2003; Haider et al., 2006) . The advantages and caveats of these methods were reviewed in (Monier et al., 2008) . Common to these conductance measurement methods is the requirement to average the data over multiple repeats, triggered on a stereotypical event (such as the time of sensory stimulation or the rising phase of an Up state) and the need to record the activity at different holding potentials. Data obtained under different holding potentials allowed to shift the membrane potential away from the reversal potential of a given conductance and thus to increase the driving force for particular ions that flow via specific channels. In these studies, similar to our new method, the reversal potential of excitation is assumed to be around 0 mV and that of inhibition at about -80 mV. Likewise the averaged data is then fitted with the membrane potential equation to reveal the conductance of excitation and inhibition at each time point. However, these methods cannot reveal inhibition and excitation simultaneously and only estimate averaged relationships. Our proposed AC measurement method, on the other hand, allows for simultaneous measurements at a single trial.
An alternative approach for estimating the excitatory and inhibitory conductances of a single cell was demonstrated for retinal ganglion cells (Cafaro and Rieke, 2013) . In this study the clamped voltage was alternated between the reversal potential of excitation and inhibition at a rate of 50
Hz and the current was measured at the end of each step. This study revealed strong correlated noise in the strength of both types of synaptic inputs. However, unlike the method proposed here, the underlying conductances are not revealed simultaneously and due to the clamping, the natural dynamics of the membrane potential is completely unavailable, preventing examining the role of intrinsic dynamics in the generation of neuronal subthreshold activity.
Theoretical approaches based on the statistical estimation of excitatory and inhibitory conductances in a single trial were proposed before. Accordingly, excitation and inhibition are revealed from current clamp recordings in which no current is injected. These approaches are based on Baysian methods which exploit multiple recorded trials (Lankarany et al., 2016) . Single trial estimation of these inputs in a single trial were also proposed but lack the ability to track fast changes in these conductances (Paninski et al., 2012) .
Paired intracellular recordings:
The substantial synchrony of the synaptic inputs among nearby cortical cells (Lampl et al., 1999; Hasenstaub et al., 2005; Okun and Lampl, 2008; Malina et al., 2016) allows continuously monitoring both the excitatory and inhibitory activities in the local network. Toward this end, simultaneous recordings from nearby pairs of cortical neurons in anesthetized rats were taken, where one cell was hyperpolarized close to the reversal potential of inhibition to reveal excitatory inputs and the other cell was depolarized close to the reversal potential of excitation to reveal inhibitory inputs (Okun and Lampl, 2008) . A similar approach was recently used to study the relationships between these inputs in the visual cortex of awake mice (Arroyo et al., 2018) as well as gamma activity in slices (Atallah and Scanziani, 2009 ) . While paired recordings are powerful when examining the relationships between these inputs in the local network, such recordings do not provide definitive information about the inputs of a single cell. Moreover, interpreting changes in the correlations between these inputs across brain-states is not straightforward. For example, a reduction in the correlation between excitation, as measured in one cell, and inhibition measured in the other cell can truly suggest smaller correlation between these inputs for each cell, but it can also result from a reduction of synchrony between cells, without any change in the degree of correlation between excitation and inhibition of each cell. This caveat of paired recordings prevents us from finding, for example, if cortical activity shifts between balanced and unbalanced states (Tsodyks and Sejnowski, 1995; van Vreeswijk and Sompolinsky, 1998) . Simultaneous measurement of excitatory and inhibitory conductances of a single cell across states will allow these and other questions to be addressed.
Key principles of the new method
The starting point of this work is demonstrated in Figure 1 , and it consists of the fact that excitatory and inhibitory conductances can be revealed if we can record the membrane potential and at the same time measure the total conductance of the cell driven by synaptic inputs. Hence, the challenge is to reveal the conductance of the cell with high temporal resolution. We found a method to estimate rapid changes in the cell's total conductance. The method is based on AC analysis of RC circuit, connected in series to another resistor which represents the ohmic impedance of the recording pipette. Surprisingly, at high frequencies, the impedance of this circuit increases when the cell's conductance gets higher. For sufficiently high frequencies, changes in the absolute impedance of this circuit are almost linearly correlated with a change in the cell's total conductance, allowing us to calculate the total conductance of the cell over time. The final step in our method involves an optimization process in which we extract the excitatory and inhibitory conductances at each time point using the membrane potential equation. During this process we alter only one variable, the electrode resistance, minimizing the absolute sum of negative estimated excitatory and inhibitory conductances across the entire trace when the change in total conductance is positive (and vice versa when the change in total conductance is negative). This method allows estimating the excitatory and inhibitory conductances during a single trial with high temporal resolution, limited by the frequency of the injected current.
Limitations
We show that, theoretically, increasing the frequency of the current improves the temporal precision when measuring synaptic conductances. A higher frequency also increases the dynamic range of the measured conductance. However, this comes at the expense of sensitivity, which reduces as frequency increases (i.e., the change in impedance due to conductance changes becomes smaller, see Fig. 2C ). In our simulations we limited the frequency of the injected current to about 700-750 Hz. Experimentally, we calculated and tested the time constant of typical patch pipettes (due to its resistance and stray capacitance) and found that they start to attenuate the voltage above this frequency range (not shown), suggesting that it may be possible to measure conductance changes at this temporal resolution.
In whole cell patch recordings the total series resistance is composed of the pipette resistance together with the access resistance, which is usually higher than the former due to incompletely ruptured membrane. A critical experimental requirement for our method to work is the need for a stable series resistance. There are several consequences of this. First, since instability in access resistance is more common in in vivo recordings compared to brain slices or cultured cells, our method is likely to be more difficult to apply in -vivo . Second, it is possible, theoretically, to increase the dynamic range of the measured conductance by increasing the total series resistance ( Fig. 2D) . Hence, adding a passive resistor between the headstage and the pipette should improve the sensitivity of our method. Note that above some value which depends on cell properties and frequency, a higher electrode resistance will not improve the range of detected conductance and the sensitivity (Fig. 2D ).
Other aspects that might reduce the sensitivity of our method is the presence of stray capacitances additional to that of the pipette. Biological factors that may affect the usability of our method experimentally include current escape via dendrites and the location of synaptic inputs, considering that many inputs are located at the distal parts of the dendrites. These issues, which are well-known problems also for the standard approaches, may reduce the ability to detect conductance changes and should be tested in future theoretical and experimental studies.
Application for measurement of intrinsic conductances
Unlike other methods for conductance estimation, we can use our method when the cell is recorded at its resting potential, without any DC current injection, allowing the voltage to evolve naturally due to synaptic and intrinsic conductances. When high-frequency current is injected into the cell via the high-resistance electrode, the drop in voltage is mostly across the electrode, implying that the actual sinoisodal fluctuations of voltage across the membrane are small (Fig.  3 ). Hence, voltage-dependent conductances will evolve naturally, without being greatly affected by this sinusoidal current, allowing measuring changes in conductance due to intrinsic mechanisms, including voltage-dependent conductances. Such an approach can be used in vitro to test agonists and antagonists for various ion channels as well as to examine the effect of neuromodulators in a single trial. With some assumptions on the reversal potential of the studied channels, our approach can be used for studying more than one type of ion channel at the same time.
In summary, our theoretical study shows that synaptic and other conductances can be measured at high temporal resolution in a single trial when cells are recorded at their resting potential.
More research is needed to find if this approach can be used successfully during physiological recordings from real neurons.
