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Koplienko Trace Formula
Arup Chattopadhyay 1 and Kalyan B. Sinha 2
Abstract
In ([8]), Koplienko gave a trace formula for perturbations of self-adjoint operators
by operators of Hilbert-Schmidt class B2(H). Recently Gesztesy, Pushnitski and Simon
([6]) gave an alternative proof of the trace formula when the operators involved are
bounded. In this article, we give a still another proof and extend the formula for
unbounded case by reducing the problem to a finite dimensional one as in the proof of
Krein trace formula by Voiculescu ([14]), Sinha and Mohapatra ([11]).
1 Introduction.
Notations: Here, H will denote the separable Hilbert space we work in; B(H), B1(H),
B2(H) the set of bounded, trace class, Hilbert-Schmidt class operators in H respectively with
‖.‖, ‖.‖1, ‖.‖2 as the associated norms. Let H and H0 be a pair of self-adjoint operators in H
with σ(H), σ(H0) as their spectra and E(λ), E0(λ) the spectral families; and let Dom(A),
TrA be the domain of the operator A and the trace of a trace class operator A respectively.
Furthermore, if we assume that V ≡ H − H0 ∈ B1(H), then Krein ([9]) proved that
there exists a unique real-valued L1(R)- function ξ with support in the interval [a, b] ( where
a = min{inf σ(H), inf σ(H0)} and b = max{sup σ(H), sup σ(H0)} ) such that
Tr [φ (H)− φ (H0)] =
∫ b
a
φ′(λ)ξ(λ)dλ, (1.1)
for a large class of functions φ . The function ξ is known as Krein’s spectral shift function and
the relation (1.1) is called Krein’s trace formula. The original proof of Krein uses analytic
function theory. In 1985, Voiculescu approached the trace formula (1.1) from a different
direction. If H and H0 are bounded, then Voiculescu ([14]) proved that
Tr [p (H)− p (H0)] = lim
n−→∞
Trn [p (Hn)− p (H0,n)] , (1.2)
by adapting the Weyl-von Neumann’s theorem (where p(.) is a polynomial and Hn, H0,n are
finite dimensional approximations of H and H0 respectively and Trn is the associated finite
dimensional trace). Then one constructs the spectral shift function in the finite dimensional
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case and finally the formula is extended to the ∞-dimensional case. Later Sinha and Moha-
patra ([11]) extended Voiculescu’s method to the unbounded self-adjoint and unitary cases
([12]).
One can think of (1.1) as a “Mean Value theorem under trace for self-adjoint operators
”and then a natural question arises if one can have a mean-value theorem under trace up
to the next order. Koplienko ([8]) indeed provided such a formula. Let H and H0 be two
self-adjoint operators in H such that H − H0 ≡ V ∈ B2(H). In this case the difference
φ(H)− φ(H0) is no longer of trace-class and one has to consider instead
φ(H)− φ(H0)−Dφ(H0) • V
where Dφ(H0) denotes the Frechet derivative of φ at H0 ( see [1]) and find a trace formula
for the above expression. Under the above hypothesis, Koplienko’s formula asserts that there
exists a unique function η ∈ L1(R) such that
Tr{φ(H)− φ(H0)−Dφ(H0) • V } =
∫ ∞
−∞
φ′′(λ)η(λ)dλ (1.3)
for rational functions φ with poles off R. In 2007, Gesztesy, Pushnitski and Simon ([6])
gave an alternative proof of the formula (1.3) for the bounded case and in 2009, Dykema
and Skripka ([5], [13]) obtained the formula (1.3) in the semi-finite von Neumann algebra
setting.
Here we revisit the proof of Koplienko’s formula for bounded case and prove the un-
bounded self-adjoint case, we believe for the first time, using the idea of finite dimensional
approximation as in the works of Voiculescu, Sinha and Mohapatra, referred earlier. The
plan of the paper is to first prove in section 2, Koplienko formula when dimH <∞; section
3 is devoted to the reduction of the problem to finite dimensions and in section 4 we prove
the trace formula for both cases, viz. when the pairs (H0, H) are bounded or unbounded
self-adjoint.
2 Koplienko formula in finite dimension
Theorem 2.1. Let H and H0 be two self-adjoint operators in a Hilbert space H such that
H −H0 ≡ V and let p(λ) = λr(r ≥ 2).
(i) Then Dp(H0) • V =
r−1∑
j=0
H
r−j−1
0 V H
j
0 and
d
ds
(p(Hs)) =
r−1∑
j=0
Hr−j−1s V H
j
s ,
where Hs = H0 + sV (0 ≤ s ≤ 1).
(ii) If furthermore dimH <∞, then there exists a unique non-negative L1(R)-function η
such that
Tr{p(H)− p(H0)−Dp(H0) • V } =
b∫
a
p′′(λ)η(λ)dλ, (2.1)
2
for some −∞ < a < b <∞, where p(.) is any polynomial on [a, b] with complex coefficients.
Moreover,
η(λ) =
1∫
0
Tr{V [E0(λ)− Es(λ)]}ds, (2.2)
where Es(.) is the spectral family of the self-adjoint operator Hs , and
‖η‖1 = 1
2
‖V ‖22. (2.3)
(iii) For dimH <∞,
Tr{eitH − eitH0 −D(eitH0) • V } = (it)2
∫ b
a
eitλη(λ)dλ, (2.4)
for some −∞ < a < b <∞, t ∈ R and η is given by (2.2).
Proof. (i) For p(λ) = λr(r ≥ 2),
p(H0 + V )− p(H0) =
r−1∑
j=0
H
r−j−1
0 V H
j
0 +
r−2∑
j=0
r−j−2∑
k=0
Hr−j−k−2V Hk0V H
j
0 , (2.5)
and hence
‖p(H0 + V )− p(H0)−
r−1∑
j=0
H
r−j−1
0 V H
j
0‖ ≤
r−2∑
j=0
r−j−2∑
k=0
‖H‖r−j−k−2‖V ‖‖H0‖k‖V ‖‖H0‖j ,
proving that Dp(H0) • V =
r−1∑
j=0
H
r−j−1
0 V H
j
0 . A similar calculation shows that
Hrs+h −Hrs
h
=
r−1∑
j=0
[H0 + (s+ h)V ]
r−j−1
V Hjs ,
which converges in operator norm to
r−1∑
j=0
Hr−j−1s V H
j
s as h→ 0.
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(ii) By using the cyclicity of trace and noting that the trace now is a finite sum, we have
that for p(λ) = λr (r ≥ 2),
Tr{p(H)− p(H0)−Dp(H0) • V }
= Tr
(∫ 1
0
d
ds
(p(Hs)) ds
)
− Tr
(
r−1∑
j=0
H
r−j−1
0 V H
j
0
)
=
∫ 1
0
rTr
(
V Hr−1s
)
ds−
∫ 1
0
rTr
(
V Hr−10
)
ds
= Tr
[
rV
∫ 1
0
ds
∫ b
a
λr−1{Es(dλ)−E0(dλ)}
]
.
It is easy to see that there exists a, b ∈ R (−∞ < a < b < +∞) such that suppEs(.) ⊆ [a, b]
for all s ∈ [0, 1]. By integrating by-parts and noting that Es(.)− E0(.) = 0 for λ = a, b , we
have that
Tr{p(H)− p(H0)−Dp(H0) • V }
= Tr
[
rV
∫ 1
0
ds
(
λr−1{Es(λ)−E0(λ)} |ba −
∫ b
a
(r − 1)λr−2{Es(λ)− E0(λ)}
)]
=
∫ b
a
r(r − 1)λr−2
(∫ 1
0
Tr{V [E0(λ)−Es(λ)]ds
)
dλ
=
∫ b
a
p
′′
(λ)η(λ)dλ, where we have set η(λ) =
1∫
0
Tr{V [E0(λ)− Es(λ)]}ds.
To prove the positivity of η(λ) , we use the idea of double spectral integrals, introduced by
Birman-Solomyak ([2], [3]). For fixed λ, and ǫ > 0 define a smoothly non-increasing function
φǫ,λ such that
φǫ,λ(α) =
{
0, if α ≥ λ+ ǫ.
1, if a ≤ α ≤ λ.
Therefore
φǫ,λ(H0)− φǫ,λ(Hs) =
∫ b
a
∫ b
a
[φǫ,λ(α)− φǫ,λ(β)]E0(dα)Es(dβ)
= −s
∫ b
a
∫ b
a
φǫ,λ(α)− φǫ,λ(β)
α− β E0(dα)V Es(dβ) = −s
∫
[a,b]×[a,b]
φǫ,λ(α)− φǫ,λ(β)
α− β G(dα×dβ).V,
(2.6)
where G(∆× δ)X = E0(∆)XEs(δ) ( X ∈ B2(H) and ∆× δ ⊆ R× R) extends to a B2(H)-
valued spectral measure in R2 with total B2(H)-variation less than or equal to 1. Thus
Tr{V [φǫ,λ(H0)− φǫ,λ(Hs)]} = −s
∫ b
a
∫ b
a
φǫ,λ(α)− φǫ,λ(β)
α− β Tr{V E0(dα)V Es(dβ)}. (2.7)
4
Since by construction, φǫ,λ is a non-increasing function, the integrand in (2.7) is non-positive
and hence
Tr{V [φǫ,λ(H0)− φǫ,λ(Hs)]} ≥ 0 ∀ λ, ǫ > 0.
Furthermore, φǫ,λ(H0) and φǫ,λ(Hs) converges strongly to E0(λ) and Es(λ) respectively as
ǫ→ 0, (spectral family is right continuous in our definition) and hence
Tr{V [E0(λ)− Es(λ)]} ≥ 0 for 0 ≤ s ≤ 1.
Therefore η(λ) ≥ 0 for all λ ∈ [a, b]. The last conclusion is a consequence of the fact that
‖η‖1 =
∫ b
a
η(λ)dλ =
1
2
∫ b
a
p′′(λ)η(λ)dλ (where p(λ) = λ2)
=
1
2
Tr{H2 −H20 −D(H20 ) • V } =
1
2
‖V ‖22.
(iii) It is easy to verify that
D(eitH0) • V = it
∫ 1
0
eitαH0V eit(1−α)H0dα
and a calculation identical to the one in (ii) shows that
Tr{eitH − eitH0 −D(eitH0) • V } = it
∫ 1
0
dsTr{V (eitHs − eitHo)} = (it)2 ∫ b
a
eitλη(λ)dλ.
✷
3 Reduction to finite dimension
We begin with a proposition collecting some results, following from the Weyl-von Neumann
type construction.
Proposition 3.1. Let A be a self-adjoint operator (possibly unbounded) in a separable infinite
dimensional Hilbert space H and let {fl}1≤l≤L be a set of normalized vectors in H and ǫ > 0.
(i) Then there exists a finite rank projection P such that ‖(I −P )fl‖ < ǫ for 1 ≤ l ≤ L.
(ii) Furthermore, (I − P )AP ∈ B2(H), ‖(I − P )AP‖2 < ǫ and ‖(I − P )eitAP‖2 < ǫ
uniformly for t with |t| ≤ T .
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Proof. Let F (.) be the spectral measure associated with the self-adjoint operator A, and
choose al > 0 such that
‖ [I − F ((−al, al])] fl‖ < ǫ for 1 ≤ l ≤ L.
If we set a = max{al : 1 ≤ l ≤ L}, then
‖ [I − F ((−a, a])] fl‖ ≤ ‖ [I − F ((−al, al])] fl‖ < ǫ for 1 ≤ l ≤ L.
For each positive integer n and 1 ≤ k ≤ n, set Fk = F
((
2k−2−n
n
a, 2k−n
n
a
])
so that
FkFj = δkjFj and
n∑
k=1
Fk = F ((−a, a]) .
We also set for 1 ≤ k ≤ n and 1 ≤ l ≤ L,
gkl =
{
Fkfl
‖Fkfl‖ , if Fkfl 6= 0.
0, if Fkfl = 0.
Let P be the orthogonal projection onto the subspace generated by {gkl : 1 ≤ k ≤ n; 1 ≤ l ≤
L} ; dimPH ≤ nL. Clearly gkl ∈ Dom(A) for all k, l and hence PH ⊆ Dom(A). Moreover,
Agkl, PAgkl ∈ FkH for each k and l. A simple calculation as in page 831 of ([11]), shows
that for λk =
2k−n−1
n
a,
‖ (A− λk) gkl‖2 ≤
(a
n
)2
for 1 ≤ l ≤ L, and therefore
‖(I − P )APu‖2 ≤
(a
n
)2∑
k
(∑
l
|〈u, gk,l〉|
)2
≤ a
2
n2
L ‖u‖2 for u ∈ H.
The operators PA(I − P ) and (I − P )AP are finite rank operators with rank less than or
equal to nL. Hence, using the above estimate we get that
‖(I − P )AP‖2 = ‖PA(I − P )‖2 ≤
√
dim(P ) ‖(I − P )AP‖ ≤
√
nL
(a
n
) √
L = L
(
a√
n
)
.
Thus again by the same calculation as in page 831 of ([11]), it follows that
α(t) ≡ ‖(I−P )eitAP‖2 = ‖(I−P )
(
eitA − I)P‖2 ≤ a√L ∫ t
0
α(s)ds+T L
a√
n
for |t| ≤ T,
(3.1)
solving this Gronwall-type inequality (3.1) leads to
α(t) ≤
(
T L a ea
√
Lt
)
√
n
≤
(
T L a ea
√
LT
)
√
n
.
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Since (I − P )F ((−a, a]) fl = 0 for 1 ≤ l ≤ L,
‖(I − P )fl‖ = ‖(I − P ) [I − F ((−a, a])] fl‖ ≤ ‖ [I − F ((−a, a])] fl‖ < ǫ for 1 ≤ l ≤ L.
The proof concludes by choosing n sufficiently large. ✷
Lemma 3.2. Let H and H0 be two self-adjoint operators in a separable infinite dimensional
Hilbert space H such that H −H0 ≡ V ∈ B2(H). Then given ǫ > 0, there exists a projection
P of finite rank such that for all t with |t| ≤ T ,
(i) ‖(I − P )H0P‖2 < ǫ, ‖(I − P )eitH0P‖2 < ǫ,
(ii) ‖(I − P )V ‖2 < 2ǫ, ‖(I − P )HP‖2 < 3ǫ.
Proof. Let V =
∞∑
l=1
τl|fl〉〈fl| be the canonical form of V with
∞∑
l=1
τ 2l < ∞ and choose L in
VL ≡
L∑
l=1
τl|fl〉〈fl| so that ‖V − VL‖2 =
√
∞∑
l=L+1
τ 2l < ǫ and ǫ
′
= min{ǫ, ǫ
L∑
l=1
|τl|
} > 0. Next,
we apply Proposition 3.1 with A = H0, {f1, f2, . . . , fL} and ǫ′ in place of ǫ. Hence we get a
projection P of finite rank in H such that
‖(I − P )H0P‖2 < ǫ′ < ǫ and ‖(I − P )eitH0P‖2 < ǫ′ < ǫ,
uniformly for t with |t| ≤ T . For (ii) we note that
‖(I − P )V ‖2 ≤ ‖V − VL‖2 + ‖(I − P )VL‖2 < ǫ+ ǫ′
(
L∑
l=1
|τl|
)
< 2ǫ and therefore
‖(I − P )HP‖2 ≤ ‖(I − P )H0P‖2 + ‖(I − P )V P‖2 < 3ǫ.
✷
Remark 3.3. We can reformulate the statement of Lemma 3.2 by saying that there exists a
sequence {Pn} of finite rank projections in H such that
‖(I−Pn)H0Pn‖2, ‖(I−Pn)eitH0Pn‖2, ‖(I−Pn)V ‖2, ‖(I−Pn)HPn‖2 −→ 0 as n −→ ∞.
It may also be noted that {Pn} does not necessarily converge strongly to I.
The next two theorems show how Lemma 3.2 can be used to reduce the relevant problem
into a finite dimensional one, in the cases when the self-adjoint pair (H0, H) are bounded
and unbounded.
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Theorem 3.4. Let H and H0 be two bounded self-adjoint operators in a separable infinite
dimensional Hilbert space H such that H −H0 ≡ V ∈ B2(H). Then there exists a sequence
{Pn} of finite rank projections in H such that
Tr{p(H)− p(H0)−Dp(H0) • V }
= lim
n→∞
Tr{Pn [p(PnHPn)− p(PnH0Pn)−Dp(PnH0Pn) • PnV Pn]Pn}, (3.2)
where p(.) is a polynomial.
Proof. It will be sufficient to prove the theorem for p(λ) = λr. Note that for r = 0 or 1,
both sides of (3.2) are identically zero. Using the sequence {Pn} of finite rank projections
as obtained in Lemma 3.2 and using an expression similar to (2.5) in B(H), we have that
Tr{[p(H)− p(H0)−Dp(H0) • V ]
−Pn [p(PnHPn)− p(PnH0Pn)−Dp(PnH0Pn) • PnV Pn]Pn}
= Tr{[Hr −Hr0 −D(Hr0) • V ]−Pn [(PnHPn)r − (PnH0Pn)r −D((PnH0Pn)r) • PnV Pn]Pn}
=
r−2∑
j=0
r−j−2∑
k=0
Tr{Hr−j−k−2V Hk0V Hj0
−Pn(PnHPn)r−j−k−2(PnV Pn)(PnH0Pn)k(PnV Pn)(PnH0Pn)jPn}
=
r−2∑
j=0
r−j−2∑
k=0
Tr{[Hr−j−k−2Pn − (PnHPn)r−j−k−2]PnV Hk0V Hj0
+ Hr−j−k−2P⊥n V H
k
0V H
j
0 + (PnHPn)
r−j−k−2PnV P⊥n H
k
0V H
j
0
+ (PnHPn)
r−j−k−2(PnV Pn)
[
PnH
k
0 − (PnH0Pn)k
]
V H
j
0
+ (PnHPn)
r−j−k−2(PnV Pn)(PnH0Pn)kPnV P⊥n H
j
0
+ (PnHPn)
r−j−k−2(PnV Pn)(PnH0Pn)k(PnV Pn)
[
PnH
j
0 − (PnH0Pn)j
]}. (3.3)
Using the results of Lemma 3.2, the first term of the expression (3.3) leads to
∥∥[Hr−j−k−2 − (PnHPn)r−j−k−2]Pn∥∥2 =
∥∥∥∥∥
r−j−k−3∑
l=0
Hr−j−k−l−3(P⊥n HPn)(PnHPn)
l
∥∥∥∥∥
2
≤ (r − j − k − 2)‖H‖r−j−k−3 ∥∥P⊥n HPn∥∥2 ≤ r(1 + ‖H‖)r ∥∥P⊥n HPn∥∥2 ,
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which converges to 0 as n −→ ∞. For the fourth term in (3.3), we note that as in the
calculations above,∥∥Pn [Hk0 − (PnH0Pn)k]∥∥2 ≤ k(1 + ‖H0‖)k ∥∥P⊥n H0Pn∥∥2 −→ 0 as n −→∞,
and the sixth term is very similar to the fourth term. The second, third and fifth terms in
(3.3) converges to zero in trace-norm since by Lemma 3.2,
∥∥P⊥n V ∥∥2 −→ 0 as n −→∞.
✷
Theorem 3.5. Let H and H0 be two self-adjoint operators (not necessarily bounded) in a
separable infinite dimensional Hilbert space H such that H −H0 ≡ V ∈ B2(H). Then there
exists a sequence {Pn} of finite rank projections in H such that for any T > 0
Tr{eitH − eitH0 −D(eitH0) • V }
= lim
n→∞
Tr{Pn
[
eitPnHPn − eitPnH0Pn −D(eitPnH0Pn) • PnV Pn
]
Pn},
uniformly for all t with |t| ≤ T .
Proof. As in the case of a finite dimensional Hilbert space, f(H0) = e
itH0 is Frechet differ-
entiable and
D(eitH0) • V = it
∫ 1
0
eitαH0V eit(1−α)H0dα ∈ B2(H).
Therefore
eitH − eitH0 −D(eitH0) • V
= (it)2
∫ 1
0
αdα
∫ 1
0
dβ eitαβHV eitα(1−β)H0V eit(1−α)H0 ∈ B1(H)
(3.4)
and hence by Fubini’s theorem,
Tr{eitH − eitH0 −D(eitH0) • V }
= (it)2
∫ 1
0
αdα
∫ 1
0
dβ Tr{eitαβHV eitα(1−β)H0V eit(1−α)H0}.
Thus,
Tr{eitH − eitH0 −D(eitH0) • V }
− Tr{Pn
[
eitPnHPn − eitPnH0Pn −D(eitPnH0Pn) • PnV Pn
]
Pn}
= (it)2
∫ 1
0
αdα
∫ 1
0
dβ Tr{eitαβHV eitα(1−β)H0V eit(1−α)H0
− PneitαβPnHPnPnV Pneitα(1−β)PnH0PnPnV Pneit(1−α)PnH0PnPn}
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= (it)2
∫ 1
0
αdα
∫ 1
0
dβ Tr{[eitαβH − eitαβPnHPn]PnV eitα(1−β)H0V eit(1−α)H0
+ eitαβHP⊥n V e
itα(1−β)H0V eit(1−α)H0
+ Pne
itαβPnHPnPnV P
⊥
n e
itα(1−β)H0V eit(1−α)H0
+ Pne
itαβPnHPnPnV Pn
[
eitα(1−β)H0 − eitα(1−β)PnH0Pn]PnV eit(1−α)H0
+ Pne
itαβPnHPnPnV Pne
itα(1−β)H0P⊥n V e
it(1−α)H0
+ Pne
itαβPnHPnPnV Pne
itα(1−β)PnH0PnPnV P⊥n e
it(1−α)H0
+ Pne
itαβPnHPnPnV Pne
itα(1−β)PnH0PnPnV Pn
[
eit(1−α)H0 − eit(1−α)PnH0Pn]}.
(3.5)
In the first term of the expression (3.5) :∥∥[eitαβH − eitαβPnHPn]Pn∥∥2
≤
∥∥∥∥itαβ ∫ 1
0
dγeitαβγHP⊥n HPne
itαβ(1−γ)PnHPnPn
∥∥∥∥
2
≤ T ∥∥P⊥n HPn∥∥2 ,
which converges to 0 as n→∞, uniformly for |t| ≤ T by Remark 3.3 . For the fourth term
in (3.5), we note that as in the calculations above,∥∥[eitα(1−β)H0 − eitα(1−β)PnH0Pn]Pn∥∥2 ≤ T ∥∥P⊥n H0Pn∥∥2 −→ 0 as n −→∞,
for |t| ≤ T and the seventh term is very similar to the fourth term. The second, third, fifth
and sixth terms in (3.5) converges to zero in trace-norm since by Lemma 3.2,
∥∥P⊥n V ∥∥2 −→
0 as n −→ ∞. ✷
4 Koplienko formula for both bounded and unbounded
cases
In this section, we derive the trace formulas for both bounded and unbounded self-adjoint
pairs (H0, H).
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Theorem 4.1. Let H and H0 be two bounded self-adjoint operators in an infinite dimensional
separable Hilbert space H such that H − H0 ≡ V ∈ B2(H). Then for any polynomial p(.),
p(H)− p(H0)−Dp(H0) • V ∈ B1(H) and there exists a unique non-negative L1(R)-function
η supported on [a, b] such that
Tr{p(H)− p(H0)−Dp(H0) • V } =
∫ b
a
p′′(λ)η(λ)dλ,
where, a = inf σ(H0)− ‖V ‖, b = sup σ(H0) + ‖V ‖. Furthermore
b∫
a
|η(λ)|dλ = 1
2
‖V ‖22.
Proof. By Theorem 3.4 and Theorem 2.1, we have that
Tr{p(H)− p(H0)−Dp(H0) • V }
= lim
n→∞
Tr{Pn [p(PnHPn)− p(PnH0Pn)−Dp(PnH0Pn) • PnV Pn]Pn}
= lim
n→∞
∫ b
a
p
′′
(λ)ηn(λ)dλ,
with ηn(λ) given by (2.2), and ‖ηn‖1 = 12‖Pn(H −H0)Pn‖22, which clearly converges to
1
2
‖V ‖22 as n→∞. Set Vn ≡ PnV Pn; Hn ≡ PnHPn; H0,n ≡ PnH0Pn and E0,n(.), Es,n(.)
are the spectral families of H0,n and Hs,n ≡ PnHsPn respectively. Following the idea
contained in the paper of Gestezy et.al ([6]), using the expression (2.2) of ηn and using
Fubini’s theorem to interchange the orders of integration and integrating by-parts, we
have for f ∈ L∞([a, b]) and g(λ) =
λ∫
a
f(µ)dµ that
∫ b
a
f(λ) [ηn(λ)− ηm(λ)] dλ
=
∫ 1
0
ds
∫ b
a
g′(λ) Tr{Vn [E0,n(λ)− Es,n(λ)]
− Vm [E0,m(λ)−Es,m(λ)]}dλ
=
∫ 1
0
ds {g(λ) Tr(Vn [E0,n(λ)− Es,n(λ)]
− Vm [E0,m(λ)−Es,m(λ)])}|ba
−
∫ 1
0
ds
∫ b
a
g(λ) Tr{Vn [E0,n(dλ)− Es,n(dλ)]
− Vm [E0,m(dλ)−Es,m(dλ)]}
=
∫ 1
0
ds Tr{Vn [g(Hs,n)− g(H0,n)]− Vm [g(Hs,m)− g(H0,m)]}, (4.1)
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where we have noted that all the boundary terms vanishes. Next we note as in (2.6) that
g(H0)− g(Hs) = −s
∫ b
a
∫ b
a
g(α)− g(β)
α− β G(dα× dβ).V,
where G as earlier, defines a B2(H)-valued spectral measure in R2 with total B2(H)-variation
less than or equal to 1. Therefore ‖g(Hs)− g(H0)‖2 ≤ s ‖f‖∞ ‖V ‖2 since
sup
α,β∈[a,b];α6=β
∣∣∣∣g(α)− g(β)α− β
∣∣∣∣ ≤ ‖f‖∞. Similarly
‖Pn [g(Hs,n)− g(Hs)]Pn‖2 ≤ ‖f‖∞
(∥∥P⊥n H0Pn∥∥2 + s ∥∥P⊥n V Pn∥∥2) and
‖Pn [g(H0,n)− g(H0)]Pn‖2 ≤ ‖f‖∞
∥∥P⊥n H0Pn∥∥2 . Therefore∣∣∣∣∫ b
a
f(λ) [ηn(λ)− ηm(λ)] dλ
∣∣∣∣
= |
∫ 1
0
ds (Tr(Vn{[g(Hs,n)− g(H0,n)]− [g(Hs)− g(H0)]})
− Tr(Vm{[g(Hs,m)− g(H0,m)]− [g(Hs)− g(H0)]})
+ Tr{(Vn − Vm) [g(Hs)− g(H0)]})|
≤ ‖f‖∞‖V ‖2 (
∫ 1
0
ds{2 (∥∥P⊥n H0Pn∥∥2 + ∥∥P⊥mH0Pm∥∥2)
+ s
(∥∥P⊥n V Pn∥∥2 + ∥∥P⊥mV Pm∥∥2)+ s‖Vn − Vm‖2}).
So, by Hahn-Banach theorem, {ηn} is a Cauchy sequence of non-negative functions in
L1([a, b]) and hence there exists a non-negative L1([a, b])- function η such that {ηn} con-
verges to η in L1-norm. Thus
Tr{p(H)− p(H0)−Dp(H0) • V } = lim
n→∞
∫ b
a
p
′′
(λ)ηn(λ)dλ =
∫ b
a
p
′′
(λ)η(λ)dλ.
The uniqueness of η follows from the uniqueness of a probability density, supported on a finite
interval in R, with a given sequence of moments ([10]). ✷
Lemma 4.2. Let H and H0 be two self-adjoint operators in an infinite dimensional separable
Hilbert space H such that H −H0 ≡ V ∈ B2(H). Then eitH − eitH0 −D(eitH0) • V ∈ B1(H)
and there exists a unique non-negative L1(R)-function η such that
Tr{eitH − eitH0 −D(eitH0) • V } = (it)2
∫
R
eitλη(λ)dλ.
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Proof. The uniqueness part is trivial, since if not let η1 and η2 be two such functions so that∫
R
eitλ [η1(λ)− η2(λ)] dλ = 0 ∀ t ∈ R and η1 − η2 ∈ L1(R).
Then by Fourier Inversion Theorem we conclude that η1 = η2 a.e. By Theorem 3.5 we
conclude that, there exists a sequence {Pn} of finite rank projections such that
Tr{eitH − eitH0 −D(eitH0) • V } = lim
n→∞
Tr{Pn
[
eitHn − eitH0,n −D(eitH0,n) • Vn
]
Pn}, (4.2)
where Hn ≡ PnHPn, H0,n ≡ PnH0Pn and Vn ≡ PnV Pn, and the convergence is uniform
in t for |t| ≤ T . Note that by construction PnH ⊆ Dom(H0) = Dom(H) (see proof of
Proposition 3.1) and hence both Hn and H0,n are self-adjoint operators in the finite
dimensional space PnH. By (2.4), there exists a unique non-negative ηn ∈ L1(R) such
that
Tr{Pn
[
eitHn − eitH0,n −D(eitH0,n) • Vn
]
Pn} = (it)2
∫ ∞
−∞
eitληn(λ)dλ, (4.3)
and hence
Tr{eitH − eitH0 −D(eitH0) • V } = (it)2 lim
n→∞
∫ ∞
−∞
eitληn(λ)dλ, (4.4)
the convergence being uniform in t for |t| ≤ T . In order to prove the L1(R)-convergence
of {ηn}, we essentially repeat the procedure in the last part of Section 3 except that one
needs to take into account the possibility that the indefinite integral g of a L∞(R)-
function f may have a linear part, which will make g(H0) and g(H) unbounded operators.
Let f = f1 + if2 ∈ L∞(R)so that fj ∈ L∞(R) (j = 1, 2) with ‖fj‖∞ ≤ ‖f‖∞ and if we
set
g(λ) =
∫ λ
0
f(µ)dµ+ C =
∫ λ
0
{f1(µ) + if2(µ)}dµ+ (C1 + iC2) = g1(λ) + g2(λ),
where gj(λ) =
λ∫
0
fj(µ)dµ+ Cj (for j = 1, 2) are real valued functions and C1, C2 are
some real constants. Then −‖f‖∞|λ|+Cj ≤ gj(λ) ≤ ‖f‖∞|λ|+Cj (for j = 1, 2), and
by functional calculus we conclude that for any self-adjoint operator A, Dom (gj(A)) =
Dom(A) and gj(A)− ‖f‖∞A ∈ B(H), for j = 1, 2.
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Thus
gj(H0 + sV )− gj(H0) = {[gj(H0 + sV )− ‖f‖∞(H0 + sV )]
− [gj(H0)− ‖f‖∞H0] + ‖f‖∞sV } ∈ B(H),
for j = 1, 2. By a similar calculation as in the proof of Theorem 4.1, it follows that
gj(H0 + sV )− gj(H0) ∈ B2(H) and ‖gj(H0 + sV )− gj(H0)‖2 ≤ s‖f‖∞‖V ‖2,
for j = 1, 2. Since g = g1 + ig2, we conclude that
g(H0 + sV )− g(H0) ∈ B2(H) and ‖g(H0 + sV )− g(H0)‖2 ≤ 2s‖f‖∞‖V ‖2.
Similarly,
‖Pn [g(Hs,n)− g(Hs)]Pn‖2 ≤ 2‖f‖∞
(∥∥P⊥n H0Pn∥∥2 + s ∥∥P⊥n V Pn∥∥2) and
‖Pn [g(H0,n)− g(H0)]Pn‖2 ≤ 2‖f‖∞
∥∥P⊥n H0Pn∥∥2 . Also we get that∫
R
f(λ) [ηn(λ)− ηm(λ)] dλ =
∫ 1
0
ds Tr{Vn [g(Hs,n)− g(H0,n)]− Vm [g(Hs,m)− g(H0,m)]},
with the boundary term vanishing because for fixed finite m and n, the support of the
spectral measures involved are compact. Therefore∣∣∣∣∫ b
a
f(λ) [ηn(λ)− ηm(λ)] dλ
∣∣∣∣
= |
∫ 1
0
ds (Tr(Vn{[g(Hs,n)− g(H0,n)]− [g(Hs)− g(H0)]})
− Tr(Vm{[g(Hs,m)− g(H0,m)]− [g(Hs)− g(H0)]})
+ Tr{(Vn − Vm) [g(Hs)− g(H0)]})|
≤ 2‖f‖∞‖V ‖2 (
∫ 1
0
ds{2 (∥∥P⊥n H0Pn∥∥2 + ∥∥P⊥mH0Pm∥∥2)
+ s
(∥∥P⊥n V Pn∥∥2 + ∥∥P⊥mV Pm∥∥2)+ s‖Vn − Vm‖2}).
Therefore, by Remark 3.3 and the Hahn-Banach theorem, {ηn} is a Cauchy sequence of non-
negative functions in L1(R) and hence there exists a non-negative L1(R)- function η such
that {ηn} converges to η in L1-norm. Thus
Tr{eitH − eitH0 −D(eitH0) • V } = (it)2 lim
n→∞
∫
R
eitληn(λ)dλ = (it)
2
∫
R
eitλη(λ)dλ.
✷
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Theorem 4.3. Let H and H0 be two self-adjoint operators in an infinite dimensional sep-
arable Hilbert space H such that H −H0 ≡ V ∈ B2(H) and f ∈ S(R)(the Schwartz class of
smooth functions of rapid decrease). Then f(H)− f(H0)−Df(H0) • V ∈ B1(H) and
Tr{f(H)− f(H0)−Df(H0) • V } =
∫
R
f
′′
(λ)η(λ)dλ,
where η is a unique non-negative L1(R) -function with ‖η‖1 = 12‖V ‖22.
Proof. By the spectral theorem and an application of Fubini’s theorem, we get that
f(H) =
∫
R
fˆ(t)eitHdt , f(H0) =
∫
R
fˆ(t)eitH0dt and
Df(H0) • V =
∫
R
fˆ(t)
[
D
(
eitH0
) • V ] dt.
Thus using the expression (3.4), and the fact that fˆ ∈ S(R), and Fubini’s theorem we
conclude that f(H)− f(H0)−Df(H0) • V ∈ B1(H) and
Tr{f(H)− f(H0)−Df(H0) • V } =
∫
R
fˆ(t) Tr{eitH − eitH0 −D(eitH0) • V } dt
=
∫
R
fˆ(t)
(
(it)2
∫
R
eitλη(λ)dλ
)
dt =
∫
R
f
′′
(λ)η(λ)dλ,
where η is the one obtained in Lemma 4.2. ✷
Remark 4.4. If f(λ) =
∞∫
−∞
eitλ−1−itλ
(it)2
ν(dt) + C˜1λ+ C˜2,
where C˜1, C˜2 are some constants and ν is a complex measure, then f(H) and f(H0) are
unbounded operators where Domf(H), Domf(H0) are contained in Dom(H
2), Dom(H20) re-
spectively. It may so happen that Dom(H2)
⋂
Dom(H20 ) is not dense and in that case
f(H)− f(H0) is not well-defined. But on the other hand,
f(H)− f(H0)−Df(H0) • V =
∫ ∞
−∞
1
(it)2
[
eitH − eitH0 −D(eitH0) • V ] ν(dt)
=
∫ ∞
−∞
ν(dt)
∫ 1
0
αdα
∫ 1
0
dβ eitαβHV eitα(1−β)H0V eit(1−α)H0 ,
in which the right hand side is a well-defined B1(H) operator and one will have the result in
this extended sense (i.e. whenever the expression in {.} is densely defined):
Tr{f(H)− f(H0)−Df(H0) • V } =
∫ ∞
−∞
f
′′
(λ)η(λ)dλ.
Acknowledgment: The authors would like to thank Council of Scientific and Industrial
Research (CSIR), Government of India for a research and Bhatnagar Fellowship respectively.
The authors also thank UK-India Education and Research Initiative ( UKIERI) project for
support.
15
References
[1] BHATIA, R. Matrix Analysis, Springer, New York ,1997.
[2] BIRMAN, M. S. and SOLOMYAK, M. Z. Remarks on The Spectral Shift Function,
Zap.Nauch.Sem.Len. Otdel..Mat.Instt.Steklova,Akad Nauk.SSSR 27 (1972) 33-46, (English
translation: J.Sov.Math.3(4) (1975) 408-419).
[3] BIRMAN, M. S. and SOLOMYAK, M. Z. Double Operator Integrals in a Hilbert Space,
Integral Equations Operator Theory 47 (2003), 131-168.
[4] BOYADZHIEV, K. N. Mean Value Theorems for Traces. Math. Japonica, 38, No. 2(1993),
217-224.
[5] DYKEMA, K. and SKRIPKA, A. Higher order spectral shift, J. Funct. Anal., 257 (2009),
1092-1132.
[6] GESZTESY, F. PUSHNITSKI, A. and SIMON, B. On The Kopleinko Spectral Shift Function,
I.Basics Zh.Mat.Fiz.Anal.Geom.,4,1 (2008),63-107.
[7] KATO, T. Perturbation Theory of Linear Operators (2nd ed.), New York, Springer Verlag,
1976.
[8] KOPLIENKO, L. S. Trace Formula For Nontrace-Class Perturbations, Sibirsk. Mat.Zh., 25,5
(1984), 6-21 (Russian).English Translation: Siberian Math.J.,25,5 (1984),735-743.
[9] KREIN, M. G. On certain new studies in the perturbation theory for self-adjoint operators,
Topics in Differential and Integral equations and Operator theory, (Ed.I Gohberg), OT 7
(Basel: Birkhauser-Verlag) 1983, pp.107-172.
[10] PARTHASARATHY, K. R. Introduction to Probability and Measure, Macmillan, Delhi,1977.
[11] SINHA, K. B. and MOHAPATRA, A. N. Spectral Shift Function and Trace Formula.
Proc.Indian Acad.Sci.(Math.Sci.),Vol. 104, No.4, November 1994.pp. 819-853.
[12] SINHA, K. B. and MOHAPATRA, M. N. Spectral Shift Function And Trace Formula For
Unitaries- A New Proof, Integr Equat Oper Th Vol. 24 (1996).
[13] SKRIPKA, A. Higher order spectral shift, II. Unbounded case, Indiana Univ. Math. J., 59
(2010), No.2, 691-706.
[14] VOICULESCU, D. On a Trace Formula of M.G.Krein. Operator Theory:Advances and Appli-
cations,Vol.24(1987), 329-332.(Basel:Birkhauser-Verlag).
16
