In this paper we introduce Schwartz operators as a non-commutative analog of Schwartz functions and provide a detailed discussion of their properties. We equip them in particular with a number of different (but equivalent) families of seminorms which turns the space of Schwartz operators into a Frechet space. The study of the topological dual leads to non-commutative tempered distributions which are discussed in detail as well. We show in particular that the latter can be identified with a certain class of quadratic forms, therefore making operations like products with bounded (and also some unbounded) operators and quantum harmonic analysis available to objects which are otherwise too singular for being a Hilbert space operator. Finally we show how the new methods can be applied by studying operator moment problems and convergence properties of fluctuation operators.
Introduction
The theory of tempered distributions is used extensively in various areas of mathematical physics, in order to regularise singular objects, most notably "delta-functions" that often appear as a result of some convenient idealisation (e.g. plane wave, or point interaction). The well-known intuitive idea is to make sense of the functional
to cases where φ is no longer a function, by making use of the highly regular behaviour of the Schwartz functions f ∈ S(R
2N
). Considering applications to quantum theory, tempered distributions have proved a powerful tool in e.g. field theoretical settings, and quantisation, where the space of Schwartz functions typically appears as a dense subspace of the relevant Hilbert space, leading to rigged Hilbert space constructions [2, 5] . However, the approach based on the direct quantum analogy of (1) seems to be completely missing in literature. In order to demonstrate this analogy, take R 2N to be the phase space (of e.g. a classical N -particle system), so that the associated quantum system is given by the standard representation of the Canonical Commutation Relations on the Hilbert space H = L
(R N
. In view of quantum-classical correspondence theory [6, 22] , it is clear that the proper analogue of φ(f ) should be
Φ(S) = tr[SΦ], S ∈ S(H),
with a suitable class S(H) of "very regular" operators taking the role of Schwartz functions. As it stands, the trace makes sense e.g. if Φ is a bounded operator and S a trace class operator on H (analogous to the above classical integral making sense for integrable f and bounded φ.) With S sufficiently regular, we can relax the requirements for Φ, so that the functional Φ(S) still gives a finite value.
It is intuitively clear that the appropriate class S(H) should be those S for which Q i ′ ∞ ; cf. Section 3. As the first application of the theory developed up to that point we will discuss in Sect. 4 an operator moment problem which can be regarded as the non-commutative analog of the Hamburger moment problem which is well known in measure theory. More precisely, the main question to be answered here is under which conditions a positive Schwartz operator T is uniquely determined by its moments Tr(Q α P β T ). In Sect. 5 we interpret the topological dual S ′ (H) of S(H) as the quantum analogue of the space of tempered distributions. We then prove that the Weyl transform maps S ′ (H) bijectively onto S ′ (R 2N ), making the standard theory of distributions available for this quantum setting. We develop basic harmonic analysis concepts (e.g. FourierWeyl transform and convolutions) in this setting, also providing a natural formulation of the well-known Wigner-Weyl quantisation, which is known to exist as a map from S ′ (R 2N ) to the space of certain quadratic forms (see e.g. [3] ). Finally, in Sect. 6 we consider physically motivating examples from mean-field theory where this formalism has already proved to be useful [10] . 
is the operator of multiplication by the coordinate q i , and In particular, we have P i = F * Q i F holding for each i. We denote Q ∶= (Q 1 , . . . , Q N ) and P ∶= (P 1 , . . . , P N ), and e.g. q ⋅ P ∶= q 1 P 1 + ⋯ + q N P N . Since (e iq⋅P ψ)(x) = ψ(x + q) for ψ ∈ H N , the Weyl operators act as
We let B(H), HS(H), and T (H) denote the set of bounded, Hilbert-Schmidt, and trace class operators on H, respectively.
In the phase space X we use the measure dx ∶= (2π) −N dqdp. With this choice of normalization,
extends to a unitary operator on L
(X). Similarly, the Weyl transform of an operator T ∈ T (H),
defined viaT
extends to a unitary operator HS(H) → L 2 (X). The symplectic Fourier transform is its own inverse, and we reserve the symbol q f for the inverse Weyl transform of an f ∈ L 2 (X). This is explicitly given by q f = W (−y)f (y)dy,
1 Note that the choice of measure means, in particular, that L 2 (X) = L 2 (X, dx). This distinguishes that space from L 2 (R 2N ) = L 2 (R 2N , dqdp) which we are also using.
Schwartz functions
We will start by reiterating the basic facts about Schwartz functions (see e.g. [18] ), in a way that emphasizes the parallels to Schwartz operators, which we define in the following section.
Given n ∈ N, the Schwartz space is the set S(R n ) of infinitely differentiable functions ϕ ∶ R n → C, for which sup
where I n ∶= {α = (α 1 , . . . , α n ) α i ∈ N ∪ {0} for all i = 1, . . . , n} is the set of multi-indices, and
and β ∶= ∑ n i=1 β i . The expressions in (7) define a locally convex metrizable topology on S(R n ),
and it is a standard exercise to prove its completeness. There are many other natural choices for a family of seminorms inducing this topology. In order to avoid confusion, we stress here that Schwartz functions appear in conceptually distinct roles in this paper: as elements of the Hilbert space H (i.e. functions on the configuration space R N ), as functions on the cartesian product R N × R N of two copies of the configuration space, and finally as functions on the phase space X = R 2N .
Schwartz functions on the configuration space
We now consider the class S(R 
, and the topology is induced by the natural seminorms
where
This allows us to state the following characterisation of Schwartz functions, which does not a priori assume differentiability: 
is Hilbert space bounded, that is,
For ϕ ∈ S(R N ) this expression in fact equals (9) .
, and ϕ 0,β < ∞ for all β, then it follows from the selfadjointness of P β , and the fact that S(R N ) is a core for P β , that ϕ is in the domain of each P β , which in particular implies differentiability to all orders. If ϕ α,β < ∞ for all α, β, then the same argument applied to Q α establishes that P β ϕ is in the domain of Q α , which just means that ϕ is in the domain of Q α P β , and we have Q α P β ϕ = i β q α D β ϕ. Hence, the definition (11) is the same as (9), and we have ϕ ∈ S(R N ). On the other hand, if ϕ ∈ S(R N ), then ϕ is in the domain of each Q α P β , which implies that ϕ α,β < ∞ in (11).
Remark 2.2.
Of course, the condition (11) just means that ϕ α,β = Q α P β ϕ < ∞, with the understanding that this means ϕ belonging to the domain of Q β P α . It is however useful to express this explicitly in terms of the subspace S(R N ) itself; in fact, this becomes necessary when we define Schwartz operators in the next section.
In order to introduce other useful families of seminorms for S(R N ), we define the selfadjoint operators
These have a (common) complete set of eigenfunctions α⟩ ∈ L The following families of seminorms all induce the topology of S(R N ).
Letting
denote the annihilation operators, we get the seminorms ϕ ↦ f (A, A * )ϕ , with f as above. 
where (β + 1)
We then define the space of Schwartz (multi)sequences
and equip this with the topology given by the seminorms ⋅ α . The map 
. 
Hence, given ǫ > 0 there exists an finite set F 0 ⊂ I N , such that
, and ⟨β ϕ F − ϕ⟩ = ⟨β ϕ⟩ for β ∈ I N ∖ F . Hence, the expansion converges. We have now proved (a) and (b).
Tensor products of Schwartz functions
The above discussion of Schwartz functions was done with the identification
). Now kernel operators on H are specified by functions on R 2N (understood as cartesian product of two copies of the configuration space), and as it will turn out later, kernels of Schwartz operators are Schwartz functions. For this reason we now briefly review tensor products of Schwartz spaces.
In order to conveniently denote the multi-indices, we map
This notation will be used frequently in the rest of the paper. The coordinate products q α∨β and derivatives D α∨β will be understood accordingly. Since the Hilbert space tensor product
via the usual identification, we can also use the corresponding notations Q α∨β and P α∨β for operators. Concerning now the tensor products of Schwartz spaces, we have the following result.
Proposition 2.4. (a) We inject
where algebraic tensor product is meant. The set
) are continuous and linear, there exists a unique continuous 
Proof. Concerning (a), we have, in particular, α⟩ ⊗ β⟩ = α ∨ β⟩ (see (14) ). Since the basis expansion of an arbitrary ϕ ∈ S(R
2N
) converges in S(R
) by Proposition 2.3 (a), it follows that ϕ is in the S(R ) converges in both topologies, and any sequence converging
).
Schwartz functions on the phase space
Recall that the phase space is X = R N ×R N , where now the first factor is the configuration space, and the second is the momentum space; this "physical" instance of R 2N should be kept conceptually separate from the "double configuration space" introduced above for technical reasons. In particular, for x ∈ X we have
N , and similarly for the derivatives, defining the Schwartz class S(X). From the point of view of the present paper, this constitutes the classical analogy of the class of Schwartz operators to be defined in Sect. 3. We will then make this analogy more concrete in terms of Fourier-Weyl correspondence and Wigner quantisation.
Hilbert-Schmidt operators, their kernels, and the unitary Weyl transform
As we have seen, the Hilbert space seminorms make the Schwartz functions easier to work with. Anticipating the introduction of Schwartz operators, it is not difficult to guess that an essential role is played by the class of Hilbert-Schmidt operators. Indeed, this is a Hilbert space with the scalar product ⟨T S⟩ HS(H) ∶= Tr[T * S], and the Weyl transform is well-known to be a one-to-one map between HS(H) and L 2 (X). Before looking at this class, we introduce the more general Schatten classes. We first fix some general notations. Let H be an arbitrary (complex separable) Hilbert space, let B(H) denote the set of bounded operators on H, and ⋅ the operator norm on B(H). The set of compact operators is denoted by C(H), and for p ∈ 1, 2, . . . the corresponding Schatten class is denoted by T p (H). It is a Banach space of those T ∈ B(H) with finite p-norm T p ∶= (Tr T p )
1 p , where T ∶= √ T * T . In particular, HS(H) ∶= T 2 (H) and T (H) ∶= T 1 (H) are the Hilbert-Schmidt and trace classes, respectively. We have
Each compact operator T ∈ C(H) has the (operator norm convergent) singular value decomposition
where the c k ≠ 0 are singular values of T , i.e. the eigenvalues of the positive compact operator
, and in that case, the series in (15) converges in ⋅ p . Clearly, a compact operator T is of finite rank, i.e. has finite-dimensional range, if and only if {k c k ≠ 0} is a finite set. Consequently, the set of finite rank operators is dense in each T p (H). We actually need a slightly stronger result: Lemma 2.5. The set of operators of the form
is
Proof. Let T ∈ T p (H) and ǫ > 0. Since (15) 
Thus we can find an operator T ′′ of the form (16) with T
This completes the proof.
We now review the special properties of the Hilbert-Schmidt operators on L ). For this purpose we recall that the basic unitary equivalence
is conveniently characterized via the identification
of the associated number bases. Moreover, we can also construct an orthonormal basis
The suggestive identification
plays an important technical role in this paper, the starting point given by the following wellknown Lemma, which summarises the properties of the Hilbert-Schmidt operators and their kernels and matrix representations. 
Proof. Part (a): If (i) holds, then T has the singular value decomposition (15) with
is square integrable. The scalar product of this vector against α ′ ⟩ is just the integral expression given in (ii), so that
On the other hand,
where the series converges by Cauchy-Schwartz inequality and (iii). In fact we have
This proves that T is Hilbert-Schmidt, i.e. (i) holds. We have now proved (a). Concerning (b), the maps T ↦ K T and T ↦ (T α ) are obviously linear. Since It is a well-known fact that the unitary extension of the Weyl transform to the Hilbert-Schmidt class can be explicitly written in terms of kernels using Lemma 2.6. Since we need an explicit formula for this correspondence, we formulate this fact as a second lemma. We emphasise the following convention: while the kernel function of an operator is naturally a function on R
(the cartesian product of two copies of the configuration space), its Weyl transform is a function on the phase space X (product of configuration space and the momentum space), with the renormalised measure dx. This conceptual difference is reflected in the following notations.
Lemma 2.7. The trace class Weyl transform T ↦T extends uniquely to the unitary operator
where unitary operators U and V are given by
Proof. Suppose first that T = ψ⟩⟨ϕ , where ϕ, ψ ∈ S(X). Then K
By linearity, we conclude thatT 
This implies thatT
The proof is complete.
Schwartz operators
The idea behind Schwartz operators is the desire to find bounded operators T such that expectation values of the form Tr(P L T P R ) with two polynomials P L R in P and Q are well defined and finite. Intuitively, this is a quantum analogue of the requirement of ∫ X P L (x)f (x)dx being welldefined and finite for a Schwartz function f . One should pay attention to how non-commutativity of the quantum case makes it necessary to have two polynomials instead of one. One might also wonder how to "quantise" the additional requirement involving the derivatives of f . As we will see below, derivatives in the quantum case are just polynomial multiplications as well; hence the existence of their expectation values do not require additional conditions. Since P L R are unbounded operators, the product P L T P R might suffer from domain problems which we need to address. Accordingly, it is appropriate to follow Lemma 2.1 and define Schwarz operators in terms of quadratic forms. We will discuss this approach in detail in Subsection 3.1. Other topics to be presented in this section include:
• Topological properties. In Subsection 3.2 we will show that Schwartz operators form a Frechet space; thereby establishing the analogy to the Schwartz functions from the topological perspective. We will give several equivalent families of seminorms.
• Alternative characterizations. Apart from the definition we will discuss several alternative characterizations of Schwartz operators: In terms of their matrices and their HilbertSchmidt kernels, shown to be Schwartz functions (Subsect. 3.3), and their ranges (Subsect. 3.4).
• Harmonic analysis. Weyl transforms, convolutions, and Wigner functions of Schwartz operators (Subsect. 3.6).
• Applications of the range theorem. The results about the range of a Schwartz operator (Thm. 3.12) have several interesting and useful applications, including the square root of a Schwartz operator, regularizations of certain unbounded operators, and a "cycle under the trace" formula; cf. Subsect. 3.5
• Operations on Schwartz operators are finally considered in Subsection 3.7. This includes products with polynomially bounded operators and differentials.
Definition
It is clear how to formulate the definition of Schwartz operators in analogy with the characterization Lemma 2.1 of Schwartz vectors: for each α, β, α ′ , β ′ ∈ I N , and T ∈ B(H), the sesquilinear form
is clearly well defined and jointly continuous. (Continuity is apparent from the seminorms ⋅ α,β of Lemma 2.1). If this form is Hilbert space bounded, i.e.
Schwartz operator. The set of Schwartz operators is denoted by S(H).
It is important to stress that T α,α ′ ,β,β ′ is defined as the Hilbert norm of a quadratic form on the subspace of Schwartz functions, instead of just formally setting
For one thing, the operator
′ is a priori not necessarily well-defined on any dense domain, because T could map outside the domain of P β . (This fact will become even more relevant when we consider distributions in Sect. 5) Therefore, the formal definition can easily lead to confusion when trying to determine if T α,α ′ ,β,β ′ < ∞. On the other hand, if T ∈ S(H), then the use of (19) is permitted, because in that case
and T α,α ′ ,β,β ′ is its bounded extension. This is a consequence of the following simple lemma:
Topology and basic properties
Clearly, each T ↦ T α,α ′ ,β,β ′ is a seminorm. Since they obviously separate points of S(H), and because there are countably many of them, they make S(H) a metrizable locally convex topological space.
Proposition 3.3. S(H) is a Fréchet space.
Proof. Let (T n ) be a Cauchy sequence in S(H). This means that each (
Cauchy sequence in B(H), and hence converges to some
convergence implies weak convergence, we have
We can also use a larger family of seminorms:
, and has a unique bounded extension to H. We will use
to denote also the extension.
where f L and f R go through all polynomials, induce the topology of S(H).
Proof.
This proves (a) and (b).
The following lemma gives some basic properties of Schwartz operators. There we use the notation S 0 (H) ∶= {T ∈ S(H) T has finite rank}.
Lemma 3.5. (a) If T ∈ S(H) then T * ∈ S(H). The map T ↦ T * is a topological isomorphism. (b) If T, S ∈ S(H) and A ∈ B(H), then T AS ∈ S(H). The map (T, S) ↦ T AS, S(H) × S(H) → S(H)
is continuous (in the product topology).
H) if and only if T is of the form (16).
Proof. Part (a) is obvious from the definition; in fact, 
so that T AS ∈ S(H), and
Suppose that T ∈ S(H) has finite rank. Then c n ≠ 0 only for finite number of k in the singular value decomposition (15) , so by (c), T is of the form (16) . Conversely, suppose T is of this form. Now
Since T is a linear combination of these, also T ∈ S(H).
The following lemma establishes that each Schwartz operator is in fact trace class, hence also an element of each Schatten class T p (H).
Lemma 3.6. S(H) ⊂ T (H).

Proof. First note that H
N is a positive trace class operator. In fact,
it follows from Prop. 3.4 (a) that the operator H 2 T is bounded, where
Using the trace class operator H
N as in the proof of the above Lemma, we immediately see that for a Schwartz operator T , each of the bounded operators
is actually in the trace class, and
On the other hand, since ⋅ ≤ ⋅ p ≤ ⋅ 1 for each 1 ≤ p ≤ ∞, it follows that each seminorm
is finite for T ∈ S(H), and for each fixed p = 1, 2, . . ., the family
induces the topology of S(H).
Since boundedness already implies T ∈ S(H), the trace class condition appears to be superfluous as a necessary condition for T ∈ S(H). Same holds for other values of p. However, the fact that the Hilbert-Schmidt seminorms
induce the topology of S(H) is actually especially useful, because the Hilbert space HS(H) is in a natural way equivalent to L 
Kernel and matrix representations
The following proposition characterises Schwartz operators in terms of their matrix representations and kernels. In essence, it reduces Schwartz operators to Schwartz functions.
Proposition 3.7. Let T ∈ HS(H). The following conditions are equivalent: (i) T ∈ S(H).
(
the matrix of T is a Schwartz sequence.
Moreover, the maps
(see Lemma 2.6 ) are topological isomorphisms.
Proof. We first prove the equivalence of (i) and (ii), and that T ↦ K T is an isomorphism. Recall the characterization of Schwartz vectors:
Assuming first (ii), we note that for ϕ, ψ ∈ S(R N ), we have
so it follows immediately from (22) that T ∈ S(H). Now assume (i). Since the operatorT ∶= Q α P β T P β Q α is trace class, it has a kernel KT according to Lemma 2.6, and ⟨ψ
, we can also use the kernel of T to write
Since both η ↦ ⟨η KT ⟩ and η ↦ ⟨P
), and the algebraic
). This implies (22) , so (ii) holds. We now show
Hilbert-Schmidt operator T such that K T = K, and by the equivalence we just proved, T ∈ S(H).
Hence, the map is onto. Finally, from the above proof it follows that
so the topologies are equivalent. Concerning condition (iii), we already know from the preceding section that S(R
2N
) is iso-
As an immediate corollary, we get the following density properties of Schwartz operators, using Prop. 2.3.
Proposition 3.8. (a) The matrix representation
Another consequence is obtained by estimating the sequence space seminorms as follows:
Hence, it follows from Prop. 3.7 that the family of seminorms
as well as the family
induce the topology of S(H).
Range of a Schwartz operator
In this section, we will characterize Schwartz operators in terms of their range (Prop. 3.12 below). This motivates the following definition: We put
We now need a simple consequence of the closed graph theorem:
Lemma 3.9. Let A be closed (unbounded) operator in H N , and let T ∈ B(H) be such that Ran(T ) ⊂ dom (A). Then AT ∈ B(H). The same holds true if A is any polynomial of closed operators.
Proof. Let (ϕ n ) be a sequence of elements of H N , converging to a ϕ ∈ H, and such that also (AT ϕ n ) converges. (This is equivalent to saying that (ϕ n ) converges in the graph norm of AT .)
But T is bounded, so (T ϕ n ) converges to T ϕ. Since A is closed, and T ϕ n ∈ dom (A) for each n, this implies that (T ϕ ∈ dom (A) and) AT ϕ = lim n AT n . Hence, AT is closed. Since it is everywhere defined, it is bounded by the closed graph theorem (see e.g. [18, Thm. III.12]). The last statement of the lemma follows by induction; recall that by definition
The following proposition characterizes S L (H), and gives it a natural topology.
Proposition 3.10. Let T ∈ B(H).
The following conditions are equivalent:
The seminorms
induce a locally convex topology on S L (H), which makes it a Frechet space. The families
of Hilbert space seminorms each induce this topology.
Proof. Assuming (i), we have P β T ∈ B(H) by Lemma 3.9, because P β is closed (on its full domain). Since Q α is also closed, and Ran(
, we can apply Lemma 3.9 again to
(ii) obviously implies (iii), which again implies (ii) by Lemma 3.2. Assuming (ii), we can multiply Q α P β T from the left with H −2 as in the proof of Lemma 3.5 (c) to conclude that that (iv) holds for p = 1, and hence for all p. Assuming (iv) for some p implies, in particular, that Q α P β T ∈ B(H), for all α, β which again implies that (iv) holds for p = 1 and thus for all p. Trivially, (iv) for all p implies (v) for all p. Again (v) holds for all p iff it holds for some p, because the above argument with H −2 works also here. Assuming (v), we know that T maps into the domain of each H α , and we have 
, and still get the same topology for S(H). Using the seminorms of the sequence space s N , the last two computations above show that the seminorms
it follows that also the seminorms
It is clear from the above proposition that S(H) ⊂ S L (H), while the converse inclusion is obviously not true. Indeed, if T = ψ⟩⟨ϕ , then T ∈ S L (H) iff ψ ∈ S(R N ) (without any condition on ϕ). In order to make T ∈ S(H), we also need ϕ ∈ S(R N ), that is, T * ∈ S L (H). It turns out that these two conditions characterize S(H) completely. We first define
We equip S R (H) with the topology coming from S L (H) in the obvious way. We now have the following characterization: Proposition 3.11. Let T ∈ B(H). The following conditions are equivalent:
The family of seminorms
as well as each family 
, we see that the bounded extension of T P β Q α is trace class, and hence in each T p (H). If (iv) holds for some p the extension is in particular bounded, so again by multiplying with H −2 we see that (iv) holds for all p.
, and use Prop. 3.10.
We now get the following neat characterization of S(H) in terms of the ranges of T and T * :
Theorem 3.12. Let T ∈ B(H). Then T ∈ S(H) if and only if
Ran(T ) ⊂ S(R N ), and Ran(T * ) ⊂ S(R N ).
The topology of S(H) is induced by the seminorms
Proof. If T ∈ S(H) it is clear that the inclusion of the ranges follows. We now assume Ran(
. From Props. 3.10 and 3.11 it follows that (T α ) β∨0 < ∞ and (T α ) 0∨β < ∞ for all β, β ′ ∈ I N . But now the Cauchy-Schwartz inequality gives
which proves that the restricted family
induces the topology of S(H). But according to Props. 3.10 and 3.11, these are the seminorms of S L (H) and S R (H) put together. This completes the proof.
Applications of the range theorem
The theorem just proven has a number of interesting consequences which are collected in this Subsection. The first shows that multiplication by a Schwartz operator regularizes closable unbounded operators defined on the Schwartz space. that AT ∈ B(H). Now AT P β Q α is densely defined on S(R N ), and since T P β Q α extends to a Schwartz operatorT which, as such, maps H into S(R N ), it follows that AT P β Q α extends to AT which is again bounded by Lemma 3.9. Hence, it follows from Prop. 3.11 that AT ∈ S R (H). Since A is closed, the operator T A * is densely defined, so its adjoint (T A * ) * is well defined, and is an extension of AT
is invariant for A then the ranges of the bounded operators AT and Proof. Let T be a positive Schwartz operator. Take arbitrary α, β ∈ I N , and ϕ ∈ S(R N ) with
showing that √ T P β Q α extends (in a unique way) to a bounded operator on H. According to the equivalence of (i) and (ii) in Prop. 3.11 this implies that √
But since √
T is selfadjoint this implies that √ T ∈ S L (H) holds as well. Hence the statement follows from Thm. 3.12. Finally we can use the last result to prove the following "cycling under the trace" result.
Corollary 3.17. For each T ∈ S(H) and each closed operator
Proof. Note first that for any T ∈ S(H) we have T ± T * ∈ S(H), and a selfadjoint T can be decomposed according to T = T + − T − with T ± = (T ± T ) 2. Obviously T ± > 0 and T ± ∈ S(H). Hence each T ∈ S(H) can be written as a linear combination of four positive Schwartz operators. Therefore it is sufficient to prove the statement for T > 0. In this case √ T exists and is a Schwartz operator, √ T A ∈ S L (H) and A √ T ∈ S R (H) by Prop. 3.13 (a), hence both are trace class by Props. 3.10 and 3.11. Since the Schwartz operator √ T is also trace class we get
Basic quantum harmonic analysis on Schwartz operators and functions
According to the correspondence theory [22] , operators on H correspond to functions on X via the convolutions defined above, and these are compatible with the Fourier-Weyl transform in the sense of (6) . This correspondence works also on the level of Schwartz operators and Schwartz functions. We know that the symplectic Fourier transform f ↦f is a topological isomorphism of S(X) onto itself. The following proposition shows that an analogous statement holds for the Weyl transform.
Proposition 3.18. T ∈ S(H) if and only ifT ∈ S(X). The map
is a topological isomorphism.
Proof. We prove that theT ∈ S(X) if and only if the kernel condition Prop. 3.7 (ii) holds, and that the restriction of the Hilbert-Schmidt Weyl transform is a topological isomorphism between S(H) and S(X). In the notation of Lemma 2.7, we haveT Since multiplication by a Schwartz function is continuous in S(X), it follows immediately from (6) that for a fixed S 0 ∈ S(H), the convolutions keep the Schwartz spaces invariant, and
are continuous. These correspondence maps are not surjective; the best one can hope for is that the range is dense. This holds at least for the ground state of H tot : 
where the H n are Hermite polynomials. Since S 0 (q, p) = e
Another commonly used correspondence between functions on X and operators on H is the Weyl quantization, of which there exists a large amount of literature; see e.g. [1] and the references therein. For Schwartz functions, the Weyl quantisation is defined by
where (as defined above), f ↦f denotes the inverse Weyl transform. Hence, the Weyl quantization also provides a topological isomorphism between S(X) and S(H). 
In order to check that this leads to the standard definition, we take T = ψ⟩⟨ϕ ∈ S(H), and compute the Wigner function at x = (q, p):
Since both sides are continuous with respect to T ∈ S(H), we have, in general
From the computation we also get the commonly used formula for the Wigner function:
Using (5), we get the Wigner quantization of an f ∈ S(X):
Hence, the kernel of W[f ] is given by
From the above computation we also see that
The basic example is the Gaussian state T 0 = h 0 ⟩⟨h 0 , where h 0 (q) = 
2 ) , and
Note that even though all three functions are Gaussian, the constant in the exponent is different in each case.
Operations on Schwartz operators
We now describe operator analogues of basic operations on Schwartz functions.
Multiplication
We first look at the multiplication of functions. First recall that a function g ∶ X → C is polynomially bounded, if there exist m ∈ N and C > 0 such that
The set of functions which, together with their derivatives, are polynomially bounded, is denoted by O M (X). A differentiable function g ∶ X → C defines a continuous map f ↦ gf on S(X) if and only if g and all its derivatives D α g are polynomially bounded (see e.g. [18] ). It is now easy to formulate an analogous condition for operators: we say that a densely defined operator A is polynomially bounded from the right (resp. left) if A (resp. A * ) is relatively bounded with respect to H m tot for some m ∈ N. If both hold, we simply say that A is polynomially bounded. Recall [19] that a densely defined operator A is relatively bounded with respect to an operator H 0 (or H 0 -bounded, for short) if dom (H 0 ) ⊂ dom (A), and there exist positive constants a, b > 0 such that
If H 0 is positive and selfadjoint (as is the case with each H m tot ), the resolvent (1 + H 0 ) −1 is bounded, and maps the whole Hilbert space bijectively onto dom (H 0 ). From this it is easy to see that A is H 0 -bounded if and only if dom (H 0 ) ⊂ dom (A) and A(1
We make the following observation: 
, and 
and writing each Q i and P i in terms of the ladder operators A i , A * i we see that for given α, β ∈ I N there exists an m ∈ N such that dom (H
is bounded by Lemma 3.9. More generally, each polynomial of closed operators with domain containing dom (H m tot ) for some m, is polynomially bounded from the right.
Remark 3.23. Note that even though every bounded operator is polynomially bounded, B(H) is not included in any of the sets O MR (H), O ML (H) and O
Concerning multiplication, we now have the following:
Proposition 3.24. If A ∈ O MR (H) (resp. A ∈ O ML (H)), the multiplication T ↦ AT (resp. T ↦ T A) is a continuous map from S(H) into itself.
is bounded. But this implies that
showing that T ↦ AT is continuous. The claim concerning A ∈ O ML (H) and T ↦ T A is proved by taking the adjoint, which is continuous on S(H) by Lemma 3.5 (a).
Differentiation
Concerning differentiation, it is again useful to first look at the function analogue. For f ∈ S(X) let f y denote the translation of f , i.e. f y (x) = f (x − y). For a fixed x we have
Hence, we can write each derivative D α f ∈ S(X) as the derivative at y = 0 of the translation y ↦ f y , in the weak (pointwise) sense. Since we know that the translations of operators in S(H) are represented by y ↦ W (y)T W (−y), we can use this connection to define a derivative for Schwartz operators:
Given α ∈ I 2N and T ∈ S(H) we define
Using the definition of the Weyl operators, we can express this explicitly as a polynomial of Q and P , which shows that the result is indeed a Schwartz operator.
Another natural way of formulating differentiation is by means of the commutator (Lie) derivative: for an arbitrary operator
We now get the following result:
Proposition 3.25. For each α ∈ I 2N , the derivative T ↦ D α T is a continuous map from S(H) into itself. For each A ∈ O M (H), the Lie derivative L A is a continuous map from S(H) to itself. The following identify holds.
Proof. The map L A is continuous due to Prop. 3.24, and the expansion of D α∨β T can be verified by direct computation, using the fact that W (q, p) = e iq⋅p 2 e −iq⋅P e ip⋅Q , and noting that the phase factor e ip⋅q 2 does not contribute to the derivative. The expansion also shows the continuity of
Furthermore, the derivative combines naturally with convolutions; the following identities follow immediately from the Weyl relations:
Application 1: Operator moment problems
In order to demonstrate usefulness of the above development, we consider the operator version of moment problems, which is a classic topic in measure theory. For instance, in the Hamburger moment problem [19, X.1] we are asking for conditions on a sequence of real numbers m n , n ∈ N under which a measure µ on R exists, such that the m n become the moments of µ, i.e.
and whether µ is uniquely determined by the m n . As a non-commutative analog we now replace µ by a positive trace-class operator T ∈ B * (H) on a Hilbert space H and for a set of (in general unbounded) operators X 1 , . . . X k we look at the expectation values
where f runs over all polynomials in the X j . Of course this equation is not well defined for all T and we have to adjust our definition to cope with possible domain problems. For the case where the X j are just the canonical position and momentum operators Q 1 , . . . , Q n ; P 1 , . . . , P n , however, we have done exactly that in the preceding section. Indeed, Schwartz operators are exactly those trace class operators for which we can formulate the following problem: For each pair of multiindices α, β ∈ I N define the numbers
which we will call henceforth the moments of T . Is T uniquely determined by its moments? For later use we can introduce the operators R 1 , . . . , R 2n = Q 1 , . . . , P N and the multi index notation R
A which is different from the one used earlier (for that reason we are using another family symbols for the indices). Direct sums of multi-indices can also be defined
as well as a conjugation
The purpose of the latter is given by the equation (R
A ) * φ = R A φ for all φ ∈ S
(H). With this notation we can define
where F is the set of all multiindices A with arbitrary length A . Obvioulsy the m α,β form a subfamily of the m A . The converse is not true, since the R k can appear in any order. Howerver, by using the canonical commutation relations we can express each m A as a linear combination of some of the m α,β . Hence both sets of moments contain exactly the same information. The main result of this section is the uniqueness theorem (Thm. 4.4) which states that under a technical condition (analyticity; cf. Def. 4.1) each Schwartz operator is uniquely determined by its moments. In order to prove this we need an additional tool, which is discussed in the next subsection.
Before we come to this let us add some short remarks about two related topics. Firstly, the existence question for the moments in Eq. (37). As in the classical case a positivity condition (which can be easily formulated in terms of the associative *-algebra generated by the Q i and P i ) is sufficient, but (and this different from the commutative case) not sufficient. To fill this gap we need representation theory of the Heisenberg Lie algebra [6] . Our second remark concerns the Pauli problem, i.e. the question whether the distribution for position and momentum together are sufficient to determine the corresponding density matrix. The answer is known to be: no; cf. e.g. [21] . This implies in particular the moments m α,0 and m 0,β are not sufficient to determine the density operator, while (at least for analytic Schwartz operators) uniqueness can be guaranteed if all of the m α,β are known (cf. Thm. 4.4 below).
Purifications
A purification of a positive trace class operator T on a Hilbert space H is a pair (K, Ω) consisting of another Hilbert space K and a vector Ω ∈ H ⊗K satisfying T = Tr K ( Ω⟩⟨Ω ), where Tr K denotes the partial trace over the second tensor factor. A purification is called minimal if Ω is cyclic for the von Neumann algebra B(H) ⊗ 1I. Existence and uniqueness of the GNS construction implies immediately that each T admits a unique (up to unitary equivalence) purification.
Our goal is now to look at purifications of positive Schwartz operators. To formulate and prove the main theorem we need the following definition.
Definition 4.1. A Schwartz operator T is called analytic if there exist constants C, K > 0 such that its moments satisfy
We can reformulate Definition 4.1 in terms of the square root of T (which is again in S(H) according to Prop. 3.15) . Note that the following result also shows that m A∨A is always positive. Hence the modulus in Def. 4.1 is redundant.
Proposition 4.2. A positive Schwartz operator T ∈ S(H) is analytic iff there are constants
A of arbitrary length A .
Proof. The statement immediately follows from
Finally, we come to the main result of this subsection. The main trick is to use the kernel of √ T as the purification of T . Proof. We start with the kernel function Ω ∈ H ⊗ H of √ T . Since A ⊗ 1IΩ is for each A ∈ B(H) the kernel function of A √ T we have:
Hence for any positive operator we have
Since each bounded operator can be written as a linear combination of four positive operators Eq. (38) holds for any A. Hence Ω is a purification of T . To get a minimal purification consider the Schmidt decomposition of Ω:
with orthonormal systems φ n ∈ H and ψ n H. If necessary we extend φ n to a complete orthonormal system (this might require a renumbering if n already runs over n ∈ N). Now define K as the closed subspace of H generated by the ψ n . Obviously Ω ∈ H⊗K. Hence we only have to show that Ω is cyclic. To this end consider operators φ m ⟩⟨φ n for arbitrary m, n. Applying φ m ⟩⟨φ n ⊗ 1I to Ω we get according to (39) λ n φ m ⊗ ψ n . Since λ n ≠ 0 we can generate all elements of the basis φ m ⊗ ψ n of H ⊗ K that way. In other words Ω is cyclic and the pair (K, Ω) is the minimal purification of T . In our next step we look at the vectors R A Ω ∈ H ⊗ K with A ∈ {1, . . . , 2n} A . we have to show that they are analytic for the family of operators R 1 , . . . , R 2n , i.e.
with constants C, K ∈ R + and for all B ∈ {1, . . . , 2n} B of arbitrary length. Since T is analytic we get from Definition 4.1 
The binomial coefficient can be estimated from above in terms of the binomial expansions of 2
Hence, withC = C(2K)
A A ! andK = 2K we get (41):
which shows that (R ⊗ 1I)
A Ω is analytic. It remains to show that the subspace D ⊂ H ⊗ K generated by the family (R ⊗ 1I)
A Ω is dense in H ⊗ K. To this end we use Nelsons results on analytic vectors ( [20] , cf. also [19, X.6] and [6, Ch. 4.3] ) which imply that for each φ ∈ D and each Weyl operator W (x) the vector W (x)φ can be written as a (norm-convergent) series involving terms of the form R A φx
Now recall that Ω is cyclic for the algebra B(H) ⊗ 1I, hence the space {A ⊗ 1IΩ A ∈ B(H)} is dense in H ⊗ K. Moreover, finite linear combination of Weyl operators are norm-dense in B(H). Therefore D 1 is dense in H ⊗ 1I, too, and D 1 ⊂ D implies D = H ⊗ K, which was to show.
Uniqueness
We are now ready to prove uniqueness of the moment problem in the following form:
Theorem 4.4. Consider two positive, analytic Schwartz operators T 1 , T 2 ∈ S(H) such that
Then we have T 1 = T 2 .
Proof. As already stated at the beginning of this section we can use the moments m A instead of m αβ . In other words Eq. (42) is equivalent to
which is the relation we will use in the following. Now consider the minimal purifications
The operator R A f is a linear combination of terms R B for some B ∈ F . Hence, using Eq. (43) we get ⟨R
and since A is arbitrary we get f Ω 2 = 0 due to cyclicity of Ω 2 . Hence we can define a map
Reversing the roles of T 1 and T 2 we see that U is invertible. Furthermore, using again Eq. (43) we get
which shows that U extends to a unitary D 1 → D 2 . Cyclicity of the Ω j finally shows that (44) defines a unique unitary 
what was to show.
Tempered distributions
We now proceed with a natural development of the general theory of Schwartz operators. Starting again with the function analogue, a tempered distribution on S(X) is an element of the topological dual S ′ (X), i.e. a continuous linear functional φ ∶ S(X) → C. Similarly, we say that a tempered distribution on S(H) is a continuous linear functional Φ ∶ S(H) → C. The space of tempered distributions is the topological dual of S(H), and will be denoted by S ′ (H). It is equipped with the corresponding weak-* topology. In the following we will discuss some of its properties, including in particular:
• Examples of operators as elements of S ′ (H), more specifically bounded and polynomially bounded operators, are discussed in Subsect. 5.1.
• Alternative characterizations of elements of S ′ (H) will be formulated in terms of their kernel distributions (which are ordinary tempered distributions), and matrix representations (Subsect. 5.2).
• Operations on distributions are studied in Subsect. 5.3. Together with the previous point this allows us to do obtain new quadratic forms from existing ones in ways usually not allowed, such as: products with (polynomially) bounded operators, differentiation, convolutions and Fourier transforms.
• Weyl-Wigner correspondence between usual tempered distributions S ′ (X) (generalised classical variables) and the elements of S ′ (H) (generalised operators) will be formulated using the harmonic analysis operations. Some interesting special cases will be pointed out, for instance, quantisation of the delta-distribution and its derivatives.
• Regularity theorem. In Sect. 5.4 we will prove a quantum version of the regularity theorem for distributions, showing that any element of S ′ (H) can be written as a polynomially bounded quadratic form (not necessarily an operator), which can be obtained from polynomially bounded operators by differentiation and taking linear combinations.
• Approximation of distributions in terms of operators are briefly discussed in Subsect. 5.5.
Operators as distributions
Just as sufficiently well-behaved functions g ∶ X → C define elements of S
we look for operators A which define elements of S ′ (H) via the trace formula
Bounded operators
The most well-behaved operators are elements S ∈ S(H); in fact, tr 
Polynomially bounded operators
More interesting elements of S ′ (H) correspond to unbounded operators A. We first look at the function analogue. If g is polynomially bounded (see the definition above), then the integral in (46) is well defined, and we have 
Homeomorphisms and matrix representation
From the homeomorphism theorem Prop. 3.7 we immediately obtain the following result: It will be useful to do the sequence space formulation explicitly: we define the matrix elements of a Φ ∈ S 
Conversely, given coefficients a α∨α
converges in the weak-* topology. In particular, S(H) is weak-* dense in S ′ (H).
Operations on distributions
New elements of S ′ (X) can be conveniently generated from existing ones by standard operations [19] ; we now look at the analogous ones for S ′ (H).
Multiplication and differentiation
Here g must be in O M (X) (i.e. all derivatives polynomially bounded); indeed, this is forced by the fact that f ↦ gf must be continuous in S(X) to make gφ a distribution. In an analogous fashion, we can multiply an element Φ ∈ S ′ (X) either from left or right, with an operator A ∈ O MR (H)
or B ∈ O ML (H), respectively:
It follows from Prop. 3.24 that these indeed define elements of S ′ (H). As an important example, note that each polynomial of Q and P is in O M (H) by Remark 3.22, hence they define distributions in this sense.
Since the derivative of a φ ∈ S ′ (X) is given by
we define the derivative of Φ ∈ S
where D α T was defined in Section 3.7; in particular,
commutator derivative is defined by
for any A ∈ O M (H). The following continuity result is a direct consequence of the definitions and the corresponding continuity results for S(H).
Proposition 5.3. For fixed g ∈ O M (X), A ∈ O MR (H), and B ∈ O ML (H), and C ∈ O M (H), the maps
are continuous.
In order to check that the definitions correctly extends derivatives of operators, we first take
is again a polynomially bounded operator by Prop. 3.21. Hence
, as expected. By using the fact that the e −iqP and e ipQ commute up to phase (which does not contribute to the derivative), we see that D α∨β Φ B is again a polynomially bounded operator, which can be explicitly computed using the same commutator expansion (32) as with Schwartz operators:
Note that the prefactor (−1) α in the definition is needed to ensure this. As an example, we let N = 1 (multidimensional case is similar). Using the canonical commutation relation [Q, P ] = i1I, we immediately obtain the basic derivatives:
The following simple example demonstrates how the distributional derivatives of bounded operators are often no longer operators themselves: suppose that A is a bounded operator whose range lies outside the domain of Q (e.g. a rank one operator ϕ⟩⟨ϕ with ϕ ∉ dom (Q)). Then we have
Hence D (0,1) Φ A corresponds to the quadratic form
which is not an operator, because dom (QA) = {0}. Note that this also demonstrates the situation where the "cycling under the trace" formula does not apply.
Fourier transforms, Wigner function and Weyl quantization
We first have to define the parity transformation on S(X) and S(H), via f − (x) = f (−x) and T − = ΠT Π, where Π is the parity operator. Obviously, the parity transformations f ↦ f − and T ↦ T − are continuous. It is easy to see that parity commutes with the Fourier-Weyl transform, i.e. (f − ) = (f ) − , and (T ) − = (T − ) for f ∈ S(X), T ∈ S(H). Hence, we can just use the (slightly ambiguous-looking) symbolsf − andT − . We now make the following definitions:
These are well defined because the Fourier-Weyl transform is a topological isomorphism. Here φ ↦φ is the symplectic Fourier transform, φ ↦φ is the inverse Weyl transform, Φ ↦Φ is the Weyl transform, W Concerning the latter, it is easy to see that
The definitions are set such that these transforms on distributions extend the corresponding ones defined for operators and functions. To check this, we first note that
(X), and S ∈ HS(H), we have
so the transformations are correct extensions. Since the inverse Weyl transform is clearly the inverse of the Weyl transform, we trivially have the following: 
. This coincides with the rigged Hilbert space formulation given in [5] .
In order to facilitate the definitions with basic examples, we first briefly consider bounded operators, where the basic result is that the Weyl quantisation of a square-integrable function is Hilbert-Schmidt [16] ; this follows directly from Lemma 2.7. As a nontrivial example of a nonsquare integrable bounded function leading to a bounded operator which is not Hilbert-Schmidt, we mention the following result (Prop. Weyl quantisation of the delta-distribution was perhaps first studied in [9] ; we can easily reproduce the result with our formalism: Let δ a ∈ S ′ (X) be the delta distribution supported at a ∈ X, and let 1 denote the also function x ↦ 1 on X. We then havê
In order to check these, we compute e.g.
As a second example, we compute the inverse Weyl transform of the derivatives of the deltadistribution:
Hence,D α δ 0 is a certain polynomial of Q and P . For instance,
Mixed derivatives are more complicated, for instance in case N = 1, we get
Finally, we make the following interesting observation:
Proposition 5.7. The Weyl quantisations of the derivatives of the delta-distribution are the corresponding derivatives of the parity operator:
Hence, highly singular classical distributions can correspond to polynomially bounded operators in the Weyl quantisation. We do not pursue this topic in more depth in this paper. Properties of Weyl quantisation of tempered distributions have been studied considerably, see for instance [1, 3, 4] . However, as we mentioned in the introduction, the quantised object is typically not interpreted as a distribution on its own right, as we do here.
Convolutions and their transformation properties
Since we already have convolutions defined between elements of S(H), it is completely straightforward to define them between elements of S ′ (H) and S(H), as well as between S ′ (H) and S ′ (H), and other admissible combinations, in analogy to the usual convolution of g ∈ S(X) and
This works because f ↦ g − * f is continuous in S(X). Since we know (see the preceding section) that also the Schwartz space convolutions
are continuous for each g ∈ S(X) and S ∈ S(H), we can set the following definition. Let g ∈ S(X), S ∈ S(H), φ ∈ S ′ (X), and Φ ∈ S ′ (H). We set
Again, continuity of the convolution is a trivial consequence of the preceding observations.
Proposition 5.8. Each convolution is separately continuous with respect to both variables.
Convolutions are typically characterised by their behaviour under the Fourier transform. It is straightforward to check that the following result holds:
One can easily compute examples demonstrating the use of these relations in analogy to classical tempered distributions; for instance, we have
Concerning the derivatives, the relations (33)-(36) extend in a straightforward fashion for the appropriate convolutions. This demonstrates how convolutions can be used to regularise distributions; given a bounded operator A, the distributional derivative Φ ∶= D α Φ A is an unbounded operator, hence clearly "less regular" than A. By taking a convolution with an f ∈ S(X), we get
which is again a bounded operator because D α f is a Schwartz function.
Positive correspondence maps
Wigner function has the well-known disadvantage of not necessarily being positive for positive operators; a description of quantum-classical correspondence maps which preserve positivity is obtained instead via convolutions (see e.g. [23, 22] for discussion). Using the above definitions for convolutions, we can naturally extend these maps to distributions. In fact, for a fixed positive S 0 ∈ S(H), the maps
provide translation-covariant and (pointwise) positivity preserving correspondence of distributions. One could develop the theory of these maps further, along the lines discussed in [22, 11] in the case where S 0 is only required to be trace class. We only note here the following consequence of duality and Lemma 3.19:
Proposition 5.10. The classical-to-quantum correspondence
induced by the ground state 0⟩⟨0 of H tot , is injective.
Proof. Assuming φ ∈ S ′ (X) with φ * 0⟩⟨0 = 0, we have φ(T * 0⟩⟨0 ) = 0 for all T ∈ S(H) by definition. Since the range of T ↦ T * 0⟩⟨0 is dense in S(X) by Lemma 3.19, this implies φ = 0.
Remark 5.11. We note that that φ ↦ φ * 0⟩⟨0 is the distributional generalisation of the well-known basic instance of coherent state quantisation (see e.g. [1] ). The quantum-to-classical correspondence map Φ ↦ Φ * 0⟩⟨0 similarly generalises the Husimi Q-representation often appearing in quantum optical literature.
Regularity theorem
Above we have already seen that polynomially bounded operators naturally define tempered distributions. One can then ask if all of them arise in this way, and the answer turns out to be negative. However, the most general tempered distribution is not very far from being an operator; in fact, we have the following result for S 
Proof. Since P L T P R ∈ S(H), the formula is well-defined, and we have Φ(
Since this is bounded above by a linear combination of seminorms of the form (20), we conclude that Φ ∈ S ′ (H).
In order to prove the converse, let Φ ∈ S ′ (H). We know from Prop. 5.
where −1 is understood as multiindex with all entries −1). Then
converges in the Hilbert-Schmidt norm to a bounded (Hilbert-Schmidt) operator A. By Prop. 5.2 we have, for any T ∈ S(H),
where the last equality follows because (H + 1 2
is a Schwartz operator, hence Hilbert-Schmidt.
Remark 5.13. Since H −2 is trace class, the operator H −2 AH −2 is Hilbert-Schmidt for any bounded operator A. Hence we observe that the above proposition holds also when the HilbertSchmidt operator A is replaced by a general bounded operator.
Remark 5.14. In the preceding section we defined polynomially bounded operators B as distributions Φ B . From the above regularity theorem it might seem that every Φ ∈ S ′ (H) is of the form Φ = Φ B for B = P R AP L , but this is not the case, because the operator A does not necessarily map into the domain of P R , in which case B is not a (densely defined) operator. As a simple example in case N = 1, take
. Now while QT Q is certainly well defined for any Schwartz operator T , the product Q ϕ⟩⟨ϕ Q is only defined on the trivial domain {0}. There does not exist an operator B with domain dom (B) including the Schwartz space However, the formal expression B = P R AP L can always be interpreted as the quadratic form
In fact, we have the following result: (ii) B is jointly continuous.
(iii) There exists β, β ′ ∈ I N and a constant C > 0 such that
(iv) there exists a Hilbert-Schmidt operator A, and polynomials P L , P R of Q and P , such that
The associations Proof. For (i) implies (ii), see [18] . Using the seminorms for S(R N ) given by powers of H, we see that (ii) implies (iii). Assuming (iii), we get
Since the (α ∨ α ′ + 1) −1 are square summable, we have matrix elements of a Hilbert-Schmidt operator on the left hand side. It follows that (iv) holds for
The correspondence between B and Φ follows from the Prop. 5.12. Alternatively, we could have used Schwartz kernel theorem and the standard regularity theorem for tempered distributions. The correspondence between B and F follows directly from item (i), observing that S Some previous work on S ′ (H) has been done in terms of the operators F in the above Proposition. This is particularly natural in the language of rigged Hilbert spaces [2] and Wigner-Weyl quantization [5] . In this context it is natural to look especially at those F mapping in to H, or even into S(R 
where each A α is a densely defined polynomially bounded operator.
Proof. According to Prop. 5.12, we can write Φ(T ) as a linear combination of the terms of the form
with some bounded operator A, a polynomial P L of Q and P , and some α, β ∈ I N . Now the reason why Φ is not in general given by a densely defined operator, is that A does not need to map S(R N ) into the domain of Q α P β so we cannot permute the latter to the other side of A inside the trace. However, we can instead commute it through T if we allow for nested commutators with Q and P to appear via iterative applications of the maps
whereP L is some polynomial of Q and P (now appearing only on the left side), and some indices α and β. But according to (32), this commutator expression is equal to
Since each operator AP L is densely defined on S(R N ), and polynomially bounded, the proof is complete.
Convergence of distributions
Recall that we have equipped S ′ (X) and S ′ (H) with the weak-* topology. In this section we look at approximations of distributions in the sense of this topology.
Approximate identity
The following tool is sometimes useful in this context: We say that a net (j ǫ ) ǫ>0 of functions j ǫ ∈ S(X) is an approximate identity if
The definition was given in terms of the space S ′ (X). However, using the last relation of Prop.
5.9, as well as Prop. 5.4, we see that (j ǫ ) ǫ>0 is an approximate identity if and only if
defines an approximate identity. Indeed,ĝ ǫ (x) =ĝ(ǫx), and ĝ(x) ≤ 1 = ĝ(0) , soĝ ǫ converges to 1 uniformly for x in every compact set. Now each f ∈ S(X), the expression
is bounded above by a sum of terms of the form ǫ
vanishes at infinity, it follows that (1−ĝ ǫ )f α,β → 0 as ǫ → 0+. Hence, lim ǫ→0 g ǫ * f = f in the topology of S(X), for each f ∈ S(X), and so (g ǫ ) ǫ>0 is an approximate identity.
Approximations of the delta distribution and parity
By taking φ = δ 0 in the definition of approximate identity, we notice that any approximate identity (j ǫ ) approximates the delta distribution, i.e. for φ ǫ ∶= φ jǫ we have .
is an approximate identity. The kernel of the Wigner quantization of g ǫ is given by
Asymptotically, as ǫ → 0, the second term in the exponent becomes negligible, and for fixed q, we have lim ]] = ∫ dxg ǫ (x)dx = 1 for all ǫ > 0, so the trace converges to 1, even though the parity operator is not in the trace class.
Finite dimensional approximations
Consider sequences (A ) n of operators which are finite rank, diagonal in the number basis and satisfying
Since A (n) , B (n) are of finite rank the distribtution Φ (n) is given in terms of a finite rank operator with matrix elements Φ
and where
are the eigenvalues of A (n) and B (n) , respectively. The rank of Φ (n) is obviously smaller or equal to the ranks of A (n) and B (n) . The following proposition shows that the Φ (n) provide an approximation of Φ in S ′ (H). In other words: every distribution Φ can be approximated by a sequcence of finite rank operators. We will provide an explicit example for this result in Sect. 6.2.
holds. However, this problem can be solved if we consider E as a distribution valued measure instead. To see this look at the quadratic forms
They are positive but not closable. Furthermore they satisfy ε q (Qψ, φ) = ε q (ψ, Qφ) = qε q (ψ, φ), which resembles a condition on an "eigenprojection" of Q. In other words we would like to have
Of course ε q is not even an operator. However, we can show that it is a distribution, and in this sense the statement of Eq. (62) 
for all polynomials f ∶ R → C. Hence we get
and with a polynomial f
which is the statement written in terms of kernels rather than operators and distributions in S ′ (H). Hence part (b) follows from Prop. 5.1.
Part (c). We use the fact that any T ∈ S(H) can be written as a convergent (in the topology of S(H)) series of terms ψ⟩⟨φ with Schwartz functions ψ, φ; cf. Prop. 3.8. Furthermore the functionals T ↦ Tr(T f (Q)) and T ↦ ε q (T ) are continuous in this topology (cf. Sect. 5.1.2). Hence it is sufficient to prove the statement for T = ψ⟩⟨φ , and we get 
N dp e iq⋅p f (0, p).
Part (c) leads to a simple corollary concerning the expectation values Tr(T E(∆)) which will be of use in Subsection 6.3. Using the fact that the kernel distribution of ε q is, according to Prop. 6.1 (a), given by δ q ⊗ δ q we get (cf. also Prop. 
We will turn now to a slightly different topic, namely an example of the approximation results from Sect. 5.5. To this end consider the M −fold symmetric tensor product K M = (C ⊗ a ⊗ 1I ⊗(M−n) .
The F M (a) measure small (of order √ M ) quantum fluctuations around the reference state ϑ. They play a crucial role in non-commutative versions of the central limit theorem (cf. e.g. [7, 8, 12, 17] ) and more recently in the theoretical discussion of matter-light interactions [10, 14, 15] .
We will now consider in particular a = 2 −1 2 σ 1 2 , where σ 1 2 denote the Pauli operators, i.e.
here L M,α denote global pseudo-spin operators given by
In addition we can introduce ladder operators
with σ ± = σ 1 ± iσ 2 in terms of Pauli matrices. The Q M , P M are defined on the Hilbert space K M . However we can embed the latter into H = L 2 (R) if we identify the basis elements n; M ⟩ ∈ K M with the n th Hermite function n⟩ ∈ H. In that way the Q M , P M and a M , a * M become finite rank operators on H. We can relate them to odinary position and momentum and their creation and annihilation operators
where A * A = H − 1I 2 is the number operator and ω M is the function given by
show that the E M converge -as distribution valued measures -weakly to E. The problem with this reasoning is that we do not know whether the measure µ is always (i.e. for each T ∈ S(H)) uniquely defined by the moments (most likely this is not the case). Fortunately, there is an independent argument to prove the desired result. 
holds for each T ∈ S(H) and each continuous function f ∶ R → C vanishing at infinity.
Proof. From Eq. (64) it follows immediately that for each Hermite function ψ n , n ∈ N the sequences A M ψ n and A * M ψ n , M ∈ N converge for M → ∞ and fixed n to Aψ n and A * ψ n . Furthermore it is well known that the operator Q is self-adjoint and admits the space F of finite linear combinations of Hermite functions as a core (cf. Example 2 in Sect. X.6 of [19] ). Since the operators Q M are bounded they are self-adjoint, too (they are obviously symmetric) and F is again a core. Therefore, we can apply [18, VIII.25 ] to conclude that the Q M converge to Q in the strong resolvent sense. Together with [18, VIII.24] this shows the first part of (a). Since the strong and σ−strong topology are identical on the unit ball in B(H) we get σ-strong convergence and since B(H) ∋ B ↦ Tr(T B) ∈ C is σ-weakly continuous for all trace-class operators T we get lim M→∞ Tr(T E M (∆)) = Tr(T E(∆)). Hence we have proved (a).
To prove (b) note first that it would follow automatically if (a) would hold for all Borel sets. However, since we have shown it only for intervals, (b) requires an additional argument. To this end consider first for ǫ > 0 an interval I = [a, b] such that sup q ∈I f (q) < ǫ 2. This is always possible, since f is (by assumption) vanishing at infinity. Since Tr(T E(∆)) and Tr(T E M (∆)), are probabilitiy measures we have Tr(T E(R ∖ I)) ≤ 1 and Tr(T E M (R ∖ I)) ≤ 1. Hence
which shows that we can restrict our analysis to integrals over the interval I.
To estimate the latter let us choose for each n ∈ N a partition P n of I into n subintervals of equal length. Without loss of generality we will assume now that f is real valued (otherwise treat real and imaginary part separately). The P n give then rise to a sequence of step functions f n ∶ [a, b] → R which are defined by f n (q) = inf y∈J f (y) for q ∈ J and J ∈ P n . It follows immediately If less regular objects have to be discussed Schwartz operators can also be of use; the associated dual (containing more general objects than operators) can be regarded as a non-commutative version of ordinary tempered distributions. A large family of quadratic forms is covered, and therefore constructions like products with bounded and unbounded operators, and harmonic analysis are made available to otherwise very singular objects. We have formulated non-commutative analogs of some selected elements of the theory of tempered distributions, in particular multiplication by polynomially bounded operators, the distributional derivative, the regularity theorem, Fourier transform and convolutions. Naturally, there are many other topics from the theory of distributions having counterparts in our non-commutative setting; developing a more comprehensive theory is however clearly beyond the scope of a single paper.
