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Uniform estimates in H&?) of global solutions to nonlinear Klein-Gordon 
equations of the form 
u,, - Au + mu = g(u) in a, 
u=o in i3L?, 
where Q is an open subset of IF?“, m > 0, and g satisfies some growth conditions are 
established. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
Consider the following nonlinear Klein-Gordon equation 
u,, -Au + mu = g(u) on IXQ 
u=o on IX&? 
W.G) 
when I c IR is some interval, Q c IRN is an open set, possibly unbounded, 
m > 0, and g is a local nonlinearity. 
When g satisfies some local Lipschitz condition it is well known that the 
Cauchy problem for (K.G) can be solved locally in time for initial data 
(z+,, vO) E HA(Q) x L*(Q) (see [3,8]). If, for example, It g(s) ds < 0 then all 
the solutions exist globally while in certain situations (e.g., if g(x) = Ixjp-‘x, 
p > 1) it is known that there exist solutions that blow up in a finite time (see 
141). 
In the last case it is natural to study the behavior of global solutions. 
Some solutions may go weakly to 0 as t goes to $00 (see [5]), some 
solutions may be stationary, but there also might be unbounded global 
solutions. 
The main result of this paper is that under some superlinearity condition 
on g (namely if xg(x) > (2 + E) c; g(s) ds) then all global solutions are 
36 
0022.1236/85 $3.00 
Copyright @I 1985 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
NONLINEARKLEIN-GORDONEQUATION 37 
uniformly bounded in Hi(Q). Furthermore, for large time, the bound only 
depends on the energy of the initial data, that is, on the quantity 
E(u,, %I> = I, I+ I%(X>l * + + 1 Vu,(x)l* + T / u,,(x)I* - G(~,(x))~ dx. 
In addition, solutions on the whole line, that is, solutions that exist for 
t E ]-a~, + az [, are uniformly bounded in terms of the energy of the initial 
data (see Theorems 4.1 and 5.1). 
As simple consequences we obtain conditions on the initial data under 
which the solution of (KG) blows up in a finite time (see Corollary 3.2, 
Propositions 3.6 and 3.7). 
The results we state are valid for m > 0 but if D is a bounded domain then 
the same results hold for m = 0. 
Also, we consider, for simplicity, real-valued solutions but we might as 
well have considered complex valued solutions. The paper is divided as 
follows: In part 2 we recall some classical results and prove some 
preliminary inequalities. In part 3 we establish a priori L*(R) bounds for 
global solution of (K.G). These estimates are used to derive blowing up 
results. In part 4 we state and prove the main result concerning uniform 
bounds in Hi(Q) for global solution of (K.G). In part 5 we give sharper 
results for solutions that exist on the whole line. Part 6 is devoted to a 
sharper result in the case of small energy solutions. 
Some similar results have been known before concerning the heat equation 
(see [6]), but we do not know of any such result for the SchrGdinger 
equation. 
2. PRELIMINARIES 
Let g E C(R, R) satisfy g(0) = 0. We set G(X) = Jtg(s) ds. Throughout we 
shall assume that g satisfies the following conditions: 
There is C such that for any x,y E R, / g(x) -g(y)/ < 
C(l+l~l~-~+Jyl~-‘)(x-yl with p=N/N-2 if N>3, 
l<p<a ifN=1,2. (2.1) 
There is e > 0 such that for any x E R, x&x) 2 (2 + E) G(x). (2.2) 
For some results it will be required that g satisfy the following additional 
condition: 
If N = 2 there is C such that for any x E R, I g(x)1 G C(lxl + 
Ixl”>* (2.3) 
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In the sequel, m will be a constant, m > 0. Let fl c RN be a smooth open 
set, bounded or not. We shall denote by I’ and Z-Z the spaces HA(Q) and 
L’(0). For convenience, we equip V and H with the norms defined by 
We now define a functional f on H and three functionals E, F, and H on 
VX H by: 
f(u) = i,, I W’ dx for u E H (2.4) 
~~~,~~=ll~ll~+ll~ll:-j GW))dx for (U,U)E VX H (2.5 1 
a 
F(u, V) = (4 + E) j Iu(x>~’ dX + E 1 IvU(X)(2 dX + Em IQ IU(X)l’ dX P-6) 
D -0 
for (u, v) E V x H and E given by (2.2). 
Wu, v) = IId:, + Ibll: for (u, v) E V X H. (2.7) 
Remark 2.1. Condition (2.1) implies that the map u + g(u) is Lipschitz 
continuous from bounded sets of V to H. Condition (2.2) is a superlinearity 
condition. It is satisfied, for example, if g(x) = u: IxID-‘x -p 1~1~~’ x with 
1 <p < 4, a > 0, p E R, E = q - 1. Condition (2.3) is a growth condition 
which is presumably purely technical. 
Next we define what we call a solution of the nonlinear Klein-Gordon 
equation (K.G) ul, -Au + mu = g(u). Let Z c R be an interval. We shall say 
that u is a solution of (K.G) on Z if the following hold: 
u E C(Z, V) n C’(z, H), (2.8) 
u,, -Au + mu = g(u) in C(Z, H - ’ (52)). (2.9 f 
Local solutions to the Cauchy problem for (K.G) are easily constructed by 
using a standard fixed-point argument. We recall the following well-known 
result. 
LEMMA 2.2. Let g satsify (2.1). For any t, E IR and (uo, II,,) E VX H 
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there is a unique solution u of (K.G) on a maximal time interval [t,, t,,,[ 
satisfying u(t,) = u,,, ut(t,) = vO. In addition u satisfies 
-w(t), u,(t)) = Quo, VII) for t E It,, &,,I. (2.10) 
Furthermore, either t,,, = $03 or t, < t,,, < +a and 
Remark 2.3. If g satisfies (2.2) it is known (see [4J) that certain 
solutions blow up in a finite time. 
The following lemma will be helpful in the sequel. 
LEMMA 2.4. Let u be a solution of (K.G) on some interval [t,, t,[. We 
set/(t) =f(u(t))for t, < t < t,. Then f E C*([t,, t,[) and: 
f"(t) z F(u(t), u,(t)) - w + E)W(hJ, u,(Q) (2.11) 
f”(t) 2 JFm<4+E> p-‘(t)1 - 2(2 + &) E(u(t,), ul(to))) 
i &qTsj 
(2.12) 
for t, ,< t < t,. 
Proof. Multiplying (K.G) by u in the duality ( )H-lCDj.H;COI we get 
(u,, - Au t mu - g(u), u)~-,,,,; = 0. 




p(t)=2 !, (~u~(t,x)~Z-~~u(t,x)~2-ml~(t,x)12J~x 
+ 2 j g(u(t, x)) u(t, x) dx. 
R 
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Using (2.2) and (2.10) we obtain (2.11). To check (2.12), remark that 
If’ (4 = 2 1 i, UP, x> ~~(t, x> dx ( 
< 2 (ja Iu(t,x)l* dx] I” (i, lu,(t, x)1’ dxj I”. 
Using the inequality 2ab < ~a’ + (l/q) b* with 7 = (sm(4 + E))-~‘* Em, 
a = ! ; ju(t, x)1’ dx, b = i’ / u,(t, x)1’ dx, -0 
we get 
if’(t)1 dm G em jD lu(t, x)1” dx + (4 + E) IQ I@, X)1’ dx; 
(2.12) is then an immediate consequence of (2.11) and of the above ine- 
quality. 
Remark 2.5. Inequality (2.11) is well known and has been used in [4] to 
establish blowing-up results by a convexity method. 
To end this section we give some technical lemmas. 
LEMMA 2.6. Assume N > 3. Then there is C such that for any u E V: 
II !d~>llH < c IlUll,! (1 + ll4l3 (2.13) 
Proof From (2.1) we get 
g(u)2 < C(l u I2 + 124 (2N’(N-2)). 
Hence 
II &)IIi < C (ll4; + ja IC42N’(N-2) d+ 
Applying Sobolev inequality we get 
II ml; < C(ll u II:, + II 24 IIt”““- 2’) 
< c Il4l; (1 + ll4~‘“-“~ 
< cll4lt (1 + Ilull:>; 
hence (2.13) holds. 
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LEMMA 2.7. We have fim,,,(G(x)/x2) < 0. 
Proof. We argue for x > 0 for simplicity. We first remark that if xg > 0 
is such that G(x,) > 0 then G(x) > 0 for x > x0. Indeed if the above property 
is wrong, there is x, > x,, such that G(x) > 0 for x E [x0, x,[, and G(x,) = 0. 
Applying (2.2) we see that on [x0, xi [, G(x)/x” ’ is increasing. Hence, by 
a continuity argument 
G(x,) > G(x,) (%) 2+ ’ > G(x,) > 0. 
This is a contradiction; hence the set (x > 0, G(x) > 0) is some interval 
la, +co 1. 7 
If a > 0 then obviously hm,,, +(G(x)/x’) < 0. Otherwise, applying again 
P-2), G(x),'x 2+E is increasing on 10, +oo [. Hence 
and Lemma 2.7 is proved. 
As can immediate consequence we have 
LEMMA 2.8. There is C such that 
G(x)+~~~+Clx~~+~ for xE R, 
with p given by (2.1). 
x40+, 
(2.14) 
ProoJ Applying Lemma 2.7 we see that there is a > 0 such that 
G(x) <y 1x1’ for 1x1 <a. 
On the other hand, integrating (2.1) we get 
G(x) < C(lxl’ + I-++‘). 
Hence G(x) < C]xlp+’ for Ix/ >a. 
We end this section with the following lemma: 
LEMMA 2.9. There is y > 0, K E C([O, ~1, R,) satisfying K(0) = 0 and 
b E ]s~pt~,~, K(x), +03 [ such that for 6 E [O, y] the set 
M, = {(u, v) E V x H, E(u, v) < S} 
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is the union of two components M; and M: satisfying 
Kc{(u,u)E VXff> II~Ilt+llaraw91 
M,t c ((U,V)E VXH, llull:+rl”llw+ 
ProoJ: Let 6 > 0, (u, u) E M,. Then 
H(u,u)<~+~ G(u(x))dx. 
R 
Applying (2.14) and Sobolev inequality, we have 
I, G@(x)) dx <T !, iu(x)j’ dx + C !,, Iu(x)I’+’ dx 
< fH(l.4, u) + cfqu, up+ ‘)‘2. 
Hence H(u, u) E (t > 0, 26 - t - 2Ct(p+1)‘2 >0) = w. If 6 < (2(p - l)/ 
(p + l))[C(p - l)] -*‘@-‘) = h, then 
0 = [O, a(6)] U [b(6), tco]. 
We choose y E IO, h], K(x) = a(x) for x E [0, y], and b = Inf,,,,,,, b(x). 
Remark 2.10. Since b > K(6) for any 6 E [O, y] it is clear that M, and 
Mi are invariant (in both positive and negative directions) under the (local) 
flow generated by (K.G). Hence any trajectory (u, ut) which meets M, exist 
on l--00, +co [ and is bounded in V x H. 
3. L*(O) ESTIMATES 
PROPOSITION 3.1. Let u be a solution of (K.G) on [to, $03 [. Then 
2 WfW>> - W + WWo)~ GJ)l+) G 0 
for to< t < +a, (3.1) 
Jw(tlA ml)) a 0, (3.2) 
f w> G SUP c f wcJ>~ ““,,‘&) E(u(t,),u,(t,))) 
fir t> 43, (3.3) 
(3.4) 
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Proof. We prove (3.1) by contradiction. We setf(t) =f(u(l)) and g(f) = 
f(t) - (2(2 +&)/cm) E(u(r,), u,(Q). If (3.1) does not hold there is 
t, E [to, +co[ such that 
g’@,) > 0, &l) > 0. 
On the other hand, from (2. lo), (2.11) we deduce 
s”(t) > ws> Vt E [t,, +a[. 
Hence g is a convex increasing function on [t, , +a [ with 
lim f++a:g(t) = +co. Since g(t) > 0 for t > t, we get from (2.11) 
f"(t) 2 (4 + c> j /u&x)l* dx for t> t,. 
n 
Multiplying by f(t) we get 
f@).!-"(t) > (4 + ~1 (i, Id& x)1' dx) (i, lu(t, x)1' dx) 
> (4 +c) (lo u(f,x)u,(l,x)dx)2 
> T (f'(f))2. 
Hence (f(t)))“‘4 is concave on It,, +a[. Since (f(r))-“‘” \,++, 0 this is 
impossible and (3.1) holds. 
If E(u(t,), n,(t,)) < 0, we get, applying (2.1 I), 
f”(t) > 01 > 0. 
Hence 
“f(t) + +a, t-,+CC 
which contradicts (3.1). Hence (3.2) holds. (3.3) is an obvious consequence 
of (3.1). 
We prove (3.4) by contradiction. If (3.4) does not hold then there is 
I > (2(2 + &)/EM) E(u(t,), ut(tO)) such that f(t) kI++, 1. This is impossible 
since by (2.11) 
Hence (3.4) holds. 
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Again we prove (3.5) by contradiction. We assume E(u(t,), u,(t,)) > 0. If 
(3.5) does not hold there is t, > t, such that 
4(2 + E) 
f(f2) > Em -w(fo), u,(to))- 
Applying (3.1) we see that f(t) >f(fJ for t, < t < t,. Hence, applying 
(2.11) 
Thus 
f”(t) > v + El Jv4~0)9 at,)) for t,<t<t,. 
f’(b) 2 v + El W(~o)3 Wo))Q* - to> +f’@o) > 0. 
This contradicts (3.1) for t = t, and (3.5) holds. 
As a simple consequence we have 
COROLLARY. Let (zq,, v,,) E V x H. Assume that one of the following 
conditions hold: 
(i) E(u,, vo> < 0, 
(ii) (P uO(x) v,(x) dx > 0 and em in 1 u,,(x)l’ dx > 2(2 + F) E(u,, v,J. 
Then the solution u of (K.G) such that u(t,) = u,,, ut(t,) = u0 blows up in a 
finite time in V x H. 
Proof. Apply (3.1), (3.2). 
Remark 3.3. Part of this result is well known and is proved in [4] in a 
more general setting. 
LEMMA 3.4. Let u be a solution of (K.G) on [t,, +ooj, t, E IR. Let 
f(t) =f(u(t)). Then 
2(2 + E) for t > t,, (3.6) 
f'(t)> Inf f'(o>, - d2sj E(4to)9 Gt,))) for t > toy (3.7) 
S’(t) 2 - d2$$ We u&o)) (3.8) 
for t > c, = I, + x/q f (f,)(2(2 + E) E(u(t,), u,(t,))j - ‘. 
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Proof. We set a = dm and h(t) =f’(l) - (2(2 + 6)/d-) 
E(u(t,), u,(c,)). We have, applying (2.12): h’(t) > ah(t). Hence h(t) > h(Q 
exp(a(t - 9) for t, < I < t. If there is f such that h(f) > 0, then the above 
inequality shows that 
which contradicts (3.3). Hence h(t) ( 0 and (3.6) holds. 
We now set k(t) = -f’(t) - (2(2 + e)/\/em(4 + E)) E(u(t,), u,(Q). (2.11) 
implies that -k’(t) > ak(t). Then k(t) < k(i) exp(-u(t - L)) for t, ,< r,< t. 
Hence k(t) < Sup(k(t,), 0) and (3.7) holds. 
We now assume t, < +03. If there is t, E [t,, ti] such that k(t,) < 0 then 
k(t) < 0 for t > t, and (3.8) holds. Otherwise, k(t) > 0 on [to, t,]. Hence 
0 a-(&J a-(O) - 2(2 + &) 
&Go 
E(u(t,), u,(t,))(t, - to) < 0. 
This is impossible, so (3.8) holds. 
LEMMA 3.5. Let u be a solution of (K.G) on [t,, +CD [, t, E R. Then, 
for f 2 t, = t, + [2(2 + 6) E(uQ,), u&J>] -’ &G@TiJf(u(4J), t > 0. 
ProoJ: We set f(t) =f(u(t)). Integrating (2.11) from t to t + r we get 
!’ 
t+T 
F@(s), z+(s)) ds < 2(2 + E) E(u(t,), u,(t,))r +.I-‘@ + r) -f’(z). 
t 
Equation (3.9) is then an immediate consequence of (3.6), (3.7) while (3.10) 
is a consequence of (3.6~(3.8). 
As an application we give the following: 
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PROPOSITION 3.6. Let u be a solution of (K.G) on [t,, +co[, t, E R. If 
E(u(t,), z&J) = 0 then u = 0. 
Proof. We argue by contradiction and we assume that u f 0. If there is 
t > t, such that )I u(t)/, + I/ ut(t)lJ, = 0 then u = 0. Then, applying Lemma 2.9 
we see that there is b > 0 such that 
II Wll: II WI; 2 b for t>t,. (3.11) 
We set f(t) =f(u(t)) for t > t,. Applying (3.9) with t, = t and r = 1 we get 
On the other hand, applying (2.11) and (3.1) we have 
f”(t) > 0 and f’(t) < 0 for t>t,. 





%4s), u,(s)) ds z 0. 
This contradicts (3.11) since F(u(s), Us) > a(// u(s)j/cf + I/ u,(s#,) for some 
a > 0. Hence Proposition 3.6 is proved. 
As another application we give the following: 
PROPOSITION 3.7. Let (uO, v,J E V x H be such that 
.i %dx) ~o(x> dx > 
2+E 
t-2 &iqGGj E(uo2 u”)- 
Then the solution u of (K.G) such that u(t,) = uO, ut(t,) = u0 blows up in a 
finite time in V x H. 
Proof. Apply (3.6) at t = t,. 
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4. H@?) ESTIMATES 
The main result of this chapter is the following: 
THEOREM 4.1. Let g satisfy (2.3). Then there is M E C([R + , iR +) with 
M(O) = 0 such that if u is a solurion of (K.G) on [t,, +a~ [, C, E IR then 
SUP (II u(t)lI, + II %(f)llH) < M(ll r&Jll, + II %(6Jl”); 
tat, 
(4.1) 
SuP(IIwll” + llwllff> G ww4J~ Gl))) 
t>t, 
for some t, < +oo. 
(4.2) 
Remark 4.2. M needs only to be defined on IR, since from (3.2), we 
have E@(t,), u&J) 2 0. 
Remark 4.3. Theorem 4.1 states that a global solution of (K.G) is 
uniformly bounded in VX H and that for large times, the bound depends on 
the initial data only through the energy. 
Proof of Theorem 4.1. Assume N > 3. We first prove (4.1). We set 
h(t) = H(u(t), q(t)). From (2.9) we get 
h’(f) = f jQ G(W, x)) dx = I, g(u(t, x)) W, x) dx 
s II dwM @II,* 
Hence, applying (2.13), 
h’(t) S C II Wllu II “t Wll, (1 + IbWllt>~ 
Since II ~Wll, II M)llH < C W we get 
h(r + r) S h(t) exp 
i 
f ” C(l + [j u(s>[l~> ds/ for t > t,, t > 0. 
t 
(4.3) 
Since IIu(s)ll: < CF(u(s), q(s)), we get from (3.9) that 
where C only depends on Ilu(to + ))z&,)lj,. 
On the other hand, we get from (4.3) that for t > to + 1, 0 < r < 1, 
h(t) < h(t - 5) exp 1 1 II CC1 + lWll:)ds~~ 
580/60/l-4 
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Integrating the above inequality for r E [0, 1 ] we get 
Since h(s) < CF(u(s), r+(s)), applying again (3.9) we see that 
sups>, h(tO + s) < C, where C depends only on ]]u(to)]], + ]]a,(&)(],. Hence 
(4.1) holds. 
To prove (4.2) we first remark that we may assume E(u(&), r+(Q) > 0 in 
view of Proposition 3.6. Then it follows from (3.5), (3.10) that there is i E R 
such that for t > i, 
f(t) < CJwt,)~ 4l)), 
J ’ W(s), Qs)) ds < CWt,), M,>>. t-1 
Applying (4.4) we get 
h(t) G C%(tJ9 4J) -NC{ 1 + W(tJ~ ~,(4J>l) 
for t > I Hence (4.2) is proved. 
We now consider separately the cases N = 1 and N = 2 for which we may 
not use (2.13). 
Case N= 1. We have, applying (2.9), 
h’(t) < II Mt)h II WIH for tat,. 
Hence 
h(t t 5) G h(t)  I”” li‘&wllfi II ~s)lL, ds for t > 1, 
t 
z > 0. 
On the other hand we have 
I g(x)l G C(l-4 + Ixl”> 
Hence 
with p given by (2.1). 
II gW>>lL, GC (II +>I~ + (!, I4s, XI’” dx) I”) - 
Then 
h(t + 7) < h(t) -t C ,:+= h(s) 11 tJ lu(s,x)12pdx\ for t>t,,r>O. 
a 
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Integrating the above inequality, we have 
h(t+z)<h(t)exp jC(I+I’+‘~~(u(s,x)l’~dxds)! 
I 
for t > t,, T E [0, I]. Applying the Sobolev inequality, we have 








We conclude like in the case N > 3. 
Case N = 2. We have g(x) < C(\x\ + 1x1”). Hence 
II gW)%t < C (II u(s>lLt + (I, Ids, XII lo dx) 1’2). 
Applying the Gaghardo-Nirenberg inequality, we have 
(.i, lu(s.~)~‘~dx)“~<C (i, l~(E,x)l~dx)~‘~ Ib(s)ilt~ 
Like in the case N = 1, we get 
h(t f 5) < h(t) + c jy+= h(s)( 1 + II u(s>llu> ( 1 + )_ “R INS, XV) I” ds 
for t>lt,, z>O. Hence 
h(t+r)<h(t) exp /C (~tt~‘(1+l~~(s)Il~)d~)(~~tt’(l+~~l~(~~~)16dx) ds) 1 
for t > to, r E [O, 11. Since 
and 
ltt+ ’ II +>ll: ds < jtt+ ’ W(s), ut(s)) ds 
t+ 1 
I i I+, 41” dxds G ‘4~ Ilww,t+ wd6 I I) 
we conclude like in the case N > 3. 
50 THIERRYCAZENAVE 
We now give an application of Theorem 4.2. For that, we set, for t, E R, 
A = {(uO, u,J E Y X N, the solution u of (K.G) such that u(t,) = uO, 
u,(t,) = v. exist for all t > t,}; 
B = {(u,, vO) E Y X H, the solution u of (K.G) such that I = uO, 
Qt,) = uO blows up in a finite time}. 
Then we have 
PROPOSITION 4.4. Let g satisfy (2.3). Then A is a closed subset of 
V x H, (0,O) E A, and B is an open subset of V x H, either empfy or 
unbounded. 
Remark 4.5. Under certain assumptions it is possible to prove that the 
set of stationary solutions of (K.G) is unbounded in Y (see [2]). In this case, 
A is clearly unbounded. 
Proof of Proposition 4.4. Let (u,“, v:) E A be such that ui -+, ~03 u, in V 
and vi+,,, vO in H. Let u” be the solution of (K.G) such that u”(t,) = ui 
and uf(t,) = v:. Let S(t) be the semi-group generated by the Klein-Gordon 
equation utt - Au+mu=O. We set 
U”(t) = u”(t) ( ) 
4 
u:w’ u;= . ( 1 4 
We have 
Hence 
Since g is Lipschitz from bounded sets of V to H and since (u”),>~ is 
bounded in C,( [to, +co [, V) by Theorem 4.1, we have 
II SW(s) - &%))llH < c Ilu”(s) - W)Il,. 
Hence there is u E C,([&, +co[, V) such that ZP + u in V uniformly on 
compact subsets of [t O, +co[. Then clearly u is the solutin of (K.G) such 
that u(t,) = uO, z+(t,) = vO, and (uO, vO) E A. 
Hence A is closed and B = V X H\A is open. If B # 0 then clearly B 
contains a trajectory of (K.G) which is unbounded, hence B is unbounded. 
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It remains to prove that (0,O) E k. Let y, K be given by Lemma 2.9. Since 
E is continuous in V X H there is a E 10, K(y)] such that if 
Il4IZ,+Il4l:,,<a then E(u, v) < y. 
Hence, if 1~~~~~ + IIvIl~< a we have (u, v) E M; with the notations of 
Lemma 2.9. Equation (2.10) and a simple continuity argument show that 
M; is stable by the flow associated to (K.G). Hence, since M; is bounded 
in Y X H, a pair (u, v) such that 
II u iit + II u llf, ,< a is such that (u, U) EA. 
Hence (0,O) E A’. 
5. SOLUTIONS ON THE WHOLE LINE 
In this section we reline estimate (4.1) for solutions of (K.G) on 
I--03, +a [ 
THEOREM 5.1. Let g satisfy (2.3). Let u be a solution of (K.G) on 
]-a~, +co I. Let t, E R. Then 
Sup (II u(t>llu + II 4W.,> G WQ(d, &J)), tab-R (5.1) 
where M is given in Theorem 4.1, 
Remark 5.2. Theorem 5.1 asserts that a solution of (K.G) on the whole 
line is uniformly bounded only in terms of its energy. 
The proof of Theorem 5.1 is the same as that of Theorem 4.1. except for 
estimates (3.3) and (3.7) that have to be refined. We only give those 
estimates. 
LEMMA 5.3. Let u be a solution of (K.G) on ]-co, +a[. Let t, E R. 
Then 
f(W) ,< ““,m &) Jwt,)~ W,)) for t E R. 
ProoJ From (3.1) we get 
(5.2) 
$ mlm4)) - 2(2 + E) E(u(4l), u,(t,))] + > G 0. 
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Changing t to -t we also get 
-g t[~~ftutt)) - 2P + El Jwt,); ~&))1”) 20. 
Hence 
[unf(u(t)) - 2(2 + E) E(u(t,), z&J)] + = 12 0. 
On the other hand, applying (2.11) we have 
-$f(uW) 2 1. 
Hence 2 = 0 and (5.2) holds. 
LEMMA 5.4. Let u be a solution of (K.G) on ]+co, +co[. Let t, E IR. Let 
f(t) = f (u(t)). Then 
f’(t) > - d2sj E@(t,), Go)) for t E FL (5.3) 
Proof: Let t E R. Let t = t - J-l&m. We now apply (3.8) with 
t, replaced by t. We have, applying (5.2), (2.10), 
t > t + v’,w f (t)[2(2 + E) E&(t), u,(t))] - ‘; 
hence (5.3) holds. 
We now apply Theorem 5.1 to give an analogy of Proposition 4.4. We set 
for a E R, t, E R, 
E, = {(u, U) E V X H, E(u, u) = a}. E, is equipped with the topology of 
VxH. 
A, = ((u,, v,,) E E,, the solution u of (K.G) such that I = u0 and 
z+(t,) = u. exist for t E ]-co, +co [ }. 
B,= f(~o,dEE,, the solution u of (K.G) such that u(t,) = u0 and 
ut(t,) = u. does not exist for t E ]-a~, +a, [ }. 
Then we have 
PROPOSITION 5.5. Let g satisfy (2.3). Then the following hold: 
(i) $a <0 then A,=0, B,=E,. 
(ii) if” a = 0 then A, = ((0, 0)}, B, = E, - {(O, O)}. 
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(iii) if a > 0 then A, is a bounded closed subset of E, an B, is an 
open subset of E,, either empty or unbounded. 
ProoJ: (i) is a consequence of Corollary 3.2. 
(ii) is a consequence of Proposition 3.6. 
The proof of (iii) is similar to that of Proposition 4.4 by using (5.1) 
instead of (4.1). 
6. SMALL ENERGY SOLUTIONS 
We give a more precise result than (4.1) and without assumption (2.3) in 
the case of small energy solutions. 
THEOREM 6.1. There is d > 0 such that if u is a solution of (K.G) on 
[t,, +a[, t, E IR, and E(u(t,),u,(t,)) < d then u exist on [-co, +a~[ and 
(6.1) 
with K given by Lemma 2.9. 
Remark 6.2. Theorem 6.1 asserts in particular that a solution of (K.G) 
that exist on a half line must exist on the whole line provided its energy is 
small enough. Under stronger hypothesis this result was known with 
d = E(z& 0), where u’ is a ground state of -drZ + rnzj = g(u’) (see [ 1, 71). 
Remark 6.3. We do not know whether the conclusions of Theorem 6.1 
hold for large energy solutions, but it is presumably wrong. In this direction 
let us make the following remark. All the results of the paper hold with 
Neuman boundary conditions instead of Dirichlet boundary conditions. 
Inthiscaseudefinedu(t,x)=(e’~-l)~1(et~+1)fort>O,xE~is 
a solution of 
u,,--du+u=u 3 in ]O,+oo[ XQ, 
au 0 zG= in IO, tco [ X fS2. 
Clearly u exist on 10, +co [ and u blows up as t --) (O), . 
Proof of Theorem 6.1. Let y, b, K be given by Lemma 2.9 and let 
d E IO, y] be such that 
2(2+&l I,&& ( 1 +. 
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Let u satisfy the hypothesis of Theorem 6.1 with d as above. Because of 
Corollary 3.2 and Proposition 2.6 we may assume 
Applying (3.10) we know that for t large enough we have 
I 
tt 1 
F@(s), z+(s)) ds < Eb. 
t 
Since F(u, v) 2 EH(U, u) for (u, U) E V x H, we have 
I 
t+1 
H@(s), z+(s)) ds < b. 
t 
Hence there is t > t, such that 
(4th ut(O) E Md with the notations of Lemma 2.9. 
As a consequence of Remark 2.10, then u is global and (u(t), z+(t)) E M- for 
t E IR which implies 
It WI: + II WI; G K(d) for tElR. 
A refinement of the above argument shows that in fact, 
II WI: + II ut(t)ll:, G WWJ~ ut(hJ)). 
Finally (6.1) holds. 
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