We consider the problem of sensor selection for event detection in wireless sensor networks (WSNs).
different contexts, including target tracking (e.g., [7] ), target localization (e.g., [8] ), robotics (e.g., [9] ), and wireless sensor networks (e.g. [10] , [11] ). Generally, all their work aims to optimize certain measure of performance of the system (e.g., utility [12] , information theoretic measure [7] , [13] , estimation error [14] ) subject to energy constraints (e.g., limited number of sensors to be selected [14] ). Sensor selection can be geometric-based (e.g., [15] ), or information-theoretic based (e.g., [7] , [13] ). Our work belongs to the class of sensor selection problems for inference tasks, i.e., sensor selection for estimation and detection, and it adopts the information-theoretic point of view. Reference [14] considers the problem of sensor selection for parameter estimation in WSNs, proposing to select the subset of p (out of n) sensors that minimize the determinant of the estimator covariance matrix. Reference [16] proposes distributed algorithms to (suboptimally) solve the sensor selection problem formulated in [14] . Reference [17] addresses the problem of selecting the maximal number of reliable sensors for estimation. Reference [18] shows, through the optimal experiment design framework ( [19] ) and using convex analysis, that optimal estimation is achievable by using only a relatively small number of sensors.
Paper organization. Section II introduces the model and formulates the sensor selection optimization problems. Section III details the algorithms for solving the robust sensor selection problems, in the presence of uncertainties in the means of the distributions. Section IV considers the special, yet important case, when there are no uncertainties in the distribution parameters. Section V demonstrates numerically that the KL and the C distances are appropriate metrics for sensor selection. Section VI shows near optimal performance of the proposed algorithms. Finally, Section VII concludes the paper.
II. PROBLEM MODEL: FORMULATION OF THE SENSOR SELECTION OPTIMIZATION PROBLEM

A. Problem model
We assume that nature can be in one of two states: H 1 -event occurring, and H 0 -event not occurring. Let x ∈ R n denote the vector that collects all sensor measurements (one measurement per sensor). We assume that x is Gaussian under the hypothesis H 1 (respectively, H 0 ,) with generic means and covariances (m 1 , S 1 ) (respectively, (m 0 , S 0 )), i.e., , where N (µ, Σ) denotes Gaussian distribution with the mean vector µ and the covariance matrix Σ. The Gaussian assumption on x is standard and can be, in many applications, justified, e.g, by central limit theorem arguments, see, e.g., [20] , [21] . Noise correlation (i.e., non diagonal covariance matrices) is important to take into account in dense deployments of WSNs. We note that our formulation allows for different covariances under two hypothesis (S 1 = S 0 ); in many applications, e.g., power-based detection of primary users for cognitive radios (see [21] for details), accounting for different covariances is essential. 1 Sensor selection. Sensors transmit their measurements to a fusion node, which conducts the hypothesis test.Due to power constraints, only p sensors, p < n, perform their measurements and transmit them to the fusion node. We address the problem of selecting the p sensors that guarantee the best detection performance. Mathematically, selecting p out of n sensors can be represented by a linear map R n → R p , x → y = E x, where E ∈ R n×p is a rank-p matrix that has exactly one unit entry per column, corresponding to a chosen sensor, and the other entries in columns being zero. The columns of E are orthonormal, i.e., E E = I p , where I p denotes the p × p identity matrix. We refer to matrix E as the sensor selection matrix.
Hypothesis test induced by E. Conditioned on H i , i = 0, 1, y is a linear transformation of a Gaussian vector x. Thus, y, under H i , has the following distributions:
H 1 : y ∼ N (E m 1 , E S 1 E).
The fusion node performs the following log-likelihood ratio (LLR) decision test:
log f 1 (y; E) f 0 (y; E)
where f i (· ; E), i = 0, 1, is the density of N E m i , E S i E and γ ∈ R is the test threshold, [2] .
B. Formulation of the sensor selection optimization problem
Sensor selection optimality criteria. Detection performance is, as noted above, generally quantified by the error probabilities, P FA , P D and (P e ). However, in the problem that we consider, none of the probabilities above admit closed form expression, and their minimization with respect to sensor selection is a very hard problem. As sensor selection optimality criteria, we propose the Kullback-Leibler (KL) and the Chernoff (C) distance between the tested distributions. Given two distributions, with densities f 1 and f 0 , KL and C distances measure dissimilarity between f 1 and f 0 , and they are defined as follows: 1 Generally, our model applies also if x contains samples from multiple sensors over multiple sample times, that is, several entries in x correspond to same sensor. In such scenario vector x accounts both for temporal and spatial correlation between observations. To focus the presentation, however, we assume that different entries of x correspond to different sensors.
Thus, our goal is to find a sensor selection that yields the maximal KL or C distance between the projected Gaussian distributions, N (E m 1 , E S 1 E) and N (E m 0 , E S 0 E) (see (1) ).
We are motivated to choose KL and C distances, as sensor selection optimality criteria, by two fundamental results from detection theory: Chernoff-Stein lemma and Chernoff lemma. Chernoff-Stein lemma (resp. Chernoff lemma) states that, when the number of independent identically distributed (i.i.d.)
observations grows, the rate of exponential decay of probability of false alarm, P FA , (resp. probability of error, P e ,) of the Neyman-Pearson optimal (resp. Bayes optimal) test equals the KL (resp. C) between the two distributions. Thus, for large number of samples, more distant distributions (in either KL or C sense) lead to better detection performance. Probabilistic distance measures have been often used in the literature as heuristics for detection problems (see, e.g., [1] , [22] for applications in linear dimensionality reduction) and have shown excellent results, even when the number of samples is very small or even equal to one, see [22] . In section V, we demonstrate by numerical tests that the KL and C distances are indeed excellent criteria for sensor selection, exhibiting near optimal performance in the probability of error sense. Section V shows that, generally, C distance has an advantage in the regimes of high probability of detection (P D ) (upper part of the receiver operating characteristics (ROC) curve), while KL has an edge in the regimes of low P FA (lower left part of the ROC curve).
Robustness against uncertainty in distribution means. We consider the case when the true distribution parameters (m i , S i ), i = 0, 1 are not exactly known at the fusion node detector (2) . Fusion node has their estimates, m i , S i , which can be obtained, e.g., in the network training phase. Thus, there is a mismatch between the distribution used by the fusion node detector and the distribution that generates the observations. Our goal is to design a sensor selection that yields detection (2) robust to these mismatches.
In this paper, we restrict our attention to the case where only the mean values are uncertain (the true covariance matrices are known), and we allow the mean values to drift in the following ellipsoidal uncertainty regions:
Here m i denotes the estimated mean vector, i = 0, 1, E(a, A) (A is a positive definite matrix) denotes
and the parameter k i ∈ (0, +∞] is a free parameter which controls the "size" of the uncertainty region, e.g, if k i = +∞, there is no uncertainty: m i = m i . The orientations of the uncertainty ellipsoids in (3) are induced by the covariance matrices S 0 and S 1 . (3) . The scaling constants k 0 and k 1 are, in this context, proportional to N ; also, if N is known, k 0 and k 1 can be used to design the uncertainty regions of desired confidence levels.
We address the uncertainties in the mean vectors adopting the worst case approach. That is, we search for the sensor selection that gives the maximal distance (KL and C) for the worst case of the mean parameter drift.
Optimization problems. We introduce the following two functions, f KL and f C , that capture the dependence of the KL and the C distance on the selection matrix E and the mean vectors m 0 and m 1 :
The robust sensor selection optimization problems are then given as follows:
It can be shown that (tr(·) and |·| denote the trace and the determinant, respectively):
Optimization problems (4) and (5) are combinatorial. When n and p are small, a simple method for solving them is exhaustive search that checks all n p sensor subsets (i.e. selection matrices). For large n and p, however, this method becomes computationally infeasible. Indeed, we have the following result, which we prove in the Appendix A:
The optimization problems (4) and (5) are NP hard (even when k 0 = k 1 = +∞ and S 1 = S 0 ).
In principle, besides exhaustive search, problems (4) and (5) can be (inefficiently) solved by branch and bound methods, see, e.g., [6] . However, complexity of these methods relies strongly on the choice of bounds on the cost function; finding tight bounds is a hard problem itself. An interesting method for solving a problem somewhat similar to ours is proposed in [23] . In [23] , the authors address the problem of finding the most informative locations, for future sensor placements, in a discretized Gaussian field; the measure of informativeness that the authors propose is the mutual information between sensed and unsensed locations. The authors show that the mutual information is a submodular function, which assures that simple strategy of choosing sensor by sensor (greedy) gives a solution within 1 − 1 e of the optimum. In our problems, however, such a bound on the greedy strategy (of selecting sensors one by one) does not hold, as our cost functions (KL and C distance) are not submodular (see the proof in Appendix B).
In fact, in our problems, greedy performs poorly in many cases. The reason for this lies in the fact that the correlations-an information that greedy discards can play an important role in discerning between the two hypothesis.
III. SENSOR SELECTION ALGORITHMS
In this section, we present our algorithms, R-KL (robust KL based selection) and R-C (robust Cbased selection), that, respectively, solve the problems (4) and (5) . First, we explain the methodology and the structure of the algorithms, and we explain the geometrical intuition behind this methodology.
Subsections III-A and III-B detail the R-KL and R-C algorithms.
Algorithms methodology and structure. Geometrically, one combination of p sensors defines one pdimensional subspace of R n , spanned by a set of canonical basis vectors corresponding to the chosen sensors. We call this subspace a canonical subspace. The cost functions (6) and (7) depend on E only through its range, and problems (4) and (5) , in this sense, search for the best subspace, among n p canonical subspaces, on which the original distributions should be projected. We relax these combinatorial problems by allowing for projections to arbitrary p-dimensional subspaces. Mathematically, this translates into replacing the set of 0/1 selection matrices with the set of n × p Stiefel matrices (that represent all p-dimensional subspaces). Then, we use a solution of the relaxed problem and "round" it by the closest canonical subspace.
We call the first phase of our algorithm, that solves the relaxed Stiefel problem, the Relaxation phase; the second phase, in which we find the closest canonical subspace, is the Projection phase. Finally, the last, third step in our algorithms, the Refinement phase, refines the solution by performing local optimization.
A. Algorithm for the robust Kullback-Leibler based selection: the R-KL algorithm 1) Relaxation phase: We solve the following Stiefel relaxation of the problem (4):
The relaxed problem (8) is nonconvex and still difficult to solve. We globally solve this problem for the case p = 1, i.e., we find the best 1-dimensional projection. General, p > 1 case, is addressed by a greedy approach, using our 1 − D tool. We first detail the algorithm that solves p = 1 case.
(1.1) Case p = 1: global solution For p = 1, the constraint set of Stiefel matrices reduces to a sphere in R n and the problem (8) takes a simplified form:
+ e S1e e S0e − log e S1e e S0e − 1 subject to e e = 1 .
Our major contribution is showing that the problem (9) reduces to a search over a compact (onedimensional) interval. We achieve this by a series of judicious problem reformulations, and by invoking convexity of quadratic mappings, [24] , [25] . It is important to note that the original problem (9) has in general very high dimensionality (equal to the total number of sensor in the network n); also, due to its nonconvexity, it is very difficult to solve globally. By doing reformulations, we manage to map it to a tractable, scalar problem. The next Lemma, proved in [4] , states the first step towards this goal. It shows that a solution of (9) can be reconstructed after solving a 2 dimensional problem (10).
where
x + = max (0, x), S = S −1/2 0 Lemma 2 says that, in order to solve (9) , it suffices to search over the set R ⊂ R 2 . For n ≥ 3, the set R is compact and convex, as the image set of a unit sphere under two quadratic mappings, see [24] .
Note that, since ψ KL (·) is continuous and R is compact, there is a global maximizer, by the Weierstrass theorem. Next lemma further simplifies the search by asserting that the boundary of R contains a global maximizer. For the proof of Lemma 3, see [4] .
Lemma 3
The boundary ∂R of the set R contains a global maximizer of (10) .
The boundary of R is a closed curve in R 2 . Our strategy consists in circulating along ∂R to spot a global maximizer. More precisely, we will sample ∂R with a finite set of points and pick the best point. To implement this strategy, we borrow the following theorem from [25] .
Theorem 4 ([25])
Let n ≥ 3 and let A, B be n × n symmetric matrices. Let
For t ∈ [0, 2π], let C(t) = A cos t + B sin t and let λ min (t) be the minimal eigenvalue of the matrix C(t) and u min (t) an associated unit-norm eigenvector. Suppose that λ min (t) is a simple eigenvalue of
is strictly convex and its boundary is given by
Parametrization of ∂R. Theorem 4 shows that the set R(A, B) (in our context, the set R = R(S, mm ))
can be parameterized by moving a single parameter t over the compact interval [0, 2π]. The theorem assumes that λ min (t) is simple for all t, and, consequently, that R(A, B) is strictly convex. However, a parametrization of the boundary when this condition is not satisfied is readily available, as we explain next. Applied to our set R in (12) , this leads to the following procedure:
1) generate the points
where u k denotes an unit-norm eigenvector corresponding to the minimal eigenvalue of
Here, K is the user-defined grid size and {(x k , y k ) : k = 1, . . . , K} is an initial sample of ∂R;
2) if the distance between two consecutive points (x k , y k ) and (x k+1 , y k+1 ) is greater than a prescribed threshold, interpolate the line segment which connects them, i.e., consider
In summary, our sampling of
Solving (9). We explained how to solve (10) by parameterizing ∂R. Now we explain how a solution of (10), x , y , is sufficient to reconstruct v , a solution of (9) . Vector v in Lemma 2 can be found as follows. Let
That is, (x , y ) denotes the best point in ∂R.
we can take v as an unit-norm eigenvector associated with the minimal eigenvalue of C k . Otherwise,
k ) , and we need to solve the system of 3 quadratic equations:
with respect to (w.r.t.) v. Any solution can be taken as v . It can be shown that (13) can be efficiently solved by solving a convex problem.
1.2) Case p > 1: greedy algorithm Optimization problem (8) for the case p > 1 is very difficult to solve globally; we propose a greedy, suboptimal approach. We construct the columns of the matrix E = [e 1 e 2 . . . e p ] one by one (in the order e 1 , e 2 , ...). We construct the j-th column by solving (9), with the constraint that the column e j must be orthogonal to the previously determined columns e 1 , e 2 , . . . e j−1 ,
i.e., we solve:
maximize min m0∈E( m0,k0S
e e i = 0, i = 1, . . . , j − 1.
(14)
Let U (j) ∈ R n×(n−j+1) be a matrix with orthonormal columns which spans the orthogonal complement of span {e 1 , . . . , e j−1 }. The restrictions in (14) mean that e = U (j) e (j) for some unit-norm e (j) ∈ R n−j+1 . This means that (14) corresponds to maximize min m0∈E( m0,k0S
The problem (15) is equivalent to (16) (see [4] ) maximize min
subject to e (j) e (j) = 1 (16) where m (16) is simply an instance of (9) in the reduced dimensional space R n−j+1 , for which we have developed a global solution. Algorithm 1 outlines the overall approach.
Algorithm 1: Greedy algorithm
Compute U (j) ∈ R n×(n−j+1) (U (1) := I n ), an orthonormal basis for the orthogonal complement of the j − 1 dimensional subspace span {e 1 , e 2 , . . . , e j−1 }
3:
Compute the projected means and covariances m
Solve (10) for (M, S) := M (j) , S (j) ; find e (j) ∈ R n−j+1 as: e (j) := e , as in Lemma 2 6: Compute the jth column of E as e j = U (j) e (j) 7: end for 2) Projection phase: Relaxation phase III-A1 produces a Stiefel matrix E. Now, we project the matrix E back to the set of 0/1 selection matrices. We remark that the objective function f KL (·) in eqn. (6) depends on the matrix E only through its range space; that is, f KL (EQ) = f KL (E), for any Stiefel matrix E and for any orthogonal p × p matrix Q. Thus, we choose the selection matrix E with the range space closest to the range space of matrix E. It can be shown (see [3] ) that E can be efficiently obtained as follows: if (j 1 , j 2 , . . . , j p ) denote the indices of the largest entries on the diagonal of EE , then E = h j1 h j2 . . . h jp where h j stands for the j-th column of the identity matrix I n . Thus, the Projection phase has very small computational cost.
3) Refinement phase: Once the projection to the set of 0/1 selection matrices is done and the matrix E is obtained, we finalize our algorithm with a local maximization around E to get E (see [14] , [19] for very similar local searches.) Namely, for a given selection matrix E in the neighborhood of E, we find f KL, worst (E) := min m0∈E( m0,k0 S
The procedure has p steps. We start with the matrix E := E. In the first step, all columns of the current selection matrix E are fixed except the first one, which is viewed as an optimization variable. The first column is swept through all canonical vectors h j , j = 1, . . . , n, different from the remaining p − 1 columns of E. After all possible choices for the first column are tested, the column is frozen to the choice that gives the maximal f KL, worst . In the second step, this procedure is repeated for the second column, and so on, up to the p-th step; after the p-th step is done, we set E := E.
We obtain the quantity f KL, worst (E) by first finding:
and then adding the remaining terms of the function f KL (·) that do not depend on m 1 and m 0 (see eqn.
(6)).
Similarly as with the equivalence of (15) and (16), it can be shown that the minimum in eqn. (17) (n-dimensional problem) equals the following minimum (of corresponding p-dimensional problem):
where Λ and Q are, respectively, the matrix of eigenvalues and the matrix of eigenvectors of
, and · denotes Euclidean norm. The problem (18) is a (convex)
quadratically constrained quadratic problem (QCQP), and it can be solved with complexity O(p 3 ) (see, e.g., [26] ).
B. Algorithm for the robust Chernoff-based selection: the R-C algorithm
In this subsection, we present the algorithm R-C, the Chernoff based sensor selection under the presence of uncertainties. As mentioned previously, we adopt the same methodology for solving both (5) and (4) and, consequently, the structure of R-C is the same as the one in R-KL. However, the problem (5) is more difficult than (4), due to the additional maximization over the parameter s. This will result in several specificities in R-C compared to R-KL. We present R-C by focusing on these specificities, phase by phase, whereas the overall structure remains the same as in R-KL.
The main difference between R-KL and R-C is in the Relaxation phase in the case p = 1. As with the KL case, we solve the resulting Chernoff problem globally; we next explain a solution.
1) Relaxation phase: case p = 1: global solution: Stiefel relaxation of (5) for p = 1 is given by:
The first reformulation of (19) that we make is the conversion of the minimax into maximin problem, as Lemma 5 explains.
Lemma 5 Problem (19) is equivalent to:
maximize max e e=1 min m0∈E( m0,k0 S
Proof: Function f C is convex w.r.t. m 0 and m 1 , and concave w.r.t. s, and the constraint sets are compact and convex. Thus, the equivalence follows by Sion's minimax theorem ( [27] ).
Next, we focus on the inner maximization in (20) :
where s ∈ [0, 1] is fixed. The following lemma is the counterpart of Lemma 2.
where Proof: The proof is similar to the proof of Lemma 2 and is omitted.
By similar analysis as in subsection III-A1, it can be shown that (22) can be solved by parametrization of the boundary of R, given in eqn. (12) . Thus, for fixed s, the algorithm that solves (21) is the same as the one that solves (9), except that ψ KL (x, y) is replaced by ψ C (s, x, y). Then, the function ψ C (s, x (s), y (s))
can be evaluated using this algorithm and problem (19) is solvable by, e.g., a grid search on the interval
The projection phase of R-C is the same as the projection phase of R-KL and the steps in the refinement phase of R-C are the same as the ones in the refinement phase of R-KL (with f KL (E, m 0 , m 1 ) replaced
Similarly as in III-A3, in the refinement phase, for a given selection matrix E, we have to find
Applying again the minimax theorem, we first exchange the order of min and max in f C, worst ; then, for fixed s, we find
by solving the equivalent p-dimensional QCQP (24) (with equal minimum):
Finally, we compute f C, worst (E) by the bisection method on parameter s.
C. Complexities of R-KL and R-C
The complexity of both R-KL and R-C algorithm is O(n 3 p + np 4 ), although the hidden constant in R-C is larger than the one in R-KL. The least computational effort is required for the projection phase 2, which for both R-C and R-KL is O(n 2 ) and is dominated by complexities of the other two phases.
It can be shown that Phase 1 has complexity O(n 3 p) and Phase 3 has complexity O(np 4 ).
IV. SENSOR SELECTION ALGORITHMS: NO UNCERTAINTIES CASE
In this section, we address a special, yet important case, when there are no uncertainties in the mean vectors and the problems (4) and (5) simplify by dropping the inner minimizations. We first remark that algorithms R-KL and R-C can readily solve the simplified versions of (4) tr(P SP ) − log P SP − p subject to P P = I p , (25) where
. This equivalence can be shown by noting that the constraint E E = I p in (8) can be replaced by E S 0 E = I p , and by introducing the new variable P = S 1/2 0 E. The objective function in (25) can be further simplified to p i=1 φ KL λ i P SP , where φ KL (x) = x − log x − 1 and λ i denotes the i-th largest eigenvalue. Invoking Poincaré separation theorem (see [28] ), we show in the Appendix C that the solution P of (25) is given by a set of p orthonormal eigenvectors of S corresponding to the p eigenvalues that give the highest objective φ KL (·). It turns out that we do not need to check all n p eigenvector subsets, but only at most p + 1 of them. We now give the procedure in Algorithm 2 to choose the optimal subset of eigenvectors (see Appendix C for the proof). 
if φ > φ KL , then j = j, φ KL = φ 6: end for 7: x = (λ 1 (S), . . . , λ j (S), λ n−p+j +1 (S), . . . , λ n (S));
P is the set of eigenvectors of S corresponding to the eigenvalues of S given in x .
We give the intuition behind the solution of (25) . Recall that the matrix E is chosen such that the projection of the covariance matrix S 0 equals E S 0 E = I p . Then, the projection of S 1 , E S 1 E, equals P SP . Thus, the further from point 1 are the eigenvalues of P SP , the better are the projected distributions separated. The function φ KL (·) measures the distance from 1 in this sense. 
The objective in (26) can be written as p i=1 φ C s, λ i P SP , where φ C (s, x) := log(s + (1 − s)x) − (1 − s) log x. Now, the problem (26) (m 1 = m 0 ) can be solved by a method similar to the one in IV-A1. Namely, 1) by invoking Poincaré separation theorem; 2) by using concavity of φ C (·, x); and 3) by using unimodularity of φ C (s, ·), it can be shown that the solution to (26) (m 1 = m 0 ) can be obtained by the procedure given in Algorithm 4.
General case of the relaxation phase of MD-C algorithm is the same as the one in MD-KL given in 3, except that, in step 4), it calls procedure given by Algorithm 4.
C. Complexities of MD-KL and MD-C
We briefly comment on the complexity of MD-KL and MD-C. The complexity of both MD-KL and MD-C is O(n 3 +np 3 ), although the hidden constant in MD-C is larger than the one in MD-C. 
if φ > φ C , then j = j, s = s(x), φ C = φ 7: end for 8: x = (λ 1 (S), . . . , λ j (S), λ n−p+j +1 (S), . . . , λ n (S)); s = s ; P is the set of orthonormal eigenvectors of S corresponding to the eigenvalues of S given in x .
which is in total of order O(n 3 ). The relaxation phase of MD-C requires more computational effort;
besides finding U and the eigenvalue decomposition of S, each of the p − 1 steps in Algorithm 4 requires finding optimal s by Newton method (contrary to just evaluating the KL distance for a given choice of p − 1 eigenvalues of S with Algorithm 2). However, the number of operations in p − 1 Newton runs is still dominated by the number of operations to find U . Therefore, the complexity of the relaxation phase of MD-C is O(n 3 ). Finally, it can be shown that, for both MD-KL and MD-C, the refinement phase is of complexity O(np 3 ).
V. NUMERICAL STUDIES: TESTING THE OPTIMIZATION CRITERIA
This subsection tests how good are the Kullback-Leibler and the Chernoff distance as optimality criteria for sensor selection. To this end, we want to compare the sensor selections that optimize the KL and C distances with: 1) the sensor selection that minimizes the Bayes probability of error (Bayes optimality);
2) the sensor selection that minimizes the probability of miss subject to a given probability of false alarm (Neyman-Pearson optimality). We find numerically the Bayes optimal and the Neyman-Pearson optimal sensor selections by Monte Carlo simulations. With respect to Bayes optimality, for each possible (out of n p ) sensor selection, we estimate the Bayes probability of error P e by Monte Carlo simulations with 100, 000 instantiations of the maximum-likelihood detector tests (with zero treshold), with equal prior probabilities. With respect to Neyman-Pearson optimality, for the fixed probability of false alarm P FA , we find the sensor selection that maximizes the probability of detection P D . This is achieved by estimating the receiver operating characteristic (ROC) curve (by Monte Carlo simulations with 20, 000 instantiations of the likelihood ratio tests) in the neighborhood of P FA in a fine grid, and then interpolating the ROC curve (i.e., P D ) at the desired point P FA . This is done for each possible selection and the selection with maximal obtained P D is set as Neyman-Pearson optimal. Table I shows the Bayes probability of error for: 1) the sensor selection that maximizes KL distance (KL); 2) the sensor selection that maximizes C distance (C); 3) the best sensor selection (that minimizes P e ); 4) the worst sensor selection (that maximizes P e ); and 5) the average P e over all selections. Table I (left) is for n = 12 and p = 2, 3, 4, 5 and Table I (right) is for n = 15 and p = 2, 3, 4, 6. We can see that C selection matches the best selection. KL selection is in many cases very close or equal to C and best selections in P e . As could be predicted by theory (Chernoff lemma), the C selection is better than the KL selection in terms of P e .
Comparison of: 1) C, KL and best selections; with 2) worst and average selections justifies the sensor selection problem; namely, by finding the optimal selection, P e can be for an order of magnitude smaller than for the average selection. (See Table 1 and Figure 1 -right.) Table II shows the probability of detection for: 1) the KL-optimal selection (KL); 2) the C-optimal selection (C); and 3) the Neyman-Pearson (NP) optimal selection, for n = 12, p = 2, 3, 4, 5. We can see that, for p = 2 and p = 3, both KL and C selections match the NP optimal selections, and for p = 3 and p = 4, P D for KL and C selections is at most 3.5% from the optimum (p = 4, P D = 0.05). if we choose a subset of sensors uniformly at random. We can see that there is a a large gain of the C and KL selections over this average curve; thus, selecting the optimal, rather than random subset of sensors, provides large performance gain.
Finally, we remark that, in extensive simulations, we observe similar behavior as in representative Tables I and II , and Figure 1 (left and right) . That is, the KL and C selections are very close to optimal and even equal to optimal in certain range of P FA . We also report that C-selection is generally better than KL for large P D 's (upper right part of the ROC curve,) while KL is generally better for low P FA (lower left in the ROC). Improvement of KL over C for low P FA is smaller than the improvement of C over KL for large P D . performance when also applied to the case of no uncertainties (i.e., when k 0 = k 1 = ∞ in (4) and (5)).
This subsection also shows that MD-KL (resp. MD-C) has comparable performance to R-KL (resp. R-C), while reducing the computational time.
For smaller problem instances, i.e., for smaller values of n and p, we compare the solutions produced by our algorithms with the optimum obtained by exhaustive search. For larger examples, when the optimum is infeasible to compute, we generate randomly a number of sensor selections; then, we compare the selection obtained by our algorithms with the best among generated random selections.
For a fixed size of the problem (for fixed pair (n, p)), we generate randomly K exper instances of the problem parameters (m i , S i , i = 0, 1); for the case with uncertainties, K exper = 50, and for the case without uncertainties, K exper = 200. In the case with uncertainties, parameters k 0 and k 1 are chosen such that the norm of the mean vector drift does not exceed 0.15 m 1 − m 0 , i.e., we set them as
Based on K exper solved problems of fixed size (n, p), we create statistics on how our algorithms behave for given size of the problem.
A. Testing the R-KL and R-C algorithms: The case with uncertainties
Testing the robustness against the uncertainty in distribution means. Table III (left) shows performance of the R-KL and R-C algorithms, for solving (4) and (5), respectively. We evaluate the optimal solutions f OPT−KL and f OPT−C by exhaustive search. We then compute the ratio r R−KL :=
f OPT−C ) that says how close is the solution value obtained by R-KL (resp. R-C) to optimum. Table III (left) shows the results for n = 10, 12, 15 and p = 3. We present the maximum (max), the average (avg), the minimum (min), and the standard deviation (dev) of the ratio r R−KL over K exper = 50 problem instances, for each pair (n, p). We can see that both R-KL and R-C show very good performance; the R-C shows better performance than R-KL. The maximal value of both r R−KL and r R−C in all the examples is equal to 1. With the R-KL algorithm, the average value of r R−KL is always above 91.8%, and the minimum value is always above 51%; with the R-C algorithm, the average of r R−C is always above 96%, and the minimum is always above 59%.
Table III (right) shows performance of R-KL and R-C for a larger example n = 50, p = 5, for which it was infeasible to find the optimal solution by exhaustive search. We thus randomly generate 2500 sensor selections, and we evaluate the quantity f BEST−RAND−KL -the maximal objective function in (4) over all 2500 randomly generated selections. Define the ratios ρ R−KL := solution. Also, to obtain f BEST−RAND−C it takes about 6 times longer than for R-C algorithm to find a solution. From Table III (right) we can see that R-KL in many cases outperforms random strategy: with significant savings in time (90%) it gives a 26% larger objective function on average. R-C always stays above the random strategy in terms of the objective function, with computational savings of 83%.
B. Testing the algorithms: The case without uncertainties
Smaller examples: Comparison with the global optimum. Table IV shows performance of the R-KL and MD-KL algorithms for solving (4) in the case without uncertainties (k 0 = k 1 = ∞); table V shows performance of the R-C and MD-C algorithms for solving the corresponding Chernoff problem (4).
For fixed n and p, we generate K exper = 200 sets of problem parameters m i , S i , i = 0, 1; for each fixed m i , S i , i = 0, 1, we evaluate the ratios r R−KL , r MD−KL , r R−C , and r MD−C . Table IV shows the maximum (max), the average (avg) and the minimum (min) of the quantities r R−KL and r MD−KL over all K exper = 200 experiments. The standard deviation in these experiments varies from 0.03 to 0.06. We can see from the table that the maximum of both r R−KL and r MD−KL is always 1. Table IV demonstrates very good performance of both R-KL and MD-KL algorithms. On average, r R−KL and r MD−KL are always (for each pair n, p) above 97.7%; the minimum is always above 67.2%. We see that R-KL and MD-KL algorithms have comparable performance with respect to (near)optimality, while MD-KL has smaller computational cost (We note, however, that MD-KL does not apply for the case with uncertainties in distribution means.) Table V shows very good performance of the R-C algorithm and the MD-C algorithm. As with the Larger examples: Comparison with the best randomly generated selection. We now consider larger n and p, when computing the optimum by the exhaustive search is infeasible. Similarly as in subsection VI-A
(larger examples), we randomly generate 10 5 sensor selections and find the maximal objective function f BEST−RAND−KL over these selections. For a fixed pair n and p, we generate K exper = 100 sets of the distribution parameters m i , S i , i = 0, 1; for each set of the distribution parameters, we evaluate ρ R−KL , ρ MD−KL , and ρ R−C , ρ MD−C . We are also interested in the ratio of the computational time of the R-KL (resp. MD-KL) algorithm over the computational time of checking 10 5 random selections (and the analogous quantities for the Chernoff-based selection). Table VI shows the average (avg), the maximal (max), and the minimal (min) values of ρ R−KL and ρ MD−KL over 100 data sets m i , S i , i = 0, 1; Table VII (left) shows the computational time ratios. We can see that both R-KL and MD-KL outperform best random selection strategy, as they achieve larger objective function while reducing computational time. For example, for n = 80, p = 0.1 × n = 8, R-KL can give 54% larger objective function, while it has 3 times smaller computational time. MD-KL is better than R-KL, as it shows comparable performance in terms of the objective function; at the same time, it significantly reduces the computational time. Thus, for sensor selection without uncertainties, MD-KL is a very good tool that can handle large problem instances. Similar conclusions hold for the Chernoff based counterpart algorithms (see Table VII and Table VIII (right)). Chernoff based algorithms have larger computational time than Kullback-Leibler based algorithms, which is expected due to additional maximization over variable s (see (5)). Section V shows generally that Chernoff criterion has some advantage over Kullback-Leibler criterion, which trades off the computational requirements to solve for these criteria.
VII. CONCLUSIONS
In this paper, we addressed the problem of finding the most informative subset of p out of n sensors, for the task of deciding between the two possible hypothesis on the monitored environment. We proposed We formulated the corresponding maxmin optimization problems, and developed the R-KL and R-C algorithms, that efficiently solve the problems with complexity O(n 3 p + np 4 ). We also addressed the case when the mean vectors are known and, for this case, we exploited the structure of the problems to develop more efficient algorithms, MD-KL and MD-C, of complexity O(n 3 + np 3 ). We performed Monte-Carlo based experiments to test both the proposed sensor selection criteria and the sensor selection algorithms. Numerical studies of the criteria show that the Kullback-Leibler based and the Chernoff based selections have near optimal performance, both in the Neyman-Pearson and Bayes sense. The performance of our algorithms we compared with 1) the optimal sensor selections, when the exhaustive search to compute them is feasible (smaller n and p); and 2) with best random selections, when n and p are large.
Comparison with the exhaustive search shows that proposed algorithms in many cases find the optimal selection and, on average, are at most 5% below the optimal value; at the same time, computational savings are significant. For larger problems, simulation results demonstrate that our algorithm outperforms random searches, once an upper bound on computational time is set.
APPENDIX
A. Proof of NP hardness of optimization problems (4) and (5) We will prove that both problems (4) and (5) are NP hard by reducing them to the maximal clique problem (MQP), which is known to be NP hard, see, e.g., [29] . We first define the MQP. Consider an undirected, simple (i.e., without self-loops) graph G = (N , E), where N is the set of vertices with cardinality |N | = n, and E is the set of undirected edges {i, j}, |E| = m. A clique of the graph G, of size p, is a complete subgraph of G that has p vertices. The decision version of the maximum clique problem is as follows:
MQP: The maximal clique problem: "For given graph G and a positive integer p, 1 ≤ p ≤ n, determine whether G has a clique of size at least p."
We conduct a reduction to MQP by attaching to a graph G a n × n matrix S (G) of a special structure.
Namely, we define a positive definite matrix S (G) as follows:
The matrix S (G) is positive definite because it has positive diagonal elements and it is strictly diagonally dominant. Now, fix an integer p, 1 ≤ p ≤ n, and consider a set of matrices A p defined as A p = A ∈ R p×p : A = A , A ii = 2n, ∀i, A ij ∈ {0, −1}, i = j . Clearly, all matrices in A p are positive definite, as they are strictly diagonally dominant, with positive diagonal entries. Denote with 1 p the column vector with all entries equal to 1 and define the function s.e.i. :
is the sum of the elements in the inverse.) We have the following result on the matrices in A p .
Lemma 7
For all matrices A ∈ A p , there holds: Proof: The claim 1) in Lemma 7 follows from the fact that the matrix A is an M matrix [30] , and, consequently, the matrix B = A −1 has all entries greater than or equal to zero (e.g., [30] ). We now show the claim 2) in Lemma 7. Remark first that the function s.e.i.(·) is convex and differentiable on the set of positive definite matrices. Applying the first order Taylor expansion lower bound at A, we get: We proceed and prove the claim 3) in Lemma 7. From claim 2) we know that the more −1's a matrix A ∈ A p has on its off-diagonal entries, the higher the value s.e.i.(A) can be. Therefore, A is a maximizer of s.e.i. over the set A p . Also, it is straightforward to check that s.e.i.(A ) = p 2n−p+1 . We will show next that A is in fact the only maximizer of s.e.i. (over A p ). To show this, it suffices to show that, for any choice of 1 ≤ i, j ≤ p, i = j, the following strict inequality holds:
To this end represent the matrix h i h j + h j h i as h i h j + h j h i = HCH , where H = [h i h j ] ∈ R n×2
and C ∈ R 2×2 , C 12 = C 12 = 1, C 11 = C 22 = 0. Using the matrix inversion lemma, we get:
After straightforward algebra, we obtain:
Since this term is greater than zero for all 1 ≤ p ≤ n, the inequality (29) follows. This completes the proof of claim 3) and the proof of the Lemma.
We proceed with the proof of Theorem (1). The decision version of (4), for k 1 = k 0 = +∞, is: D-KL: Decision version of (4) "For given data: 1) vectors m 0 , m 1 ∈ R n ; 2) positive definite matrices S 0 and S 1 ; 3) positive integer p, p ≤ n; and 4) a number f • KL , determine whether there is a n × p sensor selection matrix E, such that f KL (E) defined in eqn. (6) is at least f • KL ." We now reduce the MQP to D-KL. Consider a simple, undirected graph G and consider MQP of determining whether there is a clique in G of the size at least p. Define the matrix S(G) as in eqn. (27) .
Consider an instance of D-KL, for some fixed p, with the following data: 1) m 1 = 1 n , m 0 = 0 n ; 2) Computing the Kullback Leibler distance for selections E 1 , E 12 and E 13 we get f KL (E 1 ) = f KL (E 12 ) = f KL (E 13 ) = 0, whereas f KL (E 123 ) = − 1 2 log(1 − 2 ) > 0. Thus, f KL (E 13 ) − f KL (E 1 ) < f KL (E 123 ) − f KL (E 12 ) which proves that function f KL is not submodular. The proof for the case of Chernoff distance can be done in similar way.
C. Solution to problem (25) As explained in subsection IV-A1, the cost function can be written as ∃P ∈ R n×p s.t .P P = I p and x i = λ i (P SP ) for i = 1, ..., p.
(31) Next, we relax the problem (31) in the sense that we do not require that variables x i are generated via the Stiefel matrix P : maximize We now focus on problem (32). Function φ KL (·) is convex, with minimum equal to zero attained at point 1. Thus, its maximum over a compact interval is always at a boundary point. Also, if both boundary points are greater (resp. smaller) than 1, then the maximizer is the right (resp. left) boundary point. Therefore, if λ i (S) ≥ 1, then optimal x i equals λ n−p+i (S) ≥ 1. Similarly, if λ n−p+i (S) ≤ 1, optimal x i equals λ i (S). If we rule out all eigenvalue intervals that fall in either of the two previous categories, we are left with intervals where 1 is in their interiors. We now focus on those eigenvalue intervals, i.e. on those i = 1, . . . , p s.t. λ i (S) < 1 and λ n−p+i (S) > 1. It can be shown that there will exist a switching index i switch ∈ {0, 1, . . . , p} such that for all indices on the left of (or equal to) i switch , optimal x i is on the left boundary point, while for all indices on the right of i switch optimal x i is on the right boundary point. Summing up, a solution x of (32) will be always of the form x = (λ 1 (S), . . . , λ iswitch (S), λ n−p+iswitch+1 (S), . . . , λ n (S)) . (Case i switch = 0 corresponds to x = (λ n−p+1 (S), . . . , λ n (S)) .)
We now construct solution of (31) from x -solution of (32); x consists of a subset of eigenvalues of the matrix S; moreover, it is given by x = (λ 1 (S), . . . , λ iswitch (S), λ n−p+iswitch+1 (S), . . . , λ n (S)) , for some i switch ∈ {0, 1, ..., p} (that must be determined). Therefore, there exists a matrix P that generates x , and hence solves (31). The columns of the matrix P are simply orthonormal eigenvectors of S corresponding to the eigenvalues λ 1 (S), . . . , λ iswitch (S), λ n−p+iswitch+1 (S), . . . , λ n (S).
We remark that the solution P of (25) is obtained in at most p + 1 steps. The number of steps is smaller when some of the interlacing eigenvalue intervals do not contain 1. If the number of such intervals is k, then the number of steps that our algorithm requires is exactly p − k + 1.
