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Abstract. We consider here a nonlocal phase transition energy in a periodic medium and we
construct solutions whose interfaces lie at a bounded distance from any given hyperplane.
These solutions are either periodic or quasiperiodic, depending on the rational dependency
of the normal direction to the reference hyperplane.
Remarkably, the oscillations of the interfaces with respect to the reference hyperplane are
bounded by a universal constant times the periodicity scale of the medium.
This geometric property allows us to establish, in the limit, the existence of planelike nonlocal
minimal surfaces in a periodic structure.
The proofs rely on new optimal density and energy estimates. In particular, roughly speak-
ing, the energy of phase transition minimizers is controlled, both from above and below, by
the energy of one-dimensional transition layers.
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1. Introduction
In this paper, we consider a phase transition model in a periodic medium with long-range
particle interactions. As customary, the phase coexistence is mathematically described by
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a double-well potential, the minimization of which tends to set a suitable state-parameter
function into one of the two pure phases (which will be taken here to be −1 and +1).
In order to make the coexistence of phases significant from both the mathematical and the
physical point of view, the total energy of the system has to take into account also an elastic,
or ferromagnetic, energy, which avoids the production of unnecessary phase changes and forces
the interface between phases to be minimal, at least at large scales, with respect to a suitable
notion of surface tension.
The model that we study here considers an elastic energy of nonlocal type, that takes into
account long-range particle interactions with polynomial decay. From the mathematical point
of view, this elastic energy takes the form of a suitable seminorm of Gagliardo type which is
related to fractional Sobolev spaces, see e.g. [SV12, SV14]. For this, the nonlocal character of
the energy is encoded into a fractional parameter s ∈ (0, 1), and the smaller this parameter is,
the stronger the nonlocal effect on the system.
This type of models also finds natural applications in the description of boundary layer
effects on phase transitions, see [ABS94, AB98, G09, SiV12], and in classical equations subject
to a nonlinear boundary reaction, see [CS-M05, SiV09, CC10, CC14, CS15]. Also, for recent
books on lonlocal problems see e.g. [MBRS16, BV17, DMV17, G17].
At a large scale, the phase separation tends to minimize a suitable notion of surface tension,
related to either local or nonlocal perimeters, see [SV12]. In this, the fractional parameter s =
1/2 provides a threshold between local and nonlocal behaviors of interfaces at a large scale:
indeed, when s ∈ [1/2, 1) these interfaces are related to the minimization of a classical perimeter
functional, and the nonlocal effects are not involved in this process; conversely, when s ∈
(0, 1/2) these interfaces are related to the minimization of the fractional perimeter functional
introduced in [CRS10] and thus the nonlocal effects persist at any scale.
The particular focus of this paper is on periodic media, and for this we suppose that both
the potential and the elastic energies depend periodically on the space variable (of course, a
natural interpretation of such model comes from the study of crystals). The periodicity scale
of the medium is given by a parameter τ > 0. In crystals, one may think that τ is small: for
this, it is natural to seek results which possess good scaling properties with respect to τ .
The main result of this paper is indeed the construction of phase transition solutions of
minimal type whose interfaces lie at a bounded distance from any prescribed hyperplanes.
Roughly speaking, these interfaces separate the pure states in an “almost flat” way. We stress
that the existence of these objects is not obvious, since the medium is not homogeneous, and
the flatness property of the interfaces is global in the whole of the space.
Moreover, and most importantly, such flatness property will be shown to have optimal scaling
features with respect to the periodicity size of the medium. Namely, the distance from the
prescribed hyperplanes will be bounded by a structural constant times τ . That is, in the
motivation coming from crystallography, the oscillation of these interfaces will be proven to be
comparable with the size of the crystal itself.
This invariance by scaling will allow us also to look at a rescaled version of this picture and,
by developing an appropriate Γ-convergence theory in this framework, we will also obtain a
result on fractional minimal surfaces in periodic media. Indeed, we will establish the existence
of nonlocal minimal surfaces in a periodic setting which stay at a bounded distance from any
prescribed hyperplane (the same result for classical minimal surfaces was obtained in [CdlL01]).
A crucial step in the proof of our results lies in obtaining density and energy estimates that
are sharp with respect to the size of the fundamental domain and that possess optimal scaling
properties. As a matter of fact, the energy of the minimizers is not expected to behave in an
additive way with respect to the domain (roughly, the energy in a double ball is not the sum
of the energy of two balls). This is due to the fact that the minimizers have the tendency to
concentrate their energy along a codimension-one interface. In addition, the nonlocal features
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of the elastic energy contribute significantly to the total energy and this type of contribution
changes dramatically in dependence on the fractional parameter s: once again, the analysis for
the cases s ∈ (0, 1/2), s = 1/2 and s ∈ (1/2, 1) require different methods and give different
results.
As a matter of fact, we will see that the energy of the minimizers in a ball of radius R
is controlled from above and below by Rn−min{1,2s} for s ∈ (0, 1) \ {1/2}, and a logarithmic
correction is needed for the case s = 1/2.
The precise mathematical setting in which we work is the following. For a domain Ω ⊆ R,
we define
(1.1) E (u; Ω) :=
1
2
∫∫
CΩ
|u(x)− u(y)|2K(x, y) dxdy +
∫
Ω
W (x, u(x)) dx,
where
(1.2) CΩ :=
(
Rn × Rn
)
\
(
(Rn \ Ω)× (Rn \ Ω)
)
.
The kernel K : Rn × Rn → [0,+∞] is a measurable function satisfying
(K1) K(x, y) = K(y, x) for a.a. x, y ∈ Rn,
and
(K2)
λχ(0,ξ)(|x− y|)
|x− y|n+2s 6 K(x, y) 6
Λ
|x− y|n+2s for a.a. x, y ∈ R
n,
for some s ∈ (0, 1), Λ > λ > 0 and ξ > 0. Assumption (K2) ensures that K is controlled from
above and below (in a neighborhood of the diagonal of R2n) by the standard homogeneous,
translation invariant, rotationally symmetric kernel
(1.3) Ks(x, y) :=
1
|x− y|n+2s .
When s ∈ [1/2, 1), we also impose the regularity assumption
(K3) |K(x, x+ w)−K(x, x− w)| 6 Γ|w|−n−1+ν for a.a. x, w ∈ Rn,
for some ν ∈ (0, 1) and Γ > 0.
On the other hand, the potential W : Rn ×R→ [0,+∞) is a measurable function for which
(W1) W (x,±1) = 0 for a.a. x ∈ Rn,
and, for any θ ∈ [0, 1),
(W2) inf
x∈Rn
|r|6θ
W (x, r) > γ(θ),
where γ is a non-increasing positive function of the interval [0, 1). Moreover, we require W to
be locally of class C1 in the second variable, to satisfy
(W3) W (x, r), |Wr(x, r)| 6 κ−1 for a.a. x ∈ Rn and any r ∈ R,
and
(W4)
W (x, t) >W (x, r) + κ(1 + r)(t− r) + κ(t− r)2 for any − 1 6 r 6 t 6 −1 + κ,
W (x, r) >W (x, t) + κ(1− t)(t− r) + κ(t− r)2 for any 1− κ 6 r 6 t 6 1,
W (x, r) 6 κ−1(1− |r|) for any 1− κ 6 |r| 6 1,
for a.a. x ∈ Rn and some small constant κ ∈ (0, 1). Condition (W4) essentially tells that W
must have superquadratic/sublinear detachment from its zeroes ±1, uniformly in x. We point
out that any potential which is locally C2 in the second variable and satisfies
Wr(x,±1) = 0 and Wrr(x,±1) > κ for a.a. x ∈ Rn,
also fulfills (W4). But much more general behaviors are allowed.
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In order to model a periodic environment, we need to impose periodicity conditions on the
kernel K and the potential W . Given τ > 0, we assume
(K4) K(x+ k, y + k) = K(x, y) for a.a. x, y ∈ Rn and any k ∈ τZn.
(W5) W (x+ k, r) =W (x, r) for a.a. x ∈ Rn and any k ∈ τZn,
for any fixed r ∈ R. We notice that the parameter τ allows us to modulate the periodicity
scale of the medium.
Typical examples of potentials W (x, r) that we take into account are given by
Q(x) (1− r2)2,
Q(x) |1− r2|d with d ∈ (1, 2),
Q(x) (1 + cos(πr))
and Q(x) cos2
(πr
2
)
,
with Q(x) ∈ [1, 2] for any x ∈ Rn.
Typical examples of interaction kernels are given by
K(x, y) =
a(x, y)
|x− y|n+2s ,
with a Lipschitz continuous and periodic in both x and y.
Sometimes we will adopt shorthand notations for the interaction and potential terms ap-
pearing in definition (1.1). Given any measurable sets E, F ⊆ Rn, we write
(1.4)
KK(u;E, F ) = K (u;E, F ) :=
1
2
∫
E
∫
F
|u(x)− u(y)|2K(x, y) dxdy
KK(u;E) = K (u;E) :=
1
2
∫∫
CE
|u(x)− u(y)|2K(x, y) dxdy,
with CE as in (1.2), and
PW (u;E) = P(u;E) :=
∫
E
W (x, u(x)) dx.
Under these conventions (and the symmetry assumption (K1)), we have
E (u; Ω) = K (u; Ω,Ω) + 2K (u; Ω,Rn \ Ω) + P(u; Ω)
= K (u; Ω) + P(u; Ω).
Often, we will consider the integral operator LK associated with E , that is defined by
(1.5)
LKu(x) :=P.V.
∫
Rn
(u(x)− u(y))K(x, y) dy
= lim
ε→0+
∫
Rn\Bε(x)
(u(x)− u(y))K(x, y) dy.
Such operator naturally appears when considering the Euler-Lagrange equation of the func-
tional E . We observe that LKu is well-defined pointwise, at least when u is a smooth bounded
function and K satisfies (K3), when s > 1/2. See Lemmata 2.1 and 2.2 for estimates in this
direction. We also notice that LK boils down to the well-known fractional Laplacian (−∆)s,
when K is the standard kernel Ks as defined in (1.3).
After these preliminary definitions, we are now almost ready to state the main results con-
tained in this paper. In order to do this, we first need to make precise the notions of minimizers
of the functional E that we take into consideration.
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Definition 1.1. Let Ω be an open subset of Rn. A measurable function u : Rn → R is said to
be a minimizer of E in Ω if E (u; Ω) < +∞ and
E (u; Ω) 6 E (v; Ω),
for any measurable function v that coincides with u outside of Ω.
This definition may be extended to the whole space in the following way.
Definition 1.2. A measurable function u : Rn → R is said to be a class A minimizer of E if
it is a minimizer for E in every bounded open set Ω ⊂ Rn.
We stress that the simpler notion of global minimizer is too restrictive for our scopes. Indeed,
the functions that we typically take into consideration have infinite energy over the whole
space Rn and therefore it is convenient to evaluate their energy on bounded domains only.
However, class A minimizers of E are still (weak) solutions of the Euler-Lagrange equation
−2LKu =Wu(·, u) in Rn.
The concept of class A minimizers is frequently used in the literature, in contexts where one
has to deal with objects having only locally finite energy. The terminology comes from [M24]
and has been more recently adopted in e.g. [CdlL01, V04, PV05, CV17, CP16].
In what follows, we will construct class A minimizers of E and related functionals, which
exhibit a close-to-one-dimensional geometry.
More specifically, we will look for minimizers that connect the two pure phases −1 and 1
of the potential W asymptotically in one fixed direction ω ∈ Rn \ {0} of the space, and that
are planelike, in the sense that their intermediate level sets (of levels between, say, −9/10
and 9/10) are contained in a strip orthogonal to ω and of width universally proportional to the
periodicity scale τ of the medium. Note that when s < 1/2 we shall call universal any quantity
that depends at most on n, s, λ, Λ, κ, the function γ, but not on ξ and τ . A similar notation
is taken when s > 1/2, but in this case universal quantities may also depend on ν and Γ,
according to condition (K3). Namely, when s > 1/2, we shall call universal any quantity that
depends at most on n, s, λ, Λ, κ, the function γ, ν, Γ but not on ξ and τ .
Our construction will heavily rely on the periodic structure of the ambient space and will be
carried out in different ways, depending on whether the direction ω belongs to τQn or not. In
the first, rational case, the minimizers will naturally inherit a periodic property from that of
the medium, in a sense that may be made precise through the following definition.
Definition 1.3. Let ω ∈ τQn \ {0}. We define the equivalence relation ∼τ, ω in Rn, by setting
x ∼τ, ω y if and only if x− y = k ∈ τZn and ω · k = 0.
We say that a function u : Rn → R is periodic with respect to ∼τ, ω or simply ∼τ, ω-periodic if
u(x) = u(y) for any x, y ∈ Rn such that x ∼τ, ω y.
When no confusion may arise, we will denote this equivalence relation simply with ∼.
We are now in position to present the statements of the main contributions of this paper. Our
first result (Theorem 1.4) improves the main theorem of [CV17] and it allows its application to
the scaled energies that provides Γ-limit results as a byproduct (see Theorems 1.5 and 1.10).
In this sense, our main results here consist in the forthcoming Theorem 1.4 and in the sequence
of arguments leading from it to Theorems 1.5 and 1.10.
We point out that the result in Theorem 1.4 is valid for the whole fractional parameter
range s ∈ (0, 1), while the Γ-limit results focus on the strongly nonlocal regime s ∈ (0, 1/2),
in which the nonlocal features of the problem are preserved at any scale and produce, in the
limit, a nonlocal perimeter functional (we think that it will be also interesting to investigate
the Γ-limit in the weakly nonlocal regime s ∈ [1/2, 1), and in this framework a limit functional
of local type has to be expected).
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Theorem 1.4. Let n > 2 and s ∈ (0, 1). Assume that the kernel K and the potential W
respectively satisfy (K1), (K2), (K4) and (W1), (W2), (W3), (W4), (W5), with ξ = τ > 1.
If s ∈ [1/2, 1), we also require K to fulfill (K3).
For any fixed θ ∈ (0, 1), there exists a constant M0 > 0, depending only on θ and on universal
quantities, such that, given any direction ω ∈ Rn \{0}, we can construct a class A minimizer u
of the energy E for which
(1.6)
{
x ∈ Rn : |u(x)| < θ
}
⊂
{
x ∈ Rn : ω|ω| · x ∈ [0, τM0]
}
.
Furthermore,
• if ω ∈ τQn \ {0}, then u is periodic with respect to ∼τ, ω, while
• if ω ∈ Rn\τQn, then u is the locally uniform limit of a sequence of periodic class A minimizers
of E .
Theorem 1.4 has been proved in [CV17] for the case in which the periodicity scale τ is equal
to 1. Its proof in the more general setting of this paper requires several important modifications
from that of [CV17]. We shall comment more on the differences in the argument at the end of
this section.
In local contexts, similar results have been obtained in [V04] and [CdlL01], where the au-
thors respectively took into account an energy with gradient interaction term and a geomet-
ric functional driven by a heterogeneous perimeter, instead the one appearing in (1.1). See
also [PV05, PV05b, NV07, BV08, D13] for related constructions.
In nonlocal frameworks, Theorem 1.4 here and [CV17, Theorem 1.4] are the first available re-
sults on planelike minimizers, to the best of our knowledge. When the medium is homogeneous
(i.e. K is translation invariant and W does not depend on x), the existence of one-dimensional
minimizers has been investigated in [CS-M05, PSV13, CS14, CS15, CP16].
When comparing Theorem 1.4 to [CV17, Theorem 1.4], it is worth noting that the presence
of a medium with τ -periodicity is mostly reflected at the level of the minimizers in the fact
that the constructed minimizers have level sets contained in a strip of width proportional
to τ , as can be seen in (1.6). Besides being interesting in itself (and not obtainable with the
techniques of [CV17]), this fact leads to important consequences when applied to the class of
scaled functionals that we now introduce.
Given a small ε > 0, we define the scaled energy Eε on any measurable set Ω ⊂ Rn as
(1.7) Eε(u; Ω) =
1
2
∫∫
CΩ
|u(x)− u(y)|2K(x, y) dxdy + 1
ε2s
∫
Ω
W (x, u(x)) dx.
This modified functional has been first studied in [SV12] for the model case of K given by (1.3)
and naturally arises when considering the rescaling
(1.8) Rεu(x) := u
(x
ε
)
.
With the aid of (1.8), it is almost immediate to see that Theorem 1.4 implies the following
analogous result for the functional Eε.
Theorem 1.5. Let n > 2 and s ∈ (0, 1). Assume that the kernel K and the potential W
respectively satisfy (K1), (K2), (K4) and (W1), (W2), (W3), (W4), (W5), with ξ = τ > 1.
If s ∈ [1/2, 1), we also require K to fulfill (K3).
For any fixed θ ∈ (0, 1), there exists a constant M0 > 0, depending only on θ and on universal
quantities, such that, given any ε ∈ (0, τ ] and any direction ω ∈ Rn \ {0}, we can construct a
family of class A minimizers uε of the energy Eε for which{
x ∈ Rn : |uε(x)| < θ
}
⊂
{
x ∈ Rn : ω|ω| · x ∈ [0, τM0]
}
.
Furthermore,
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• if ω ∈ τQn \ {0}, then uε is periodic with respect to ∼τ, ω, while
• if ω ∈ Rn \ τQn, then uε is the locally uniform limit of a sequence of periodic class A
minimizers of Eε.
Observe that the family of minimizers {uε} produced by Theorem 1.5 is such that each
minimizer has intermediate values confined in a strip of width independent of ε. For this being
true, it is crucial that the value M0 found in Theorem 1.4 does not depend on the periodicity
scale τ . Such uniform-in-ε width of the strips where the transitions of the uε’s occur allows to
consider smaller and smaller values of ε and eventually take the limit as ε→ 0+.
In the remaining part of this first section we shall focus on what happens when one takes
this limit.
In the classical Van der Waals-Cahn-Hilliard theory, a gradient term weighted by a small
parameter ε is often introduced in the total energy functional in order to model phase coex-
istence phenomena that exhibit smooth transition interfaces. See e.g. [CGS84, G87] and the
references therein for some more detailed explanations on the subject.
In [M87], in particular, the limit as ε → 0+ of these ε-scaled functionals has been deeply
analyzed through the language of Γ-convergence. It has been proved there that the interfaces
of the minimizers of such functionals converge to a minimal surface, building therefore a bridge
between the Allen-Cahn-Ginzburg-Landau energy and the De Giorgi perimeter.
Nonlocal variants of this Γ-convergence result have also been considered. Typically, one
replaces the gradient penalization with a term that takes into account finite differences and
allows for long-range interactions. In [ABS94, AB98, G09], the authors obtained Γ-convergence
results in which the target functional is still the classical perimeter, in conformity with the
classical theory. More recently, a wider array of behaviors for the limit functional has been
discovered in [SV12]. There, it is shown that (a suitable renormalization in ε of) the family of
energies (1.7), with kernel K given by (1.3), Γ-converges to the standard perimeter when s >
1/2, and to the new notion of fractional perimeter introduced in [CRS10] when s < 1/2.
In what follows, we study the Γ-limit of the functional Eε in (1.7) in the strongly nonlocal
regime s < 1/2. We pose such restriction since we are predominantly interested in the emerging
of a nonlocal perimeter of the type of [CRS10] and, in particular, in deducing from Theorem 1.5
an analogous statement for the minimal surfaces of such perimeter.
We nevertheless believe that it might be interesting to investigate the Γ-limit also in the case
of s > 1/2, presumably obtaining a local, heterogeneous perimeter.
As said right above, we now restrict our attention to kernels that satisfy condition (K2) in
Section 1 with s ∈ (0, 1/2).
Given an open set Ω ⊆ Rn and a measurable set E ⊂ Rn, we define the K-perimeter of E
inside Ω as
(1.9) PerK(E; Ω) := LK(E ∩ Ω,Ω \ E) + LK(E ∩ Ω,Rn \ (E ∪ Ω)) + LK(E \ Ω,Ω \ E),
where, for any two disjoint measurable sets A,B ⊂ Rn, we set
LK(A,B) :=
∫
A
∫
B
K(x, y) dxdy.
We stress that, when K is given by (1.3), the K-perimeter boils down to the fractional
perimeter introduced in [CRS10].
Anisotropic versions of this nonlocal perimeter have first been studied in [L14]. The very re-
cent paper [CSV16] deals with an even more general class of anisotropic perimeter functionals,
driven by kernels which are not necessarily homogeneous. With definition (1.9), we consider a
perimeter that may possibly be also space-dependent and therefore model a completely hetero-
geneous environment.
In the following, we study the minimizers of PerK , especially in the whole space R
n. In
analogy with Definitions 1.1 and 1.2, we consider the following concepts of minimizers.
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Definition 1.6. Let Ω be an open subset of Rn. Given a measurable set E ⊂ Rn, we say that
its boundary ∂E is a minimal surface for PerK in Ω if PerK(E; Ω) < +∞ and
PerK(E; Ω) 6 PerK(F ; Ω),
for any measurable set F such that F \ Ω = E \ Ω.
Definition 1.7. The boundary ∂E of a measurable set E ⊂ Rn is said to be a class A minimal
surface for PerK if it is a minimal surface for PerK in every bounded open set Ω ⊂ Rn.
As a first result, we show that PerK is the Γ-limit of the functionals Eε defined in (1.7), in
the appropriate topology. Observe that, in the notation of (1.4), we may write
(1.10) PerK(E; Ω) =
1
4
KK(χE − χRn\E ; Ω).
We then introduce the space of functions
X :=
{
u ∈ L∞(Rn) : ‖u‖L∞(Rn) 6 1
}
,
and we endow it with the L1loc(R
n) topology. In view of the representation in (1.10), the K-
perimeter may be seen as acting on the subset of X composed by the modified characteristic
functions of the form χE − χRn\E , for measurable sets E. Actually, we may extend it to a
functional GK(·,Ω) : X → [0,+∞] by setting
GK(u; Ω) :=
{
KK(u; Ω) if u|Ω = χE − χRn\E for some measurable E ⊆ Ω
+∞ otherwise.
When no confusion may arise, we omit the dependence of GK on the kernel K and simply refer
to this functional as G .
We have the following Γ-convergence result.
Proposition 1.8. Let n > 1 and s ∈ (0, 1/2). Assume the kernel K to be a non-negative
function satisfying (K1) and the potential W to fulfill conditions (W1), (W2), (W3).
Then, the family of functionals Eε Γ-converges to G on X . That is,
(i) for any uε converging to u in X , it holds
G (u; Ω) 6 lim inf
ε→0+
Eε(uε; Ω) for any open set Ω ⊆ Rn;
(ii) for any u ∈ X , there exists uε converging to u in X such that
G (u; Ω) > lim sup
ε→0+
Eε(uε; Ω) for any open set Ω ⊆ Rn.
In view of the above proposition, we see that the K-perimeter is the correct geometric
counterpart to the energy functional Eε, when s < 1/2. Consequently, the minimizers of PerK
might be treated as limits of the minimizers of Eε.
In this spirit, we may take the limit as ε → 0+ in Theorem 1.5 and obtain the existence of
planelike minimal surfaces for the K-perimeter. Before doing this, we extend Definition 1.3 to
get a notion of ∼τ,ω-periodicity for the subsets of Rn.
Definition 1.9. We say that a set A ⊆ Rn is periodic with respect to ∼τ, ω or simply ∼τ, ω-
periodic if
x ∈ A implies that y ∈ A for any y ∈ Rn such that y ∼τ, ω x.
We are now in position to state the following
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Theorem 1.10. Let n > 2 and s ∈ (0, 1/2). Assume that the kernel K satisfies condi-
tions (K1), (K2) and (K4), with ξ = τ > 1.
There exists a universal constant M0 > 0 for which, given any direction ω ∈ Rn \ {0}, we can
construct a class A minimal surface ∂E for the perimeter PerK such that{
x ∈ Rn : ω|ω| · x < 0
}
⊂ E ⊂
{
x ∈ Rn : ω|ω| · x 6 τM0
}
.
Furthermore,
• if ω ∈ τQn \ {0}, then ∂E is periodic with respect to ∼τ, ω, while
• if ω ∈ Rn\τQn, then ∂E is the locally uniform limit of a sequence of periodic class A minimal
surfaces for PerK .
Recently, we also obtained a version of Theorem 1.10 with different methods, by taking a
suitable limit of an Ising model on a lattice, see Theorem 1.7 of [CDV17b].
In local frameworks, a counterpart of Theorem 1.10 has first been obtained in [CdlL01] for
a class of periodic perimeter functionals in Rn and more general Riemannian contexts. This
result generalizes to any dimension classical statements on the existence of geodesics on 2-
dimensional periodic manifolds ([M24, H32]). The result of [CdlL01] has then been obtained
again in [V04] via a Γ-convergence approach that motivates and inspires ours here.
Before heading to the proofs of the results previously stated, we conclude this introductory
section with a brief remark on the argument that we follow to prove our main contribution,
Theorem 1.4.
The strategy adopted is, in some steps, close to the one developed in [V04] and later trans-
lated to this nonlocal setting in [CV17]. Basically, we first restrict ourselves to directions ω
that belong to τQn, as the irrational ones may be dealt with a limiting procedure. For such ra-
tional ω’s, we use the compactness provided by the equivalence relation ∼ to construct an
appropriately constrained minimizer uMω for E in the strip
SMω =
{
x ∈ Rn : ω · x ∈ [0,M ]
}
,
for any large M > 0. The proof then finishes by proving that, for M large enough, the
candidate uMω is indeed a class A minimizer, as desired.
The essential, and important, difference between the proof provided here and that of [CV17]
lies in the conclusive step.
In [CV17], the proof that uMω is a class A minimizer relies on the coupling of uniform C
α
estimates on uMω with suitable bounds from above on the growth of the energy E on large balls.
Such energy estimates have first been proved in [CC10, CC14, SV14] for functionals related to
the fractional Laplacian. A more general version of this result can be found in [CV17]. Setting
(1.11) Ψs(t) :=

t1−2s if s ∈ (0, 1/2)
log t if s = 1/2
1 if s ∈ (1/2, 1),
for t > 1, it may be stated as follows.
Proposition 1.11 ([CV17]). Let n > 1, s ∈ (0, 1), x0 ∈ Rn and R > 3. Assume that K
and W satisfy (K1), (K2) and (W1), (W3), respectively. If u : Rn → [−1, 1] is a minimizer
of E in BR+2(x0), then
(1.12) E (u;BR(x0)) 6 CR
n−1Ψs(R),
for some constant C > 1 which depends on n, s, Λ and κ.
Though simple and rather elementary, the proof of [CV17] does not scale well with the
parameter τ , in the sense that, once applied in the framework of this paper, it does not provide
information on the dependence on τ of the width of the strip appearing on the right-hand side
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of inclusion (1.6). As one can easily convince himself, the dependence stated in (1.6) (that is,
width of the strip ≃ M0τ) is crucial for obtaining Theorem 1.5. Furthermore, the reason for
which such dependence can not be detected is that the Ho¨lder estimates of [CV17, Section 2] do
not rely at all on the double-well structure of the potential W and do not match appropriately
with the rescaling (1.8).
Here, we solve this issue by correcting our strategy and making it more adherent to those
traced in [CdlL01, V04]. In more concrete terms, we replace the use of the Cα bounds with
a powerful tool, frequently associated with Allen-Cahn equations and minimal surfaces: the
density estimates.
Density estimates are a classical device in geometric measure theory, where they are used
to study minimal surfaces. In PDEs, they have first been introduced in [CC95] to obtain
the uniform convergence of the level sets of the minimizers to Ginzburg-Landau-type energies
driven by the L2 norm of the gradient. Later on, they have been generalized to more general
functionals with gradient structures (see for instance [V04, PV05, PV05b, NV07]) and, more
recently, to nonlocal energies driven by Gagliardo seminorms (see [SV11, SV14]).
In this paper, we present a version of the density estimates compatible with our setting. To
obtain such results, we suitably modify the arguments of [SV11, SV14].
Moreover, we couple these density estimates with a bound from below on the energy of non-
trivial minimizers of E , which is a counterpart of Proposition 1.11 and a proof of their general
optimality.
As we believe that these two results may be interesting in themselves and useful in other
contexts, we include their statements here in the introduction.
Theorem 1.12. Let n > 2 and s ∈ (0, 1). Assume K and W to respectively satisfy (K1), (K2)
and (W1), (W2), (W3), (W4). If s ∈ [1/2, 1), also suppose that K fulfills (K3).
Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for some x0 ∈ Rn and R > 0. Fix θ, θ0 ∈
(−1, 1). If u(x0) > θ0, then there exist two constants c¯ ∈ (0, 1), depending on universal
quantities, and R¯ = R¯(θ, θ0) > 2, that may also depend on θ and θ0, such that
(1.13) |{u > θ} ∩ BR(x0)| > c¯Rn,
provided R¯ 6 R 6 ξ/3. Similarly, if u(x0) 6 θ0, then
(1.14) |{u < θ} ∩ BR(x0)| > c¯Rn,
provided R¯ 6 R 6 ξ/3.
Theorem 1.13. Let n > 2 and s ∈ (0, 1). Assume K and W to respectively satisfy (K1), (K2)
and (W1), (W2), (W3), (W4). If s ∈ [1/2, 1), also suppose that K fulfills (K3).
Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for some x0 ∈ Rn and R > 0. If u(x0) ∈
[−θ0, θ0], for some θ0 ∈ (0, 1), then there exist two constants c0 ∈ (0, 1) and R0 > 1, depending
only on θ0 and on universal quantities, such that
(1.15) E (u;BR(x0)) > c0R
n−1Ψs(R),
provided R0 6 R 6 ξ.
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See also Proposition 3.2 in Section 3 for a bound from below on the measure of the interface of
non-trivial minimizers. This result has been already announced1 in [CDV17a] in an equivalent
formulation for the minimizers uε of the rescaled functional (1.7).
The remaining part of this paper is organized as follows.
In Section 2 we gather some technical and auxiliary results that will be used throughout the
following sections.
Sections 3 and 4 are respectively devoted to the proofs of the density estimates of Theo-
rem 1.12 and the energy estimate of Theorem 1.13. An important consequence of the combi-
nation of these two results - the so-called clean ball condition - is contained in Proposition 4.6,
at the end of Section 4.
In Section 5 we address Theorem 1.4. As, for a large part, the proof follows closely the one
displayed in [CV17, Sections 4 and 5], we only sketch the general argument and focus on the
key differences.
Section 6 contains the proof of the Γ-convergence result stated in Proposition 1.8.
In the conclusive Section 7 we deal with Theorem 1.10, by showing how it can be deduced
from Theorem 1.5, with the aid of some arguments closely related to Proposition 1.8.
2. Some auxiliary results
In this preliminary section we collect a few ancillary results of different nature, that will be
needed in the remaining part of the paper.
We begin with a couple of lemmata, containing standard pointwise estimates on the integral
operator LK defined in (1.5). For s < 1/2, we have
Lemma 2.1. Let n > 1 and s ∈ (0, 1/2). Assume that K satisfies (K2). Then, given x ∈
Rn, ρ > 0 and ψ ∈ L∞(Rn) ∩ C0,1(Bρ(x)), it holds
(2.1) |LKψ(x)| 6 CΛ
(‖ψ‖L∞(Rn)ρ−2s + ‖∇ψ‖L∞(Bρ(x))ρ1−2s) ,
for some constant C > 0 which depends on n and s.
Proof. We split the integral defining LKψ(x) as
LKψ(x) = I1 + I2,
1 We take this opportunity to correct some imprecisions contained in [CDV17a]. First of all, in formula (3.3)
the expressions “eithern” and “orn” should be replaced by “either n” and “or n”, respectively. More interest-
ingly, formula (2.2) has to be replaced by
|{|uε| < ϑ2} ∩B1| > cε
and, if s ∈ (1/2, 1), |{|uε| < ϑ2} ∩B1| 6 Cε.
Note that the lower bound is true for any s ∈ (0, 1) and can be easily deduced from Proposition 3.2 by scaling.
On the other hand, the condition s ∈ (1/2, 1) for the upper bound slipped out of the original formula (2.2)
in [CDV17a], and this in fact generates the very interesting question on whether this upper bound may hold
true also when s ∈ (0, 1/2]. To the best of our knowledge, the only known upper bound in such generality is
|{|uε| < ϑ2} ∩B1| 6 C
{
ε2s if s ∈ (0, 1/2)
ε| log ε| if s = 1/2,
which can be obtained from an appropriate rescaling of the energy estimate of Proposition 1.11, namely Propo-
sition 7.1 in Section 7.
Actually, as a result of Theorem 1.1(v) of the recent preprint [MSW16], the better bound |{|uε| < ϑ2}∩B1| 6
Cαε
min{4s,α}, for every α ∈ (0, 1), holds true when s ∈ (0, 1/2), for a special class of minimizers and, more in
general, solutions of an Allen-Cahn equation driven by the fractional Laplace operator of order 2s. This result
was obtained in [MSW16] by means of extension methods which cannot be applied directly to deal with general
integrodifferential kernels.
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where
I1 :=
∫
Rn\Bρ(x)
(ψ(x)− ψ(y))K(x, y) dy
I2 :=
∫
Bρ(x)
(ψ(x)− ψ(y))K(x, y) dy.
Applying (K2), we first compute
|I1| 6 2Λ‖ψ‖L∞(Rn)
∫
Rn\Bρ(x)
|x− y|−n−2s dy = n|B1|Λ‖ψ‖L∞(Rn)ρ
−2s
s
.
To control I2 we use the Lipschitzianity of ψ together with (K2) again to get
|I2| 6 Λ‖∇ψ‖L∞(Bρ(x))
∫
Bρ(x)
|x− y|1−n−2s dy = n|B1|Λ‖∇ψ‖L∞(Bρ(x))ρ
1−2s
1− 2s .
These two estimates combined lead to (2.1). 
In the general case of s ∈ (0, 1) - and, most significantly, when s > 1/2 - a similar statement
holds, as long as we add the regularity assumption (K3) on the kernel K.
Lemma 2.2. Let n > 1 and s ∈ (0, 1). Assume that K satisfies (K2) and (K3). Then,
given x ∈ Rn, ρ > 0 and ψ ∈ L∞(Rn) ∩ C1,1(Bρ(x)), it holds
(2.2) |LKψ(x)| 6 C
[
Λ
(‖ψ‖L∞(Rn)ρ−2s + ‖∇2ψ‖L∞(Bρ(x))ρ2(1−s))+ Γ|∇ψ(x)|ρν] ,
for some constant C > 0 which depends on n, s and ν.
Proof. We have
|LKψ(x)| 6
∫
Rn\Bρ(x)
|ψ(x)− ψ(y)|K(x, y) dy
+
∫
Bρ(x)
|ψ(x)− ψ(y) +∇ψ(x) · (y − x)|K(x, y) dy
+
∣∣∣∣∣P.V.
∫
Bρ(x)
∇ψ(x) · (y − x)K(x, y) dy
∣∣∣∣∣
=: I1 + I2 + I3.
The term I1 can be estimated exactly as in Lemma 2.1 to deduce
(2.3) I1 6
n|B1|Λ‖ψ‖L∞(Rn)ρ−2s
s
.
On the other hand, the regularity of ψ and again (K2) imply that
(2.4) I2 6 Λ‖∇2ψ‖L∞(Bρ(x))
∫
Bρ(x)
|x− y|2−n−2s dy = n|B1|Λ‖∇
2ψ‖L∞(Bρ(x))ρ2(1−s)
2(1− s) .
Finally, we claim that
(2.5) I3 6
n|B1|Γ|∇ψ(x)|ρν
ν
.
The proof of (2.5) is a little bit more involved. Of course, we may assume that ∇ψ(x) 6= 0, as
if the contrary is true, then (2.5) follows trivially. Write
P.V.
∫
Bρ(x)
∇ψ(x) · (y − x)K(x, y) dy = lim
ε→0+
∫
Bρ(x)\Bε(x)
∇ψ(x) · (y − x)K(x, y) dy,
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and consider the half-annuli
A+ε := {y ∈ Bρ(x) \Bε(x) : ∇ψ(x) · (y − x) > 0}
A−ε := (Bρ(x) \Bε(x)) \A+ε ,
for any small ε > 0. Then,∫
Bρ(x)\Bε(x)
∇ψ(x) · (y − x)K(x, y) dy
=
∫
A+ε
∇ψ(x) · (y − x)K(x, y) dy +
∫
A−ε
∇ψ(x) · (y − x)K(x, y) dy
=
∫
A+ε
∇ψ(x) · (y − x)K(x, y) dy +
∫
A+ε
∇ψ(x) · (x− z)K(x, 2x− z) dz
=
∫
A+ε
∇ψ(x) · (y − x) [K(x, y)−K(x, 2x− y)] dy,
where we applied the change of variables z := 2x − y to the integral over A−ε and we noticed
that this map is a diffeomorphism of A−ε onto A
+
ε . Consequently, by virtue of (K3) we obtain∣∣∣∣∣
∫
Bρ(x)\Bε(x)
∇ψ(x) · (y − x)K(x, y) dy
∣∣∣∣∣ 6 |∇ψ(x)|
∫
A+ε
|y − x| |K(x, y)−K(x, 2x− y)| dy
6 Γ|∇ψ(x)|
∫
Bρ(x)
|y − x|−n+ν dy
=
n|B1|Γ|∇ψ(x)|ρν
ν
,
and thus (2.5). Formula (2.2) then follows from (2.3), (2.4) and (2.5). 
Next, we state a measure theoretic result that assesses the size of the boundary of dense sets
via a cubic grid decomposition. The proposition is based on the relative isoperimetric inequality
and should probably be well-known to the experts in some equivalent form. However, as we
have not been able to find a satisfactory reference in the literature, we present a proof of it in
full details.
Proposition 2.3. Let Qr ⊂ Rn be a closed cube of sides r > 0 and A be an open subset of Rn.
Suppose that there exists a constant c♯ ∈ (0, 1) such that
(2.6) min
{
|A ∩Qr| ,
∣∣Qr \ A∣∣ } > c♯rn.
For any k ∈ N, let P be the non-overlapping (up to negligible sets) partition of Qr in kn closed
cubes with sides of length r/k, parallel to those of Qr. Then,
card
({
Q ∈ P : Q ∩ ∂A 6= ∅
})
> c⋆k
n−1,
for some constant c⋆ ∈ (0, 1) which depends only on n and c♯.
Proof. Define the following subclasses of P:
Y := {Q ∈ P : Q ⊆ A} ,
R := {Q ∈ P : Q ⊆ Qr \ A} ,
G := {Q ∈ P : Q ∩ ∂A 6= ∅} = P \ (Y ∪R) .
With this notation, we need to show that card(G) > c⋆kn−1.
To do this, we first divide Y into connected clusters of adjacent cubes, i.e. we write
Y =
NY⋃
j=1
Yj,
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where each Yj is made up of adjacent cubes. Analogously, we write
R =
NR⋃
j=1
Rj .
Of course, card(Yj), card(Rj) 6 kn, for any j. Moreover, we adopt the notation
Yj :=
⋃
Q∈Yj
Q, Y :=
NY⋃
j=1
Yj , Rj :=
⋃
Q∈Rj
Q, R :=
NR⋃
j=1
Rj and G :=
⋃
Q∈G
Q,
for the subsets of Qr corresponding to the families Yj, Y , Rj , R and G. In view of (2.6),(
card(Y) + card(G)
)( r
k
)n
=
∑
Q∈Y∪G
|Q| > |A ∩Qr| > c♯rn.
Hence,
either card(Y) > c♯
2
kn, or card(G) > c♯
2
kn.
With the same argument we obtain that
either card(R) > c♯
2
kn, or card(G) > c♯
2
kn.
Now, if the bound for card(G) is true, we are done. Thus, we assume the other two options to
hold, so that
(2.7)
NY∑
j=1
card(Yj)(n−1)/n =
NY∑
j=1
card(Yj)
card(Yj)1/n >
1
k
NY∑
j=1
card(Yj) = card(Y)
k
>
c♯
2
kn−1,
and analogously for the Rj ’s. But then, by the relative isoperimetric inequality in cubes (see
e.g. [P12, Corollary 5.9.13]),
(2.8) Per
(
Yj,
◦
Qr
)
> c1min
{
|Yj|, |
◦
Qr \ Yj|
}(n−1)/n
,
for any j = 1, . . . , NY and for some dimensional constant c1 ∈ (0, 1). Similarly for the Rj ’s.
Notice now that
either |Yj| 6 |
◦
Qr \ Yj| for any j = 1, . . . , NY , or |Rj | 6 |
◦
Qr \Rj | for any j = 1, . . . , NR.
We assume, without loss of generality, that the above property holds for the Yj’s. By using (2.7)
and (2.8), we get
Per
(
Y,
◦
Qr
)
=
NY∑
j=1
Per
(
Yj,
◦
Qr
)
> c1
NY∑
j=1
|Yj|(n−1)/n
= c1
( r
k
)n−1 NY∑
j=1
card(Yj)(n−1)/n > c2rn−1,
for some c2 ∈ (0, 1) depending only on n and c♯. But then, the Yj’s may only confine with the
set G. Hence, Per(G,
◦
Qr) > c2r
n−1 and thus
2n
( r
k
)n−1
card(G) =
∑
Q∈G
Per(Q) > Per(G,
◦
Qr) > c2r
n−1,
from which the thesis follows. 
The above result may be further sharpened as follows. In this enhanced form, such estimation
will be used later in Section 4.
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Corollary 2.4. Let Qr ⊂ Rn be a closed cube of sides r > 0 and A be an open subset of Rn for
which (2.6) holds true, for some c♯ ∈ (0, 1). Then, for any k ∈ N, there exists a collection Q =
{Q(j)}Nj=1 of non-overlapping closed cubes with sides of length r/k, parallel to those of Qr,
each Q(j) contained in
◦
Q2r and centered at some point
xj ∈ Qr ∩ ∂A.
The cardinality N of the family can be chosen to satisfy
N > c⋆⋆k
n−1,
for some constant c⋆⋆ ∈ (0, 1) depending only on n and c♯.
Proof. Given k ∈ N, divide Qr into the non-overlapping partition P described in Proposi-
tion 2.3. By virtue of Proposition 2.3 itself, we already know that the number of cubes in
this partition that have non-trivial intersection with ∂A is at least c⋆k
n−1, for some con-
stant c⋆ ∈ (0, 1) which depends on n and c♯. Denote these cubes by Q˜(j), for j = 1, . . . , N˜ ,
with N˜ > c⋆k
n−1, and let xj ∈ Q˜(j)∩∂A be the intersection points. We now translate each Q˜(j)
to obtain a new cube Q(j) centered at xj . Notice that, by reducing the total number of the
cubes Q(j)’s to N := N˜/3n, we may assume the new family to be non-overlapping. This
concludes the proof. 
We conclude the section with the following simple lemma on the L1 convergence of the
superlevel sets of a particular class of pointwise converging sequences of functions.
Lemma 2.5. Let Ω be an open bounded subset of Rn. Let {uj} be a sequence of measurable
functions uj : Ω→ R converging a.e. in Ω to u = χE − χΩ\E, for some measurable set E ⊆ Ω.
Then, given any η ∈ (−1, 1),
lim
j→+∞
|E∆{uj > η}| = 0.
Proof. First, note that
(2.9) χ{uj>η} −→ χE a.e. in Ω.
Indeed, for a.e. x ∈ E, we have uj(x)→ u(x) = χE(x)−χΩ\E(x) = 1. Hence, uj(x) > η for any
large enough j, i.e. χ{uj>η}(x) = 1 = χE(x). Analogously, one checks that, for a.a. x ∈ Ω \ E,
it holds χ{uj>η} = 0 = χE(x), for j sufficiently large. Then, (2.9) holds true.
To conclude the proof of the lemma, we simply apply formula (2.9) in combination with
Lebesgue’s dominated convergence theorem. We get
lim
j→+∞
|E∆{uj > η}| = lim
j→+∞
∫
Ω
∣∣χE(x)− χ{uj>η}(x)∣∣ dx = 0. 
3. Density estimates. Proof of Theorem 1.12
In this section we establish the density estimates for the minimizers of E , thus proving
Theorem 1.12. The argument follows the lines of that developed in [SV11, SV14]. Here we
only sketch the general strategy and outline the main differences in our version.
As a first step, we construct the following barrier, that was also considered in [CP16].
Lemma 3.1. Let n > 1, s ∈ (0, 1) and assume that K satisfies (K1) and (K2). Given
any δ > 0 there exists a constant C > 1, depending on δ and on universal quantities, such that
for any C 6 R we can construct a symmetric radially non-decreasing function
w ∈ C1,1 (Rn, [−1 + C−1R−2s, 1]) ,
with
w = 1 in Rn \BR,
which satisfies
(3.1) |LKw(x)| 6 δ (1 + w(x)) ,
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and
(3.2)
1
C
(R + 1− |x|)−2s 6 1 + w(x) 6 C (R + 1− |x|)−2s ,
for any x ∈ BR.
The proof of Lemma 3.1 is an adaptation of that of [SV14, Lemma 3.1] for the fractional
Laplacian. In our case, the computations involved are slightly more delicate, due to the more
general form of the interaction kernel.
Proof of Lemma 3.1. Fix a value
(3.3) r1 > 2
3/s,
and let r > r1. Then, set ℓ(t) := (r − t)−2s, for any 0 6 t < r, and define
γr := [ℓ(r − 1)− ℓ(r/2)− ℓ′(r/2) (r/2− 1)]−1 .
Note that
ℓ(r − 1)− ℓ(r/2)− ℓ′(r/2)(r/2− 1) = 1− 22s (1 + 2s− 4sr−1) r−2s
> 1− 12r1−2s
> 1/2,
for any r > r1. Thus, γr is well-defined and
(3.4) 1 < γr 6 2.
Consider the function h : [0,+∞)→ [0, 1] defined by
h(t) :=

0 if t ∈ [0, r/2)
γr (ℓ(t)− ℓ(r/2)− ℓ′(r/2)(t− r/2)) if t ∈ [r/2, r − 1)
1 if t > r − 1.
We have
h(r/2) = 0, h′(r/2) = 0 and h(r − 1) = 1,
so that h ∈ C0,1([0,+∞))∩C1,1([0, r− 1]). Furthermore, recalling (3.4), for t ∈ (r/2, r− 1) we
have
(3.5)
|h′(t)| = γr|ℓ′(t)− ℓ′(r/2)| = 2sγr
[
(r − t)−2s−1 − (r/2)−2s−1] 6 4(r − t)−2s−1
|h′′(t)| = γr|ℓ′′(t)| = 2s(2s+ 1)γr(r − t)−2s−2 6 12(r − t)−2s−2.
As h is constant outside of (r/2, r − 1), the above estimates also holds for a.a. t > 0.
We want to modify h between r−2 and r−1 in order to obtain a new function g of class C1,1 on
the whole half-line. To do this, let η ∈ C∞([0,+∞)) be a cut-off function with 0 6 η 6 1, η = 1
in [0, r − 7/4], η = 0 in [r − 5/4,+∞), −4 6 η′ 6 0 and |η′′| 6 32. We then set
g(t) := η(t)h(t) + 1− η(t) for any t > 0.
Of course, g ∈ C1,1([0,+∞)), 0 6 g 6 1 and g coincides with h outside of (r − 2, r − 1). On
the other hand, by (3.5), for t ∈ (r − 2, r − 1) we compute
|g′(t)| 6 |h′(t)|χ[r−2,r−5/4](t) + 4(1− h(t))
6 4(r − t)−2s−1χ[r−2,r−5/4](t) + 4
6 40min
{
1, (r − t)−2s−1} ,
and
|g′′(t)| 6 |h′′(t)|χ[r−2,r−5/4](t) + 8|h′(t)|χ[r−7/4,r−5/4](t) + 32(1− h(t))
6 12(r − t)−2s−2χ[r−2,r−5/4](t) + 32(r − t)−2s−1χ[r−7/4,r−5/4](t) + 32
6 600min{1, (r − t)−2s−2}.
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By combining these last two estimates with (3.5) (recall that g = h outside of (r − 2, r − 1)),
we conclude that there exists a numerical constant c1 > 0 such that
(3.6) |g′(t)| 6 c1min{(r − t)−2s−1, 1} and |g′′(t)| 6 c1min{(r − t)−2s−2, 1},
for a.a. t ∈ [0, r]. Moreover, we claim that
(3.7) min
{
(r − t)−2s, 1} 6 g(t) + 16r−2s 6 20min{(r − t)−2s, 1} for any t ∈ [0, r].
Since the right-hand inequality of (3.7) follows almost directly from the definition of g, we
focus on the left estimation. The bound is clearly valid when t > r − 1, as g = 1 there. Also,
when t 6 r/2, it holds g = 0 and (r− t)−2s 6 4r−2s. Finally, when t ∈ (r/2, r− 1), using (3.4)
we have
g(t) > h(t) > ℓ(t)− ℓ(r/2)− ℓ′(r/2) (t− r/2)
= (r − t)−2s − (r/2)−2s − 2s(r/2)−2s−1 (t− r/2)
> (r − t)−2s − 22s (1 + 2s) r−2s
> (r − t)−2s − 16r−2s.
In any case, (3.7) is established.
Let now v(x) := g(|x|), for any x ∈ Rn. By the properties of g, we recover that v ∈ C1,1(Rn)
is radially symmetric, radially non-decreasing and satisfies v = 0 in Br/2, v = 1 in R
n \ Br.
Moreover, we infer from (3.7) that, for x ∈ Br, it holds
(3.8) min
{
(r − |x|)−2s, 1} 6 v(x) + 16r−2s 6 20min{(r − |x|)−2s, 1} .
We claim that for any x ∈ Br
(3.9) ‖∇v‖L∞(Bmax{(r−|x|)/2,1}(x)) 6 c2max
{
r − |x|
2
, 1
}−2s−1
,
and
(3.10) ‖∇2v‖L∞(Bmax{(r−|x|)/2,1}(x)) 6 c2max
{
r − |x|
2
, 1
}−2s−2
,
for some dimensional constant c2 > 0. Estimate (3.9) is almost immediate. Indeed, recall-
ing (3.6), for any y ∈ Br we get
(3.11) |∇v(y)| = |g′(|y|)| 6 c1min{(r − |y|)−2s−1, 1}.
Fix now x ∈ Br and take any y ∈ B(r−|x|)/2(x). Clearly, y ∈ Br. Also,
|y| 6 |y − x|+ |x| 6 r − |x|
2
+ |x| = r + |x|
2
,
and thus
r − |y| > r − r + |x|
2
=
r − |x|
2
.
By this and (3.11), it follows that
(3.12) |∇v(y)| 6 c1min
{(
r − |x|
2
)−2s−2
, 1
}
,
for any y ∈ B(r−|x|)/2(x). Finally, when (r−|x|)/2 6 1 we use again (3.11) to deduce that (3.12)
holds also for y ∈ B1(x) ∩ Br. The proof of (3.10) follows similarly, by noticing that, for y ∈
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Br \Br/2, by (3.6) it holds∣∣∇2v(y)∣∣ 6 |g′′(|y|)|+√2(n+ 1) |g′(|y|)||y|
6 2nc1
(
min
{(
r − |y|
2
)−2s−2
, 1
}
+ |y|−1min
{(
r − |y|
2
)−2s−1
, 1
})
6 50nc1min{(r − |y|)−2s−2, 1},
where to obtain the last inequality we took advantage of the fact that |y| > r/2 > r − |y|
and r > r1 > 2, by (3.3).
With this in hand, we can deduce an estimate for LKσv in Br, where Kσ is the scaled kernel
defined by
Kσ(x, y) := K(σx, σy), for a.a. x, y ∈ Rn,
with σ > 1. Observe that Kσ satisfies (K1), (K2) and (K3) with λσ := σ
−n−2sλ, Λσ := σ−n−2sΛ
and Γσ := σ
−n−1+νΓ. We apply either Lemma 2.1, if s < 1/2, or Lemma 2.2, if s > 1/2,
with ρ = max {(r − |x|)/2, 1}. In view of (3.9), (3.10) and (3.8), it is easy to see that, for
any x ∈ Br,
(3.13) |LKσv(x)| 6 c3σ−n−1+ν¯
(
v(x) + 16r−2s
)
,
for some constant c3 > 0, which may depend on n, s, Λ and also Γ, if s > 1/2, and where we
set
ν¯ :=
{
1− 2s if s ∈ (0, 1/2)
ν if s ∈ [1/2, 1).
Without loss of generality, we may take
(3.14) c3 > δ.
We are now able to construct the function w. We take R > R0, with
(3.15) R0 :=
(c3
δ
) 1
1−ν¯
r1,
and set
(3.16) r :=
r1
R0
R.
Notice that r > r1. We then define
w(x) := (2− β)v
( r
R
x
)
+ β − 1,
where β := 32r−2s. Clearly, β ∈ (0, 1), since r > r1 and (3.3) is in force.
The function w thus obtained inherits all the qualitative properties of v. That is, w is of
class C1,1(Rn), is radially symmetric and radially non-decreasing. Moreover, w = β−1 in BR/2
and w = 1 in Rn \BR. Now we check that w satisfies properties (3.1) and (3.2).
By changing variables appropriately, applying (3.13) with σ := R/r > 1, which holds thanks
to (3.14), and recalling definitions (3.15)-(3.16), we get
|LKw(x)| = (2− β)
(
R
r
)n ∣∣∣LKR/rv ( rRx)∣∣∣
6 c3(2− β)
(
R
r
)−1+ν¯ (
v
( r
R
x
)
+ 16r−2s
)
6 c3
(
R
r
)−1+ν¯ (
(2− β)v
( r
R
x
)
+ 32r−2s
)
= δ (1 + w(x)) ,
PLANELIKE MINIMIZERS OF NONLOCAL ENERGIES AND FRACTIONAL PERIMETERS 19
for any x ∈ BR. Thus, (3.1) is established. The validity of the inequalities in (3.2) basically
relies on (3.8). Namely, being β positive and taking advantage of the upper estimate in (3.8),
along with (3.15) and (3.16), we have, for any x ∈ BR,
1 + w(x) 6 2
[
v
( r
R
x
)
+ 16r−2s
]
6 40min
{(c3
δ
) 2s
1−ν¯
(R− |x|)−2s , 1
}
6 c4 (R + 1− |x|)−2s ,
for some constant c4 > 0 which depends on n, s,Λ,Γ, ν and δ. The left-hand inequality of (3.2)
follows similarly. Indeed, we first note that 2−β > 1, since β 6 1. Hence, by this, (3.8), (3.15)
and (3.16), we get
1 + w(x) > v
( r
R
x
)
+ 16r−2s > min
{(c3
δ
) 2s
1−ν¯
(R− |x|)−2s , 1
}
> c5 (R + 1− |x|)−2s ,
for some c5 > 0 which depends on the same parameters as c4.
The proof of the lemma is therefore complete, by eventually taking
C := max
{
R0,
1
32
(
r1
R0
)2s
, c4,
1
c5
}
. 
We now proceed to the
Proof of Theorem 1.12. Of course, it is enough to prove the result for x0 = 0. Also, we can
restrict ourselves to show the validity of (1.13) only, as the dual estimate (1.14) can be then
recovered in a completely analogous fashion or by just exchanging u with −u.
Note that, thanks to a simple argument involving the energy estimate (1.12), we can assume
without loss of generality θ 6 θ0. Furthermore, we are free to prove the existence of suitable
constants c¯ and R¯ (as in the statement of the theorem) that both depend on θ, θ0, along with
universal quantities. Then, employing again the energy estimates, we are able to prove that c¯
actually depends on universal quantities only. We refer to [SV14, Subsection 3.1] for more
details on this.
By the Ho¨lder continuity of u (see e.g. [CV17, Section 2]), we infer from u(0) > θ0, which
holds by hypothesis, that there exist two constants Ro ∈ (0, R) and µ > 0 such that
(3.17) |{u > θ} ∩ BRo | > µ.
Moreover, after a scaling argument, we are allowed to suppose µ > en. See again [SV14,
Subsection 3.1].
Fix H > 2(Ro+1) and take R > 2H . Let w be the C
1,1 function constructed in Lemma 3.1.
Recall that
(3.18) w = 1 in Rn \BR.
Define
(3.19) v := min {u, w} ,
and observe that, by (3.18),
(3.20) v = u in Rn \BR.
Writing for simplicity
K (u;BR) :=
1
2
∫∫
CBR
|u(x)− u(y)|2K(x, y) dxdy,
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where CBR is as in (1.2), in view of (3.19), (3.20) and (K1) we have
K (u− v;BR) + K (v;BR)−K (u;BR)
= −
∫∫
CBR
((u− v)(x)− (u− v)(y)) (v(x)− v(y))K(x, y) dxdy
= −
∫
Rn
∫
Rn
((u− v)(x)− (u− v)(y)) (v(x)− v(y))K(x, y) dxdy
= −2
∫
Rn
∫
Rn
(u(x)− v(x)) (v(x)− v(y))K(x, y) dxdy
= −2
∫
BR∩{w=v<u}
(u(x)− w(x))
(
P.V.
∫
Rn
(w(x)− w(y))K(x, y) dy
)
dx
6 2
∫
BR∩{w<u}
(u(x)− w(x)) |LKw(x)| dx.
The proof then continues as in [SV14]. We take advantage of the minimality of u, together
with hypotheses (W3), (W4) on W and estimates (3.1), (3.2) provided by Lemma 3.1 , to get
K (u− v;BR) + κ
2
∫
BR∩{w<u6θ⋆}
(1 + w) (u− w) dx
6 c
∫
BR∩{u>θ⋆}
(R + 1− |x|)−2s dx−A(R),
for some c > 0, where θ⋆ is any fixed parameter that satisfies
(3.21) − 1 < θ⋆ 6 min {θ,−1 + κ} ,
and
A(R) := κ
∫
BR∩{w<u6θ⋆}
(u− w)2 dx.
Setting
V (R) := |BR {u > θ⋆}| ,
we use the coarea formula along with (K2) to obtain (recall that ξ > 3R)
(3.22)
λ
2
∫
BR
∫
B2R
|(u− v)(x)− (u− v)(y)|2
|x− y|n+2s dxdy +
κ
2
∫
BR∩{w<u6θ⋆}
(1 + w) (u− w) dx
6 K (u− v;BR) + κ
2
∫
BR∩{w<u6θ⋆}
(1 + w) (u− w) dx
6 c
∫ R
0
(R + 1− t)−2s
(∫
∂Bt
χ{u>θ⋆}(x) dHn−1(x)
)
dt−A(R)
= c
∫ R
0
(R + 1− t)−2s V ′(t) dt− A(R).
Recalling the definition (1.11) of Ψs, we claim that
(3.23) V (R−H)n−1n Ψs
(
n
√
V (R−H
)
6 C˜
∫ R
0
(R + 1− t)−2sV ′(t) dt,
for some C˜ > 1, provided H is large enough.
To prove (3.23), we consider separately the two cases s < 1/2 and s > 1/2.
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In the first situation we argue as in [SV11]. Recalling that u−v = 0 outside of BR and using
the fractional Poincare´ inequality, we compute∫
BR
∫
Rn\B2R
|(u− v)(x)− (u− v)(y)|2
|x− y|n+2s dxdy =
∫
BR
|(u− v)(x)|2
(∫
Rn\B2R
dy
|x− y|n+2s
)
dx
6
c
R2s
∫
B2R
|(u− v)(x)|2 dx
6 c
∫
BR
∫
B2R
|(u− v)(x)− (u− v)(y)|2
|x− y|n+2s dxdy,
from which it follows immediately that∫
BR
∫
B2R
|(u− v)(x)− (u− v)(y)|2
|x− y|n+2s dxdy > c
∫
Rn
∫
Rn
|(u− v)(x)− (u− v)(y)|2
|x− y|n+2s dxdy.
By means of this and the fractional Sobolev inequality, we get
(3.24)
∫
BR
∫
B2R
|(u− v)(x)− (u− v)(y)|2
|x− y|n+2s dxdy > c‖u− v‖
2
L
2n
n−2s (Rn)
= c‖u− v‖2
L
2n
n−2s (BR)
.
Notice that, by taking H large enough (in dependence of θ⋆), by (3.2) we have
w 6 −1 + 1 + θ⋆
2
in BR−H .
Hence,
(3.25) |u− v| > u− v > u− w > 1 + θ⋆
2
in {u > θ⋆} ∩BR−H ,
so that
‖u− v‖2
L
2n
n−2s (BR)
>
(∫
{u>θ⋆}∩BR−H
|(u− v)(x)| 2nn−2s dx
)n−2s
n
>
(
1 + θ⋆
2
)2
|{u > θ⋆} ∩ BR−H |
n−2s
n
= c V (R−H)n−2sn .
This, (3.22) and (3.24) imply claim (3.23) for s < 1/2.
On the other hand, when s > 1/2 we follow the strategy displayed in [SV14]. Define
aR :=
{
u− w > 1 + θ⋆
4
}
∩BR,
bR :=
{
1 + θ⋆
8
< u− w < 1 + θ⋆
4
}
∩ BR,
dR := (R
n \BR) ∪
({
u− w 6 1 + θ⋆
8
}
∩BR
)
.
Note that, by (3.25)
aR ⊇ {u > θ⋆} ∩BR−H ⊇ {u > θ⋆} ∩ BRo .
Hence, by (3.17) and (3.21) we deduce that
(3.26) |aR| > µ,
so that we may apply the geometric formula (3.46) in [SV14] to obtain that∫
aR
∫
dR
dxdy
|x− y|n+2s + |bR| > 2c1 |aR|
n−1
n Ψs
(
n
√
|aR|
)
,
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for some constant c1 > 0. We then observe that∫
aR
∫
Rn\B2R
dxdy
|x− y|n+2s 6
c2
R2s
|aR|,
for c2 > 0, and thus∫
aR
∫
dR∩B2R
dxdy
|x− y|n+2s + |bR| =
∫
aR
∫
dR
dxdy
|x− y|n+2s + |bR| −
∫
aR
∫
Rn\B2R
dxdy
|x− y|n+2s
> 2c1 |aR|n−1n Ψs
(
n
√
|aR|
)
− c2
R2s
|aR|
= |aR|n−1n Ψs
(
n
√
|aR|
)2c1 − c2
R2s
n
√|aR|
Ψs
(
n
√|aR|)

> |aR|n−1n Ψs
(
n
√
|aR|
)[
2c1 − c3
R2s−1Ψs (R)
]
,
for some constant c3 > 0. Note that in the last line we took advantage of the fact that the
function t/Ψs(t) is monotone increasing, at least
2 for t > e. Since s > 1/2, we may and do
choose R sufficiently large for the quantity in square brackets to be larger than c1. This yields
that ∫
aR
∫
dR∩B2R
dxdy
|x− y|n+2s + |bR| > c1|aR|
n−1
n Ψs
(
n
√
|aR|
)
.
With the aid of this estimate and (3.22), an approach identical to that followed by [SV14]
easily implies that (3.23) holds true also when s > 1/2.
To conclude the proof of the theorem, we note that (3.23) is formula (3.55) of [SV14]. An
iterative procedure as the one performed there then finishes the argument. 
The density estimates that we just proved ensure that both the sub- and superlevel sets of
non-trivial minimizers have full measure in large balls. In the next result we use such estimates
to deduce some information on the size of the interfaces of those minimizers.
Proposition 3.2. Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for some x0 ∈ Rn
and R > 0. Fix θ, θ0 ∈ (0, 1) and suppose that u(x0) ∈ [−θ0, θ0]. Then, there exist two
constants c˜ ∈ (0, 1) and R˜ > 4 such that
(3.27) |{|u| < θ} ∩ BR(x0)| > c˜Rn−1,
provided R˜ 6 R 6 ξ. The constants c˜ and R˜ depend only on θ, θ0 and on universal quantities.
Proof. It is well-known that u is of class C0,α(B3R/4(x0)), for some universal α ∈ (0, 1), with
Ho¨lder norm bounded independently of R > 1, that is
(3.28) ‖u‖C0,α(B3R/4(x0)) 6 C1,
for some universal constant C1 > 1. See e.g. [C17] or [CV17, Section 2] for a thorough proof
of this fact.
Now, we focus on the proof of (3.27). Notice that we can restrict ourselves to take θ > 0
suitably small.
We initially assume that u(x0) = 0. We claim that there exists δ ∈ (0, 1), depending on θ
and on universal quantities, for which
(3.29) {|u| < θ} ∩ BR/3(x0) ⊇ {|d| < δ} ∩ BR/3(x0),
where we indicate with d the signed distance from the set Rn \ {u > 0}, that is
d(x) :=
{
dist (x,Rn \ {u > 0}) if x ∈ {u > 0}
−dist (x, {u > 0}) if x ∈ Rn \ {u > 0},
2We point out that, by (3.26) and the fact that we chose µ > en, it follows immediately that n
√|aR| > e.
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for any x ∈ Rn. Note that
(3.30) {d > 0} ∩ BR/3(x0) = {u > 0} ∩BR/3(x0).
To check that (3.29) holds true, let δ ∈ (0, 1) and, given x ∈ {|d| < δ} ∩BR/3(x0), take yx ∈
{u = 0} ∩ B3R/4(x0) to be a point at which d(x) = |x− yx|. Then, by (3.28) we have
|u(x)| = |u(x)− u(yx)| 6 C1 |x− yx|α = C1d(x)α < C1δα,
and hence |u(x)| < θ, if we choose δ 6 (θ/C1)1/α. Thus, (3.29) follows.
Also observe that, in particular, formulae (3.29) and (3.30) yield that
(3.31) {u > θ} ∩ BR/3(x0) ⊆ {d > δ} ∩ BR/3(x0).
After this preliminary work, we are in position to show that (3.27) is valid. We use (3.29)
and the coarea formula (applied to the function d) to compute
(3.32)
∣∣{|u| < θ} ∩ BR/3(x0)∣∣ > ∣∣{|d| < δ} ∩ BR/3(x0)∣∣ = ∫
{|d|<δ}∩BR/3(x0)
|∇d(x)| dx
=
∫ δ
−δ
Per
({d = t} , BR/3(x0)) dt,
as the gradient of the distance function has modulus equal to 1. Notice that Per(E,Ω) indicates
the perimeter of a Borel set E inside a domain Ω. Now, we assume without loss of generality
(up to changing u with −u) that∣∣{u > 0} ∩ BR/3(x0)∣∣ 6 ∣∣BR/3(x0) \ {u > 0}∣∣ ,
and we consider t ∈ [δ/2, δ]. Thanks to this reduction, the fact that {d > t} ⊂ {d > 0} and
identity (3.30), it is clear that∣∣{d > t} ∩ BR/3(x0)∣∣ 6 ∣∣BR/3(x0) \ {d > t}∣∣ ,
so that the relative isoperimetric inequality yields
Per
({d = t}, BR/3(x0)) > c2min {∣∣{d > t} ∩BR/3(x0)∣∣ , ∣∣BR/3(x0) \ {d > t}∣∣}(n−1)/n
= c2
∣∣{d > t} ∩BR/3(x0)∣∣(n−1)/n
> c2
∣∣{d > δ} ∩ BR/3(x0)∣∣(n−1)/n ,
for some dimensional constant c2 > 0. Hence, by taking advantage of this and of estimate (3.31),
in virtue of (3.32) we get
∣∣{|u| < θ} ∩ BR/3(x0)∣∣ > c2 ∫ δ
δ/2
∣∣{d > δ} ∩ BR/3(x0)∣∣(n−1)/n dt
> c3
∣∣{u > θ} ∩BR/3(x0)∣∣(n−1)/n ,
for some constant c3 > 0 depending on θ and on universal quantities. The thesis then follows
by virtue of Theorem 1.12.
Now we only have to deal with the more general case of u(x0) ∈ [−θ0, θ0]. In this scenario,
we know by Theorem 1.12 that there exist two points x1, x2 ∈ BR/3(x0) such that u(x1) > 1/2
and u(x2) < −1/2. By continuity, we may thus find x¯ ∈ BR/3(x0) at which u vanishes. But
then, we may apply the estimate obtained above to the ball BR/3(x¯) ⊂ BR(x0) to conclude the
proof. 
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4. Energy estimates. Proof of Theorem 1.13
In this section, we show that the bound provided by Proposition 1.11 is sharp, in the sense
that the energy of every non-trivial (i.e. different from the constant functions 1 and −1)
minimizer can be also controlled from below by a term that has the same growth in R as the
right-hand side of (1.12). That is, we prove Theorem 1.13.
The argument leading to (1.15) changes significantly as s takes different values in the inter-
val (0, 1). In particular, we first establish (1.15) for the case s > 1/2, by inspecting the potential
term of E . Then, we look at the kinetic term K to obtain the estimate when s < 1/2. Finally,
a deeper analysis of the contributions coming from K yields the desired result also for s = 1/2.
We stress that such differences in the proof of (1.15) as s varies in (0, 1) are the effect of the
competition between the local potential P and the nonlocal interaction term K .
The precise result that we address here is slightly stronger than Theorem 1.13 and can be
stated as follows. Note that throughout the section we always implicitly assume K and W to
satisfy the hypotheses listed in Theorem 1.13.
Proposition 4.1. Let u : Rn → [−1.1] be a minimizer for E in BR(x0), for some x0 ∈ Rn
and R > 0. If u(x0) ∈ [−θ0, θ0], for some θ0 ∈ (0, 1), then there exist two constants c0 ∈ (0, 1)
and R0 > 1, depending only on θ0 and on universal quantities, such that
(4.1) K (u;BR(x0), BR(x0)) + P(u;BR(x0)) > c0R
n−1Ψs(R),
provided R0 6 R 6 ξ.
Observe that (4.1) provides a sharper estimate than (1.15), as the former does not involve
the interaction term over BR(x0)× (Rn \BR(x0)).
As anticipated at the beginning of the section, we remark that the method to prove (4.1)
is very sensitive with respect to the fractional parameter s. Indeed, when s ∈ (1/2, 1), the
proof of (4.1) is considerably simpler than in the other cases, and it follows essentially from
Proposition 3.2: as a matter of fact, when s ∈ (1/2, 1) the problem is “sufficiently close to
the local case” that the optimal bounds are provided directly by the potential energy (which
is, in a sense, of local nature). When s ∈ (0, 1/2] the situation is more complicated and the
kinetic energy plays a dominant role in the estimate. In particular, a fine computation of the
interactions at all scales will be needed to detect the logarithmic correction in the case s = 1/2.
In any case, it might be interesting to determine whether an estimate like (4.1) holds true
for both terms K and P separately.
After this preliminary discussion, we now head to the proof of Proposition 4.1. As a first
result, we estimate from below the growth of the potential term.
Lemma 4.2. Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for some x0 ∈ Rn and R > 0.
If u(x0) ∈ [−θ0, θ0], for some θ0 ∈ (0, 1), then there exist two constants c1 ∈ (0, 1) and R1 > 1,
depending on θ0 and on universal quantities, such that
(4.2) P(u;BR(x0)) > c1R
n−1,
provided R1 6 R 6 ξ.
Proof. Estimate (4.2) is a simple consequence of Proposition 3.2 and hypothesis (W2). Indeed,
P(u;BR(x0)) > γ(θ0) |{|u| < θ0} ∩BR(x0)| > c1Rn−1,
for some c1 > 0 and provided R is large enough. 
From Lemma 4.2 we immediately deduce the validity of the bound (4.1), when s ∈ (1/2, 1).
For others values of s we still get a bound from below for the total energy, which however is
strictly weaker than the one claimed in Theorem 1.13/Proposition 4.1.
To cover the case of s ∈ (0, 1/2) we analyze the behavior of the interaction term K . A first
computation in this direction is given by
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Lemma 4.3. Let u : Br(x0) → R be a measurable function, for some x0 ∈ Rn and r > 0.
Fix θ1 < θ2 and let E, F ⊂ Rn be two measurable sets on which u > θ2 and u < θ1, respectively.
Suppose that
(4.3) min {|E ∩ Br(x0)| , |F ∩ Br(x0)|} > c♭rn,
for some c♭ > 0. Then, there exists a constant c∗ > 0, depending on θ2−θ1, c♭ and on universal
quantities, for which
K (u;E ∩Br(x0), F ∩ Br(x0)) > c∗rn−2s,
provided 2r 6 ξ.
Proof. By taking advantage of (K2), (4.3) and the way E, F are chosen, we compute
K (u;E ∩ Br(x0), F ∩Br(x0)) > λ
2
∫
E∩Br(x0)
∫
F∩Br(x0)
|u(x)− u(y)|2
|x− y|n+2s dxdy
>
λ(θ2 − θ1)2
2(2r)n+2s
|E ∩ Br(x0)| |F ∩ Br(x0)|
>
λ(θ2 − θ1)2c2♭
2n+1+2s
rn−2s,
if 2r 6 ξ. This concludes the proof. 
By combining this lemma with the density estimates of Theorem 1.12, we obtain the next
corollary, which in particular establishes (4.1) when s ∈ (0, 1/2).
Corollary 4.4. Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for some x0 ∈ Rn
and R > 0. If u(x0) ∈ [−θ0, θ0], for some θ0 ∈ (0, 1), then there exists two constants c2 ∈ (0, 1)
and R2 > 3, depending on θ0 and on universal quantities, for which
(4.4) K (u;BR(x0), BR(x0)) > c2R
n−2s,
provided that R2 6 R 6 ξ.
Proof. Apply Lemma 4.3 with, say, r = R/2, θ1 = −1/2, θ2 = 1/2, E = {u > 1/2}, F =
{u < −1/2}. Note that condition (4.3) is satisfied by virtue of Theorem 1.12, provided that
we take R > 2max{R¯(1/2, θ0), R¯(−1/2, θ0)}. 
In view of Lemma 4.2 and Corollary 4.4, we are only left to prove (4.1) in the case s = 1/2.
This task is carried out in the following lemma, where we use the bound given in (4.4) repeatedly
and at different scales, to gain the desired logarithmic correction (see also [CP16, Lemma 6.7]
for a similar computation in dimension n = 1; of course, the case n > 2 that we consider here
provides additional geometric and analytic difficulties and a finer estimate is needed in order
to detect the optimal contribution of all the interactions).
Lemma 4.5. Assume s = 1/2. Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for
some x0 ∈ Rn and R > 0. If u(x0) ∈ [−θ0, θ0], for some θ0 ∈ (0, 1), then there exists two
constants c3 ∈ (0, 1) and R3 > 1, depending on θ0 and on universal quantities, such that
(4.5) K (u;BR(x0), BR(x0)) > c3R
n−1 logR,
provided R3 6 R 6 ξ.
Proof. Fix R3 > max{R¯(0, θ0), R¯(1/2, 0), R¯(−1/2, 0)}, with R¯ as given by Theorem 1.12, and
take R > R3. Let k be the largest integer such that
√
nR310
k 6 R. Notice that, for this choice,
we have QR310k(x0) ⊂ BR/2(x0) and
(4.6) R <
√
nR310
k+1.
Note that we may suppose without loss of generality that k > 2, since otherwise (4.5) would
immediately follow from Corollary 4.4.
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Let ℓ ∈ {1, . . . , k − 1}. We claim that there exist two families of sets {E(ℓ)i }Nℓi=1, {F (ℓ)i }Nℓi=1 ⊂
BR(x0), such that E
(ℓ)
i ∩ E(ℓ)j = ∅ for any i 6= j,
(4.7) dist
(
E
(ℓ)
i , F
(ℓ)
i
)
>
R3
2
10ℓ, sup
x∈E(ℓ)i , y∈F
(ℓ)
i
|x− y| 6 7R3
2
10ℓ,
(4.8) K (u;E
(ℓ)
i , F
(ℓ)
i ) > c◦10
ℓ(n−1),
for any i, and Nℓ > c◦10(k−ℓ)(n−1), for some constant c◦ ∈ (0, 1) independent of k, ℓ and i.
To prove the claim, we first use Theorem 1.12 to deduce that
min
{
|{u > 0} ∩QR310k(x0)|, |{u < 0} ∩QR310k(x0)|
}
> c♯10
nk,
for some c♯ ∈ (0, 1) independent of k. Then, Corollary 2.4 yields the existence of a fam-
ily {Q(ℓ)i }Nℓi=1 ⊂ BR(x0) of Nℓ non-overlapping cubes with sides of length R310ℓ, each centered
at a point at which u vanishes and such that Nℓ > c⋆⋆10
(k−ℓ)(n−1), for some c⋆⋆ ∈ (0, 1) inde-
pendent of k and ℓ.
For any i, denote with B
(ℓ)
i ⊂ Q(ℓ)i the ball of radius R310ℓ/2 concentric to Q(ℓ)i . Then, con-
sider another ball B˜
(ℓ)
i ⊂ BR(x0) of radius R310ℓ/2 and centered at any point at distance 2R310ℓ
from the center of B
(ℓ)
i . It holds that either
(i) B˜
(ℓ)
i ⊂ {u > 0}, or
(ii) B˜
(ℓ)
i ⊂ {u < 0}, or
(iii) u(x˜) = 0 at some point x˜ ∈ B˜(ℓ)i .
In case (i) we set E
(ℓ)
i := {u < −1/2} ∩ B(ℓ)i , while in case (ii), E(ℓ)i := {u > 1/2} ∩ B(ℓ)i ; in
both cases we set F
(ℓ)
i := B˜
(ℓ)
i . On the other hand, in case (iii) we slightly translate B˜
(ℓ)
i (along
a vector of length at most R310
ℓ/2) to make it centered at x˜ and set
E
(ℓ)
i := {u < −1/2} ∩B(ℓ)i
and F
(ℓ)
i := {u > 1/2} ∩ B˜(ℓ)i .
In any case, we employ Lemma 4.3 in combination with Theorem 1.12 to see that (4.8) is true.
Inequalities (4.7) also hold by construction.
The claim is therefore proved. In view of this,(
E
(ℓ)
i × F (ℓ)i
)
∩
(
E
(m)
j × F (m)j
)
= ∅,
for any i,∈ {1, . . . , Nℓ}, j ∈ {1, . . . , Nm} and ℓ,m ∈ {1, . . . , k − 1} such that (i, ℓ) 6= (j,m).
Accordingly, we can sum up each contribution coming from (4.8) and obtain that
K (u;BR(x0), BR(x0)) >
k−1∑
ℓ=1
Nℓ∑
i=1
K (u;E
(ℓ)
i , F
(ℓ)
i ) > c◦
k−1∑
ℓ=1
Nℓ10
ℓ(n−1)
> c2◦
k−1∑
ℓ=1
10k(n−1) >
c2◦
2
10k(n−1)k.
Recalling now (4.6) and possibly enlarging R3, estimate (4.5) plainly follows. 
The proof of Proposition 4.1 (and, consequently, of Theorem 1.13) is therefore concluded.
As a consequence of Proposition 4.1, we deduce a clean ball condition for the sub- and
superlevel sets of the minimizers of E , that improves Theorem 1.12.
PLANELIKE MINIMIZERS OF NONLOCAL ENERGIES AND FRACTIONAL PERIMETERS 27
Proposition 4.6. Let u : Rn → [−1, 1] be a minimizer of E in BR(x0), for some x0 ∈ Rn
and R > 0. Fix θ, θ0 ∈ (0, 1) and a parameter δ ∈ (0, 1]. If u(x0) ∈ [−θ0, θ0], then there exists
two constants κ ∈ (0, 1], R̂ > 0 and two points z1, z2 ∈ Rn such that
(4.9) BκR(z1) ⊆ {u > θ} ∩ BR(x0) and BκR(z2) ⊆ {u < −θ} ∩ BR(x0),
provided R > R̂ and δκR 6 ξ. The constants κ and R̂ only depend on δ, θ, θ0 and on universal
quantities.
Proof. We restrict ourselves to the proof of the first inclusion in (4.9), the other one being
completely analogous.
Set κ := 1/(2
√
nN), for some N ∈ N to be later determined. Let Q be a cube centered
at x0, of sides R/
√
n. By construction, Q ⊂ BR/2(x0). Subdivide Q into a family {Qj}Nnj=1 of
non-overlapping cubes of sides R/(
√
nN) = 2κR parallel to those of Q.
Let Q be the family of cubes Qj having non-empty intersection with the level set {u > θ}
and denote with N˜ ∈ N ∪ {0} the cardinality of Q. We relabel the cubes belonging to Q in
such a way that
Q =
{
Q˜j : j = 1, . . . , N˜
}
.
We claim that there exist two constants R˜ > 0 and c˜ ∈ (0, 1), depending on θ, θ0 and on
universal quantities, such that
(4.10) N˜ > c˜Nn,
provided
(4.11) R > R˜.
To see this, we consider the ball B˜ = BR/(2√n)(x0) ⊂ Q and we apply to it the density
estimate (1.13). Setting R˜ := 2
√
nR¯, with R¯ = R¯(θ,−θ0) as in Theorem 1.12, by (4.11) we
compute
c¯
(
R
2
√
n
)n
6
∣∣∣{u > θ} ∩ B˜∣∣∣ = N˜∑
j=1
∣∣∣Q˜j ∩ {u > θ} ∩ B˜∣∣∣ 6 N˜∑
j=1
∣∣∣Q˜j∣∣∣ = N˜ ( R√
nN
)n
,
which leads to (4.10).
Now, either
(i) there exists j = 1, . . . , N˜ such that Q˜j ∩ {|u| 6 θ} = ∅, or
(ii) for any j = 1, . . . , N˜ , there exists yj ∈ Q˜j at which |u(yj)| 6 θ.
We claim that the latter possibility cannot occur, at least if N and R are sufficiently large, in
dependence of θ, θ0 and universal quantities only. If this is the case, condition (i) would then
be valid. By the way in which the family Q is chosen and the continuity of u, we might then
conclude that the first assertion in (4.9) holds true.
By contradiction, suppose (ii) to be in force. By reducing, if necessary, the number N˜ of
cubes in Q by a factor 3n and changing the position of the yj, we may assume without loss of
generality that each Q˜j is centered at yj. Let now B
(δ)
j ⊂ Q˜j be the ball of radius δR/(2
√
nN)
centered at yj. In view of (4.10) and Proposition 4.1, we estimate
(4.12)
E (u;BR(x0)) >
N˜∑
j=1
[
K (u;B
(δ)
j , B
(δ)
j ) + P(u;B
(δ)
j )
]
> c0N˜
(
δR
2
√
nN
)n−1
Ψs
(
δR
2
√
nN
)
> c1Nδ
n−1Rn−1Ψs
(
δR
N
)
,
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for some c0, c1 ∈ (0, 1) depending only on θ and on universal quantities. This is true provided
(4.13) R∗ 6
δR
N
6 2
√
nξ,
with R∗ > 1 depending only on universal quantities and θ. On the other hand, with the aid of
Proposition 1.11 we estimate
(4.14) E (u;BR(x0)) 6 C2R
n−1Ψs(R),
for some universal C2 > 1, if
(4.15) R > 3.
By comparing the two estimates (4.12) and (4.14), we find that
(4.16) N 6 C¯δ :=

C
1
2s
⋆ δ
1− n
2s if s < 1/2,
2C⋆δ
1−n if s = 1/2,
C⋆δ
1−n if s > 1/2,
with C⋆ :=
C2
c1
,
under the further restriction
(4.17)
N
δ
6
√
R, when s = 1/2.
But then we reached a contradiction, as we can choose N and R̂ in such a way that con-
ditions (4.11), (4.13), (4.15) and (4.17) are satisfied, but not (4.16). For instance, we may
take
N := ⌊C¯δ⌋+ 2 and R̂ :=
{
3, R˜, NR∗/δ, (N/δ)2
}
,
and any R > R̂ such that δR/N 6 2
√
nξ. 
5. Planelike minimizers of E . Proof of Theorem 1.4
After having established in Proposition 4.6 the appropriate clean ball condition for our
problem, the proof of Theorem 1.4 follows now the strategy exploited in [V04] and [CV17]. In
particular, we shall follow the latter reference closely and only point out the most important
differences in the argument.
First, we restrict to consider a periodicity τ larger than a big constant τ0, chosen in de-
pendence of θ and universal quantities only. Note that this assumption does not harm the
generality of our framework. Indeed, one can deal with a periodicity 1 6 τ 6 τ0 by scaling
down and reducing it to the case of periodicity 1 treated in [CV17]. More specifically, we
take τ > τ0, with τ0 equal to twice the constant R̂ of Proposition 4.6 (applied with δ = 1/
√
n
and θ0 = θ).
We only consider the case of a rational direction ω ∈ τQn \ {0} and a kernel K with rapid
decay at infinity, i.e. that satisfies
K(x, y) 6
Λ0
|x− y|n+β for a.a. x, y ∈ R
n such that |x− y| > ρ0, with β > 1,
for some Λ0, ρ0 > 0. The general case can be then dealt with via approximation arguments
analogous to those presented in Subsection 4.7 and Section 5 of [CV17], respectively.
Under these additional assumptions, for M > 0 we define the set of periodic, locally L2
functions
L2loc(R˜
n) :=
{
u ∈ L2loc(Rn) : u is periodic with respect to ∼
}
,
the class of admissible functions
AMω :=
{
u ∈ L2loc(R˜n) : u(x) > θ if ω · x 6 0 and u(x) 6 −θ if ω · x >M
}
,
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the auxiliary functional
Fω(u) :=K (u; R˜
n,Rn) + P(u; R˜n)
=
1
2
∫
R˜n
∫
Rn
|u(x)− u(y)|2K(x, y) dxdy +
∫
R˜n
W (x, u(x)) dx,
and the set of absolute minimizers
MMω :=
{
u ∈ AMω : Fω(u) 6 Fω(v) for all v ∈ AMω
}
.
We have
Proposition 5.1. There exists a particular minimizer uMω ∈ MMω that satisfies the following
properties:
(i) uMω is the (unique) minimal minimizer of MMω , that is
uMω (x) = inf
u∈MMω
u(x) for a.a. x ∈ Rn,
at least in the sense of [CV17, Definition 4.2.1];
(ii) uMω is a minimizer of E in every bounded open set Ω compactly contained in the strip
SMω :=
{
x ∈ Rn : ω · x ∈ [0,M ]
}
;
(iii) uMω has the doubling property, i.e. it coincides with the minimal minimizers correspond-
ing to the weaker equivalence relations ∼m, defined for any m ∈ Nn−1 by setting
x ∼m y iff x− y belongs to the lattice generated by m1~z1, . . . , mn−1~zn−1,
where ~z1, . . . , ~zn−1 ∈ τZn \ {0} are vectors orthogonal to ω, forming a basis for the lattice
induced by ∼ (see [CV17, Subsection 4.3] for more details);
(iv) the superlevel [sublevel] sets of uMω enjoy the τ -Birkhoff property with respect to direc-
tion ω [−ω], that is{±uMω > η}+ k ⊆ {±uMω > η} for any k ∈ τZn such that ± ω · k 6 0, and{±uMω > η}+ k ⊇ {±uMω > η} for any k ∈ τZn such that ± ω · k > 0,
for any η ∈ R.
Proposition 5.1 can be proved by repeating the arguments of [CV17, Subsections 4.1-4.5].
The differences are purely formal and are due to the fact that here the equivalence relation ∼
is chosen coherently with the τZn-periodicity of K and W (which were instead Zn-periodic
in [CV17]).
To conclude the proof of Theorem 1.4, we now need to show that for large, universal values
of M/(|ω|τ), the minimal minimizer uMω is unconstrained, i.e. that uMω is a minimizer for E
in any bounded open subset Ω of Rn (compare this with point (ii) of Proposition 5.1). The
essential step in this direction is given by
Proposition 5.2. There exists a constant M0 > 0, depending only on θ and on universal
quantities, such that if M >M0|ω|τ , then the superlevel set {uMω > −θ} is at least at distance τ
from the upper constraint {ω · x =M} delimiting SMω .
Proof. First, we claim that
(5.1) there exists a ball B of radius
√
nτ contained in SMω , such that |uMω | > θ on B,
if M >M0|ω|τ , for some M0 > 0.
To prove claim (5.1), we fix x¯ ∈ SMω in such a way that ω · x¯ = M/2. Consider the
ball B√nτ (x¯), which is itself contained in SMω , provided M > 2
√
n|ω|τ . Now, either
(i) |uMω | > θ on B√nτ (x¯), or
(ii) there exists x0 ∈ B√nτ (x¯) at which |uMω (x0)| 6 θ.
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In case (i), we clearly have a ball B as desired, and (5.1) follows. Thus, we suppose that (ii)
is valid.
Consider a large ball BR(x0), for R > 0, and observe that BR(x0) ⊂⊂ SMω , if we take M >
4(
√
nτ+R)|ω|. Observe that, by point (ii) of Proposition 5.1, uMω is a minimizer of E in BR(x0).
Therefore, we may apply Proposition 4.6 (with δ = 1/
√
n and θ0 = θ) to find a ball B˜ ⊂ BR(x0)
of radius κR, κ ∈ (0, 1], on which, say, uMω < −θ, provided R > R̂ and κR 6
√
nτ .3 By choosing
exactly κR =
√
nτ we are led once again to (5.1), at least if M > 4
√
n(1 + κ−1)|ω|τ .
Claim (5.1) being proved, the rest of the proof follows in a more or less straightforward way.
In view of the continuity of uMω (see e.g. [C17] or [CV17, Section 2]), we see that either u
M
ω > θ
on B or uMω < −θ on B. By a general result on Birkhoff sets (an appropriately scaled version
of [CV17, Proposition 4.5.2], for instance) and point (iv) of Proposition 5.1, it then follows
that either uMω > θ on a half-space of the form {ω ·x < t1}, with t1 >
√
n|ω|τ , or that uMω < −θ
on a half-space of the form {ω · x > t2}, with t2 < M −
√
n|ω|τ . As it is not hard to see, the
former possibility leads to a contradiction, uMω being the minimal minimizer. Consequently,
the latter conclusion is true and the proposition is proved. 
Thanks to Proposition 5.2, we see that uMω starts attaining values smaller than −θ well before
meeting the upper constraint, once M is chosen sufficiently large (in relation to τ and |ω|). By
this fact and the minimality properties of uMω , it is not hard to see that the following stronger
statement holds true.
Proposition 5.3. Let M > M0|ω|τ , with M0 as in Proposition 5.2. Then, uMω = uM+aω , for
any a > 0.
We refer to the arguments of [CV17, Corollary 4.6.2] for a detailed proof of this result.
We remark that the above proposition shows in particular that uMω is a minimizer of E in
each bounded subset of the half-space {ω · x > 0} (recall point (ii) of Proposition 5.1). By
exploiting another time the fact that uMω is a minimal minimizer, it can be proved that its
minimizing properties do not stop at the lower constraint {ω · x = 0}, but in fact extends to
the whole space Rn. We refer once again to the arguments displayed in [CV17, Subsection 4.6]
for more details on this.
Consequently, uMω is a class A minimizer and the proof of Theorem 1.4 is concluded.
6. The Γ-convergence result. Proof of Proposition 1.8
The proof is an obvious modification of the argument contained in [SV12, Section 2]. We
report it here for the sake of completeness.
We first establish the Γ-liminf inequality claimed in (i). To this aim, note that we may
assume
ℓ := lim inf
ε→0+
Eε(uε; Ω) < +∞.
Let uεj be a subsequence attaining the liminf above. Up to extracting a further subsequence,
we may also assume that uεj converges to u a.e. in R
n. In view of this,
lim
j→+∞
1
ε2sj
∫
Ω
W (x, uεj(x)) dx 6 ℓ,
that is, by the continuity of W and Fatou’s lemma,∫
Ω
W (x, u(x)) dx = lim
j→+∞
∫
Ω
W (x, uεj(x)) dx = 0.
3Note that the resulting interval for R is not the empty set, in view of the assumptions we made on τ at the
beginning of the section.
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By (W2), we then deduce that u only takes the values 1 and −1 and, hence, may be written
in Ω as u = χE − χRn\E, for some measurable set E. Accordingly, using again Fatou’s lemma,
G (u; Ω) = K (u; Ω) 6 lim
j→+∞
K (uεj ; Ω) 6 ℓ,
and the inequality in (i) holds true.
On the other hand, the proof of (ii) is almost immediate. We simply select uε = u as recovery
sequence. Of course we may restrict ourselves to suppose G (u; Ω) < +∞ and consequently
deduce that u = χE − χRn\E in Ω, for some measurable set E. As, by (W1), W (x, u(x)) = 0
for a.a. x ∈ Ω, we get
G (u; Ω) = K (u; Ω) = Eε(u; Ω) = Eε(uε; Ω), for any ε > 0,
and the thesis plainly follows.
The proof of Proposition 1.8 is therefore concluded.
7. Planelike minimal surfaces for PerK. Proof of Theorem 1.10
In this conclusive section, we obtain planelike class A minimal surfaces for theK-perimeter as
limits in ε→ 0+ of the minimizers constructed in Theorem 1.5. That is, we prove Theorem 1.10.
Note that, in contrast with the previous sections, here we always consider s ∈ (0, 1/2).
For the sake of clarity, we also stress that, while K is obviously assumed throughout the
section to satisfy the hypotheses explicitly stated in Theorem 1.10, the functional Eε that we
often consider has to be intended as given by any W fulfilling requirements (W1)-(W5).
As a first step towards the proof of Theorem 1.5, we need to have uniform-in-ε versions of
the density and energy estimates for the functional Eε. Such results are reported in the next
two propositions.
Proposition 7.1. Let ε ∈ (0, 1), x0 ∈ Rn and R > 3ε. If uε : Rn → [−1, 1] is a minimizer
of Eε in BR+2ε(x0), then
Eε(uε;BR(x0)) 6 CR
n−2s,
for some universal constant C > 1.
Proposition 7.2. Let ε ∈ (0, 1), x0 ∈ Rn and R > 0. Let uε : Rn → [−1, 1] be a minimizer
of Eε in BR(x0). Fix θ, θ0 ∈ (−1, 1). If uε(x0) > θ0, then there exist two constants c ∈ (0, 1),
depending on universal quantities, and R¯ > 0, that may also depend on θ and θ0, such that
|{uε > θ} ∩ BR(x0)| > cRn,
provided R¯ε 6 R 6 ξ/3. Similarly, if uε(x0) 6 θ0, then
|{uε < θ} ∩ BR(x0)| > cRn,
provided R¯ε 6 R 6 ξ/3.
Both statements can be easily deduced from Theorem 1.12 and Proposition 1.11, respectively,
by using ε-rescalings of the form (1.8).
Next is a simple remark on the convergence of sequences having equibounded energies.
Lemma 7.3. Let Ω ⊂ Rn be an open bounded set with Lipschitz boundary and {εj} an infinites-
imal sequence of positive numbers. Let {uj} ⊂ X be a sequence of functions such that Eεj (uj; Ω)
is bounded uniformly in j. Then, there exists a subsequence {jk} such that, as k → +∞,
ujk −→ u := χE − χRn\E in L1(Ω),
for some measurable set E ⊆ Ω.
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Proof. Recalling (K2) and the fact that |uj| 6 1, we estimate
[uj]
2
Hs(Ω) 6
∫
Ω
[
1
λ
∫
Bτ (x)
|uj(x)− uj(y)|2K(x, y) dy + 4
∫
Rn\Bτ (x)
dy
|x− y|n+2s
]
dx
6
2
λ
Eεj(uj; Ω) +
2n|B1||Ω|
sτ 2s
.
The equiboundedness of the energies allows us to apply e.g. [DPV12, Corollary 7.2] and deduce
the existence of a subsequence ujk converging to some u in L
1(Ω). Also, by using again the
equiboundedness of {Ej(uεj ; Ω)} and Fatou’s lemma, we have∫
Ω
W (x, u(x)) dx 6 lim inf
k→+∞
∫
Ω
W (x, ujk(x)) dx 6 lim inf
k→+∞
ε2sjk Eεjk (ujk ; Ω) = 0.
By (W1), the function u only takes values 1 and −1, i.e. u = χE −χRn\E , for some E ⊆ Ω. 
The following result ensures that the limit of a sequence of class A minimizers of Eε is a
class A minimizer of G . Note that this does not immediately follow from Proposition 1.8 as
a consequence of a standard application of the Fundamental Theorem of Γ-convergence, since
class A minimizers are not global minimizers on X .
Lemma 7.4. Let {εj} be an infinitesimal sequence of positive numbers. For any j ∈ N,
let uj ∈ X be a class A minimizer of Eεj and suppose that the sequence {uj} converges in X
to u = χE−χRn\E, for some measurable set E ⊆ Rn, such that G (u; Ω) < +∞, for any bounded
open Ω ⊂ Rn. Then, u is a class A minimizer of G or, equivalently, ∂E is a class A minimal
surface for PerK.
Proof. To prove the result it is enough to check that
G (u;BR) 6 G (v;BR) for any v ∈ X such that v = u in Rn \BR and any R > 0.
Thus, fix R > 0 and consider any such v. Let {vε} be the sequence converging to v in X given
by Proposition 1.8(ii). As we also know that {uj} converges to u in X , Proposition 1.8 yields
(7.1) G (u;BR) 6 lim inf
j→+∞
Eεj (uj;BR) and lim sup
j→+∞
Eεj(vεj ;BR) 6 G (v;BR).
For any j ∈ N, we set
v¯j :=
{
vεj in BR
uj in R
n \BR.
Observe that v¯j = uj outside of BR, so that, by the minimality of uj,
(7.2) Eεj(uj;BR) 6 Eεj (v¯j;BR).
Define, for y ∈ Rn \BR,
(7.3) Φ(y) :=
∫
BR
dx
|x− y|n+2s .
Note that
(7.4) Φ ∈ L1(Rn \BR).
Indeed,∫
Rn\BR
|Φ(y)| dy =
∫
BR
[∫
Rn\BR
dy
|x− y|n+2s
]
dx 6
∫
BR
[∫
Rn\BR−|x|(x)
dy
|x− y|n+2s
]
dx
=
n|B1|
2s
∫
BR
dx
(R− |x|)2s 6
n|B1|Rn−1
2s
∫ R
0
dρ
(R− ρ)2s =
n|B1|Rn−2s
2s(1− 2s)
< +∞,
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as s < 1/2. For x ∈ BR and y ∈ Rn \BR, we then compute∣∣∣|v¯j(x)− v¯j(y)|2 − ∣∣vεj (x)− vεj(y)∣∣2∣∣∣ = ∣∣∣∣∣vεj(x)− uj(y)∣∣2 − ∣∣vεj(x)− vεj (y)∣∣2∣∣∣
=
∣∣2vεj(x)− uj(y)− vεj(y)∣∣ ∣∣vεj (y)− uj(y)∣∣
6 4
∣∣vεj(y)− uj(y)∣∣ .
Hence, recalling the definition of v¯j and (K2) we get
(7.5)
lim
j→+∞
∣∣Eεj(v¯j;BR)− Eεj(vεj ;BR)∣∣
= 2 lim
j→+∞
∣∣K (v¯j;BR,Rn \BR)−K (vεj ;BR,Rn \BR)∣∣
6 lim
j→+∞
∫
BR
[∫
Rn\BR
∣∣∣|v¯j(x)− v¯j(y)|2 − ∣∣vεj(x)− vεj(y)∣∣2∣∣∣K(x, y) dy]dx
6 4Λ lim
j→+∞
∫
Rn\BR
∣∣vεj (y)− uj(y)∣∣Φ(y) dy
= 0,
where the last limit vanishes in view of Lebesgue’s dominated convergence theorem, as both vεj
and uj converge to u a.e. in R
n \BR and (7.4) holds true.
By putting together (7.1), (7.2) and (7.5), we obtain
G (u;BR) 6 lim inf
j→+∞
Eεj(uj;BR) 6 lim inf
j→+∞
Eεj(v¯j ;BR)
6 lim sup
j→+∞
Eεj(vεj ;BR) + lim
j→+∞
[
Eεj(v¯j;BR)− Eεj(vεj ;BR)
]
6 G (v;BR),
and the thesis follows. 
Analogously, the limit of class A minimal surfaces for the K-perimeter is itself a class A
minimal surface.
Lemma 7.5. For any k ∈ N, let ∂Ek be a class A minimal surface for PerK and suppose that
the sequence {Ek} converges in X to a set E ⊂ Rn, such that PerK(E,Ω) < +∞, for any
bounded open Ω ⊂ Rn. Then, ∂E is a class A minimal surface for PerK .
Proof. The proof of this result is quite similar to that of Lemma 7.4.
By possibly passing to a subsequence, we may suppose that χEk → χE a.e. in Rn.
Given any R > 0, we need to prove that
(7.6) PerK(E;BR) 6 PerK(F ;BR) for any set F such that F \BR = E \BR.
Given such a F , we set F¯k := (F ∩BR) ∪ (Ek \BR). Since F¯k \BR = Ek \BR, we know that
(7.7) PerK(Ek;BR) 6 PerK(F¯k;BR).
Also, thanks to representation (1.10) and Fatou’s lemma, it easily follows that
(7.8) PerK(E;BR) 6 lim inf
k→+∞
PerK(Ek;BR).
Observe now that
PerK(F¯k;BR)− Perk(F ;BR) = LK(F ∩ BR,Rn \ (Ek ∪ BR))−LK(F ∩ BR,Rn \ (E ∪ BR))
+ LK(Ek \BR, BR \ F )− LK(E \BR, BR \ F ).
As
|LK(F ∩BR,Rn \ (Ek ∪BR))− LK(F ∩BR,Rn \ (E ∪BR))| 6 LK((Ek∆E) \BR, F ∩ BR),
and
|LK(Ek \BR, BR \ F )− LK(E \BR, BR \ F )| 6 LK((Ek∆E) \BR, BR \ F ),
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we may compute∣∣PerK(F¯k;BR)− Perk(F ;BR)∣∣ 6 LK((Ek∆E) \BR, BR) = ∫
Rn\BR
χEk∆E(y)Φ(y) dy,
where Φ ∈ L1(Rn \ BR) is the function defined in (7.3). Since χEk∆E → 0 a.e. in Rn, using
Lebesgue’s dominated convergence theorem we deduce that
lim
k→+∞
PerK(F¯k;BR) = Perk(F ;BR).
Consequently, by this, (7.7) and (7.8), we conclude that
PerK(E;BR) 6 lim inf
k→+∞
PerK(Ek;BR) 6 lim
k→+∞
PerK(F¯k;BR) 6 PerK(F ;BR),
that is (7.6). 
With all these preliminary results at hand, we may now prove the main proposition of the
section. Observe that, as a consequence of it, we deduce the validity Theorem 1.10, at least
for the case of ω ∈ τQn \ {0}.
Proposition 7.6. Let θ ∈ (0, 1) and ω ∈ Rn \ {0} be fixed. For ε > 0, let uε be the class A
minimizer of Eε associated to θ and ω, constructed in Theorem 1.5. Then, there exists an
infinitesimal sequence {εj} of positive numbers such that
(i) uεj converges in X to a function u = χE − χRn\E, for some measurable set E ⊂ Rn;
(ii) for any η ∈ (0, 1), the set {|uεj | 6 η} converges locally uniformly to ∂E;
(iii) ∂E is a class A minimal surface for PerK and, for any bounded set Ω ⊂ Rn,
PerK(E; Ω) 6 CΩ,
where CΩ > 0 is a constant depending only on Ω and universal quantities;
(iv) there exists a universal constant c ∈ (0, 1) such that, given any point x0 ∈ ∂E,
|E ∩ BR(x0)| > cRn and |BR(x0) \ E| > cRn,
for any 0 < R < ξ;
(v) the inclusions{
x ∈ Rn : ω|ω| · x < 0
}
⊂ E ⊂
{
x ∈ Rn : ω|ω| · x 6 τM0
}
,
hold true, where M0 > 0 is the constant found in Theorem 1.5;
(vi) if ω ∈ τQn \ {0}, then ∂E is periodic with respect to ∼τ, ω.
Proof. Let {Rk} be an increasing sequence of positive numbers that diverges to +∞, and {εj}
an infinitesimal sequence of positive numbers. Thanks to Proposition 7.1, for any k ∈ N there
exists a constant Ck > 0 such that
Eεj (uεj ;BRk) 6 Ck for any j ∈ N.
Then, after a standard diagonal argument and repeated applications of Lemma 7.3, it is easy to
see that a subsequence of {uεj} (that we label in the same way) converges in X and pointwise
a.e. in Rn to a function u = χE − χRn\E , for some measurable set E ⊆ Rn. Moreover, given
any bounded set Ω ⊂ Rn, we may select a sufficiently large k ∈ N so that Ω ⊆ BRk and hence
by Proposition 1.8(i),
4 PerK(E; Ω) = G (u; Ω) 6 G (u;BRk) 6 lim infj→+∞
Eεj (uεj ;BRk) 6 Ck < +∞.
Consequently, Lemma 7.4 ensures that ∂E is a class A minimal surface for PerK . Also,
when ω ∈ τQn \ {0}, then ∂E clearly inherits the periodicity properties shared by each el-
ement of the approximating sequence {uεj}. We have therefore showed that (i), (iii) and (vi)
hold true.
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Concerning (v), observe that, by Theorem 1.5, we may assume without loss of generality
that uεj > θ on {ω · x 6 0}. Accordingly,
u(x) = lim
j→+∞
uεj(x) > θ > 0 for a.a. x such that ω · x 6 0.
As u only attains the values 1 and −1, we conclude that, up to changing u on a negligible set,
it holds u = 1 on {ω · x < 0}. Similarly, one shows that u = −1 on {ω · x > τM0|ω|} and (v)
readily follows.
Now we deal with the proof of (ii). We argue by contradiction and suppose that there
exist a compact set K ⊂ Rn, a value δ ∈ (0, ξ) and a sequence of points {xj} ⊂ K, such
that |uεj(xj)| 6 η and Bδ(xj) ⊂ E. Up to a subsequence, {xj} converges to some point x0 ∈ K,
with Bδ/2(x0) ⊂ E. That is,
(7.9) u = 1 on Bδ/2(x0).
By Proposition 7.2, for any large enough j we have∣∣{uεj < −1/2} ∩ Bδ/2(x0)∣∣ > ∣∣{uεj < −1/2} ∩Bδ/4(xj)∣∣ > c ∣∣Bδ/2∣∣ ,
for some c ∈ (0, 1) independent of j. Accordingly,∫
Bδ/2(x0)
uεj(x) dx =
∫
{uεj<−1/2}∩Bδ/2(x0)
uεj(x) dx+
∫
{uεj>−1/2}∩Bδ/2(x0)
uεj(x) dx
6 −1
2
∣∣{uεj < −1/2} ∩ Bδ/2(x0)∣∣+ ∣∣{uεj > −1/2} ∩Bδ/2(x0)∣∣
6
(
1− c
2
) ∣∣Bδ/2∣∣ .
But then, taking advantage of this, (7.9) and the fact that uεj → u in L1(Bδ/2(x0)), we get∣∣Bδ/2∣∣ = ∫
Bδ/2(x0)
u(x) dx = lim
j→+∞
∫
Bδ/2(x0)
uεj(x) dx 6
(
1− c
2
)
|Bδ/2|,
which is a contradiction. Hence, (ii) holds true.
Finally, we show the validity of the density estimates stated in (iv). By the uniform con-
vergence result of item (ii), we infer the existence of a sequence of points {xj} ⊂ BR/2(x0) at
which |uεj(xj)| 6 1/2. Proposition 7.2 then ensures that∣∣{uεj > 0} ∩BR(x0)∣∣ > ∣∣{uεj > 0} ∩BR/3(xj)∣∣ > cRn,
for some universal constant c ∈ (0, 1). As, by point (i), uεj → u a.e. in Rn, making use of
Lemma 2.5 we obtain
|E ∩BR(x0)| = lim
j→+∞
∣∣{uεj > 0} ∩ BR(x0)∣∣ > cRn.
Similarly, one checks the validity of the estimate for the complement of E. 
To complete the proof of Theorem 1.10 we now only need to deal with directions ω ∈ Rn\τQn.
This is done in the following proposition, via an approximation argument.
Proposition 7.7. Let ω ∈ Rn\τQn. Then, there exists a class A minimal surface ∂E for PerK ,
such that
(7.10)
{
x ∈ Rn : ω|ω| · x < 0
}
⊂ E ⊂
{
x ∈ Rn : ω|ω| · x 6 τM0
}
,
Moreover, there exists a sequence {ωk} ⊂ τQn \{0} such that ωk → ω and, denoting by ∂Ek the
class A minimal surface for PerK associated with ωk given by Proposition 7.6, it holds Ek → E
in L1loc(R
n) and ∂Ek → ∂E locally uniformly in Rn.
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Proof. As a preliminary observation, notice that, if u = χA − χRn\A, for some measurable A ⊆
Rn, then
PerK(A; Ω) =
1
4
Eε(u; Ω),
for any ε > 0 and any bounded set Ω ⊂ Rn.
Let now {ωk} ⊂ τQn \ {0} be any sequence converging to ω and denote with ∂Ek the corre-
sponding class A minimal surface constructed in Proposition 7.6. Let {Ri} be any monotone
sequence of positive numbers, diverging to +∞ and {εk} be any infinitesimal sequence. Then,
by Proposition 7.6(iii),
Eεk(χEk − χRn\Ek , BRi) = 4PerK(Ek;BRi) 6 Ci,
for some constant Ci > 0 that only depends on i and universal quantities. Consequently, with
the aid of Lemma 7.3 and a diagonal argument analogous to that presented in the proof of
Proposition 7.6, we obtain that, up to a subsequence, Ek converges in L
1
loc(R
n) and pointwise
a.e. in Rn to some measurable E ⊆ Rn. The inclusions in (7.10) then readily follow from the
analogous ones obtained in Proposition 7.6(iv) for each Ek. Moreover, using Fatou’s lemma
it is immediate to check that the K-perimeter of E in any compact set is finite. Hence, by
Lemma 7.5, the set ∂E is a class A minimal surface for PerK .
We are therefore only left to show the locally uniform convergence of ∂Ek to ∂E. The
argument is similar to the one adopted in the proof of Proposition 7.6(ii). Suppose by contra-
diction that there exist a compact set K, a number δ ∈ (0, ξ) and a sequence of points {xk}
such that xk ∈ ∂Ek ∩K and Bδ(xk) ∩ E = ∅. Up to a subsequence, we see that xk → x0, for
some x0 ∈ K, and
(7.11) Bδ/2(x0) ∩ E = ∅.
In view of Proposition 7.6(iv), there exists a universal constant c ∈ (0, 1) for which∣∣Ek ∩ Bδ/2(x0)∣∣ > ∣∣Ek ∩ Bδ/4(xk)∣∣ > c,
for any k ∈ N sufficiently large. By the L1loc convergence of the Ek’s, we then have that∣∣E ∩ Bδ/2(x0)∣∣ = lim
k→+∞
∣∣Ek ∩Bδ/2(x0)∣∣ > ∣∣Ek ∩Bδ/4(xk)∣∣ > c,
in contradiction with (7.11). The proof of the proposition is thus complete. 
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