Abstract. Reproducing kernel (RK) approximations are meshfree methods that construct shape functions from sets of scattered data. We present an asymptotically compatible (AC) RK collocation method for nonlocal diffusion models with Dirichlet boundary condition. The scheme is shown to be convergent to both nonlocal diffusion and its corresponding local limit as nonlocal interaction vanishes. The analysis is carried out on a special family of rectilinear Cartesian grids for linear RK method with designed kernel support. The key idea for the stability of the RK collocation scheme is to compare the collocation scheme with the standard Galerkin scheme which is stable. In addition, there is a large computational cost for assembling the stiffness matrix of the nonlocal problem because high order Gaussian quadrature is usually needed to evaluate the integral. We thus provide a remedy to the problem by introducing a quasi-discrete nonlocal diffusion operator for which no numerical quadrature is further needed after applying the RK collocation scheme. The quasi-discrete nonlocal diffusion operator combined with RK collocation is shown to be convergent to the correct local diffusion problem by taking the limits of nonlocal interaction and spatial resolution simultaneously. The theoretical results are then validated with numerical experiments. We additionally illustrate a connection between the proposed technique and an existing optimization based approach based on generalized moving least squares (GMLS).
1. Introduction. This work is motivated by the study of numerical solutions to linear nonlocal models and their local limits. Peridynamics (PD) is a nonlocal theory of continuum mechanics [32] . Unlike the classical local theory, PD models are formulated using spatial integration instead of differentiation, making them well-suited for describing discontinuities such as those present in fracture, material separation and failure. PD has been applied to hydraulic-fracture propagation problems [28] , crack branching [4] , damage progression in multi-layered glass [17] and others. Linear PD models also share similarities with nonlocal diffusion model [11] . Rigorous mathematical analysis and a variety of numerical methods have been developed for PD and nonlocal diffusion models [3, 7, 10, 11, 12, 13, 26, 31, 33, 36, 37] . Nonlocal models introduce a nonlocal length scale δ, called the horizon, which takes into account nonlocal interactions. As δ goes to 0 nonlocal interactions vanish and nonlocal models recover their local equivalents, provided the limit is well-defined. It is a common prac-tice to couple δ with the mesh size h in engineering applications, but some standard numerical methods may converge to the wrong local limit [35] . This particular limit is of fundamental practical importance, as it leads to banded linear systems amenable to traditional preconditioning techniques.
A mathematical framework of convergence is established for PD and nonlocal diffusion models in [11, 25, 26] and asymptotically compatible (AC) discretization is introduced in [35, 36] . The AC scheme allows the numerical solution of nonlocal equations to converge to both the nonlocal solutions for a fixed δ and also their local limits as δ goes to zero, independent of the mesh size h. The study of AC schemes has since then been developed for various numerical methods and model problems [5, 8, 15, 14, 20, 34, 37, 39] . Finite element methods (FEM) for nonlocal equations are studied in [35, 36] and FEM with subspaces containing piecewise linear functions are shown to be AC. However, applying FEM to nonlocal problems is computationally prohibitive because the variational formulation of nonlocal equations involves both a double integral and a geometrically costly mesh intersection calculation [7, 16] . Further, the nonlocal kernels in PD models are often singular, which adds more complexity to the computation. Finite difference methods (FDM) do not require the evaluation of a double integral but require uniform grids to obtain both AC and discrete maximum principle at the same time [14] . A meshfree discretization [33] of PD equations is widely used in engineering applications due to its simplicity. This meshfree method uses a set of particles in the domain, each with a known volume, and assumes constant fields in each nodal element. This method, however, suffers from large integration error leading to low order of convergence. Works [30, 38] have been devoted to improve the integration error and a reproducing kernel (RK) collocation approach can increase the order of convergence [29] . However, the robustness of this meshfree method needs further investigation.
The first motivation of this work is to provide a convergence analysis of RK collocation method for nonlocal diffusion models. Stability of collocation methods on integral equations is not a trivial task, due to the lack of a discrete maximum principle. A helpful view is to compare collocation schemes with Galerkin schemes [1, 2, 9] , for which stability comes naturally. In this work, we use the Fourier approach [9] and demonstrate that the Fourier symbol of the RK collocation scheme with linear interpolation order and suitable choice of δ for nonlocal diffusion can be bounded below by that of the standard Galerkin scheme on Cartesian grids. Consequently, we show that the collocation scheme is stable because the standard Galerkin approximation is uniformly stable (i.e. the stability constant does not depends on δ). Consistency is established using the approximation properties of the RK approximation. Therefore the proposed RK collocation method on nonlocal diffusion is AC.
Although the collocation scheme requires only a single integration to be performed for the evaluation of each element in the stiffness matrix, it is still quite expensive to do so, particularly for models with singular kernels. In practice, high-order Gauss quadrature rules are used to evaluate the integral [7, 29] . In [29] , two Gauss quadrature schemes are investigated. The first one has a background mesh for integration and the second scheme places quadrature points inside the the horizon. Therefore, the second goal of this work is to develop a practical numerical method for nonlocal models. To this end, we introduce a quasi-discrete nonlocal diffusion operator which replaces the integral with a finite summation of quadrature points inside the horizon. We utilize the RK technique to calculate the quadrature weights. The quasi-discrete nonlocal diffusion operator discretized with RK collocation not only saves computational cost but also enables the use of bond breaking for fracture problems [37] . Moreover, we provide convergence analysis to the correct local limit as δ → 0 of the RK collocation scheme with meshfree integration. A similar technique has been proposed in [37] utilizing an optimization construction which admits interpretation as a generalized moving least squares (MLS) process. It is well known that RK and MLS shape functions are equivalent, up to a rescaling of the weighting function and for particular reproducing spaces [6] . We will show that the construction of quadrature weights using the RK technique is similarly equivalent under certain conditions to this generalized MLS approach [37] , and therefore the stability proof provided here applies equally to this second class of schemes which currently lack a proof of stability. This unifies existing work in the literature using both RK [29] and MLS [37] as a framework to develop AC particle-based schemes.
This paper is organized as follows. In section 2, we introduce the nonlocal diffusion model equations with Dirichlet boundary conditions. In section 3, we present the RK collocation and work with the RK method with linear interpolation order with special choices of the RK support sizes. Section 4 discusses the convergence of the RK collocation method to both the nonlocal diffusion equation for fixed δ and the local diffusion equation as δ goes to zero so that the RK collocation scheme is AC. Then, a quasi-discrete nonlocal diffusion operator is developed in section 5 and its convergence analysis is presented in section 6. section 7 gives numerical examples to complement our theoretical analysis. Finally, conclusions are made in section 8.
Nonlocal diffusion operator and model equation.
We use the following notation throughout the paper. d is a positive integer denoting spatial dimension.
open domain. The corresponding interaction domain is then defined as
and let Ω δ = Ω ∪ Ω I . Following the same notations as in [11] , we define the nonlocal diffusion operator L δ , for a given u(x) :
where δ is the nonlocal length and ρ δ (x, y) is the nonlocal diffusion kernel which is nonnegative and symmetric, i.e., ρ δ (x, y) = ρ δ (y, x). Let us consider a nonlocal diffusion problem with homogeneous Dirichlet volumetric constraint,
In this work, we study the kernels of radial type, i.e., ρ δ (x, y) = ρ δ (|x − y|). We denote the following scaling of the kernel
where ρ(|s|) is compactly supported in B 1 (0) (a unit ball about 0). We further assume ρ(|s|) is a non-increasing function and has a bounded second-order moment, i.e.
(2.4)
The local limit of L δ is denoted as L 0 when δ → 0. We are interested in particular cases where L 0 = ∆, such that (2.2) goes to
We proceed to define some functional spaces. Define a space on Ω δ with zero volumetric constraint on Ω I ,
The natural energy space associated with (2.2) is given by
:
The nonlocal diffusion problem as described in (2.2) is well-posed and uniformly stable. We give the following the result without proof and the details can be found [25] .
is an inner product and for any u ∈ S δ , we have
where C is a constant that only depends on Ω and δ 0 .
3. RK collocation method. Since functions in the solution space S δ are zero on the boundary layer Ω I , we can extend functions in S δ trivially to R d and work on the whole space instead. We first introduce some notations. Define to be a rectilinear Cartesian grid on R d , namely
. . , h d ) consists of discretization parameters in each dimension and denotes component-wise multiplication, i.e.,
Sometime we also write the j-th component of x k by x kj , which is equal to k j h j by definition. We introduce a component-wise division symbol :
Note that the grid size h j can be different for different j. For instance, in two dimension, rectangular grids are allowed. Nonetheless, we assume the grid is quasiuniform such that h can also be written as
withĥ being a fixed vector with the maximum component to be 1. For any continuous function u(x), define the restriction to by
and the restriction to ( ∩ Ω) as
For any sequence (u k ) k∈Z d on R, the RK interpolant operator is given as
where Ψ k (x) is the RK basis function to be introduced shortly. Denote by S( ) the trial space equipped with the RK basis Ψ k (x) on , i.e.,
be the interpolation projector from the space of continuous functions on R d to the trial space S( ).
We proceed to recall the construction of the RK basis function. The RK approximation [24] of u(x) : R d → R on is formulated as:
where C(x; x − y) is the correction function, u(x k ) is the nodal coefficient, and φ a (x − y) is the kernel function defined as the tensor product of kernel functions in each dimension with support a, i.e.
where φ aj (x j ) is the kernel function in the j-th dimension, a j is the support size for φ aj (x j ) and φ(x) is called the window function. In this work, we use the cubic B-spline function as the window function, i.e.,
The correction function C(x; x − y) in (3.4) is defined as
where the vector H T (x − y) consists of the set of monomial basis functions of order p,
b(x) is a vector containing correction function coefficients and can be obtained by satisfying the p-th order polynomial reproduction condition,
Substitute (3.7) into (3.9) and obtain
where M (x) is the moment matrix and is formulated as
Each entry of the matrix is a moment given by
where
, and m αj (x j ) is the moment in the j-th dimension given by
Solve the system of equations as in (3.10) and obtain the correction function coefficients as
Please refer to [18] for the necessary conditions of the solvability of the system (3.10). Finally, by substituting (3.14) and (3.7) into (3.4), the RK approximation of u(x) is obtained as
where Ψ k (x) is the RK basis function,
In the rest of the work, we assume the reproducing condition (3.9) is satisfied with p = 1, with which we call our method the linear RK approximation and the RK basis function is referred to as the linear RK basis. If the RK support size is chosen properly, it is shown that the linear RK approximation has synchronized convergence [22] , a phenomenon where the convergence rates of higher-order error norms and lower-order error norms are of the same order.
Remark 3.1. Choose the RK support as a = a 0 h, where a 0 is an even number, the linear RK basis function becomes a rescaling of the cubic B-spline function ( [21] ) and the RK approximation has synchronized convergence for L 2 , H 1 and H 2 error norm ( [22] ). For the simplicity of presentation, we assume a 0 = 2 in the paper but the analysis also works for general even number a 0 .
Let a 0 = 2 be the parameter described in Remark 3.1, then the linear RK basis function can be written as ( [21] )
Another consequence of this choice of support size is that the one-dimensional moments up to the third order are independent of x j , and more precisely
. From the one-dimensional moment, we can derive useful properties of the multi-dimensional moment which are summarized in the following lemma. Proof. By writing out the multi-index α and from (3.12) and (3.16), the desired properties follow. Now we use the above discussed RK approximation and collocate the nonlocal diffusion equation on the grid . The RK collocation scheme is formulated as follows. Find a function u ∈ S ( ∩ Ω) such that
where S ( ∩ Ω) is defined as
Alternatively, (3.17) can also be written as
where r h Ω is the restriction operator given in (3.3). Remark 3.3. With the assumption in Remark 3.1, the RK basis has support size of 2h j in the j-th dimension. So the support of u ∈ S ( ∩ Ω) is not fully contained in Ω but in a larger domain given as
4. Convergence analysis of the RK collocation method. In this section, we will show the convergence of the RK collocation scheme (3.17), which is also the method used in [29] without a convergence proof. The concern for convergence is that the numerical scheme should converge to the nonlocal problem for a fixed δ, and to the correct local problem as δ and grid size both go to zero. So the proposed RK collocation scheme is an AC scheme ( [36] ).
Stability of the RK collocation method.
In this subsection, we provide the stability proof of our method. The key idea is to compare the RK collocation scheme with the Galerkin scheme using Fourier analysis. Similar strategies have been developed in [9] .
First, define a norm in the space of sequences by
If a sequence (u k ) is only defined for k in a subset of Z d , then one can always use zero extension for (u k ) so that it is defined for all k ∈ Z d . Then without further explanation, |(u k )| h is always understood as (4.1) with the zero extension being used. The main theorem in this subsection is now given as follows.
The proof Theorem 4.1 is shown at the end of this subsection before two more lemmas are introduced. Let (· , ·) l 2 be the l 2 norm associated inner product, namely
The nonlocal operator L δ defines two discrete sesquilinear forms:
The inner product (· , ·) in (4.3) is the standard L 2 inner product. Equation (4.3) defines a quadratic form corresponding to the Galerkin method, meanwhile, the quadratic form (4.4) corresponds to the collocation method. Moreover, the stiffness matrix for the collocation scheme (3.17) can be considered as a finite section of the infinite Toeplitz matrix induced by (4.4). Before applying the Fourier analysis to (4.3) and (4.4), we study the Fourier symbol of the nonlocal diffusion operator L δ first. Take u ∈ S δ , u(ξ) is the Fourier transform of u(x) defined by
The Fourier transform of the nonlocal diffusion operator L δ is given as
More discussions on the spectral analysis of the nonlocal diffusion operator can be found in [15] . From (4.5), it is obvious that λ δ (ξ) is real and non-negative. Now, we given a comparison of the two quadratic forms (4.3) and (4.4) using Fourier analysis.
Lemma 4.2. Let u(ξ) and v(ξ) be the Fourier series of the sequences
, for C independent of δ, h and ξ, and λ G and λ C are given by
By Parseval's identity, we arrive at
where we have used (3.15) and the Fourier transform of the cubic B-spline function (3.6) given by
Hence, we have the Fourier transform of the RK basis function as
Therefore, by (4.2) we obtain the Galerkin form (4.3) as
Next, following the same procedure, the collocation matrix may be expressed as
Therefore, the collocation form (4.4) is written as
This finishes the proof of (ii). With (i) and (ii), it is easy to see (iii) by the fact that λ δ (ξ) is non-negative and 0 ≤ Ψ 0 (ξ) ≤ 1. .7) is in fact the same as the Fourier symbol of the Galerkin scheme with basis function defined by the tensor product of linear B-splines. This shows the equivalence of some special RK collocation schemes with certain non-standard Galerkin schemes.
We need the following lemma that says the | · | h norm defined through the RK basis and discrete l 2 norm are equivalent.
Lemma 4.4. The following two norms are equivalent, i.e., there exist two constants C 1 , C 2 > 0 independent of h, such that
Proof. First, from Parsevel's identity, we can write the l 2 norm as
Then, similar to the proof of Lemma 4.2 (i), by replacing the nonlocal diffusion operator with the identity operator, we obtain
where λ h (ξ) is continuous and strictly positive,
Thus, λ h (ξ) is bounded above and below on Q. Therefore, we complete the proof.
Proof of of Theorem 4.1. For all sequences (u k ), (v k ), we derive via the CauchySchwartz inequality and Lemma 4.4 (4.8)
Finally, for u ∈ S ( ∩ Ω) we may by definition write u = i h (u k ), and thus we have
The first line is a result of (4.8) and the second line is by definition of S( ∩ Ω). Lemma 4.2 (iii) shows the third line and the fourth line is the stability given by Lemma 2.1 since u ∈ S ( ∩ Ω) ⊂ S δ .
Consistency analysis the RK collocation method.
In this section, we discuss uniform consistency of the RK collocation method on the nonlocal diffusion models. The truncation error has a uniform bound independent of the nonlocal scaling parameter δ. Combining the stability result in subsection 4.1 and the truncation error analysis to be presented shortly, we show that the RK collocation method is convergent. The asymptotic compatibility of the method is based on two important properties -the quadratic exactness of the scheme Lemma 4.5 and the synchronized convergence property of the linear RK approximation. Synchronized convergence means the convergence rates measured by higher-order error norms are of the same order as the ones measured by lower-order error norms. The linear RK approximation has the synchronized convergence is a long-known fact [22] and we provide the statement of it in Lemma 4.6 without proof.
From the definition of the nonlocal diffusion operator and the first-order polynomial reproduction property of the RK approximation, it is easy to see that
Then it is sufficient to show the cases when |α| = 2. We observe that for quadratic polynomials,
There are only two cases for |α| = 2. The first case is that there exist i, j ∈ {1, 2, · · · d} and i = j such that α i = α j = 1. In this case
where Ψ k (x) is given by (3.15) . The second case is that there exists j ∈ {1, 2, · · · d} with α j = 2, then
In both cases, we have (4.9). From Lemma 3.2 and (3.16), for |α| = 2, m α (x) is a constant which does not depend on x, thus |α|=2 L δ m α (x) = 0.
Therefore we have completed the proof.
We remark that although the RK shape function (3.15) can only reproduce linear polynomials, (4.9) is the key for the RK collocation method to satisfy the quadratic exactness condition. In order to show convergence, we need another property (synchronized convergence) of the RK approximation with carefully chosen window function and support sizes. The result was first developed in [22] with approximation error measured by Sobolev norms. It is natural that the synchronized convergence is also valid pointwise under a stronger regularity assumption for the approximated function. Here we present the result without proof. Please see [22, 23] 
where C is a generic constant independent of h max .
Here and in the rest of the paper, we adopt the following notations for a function
Now we are ready to present the truncation error analysis of the RK collocation method for the nonlocal diffusion models.
where C is independent of h max and δ.
Proof. For any x ∈ R d , we define the remainder
Define the interpolation error of R(x) as
Then we can write
Restricting to the grid , the truncation error is given by (4.13)
where Lemma 4.5 is used. Now using Lemma 4.6 on E = Π h R − R, we have (4.14)
, where the last line comes from (4.10). Now combing (4.13), (4.14) , and the symmetry of the kernel ρ δ , we arrive at
where C is a generic constant, independent of h max and δ. Finally, the proof is finished by interpolating the truncation error.
The convergence theorem is now presented as a result of the stability (Theorem 4.1) and consistency (Lemma 4.7). We will show first that the numerical solution converges to the nonlocal solution for fixed δ as mesh size decreases, and then the convergence to the local solution as δ and mesh size both decrease to zero. (Ω δ ). Moreover, assume |u δ (4) | ∞ is uniformly bounded for every δ. Let u δ,h be the numerical solution of the collocation scheme (3.17). Then,
max , where C is independent of h max and δ.
Proof. Notice that since u δ = 0 on Ω I and u δ ∈ C 4 (Ω ∪ Ω I ), we can extend u
From the RK collocation scheme (3.17) and the nonlocal equation (2.2), we have
Combining Theorem 4.1, Lemma 4.7 and the above equation, we obtain
max . Finally, from the triangle inequality, we arrive at
max . where we have used the approximation property of the RK approximation.
Next, we show that the RK collocation scheme converges to the correct local limit model is indeed unifrom and is independent of δ. We start by bounding the truncation error between the collocation scheme and local limit of the nonlocal model.
Proof. From Lemma 4.7 and the continuum property of the nonlocal operators, we have
Combining Theorem 4.1 and Lemma 4.9, we have uniform convergence (asymptotic compatibility) to the local limit. 
Proof. The proof is similar to Theorem 4.8. Note that we also assume u 0 (x) = 0 for x outside of Ω. First, recall the collocation equation and its local limit,
Then, from Theorem 4.1, Lemma 4.9 and the above equation, we obtain
Finally, we finish the proof by applying the triangle inequality
5. Quasi-discrete nonlocal diffusion operator. The RK collocation scheme introduced in the previous sections is asymptotically compatible, but it is not practical in the sense that it is rather difficult to evaluate the integral in the nonlocal diffusion operator, especially if the nonlocal kernel is singular. In [29] , two Gauss quadrature schemes are investigated and high-order Gauss quadrature rules are necessary for both schemes to obtain algebraic convergence. See also section 7 for more details on the Gauss quadrature schemes. To mitigate this computational complexity, in this section we introduce a new nonlocal diffusion operator acting on continuous function where the integral is replaced by finite summation of point evaluations in the horizon.
We call it the quasi-discrete nonlocal diffusion operator. Whenever the local limit is concerned, it is much easier to use the quasi-discrete operator than to use Gauss quadrature for the integral. We will show that the numerical solution for the quasidiscrete nonlocal diffusion converges to the solution of local equation as δ and mesh size both approach to zero.
Quasi-discrete nonlocal diffusion operator.
For each x, we use a finite number of quadrature points in the δ-neighborhood of x to approximation the integral in (2.1). Assume u(x) ∈ C 0 (Ω δ ), we define the quasi-discrete nonlocal diffusion operator L δ as
where ω δ (s) is the quadrature weight at the quadrature point s and B δ (0) is a finite collection of symmetric quadrature points s in the ball of radius δ about 0. The superscript can be seen as the smallest distance between neighboring quadrature points and is independent of the spatial discretization applied to u later in section 6. In this work, we assume that the number of points in B δ (0) is a fixed number N d that only depends on dimension. N d will be specified later. This effectively means that the ratio /δ is a fixed number. An example of quadrature points in the horizon of a given point x ∈ Ω ⊂ R 2 is shown in Figure 1 . Fig. 1 : Quadrature points (blue dots) are shown in the horizon of x ∈ Ω. The dashed lines form the grid for the RK collocation scheme that will be applied later in section 6. x is not necessarily the grid point. The quadrature points are independent of the collocation points on the grid.
Note that although the evaluation of L δ (x) only needs a finite summation, it is actually a continuous function in x, and thus it is called the quasi-discrete operator. Next we impose the conditions on L δ so that the numerical solution converges to the correct local limit. Recall the nonlocal kernel ρ δ (|s|) introduced in section 2 has a bounded second-order moment as in (2.4). Therefore, the nonlocal diffusion operator L δ acting on constant, linear and quadratic polynomials has the following results
We proceed to design quadrature weights ω δ (s) such that L δ satisfies the same conditions as (5.2),
There are many ways to design the quadrature weights ω δ (s). We present two approaches, one using the RK approximation and the other is in the framework of GMLS as in [37] . Our goal here is to unify these two approaches.
5.2. Quadrature weights using the RK approximation. Note that (5.3) can be seen as a reproducing condition for polynomials up to second order. We can thus solve for the quadrature weights ω δ under the same framework presented in section 3. Due to the scaling of the nonlocal kernel ρ δ (|s|) as shown in (2.3), ω δ (s) has the following scaling
where ω(s) is the quadrature weight at s ∈ B 1 1 (0) and 1 = /δ by scaling. B 1 1 (0) is a finite collection of quadrature points in the unit ball. Since we assume that the number of points in the set B δ (0) is fixed, this implies 1 is a fixed number. We next present the construction of ω(s) in B 1 1 (0) so that for a general horizon δ, ω δ (s) can be obtained by rescaling. Without loss of generality, we assume x = 0 in (5.1). If we define
the problem is then equivalent to finding out the weights ω(s) such that (5.5)
where f is taken from a certain finite dimensional space. Condition (5.3) is now interpreted as (5.5) for f in the form of (5.4) where u is taken from the space of polynomials up to second order. Notice that for u being a constant function, f is identically zero and (5.5) is satisfied trivially. Therefore we only need to consider (5.5) for
Now we use a similar approach as the RK approximation presented in section 3 to find the weights. Define
where φ is taken to be the cubic B-spline function (3.6) and C(s) is the correction function that takes the form
T and b is a constant vector to be determined. For example, in two dimensions we havê
T .
Substituting (5.6), (5.7) and (5.8) into (5.5), we obtain the following system for b:
where M is the moment matrix given by
and H d is the constant vector consisting the right hand side of (5.3) when taking f (s) = ρ(s)Ĥ(s). For example, for d = 2
We note that each entry of the moment matrix is given by
For example, in two dimensions, (5.9) has the explicit form 
Otherwise, the inversion must be interpreted in a reasonable way. From (5.13), it is unknown if the weights are strictly non-negative. Then, under symmetry assumptions of quadrature points, we have a simple procedure to find a set of positive weights without the inversion of the moment matrix. It turns out the positivity of weights ω(s) is critical for the stability of the numerical method. Let us assume that the quadrature points are symmetrically distributed. More specially, we require the discrete set B δ (0) to be invariant under reflection about axis as well as 90
• rotation with respect to origin (in 2D) or axis (in 3D). Note that we could make this assumption because the quadrature points are completely decoupled from the collocation points, as shown in Figure 1 . This assumption implies that N d ≥ 2d. Mathematically, the symmetry assumption allows us to see that the moment m α1... In general, the weights are written as
By inspection of (5.16), it is also easy to see that ω(s) only depends on |s|. Therefore we have ω(s) = ω(|s|).
Quadrature weights using GMLS.
The way to construct weights using RK approximation as shown in subsection 5.2 can be seen as a special case of a GMLS quadrature discussed in [37] . This type of RKPM/MLS duality exists in the literature in many forms; while the classical RKPM and MLS shape functions are well-known to be equivalent under certain conditions [6] , more recent techniques such as the implicit gradient RKPM and GMLS approximation of derivatives are similarly identical [19, 27] . We will show that an an similar parallel holds for RKPM and GMLS nonlocal quadrature rules.
We state the GMLS problem as follows. Given a collection of points B 1 1 (0), we define the collection of quadrature weights ω T = {ω(s)} s∈B 1 1 (0) via the equality constrained optimization problem:
where V denotes a Banach space of integrands to be integrated exactly, and W (r) is a radially symmetric positive weight function supported on B 1 (0). Here we select V as the space of functions in the form of (5.6). The solution to (5.17) is then given explicitly by the saddle point problem
where λ ∈ R dim(V) denotes a vector of Lagrange multipliers used to enforce the constraint, W denotes a N d ×N d diagonal matrix with diagonal entries {W (|s|)} s∈B 1 1 (0) , H denotes a dim(V ) × N d rectangular matrix with column vectors Ĥ (s)
, and ρ denotes a N d × N d diagonal matrix with diagonal entries {ρ(|s|)} s∈B 1 1 (0) . Solution of this system yields the following expression for the quadrature weights
If we let W (|s|)ρ(|s|) = φ(|s|), a direct comparison to (5.13) reveal that the two are algebraically equivalent, depending upon how the matrix inverse is handled. In [37] , the authors used a pseudoinverse to handle the lack of uniqueness in the resulting solution.
There are several consequences for this equivalence. First, it reveals that the lack of invertibility of the moment matrix M in (5.10) may be interpreted as a nonunique solution to (5.17), meaning that there are multiple choices of quadrature weights providing the desired reproduction properties. From the construction in the previous section, we know that at least one of those solutions corresponds to positive quadrature weights. We may thus add an inequality constraint to (5.17) to enforce positivity, due to the existence of a non-empty feasible set. This is in contrast to existing literature [37] , whereby no guarantees were made regarding positivity of quadrature weights. Of course, this result holds only for uniform grids, and future work may focus on whether such results hold for general quasi-uniform particle distributions in which [37] is applied.
In light of this GMLS/RK equivalence, the stability analysis in subsequent sections will apply equally to these previous works, and existing error analysis in the literature related to GMLS approaches likewise may be applied to the current scheme, under appropriate assumptions. Thus, the substantial literature pursuing both RK and MLS as platforms for establishing asymptotic compatibility are effectively equivalent.
5.4.
Truncation error of the quasi-discrete nonlocal operator. We have constructed a quasi-discrete nonlocal diffusion operator using meshfree integration and we next study the associated truncation error.
Proof. Use Taylor's theorem, we have
where we have used (5.20) and (5.3).
Lemma 5.1 shows that if the quasi-discrete operator L δ satisfy the polynomial reproducing conditions (5.3) up to second order, then L δ is a second-order approximation of L in δ. For high order approximations, one could follow the same procedure to design weights such that the quasi-discrete operator satisfy high order polynomial reproducing conditions. However, the positivity of weights for high order approximations needs further investigation which is beyond the scope of this paper. We will see in the next section that the positivity of weights is crucial to guarantee the stability of numerical schemes applied to the quasi-discrete operator.
6. Convergence analysis of the RK collocation on the quasi-discrete nonlocal diffusion. In this section, we apply the RK collocation method introduced in section 3 to the quasi-discrete nonlocal diffusion operator defined in section 5. The RK collocation scheme for the quasi-discrete operator is formulated as follows. Find a function u ∈ S ( ∩ Ω) such that
Equivalently, (6.1) is also written as
For practical reasons, in this section we assume δ = M 0 h max , where M 0 > 0 is fixed and investigate the convergence behaviour of the numerical solution of the collocation scheme, obtaining results similar to section 4.
6.1. Stability of RK collocation on the quasi-discrete nonlocal diffusion. We first present the stability of the RK collocation scheme (6.2) as follows.
where C is a constant that only depends on Ω, δ 0 , and M 0 .
The proof of this theorem is similar to Theorem 4.1 as long as we have the next lemma. Before presenting the Lemma, we need to first show the Fourier symbol of
where λ δ (ξ) is the Fourier symbol of L δ ,
Since ω δ (s) is symmetric and non-negative, λ δ (ξ) is real and non-negative. We obtain the Fourier representation of the collocation scheme as follows.
Lemma 6.2. Let u(ξ) and v(ξ) be the Fourier series of the sequences
where λ C is defined as
Moreover,
for some generic constant C > 0.
Proof. The derivation of (6.4) is similar to (4.7), following the replacement of λ δ (ξ + 2πr) by λ δ (ξ + 2πr). We proceed to show (6.5) . By change of variables, we obtain
Let us decompose the set Q = (−π, π) d into Q 1 and Q 2 ,
By the definition, if ξ ∈ Q 1 , then
First, by (6.4), we observe that
Notice that there exists C > 0 such that for x ∈ (−π, π)
Then, we have for ξ ∈ Q 1 , (6.6)
where C depends only on M 0 = δ/h max and the set B 1 1 (0) and θ = θ(s, ξ ĥ ) is the angle between s and ξ ĥ . The last line of of (6.6) comes from the following observation. For a fixed ξ ĥ , cos(θ) = 0 only for the points s that lies in directions orthogonal to ξ ĥ . But from the symmetry assumption of the discrete set B 1 1 (0) in subsection 5.2, there are always s ∈ B 1 1 (0) such that s is not orthogonal to ξ ĥ . Therefore, for any nonzero ξ ∈ Q 1 , the summation in the second line of (6.6) is always a positive number. Then it has a positive lower bound since Q 1 is a compact set. Now for ξ ∈ Q 2 , we have |ξ ĥ | ≥ |ξ| ≥ π/M 0 , then (6.7)
As we have seen, for any fixed ξ ĥ , there always exists s ∈ B 1 (δξ h) ≥ 0 for ξ ∈ Q 2 . Then since Q 2 is a compact set, we have λ 1 1 (δξ h) ≥ C ≥ |ξ| 2 for ξ ∈ Q 2 . Now observe that for any nonzero ξ = (ξ 1 , . . . , ξ d ) ∈ Q, we have
where C 1 , C 2 > 0 are generic constants. Then we arrive at
Next, use the fact that
Hence we have
Immediately, we have the following bound for λ C (δ, h, ξ) by
Finally, (6.5) is shown by combining (6.8) and (6.9).
Proof of Theorem 6.1. By applying Lemma 6.2, the proof follows similarly to the proof of Theorem 4.1.
6.2. Consistency of the RK collocation for quasi-discrete nonlocal diffusion. In this subsection, we establish the convergence of the RK scheme (6.2) to the corresponding local problem as h max → 0 with a fixed ratio M 0 = δ/h max . We show first the discrete model error between the quasi-discrete nonlocal diffusion model and its local limit.
Proof. In order to prove this Lemma, we need an intermediate result. Similar to the proof of Lemma 4.7, for x k ∈ the quasi-discrete operator L δ acting on the RK approximation error (4.12) is given as (6.10)
Finally, by combining (6.10) and Lemma 5.1 and using the RK interpolation, the discrete model error of collocation scheme is given as
Combining Theorem 6.1 and Lemma 6.3, the numerical solution of (6.2) converges to its local limit.
Theorem 6.4. Assume the local exact solution u 0 is sufficiently smooth, i.e., u 0 ∈ C 4 (Ω δ0 ). For any δ ∈ (0, δ 0 ], let u δ, ,h be the numerical solution of the collocation scheme with meshfree integration (6.2) and fix the ratio between δ and h max . Then,
Proof. Similar to the proof of Theorem 4.10, we first do an zero extension of u 0 . The collocation equation is given by
Combining the above equation, the stability result (Theorem 6.1) and the consistency result (Lemma 6.3), we obtain the following estimate
We complete the proof using the triangle inequality
7. Numerical Example. To validate the convergence analysis in the previous sections, we consider a numerical example in two dimensions. Using the manufactured solution u(
2 ) to calculate the right-hand side of (2.2) and (2.5), we obtain,
and impose the corresponding values of u(x) on Ω I such that the exact value to the local limit matches on Ω. Let Ω = (0, 1) 2 and for a fixed δ, we investigate the convergence rate of the RK collocation scheme in section 3 for the following nonlocal equation
since the exact solution of (7.1) is given. The nonlocal kernel is chosen as ρ δ (|s|) = 4 πδ 4 . To verify the asymptotical compatibility of our scheme where δ also goes zero, we replace the right hand side f δ of (7.1) with f 0 , and test the convergence of the numerical solution of the following nonlocal diffusion problem
to the solution of the local problem given by
We apply both of the two collocation schemes in section 3 and 5 and investigate their convergence properties.
7.1. RK collocation. We first use the RK collocation method as described in section 3 and choose the discretization parameter as h 1 = 2h 2 (so h max = h 1 ), and then study the convergence of the numerical solution to the nonlocal (7.1) and local solution (7.2) . Note that we assume the nonlocal integration is evaluated exactly using high-order Gauss quadrature points. The distribution of the Gauss quadrature points in the horizon is shown in Figure 2 and more details are investigated in [29] .
Convergence profiles are shown in Figure 3 . We investigate the convergence behaviour when the nonlocal length scale δ is coupled with discretization parameter h max in various ways. When δ is fixed, the numerical solution converges to the nonlocal solution at a second-order convergence rate. When both δ and h max go to zero, the numerical solution converges to the local limit. When δ goes to zero faster (δ = h 2 max ) and at the same rate as h max , (δ = h max ), convergence rates of 2 are observed. When δ approaches to zero slower than h max , (δ = √ h max ), we observe first-order convergence rate. The numerical examples agree with Theorem 4.10 and this verifies that the RK collocation method is asymptotically compatible. 7.2. RK collocation with meshfree integration. As discussed in the previous section, high-order Gauss quadrature points are necessary to evaluate the integral for the RK collocation method, making the method computationally expensive. In practice, we sometimes couple grid size with horizon as δ = M 0 h max so that δ goes to 0 at the same rate as h approaches to 0. Now, we use the RK collocation method with meshfree integration as discussed in section 5 to solve (7.2) and only study the convergence to the local limit. Convergence profiles are presented in Figure 4 . We observe a second-order convergence rate in agreement with Theorem 6.4. Therefore the RK collocation method with meshfree integration converges to the correct local limit. 8. Conclusion. In the first part of this work, we have presented an asymptotically compatible linear RK collocation method with special choices of RK support sizes for nonlocal diffusion models with Dirichlet boundary condition. Numerical solution of the method converges to both the nonlocal solution (δ fixed) and its local limit (δ → 0 ). We have provided stability analysis of this scheme in the case of Cartesian grids with varying resolution in each dimension. Since the standard Galerkin scheme has been proved to be stable, the key idea to show the stability of the collocation scheme was to establish a relationship between the two schemes. Consistency of the collocation scheme is obtained by applying the properties of RK approximation.
In the second part of this work, we have developed a quasi-discrete nonlocal diffusion operator using a meshfree integration technique. The key idea was to replace the integral with a finite number of quadrature points in the horizon with quadrature weights to be solved under polynomial reproducing conditions. We unified two approaches, the RKPM and the GMLS approach, to calculate the quadrature weights. Under the assumption that the quadrature points to be symmetrically distributed inside the horizon, we can show that the quadrature weights are positive, which is crucial for the stability of the method. The numerical solution of the RK collocation method applied to the quasi-discrete nonlocal diffusion operator was shown to converge to the correct local limit.
Meanwhile, we validated our mathematical analysis by carrying out numerical examples in two dimensions. The order of convergence observed in the numerical examples match our theoretical results. That is, for the RK collocation method, the numerical solution converges to the nonlocal solution for a fixed δ and its local limit independent of the coupling of δ and discretization parameter h max ; for the RK collocation method with meshfree integration and when the ratiao δ/h max is fixed, the numerical solution converges to the correct local limit.
Finally, we remark that our work is a first step toward the rigorous analysis of meshfree methods for nonlocal models. Several more questions are worthwhile to explore in the future. First, the present work is restricted to the linear RK collocation method on the special variable-resolution Cartesian grids, it is interesting to see how to extend the work to high order RK method on general meshes. Moreover, we take the nonlocal diffusion as the model problem in this work, and it is natural to extend the framework to the study of RK collocation schemes for the peridynamics model of continuum mechanics. Those studies will be carried out in the future.
