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Abstract 
In this paper we survey some problems which have recently appeared in the study of the 
complexity of computations. 
We also survey and prove some related results. In particular we prove a lower bound on 
rigidity of an explicitly defined matrix and give an upper bound for decomposition of graphs 
into unions of complete bipartite graphs which yields an upper bound on projective dimension 
of 0-1 matrices. 
The concepts of projective and affine dimension were introduced by A.A. Razborov (1990) 
and the present authors (1992) as a possible tool for finding lower bounds on formula and 
branching program complexity. 
1. Introduction 
In this paper we survey some problems which have combinatorial and algebraic 
character and which appeared in the study of the complexity of computations. There 
are many such problems, here we want to consider several of them which are related 
to each other and show some, hopefully, interesting connections. This will be done in 
Part I. In Part II we give proofs of some minor improvements of the results related 
to these problems. One of these improvements i  based on a nontrivial result on the 
structure of graphs and is of independent interest. Namely we prove that each bipartite 
graph with n black and n white vertices is the union of O(n/log n) graphs which are 
disjoint unions of complete bipartite graphs (we call them fat matchinos). 
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Our main motivation are proofs of  lower bounds on the size of  circuits computing 
boolean functions. Here the tools are finite combinatorics and linear algebra. In many 
cases the problems have not been solved but only have been reduced to a combinatorial 
problem. Quite often these problems combine combinatorial concepts with algebraic 
ones. It seems that just this combination makes them very hard. The aim of this paper 
is to collect several such problems. 
We shall consider problems about matrices. A 0-1 matrix can be thought of as a 
0-1 function with two variables or a bipartite graph. Other matrices can be represented 
as functions with two variables or as labeled complete bipartite graphs. The most 
important algebraic concept here is the rank of  a matrix. It is directly, or with some 
modifications, related to several complexity measures. The related concepts considered 
here are communication complexity, rigidity of a matrix, decomposition of a matrix 
into the product of sparse matrices. There are several interesting problems about the 
relation of  the structure of  the matrix, (the positive and negative ntries, nonzero entries 
etc.) to its rank. We shall also briefly consider pseudorandom 9enerators as they 
are related to other problems considered here. Finally we present some problems on 
intersection graphs which are closely related to some questions in complexity theory. 
Also these problems combine combinatorics and algebra. 
The main new results here are the result on the structure of  graphs mentioned above 
and a lower bound on rigidity, which gives asymptotically the same bound as Friedman 
[11] but uses a different proof. 
We have tried to give as many as possible references to the original papers and 
authors of  the problems, in some cases we were, however, not able to find the origin 
of  the problem and we apologize to the authors; Problems 3 and 7 are new. 
All graphs, functions etc. will be finite in this paper, however we shall talk about 
infinite fields sometimes. We shall use the following notation in asymptotic bounds: 
f (n )  = O(g(n)) 
f (n)  = f~(9(n)) 
f (n)  = o(g(n)) 
f (n)  = ~o(g(n)) 
means that for some constant K, f (n)  <~ Kg(n), 
means that for some constant e > 0, f (n)  >>- eg(n), 
means that f(n) --+ 0, a(n) 
means that f(n) ~ (X). g( n ) 
Part I. A Survey of some problems 
2. Communication complexity and the rank 
Communication complexity was introduced by Yao [32], but the concept had been 
used implicitly in information theory. Suppose we want to compute a function f with 
several variables, say a boolean function. Assume, moreover, that the variables are split 
into two groups. Then we can think of f as a function of  two variables f (x,  y) where 
x and y are vectors of  the corresponding half of  the original variables. Furthermore we 
can think of f as a matrix M where the rows are indexed by all possible values of x, 
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the columns are indexed by all possible values of y and the entries are the values of 
the function f .  The communication complexity of f (or M) is the minimal number of 
bits which two computers must exchange in order to compute the function (an entry in 
M) assuming one knows only x and the other knows only y. A simple way to define 
it formally is in terms of decision trees. Consider binary decision trees computing f 
where at each node the decision is made according to x or y. The communication 
complexity is the minimal depth of such a tree [15]. From now on we shall talk only 
about matrices, CommCompl (M)  will denote the communication complexity. 
The following is an important result, though it is not difficult to prove. 
Theorem 2.1 (Mehlhorn-Schmidt [17]). Let M be a 0-1 matrix and F an arbitrary 
field. Then 
log2(rankFM) ~< CommCompl (M) .  
This shows a link between an important algebraic oncept and an important complex- 
ity measure. This theorem has been actually used for several proofs of lower bounds, 
not only for communication complexity. Thus it is natural to ask how good this bound 
is, i.e. can the inequality be somehow reversed? 
Problem 1 (Lovfisz-Saks [15]). Is there a constant k such that for  every 0-1 
matrix M 
CommCompl(M) <~ (log2(rankM))k? 
It is quite easy to show that such a relation does not hold for the field GF2, [15]. 
Namely, take the 2 n x 2 n Sylvester matrix (with - l ' s  replaced by 0's). 3 It has rank 
2 n over the reals, hence by the theorem of Mehlhom and Schmidt also communication 
complexity n, but it has only rank n over GF2. The rank of a 0-1 matrix depends only 
on the characteristic of the field and it is the largest for the characteristic 0. Thus the 
problem is to decide it for the field of reals. 
Lovfisz and Saks [15] reduced this problem to a problem of the relation of the 
rank and a purely combinatorial characteristic - - the chromatic number. The idea is as 
follows. First show that the communication complexity of M is up to a polynomial in- 
crease equal to the logarithm of the minimal number of rectangles of O's and rectangles 
of l 's  needed to cover O's respectively l 's  of M. Since the rank of the complement 
(interchanging O's and 1 's) can differ by at most 1, we only need to bound the number 
of rectangles of 1 's by the rank. The tensor product of M with itself M ® M has rank 
at most (rankM) 2 and contains a submatrix N where the squares of l 's  on the main 
diagonal correspond to the rectangles of 1 's in M. Thus Problem 1 is equivalent to the 
following problem. 
3 In computer science it is known as Inner Product Modulo 2. 
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Problem 2 (Lov~isz-Saks [15]). ls there a constant k such that for  every graph G 
l ogz (G)  <~ ( log(rankAc))k? 
where Z denotes the chromatic number and AG is the adjacency matrix o f  G. 4 
It seems that the likely answer to this problem is no. There are partial results in this 
direction due to Alon and Seymour [6] and Razborov [25]. 4a The latter one shows that 
there are graphs Gn with n 5 vertices, chromatic number Q(n 4) and rank A6n = O(n3); 
thus 
log( rank A G, ) = (3/4 -- O( 1 ) ) log Z( Gn ). 
The problem can be generalized as follows: Suppose rankAc is small. How large 
must be the largest independent set in G? In particular we do not know how small 
value of rankAc already ensures that there is an independent set of  size 3 in G. For 
another problem in circuit complexity one only needs to show that graphs with small 
rankAc but without independent sets of  size 3 must have many edges. However one 
needs to consider directed graphs instead of  symmetric ones. We state the problem for 
the complement of the adjacency matrix. 
Problem 3. Let M = {mi, j} be an n by n 0-1 matrix with rank M <~ r over some 
f ieM F. Suppose that 
• M has 1 's on the main diagonal and 
• for  no i ¢ j  ~ k ~ i the entries mj, i, mj, k,  mi, k are l 's. 
How many 1 's must M contain? 
A particular interesting case is to prove or disprove that such an M must have a 
nonlinear number of l ' s  for r <~ en, e > 0 a constant and F = GF2. For the application 
in circuit complexity we need to prove that assuming r ~< en there are n 1+6 1 's, where 
fi is also a positive constant. This would prove a nonlinear lower bound on the size of  
logarithmic depth semilinear circuits computing an explicitly given boolean function, 
see [23]. 
Note that M cannot contain, say, lower triangular square submatrix of  order 
> r = rank M. Thus the symmetric graph defined by the entries above the main diag- 
onal does not contain an independent set of  size > r. This weaker condition can be 
used to show a lower bound f~((n2/r)log(n/r)) on the number of  l ' s  using the result 
of  [2]. This is, however, linear for r ~ en. 
4 Note that it is important that G does not have loops, otherwise the adjacency matrix of the complete graph 
would have rank 1. 
4a Added in proof: An essential progress has been made quite recently. Raz and Spiker [33] showed a 
nonlinear gap and Nisan and Wigderson [34] showed a polynomial gap. 
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3. The rigidity of a matrix 
Let IMI denote the number of nonzero entries of  M. Let a field F be fixed. The 
rigidity of  M is the integer valued function RM defined by 
RM(r) :df  min{[AI ;rank(M +A)  ~< r}. 
The definition, the following problem and theorem are due to Valiant [29]. 
Problem 4 (Valiant [29]). Define explicitly an n by n matrix M such that for some 
constant e>0 RM(En) is nonlinear. 
The motivation for this problem is the following theorem. 
Theorem 3.1 (Valiant [29]). Let M be an n by n matrix over some fixed field F. 
Suppose 
RM(Cn) >~ n 1+~ ,
where c, b > 0 are some constants. Then the linear transformation defined by M 
cannot be computed by a depth O(log n) and linear size circuit with gates computing 
linear functions. 
Another application in lower bounds on circuit size was found by Razborov [26]. 
Babai et al. [8] suggested to consider communication complexity counterparts of some 
Turing machine complexity classes. In particular, ~cc __ communication complexity 
- -  is the class of square matrices whose communication complexity is polynomial 
in log log n of their dimension ; JV'~ cc is the same with nondeterministic commu- 
nication complexity, and ~'df cc - -  communication complexity polynomial hierarchy 
- -  is obtained by allowing constant number of alternations. Equivalently, ~dg cc is 
the class of bipartite graphs computable by constant depth exp((log log n) °(1)) size 
AND-OR-NOT circuits with input variables replaced by characteristic functions of 
complete bipartite graphs on subsets of the vertices. Razborov [26] showed the follow- 
ing theorem. 5 
Theorem 3.2 (Razborov [26]). Let {Mn} be a sequence of  0-1 n by n matrices. 
Suppose that for some fixed field F and exp((log log n) °~(I)) ~< r ~< n 
n 2 
RM,(r) >1 
exp((log r) °(l)) ' 
then {M,~} is not in ~df  cc. 
5 This is a corollary of a stronger esult in which gates counting mod some prime are also allowed; in 
particular this could be used to show exponential lower bounds on such circuits computing boolean functions. 
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Thus such a lower bound would solve an important open problem in complexity 
theory. 
Let us first look at how large the rigidity can actually be. Let us denote by Rff(r) 
the maximum over RF(r) over all n by n matrices over a field F. It is easy to see 
that Rff(r) <~ (n - r) 2, for any field F. Valiant [29] showed by nonconstructive means 
that 
RV(r) = (n - r )  2 , 
for F infinite, and 
RF( r ) :~( (n l~gr - )2 )  
for any fixed finite field F. 
The concept of being explicitly defined is not quite clear cut here. For instance, if we 
take a matrix (xi4) with xi, j algebraically independent, hen the nonconstructive bound 
above gives rigidity (n -  r) 2. Thus a natural constraint is to consider only matrices 
with small integer entries. For such matrices we can also get a large bound using 
nonconstructive means. Let us denote by R~F(r) the maximum over RF(r) over all 
0-1 n by n matrices over a field F. 
Proposition 3.3. There ex&t positive constants c1, c2 > 0 such that for every 
sufficiently large n and r <~ eln 
R~(r )  >1 e2n 2 . 
See Section 9 for the proof. 
Now we consider bounds for explicitly defined matrices. Asymptotically largest lower 
bound follows from the following theorem which will be proved in Section 9 and which 
is similar to an earlier result of  Friedman [11]. 
Theorem 3.4. Let M be an m by n matrix over GF2, let n > 2 and suppose the 
columns of M generate a linear code over GF2 with distance d >1 6m. Then for 
r <<, An the rigidity of M satisfies 
(~ mn n 
RM(r) >>- ~ • r + log2(n/r ) " l°g2 -r ' 
where the rigidity is over GF2. 
This theorem gives the best bound for some well known codes. The so called good 
codes are classes of codes which have minimal distance bounded from below by 6m 
and dimension  /> cm, where m is the length of the code words and 6, e are positive 
constants. Such linear codes can be explicitly defined; for instance Justesen's codes are 
good linear codes [16]. In order to be able to compare this lower bound on rigidity 
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with others, we have to consider square matrices. Thus we add columns of, say, zeros. 
This gives a lower bound on rigidity of  n by n matrices of  the form 
for r > log n. This is much less than is needed in the two theorems above. In particular 
the bound is linear in n if r is linear in n. Such a bound was first proved by Friedman 
[11]. Our result uses a little different proof. For the field of real numbers the best lower 
bound is only ~(n2/r) ,  see  [26, 24]. 
A good candidate for large rigidity over ~ seem to be Hadamard matrices. However 
the best lower bound is only n2/r 2, due to Alon [3] which improves earlier results 
of  Pudlhk, Savicty and Razborov. Sharp bounds O(n2/r) have been proved for the upper 
triangular matrix (mi, j ---- 1 if i ~< j, and mi, j = 0 if i > j )  [24]. For more applications 
of rigidity, see [21 ]. 
In [23] rigidity was generalized to a set of  matrices as follows: 
RM~ ...,M~(r) ---- min{card(S); for some matrices .41 ... .  Ak 
with all nonzero elements in the set S, rank(Ml +A l )  . . . . .  rank(Mk +Ak)  ~< r}. 
This means that we can make the changes on some set of positions fixed for all matrices 
Mj .. . .  ,Mk. It would be interesting to prove a lower bound for explicitly given sets of 
matrices even if the size of the set is 2 n. The best what we can prove only matches 
the record for a single matrix. 
A related question is to prove a lower bound on the rigidity of  an explicitly 
given n by n matrix in which it is allowed to use n algebraically independent num- 
bers; for instance for the matrix n-I {xi+j}i,j=o, where xo . . . . .  x2~-2 are indeterminates 
over GF2. 
4. Decomposition of matrices into the product of sparse matrices 
The following problem is similar to the rigidity problem. Let a field F be fixed. 
Problem 5. Let M be a square matrix, let C2(M) be the minimum of 1.41 + IBI 
(the number of nonzero elements in A and B) where A, B are such that M = A × B. 
Define explicitly M such that C2(M) is laroe (see below for interestin# values 
of C2(M)). 
The relation with the circuit size is straightforward here. The minimal number 
IAI+IBI such that M = A × B is just the minimal number of  edges in a circuit of  
depth two which computes the linear transformation M and in which the gates com- 
pute linear functions. 
It is easy to show using nonconstructive means that there are n by n matrices which 
require C2(M)= n 2, if F is infinite and C2(M)= f~(n2/log n) if F is finite. 
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The best constructive bound is ~(n 3/2) for the real field. It is due to Shoup and 
Smolensky [28]. However in their result it is essential that they use large integers in 
the matrix. It is an open problem to prove such a bound for 0-1 matrices. For GF2 
the largest bound is f~(n(log n)3/2). This follows from the bound f~((nZ/r)log(n/r)) 
on rigidity of an explicit matrix mentioned above using a lemma from [21]. A lower 
bound f~(n log n) for Sylvester matrix was proved in [5]. 
This problem has a natural extension where we ask about decomposition i to the 
product of k matrices instead of just two. For some small nonlinear bounds see [21 ]. 
Note that Sylvester matrix can be decomposed in GF2 into the product of three matrices 
with linear number of nonzero elements, since it has rank logn; see Section 10 for the 
proof. 
5. Large rank determined by the sign structure of the matrix 
Let M be an m by n matrix of - l ' s  and +l 's .  Let us denote by 
It(M) =df min{rankR(A); Vi, j sgnai, j = mi, j} .  
This can be defined equivalently also as follows: It(M) is the minimal number 
r such that there are m points and n halfspaces in the space It~ r such that the ith 
point lies inside, resp. outside of the jth halfspace if mi, j = 1, resp. mi, j = --1; 
no point is allowed to lie on the border hyperplane. (Hint: use the fact that rank(A) ~< r 
iff A can be decomposed into the product of an m by r matrix P and an r by n 
matrix H.) 
Problem 6. Define explicitly an n by n matrix with large It(M). 
The bound which would be interesting from the point of view of complexity theory 
is (log n) ~°O). The best lower bound is, however, only log n [18]. 
This problems goes back to [32]. In that paper Yao defined the concept of 
Probabilistic Communication Complexity. This is a randomized version of the 
communication problem that we have described above. Paturi and Simon [18] 
proved that 
log It(M) ~< ProbCommCompl(M) <~ log p(M) + 1 . 
Alon et al. [7] showed using nonconstructive means that there are matrices with 
large It. Namely they proved the following estimates for the maximal value of #(M) 
of n by n matrices. 
n/32 < # <~ (1/2 +o(1) )n .  
Let us note that a lower bound f~(n) follows also from the proof of our 
Proposition 3.3. Namely there are +1, -1  matrices M such that any matrix A which 
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has the same signs on more than (1 - ¢2)n 2 entries must have rank at least ¢~n. (Our 
proof uses the same technique as used in [7].) 
Krause [13] introduced the following modification of  the function p: 
~At(M) =clf min{rank~(A); A is t-bounded, s.t. Vi, j sgn ai, j = mi, j}.  
Here the condition t-bounded means that the entries of  A are integers of  absolute value 
at most t. He proved the following lower bound on /A t. 
Theorem 5.1 (Krause [13]). I f  M is an n by n Hadamard matrix, then 
n 
~At(M) >>- - .  
t 
This theorem has an application to the so called d~ circuits of  depth 2. 
The next problem is also related to the class dc~c~. It is a transformed version of 
a problem of Yao presented below (Problem [10]). 
Let M be a 0-1 matrix and let a field F of  characteristic ~> d + 1 or 0 be fixed. 
Define: 
v(M)  =df min{d; 3S C_ {0, 1 . . . . .  d}3matrix A s.t. 
(1) mi, j = 1 ~ ai, j C S and mi, j = 0 ~ ai, j C [0, 1 . . . . .  d] \S  
(2) rankF(A) ~< d}.  
Problem 7. Define explicitly an n by n matr ix  with large v(M). 
It would be extremely intersting to have an explicit matrix M such that 
v(M)  = exp ((log log n)~°(I)). 
This would produce an explicit function not in the class d~,  which is a problem 
on which many researchers are currently working. However, as far as we know, there 
is no nontrivial constructive lower bound on v(M).  Again, using counting it is easy to 
prove that there are matrices with v(M) = f~(n/log n). 
For other problems on the relation of  the structure of  matrices and its rank see 
[10, 20]. 
6. Pseudorandom generators 
Let Xi . . . . .  X~ be 0--1 random variables. If X1 . . . . .  Xn are independent, hen the event 
space must be of  size at least 2 n. Quite often one needs much weaker properties than 
full independence. In such a case one can find small spaces. In particular one needs 
only k-wise independence, i.e. independence of any subset of  the variables of  size 
at most k, and also some bias may be allowed. Then the event space may be of  
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polynomial size. I f  such a probability space is constructed explicitly, it may be used 
to turn probabilistic algorithms into deterministic ones. 
Usually it is very easy to construct a small space with nice properties simply by 
taking a random 0-1 matrix. There are also explicit constructions, but they do not give 
such good parameters. The explicit constructions are usually referred to as pseudo- 
random generators. The problem of constructing ood pseudorandom generators is 
another problem about constructing matrices which share some properties with random 
matrices. 
Here we shall confine ourselves to only one of such properties. Let M be a 
+1, -1  matrix with n columns. We shall think of columns as random variables 
Xl . . . . .  X, and rows as events. Let e > 0. M is said to be e-biased if for any subset 
{il . . . .  ,ik} c {1 . . . . .  n} 
IPr(Xi~ . . . . .  X~-t = 1) - Pr(Xi~ . . . . .  X/k = -1 )  I ~< c.  
We say that M is (e,k)-biased, if every k columns are an e-biased matrix. 
The relation of  this concept to the concept of  distance of coding theory is the 
following. An m by n matrix M is e-biased, iff the columns of the matrix (½ - 1 ~mi, j )  
generate a linear code over GF2 in which every two distinct words have distance 
at least (m/2) (1 -  e) and at most (m/2)(1 +e) .  In particular the code has distance 
(m/2)(1 -e ) .  Thus the following problem is closely related to the problem of explicit 
constructions of asymptotically good codes. 
Problem 8. For a given n and e > 0 construct an e-biased matrix M with as small 
number m o f  rows as possible. 
Taking a random matrix one gets easily the bound m = O(n/e 2). The best construc- 
tive bound is 
( .2 ) 
m=O 
cZ(log n/e )2 ' 
due to Alon et al. [4]. The standard example - -  Paley's matrix - -  gives also a good 
bound, but worse than the above one. Namely, taking n columns from an m by m 
Paley's matrix gives (as far as we presently know) m = O(nZ/e 2). 
The following problem of Poljak and RBdl is similar to the problem on pseudorandom 
generators. 
Problem 9 (Poljak and R6dl [19]). For a given n and e > 0 construct an m by n 
matrix M o f  + l 's and -1  's with as small number m o f  rows as possible with the 
following property. For every vector v E { 1 , -  1 }" 
n 
1 ~lZm,4v j  I >1 e¢-~. 
m i=1 j= l  
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The meaning of the left-hand expression is the average absolute value of the angle 
between the vector v and the rows of M. We want to find few vectors such that no 
vector v can be almost orthogonal to most of them. 
A nonconstructive proof gives m = O(n). The best construction gives 
m = O(n 2) [19]. 
7. Intersection graphs 
We shall consider epresentations of bipartite graphs as intersection graphs of some 
families of sets. We shall continue to use the language of matrices instead of (labeled) 
bipartite graphs. The size of the underlying set serves as a measure of complexity. 
Various conditions on when we put 1 and when 0 give various measures. As an 
introductory example consider the following easy proposition. 
Proposition 7.1. Let M = {mi, j}  be an m by n matr ix o f  O's and l's. 
(a) Let  d be the minimal integer such that fo r  some sets U1 . . . . .  Urn, V1 . . . . .  V, c 
{0, . . . ,d -  1} we have 
Ui A Vj T~ O ¢* mi, j = l . 
Then 
d = NondetCommCompl(M).  
Similarly, we have: 
(b) I f  d is the minimal integer such that for  some sets U] . . . . .  Urn, Vj . . . . .  Vn C 
{0 . . . . .  d -  1} we have 
[Ui n Vii odd ¢:~ mi.j = 1. 
Then 
d = rank aF2 (M).  
Thus it is quite easy to construct matrices which require large d for these measures. 
The following problem is of the same type, but it seems to be very difficult. 
Problem 10 (Yao). Let M be an n by n matrix o f  O's and l's. Let d be minimal 
such that for  some sets U1 . . . . .  Un, Vj . . . . .  V, C {0 .. . . .  d - I}  andS C_ {0 . . . . .  d} the 
following holds." 
IUi n Vjl ~ S ~ mi ,  j = l . 
Construct explicitly M with d = exp((log log n)~°(1)). 
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A matrix with such a property can be used to define a function outside dc~c~, which 
is an important problem. No nontrivial constructions are known. If  we use counting 
argument, then it is quite easy to prove the existence of matrices with d = f~(n). 
We shall show that v(M) of Problem 7 is a lower bound on the d in the above Prob- 
lem 10. Let a representation of  M using sets U1 . . . . .  U~, V1 . . . . .  /In C_ {0 . . . . .  d -  1}, 
S c_C_ {0 . . . . .  d} be given. Let a matrix A be defined by ai, j = card(U/A Vj). Think of 
the sets U1 . . . . .  U,, V1 . . . . .  V, _C {0 . . . . .  d -  1} as if they were 0-1 vectors (the char- 
acteristic vectors). Then the entries in A are the scalar products of  these vectors. Thus 
A has rank at most d (the length of  the vectors). This gives a representation needed 
to prove v(M) <<, d. 
Interesting relations hold for the variants where linear or affine subspaces are con- 
sidered instead of  arbitrary subsets. In this way it is possible to get lower bounds on 
the very basic complexity measures - -  formula size complexity and branching program 
complexity. 
Let us first introduce some notation. Let M be an n by n matrix of O's and l's, let 
F be a field. We define projective and affine dimensions by 
pdimF(M)  = dfminimal d such that for some 
projective subspaces Uj . . . . .  Urn, V1 . . . . .  V, of  F d 
U, A Vj y~ {O} ¢:~ ai, j = 1, 
adimg(M) = dfminimal d such that for some 
affine subspaces Ul . . . . .  Urn, Vl . . . . .  Vn of F a 
Ui N Vj ¢ (~ ¢¢" ai, j = l 
Recall that we can assign a 0-1 matrix to any boolean function f .  For example, 
suppose f : {0, 1} 2m --+ {0, 1}, n = 2 m. Then we assign an n by n matrix mf to f .  
Theorem 7.2 (Pudlfik and R6dl [22] and Razborov [27]). For any boolean function 
f : {0, 1 }2m ~ {0, 1 } and any field F 
pdimF (m f ) <~ BranchingProgram Compl ( f  ), 
adimF (m f ) <~ FormulaSizeCompl(f  ). 
Quite recently the concept of  adim has actually been used to prove a nontrivial ower 
bound on the complexity of  branching programs [12]. 
The two complexity measures pdim and adim are closely related. We have 
adimF(M) ~ (pdimF(M))  2 , 
for any field F, and 
pd imF ( M ) <~ ad imF ( M ) O( ad imF ( m ) ) , 
for F finite [22]. 
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Problem 11 (Pudl~ik and R6dl [22] and Razborov [27]). Construct explicitly a 0-1 
square matrix with large pdim respectively large adirn. 
The only nontrivial lower bound is essentially Lovfisz's subspace version of 
Bollobfis's theorem [14]. It follows that if M is the complement of the unit matrix 
(mi,  j = 1 for i ~ j, and mi, i = 0) ,  then 
pdimF(M) = c log n, 
for an ~ > 0 independent of F. For a fixed finite field F there is an easy counting 
argument showing that the identity matrix has pdim of the order log n. 
In order to improve the best lower bounds on the branching program complexity 
of explicit boolean functions, respectively formula size complexity, it would suffice to 
prove lower bounds for some explicit n by n 0-1 matrix M of the form 
pdimF(M) = f~ ((log n)2), 
respectively 
adimF(M) = Q ((log n)3). 
It is not difficult to prove a nonconstructive lower bound 
pdimF(M) = ~ (x/n) , 
for a finite field F using a counting argument. For the real field one gets using the 
well known estimate of Warren [30], see [22] 
pdim~(M ) = f2 ( l~g n ) " 
This still leaves a quadratic gap between the trivial upper bound n in the case of a 
finite field F and even more in the case of the real field. We shall show that in the 
case of the real field the upper bound can be reduced (which results also in a quadratic 
gap in this case). 
Theorem 7.3. For every n by n 0-1 matrix M 
pdim~(M) : O(n/log n). 
The proof of this theorem is based on the following graph theoretical result. 
Definiition. Let G be a graph. We call a system K I, K 2 . . . . .  K t of vertex disjoint 
complete bipartite subgraphs of G a fat matching. For a graph we denote by qS(G) the 
maximum number of edges contained in a fat matching. We also denote by ~O(G) the 
minimum number of fat matchings covering all edges of G. 
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Theorem 7.4. There exists a positive constant c such that for any graph H with v 
vertices 
v 
~(H) ~<Clnv. 
We prove this theorem in Section 11. Let us note that quite recently Raphy Yuster 
found a shorter proof. 
The reader interested in more connections with geometry should consult the survey 
article of Bj6mer [9]. 
8. Appendix. Circuit complexity 
In this section we shall give definitions of some concepts from circuit complexity 
which are used in this paper. 
A circuit is a labeled directed graph C. The sources are labeled by input variables 
(of the function that we want to compute) and the sinks are labeled by the output 
variables. The inner vertices are labeled by some functions and are called gates. The 
class of functions which can be used at the gates is called a basis. The function 
which is assigned to a vertex v may depend only on the vertices connected with v by 
an arrow. The function computed by the circuit is defined in the obvious way. The 
size of a circuit may mean either the number of vertices or the number of the edges 
of C. Here we shall consider the number of the edges. Another important measure 
is the depth of the circuit which is the length of the longest directed path in the 
graph. 
Classes of circuits are defined by restricting the basis and the structure of the under- 
lying graph. Let cg be a class of circuits and suppose f is a function which can be 
computed by a circuit in this class. Then we can assign a number Comps(f)  to f ,  
called the complexity of f with respect o ~g, - -  the minimal size of a circuit C C c£ 
which computes f .  Similarly we can define the depth complexity. 
The following are some important classes of circuits. 
(a) Boolean circuits. The basis consists of all unary and binary boolean functions. 
Hence the fan-in of the graphs is at most two. This is the most important class of 
circuits which computes all boolean functions. Though these circuits has been studied 
for more than forty years there is no proof of a lower bound nonlinear in the number 
of variables for an explicitly defined boolean function. It is an open problem even if 
we assume the additional restriction of depth being O(logn), where n is the number 
of variables (the input size). 
(b) Bounded depth boolean circuits. In this class we assume that the depth is 
bounded by a constant, but we allow unbounded fan-in (hence the basis contains in- 
finitely many functions). 
The most important model is with gates AND, OR and NOT, where AND, re- 
spectively OR, are conjunctions, respectively disjunctions, of an arbitrary number of 
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variables. For this class there are exponentially large lower bounds (already for such 
a simple functions like PARITY). A sequence of boolean functions { f ,}  belongs to 
class d~ °, if the functions can be computed by such circuits with depth bounded by 
a constant and size bounded by a polynomial in the input size. For instance PARITY 
(the sequence of parity functions) does not belong to d~ °. 
A larger class is obtained by adding finitely many MODk functions. A MODk func- 
tions is the boolean function which gives the value 1 iff the number of l 's in the input 
is not divisible by k. Thus e.g. PARITY is just MOD2 function. Exponential lower 
bounds for explicit functions are known if only one prime k is allowed. There are 
only some partial results for more prime MOD gates or one MOD gate of a composite 
number. The corresponding class of sequences of functions computable by constant 
depth and polynomial size circuits with AND, OR, NOT and a constant number of 
MOD gates is denoted by ~¢~cg. No explicitly defined boolean functions are known 
not to belong to this class. 
(c) Linear circuits. Here the basis consists of linear functions over some field F. 
Hence the circuits also compute only linear functions. Since adding a constant is a 
simple operation, we need actually only to investigate linear functions defined by ma- 
trices. An interesting case is when the field is GF2. Then linear circuits are just boolean 
circuits where the basis is restricted to linear functions; in fact it is enough to take the 
parity. We have considered two particular subclasses. 
In Section 3 we talk about fan-in 2 (i.e. the basis with binary linear functions) 
linear circuits. Here the situation is the same as with boolean circuits: no nonlin- 
ear lower bounds are known even if we restrict the depth by the logarithm of the 
input size. 
In Section 4, we have considered epth 2 and unbounded fan-in circuits. (Here it 
is important o count the number of edges and not vertices.) W.l.o.g. we can assume 
that the circuit has three levels (input, intermediate l vel, output), and edges are only 
between successive levels. Then the complexity is just the number of nonzero entries 
in the representation f the linear transformation as the product of two matrices. Recall 
that the maximal complexity is only n z. The best known lower bounds are listed there. 
(d) Semilinear circuits. Let f (p ,x )  be a boolean function with x and p each of n 
bits. Suppose that f (a ,x )  is linear over GF2 for every fixed a. We consider circuits 
C(p,x) which compute f (p ,x )  in such a way that whenever we fix an a and make the 
straightforward simplifications on C (replacing a part of the circuit which computes 
a constant function by a constant etc.), we get a linear circuit. We call such circuits 
semilinear. It is natural to consider such circuits for computation of, say, bilinear 
functions. 
(e) Boolean formulas. These can be defined as boolean circuits with fan-out one 
on all vertices except of the input vertices. A natural representation f such a circuit 
is by a tree; this requires to repeat the input variables, so that we have fan-out one 
also on input vertices. There are some polynomial lower bounds for explicitly defined 
boolean functions, but no explicit sequence of boolean functions is known which needs 
formulas larger than n 3. 
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(f) Branchin9 proorams. They can be also defined as boolean circuits of a special 
form. The natural definition is, however, the following. A branching program is a 
labeled directed graph with one source and two sinks; the vertices are labeled by the 
input variables; for each vertex which is not a sink there are two edges going out and 
they are labeled by 0 and 1 (in the boolean case); the sinks are labeled by ACCEPT 
and REJECT. The computation is defined in the same way as for the similar concept 
of decision trees. Branching programs are however much more powerful than decision 
trees; their power is between boolean formulas and boolean circuits. 
For more information about circuit complexity consult Wegener's book [31]. 
Part II. Some proofs 
9. Bounds on rigidity 
In this section we prove Proposition 3.3 and Theorem 3.4. 
Proof of Proposition 3.3. Let n, r be given, let R = R~,R(r). This means that any n 
by n matrix M can be decomposed into A + B where rankA ~< r and B has at most R 
nonzero entries. Then we can decompose A into the product A~ × A2 where At is n by 
r and A 2 is r by n. Thus we can write mi, j = Pi, j(q), where Pi, j are real polynomials 
of degree 2 with t = 2nr + R variables q. These polynomials are determined by the 
set of the positions i, j where B has nonzero entries. Subtract ½ from the polynomials. 
Then we get 2 "2 different sign sequences corresponding to different 0-1 matrices as 
the values of (4 )  such sequences of polynomials. We shall use a well known bound 
~< (4ed-------~m) t 
of Warren [30] on the number of sign sequences of a sequence of m polynomials of 
degree ~< d and with t variables. Thus we get the inequality 
We shall estimate by 
and t: 
( n2 
(2nr + R) l og2nr+R 
which can be rewritten as 
(n ; )  <~ (en2/R)R, take the logarithm and substitute for m 
R [ n 2 en 2 
n-- 5 ~log 2nr +~ + log ~-  
1 en2 n 2 - -+ log8e  +R og--R-- ~> 
) ( ) %log8e +2r  log + log8e  ~> 1. n 2nr + R 
(1) 
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This can be simplified by omitting some terms in denominators 
R(  n 2 ) 2 r (  n 2 ) 
n-- 5 21og~-+log8e 2 +--n log~nr + l°g8e  ~> 1. 
Let us substitute ~ = R/n 2, fl = 2r/n, a = log 8e 2, b = log 8e. Thus we get 
eft2 log ~-1 + a)+ fl(log fl-1 + b) /> 1. 
Take el > 0. Then assuming r ~< eln we get fl ~< el. Thus if el is sufficiently small, 
we have 
hence 
fl(log fl-I + b) ~< ½, 
~(2 log ~-l  +a)  >~½. 
Since ~(2 log ~--1 .+_ a) ~ 0 as ~ ~ 0, this proves that ~ = R/n 2 must be larger than 
a positive constant. [] 
Now we prove the lower bound on rigidity. Let the field F = GF2 be fixed. 
Lemma 9.1. Let  M be an m x n matr ix  over GF2 and suppose M is (e,k)-biased, 
with k even and e < 1, e may depend on m and n. Then 
(n) 
rankM ~> log 2 k/2 " 
(n) Proof. M p be the m x k/2 matrix whose columns are the sums of  k/2-tuples of 
columns of M. Then M' is (e,2)-biased, hence all columns in it are different. Thus (o) rankM /> log 2 k/2 • [] 
Lemma 9.2. Let  M be an (e ,k) -b iased m x n matrix, k even and e < 1. Let  
r< l°g2(  [n/2])k/2 . Then 
ran(1 - e) 
R~t(r) >>. 
2k 
Proof. Suppose we change < ran(1 -e ) /2k  entries in the matrix. Then there will be 
at least n/2 columns where < m(1 -e ) /2k  entries have been changed. These columns 
form a (6,k)-biased matrix with 6 < 1. Thus by the lemma above it has rank at least 
l°g2 \ k/2 ]" [] 
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Proof of Theorem 3.4. Let M be given, let r ~< ~6n. The condition on the matrix M 
clearly implies that M is (1 -6)-biased. We want to choose an even k ~< n which 
satisfies 
r < log 2 k/2 " 
Using the well-known estimate on 
implied by 
(2) 
the binomial coefficients, the inequality is 
k n 
r ~< ~ log 2 ~ . 
Assume that k ~< r, then this is implied by 
2r 
k~> 
log 2 n/r " 
Thus if we choose k even, 
2r 
k< - - + 2 ,  
log 2 n/r 
then the inequality (2) and k ~< r will be satisfied. Hence, by Lemma 9.2, we get 
mn6 tuna ~ mn n 
RM(r) >1 ~-  >~ 2r/ log2(n/r  ) + 2 >~ 2 " r + log2(n/r ) " l°g2 -r " [] 
10. A decomposition i to the product of sparse matrices 
Proposition 10.1. Let  M be an n by n matr ix  with rankCF2(M) ~< log n. Then M can 
be decomposed as M = A × B × C with IAI + IBI + ICI = O(n). 
Proof. Suppose w.l.o.g, that n = 2 2k for some positive integer k. By the assumption 
M = P × Q where P is n by 2k and Q is 2k by n. Furthermore we can split P, Q 
into halfs, thus we get 
M = P1 × Q1 + P2 × Q2,  
where Pl and P2 are n by k, and Ql and Q2 are k by n. We shall decompose P1 × Qx 
into the product of  three matrices with O(n) nonzero elements. Since there are only 2 k 
vectors in dimension k, we can decompose P1 into Pj = P'l × P':  where P~ is n by 2 k 
and has just one 1 in each row and P'x' is 2 k by k. Thus P'I has n nonzero elements. 
We decompose Q1 into Qi = Q'l × Q~' in a similar way. Thus 
v,  × o ,  = P', × e',' × ×o ' , ' ,  
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where P~, Q'( have n nonzero elements each, and the product matrix P~' × Q~ has at 
most 2 k • 2 k = n nonzero elements. I f  we decompose P2 × Q2 in the same way, we get 
a decomposition M =A × B × C with ]A[ + ]B I + ]C] ~< 6n. [] 
11. Fat matchings 
In this section we prove Theorems 7.3 and 7.4. 
First we prove the following slightly weaker theorem which is, in fact, sufficient for 
the proof of Theorem 7.3 and from which Theorem 7.4 can be deduced by an easy 
induction argument. 
Theorem 11.1. There exists a positive constant c such that for  any bipartite graph 
G --- (WtOB,  F )  with v vertices 
V 
~b(G) ~< cl in v (3) 
Proof of Theorem 7.4 from Theorem 11.1. If  H is a graph with v vertices, divide 
the vertex set into sets B and W, ]B[ ,-~ v/2 and [W I ,,~ v/2. I f  G is a bipartite graph 
with 
E(G)  = {{b, w}; b ~ B, w ~ W, {b, w} ~ E(H)} 
and He and Hw are subgraphs of H induced on sets B and W respectively, then 
~,(H) ~< ~b(G) + max{~,(Hs), ~'(Hw)} • (4) 
By Theorem 11.1, we infer that 
P 
~b(G) ~< C I -  
In v 
and by the induction hypothesis, we get that 
v/2 
max{~0(HB),~0(Hw)} < C ln( v/2 ) . 
Hence by (4), we have 
CV 
~(H)  < ~ fo rc  > 2cl and v >~ Vo(Cl,C). [] 
Note also that (3) is up to the constant factor best possible as almost all bipar- 
tite graphs with v/2 = n black and v/2 = n white vertices do not contain a complete 
bipartite subgraph with (1 + o(1)) log 2 n vertices and thus qS(G) ~< (1 + o(1))nlog 2 n 
which gives 
1 n 
if(G) ~> ~(1 - o( l ) ) log  2 n 
To prove the upper bound, we need the following 
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Lemma 11.2. Let G = (W U B, F )  be a bipartite graph with n = ]W I white and m = 
]B[ black vertices. Let d(G) = ~ = IFI/(n . m) be the edge density o f  G. Then 
~(G) >/ 0.001~1/'4 IVY(In IFI). (5) 
It is easy to conclude Theorem 11.1 from Lemma 11.2: 
Take the largest fat matching M C G and delete it from G = G O to obtain graph 
G 1. Keep on deleting largest fat matchings from G j - l  to obtain graphs G j, j = 
1,2 .... , G j = (V, Fj). If IFjl /> ½1El then, according to Lemma 11.2, the corresponding 
fat matching has at least 
edges where f = IF]. Thus, first f /2  edges are covered by at most 
1000x/f/2 
(~/2 )TM ln(f /2) 
fat matchings. Similarly, the next f /4  edges are covered by at most 
1000X/~/4 
(ct/4 )1/4 In(f /4) 
fat matchings, etc. Thus, together we have at most 
2 I/4 1 
1000V#fj>~l~ 1 1 =(1  +°(1))100021/4 1 ~1/4 ln f  (6) 
~1/4 2J/4 In f - - j ln  2 
fat matchings. For the graph on v vertices, the expression on RHS of (6) is maximized 
if f = ~(v 2) and thus ~(G) ~< ct(v/ ln v) holds. 
Proof of Lemma 11.2. Assume w.l.o.g, that 
n ~> m (7) 
and G has no isolated vertices. 
The statement is clearly true for graphs with f ~< 10 4 edges. (In this case, we 
have 0.001~)/4x/~ln f ~< 0.001 • 102. 4. In 10 < 1.) So we may assume that f > 
10 4 holds. Assume now that f ~< 104(n/In n) 2. Then 
0.001~l/4v/~ln f ~< 0.001v/f in f ~< 0.11~n In 104 
41n10 n 
~< 0 .2n+- - - -  < n, 
10 Inn 
(8) 
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for n ~> 4. As clearly ~b(G) >~ n we have also that ~b(G) >/ 0.001~l/4v/'fln f .  Thus, 
we may assume in fact that 
f>  104 (li1--~) 2 (9) 
holds. 
Suppose now that (5) is not valid and let G = (W U B,F) be the minimal graph for 
which (5) fails. 
Before joining the proof of Lemma 11.2, we state two numerical facts. 
Fact  1. 
f > (O.O01e3) 4m2 . (10) 
(In f )4 n 
Proof. As n/0n n) 6 /> (0.03) 4 for every n > 1 we infer by (9) that 
n 2 m 2 
f ~> - -  ~> (0 .03)4n > (0 .001e3)  4 -  . 
( ln f )  4 ( In t7) 6 n 
Fact  2. 
e 3 
In m > 4 In - - .  
o~ 
(11) 
Proof. Suppose that (11 ) fails to be true, i.e. 
el2 el2 
m ~< - -  -=Tm4n 4 
and hence 
f 
n~> - -  
e3m3/4 - 
We will show that 
f /> 0.001ctl/4x/~ In f (12) 
e3m3/4 
which, due to the fact that ~b(G) ~> n contradicts our assumption that G is the graph 
for which (5) fails to be true. Eq. (12), however, is equivalent with 
v / f> 0.001e3~l/am3/4 
l n f  
which follows by Fact 1. 
Set now 
[lnm I 
t= 2 ln(e3/~)j 
(13) 
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and 
u= [nt ]  • (14) 
Let K 1, K 2 . . . . .  K I be a maximal system of vertex disjoint copies of Kz,~, each with 
t vertices in B and u vertices in W. They, together contain ltu edges and as, according 
to our assumption 
0.001~l/4v/-f In f > ¢(G) ~> ltu >~ ln f l .  
m 
As by (11) t /> 2 > 0, wehave 
1 
l < (O.O01o~l/4v/-fln f )m t 2" (15) 
Set 
/ 
BI = U V(Ki)NB' 
i=1 
1 
w~ = U V(K~) n w, 
i= l  
B2  = B - B I ,  
W2= W-WI .  
Claim 3. The bipartite graph G2 induced on W2 U B2 has edge density < 0t/10. 
In the proof we shall use 
n > 100, 
100 
m> >4.  
(in 100) z
This is easy to prove. By (9) we infer that 
nm ~> f > 104 
and hence (16) follows. Similarly, we have 
(n)2 
mn>-f> 
and hence 
m t> ( l~n)  2 
100 
> 
(In 100) 2 
>4.  
Fact 4. 
(16) 
(17) 
t ~< 3--6 (18) 
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and 
14 
holds. 
(19) 
Proof. As 
n 100 
min - -  /> 
n>~loo (In n) 4 (In 100) 4 
we infer by (9) that 
i=~mn > 104 ( ln-~) 2 
i.e. that 
n 106 
:~m > 104(inn)------ 5 /> (In 100) 4(ln n)2 > 2000(ln n) 2 > - -  
Similarly, (In rn)/v/--m attains its maximum for m = e 2 and thus 
In m 2 14 
6---~ ~< ~ < 15 
which due to the choice of t implies (19). 
151n m 
2 In e 3 
> 30t. 
Fact 5. 
v/m Inn 
lnm 
- - - -  < 1. (20) 
Proof. As v f f / lnx  is decreasing for x < e 2 and increasing for x > e 2 and m ~> 4 we 
infer that 
~< max = max 2.885, 
lnm ln4 ' lnn  ~ " 
As ( lnn)/v% ~< (in 100)/10 ~< 0.23 ... (20) follows. 
Proof of Claim 3. We have 
IB, I = It < o.ool:¢b'4v/f(ln f )m 
0.0010¢3/4v~ • n ln(mn) m 
( ~)  v~ 21n n 
~< 0.001 ~3/42 3 + In ~n m ~-  m 
~< 0.004c~3/4 (3 + In 1 )  m . (21) 
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(The last inequality follows by Fact 5.) As a3/4(3 q-in(I/a)) attains its maximum when 
3 + In(I/a) = 16/3 we can bound (21) from above by 
16 m 
IBll ~< 0.004. ~-m ~< 15 '  
Similarly, we have 
IWll <~ tu <~ ln t  <<. n 
m 15" 
Assume now that d(Ge) >1 ct/10 holds for the edge density of Gz. We will derive 
a contradiction. Set IWzl = n2, [B21 = m2 and let dl,dz . . . . .  dn2 be degrees of white 
vertices in G2. Then 
~ >/n2 i=l t 
As there are ('~2) t-subsets of black vertices, we infer that there are 
In2 (~° :m2) / ( t~2) l  
white vertices all joined to all vertices of some black t-element set. We will show that 
In2 ( l :m2) /  ( t2 ) ]  ~>u 
and this means that G2 contains Kt,., contradicting the maximality of the system 
14 KI ,K z ..... K t. Observe that due to (18) and the fact that m2 >~ i3 m 
14 (am/30) 9 a (a/10)m2 - t a/10. ]3 " m - 
~> 4,m ~>a' l~ /> e3 15 m2 -- t 
holds. Hence 
t >~n2 ~ - -x /~ 
14 x/m n n 
>~ t >~--t >~u, 
15 t m m 
which concludes the proof of Claim 3. [] 
To conclude the proof of Lemma 11.2, consider the subgraph G' induced either on 
/4/1 U B or on W U B1 with at least f l  >>. 9am n edges. (The existence of G I follows 
by Claim 3.) Let a' be the density of G'. As due to our assumption G is a minimal 
graph for which (5) fails to be true, we infer that 
qb(G') >t O.O01(a')l/4x/r-ff7 In f ' .  
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We will, however, show that 
(~/)l/4v/ ~ In f '  ~> (a)l/4X/~ In f 
contradicting our assumption and confirming (5) for any graph G. 
Claim 6. 
(=')1/4v/-~ In f '  >/(a) l /av/ f  In f .  (22) 
Proof. We will prove (22) in a slightly more convenient form showing namely that 
a' ( f )2  ( lnf)4 (23) 
:~ 77 (ln f ' )  4 
holds. First we observe that the (RHS) of (23) can be estimated from above by 
400 (lnlO 000 ( 9.22 )4 
81 ]-n ~-0  J ~< 5. \8 .41]  < 8. (24) 
On the other hand 
and 
In f ~< 2 in n 
l In m I 2 In m 
t= 2(3+ln l /a) . ]  ~> 3"2(3+ln l /a ) '  
since t ~> 2 by Fact 2. Hence, using (15), 
a' >~ 9 am.  n nt > 450a 3/4 
20 I t .  n v / - f  In f 
450al/4 /-n- 2 lnm 1 ~> Vz  "5"2(3  +In( l /a ) )2  Inn 
> 75- 
a 1/4 x/~ In m 
3 +In( I /a)  Inn 
and thus, as  ~3/4(3 -k- In I/a) attains maximum when 3 + In(l/a) = 16/3, we have 
a, 1 3 
-- > 75a3/4(3 = 75" > 8. (25) a + ln(l/~)) 
Combining (24) and (25) yields Claim 6 and thus also Lemma 11.2. [] 
Now we derive Theorem 7.3 from Theorem 11.1. We need two simple lemmas. We 
shall talk about bipartite graphs instead of 0-1 matrices. 
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Lemma 11.3. I f  G is a fat  matching then pdimR(G) <<, 2. 
Proof. Let G be given. For each complete bipartite subgraph K choose a one- 
dimensional subspace of E and let it be the space representing each of the vertices 
of K. 
Lemma 11.4. For any bipartite graphs Gi . . . . .  Gk and any field F 
pdimF ( G1 U . . .  U Gk ) <~ pdimV (G1 ) + . "  + pdimF ( Gk ) . 
Proof. Suppose Gx . . . . .  Gk are represented in the spaces Vl . . . . .  Vk respectively. 
Represent G1 U .. .  U Gk in Va × -.. × Vk by taking the products of  the spaces cor- 
responding to vertices. 
Proof  of Theorem 7.3, Decompose the graph (the matrix) using Theorem 11.1 and 
then apply Lemmas 11.3 and 11.4. 
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