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Abstract
Let α be a totally positive algebraic integer, and define its absolute trace to be Tr(α)deg(α) ,
the trace of α divided by the degree of α. Elementary considerations show that the
absolute trace is always at least one, while it is plausible that for any  > 0, the absolute
trace is at least 2 −  with only finitely many exceptions. This is known as the Schur-
Siegel-Smyth trace problem. Our aim in this paper is to show that the Schur-Siegel-Smyth
trace problem can be considered as a special case of a more general problem.
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1 Introduction
Let F be the set of polynomials f(x) = xn − an−1xn−1 + · · · + (−1)na0 ∈ Z[x] with f monic,
irreducible, and having only positive real roots. If α is the root of such a polynomial then we
say that α is a totally positive algebraic integer. We define the absolute trace A(f) := an−1
n
,
and identify the absolute trace of α with the absolute trace of its minimal polynomial. It is
interesting to investigate how small A(f) can be as f ranges through F .
An elementary starting point comes from the arithmetic-geometric mean inequality. For
positive real numbers x1, . . . , xn, we have
x1 + · · ·+ xn
n
≥ (x1 · · · xn)1/n. (1)
If the xi are the roots of a polynomial f ∈ F , then x1 · · ·xn = a0 is a positive integer, and
therefore x1 · · ·xn ≥ 1. We conclude that A(f) ≥ 1 for all f ∈ F . Since the xi are the roots of
some f ∈ F , we expect that (1) is far from optimal for n > 1. For instance, the discriminant,
∆ :=
∏
1≤i<j≤n
(xi − xj)2,
is at least one, which is not true for n arbitrary positive real numbers.
The main problem is to find the supremum of all positive ρ such that for any  > 0, there
exist only finitely many f ∈ F with A(f) ≤ ρ − . An elegant construction due to Siegel [9]
shows that ρ ≤ 2, as follows. Let p be an odd prime, and let ζ be a primitive pth root of unity.
Consider the polynomial
g(x) :=
p−1
2∏
i=1
(x− (ζ i + ζ−i + 2)).
Note that ζ i + 1, ζ−i + 1 are nonzero and lie on the circle {z : |z − 1| = 1}, so all the roots of g
are positive. One may easily check that A(g) = 2 − 2
p−1 . Siegel’s observation gives rise to the
following problem (P17 of [3]; see also Problem 1 of [5]).
Problem 1.1 (Schur-Siegel-Smyth trace problem). For every  > 0, there are only finitely
many f ∈ F with A(f) ≤ 2− .
There has been partial progress towards Problem 1.1. Schur [8] improved (1) and showed
that ρ ≥ e1/2 = 1.6487 . . .. Siegel [9] further improved (1) and obtained ρ ≥ 1.7336 . . . > e11/20.
Both Schur and Siegel used arguments based on properties of the discriminant. Using an
argument based on resultants, Smyth [10, 11] showed that ρ ≥ 1.7719. Smyth [12] and Serre
(Appendix B of [2]) showed this technique will not allow one to resolve Problem 1.1. Smyth
[12] suggests that perhaps ρ < 2.
Other work on Problem 1.1 has been done by Aguirre and Peral [2], Flammang [4], Stan
and the third author [14], Liang and Wu [5], and McKee [6].
In this paper we propose a generalization of Problem 1.1, in which we consider the joint
behavior of all the coefficients of f ∈ F . To motivate the conjecture give some notation and a
lemma.
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For f(x) = xn − an−1xn−1 + · · · + (−1)na0 ∈ F Viete’s relations imply aj > 0 for j =
0, . . . , n− 1. The Maclaurin inequalities state that
an−1
n
=
an−1(
n
1
) ≥ (an−2(n
2
) )1/2 ≥ · · · ≥ (an−d(n
d
) )1/d ≥ · · · ≥ ( a0(n
n
))1/n = a1/n0 . (2)
We aim to understand the behavior of all the coefficients simultaneously, so we consider
P :=

d/n,(an−d(n
d
) )1/d
 ∈ R2 : f ∈ F , 1 ≤ d ≤ n
 .
We find that the points of P coming from Siegel’s construction above tend to a limiting curve.
The following lemma, which we prove in a later section, allows us to explicitly calculate this
curve.
Lemma 1.2. Let p be an odd prime and let ζ be a primitive pth root of unity. Let g(x) be the
minimal polynomial of ζ + ζ−1 + 2. Then
g(x) =
n∑
d=0
(−1)n−d
(
n+ d
2d
)
xd,
where n = p−1
2
.
From Lemma 1.2 we formulate a conjecture. Let d = cn + O(1) (for example, d = bcnc),
where c ∈ (0, 1). For 0 < b < a, define h(a, b) := a log a − b log b − (a − b) log(a − b). Using
Stirling’s formula we find that(
an−d(
n
d
) )1/d −→ L(c) := eh(2−c,2−2c)−h(1,c)c
as n→∞.
Conjecture 1.3. Fix  > 0. Then there exist only finitely many f(x) =
∑n
i=0(−1)n−iaixi ∈ F
such that (
an−d(
n
d
) )1/d ≤ L(d/n)− 
for some d with 0 ≤ d ≤ n− 1.
Observe that Conjecture 1.3 resolves Problem 1.1. Figure 1 shows a graph of L(c). The
horizontal line y = 1 represents the trivial lower bound on
(
an−d/
(
n
d
))1/d
derived from (2).
Actually, Pritsker (Problem B, [7]) was the first to propose the study of the limit points of
an−d/
(
n
d
)
in relation to the Schur-Siegel-Smyth trace problem. He studied the case where d is
fixed and n tends to infinity, while in this note we are interested in the simultaneous behavior
of all the coefficients.
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Figure 1: Graph of curve from Conjecture 1.3
We support Conjecture 1.3 with a lower bound; we describe our approach, which generalizes
the method of Siegel [9]. Let x1, . . . , xn be distinct positive real numbers, and let f(x) :=∏n
i=1(x− xi). Define ak for k = 0, . . . , n− 1 via f(x) = xn − an−1xn−1 + · · ·+ (−1)na0, where
aj > 0. From (2) we obtain (
ak(
n
k
))1/(n−k) ≥ a1/n0 . (3)
We prove a generalization of (3). Let ∆ :=
∏
1≤i<j≤n(xi − xj)2, and define functions
P (t) :=
1
n!
n−2∏
j=0
(
t+ j
n− j
)n−j−1
,
Qk(t) :=
(t+ k)k(t+ k + 1)k · · · (t+ n− 1)k
tn−k(t+ 1)n−k · · · (t+ k − 1)n−k .
We have the following theorem.
Theorem 1.4. Let x1, . . . , xn be distinct positive real numbers. Let µ0 be the positive root of
P (t) =
an−10
∆
. Then for k = 0, . . . , n− 1 we have(
ak(
n
k
))n ≥ Qk(µ0)an−k0 .
When k = n− 1 this is precisely Siegel’s Theorem 1 of [9], and we generalize the argument
given there. As the coefficients of P (t) are positive and P (0) = 0 we see that µ0 exists and is
uniquely determined. Observe that for 0 ≤ a < b we have
t+ b
t+ a
= 1 +
b− a
t+ a
> 1,
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Figure 2: Graph of curve from Theorem 1.5 compared with curve from Conjecture 1.3
so Qk(t) > 1 for t > 0. Thus Theorem 1.4 is an improvement of (3).
We apply Theorem 1.4 to make progress towards Conjecture 1.3.
Theorem 1.5. Let ϑ be the unique positive solution to the transcendental equation
(1 + ϑ)2 log(1 + ϑ−1) + log ϑ− ϑ− 1 = 0.
Define a curve `(c) : [0, 1]→ R by
`(c) := exp
(
(1− c)(ϑ+ 1) log(ϑ+ 1) + cϑ log(ϑ) + (c− 1− ϑ) log(ϑ+ 1− c)
c
)
for c > 0, and `(0) defined by continuity. For all  > 0, there are only finitely many f ∈ F
such that (
an−d(
n
d
) )1/d ≤ `(d/n)− 
for some d ∈ {1, . . . , n− 1}.
A graph of the curve in Theorem 1.5 appears as the middle curve in Figure 2. The upper
curve is the curve in Conjecture 1.3, and the horizontal line y = 1 represents the trivial lower
bound.
Using a numerical integration package one finds that the area of the region bounded by
the curves in Figure 1 is ≈ .63917. The area bounded by the horizontal line and the middle
curve in Figure 2 is ≈ .38323. Theorem 1.5 therefore shows that ≈ 59.95% of the region in
Figure 1 cannot contain limit points of P . It is likely that Theorem 1.5 could be improved by
generalizing the methods of Smyth [10, 11] and his successors (e.g. [2, 4, 5, 6]).
A natural problem that arises is to determine the set of limit points of P that lie above the
curve of Conjecture 1.3. One result in this direction is due to Smyth [11], who showed that
every point (0, x) with x ≥ 2 is a limit point of P .
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2 Proof of Lemma 1.2
We make use of the Chebyshev polynomials Tm and Um, the mth Chebyshev polynomials of
the first and second kind, respectively.
Recall that for m ∈ N, the Chebyshev polynomial of the first kind, Tm ∈ Q[x], is defined by
Tm(cos θ) = cos(mθ)
while the Chebyshev polynomial of the second kind is defined by
Um(cos θ) =
sin((m+ 1)θ)
sin θ
.
We make use of the identity
Um(x/2) =
bm/2c∑
k=0
(−1)k
(
m− k
k
)
xm−2k =
∞∑
k=0
(−1)k
(
m− k
k
)
xm−2k. (4)
The first equality follows from (1.15) and (2.32) of [1], and the second equality follows from the
first since
(
m−k
k
)
= 0 for k > bm/2c.
Lemma 2.1. Let p be an odd prime, and let ζ be a primitive pth root of unity. Let f(x) be the
minimal polynomial of ζ + ζ−1. Then f(x) = Un(x/2) + Un−1(x/2), where n :=
p−1
2
.
Proof. We include the proof for completeness, since it does not seem to appear in the literature.
The argument we present is due to Zieve [15].
Let p be an odd prime, and let ζ be a primitive pth root of unity. Define ω := ζ + ζ−1
and n := p−1
2
. The degree of the minimal polynomial of ω is n, so it suffices to find a monic
polynomial of degree n of which ω is a root.
Write z = eiθ = cos θ+ i sin θ, so that z+ z−1 = 2 cos θ and therefore Tp( z+z
−1
2
) = z
p+z−p
2
. It
follows that Tp(
Z+Z−1
2
) = Z
p+Z−p
2
as rational functions in Z, since equality holds for infinitely
many values of Z. This implies Tp(
ω
2
) = ζ
p+ζ−p
2
= 1, so ω is a root of Tp(
x
2
)− 1.
Change variables to X = Z + Z−1, so that
Tp(X/2)− 1 = Z
p + Z−p
2
− 1 = 1
2
(Zp/2 − Z−p/2)2 = X − 2
2
(
Zp/2 − Z−p/2
Z1/2 − Z−1/2
)2
.
We show that Z
p/2−Z−p/2
Z1/2−Z−1/2 = Un(X/2) +Un−1(X/2), following Zieve [16]. Multiplying numerator
and denominator by Z1/2 + Z−1/2, we obtain
Zp/2 − Z−p/2
Z1/2 − Z−1/2 =
Z
p−1
2
+1 − Z−( p−12 +1)
Z − Z−1 +
Z
p−3
2
+1 − Z−( p−32 +1)
Z − Z−1 .
We also have that
Um
(
Z + Z−1
2
)
=
Zm+1 − Z−(m+1)
Z − Z−1 .
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We deduce that ω is a root of
Tp(X/2)− 1 = X − 2
2
(Un(X/2) + Un−1(X/2))
2 .
Since ω is not a root of X − 2 we must have that ω is a root of f(x) := Un(X/2) +Un−1(X/2).
However, one easily checks that f is monic and has degree n, so that f(x) must be the minimal
polynomial of ω.
Let p be an odd prime and let ζ be a primitive pth root of unity. We wish to determine the
minimal polynomial g(x) of ζ+ζ−1+2, which we determine from the polynomial f(x) of Lemma
2.1. Indeed, elementary Galois theory implies that g(x) = f(x− 2), so the two polynomials are
closely related. Recalling Lemma 2.1 and equation (4), we determine the coefficients of
∞∑
k=0
(
m− k
k
)
(−1)k(x− 2)m−2k
for all m.
Our approach is via generating functions, and we work both formally and analytically. We
define A(u, v) :=
∑
m,j≥0 am,ju
mvj, where am,j is the coefficient of x
j in
∑∞
k=0
(
m−k
k
)
(−1)k(x−
2)m−2k. We first find A(u, v) in closed form.
Lemma 2.2. With A(u, v) and am,j as above, we have A(u, v) =
1
1+2u−uv+u2 .
Proof. Expanding out with the binomial theorem and extending the sum to infinity as before,
we obtain
∞∑
k=0
(
m− k
k
)
(−1)k(x− 2)m−2k =
∞∑
k=0
(
m− k
k
)
(−1)k
∞∑
j=0
(
m− 2k
j
)
xj(−2)m−2k−j
=
∞∑
j=0
xj(−2)m−j
∞∑
k=0
(−1)k(m−k
k
)(
m−2k
j
)
4k
.
We ignore the factor of (−2)m−j for the moment. Set bm,j :=
∑∞
k=0
(−1)k(m−kk )(m−2kj )
4k
, and define
B(u, v) :=
∑
m,j≥0 bm,ju
mvj. We obtain
B(u, v) =
∞∑
j=0
∞∑
m=0
∞∑
k=0
(−1)k(m−k
k
)(
m−2k
j
)
4k
umvj =
∞∑
k=0
(−1)k
4k
∞∑
m=0
(
m− k
k
)
um
∞∑
j=0
(
m− 2k
j
)
vj
=
∞∑
k=0
(−1)k
4k
∞∑
m=0
(
m− k
k
)
um(1 + v)m−2k.
Changing variables to r = m− 2k, this yields
B(u, v) =
∞∑
k=0
(−1)ku2k
4k
∞∑
r=0
(
r + k
k
)
(u(1 + v))r.
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By the elementary identity
1
(1− y)N =
∞∑
i=0
(
i+N − 1
i
)
yi
we find that
B(u, v) =
∞∑
k=0
(−1)ku2k
4k
1
(1− u(1 + v))k+1 .
Summing the geometric series and simplifying, we obtain
B(u, v) =
4
4− 4u− 4uv + u2 =
1
1− u− uv + (u
2
)2 .
We remark that all of these formal manipulations are analytically rigorous for |u|, |v| sufficiently
small.
From the relation am,j = (−2)m−jbm,j, we see that replacing u by −2u and v by −v2 gives
A(u, v) = B(−2u,−v/2) = 1
1 + 2u− uv + u2 .
Proof of Lemma 1.2. The coefficient of xj in g(x) is equal to an,j +an−1,j. It follows by Lemma
2.2 that a generating function for the coefficients of g(x) is given by
G(u, v) :=
1 + u
1 + 2u− uv + u2 =
∑
m,j≥0
gm,ju
mvj.
We find gm,j using complex analysis. Applying Cauchy’s integral formula twice, we have
gm,j =
1
2pii
∫
C1
1
um+1
(
1
2pii
∫
C2
G(u, v)
vj+1
dv
)
du,
where C1, C2 are circles centered at the origin of sufficiently small radius.
For fixed u, note that G(u, v) has a pole at v = (1+u)
2
u
. Let γ be a circle of sufficiently small
radius about (u+1)
2
u
. By considering a circular contour of sufficiently large radius containing
both C2 and γ and applying the residue theorem, we see that
1
2pii
∫
C2
G(u, v)
vj+1
dv = − 1
2pii
∫
γ
G(u, v)
vj+1
dv.
Applying the residue theorem again to evaluate the latter integral yields
− 1
2pii
∫
γ
G(u, v)
vj+1
dv = lim
v→ (u+1)2
u
1 + u
u
1
vj+1
=
uj
(1 + u)2j+1
,
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so we have
gm,j =
1
2pii
∫
C1
1
um−j+1(1 + u)2j+1
du.
Letting Γ be a circle centered at −1 of sufficiently small radius and arguing as before we have
1
2pii
∫
C1
1
um−j+1(1 + u)2j+1
du = − 1
2pii
∫
Γ
1
um−j+1(1 + u)2j+1
du.
It remains to determine the residue of the integrand at u = −1 and apply the residue theorem.
Expanding −1
um−j+1 in powers of 1 + u gives
−1
um−j+1
=
(−1)m−j
(1− (1 + u))m−j+1 = (−1)
m−j
∞∑
n=0
(
n+m− j
n
)
(1 + u)n.
The residue comes from the term with n = 2j, which yields
gm,j = (−1)m−j
(
m+ j
2j
)
.
This completes the proof.
We remark that the denominator of G(u, v) being linear in v greatly simplifies the proof of
Lemma 1.2.
3 Proof of Theorem 1.4
Before embarking on the proof, we first give some idea of the nature of these inequalities.
With the notation as before, define Sk :=
an−k
(nk)
. Newton’s inequalities give S2k ≥ Sk−1Sk+1
for k = 1, . . . , n − 1. From Siegel’s proof of Theorem 1 in [9] one can deduce that S2k ≥
Sk−1Sk+1
(
1 + 1
µ0+k−1
)
, where µ0 is defined as above. As we are interested in the simultaneous
behavior of the coefficients, it is more convenient for us to prove Theorem 1.4.
Proof of Theorem 1.4. We follow the method of Siegel [9]. Let an−1, a0 be positive real numbers
such that (an−1
n
)n > a0. Consider y1, . . . , yn ∈ R subject to
• yj ≥ 0 for j = 1, . . . , n,
• y1 + · · ·+ yn = an−1,
• y1 · · · yn = a0.
Siegel (section 2 of [9]) maximized ∆(y) :=
∏
1≤i<j≤n(yi− yj)2 subject to these constraints. To
this end, he used Lagrange multipliers on the function φ(y1, . . . , yn) =
1
2
log ∆(y)−λ(y1 + · · ·+
yn) + µ log(y1 · · · yn). He found the relation
P (µ) =
an−10
maxy∆(y)
. (5)
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Taking x1, . . . , xn to be distinct positive real numbers with x1 + · · ·+ xn = an−1, x1 · · ·xn = a0,
set ∆ =
∏
1≤i<j≤n(xi − xj)2, so that (5) gives
P (µ) =
an−10
maxy∆(y)
≤ a
n−1
0
∆
.
Since P (t) is monotone increasing, P (0) = 0, and limt→∞ P (t) = ∞, there exists a unique
µ0 ≥ µ such that P (µ0) = a
n−1
0
∆
. Writing (10) of [9] in our notation, we have
(−1)kSk = (µ+ n− k)(µ+ n− k + 1) · · · (µ+ n− 1)λ−k,
which implies
Snk
an−k0
= Qk(µ) ≥ Qk(µ0).
For the inequality we have used the fact that Qk(t) is monotone decreasing for t > 0.
4 Proof of Theorem 1.5
We begin with a lemma.
Lemma 4.1. Let n ≥ 2 be an integer, and let 0 ≤ k ≤ n−1. Then the function Qk(t)n−1P (t)n−k
is monotone increasing for t > 0.
Proof. It suffices to show that d
dt
log(Qk(t)
n−1P (t)n−k) > 0. We take n to be fixed, and proceed
by backwards induction on k, with k = n − 1 being the base case. Taking logarithms and
derivatives, we have
d
dt
log(Qk(t)
n−1P (t)n−k) = k(n− 1)
n−1∑
j=k
1
t+ j
− (n− 1)(n− k)
k−1∑
j=0
1
t+ j
(6)
+ (n− k)
n−2∑
j=0
n− j − 1
t+ j
= k(n− 1)
n−1∑
j=k
1
t+ j
+ (n− 1)(n− k)
n−2∑
j=k
1
t+ j
− (n− k)
n−2∑
j=0
j
t+ j
.
When k = n− 1, we argue as in the proof of (5) in [9]. Here (6) becomes
(n− 1)2
t+ n− 1 −
n−2∑
j=0
j
t+ j
=
n−2∑
j=0
(
n− 1
t+ n− 1 −
j
t+ j
)
=
n−2∑
j=0
t(n− j − 1)
(t+ n− 1)(t+ j) > 0
for t > 0. This gives the base case.
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Now suppose that (6) is positive for 1 ≤ k ≤ n− 1 and t > 0; we wish to show it is positive
for t > 0 when k is replaced by k−1. Replacing k by k−1 in (6) and simplifying, we have that
d
dt
log(Qk−1(t)n−1P (t)n−(k−1)) =
d
dt
log(Qk(t)
n−1P (t)n−k) +
n(n− 1)
t+ k − 1 −
n−1∑
j=1
j
t+ j
.
By the induction hypothesis, it suffices to show that n(n−1)
t+k−1 −
∑n−1
j=1
j
t+j
is positive, which follows
from
n(n− 1)
t+ k − 1 −
n−1∑
j=1
j
t+ j
=
n−1∑
j=1
(
n
t+ k − 1 −
j
t+ j
)
=
n−1∑
j=1
t(n− j) + j(n− k + 1)
(t+ k − 1)(t+ j) > 0
for t > 0 and k ≥ 1. Thus (6) is positive when k is replaced by k − 1, and the induction is
complete.
Proof of Theorem 1.5. Here we follow the proof of Theorem 2 in [9]. Let f(x) = xn−an−1xn−1+
· · ·+ (−1)na0 ∈ F . From Theorem 1.4 we have(
ak(
n
k
))n(n−1) ≥ Qk(µ)n−1a(n−1)(n−k)0 ≥ Qk(µ)n−1,
since a0 is a positive integer and therefore a0 ≥ 1. On the other hand, the relation P (µ) = a
n−1
0
∆
gives (
ak(
n
k
))n(n−1) ≥ Qk(µ)n−1∆n−kP (µ)n−k,
which implies (
ak(
n
k
))n(n−1) ≥ max (Qk(µ)n−1,∆n−kQk(µ)n−1P (µ)n−k) .
Recall that Qk(t)
n−1 is monotone decreasing and Lemma 4.1 shows Qk(µ)n−1P (µ)n−k is mono-
tone increasing. Thus if t > µ we haveQk(t) ≤ Qk(µ), and if 0 < t ≤ µ we haveQk(t)n−1P (t)n−k ≤
Qk(µ)
n−1P (µ)n−k. It follows that
max
(
Qk(µ)
n−1,∆n−kQk(µ)n−1P (µ)n−k
) ≥ min(Qk(t)n−1,∆n−kQk(t)n−1P (t)n−k)
= Qk(t)
n−1min(1,∆n−kP (t)n−k).
Thus, if t is a positive number such that ∆P (t) ≥ 1, we have(
ak(
n
k
))n(n−1) ≥ Qk(t)n−1. (7)
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Let g(v) = (1 + v)2 log(1 + v−1) + log v − v − 1. One may check that g′(v) > 0 for v > 0,
limv→0+ g(v) = −1, and limv→∞ g(v) = ∞, so that the equation g(v) = 0 has exactly one
positive root ϑ = .3144808 . . .. Observe that g(v) > 0 if v > ϑ. Siegel showed (see (16) of [9]
and surrounding discussion) that if v > ϑ then P (vn)→∞ as n→∞. Thus, since ∆ ≥ 1 we
conclude by (7) that
(
ak/
(
n
k
))n(n−1) ≥ Qk(vn)n−1 for n sufficiently large.
Let t = vn and k = cn+O(1) for v > ϑ and c ∈ (0, 1). By Euler-Maclaurin summation we
find that
logQk(t) = k
n−1∑
j=k
log(t+ k)− (n− k)
k−1∑
j=0
log(t+ j)
= k[n(1 + v) log((1 + v)n)− (1 + v)n] + k[−vn log n+ vn]
+ n[−(k + vn) log(k + vn) + k + vn+ vn log(vn)− vn] +O(n log n)
= n2(c(1 + v) log(1 + v)− cv log v + v log v − (c+ v) log(c+ v)) +O(n log n).
Dividing by (1− c)n2 and exponentiating, we find that(
ak(
n
k
)) 1n−k ≥ Kv(c)eO( logn(1−c)n) = Kv(c) +O( log n
(1− c)n
)
, (8)
where
Kv(c) := exp
(
c(v + 1) log(v + 1) + (1− c)v log v − (c+ v) log(v + c)
1− c
)
.
Now, let k = cn + O(1). In order to orient the curve from left to right, we let `v(c) =
Kv(1 − c). Fixing , δ > 0 we use that the error term in (8) is uniform for c ≥ δ to conclude
that (
an−k(
n
k
) )1/k ≥ `v(c)− ,
for all c ≥ δ and for all n large enough. By the Maclaurin inequalities and the fact that `v(c)
is monotone decreasing, it follows that(
an−d(
n
d
) )1/d ≥ `v(d/n)− − (`v(0)− `(δ)),
for all d ∈ {1, . . . , n}, when n is large enough. By the continuity of `v(c) at c = 0, we obtain
that for all ′ > 0, n large, and d ∈ {1, . . . , n},(
an−d(
n
d
) )1/d ≥ `v(d/n)− ′.
To conclude Theorem 1.5, it is enough to show we can replace `v(c) with `ϑ(c) = `(c), which
is permitted since `v(c), as a function of c and v, is continuous on a compact set and therefore
uniformly continuous.
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