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• Building occupancy-based knowledge mining for the building performance assessment.
• Key performance indicators for evaluating the building performance and operation.
• Visual analytics techniques for assessing building performance.
• Heterogeneous building information correlation.
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A B S T R A C T
In this paper, we focus on the building performance assessment using big data and visual
analytics techniques driven by building occupancy. Building occupancy is a paramount
factor in building performance, specifically lighting, plug loads and HVAC equipment
utilization. Extrapolation of patterns from big data sets, which consist of building
information, energy consumption, environmental measurements and namely occupancy
information, is a powerful analysis technique to extract useful semantic information
about building performance. To this end, visual analytics techniques are exploited to
visualize them in a compact and comprehensive way taking into account properties of
human cognition, perception and sense making. Visual Analytics facilitates the detailed
spatiotemporal analysis building performance in terms of occupancy comfort, building
performance and energy consumption and exploits innovative data mining techniques and
mechanisms to allow analysts to detect patterns and crucial point that are difficult to be
detected otherwise, thus assisting them to further optimize the building’s operation. The
presented tool has been tested on real data information acquired from a building located at
southern Europe demonstrating its effectiveness and its usability for building managers.
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Building performance is a fundamental task for energy man-
agement. It is a multi-parametric task, where each param-
eter affects different building’s aspects in different level.
In order to estimate and assess performance of an actual
building, models require inputs such as building size, shape,
orientation, construction materials, heating, ventilation, and
air-conditioning (HVAC) system size and type, interior and ex-
terior lighting, appliance loads, lighting and cooling loads and
other physical parameters. Many of these inputs depend on
the level of occupancy within a building, thus occupant be-
havior in buildings moved in the focus of researchers.
Occupancy behaviours and trajectories are either random,
business processes driven (e.g. printing, using specific ap-
pliances, etc.) or comfort-related (e.g. adjusting thermostats,
opening windows for ventilation, turning on/off lights, etc.).
Either way, theymay change the indoor environment in terms
of temperature, humidity, luminance etc. which influences
the overall building performance. Nevertheless the stochas-
tic nature of occupants’ behavior, the number of people that
occupy a space, their trajectories through building spaces and
the duration occupied is an important aspect. Occupants’ lo-
cations within the building vary throughout the day and this
distribution can be valuable information when evaluating de-
mand control strategies. Therefore, there is a need for more
detailed measurements of the occupants’ presence, move-
ment [1] and interaction with system controls (thermostats,
lighting), equipment (PCs, printers, etc.) and building envelope
action (windows, blinds) [2]. To this end, assessment tools
able to correlate, combine and analyze the occupancy with all
other building information by using knowledge mining tech-
niques in conjunction with advanced visualization mecha-
nisms are necessary to evaluate buildings’ performance.
Knowledge Mining is a process which analyzes the large
volumes of data from the various perspectives and summa-
rizes it into useful information; knowledge mining has be-
come an essential component in various fields of research.
It is a computational process of discovering patterns in large
data sets involving methods at the intersection of artificial in-
telligence, machine learning, statistics and database systems.
The overall goal of the data mining process is to extract infor-
mation from a data set and transform it into an understand-
able structure for further use. Aside from the raw analysis
step, it involves database and data management aspects, data
pre-processing, model and inference considerations, interest-
ingness metrics, complexity considerations, post-processing
of discovered structures, visualization, and online updating. A
number of studies have been conducted to identify the associ-
ations and correlations betweenmeasured data. Traditionally,
researchers utilized knowledge mining techniques such as:
(a) Anomaly detection/outlier detection [3,4] also known as
outlier detection is the search for items or events which
do not conform to an expected pattern. The patterns
thus detected are called anomalies and often translate to
critical and actionable information in several application
domains. Three broad categories of anomaly detection
techniques exist. Unsupervised anomaly detection tech-
niques detect anomalies in an unlabeled test data set un-
der the assumption that the majority of the instances inthe data set are normal by looking for instances that seem
to fit least to the remainder of the data set. Supervised
anomaly detection techniques require a data set that has
been labelled as “normal” and “abnormal” and involves
training a classifier (the key difference to many other sta-
tistical classification problems is the inherent unbalanced
nature of outlier detection). Semi-supervised anomaly de-
tection techniques construct a model representing normal
behaviour from a given normal training data set, and then
testing the likelihood of a test instance to be generated by
the model.
(b) Association rule learning [3,4] is a popular and well
researched method for discovering interesting relations
between variables in large databases. It is intended to
identify strong rules discovered in databases using differ-
ent measures of interestingness. The term of “trend anal-
ysis” is also used to express the identification of common
patterns within a large database.
(c) Clustering analysis is the task of grouping a set of objects
in such a way that objects in the same group (called a clus-
ter) are more similar (in some sense or another) to each
other than to those in other groups (clusters). It is a main
task of exploratory knowledge mining, and a common
technique for statistical data analysis, used inmany fields,
including machine learning, pattern recognition, image
analysis, information retrieval, and bio-informatics. Clus-
ter analysis itself is not one specific algorithm, but the
general task to be solved. It can be achieved by various
algorithms that differ significantly in their notion of what
constitutes a cluster and how to efficiently find them.
(d) Classification analysis: In machine learning and statistics,
classification is the problem of identifying to which of a
set of categories (sub-populations) a list of observations
belongs, on the basis of a training set of data containing
observations (or instances) whose category membership
is known.
(e) Regression analysis [5,6] is a statistical process for es-
timating the relationships among variables. It includes
many techniques for modelling and analyzing several
variables, when the focus is on the relationship between
a dependent variable and one or more independent vari-
ables.
In the field of Building performance, knowledge mining
approaches are used in building automation to identify us-
age scenarios [7], or to estimate the energy consumption in
residential buildings [8], and tropical regions [9]. Charac-
terization of electric energy consumers was acquired using
knowledge mining [10]. It was also used to analyze data col-
lected from simulations [11], or wireless sensor networks [12].
Most of these studies focus on the energy consumption
of buildings, but few evaluate occupant related aspects of
building performance or the geometrical information of the
buildings. In the presented work the big amount of data (ge-
ometrical information of the building, equipment and space
energy consumption and detailed space occupancy informa-
tion) will be correlated in the spatio–temporal domain provid-
ing fundamental information about the building’s operation
and performance.
Visual analytics focuses on analytical reasoning using in-
teractive visualizations. Schneiderman et al. [13] proposed a
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and Zoom, Details on Demand”. As is, the mantra clearly em-
phasizes the role of visualization in the knowledge discovery
process. Recently Keim et al. [3] adjusted the mantra to bring
its focus toward Visual Analytics: “Analyze first, Show the im-
portant, Zoom, filter and analyze further, Details on Demand”.
In other words, this mantra is calling for astute combinations
of analytical approaches together with advanced visualiza-
tion techniques.
Data visualization techniques are classified in respect of
three aspects [14]. Firstly, their focus, i.e. symbolic versus ge-
ometric; secondly their stimulus (2D versus 3D); and lastly,
their display (static or dynamic) [14]. In addition, data in a
data repository can be viewed as different levels of granular-
ity or abstraction, or as different combinations of attributes or
dimensions. The data can be presented in various visual for-
mats, including box plots, scatter plots, 3D-cubes, data distri-
bution charts, curves, volume visualization, surfaces or link
graphs, among others [14]. There are a large number of visu-
alization techniques in the literature, which can be divided
into the following categories [15–17]:
(a) 1D to 3D graphics: This category includes x−y−z plots, bar
charts, line graphs, maps, scatter plots, etc. [15]. They are
widely used to visualize an estimation of certainty about
a state or hypothesis or the distribution of an attribute or
even to visualize a data model [16].
(b) Geometric techniques: Data with more than three dimen-
sions are very difficult to be comprehensible by humans,
so they are projected onto a 2D or 3D space providing an
overview of their attributes. Matrix of Scatter Plots, Par-
allel Coordinates [18], BallotMaps [19], Prosection Views,
Radial coordinates, Star coordinates, Kiviat diagrams,
etc. [17], are some representative examples. Most of them
represent data as a single 2D or 3D point cloud or object,
and as a consequence, important information is missing.
(c) Pixel oriented techniques: They visually map each multi-
variate data item to a pixel or block with visual attributes
such as color, size, position [20,21]. Thus, the data are visu-
alized as a set of pixels scattered around. A typical recent
example is DICON [22], an icon-based solution that helps
compare and interpret clusters of multidimensional data.
The icons representing the clusters can be embedded into
various visualizations.
(d) Iconographic techniques: The attributes of the data are
mapped as properties of an icon or glyph, which vary de-
pending on the values of attributes (e.g. icons in format
of faces of the Chernoff Faces, icons as stars of the Star
Glyphs and icons in stick shape of the stick figures) [23].
The visualization is generated by mapping the attribute
values of each data record to the features of the icons.
(e) Topic-based methods: Topic-based methods extract top-
ics or events from text corpora and visually explore the
extracted information using different visualization tech-
niques. It has been reported that the temporal informa-
tion associated with the documents in text corpora is very
important for investigative analysis of the data [24].
(f) Feature-based methods: Feature-based methods use var-
ious features such as word-level features [25] and
document-level features [26] to visualize text.Fig. 1 – Visual analytics process by Keim et al. [35].
(g) Graph layout techniques: Graphs can be visually repre-
sented by (a) matrix visualization [27] which is widely
used to represent networks, (b) node-link diagrams
[28,29] where nodes are linked with directed or undirected
edges to indicate the relationships of the nodes and have
been successfully used to explore and understand differ-
ent kinds of traditional network data such as social net-
works, (c) hybrid views of node-link diagrams and matrix
visualization [30], etc.
(h) Clutter reduction methods: Visual clutter is a commonly-
found problem in information visualization [31]. With ever
increasing sizes of networks, reducing visual clutter has
become even more important for visual analysis of large
networks. Edge bundling is an effective technique to re-
duce visual clutter and improve the readability of node-
link diagrams by bundling related edges along an adjacent
path. Recent research provides further methods for edge
bundling such geometry-based technique [28] which uses
a control mesh to attract edges to some control points on
the mesh, thus generating edge bundles and the skeleton-
based technique [32] which extracts the skeleton of a
graph and forces its edges to be close to the skeleton.
Moreover, Parallel edge splatting [33] is a new clutter re-
duction technique for visual analysis of large graphs.
(i) Combinations: Mixed techniques that incorporate the
advantages of each above mentioned visualization
methodologies, providing visualizations and visual an-
alytics techniques focused on the building perfor-
mance [34].
Fig. 1 illustrates an abstract overview of the different
stages and their transitions in the visual analytics process
combining automatic and visual analysis methods with a
tight coupling human interaction in order to gain knowledge
from data. The visual analytics process aims at tightly
coupling automated analysis methods and interactive visual
representations.
In the building industry, a growing number of companies
are providing products to enable the analysis and visualiza-
tion of building performance data. Vabi Software1 provides
a suite of apps for calculating and visualizing a project’s en-
vironmental, financial, and programmatic performance. Se-
faira Architecture2 provides interactive building-performance
feedback through its Sefaira Architecture plug-in, which cal-
culates and graphically displays metrics, including daylight-
ing factors, energy use intensity, and energy use breakdown
1 https://www.vabi.nl/.
2 http://sefaira.com/sefaira-architecture.
60 J O U R N A L O F I N N OVAT I O N I N D I G I TA L E C O S Y S T E M S 3 ( 2 0 1 6 ) 5 7 – 6 9by building system, in real-time on a performance dash-
board. Green Building Software3 is a standalone cloud-based
service providing a very detailed analysis of energy con-
sumption, electricity use, annual carbon emissions and solar
energy potential. Integrated Environmental Solutions IES4 of-
fers a range of energy modeling visualization tools based on
the Apache simulation engine. It performs a thorough build-
ing analysis by simulating water usage, daylighting, solar
shading, energy use, and heating and cooling demand.
Furthermore in academic domain, Ali Motamedi et al. [36]
proposed a knowledge-assisted BIM-based visualization ca-
pabilities to provide facility management technicians with
visualizations that allow them to utilize their cognitive
and perceptual reasoning for problem solving. Daniel Perez
et al. [37] proposed dynamic data visualizations for explo-
ration of complex processes and decision-support systems
using web-based methods. Tianzhen Hong et al. [38] pro-
posed an approach powered by measured building perfor-
mance data and analytics (energy profiling, benchmarking,
and diagnostics), to inform energy retrofit of high perfor-
mance buildings. None of the aforementioned state of the art
visualization and analytics tools emphasize to human pres-
ence monitoring and occupants’ movement and their trajec-
tories through building spaces.
The main motivation of the presented work is the limited
research in deploying knowledge mining extracting seman-
tic information regarding the building performance driven by
occupancy extraction, as well as utilizing visual analytic tech-
nologies in building performance assessment [39] exploiting
the dynamic behavior of the building. The information gath-
ered from buildings (occupancy, energy consumption, indoor
environmental conditions, etc.) could not always be easily as-
sessed by the analyst. Also, the data mining results (coming
from the analytics component) are often complex and unruly,
so the visualization component allows for the optimal repre-
sentation of different data structures assisting the user (build-
ing managers, facility managers, building owners, etc.) to
efficiently and effectively perform data exploration and focus
on the problematic or critical areas of interest.
Therefore the main contributions of this paper are as
follows:
• Exploiting innovative data mining techniques and mech-
anisms for obtaining information on human-building in-
teraction along with intuitive visual analytics schemes
(e.g. clock-views, bubble diagrams, heat maps, etc.) offer-
ing new opportunities on visualizing and assessing big
data building information assisting to occupancy driven
building performance assessment.
• Facilitation of the detailed spatiotemporal analysis of the
sensor outputs and correlations between different KPIs to
support the user in identifying outliers and dependencies
between conflicting factors of building performance,
optimizing the building operation.
• Demonstration in a multi-faceted tertiary building under
real-life conditions.
3 http://www.autodesk.com/products/insight-360/overview.
4 http://www.iesve.com/software/ve-for-architects.The rest of the paper is organised as follows: Section 2
presents the data collection process, as well as the knowledge
mining, KPIs and visual analytics techniques utilized for the
building performance assessment, while Section 3 presents
an indicative use case from a building of CERTH premises
located at southern Europe demonstrating the performance
and the efficiency of the presented tool for buildingmanagers.
Finally, conclusions and future work are depicted in Section 4.
2. Data extraction, analysis & visual analytics
Visual analytics collocate automated analysis techniques
with interactive visualization for an effective understand-
ing, reasoning and decision making on the basis of big and
complex data sets. The aspiration of visual analytics is the
creation of techniques and tools to facilitate people to accrue
information from massive, dynamic, unclear and often con-
flicting data. By integrating selected science and technology
from the above discussed disciplines, there is the promising
opportunity to form the unique and productive field of vi-
sual analytics. Work in each of the participating areas focuses
on different theoretical and practical aspects of users solving
real-world problems using Information Technology in an ef-
fective and efficient way.
In line with the technology evolvement, buildings and
systems within them have become exponentially more
complex in recent years. Many experts, professionals and
researchers concluded that solving such a multifaceted
problem requires two things: interdisciplinary research
involving a wide variety of disciplines, and well-developed
technological tools to make the problem manageable.
The assessment of the building performance towards
occupants’ comfort and energy savings has been set as a
main concern nowadays by using the required and equivalent
software. In the presented work, an extensive analysis of
occupants’ movement and their trajectories through building
spaces were realized, as well as occupants’ interaction with
system controls (e.g. lighting) and building equipment (e.g.
PCs, printers, etc.). The purpose of the tool in the presented
work is to evaluate the performance of the building based
on the occupancy, energy consumption, and in general on its
dynamic behavior.
2.1. Data collection process
The subsystem utilized for the data collection process is
constituted by a collection of depth image cameras and
a multi-sensorial cloud (various types of simple sensors)
in order to extract the occupancy and their trajectories
per space. The system is able to monitor multi-space
environments and it has been built based on a client–server
architecture. The depth image cameras provide only depth
information in order to take into account all legal and ethical
issues regarding individual privacy and provide anonymity.
Furthermore other various types of simple sensors are uti-
lized in order to detect human activities and collect occu-
pancy data which have been analysed by S. Zikos et al. [40]
using a Conditional Random Field approach. Double-Beam
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tic event may occur. These locations are the doors of the
building, as well as the doors of all building spaces. Moreover
two Pressure Mats Sensors are placed next to each other, sep-
arated by a small space in order to detect movement direction
and PIR Motion Sensors which were already installed through
the Alarm system installation. When movement is detected,
an activation event is sent by the sensor and after a speci-
fied period (configured to a few seconds) of no movement de-
tection, a deactivation event is sent. Finally CO2 Sensors are
established in some spaces which measure the CO2 concen-
tration of the air and can be very useful when combined with
other sensors mentioned above, since it can provide informa-
tion on occupancy density.
A major issue when trying to integrate different tech-
nologies into one common system is the heterogeneity of
devices interoperability. For the integration of the different
sensors in the building the Hydra/ LinkSmart Middleware5
has been adopted. LinkSmart is a Middleware which estab-
lishes a seamless, transparent and homogeneous interface
to all sensor/actuator/metering components. Middleware en-
ables standardized real-time multi-directional communica-
tion with the sensors of the building, providing the necessary
interoperability and services. A database (e.g. mongoDB) was
utilized in order to store and retrieve heterogeneous historical
information utilized and exchanged by system components.
Furthermore a Common Information Model was defined and
used in XSD format with the aim to be able to deal with a
large amount of real-time information continuously acquired
from several heterogeneous sources. The presented tool re-
ceives real-time data through the Middleware while the his-
torical information via the mongoDB. More details about the
installations and the building in general are depicted in the
beginning of Section 3.
2.2. Knowledge Mining and KPIs
Knowledge Mining is a process aiming to analyze large
volumes of data from various perspectives and extract useful
5Hydra/Middleware Project, 2006, www.hydramiddleware.eu.high level meaningful information. In the presented work,
the big amount of data (geometrical building information,
energy consumption, occupancy, etc.) is correlated in the
spatio–temporal domain providing fundamental information
about its operation and performance.
Fig. 2 illustrates a conceptual block diagram of the
knowledge mining process where significant information
could be extracted. Semantic information could be extracted
about the space occupancy, equipment and device usage,
as well as the overall space consumption per building
by combining the detailed occupancy information in
conjunction with the geometrical information and energy
consumed. The location and the energy consumption of a
device could be correlated with occupancy through logical
occupants’ trajectories among the spaces of the building,
as well as the time and duration that it is used through
its energy consumption and operational status. The most
frequently visited places stemming from appliances’ energy
consumption; indicate the occupants’ “points of interest”
(POIs). Obviously, since the presented work refers to building
offices, the most important occupant’s POI is their desks.
Moreover, the information about the POIs can also lead to
important outcomes about the usage of each device, the
need for renovation and redeployment of specific devices, as
well as the insufficiency equipment in some spaces (e.g. the
printer should bemoved to amore central space, or additional
printers should be placed in some spaces in order to diminish
occupants’ trajectories between the different spaces in the
building).
Moreover, general information could be derived such as
the occupants’ profiles, end-user interactions with the de-
vices, user preferences and comfort levels, user habits and
needs, special conditions and events, overcrowded periods
and spaces, visit frequency, the duration that each device
is used through its energy consumption and its operational
status as aforementioned and occupants’ trajectories among
spaces. Occupants’ trajectories are really important for build-
ing performance, since they provide a variety of useful in-
formation and statistics, such as minimum, maximum and
average occupancy per monitoring space, as well as the num-
ber of transitions from one space to another. Based on these
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dicators (KPIs) related to the building’s performance, so as to
precisely determine its operational performance.
A variety of KPIs have been utilized, which are related
to energy consumption, business process and occupants’
comfort. The basic energy consumption related KPIs are:
(a) total energy consumption, (b) total emissions, and
(c) building operational performance. The total energy
consumption KPI is a factor that indicates the energy
consumed by the building under interest. The total emissions
KPI is a factor that indicates the overall emissions originated
from the building energy consumption and in our case is
calculated as follows:
Ems = enEq ∗ feq + enLig ∗ flig + enHVAC ∗ fHVAC, (1)
where feq, flig, fHVAC is the standard emission factor for the
energy consumed by the equipment, lightings and HVAC
respectively. enEq, enLig and enHVAC represent the energy
consumed by the equipment, lighting and HVACs installed in
the building respectively, and they are defined as follows:
enEq =

i∈EQ
enEqi, (2)
enLig =

i∈LIG
enLigi, (3)
enHVAC =

i∈HVAC
enHVACi, (4)
where enEqi is the energy consumed by equipment i,EQ is
the set of the equipment, enLigi is the energy consumed
by lighting i, LIG is the set of all lights, enHVACi is the
energy consumed by HVAC i. This KPI indicates the relation
among CO2 emissions and consumed energy. The building
operational performance KPI illustrates the performance of
the building by relating the energy consumption, emissions
and geometrical information, and is defined as follows:
BOPerf = enEq+ enLig+ enHVAC
Area ∗ Time ∗ Ems , (5)
where Area is the area of the building under interest, Time is
the duration (in years) of the measurements and finally Ems
is defined in (1).
The basic business processes related KPIs are: (a) average
work efficiency, (b) average building usage, and (c) average
equipment usage. The average work efficiency KPI provides a
measurement of the work efficiency regarding the monitored
business processes, and it is defined as:
avgWE = totalActivityHours
totalOcucpancyHours
∗ 100, (6)
where totalActivityHours is the overall hours that the
occupants are involved in an activity of a business process
and totalOcucpancyHours is the overall hours that the building
is occupied. The average building usage KPI provides the
usage of the building and it is defined as:
avgBU = totalOcucpancyHours
Time ∗Nspaces ∗ 100, (7)
where totalOcucpancyHours is the overall hours that the
building is occupied, Time is the overall is the duration
(in years) of the monitoring activity and Nspaces is thetotal number of building spaces. Furthermore, the average
equipment usage KPI is defined as follows:
avgEU =

i∈EQ
HEqi
Time ∗Neq ∗ 100, (8)
where HEqi is the hours that the device i is used, EQ is the
set of the equipment/devices and Neq is the total number of
equipment in EQ.
Finally, the basic KPIs related to occupants’ comfort are:
(a) average overcrowding factor, (b) average Predicted Mean
Vote (PMV), and (c) average Predicted Percentage Dissatisfied
(PPD) [41]. The average overcrowding factor is defined as:
avgOF = 1
Nspaces

i∈SP

j∈Nocci
occHoursi,j
occupancyHoursi
capi
∗ 100, (9)
where Nspaces is the number of spaces in the building under
interest, SP is the set of all spaces, capi is the capacity of
space i, namely the maximum number of occupants at space
i, occupancyHoursi represents the hours that the space i is
occupied, occHoursi,j represents the hours that the space i is
occupied by occupant j, and Nocci is the number of occupants
at space i. The average Predicted Mean Vote (PMV) KPI [41] is
a thermal comfort model, which is defined as:
avgPMV =

0.303e−0.0036M + 0.028

L, (10)
L = qmet,heat − 3.96e−8fcl

tcl + 273
4 − (tr + 273)4
− fclhcl

tcl − ta

−3.05 5.73− 0.007qmet,heat − pa
−0.42 qmet,heat − 58.15
−0.0173M 5.87− pa
−0.0014M (34− ta)
where M is the metabolic rate (W/m2), qmet,heat = M − w is
the metabolic heat loss (the difference between the metabolic
generation converted to work (e.g., lifting, running), w is the
external work (W/m2), fcl is ratio of clothed surface area
to DuBois surface area (Acl/AD), hcl is the convection heat
transfer coefficient (Btu/hm2 ◦C), tcl is the average surface
temperature of clothing (◦C), ta is the air temperature (◦C),
tr is the average radiant temperature (◦C), pa is the vapour
pressure of air (kPa). Since, all these parameters are not
available (e.g. the ratio of clothed surface area of a human),
default values have been used:
M = 115,
fcl = 1.15,
hcl = 4.69,
tcl = 30.2,
w = 0.
The average Predicted Percentage Dissatisfied (PPD) KPI [41] is
a quantitative measure of the thermal comfort of a group of
people at a particular thermal environment, which is defined
as:
avgPPD = 100− 95 ∗ e−0.03353∗avgPMV4−0.2179∗avgPMV2 . (11)
All the above mentioned KPIs are calculated during the
measurement extraction procedure and are used for the
evaluation of the performance of the building under interest.
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As aforementioned handling and processing the big amount
of data can be a very difficult and time consuming task due
to size and diverse data types, thus a tool has been developed
which presents a set of visualization techniques that facilitate
users to perceive readily the data extracted. The tool that
has been developed within this work uses a coarse-to-fine
approach to visualize information. Coarse-to-fine approaches
are becoming more prevalent as statistical problems grow
into larger and significant domains. The coarse-to-fine
approach minimizes the loss of accuracy, while executes the
process at successively finer granularities. It uses the results
from coarser stages to guide and speed up the process at
the more refined levels. In accordance with the coarse-to-fine
approach, the users can inspect the performance indicators
from a more general view to a more detailed one. The users
can also select specific parameters to examine in detail (e.g.
energy consumption, temperature, etc.). Based on the aspect
of building performance that they address, the KPIs are
grouped into three different-coloring categories: (a) energy
performance (light grey), (b) business performance (red) and
(c) occupancy comfort (magenta), which render the diagram
more intuitive to the users (see Fig. 3).
More specifically, the KPIs which referred to energy perfor-
mance and occupants’ comfort have a positive meaning (the
larger the better), as opposed to the business performance
KPIs which have a negative one. As mentioned above the
users are able to select their desired performance indicator
to see more detailed information with additional diagrams.
Furthermore, the tool allows the end user to create custom
combined visualizations and so, to easily recognize problem-
atic areas with regards to any combination of KPIs. Therefore,the tool facilitates the detailed spatiotemporal analysis of the
smart sensor outputs (e.g. energy consumption, CO2 emis-
sions, temperature etc.) and correlations between different
KPIs to support the user in identifying outliers and dependen-
cies between conflicting factors of building performance, thus
assisting optimization. These features give users the ability
to obtain more detailed aspect about the buildings operation
and performance.
Every performance element, as mentioned above, com-
prises spatiotemporal data which arises from the various
energy consuming elements/devices in any space into the
building (e.g. specific areas’ lights energy consumption or
HVAC’s system energy consumption which is not placed in
a particular area, but it can be calculated). The most energy
consuming elements can be identified by the users through
the visualization of energy consumption per space in order
to focus on these consuming elements. The spatiotempo-
ral data are graphically represented for every space per floor
of building, by visualizing the cumulative energy consump-
tion of three different energy consuming element categories:
(a) lightning, (b) heating and cooling systems and (c) equip-
ment devices (computers, printers, kitchen equipment etc.).
The data can be displayed per day, week or month in rela-
tion to user preferences, thus an extension of the Clock Map
was utilized proposed in [42], with the addition of a 3rd di-
mension encoded in the radius using concentric cycles. As
aforementioned the different colors illustrate different values
while more detailed data about specific building performance
aspects can be visualized in clock view form.
Fig. 4(a) shows the aforementioned performance indica-
tors in Clock-view form, where each element category is
represented by different color. In particular blue color in-
dicates lightning energy consumption, green denotes HVAC
64 J O U R N A L O F I N N OVAT I O N I N D I G I TA L E C O S Y S T E M S 3 ( 2 0 1 6 ) 5 7 – 6 9Fig. 4 – (a) Energy consumption Clock-view for a single day. The radius of each category denotes the portion of the energy
consumption due to the respective category for the specific slice, where the intensity of the colour denotes the relation of
the consumption of the specific category with respect to the rest of the same category slices. (b) Occupancy Clock-view for
one working hour. Three different building spaces are displayed. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)consumption and red other equipment devices such as com-
puters, white appliances, kitchen equipment etc. The black
line is the beginning point and it moves in clockwise direc-
tion while each slice of the Clock Map is divided into a specific
time duration that is configurable by the users. The radius of
each category denotes the portion of the energy consumption
due to the respective category for the specific slice, where the
intensity of the color denotes the relation of the consumption
of the specific category with respect to the rest of the same
category slices. The tool provides more detailed views of KPIs
to users, with comparative graphs and charts for each build-
ing space (e.g. energy consumption per performance element
in comparison with the corresponding occupancy), so as to
acquire a more comprehensive comparison. It is worth not-
ing that the latter can demonstrate “unusual” events during
the visualized period, for example, the cases where specific
spaces show lightning or HVAC energy consumption during
the whole night, when no occupant was present there which
reveals that someone had forgotten to turn off the lights or
the HVAC system. Fig. 4(b) illustrates the space occupancy in
Clock-view form, where each building space is represented by
different color. More specifically, orange color indicates the
kitchen; the dark green denotes the researcher’s office and the
developers’ office is represented by light green color. Respec-
tively the radius of each building space denotes the portion
of the total building occupancy and occupants per building
space, where the intensity of the color denotes the relation
of the space occupancy with the corresponding completeness
space occupancy. For instance, it is observed that the kitchen
wasn’t occupied by anyone for approximately ten minutes.
Except from the Clock Map, to further detect occupants’
trajectories, several series of occupancy heat maps were
developed. The system utilizes real-time imaging to track
occupants’ movements and turns this information into heat
maps as shown in Fig. 5. Heat maps are a popular and
intuitive visualization technique for encoding quantitative
values derived from gaze points or fixations at corresponding
image or surface locations (e.g. 3D virtual environments, see
Stellmach et al. [43]). Heat maps enabled us to gain additional
insights into temporal and spatial patterns present in the
data. More specifically, the occupants’ trajectories through
the space are depicted in Fig. 5, where the colors on the floorFig. 5 – Data mining procedure for the building
performance evaluation. (For interpretation of the
references to colour in this figure legend, the reader is
referred to the web version of this article.)
Fig. 6 – Bubble diagram: Visualization of buildings’ energy
related components interrelation among each other. (For
interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this
article.)
correspond to foot traffic during a particular time period. Pink
areas are hotspots that lots of occupants walked through,
while the small splotch of blue in some regions indicates
lower traffic congestion.
Moreover, the Bubble Diagram in Fig. 6 is a graph-based
visualization which depicts the interrelation among build-
ing’s energy-related components, i.e. energy consumption
(HVAC, lighting devices, various equipment elements) and
J O U R N A L O F I N N OVAT I O N I N D I G I TA L E C O S Y S T E M S 3 ( 2 0 1 6 ) 5 7 – 6 9 65Fig. 7 – Physical configuration of sensors installed in CERTH premises.space characteristics) in order to reveal correlations between
building elements that cannot be directly recognized. The
color of each graph’s bubble represents the different types of
elements, the linear connections between two bubbles indi-
cate their relation (e.g. connections between HVACs, lighting,
equipment devices and a space indicate that they are located
in the specific space), while the size of each bubble element
indicates the values of the corresponding measurements.
Fig. 6 depicts that the meeting room is correlated with one
Computer, lights, HVAC and other general equipment. It is
readily observed that the most energy consumed element in
the meeting room is clearly the “HVAC”. As aforementioned,
the monitoring system for data collection utilizes low-cost
privacy preserving depth sensors for the occupancy tracking
and detection, thus detailed information about which device
is being used by which occupant is not available, so the con-
nections are made between elements (HVAC, lighting, equip-
ment) and spaces.
3. Experimental results
Consequently, it is readily comprehensible that except for
KPIs’ graph-based visualizations, the most important asset
of the presented tool is the assessment provided through,
that it allows end-users to evaluate the performance of
a building. The presented software can be considered as
a supplementary tool for decision makers (e.g. facility
managers, building managers, building owners, etc.).
The monitoring system for data collection described in
Section 2.1 can operate in any type of building. In our case
the tool has been tested and evaluated in a building of CERTH
premises demonstrating its effectiveness and usability, in
which an indicative example of the physical installation of
each sensor is depicted in Fig. 7. More specifically the building
consists of seventeen (17) main areas with different usage
(offices, corridors, rest area, meeting room and kitchen). The
majority of the sensors for occupancy extraction have been
installed at the researchers’ office, a characteristic area of
the building, since it is the most over-crowded office. In total
eight (8) Kinect Cameras were used as depth image sensors
to provide occupancy information to a sub-space level, while
nine (9) Pressure Mats (x2), nine (9) Active Infrared Beams (x2)
per door, nineteen (19) PIR sensors and three (3) CO2 sensors
covered the area at a space level.Table 1 – Sensors used in CERTH premises Test Bed
(Fig. 7).
Type Measurement Period Qty
Depth
cameras
Occupancy floes 20 fps 8
CO2 Carbon dioxide 15 min 3
PIR sensors Occupancy density and
presence
15 min 19
Beams Movement direction 15 min 9
Pressure mats Movement direction 15 min 9
Table 2 – Events produced for a 5 month testing period
of time.
Type of event Number of
events/data
Energy consumption 2.308.856
Environmental 1.286.782
Equipment status 2.852.115
Space occupancy events 452.745
Occupancy trajectories 64.201
Occupancy trajectory points 1.851.425.111
Total 1.858.389.810
The number and the type of the sensor cloud installed in
this building are shown in Table 1. These sensors provide over
1.5 billion of information/events during a 5 month period of
CERTH’s premises (see Table 2).
The tool facilitates the detailed spatiotemporal analysis
building performance in terms of occupancy comfort,
building performance and energy consumption and exploits
innovative data mining techniques and mechanisms to allow
the end user to identify patterns, outliers and correlations
between conflicting factors of building performance, thus
assisting him to further optimize the building’s operation.
By selecting a KPI and enabling the space’s view, the energy
consumption of each space can be observed. The variant
color of subspaces reflects the energy consumption level
compared with the other spaces. The Fig. 8 illustrates a
detailed spatiotemporal analysis of building performance in
the building of CERTH premises. More specifically the left
graph depicted in Fig. 8 presents the energy consumption
per space in heat map form, where the space view legend
on the left side depicts the color scale of the energy
consumption. The right graph of the Fig. 8 depicts the
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figure legend, the reader is referred to the web version of this article.)energy consumption in clock-view form. It is worth noting
that the space with intense red color is the most energy-
consumed space compared to the other spaces, while the
blue one is the most energy efficient. The user can see more
detailed, thorough graphical comparisons between different
elements.
More specifically an example is illustrated in Figs. 9 and 10.
Fig. 9 depict elements’ energy consumption of the space us-
ing different visual illustrations. It is noteworthy in (Fig. 10(a)),
that though the space occupancy after 22:24 a.m is 0, it is
observed a significant amount of HVAC, lights, and other de-
vices’ consumption. Equipment’s consumption is normal be-
cause it includes computers, printers, kitchen equipment,
etc., but the corresponding light and HVAC consumption
could be avoided. It is very important for a user to under-
stand the proportion of the energy consumption per category.
Fig. 10(a) shows the energy consumption of the space against
occupancy (black line). The space energy consumption is
divided into the three main categories, HVAC (green), light-
ing (blue) and equipment (red). Fig. 10(b) compares the
occupancy (green), energy consumption (red) and the corre-
sponding emissions (blue) of the same space. Thus, the user
is able to compare specific conflicting KPIs (energy consump-
tion, occupancy, etc.) among each other and extract a vari-
ety of preliminary conclusions for a space. For example, that
space is rarely occupied, but its energy consumption is high.
Moreover the tool facilitates several series of heat maps
as aforementioned. They are two-dimensional graphical
representations of data where the values of a variable are
shown as colors. The intuitive nature of the color scale as
it relates to temperature minimizes the amount of learning
necessary to understand it. From experience, we know thatred is warmer than pink, blue or light blue. It is not difficult
then to figure out that the amount of heat is proportional to
the level of the represented variable. Moreover, heat maps
show the data directly over the stimulus. Because the data
could not be any closer to the elements to which they pertain,
little mental effort is required to read it. In particular, the
occupants’ POIs along with their trajectories in developers’
office are depicted in Fig. 11. Obviously the main POIs (intense
red color) are the occupants’ desks location, while the next
more bustling spot is the printer, as it can be easily observed
(light red pink). The occupants tend to use usually the printer
during their working hours, so it is better to move to a more
central space, so as to reduce the employees’ trajectories.
Furthermore, the gradation of blue color indicates the points
which are less passed through and referred namely for
occupants trajectories through the space.
At this point, it is remarkable to state that all visualiza-
tions that are presented for building energy consumption
assessment are also available for other aspects of building
performance, such as building usage, environmental condi-
tions, business processes and more.
Additionally, a bubble diagram view that reveals connec-
tions between various elements of a building is illustrated in
Fig. 12. In this diagram, the connections between various en-
ergy consuming elements of the building as well as business
processes and the involved occupants are depicted. As afore-
mentioned, the size of each bubble denotes its energy con-
sumption with respect to the same type bubbles (i.e. a large
space bubble denotes bigger consumption than smaller space
bubbles, but cannot be correlated with other types). The con-
nection between two bubbles reveals a relation between them
(i.e. a connection between an occupant and a space indicates
J O U R N A L O F I N N OVAT I O N I N D I G I TA L E C O S Y S T E M S 3 ( 2 0 1 6 ) 5 7 – 6 9 67Fig. 9 – Space energy consumption. (a) Bar chart displaying
the energy consumption per category over time. (b)
Individual energy consuming per element, HVAC (green),
lighting (blue) and equipment (red). (For interpretation of
the references to colour in this figure legend, the reader is
referred to the web version of this article.)
that thementioned person occupies the corresponding space,
while a connection between a device and a space denotes de-
vices’ location). The bubble diagram was utilized in order to
reveal interrelations between various building elements and
processes that are not directly identifiable. In Fig. 12 the De-
velopers’ and Researchers’ offices (large purple bubbles) are
the most energy consumed space compared to the others,
while the business process “Design Project” (large cyan bub-
ble) appears to have a lot of energy consumption associated
with it. Thus, one can see all the buildings elements and the
energy consumption that is related to each of them, as well
as the interactions (either direct or indirect) between them.
4. Conclusion and future work
Motivated by the limited research in deploying knowledge
mining and visual analytic techniques in building perfor-
mance driven by occupancy extraction, we introduced a novel
way of combining these techniques to assess the building per-
formance assessment driven by building occupancy, by corre-
lating the big amount of data in spatio–temporal domain. ItsFig. 10 – Space energy consumption. (a) Energy
consumption versus occupancy. (b) Total energy
consumption versus CO2 emissions and occupancy. (For
interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this
article.)
Fig. 11 – Heat map: Occupants POIs along with their
trajectories through space. (For interpretation of the
references to colour in this figure legend, the reader is
referred to the web version of this article.)
main difference from existing assessment and visualization
tools is that it puts building occupancy, namely occupants’
presence, movement and interaction with system controls,
equipment and building envelope action in the foreground of
building assessment.
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network of multiple and low cost privacy preventing depth
sensors and various other types of sensors for detection
occupants’ presence, movement and their trajectories. The
presented work provides a highly effective technique of
data mining for obtaining information on human-building
interaction and a large number of visualizations (e.g., clock-
views, bubble diagrams, heat maps, etc.), allowing the user to
evaluate the performance of a building driven by occupancy
using an intuitive graphical user interface. It has been
designed in such a way that can deal with the large data
volume gathered by the building measurement systems,
providing to the user a tool that allow him/ her to analyze
the building performance to a desired level of detail or focus
on specific elements.
For future work, further experimentation in other build-
ings is planned covering a larger time period, in order to ex-
plore the potential outcomes. Furthermore, RFID equipment
could be installed towards the incorporation of individual oc-
cupant information, such as real-time individual’s location
in order to achieve more personalised control. This will al-
low a much more assiduous evaluation of the building perfor-
mance.
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