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Quantitative trait locus (QTL) mapping and genome-wide association studies 
(GWAS) are still the necessary first steps towards gene discovery. With the ever-growing 
number of genetic markers, more efficient algorithms for genetic mapping are necessary, 
especially in the big data era when QTL mapping and GWAS are to be conducted 
simultaneously for thousand traits, e.g., metabolomic traits. Furthermore, the 
conventional genomic scanning approaches that detect one locus at a time are subject to 
many problems, including large matrix inversion, over-conservativeness for tests after 
Bonferroni correction and difficulty in evaluation of the total genetic contribution to a 
trait’s variance. Targeting these problems, we take a further step and investigate the 
multiple locus model that detects all markers simultaneously in a single model. 
The ordinary ridge regression (ORR) is well known for its high computational 
efficiency and analysis of the data with multicollinearity. However, ORR has never been 
 viii 
widely applied to QTL mapping and GWAS due to its severe shrinkage on the estimated 
effects. Here we introduce a degree of freedom for each parameter and use it to deshrink 
both the estimated effect and its estimation error so that the Wald test is brought back to 
the same level as the Wald test of typical GWAS methods, such as efficient mixed model 
association (EMMA). The new method is called deshrinking ridge regression (DRR). 
Using sample data of small, medium and large model sizes, we demonstrate that DRR is 
efficient for all three model sizes while EMMA only works for medium and large 
models. We also developed a sparse Bayesian learning (SBL) method for QTL mapping 
and GWAS. This new method adopts coordinate descent algorithm to estimate 
parameters by updating one parameter at a time conditional on current values of all other 
parameters. It uses an L2 type of penalty that allows the method to handle extremely 
large sample sizes (>100,000). Simulation studies show that SBL often has higher 
statistical powers and the simulated true loci are often detected with extremely small p-
values, indicating that SBL is insensitive to stringent thresholds in significance testing. 
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Chapter 1  
Introduction 
1.1 Quantitative trait locus mapping and genome-wide association studies 
Most economically important traits in crops are quantitative in nature. Many 
disease susceptibility and behavior traits in human and animals are also quantitative in 
terms of their underlying genetic architectures. Loci controlling variation of these 
complex traits are called quantitative trait loci (QTL), which segregate and inherit 
following typical Mendelian laws of inheritance. However, QTL are not directly 
observable. DNA markers, also segregating according to Mendel’s laws of inheritance, 
can be observed. If an observed marker is associated with a quantitative trait, there must 
be QTL nearby the marker causing the observed marker-trait association. Detecting 
marker-trait association is called quantitative trait locus (QTL) mapping when the 
population is created through line crossing experiments (Soller 1978; Tanksley 1993; 
Doerge 2002) or genome-wide association studies (GWAS) if the population is a 
randomly collected sample of a natural population (Hirschhorn and Daly 2005; Wang et 
al. 2005; Korte and Farlow 2013). Both QTL mapping and GWAS are essentially based 
on the principle of linkage disequilibrium that exists in the population under 
investigation. 
Mapping populations created through line crossing can be generally classified into 
biparental populations and multiparent populations depending on the number of parental 
lines. Common biparental populations for genetic analysis includes backcrosses (BC), 2F , 
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double haploid (DH), recombinant inbred lines (RIL), near-isogenic lines (NIL), etc. The 
generation of biparental mapping populations is fast and easy to replicate, however, such 
populations only have limited recombination breakpoints and have limitations in the 
investigation on the dominant effects. To overcome the problems occurring in the 
biparental populations, mapping population is constructed through multiparent lines such 
as nested association mapping (NAM), four-way (FW) cross, multiparent advanced 
generation intercrosses (MAGIC), etc.  
With the phenotype and genotype data obtained from mapping populations, 
classical QTL mapping procedures detect association of trait with one locus at a time and 
the entire genome is then scanned with a finite number of discretized positions (loci) of 
the genome. If a locus does not overlap with a marker (such a locus is called a pseudo 
marker), the numerical codes of the genotypes are inferred from two markers flanking the 
locus, a technique called interval mapping (IM) (Soller et al. 1976; Lander and Botstein 
1989; Haley and Knott 1992) because the two markers define an interval of the genome. 
Effects of QTL outside of the interval are captured by co-factors included in the model, a 
method called composite interval mapping (CIM) (Jansen 1993; Zeng 1993; Jansen and 
Stam 1994; Zeng 1994). The unique feature of IM or CIM is the inference of genotypes 
for pseudo markers bracketed by flanking markers. As the marker density becomes 
increasingly dense, the concept of interval no longer exists because it is redundant to 
infer genotypes of a pseudo marker whose genotypes are already observed. We are facing 
a challenge that is opposite to interval mapping – instead of inserting pseudo markers, we 
may need to skip markers because there are too many of them. With high marker 
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densities, the statistical technology used in GWAS has been adopted to QTL mapping. 
The co-factor selection step in composite interval mapping has been replaced by a 
polygenic effect modeled by a kinship matrix inferred from genome-wide markers (Xu 
2013b). 
GWAS represent a class of statistical methods for detection of genome-wide 
markers associated with quantitative traits (Schmid and Bennewitz 2017; Xu et al. 2017a; 
Wang et al. 2018). The idea of GWAS was initially proposed by Risch and Merikangas in 
1996 stating that an association study on large scale genetic variants of unrelated 
individuals is more powerful than a linkage analysis on a few hundred markers of 
individuals from an explicit pedigree, which pointed out the direction for the genetic 
studies of complex human diseases in the future (Risch and Merikangas 1996). However, 
the very first GWAS results were reported nearly ten years after and deemed as the real 
starting point of the GWAS era (Klein et al. 2005; DeWan et al. 2006; Consortium 2007). 
Since then, GWAS immensely attracted the attention of researchers from field of studies 
in human, animal and plant, and became a heated topic in quantitative genetics. In the 
next ten years, GWAS underwent a fast development with tens of remarkable statistical 
methods and more than 3,500 published papers (Buniello et al. 2018). 
1.1.1 Linear mixed model 
The population structure naturally forms accompanying subdivision of the 
original population. It universally exists among natural populations and may have 
significant associations with genetic variants. Therefore, the population structure was the 
primary confounding factor of the early stage GWAS and the separation of true signals 
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from the false positive signals associated with population subdivision was necessary. 
Genomic control (GC) (Devlin and Roeder 1999) and structured association (SA) 
(Pritchard et al. 2000) are common methods to control the inflation of test statistics 
generated by population structure. GC algorithm assumes the population structure has 
equal effects on all loci, thus the overdispersion of the chi-squared test statistic is nearly 
the same across the entire genome (Devlin and Roeder 1999). The method was mainly 
applied to the case and control studies of human diseases and limited to biallelic markers. 
GC is based on a Bayesian probability model and uses a set of random marker to adjust 
the test statistics influenced by the population structure or cryptic relatedness among 
individuals. SA analysis uses random markers to infer the number of subpopulations and 
estimate the effect of population structure. It adopts a Bayesian clustering approach to 
calculate the probability of an individual being assigned to each subpopulation. Factors 
influencing the accuracy of the assignment to a subpopulation include the sample size, 
the number of markers, the amount of admixture, and the allele frequency divergence 
among subpopulations (Pritchard et al. 2000). The basic model of SA can be modified to 
handle correlated allele frequencies among different subpopulations and linkage 
disequilibrium within subpopulations, which promotes its wide application in crop 
studies (Xu et al. 2017a). 
With the development of GC, SA and other methods controlling the population 
structure, a unified mixed model method for association mapping that accounts for 
multiple levels of relatedness was proposed by Yu et al. in 2006 (Yu et al. 2006). This 
most commonly used method is also called the Q+K linear mixed model (LMM) 
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approach (Q represents the population structure and K represents the kinship matrix 
among individuals inferred from genome-wide markers), which is a powerful tool for 
both QTL mapping and GWAS as they share the same theoretical basis. The mixed 
model equation for the Q+K method is  
 y X S Qv Zu eβ α= + + + +  (1.1) 
where β  is a vector of all fixed effects except the effects of marker and population 
structure, α  is a vector of SNP (or marker) effects, v  is a vector of population effects, u  
is a vector of polygenic effects, e  is a vector of residual errors, ,   and X S Z  are design 
matrices. The population structure matrix Q  can be obtained by GC and SA. The authors 
implemented the model by using the mixed procedure in SAS (PROC MIXED) to scan 
the genome for signals of marker trait association.  
The original LMM approach has two major contributions to association studies. 
First, it detects genetic variants with simultaneously controlling the multiple level cryptic 
relatedness among individuals. Second, it promotes the use of marker inferred kinship 
matrix, which overcomes the limitations of association studies in the population lack of 
complete pedigree records. Besides, another benefit of LMM is the flexibility to drop 
either Q or K from the model to adapt the population under testing. Q can be dropped if 
population structure does not exist and the model is reduced to a single population-based 
association study with correction of polygenic effects. K is safely dropped when 
individuals within each subpopulation are random mating and the model turns into a 
regression-based structured association analysis (Yu et al. 2006). Many investigations 
showed that the model with the inclusion of Q+K leads to more accurate estimation of 
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marker effects than the model only involving one correction matrix (Xu et al. 2017a; 
Wang and Xu 2019). 
1.2 Single locus model based GWAS 
1.2.1 Development of single locus model based GWAS 
The computational speed of the mixed model was a great challenge to the original 
LMM analysis. Following the first Q+K LMM, a large number of approximate and 
improved methods were published in a span of about decade years. Now, methodology 
development has been cooling down. Typical examples include, but not limited to, the 
following significant modifications.  
Principal components analysis (PCA)(Price et al. 2006) summarizes the genome-
wide patterns of relatedness among individuals by several components without requiring 
the explicit classification of subpopulations. Zhao et al. (2007) suggested that the Q 
matrix in the original LMM can be replaced by principal components (PCs) to avoid 
intensive computation of population structure. In their association mapping of an 
Arabidopsis F2 population, both GC and PCA capture the underlying structure 
reasonably well, however, PCA is more efficient in terms of computation time. 
In the same year, a genome-wide rapid association using mixed model and 
regression (GRAMMAR) was developed by Aulchenko et al. (2007). In this method, a 
polygenic random effect was fitted to a null mixed model without marker effect to 
estimate residual errors, and then the residual after fitting the polygene was treated as a 
new response variable for GWAS by testing one marker at a time with a simple linear 
regression analysis. Therefore, the computation time of GRAMMAR for each SNP is 
 7 
reduced to be linear with the number of individuals included in the model. This method is 
an approximation of the LMM and is no longer used after more advanced methods have 
been published.  
The next milestone improvement is the efficient mixed model association 
(EMMA) by (Kang et al. 2008). The authors first performed eigenvalue decomposition of 
the kinship matrix and then transformed the response variable and the design matrix of 
the fixed effects (including the Q matrix and the current marker under investigation) by 
the eigenvector (a matrix) so that repeated inverse of a large kinship matrix has been 
avoided. This is an exact method with no compromise in statistical power and Type 1 
error control. Kang et al. (2010) also simplified the original EMMA method by fixing the 
estimated genomic heritability of trait at the null model and then scanned the genome 
under the given heritability value. This method is called efficient mixed-model 
association eXpedited (EMMAX) (Kang et al. 2010). A similar approximation approach 
proposed by Zhang et al. (2010) is called “population parameters previously determined” 
(P3D). P3D estimates variance components from the null model and fixes these 
parameters when testing each SNP marker, thus, variance components do not need to be 
estimated repeatedly. At that moment, it appeared that the limiting factor was no longer 
the number of markers but the sample size (n) because eigenvalue decomposition is 
performed on the kinship matrix with a time complexity of 3( )O n .  
The next improvement focused on computational speed and the method is called 
the factored spectrally transformed linear mixed models (FaST-LMM) (Lippert et al. 
2011). They reduced the number of markers used to calculate the kinship matrix into a set 
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smaller than the sample size but still capture the main feature of the kinship matrix. When 
the selected number of markers ( 0m ) is smaller than the sample size (n), the time 
complexity of decomposition of the kinship matrix becomes 30( )O m . When the number of 
markers is small, the competition between the marker under test and the same marker in 
the kinship matrix cannot be ignored. Therefore, they used the same spectrally 
transformed method to decompose the kinship matrix again to adjust the kinship matrix 
to reduce the competition (Lippert et al. 2011). This method (FaST-LMM) is currently 
the most efficient method for GWAS in large populations.  
The genome efficient mixed model association (GEMMA) developed by Zhou 
and Stephens (2012) is nearly the same as the original EMMA (Kang et al. 2008) but 
incorporating an efficient recurrent algorithm to transform the data and a combination of 
grid search and Newton’s method to find the solution of the polygenic variance 
component. This new method is approximately n  times faster than EMMA, where n  is 
the number of individuals. GEMMA is an exact method that the variance components are 
re-estimated for each marker and provides the exactly same Wald or likelihood-ratio test 
statistics as EMMA.  
Loh et al. (2015) bridged the frequentist association testing and the Bayesian 
modeling, and developed a new method called efficient Bayesian mixed-model 
association (BOLT-LMM). Comparing to all existing methods implementing the linear 
mixed models at that time, BOLT-LMM requires only ( )O mn  iterations to analyze 
genome-wide markers, which is at least n  times faster than the previous methods. A 
detailed discussion of BOLT-LMM will be provided later. 
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1.2.2 Ridge regression 
Ridge regression was first proposed as a regularized regression method by (Hoerl 
1962) and formalized by Hoerl and Kennard (1970). The method was designed to handle 
highly correlated independent variables (collinearity problem). When multi-collinearity 
occurs, the inverse of the coefficient matrix ( TX X ) is not stable, leading to large 
standard errors of the estimated coefficients. Adding a small positive number to the 
diagonal of matrix TX X  will introduce a small bias to the estimates but can substantially 
reduce the estimation errors. When the number of independent variables is large, multi-
collinearity can also occur, even if the pair-wise correlations of the independent variables 
are mild. Therefore, ridge regression has been used for prediction when the number of 
independent variables is larger than the sample size (Hastie et al. 2001; Hastie and 
Tibshirani 2004).  
In the genome era, ridge regression has been substantially used for genomic 
selection (Piepho 2009; Endelman 2011). Because the independent variables are 
numerically coded genotypes of genome-wide markers, ridge regression is also called 
genomic best linear unbiased prediction (gBLUP). Compared with other statistical 
methods of genomic selection, gBLUP is often the best method in terms of high 
predictability and fast computational efficiency (Lorenzana and Bernardo 2009; Xu et al. 
2014; Xu et al. 2016; Xu et al. 2017b). However, gBLUP has not been routinely used for 
GWAS because the test statistics are often too low due to shrinkage of the estimated 
regression coefficients. Malo et al. (2008) used ridge regression to detect marker trait 
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association aiming to simultaneously detect multiple linked markers. Since the number of 
markers was relatively small in their analysis, the test statistics were not shrunken too 
much and their results were acceptable. Shen et al. (2013) proposed a generalize ridge 
regression for GWAS, in which a conventional ridge regression (rrBLUP) was performed 
with the shrinkage parameter 2 2ˆ ˆ/e bλ σ σ=  estimated from the maximum likelihood 
method and then followed by a second step to retune the coefficients under 
heterogeneous shrinkages. The heterogeneous shrinkages are represented by 2 2ˆ ˆ/
kk e b
λ σ σ=  
where 2ˆ
kb
σ  depends on the ridge coefficients obtained from the conventional ridge 
regression. The second step is not iterative and thus can be very fast. The retuned 
coefficients are very close to the coefficients estimated from Bayes A (Meuwissen et al. 
2001) but obtained with a speed magnitude faster than Bayes A. Duarte et al. (2014) 
recognized the over shrinkage of ridge coefficients and their test statistics, and proposed 
to adjust the test statistics to a level similar to the tests from the conventional GWAS 
under LMM. They replaced the error variances of estimated coefficients by variances 
derived by Henderson (1975). When the marker density is high, Henderson’s variance is 
often smaller than the error variance, leading to a higher test statistic. Real data analysis 
and simulation studies (Duarte et al. 2014) showed that the adjusted tests are very close to 
the tests obtained from the EMMA study. To take advantage of the computational 
efficiency of this adjusted method, Ning et al. (2018) extended the method to detect 
epistatic effects (gene by gene interactions), while detection of all pair-wise epistatic 
effects was impossible for any conventional GWAS methods if the marker density is 
larger than, say, ten thousands. 
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1.2.3 Significance test 
Single locus model-based GWAS approaches detect association of trait with one 
SNP at a time and the analysis will be finished until the entire genome is scanned. In fact, 
m  independent tests are performed in the analysis, where m  is the number of markers. 
Therefore, the nominal probability 0.05p =  should not be used intuitively in significance 
testing, and a correction of multiple tests is required. Bonferroni correction is the simplest 
and most conservative way to correct multiple tests. It adjusts the original critical value 
by dividing the number of tests involved (from 0.05p =  to 0.05 /p m= ). A less 
stringent approach proposed by Benjamini and Hochberg (1995) is controlling the false 
discovery rate (FDR) or the expected proportion of falsely rejected hypotheses. Suppose 
1 2,  , , mP P P  are p-values of multiple statistical tests 1 2,  , , mH H H . These p-values are 
firstly ordered in an ascending order that (1) (2) ( )mP P P≤ ≤ ≤ . Then let k  be the largest i  
for which *( ) ( / )iP i m q≤  and reject all ( ) 1,  2, ,iH i k=   (
*q  is the nominal level of FDR, 
say 0.05)(Benjamini and Hochberg 1995). An alternative method without specifying the 
pre-determined threshold is permutation (Churchill and Doerge 1994), which is 
commonly practiced in real world data-based GWAS. In permutation, observations of a 
trait are shuffled to disrupt the original sequence and generate a new vector of 
observations, which breaks the underlying association between genotype and the real 
phenotype. This shuffle procedure must be repeated for many times (usually 1000≥ ) and 
the same association analysis is performed on each of these permutation experiments. 
Test statistics from large scale permutations form the null distribution for researcher to 
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select empirical threshold used in significance test. This approach has benefit in 
providing reliable results but is not computationally efficient. 
Besides the three common practices mentioned above, one can replace the total 
number of tests by the effective number of tests in multiple testing correction (Moskvina 
and Schmidt 2008). Effective number of tests is inferred from the linkage relationship of 
the genotype and greatly reduces the actual number of tests. Mackay (1992) proposed a 
similar concept under Bayesian framework, the effective number of well-measured 
parameters (marker effects) determined by the data. Tipping (2001) interpreted it as a 
measure of how “well-determined” a random effect is by the data. The degree of 
confidence for each marker effect is the complement of the ratio of the posterior variance 
to the prior variance. The total effective number of markers (the same as effective 
number of tests) equals the sum of all confidences. This concept attracts much attention 
and gains potential applications not limited to multiple testing correction (Xu 2013a; 
Wang et al. 2016). 
1.3 Multiple locus model based GWAS 
1.3.1 Development of multiple locus model based GWAS 
Both QTL mapping and GWAS are based on the linkage disequilibrium (LD) that 
naturally existing in the genome. LD is the non-random association of alleles at different 
loci in a general population (Slatkin 2008) and created by recombination, non-random 
mating, and evolutionary force factors including selection, mutation, migration and 
genetic drift. On the other hand, it can be broken down by recombination events (Hartl 
and Clark 1997). Stronger LD indicates a smaller genetic distance is often observed 
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among loci that are physically close together than among loci that are farther apart on a 
chromosome (Hill and Robertson 1968). One common feature of the single locus mixed 
model QTL mapping and GWAS is that both detect association of trait with one locus at 
a time until all loci are detected to complete the analysis. Technically, such single locus 
model is one-dimensional scanning approach. As a result, one often expects to see an 
island surrounding a high peak in a Manhattan plot, which is caused by LD. This island 
behavior of the Manhattan plot will drastically change if all markers are included in the 
same statistical model with effects being estimated simultaneously. The multiple locus 
model often eliminates the island, leaving a single peak standing alone. This single peak 
is supposed to be better than an island because the signal is cleaner and stronger, but most 
people do not trust the single peak. 
Multiple QTL linkage studies were invented two decades ago (Green 1995; Jiang 
and Zeng 1995; Nakamichi et al. 2001; Sen and Churchill 2001) represented by the 
multiple interval mapping of Kao et al. (1999), which was carried out via step-wide 
variable selection. The method is computationally intensive and thus rarely used by the 
QTL mapping community. Multiple locus GWAS is also available and mainly conducted 
via Markov chain Monte Carlo (MCMC), a technique also very intensive 
computationally. Current multiple marker models that have been applied to QTL 
mapping and GWAS include the least absolute shrinkage selection operator (LASSO) 
(Tibshirani 1996), empirical Bayes (Xu 2007), multi-locus mixed model (MLMM) 
(Segura et al. 2012) and Bayesian sparse linear mixed model (BSLMM) (Zhou et al. 
2013). With the exception of LASSO, the other three methods are slow in terms of 
 14 
computational speed. LASSO is surprisingly fast for small and intermediate sample sizes 
(from approximately 200 to 5000) but can fail for large samples with extremely high 
marker densities. 
Modified from the ordinary least square (OLS) regression, LASSO minimizes a 
loss function composed of the residual sum of squares and the sum of the absolute values 
of coefficients. The special constraint produces some coefficients equal to zero and 
shrinks the rest of coefficients for easier interpretation than OLS and ridge regression 
(Tibshirani 1996). LASSO is widely used in variable selection because of its strong 
shrinkage on regression coefficients. Park and Casella (2008) assigned an independent 
double-exponential prior to each coefficient and interpreted the LASSO with Bayes 
theorem (Bayesian LASSO). Yi and Xu (2008) improved the application of Bayesian 
LASSO procedure in QTL mapping by modifying prior distributions for the variances 
and the estimation of hyperparameter. Another improvement on LASSO is the liner 
mixed model-LASSO (LMM-Lasso), which detects multiple causal loci simultaneously 
with the correction of confounding effects, such as population structure (Rakitsch et al. 
2013).  
Empirical Bayes (E-BAYES) method developed by Xu (2007) is a Bayesian 
method by assigning each marker effect a normal prior distribution and the prior variance 
is estimated from the data. It provides optimal estimation of variance components and 
makes selective shrinkage on marker effects that large effects virtually receive no 
shrinkage while small effects are penalized to zero. The author estimates variance 
components by maximizing the logarithmic likelihood function instead of MCMC 
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sampling steps. The optimization involves a special multiple step algorithm that updates 
one variance component at a time conditional on all other variance components. Even if 
the method does not involve MCMC sampling steps, the implementation of E-BAYES is 
somewhat time consuming. 
Segura et al. (2012) proposed the multi-locus mixed-model (MLMM) to detect 
causal genetic variants on a genome-wide basis with the control of confounding caused 
by population structure. MLMM can handle the problem of m n  and uses a stepwise 
algorithm of forward inclusion and backward elimination to speed up the regression. In 
the forward inclusion step, the most significant marker is added to the model as a 
cofactor, then p-values for all cofactors and variance components are re-estimated for the 
next inclusion step. The forward step stops when the heritable variance estimate is close 
to zero and the backward elimination starts to repeatedly drop the least significant 
cofactor in the model. 
The hybrid method of LMM and sparse regression model (BSLMM) presented by 
Zhou et al. (2013) can perform model fitting and prediction simultaneously in a single 
analysis. They specify appropriate prior for the hyperparameters and use a new MCMC 
approach for posterior inference. We will discuss this method in detail in the section 
1.4.4. 
1.3.2 Optimization by coordinate descent 
The data used in GWAS tends to include large sample size with a large number of 
SNP markers because the DNA sequencing cost is cheap and not a financial concern 
anymore. However, large  and m n  cause a problem that the model space becomes too 
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large to explore (Segura et al. 2012). Therefore, the investigation of the single locus 
model for GWAS is earlier and more thorough than that of the multi locus model. A 
challenging problem of the association studies using multi locus model is that the number 
of observations can be much less than the number of markers in a GWAS dataset ( m n
), which is also known as the “large p  small n ” problem in statistical modeling that the 
sample size is substantially smaller than the number of available covariates (Chakraborty 
et al. 2012), and the problem is more complicated when markers are highly correlated.  
Coordinate descent (CD) algorithm is an iterative method that updates one 
regression coefficient at a time. Within each iterative step, the model minimizes the 
objective coefficient with fixing the rest coefficients of the variable vector at the values 
estimated from the previous iteration. Therefore, the entire complicated problem is 
decomposed into many low-dimensional subproblem, which substantially can be solved 
easily than the original model fitting (Wright 2015). CD is commonly used in high 
dimensional data analysis and becomes an important tool of optimization in the “big 
data” era. According to Wright (2015), in a linear system Aw b= , the least-norm 
solution is 2
2min(1 2 )w . By setting 
Tw A x=  , the corresponding Lagrangian dual is 
2
2
min ( ) 1 2 T Tf x A x b x= − . The k-th iterative step has the form of 
1 ( )k k T kik ik ikx x A A x b e
+ ← − − , where i  denotes the i-th row of the matrix for 1, 2, ,i n=   
and ike  is the residual. The solution of the original linear problem 
kw  is estimated by the 
update of kx ,  
 1 ( ) ( )k k T k T k k Tik ik ik ik ik ikw w A A x b A w A w b A
+ ← − − = − −  (1.2) 
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and the ki  equation of Aw b=  is satisfied by  
 1 ( )k k kik ik ik ik ikA w A w A w b b
+ = − − =  (1.3) 
Coordinate descent is commonly used in minimizing the ridge and LASSO loss functions 
(Hastie et al. 2001). In addition, the basic CD has been modified to solve a wide variety 
of problems such as block CD for sparse inverse covariance estimation (Friedman et al. 
2008), cyclic CD approach for determining protein structure (Canutescu and Dunbrack Jr 
2003), etc. 
1.4 Common GWAS methods 
1.4.1 EMMA 
Kang et al. (2008) found three major limitations of the original form of LMM 
method. First, the variance components estimation algorithm involved in the original 
LMM method only provide local solution, which leads to inaccurate statistical inferences. 
Second, the optimization procedure requires extensive matrix calculation within each 
iteration, thus the computation is even more expensive for the entire analysis. Third, the 
kinship matrix involved in LMM method is not guaranteed to be positive semidefinite, 
which may not be a correct form of variance component. To conquer these problems, 
Kang et al. (2008) proposed the EMMA to describe the association of observed 
phenotypes as 
 y X Zu eβ= + +  (1.4) 
where y is an 1n×  vector of phenotypic values, X  is an n q×  design matrix for all fixed 
effects, β  is a 1q×  vector of fixed effects, Z  is a n t×  matrix of genotype indicator 
variables, u  is a 1t×  vector of random effects following a normal distribution 
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2~ (0, )u N Kσ , and e  is an n n×  matrix of residuals that 2~ (0, )ee N Iσ . K  is the t t×  
kinship matrix measuring the relatedness between every pair of individuals. The 
variance-covariance matrix of phenotypes is 
 2 2var( ) T ey V ZKZ Iσ σ= = +  (1.5) 
The log-likelihood function of the full model is 
 2 12
1 1( ; , , ) log(2 ) log | | ( ) ( )
2
T
Fl y n H y X H y Xβ σ δ πσ β βσ
− = − − − − −  
 (1.6) 
and restricted log-likelihood function is 
 2 2 11ˆ( ; , ) ( ; , , ) log(2 ) log | | log | |
2
T T
R Fl y l y q X X X H Xσ δ β σ δ πσ
− = + + −   (1.7) 
where TH V ZKZ Iσ δ= = +  and 2 2eδ σ σ= . Kang et al. (2008) used spectral 
decomposition to ease the computational load,  
 1diag( , , )
T
F n FH U Uξ δ ξ δ= + +  (1.8) 
where FU  is an n n×  matrix of eigenvectors and 1diag( , , )nξ δ ξ δ+ +  is holding the 
eigenvalues. The maximization of full model likelihood function and restricted likelihood 
function turns into the optimization of functions with respect to δ , because δ  is the only 
parameter involved in the likelihood function. The estimation of variance components 
2 2 and eσ σ  is simplified to the optimization of δ for each marker. The computational 
complexity of the method implementing eigen decomposition is 3( )O n rn+ , in contrast, 
the standard expectation-maximization and Newton-Raphson algorithms require the 
computational complexity of 3( )O rn , where r  is the number of iterations required by 
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optimization. EMMA performs eigen decomposition only once while previous methods 
require matrix multiplications and inverses for each iteration (Kang et al. 2008).  
EMMA is a milestone in the development of single locus model-based GWAS 
methodology. It increases the computational efficiency of the original LMM method and 
effectively control the inflated false positives caused by genetic relatedness. EMMA 
calculates global solution of likelihood function and the convergence with a smaller 
search space is guaranteed. Since it was published, many modifications had been 
proposed to lower the computational cost and many impactive methods are derived from 
it (Kang et al. 2010; Zhang et al. 2010; Zhou and Stephens 2012). 
1.4.2 BOLT-LMM 
BOLT-LMM, proposed by Loh et al. (2015) made two breakthrough compared 
with the conventional single locus GWAS methods. Before the invention of BOLT-
LMM, other existing methods require computational complexity of 2( )O mn  or 2( )O m n . 
In contrast, BOLT-LMM only requires time cost ( )O mn , which is at least n times less 
than previous methods (in most cases, m n> ). The algorithm is built on the theoretical 
basis of non-infinitesimal genetic architectures and fits a mixture of two Gaussian 
distributions of marker effects to increase statistical power. The authors believed that the 
assumption of an infinitesimal genetic architecture and the normal distribution of effect 
sizes limit the power of existing methods. The BOLT-LMM involves four major steps: 
(1) Estimation of variance components by using a stochastic approximation algorithm. 
The estimates are nearly identical to those estimated by standard approach, but the time 
and memory costs are reduced.  
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(2) Calculation of association statistics based on the infinitesimal mixed-model. This step 
is accomplished via the conjugate gradient iterations to avoid spectral decomposition of 
the kinship matrix. 
(3) Estimation of parameters involved in Gaussian mixture model. BOLT-LMM uses a 
mixture of two Gaussian distribution as the prior for marker effect sizes to capture both 
the large effects and small genome-wide effects. 
(4) Calculation of Gaussian mixture model association statistics. In this step, each marker 
is tested against the residual phenotype obtained from the model involving Gaussian 
mixture distributions. Association statistics obtained from step (2) are calibrated by LD 
Score regression (Bulik-Sullivan et al. 2015). 
The algorithm is built upon Bayes’ theorem and uses a variational approximation 
to compute approximate phenotypic residuals rather than MCMC as in many Bayesian 
methods. The hyperparameters involved in the variational approximation is estimated by 
cross-validation instead of maximizing the log-likelihood function. Marker is tested for 
association with the residuals by a retrospective score statistic. The association evidence 
of each marker is given in the form of p-value whereas other popular Bayesian 
approaches provide the posterior inclusion probability as the evidence of association. The 
method links the frequentist association testing and the Bayesian modeling together for 
phenotypic prediction. 
1.4.3 LASSO 
LASSO is widely used and testified to be very useful in feature selection and 
genomic selection (GS)(Usai et al. 2009; Li and Sillanpää 2012; Xu et al. 2016). 
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However, the method has never been commonly used for GWAS because the glmnet/R 
package (Friedman et al. 2010) implementing the LASSO method does not provide a 
mechanism to calculate the standard errors of estimated effects and thus cannot perform 
statistical tests for markers. Lockhart et al. (2014) then proposed the covariance test 
statistic based on lasso fitted values to test the significance of predictor variables. 
However, the method is suitable for the dataset of which the number of markers is less 
than the sample size. To better accommodate high-dimensional case m n , Ithnin et al. 
(2017) recently developed two methods to calculate the standard error of each estimated 
marker effect which allows the further calculation of Wald test statistic for significance 
test. One method uses bootstrap approach (Efron and Tibshirani 1994) where a large 
number of bootstrap samples (say 1,000) are drawn and analyzed by glmnet/R to obtain 
the empirical standard error of each estimate, and the other method is based on the BLUP 
equation (Henderson 1975).  
They define ˆ jβ  for 1, ,j S=   as effect estimates of markers selected by LASSO 
( S m< ). The Henderson mixed model equation for these effect estimates is 
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 (1.9) 
where y  is an 1n×  vector of phenotypic values of the trait under study, 0X  is an 1n×  
vector of unity, jX  (for 1, ,j S=  ) is an 1n×  vector of genotype indicator variables for 
the selected marker j , 0β  is the interceptor grand mean, and 
2σ  is the residual variance. 
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The prior variance of each marker effect is 2
jβ
σ , which is the unknown of the BLUP 
equation. Ithnin et al. (2017) replaced 2
jβ
σ  by 2ˆ jβ  to obtain the approximate variance-
covariance matrix of coefficient estimates 
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where 2σˆ  is the estimated residual variance. Compared to the bootstrap approach, this 
approximation is much more efficient in terms of computing time. Simulation studies 
indicate that the LASSO with bootstrapped standard error calculation has perfect power 
for detecting true QTLs, followed by LASSO with BLUP error calculation. Both multiple 
locus methods outperform the popular single locus model based method GEMMA (Ithnin 
et al. 2017). 
1.4.4 BSLMM 
Both LMM and sparse regression model are commonly applied to polygenic 
modeling in association studies. Compared to single marker test of association, polygenic 
modeling relates phenotypic variation to many genetic variants simultaneously. It should 
be noticed that the assumptions on the genetic structure of a population behind these two 
models are different. In polygenic modeling, the LMM assumes that the phenotype is 
affected by every genetic variant and the effect of each marker is normally distributed. In 
contrast, sparse regression model assumes that among all genetic variants, only a small 
proportion of them have effects on the phenotype. To merge the two assumptions 
together, Zhou et al. (2013) developed a hybrid to include both models called BSLMM. 
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Benefit from two widely used models, the BSLMM method can perform GWAS, 
variance components estimation and phenotype prediction simultaneously.  
The BSLMM method adopts a standard linear mixed model 
 1ny X uµ β ε= + + +  (1.11) 
where y  is an 1n×  vector of phenotypes measured on n  individuals, 1n  is an 1n×  
vector of 1s, µ  is the mean of phenotypes, X  is an n p×  matrix of genotype indicator 
variables measured on n  individuals at p  genetic markers, β  is a 1p×  vector of 
unknown genetic marker effects referred as “sparse effects” to emphasize the sparsity-
inducing prior, u  is an 1n×  vector of random effects, and ε  is an 1n×  vector of residual 
error terms. The effect of every marker comes from a mixture of two normal distributions  
 2 1 0~ (0, ) (1 )i aNβ π σ τ π δ
− + −  (1.12) 
where π  is the proportion of non-zero β  and 0δ  denotes a point mass at zero. 
,  ,  ,  and aµ τ π σ  are the hyperparameters. Random effects are obtained from their 
posterior distribution given the observed data via Markov chain Monte Carlo (MCMC). 
In the association test, BSLMM does not provide the p-value of a marker for significance 
test, instead, it summarizes a posterior inclusion probability (PIP) of every marker. The 
posterior inclusion probability is the probability that the marker has a sparse effect and 
associate with the trait given the data. Lloyd-Jones et al. (2017) implemented BSLMM in 
association studies of human eye and skin color. Because BSLMM analyzes all loci 
simultaneously, markers in high LD maybe jointly detected to affect the trait other than 
attribute the signal to a specific marker. Therefore, the best way to infer the marker’s 
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significance from BSLMM is based on genomic windows instead of individual SNPs 
(Lloyd-Jones et al. 2017). Guan and Stephens (2011) suggested that the posterior 
expected number of SNP markers within a window can be obtained by summing up the 
PIPs of all markers in that window, named WPIP. One can compare the WPIP 
summarized from BSLMM with the results from other Bayesian methods. 
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Chapter 2 
Deshrinking ridge regression for linkage analyses and 
association studies 
2.1 Introduction 
In the big data era, QTL mapping and GWAS are further challenged by the 
presence of multiple omic data, e.g, transcriptome, metabolome, phenome, epigenome 
and so on. These omic data can be treated as predictors like genome (Xu et al. 2016; Xu 
et al. 2017b) to predict agronomic traits, but they are more often considered as response 
variables (Gong et al. 2013; Wang et al. 2014; Wen et al. 2014). For example, expression 
of a transcript can be treated as a quantitative trait and QTL mapping is performed on this 
expression trait. Such a QTL mapping is called expression trait QTL mapping, i.e., eQTL 
mapping (Wang et al. 2014; Wen et al. 2014). A microarray experiment can 
simultaneously generate more than 20 thousand expression traits. Mapping QTL for that 
many traits requires more efficient statistical methods with speed many times faster than 
even the fastest method currently available. All the single locus models are based on a 
genome scanning scheme and further improvement can only be achieved via parallel 
computing. In this study, we propose a ridge regression for QTL mapping and GWAS 
and hope to improve the computational efficiency to a different level. 
In this study, we re-evaluated the method of Duarte et al. (2014) and proposed a 
new adjustment with more rigorous theoretical support. The new method is called 
deshrinking ridge regression (DRR) and works well regardless the marker density (low or 
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high) while the method of Duarte et al. (2014) performs poorly when the marker density 
is very low. We compared the computational efficiencies of the new method with EMMA 
and several other methods on three datasets with different model sizes (small, medium 
and large). We show that DRR is efficient for all model sizes while EMMA is only useful 
for medium and large models. 
2.2 Materials and methods 
2.2.1 Data used for illustration 
2.2.1.1 The LASSO data 
This dataset is the “QuickStartExample” data downloaded from the R package 
“glmnet” (Friedman et al. 2010). The dataset contains 100 observations for 20 
independent variables (x) and one response variable (y). Below is the R code to load the 
data, library(glmnet) data(QuickStartExample) 
The dataset was analyzed using all methods described in the Methods section, including 
ORR, HRR, DRR, EMMA and DEMMA. The purpose of this data analysis is to 
investigate the properties of all methods for small models. 
2.2.1.2 The rice QTL mapping data 
The second data contains 1619 markers (independent variables) from 210 
recombinant inbred lines of rice (Yu et al. 2011). Average of the thousand grain weight 
(KGW) trait measured from four replicates is the response variable. The purpose of this 
data analysis is to evaluate the properties of all methods for intermediate models.  
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2.2.1.3 The rice GWAS data 
The GWAS data consist of 524 inbred varieties of rice collected from China and 
southeast Asia (Chen et al. 2014; Wei et al. 2018). The trait analyzed is the grain width, a 
highly heritable trait. After the imputation and quality control, 6.5 million SNPs covering 
about 90% of total SNPs in rice were published by Chen et al. (2014) on the RiceVarMap 
website (http://ricevarmap.ncpgr.cn/v2). Among 6.5 million SNPs, we randomly selected 
310,000 SNPs for further analysis. By using this data, we investigated the properties of 
the five methods when applied to large models. 
2.2.2 Ordinary ridge regression (ORR) 
Deshrinking ridge regression (DRR) for GWAS is a method to correct the bias of 
a ridge estimated regression coefficient (marker effect) so that it is comparable to the 
estimated marker effect from the efficient mixed model association (EMMA) study in 
which a marker is treated as a fixed effect. The new DRR method for GWAS is 
computationally more efficient then EMMA. In this section, we will review the basic 
concept of ordinary ridge regression (ORR) before introducing DRR. The EMMA 
procedure and a decontaminated efficient mixed model association (DEMMA) method 
will be compared with the new method.  
The ordinary ridge regression is equivalent to the best linear unbiased prediction 
(BLUP). Let y  be an 1n×  vector of phenotypic values for a quantitative trait. Define Z  
as an n m×  matrix for the genotype indicator variables of m markers. Let X  be an n q×  
design matrix for some systematic (fixed) effects unrelated to genetics. The linear model 
for y is  
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 y X Zβ γ ε= + +   (2.1) 
where β  is a 1q×  vector of fixed effects, γ  is an 1m×  vector for the effects of all m 
markers and ε  is an 1n×  vector of residual errors. Each marker effect is assumed to be 
normally distributed with a common variance, i.e., 2~ (0, )k Nγ φ  for all 1, ,k m=  . 
Each residual error is also assumed to be normally distributed, i.e., 2~ (0, )j Nε σ  for all 
1, ,j n=  . The expectation and variance of y are E( )y X β=  and 
2 2 2 2 2 2var( ) ( )Ty ZZ I K I K I Hφ σ φ σ λ σ σ= + = + = + =  
respectively, where TK ZZ=  is a marker inferred kinship matrix, 2 2/λ φ σ=  and 
H K Iλ= + . The restricted maximum likelihood (REML) method is used to estimate 
parameters. Eigenvalue decomposition of the kinship matrix, TK UDU= , is incorporated 
into the likelihood function to improve computational efficiency (Kang et al. 2008; Zhou 
and Stephens 2012). Given the REML estimates of the variance parameters, we can 
immediately write the BLUP of all marker effects and their variances using the 
conditional expectation and conditional variance shown below,  
 1 1ˆ E( | ) ( ) ( ) ( )ORR T Ty Z K I y X Z H y Xγ γ λ λ β λ β− −= = + − = −  (2.2) 
and  
 2 2 2 2 1 2 1 2var( | ) ( ) ( )ORR T Ty I Z K I Z I Z H Zγ φ φ φ σ φ λ λ λ σ− −= − + = −  (2.3) 
Note that 1 1( ) TH U D I Uλ− −= +  and computation of the inverse is very cheap because 
D Iλ +  is a diagonal matrix. For marker k, the BLUP and its variance are simply the kth 
element of ˆORRγ  and the kth diagonal element of ˆvar( | )ORR yγ , i.e., 
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 1ˆ ( )ORR Tk kZ H y Xγ λ β
−= −  (2.4) 
and  
 1 2ˆvar( | ) ( )ORR Tk k ky Z H Zγ λ λ λ σ
−= −  (2.5) 
The Wald test for this ordinary ridge regression (ORR) is defined as 
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Under the null model 0 : 0kH γ = , 
ORR
kW  does not follow a Chi-square distribution 
because ˆORRkγ  is a shrinkage estimate. This explains why ridge regression has not been 
used as a tool for GWAS. 
2.2.3 Wald test using Henderson’s variance (HRR) 
Using Henderson’s (1975) notation, the variance for the BLUP of a random effect 
is ˆ ˆvar( ) var( | )ORR ORRk k k yγ γ γ− = . Henderson provided another variance for the BLUP, 
 2 1 2 1 2ˆ ˆvar( ) var( ) var( | ) ( )ORR ORR T Tk k k k k k ky Z H Z Z H Zγ γ γ λσ λ λ λ σ λ λσ
− −= − = − − = (2.7) 
where 2 2var( )kγ φ λσ= = . Duarte et al. (2014) realized that when the number of markers 
is large, this variance is much smaller than ˆvar( | )ORRk yγ  and thus a Wald test using this 
smaller variance will boost the test statistic. Therefore, they proposed the following Wald 
test and we call this test Henderson’s ridge regression (HRR),  
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−
 (2.8) 
Duarte et al. (2014) compared HRRkW  with 
EMMA
kW  (Wald test from EMMA) and observed 
a dramatic similarity between the two tests. As a result, Duarte et al. (2014) 
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recommended using Henderson’s Wald test in place of EMMAkW  to improve computational 
efficiency for GWAS.  
2.2.4 Deshrinking ridge regression (DRR) 
Henderson’s Wald test proposed by Duarte et al. (2014) has brought the shrunk 
test statistic back to the level comparable to the test of the conventional GWAS such as 
EMMA method (Kang et al. 2008) and GEMMA method (Zhou and Stephens 2012). 
However, the authors did not address how to bring the estimated effects back to the same 
levels as the conventional GWAS. In addition, when the number of markers is small, say 
less than 1000, Henderson’s variance may be greater than the variance of prediction and 
thus may lead to a reduced test statistic. Although 1000m ≤  is very rare in GWAS, a 
statistically rigorous test should apply to all genome sizes. Therefore, we propose the 
following deshrinking ridge regression (DRR) that can bring both the effects and the tests 
back to the levels comparable to the conventional GWAS. 
We first introduce the “well-measurement-factor” (also called degree of freedom) 
for a predicted random marker effect and use it to deshrink the random effect up to the 
level comparable to the estimate as if it were estimated from a fixed effect model. The 
concept of “degree of freedom” was proposed by (Mackay 1992). He used the estimated 
mean of a variable as an example to demonstrate the concept. The estimated mean used to 
calculate a sample variance is a well measured parameter (fixed effect). It counts for one 
degree of freedom and thus the sum of squares must be divided by n – 1 to give an 
unbiased estimate of the variance. If an effect is treated as random, then it is not well 
measured. The degree of freedom of the random effect is derived from the Bayes 
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theorem. When kγ  (effect of marker k) is treated as a random effect, its prior distribution 
is 2(0, )N φ . The posterior distribution is ˆˆ( , )ORR ORRk kN Vγ , where ˆ
ORR
kγ  is the shrunk 
estimate from the ORR and ˆ ˆ ˆvar( | ) var( )ORR ORR ORRk k k kV yγ γ γ= = −  is the variance of 
prediction. The corresponding deshrunk estimate and deshrunk variance of marker k are 
denoted by ˆDRRkγ  and ˆ ˆvar( )
DRR DRR
k kV γ= , respectively. They are the fixed effect equivalent 
counterparts and are the quantities we need to perform Wald test for association studies. 
The new method is based on Mackay’s (1992) well-measurement-factor for a 
predicted random effect. The factor is 
 
1 2
1
2
ˆvar( | ) ( )1 1
var( )
ORR T
Tk k k
k k k
k
y Z H Zd Z H Zγ λ λ λ σ λ
γ φ
−
−−= − = − =  (2.9) 
where 2var( )kγ φ=  and var( | )k yγ  are interpreted as the prior and posterior variances, 
respectively, for the random effect. If it were a fixed effect, the prior variance would be 
infinity and thus 1kd = , the parameter being well determined. For a random effect, unless 
the posterior variance is closed to 0 (occurs when the sample size is infinity), the degree 
of freedom is between 0 and 1.  
It is well known that the posterior mean and posterior variance of kγ  can be 
expressed as 
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 (2.10) 
and 
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These two equations allow us to find ˆDRRkγ  and ˆ
DRR
kV , which are 
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and 
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Hence, we can divide both the ridge coefficient and the variance of the estimate 
by kd , leading to 
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and 
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The corresponding Wald test statistic is 
 
DRR 2 2 2
DRR ORR
DRR
ˆ ˆ ˆ( ) ( / ) ( ) 1
ˆ ˆ ˆvar( ) var( | ) / var( | )
ORR ORR
k k k k
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Since DRRkW  is up to the same level as the fixed effect counterpart of 
ORR
kW , it follows a 
Chi-square distribution with one degree of freedom under the null model 0 : 0kH γ = . 
Therefore, the p-value can be obtained from 2 (1)χ  distribution. Alternatively, the p-value 
can be calculated from the ordinary ridge regression Wald test incorporating a correct 
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distribution of the Wald test. Given 2~ (1)DRRkW χ , the ordinary ridge regression Wald 
test is ORR DRRk k kW d W= , which follows a Gamma distribution ( 1/ 2, 2 )kdΓ α θ= = , 
according to the Lemma given below.  
Lemma: If X  follows a 2 ( )χ ν  distribution with ν  degrees of freedom, then cX  
for 0c >  follows a Gamma distribution with a shape parameter / 2ν  and a scale 
parameter 2c , i.e., ~ ( / 2, 2 )cX k cΓ ν θ= = . 
2.2.5 Efficient mixed model association (EMMA) 
Define kZ  as a genotype indicator variable for marker k with three values, -1, 0, 
1, representing the three possible genotypes of each locus on the genome, 1 1A A  , 1 2A A  
and 2 2A A , respectively. Let Z  be an n m×  matrix for the genotype indicators for all m 
markers on the genome. The linear mixed model of y for marker k is 
 k ky X Zβ γ ξ ε= + + +   (2.17) 
where X  is an n q×  design matrix for fixed effects (including population structure if 
any) and β  is a 1q×  vector of the fixed effects, kγ  is the effect of marker k, and ε  is an 
1n×  vector of residual errors with an assumed 2~ (0, )N Iε σ  distribution. The additional 
term ξ  is an 1n×  vector of polygenic effects with an assumed 2(0, )N Kφ  distribution, 
where TK ZZ=  is an n n×  kinship matrix inferred from all m  markers. The expectation 
of y is 
 E( ) k ky X Zβ γ= +  (2.18) 
and the variance is 
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 2 2 2 2var( ) var( ) var( ) ( )y V K I K I Hξ ε φ σ λ σ σ= = + = + = + =  (2.19) 
where 2 2/λ φ σ=  is the variance ratio. Eigenvalue decomposition of the kinship matrix,
TK UDU= , is used to evaluate the restricted logarithmic likelihood function (Kang et al. 
2008; Zhou and Stephens 2012). The estimated effects are 
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 (2.20) 
The variance-covariance matrix for the estimated fixed effects is 
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 (2.21) 
from which we get EMMA 2ˆ ˆvar( )k ZZCγ σ= . The Wald test for marker k is defined as 
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k
k
k
W γ
γ
=   (2.22) 
Under the null model 0 : 0kH γ = , 
EMMA
kW  follows a Chi-square distribution with one 
degree of freedom so that the p value can be easily obtained from this Chi-square 
distribution. 
2.2.6 Decontaminated efficient mixed model association (DEMMA) 
The polygenic effect in the original EMMA model is the sum of all marker effects 
that are modeled as random effects,  
 ' ' ' '
' 1 '
m m
k k k k k k
k k k
Z Z Zξ δ δ δ
= ≠
= = +∑ ∑   (2.23) 
The linear mixed model already includes effect of marker k as a fixed effect, denoted by 
kγ . So there are two effects for each marker scanned, kγ  and kδ , and these two effects 
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compete each other, leading to a reduced power for testing 0 : 0kH γ = . This phenomenon 
is called proximal contamination (Listgarten et al. 2012). To decontaminate EMMA, we 
exclude k kZ δ  from the polygene and redefine the polygene as 
 ' '
'
m
k k k
k k
Zξ δ−
≠
= ∑   (2.24) 
The revised mixed model is 
 k k ky X Zβ γ ξ ε−= + + +   (2.25) 
We assume that 2' ~ (0, )k Nδ φ  for all ' 1, ,k m=  , where m  is the total number of 
markers. The expectation of y is E( ) k k k ky X X Zβ β γ= = +  and the variance matrix is 
var( ) ky V= , where 
 2 2 2 2' '
'
m
T
k k k k
k k
V Z Z I K Iφ σ φ σ−
≠
= + = +∑   (2.26) 
and  
 ' '
'
m
T T
k k k k k
k k
K Z Z K Z Z−
≠
= = −∑   (2.27) 
which is a kinship matrix inferred from 1m −  markers that excludes marker k. This 
marker specific kinship matrix will change for every marker scanned, presenting a 
tremendous increase in computational burden. Therefore, we replace this marker specific 
kinship matrix by a kinship matrix inferred from all m markers of the entire genome. This 
allows us to deal with K and modify it to get kK− . The kV  matrix can be rewritten by 
 2 2 2 2 2 2 2 2T Tk k k k k kV K I K Z Z I K I Z Zφ σ φ φ σ φ σ φ−= + = − + = + −  (2.28) 
which is further simplified into 
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 2 2 2( ) ( )T Tk k k k k kV K I Z Z H Z Z Hλ λ σ λ σ σ = + − = − =   (2.29) 
where 2 2/λ φ σ=  and Tk k kH H Z Z λ= − . The restricted likelihood function involves 
1
kH
−  
and | |kH . Since matrix kH  is a highly structured matrix, we can use the Sherman-
Morris-Woodbury matrix identity (Woodbury 1950; Golub and Van Loan 1996) to 
update H , 
 1 1 1 1 1 1( )T Tk k k k kH H H Z Z H Z I Z Hλ λ
− − − − − −= − −  (2.30) 
and 
 1 1 1| | | || || | | || |T Tk k k k kH H Z H Z H I Z H Zλ λ λ
− − −= − − = −  (2.31) 
where the inverse and determinant of H are already simplified via eigenvalue 
decomposition. Estimated effects and their variance matrix are obtained using the same 
formulas as those of the EMMA method. The Wald test for marker k is defined as 
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ˆvar( )
k
k
k
W γ
γ
=  (2.32) 
Under the null model 0 : 0kH γ = , 
DEMMA
kW  follows a Chi-square distribution with one 
degree of freedom so that the p value can be easily obtained from this Chi-square 
distribution. The relationships of various GWAS methods evaluated in this study are 
summarized in Table 2.1. Computational time complexities of various methods are listed 
in Table 2.2. 
An example R codes for analyzing the LASSO data is provided in Appendix A. 
The ridge regression program can generate results from three methods (ORR, HRR and 
DRR). Each of the EMMA and DEMMA methods requires a different R program. 
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Table 2.1 Five GWAS methods under investigation and their Wald test statistics. 
 
Method Annotation Estimate Wald test 
ORR Ordinary ridge regression ˆORRkγ  
ORR
kW  
HRR Henderson’s variance 
adopted in ridge regression  
  (1 ) /HRR ORRk k k kW d W d= − a 
DRR Deshrinking ridge 
regression 
ˆ ˆ /DRR ORRk k kdγ γ=  /
DRR ORR
k k kW W d=  
EMMA Efficient mixed model 
association 
ˆEMMAkγ  
EMMA
kW  
DEMMA Decontaminated efficient 
mixed model association 
ˆDEMMAkγ   
DEMMA
kW   
aAccording to equation (2.8) and (2.9), we know HRR 2 1 2ˆ( )ORR Tk k k kW Z H Zγ λ λσ
−=  and 
1T
k k kd Z H Zλ
−=  (equation (2.9)), therefore HRR 2 2 2 2ˆ ˆ( ) ( ) ( ) ( )ORR ORRk k k k kW d dγ λσ γ φ= = . 
Because 2 2ˆ ˆ1 var( | ) var( ) var( | )ORR ORRk k k kd y yγ γ φ γ φ = − = −  , 
2φ  can be rewritten as
2 ˆvar( | ) (1 )ORRk ky dφ γ= − , hence the Wald test statistics involved Henderson’s variance 
is HRR 2 2 2ˆ ˆ ˆ( ) ( ) (1 ) ( ) var( | ) (1 )ORR ORR ORR ORRk k k k k k k k k kW d d y d d W dγ φ γ γ = = − = −  . 
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Table 2.2 The computational complexities of five GWAS methods. 
 
Method Theoretical complexitya Simplified complexityb 
ORRc ( )3 3 2 2 2R RO n q t mn n q nq t+ + + +  ( )3 2 2 RO n mn nq t+ +  
HRRc ( )3 3 2 2 2R RO n q t mn n q nq t+ + + +  ( )3 2 2 RO n mn nq t+ +  
DRRc ( )3 3 2 2 2R RO n q t mn n q nq t+ + + +  ( )3 2 2 RO n mn nq t+ +  
EMMAd ( )3 3 2 2E EO n mq t mn mnq t+ + +  ( )3 2 2 EO n mn mnq t+ +  
DEMMAe ( )3 3 2 2D DO n mq t mn mnq t+ + +  ( )3 2 2 DO n mn mnq t+ +  
aTheoretical complexity is big O notation considering the worst case of running time. 
bSimplified complexity is the reduced form of theoretical complexity since the sample 
size (n) and number of markers (m) are much greater than the number of fixed effects (q). 
c
Rt  is the number of iterations required to find the solution of the restricted likelihood 
function involved in the ridge regression program. 
d
Et  is the number of iterations required to find the solution of the restricted likelihood 
function involved in the EMMA program. 
e
Dt  is the number of iterations required to find the solution of the restricted likelihood 
function involved in the DEMMA program. 
 
2.3 Results 
2.3.1 The small data 
The estimated regression coefficients of 20 independent variables for the LASSO 
data are compared among the five methods. Figure 2.1 shows the plots of the estimated 
effects between pairs of methods. For such a small model, all methods produce much the 
same estimated regression coefficients because all points fall on the diagonal lines. Slight 
deviations from the diagonals for a few points are observed for the plot of ORR against 
DRR (panel a) and the plot of HRR against DRR (panel b). This is expected because the 
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ORR estimates are shrunk estimates and HRR estimates are equivalent to the ORR 
estimates. Figure 2.2 shows pairwise comparisons of the test statistics, 10log ( )p− , 
between different methods. The test statistics of DRR are much the same as those of ORR 
(panel a). Similar trend is also observed for the plot of DEMMA against DRR (panel d). 
Surprisingly, EMMA and HRR are much smaller than the other three methods (ORR, 
DRR and DEMMA), indicating that EMMA and HRR cannot be applied for small 
models (panels b, c and e). The HRR method, however, is comparable to the EMMA 
method (panel f). The estimated regression coefficients and the variances of the estimates 
are listed in Table 2.3. Interestingly, the lower test statistics of EMMA and HRR are due 
to the much higher variances of the estimates. We also noticed that the estimates of 
EMMA and DEMMA are exactly the same, but the variances of estimates from the 
DEMMA method are much smaller than the estimation variances of the EMMA method. 
In summary, three methods (ORR, DRR and DEMMA) are applicable to small models. 
EMMA, the most popular method of GWAS, is not a general method for all model sizes. 
Neither is the HRR method. 
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Figure 2.1 Pairwise comparisons of estimated effects from five different methods for the 
LASSO data. The five methods are (1) ORR (ordinary ridge regression), (2) HRR 
(Henderson’s variance adopted in ridge regression), (3) DRR (deshrinking ridge 
regression), (4) EMMA (efficient mixed model association) and (5) DEMMA 
(decontaminated efficient mixed model association). 
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Figure 2.2 Pairwise comparisons of the 10log ( )p−  test statistics from five different 
methods for the LASSO data. The five methods are (1) ORR (ordinary ridge regression), 
(2) HRR (Henderson’s variance adopted in ridge regression), (3) DRR (deshrinking ridge 
regression), (4) EMMA (efficient mixed model association) and (5) DEMMA 
(decontaminated efficient mixed model association). The scales of all panels are from 0 
to 50 except panel f which has a scale from 0 to 2.5 for both the x-axis and the y-axis. 
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Table 2.3 Estimated regression coefficients and variances of the estimates for 20 
independent variables of the LASSO data obtained from five GWAS methods. The five 
methods are ORR, HRR, DRR, EMMA and DEMMAa. 
Variable 
Regression coefficient estimates 
ORR HRR DRR EMMA DEMMA 
1 1.348602 1.348602 1.389344 1.396569 1.396569 
2 0.030525 0.030525 0.031534 0.031214 0.031214 
3 0.743589 0.743589 0.771052 0.771242 0.771242 
4 0.053368 0.053368 0.055164 0.055819 0.055819 
5 -0.879305 -0.879305 -0.913077 -0.913769 -0.913769 
6 0.614265 0.614265 0.632434 0.632902 0.632901 
7 0.124871 0.124871 0.129221 0.129001 0.129001 
8 0.391840 0.391840 0.403740 0.403682 0.403682 
9 -0.040214 -0.040214 -0.041589 -0.041358 -0.041358 
10 0.122018 0.122018 0.126318 0.126875 0.126876 
11 0.244397 0.244397 0.252723 0.253418 0.253418 
12 -0.068030 -0.068030 -0.070558 -0.070547 -0.070547 
13 -0.045343 -0.045343 -0.047065 -0.047188 -0.047189 
14 -1.135016 -1.135016 -1.168580 -1.170549 -1.170549 
15 -0.133836 -0.133836 -0.140346 -0.140816 -0.140816 
16 -0.043729 -0.043729 -0.045361 -0.045680 -0.045680 
17 -0.047830 -0.047830 -0.049446 -0.049768 -0.049768 
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18 0.058463 0.058463 0.060267 0.060291 0.060291 
19 -0.003628 -0.003628 -0.003720 -0.003855 -0.003855 
20 -1.104146 -1.104146 -1.154659 -1.155735 -1.155735 
Variable 
Variances of the estimates 
ORR HRR DRR EMMA DEMMA 
1 0.009583 0.317196 0.009872 0.251292 0.010664 
2 0.010457 0.316322 0.010802 0.355161 0.010842 
3 0.011639 0.315139 0.012069 0.325344 0.012086 
4 0.010638 0.316141 0.010996 0.355791 0.011534 
5 0.012086 0.314692 0.012551 0.313102 0.012580 
6 0.009388 0.317391 0.009665 0.332280 0.009817 
7 0.011000 0.315778 0.011383 0.354826 0.011391 
8 0.009631 0.317147 0.009924 0.345718 0.009935 
9 0.010804 0.315975 0.011173 0.355560 0.011303 
10 0.011125 0.315654 0.011517 0.355358 0.011721 
11 0.010765 0.316014 0.011132 0.353119 0.012170 
12 0.011705 0.315073 0.012140 0.356333 0.012277 
13 0.011951 0.314828 0.012404 0.356648 0.012446 
14 0.009386 0.317393 0.009663 0.281721 0.009909 
15 0.015158 0.311621 0.015895 0.359479 0.016270 
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16 0.011762 0.315017 0.012201 0.356540 0.012305 
17 0.010679 0.316099 0.011040 0.355331 0.011049 
18 0.009780 0.316999 0.010081 0.355307 0.011142 
19 0.008118 0.318660 0.008325 0.352959 0.008444 
20 0.014296 0.312483 0.014950 0.290671 0.014932 
aORR: Ordinary ridge regression; DRR: Deshrinking ridge regression; HRR: 
Henderson’s variance adopted in ridge regression; EMMA: Efficient mixed model 
association; DEMMA: Decontaminated efficient mixed model association. 
2.3.2 The medium data 
The medium data contains 1619 bins (independent variables) distributed along 12 
chromosomes of the rice genome for 210 lines (Yu et al. 2011). Thousand grain weight 
(KGW) is the response variable. Manhattan plots (test statistic plotted against genome 
location) are shown in Figure 2.3. Except ORR, all methods have nearly the same test 
statistics. The ORR method detected nothing because all test statistics are close to zero. 
The test statistic of ORR does not follow the one-degree of freedom Chi-square 
distribution (see discussion). For the methods of DRR, EMMA and DEMMA, test 
statistics of two genomic regions (chromosomes 3 and 5) have reached the Bonferroni 
corrected threshold ( 10log (0.05 /1619) 4.51− = ). These two regions overlap with two 
cloned genes GS3 and GW5/qSW5 that controlling grain length and grain width, 
respectively (Fan et al. 2006; Shomura et al. 2008; Weng et al. 2008; Mao et al. 2010). 
HRR only detected GW5/qSW5, while the bin overlapping the region of GS3 was close to 
but did not pass the Bonferroni corrected threshold. Test statistics are compared in detail 
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between different methods (Figure 2.4). Except ORR, all methods generate comparable 
test statistics. Deviations from the diagonal lines are observed for a few markers with 
extremely large test statistics. In general, the test statistics are ranked in the following 
order, DEMMA > EMMA > DRR > HRR > ORR. However, the three detected markers 
that overlapped with GW5/qSW5 from the first four methods are exactly the same. The 
conclusion from the medium data analysis is that all methods, except ORR, are efficient 
for QTL mapping. 
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Figure 2.3 Manhattan plots for KGW trait of the rice population consisting of 210 
recombinant inbred lines from five different methods. The five methods are (1) ORR 
(ordinary ridge regression), (2) HRR (Henderson’s variance adopted in ridge regression), 
(3) DRR (deshrinking ridge regression), (4) EMMA (efficient mixed model association) 
and (5) DEMMA (decontaminated efficient mixed model association). The red dashed 
line of each panel represents the Bonferroni corrected threshold of the test statistic, 
10log (0.05 /1619) 4.5103− = . 
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Figure 2.4 Pairwise comparisons of the 10log ( )p−  test statistics from five different 
methods for KGW of the rice population consisting of 210 recombinant inbred lines. The 
five methods are (1) ORR (ordinary ridge regression), (2) HRR (Henderson’s variance 
adopted in ridge regression), (3) DRR (deshrinking ridge regression), (4) EMMA 
(efficient mixed model association) and (5) DEMMA (decontaminated efficient mixed 
model association). 
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2.3.3 The big data 
The big data contains 310,000 SNPs genotyped for 524 inbred varieties of rice. 
The phenotype is grain width (GW) measured from the 524 individual varieties (Chen et 
al. 2014). Figure 2.5 shows the Manhattan plots for all five methods compared. Except 
ORR, all methods detected two genomic regions whose test statistics have reached the 
Bonferroni corrected threshold ( 10log (0.05 / 310000) 6.79− = ). The first region detected 
(chromosomes 5) overlaps with the cloned gene GW5/qSW5 that controlling GW 
(Shomura et al. 2008; Weng et al. 2008). The second region detected on chromosome 9 is 
associated with BC12 and OsFCA, however, none of them regulate GW. The three 
additional peaks are on chromosomes 3, 5 and 8 with p-values close to but did not pass 
the Bonferroni corrected threshold. Pairwise comparisons of the test statistics between 
different methods are illustrated in Figure 2.6. Clearly, DRR and HRR are identical 
(panel b), and DEMMA and EMMA are identical (panel e). Both DEMMA and EMMA 
have test statistics slightly higher than DRR and HRR. However, the markers detected are 
the same, regardless the slightly different test statistics. 
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Figure 2.5 Manhattan plots for GW of the rice population consisting of 524 inbred 
varieties from five different methods. The five methods are (1) ORR (ordinary ridge 
regression), (2) HRR (Henderson’s variance adopted in ridge regression), (3) DRR 
(deshrinking ridge regression), (4) EMMA (efficient mixed model association) and (5) 
DEMMA (decontaminated efficient mixed model association). The red dashed line of 
each panel represents the Bonferroni corrected threshold of the test statistic, 
10log (0.05 / 310000) 6.79− = . 
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Figure 2.6 Pairwise comparisons of the 10log ( )p−  test statistics from five different 
methods for GW of the rice population consisting of 524 inbred varieties. The five 
methods are (1) ORR (ordinary ridge regression), (2) HRR (Henderson’s variance 
adopted in ridge regression), (3) DRR (deshrinking ridge regression), (4) EMMA 
(efficient mixed model association) and (5) DEMMA (decontaminated efficient mixed 
model association). 
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2.4 Discussion 
The conclusion is obvious that DRR and DEMMA are better methods than 
EMMA and HRR because the former apply to models with all sizes while the latter only 
apply to medium and large models. Of the two effective methods, DRR is 
computationally much faster than DEMMA.   
The DRR method deshrinks both the estimated effects of markers and their 
estimation variances from ORR, resulting in deshrunk Wald test statistics for all markers. 
Alternatively, if DRRkW  follows a Chi-square distribution,
2 (1)χ , then ORR DRRk k kW d W=  
follows a Gamma distribution, ( )1/ 2, 2 kdΓ α θ= = . Therefore, the p-value for ORRkW  
can be computed from a Gamma distribution with a shape parameter 1/2 and a scale 
parameter 2 kd . For example, let 0.125kd =  and 
ORR 2.256kW = , the corresponding 
deshrunk test statistic is DRR ORR / 2.256 / 0.125 18.048k k kW W d= = = , which is associated 
with a p-value of 2.154048E 5−  and a 10log ( ) 4.666745p− =  test statistic on a 
Manhattan plot. Alternatively, the p-value can be obtained from the corresponding 
Gamma distribution, which is also 2.154048E 5− . Therefore, if we are not interested in 
the estimated effects but only interested in the p-values of markers, we should use the 
Gamma distribution to calculate the p-values instead of the Chi-squared distribution. The 
following two R functions return the same p-value, p1<-pchisq(q=2.265/0.125,df=1,lower.tail=F) p2<-pgamma(q=2.256,shape=0.5,scale=2*0.125,lower.tail=F) 
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The current EMMA or GEMMA algorithm is already very efficient for GWAS 
with agronomic traits, which are often in the order of a dozen or at most several dozens. 
However, in the big data era, thousands of metabolomic traits and tens of thousands of 
transcriptomic traits are often measured along with the genomic data from plants and 
animals of the same experiments. Many omic data are quantitative in nature and mapping 
QTL for these omic traits has become a normal procedure in statistical omics (Gong et al. 
2013; Chen et al. 2014; Wang et al. 2014; Wen et al. 2014). The fast algorithm developed 
here may provide a standard tool for these big data mapping projects.  
The linear mixed model analysis (variance component estimation) is required by 
EMMA for each marker. Without the eigenvalue decomposition step, an approximate 
method must be adopted, in which the ratio (λ ) of the polygenic variance to the residual 
variance is estimated under the null model. The estimated λ  is then treated as a constant 
value when markers of the entire genome are scanned. The EMMAX method actually 
implements such an approximate algorithm (Kang et al. 2010). Zhang et al. (2010) called 
the approximate algorithm the “population parameters previously determined” (P3D) 
approach. In contrast, the DRR method uses all parameters estimated from the ORR 
method (the null model of GWAS) and thus it has higher computational efficiency than 
the methods using the genome scanning approach. 
Bonferroni correction is often conducted to determine the threshold of test 
statistics used to declare statistical significance of each marker. This criterion is often 
considered to be too conservative when the marker density is super high (Moskvina and 
Schmidt 2008; Johnson et al. 2010; Wang et al. 2016). Since the DRR method involves a 
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degree of freedom ( kd ) for each marker, it is possible to use 0 1
m
k km d== Σ , the effective 
number of markers, as the denominator for Bonferroni correction. This may correct the 
over conservativeness back to a reasonable level of false positive control (Xu 2013a; 
Wang et al. 2016). When the number of markers is small, the effective number of 
markers is close to the real number of markers ( 0m m≈ ). Compared to 20 independent 
variables in the small data the effective number of markers is 19.33, which does not 
substantially influence the significance test by using the Bonferroni corrected threshold. 
In the medium data analysis, we used the same denominator to correct the threshold (
10log (0.05 /1619) 4.51− = )for all five methods (ORR, HRR, DRR, EMMA and 
DEMMA). However, if we use the effective number of markers for Bonferroni 
correction, the new denominator is 0 129.29m =  and thus the new threshold is 
10log (0.05 /129.29) 3.41− = . We also used the most conservative Bonferroni corrected 
threshold in the analysis of big data. The threshold will be reduced to 
10log (0.05 / 338.61) 3.83− =  if the effective number of markers is adopted. 
A potential caveat of DRR is that when there are only a few markers (with small 
effects) associated with the trait of interest and the number of markers is huge, the 
estimated polygenic variance may hit the lower boundary (zero). In this case, deshrinking 
will not work because it is impossible to divide a zero test statistic by a small number to 
make it larger. To prevent this from happening, we may set the lower boundary of λ  to a 
small positive value, say 510− . This requires a normalized kinship matrix, i.e., a kinship 
matrix should have all diagonal elements varying around 1. Without such a 
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normalization, the diagonal elements of a marker inferred kinship matrix may be very 
large and an estimated λ  below the lower boundary may still be meaningful. 
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Chapter 3 
A coordinate descent approach for sparse Bayesian learning in 
high dimensional QTL mapping and genome-wide association 
studies 
3.1 Introduction 
In a Manhattan plot of the GWAS method implementing single locus model, one 
often sees an island surrounding a high peak and the phenomenon results from LD. The 
multiple locus model method can eliminate the island of Manhattan plot, leaving a single 
significant marker standing alone. However, most people suspect the truthfulness of this 
clean signal. This study is particularly to address this issue via Monte Carlo simulation 
studies. In the meantime, we developed a novel sparse Bayesian learning (SBL) method 
(Tipping 2001) to perform multiple QTL linkage study and multiple locus GWAS by 
including all markers in a single model.  
Sparse Bayesian learning (Tipping 2001) is similar to LASSO but implemented 
with an L2 type of penalty. The method only deals with variances in the parameter 
estimation process. After parameters (fixed effects and variances) are estimated, model 
effects are predicted. Theoretically, SBL and E-BAYES are the same. Tuning parameters 
are required to control the model sparseness. Both methods estimate prior variance of 
each effect and if the estimated variance is zero, the corresponding estimated effect is 
also zero (sparseness). When the tuning parameter favors sparseness, the prior variance 
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has a very narrow legal space to move, beyond which the variance is set to zero. This 
explains why the L2 penalty can also lead to sparseness. 
A challenge of multiple locus model-based association analysis is dealing with 
large sample sizes. As the cost of DNA sequencing becomes increasingly cheaper, a large 
number of individuals are expected to be sequenced. A sample size of 1000 individuals, 
previously considered a large sample size, now is considered a small sample. A sample 
size of 5000 is considered typical for GWAS (Spencer et al. 2009; Jiang and Yu 2016). In 
this study, we proposed a new SBL technique that can easily handle 100,000 individuals 
with a half million SNP markers. Such a large sample size, although easily handled by a 
genome scanning approach (Lippert et al. 2011; Zhou and Stephens 2012; Loh et al. 
2015), has never been reported in QTL mapping and GWAS with a multiple locus model 
(Guan and Stephens 2011; Segura et al. 2012; Zhou et al. 2013). 
3.2 Materials and Methods 
3.2.1 Materials 
3.2.1.1 QTL mapping in inbred rice 
The population consists of 210 recombinant inbred lines (RIL) of rice derived 
from the cross of two elite inbred varieties, Zhenshan 97 and Minghui 63. The hybrid of 
the two varieties, Shanyou 63, underwent nine generations of selfing via single-seed 
descent to generate the 210 RILs, which were evaluated in 1997, 1998 and 1999 in two 
locations at the Experimental Station of Huazhong Agricultural University in Wuhan, 
China. We analyzed two agronomic traits: 1000 grain weight (KGW) and yield per plant 
(YD). The genotypes consist of 1619 bins inferred from 270,820 SNPs across 12 
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chromosomes of the rice genome. A bin is a synthetic locus covering all markers that 
share exactly the same segregation pattern in a complete LD block. We took the average 
value of a trait across the four replicates as the original phenotypic value for each trait. 
Details of the rice experiment are provided in the original publication (Yu et al. 2011). 
3.2.1.2 Genome-wide association studies in hybrid rice 
The hybrid population utilized in this study consisted of 1495 hybrid rice varieties 
derived from indica×indica (1439), indica×japonica (18) and japonica×japonica (38) 
crosses. The original 96-bp paired-end sequencing reads and phenotype dataset were 
obtained from Huang et al. (2015). The genotype datasets were downloaded from the 
Rice Haplotype Map Project website (http://www.ncgr.ac.cn/RiceHap4). We realigned 
reads against the reference genome of japonica Nipponbare (MSU Rice Genome 
Annotation Project Release 7) and performed SNP calling. After SNP filtration of 
missing rate < 5% and minor allele frequency < 1%, 182,010 SNPs of the 1,495 hybrid 
varieties were used for the current analysis. Each hybrid variety was planted in two 
experimental fields in Hangzhou, China (subtropical and long-day condition) and Sanya, 
China (tropical and short-day condition). In this study, we used the average of phenotypic 
values collected from the two locations as the original response variable. 
3.2.2 Hierarchical linear mixed model 
Let y  be a vector of phenotypic values of a quantitative trait collected from n 
individuals in a linkage mapping population, say an F2 population. Define jkZ  as a 
genotype indicator variable of individual j at marker k with three values, 1, 0 and -1, 
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representing the three possible genotypes of locus k, AA , AB  and BB , respectively. The 
linear mixed model for y is 
 
1 1
q m
l l k kl k
y X Zβ γ ε
= =
= + +∑ ∑  (3.1) 
where lX  and lβ  represent the design matrix and the effect for the lth fixed effect (non-
genetic), kZ  is a genotype indicator vector for marker k and kγ  is the effect of this 
marker, and ε  is the residual error with an assumed 2~ (0, )N Iε σ  distribution. The 
marker effect kγ  is treated as a random variable with an assumed 
2(0, )kN φ  distribution 
where 2kφ  is a prior variance and must be estimated from the data (empirical Bayes). To 
control the sparseness of the model, we further assign a hierarchical prior distribution to 
2
kφ . We choose an inverse Chi-square distribution as the hierarchical prior, 
 2 2 ( 2)/2( ) ( )k kp
τφ φ − +∝  (3.2) 
where τ  (degree of freedom) is a hyper parameter in the hierarchical prior (only one 
hyper parameter). Note that each of the fixed effects lβ  and the residual variance 
2σ  has 
a default uniform prior, which is also called uninformative prior. 
3.2.3 Conditional posterior mode estimation of marker effects 
We estimate one parameter at a time conditional on values of other parameters, a 
method called coordinate descent (Ortega and Rheinboldt 1970; Bertsekas and Tsitsiklis 
1989; Luo and Tseng 1992; Wright 2015). Let us define  
 ' '' 1
q q
l l l l l ll l l
X X Xβ β β
≠ =
= −∑ ∑  (3.3) 
and 
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 ' '' 1
m m
k k k k k kk k k
Z Z Zγ γ γ
≠ =
= −∑ ∑  (3.4) 
Model (3.1) can be further expressed as 
 ' '' 1
q m
l l l l k kl l k
y X X Zβ β γ ε
≠ =
= + + +∑ ∑  (3.5) 
Rearranging this equation leads to  
 ' '' 1
q m
l l k k l ll l k
y X Z Xβ γ β ε
≠ =
− − = +∑ ∑  (3.6) 
The left-hand side of the above equation can be written as  
 ' '' 1
q m
l l l k k l ll l k
y y X Z Xβ γ β ε
≠ =
= − − = +∑ ∑  (3.7) 
which can be interpreted as the phenotypic value (a vector) adjusted by all other effects 
except l lX β . Such an adjusted phenotypic vector allows us to obtain the conditional 
posterior mode estimate of lβ  using the following linear model (fixed) 
 l l ly X β ε= +  (3.8) 
The simple least squares estimate (posterior mode) of lβ  conditional on all other effects 
is 
 1ˆ ( ) ( )T Tl l l l lX X X yβ
−=  (3.9) 
for 1,...,l q= . Note that this least squares estimation only involves the inverse of a scalar, 
completely avoided complicated matrix calculation. When we say conditional on some 
parameters, these parameters are treated as known constants. For example, ly  is a 
function of all parameters except lβ , but all other parameters are assumed to be known 
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and thus the conditional estimate of lβ  has a very simple form (Ortega and Rheinboldt 
1970). 
We now discuss estimation of marker effects. Since kγ  is a random effect, its 
estimate is called the best linear unbiased prediction (BLUP). The conditional BLUP of 
kγ  given all other effects is obtained using the following linear random model 
 ' '1 '
q m
k l l k k k kl k k
y y X Z Zβ γ γ ε
= ≠
= − − = +∑ ∑  (3.10) 
where ky  is the phenotypic value (a vector) adjusted by all effects except k kZ γ , the effect 
of marker k. The coordinate descent algorithm is an iterative approach where only one 
parameter is studied at a time conditional on all other parameters. In other words, kγ  is 
the only parameter in model (3.10) because all β ’s and other γ ’s with subscripts not 
equal to k are treated as knowns. For this simple model, k k ky Z γ ε= + , the conditional 
variance of ky  given kγ  is 
2var( | ) var( )k ky Iγ ε σ= = , the residual variance. The 
following equations are derived based on this assumption. In the next section, we define 
the variance of ky  conditional on all other parameters except kγ  by 
2 2var( ) Tk k k ky Z Z Iφ σ= + . The BLUP of kγ  is the conditional expectation of kγ  given ky . 
This requires the joint distribution of ky  and kγ , which is multivariate normal with 
expectation and variance matrix of 
 0E 0
k
k
y
γ
   =     
 (3.11) 
and  
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2 2 2
2 2
var( ) cov( , )var cov( , ) var( )
T
k k k k k k k k k
T
k k k k k k k
y y y Z Z I Z
y Z
γ φ σ φ
γ γ γ φ φ
 +   = =          
 (3.12) 
One of the multivariate theorems (Giri 1996) says that the conditional expectation 
(BLUP) of kγ  given ky  is 
 ( ) ( )
( )
1
12 2 2
12 2 2
E( | ) E( ) cov( , ) var( ) [ E( )]
0 0
k k k k k k k k
T T
k k k k k k
T T
k k k k k k
y y y y y
Z Z Z I y
Z Z Z I y
γ γ γ
φ φ σ
φ φ σ
−
−
−
= + −
= + + −
= +
 (3.13) 
Therefore,  
 2 2 2 1ˆ ( )T Tk k k k k k kZ Z Z I yγ φ φ σ
−= +  (3.14) 
The BLUP equation involves an inverse matrix with an n n×  dimensionality 
where n is the sample size. However, it can be formulated with scalar calculation via the 
Woodbury matrix identity (Woodbury 1950; Golub and Van Loan 1996),  
 
2 2 1 2 2 1
2 2 2
1
2 2
2
1 1 1( ) ( / 1/ )
1 1 ( 1)
1
1
T T T
k k k k k k k k
T T
k k k k k k
T
k k k
T
k k k
Z Z I I Z Z Z Z
I Z Z Z Z
Z ZI
Z Z
φ σ σ φ
σ σ σ
λ λ
σ σ
λ
λσ
− −
−
+ = − +
= − +
 
−=  + 
 (3.15) 
where 2 2/k kλ φ σ=  is the ratio of the genetic variance to the residual variance. 
Substituting this inverse matrix into the BLUP equation in equation (3.14) yields 
 
( )
( )( )
12 2 2
2
2
2
ˆ
1
1
1
T T
k k k k k k k
T
T k k k
k k kT
k k k
T T
k k k k kT
k k k T
k k k
Z Z Z I y
Z ZIZ y
Z Z
Z Z Z y
Z y
Z Z
γ φ φ σ
λ
φ
λσ
λ
λ
λ
−
= +
 
−=  + 
= −
+
 (3.16) 
for 1,...,k m= . Again, matrix inversion has been avoided. 
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The multivariate normal theorem also states that the variance of the BLUP is the 
conditional variance of kγ  given ky , 
 
( )
1
12 2 2 2 2
2 2 2
2
2 2
2 2 2
2 2 2
2
ˆvar( | ) var( ) cov( , ) var( ) cov( , )
1
1
1
1
k k k k k k k k
T T
k k k k k k k k
T
T k k k
k k k k kT
k k k
T
T k k k
k k k k kT
k k k
T
T k k k
k k k T
k k k
y y y y
Z Z Z I Z
Z ZIZ Z
Z Z
Z ZIZ Z
Z Z
Z ZIZ
Z Z
γ γ γ γ
φ φ φ σ φ
λ
φ φ φ
λσ
λσ σφ φ φ
λσ σ σ
λ
λ σ λ
λ
−
−
= −
= − +
 
−= −  + 
 
−= −  + 
−= − 2
2 2
2
2 2
1
1
( )
1
k k
T T
T k k k k k
k kk k kT
k k k
T
T k k
k k kk k T
k k k
Z
Z Z Z ZZ Z
Z Z
Z ZZ Z
Z Z
λ σ
λ
λ σ λ λ σ
λ
λλ λ σ
λ
 
 + 
 
−= −  + 
  
−= −  +  
 (3.17) 
Therefore,  
 
2
2 2( )ˆvar( | )
1
T
T k k
k k kk k k k T
k k k
Z ZZ Zy
Z Z
λγ λ λ σ
λ
  
−= −  +  
 (3.18) 
The effective number of markers is defined as 
 0
1
m
k
k
m d
=
=∑  (3.19) 
where kd  is the degree of freedom for marker k and it is defined as (Tipping 2001; Xu 
2013a). 
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2
2
2 2 2
2
2
2 2 2
2
22 2
2
2 2
2
ˆ ˆvar( ) var( )1 1
var( )
( )
1
1
( )
1
1
( )1
1
( )
k k
k
k k
T
T k k
k k kk k T
k k k
k
T
T k k
k k kk k T
k k k
k
T
T k kk
k k kk T
k k kk k
T
T k k
k k kk T
k k
d
Z ZZ Z
Z Z
Z ZZ Z
Z Z
Z ZZ Z
Z Z
Z ZZ Z
Z
γ γ
γ φ
λλ σ σ λ
λ
φ
λφ σ λ
λ
φ
φ σ λλ
λφ φ
λλ
λ
= − = −
 
−−  + = −
 
−−  + = −
 
−= − +  + 
−=
1kZ
 
 + 
 (3.20) 
Therefore, the effective number of markers is 
 0
1 1 1
T Tm m
T k k k k k
k kk k T
k k k k k
Z Z Z ZZ Zm d
Z Z
λ
λ
λ= =
 
−= =  + 
∑ ∑  (3.21) 
The estimated residual variance conditional on all model effects is 
 2 1 1 1 1
0
ˆ ˆˆ ˆ( ) ( )q m q mTl l k k l l k kl k l ky X Z y X Z
n q m
β γ β γ
σ = = = =
− − − −
=
− −
∑ ∑ ∑ ∑  (3.22) 
The BLUP estimates of marker effects depend on 2 2/k kλ φ σ= . When 
2
kφ  is 
replaced by the estimated value, the estimate is no longer BLUP; it is called the empirical 
Bayes estimate (Carlin and Louis 2000). Therefore, we need to estimate 2kφ  also from the 
dataset, which will be discussed in the next section. Since the estimate of any parameter 
is conditioned on values of all other parameters, the estimation process is iterative. We 
must iterate the process repeatedly until each parameter converges to a constant value. 
The sparse Bayesian learning of Tipping (2001) does not involve lβ  and kγ  during the 
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iteration process; rather, it deals with 2kφ  (the prior variance of kγ ) in the process of 
optimization. 
3.2.4 Conditional posterior mode estimation of marker variances 
We now derive a simple solution for 2kφ . Using the random model given in 
equation (3.10), we see that E( ) 0ky =  and the variance is 
 2 2var( ) Tk k k ky Z Z Iφ σ= +  (3.23) 
The logarithmic posterior probability of 2kφ  after incorporating the hyper parameter is 
 2 2 2 2 2 1 21 1 2( ) ln | | ( ) ln( )
2 2 2
T T T
k k k k k k k k k kL Z Z I y Z Z I y
τφ φ σ φ σ φ− += − + − + −  (3.24) 
Using Woodbury matrix identity, we can rewrite the above logarithmic posterior as 
 
2
2 2 2 2
4 2 2
1 2( ) ln( / 1) ln( )
2 2 ( / 1) 2
T T
T k k k k k
k k k k kT
k k k
y Z Z yL Z Z
Z Z
φ τφ φ σ φ
σ φ σ
+
= − + + −
+
 (3.25) 
where terms irrelevant to 2kφ  have been ignored. This logarithmic posterior is conditional 
on all 'kγ  for 'k k≠ , while the posterior of Tipping (2001) is conditional on all 
2
'kφ  for 
'k k≠ . Such a modification results in the following explicit solution for 2kφ . Let 
2/Tk k ks Z Z σ=  and 
2/Tk k kh Z y σ= , we get 
 
2 2
2 2 2
2
1 2( ) ln( 1) ln( )
2 2( 1) 2
k k
k k k k
k k
hL s
s
φ τφ φ φ
φ
+
= − + + −
+
 (3.26) 
When we set 2 2( ) / 0k kL φ φ∂ ∂ = , many terms will be cancelled out and leaves a cubic 
function of 2kφ  (Xu 2012). This means that there are three possible solutions for 
2
kφ . It is 
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obvious that the global solution is 2 0kφ = . In this case, however, we need a local solution 
(the largest positive solution). The derivative of the above logarithmic posterior is 
 
2 2 2 2
2
2 2 2 2 2
( 1) 2( )
2( 1) 2( 1) 2
k k k k k k k
k
k k k k k k
s h s h sL
s s
φ φ τφ
φ φ φ φ
+ −∂ +
= − + −
∂ + +
 (3.27) 
Setting 2 2( ) / 0k kL φ φ∂ ∂ =  leads to  
 2 2 2 22( 3) ( ) ( 2) 0(2 5)k k kk ks s hτ φ φ ττ− + − − + = + −   (3.28) 
which is a quadratic function of 2kφ  with the largest positive solution equal to  
 
2
2 4
2k
b b ac
a
φ − − −=  (3.29) 
where 
 
2
2
( 3)
(2 5)
( 2)
k
k k
a s
b h s
c
τ
τ
τ
= − +
= − +
= − +
 (3.30) 
Since we know the global solution of 2kφ  is 0, whenever a solution is negative or illegal, 
we should take the global solution 2 0kφ = , leading to sparseness of the model. Note that 
we can use τ  to control the model sparseness, where 2 0τ− ≤ ≤ . When we set 2τ = − , 
the solution is  
 
2
2
2
k k
k
k
h s
s
φ
−
=  (3.31) 
which represents the case with least sparseness. Again, if 2k kh s< , 
2
kφ  is set to zero. The 
sparseness will increase as τ  increases. Setting 0τ =  is equivalent to using the Jeffreys’ 
prior 2 2( ) 1/k kp φ φ∝ . The explicit solution for each 
2
kφ  is crucial for the high 
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computational efficiency of our new SBL. This approach has been applied to variable 
selection and it is called iterative conditional mode (ICM) algorithm (Pungpapong et al. 
2015). 
3.2.5 Summary of the coordinate descent algorithm 
Before the algorithm starts, we need to calculate all the following terms, Tl lX X , 
T
lX y , 
T
k kZ Z , 
T
kZ y  and 
Ty y , because they do not involve parameters and are only 
calculated once. The iteration process is summarized as follows.  
Step (1): Initialize the following variables, 
1 1
0q ml k kl klX Zβ γ= == =∑ ∑ , 0l kβ γ= =  and 
2 1σ = . 
Step (2): Update one lβ  at a time until all lβ ’s values have been updated.  
Step (3): Estimate 2kφ  and thus 
2 2/k kλ φ σ=  for all 1,...,k m=  
Step (4): Update kγ  using BLUP given in equation (3.16) for all 1,...,k m= . 
Step (5): Update 2σ  based on updated 
1
q
ll l
X β
=∑  and 1
m
k kk
Z γ
=∑ . 
Step (6): Repeat steps (2) to (5) until each parameter converges to a constant (a certain 
criterion of convergence has been reached). 
One important property of the algorithm is that 
1
q
l ll
X β
=∑  and 1
m
k kk
Z γ
=∑  are 
updated instantly when an effect ( lβ  or kγ ) is estimated (instead of waiting until all 
effects are estimated). Theoretical computing time complexity of SBL is 
3 2( )S SO q nq mnt nqt+ + +  where St  is the number of iterations required for the program 
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to converge. The computational cost can be simplified to 2( )SO nq mnt+  since both m 
and n are substantially larger than q. 
3.2.6 Simulation 
We simulated 500n =  and 1000n =  individuals of an F2 family generated from 
the cross of two inbred lines. Two chromosomes were simulated, each with 2500 centi-
Morgan (cM) in length covered by 1000 evenly distributed co-dominant markers. The 
distance between two consecutive markers was 2.5 cM. The total number of markers for 
the entire genome (two chromosomes) was 2000m = . The ratio of the three genotypes of 
each marker, AA, AB and BB, was 1:2:1, a typical Mendelian ratio. Each genotype was 
numerically coded as 1, 0 and -1 for AA, AB and BB, respectively. The numerically coded 
genotype data were stored in an n m×  matrix X , the feature matrix. The first 
chromosome contained 20 QTLs with effects and positions shown in Table 3.1. The 
second chromosome contained no QTL and this ‘empty’ chromosome was used to control 
Type 1 error in a separate QTL mapping study. 
 
Table 3.1 Information of 20 simulated QTLs. 
 
QTL Position (cM) Effect Variance 
1 50 4.47 9.99045 
2 125 3.16 4.9928 
3 205 -2.24 2.5088 
4 235 -1.58 1.2482 
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5 255 2.24 2.5088 
6 260 3.16 4.9928 
7 610 1.1 0.605 
8 630 -1.1 0.605 
9 800 0.77 0.29645 
10 900 1.73 1.49645 
11 905 3.81 7.25805 
12 920 2.25 2.53125 
13 1100 -1.3 0.845 
14 1210 -1 0.5 
15 1305 -2.24 2.5088 
16 1335 1.58 1.2482 
17 1345 1 0.5 
18 1365 -1.73 1.49645 
19 1800 0.71 0.25205 
20 2300 0.89 0.39605 
Additive   46.7806 
Covariance   12.6497 
Genetic   59.4303 
Phenotypic ( 2 10σ = )   69.4303 
Phenotypic ( 2 20σ = )   79.4303 
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Phenotypes of the 500 and 1000 individuals were generated using 
 0 1
m
k kk
y X eβ β
=
= + +∑  (3.32) 
where 0 100β =  was the intercept, kX  was the numeric genotype indicator of marker k, 
kβ  was the effect assigned to marker k, and e  was the residual error vector following an 
2(0, )N Iσ  distribution with 2 10σ = and 2 20σ = , respectively. Of the 2000m =  
markers, only 20 had non-zero effects (Table 3.1). Theoretically, each column of X has a 
variance of 1/ 2  and the covariance between two columns depends on the distance 
between the two markers. Let kλ  and lλ  be the positions of markers k and l measured in 
centi-Morgan (cM). The theoretical covariance between the two markers (within the same 
chromosome) is 
 ( ) ( )1cov , 1 2
2k l kl
X X r= −  (3.33) 
where 
 1 21 exp | |
2 100kl k l
r λ λ  = − − −    
 (3.34) 
is the recombination fraction converted from the additive distance using Haldane map 
function (Haldane 1919). Substituting the recombination fraction into the covariance 
leads to 
 ( ) 1 2cov , exp
2 100k l k l
X X λ λ = − − 
 
 (3.35) 
The total genetic variance collectively contributed by all the simulated QTL was 
 ( ) ( )2 var var 59.4303TG X Xσ β β β= = =  (3.36) 
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The genetic variance contributed by each marker was calculated using 
 ( )2 2 21var
2k k k k
Xσ β β= =  (3.37) 
The sum of these individual marker variances was 
 2 2
1 1
1 46.7806
2
m m
g k k
k k
σ β
= =
Σ = = =∑ ∑  (3.38) 
The difference between 2Gσ  and gΣ  was 
 2 12.6497g G gC σ= −Σ =  (3.39) 
which was caused by linkage disequilibrium (covariance) between the simulated QTLs. 
When 2 10σ = , the heritability of the simulated trait was 
 
2
2 2
59.4303 59.4303 0.8559
59.4303 10.00 69.4303
G
G
H σ
σ σ
= = = =
+ +
 (3.40) 
Although the total contribution of the 20 QTLs to the phenotypic variance was high, 
contribution from each QTL varied from 0.36% to 14.39% with an average contribution 
of 3.37%. When 2 20σ = , the heritability of the simulated trait was 
 
2
2 2
59.4303 59.4303 0.7482
59.4303 20.00 79.4303
G
G
H σ
σ σ
= = = =
+ +
 (3.41) 
and the contribution from each QTL varied from 0.32% to 12.58% with an average 
contribution of 2.95%. The two sample sizes combined with the two residual error 
variances produced a combination of four experimental setups: 2(1) ( , ) (500,10)n σ = , 
2(2) ( , ) (500,20)n σ = , 2(3) ( , ) (1000,10)n σ =  and 2(4) ( , ) (1000,20)n σ = . Under each 
experimental setup, the simulation was replicated 100 times. 
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In consideration of the negative interference from LD pattern and other intrinsic 
hidden structure of a real population, we randomly extracted 5 , 10 , and 50m k k k=  (m is 
the number of markers and k  = 1000) subset SNPs from the hybrid rice genome (Huang 
et al. 2015) keeping the original sample size (n = 1495). The same 20 QTLs introduced 
earlier were randomly assigned to the entire genome. Phenotypes of the 1495 hybrids 
were generated using the equation 0 1
m
k kk
y X eβ β
=
= + +∑  described previously with only
~ (0,  10)e N . 
To understand how the number of causal QTL affects the performance of each 
method, we fixed the total number of markers at 10m k=  and varied the number of 
causal SNPs at three levels, 40,100,160QTLm = . The positions of the causal SNPs were 
randomly assigned on the genome. Under each level of QTLm , the simulation was 
replicated 100 times. For one of the simulated datasets, we permuted the phenotypes 
1000 times to generate a permuted sample of test statistic, from which an empirical 
threshold was calculated. 
3.2.7 Statistical power and Type 1 error 
Wald test statistic, 2ˆ ˆ/ var( | )k k k kW yγ γ= , was used to test the null hypothesis 
0 : 0kH γ = . Under the null model, kW  follows approximately a Chi-square distribution 
with one degree of freedom. Therefore, the p value of each marker was calculated as 
2
11 Pr( )k kp Wχ= − ≤ . By approximation we mean that the distribution of the random 
effect Wald test is not known. When the standard error of the estimated effect is small, 
we can treat the random effect as a “fixed effect” and thus the Wald test can be 
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approximated by the Chi-square distribution. In the significance test for the LASSO 
method, Lockhart et al. (2014) found that the test statistic follows an Exp(1) distribution. 
The nominal probability with Bonferroni correction for multiple tests, 0.05 / m , is used as 
the threshold. The power for each simulation experiment is defined as the proportion of 
detected QTLs over the total number of simulated QTLs. Because of LD, markers nearby 
each simulated QTL are often detected. Therefore, we reserved a three-marker window 
around each QTL. In total, there are QTLm  QTL windows covering 3mQTL markers. If any 
markers of the triplet are detected, we counted the triplet as one positive detection. If a 
marker outside the QTL windows is detected, it was counted as one false positive 
detection. The Type 1 error is defined as the proportion of false positives over the 
3 QTLm m−  markers. The false discovery rate (FDR) is defined as the proportion of false 
positives among all detected markers. 
3.2.8 Alternative thresholds of test statistics 
In the simulation studies, we also evaluated powers and Type 1 errors empirically 
using different thresholds of the Wald test. In the first approach, we picked up the 
maximum Wald test over all 1000 markers from the second chromosome for each of the 
100 replicated simulation experiments. We then ranked the 100 maximum Wald tests in 
ascendant order and chose the 95th percentile as the threshold value, called Threshold-A. 
In the second approach, we included all markers in the non-QTL windows of the first 
chromosome and all markers in the second chromosome in the pool (a total of 1940 
markers). For each of the 100 replicated simulations, we chose the maximum Wald test 
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over all these markers. The 95th percentile of the 100 maximum Wald tests was the 
threshold value, called Threshold-B. 
3.3 Results 
3.3.1 Tuning the hyper parameter τ  of the SBL method 
The inverse Chi-square distribution assigned to 2kφ  is 
2 2 ( 2)/2( ) ( )k kp
τφ φ − +∝ , where 
2τ ≥ − . We used the sample data provided by the glmnet/R package (Friedman et al. 
2010) (the dataset contain 100 observations and 20 variables) to demonstrate how model 
sparseness changes with different values of τ . Setting 61.25τ = , SBL selected the first 
non-zero coefficient and more coefficients appeared when τ  is further decreased (Figure 
3.1). In the interval of 2 0τ− ≤ ≤ , most coefficients were estimated nearly constantly. 
Only one more coefficient emerged within that interval of τ  and the estimated value of 
this extra coefficient is close to 0. Thus 2 0τ− ≤ ≤  is an optimal interval for tuning τ . 
We extended the original simulated experiment of 2( , , ) (1000,2000,10)n m σ =  to 
different levels of 2 ,  10 , 50 , 100 , 300 ,  500m k k k k k k= . We set τ  as a sequence of 
values within [ 2,0]−  to fit the model and evaluated the model predictability using the 
leave-one-out cross validation on these simulation experiments (Xu 2017). The optimal 
tuning parameter takes the value (between -2 and 0) that produces the highest 
predictability. Although there is no direct connection between the predictability and the 
statistical power of detection, using predictability as the criterion to tune parameters is 
commonly practiced in model selection (Tibshirani 1996). When 10m k≤ , the 
predictability of SBL decreases as τ  increases; the predictability is stable when the 
number of marker is intermediate 50 100k m k≤ ≤ ; when 300km ≥ , larger τ  results in 
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higher predictability (Figure 3.2). Based on our experience, fixing the tuning parameter at 
1τ = −  is an eclectic solution to handle general cases without performing cross validation. 
Therefore, we fixed 1τ = −  in all subsequent simulation studies. 
Figure 3.1 Changes of estimated effects of 20 independent variables along with the 
change of the hyperparameter τ  for the SBL method. (a) The tuning parameter ranges 
within 2 65τ− ≤ ≤ ; (b) the tuning parameter ranges within 2 0τ− ≤ ≤ . 
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Figure 3.2 Predictabilities of the SBL method with a sequence of tuning parameter values 
( 2 0τ− ≤ ≤ ) for 1000n =  simulated individuals under different number of markers. (a) 
2m k= ; (b) 10m k= ; (c) 50m k= ; (d) 100m k= ; (e) 300m k=  and (f) 500m k= . 
3.3.2 Simulation studies 
In the simulation study (the F2 family), we compared the new SBL method with 
efficient mixed-model association (EMMA) (Kang et al. 2008) and LASSO (Tibshirani 
1996). We used the glmnet/R package (Friedman et al. 2010) to implement the LASSO 
method and estimated the standard errors for estimated marker effects via two approaches 
proposed by Ithnin et al. (2017). One (LASSO-A) is based on the bootstrap method 
(Efron and Tibshirani 1994) and the other (LASSO-B) is an approximate method 
incorporating Henderson’s mixed model equation (Henderson 1975). For each method, 
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we used four criteria to test the significance of a marker: (1) comparing the marker p-
value with 0.05 / 2.5E 5m = −  (after Bonferroni correction), (2) controlling FDR at 
nominal probability 0.2q =  (Benjamini and Hochberg 1995), (3) comparing the Wald-
test with Threshold-A and (4) comparing the Wald-test with Threshold-B. Criteria (3) 
and (4) are permutation-based methods. 
Figure 3.3 shows the estimated marker effects plotted against genome locations of 
the markers under 500n =  and 2 10σ = . Estimates of SBL (Figure 3.3b) and LASSO 
(Figure 3.3c) are much closer to the true effects (Figure 3.3a), both being sparse in a 
sense that most markers have zero estimated effects. The EMMA method (Figure 3.3d), 
however, is not sparse and has a substantially noisy background. 
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Figure 3.3 Estimated effects of 1000 simulated markers on the first chromosome when 
the sample size is 500n =  and the residual error variance is 2 10σ = . (a) True QTL 
effects (blue needles); (b) estimated marker effects from SBL (red dots); (c) estimated 
marker effects from LASSO (red dots) and (d) estimated marker effects from EMMA 
(red dots). 
Figure 3.4 shows the statistical powers and Type 1 errors of the four methods 
under all four experimental setups. Overall, SBL has the highest power followed by 
EMMA, LASSO-B, and then LASSO-A. The Bonferroni corrected threshold may be too 
stringent for LASSO. The Type 1 error of all four methods are well controlled below 
0.008, and the LASSO method even had Type 1 error equal to 0. Figure 3.5 shows the 
power and the FDR of the four methods with 0.2 as the controlled FDR. Statistical 
powers of all four methods are increased but the FDR of SBL and EMMA are not well 
controlled as expected. When the alternative thresholds (Threshold-A and Threshold-B) 
are used, the powers and Type 1 errors for the four methods are shown in Figures 3.6-3.7, 
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respectively. For Threshold-A, EMMA often has higher power but is also associated with 
much higher Type 1 errors. The three multiple loci methods have virtually zero Type 1 
error. For Threshold-B, the three multiple loci models have higher powers than EMMA, 
and the Type 1 errors of all methods are extremely low. 
Figure 3.4 Statistical powers and Type 1 errors obtained at 0.05 / 2.5 5p m E= = −  of 
four methods under four different experimental setups. The four experimental setups are 
four combinations of sample size and residual error variance: (1) 2500 and 10n σ= = ; 
(2) 2500 and 20n σ= = ; (3) 21000 and 10n σ= =  and (4) 21000 and 20n σ= = . 
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Figure 3.5 Statistical powers and FDR for four methods under four different experimental 
setups. The FDR control nominal probability is 0.2q = . The four experimental setups are 
four combinations of sample size and residual error variance: (1) 2500 and 10n σ= = ; 
(2) 2500 and 20n σ= = ; (3) 21000 and 10n σ= =  and (4) 21000 and 20n σ= = . 
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Figure 3.6 Statistical powers and Type 1 errors for four methods under four different 
experimental setups with threshold-A. Threshold-A is the 95th percentile value of 
maximum Wald tests collected from the second (the empty) chromosome. The four 
experimental setups are four combinations of sample size and residual error variance: (1) 
2500 and 10n σ= = ; (2) 2500 and 20n σ= = ; (3) 21000 and 10n σ= =  and (4) 
21000 and 20n σ= = . 
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Figure 3.7 Statistical powers and Type 1 errors for four methods under four different 
experimental setups with threshold-B. Threshold-B is the 95th percentile of the maximum 
Wald tests from all markers in the non-QTL windows of the first chromosome and all 
markers in the second chromosome. The four experimental setups are four combinations 
of the sample size and the residual error variance: (1) 2500 and 10n σ= = ; (2) 
2500 and 20n σ= = ; (3) 21000 and 10n σ= =  and (4) 21000 and 20n σ= = . 
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The best way to represent the nature of the four methods is through the receiver 
operating characteristic (ROC) curves, which are illustrated in Figure 3.8, where the 
powers of all methods are compared at the same level of Type 1 error. When the Type 1 
error is small, SBL always shows higher power than the other methods in three of the 
four experimental setups. The exception occurs in the situation where 500n =  and 
2 20σ = . The EMMA method is the least efficient of the four methods compared. 
Figure 3.8 ROC curves of four methods under four experimental setups. They are (a) 
2500 and 10n σ= = ; (b) 2500 and 20n σ= = ; (c) 21000 and 10n σ= =  and (d) 
21000 and 20n σ= = . 
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The ROC curves are much the same for the multiple loci models in the simulation 
studies under the four different experimental setups. We simulated more data with large n 
and m to further compare the computing time. We analyzed both methods on the high-
performance computing (HPC) Linux cluster hosted by the Bioinformatics Facility at the 
University of California Riverside. LASSO-A (the bootstrap version) is still too much for 
the HPC cluster system, thus we only compared SBL with LASSO-B. We investigated 13 
cases with various n  and m  combinations as shown in Table 3.2, which also shows the 
running time with one CPU core without parallel computing. When sample size is 
intermediate, and the number of markers is large, LASSO-B outcompetes SBL in terms 
of computational speed. However, LASSO-B failed to handle sample size 100k when 
50m k≥ . When the sample size is 5k but the number of markers is 500k, LASSO also 
failed due to memory problem. However, under the situations where LASSO failed, SBL 
remained feasible and completed the analysis within a reasonable time frame. 
Table 3.2 Computing time of LASSO-B and SBL under 13 experimental setups with 
various sample size and number of markers. 
Setupa LASSO-B SBL 
n100k-m2k 11 min 47 sec 11 min 13 sec 
n100k-m10k 2 h 8 min 58 min 30 sec 
n100k-m20k 4 h 24 min 1 h 35 min 
n100k-m50k -b 3 h 48 min 
n100k- m100k -b 6 h 13 min 
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n2k- m100k 5 min 4 sec 9 min 57 sec 
n2k- m300k 17 min 33 sec 34 min 36 sec 
n2k- m500k 29 min 18 sec 59 min 19 sec 
n2k- m1000k 57 min 26 sec 2 h 43 min 
n5k- m100k 12 min 28 sec 14 min 34 sec 
n5k- m300k 42 min 20 sec 55 min 4 sec 
n5k- m500k -b 1 h 21 min 
n5k- m1000k -b 3 h 59 min 
aThe experimental setup is defined by the unique combination of sample size (n) and 
number of markers (m), where k means 1000. 
bThe program failed to run because large vectors were not supported in the Fortran 
subroutine underlying the GLMNET/R package. 
The second simulation study was performed using the hybrid rice genotypes. We 
were able to apply the LD score regression technique (Bulik-Sullivan et al. 2015) on 
these datasets so that the SBL can be compared with BOLT-LMM (Loh et al. 2015). We 
also compared the new method with another multiple loci model called BSLMM (Zhou et 
al. 2013). We converted our data into the PLINK format (Purcell et al. 2007) because the 
BSLMM program takes input data with that format. The BSLMM method is a Bayesian 
method implemented via the Markov chain Monte Carlo (MCMC) sampling algorithm. 
The total length of the chain was 50,000 iterations, the burn-in period was 20,000 
iterations and thereafter the chain was thinned by deleting 9 out of 10 iterations. We 
extracted m = (5k, 10k, 50k) markers from the hybrid rice genome and assigned 
100QTLm =  causal markers (QTLs) randomly on the genome. Because the BSLMM 
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program provides a posterior inclusion probability (PIP) to each marker rather than the p-
value, we performed 1000 permutations to find the empirical threshold of PIP for valid 
comparison among SBL, BOLT-LMM and BSLMM. The maximum PIPs from the 1000 
permutations were ranked in ascending order and the 95th percentile was used as cutoff 
criterion for BSLMM. For SBL and BOLT-LMM, we ranked 1000 minimum p-values 
and chose the 5th percentile as the significance criterion. Under the empirical thresholds 
obtained by the same approach, SBL appears to have lower powers than BOLT-LMM 
and BSLMM but the false discovery rates (FDR) are well controlled, while BOLT-LMM 
and BSLMM do not control the FDR properly (Table 3.3). We also fixed the number of 
markers at 10m k=  and varied (40,100,160)QTLm =  to evaluate the effect of causal QTL 
number on the power. Table 3.4 shows the power comparison of the three methods. 
Again, although BOLT-LMM and BSLMM have higher power than SBL, they do not 
control the FDR properly. 
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Table 3.3 Statistical powers and FDRs of SBL, BOLT-LMM and BSLMM for the 
simulation experiments with 5,  10 and 50m k=  markers extracted from the hybrid rice 
genome when the number of causal QTLs is QTL 100m = . 
Number of markers (m) 
Statistical power (False discovery rate) 
SBLa BOLT-LMMa BSLMMa 
5k 0.41(0.0714) 0.54 (0.4286) 0.55 (0.2568) 
10k 0.33(0.0294) 0.50 (0.5280) 0.50 (0.2576) 
50k 0.15(0.0000) 0.36 (0.8601) 0.32 (0.2195) 
aThe cutoff threshold was drawn from 1000 permutation experiments. 
Table 3.4 Statistical powers and FDRs of SBL, BOLT-LMM and BSLMM for the 
simulation experiments with 10m k=  markers extracted from the hybrid rice genome 
given three different numbers of causal QTLs ( QTL 40,100,160m = ). 
Number of causal QTLs 
( QTLm )
Statistical power (False discovery rate) 
SBLa BOLT-LMMa BSLMMa 
40 0.38 (0.0625) 0.65 (0.5714) 0.60 (0.1429) 
100 0.33 (0.0294) 0.50 (0.5317) 0.50 (0.2576) 
160 0.21 (0.0571) 0.28 (0.4217) 0.38 (0.1944) 
aThe cutoff threshold was drawn from 1000 permutation experiments. 
Since there were big differences in FDR for the three methods, we then compared 
the powers of the three methods under the same false positive sequence. Figure 3.9 shows 
the ROC curve comparison when (5 ,10 ,50 )m k k k=  under the same number of causal 
 87 
QTLs ( 100QTLm = ). In the cases of (5 ,10 )m k k= , SBL and BSLMM are more powerful 
than BOLT-LMM. When 50m k= , the statistical power of BOLT-LMM surpasses the 
powers of SBL and BSLMM after the Type 1 error rate is greater than 0.003 and 0.004, 
respectively. When we fixed 10m k=  but varied (40,100,160)QTLm = , it appears that 
larger number of causal QTLs favors the SBL method because the power of SBL 
increases as more QTLs are included, and BOLT-LMM is the least powerful method in 
this case (Figure 3.10). We believe that the overall high power of SBL and BSLMM over 
BOLT-LMM is due to the multiple marker model and the sparseness of the model 
implemented by both methods. 
Figure 3.9 ROC curves (statistical powers plotted against Type 1 errors) drawn from 100 
replicated simulations for SBL, BOLT-LMM and BSLMM when the number of causal 
SNPs is QTL 100m = . (a) The total number of markers is 5m k= ; (b) the total number of 
markers is 10m k=  and (c) the total number of markers is 50m k= . 
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Figure 3.10 ROC curves (statistical powers plotted against Type 1 errors) drawn from 
100 replicated simulations for 10m k=  markers extracted from the hybrid rice genome. 
Three methods under comparison are SBL, BOLT-LMM and BSLMM, and the number 
of causal QTLs ( QTLm ) is (a) QTL 40m = ; (b) QTL 100m =  and (c) QTL 160m = . 
We compared the maximum memory usages of various methods under 
comparison (Figure 3.11). As expected, single locus methods (EMMA and BOLT-LMM) 
use less memory compared to the multiple loci methods (SBL, LASSO-A, LASSO-B and 
BSLMM). Among the four multiple loci methods, SBL requires the least memory. The 
BSLMM appears to be the most powerful method, but it is also the slowest method. 
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Figure 3.11 Maximum memory usages for SBL, LASSO-A, LASSO-B, EMMA, BOLT-
LMM and BSLMM. The number of markers extracted from the hybrid rice genome 
changes from 5k to 180k ( 5 ,10 ,50  and 180m k k k k= ). 
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3.3.3 Mapping QTL for KGW in an RIL population of rice 
Four methods (SBL, LASSO-A, LASSO-B and EMMA) were used to map QTL 
for KGW in the RIL population of rice. 0τ =  was used in SBL for sparse model fitting. 
Since we took the average value of a trait collected from four replicates as the phenotypic 
value of each trait, the intercept is the only fixed effect included in the model. SBL and 
EMMA detected a known QTL on chromosome 3 (GS3) and another known QTL on 
chromosome 5 (GW5/qSW5). GW5/qSW5 was also identified by LASSO-B (Table 3.5). 
The 10log ( )p−  test statistics are plotted against the genome location (Figure 3.12). No 
significant QTL was detected by LASSO-A, perhaps due to the very stringent criterion 
after Bonferroni correction. In this plot, a peak in LASSO-A was found corresponding to 
GW5/qSW5 but that peak did not pass the threshold. In addition to the two known QTLs, 
SBL detected 9 additional QTLs (Table 3.5). Among the 11 QTLs detected by SBL, 
kgw1.6, kgw1.33, kgw3.16, kgw3.28, kgw5.5 and kgw9.19 are consistent with the QTLs 
detected by Yu et al. (2011). The kgw3.16 QTL was mapped to a region defined by an 
interval (15.597Mb - 16.914Mb) on chromosome 3 that contains GS3, which is a well-
studied QTL to control grain length (Fan et al. 2006). All three methods identified kgw5.5 
that is accurately mapped to the interval defined by 4.776 Mb-5.376 Mb on chromosome 
5, which contains gene GW5/qSW5 that is known to control grain width (Weng et al. 
2008). The BOLT-LMM method was not used here because the RIL population does not 
have the reference LD information required by the method. 
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Table 3.5 Significant QTLs identified by SBL, LASSO-B and EMMA for KGW of rice 
from the RIL population. 
Method QTL name Chromosome Interval (Mb) Position (cM) p-value 
SBL kgw1.6 1 6.232-6.272 36.06 3.77E-22 
kgw1.33 1 32.718-33.285 145.255 7.85E-16 
kgw3.16 3 15.597-16.914 93.752 1.28E-37 
kgw3.28 3 28.511-28.598 131.88 2.88E-17 
kgw5.5 5 4.776-5.376 29.709 3.95E-52 
kgw5.25 5 25.281-25.902 102.386 4.72E-06 
kgw6.1 6 1.366-1.514 5.819 3.15E-06 
kgw6.12 6 12.49-13.724 68.453 2.71E-20 
kgw7.8 7 7.595-8.407 52.253 3.19E-07 
kgw9.19 9 19.805-20.063 86.333 1.87E-21 
kgw11.9 11 9.031-9.294 53.036 6.89E-12 
LASSO-B kgw5.5 5 4.776-5.376 29.709 9.02E-31 
EMMA kgw3.16 3 15.597-16.914 93.752 1.57E-05 
kgw5.5 5 4.776-5.376 29.709 1.04E-12 
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Figure 3.12 Test-statistic profiles of 1619 SNP bins in the RIL population of rice for 
KGW obtained from four methods. They are (a) SBL, (b) LASSO-A, (c) LASSO-B and 
(d) EMMA. The red dashed lines indicate the genome-wide threshold 
10log (0.05 /1619) 4.51− = . The two red triangles on the horizontal axis indicate the true 
physical positions (Mb) of known genes GS3 and GW5/qSW5 located on chromosomes 3 
and 5, respectively. 
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We further investigated the associations between markers and the yield trait. The 
SBL method detected 5 QTLs, but none of the remaining three methods detected any 
QTLs (Figure 3.13 and Table 3.6). Among these 5 QTLs, yd1.33 overlaps with kgw1.33. 
A significant QTL yd7.8 was mapped to the interval bracketed by 8.407Mb-8.756Mb on 
chromosome 7 with 3.33 15p E= −  and the genetic position is 54.008 cM. The physical 
position of yd7.8 corresponds to the peak of EMMA, though the EMMA peak did not 
pass the threshold. This QTL (yd7.8) was also identified by Yu (Yu et al. 2011) and the 
mapping interval contains Ghd7 (Xue et al. 2008), a major QTL to control the number of 
grains per panicle as well as a pleiotropic QTL that affects yield, heading date and plant 
height. 
Figure 3.13 Test-statistic profiles of 1619 SNP bins in the RIL population of rice for YD 
obtained from four methods. They are (a) SBL, (b) LASSO-A, (c) LASSO-B and (d) 
EMMA. The red dashed lines indicate the genome-wide threshold 
10log (0.05 /1619) 4.51− = . The red triangle on the horizontal axis indicate the true 
physical position (Mb) of known gene Ghd7 located on chromosome 7. 
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Table 3.6 Significant QTLs identified by SBL for YD trait of rice from the RIL 
population. 
QTL name Chromosome Interval (Mb) Position (cM) p-value 
yd1.8 1 8.381-8.689 52.962 1.69E-07 
yd1.33(kgw1.33) 1 32.718-33.285 145.255 1.48E-11 
yd3.18 3 18.075-18.081 96.164 6.22E-08 
yd4.19 4 19.273-19.326 41.072 1.95E-05 
yd7.8 7 8.407-8.756 54.008 3.33E-15 
3.3.4 GWAS for grain length (GL) in hybrid rice 
All six methods of GWAS (SBL, LASSO-A, LASSO-B, EMMA, BOLT-LMM 
and BSLMM) were compared for the hybrid rice population. We set the hyper parameter 
0τ =  in the SBL method to fit a sparser model for this dense marker dataset. The 
Manhattan plots for grain length (GL) are shown in Figure 3.14 for all methods, where 
we arbitrarily truncated any markers with 10log ( )p−  larger than 15 to 15 to improve the 
visibility of the plots. For BSLMM, the PIP of each SNP instead of 10log ( )p−  was 
plotted against the genome. A total of 123 markers were significant, where 15 of them 
were detected by SBL (Appendix B), 2 by LASSO-A, 0 by LASSO-B, 94 by EMMA, 6 
by BOLT-LMM, and 6 by BSLMM. We matched the significant SNPs within 100kb 
(both upstream and downstream) of known genes that have been cloned and 
experimentally validated to control GL. Only one known gene, GS3  (Fan et al. 2006), 
had been detected by SBL, EMMA, and BOLT-LMM with Bonferroni corrected 
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threshold 2.75 7p E= − , and by BSLMM with a predetermined nominal probability of 
1 0.95α− = . 
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Figure 3.14 Manhattan plots for GL of the hybrid rice varieties obtained from six 
methods. They are (a) SBL, (b) LASSO-A, (c) LASSO-B, (d) EMMA, (e) BOLT-LMM 
and (f) BSLMM. The red dashed lines indicate the genome-wide threshold 
10log (0.05/182010) 6.56− =  for SBL, LASSO-A, LASSO-B, EMMA and BOLT-LMM, 
while the threshold of PIP is 1 0.95α− =  for BSLMM. The solid gray lines indicate the 
empirical threshold generated from 1000 permutations for SBL ( 10log (0.000106) 3.97− =
), LASSO-B ( 10log (0.01444) 1.84− = ), EMMA ( 10log (3.86 7) 6.41E− − = ), BOLT-LMM 
( 10log (6.4 8) 7.19E− − = ) and BSLMM (1 0.1866667α− = ). The annotated SNPs overlap 
with a known gene, GS3, that controls GL. 
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We further permuted the phenotypes of GL 1000 times to construct a null 
distribution of the p-value to find the empirical threshold for each method. The minimum 
p-value from 1000 permutations were ranked in ascending order and the 5th percentile of 
the 1000 minimum p-values was used as the empirical threshold. For BSLMM, the 
maximum PIP from the 1000 permutations were ranked and we chose the 95th percentile 
as the cutoff criterion. The new criterion for SBL was 0.000106p =  and the same 15 
SNPs were detected, including the known gene GS3. We did not conduct permutations 
for LASSO-A because the bootstrap step along with the permutations would take 
excessively long time to finish. LASSO-B had a new genome-wide threshold of 
0.01444p =  and a significant SNP was identified with this new threshold. This SNP 
overlapped with the cloned QTL GS3. EMMA detected 5 additional SNPs with the new 
threshold 3.86 7p E= −  and none of the 5 SNPs matched any known gene for GL. The 
new threshold of BOLT-LMM happened to be 6.40 8p E= −  (lower than the previous 
threshold). With the new threshold, BOLT-LMM identified 4 SNPs in total, all 
overlapping with the known gene GS3 (within ±100kb). The empirical criterion for 
BSLMM had dropped to 1 0.1866667α− =  and 13 additional SNPs were detected with 
this threshold. However, none of these SNPs overlapped with any known genes that 
control GL. The large difference between the typical significance level and the empirical 
threshold indicated that 1 0.95α− =  maybe too stringent for BSLMM. 
We also detected associations of markers with panicle number (PN) and panicle 
length (PL) for the rice hybrid population. For PN, the SBL method detected 19 
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associated markers, LASSO-A detected one marker, EMMA detected two markers, 
BOLT-LMM detected 19 markers (Figure 3.15). No markers were identified by LASSO-
B and BSLMM for PN. Among the 19 detected markers by SBL, two of them overlapped 
with identified genes Cga1 (Hudson et al. 2013) and OscpSRP43 (Lv et al. 2015), 
respectively (Appendix B). One out of the 19 markers identified by BOLT-LMM 
matched a known gene associated with PN, called FUWA (Chen et al. 2015). The SBL 
method identified 18 significant SNPs associated with PL (Figure 3.16). One known gene 
was detected, OsDET1 (Zang et al. 2016) (Appendix B). LASSO-A only detected one 
marker without matching any known gene and no marker was identified by LASSO-B. 
Among 81 SNPs detected by EMMA, four matched known genes that affect the PL trait, 
including CCP1 (Yan et al. 2015), AVB (Ma et al. 2017), RLS3 (Lin et al. 2016), and 
MRG702 (Jin et al. 2015). BOLT-LMM and BSLMM detected five and one significant 
markers associated with PL, respectively, and none of them overlapped with any known 
genes. 
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Figure 3.15 Manhattan plots for PN of the hybrid rice varieties obtained from six 
methods. They are (a) SBL, (b) LASSO-A, (c) LASSO-B, (d) EMMA, (e) BOLT-LMM 
and (f) BSLMM. The red dashed lines indicate the genome-wide threshold 
10log (0.05/182010) = 6.56− for SBL, LASSO-A, LASSO-B, EMMA and BOLT-LMM, 
and 1 0.95α− =  for BSLMM. The annotated SNPs overlap with genes that are known to 
control PN. 
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Figure 3.16 Manhattan plots for PL of the hybrid rice varieties obtained from six 
methods. They are (a) SBL, (b) LASSO-A, (c) LASSO-B, (d) EMMA, (e) BOLT-LMM 
and (f) BSLMM. The red dashed lines indicate the genome-wide threshold 
10log (0.05/182010) 6.56− = for SBL, LASSO-A, LASSO-B, EMMA and BOLT-LMM, 
and 1 0.95α− =  for BSLMM. The annotated SNPs overlap with genes that are known to 
control PL. 
 101 
3.4 Discussion 
Statistical methods for QTL mapping and GWAS have long been studied 
separately. The two technologies are designed for dealing with different types of 
populations and marker densities. As the rapid advancement of molecular technology, 
genotyping high density markers has been feasible for almost all species and marker 
density can be very high even for linkage mapping populations. From this point of view, 
the two areas have been merged. In QTL mapping, genetic background is captured via 
CIM by fitting cofactors (Jansen 1993; Zeng 1994), while in GWAS, the polygenic 
background is modeled via a kinship matrix inferred from genome-wide markers (Zhou 
and Stephens 2012). With the multiple loci model, genetic background control is no 
longer needed because all markers are fitted to the model in a simultaneous manner. 
Therefore, QTL mapping and GWAS can be technically performed using exactly the 
same technology. There are two types of relatedness among individuals: population 
structure and cryptic relatedness. The multiple marker model (replacing polygenic 
control) has removed the cryptic relatedness, but the population structure remains. To 
incorporate population structure into the SBL model, we simply modify the fixed effect 
component of the model. For example, if the first two principal components are used to 
control the population structure, we only need to add two more columns to the design 
matrix of the fixed effects; no additional work is needed.  
The biggest challenge for the multiple loci model is the high dimensionality of the 
marker data. It is difficult to fit the number of model effects that are hundreds or even 
thousands of times larger than n, although the large m is neither a problem for interval 
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mapping and CIM, or for the classical mixed model GWAS. The limiting factor in the 
classical mixed model GWAS is n  because performing eigen-decomposition for a 
kinship matrix is daunting and even prohibited when n is very large. The FaST-LMM 
method (Lippert et al. 2011) can handle n = 100k within a reasonable time frame, it is a 
single marker scanning approach. The proposed SBL does not involve any large matrix 
calculation, and thus the sample size issue is not a threat. Our simulation studies show 
that the SBL program took only about 6 hours to analyze a dataset with n = 100k and m = 
100k, while LASSO failed to handle such a large dataset (see Table 3.2). A legitimate 
question is whether there is a limit of m for the SBL method to handle. The answer is – a 
larger n allows the model to handle a larger m. In the current GWAS populations, several 
millions of markers are common, but the n may only be in the order of thousands at most. 
For this type of data, an immediate solution is to divide the entire genome evenly into a 
number of LD blocks and select one marker per block for analysis. An alternative, and 
perhaps a better, approach is to treat each LD block as a bin and use a binned genotype to 
represent the LD block as suggested by Xu (2013a). 
A special characteristic of the classical mixed model GWAS is the “island” 
phenomenon, caused by LD, around each peak in the Manhattan plot. The multiple loci 
model eliminates large area of the “island” and leaves only an isolated peak (a 
“lighthouse”) because each estimated effect is conditional on other effects being fitted in 
the model. When the effect of the peaked marker is included in the model, the effects of 
neighboring markers will disappear. This behavior of the multiple loci model is supposed 
to be a good characteristic, but it often triggers alarms in people who do not understand 
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the difference between single locus models and multiple loci models. The simulation 
experiments presented in this study serve the very purpose of convincing readers to trust 
the isolated peaks of the multiple loci model GWAS.  
Overall, the BSLMM program (Zhou et al. 2013) appears to be more powerful 
than all methods compared (including SBL), but it is also the slowest method. For 
example, BSLMM took more than nine hours to complete a GWAS for m = 5k markers 
with a sample size n = 1495, but SBL took only 18 seconds. The high computational time 
for BSLMM may not be a problem if we only analyze just a few agronomic traits. 
However, QTL mapping and GWAS are being applied to thousands of metabolomic traits 
(Gong et al. 2013; Wen et al. 2014), thousands of phenomic traits (Yang et al. 2014) and 
tens of thousands of expression traits (Wang et al. 2014). It is hard to convince an 
investigator to run BSLMM for eQTL mapping for 20,000 transcriptomic traits while 
much faster programs are available.  
We now discuss some theoretical basis of the SBL method. The term of sparse 
Bayesian learning was first seen in Tipping (2001). He treated regression coefficients of a 
linear model as variables following their own distributions. When the regression 
coefficients are considered as parameters, each coefficient-specific normal distribution 
becomes a prior distribution. As a result, the method belongs to the Bayesian family. The 
variance of each normal prior is then estimated from the data (empirical Bayes). From a 
penalized regression point of view, the method implements an L2 penalty, which is not 
sparse (Hoerl and Kennard 1970; Zou and Hastie 2005). However, Tipping (2001) used a 
special Gamma prior for the inverse of the variance in the normal prior to allow the 
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estimated variance to have some mass at zero (sparseness). This technique is different 
from the spike-and-slab type of prior (Johnstone and Silverman 2004; Ishwaran and Rao 
2005), which is a mixture of two distributions. Tipping (2001) method updates one 
variance component at a time conditional on variance components of all other effects and 
the model effects per se never occur in the model. As a result, the method is 
computationally demanding. The empirical Bayes method of Xu (2007) for mapping 
epistatic effects essentially uses an algorithm very similar to Tipping (2001).  
There are three major differences between this method and Tipping’s RVM. (1) 
Tipping’s RVM is a kernel-based prediction method, where the original feature matrix 
(n×m) is used to construct a kernel matrix (n×n) (n is the sample size and m is the number 
of markers). Tipping’s prediction model fits the kernel with a maximum of n regression 
coefficients but our model deals with m regression coefficients. Tipping’s method is not 
suitable for association studies but only for prediction. Therefore, we cannot compare 
Tipping’s RVM with our SBL. We borrowed the term “sparse Bayesian learning” from 
Tipping because both are Bayesian approaches, and both can be sparse (variable 
selection). (2) Tipping’s RVM directly maximizes the predictability by estimating the 
prior variance of each regression coefficient (regression coefficients are only produced 
once after all variances are estimated and the iteration process converges), while our 
method estimates the prior variance and the regression coefficient simultaneously for 
each marker so that the model is very simple when estimating one regression coefficient 
and its variance conditional on the regression coefficients of all other markers. (3) 
Tipping takes the inverse of variance as the parameter and assigns a Gamma distribution 
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to this parameter, while we take the variance as the parameter and assign the variance an 
inverse Chi-square distribution. Tipping’s RVM involves two hyper parameters (a, b) and 
our method involves only one hyper parameter (τ ).  
When conditional on the posterior modes of all other effects, the model for the 
current variance is extremely simple because all other effects are treated as known 
quantities and subtracted from the observed y vector. This explains the high 
computational efficiency of the proposed SBL. This approach has been taken in statistics 
for variable selection by Johnstone and Silverman (2004) and recently by Pungpapong et 
al. (2015) who called the method iterative conditional mode (ICM) algorithm. A 
theoretical justification for replacing the term “conditional on variances” by the term 
“conditional on modes” can be found in equation (4.4) of Mackay (1992). 
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Appendix A R functions and programs for analyses of the 
LASSO data 
1 R function for ridge regression methods 
 ridge<-function(x,y,z,kk){   qq<-eigen(kk,symmetric=T)   u<-qq$vectors   d<-qq$values   q<-ncol(x)   xu<-t(u)%*%x   yu<-t(u)%*%y   zu<-t(u)%*%z   n<-nrow(z)   m<-ncol(z)      loglike<-function(theta){     lambda<-exp(theta)     h<-sqrt(1/(lambda*d+1))     x1<-xu*h      y1<-yu*h      xHx<-t(x1)%*%x1     xHy<-t(x1)%*%y1     b<-solve(xHx,xHy)     ru<-yu-xu%*%b     r1<-ru*h     rHr<-t(r1)%*%r1     v<-drop(rHr)/(n-q)     d1<-sum(log(lambda*d+1))     d2<-log(det(xHx))     d3<-(n-q)*log(v)     loglike<- 0.5*(d1+d2+d3)     return(loglike)   }      fixed<-function(theta){     lambda<-exp(theta)     h<-sqrt(1/(lambda*d+1))     x1<-xu*h      y1<-yu*h     z1<-zu*h  
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    xHx<-t(x1)%*%x1     xHy<-t(x1)%*%y1     zHz<-apply(z1^2,2,sum)          c11<-solve(xHx)     b<-c11%*%xHy     ru<-yu-xu%*%b     r1<-ru*h     rHr<-t(r1)%*%r1     ve<-drop(rHr)/(n-q)     vg<-lambda*ve     varb<-diag(c11*ve)     gamma<-lambda*t(z1)%*%r1     d22<-vg*zHz*lambda          c22<-rep(vg,m)-d22          vgk1<-c22     vgk2<-d22          df<-zHz*lambda          covparm<-data.frame(vg,ve,lambda)     estimate<-data.frame(b,varb)     blup<-data.frame(gamma,vgk1,vgk2,df)          return(list(covparm,estimate,blup))   }      theta0<-0   parm<-optim(par=theta0,fn=loglike,method="L-BFGS-B",lower=-100,upper=100)   bb<-fixed(theta=parm$par)   return(bb) }  
2 Program calling the ridge regression R function for the analysis of LASSO data 
 library(glmnet) data(QuickStartExample)  z<-x n<-nrow(z) m<-ncol(z) 
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x<-as.matrix(rep(1,n))  kk<-z%*%t(z)  fit<-ridge(x=x,y=y,z=z,kk=kk) vg<-fit[[1]]$vg ve<-fit[[1]]$ve lambda<-fit[[1]]$lambda gamma<-fit[[3]]$gamma vgk1<-fit[[3]]$vgk1 vgk2<-fit[[3]]$vgk2 df<-fit[[3]]$df wald<-gamma^2/vgk1 w.wald<-gamma^2/vgk2 d.gamma<-gamma/df d.var<-vgk1/df d.wald<-wald/df test<-data.frame(vg,ve,lambda,gamma,vgk1,wald,df,d.gamma,d.var,d.wald,vgk2,w.wald) names(test)<-c("vg","ve","lambda","gamma","var","ORR.wald","df","DRR.gamma"                ,"DRR.var","DRR.wald","HRR.var","HRR.wald")  write.csv(x=test,file="lasso-RR-test-results.csv",row.names=FALSE)  ORR.wald<-test$ORR.wald DRR.wald<-test$DRR.wald HRR.wald<-test$HRR.wald  ORR.p<-pchisq(ORR.wald,1,lower.tail=F) DRR.p<-pchisq(DRR.wald,1,lower.tail=F) HRR.p<-pchisq(HRR.wald,1,lower.tail=F)  out<-data.frame(df,ORR.wald,ORR.p,DRR.wald,DRR.p,HRR.wald,HRR.p) names(out)<-c("df","ORR.wald","ORR.p","DRR.wald","DRR.p","HRR.wald","HRR.p")  write.csv(x=out,file="lasso-RR-pvalues.csv",row.names=FALSE) 
 
3 R function for EMMA method 
 emma<-function(x,y,qq,lambda=NULL){      loglike<-function(theta){     lambda<-exp(theta) 
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    logdt<-sum(log(lambda*delta+1))     h<-1/(lambda*delta+1)     yy<-sum(yu*h*yu)     yx<-matrix(0,q,1)     xx<-matrix(0,q,q)     for(i in 1:q){       yx[i]<-sum(yu*h*xu[,i])       for(j in 1:q){         xx[i,j]<-sum(xu[,i]*h*xu[,j])       }     }     loglike<- -0.5*logdt-0.5*(n-q)*log(yy-t(yx)%*%solve(xx)%*%yx)-0.5*log(det(xx))     return(-loglike)   }      fixed<-function(lambda){     h<-1/(lambda*delta+1)     yy<-sum(yu*h*yu)     yx<-matrix(0,q,1)     xx<-matrix(0,q,q)     for(i in 1:q){       yx[i]<-sum(yu*h*xu[,i])       for(j in 1:q){         xx[i,j]<-sum(xu[,i]*h*xu[,j])       }     }      beta<-solve(xx,yx)     sigma2<-(yy-t(yx)%*%solve(xx)%*%yx)/(n-q)     sigma2<-drop(sigma2)     var<-diag(solve(xx)*sigma2)     stderr<-sqrt(var)     return(c(beta,stderr,sigma2))   }      delta<-qq$values   uu<-qq$vectors   q<-ncol(x)   n<-ncol(kk)   vp<-var(y)   yu<-t(uu)%*%y   xu<-t(uu)%*%x      if(length(lambda)==0){  
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         theta0<-0     parm<-optim(par=theta0,fn=loglike,method="L-BFGS-B",lower=-100,upper=100)     lambda<-exp(parm$par)     conv<-parm$convergence        }       fn1<-loglike(log(lambda))   fn0<-loglike(-Inf)   lrt<-2*(fn0-fn1)   parmfix<-fixed(lambda)   beta<-parmfix[1:q]   stderr<-parmfix[(q+1):(2*q)]   sigma2<-parmfix[2*q+1]   lod<-lrt/4.61   p_value<-1-pchisq(lrt,1)   sigma2g<-lambda*sigma2   goodness<-(vp-sigma2)/vp   par<-data.frame(lrt,beta,stderr,sigma2,lambda,sigma2g,lod,p_value)   return(par) } 
 
4 Program calling the EMMA R function for the analysis of LASSO data 
 library(glmnet) data(QuickStartExample)  z<-x n<-nrow(z) m<-ncol(z) x1<-as.matrix(rep(1,n))  kk<-z%*%t(z) qq<-eigen(kk,symmetric=T)  estimate<-numeric(m) variance<-numeric(m) vg<-numeric(m) ve<-numeric(m) lambda<-numeric(m)  for(k in 1:m){ 
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  x2<-z[,k]   x<-as.matrix(cbind(x1,x2))   parm<-emma(x=x,y=y,qq=qq,lambda=NULL)   estimate[k]<-parm$beta[2]   variance[k]<-parm$stderr[2]^2   vg[k]<-parm$sigma2g[2]   ve[k]<-parm$sigma2[2]   lambda[k]<-parm$lambda[2] } wald<-estimate^2/variance p<-pchisq(wald,1,lower.tail=FALSE) test<-data.frame(marker=1:m,vg,ve,lambda,estimate,variance,wald,p) names(test)<-c("marker","vg","ve","lambda","gamma","var","wald","p")  write.csv(x=test,file="lasso-EMMA-pvalues.csv",row.names=FALSE) 
 
5 R function for DEMMA method 
 demma<-function(x,z,y){   xk<-cbind(x,z)   r<-ncol(xk)   q<-ncol(z)   func<-function(par){     lambda<-exp(par)     h<-1/(delta*lambda+1)     x1<-xk*sqrt(h)     y1<-y*sqrt(h)     xx<-crossprod(x1)     xy<-crossprod(x1,y1)     yy<-crossprod(y1)     yx<-t(xy)     dd<-sum(log(1/h))     z1<-z*sqrt(h)     xz<-crossprod(x1,z1)     yz<-crossprod(y1,z1)     zz<-crossprod(z1)     zx<-t(xz)     zy<-t(yz)     mm<-lambda*solve(lambda*zz-diag(q))     xHx<-xx-xz%*%mm%*%zx     xHy<-xy-xz%*%mm%*%zy     xHz<-xz-xz%*%mm%*%zz     yHz<-yz-yz%*%mm%*%zz 
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    zHz<-zz-zz%*%mm%*%zz     yHy<-yy-yz%*%mm%*%zy     yHx<-t(xHy)     zHx<-t(xHz)     zHy<-t(yHz)     dd1<-log(det(diag(q)-lambda*zz))+dd      yPy<-yHy-yHx%*%solve(xHx)%*%xHy     dd2<-log(det(xHx))     loglike<--0.5*dd1-0.5*dd2-0.5*(n-r)*log(yPy)     return(-loglike)   }   fixed<-function(par){     lambda<-exp(par)     h<-1/(lambda*delta+1)     x1<-xk*sqrt(h)     y1<-y*sqrt(h)     xx<-crossprod(x1)     xy<-crossprod(x1,y1)     yy<-crossprod(y1)     yx<-t(xy)     dd<-sum(log(1/h))     z1<-z*sqrt(h)     xz<-crossprod(x1,z1)     yz<-crossprod(y1,z1)     zz<-crossprod(z1)     zx<-t(xz)     zy<-t(yz)     mm<-lambda*solve(lambda*zz-diag(q))     xHx<-xx-xz%*%mm%*%zx     xHy<-xy-xz%*%mm%*%zy     xHz<-xz-xz%*%mm%*%zz     yHz<-yz-yz%*%mm%*%zz     zHz<-zz-zz%*%mm%*%zz     yHy<-yy-yz%*%mm%*%zy     yHx<-t(xHy)     zHx<-t(xHz)     zHy<-t(yHz)     yPy<-yHy-yHx%*%solve(xHx)%*%xHy     s2<-drop(yPy/(n-r))     beta<-solve(xHx,xHy)     v<-solve(xHx)*s2     stderr<-sqrt(diag(v))      result<-list(beta,stderr,s2) 
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    return(result)   }   par0<-1   parm<-optim(par=par0,fn=func,method="L-BFGS-B",lower=-100,upper=100)   par<-parm$par   effect<-fixed(par=par)   beta<-effect[[1]]   stderr<-effect[[2]]           s2<-effect[[3]]   lambda<-exp(par)   covparm<-c(lambda*s2,s2,lambda)           out<-list(covparm,beta,stderr)      return(out) } 
 
6 Program calling the DEMMA R function for the analysis of LASSO data 
 library(glmnet) data(QuickStartExample)  y0<-as.matrix(y) z<-as.matrix(x) n<-nrow(z) m<-ncol(z) x0<-as.matrix(rep(1,times=n))  kk<-z%*%t(z) qq<-eigen(kk,symmetric=T) uu<-qq$vectors delta<-qq$values  x1<-t(uu)%*%x0 y<-t(uu)%*%y0 r<-ncol(x1)+1  estimate<-numeric(m) variance<-numeric(m) vg<-numeric(m) ve<-numeric(m) lambda<-numeric(m)  for(k in 1:m){ 
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  x2<-t(uu)%*%z[,k]   parm<-demma(x=x1,z=x2,y=y)   estimate[k]<-parm[[2]][r]   variance[k]<-(parm[[3]][r])^2   vg[k]<-parm[[1]][1]   ve[k]<-parm[[1]][2]   lambda[k]<-parm[[1]][3] } wald<-estimate^2/variance p<-pchisq(wald,1,lower.tail=FALSE) test<-data.frame(marker=1:m,vg,ve,lambda,estimate,variance,wald,p) names(test)<-c("marker","vg","ve","lambda","gamma","var","wald","p")  write.csv(x=test,file="lasso-DEMMA-pvalues.csv",row.names=F) 
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Appendix B Significant SNPs identified by SBL for PN, PL and 
GL in the hybrid rice population 
 
Trait Chromosome Position Reference Alternative p-value Known gene 
PN Chr1 10933194 G A 1.67E-09  
PN Chr1 12740013 G A 1.00E-11  
PN Chr1 18870737 G A 1.39E-07  
PN Chr2 985248 C A 4.30E-08  
PN Chr2 6724299 C T 3.13E-10 Cga1 
PN Chr2 25230928 G A 6.17E-10  
PN Chr2 25927409 C T 5.10E-11  
PN Chr3 1834424 A G 4.33E-08 OscpSRP43 
PN Chr3 11347783 A T 6.38E-13  
PN Chr3 16422401 C G 2.02E-10  
PN Chr3 29458132 T A 2.12E-07  
PN Chr4 13766069 C T 2.28E-07  
PN Chr5 10145647 G T 7.88E-10  
PN Chr6 1463754 T C 9.02E-12  
PN Chr6 2152592 T C 1.20E-07  
PN Chr6 6422567 C T 1.92E-08  
PN Chr11 2358948 G A 5.51E-10  
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PN Chr11 22264227 T C 2.41E-10  
PN Chr12 21162397 A G 2.28E-10  
PL Chr1 203468 T A 1.99E-11 OsDET1 
PL Chr1 1143800 T G 7.03E-10  
PL Chr1 3699530 A G 1.67E-07  
PL Chr1 6568005 A C 9.25E-13  
PL Chr1 10615326 A C 1.00E-07  
PL Chr1 14813883 T C 8.24E-13  
PL Chr1 18436434 A G 1.22E-15  
PL Chr1 25264550 C T 1.01E-08  
PL Chr1 35391953 C T 2.94E-09  
PL Chr2 23738481 G A 1.35E-07  
PL Chr2 25150858 C T 3.22E-08  
PL Chr3 446043 G A 6.18E-10  
PL Chr3 8417056 C T 1.85E-09  
PL Chr3 13291135 G A 7.42E-11  
PL Chr6 3489962 G A 1.73E-11  
PL Chr6 30506430 C T 2.91E-09  
PL Chr9 6589273 C T 2.33E-07  
PL Chr12 27193357 T C 1.76E-07  
GL Chr1 25118910 T A 0.00E+00  
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GL Chr1 30090645 T C 0.00E+00  
GL Chr1 30843933 C T 0.00E+00  
GL Chr1 30974499 C T 0.00E+00  
GL Chr1 41921147 G A 0.00E+00  
GL Chr2 1387902 G A 1.11E-15  
GL Chr2 23549894 T G 1.63E-13  
GL Chr3 2101329 T C 0.00E+00  
GL Chr3 16189450 A C 0.00E+00  
GL Chr3 16749210 C T 0.00E+00 GS3 
GL Chr3 16749678 C T 0.00E+00 GS3 
GL Chr3 18053473 G A 0.00E+00  
GL Chr3 21080367 C A 0.00E+00  
GL Chr6 5587521 T C 1.73E-13  
GL Chr11 2592589 T C 1.32E-13  
 
