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In this work we develop a general formalism that categorizes the action of broken scale invariance
on the non-equilibrium dynamics of non-relativistic quantum systems. This approach is equally
applicable to both strongly and weakly interacting systems. We show that any small deviation
from the strongly interacting fixed point, in three spatial dimensions, leads to non-pertubative
effects in the long time dynamics, dramatically altering the dynamics observed at the scale invariant
fixed point. As a concrete example, we apply this approach to the non-equilibrium dynamics for the
interacting two-body problem, and for a non-interacting quantum gas in the presence of an impurity,
both in three spatial dimensions. Slightly away from the resonantly-interacting scale invariant fixed
point, we show that the dynamics are altered by a non-perturbative log-periodic beat. The presence
of the beat depends only on deviating from the resonant fixed point, while the frequency depends
on the microscopic parameters of the system.
I. INTRODUCTION
Ever since the creation of atomic gases, the study of
their non-equilibrium dynamics has been a rewarding
pursuit. In recent years, the technological prowess dis-
played in experiments has allowed for an unprecedented
study in dynamics. The number of dynamical studies
available cover a plethora of phenomena, ranging from
quench dynamics [1–4], thermalization and localization
[3, 5–7], and periodic driving [8–10]. On the theoretical
side, there has been considerable progress in understand-
ing these dynamical phenomena [3, 10–14], but often this
is limited to numerical or semi-classical methods.
One fruitful approach for understanding such a com-
plex problem is symmetry. The presence of symmetries
in a system will undoubtedly lead to simplifications. One
such symmetry that still peaks the interest of theorists
and experimentalists alike is the symmetry associated
with scale invariance. When a system possesses scale
invariance, the governing equations of motion remain un-
changed when subject to dilations of the spatial and tem-
poral coordinates:
~r′i = e
−b~ri i = 1, 2, ..., N t′ = e−2bt, (1.1)
where {~ri} denotes the position of the N particles in the
system with i = 1, 2, ...N , and b is a scaling factor.
Thankfully, cold atoms offer a number of controllable
scale invariant and nearly scale invariant systems; such
as the two dimensional quantum gas [15–18], the three
dimensional degenerate Fermi gas at unitarity [19–21],
the three dimensional degenerate Bose gas at unitarity
[4], and the two-dimensional Fermi gas at a p-wave reso-
nance [22]. For these systems, scale invariance has been
applied to obtain universal relations for quantities such
as the equation of state, and bulk viscosity [22–24]. The
application of scale invariance in cold atoms is a strong
motivation for a more systematic study of scale symme-
try in non-equilibrium dynamics.
The primary method for theoretically understanding
the dynamics of interacting cold atom systems has been
the scaling solution [25–28]. The scaling solution is a
variational approach that is often applied to semiclassi-
cal approximations. Although the interacting quantum
gas is generally not scale invariant, it was noticed that
the scaling solution provides an approximate description
of the dynamics [29]. An extension of this approach to
examine the effects of broken scale invariance on the dy-
namics of a two dimensional Bose gas, with attractive
interactions, was presented in Ref. [30].
One of the first attempts at understanding the role
of scale invariance on fully quantum dynamics was pre-
sented in Ref. [31]. In this work, the motion of the
moment of inertia was examined for an interacting two-
dimensional Bose gas in a harmonic trap. This system
was shown to have an approximate hidden SO(2,1) sym-
metry. This approximate symmetry is related to confor-
mal symmetry up to the quantum anomaly [32–34]. In
terms of the moment of inertia, it was shown that the ex-
act symmetry fixes the frequency of the breathing mode
at twice the trap frequency. Even though it was first pre-
dicted for bosons, this approximate symmetry is present
for two-dimensional Fermi gases, [31, 35], and has been
observed experimentally for both bosons and fermions
[17, 36]. More recently, the role of scale invariance on
the dynamics of quantum gases in time dependent har-
monic traps was studied experimentally [37].
A full description of scale invariant quantum dynam-
ics can be provided by the general equations of motion.
Equations of motion are useful for addressing the role
of scale invariance on the dynamics of global observables
[31–34, 37, 38]. However this approach becomes rather
difficult, if not unsolvable, when the system is not fine
tuned to scale invariance. In addition, this approach
does not include much local space-time information that
is contained in the wave function itself. A microscopic
approach, which takes into account the SO(2,1) symme-
try on the many body wave function, was put forward in
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2Ref. [39]. In particular, this approach has been used to
study both the energetics and dynamics of unitary Fermi
gases in three dimensions [39, 40], of the Tonks gas in
one dimension [41], and for harmonically trapped scale
invariant systems [42].
For a given physical system, scale invariance is the
result of the system residing at a fixed point of the
renormalization group equations [43, 44]. Most sys-
tems will possess multiple fixed points, each character-
ized by their own infra-red stabilities and critical expo-
nents. In the context of three dimensional cold gases,
there are two fixed points available: the non-interacting
and resonantly-interacting quantum gas. When a system
resides at a fixed point, certain dynamics, following the
Heisenberg equations of motion, will be dictated by the
scale symmetry alone, and neither on the stability of the
fixed point, nor the microscopic features of the system.
This begs the question, how the non-equilibrium dy-
namics will be affected by the stability and universal-
ity of the fixed point, when one deviates from the fixed
point. Will the non-equilibrium dynamics be completely
equivalent near different fixed points, or will they fall
into their own stability and universality class? To per-
form such a study one must extend the analysis of dy-
namics, not only to the resonant fixed point, but also to
the vicinity of the fixed point, where the scale symme-
try is broken explicitly, but slightly. Although there has
been numerous theoretical studies on strongly interact-
ing quantum gases using scale symmetry [23, 24, 45–47],
a complete understanding of three-dimensional resonant
quantum gases has yet to be achieved. It is not surprising
that the categorization of the dynamics near the different
scale invariant fixed points has been uncharted waters for
theorists.
In this article we lay down the general framework for
categorizing the dynamics away from a given fixed point.
This formalism is valid for arbitrary number of parti-
cles, regardless of their statistics. We show that the
dynamics do indeed depend upon whether one deviates
from the resonantly-interacting or non-interacting fixed
point. To perform this study, we employ the microscopic
wave function which explicitly exhibits conformal sym-
metries. This approach is useful for studying the dy-
namics slightly away from a scale invariant point, as it
expands the dynamics in terms of a complete set of wave
functions whose unitary evolution is equivalent to a time
dependent rescaling.
In this work we state two main results: i) for three
dimensional systems away from the resonant fixed point,
we find that the dynamics are fundamentally different in
comparison to the dynamics at the resonant fixed point
itself. Near resonance, the scale invariant dynamics are
broken by a non-trivial logarithmic time dependence, the
presence of which is non-pertubative, and depends only
on deviating from the resonant fixed point. ii) We pro-
vide an experimental proposal on how to detect these
predictions using an ensemble of two-body systems in an
optical lattice.
As a concrete example we employ this formalism
to study the dynamics of two systems: the two-body
problem with short ranged interactions, and the non-
interacting quantum gas in the presence of a short ranged
impurity, both in three spatial dimensions. In general,
these two systems are not scale invariant, thanks to the
presence of a finite scattering length, a. However, when
a is infinite or zero, these systems will become scale in-
variant. In cold atom experiments both scale invariant
fixed points can be achieved thanks to the presence of
Feshbach resonances [2].
The remainder of the article is organized as follows: in
Section II we review the many body wave function. The
dynamics of scale invariant systems are studied in Sec-
tion III. The general formalism for describing the non-
equilibrium dynamics away from a fixed point is then
given in Sec. IV. The dynamics of the two body problem
are then considered in Sec. V. In Sec. VI we consider
the dynamics for the non-interacting quantum gas in the
presence of an impurity. We then conclude with a dis-
cussion of the results in Section VII.
II. DYNAMICS IN AN EXPANDING
CO-MOVING FRAME
We begin by examining the time dependent many body
Schrodinger equation for a system of N particles with
spin-independent interactions, V (~r), and in an external
potential, U(~r), in three spatial dimensions:
i∂tψ ({~ri, σi}, t) = Hψ ({~ri, σi}, t) ,
H =
∑
i
[
−1
2
∇2i + U(~ri)
]
+
1
2
∑
i,j
V (~ri − ~rj), (2.1)
where the atomic mass, m, and ~ have been set to unity.
~ri and σi designate the position and spin of the ith par-
ticle, respectively.
For systems with scale invariance or that are nearly
scale invariant, it is convenient to introduce the wave
function:
ψ({~ri,σi}, t) =
1
λ3N/2(t)
e
i
2
∑
i r
2
i λ˙(t)/λ(t)φ
(
{ ~ri
λ(t)
, σi}, τ(t)
)
.
(2.2)
In Eq. (2.2), λ(t) is a time dependent scaling factor with
units of length, and τ(t) is a dimensionless effective time.
The wave function, φ({~ri/λ(t), σi}, τ(t)), contains all the
many body information of the original wave function,
and is both appropriately symmetrized and normalized.
This wave function was first introduced in Ref. [39]. The
validity of this wave function for non-relativistic quantum
systems was discussed in Ref. [48].
3Eq. (2.2) is motivated by the scale transformation
given by Eq. (1.1). It combines a time dependent rescal-
ing of the spatial coordinates with a gauge transforma-
tion. The effect of this combination is to separate the
simple rescaling dynamics governed by λ(t) from the non-
trivial dynamics governed by τ(t).
After substituting Eq. (2.2) into Eq. (2.1), it is
possible to find a Schrodinger equation that de-
scribes the non-trivial dynamics contained in the field
φ({ri/λ(t), σi}, τ(t)):
i
∂
∂τ
φ({~xi, σi}, τ) = H˜(τ)φ({~xi, σi}, τ),
H˜(τ) =
∑
i
[
−1
2
∇˜2i +
x2i
2
+ λ2(τ)U(λ(τ)~xi)
]
+
1
2
∑
i,j
λ2(τ)V (λ(τ)(~xi − ~xj)). (2.3)
In Eq. (2.3), the effective spatial and temporal coordi-
nates in Eq. (2.3) are defined as:
~xi = ~ri/λ(t), i = 1, 2, ..., N
τ(t) = arctan
(
t
λ20
)
, 0 ≤ τ < pi/2
λ(t) = λ0
√
1 +
t2
λ40
, λ(τ) = λ0 sec(τ). (2.4)
The full derivation of Eqs. (2.3) and (2.4) is given in
Appendix A.
Eq. (2.3) is just the Schrodinger equation for an inter-
acting quantum gas in a harmonic trap. Physically, this
transformation is equivalent to studying the dynamics in
an expanding co-moving frame with coordinates given by
Eq. (2.4). The harmonic potential in Eq. (2.3) is simply
a fictitious force which appears because one is working in
this co-moving frame. The penalty for using this trans-
formation is that the interactions and external potentials
now acquire time dependence.
III. DYNAMICS AT A SCALE INVARIANT
FIXED POINT
When a quantum system in the laboratory frame
possesses scale invariance, the Schrodinger equation,
Eq. (2.1), is invariant under Eq. (1.1). For this to be true,
a scale invariant Hamiltonian in the laboratory frame,
Hs, must rescale like the time derivative: H
′
s = e
2bHs.
This implies that for a system to be scale invariant, any
potential must scale like the time derivative. That is,
a scale invariant external potential, Us(~r), and interac-
tion potential, Vs(~r), must satisfy: Us(~re
−b) = e2bUs(~r),
Vs(~re
−b) = e2bVs(~r), for some scaling factor, b. The main
consequence of the scale symmetry on Eq. (2.3), is that
any scale invariant Hamiltonian in the laboratory frame,
will transform into a time independent Hamiltonian in
the co-moving reference frame, H˜:
H˜ =
∑
i
[
−1
2
∇˜2i +
x2i
2
+ Us(~xi)
]
+
1
2
∑
i,j
Vs(~xi − ~xj).
(3.1)
Although Hs in the laboratory frame is scale symmet-
ric, H˜, defined in the co-moving frame, no longer pos-
sesses scale symmetry. However, H˜ does form part of
the conformal, or so(2,1), algebras [39, 49–51]. One can
show that this symmetry guarantees that the spectrum
of Eq. (3.1) contains a series of evenly spaced states:
En = 2n+E0, n = 0, 1, 2, .... This spectrum is known as
the confromal tower. In general, there can be multiple
conformal towers present, each with a different ground
state eigenvalue, E0. This ground state energy is re-
lated to the scaling dimension of a given primary oper-
ator [51]. In terms of dynamics, the breathing modes in
two-dimensional quantum gases are an approximate con-
formal tower, a result of the approximate SO(2,1) sym-
metry [17, 31, 35, 36].
In the laboratory frame, the conformal tower states of
Eq. (3.1) are given by [52]:
ψn({~ri}, t) =
1
λ3N/2(t)
e
i
2
∑
i r
2
i λ˙(t)/λ(t)φn
(
{ ~ri
λ(t)
}
)
e−iEnτ(t).
(3.2)
Although the confromal tower states are not eigenstates
of the original Hamiltonian, Eq. (2.1), they are nonethe-
less characterized by a simple global phase as if they were
standard eigenstates:
Γn(t) = Enτ(t) =
∫ t
0
dt′
En
λ2(t′)
,
Γn(t λ20) ≈ En(pi/2 +O(λ20/t)). (3.3)
As these phases appear in an identical way as the
phases of standard eigenstates, it is tempting to intro-
duce the concept of quasi energies associated with Γn(t):
Equasin = ∂tΓn(t) = En/λ
2(t). (3.4)
These quasi energies turn out to be related to the physical
energy of a conformal state in the laboratory frame. By
using the so(2,1) algebra, one can show that:
〈n|Hs|n〉 = 1
2λ20
En, (3.5)
where 〈{~xi}|n〉 = φn({~xi}). For these reasons, the quasi
energies defined here turn out to be the most useful to
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Figure 1: The conformal tower states in both a) the
laboratory frame, and b) in the co-moving frame. In the
laboratory frame, the eigenstates of Eq. (3.1), are
evenly spaced but contract like t−2 in the long time
limit, t λ20, see Eq. (3.4). In the co-moving frame the
spectrum does not evolve with time.
our understanding of scale invariant dynamics and the
relevance of the perturbations breaking scale invariance.
In the long time limit, t  λ20, the quasi-energies in
the laboratory frame will be compressed as t−2. In the
co-moving frame, these conformal tower states states do
not evolve with time, and the spectrum is rigid. The
differences between the co-moving and laboratory frames
are shown in Fig. (1). In either case, the phase factor will
approach a constant at long times.
Since the dynamical phase approaches a constant, see
Eq. (3.3), the wave function for a scale invariant system,
in the co-moving frame, freezes. When this happens all
the long time dynamics in the laboratory frame will be
related by a time-dependent rescaling. To be explicit, if
one considers a local operator, O, of scaling dimension,
dO, one obtains the approximate scaling solution for the
dynamics:
lim
t→∞〈O〉(t) =
∫
d3N{~r1}
λ3N (t)
∣∣∣∣φ({ ~riλ(t)}, τ(t)
)∣∣∣∣2O({~ri}),
≈ 1
λ(t)dO
∫
d3N{~xi} |φ({~xi}, pi/2)|2})O˜({~xi}),
≈ 1
λdO (t)
〈O˜〉(pi/2), (3.6)
where 〈O˜〉(pi/2) is the asymptotic expectation value of
the operator in the co-moving frame. Eq. (3.6) only de-
pends on the scale symmetry of the initial Hamiltonian
in the laboratory frame. It does not depend on the statis-
tics or the number of particles in the system and applies
to general scale invariant many body systems.
To give a more concrete example, consider the moment
of inertia operator, r2 of an N -particle system:
r2 ≡ 1
N
N∑
i=1
r2i
lim
t→∞〈r
2〉(t) = λ2(t)
∫
d3N{~xi}|φ({~x}i, pi/2)|2x21,
= λ2(t)〈x2〉(pi/2), (3.7)
where 〈x2〉(τ) is the moment of inertia for the N -particle
system in the co-moving reference frame.
As we will see in the next section, the dynamical
phase is equally important for understanding the dynam-
ics away from a scale invariant fixed point.
IV. DYNAMICS AWAY FROM A SCALE
INVARIANT FIXED POINT
In this section we put forward a general formalism for
studying the dynamics away from a scale invariant fixed
point. This formalism allows one to contrast the dy-
namics near different scale invariant fixed points. This
discussion does not depend on the number of particles
or their statistics, only on deviating from a given fixed
point.
We first write the effective Hamiltonian in Eq. (2.3),
H˜(τ), as a sum of two parts:
H˜(τ) = H˜ + δH˜(τ), (4.1)
where H˜ is the scale invariant Hamiltonian in the lab-
oratory frame, transformed into the co-moving frame,
Eq. (3.1), and δH˜(τ) is the deviation from H˜. As dis-
cussed in the previous section, H˜ is time independent due
to the scale symmetry in the laboratory frame, and thus
all the time dependence of the interaction is contained in
δH˜(τ).
For the most general deviation that we want to con-
sider, the deviation operator in the co-moving frame can
be written in the form:
δH˜(τ) = h˜
(
λ(τ)
a
)α
= h˜
(
λ0
a
)α
secα(τ). (4.2)
The exponent, α, in Eq. (4.2) is fully controlled by
the scaling behaviour of the Hamiltonian near the scale
invariant fixed point from which the system is deviating.
That is, α only depends on the renormalization flow near
the fixed point, and hence the universality class of the
fixed point. Although the dynamics discussed in Sec. III
only rely on the presence of scale invariance, disregarding
the types of fixed points involved, the quantum dynamics
when deviating from a scale invariant fixed point strongly
depends on which fixed point is involved. To highlight
this point, we further look into the scaling behaviour of
5the short range interaction, or the renormalization of the
interaction constant, g.
In three dimensional (s-wave) scattering, the two scale
invariant fixed points correspond to i) a non-interacting
gas and ii) a resonant gas. The scaling behaviour near
these two special models can be conveniently studied via
the renormalization group equations for the dimension-
less coupling constant, g˜ = gΛ/2pi2. Under a scale trans-
formation, where the ultra-violet cut-off transforms as
Λ′ → Λeb, g˜(b) follows the differential equation:
dg˜
db
= β(g˜) = g˜ + g˜2. (4.3)
Eq. (4.3) describes how the interaction constant g˜(b),
or the interaction Hamiltonian, rescales as a function of
eb, or equivalently, the rescaled momentum cut-off. It
contains two scale invariant fixed points, which corre-
spond to the two zeroes of the beta-function, β(g˜). One
is g˜∗ = 0, the non-interacting theory, and the other is
g˜∗ = −1, the resonance fixed point with strong interac-
tions. At these two points, g˜(b) remains constant under
the scale transformation, and is hence scale invariant.
Near the non-interacting fixed point, one can easily
verify, by linearizing the beta function, that:
g˜ ∼ Λeb, (4.4)
as we take the infra-red limit, or as b approaches −∞.
This simply indicates the stability of the three dimen-
sional free particle fixed point in the long wavelength
limit. This analysis suggests that g˜ itself shall have the
same scale dimension as the momentum Λeb, or equiva-
lently the inverse of the length scale in the problem, λ(t).
Hence α = −1 in δH˜(τ).
However, near the resonant fixed point, g˜∗, the pertur-
bation away from the fixed point rescales as:
δg˜ = g˜ − g˜∗ ∼ Λe−b, (4.5)
as anticipated since the resonance fixed point is unstable
in the infra-red limit, or when b tends to minus infin-
ity. This implies that δg˜, as well as δH˜, shall rescale
as the length scale, λ(t), in contrast to the free particle
fixed point where δH˜(τ) is proportional to 1/λ(t). Con-
sequently, α = +1 near resonance. In Appendix B, we
show this is indeed the case. In general, one can show
that the scaling exponent for a deviation from a given
fixed point, −α, is exactly equal to the derivative of the
beta-function at the fixed point:
α(g˜∗) = − ∂β(g˜)
∂g˜
∣∣∣∣
g˜=g˜∗
. (4.6)
Note that since all the scaling analysis has been carried
out without referring to the details of the energetics, but
only on the universal aspect of the scaling properties,
they are applicable to arbitrary number of particles, N .
This approach is valid in both the many-body limit when
N taken to be infinity and few body cases when N =
2, 3, 4....
Furthermore, after proper regularization, h˜ is a univer-
sal, time-independent, dimensionless, operator that only
depends on the number of particles, N . In Appendix C,
explicit calculations for h˜ can be found for the deviation
near the resonant, and non-interacting fixed points, for
both the two-body problem, and for the non-interacting
quantum gas in the presence of an impurity.
To solve the time dependent Schrodinger equation
away from a given fixed point in the co-moving refer-
ence frame, Eq. (2.3), it is convenient to use the interac-
tion picture with respect to H˜. The formal solution to
Eq. (2.3) is given by [53]:
φ({~xi}, τ) =
∑
n
Cn(τ)e
−iEnτφn({~xi}),
Cn(τ) = 〈n|Te−i 0τdτ ′δH˜I(τ ′)|ψ0〉,
δH˜I(τ) = e
iH˜τδH˜(τ)e−iH˜τ , (4.7)
where 〈{~xi}|n〉 = φn({~xi}) are the eigenstates of
Eq. (3.1) with energies En = 2n + E0, 〈{~ri}|ψ0〉 =
λ
−3N/2
0 φ({~ri/λ0}) is the initial wave function, and T rep-
resents the time ordering operator.
Although Eq. (4.7) gives the exact solution, it is in-
structive to first consider how the conformal tower states
are hybridized by the interaction, as a function of time.
For a given conformal tower state, the number of other
states which are hybridized by the interaction, to lowest
order, can be easily measured by the ratio of the strength
of the interaction to the level spacing in the tower. In the
laboratory frame the strength of the deviation will be
given by δH(t) ∝ λα−2(t)/aα, while the quasi-energies
are given in Eq. (3.4). As a result the number of states
effectively coupled to a given state by the lowest order
interaction effect is given by:
Ncoupled =
1
aα
λα−2(t)
2/λ2(t)
=
1
2
(
λ(t)
a
)α
≈ 1
2
(
t
λ0a
)α
(4.8)
For α ≥ 1, Ncoupled diverges as a function of time, i.e.
more and more states will be affected by the perturba-
tion. This indicates the potential breakdown of perturba-
tion theory, as will be further proved later on. For α < 1,
the perturbation grows either too slowly, or decreases too
quickly, compared to the compression of the conformal
tower states. In the co-moving frame, the energies do
not evolve with time, but the strength of the perturba-
tions on the other hand scales as λα(t), again, leading to
the same result in Eq. (4.8). For the cases α = 1 and
60 0.5 1 1.5 2 2.5 3
t/ 0
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E n
,
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Figure 2: Here we show the conformal tower spectrum
and perturbation in both a) the laboratory frame, and
b) the co-moving frame. The blue (dotted) lines
correspond to the conformal tower states. The red
(solid) and black (dash-dotted) lines correspond to
deviations with scaling, α = 1 and α = −1, respectively.
For scaling α = 1, the interaction eventually couples
more and more states, see Eq. (4.8), with Ncoupled ∝ t.
For α = −1, the interaction vanishes with time, i.e. for
long times, fewer and fewer states are coupled together
with, Ncoupled ∝ 1/t. We therefore expect a breakdown
of time-dependent perturbation theory for α ≥ 1.
α = −1, we compare the perturbation strength to the
quasi-energies in Fig. (2).
The divergence or disappearance of Ncoupled with time
is reflected in the time-dependent perturbation theory.
Consider the dynamics in the co-moving frame for sim-
plicity. For α ≥ 1, the interaction diverges as: (pi/2 −
τ)−α, in the long time limit, i.e. when t λ20, or equiva-
lently, when τ approaches pi/2. This divergence is linked
to the growth of Ncoupled ∝ tα. To clearly see this, con-
sider the expansion coefficients at long times, to first or-
der in perturbation theory, for α = 1:
Cn(τ) ≈ Cn(0)− iλ0
a
log
(
1
pi/2− τ
)
· 〈n|e−iH˜pi/2h˜e−iH˜pi/2|ψ0〉+ ... (4.9)
As seen in Eq. (4.9), in the long time limit the strength
of the interaction diverges logarithmically, regardless of
how small the initial deviation is. For even larger scaling
dimensions, α > 1, the divergence becomes more severe.
For any scaling, α ≥ 1, perturbation theory will eventu-
ally become inadequate at describing the long time dy-
namics.
To illustrate this point further, consider the result of
time dependent perturbation theory on the dynamics of
the effective moment of inertia, 〈x2〉(τ), when α = 1. To
second order in the interaction, the moment of inertia
will have the form:
〈x2〉(τ) = A+Bλ0
a
log
(
1
pi/2− τ
)
sin(2τ)
+D
λ20
a2
log2
(
1
pi/2− τ
)
+ .... (4.10)
In Eq. (4.10) the coefficients A, B, and D depend on
the zeroth, first, and second order expansions of Eq. (4.7),
in terms of the interaction, respectively. The term pro-
portional to (λ0/a)
0 is the scale invariant result given
in Eq. (3.7). The term linear in λ0/a is only important
at short times because sin(2τ) vanishes as λ20/t, in the
long time limit. Therefore at sufficiently long times the
term linear in λ0/a will disappear while the quadratic
term diverges. For this reason, it is necessary to develop
a non-perturbative treatment for the breaking of scale
invariance.
As shown in Appendix D, it is possible to explicitly
determine the leading long time behaviour of the time-
ordering operator in Eq. (4.7), when α ≥ 1:
lim
τ→pi/2
Te−i
∫ τ
0
dτ ′δH˜I(τ ′) ≈
exp
(
i
λ0
a
V˜I log(pi/2− τ)
)
, α = 1,
exp
(
−iV˜I
(
λ0
a
)α
1
α− 1
1
(pi/2− τ)α−1
)
, α > 1,
(4.11)
where the operator, V˜I , is the many body deviation from
scale invariance in the interaction picture, evaluated at
τ = pi/2:
V˜I = e
iH˜pi/2h˜e−iH˜pi/2. (4.12)
This matrix is universal, time-independent and dimen-
sionless. The concrete form of V˜I only depends on the
number of particles involved, N .
The solution to the unitary dynamics in the co-
moving frame is encapsulated in Eqs. (4.7), (4.11), and
(4.12). This solution is equivalent to a time-independent
problem with Hamiltonian, V˜I , and time coordinate,∫ t
0
dt′Ncoupled(t′)/λ2(t′). In the co-moving frame, the
long time dynamics will exhibit oscillations at frequen-
cies determined by the spectrum of V˜I . In the laboratory
frame, this implies that there are non-trivial dynamics in
addition to the trivial rescaling dynamics. Specifically,
the dynamics of any local operator, O({~ri}), with scal-
ing dimension, dO, will be given by:
lim
t→∞〈O〉(t) ≈
1
λ(t)dO
F
((
λ0
a
)
log(t/λ20)
)
, α = 1,
≈ 1
λ(t)dO
F
((
λ0
a
)α
1
α− 1(t/λ
2
0)
α−1
)
, α > 1,
(4.13)
7where F (t) is a dimensionless function. Although the
specific form of F (t) depends on the number of particles,
the specific observable, and the spectrum of the matrix,
V˜I , here we stress that the argument of this function is set
only by the scaling of the deviation operator, α. There-
fore Eq. (4.13), applies to general many body systems.
In comparison to the result for scale invariant systems,
Eq. (3.6), the long time dynamics are no longer equiva-
lent to a simple time dependent rescaling.
A similar analysis is valid when α < 1. In this case,
Ncoupled grows too slowly, or decreases in the time do-
main relative to the compression of the spectrum. In this
case, an application of time-dependent perturbation the-
ory shows that the deviations from scale invariance will
vanish in the long time limit. The dynamics in the co-
moving frame will then quickly freeze, and the dynamics
in the laboratory frame will become a simple time de-
pendent rescaling. The only difference is that the profile
of the wave function will be altered by the presence of
interactions. The effect of the interactions on the ex-
pansion coefficients is well described by time dependent
perturbation theory.
Eqs. (4.11), (4.12), and (4.13) are the main theoret-
ical results of this paper. These results are valid for a
large number of non-relativistic quantum system close to
a scale invariant fixed point. This formalism does not
depend on the number of particles, nor their statistics,
only on the scaling of the deviation, α. This allows for
a scaling analysis of the dynamics slightly away from a
scale invariant fixed point, even for many body systems.
The remainder of this work will apply this formalism to
two simple systems, the two-body problem, and the non-
interacting quantum gas in the presence of an impurity.
For these systems, the deviation occurs from fine tuning
the potentials away from a scale invariant fixed point.
For such systems, the deviation can be written in the
form:
δH˜(τ) =
1
2
∑
i,j
λ2(τ)V (λ(τ)(~xi − ~xj))− Vs(~xi − ~xj)
+
∑
i
λ2(τ)U(λ(τ)~xi)− Us(~xi). (4.14)
V. DYNAMICS OF A TWO-BODY SYSTEM
In this section we study the dynamics of two particles
with short ranged s-wave interactions. The two particles
can either be two bosons, two fermions in the spin singlet
channel, or two distinguishable particles. For concrete-
ness we consider two particles with identical masses. The
Hamiltonian in the co-moving frame is given by Eq. (2.3),
with the external potential, U(~xi), set to zero.
In this analysis we consider a spherically symmetric,
potential with a finite range, r0  λ0. Since angular mo-
mentum is a good quantum number for such a potential,
the scattering in different angular momentum channels
will be uncoupled. At low energies, only the zero angular
momentum scattering will be appreciable. The s-wave
scattering will introduce a new length scale, the scatter-
ing length, a. This length scale will be present in the
dynamics of the system, and breaks the scale invariance
explicitly. However, the symmetry is restored when the
system is non-interacting, a = 0, or at resonance, a =∞.
To facilitate our study, we also consider a wave func-
tion which is a superposition of only s-wave states with
initially real expansion coefficients. This assumption is
made to clearly highlight the departure from scale in-
variance on the dynamics near the resonant and non-
interacting fixed points.
For two particles in the co-moving frame one can sepa-
rate the center of mass coordinates, ~X, from the relative
ones, ~x. The Schrodinger equation for the center of mass
and relative motion, respectively, are:
i
∂
∂τ
Φ( ~X, τ) =
(
−1
4
∇˜2X + 2X2
)
Φ( ~X, τ),
i
∂
∂τ
φ(~x, τ) =
(
−∇˜2 + 1
4
x2 + λ2(τ)V (λ(τ)~x)
)
φ(~x, τ),
(5.1)
where Φ( ~X, τ) and φ(~x, τ) are the center of mass and
relative wave functions, respectively.
Eq. (5.1) is nothing more than two uncoupled single
particle Schrodinger equations in an external potential.
The dynamics for the center of mass will be equivalent to
the trivial scale invariant dynamics, but the relative mo-
tions can be tuned away from scale invariance by means
of the scattering length. Unless otherwise stated we will
assume the center of mass motion is not entangled with
the relative motion, and will only contribute trivially to
the overall dynamics. The generalization to entangled
motion is straightforward.
A. Near Resonance
For large scattering lengths, we expand the relative
Hamiltonian around the resonant fixed point. As was
discussed in Sec. IV, also see Appendices B and C, the
scaling for the deviation is α = +1. This means that
the interaction can not be ignored in the long time limit
and we need the non-perturbative formalism developed in
Sec. IV. Applying the formalism one can derive an analyt-
ical expression for the matrix, V˜I , defined in Eq. (4.12):
〈n|V˜I |m〉 = fnfm fn =
√
2
pi1/4
(2n− 1)!!√
(2n)!
. (5.2)
The spectrum of V˜I can be determined by noting that
each matrix element of V˜I is a product of two factors.
For these separable matrices, there is a single non-zero
eigenvalue, v, with eigenstate, |v〉:
8v = TrV˜I =
nmax∑
n=0
f2n 〈n|v〉 =
fn√
v
. (5.3)
The eigenvalue, v, diverges with the harmonic quantum
number as:
√
n. We note that this sum is controlled
by the energy scale set by the range of the potential:
nmax = r
−2
0 λ
2
0, where r0 is the range of the potential
with r0  a.
Inserting a complete set of eigenstates for V˜I allows
one to solve Eq. (4.7) for the relative motion:
lim
τ→pi/2
φ({~xi}, τ) ≈
∑
n
e−iEnτ [〈n|ψ0〉
+ 2 i exp
(
i
v
2
λ0
4pia
log(pi/2− τ)
)
· sin
(
v
2
λ0
4pia
log(pi/2− τ)
)
〈n|v〉〈v|ψ0〉φn({~xi})
]
(5.4)
The first term in Eq. (5.4) is the initial expansion
coefficients, and it produces the scale invariant dy-
namics. The presence of the second term will pro-
duce a beat in the probability density of the form
sin2(vλ0/(4pia) log(pi/2− τ)/2), in the co-moving frame,
or sin2(vλ0/(4pia) log(t/λ
2
0)/2), in the laboratory frame.
The beat is illustrated in Fig. (3), where we show the
numerical solution for the probability to be in the res-
onant ground state, |C0|2, for a wave function initially
in the resonant ground state. The solution is obtained
by numerically solving the time dependent Schrodinger
equation, Eq. (2.3). The oscillations at frequency, v/2,
are easily observed and are well described by Eq. (5.4).
As an example of the breaking of scale invariance, con-
sider the time evolution of the moment of inertia for the
two-body system:
lim
t→∞〈r
2〉(t) ≈ λ2(t) (〈X2〉(pi/2) + 〈x2〉(τ(t)) . (5.5)
In the co-moving frame, the contribution to the center of
mass, 〈X2〉(τ), will saturate for the product states under
consideration here. In this case, only the relative motion
is complicated due to the breaking of scale invariance. In
Fig. (4), we show the relative moment of inertia. In the
co-moving frame, the log-periodic oscillations are clearly
visible. In terms of the laboratory frame, the dynamics
of the relative moment of inertia are given by:
lim
t→∞〈x
2〉(t) ≈ A+B sin
(
v
λ0
4pia
log(t/λ20)
)
λ20
t
+D sin2
(
v
2
λ0
4pia
log(t/λ20)
)
. (5.6)
In Eq. (5.6), the coefficients A, B, and D depend on
the initial conditions, and the range of the potential, r0,
Figure 3: The probability for the particle to remain in
the resonant ground state in the co-moving frame, for
large finite scattering lengths, a λ0, as a function of
−λ0/(4pia) log(pi/2− τ). This result has been obtained
by numerically solving Eq. (4.7) with λ0/(4pia) = 0.015
and r0/λ0 = 10
−3/2. The system is initially prepared in
the ground state of the resonant model. Very quickly
the probability satisfies Eq. (5.4), and develops
oscillations at the frequency v/2 = 20.14.
through the state |v〉. Explicit expressions for these coef-
ficients are given in Appendix E. This result is consistent
with Eq. (4.13) and is identical to the time dependent
perturbation theory, Eq. (4.10), if one expands the sine
functions to first order in vλ0/(4pia) log(t/λ
2
0). The pres-
ence of the beat in the expansion coefficients can lead to
significant deviations from the scale invariant dynamics,
which can be seen in Fig. (4).
In addition to these results, we note that the two-body
interaction does not break translational invariance in the
laboratory frame. Thus, it is meaningful to study the dy-
namics of the momentum distribution, n(k, t). In partic-
ular, we examine the dynamics of the contact [45]. The
contact is defined by the assymptotic behaviour of the
momentum distribution: C(t) = limk→∞ k4n(k, t). The
dynamics of the contact at resonance, and for weak inter-
actions has been discussed previously in Ref. [40]. Here
we extend their analysis to study the dynamics of the
contact away from resonance.
In order to obtain the momentum distribution near res-
onance, we will again assume that the initial wave func-
tion is a product state between the center of mass, and
relative motion. One can then integrate out the center
of mass coordinate to unity, and examine the momentum
distribution for the relative coordinate. The relative mo-
mentum distribution for this case is related to the Fourier
transform of the solution for the relative wave function,
Eq. (4.7), in the laboratory frame:
9Figure 4: The time evolution of 〈x2〉(τ) as a function of
−λ0/(4pia) log(pi/2− τ). This has been obtained by
numerically solving the near resonant wave function,
Eq. (4.7). In this calculation, the system was prepared
in the ground state with λ0/(4pia) = 0.015 and
r0/λ0 = 10
−3/2. The dynamics can be fit to Eq. (5.6),
with oscillations at frequency v/2 = 20.14. In the inset,
the dynamics over the entire range is shown.
ψ(k, t) =
∑
n
e−2inτ
λ3/2(t)
〈n|eiλ0a log(t/λ20)V˜I |ψ0〉·∫
d3rei
r2
2
λ˙(t)
λ(t)
−i~k·~rφn
(
~r
λ(t)
)
, (5.7)
For large momenta, the integrand of Eq. (5.7) will be
dominated by the contribution at short distances, r 
k−1. Again it is possible to obtain an analytical expres-
sion for the contact:
C(t) = lim
k→∞
k4n(k, t) = lim
k→∞
k4 |ψ(k, t)|2 ,
=
1
λ(t)
C˜(t),
C˜(t) =
∣∣∣∣∣∑
n
〈n|eiλ0a log(t/λ20)V˜I |ψ0〉e−2inτ
√
pi
2
fn
∣∣∣∣∣
2
, (5.8)
where the matrix elements of V˜I and fn are given in
Eq. (5.2).
At resonance, the contact in the co-moving frame,
C˜(τ), tends to a constant which depends on the initial
conditions. This result was obtained in Ref. [40]. Near
resonance, however, the expansion coefficients are time
dependent due to the log-periodic beat, Eq. (5.4). The
beat in the expansion coefficients will translate to a beat
in the contact:
lim
t→∞C(t) ≈
E
λ(t)
+
F
λ(t)
sin2
(
v
2
λ0
4pia
log
(
t
λ20
))
,
(5.9)
where E and F are two coefficients, which are given ex-
plicitly in Appendix E, and we have neglected terms that
vanish as λ20/t. The first term is the resonant scale in-
variant result, while the second term is the deviation that
arises from breaking the scale invariance. Again, the
presence of the log-periodic beat only depends on the
deviation from resonance. The amplitude of the beat is
controlled by the constant F which depends on the finite
range, r0, through the state |v〉.
B. Weakly Interacting
At small scattering lengths, we expand the total Hamil-
tonian around the non-interacting fixed point. As seen
in Sec. IV, the scaling of the interaction is: α = −1.
In this case the dynamics in the co-moving frame are
well described by time dependent perturbation theory.
In the laboratory frame the dynamics will become a sim-
ple time-dependent rescaling in the long time limit.
C. Experimental Application
Although the conclusion of the relevance of the per-
turbation near the resonant fixed point is general, and
applicable to both few and many body systems, here
we discuss a specific experiment to verify our theoretical
predictions on broken scale invariant dynamics. We pro-
pose to prepare an ensemble of two-body states tightly
confined in micro-traps that are periodically arranged in
an optical lattice (see Fig. (5)). The confinement ra-
dius, λ0, of each micro-trap, to a very good approxima-
tion, is simply the harmonic length of each tightly con-
fining micro-trap, which depends on the laser intensities:
λ0 =
√
~/2mω, and ω2 = (1/3m)∇2V (r)|~r=~r0 (assuming
cubic lattice symmetry), where the derivatives are eval-
uated at the lattice sites of the optical lattice, which are
formed by the minima of the confining potential energy,
V (~r), see Eq. (5.10). To enhance the effect of broken
scale invariance and for the convenience of experimen-
tal observation, we further propose to use three pairs of
coplanar lasers angled at a small θ to create a lattice with
a controllable and relatively large lattice constant, al(θ).
The laser set up is shown in Fig. (5) a). For each
dimension, the two coplanar beams have wave vectors
~k1, and ~k2. The two beams will then interfere and create
a standing wave with an effective wave vector, δ~kα =
(~k1−~k2)α = k sin(θ/2)eˆα, where eˆα is the unit vector for
direction α = x, y, z. In this experiment we assume that
each pair of coplanar beams are constructed to produce
a periodic potential of the form:
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V (~r) =
V0 cos
2
(
k sin
θ
2
x
)
cos2
(
k sin
θ
2
y
)
cos2
(
k sin
θ
2
z
)
(5.10)
where V0 is proportional to the laser intensity. The lattice
constant for this potential is given by:
al =
pi
k sin θ2
. (5.11)
In practice, the lattice constant can be tuned up to the
order of millimetres by decreasing θ.
Now it is possible to create an ensemble of two-body
systems via an optical lattice [54, 55] by downloading
pre-cooled atoms either a) in the presence of Feshbach
resonance, or b) in the absence of scattering. The two
situations, a) and b), correspond to the two fixed points
studied in previous sections, the resonant and free parti-
cle fixed points, respectively. As the tunnelling is negligi-
ble in the limit of tight confinement, each approximately
harmonic micro-trap will host conformal tower states. If
the atoms are at rest in the ground state, the initial state
will be at the bottom of the tower. At t = 0, the lattice is
then turned off but the magnetic field is simultaneously
varied so that the systems are no longer at resonance (a),
or zero scattering (b).
The expansion of the two-body ensemble, shown in
Fig. (5) b), can then be observed to verify the main
conclusions about the relevance or irrelevance of devi-
ations from a scale invariant fixed point. Near resonance
the dynamics should be modified by a non-perturbative
log-periodic time dependence, see Eqs. (5.4) and (5.6)
as well as Figs. (3) and (4), while for weak interactions
the long time dynamics are equivalent to a rescaling. As
far as λ(t)  al/2, each two-body system will expand
independently in free space. For systems with initially
tight confinement, λ0  al, the effect of broken scale in-
variance on the dynamics will then be visible for times:
λ20  t alλ0.
VI. DYNAMICS OF A NON-INTERACTING
QUANTUM GAS IN THE PRESENCE OF AN
IMPURITY
We now apply the formalism of Sec. IV to the dynam-
ics of a non-interacting quantum gas in the presence of a
short ranged, immobile impurity, in three spatial dimen-
sions. The effect of the impurity is to create an external
potential for the quantum gas. The effective Hamilto-
nian for the system, is given by Eq. (2.3), with the inter-
particle interaction, V (~x), set to zero.
As mentioned in the previous section, the relative mo-
tion of a two body system is equivalent to a single particle
Figure 5: Proposed experimental set up for examining
broken scale invariance on two-body dynamics. a) To
create a three dimensional lattice, with a lattice
constant, al, much larger than the optical wavelength,
three pairs of coplanar beams are needed. Each pair of
beams will have the same wave number, k, but an
angle, θ between them. The resulting optical lattice will
be due to the difference between the two beams:
δkα = sin(θα/2)kα, for α = x, y, z. If each of the
different pairs of beams lie in different orthogonal
planes, the result will be a square lattice. b) A
schematic of the experiment. Here we show a single
dimension of the resulting optical lattice. At t = 0 the
lattice is removed so the two-body systems can expand
in free space. For times, λ20  t alλ0, the dynamics
of the whole system will be equivalent to an ensemble of
independent two-body systems.
moving in an external potential. For that reason, the re-
sults from Sec. V are equally applicable to a single parti-
cle interacting with an impurity potential, see Eqs. (5.4),
and (5.6) as well as Figs. (3) and (4). Although these re-
sults were obtained for a single particle, the extension to
N particles is straightforward. For multiple cold atoms,
the dynamics can be understood by examining how N
particles occupy the eigenstates of V˜I . For fermions, the
Pauli-exclusion principle prevents multiple fermions with
the same spin to occupy the state, |v〉. This results in
the appearance of a single frequency v in the dynamics.
On the other hand, if the system is composed of bosons
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which have condensed, the dynamics will be identical to
a single particle, and will still have oscillations at the
frequency, v.
In general, for a N -body system, the wave function in
the co-moving frame can be written in terms of:
φ(x1, ..., xN ,τ) =
∑
{ni}
[
ψ({ni}, τ)e−i
∑N
i=1 2niτ×
1√
N !
∑
P
(±1)PφnP1 (x1)φnP2 (x2)...φnPN (xN )
]
(6.1)
where the first summation runs over all distinct com-
binations of single particle conformal states, n1, ..., nN ,
where each individual ni, runs from ni = 0, 1, ..., nmax,
and i = 1, 2, ..., N . The second summation is over all the
permutations of the set n1, ..., nN . The factor of (±1)P
ensures the correct particle exchange symmetry for ei-
ther bosons, or fermions, with P being the number of
exchanges to reach the given permutation. The expan-
sion coefficients, ψ({ni}, τ), are normalized to unity.
For this general wave function, one can show that the
moment of inertia for a non-interacting quantum gas has
the same form as Eq. (5.6). In Appendix E, explicit ex-
pressions for the the coefficients, A, B, and D are given
for N particles.
A. Trapped Impurity
So far the impurity has been assumed to be immobile.
Practically, an impurity atom can never be truly immo-
bile thanks to zero point motion. Here we consider a
more realistic set up: a quantum gas interacting with an
impurity of mass, M , that is subjected to a harmonic
trap of frequency ωI .
In the laboratory frame, the Hamiltonian for the sys-
tem is:
H =
∑
i
−1
2
∇2i −
1
2M
∇2I +
1
2
MωIR
2
I +
∑
i
U(~ri − ~RI),
(6.2)
where U(~r) is the short range atom-impurity interaction.
In this Hamiltonian, the motion of the trapped impurity
atom is included alongside the quantum gas. The op-
erators, RI and −i∇I are the coordinate and momenta
operators for the impurity atom, while ~ri and −i∇i are
still the coordinates and momenta for the quantum gas.
One can still use Eq. (2.2) to move to the expanding
co-moving frame. In order to examine the dynamics of
the quantum gas, it is ideal to choose Eq. (2.4) as the
solution for λ(t). This choice of λ(t) then gives the mod-
ified effective Hamiltonian:
H˜ =
∑
i
(
−1
2
∇˜2i +
1
2
x2i + λ
2(τ)U(λ(τ)(~xi − ~XI))
)
− 1
2M
∇˜2I +
1
2
MX2I
(
ω2Iλ
4(τ) + 1
)
(6.3)
where ~XI = ~RI/λ(t).
Eq. (6.3) states that the impurity is subject to a
harmonic trap of frequency:
√
ω2Iλ
4(τ) + 1. As τ ap-
proaches pi/2, the frequency of the trap will diverge. In
this case, we expect that the motion of the impurity to be
adiabatic, and that the impurity will become more and
more localized near the origin.
To test this hypothesis, we show in Fig. (6) a) the
probability for the impurity to be in the instantaneous
ground state of the trap, when it was initially prepared in
the ground state. It is easy to see that the adiabatic ap-
proximation works extremely well in the long time limit.
The fluctuations in the position of the trapped impurity,√〈X2I 〉, can then be related to the instantaneous trap
size:
√
〈X2I 〉 =
√
1
MωIλ20
cos(τ), (6.4)
which vanishes in the long time limit. The dynamics of
this expectation value is shown in Fig. (6) b).
The adiabatic dynamics in the co-moving frame is in-
tuitive when one considers the motion in the laboratory
frame. For heavy impurities, or large trapping potentials,
the interaction between the impurity and the gas will not
excite the impurity. As a result, when the gas expands
further away from the impurity, the impurity will remain
near the origin, and it’s exact position in the trap will
become more and more irrelevant to the expanding gas.
The adiabaticity of the impurity results in a form of
coarse grained dynamics for the quantum gas. In the
long time limit, the dynamics of the quantum gas will be
insensitive to the initial preparation of the impurity, and
all the results obtained for the immobile impurity will be
valid for the trapped impurity when: t λ20.
VII. DISCUSSION
The main result of this work is the formalism devel-
oped to describe the dynamics slightly away from dif-
ferent scale invariant fixed points, see Eqs. (4.2), (4.7),
(4.11), (4.12), and (4.13). In the context of cold gases,
this approach is equally valid near both the non- and
resonantly-interacting fixed points. The dynamics near
these fixed points can be qualitatively determined by the
scaling of the deviation, α, given in Eq. (4.2). This scal-
ing can be determined by using a scaling analysis, and
is found to be given by the linearized beta function near
a given fixed point. For deviations that have a scaling,
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Figure 6: The time evolution of the trapped impurity
according to Eq. (6.3) in units of λ0, for MωIλ
2
0 = 3. a)
The probability of being in the instantaneous ground
state of Eq. (6.3). b) The fluctuations of the trapped
impurity position, Eq. (6.4), in both the laboratory
(dashed line) and co-moving frames (solid line).
α ≥ 1, the long time dynamics, t  λ20, can not be de-
scribed by time dependent perturbation theory. Instead,
the long time behaviour of the wave function is encapsu-
lated in a time-independent, universal matrix, V˜I , given
in Eq. (4.12). In the opposite limit, α < 1, perturbation
theory provides an accurate description of the dynam-
ics. In this case, the wave function will freeze in the
co-moving reference frame, while the dynamics in the
laboratory frame will become a simple time-dependent
rescaling.
This formalism was applied to the dynamics of both
the non-interacting quantum gas in the presence of an im-
purity, and of the interacting two-body problem in three
spatial dimensions. Near resonance, a log-periodic beat
appears in the expansion coefficients, Eq. (5.4), with a
frequency which depends on the finite range of the inter-
action, Eq. (5.3). This beat will is visible in the dynamics
of the system, see Eqs. (5.6), and (5.9).
The relevancy of the interaction also allows one to
compare the results discussed above with one dimen-
sional systems with either s-wave, or p-wave, interactions.
For one dimensional s-wave systems, the non-interacting
fixed point and resonant fixed point switch; i.e. the
resonant fixed point is infra-red stable, while the non-
interacting fixed point is unstable. Repeating our cal-
culation shows the dynamics agree with the relevancy of
the perturbation. Namely, the scaling dimension of the
deviation near the weakly interacting fixed point have
scaling, α = 1, and are thus relevant, while α = −1,
near the resonant fixed point. For p-wave interactions in
one dimension, a renomalization group approach shows
the physics should be identical to the three dimensional
s-wave. We have repeated our calculation for p-wave in-
teractions in one dimension and found that the dynamics
are identical to the three dimensional s-wave. All the re-
sults obtained for three dimensions will then apply to one
dimensional systems.
The method employed in this work is general and can
be applied to a wide variety of scale invariant and nearly
scale invariant quantum systems. However, with increas-
ing system size, the matrix V˜I , given in Eq. (4.12), be-
comes exponentially more complex. Although this is a
daunting task, our work shows that it is still possible
to make scaling arguments for the dynamics of strongly
interacting quantum gases. We intend to examine the
many body problem more thoroughly in a future work.
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Appendix A: Physics in the Non-Inertial Co-Moving
Frame
In this appendix we discuss how to examine a given
physical system in a non-inertial, expanding, co-moving
frame. We begin by examining the time dependent many
body Schrodinger equation for a system of N particles
with spin-independent interactions, V (~r), and in an ex-
ternal potential, U(~r), in three spatial dimensions:
i∂tψ ({~ri, σi}, t) = Hψ ({~ri, σi}, t) ,
H =
∑
i
[
−1
2
∇2i + U(~ri)
]
+
1
2
∑
i,j
V (~ri − ~rj), (A.1)
where the atomic mass, m, and ~ have been set to unity.
~ri and σi designate the position and spin of the ith par-
ticle, respectively.
For systems with scale invariance or that are nearly
scale invariant, it is convenient to introduce the wave
function:
ψ({~ri,σi}, t) =
1
λ3N/2(t)
e
i
2
∑
i r
2
i λ˙(t)/λ(t)φ
(
{ ~ri
λ(t)
, σi}, τ(t)
)
,
(A.2)
where λ(t) is a time dependent scaling factor with units
of length, and τ(t) is a dimensionless effective time.
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The wave function, φ({~ri/λ(t), σi}, τ(t)), contains all the
many body information of the original wave function, and
is both appropriately symmetrized and normalized.
After substituting Eq. (A.2) into the time dependent
Schrodinger equation, Eq. (A.1), one finds a Schrodinger-
like equation for the field φ({~ri/λ(t), σi}, τ):
i
∂τ
∂t
∂
∂τ
φ ({~xi, σi}, τ(t)) =
∑
i
[
−1
2
1
λ2(t)
∇˜2i +
x2i
2
λ¨(t)λ(t) + U(λ(t) ~xi)
]
+
1
2
∑
i,j
V (λ(t) (~xi − ~xj))
φ ({~xi, σi}, τ(t)) .
(A.3)
The effective spatial and temporal coordinates in
Eq. (A.3) are defined as:
~xi = ~ri/λ(t), i = 1, 2, ..., N τ(t), (A.4)
respectively, and the operator, ∇˜i, acts on the effective
position, ~xi. In order for the dynamics after the trans-
formation, Eq. (A.3), to be identical to a Schrodinger
equation, the time derivative and the kinetic energy must
scale in the same way. For this reason, it is necessary to
choose:
∂τ(t)
∂t
=
1
λ2(t)
. (A.5)
One can then derive a Schrodinger equation for the field
φ({~xi, σi}, τ) in terms of the effective coordinates:
i
∂
∂τ
φ({~xi, σi}, τ) = H˜(τ)φ({~xi, σi}, τ),
H˜(τ) =
∑
i
[
−1
2
∇˜i2 + x
2
i
2
λ¨(t(τ))λ3(t(τ)) + λ2(τ)U(λ(τ)~xi)
]
+
1
2
∑
i,j
λ2(τ)V (λ(τ)(~xi − ~xj)). (A.6)
At this stage, the choice of λ(t) is arbitrary. The op-
timal choice of λ(t) for the present discussion is to elim-
inate the time dependence in the harmonic term by set-
ting:
λ¨(t)λ3(t) = 1, λ(0) = λ0, λ˙(0) = 0, (A.7)
where λ0 is the length scale describing the initial wave
function. The initial conditions are chosen such that the
initial wave function in the laboratory frame is related
to the initial effective wave function via: ψ({~ri}, 0) =
λ
−3N/2
0 φ({~ri/λ0}, 0). The solution to Eqs. (A.5) and
(A.7) is:
λ(t) = λ0
√
1 +
t2
λ40
, τ(t) = arctan
(
t
λ20
)
,
λ(τ) = λ0 sec(τ), 0 ≤ τ < pi/2. (A.8)
Substituting the solution for λ(t) into Eq. (A.6) gives the
effective Schrodinger equation:
i
∂
∂τ
φ({~xi, σi}, τ) = H˜(τ)φ({~xi, σi}, τ),
H˜(τ) =
∑
i
[
−1
2
∇˜2i +
x2i
2
+ λ2(τ)U(λ(τ)~xi)
]
+
1
2
∑
i,j
λ2(τ)V (λ(τ)(~xi − ~xj)). (A.9)
This is just the Schrodinger equation for an interacting
quantum gas in a harmonic trap with time dependent
interactions.
Appendix B: The Scaling of the Deviation from a
Given Fixed Point
In this appendix we show how to relate the scaling of
the deviation from a given fixed point, α, to the beta
function linearized near the given fixed point. As α is
critical in determining the relevancy of the deviation,
relating it to the beta function will allow for a scaling
analysis of non-equilibrium physics.
Consider a d-dimensional gas of N atoms interacting
via a short ranged, s-wave interaction:
V = g(Λ)
∫
Λ−1
ddrψ†(~r)ψ†(~r)ψ(~r)ψ(~r) (B.1)
where ψ(~r) is the fermionic field operator, and Λ is the
UV cut-off for the theory.
Under a rescaling of the UV cut-off, Λ′ = Λeb, where b
is the scaling factor. The strength of the interaction will
change. The change is given by the beta function:
β(g˜(Λ)) = (d− 2)g˜(Λ) + g˜2(Λ), (B.2)
where g˜(Λ) = Cdg(Λ)Λ
d−2, is the rescaled interaction
strength [43, 44], and Cd = 2pi
d/2/(2pi)dΓ(d/2) is a con-
stant that depends on the dimension. This is equivalent
to Eq. (4.3) in the main text, For this theory, the beta
function has two zeros:
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g˜∗(Λ) =
{
0,
(2− d). (B.3)
These two fixed points correspond to the non-interacting
and resonantly-interacting theories, respectively for d >
2.
At this point, one can easily write the deviation from
scale invariance as:
δH = (g(Λ)− g∗(Λ))h(Λ) (B.4)
where h(Λ) is the operator:
h(Λ) =
∫
Λ−1
ddrψ†(~r)ψ†(~r)ψ(~r)ψ(~r). (B.5)
In order to derive the scaling of the deviation, it is
convenient to introduce a physical length scale, a:
a = Λ−1f(g˜(Λ)). (B.6)
Since the theory is renormalizable, this length scale will
not depend on the UV cut-off:
∂a
∂ log(Λ)
= −a+ ∂a
∂g˜(Λ)
β(g˜(Λ)) = 0.
a =
∂a
∂g˜(Λ)
β(g˜(Λ)) (B.7)
For small deviations from scale invariance, one can lin-
earize the beta function near the fixed point, and inte-
grate the above relation to obtain:
g(Λ)− g∗(Λ) ∝ 1
Λd−2
1
(Λa)−β′(g˜∗(Λ))
(B.8)
where
β′(g˜∗(Λ)) =
∂β(g˜(Λ)
∂g˜(Λ)
∣∣∣∣
g˜(Λ)=g˜∗(Λ)
. (B.9)
Before transforming δH to the co-moving frame, it
is helpful to see how δH rescales under the rescaling
ψ(r) → λ(t)−d/2ψ(r/λ(t)). In this case, by changing
the variables: x = r/λ(τ), and Λ˜ = λ(τ)Λ, one can show
that the interaction, in the laboratory frame, changes as:
δH(Λ)→ δH ′(Λ) =
(
1
λ(τ)
)2−α
1
aα
Λ˜2−d−αh(Λ˜)
=
(
1
λ(τ)
)2−α
δH(Λ˜), (B.10)
where we have defined:
α = −β′(g˜∗(Λ)). (B.11)
In moving to the co-moving frame, it is necessary to
measure time in units of τ . This is done by multiplying
this rescaled deviation by λ2(τ), see Sec. IV. The result
is that the deviation in the co-moving frame will have the
form:
δH˜(τ) = λ2(τ)δH ′(Λ)
=
(
λ(τ)
a
)α
h˜. (B.12)
Here we note that, h˜ = Λ˜2−d−αh(Λ˜), is a regularized
matrix in the co-moving frame, which is true for the cases
discussed in this article.
This expression is general and only depends on the beta
function, and hence, the universality class of the fixed
point. In terms of the s-wave scattering in three spatial
dimensions, one can show that near resonance: α = 1,
while for the non-interacting case: α = −1. These two
scalings are identical to the scaling analysis presented in
Sec. III. In Appendix C, explicit calculations for the s-
wave scattering for the two-body system, and the one
body system in the presence of an impurity potential
are shown. These explicit calculations are shown to be
consistent with the scaling analysis presented here.
Appendix C: Derivation of the Deviation Operator
In this appendix we derive the deviation, δH˜(τ), from
the transformed scale invariant Hamiltonian, H˜, in the
expanding co-moving frame. The approach we employ
here is applicable for both the non-interacting quantum
gas with an impurity, and the relative dynamics of the
two-body problem. The only difference is that in the
two-body problem, one uses the reduced mass for the
two particles. In both cases, the physical interaction will
be some short ranged, spherically symmetric potential,
V (r).
We begin with the radial Schrodinger equation in the
co-moving frame:
i∂τχl(x, τ) = H˜χl(x, τ),
H˜ = −1
2
∂2x +
1
2
x2 +
l(l + 1)
2x2
+ λ2(τ)V (xλ(τ)),
λ(τ) = λ0 sec(τ), (C.1)
where we have set the (reduced) mass to unity, and
Yl,m(~x) is the spherical harmonic with angular quantum
number l and projection quantum number, m. The radial
wave function, χl(x, τ), is related to the full wave func-
tion via: φl,m(~x, τ) = Yl,m(xˆ)χl(x, τ)/x, and is properly
normalized:
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∫ ∞
0
dx|χl(x, τ)|2 = 1. (C.2)
In what follows we will only focus on the zero angular
momentum, or s-wave, scattering of this potential, as
higher angular momentum scattering is suppressed by a
factor of (
√
Er0)
2l, where r0 is the range of the potential,
and E is the energy.
For specificity, we will consider the potential to be
a square well of depth: V0λ
2(τ), and range: r0/λ(τ).
This potential is consistent with the time dependence of
λ2(τ)V (xλ(τ)), and captures all the essential physics at
low energies. It is important to note that the range and
depth of the potential are changing at a rate set by λ(τ),
which is much slower than the energy scale set by the
finite range of the potential, r0. This implies that we can
use the adiabatic approximation. In this approximation,
the effect of the finite scattering length is to impose the
time dependent boundary condition at the range of the
potential [45]:
χ′(r0/λ(τ))
χ(r0/λ(τ))
= −λ(τ)
a
. (C.3)
As discussed in the main text, we split the effective
Hamiltonian in the co-moving frame, H˜(τ), into the ef-
fective Hamiltonian at the scale invariant fixed point, H˜,
and a deviation, δH˜(τ):
H˜(τ) = H˜ + δH˜(τ),
H˜ = −1
2
∂2x +
1
2
x2 + λ2(τ)Vs(λ(τ)x), (C.4)
and Vs(x) is a scale invariant potential. In this analysis
the quantities of interest are the matrix elements of the
deviation:
δH˜(τ) = λ2(τ)V (xλ(τ))− λ2(τ)Vs(λ(τ)x),
δH˜(τ) = λ2(τ)V (xλ(τ))− Vs(x), (C.5)
with respect to the eigenstates of H˜. In Eq. (C.5) we have
used the fact that the system possesses scale invariance
at a fixed point, i.e. Vs(λx) = λ
−2Vs(x). For more dis-
cussions on the role of scale invariance on the dynamics
in the co-moving frame, see Sec. III.
We first evaluate the deviation from the resonant fixed
point. The matrix elements of Eq. (C.5) near resonance
can be determined by examining the zero angular mo-
mentum Schrodinger equation at, and near, resonance:
Er,nχr,n(x) =
(
−1
2
∂2x +
1
2
x2 + Vres(x)
)
χr,n(x),
Em(τ)χm(x, τ) =
(
−1
2
∂2x +
1
2
x2 + λ2(τ)V
(
x
λ(τ)
))
χm(x, τ).
(C.6)
The top and bottom lines correspond to the resonant
and off resonant Schrodinger equations, respectively. The
states χr,n(x) and χm(x, τ) are the eigenstates of the sys-
tem with energy Er,n and Em(τ), and quantum numbers
n and m, for the resonant, and off resonant Hamiltonians,
respectively.
At this stage one can multiply the resonant (off-
resonant) Schrodinger equation by the state χm(x, τ)
(χr,n(x)), and integrate over the range of the potential,
r0/λ(τ). The difference between the two Schrodinger
equations is:
∫ r0/λ(τ)
0
dxχr,n(x)(Em(τ)− Er,n)χm(x, τ) =∫ r0/λ(τ)
0
dxχr,n(x)
[
−1
2
∂2x +
1
2
x2 + λ2(τ)V (xλ(τ))
]
χm(x, τ)
−
∫ r0/λ(τ)
0
dxχm(x, τ)
[
−1
2
∂2x +
1
2
x2 + Vres(x)
]
χr,n(x)
(C.7)
To obtain the deviation operator, we expand the differ-
ence to first order in 1/a. To this order the expansion of
Eq. (C.7) gives:
∫ r0/λ(τ)
0
dx(λ2(τ)V (xλ(τ))− Vres(x))χr,m(x)χr,n(x) =∫ r0/λ(τ)
0
dx {(Em(τ)− Er,n)χm(x, τ)χr,n(x)}
− λ(τ)
2a
χr,m(r0/λ(τ))χr,n(r0/λ(τ)). (C.8)
In Eq. (C.8) we have used Eq. (C.3) to evaluate the dif-
ference in kinetic energies.
In the second line of Eq. (C.8), the quantities Em(τ)−
Er,n and χr,n(x)χm(x, τ) are to be expanded to first or-
der in λ(τ)/a. The integrals themselves will be propor-
tional to r0/λ(τ), for r0  λ0. Therefore the second line
in Eq. (C.8) will be a correction of order r0/a to the ma-
trix elements, which is negligible in the large scattering
length limit. After neglecting the terms proportional to
O(r0/a), the expression for the deviation becomes:
< m|δH˜(τ)|n >=∫ r0/λ(τ)
0
(
λ2(τ)V (xλ(τ))− Vres(x)
)
χr,m(x)χr,n(x)
= −λ(τ)
2a
χr,m(r0/λ(τ))χr,n(r0/λ(τ)). (C.9)
To simplify the deviation further, we note that the
resonant eigenstates outside the potential are given by:
χr,n(~x) = 〈x|n〉 =
√
2φh.o,2n(x), Er,n = 2n+ 1/2,
(C.10)
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where φh.o,n(x) is the normalized one-dimensional har-
monic oscillator wave function with quantum number
n = 0, 1, 2, ..., and with the harmonic length scale set to
unity. For x  1, the resonant eigenstates are constant
near the origin. The continuity of the wave function at
the boundary allows one to simplify the deviation to:
〈m|δH˜(τ)|n〉 = −λ(τ)
2a
χr,m(0)χr,n(0). (C.11)
which is equivalent to the scaling analysis in Appendix
B.
For weak interactions, we compare the non- and
weakly- interacting Schrodinger equations in the co-
moving frame:
E0,nχ0,n(x) =
(
−1
2
∂2x +
1
2
x2
)
χ0,n(x),
Em(τ)χm(x, τ) =
(
−1
2
∂2x +
1
2
x2
+λ2(τ)V (xλ(τ))
)
χm(x, τ). (C.12)
Here χ0,n(x) is a non-interacting eigenstate with energy
E0,n and quantum number n = 0, 1, 2, ...:
χ0,n(~x) = 〈x|n〉 =
√
2φh.o,2n+1(x), E0,n = 2n+ 3/2.
(C.13)
A calculation identical to the resonant case yields:
〈m|δH˜(τ)|n〉 = a
2λ(τ)
χ′0,m(0)χ
′
0,n(0), (C.14)
which is again equivalent to the simple scaling analysis.
The approach used here is similar to Refs. [45, 46].
The matrix elements of Eq. (C.11) and (C.14) have
an important connection to the thermodynamic contact
first examined in Ref. [45]. If one were to consider
just the ground state expectation value of the devia-
tion, Eq. (C.5), one would simply obtain the contact.
Eq. (C.5) is then a natural extension of the idea of con-
tact to a matrix. The relationship between the breaking
of scale invariance and the contact in equilibrium physics
has been discussed in Ref. [33].
Appendix D: Solutions for the Expansion
Coefficients near a Fixed Point
In this section we analyse the time dependent expan-
sion coefficients near an arbitrary scale invariant fixed
point. Near a fixed point, the effective wave function is
given by:
φ({~xi}, τ) =
∑
n
Cn(τ)e
−iEnτφn({~xi}),
Cn(τ) = 〈n|Te−i
∫ τ
0
dτ ′δH˜I(τ ′)|ψ0〉,
δH˜I(τ) = e
iH˜sτδH˜(τ)e−iH˜sτ . (D.1)
In Eq. (D.1), |ψ0〉 is the initial state, φn({~xi}) = 〈{xi}|n〉
is the eigenstate of the transformed scale invariant Hamil-
tonian, H˜, with energy, En = 2n and n = 0, 1, 2, .... The
deviation from, H˜, is given by δH˜(τ).
To evaluate the expansion coefficients, Cn(τ), it is nec-
essary to expand the exponential in the second line of
Eq. (D.1). Here we will examine the mth order for the
expansion coefficient:
C(m)n (τ) =
(−i)m
m!
∫ τ
0
dτ1...
∫ τ
0
dτm
〈n|TδH˜I(τ1)...δH˜I(τm)|ψ0〉. (D.2)
We can remove the time ordering operator, T , by
choosing a specific ordering of the time coordinates in
Eq. (D.2). Each possible ordering of the coordinates will
generate an equal contribution, eliminating the m! factor
in Eq. (D.2):
C(m)n (τ) = −im
∑
l1,...lm
∫ τ
0
dτ1...
∫ τm−1
0
dτm
〈n|δH˜(τ1)|l1〉...〈lm−1|δH˜(τm)|lm〉·
e2i(n−l1)...e2i(lm−1−lm)Clm(0), (D.3)
where we have inserted m − 1 complete set of scale in-
variant eigenstates, and defined:
|ψ0〉 =
∑
l
Cl(0)|l〉, (D.4)
with Cl(0) being the initial expansion coefficients.
To make further progress, it is necessary to examine
the time dependence of the deviation. For the cases under
consideration, we write the deviation as:
δH˜(τ) = h˜
(
λ(τ)
a
)α
, (D.5)
where h˜ is an operator that contains the matrix structure
of the deviation, a is a length scale that characterizes the
breaking of scale invariance, and α is the scaling of the
deviation, see Appendix B. The scaling factor, λ(τ), is
given by:
λ(τ) = λ0 sec(τ), 0 ≤ τ < pi/2. (D.6)
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The explicit forms of δH˜(τ) for the two-body problem
and non-interacting quantum gases were calculated in
Appendix C.
The long time dynamics, t  λ20, are determined by
the behaviour of the deviation near τ = pi/2, which ul-
timately depends on α. Motivated by the results of ap-
pendix B, we consider the cases when: α ≥ 1, and α < 1.
1. α ≥ 1
For the case α ≥ 1, the deviation diverges as a function
of time as:
λα(τ) ≈ 1
(pi/2− τ)α . (D.7)
This implies that the dominant contribution to the ex-
pansion coefficients in the long time limit, t  λ20, will
be from τ ≈ pi/2. In this limit, the time dependence
from the exponential factors in Eq. (D.3) are irrelevant
as they do not generate any divergences. For these terms,
it is safe to set τ = pi/2. This results in the majority of
the phase factors cancelling, reducing the calculation to
evaluating:
C(m)n (τ) ≈ −im
(
λ0
a
)αm∑
lm
〈n|h˜m|lm〉e2i(n−lm)Clm(0)∫ τ
0
dτ1...
∫ τm−1
0
dτm
1
(pi/2− τ1)α ...
1
(pi/2− τm)α .
(D.8)
Eq. (D.8) is equivalent to a long time expansion of the
coefficients, Cn, and is valid up to corrections of λ
2
0/t.
If one were to evaluate Eq. (D.8) for perturbations with
scalings, 0 < α < 1, one would find that the dominant
contribution to the integrals is from short times. In this
case, the dynamics will be similar to the case when α < 0,
which will be discussed shortly.
The leading long time behaviour of the expansion co-
efficients, Eq. (D.8), for α ≥ 1, can be readily evaluated
to give:
∫ τ
0
dτ1...
∫ τm−1
0
dτm
1
(pi/2− τ1)α ...
1
(pi/2− τm)α
=
1
m!
logm
(
1
pi/2− τ
)
, α = 1
=
1
m!
(
1
α− 1
1
(pi/2− τ)α−1
)m
, α > 1
(D.9)
We now arrive at the final expression for the mth order
of the expansion coefficient:
Cn
(m)(τ)
≈ 1
m!
〈n|
(
i
(
λ0
a
)
V˜I log(pi/2− τ)
)m
|ψ0〉, α = 1,
≈ 1
m!
〈n|
(
−iV˜I 1
α− 1
(
λ0
a
)α(
1
pi/2− τ
)α−1)m
|ψ0〉, α > 1,
(D.10)
where we have defined:
V˜I = e
iH˜pi/2h˜e−iH˜pi/2. (D.11)
With the aid of Eqs. (D.10) and (D.11), it is possible
to obtain the full expansion coefficient, valid in the large
time limit, t λ20:
Cn(τ) =
∑
m
C(m)n (τ)
≈ 〈n| exp
(
i
λ0
a
V˜I log(pi/2− τ)
)
|ψ0〉, α = 1,
≈ 〈n| exp
(
−i V˜I
α− 1
(
λ0
a
)α
1
(pi/2− τ)α−1
)
|ψ0〉, α > 1.
(D.12)
2. α < 1
When α < 1, the deviation vanishes at large times, i.e.
when τ tends to pi/2. For sufficiently small deviations,
i.e. for small scattering lengths a  λ0, first order per-
turbation theory is sufficient at capturing the dynamics
for all times:
Cn(τ) = Cn(0)
− i
(
4pia
λ0
)α ∫ τ
0
dτ ′ cosα(τ ′)〈n|eiH˜τ ′ h˜eiH˜τ ′ |ψ0〉.
(D.13)
The expansion coefficients for α < 1 will have a well
defined long time limit: limτ→pi/2 Cn(τ) = Cn(pi/2). For
this reason, the wave function in the co-moving frame
will eventually freeze. The only effect of the interactions
will be to alter the profile of the wave function.
Appendix E: Beat Amplitudes for Moment of
Inertia and Contact
In the previous appendix, the dynamics of the wave
function were evaluated near resonance. In this appendix
we report the analytic expressions for the long time,
t  λ20, or equivalently, τ ≈ pi/2, dynamics for the mo-
ment of inertia of an non-interacting quantum gas in the
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presence of an impurity, and for the contact in the two-
body problem, both near resonance.
The moment of inertia for N -particles is defined as:
〈r2〉(t) = 1
N
N∑
i=1
r2i =
λ2(t)
N
N∑
i=1
x2i
= λ2(t)〈x2〉(τ(t)), (E.1)
where 〈x2〉 is the moment of inertia calculated in the co-
moving frame. The long time dynamics of the moment of
inertia, in the co-moving frame, has the following form:
lim
t→∞〈x
2〉(t) ≈ A+B sin
(
v
λ0
a
log(t/λ20)
)
λ20
t
+D sin2
(
v
2
λ0
4pia
log(t/λ20)
)
. (E.2)
The coefficients A, B, and D are found by explicitly eval-
uating the expectation value. Here we quote the result:
A =
nmax∑
{ni},{mi}=0
∑
P,Q
(±1)P+Q
N !
ψ({mi})ψ({ni}) 1
2N
N∑
j=1
(4nQj + 1)
∏
k=1,N
δmPk ,nQk
1
N
N∑
i=j
√
(2nQj + 1)(2nQj + 1)
N∏
k 6=j=1
δmPk ,nQk δmPj ,nQj+1

(E.3)
B =
N∑
{ni},{mi}=0
(±1)P+Q
N !
1
2N
N∑
j=1√(2nQj + 1)(2nQj + 1) N∏
k 6=j=1
δmPk ,nQk δmPj ,nQj+1
(ψ({ni})〈mP1 , ...mPN |Pv|ψ0〉
−ψ({mi})〈nQ1 , ..., nQN |Pv|ψ0〉)] (E.4)
D =
N∑
{ni},{mi}=0
(±1)P+Q
N !
2
N
N∑
j=1
(4nQj + 1) ∏
k=1,N
δmPk ,nQk
(〈nQ1 , ..., nQN |Pv|ψ0〉〈mP1 , ...,mPN |Pv|ψ0〉
−〈mP1 , ...,mPN |Pv|ψ0〉ψ({ni})
− 〈nQ1 , ..., nQN |Pv|ψ0〉ψ({mi}))]
+
N∑
{ni},{mi}=0
(±1)P+Q
N !
2
N
N∑
j=1
[√
(2nQj + 1)(2nQj + 1)
N∏
k 6=j=1
δmPk ,nQk δmPj ,nQj+1 [〈mP1 , ...,mPN |Pv|ψ0〉ψ({ni})
+〈nQ1 , ..., nQN |Pv|ψ0〉ψ({mi})
−〈nQ1 , ..., nQN |Pv|ψ0〉〈mP1 , ...,mPN |Pv|ψ0〉]] (E.5)
In Eqs. (E.3), (E.4), and (E.5), |ψ0〉, is the fully sym-
metrized initial state:
|ψ0〉 =
∑
{ni}
[
ψ({ni}) 1√
N !
∑
P
(±1)P |nP1 , ..., nPN 〉
]
(E.6)
The many body states are expanded in the single par-
ticle basis: |n1, ..., nN 〉, where ni = 0, 1, ..., nmax, with
nmax = r
−2
0 /λ
2
0. The quantities ψ({ni}) are the expan-
sion coefficients for the many body states; they do not
depend on the specific permutation of the indices, but
rather the combination of indices. For this reason, the
summations over the many body states is restricted to
distinct combinations of single particle indices. The sym-
metry is fixed by summing over all the permutations of a
given set of single particle indices, specified by the sum-
mation over P .
For the non-interacting quantum gas, the deviation
from scale invariance, V˜I will only have a single non-zero
eigenvalue of value v:
v =
nmax∑
n=0
f2n, fn =
√
2
pi1/4
(2n− 1)!!√
(2n)!
. (E.7)
For N = 1, the state with eigenvalue v is non-degenerate,
however for multiple particle there are a number of de-
generate states with eigenvalue, v. The operator, Pv, in
Eqs. (E.3), (E.4), and (E.5) is simply the projection op-
erator onto all the eigenstates of the N -body deviation,
V˜I , with eigenvalue v.
Similarly, we quote the results for the contact of the rel-
ative motion in the interacting two-body problem. Near
resonance, the asymptotic form of the contact is:
lim
t→∞C(t) ≈
E
λ(t)
+
F
λ(t)
sin2
(
v
2
λ0
4pia
log
(
t
λ20
))
.
(E.8)
The coefficients, E and F , are given by:
E =
∣∣∣∣∣
nmax∑
n=0
fn
√
pi
2
(−1)nCn(0)
∣∣∣∣∣
2
, (E.9)
F =
∣∣∣∣∣
nmax∑
n=0
fn
√
pi(−1)n〈n|v〉〈v|ψ0〉
∣∣∣∣∣
2
−
nmax∑
n,n′=0
pi
2
fnf
′
n(−1)n−n
′
· (C ′n(0)〈n|v〉〈v|ψ0〉+ Cn(0)〈n′|v〉〈v|ψ0〉) . (E.10)
where Cn(0) here are the expansion coefficients for the
relative motion, v and fn are defined in Eq. (E.7), and:
〈n|v〉 = fn/
√
v. (E.11)
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