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RESUMO. Quatro pombos foram utilizados como sujeitos em um experimento no qual esquemas concorrentes de intervalo 
variável programavam reforços independentemente do comportamento dos sujeitos. Uma vez programado um reforço, era 
iniciada a contagem de tempo para o próximo, ainda que aquele reforço não fosse liberado. A freqüência relativa programada de 
reforços foi mantida constante enquanto a freqüência absoluta de reforços programados foi manipulada (de 2 a 30 reforços por 
minuto) em cinco condições experimentais. Nenhuma contingência especial foi programada para respostas de mudança. A 
distribuição de respostas entre os esquemas esteve próxima da distribuição de reforços em todas as condições experimentais de 
todos os sujeitos. Não foi observado qualquer efeito sistemático da freqüência absoluta de reforços na relação entre distribui-
ções de respostas e de reforços entre os esquemas. Os dados não apoiam sugestões de que a equação generalizada de igualação 
deveria ser substituída por alguma equação que inclua a freqüência absoluta de reforços como uma variável. 
Palavras-chave: escolha; esquemas concorrentes independentes e cumulativos; freqüência absoluta de reforços; lei generaliza-
da de igualação; pombos. 
Performance in Independent Cumulative 
Concurrent Variable - Interval Schedules 
ABSTRACT. Four pigeons served in an experiment in which concurrent variable interval, variable interval schedules pro-
grammed rcinforcers independently of the subjects' behavior. Once a reinforcer was set up, timing for the next reinforcer began, 
regardless of the last reinforcer being delivered or not. Scheduled relative reinforcer frequency was kept constant while sched-
uled reinforcer frequency was manipulated (from 2 to 30 reinf/ min) in five experimental conditions. There was no scheduled 
constraint for changeovers. Response distribution was close to reinforcer distribution for all four pigeons in all experimental 
conditions. No systematic effect of absolute reinforcer frequency on the relationship between response and reinforcer distribu-
tions was observed. The data do not support claims that the generalized matching equation should be replaced by an equation 
that includes absolute reinforcer frequency as a variable. 
Key words: choice; independent and cumulative concurrent schedules; absolute reinforcer frequency; generalized matching law; pigeons. 
A análise experimental do comportamento de indivídu-
os em situação de tomada de decisão começa com o mais 
polêmico trabalho de Skinner (1950), ainda que o estudo 
experimental de escolhas, preferências e decisões já esti-
vesse adiantado à época, através de trabalhos que utiliza-
vam dados médios de grupos de sujeitos (e.g. Hull, 1943; 
Tolman, 1938). Skinner mostrou como a freqüência de ocor-
rência de uma resposta simples como a de bicar em pom-
bos poderia ser usada como medida direta de preferência. 
Na situação de escolha mais simples o pássaro se defronta-
va na câmara experimental com dois discos de plástico 
transiluminados; bicadas nesses discos davam acesso a ali-
mento de acordo com esquemas de reforço intermitente, e a 
preferência do sujeito por um ou outro disco podia ser alte-
rada mudando-se os esquemas de reforço. No artigo de 1950, 
Skinner estava apenas interessado em usar esse procedimen-
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to como um exemplo de como poderia ser feita a análise 
experimental do comportamento de escolha em indivíduos; 
a investigação sistemática preconizada por Skinner começa 
com os trabalhos de Findley (1958) e Herrnstein (1961), e a 
sistematização teórica com o trabalho clássico de Herrnstein 
(1970) sobre a lei do efeito (Davison & McCarthy, 1988; 
Todorov, 1991a; Williams, 1988). Herrnstein propôs a quan-
tificação da lei do efeito para situações de escolha por meio 
da lei de igualação: 
13 
С1/С2 = R1/R2 
С1/С2 = k(R1/R2)s 
(1) 
onde С e R são freqüências de respostas e de reforços, 
respectivamente, e os números 1 e 2 designam os esquemas 
de reforço do par concorrente. 
Para estudar desvios da igualação prevista pela Equa-
ção 1, Baum (1974) propôs a equação generalizada de igua-
lação: 
(2) 
que na forma logarítmica se transforma em 
J. С. Todorov e cols. 
LOG (C1/C2) = LOG к + s LOG (R1/R2) ( 2a ) 
onde к é uma medida de viés devido a variáveis outras 
que não freqüência de reforços e 5 é um parâmetro que mede 
a sensibilidade do comportamento à distribuição de refor-
ços entre os esquemas concorrentes. 
Quando к e s são iguais a 1.0 (e log к = 0) a Equação 2 
se reduz à Equação 1. As condições de procedimento que 
podem alterar os valores desses dois parâmetros têm sido 
sistematicamente investigadas (e.g., Baum, 1974; 1979; 
Hanna, Blackman & Todorov, 1992; Todorov, 1991a; 
Todorov, Oliveira-Castro, Hanna, Sá & Barreto, 1983). 
A Equação 1, em sua simplicidade, claramente expres-
sa uma igualação entre medidas relativas de respostas e de 
reforços, para quaisquer valores absolutos dessas variáveis. 
Entretanto, essa independência dos valores absolutos do 
reforço sobre o comportamento tem sido questionada. Logue 
e Chavarro (1987) trabalharam com esquemas concorren-
tes dependentes de intervalo variável nos quais um dos es-
quemas deveria programar três vezes mais reforço do que o 
outro, e manipularam a freqüência absoluta desses refor-
ços. A Equação 1 prevê que a freqüência de respostas no 
esquema de maior densidade de reforço deveria ser três ve-
zes maior que a freqüência de respostas no outro esquema, 
independentemente dos valores absolutos das freqüências 
de reforços. Logue e Chavarro, contudo, alegam que seus 
resultados mostram um efeito sistemático da freqüência 
absoluta de reforços, e sua conclusão de que a Equação 1 é 
inadequada e deve ser substituída tem recebido apoio (Alsop 
& Davison, 1988; Alsop & Elliffe; 1988; Dunn, 1990; 
Williams, 1988). 
Entretanto, há um erro básico de procedimento no tra-
balho de Logue e Chavarro (1987). A freqüência relativa 
deveria ter permanecido constante enquanto a freqüência 
absoluta era manipulada, mas variou sistematicamente nas 
diferentes condições experimentais (Todorov, 1991b). Ao 
replicar o trabalho de Logue e Chavarro, Todorov (1992) 
manteve constante a freqüência relativa de reforços em sete 
condições experimentais e observou um efeito da freqüên-
cia absoluta de reforços oposto ao alegado por Logue e 
Chavarro, e apenas para freqüências muito altas (mais de 
10 reforços programados por minuto). Todorov, Coelho e 
Beckert (1992) demonstraram experimentalmente que esse 
efeito se deve à interferência de uma característica do pro-
cedimento: a duração do período de atraso de reforço para 
respostas de mudanças (COD, do inglês changeover delay -
Hermstein, 1961). Com a duração do COD proporcional ao 
valor médio do intervalo entre reforços esse efeito desapa-
rece (Todorov, Coelho & Beckert, 1993). 
Para que um trabalho experimental, em situação con-
trolada de laboratório, tenha algum interesse teórico e prá-
tico, é necessário que as variáveis envolvidas no fenômeno 
estudado possam ser observadas atuando também em ou-
tras situações. Momentos de decisão nem sempre são for-
çados como nos esquemas concorrentes dependentes, e nem 
sempre há atrasos de reforço quando há uma mudança de 
preferência. Continuando a investigação de um possível 
efeito da freqüência absoluta de reforços em uma situação 
de escolha, o presente trabalho utilizou no procedimento 
esquemas concorrentes independentes e cumulativos, sem 
qualquer conseqüência especial para respostas de mudan-
ça. A interferência do COD no desempenho mantido por 
esquemas concorrentes já foi discutida e investigada ante-
riormente (e.g., Shull & Pliskoff, 1967; Todorov, 1971; 
1982). Como a função do COD é a de evitar a alternação 
simples entre as fontes de reforço e facilitar a discrimina-
bilidade entre os esquemas (Baum, 1974; Hermstein, 1961), 
várias alternativas de procedimento têm sido estudadas 
(Todorov, 1991 a). Em alguns casos, a igualação entre dis-
tribuições de respostas e de reforços tem sido conseguida 
sem qualquer punição para respostas de mudança (e.g., 
Nalini, 1991; Todorov, Santaella & Sanguinetti, 1982; 
Todorov, Souza & Bori, 1993). No presente experimento, 
reforços eram programados independentemente do compor-
tamento do sujeito. Permanecer respondendo em um dos 
esquemas poderia significar que mais reforços seriam pro-
gramados pelo outro esquema e seriam apresentados con-
secutivamente para as primeiras respostas depois da mu-
dança para aquele esquema. Assim, se por um lado o sujei-
to não é obrigado a responder nos dois esquemas (como o é 
no procedimento de concorrentes dependentes), por outro, 
respostas de mudança mais espaçadas garantem densidade 
de reforço maior nos períodos pós-mudança. 
Método 
Sujeitos 
Quatro pombos adultos, experimentalmente ingênuos, 
mantidos a 80 % de seu peso ad libitum e alojados em gai-
olas individuais com água à vontade, foram usados como 
sujeitos. 
Equipamento 
Utilizou-se uma câmara experimental padrão para estu-
dos de comportamento operante de pombos com uma luz 
branca na parte superior, dois discos de respostas transilu-
minados com as cores verde (esquerdo) e vermelho (direi-
to), e um comedouro, que era iluminado com a luz branca. 
A programação с о registro de eventos foram feitos por um 
microcomputador. A câmara experimental ficava localizada 
em um cubículo à prova de som e com temperatura contro-
lada, e o restante do equipamento em um cubículo adjacen-
te. 
Procedimento 
Após a modelagem da resposta de bicar, os pombos fo-
ram expostos a quatro condições experimentais em esque-
mas concorrentes independentes e cumulativos de interva-
lo variável - intervalo variável (CONC VI-VI). 
Ao início de cada sessão permaneciam acesas as luzes 
dos dois discos de respostas e a luz da caixa. Respostas em 
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cada um dos discos eram reforçadas de acordo com os es-
quemas programados em cada condição. A primeira res-
posta em uma das chaves após uma resposta na chave alter-
nativa era considerada uma resposta de mudança, para a 
qual não foi estabelecida qualquer contingência especial. 
O reforço consistiu de cinco segundos de acesso ao alimen-
to (milho triturado). 
Nas quatro condições experimentais manteve-se cons-
tante a freqüência relativa programada de reforços (4/1), e 
variou-se a freqüência absoluta. A Tabela 1 mostra a se-
qüência das condições experimentais a que cada sujeito foi 
exposto, os valores dos esquemas de intervalo variável em 
vigor e o número de sessões em cada condição experimen-
tal. Mudanças de condição ocorriam com um mínimo de 
quinze sessões e quando houvesse ausência de tendência 
na razão entre razões de respostas e de reforços ((C1 / C2) / 
(RI / R2)) das cinco últimas sessões da condição, analisada 
através de inspeção visual. 
Relógios independentes foram utilizados para progra-
mar os esquemas de VI. A contagem do tempo era inter-
rompida apenas durante o período de reforço. Quando um 
reforço se tornava disponível, a contagem para o próximo 
intervalo era iniciada, podendo-se acumular vários refor-
ços em qualquer uma das alternativas. No caso da existên-
cia de mais de um reforço disponível em uma alternativa, 
era necessária a emissão de uma resposta para que cada 
reforço disponível fosse liberado. 
Ao final da sessão eram registrados os números de res-
postas e de reforços obtidos em cada um dos dois discos. 
As sessões eram terminadas manualmente quando o sujeito 
colhesse em torno de 60 reforços3, ou ao final dos 60 minu-
tos. Após a sessão, os sujeitos recebiam, quando necessá-
rio, alimentação complementar para a manutenção do peso 
experimental. 
Resultados 
A Tabela 1 apresenta a soma dos dados das cinco últi-
mas sessões de cada condição experimental. A Figura 1 
mostra o efeito da freqüência absoluta programada de re-
forços (representada pelo valor médio do menor esquema 
de intervalo variável (VI) do par concorrente na distribui-
ção de reforços obtidos entre os esquemas). Para os sujeitos 
J-3 e J-4 a distribuição de reforços obtidos entre os esque-
mas foi aproximadamente igual à distribuição programada 
(log 4/1 = 0.60) nas cinco condições experimentais; os da-
dos dos sujeitos J-2 e J-5 mostram um desvio em favor do 
esquema com maior freqüência de reforço quando os pares 
de esquemas de intervalo variável eram VI 2,5s - VI 10s e 
VI 5s - VI 20s. Por esse motivo a relação entre razão entre 
respostas e razão entre reforços nos dois discos é apresen-
tada na Figura 2 na forma logarítmica {log [(Cl /C2) / (RI 
/ R2)]}. Se essa relação não for afetada por alterações na 
Tabela 1 - Duração média dos intervalos de cada esquema (em segundos), 
número de sessões por condição experimental, e numero de respostas e de 




























































































































































freqüência absoluta de reforços, segue-se que se к е s na 
Equação 2 forem iguais a 1, o logaritmo da expressão aci-
ma será zero para qualquer valor de freqüência absoluta de 
reforços. A Figura 2 mostra que para os quatro pombos e as 
cinco condições experimentais os dados agrupam-se em 
torno do valor zero, sem qualquer tendência sistemática. 
Dadas as características dos dados, com ampla variação 
na distribuição de reforços entre os esquemas, foi possível 
calcular para o grupo de sujeitos os valores dos parâmetros 
da Equação 2a, mostrados na Figura 3. A inclinação da reta 
(s) tem o valor 1,05, com erro padrão de estimativa igual a 
0,12, e o logaritmo de к é 0,04, com um coeficiente de de-
terminação (o quadrado do coeficiente de correlação) igual 
a0,812. 
3 Para altas freqüências de reforços, muitas vezes na finalização manu-
al da sessão, os sujeitos receberam 1 reforço a mais. 
Figura 1 - Distribuição de reforços obtidos entre os esquemas do par 
concorrente como função da freqüência absoluta de reforços programados 
pelos dois esquemas. 
Psic.: Teor. e Pesq., Brasília, Jan-Abr 1998, Vol. 14 n. 1, pp. 013-017 15 
J. С. Todorov e cols. 
Figura 2 - Logantmo da razão entre razões de respostas e de reforços 
obtidos como função da freqüência programada de reforços pelos dois 
esquemas. 
Discussão 
O presente estudo mostrou que a equação generalizada 
de igualação é adequada para explicar a relação entre res-
postas e reforços em esquemas concorrentes cumulativos. 
As razões de respostas igualaram a razão de reforços obti-
dos nas alternativas disponíveis. 
Os dados mostrados na Figura 2 claramente indicam que 
a relação entre distribuição de respostas e de reforços em 
esquemas concorrentes independentes e cumulativos (ex-
pressa pela Equação 2) não 6 alterada por mudanças na fre-
qüência absoluta de reforços programados pela soma dos 
dois esquemas (Figura 2). Os dados do presente experimen-
to, utilizando um procedimento diferente, expandem, para 
situações nas quais reforços podem ser acumulados, as con-
clusões de Todorov, Coelho e Beckert (1993) sobre o erro 
na alegação de Logue e Chavarro (1987) de que a equação 
generalizada de igualação deve ser substituída por alguma 
outra equação que inclua como parâmetro a freqüência ab-
soluta de reforços. A hipótese nula, que é o pressuposto da 
relatividade na lei generalizada de igualação (ver Todorov, 
1991 a; Todorov, Coelho & Beckert, 1993), ainda não foi 
rejeitada em três testes cruciais: Logue e Chavarro (1987), 
Todorov, Coelho e Beckert (1993) e o presente experimen-
to. 
E interessante observar que os sujeitos no presente ex-
perimento apresentaram igualação entre distribuição de res-
postas e reforços obtidos com ausência de viés mesmo com 
a maior densidade de reforços programada sistematicamente 
para o disco da esquerda e sem a utilização de contingênci-
as para respostas de mudança. É possível que este resultado 
tenha sido obtido pelo fato de que quanto mais espaçadas 
eram as mudanças, maior a probabilidade de reforço, mui-
tas vezes com uma densidade bem maior que nos esquemas 
tradicionais. 
Adicionalmente, os presentes dados mostram a conve-
niência do uso do procedimento de esquemas concorrentes 
independentes e cumulativos no estudo experimental do 
comportamento de escolha. No procedimento tradicional, 
quando um esquema programa um reforço a contagem do 
tempo para o próximo reforço é suspensa até que o reforço 
disponível seja liberado. Catania (comunicação pesso-
al, 1990) afirma que a intenção inicial não era essa, mas nem 
Skinner, nem seus alunos, conseguiram programar com cir-
cuitos eletromecânicos um esquema que fosse cumulativo. 
Com a chegada dos microcomputadores aos laboratórios 
de análise experimental do comportamento, esse problema 
foi facilmente contornado. Mesmo assim, na literatura não 
há registro de experimentos que tenham trabalhado com essa 
forma de programação. Os dados do presente experimento 
mostram que com o uso de esquemas concorrentes inde-
pendentes e cumulativos de intervalo variável a igualação 
das distribuições de respostas e de reforços é observada 
mesmo sem o uso de COD ou de qualquer outra restrição à 
ocorrência de respostas de mudança - um procedimento mais 
próximo do que ocorre no ambiente natural: quanto mais 
tempo um pombo fica sem procurar uma determinada área 
para buscar alimento, maior o número provável de semen-
tes acumuladas nesse tempo. 
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