Abstract-Fuzzy rule-based classification systems (FRBCS) are able to build linguistic interpretable models, they automatically generate fuzzy if-then rules and use them to classify new observations. However, in these supervised learning systems, a high number of predictive attributes leads to an exponential increase of the number of generated rules. Moreover the antecedent conditions of the obtained rules are very large since they contain all the attributes that describe the examples. Therefore the accuracy of these systems as well as their interpretability degraded. To address this problem, we propose to use ensemble methods for FRBCS where the decisions of different classifiers are combined in order to form the final classification model. We are interested in particular in ensemble methods which split the attributes into subgroups and treat each subgroup separately. We propose to regroup attributes by correlation search among the training set elements that belongs to the same class, such an intra-classes correlation search allows to characterize each class separately. Several experiences were carried out on various data. The results show a reduction in the number of rules and of antecedents without altering accuracy, on the contrary classification rates are even improved.
I. INTRODUCTION
One of the most used tools in supervised machine learning is Fuzzy Rule Based Classification Systems (FRBCS) [2, 8, 10, 14, 15, 29] . These systems are very powerful since, on the one hand, they provide an easily interpretable model composed by linguistic if-then rules, and on the other hand, they are able to deal with imprecise and noisy data.
The aim of a FRBCS is to construct a linguistic model which will be used to predict the class of new objects. In the literature, several methods have been proposed to generate fuzzy rules automatically from numerical data [8, 14, 29] . The big challenge of these systems is how to deal with high dimensional datasets. Indeed, a high number of predictive attributes leads to an exponential increase of the number of generated rules. Moreover it produces large premises, since they contain all the attributes that describes the observations. An important number of generated rules has a direct impact on training time as well as on storage capabilities It also has consequences on the transparency and the interpretability of the obtained results. Moreover it may affect the accuracy of the learning algorithms and their predictive capacity.
Thereby, reducing the number of rules and the number of antecedents without altering too much the classification performances appears as a key to improve FRBCS. To overcome this problem, several approaches have been proposed. A first possible approach is to select relevant rules. Many methods have been proposed in the literature to reduce rules number and to remove the useless. In [23] , authors have suggested to reduce the number of rules by forgetting the weak ones. Other methods of rules selection based on genetic algorithm have been studied [16, 18, 36] . They explicitly consider a trade-off between the number of fuzzy if-then rules and the classification accuracy. Moreover, Multi-Objective Evolutionary Algorithms have also been used to design FRBS with a trade-off between the accuracy and the interpretability of the model [11, 30] . The second possible approach is feature selection which aim to remove the non-significant and redundant attributes. Indeed, since recent classification systems aim to deal with larger problems, the issue of feature selection is becoming increasingly important [6, 7, 9, 20, 25, 33, 35] .
Another interesting solution is to decompose the set of attributes into subgroups and treat each subgroup separately. Based on the concept of ensemble learning methods, the learning problem which contains a big number of attributes is decomposed into sub-problems of lower complexity. Different classifiers are thus constructed with a different projection of the feature set. Each classifier generates his local rule base and the different rule bases are then combined to form the final classification model [3, 31] .
The main issue of these methods is how to determine the attributes that will appear together in the same group, and consequently in the same if-then rules. In [31] , a linear correlation search method was used to determine the related attributes: the attributes which are linearly correlated are grouped together and used by a classifier to construct the fuzzy if-then rules.
In this context, we study the attributes regrouping by correlation search among the training set elements that belong to the same class, it corresponds to an intra-classes correlation search. Thus, we propose a supervised learning method by automatic generation of fuzzy classification rules, the so called SIF-INTRA approach that allows reducing the number of rules without deteriorating classification accuracy, on the contrary it is even improved. In [31] , the proposed approach called SIFCO is based on a correlation search among the components of all the training set elements, without any distinction. However, in our work, the linear correlation search is an intra-classes one: the training set elements are gathered together according to their class, and a linear correlation search is done among the components of the elements of each class considered separately. Thus, we may characterize each class and gather discriminating information for a further classification. As in [31] , we perform an ensemble methodology by combining several simple classification models: each model, here a FRBCS, uses a subset of the initial attributes, and solves a part of the original task. This is done in order to obtain a better composite global model, a set of classifiers, with more accurate and reliable decisions than a complex single model. This paper is organized as follows. In section 2, we remind the classical process of FRBCS. Then, in section 3, we introduce the basic concepts of ensemble learning method and the SIFCO approach for regrouping attributes [31] . In section 4, we describe our proposed method of attributes regrouping by intra-classes correlation search. The tests and results obtained by computer simulations with different databases are provided in section 5. Finally, section 6 concludes this study.
II. FUZZY RULE BASED CLASSIFICATION SYSTEMS
A FRBCS is a supervised learning approach. It consists of two main phases: the learning phase and the classification phase. During the learning phase, fuzzy rules are automatically generated from the training data. In the classification phase, the above constructed rule base is used to classify new objects.
In the literature, several approaches have been proposed for automatically generating fuzzy if-then rules from numerical data [1, 10, 13, 14, 22] . The generation of fuzzy rules can be made by partitioning the training examples into fuzzy subsets by using membership functions and then constructing a fuzzy rule for each fuzzy grid [14] [15] [16] [17] [18] . This method is also known as fuzzy grid-type partition. Another way to generate fuzzy rules is the use of decision trees [13, 24] . Neural networks have also been used to construct neurofuzzy classification models [21] .
In this section, we briefly describe the fuzzy grid-type partition approach that we use in this work [14, 17, 18] .
A. Learning phase with a simple fuzzy grid
We consider an n-dimensional classification problem, with m labelled examples X p = (X p 1, X p 2… X p n), p=1, 2… m, the set of these examples is the training set denoted as TS. We denote the C classes as y1, y2… yC. X p i is the value of the i th attribute of the p th example. The generation of fuzzy ifthen rules from numerical data includes two main phases [14, 17] . At first, a fuzzy partition of the pattern space into fuzzy subspaces is performed. So, each numerical attribute is partitioned into K fuzzy subsets {A1, A2, … AK} , where each subset is defined by a membership function. Thus, we obtain a fuzzy grid (see Fig. 1 ). Then, a fuzzy if-then rule is constructed for each subspace of the fuzzy grid. The fuzzy partition can be made by several approaches, such as the simple fuzzy grid [14] , the efficient fuzzy partition [15] or the supervised fuzzy partition [31] . Fig. 1 represents an example of simple fuzzy grid where all the attributes are partitioned into the same number (K=5) of fuzzy subsets. Thus, the number of fuzzy rules generated is equal to 5 2 . In general, if we consider an n-dimensional problem with K fuzzy subsets for the fuzzy partition, then we obtain K n fuzzy rules. A triangular membership function is used in Fig. 1 [14] [15] [16] [17] . Note that the membership function could have different shapes as triangular, trapezoidal, Gaussian, etc.
Let's consider a bi-dimensional pattern classification problem (with 2 attributes X1 and X2). A fuzzy rule, labeled Rij where X= (X1, X2) is a 2-dimentional pattern, K is the number of fuzzy subsets on each axis of the pattern space, yij corresponds to one among the C class labels, CF is the certainty factor which reflects the validity of the rule.
The conclusion and the certainty degree of each rule are determined as follows [18] 2. Find the class ya that has the maximum value of the compatibility grade βyt and assigns this class to yij
3. CFij is calculated as follows:
The rule base generated by the above procedure is denoted by SR={Rij K , i=1,2,…,K and j=1,2,…,K}
B. Classification phase: fuzzy inference
In the classification phase, an inference system uses the rule base SR generated in the learning phase to classify new objects. Let X'=(X'1, X'2) be a new observation. The steps, below, describe the inference method adopted in this paper [18] .
1. For each class yt, calculate αyt (for t=1,2,…, C) as:
2. Find the class ya which maximizes αyt:
If two or more classes take the maximum value, then X' cannot be classified, else X' is assigned to ya. Moreover, if there is no fuzzy rule with μi(X'1)×μj(X'1)×CFij≠0 the example X' cannot be classified.
The extension of this approach to n attributes is straightforward.
III. REGROUPING ATTRIBUTES IN FRBCS
FRBCS with grid-type partition suffer from the explosion of the rules' number when the number of attributes is high. An interesting way to overcome this problem is the use of the regrouping attributes approach. It is based on the concept of ensemble learning machines.
Ensembles of learning machines constitute one of the main current themes in machine learning research, and have been applied to various real problems. They correspond to a set of supervised learning machines whose decisions are combined to make the final decision. Taking into account the opinions of several experts rather than one single opinion (which cannot always be the best one) can improve the performance of the overall system [27, 32] . Several algorithms based on this concept have been developed, like Bagging, Boosting and Stacking [4, 5, 12, 26, 27, 32] . The following steps describe the process of these methods:
• information, which may correspond to the examples, the attributes or the class variable, is distributed between different learners,
• each learner performs the learning phase using its own information,
• the decisions of the different learners are combined to make the final decision and classify a new observation.
In this paper, we focus on the regrouping attributes approach proposed in [31] in the context of FRBCS. This method, called SIFCO, combines different classifiers by giving to each one a different projection of the set of initial attributes. The idea is to consider different classifiers, and to give to each classifier a different projection of the training set elements. This is done by decomposing the initial set of attributes into subsets of correlated components; each classifier, here a FRBCS, uses a subset of attributes and generates his local rule base. Thus, the correlated attributes will appear in the same premise. Such an approach, inspired by Vernazza, allows considering the eventual discrimination power of the union of simultaneous selected features [4, 34] . Then the different rule bases are combined to form the final model or the global rule base. In opposition to a feature selection, the idea here is to preserve all attributes. The advantage, as mentioned in [33] , is to exploit the redundancy of information in order to reduce noise on each variable. Another objective is to improve the prediction ensured by the diversity of built learners for each group [26] .
As represented in Fig. 2 , SIFCO method is composed of 3 phases [31] :
• a pre-treatment phase (attributes regrouping phase)
• a learning phase
• a classification phase Fig. 2 . Diagram describing the different steps of SIFCO [31] For the pre-treatment phase, the authors proposed to regroup the attributes using linear correlation search among the training set elements [31] . Each group of high correlated attributes is treated separately by a FRBCS to generate a local rule base. During the learning phase the method described in section 2.1. was used to construct the local rule bases. In the classification phase the inference method described in section 2.2. was applied to classify a new object using the global rule base (union of all the local bases).
IV. PROPOSED APPROACH: INTRA-CLASSES ATTRIBUTES REGROUPING IN FUZZY RULE BASED CLASSIFICATION SYSTEMS
We have drawn on the work of [31] and we belief that the regrouping attributes approach proposed in [31] can be very interesting if the information about the class attribute is taken into account in the process of the determination of the related attributes.
For that purpose, we proceed to the attributes regrouping by correlation search among the training set elements that belong to the same class, it corresponds to an intra-classes correlation search. In [31] , the authors have proposed to regroup attributes by using a correlation search among the components of all the training set elements, without any distinction. However, in our work, the linear correlation search is an intra-classes one: the training set elements are gathered together according to their class, and a linear correlation search is done among the components of the elements of each class considered separately. Thus, we may characterize each class and gather discriminating information for a further classification.
On the first step we rely on the class as a criterion for splitting the initial training set TS into several subsets. This step leads to a partitition of TS into C (total number of classes) training subsets denoted by TS 1, TS2, ..., TSC, such as TSt contains all the training examples of the class yt. The second step consists in computing, for each subset TSt, the correlation matrix R t = (r t i,j)n×n, with n the number of attributes. We denote by r t i,j the coefficient of linear correlation between the components Xi and Xj of the TSt vectors (t=1,2,...,C). , we extract the largest subsets of correlated components, these subsets form a partition P t of the components set {X1, X2, ..., Xn}. All the subsets, obtained from the different matrices, are regrouped by the union operator to obtain a final set of correlated components subsets. As a same correlated components subset can be found from two or more different training subsets, we use the union operator to eliminate such redundancies. It should be noted that this final set is not necessarily a partition of {X1, X2, ..., Xn}.
{ }
Each subset of correlated components will be treated separately by a FRBCS. Fig. 3 and Fig. 4 summarize these different steps of our approach SIF-INTRA.
In order to illustrate this procedure, let us consider an example of a 5-dimensional classification problem with 2 classes y1 and y2, and a training set TS containing m labeled patterns X p = (X p 1, X p 2… X p n), p=1, 2… m. 
Matrix processing

Fig. 4. Matrix processing in SIF-INTRA
TS is decomposed into 2 subsets: TS1 containing the observations of class y1 and TS2 containing the observations of class y2. Then we compute the correlation matrix R1 among the examples of TS1, and R2 among the examples of TS2. We obtain, for example, the following correlation matrices: Each of these four groups of attributes will be treated separately by a FRBCS, so the correlated components will be brought together in the premises of the rules. Thus the number of attributes present in the premises of the generated rules is smaller than the total number of attributes describing the learning examples. Thereby our method allows to reduce the size of the premises of the rules generated compared with FRBCS without grouping of attributes. Moreover, having less attributes in each group than the total number of attributes allows reducing the number of rules comparing to a single FRBCS that treats all the attributes. This is confirmed by the experimental tests.
In our example, and with simple fuzzy grids divided into K=5 fuzzy subsets, a single FRBCS handling all the attributes {X 1,X2,X3,X4,X5} would lead to at most 5 5 = 3125 rules. With a FRBCS treating each group of attributes we will obtain at most only 180 rules (125+25+25+5) as explained below:
• a FRBCS with {X1,X2,X3} will lead to 5 We implemented our intra-classes regrouping attributes approach in a so called SIF-INTRA system. As SIFCO, SIF-INTRA is composed of 3 phases: the pre-processing phase, the learning phase and the classification phase (see Fig. 2 ). In the pre-processing phase, we used our method of regrouping attributes based on an intra-classes correlation search (described in section 4): this point is different from the work of [31] as the authors used a correlation search among all the examples, without distinction of classes. The learning and the classification phases are kept the same as in [31] .
We tested our system with well-known data bases that differ in terms of their attributes number, instances number and number of classes (Table 1) . To evaluate the generalization performance of our method, we used the 10-fold cross-validation technique [19] . Different parameters values were tested, for the correlation threshold (θ): 0.5, 0.8, 0.9, 0.95, and for the fuzzy grid size (K): 3, 4, 5, 6.
Let us begin by analyzing the influence of the threshold, with a fuzzy grid size K=3. Experimental results are presented in Table 2 , every cell contains the good classification rates followed in brackets by the number of generated rules, and in braces by the size of the premises. The best classifications rates are highlighted in bold. "Imp" refers to the impossibility of generating the fuzzy rule base due to the explosion of the rules' number (in our experiments, we note this problem from a number of rules about 10 5 ).
For Iris, Lupus and Wine data sets, the classification accuracy degrades or remains the same with the increase of the correlation threshold. For a high threshold, the number of subsets of correlated attributes is less than the one determined with a low threshold: the correlated attributes are those strongly correlated. Thus, we can lose information on the weak correlation of certain attributes. This is not the case for the Vehicle base: with a lower correlation threshold, information about the correlation of some discriminating attributes is lost and the classification rates are worse. To understand whether weak or strong correlations should be favoured a detailed analysis of the nature of data should be performed in a future work.
For the Vehicle base, we note the impossibility of generating a rule base with low correlation thresholds (0.5 and 0.8). This is due to a very large number of correlated attributes regrouped together.
We also notice that the number of generated rules (in brackets) decreases with the increase of the correlation threshold. This decrease is very important in the case of the Vehicle base: a difference of about 36116 between a threshold of 0.9 and a threshold of 0.95. This is due to the decrease in the number of correlated attributes in the subsets of correlated components found with a higher threshold. For the two data sets Iris and Wine, we obtain the same results with the two different correlation thresholds 0.9 and 0.95, and for the Lupus data, the same results are obtained whatever the correlation threshold is. It means that these thresholds lead to the same groups of correlated attributes that is to say to the same grouping of attributes in the premises. The rule bases are then identical, hence the same classification results.
For the four data sets, the number of attributes (in braces) present in the premises of the generated rules is smaller than the total number of attributes describing the learning examples. Thus, our method allows to reduce the size of the premises of the rules generated compared with FRBCS without grouping of attributes.
Our method SIF-INTRA is strongly inspired by Fuzzy Rule Based Systems with simple fuzzy grid [14] denoted by SIF in Table 3 , as well as SIFCO method [31] . Therefore, we give Table 3 as a comparative table between our method and these two approaches (rate of good classification followed in brackets by the rules' number). For each method, Table 3 shows the best results obtained with different values of the parameter K (3, 4, 5, 6) .
For Iris and Lupus data sets, SIF-INTRA allows a slight improvement of classification results compared to SIF, the number of rules is also lower. Moreover SIF-INTRA is able to process the two datasets Wine and Vehicle that can't be dealt with SIF (referred by "Imp" in Table 3 ). The reason is an important number of attributes that lead to a huge number of rules.
Let us now compare the two linear correlation methods: the intra-classes correlation search ensured by SIF-INTRA and the correlation search among all classes without distinction processed by SIFCO. SIF-INTRA generally outperforms SIFCO method, except with Lupus data where SIF-INTRA leads to a small deterioration of classification rates. Nevertheless the classification rates are generally similar, except with Vehicle data where we note a significant improvement of 24% with an important reduction in the rules number when using SIF-INTRA. In general, the number of generated rules is less important with the intra-classes method than with the linear correlation search upon all classes, and this for the same fixed parameters values (except for Wine data set). Indeed, in the case of the intra-classes method, the subsets of correlated attributes used to build the premises are more numerous but smaller (smaller number of attributes in each subset) than those obtained by SIFCO. So the number and size of the rules are reduced with Iris, Lupus and Vehicle data. In the case of Wine data, we notice an important increase of the number of rules with SIF-INTRA: the obtained subsets of correlated attributes remain in this case too large. In all cases, it would be interesting to consider a post treatment that eliminates the neutral rules and optimizes the whole rule base.
A linear correlation search among the vectors of each class separately allows to access to more discriminating information: each class is characterized by its own matrix and correlated attributes. However, if the linear correlation is done among the attributes of all the training set vectors, without any distinction of classes, as in SIFCO, some discriminating information may be lost and classification rates are worse. Nevertheless, we have to note, in consideration to this last method (correlation search upon all classes), that its results remain satisfying, and that its complexity is weaker than the intra-classes method complexity (less matrices to treat and less rules to generate). As the attributes subsets are treated separately, one may use, in future work, distributed approaches for modelling the overall system and for parallelizing tasks when possible.
VI. CONCLUSION
In this paper, we propose a supervised regrouping attributes approach based on intra-classes correlation search. Our main goal is to take into account the class of the labelled data while detecting the correlations between the attributes. Each obtained group of attributes is then used by a classical FRBCS to generate a local rule base, thus, the correlated attributes will appear in the same premises. Then, the different rule bases are combined to form the final model.
The proposed approach reduces complexity compared to classical FRBCS: the number of rules and the number of antecedent conditions are reduced, and thus, comprehensibility is improved. Moreover our method handles fairly high-dimensional data (such as Wine and Vehicle), unlike classical FRBCS that cannot provide classification results. It was shown through computer simulations that this complexity reduction is done without deteriorating classification accuracy, on the contrary it is even improved.
These encouraging results lead us to complete computer simulations with other datasets and real data. We also plan to continue the experimentation tests on data bases with larger dimensionality. Moreover, it would be interesting to study more precisely the choicie of the threshold in order to find the relevant value for each data base.
In this paper, we propose an intra-classes correlation search, it would be interesting to study a different method of attributes regrouping to characterize a class versus all others, known as OAA (One-Against-All) or OVA (One-Vs-All) approaches [28, 37] . Another attractive perspective consists in reducing the number of rules in SIF-INTRA by introducing rules' selection methods.
As further work, one may also study other methods to find dependencies within data sets in order to regroup dependent attributes. We have already begun such a study by using Association Rules, more precisely a frequent itemsets mining algorithm was used to detect associations between the attributes [3] . In the same vein, it would be interesting to extend our approach SIF-INTRA to handle symbolic features. Indeed, in this work SIF-INTRA is limited to data with numerical features since it uses linear correlation to find dependencies between attributes. We have already started work in this direction using three methods to find associations between symbolic features: the chi-squared independence test, the Cramer V coefficient and the symmetrical uncertainty factor [38] .
