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Este trabalho trata da aplicação de um novo modelo de rede neural 
artificial recorrente discreto em problemas de identificação e controle de 
processos dinâmicos não-lineares. A identificação neural e realizada atraves do 
metodo série-paralelo com a rede neural servindo como modelo direto do 
processo. O controle neural utilizado e do tipo feedoforward com o modelo
V 
neural encontrando o modelo inverso do processo e servindo como um 
:ontrolador feedfo/Ward. 
A partir de uma definição formal do neurónio artificial. que separa função 
de ativação responsável pela dinâmica (linear ou não-linear) e função de saida
estática (linear ou não-linear), é possível desenvolver um novo modelo de rede 
neural. Este novo modelo neural contém uma parte dinâmica linear e uma parte 
estática não-linear. A parte dinâmica linear é representada através dos estados 
dos neurônios dinâmicos lineares (saida da função de ativação) e a parte 
estática não-linear é representada através do sinal de saida dos neurônios 
estáticos (saida da função de saida). A grande vantagem desta rede neural é o 
estudo de estabilidade da mesma que emprega técnicas clássicas de sistemas 
lineares. 
Esta rede neural é empregada para ldentificar e/ou controlar processos 
não-lineares orientados à E blocos que são os modelos de Wiener, de 
Hammerstein, de Wiener-Hammerstein e de Hammerstein-Wiener. Estes 
modelos também apresentam partes dinâmicas lineares e partes estáticas não- 
Iineares. A rede também é empregada para ldentificar e/ou controlar processos 
não-lineares que não são orientados à blocos. Na tarefa de identificação neural 
não-linear utiliza-se a informação do erro de predição na entrada do modelo 
neural em situações em que existe o ruído de medida não-linear na saída do 
processo identificado. 4 
A arquitetura de controle utilizada faz uso de um controlador neural 
feedforward em paralelo com um controlador clássico do tioo PlD. com os dois 
:apos de controladores em cascata com o processo. O PlD tem como entrada o 
sinal de erro entre uma saida desejada para o processo e a saida do processo. 
O controlador neural tem como entrada a saida desejada para o processo; o 
ajuste dos seus parâmetros é feito a partir do sinal de saida do controlador PIDL 
O sinal de controle geral aplicado ao processo e composto da soma do sinal de 
saida do controlador PID e do sinal de saida dá rede neural. O treinamento do 
controlador neural tem como objetivo minimizar a influêncla do sinal de controle 
gerado pelo PlD. maximlzando a influència do sinal de controle gerado pela rede 
neural.
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This work concern the application of a new discret recurrent neural net 
model in identification and/or control problems of non-linear dynamic processes. 
The identification neural is accomplished by therseries-parallel method with the 
neural net serving as direct model of the process. The neural control used is of 
:he type feedofonuard with the model neural finding the ~nverse model of the 
process and serving as a feedfonivard controller. 
Vil
Starting from a formal definition of the artificial neuron. that separates 
activation function responsible for the dynamics (linear or non-linear) and static 
output function (linear or non-linear) it is possible to develop a new neural net 
model. This new neural model contains a linear dynamic part and a non-linear 
static part. The linear dynamic part is represented through the states of the linear 
dynamic neurons (output of the activation function) and the non-linear static part 
is represented through of the output signal of the static neurons (output of the 
output function). The great advantage of this neural net is the study of stability of 
the same that uses classic techniques of linear systems. 
This neural net is used to identify and/or to control no-linear block-oriented 
processe that are the models of Wiener. of Hammerstein, of Wiener- 
Hammerstein and of Hammerstein-Wiener. These models also present linear 
dynamic parts and non-linear static parts. The neural net is also used to identify 
and/or to control non-linear processes that are not block-oriented. ln the task of 
non-linear neural identification the information of the error prediction is used in 
the input of the neural model in situations where there ls non-linear measure 
noise in the output of the identified process. 
The used control architecture makes use of a feedforward neural controller 
in parallel with a classic controller of the type PID with the two types of controllers 
.n cascade with the process. The PlD has as input the error sign between a 
output wanted and the output process. The neural controller has as input the 
output wanted and the adjustment of its parameters is made from the signal of 
output PID controller. The training of the neural controller has as objective to 
minimize the influence of the signal control generated by PID and to maximlze 
the influence of the signal control generated by the neural net. 
viii
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1 - Introdução 
A Teoria de Controle tem evoluído durante a sua historia sempre no sentido de 
desenvolver controladores autônomos para processos reais, que possam se adaptar 
automaticamente as modificações ocorridas no ambiente. Nesta situação, 
normalmente, não se conhece totalmente o processo, o mesmo contém não- 
Iinearidades inerentes a qualquer sistema do mundo real e apresenta variações 
paramétricas. A maiorldificuldade encontrada na solução deste tipo de problema são 
as não-linearidades. Para o caso de sistemas lineares, o controle adaptativo linear 
apresenta soluções bem consolidadas. Entretanto, para o caso não-linear o mesmo 
não acontece. 
Com o objetivo de estudar de uma forma geral o problema do controle não- 
linear, desde o final da década de oitenta, tem-se utilizado o paradigma conexionista 
das Redes Neurais Artificiais (RNA's) no controle de processos não-lineares (IEEE 
Control Systems Magazine, 1988, 1989, 1990). A motivação para o uso desta nova 
ferramenta foi a sua facilidade em realizar complexos mapeamentos não-lineares e a 
sua capacidade de aprendizado (Irwin et al., 1995). 
Junto com as RNA's apareceram outras ferramentas computacionais para 
íratar problemas complexos em controle. como por exemplo a logica fuzzy, tecnicas 
da computação evolutiva e os sistemas especialistas. Basicamente estas quatro 
ferramentas computacionais, RNA. logica fuzzy, computação evolutiva e sistemas 
especialistas. formam a base de desenvolvimento do denominado Controle 
Inteligente (Antsaklis. 1994). Este novo ramo da teoria de controle. por definição, 
trata de processos complexos, onde não se ten} o modelo matemático dos mesmos 
para gerar o controlador explicitamente.
. 
, Sistemas complexos. na sua maior abrangência, envolvem não apenas não- 
linearidades. mas, tambem. processos que necessitam de procedimentos e variaveis 
declarativas para a sua descrição, adaptação e/ou aprendizado as mudanças
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ocorridas no ambiente e nos parâmetros dos mesmos, além de procedimentos de 
otimização extremamente complexos. A seguir, será mostrado um histórico da teoria 
de controle, com o início nos primeiros mecanismos controlados, conhecidos pela 
civilização ocidental, e terminando no controle inteligente. 
1.1 Breve Histórico da Teoria de Controle 
A história da Teoria de Controle tem registros de processos controlados desde 
os tempos dos faraós do Egito, onde existia o chamado dispositivo de Hero 
(Paraskevopoulos, 1996). Este dispositivo era o portão de um templo que se fechava 
ou abria de acordo com a presença ou ausência de uma chama em um altar. Já no 
século quinze, a mesma técnica de “controle em malha-aberta" era utilizada em 
algumas máquinas primitivas. 
A partir de 1788, com ocontrole de caldeiras desenvolvido por James Watt 
para uso em locomotivas (D'Azzo e Houpis, 1988), iniciou-se a utilização do “controle 
em malha-fechada”, o qual era baseado no sinal de erro que determinava o quanto a 
saida do processo estava distante do valor desejado. Ou seja, o uso do controle 
automático deu o primeiro passo da sua evolução. Neste estágio, pode-se dizer que 
existe o primeiro grau de inteligência do controlador. 
No seculo dezenove. Maxwell em 1868 (Maxwell. 1868) desenvolveu o 
primeiro trabalho matemático em controle com aplicação na caldeira de Watt (prova 
da estabilidade do controlador de Watt). Nesta epoca, os trabalhos em controle de 
processos eram mais “arte” do que ciência, devido aos poucos resultados teóricos 
existentes. Um dos trabalhos mais significantes deste período foi o critério de 
estabilidade de Routh (Routh. 1877) desenvolvido em paralelo com Hurvvitz (Bissel, 
1992). sem que um tivesse o conhecimento sobre o trabalho do outro. 
O inicio do seculo vinte marca uma transição da "arte" para a ciência. 'Neste 
começo de seculo a matemática e mais utilizada na formação da base dos estudos 
da Teoria de Controle, com ênfase no uso de equações diferenciais. O intervalo entre
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1930 e 1940 é destaque na história do controle de processos devido aos importantes 
trabalhos teóricos e práticos de Nyquist (Nyquist, 1932), Black (Black, 1934) e do 
alemão Oppelt (Bissel, 1992), este último com a teoria e uso da função descritiva. 
De 1940 até 1956, outros resultados significantes foram produzidos, podendo- 
se citar os trabalhos de Ziegler e Nichols (Ziegler e Nichols, 1942), Bode (Bode, 
1945), Wiener (Wiener, 1949) e Evans (Evans, 1950). Além destes trabalhos é 
importante citar dois fatos ocorridos neste período : o uso da Transformada de 
Laplace por volta de 1950 (Takahashi et al., 1972) e a realização da Primeira 
Conferência Internacional em Controle Automático no ano de 1951, na cidade de 
Cranfield, Inglaterra, presidida por Arnold Tustin, na época professor da Universidade 
de Birminghan (Bissel, 1992). 
Todos os resultados, do século passado até 1956, constituem o que se 
convencionou chamar de “controle clássico” (Paraskevopoulos, 1996). A partir de 
1957 inicia-se a fase de ciência para a Teoria de Controle, com os trabalhos 
apresentando uma forte base teórica combinada com aplicações práticas. 
O período de 1957 até meados da década de oitenta é caracterizado como 
controle moderno” (Paraskevopoulos, 1996). Aqui a facilidade no uso de 
computadores tem uma grande influência no desenvolvimento dos trabalhos em 
controle. E nesta época que se desenvolve o controle digital direto. a abordagem de 
controle no espaço de estados, o controle Ótimo, o controle multivariavel, o controle 
adaptativo. o controle robusto e a massificação da aplicação da teoria de estabilidade 
de Lyapunov. 
Alguns dos resultados mais significantes deste periodo foram desenvolvidos 
por Aström (Aström. 1970: Aström e Wittenmark. 1997 ‹'2a. Edição); Aström e 
*-Nittenmark. 1995 (2a. Edição)), Athans (Athans e Falb. '966), Bellman (Bellman. 
1957), Brockett (Brockett. 1965), Doyle (Doyle et al.. 989), Jury (Jury, 1964), 
Kalman (Kalman et al.. 1969: Kalman. 1960: Kalman e Bucy, 1961), Luenberger
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=;Luenberger, 1971), Rosenbrock (Rosenbrock, 1970), Wonham (Wonham, 1979), 
Zames (Zames, 1981), dentre outros'. 
Na década de setenta aparecem as técnica de controle robusto e observa-se 
também avanços nos estudos do controle adaptativo, onde o controlador se ajusta às 
variações ocorridas no processo. Neste momento pode-se dizer que o segundo nivel 
de inteligência do controlador ê obtido. 
No final da década de oitenta, inicia-se o desenvolvimento do que hoje se 
denomina “controle inteligente”. Os controladores inteligentes são implementados 
através das técnicas de inteligência artificial, tais como 1 sistemas especialistas, 
lógica fuzzy, redes neurais e algoritmos evolutivos. Com base em cada uma destas 
tecnicas o controlador pode apresentar características como: tratar variáveis 
linguísticas, aprender por exemplos, trabalhar de maneira similar à um operador 
humano especialista, etc. Aqui, pode-se dizer que o controlador chegou ao seu 
terceiro nível de lnteligênclaz. 
Os resultados mais significativos na área de controle inteligente são os 
trabalhos de Narendra (Narendra e Pharthasarathy, 1990: Levln e Narendra. 1996) 
que pela formalizaram o uso de redes neurais com a Teoria de Controle, Áström 
(Áström et al., 1986; Áström, 1989) que conceituaram o uso de sistemas 
especialistas no controle de processos. Takagi (Takagi e Sugeno. 1985) que 
-desenvolveu uma tecnica de implementar a logica fuzzy. Kawato (Kawato et al.. 
1987) que inspirado no. controle motor humano desenvolveu uma arquitetura de 
controle neural, Jordan (Jordan e Jacobs, 1990) que foi um dos primeiros trabalhos 
em controle utilizando redes neurais com realimentaçäo. Mandani (Mandanl. 1974) 
que também desenvolveu uma tecnica de implementação da logica fuzzy, Werbos
J 
Dara obter maiores detalhes sobre o desenvolvimento da Teoria de Controle e aconselhável a leitura 
:os trabalhos de Otto i_Otto. 1971). Fuller ‹Fuller, 1976) e os periodicos do IEEE ilEEE-TAC. 1971: 
.=EEE-TAC. 1981) e da Automatica ‹lFAC-Automatlca. 1981). 
' Diferente deste texto. Landau (Landau. 1993) denomina de terceiro nivel de inteligência do 
:ontrolador aos controladores adaptatlvos que têm parâmetros variantes no tempo. tais como I fator 
de esquecimento, relniciallzaçáo da matnz de covariância. etc. -
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(Werbos, 1989) que foi um dos primeiros trabalhos utilizando o algoritmo 
backpropagation em identificação e controle, Kristinsson (Kristinsson e Dumont, 
1992) que foi um dos primeiros trabalhos utilizando algoritmo genético em controle 
de processos, Passino (Passino e Lunardhi, 1993) que estudou o problema de 
estabilidade para sistemas de controle utilizando sistemas especialistas, Lee (Lee, 
1990) que agrupou todos os conceitos da lógica fuzzy na Teoria de Controle. Além 
deste trabalhos, alguns livros condensam os resultados de vários pesquisadores 
relevantes deste campo do conhecimento, tais como : White (White e Sofge, 1992), 
Levine (Levine, 1996),_Gupta (Gupta e Sinha, 1996) e Irvvin (lnivin et al., 1995). 
1.2 Controlelnteligente 
A partir dos trabalhos da Ciência da Computação no campo da inteligência 
Artificial, palavras como controle inteligente, sistemas inteligentes e atuadores 
inteligentes têm inundado as publicações sobre controle de processos dinâmicos. No 
contexto de controle a palavra "inteligente" ainda não tem um significado claro. De 
dicionários tira-se que “inteligência significa a habilidade de compreender, raciocinar 
e aprender", ou "inteligência é definida como a capacidade de adquirir e aplicar o 
conhecimento". Levando-se em conta o significado de inteligência conclui-se que 
dificilmente um controlador projetado pelas metodologias até hoje conhecidas será 
inteligente. Uma das poucas habilidades inteligente hoje incluída nos controladores ê 
a do aprendizado. 
Pela definição de inteligência, um controlador básico com realimentação do 
sinal de saida do processo pode ser denominado de inteligente, já que adquire 
conhecimento atraves da leitura dos sinais de saída do processo e de referência, 
aplicando este conhecimento na geração do sinal de controle. 
Entretanto. para os estudiosos da cognição. que inclui psicologos. biólogos. 
-educadores, matemáticos e filósofos, este significado e definição de inteligência e 
demasiado simplório. Neste trabalho, escapando da discussão sobre inteligência, o 
controle inteligente será tratado como uma nova metodologia da Teoria de Controle.
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Como nova metodologia, o controle inteligente não é melhor que as outras 
metodologias já existentes. Ele é sim adequado para tratar certos problemas de 
controle, como aqueles em que não existe um modelo explícito do processo e/ou 
aqueles que envolvem processos não-lineares. 
Nos sistemas de controle inteligente, a metodologia de construção do 
controlador é heuristica e baseada nas técnicas de Inteligência Artificial. Estes 
controladores inteligentes são, normalmente, implementados para emular certas 
funções cognitivas humanas, com o objetivo de controlar processos dinâmicos 
complexos. Entretanto na implementação final nenhuma mágica e conseguida. O 
controlador inteligente resultante é apenas um sistema não-linear, heuristicamente 
construído, as vezes adaptativo, o qual é apreciado para análise, segundo a Teoria 
de Controle. Por exemplo, vários tipos de controladores inteligentes com 
aprendizado, são tipos de sistemas não-lineares adaptativos (Antsaklis, 1994). › 
Todas as características, apresentadas pelo controlador inteligente, são 
utilizadas, predominantemente, no controle de sistemas onde aparecem não- 
linearidades, dinâmica .não-modelada e parâmetros variantes no tempo ou então em 
situações onde não existe a possibilidade de se encontrar um modelo matemático 
convincente para o processo (por exemplo o controle motor necessário para que o 
ser humano ande sobre as duas pernas (Barreto e Proychev, 1994)). O controle 
zonvencional. ou náo-inteligente. também apresenta controladores que enfrentam 
estes tipos de situações, como por exemplo controladores PlD (Proporcional, Integral 
e Derivativo) industriais. A diferença entra as duas abordagens para controle de 
processos, inteligente e convencional. está no enfoque do projeto 1 "O enfoque do 
controle inteligente está no projeto de controladores que emulem ou realizem certas 
funções dos seres humanos. animais ou sistemas biológicos para resolver problemas 
de controle" iPassino. 1996). Ja' o enfoque do controle “dito” não-inteligente está no 
:rojeto de controladores baseados no modelo matemático co processo. Nos 
proximos parágrafos faz-se uma breve descrição das quatro tecnicas de inteligência 
Artificial utilizadas na implementação de controladores inteligentes.
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Dentre as várias técnicas usadas na construção do controlador inteligente, a 
utilização de algoritmos evolutivos é inspirada na teoria da evolução de Danivin e 
genética de Mendel (que consideram, principalmente, os mecanismos de seleção 
natural). A idéia é gerar controladores a partir das melhores características de outros 
controladores que apresentam desempenho modesto. Entretanto, estes 
controladores necessitam ser projetados, inicialmente, através de alguma outra 
abordagem da teoria de controle. 
Os controladores projetados através da lógica fuzzy, denominados de 
controladores fuzzy, necessitam de um amplo conhecimento sobre o processo a ser 
controlado. Esta necessidade deve-se ao fato de que os mesmos são implementados 
para imitar o comportamento de um controlador “não-inteligente”. sintonizado de 
alguma maneira (através de um operador humano, através de métodos de 
otimização, através de tentativa e erro, por exemplos, etc) e que executa esta tarefa 
com excelência, ou seja, ele deve se comportar como um especialistas. A 
implementação do controlador fuzzy é conseguida atraves do uso de variáveis 
linguisticas do tipo alto, baixo, médio, quente, frio, etc. Vale a pena ressaltar que a 
logica fuzzy apresenta uma base matemática consistente no seu desenvolvimento 
(espaço de estados, estabilidade por Lyapunov, controladores com estrutura 
variável) embora este desenvolvimento ainda não tenha sido usado com propriedade 
na construção dos controladores fuzzy. 
Os controladores construídos com base nos Sistemas Especialistas 
Simbólicos. mais precisamente Baseados em Regras, são controladores que, da 
mesma forma que os controladores fuzzy, procuram emular o comportamento de um 
especialista. A sua implementação é realizada. normalmente. atraves de regras do 
tipo lF-THEN-ELSE retiradas do conhecimento,,do especialista. Diferentemente da 
logica fuzzy. neste caso. não existe um desenvolvimento matemático proprio por trás 
*Controladores Fuzzy podem ser considerados como um sistema especialista. Esta consideração e baseada na definição geral de Sistema Especialista encontrada em De Azevedo (De Azevedo. 1993).
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das relações definidas nas regras. Um exemplo clássico é a utilização de sistemas 
especialistas para sintonizar um controlador PID (Hang et al.. 1996). 
Diferentemente das três abordagens de controle inteligente citadas 
anteriormente, o uso de RNA é caracterizada pelo não conhecimento sobre a planta 
a ser controlada e pelo não conhecimento de como gerar o controle para esta planta. 
A tarefa de controlar o processo é aprendida durante uma fase de treinamento, onde 
o aprendizado normalmente é obtido através da minimização de uma função custo 
pré-definida. No entanto, faz-se necessário o conhecimento de exemplos, através de 
pares entrada/saída desejada, que são utilizados para o treinamento da rede, no 
caso de treinamento off-/ine. 
Um controlador baseado em RNA, denominado de controlador neural, tem a 
vantagem de 1 trabalhar indistintamente com processos SISO (Single-Input Single- 
Output) e MlMO_ (Multiple-lnput Multiple-Output), operar naturalmente com plantas 
não-lineares. não necessitar do conhecimento sobre a planta a ser controlada e 
adaptar-se adequadamente a novas situações não apresentadas durante o 
aprendizado através da sua capacidade de generalização. Entretanto, pelo fato do 
aprendizado ser, normalmente, um procedimento de otimização, o mesmo tem a 
desvantagem de apresentar um desempenho que depende da sintonia inicial dos 
seus parâmetros de projeto.
× 
As quatro técnicas da inteligência Artificial. discutidas. podem ser 
-:ombinadas em sistemas híbridos para a construção de controladores inteligentes. O 
objetivo é tentar minimizar as deficiências de uma técnica. :om a aiuda da eficiência 
das outras tecnicas. Como exemplo pode-se citar 1 sistemas especialistas e lógica 
“uzzy (Passino, 1996); algoritmo genético e sistemas especialistas (Warwick. 1996); 
fede neural. sistemas especialistas e logica fuzzly (Handelman e Lane. 1996); redes 
“eurais e sistemas especialistas (Pomerleau et al.. 1991 'i' 'edes neurais e algoritmo 
genético (Harp e Samad. 1991); redes neurais e logica fuzzy (Werbos. 1996: Nauck 
et al., 1997): dentre outros.
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1.3 Redes Neurais Aplicadas em Identificação e Controle de 
Processos 
As RNA's são utilizadas em identificação e controle de processos não-lineares 
devido a sua facilidade de realizar mapeamentos não-lineares e de ter a capacidade 
de aprender. Para que uma RNA possa ser utilizada em identificaçâo e/ou controle é 
necessário que a mesma tenha a característica de representar a dinâmica do 
sistema no seu processamento da informação. 
No Anexo, deste trabalho, são encontradas algumas definições que permitem 
incorporar formalmente a informação de dinâmica no modelo neural. Basicamente 
existem duas maneiras de representar a informação de dinâmica na rede neural : 
através de uma representação externa e de uma representação interna. Na 
representação externa usa-se na entrada da rede um conjunto de sinais atrasados 
no tempo, o que indica uma representação entrada/saída para o .modelo do 
processo. Já na representação interna a informação da dinâmica é realizada através 
de laços de realimentação, internos ou externos aos neurônios, o que possibilita uma 
representação no espaço de estados para o modelo do processo. 
Neste trabalho é desenvolvido um novo modelo de rede neural, com dinâmica 
interna, que apresenta uma parte dinâmica linear e uma parte estática não-linear. 
Este novo modelo neural. devido â sua estrutura particular. e adequado para tratar 
processos orientados â blocos que possam ser divididos em uma parte linear com 
dinâmica e uma parte não-linear estática, que são os modelos de Wiener (Greblicki, 
1992) e Hammerstein (Stoica e Söderström, 1982). Embora tenha uma estrutura 
interna particular, este novo modelo neural apresenta, como os outros modelos 
neurais existentes. a caracteristica de um aproximador não-linear universal. Esta 
capacidade e mostrada atraves da utilização do mesmo em problemas de 
:ientificaçáo e controle de sistemas dinâmicos não-lineares. orientados â blocos ou 
não.
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No procedimento de identificação não-linear são utilizadas as técnicas de 
validação do modelo proposto por Billings e Voon (Billings e Voon, 1986; Billings et 
al., 1992), que foram desenvolvidas para validar modelos não-lineares, neurais ou 
não. Em aplicações onde são utilizadas as RNA's, estas técnicas têm sido usadas 
para validar modelos neurais não-lineares com dinâmica externa. Neste trabalho as 
mesmas são utilizadas para validar modelos neurais não-lineares com dinâmica 
interna. Na tarefa de controle, o novo modelo neural é utilizado como um controlador 
feedforward em cascata com um processo não-linear. O uso do controlador neural 
feedforward foi originalmente proposto por Kawato e co-autores (Kawato et al., 
1987), sendo que aqui é utilizada a proposta de Kawato com algumas modificações 
propostas por De Oliveira (De Oliveira et al., 1991) e Nascimento Jr. (Nascimento Jr., 
1994). 
1.4 Estrutura da Tese 
Este trabalho e constituido de seis capítulos. O capítulo 2 mostra como 
representar a dinâmica em RNA's, seguindo o formalismo apresentado no Anexo. 
Neste capítulo mostra-se as duas formas básicas de representação da dinâmica em 
modelos neurais : interna e externa. A contribuição original deste capitulo é o 
desenvolvimento de um novo modelo neural com dinâmica interna que apresenta 
partes dinâmicas lineares e partes não-lineares estáticas. Outra contribuição é o 
desenvolvimento de um algoritmo de aprendizado do tipo oackpropagation para esta 
nova rede neural desenvolvida. 
O capitulo 3 introduz o leitor nos procedimentos de identificação dinâmica não- 
linear utilizando RNA's. Este capitulo mostra as varias estruturas não-lineares 
usadas na identificação neural. com as mesmas sendo divididas em duas grandes 
classes 1 modelos entrada-saída que utilizam RNA's com dinâmica externa e 
modelos no espaço de estados que utilizam RNA`s com dinâmica interna. Alem disto. 
o capitulo descreve o metodo de validação utilizado para medir o desempenho da 
identificação neural. As maiores contribuições deste capitulo são duas 1 utilização de
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testes de validação de modelo baseados em medidas de correlação para RNA's com 
dinâmica interna, e utilização da informação do erro de prediçâo4 na entrada do 
modelo neural com dinâmica interna no procedimento de identificação de processos 
dinâmicos não-lineares com ruído de medida não-linear. â 
O capitulo 4 mostra a aplicação do novo modelo neural desenvolvido, na 
tarefa de identificar processos dinâmicos que contém blocos dinâmicos lineares e 
blocos não-lineares estáticos. A contribuição original deste capítulo é apresentar um 
procedimento unificado de identificaçäo, utilizando RNA's com dinâmica interna, para 
processos dinâmicos' não-lineares orientados à blocos, dos tipos acima 
mencionados. 
. O capítulo 5 mostra a utilização do novo modelo neural com dinâmica interna 
na tarefa de controlar processos dinâmicos nâo~Iineares. A arquitetura de controle 
utilizada é a do controlador neural feedforward, originalmente chamada de feedback- 
error-/eaming. A contribuição deste capítulo é a utilização de uma RNA com dinâmica 
interna como controlador feedforward na tarefa de controlar processos dinâmicos 
não-lineares contínuos ou discretos, orientados à blocos ou não. 
Finalmente, o capitulo 6 apresenta as conclusões gerais sobre este trabalho e 
sugestões para futuros trabalhos. 
,I 
i Neste trabalho chama-se. sem distinção. o sinal de diferença entre a saída do processo e a saída do modelo no procedimento de identificação de erro de predição” ou de “ resíduo”.
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2- Representação da Dinâmica em Redes Neurais 
Artificiais 
2.1 Introdução 
- A representação da dinâmica nas RNA's utilizadas em Sistemas de Controle é 
uma necessidade devido ao fato de se estar trabalhando com sistemas dinâmicos, o 
queimpõe que o modelo gerado pelo procedimento de identificaçâo ou o controlador 
neural implementado tenham' informações de dinâmica' incorporado ao seu 
processamento. Inicialmente os trabalhos sobre RNA's não se preocupavam com o 
problema da incorporação da dinâmica, já que as mesmas não foram concebidas 
originalmente para aplicações em sistemas de controle, embora alguns modelos 
neurais já incluissem caminhos de realimentação na sua implementação, como por 
exemplo a rede de Hopfield (Hopfield, 1984). Ao visualizar a sua utilização para 
problemas de controle, Jordan (Jordan, 1986) propôs um modelo que incluía a 
informação de dinâmica, originalmente com o objetivo de utiliza-lo no controle de 
processos dinâmicos, além de processamento da voz. Mas foi com o trabalho de 
Narendra (Narendra e Parthasarathy, 1990) que o problema de como incluir a 
dinâmica no modelo neural ficou explicitado. A forma como esta questão foi 
abordada neste trabalho. não mostrava claramente as -diferenças entre as duas 
formas básicas de incorporação da dinâmica no modelo neural. que são as 
representações externa e internai. Este desenvolvimento foi devidamente abordado 
no trabalho de De Azevedo (De Azevedo, 1993). onde são apresentadas definições 
formais de neurónio artificial e RNA. com as duas formas de incorporação da 
informação de dinâmica na RNA. Estas definições são apresentadas no Anexo deste 
O trabalho de Narendra e Parthasarathy (Narendra e Parthasarathv '-990) foi um marco no estudo 
:ias RNA's em sistemas de controle. O motivo foi que. pela primeira vez na literatura. a utilização da RNA em identificaçao e controle não-linear foi abordada atraves do formalismo matemático da Teoria 
de Controle.
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trabalho. Juntamente com as definições de De Azevedo, aparecem alguns teoremas 
de Barreto (Barreto, 1996) que são aperfeiçoamentos do trabalho original de De 
Azevedo. A partir da definição formal de neurônio artificial e RNA, pode-se verificar 
claramente a opção de incluir dinâmica na forma interna ou na forma externa na 
RNA, e observar que estas duas situações estão intimamente relacionadas com a 
representação do modelo utilizado, ou seja, se o modelo é uma representação 
entrada/saída ou uma representação no espaço de estados do processo dinâmico 
estudado. 
2.2 Modelo Neural com Dinâmica 
As formas de inclusão da informação da dinâmica na RNA são baseadas no 
modelo de neurônio artificial mostrado na Figura 2. 1. Neste modelo as entradas 
w,u,. são combinadas usando uma função ¢ para produzir um estado de ativação do 
neurônio que atraves da função Ã irá gerar o sinal de saída do neurônio. A função 
de ativação ¢ pode incluir ou não dinâmica no seu processamento. A utilização de 
uma função de ativação diferente da função de saída, ao contrário do usual na 
literatura sobre RNA's que normalmente as utiliza como se fossem uma so, fornece 
ao neurônio uma maior flexibilidade de uso. Mas, principalmente, permite uma 
definição formal de neurônio dinâmico e de neurônio estático. como visto no Anexo. 
Entradas 
l l 
__ _ ` _ _ ` › `ombinaÇão net funcao de .mvacao tuncao ae saida 
\ I 
Anvacáo Saca É 
un E mradas '3 
l K
› \l"I 
Figura 2. “z - Elementos básicos de um neurônio artificial 
,r 
As caracteristicas deste modelo permitem definir o modelo geral de um 
neurónno como sendo um sistema dinâmico. Permltindo também, junto com os 
conceitos de sistemas (Kalman et al.. 1969), formalizar varios tipos de neurônios 
(Anexo).
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Na notação usualmente adotada na literatura, o valor de net e; 
ff 
nez_,.(r) = Zw,.J.uJ.(r) (2_ 1) 
/'= 
onde w,¡ é um número real que representa a conexão da entrada do i-ésimo 
neurônio com a saída do j-ésimo neurônio. Após a determinaçãode nez,.(r), o valor 
do estado de ativação do neurônio é atualizado através da função de ativação ¢ e, 
finalmente, o valor desaída do neurônio é produzido através da função de saída Ã. 
Analiticamente, a ativação e a saída dos neurônios são dadas pelas seguintes 
equaçoes; 
x(_t + h) = ¢(x(t), net(t), t, h) (2. 2) 
y(t) = /L (x(t).net(t).l) (2. 3) 
Destas relações formais, pode-se obter diferentes modelos a partir de 
modificações na função de ativação ¢ e na função de saída À. Examinando a* 
equação (2.2) verifica-se que os estados futuros do neurônio são afetados pelo 
estado atual do neurônio. e pelo valor do sinal de entrada net. Este tipo de neurônio, 
-que possui memoria. e conhecido como neurônio dinâmico. Por outro lado. 
considerando-se a função ‹.› como constante. tem-se neuronios que não possuem 
memória, ou seja. o estado atual é igual ao estado anterior. Neste caso, o neurônio é 
conhecido como neurônio estático. A equação (2.3) determina um mapeamento 
estático do estado atual do neurônio. incluindo a sua entrada, para o sinal de saída 
do mesmo. 
'› 
Embora os neurônios sejam elementos computacionais extremamente 
ânteressantes. isoladamente-não são poderosos para processar ou representar o 
conhecimento. Entretanto. se um conjunto de neurônios e interconectado em uma 
rede de neurônios, denominada de RNA, emerge uma serie de propriedades
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computacionais não encontradas em um simples neurônio. Uma RNA é um sistema 
composto por vários neurônios formando um sistema complexo (Anexo), onde os 
neurônios são ligados por conexões e normalmente agrupados em camadas. Alguns 
neurônios recebem excitações do exterior e são denominados neurônios de entrada, 
formando a camada de entrada da RNA. Outros interagem, de alguma forma, com o 
mundo exterior e são denominados neurônios de saída, formando a camada de 
saída da RNA. Os neurônios que nao sao entrada nem saída, sao conhecidos como 
neurônios internos e formam a camada intermediária da RNA. 
Um exemplo de RNA é mostrado na Figura 2. 2 _ Este tipo de RNA, multi- 
camadas e feedforvvard, é o mais utilizado em sistemas de controle (lrvvin et al., 
1995; Gupta e Rao, 1994). Este modelo é composto de várias camadas de 
neurônios, por isto é chamado multicamadas; os neurônios de uma camada se 
conectam apenas com os neurônios da camada imediatamente posterior, 
determinando um fluxo de informação na forma feedforward. Entretanto existem 
vários modelos de RNA que permitem um ampla conexão entre neurônios de 
diferentes camadas e também dentro da mesma camada (De Oliveira et al., 1998). 
H, 
ry»ü II 0 E 
Y! švíg; 2. A 2. :2 
i 
¡\ m~øum¿øum YU 
Figura 2. 2 - Representação de uma RNA feedfonivard multi-camadas, com duas camadas de 
neurônios 
Os modelos neurais podem ser contínuos ou discretos. Neste trabalho utiliza- 
se apenas os modelos discretos de RNA's, devido a facilidade de implementá-los via 
software. Além disto, são considerados apenas modelos multicamadas. As seções a 
seguir mostram as duas formas de incluir a informação de dinâmica nos modelos
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neurais multicamadas discretos. 
2.2.1. Modelo Neural com Representação da Dinâmica na Forma 
Extema 
Nos modelos de RNA's com dinâmica externa existem apenas neurônios 
estáticos. Ou seja, a informação de dinâmica é fornecida externamente. Esta 
informação é codificada por um conjunto de sinais atrasados no tempo. A Figura 2. 3 
mostra uma RNA feedforward multi-camadas discreta com dinâmica externa. 
Camada Interrnediária dc Camada de Sama mm 
Sinais de Entrada _\ieuróm'os Estáticos Neurônio Eszánco 
Sil kl “““ ía M *zmai de Saida Me V ~ -«lift A . i` . ui k-mi - 
E 
/~ 
,_ _ iii DDI ki 
nefpl k 1 
Figura 2. 3 - RNA feedfonzvard multi-camadas discreta com informação de dinâmica representada 
atraves dos sinais de entrada atrasados no tempo 
Da Figura 2. 3. tem-se que: 
_v(k +1)=_f`(u(ik').u(k - l).....ziik - mi.Wl (2. 4) 
onde W indica a matriz que contem os pesos que conectam os sinais de entrada aos 
neurônios intermediários e os pesos que conectam os neurônios intermediários ao 
nie-urônio de saida. A equação (_2.4) indica um modelo NAR =:'Non-linear 
-`=.utoRegressive model structure). mas com a manipulação adequada dos sinais de 
entrada na fede. a :eae pode representar modelos N/ARMA Won-linear 
~`«\utoRegressive Moving Average model structure). NARMAX (Non-linear 
AutoRegressive Moving Average model structure with exogenous input). etc
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(Sjoberg, 1995). A equação (2.4) é claramente uma representação entradalsaida. 
Devido as similaridades entre estas técnicas neurais com 0 controle 
adaptativo, este modelo que usa um vetor de regressão 
¢›(k)=[u(k),u(k-1),...,u(k-m)]T na sua entrada, é o mais utilizado em sistemas de 
controle. Devido a esta proximidade, foram feitos inúmeros trabalhos que utilizam as 
técnicas adaptativas para sistemas lineares (Ljung, 1987; Áström e Wittenmark, 
1995' Geodwin e Payne unte corn este rnodeio neu 199Gb' -.Ã to -~1 2:' 9. /'“` Í) :r (U ::i 9. Q. , l' - . 
Billings et al., 1992; Ng, 1994; Saint-Donat et al., 1991). Entretanto, como será visto 
a seguir, a outra forma de representar a dinâmica na rede neural, vislumbra a 
possibilidade de utilização do conceito de estado, o que torna a rede mais poderosa 
para tratar sistemas dinâmicos. 
2.2.2. Modelo Neural com Representação da Dinâmica na Forma 
_ Intema 
,- Neste caso, a RNA feedforvvard contém neurônios dinâmicos. A informaçao de 
dinâmica será fornecida internamente. Esta informação é determinada através da 
-› funçao cb do neurõnio. Para o caso de uma RNA feedforward discreta a Figura 2. 4 
mostra uma possível configuração (para facilitar a apresentação será considerado 
apenas dinâmica linear nos neurônios). 
Da Figura 2. 4 tem-se que; 
›z(/z + 1) z Axuz) + W1zz(k) (2. 5) 
suz) z ,1(x(k)) (2. 6) 
y(k) z zi(Wfs(k)) (2. 7) 
OU,
_. .N ......-_._~.z«zz.-.-»..._. ......f.¬...J.-z.- __r... .LL 
› 1- 11 `. ' . ," ;_ . ... 'R 
y‹/‹›= g(›‹‹f‹›, zz‹1‹›,A,W) ‹2. 8) 
onde, neste caso, a matriz A é uma matriz diagonal, A=diag[a11,8zz, ...,amJT, a variável 
W inclui os pesos W' que conectam o sinal de entrada aos neurônios intermediários 
e os pesos WS que conectam os neurônios intermediários ao neurônio de saida..zO 
vetor x(.) é o vetor de ativação dos neurônios dinâmicos da rede. Observando 
apenas as equação (2.5) e equação (2.8) nota-se claramente que év uma 
representação no espaço de estados. 
' Caunúlfiüaunäálñcun Cmn'h‹hSai‹honm 
Nam'x1iosDi1ümicos- Nanürioñstátioo 
IÊI 6 sim 
Sinal de Entrada Sinal de Saída 
um 6 
yuó 
ff E 3....) 
xn(k+l) xn(k) 
Figura 2. 4 - RNA feedforward multi-camadas discreta com informação de dinâmica representada 
através dos neurônios dinâmicos da camada intermediária, sendo esta dinâmica linear de primeira 
ordem 
A linearidade da equação (2.5) pode ser facilmente substituída por uma não- 
linearidade, como por exemplo; 
×(k + 1) = h(x(1‹), u(k),A,Wf) (2. 9)
I 
A matriz A pode assumir as mais variadas formas. Normalmente a matriz A é 
cheia indicando que todos os neurônios dinâmicos se conectam entre si, ou contem 
a diagonal principal e outras duas diagonais acima e abaixo da principal, indicando 
que cada neurônio dinâmico se conecta apenas com os dois vizinhos mais próximos,
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ou contem apenas a diagonal principal indicando que não existe conexão entre os 
neurônios dinâmicos, exceto com eles próprios. 
A equação (2.5) ou a equação (2.9) permite o uso dos estados dos neurônios 
como uma estimativa dos estados do processo dinâmico estudado. Neste trabalho, 
esta possibilidade não é explorada. O motivo é que o algoritmo de aprendizado 
desenvolvido para esta modelo neural, não é adequado para tratar estimação de 
estados e sim para tratar a estimação de parâmetros. 
2.2.3. Tipos de Modelos Neurais com Representação da Dinâmica 
na Forma interna 
Redes neurais com dinâmica interna foram desenvolvidas desde o começo 
dos anos oitenta, após o inicio do surgimento do ramo conexionista da inteligência 
Artificialz . Embora estes modelos, com dinâmica interna. não fossem, à princípio, 
voltados para aplicação em problemas de controle dinâmico, os mesmos 
apresentavam características interessantes à comunidade de controle. Nesta seção 
apresenta-se alguns modelos neurais pioneiros que incluem a informação dinâmica 
na forma interna, adequados ou não à controlar e/ou identificar processos 
dinâmicos. Além destes modelos pioneiros, são apresentadas outras redes neurais, 
mais recentes. que já foram originalmente propostas à aplicações em sistemas de 
controle. 
2.2.3.1. Rede de Hopfield 
A rede de Hopfield. assim chamada por ter sido desenvolvida pelo Professor 
de Biologia e Quimica da CALTECH (California lnstitute of Technology) J.J. Hopfield. 
Os primeiros trabalhos sobre redes neurais são oa decada de 40 il-leoo. 1949). 50 (Rosenblatt. 1958) 
e 60 (Widrow e Hoff. 1960), sendo que no final dos anos 60 este ramo de pesquisa enfraqueceu por causa do trabalho de Minsky e Papert (Minsky e Papert. 1969) que mostrava serias limitações para 
estes modelos computacionais conexionistas e. equivocadamente. não previa avancos na área. Durante os anos 70. surgiram. de maneira isolada. alguns trabalhos nesta área (Fu. 1§70: Werbos. 
1974; Anderson, 1977).
-f . ._.. ,....._._......._._.......................zz.....zz.z‹..u z».¬ zu.-.. 
K-\ 
Cãprmfó za; aaoinâmm' -emnzóe 
* ¬ 
foi a responsável pelo despertar do interesse dos pesquisadores pela análise das 
redes neurais artificiais (Hopfield, 1982)3, que estava desaparecido da comunidade 
cientifica desde o célebre artigo de Minsky e Papert (Minsky e Papert, 1969). ' 
Embora, originalmente, tenha sido apresentada como uma rede discreta; comi 
a saida dos neurônios tendo apenas dois estados, il, este modelo tem a sua-aversão 
continua (Hopfield, 1984). O comportamento da rede neural de Hopfield continua é 
governado pelo conjunto de equações diferenciais de primeira ordem, apresentado; 
abaixo na forma matricial; 
› ,z_- 
r%=-azY+WÃ(X)+0 (›2Í' 10) 
onde; 
X = [x, x, x,,]T é o vetor de estado dos neurônios; 
r=diag(r, 12 ...r,,) é uma matriz diagonal, representando as constantes de 
tempo responsáveis pela dinâmica dos neurônios; 
a =diag(a, az ...a,,) é uma matriz diagonal, representando os coeficientes de 
amortecimento responsáveis pela dinâmica dos neurônios; 
|'w,, w,2 w,,, 
w w w , _ W = 21 22 2" e uma matriz, com nz elementos, contendo os pesos 
‹‹‹ ... ... .-. 
WM W,,2 WM 
de conexão entre os neurônios da rede; 
Ã(X)= [Ã, (x,)zl.¿(x2)... Ã(x,,)]T é a função de saída dos neurônios (normalmente 
um função tangente hiperbólica) que gera o vetor de saida V = Ã.(X) dos 
neurônios; 
3Outro trabalho que contribuiu para o resurgimento dos estudos em redes neurais artificiais foram as
, 
publicações do Parallel Distributed Processing Group (PDP) (Rumelhart et al., 1986a, 1986b, 1986c). z
J. 
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6 = [81 92 ...9,,]¡ é_o vetor de bias da rede neural. 
A representação esquemática da equação (2.10) é mostrada na Figura 2.5 . A 
dinâmica da rede é determinada pelos valores dos 1,. Vs . dos À, Vs e dos w,.,Ís. Este 
modelo de rede é adequado para implementação em hardware, com a equação 
(2.10) sendo .realizada com o uso de capacitores, resistores, amplificadores 
operacionais e fontes de corrente (Cichocki e Unbehauen, 1993). O ajuste das 
conexões da rede de Hopfield pode ser feito através de algoritmo de aprendizado do 
tipo backpropagation (Raol, 1995). 
É ___. ~ ~ TF; Y %z 
T. 
Figura 2. 5 - Diagrama esquemático da rede de Hopfield onde V = X) é o sinal de saida da rede 
2.2.3.2. Rede de Elman 
A rede de Elman (Elman, 1990) e um tipo de rede recorrente discreta de três 
camadas em que os sinais de saida dos neurônios da camada intermediária são 
realimentados para a entrada de um conjunto de neurônios, chamados de neurônios 
de contexto. Esta rede tem apenas um sinal de entrada e um sinal de saida. A figura 
a seguir mostra a rede de Elman original.
, 
Na Figura 2. 6 as conexões feedforward (__j são aiustáveis e as conexões 
de reaiimentação (_ _ _) são fixas de valor unitário, por isto este modelo e chamado 
de “parcialmente recorrente" (Pham e Liu. 1992). O ajuste das conexões 
feedforward é feito atraves de algoritmo de aprendizado do tipo backpropagation
\/
i 
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(Pham e Liu, 1996). 
onde; 
neurônio de y(k) 
saida
O 
xi (k) xn (k)o neurônios intermediários 
neurônios de 
contexto MA
/ V/ 
x¿(k) O 2ÊäÊd"Â° de ()
\ \ i. 
zzik) 
Figura 2. 6 - Rede de Elman origina! 
As equações que regem o comportamento deste modelo säo; 
`/l 
f«.›zi.‹sf‹›=zw,:x:s‹×‹›+w,aiizz<i‹› 
z I 
x_,(k) = Â.(net,
' 
sz-;‹1‹i= .fi/‹-ii 
ÍI 
_1f(/Ô = Z ivfx, (ki 
zi 
ziezi/ri é o sinai de entrada dos neurônios intermediários: 
:V 
×.i_i<i e o sinai de saida dos neurônios intermediários ou estados da r 
×f(_k) é o sinai de saida dos neurônios de contexto: 
y(i<`) e o sinal de saida da rede; 
22 
(2. 11) 
(2. 12) 
(2. 13) 
(2. 14) 
ede:
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u(|‹) é o sinal de entrada da rede; 
é a função de saída dos neurônios intermediários; 
wš é o peso da conexão entre os neurônios» intermediários e de contexto; 
w,' é o peso da conexão entre os neurôniosnintermediários e o sinal de 
_ 
entrada; .,
V 
yvf é _o peso L da conexão entre o neurônio de saída e os neürônios 
. ,-,V1 _ 
intermediários. - JÍ*<~1 
Originalmente esta rede foi desenvolvida; de forma a introduzir inforrnaçäo def-r “ 
tempo no processamento dos modelos conexionistas, de maneira que pemiitisse- a 
sua utilização no processamento da fala (Elman, 1990). Mais tarde este modelo foi , 
utilizado também para identificação de processos dinâmicos lineares (Phame Liu, 
1992) e não-lineares (Pham e Liu, 1996). 
2.2.3.3. Rede Neural Recorrente Diagonal 
A rede neural recorrente diagonal (Ku e Lee, 1995) foi desenvolvida para 
aplicações em identificação e controle de processos dinâmicos não-lineares. O 
objetivo foi projetar uma rede que apresentasse dinâmica interna e ao mesmotempo 
poucos parâmetros a serem ajustados. Este modelo é mostrado na figura abaixo, 
onde,
' 
M
. 
nzz,(k)= zw,;u,(k)+w?x,(k-1) (2. 15) 
x, (k) = /1(net,. (k)), (2. 16) 
y(/‹) = Êwfx,(k) (2. 17) 
COITI,
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net, (k) é o sinal de entrada dos neurônios intermediários; 
x, (k) é o sinal de saída dos neurônios intermediários, ou estados da rede; 
w,.,'. é o peso da conexão entre os sinais de entrada e os neurônios 
intemtediários; 
wf é o peso da conexão entre os neurônios intermediários e eles próprios; 
wf é o peso da conexão entre os neurônios intermediários e o neurônio de 
saída; - 
é a função de saida dos neurônios intermediários. 
ui
Í wa. 
‹f‹› 
" Q S Wi 
Ê M) 
Sinal de Saída 
zz,,.‹1‹› . 
S¡"a¡s de Entrada Neurônios intennediários 
©= 
net(k) x(k) 
Figura 2. 7 - Rede Neural Recorrente Diagonal 
Todos os pesos da rede neural são ajustados através de um algoritmo de 
aprendizado do tipo backpropagation (Ku e Lee, 1995). 
Como todo modelo que possui dinâmica interna, esta rede necessita de 
atenção no que se refere a estabilidade da mesma. Para a rede neural recorrente
' 4' 'z - -. - 
C nl. iu _¿2¬¿ R . .r.._¶..%da 0:* . g rs, M , Fm.. S
V 
diagonal ser estável é necessário que 0< 
I 
<1. Esta imposição, derivada do fato 
que a rede é diagonal também é uma das condições de convergência do algoritmo 
de aprendizado. As condições necessárias e suficientes que garantem a 
estabilidade deste modelo neural são encontradas- a partir da Teoria de Lyapunov 
(Ku e Lee, 1995). 
2.3 Modelo Neural com Dinâmica Linear e co'm*"*"Não- 
Linearidade Estática. -
› 
5,211, 
O modelo de rede apresentado nesta seção» é uma modificação dai-,Rede 
Neural' Recorrente Diagonal que agora conterá neurônios dinâmicos que. apresentam 
dinâmica linear e uma não-linearidade estática. Este novo modelo neural é 
adequado para tratar sistemas dinâmicos que contenham uma parte linear dinâmica 
e uma parte não-linear estática. Esta classe de processos dinâmicos é utilizada em 
algumas importantes aplicações, tais como : controle de pH (Pajunen, 1994), fluxo 
de fluido (Singh et al., 1980), identificação de sistemas biológicos (Hunter e 
Korenberg, 1986) e identificação de sistemas lineares com sensores não-lineares 
(Doeblin, 1983). Além desta implicação prática, a motivação de se utilizar dinâmica 
interna linear no modelo neural é a de facilitar o estudo de estabilidade* do mesmo. 
Esta rede será apresentada no contexto de modelagem e identificação de* sistemas 
dinâmicos. Embora tenha esta estrutura particular, este novo modelo neural não 
perde a sua capacidade de aproximador não-linear geral, que sen/e para modelar 
um processo não-linear qualquer. r 
Dado um sistema dinâmico discreto não-linear representado no espaço de 
estados como determina a equação (2.18) e a equação (2.19), 
x(k +1) = Ax(k) + Bu(k) (2. 18) 
y(/f) = <Í>(×(k)) (2- 19) 
ou,
_ ›;t . ‹, . J* 
cap¡tuIO¡.2._ 
H 
A _ da D. ãmba em_.n ¡' sn- ¬2íf*»¡a'fií;|¡›--z›-. ç
' 
y(k) = <D(Ax(k -1) + Bu(k -1)) (2. 20) 
onde k é o instante de amostragem, A é a matriz nxn de dinâmica linear, B»é o. vetor 
entrada nx1, u(k) é o sinal de entrada no instante k, x(k) é o vetor de estados nx1 no 
,z : 
instante de amostragem k, y(k) é o sinal de saida no instante de k, e 
‹1>(.) é a função não-linear de saída que realiza o mapeamento 91" -› 911. 5 
Uma possível representação para o modelo da equação (2.20) afiävés de 
uma RNA com dinâmica interna, composta de três camadas de neqrggigsgz é 
mostrada na Figura 2. 8, sendo que a. camada de neurônios de 
"..,.:,- 
apenas como um bufier para o sinal' de entrada. ` *'‹ 
camada da Emzaaa camada rmarmaaiâúa camada da saída 
-- 
nal Im ×1(|‹+1) mk) 
u(k) 
' ”'““° 
, A o 
S . um (lz) Smal de 
sinal da + 
SW saída 
Entrada r . . w SW 
I + 
Figura 2. 8 - RNA com dinâmica intema linear, composta por très camadas de neurônios servindo 
como modelo de um sistema discreto não-linear
U 
›- 
H
N
WE 
A RNA da Figura 2. 8 apresenta neurônios dinâmicos na camada 
intermediária e neurônio estático na camada de saída. A função ativação dos 
neurônios intermediários é dada por uma equação a diferenças de primeira ordem. 
As funções de saída h(.) e I(.) são funções estáticas não-lineares, sendo que I(.) 
pode ser linear. 
Da Figura 2. 8 temos que,
1' 
*_ -^,:¿"1-C ._-- \ . Y › Á- Y. 
I 
~¿››z¿ ¿¬¿-`¡zkf__,Á__'.¢ ¡:,,1€;›¿.:¡›/.¿_v‹_. ___¡z.;›,_»__ . 
› 
. H. ,«¡ . _ em Redes 
S,-(fz) = 1z[z,-(k)] 
xl. (k + I)= a¡¡x¡(k)+ + afixj (k)+ + a¡,,x,, (k)+ net¡1.(k) 
COITI 
net; (k) = w¡1¶u(k) 
OU; 
z ¡ (1: + 1) = zz,¡z,(1z)+... +zz,-,-zz,-(1z)+. _. +zz¡,,zz,,(1z) + w,'¡zz(k) 
Da equação (2.21), com x(k) retirado da eqyação (2.24), temos, 
s¡(1z) = h[‹z¡¡z1(k - 1)+... +zz¡,.z,.(k - 1)+... +zz¡,,z,,(1z - 1) + w}1zz(k - 1)] 
OLI, 
s(1‹) = h[Ax(1z -1) + W1zz(k -1)]
I all 012 01" wll
I A: (121 022 02"; WI: W2l
G an] únz dnn wnl 
o sina: de saída yR,,,,(1z) è iguan z, 
COm, 
y,z~,.<1‹› =1[WSS‹k›] 
da equação (2.26), tem-se que, 
yw (k) =1[WSh[Ax(k _ 1) + W'zz(k-)]] 
OU, ` 
.'_-.Â-› 
27' 
(2. 21) 
(2. 22) 
(2. 23) 
`."‹ê-¬Í-.._ 
(2. 25) 
(2. 26) 
(2. 27) 
(2. 28) 
(2. 29)
Capitulo 2 - Representação da Dinâmica em Redes Neurais Artificiais 23 
_tz-,M (k) = N[W,x(/‹ _ i),zz(_k -1)] (2. 30) 
que formaliza o modelo dado pela equação (220), sendo que o algoritmo de 
aprendizado ajusta os elementos de Wde tal forma que N(.) z <ú(_), Os elememgs da 
matriz Wincluem os elementos das matrizes W' e WS, além dos elementos a,-,- de A. 
Embora a equação (2.30) determine que a atualização dos estados do 
processo (equação (2.18)) seja linear, o mapeamento do espaço de entrada, u(.), 
para o espaço de saida, y(.), realizado pela RNA não restringe o caso em que a 
equação (2.18) seja não-linear. Neste caso, N_(.) aproxima uma função ã(.) e não 
mais apenas a>(.). Se a atualização dos estados do processo é não-linear (equação 
(2.9)), o modelo neural proposto não segue a estrutura interna do processo, ou seja, 
o espaço de estados da rede será diferente do espaço de estados do processo, 
embora a RNA consiga preservar a relação entrada-saída determinada pela função 
<D(._). 
Nos modelos de RNA's com dinâmica interna propostos na literatura, tais 
como Karakasoglu (Karakasoglu et al., 1993), Haykin (Haykin. 1994) e os modelos 
da seção 2.2.3, não diferenciam a função de ativação da função de saida. Por isto, 
estes modelos utilizam na malha de realimentação o sinal de saída do neurônio, 
:ificultando a elaboração do algoritmo de aprendizado e o estudo de estabilidade da 
rede. O modelo de RNA mostrado na Figura 2. 8 apresenta uma realimentação do 
estado do neurönio permitindo, a partir das definições de função ativação e função 
de saida do neurönio. o uso de uma equação linear para representar a dinâmica do 
neurönio. A utilização da dinâmica linear na função ativação do neurönio facilita o 
estudo de estabilidade do modelo neural. ou seja. faz-se apenas um calculo de 
autovalores da matriz A. definida na equação' (225) e na equação ‹"2.27_) para 
:eterrninar se a rede neural com dinâmica interna e estável ou não. 
Aqui. e conveniente lembrar que. durante a fase de aprendizado da RNA, o 
algoritmo de ajuste dos pesos da rede modifica os elementos da matriz A após cada
z 
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iteração. Sendo assim, o cálculo do autovalores de A se faz necessário em cada 
iteração. Esta é uma maneira não elegante, que consome algum tempo de 
processamento numérico, de verificar a estabilidade deste modelo neural já: que na 
etapa de aprendizado os autovalores da matriz A são variantes no tempo. 
2.3.1. Algoritmo de Aprendizado 
O algoritmo de aprendizado desenvolvido para o modelo de 
dinâmiw interna, visto na Figura 2. 8,Wé do tipo backpropagatíon (Rumelha¿rt,«,et' al.-, 
1986a)f; O mesmo ajusta os pesos vv,-/, wf e os parâmetros a,¡ da RNA. 
O ajuste dos pesos wf segue as equações padrões do. algoritmo 
backpropagatíon padrão (Rumelhart et al., 1986a). O ajuste dos pesos wfi' e dos 
parâmetros a,-¡ são mostradas a seguir (não são mostrados todos os passos do 
procedimento de dedução do backpropagatíon, devido os mesmos já serem de 
amplo conhecimento na literatura (Haykin, 1994; Zurada, 1992; Krose e van der 
Smagt, 1993; Dayhoff, 1990; Simpson, 1990)). 
Considerando que deseja-se minimizar a função custo do erro quadrático 
E(W). 
E‹W› =§ly‹1‹›- ye.. <1‹›l2 (2. 31) 
onde y(k) é a saida do processo no instante de amostragem k, ou saída desejada 
para a rede, yR~A(k) é a saída da rede neural no instante de amostragem k e Wé a 
matriz de parâmetros a serem ajustados, que inclui vv,/, wj-S e a¡,-. O efeito de 
minimizar E(VV) é conseguido através do ajuste da matriz de pesos W na direção 
oposta ao gradiente de E(W), ou seja,
r 
Wkfl = Wk - r] Grad[E(W)] (2. 32) 
com n indicando o quanto do gradiente será utilizado na atualização dos pes-os W,
z. , daVD¡nâ.m¡ca 'em Redes“ 
” 
¡¡`¡e¡_,¡¡'=zf».-r_~.';¡¡z.~'“¡-'.¡.V . . 
ou apenas o tamanho do passo na direção do gradiente. 
O gradiente Grad[E(W)] é calculado por, 
Graâ[E(W)]=Ê-š-Í-vfl (2: 33) 
Para a` camada de saída o algoritmo segue o backpropagation padrão, ou 
Seia: z-
i 
âšílwíz- 
) = õí'‹k› mk) o ~ 
com; 
5 f‹1‹› = ly‹1‹› -y,.‹k›l1'(»‹zf.S‹k›) ‹2. 35) 
onde l'(ner) indica a derivada de I(.) em relação a net. 
Na camada intermediária, com os neurônios de dinâmica linear, o cálculo da 
equação (2.33) torna-se, 
' âE(W):âE(W)äS¡(k) (2_36) 
ÔWJI1 Ô'Sj(k) ÕWÍ1 
o valor de Ê-50;) é calculado como; 
‹'>S,(1‹) 
Ô E(W) _ S S 
2-â mk) 
_ õ 1(1‹)w,, (2. 37) 
ÔS . k A derivada -Õàl para a camada intermediária é,
fi
âS¡-(k) _ ô'S¡-(k) âxj-(lt) ¿_-__ 2. s 
ÔWJI1 â×¡(k) ÔWÍ1 ( 3) 
ou seja, 
Ô'S (k) _ . Ô'x¡(k) u* É ~ h (xf (2-‹ 39) 
onde h'(ner) indica a derivada de h(.) em relação a x. 
. ‹- .zu j. s-W* z' 
, ..f Sendo assim, a partir da equação (2.39) e da equação. (2.37), tira-se que a; 
».. 
(2.36) torna-se; 
. â ,uq 
Êšif% = ô f(1z)wf, h (x,.(1z))š;;l_ (2. 40) 
ou seja; 
Wl'2=¿%(k)í (2. 41) âwj, 1 â wj, 
6,* (1‹)= õ fm wf, h`(›‹,- (1‹›) ‹2. 42› 
Da equação (2.24) tem-se que; 
zjøz) = zzjlxl(1z-1)+zzj2x2(1‹~1)+...+zzJyzj(1z-1)+...+zzjnxn(1z-1)+w§,zz(k-1) (2. 43) 
ou seja; 
x].(k) =a].lxl(k-l)+...+a]j{ajlxl(k-2)+...+a]jx¡(k-2)+,..+ajnxn(k-2)+w§¡u(k-2)}+ (2 44) 
+ajnxn (k -1) + w§1u(k -1) 
_ â x J. (k) Sendo ass|m, o termo if torna-se; â wfl
._- _ ›z‹.z,._ _. › z¡.,.›,`..>~- ,‹l z..,›, ~ ›-m . - ` ` -f ~ ' > “' " 
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' 
â x,(/z) ax, (k _ 1) ___- = .l __ fz -1 _ 45 
Ô, wi! 
ay 
õwíl 
+ ~( ) (2 ) 
Definindo-se; 
Q,‹f‹›=%;Éí)» â Q,‹‹››=‹› ‹zzr4õ› 
a equação? (2z45) torna-se; '~ * 
Q,-(1‹)=‹z,,Q,(f‹-1)+u(f‹-1) 
,
. 
O 2'-_ -A
, 
De posse da:-definição. dada pela equação (2.46), o Grad[E(W)] para o elem'entos,zdof 
vetor W ' será; A 
Íifm = ô j.(1z)Q, (k) (2. 48) 
ô' w 1.1 
com Q¡(k) determinado pela equação (2.47). A recorrência dada pela equação 
(2.47) será estável se |a¡.,.|<1. 
O cálculo de ágil segue o mesmo procedimento anterior, com; 
aji ` 
í_I¡ZÂ@=¿{(k)Êí/.EQ (2 49) âafl 1 âa”
' 
da equação (2.44) tira-se que; 
ÍÍ5-lui = ô j.(k)P,(k) (2. 50) 
Ô' a 
J, 
onde;
' 
P,(k)=zzj,.P,(k-1)+xi(k-1) (2. 51) 
&(k)=-õišfi) ; P,(<›)=<> (2. 52› 
Assim da mesma forma que a equação (2.47), “a recorrência dada pela equação
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'Ç' ___;; .... __ . #347" ~ zm ~-v . 
. . . ,, ¿ 'xt 5- Ãeiaziâozeca Universitária 
(2.51)será estável se |a¡,.|<l. .. .. . .. _. 
Para uma RNA com dinâmica interna linear, tendo v sinais de entrada, n 
neurônios intermediários e r sinais de saída, os gradientes âE(É/), ÔEUÍI) e âE(W) 
âwfi âafi 
seguem as equações abaixo. 
âE(W)_ S _ léfén Ívfi_ô,(k)s,(k),{1SjSr (2. 53) 
5;? (fz) = Íyj (fz) - y,,,¡]1'(zzzff(1z) ; {1é j 5 f (2. 54) 
H 
âE(W)_ ¿ .- _ lsisv W-ô,(k)Q,(k),{lSjSn (2. 55) 
õj (1z)= {IÉ[õ ,S(/z)w,j.]} h'(×,(k)); 15 ,sn (2. 56) 
Qj(k)=aj¡'Qj(k_1)+uz'(k"1) ISÍÉV 
âE(W)_ , _ lsisn í_ô ,(k)P,(k) , Lsjsn (2. 58) 
P,(k)=a,,1›,(k-1)+x,(k-1)_ 15,4” 
P,.(o)=o '{15jén (159) 
2.3.1.1. Ajuste dos Parâmetros, Estabilidade do Modelo 
Neural e Convergência do Algoritmo de 
Aprendizado ' 
O modelo neural com dinâmica interna mostrado nesta seção apresenta, na 
sua estrutura, uma equação a diferenças de primeira ordem, que é responsável pela 
dinâmica da rede (equação (2.24)). Devido a linearidade na equação citada, a
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estabilidade do modelo pode ser determinada simplesmente pela verificação da 
posição dos autovalores da matriz de dinâmica A (equação (2.27)) no plano-Z. 
O algoritmo de aprendizado tem a sua convergência determinada pela 
condição de módulo dos elementos da diagonal principal da matriz A serem menores 
que a unidade, ou seja que os elementos da diagonal principal de A estejam no 
interior do círculo unitário do plano-Z. Entretanto o próprio algoritmo modifica estes 
elementos da diagonal principal bem como todos os outros elementos de A. Por 
este motivo é desejável que o algoritmo inclua nas suas equações a possibilidade de 
não aceitar ajustes nos elementos da matriz que viole as condições de estabilidade 
do modelo e convergência do mesmo. 
Neste trabalho não é considerada esta possibilidade. Para que o algoritmo de 
aprendizado tenha esta capacidade é necessário que o mesmo seja desenvolvido 
em conjunto com as tecnicas de otimização com restrições (White e Jordan, 1992; 
Kirk, 1970; Athans e Falb, 1966), ou estimação paramétrica via projeção (Feng, 
1993; Goodwin e Mayne. 1987; Ruiz-Vargas, 1997; Song, 1998) ou algoritmo 
genético (Montana e Davis, 1989; Petridis et al., 1992: Pedrycz, 1994; Linkens e 
Nyongesa, 1996). 
2.4 Número de Parâmetros 
Modelos com dinâmica interna. normalmente apresentam um menor número 
de parâmetros a serem ajustados quando comparados a modelos com dinâmica 
externa, o que possibilita um menor número de iteraçoes durante o aprendizado. O 
uso de uma quantidade menor de parâmetros no modelo com dinâmica interna 
apresenta uma consonância com os estudos de ldentiflcação de Sistemas onde o 
-*modelo a ser identificado deve ser escolhido de maneira a ter o menor número de 
parâmetros (Ljung, 1991). 
Além da diferença citada acima, os modelos com dinâmica interna
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possibilitam a utilização dos estados da rede que, a partir das definições de funções 
de saída e de ativação, mostradas na Figura 2. 1, ficam próximos do conceito usual 
de estados da Teoria de Controle (as vantagens de uso do espaço de estados no 
controle de processos são bastante conhecidas na literatura (Kailath, 1980; Chen, 
1984)). 
Para verificar a diferença entre o número de parâmetros a serem ajustados 
nas duas abordagens de rede neural (com dinâmica interna e com dinâmica 
externa), escolheu-se as seguintes topologias, para cada uma das RNA's à serem 
comparadas :
' 
a) RNA feedforward com dinâmica externa da Figura 2. 3 contendo na sua 
entrada m+1 sinais atrasados de u(.) e n+1 sinais atrasados da saída do 
processo y,,,,,cess0(.)4, p neurônios estáticos intermediários e 1 neurônio 
estático de saída. 
b) RNA feedforward com dinâmica interna da Figura 2. 8 contendo n 
neurônios dinâmicos intermediários conectados uns aos outros 
acarretando em uma matriz A (equação (2.27)) cheia, e 1 neurônio 
estático de saída. ~ 
A rede do item (a) apresenta (n+m+3)p parâmetros a serem ajustados, enquanto a 
'ede do item içb) apresenta n(n+2) parametros. Para que a rede com dinâmica interna 
do item (b) tenha um maior número de parâmetros do due a rede com dinâmica 
externa do item (a). e necessário que: 
n(n+2)>(n+m+3)p (2. 60) 
ou
, 
Neste caso a rede neural está sendo utilizada para identificar um :recesso dinâmico. com o vetor 
regressor de entrada da rede sendo composto por amostras do sinal de entrada do processo u(k) e do 
sinal de saida do processo y(k).
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A verificação da equação (2.61) é realizada variando-se n, m, p dentro do intervalo 
nin+2)-(›n+m+3)p>0 
_ 
(2.61) 
{1.10]. Na tabela abaixo são mostrados 60, das 271 ossiv ' ' " 
equação (2.61) é satisfeita. 
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*abela 2. 1 ~ Verificação de situações onde o número de oarámetros da rede com dinâmica interna e 
maior que o número de parâmetros da rede com dinâmica externa i n. m e D são definidos nos itens 
pequeno valor de p i;,o<4). Com este numero de neurônios na camada 
intermediária, diminui consideravelmente a capacidade de realizar complexos 
‹1 
a maioria das situaçoes que satisfazem a equação 12.51) implica em um
l
1 i (D 9 (.›J __.J 
ia) e (bl) 
ÃO z«
i
› O 
A partir dos resultados mostrados na Tabela 2. 1.›verifica-se que 
28
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mapeamentos da rede neural. Aliteratura mostra que o número de neurônios 
estáticos na camada intermediária de uma RNA feedforward multi-camadas com 
dinâmica externa, para identificar sistemas dinâmicos não-lineares e maior do que 
8, mesmo para sistemas de segunda ou terceira ordem (Bittanti e Piroddi, 1997; 
Noriega e Wang, 1998; Narendra e Parthasarathy, 1990: Sjöberg, 1995; Chen e 
Khalil, 1992; De Azevedo e Barreto, 1994; De Azevedo, 1993; De Oliveira et al., 
1991; De Oliveira et al., 1998).
. 
ii. em um número considerável de situações, o valor de m e maior do que o de n, o 
que é difícil de encontrar em modelos não-lineares ou não. Se o processo é 
linear, esta seria uma situação onde o modelo apresenta um número de zeros 
maior que o número de pólos, o que torna o modelo não-causal, portanto de 
pouca utilidade em sistemas de controle. 
iii. a maioria das situações implica em um valor de n maior do que 6, indicando 
uma alta ordem para o modelo. Modelos desta ordem são poucos utilizados na 
literatura sobre identificação neural não-linear (lEEE Control System Magazine, 
1988. 19891990; lrvvin et al., 1995; Gupta e Rao, 1994). Normalmente, trabalha- 
se com modelos de, no máximo, quarta ordem (isto não e válido para o estudo de 
séries temporais (Deffner, 1996)). 
Todas esta evidências šndicam que dificilmente. em aplicações de 
identificaçâo neural não-linear. uma rede com dinâmica interna terá mais parâmetros 
do que uma rede com dinâmica externa. 
2.5 Identificação Neural : Modelo com dinâmica interna 
Nesta seção sera mostrado o comportamento do modelo neural com dinâmica 
nterna desenvolvido na seção cara representar o “odeio nâo-linear de um 
sistema dinâmico discreto não-linear. O procedimento de identificação do modelo 
segue o padrão determinado na Figura 2. 9.
Capitulo 2 - Representação da Dinâmica em Redes Neurais Anificiais 38 
u(k) PROCESSO y(k) 
NÃO-LINEAR
+ Í e<1‹› 
RNA 
ymfl(1<) 
Figura 2. 9 - ldentificação neural de um processo não-linear 
2.5.1. Sistema Dinâmico Discreto Não-Linear 
0 sistema dinâmico é representado pelas equaçoes 
zz (if +1): x (fz) 
x1,(k+1)z‹Íóx,(k)+o.âx2(k)+ f[.,(zz)] 
<2f 62) 
e a saida do sistema é dada por 
.v(f‹)= ×z(k) (2. 62» 
COÍT1 
f[zz(k)]zo.ószn[z‹(k)] (2. 64) 
onde x,(k) e x2(_k) são os estados, u(k) é o sinal de entrada, y(k) é o sinal de saída do 
processo, k é o instante de amostragem e f[.] é uma função não-linear. Para o 
treinamento do modelo neural são utilizados 50 instantes de amostragem, com a 
entrada do tipo senoidal conforme equação abaixo; 
u(1z)=sen(š¡';_';) i (2. 65) 
onde NPT equivale ao “número de pontos de treino", ou simplesmente número de 
amostras, onde NPT= 50. A Figura 2. 10 mostra a função não-linear f[u].
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Figura 2. 10 - Relação não-linear f[u(k)] para o processo dinâmico identificado 
2.5.2. Modelo Neural com dinâmica interna 
A identificação do processo discreto não-linear descrito pela equação (2.62) 
através da RNA com dinâmica interna, segue a descrição da Figura 2. 8, onde 
obsenra-se a utilização apenas do sinal u(k) como entrada da rede. A rede neural 
utilizada é um modelo de 5 camadas de neurônios, onde a primeira camada funciona 
apenas como um buffer para o sinal de entrada, com o sinal de bias5 em todas as 
camadas exceto na última camada. A rede é composta por : 
z Primeira camada : um único neurônio com função ativaçao identidade, 
significando um neurônio estático, e função de saída do tipo linear; 
o Segunda camada : oito neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saída do tipo tangente 
hiperbólica; 
z Terceira camada : quatro neurônios com função ativação identidade, 
5 O bias na camada é um sinal de valor constante unitário que se conecta com todos os neurônios da 
camada através de pesos, mas não recebe nenhuma ligação dos neurônios da camada anterior.
39
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significando neurônios estáticos, e função de saida do tipo tangente 
hiperbólica; 
ø Quarta ca ° dois neurônios com função ativação do tipo equação a mada . 
diferenças de primeira ordem, onde o estado do neurônio é afetada 
apenas pelo seu próprio estado, conforme equação abaixo, 
x, (k +1): a,.,x, (k)+ ne1,(k) (2. 66) 
que equivale a matriz A abaixo, 
1 
._ GH A-{O ami (2. 67) 
e função de saida do tipo tangente hiperbólica; 
o Quinta cam ' um unico neurônio com funcão ativação identidade ada . , , 
significando um neurônio estático, e função de saida do tipo linear com 
saturação no valor 10. 
Neste primeiro exemplo de utilização do modelo neural com dinâmica interna 
não serão .ajustados os parâmetros a,-,-'s da matriz A, o que não ocorrerá nos 
¿:›rÓ×imos resultados mostrados neste trabalho. Ou seja, supondo algum 
:onhecimento sobre o processo a ser identificado. utilizou-se os valores de: 
50.939 ‹_›
; l=l 
C) 6. DJ to 
'í\`> m oo Q/ 
'la rede neural. a partir de uma representação canônica diagonal para o processo da 
equação (262). 
3' 
Ó resultado oara a fase de aprendizado e mostrado na Figura 11 e na 
figura 2. 12 para um numero de iterações igual a 13853. Para este numero de 
terações faz-se a medida do erro medio quadratico. conforme equação abaixo. cujo 
valor é igual a 0.3466 .
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EMQ= \/ÉÊ[y.(k)-y,.~.,. (1012 (2. 69) 
A evolução da função E(W), que é o valor EMQ, em cada iteração de ajuste 
dos parâmetros do modelo neural, é mostrada na Figura 2. 13 . 
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Figura 2. 11 - Comportamento do Modelo Neural no início do aprendizado 
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Figura 2. 12 - Comportamento do Modelo Neural após aprendizado
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Figura 2. 13 - Evolução da Função E(W) durante o aprendizado 
A curva da Figura 2. 13 indica que o aprendizado segue opadrão do 
algoritmo backpropagation (Rumelhart, 1986b; Nascimento Jr., 1994; De Azevedo, 
1993). Com os parâmetros a,-,-'s da matriz A fixos, o modelo neural não apresenta 
problemas de estabilidade. 
V
' 
2.6 Discussões 
A utilização de RNA's em problemas de controle de processos não-lineares é 
uma realidade com inúmeras aplicações (Kawato et al., 1987; Chen et al., 1990a; De 
Oliveira et al., 1991; Gupta e Rao, 1994; lnivin et al., 1995; Gupta e Sinha, 1996; 
Bittanti e Piroddi, 1997; Song, 1998) e com vários resultados teóricos (Pineda, 
1987; Narendra e Parthasarathy, 1990; Cichocki e Unbehauen, 1991; Levin e 
Narendra, '1991; Feng, 1993; Levin e Narendra, 1993; Sjoberg, 1995; Kurdila et al., 
1995; Ruiz-Vargas, 1997; Yu e Annaswamy, 1997; Noriega e Wang, 1998). A 
maneira mais usada de se representar a informação de dinâmica nos modelos 
neurais é a abordagem entrada/saída, através da representação por dinâmica 
externa. Entretanto, buscando aplicar todos os recursos disponíveis da abordagem 
no espaço de estados, já consolidados para processos lineares, tem-se procurado
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desenvolver redes que incluam a representação por dinâmica interna. Dentre os 
modelos neurais com dinâmica interna normalmente se utiliza sinais de 
realimentaçâo da saida da rede ou da saída dos neurônios. 
Neste trabalho mostra-se um novo modelo neural que realimenta o estado do 
neurônio e não o seu sinal de saída. lsto permite uma modelagem linear para a 
dinâmica interna do neurônio, facilitando o estudo de estabilidade da rede neural. 
Esta realimentação linear do estado do neurônio permite o uso da rede para 
identificar processos que possuam partes dinâmicas lineares e partes estáticas não- 
lineares ou outros processos não-lineares que não tenham esta particularidade. A 
identificação de um processo não-linear com a estrutura diferente da apresentada 
pelo modelo neural proposto será mostrada no próximo capitulo.
I
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3 - Identificação Neural Não-Linear 
3.1 Introdução 
Ao se utilizar a Teoria de Controle, na prática, é necessário construir uma 
ponte entre o mundo real e a teoria matemática que rege o projeto de controladores. 
Esta ponte é o procedimento de modelagem ou identificação, onde o modelo 
descreve, segundo algum objetivo, o mundo real. A' teoria matemática que mostra 
como modelos matemáticos de sistemas dinâmicos podem ser construídos a partir 
de medidas observadas é o que se costuma denominar de “ldentificação de 
Sistemas”. 
Na identificação de sistemas, normalmente, utiliza-se um conjunto de modelos 
parametrizados, sendo necessário determinar uma “estrutura do modelo”. A partir 
desta estrutura, dados são utilizados para encontrar o melhor modelo do conjunto 
considerado. A escolha da estrutura do modelo é determinada a partir de algum 
conhecimento prévio sobre o sistema que gera as medidas observadas. Quando não 
existe conhecimento sobre o sistema a ser modelado é comum utilizar um modelo 
entrada-saída. 
O grau de conhecimento sobre o processo a ser identificado determina a 
:iasse de modelo a ser utilizado. De acordo com o nivel de informações sobre o 
orocesso identificado pode-se classificar as classes de modelos em : 
o modelos caixa-branca 
- modelos caixa-cinza 
z modelos caixa-preta 
Os modelos caixa-branca indicam que existe um conhecimento total sobre o 
processo, ou seja, se conhece todas as relações entre as variaveis que descrevem o
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comportamento dinâmico do sistema. Estes modelos não são realisticos porque, 
mesmo sabendo-se com exatidão as equações que regem a dinâmica do processo 
sempre existirão parâmetros que têm seus valores modificados com o passar do 
tempo, com a temperatura, etc. 
Os modelos caixa~cinza indicam que existe algum conhecimento sobre o 
processo, mas não se conhecem alguns parâmetros ou algumas relações entre as 
variáveis que descrevem o comportamento dinâmico do sistema. Estes modelos são 
mais realisticos que os modelos caixa-branca. 
Os modelos caixa-preta indicam uma falta,total de conhecimento sobre o 
processo. Modelos caixa-preta pertencem à uma família de estrutura de modelos que 
apresentam uma flexibilidade adequada e são hábeis em aproximar uma grande 
classe de relações entrada/saída. Em outras palavras, modelo caixa-preta é uma 
estrutura padrão que pode ser utilizada para aproximar uma grande variedade de 
sistemas (Sjöberg, 1995). 1 
Em aplicações reais e impossivel obter uma estrutura de modelo que descreva 
o sistema de forma exata. Em vez de tentar encontrar esta cópia exata, faz-se 
algumas considerações sobre o sistema a ser identificado, tal que a estrutura do 
modelo seja a mais próxima do sistema real. Uma consideração utilizada na 
identificação de sistemas e que o sistema desconhecido seja linear. Isto é muito 
dificil de ser verdade no mundo real, mas em muitos casos esta consideração e uma 
aproximação adequada. 
A teoria de sistemas lineares é bem desenvolvida e existem inúmeros 
resultados que podem ser aplicados ao se utilizar modelos lineares na identificação 
de sistemas (Ljung e Söderström, 1983; Ljung, 1987: Goodwin e Payne, 1977; 
Söderström e Stoica. 1989: Johansson. 1993). Entretanto. se o modelo e 
necessariamente não-linear ou se e relaxada a consideração de linearidade, torna-se 
extremamente difícil trabalhar com estes modelos não-lineares. As dificuldades são 
decorrentes do estudo de estabilidade do modelo e da escolha da estrutura do
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modelo - “Uma função não-linear pode ser não-/inear de várias maneiras” (Sjöberg, 
1995). _ 
A utilização de modelos entrada-saida em identificação linear através de 
modelos AR (AutoRegressive), ARMA (AutoRegressive Moving Average) e ARMAX 
(AutoRegressive Moving Average with eXogenous inputs) não apresenta 
dificuldades. Entretanto o uso destes modelos nas suas versões não-lineares, NAR 
(Non-linear AutoRegressive), NARMA (Non-linear AutoRegressive Moving Average), 
NARMAX (Non-linear AutoRegressive Moving Average with eXogenous inputs), 
apresenta grandes dificuldades. O motivo destas dificuldades já foi descrito na frase 
de Sjöberg no parágrafo anterior. Devido. a este fato, alguns pesquisadores têm 
apresentado vários trabalhos que tratam apenas classes de processos não-lineares 
(Beghelli e Giudorzi, 1976; Thathachar e Ramaswamy, 1973; Billings e Fakhouri, 
1979; Simpson, 1973; Billings e Fakhouri, 1982). E mais recentemente tem-se 
utilizado modelos de RNA's para identificar sistemas não-lineares. 
As RNA's têm sido bastante exploradas na identificação de sistemas 
dinâmicos não-lineares (Sjöberg, 1995; Narendra e Levin, 1995; Narendra e 
Parthasarathy, 1990; Karakasoglu et al., 1993; Saxén e Saxén, 1994; Tsung, 1994; 
Billings e Chen, 1995; Hunt e Sbarbaro, 1995), devido as mesmas serem 
inerentemente modelos caixa-preta não-lineares e também por terem a habilidade de 
aproximar complexos mapeamentos não-lineares. 
Com a capacidade de realizar complexos mapeamentos não-lineares., mesmo 
com pouco ou nenhum conhecimento sobre a planta não-linear, as RNA's permitem 
superar problemas causados por dinâmicas não-modeladas, comumente 
encontrados quando utilizam-se modelos lineares. Com o processo de adaptação do 
aprendizado. as RNA's podem enfrentar a qdestão da variação parametrica do 
srocesso. Entretanto. em decorrência do aprendizado ser um procedimento de 
otimização. aparecem dificuldades que são comuns nos métodos numéricos de 
minimização ou maximização de função. tais como : escolha da condição inicial v 
escolha do tamanho do passo na direção do gradiente. etc. A estes problemas
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acrescenta-se o efeito da sobre-parametrização decorrente da escolha do número de 
neurônios no modelo neural. A sobre-parametrização é decorrência natural da falha 
na escolha da estrutura do modelo. 
3.2 Modelagem Através de Redes Neurais Artificiais A _ 
A propriedade de mapeamento não-linear das RNA's e o principal motivo da 
sua utilização em controle de processos. O treinamento de uma RNA utilizando 
dados entrada-saida de um processo não-linear pode ser considerado como um 
problema de aproximação de um funcional não-linear. A teoria de aproximação é 
uma área de estudos clássica da matemática. Desde o famoso Teorema de 
Weierstrass (Rudin, 1976) é conhecido que polinômios podem aproximar tão bem 
quanto possível uma função continua. Mais recentemente, tem sido feito um esforço 
considerável na aplicação destas ferramentas matemáticas na investigação da 
capacidade de aproximação das RNA's (Cybenko, 1988; Cybenko, 1989; Funahashi, 
1989; Hornik et al., 1989; Turchetti et al., 1998). Estes trabalhos provam que uma 
função contínua pode ser arbitrariamente bem aproximada por uma RNA feedfonlvard 
multicamada com somente uma camada intermediária de neurônios (nestas 
pesquisas as RNA's são estudadas como modelos parametricos). 
A RNA representa um modelo paramétrico, sempre que sua topologia (número 
:e camadas e numero de neurônios) for definida previamente. independente do 
problema de aproximação. Por outro lado, se a topologia da RNA puder ser definida 
em função do problema de aproximação, a mesma representa um modelo não- 
parametrico. 
A dificuldade com os modelos paramétricos deve-se ao fato de. para um dado 
problema de aproximação. não se conhecer o›número Ótimo de neurônios nem o 
numero Ótimo de camadas. Ou seia. a precisão do aproximador neural depende do 
numero de elementos de cada camada de neurônios. Algumas linhas de pesquisa 
interessante sobre este tema podem ser encontradas em Chester (Chester. 1990), 
onde é mostrado um suporte teórico para a observação empírica de que RNA's com
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duas camadas intermediárias parecem ter maior precisão e melhor generalização 
que uma RNA com uma camada intermediária. 
De uma forma geral, existe uma grande quantidade de resultados teóricos 
relatando aproximação de funções através de RNA's (Hunt e'Sbarbaro, 1995; Hornik 
et al., 1989; Girosi e Poggio, 1989; Hecht-Nielsen, 1987). Estes resultados, a 
princípio, determinam importantes teoremas que auxiliam, em ultima analise, explicar 
o desempenho das RNA's. Mas os mesmos não são construtivos porque não 
definem a arquitetura (se a rede é direta ou recorrente) e a topologia de uma RNA 
apropriada para um dado problema. 
3.2.1. Estruturas Não-Lineares 
Da mesma maneira que a função de transferência é uma representação 
genérica para modelos lineares, a RNA é uma representação genérica para modelos 
não-lineares. Há algum tempo, conhece-se que a estrutura de modelo ARX 
‹'AutoRegressive with eXogenous inputs) é capaz de descrever qualquer sistema 
linear corrompido por ruido aditivo (Ljung e Wahlberg, 1992). Uma razão para 
considerar modelos mais elaborados, tais como o ARMAX e os modelos BJ (Box- 
Jenkin) é que os mesmos podem fornecer uma representação mais sucinta, onde o 
mesmo resultado de aproximação é obtido com menos parâmetros. Estes modelos 
:aixa-preta lineares diferem. entre eles. somente no que diz respeito ao tratamento 
do ruido (no caso livre de ruido. eles são equivalentes). 
Nesta seção apresenta-se uma familia de modelos não-lineares. retirados do 
trabalho de Sjöberg (Sjöberg, 1995), onde, da mesma forma que no caso linear. a 
diferença entre eles está na forma como o ruído e modelado. 
No problema de identificação de processos dinâmicos. as verdadeiras 
sropriedades do ruido são normalmente desconhecidas. Sendo assim. a familia de 
modelos. baseados em diferentes considerações para o ruído. deve ser vista como 
uma familia de razoáveis modelos candidatos. mais do que modelos que reflitam 
uma descrição verdadeira do ruido.
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Um objetivo da identificação é gerar um bom modelo preditor, isto é, um 
modelo que estime a saída do processo y(t), 
E[y(f) 
l ‹,0(f)] (3- 1) 
onde ç0(t) contém informações disponiveis até o instante t, e é chamado de vetor de 
regressão. Considere a estrutura de modelo parametrizado candidata g(i9,‹p(t)) onde 
9 é o vetor de parâmetros do modelo; o objetivo da estimação e encontrar uma 
estimativa Ô tal que os dados possam ser descritos de acordo com, 
.v(f) = g(9,¢›(I))+d(f) (3` 2) 
onde d(t) é uma seqüência ruido branco cuja variância é minimizada com respeito a 
algum critério definido (Sjöberg, 1995). 
Ao propor um modelo candidato igual ao mostrado na equação (3.2), surgem 
algumas questões a serem resolvidas : 
1. Que variáveis, construídas a partirdos dados observados passados, 
devem ser escolhidas para compor o vetor regressor ¢(t) ? 
2. Como deve ser escolhido o mapeamento não-linear g(.,.) do espaço 
determinado pelo vetor regressor ‹p(t) para o espaço de saida '? 
A primeira questão surge na modelagem não-linear. sendo que o modelo 
linear é completamente especificado pela escolha de ‹¿›(t). A segunda questão não 
aparece em sistemas de identificação linear. já que g(.,.) e linear em ‹p(t). Entretanto, 
para modelos não-lineares existem muitas possibilidades de escolha para g(.,.). 
Através da força bruta, testes de tentativa e erro. é possível fazer a escolha de g(.,.) 
a partir de um conjunto de mapeamentos não-ljneares disponíveis. As RNA's com 
dinâmica interna ou externa. são algumas das g(.,.) possíveis. Ao se concluir este 
procedimento de escolha. :em-se a estrutura de modelo mais geral possivel para um 
vetor de regressão particular.
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O prejuízo do uso de um modelo com desnecessária flexibilidade, determinado 
pelo número de parâmetros, é que pode-se aumentar a contribuição da variância do 
erro na aproximação, sem redução substancial da polarização (Sjöberg, 1995). 
3.2.1.1. Importância do Vetor Regressor ‹p(t) 
Para identificação de sistemas lineares, cada adição de um elemento no vetor 
regressor, significa mais um parâmetro a ser estimado. Se o sistema pode ser 
descrito por um vetor regressor menor, então isto diminui a contribuição negativa da 
variância do erro de ,estimação na identificação (Sjöberg, 1995). Esta conclusão 
permanece nos modelos não-lineares, sendo que existe uma outra razão, mais forte 
ainda, para restringir o tamanho do vetor de regressão na identificação de sistemas 
não-lineares. Uma vez que ¢›(t) tenha sido escolhido, a função, 
g = ¢›(r) -› im (3. 3) 
deve ser estimada com d = dim[‹p(t)]. Isto é um problema de estimação de uma 
função não-linear que mapeia *Rd -›~R, tornando a questão da estimação mais 
complexa a medida que d aumenta. Isto é a famosa ” maldição da dimensionalidade”, 
tão importante em técnicas de otimização, como a “programação dinâmica”, e é a 
segunda razão para a escolha de um vetor de regressão com o menor número de 
elementos possíveis. Um estudo ,preliminar sobre a escolha do tamanho do vetor de 
regressão, para modelos neurais com dinâmica externa. pode ser encontrado em 
Narendra (Narendra e Levin, 1995). 
Uma alternativa à estas considerações sobre o vetor de regressão pode ser a 
restrição dos tipos de funções g(.,.) a serem utilizadas. Muitas das estruturas de 
modelos que são abordadas nesta seção podenvser vistas como restrições em g(.,.), 
motivadas pela modelagem do ruido. Na identificação linear. :sto equivale a escolha 
do uso de um modelo entrada-saida ou do uso de um modelo no espaço de estados 
(Sjöberg, 1995).
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' Um modelo no espaço de estados pode ser visto como um caso especial de 
um modelo entrada-saida, onde os estados são saidas virtuais, construídas apenas 
para servirem como elementos regressores no próximo instante de tempo. 
- Modelo discreto entrada-saída 
_v(k) = f(y(k -1),...,y(k -n),u(k-1),...,u(k -ml) (3. 4) 
- Modelo discreto no espaço de estados 
x(_k +1) = h[x(k),u(k)] (3. 5) 
y(k) = 1[x(k)] (3-V 5) 
ou 
yr/z) =1[h[x(1‹ -1),zz(/‹ _1)]] (3. 7) 
que torna-se 
_v(çk)= N[x(k-1),u(k-1)] (3. 8) 
Com este ponto de vista, para identificação não-linear pode-se fazer a 
seguinte pergunta : Existe alguma vantagem em utilizar saidas virtuais como 
elementos regressores em vez de utilizar valores atrasados da saida original '? Uma 
soa resposta a esta pergunta pode ser t Com saidas virtuais. ou sela com um modelo 
no espaço de estados, é possivel obter uma descrição mais sucinta do sistema, 
tendo um vetor de regressão de menor dimensão quandoicomparado com o seu 
possivel modelo entrada-saida equivalente (Sjöberg, 1995). 
3.2.1.2. Modelos Entrada-Saída 
,I 
A escolha de uma estrutura de modelo através da aoordagem entrada-saida. 
pode ser dividida na escolha de um vetor regressor e na escolha de uma função 
não-linear. O vetor de regressão <z›(t) deve ter as seguintes propriedades :
¿§3e:w.-- - , ,¿.. ¿.,‹~ , z - tz ,. 
- pequena dimensão 
- não depender do vetor de parâmetros 0, isto é, o modelo não deve ser 
recorrente 
Estes objetivos sewem como um primeiro passoido procedimento de identificação 
não-linear.(Sjöberg, 1995). 
3.2.1.2.1. 
z 
Escolha do Vetor Regressor 
V d 
Da; identificação de sistemas. lineares, tem-se que os possiveis vetores' de 
regressão-podem ser aqueles que têm como elementos (Sjöberg, 1995) : l 
i) entradas passadas u(k-I), que representam os modelos de Resposta 
Impu/síva Finita (FIR - Finite lmpulse Response); 
ii) saidas medidas passadas y(k-i); 
iii) saídas simuladas passadas ;9(k - i| 0); 
iv) residuos passados, â(k-i) = y(k -i) - )7(k -ilâ), utilizando o modelo 
corrente; 
v) residuos simulados passados, z:,,(k-i)= y(k-i)- ƒ›,,(k-ilú), utilizando 
somente entradas passadas e o modelo corrente1;
\ 
Seguindo a nomenclatura dos modelos lineares (Ljung e Söderström, 1983), 
pode-se dividir os modelos não-lineares em vários grupos diferentes dependendo da 
escolha do vetor de regressão, como pode ser visto em Chen (Chen et al., 1990b; 
Chen e Billings, 1992). Dependendo da escolha de ‹p(t) os modelos são divididos em; 
- Modelos NFIR (Non-linear Finite lmpulse Response), os quais utilizam 
somente u(k-i) como regressores. 
- Modelos NARX, os quais utilizam u(k-i)'e y(k-i) como regressores. 
Í A saída simulada fu é obtida como a saída de; 
A‹q›y‹1‹› =%§§šz‹‹f‹›+%§)e‹1‹›
) 
onde q é o equivalente no tempo do operador z" no domínio z, substituindo s e eu por zeros no vetor de regressão 
‹z›‹k,@›.
9
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- Modelos NOE (Non-linear Output Error), os quais utilizam u(k-/) e _ôu(/z-fla) 
como regressores. Neste caso a saída do modelo é ,i~u(1‹lø). 
- Modelos NARMAX, os quais utilizam u(k-i), y(k-i) e â(l‹-i) como regressores. 
- Modelos NBJ (Non-linear Box-Jenkin), os quais utilizam u(k-1), ;7(k-zw), 
â(k-/19) e â,,(k-119) como regressores. 
Em Narendra (Narendra e Parthasarathy, 1990) outra notação é utilizada para 
estes mesmos modelos. O modelo NARX é chamado modelo Série-Paralelo e 0 
modelo NOE é chamado modelo Paralelo. Os modelos NOE, NBJ e NARMAX 
correspondem a RNA's recorrentes, porque partes da entrada da RNA (o vetor 
regressor) consistem de saidas passadas da rede. Nestes casos, torna-se difícil 
determinar sobre que condições o modelo preditor obtido é estável e é feito um 
esforço extra para calcular o gradiente correto para o procedimento iterativo de 
aprendizado que ajusta os parâmetros do modelo. 
3.2.1.3. Modelos no Espaço de Estados 
O objetivocom o modelo através da abordagem do espaço de estados, é o 
mesmo do modelo através da abordagem entrada-saida, ou seja, obter um boa 
estimativa dos valores de saida futura através do uso de informações conhecidas. 
Supondo que os dados podem ser descritos por uma equação de estados na forma 1 
.ri/< +1) z_f'‹ç.z‹_1‹›.rz‹/‹).›‹.~‹/‹)) (3. 9) 
_f~‹'/‹`› z gm/‹›.zz‹/‹§›i›+zz'‹/‹› (3. 10) 
para alguma escolha das funções f(,) e g(.), e para alguma sequência de ruido 
branco gaussiano w(k) e d(k). Neste caso existem dois lugares, no sistema. onde o 
'uido atua: um nos estados do sistema e um na saída do sistema. O ruido que 
aparece na atualização dos estados. w(k), e chamado de "ru/'do 'do processo”. e o 
ruído na equação de saida. d(k), e chamado de "ruído de medida”.
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Em geral, modelos no espaço de estados correspondem a modelos 
recorrentes, os quais fazem a estimação dos parâmetros de uma forma mais 
elaborada do que, por exemplo, o modelo NARX. 
Como foi dito anteriormente, um modelo no espaço de estados pode ser visto 
como um caso especial de um modelo entrada-saida, onde os estados são saida 
virtuais adicionais, construídas somente para serem utilizadas como regressores no 
próximo instante de amostragem (equação (3.3) e equação* (3.8)). 
Consequentemente, modelos entrada-saída podem ser vistos como casos genéricos 
dos modelos no espaço de estados. Um modelo NARX; Í
A 
í'(k) = g(6', ‹P(k)) (3*í 11) 
‹P(k) =ly(k-1),-..,y(k -n),u(k - l),...,u(k-m)] (3- 12) 
pode ser convertido na forma de espaço de estados como visto a seguir. 
Seja o vetor de estados composto por duas partes : 
'(k) 
x‹k) = 
LÊ, “CJ (3. 13) 
}x*(k) +`¶y(1z) 
então o modelo NARX pode ser escrito como; 
x*(k +1)
` 
O-O 
'-*OO 
OOO OOO OOO OOO 
OO»-* 
(3. 14) 
CDGO 
OOO OOO O›-O 
1-*OO 
OGG OOO
‹fimw$mmmwwmmw š 
_ 
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CGC 
O*-*Ó 
COC 
'-*OC 
CCO 
OGG 
Ó'-'O 
CCO 
\-*OO 
CCO 
QCG 
CCO 
Li--._í_~_.í_l 
l~ 
OÔO 
OO*-^ 
~.zJ 
z2(1z + 1) = ×2(/z) + zz(1z) 
(3_ 15) 
í(k) = g(0,×(k)) (3'-‹-16)' 
‹~:z. › 
ondea escolha das variáveis de estado será mostrada-z na próxima seção.1_Q's§.iÕutros 
modelos.. entrada-saída também podem ser convertidos na' forma de 
estados da mesma maneira. . Q 
O modelo representado pela equação (3.13) e pela equação (3.16) é, 
entretanto, um caso particular de modelo no espaço de estados. A atualização do 
estado, equação (3.14) e equação (3.15), é linear com parâmetros ajustãveis,- sendo 
que esta atualização pode ser vista como uma maneira de selecionar os elementos 
do vetor regressor para a função de saida g(.), representada pela equação (3.16). 
Convém observar que este tipo particular de modelo no espaço de estadospode ser 
representado através de uma RNA com dinâmica interna, como mostrado na seção 
(2.3). 
Os modelos no espaço de estados onde a atualização dos estados é fixada, 
podem ser vistos como uma pré-filtragem dos dados para a obtenção dos elementos 
do vetor regressor (Sjöberg, 1995; Walberg, 1991). 
A mudança de um modelo entrada-saída para um modelo no espaço de 
estados pode ser vista como a retirada da flexlbilidade da equação (3.16), e 
colocando-a na equação (3.14) e na equação (3.15). Ao incluir parâmetros na 
atualização dos estados, tem-se uma representação de estados que é adaptada a 
partir dos dados (Sjöberg, 1995). lsto pode fornecer uma descrição mais sucinta para 
o sistema, com um menor número de elementos no vetor regressor.
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3.3 Formas de Identificação Neural
_ 
Embora existam várias questões teóricas em aberto. os resultados discutidos 
nas seções anteriores demostram que as RNA's têm um uso bastante promissor na 
identificação de sistemas dinâmicos não-lineares. Sem referenciar uma estrutura de 
RNA particular, esta seção discutirá algumas arquiteturas para treinamento de RNA's 
de forma que as mesmas representem sistemas dinâmicos não-lineares e seus 
modelos inversos. 
Uma questão importante na identificação de sistemas é a ”/dentificabilidade” 
do sistema (Ljung, 1987; Ljung e Söderström, 1983; Söderström e Stoica, 1989), ou 
em outras palavras : dada uma estrutura de modelo particular, o sistema em estudo 
pode ser representado com esta estrutura ? Na falta de resultados teóricos concretos 
para responder esta pergunta quando se utiliza RNA's, embora Narendra (Narendra 
e Levin, 1995) tenha alguns teoremas preliminares sobre este assunto, considera-se 
que os sistemas a serem estudados pertencem a uma classe de sistemas para a 
qual a RNA escolhida está apta a representar. 
3.3.1. Modelagem Direta 
Uma estrutura para treinar uma RNA de tal modo que a mesma represente a 
dinâmica direta de um sistema. é mostrada na figura a seguir. A RNA é colocada em 
paralelo com o sistema e o erro entre a saida do sistema e a saida da rede (erro de 
predição ou resíduo) é utilizado como sinal de ajuste dos pesos da RNA. 
Como observado por Jordan (Jordan e Rumelhart. 1992), esta arquitetura e 
um problema clássico de aprendizado supervisionado, onde o professor (o sistema) 
prove os valores desejados (suas saidas) que servem para adaptar o aprendiz (a 
RNA). No caso particular de uma RNA feedforward com dinâmica externa. a 
fetropropagação do erro de predição (baci'‹propagat¡on_) azraves da rede fornece um 
possível algoritmo de aprendizado. .
/
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Uma questão importante é a natureza dinâmica do sistema estudado e como 
caracterizar esta dinâmica na RNA. Uma possibilidade de fazer esta caracterização e 
introduzir dinâmica na RNA através de laços de realimentaçâo, determinando assim 
o uso de RNA's recorrentes (visto na seção (2.2.2). Outras possibilidades de uso de 
RNA's recorrentes podem ser encontradas nos trabalhos de Zbikowski (Zbikowski, 
1994) e Roisenberg (Roisenberg, 1998). Uma outra maneira de introduzir a 
informação de dinâmica na RNA é através do uso de um conjunto de sinais 
atrasados no tempo na entrada da RNA (mostrado na seção (2.2.1)). Outra forma de 
caracterizar a dinâmica na RNA é através do uso de neurônios dinâmicos, visto na 
seção (2.3) e mostrado nos trabalhos de Willis (Willis et al., 1991), Karakasoglu 
(Karakasoglu et al., 1993) e Ku (Ku e Lee, 1995). 
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Figura 3. 1 - identificação Neural Através da Modelagem Direta 
Nesta discussão. e utilizada a representação de dinâmica na RNA. atraves do 
conjunto de sinais atrasados no tempo na entrada da rede. sendo também possivel 
utilizar a representação através de neurônios dinâmicos. com a passagem do modelo 
entrada-saida para o modelo no espaço de estados (mostrado na seção (2.1.3)). 
Supondo que o sistema e governado pela seguinte equação a diferenças náo- 
linear; 
Sistema *
`,
›'__'-_.¬'.›
_ ..,1. 
yuz +1) = f(y(1z),...,y(k -fz + 1),zz(1z),...,zz(1z _ m + 1)) (3_ 17) 
deste modo, a saída do sistema, y(.), no instante k+1 depende (como definido pelo 
mapeamento não-linear f(.)) dos valores n passos atrás da saída do sistema* e dos 
valores m passos atrás da entradaidoz sistema; Aqui não serão os 
distúrbios do sistema. Métodos que incluem distúrbios podem ser encontrados- em 
Chen (Chen et al., 1990b), no capítulo 3 de Sjöberg (Sjöberg, 1995) e em Hunt (Hunt 
e sbarbam, 1995). ` 
A representação no espaço de estados para o sistema descrito 
(3.17) pode ser obtido através da definição das seguintes variáveis de estadöjfi
u 
xk/‹› = y‹1‹› 
t 
›%‹k› = um 
›‹è‹/‹›=y‹k-1› ×š‹k›=z‹‹k-1› 
(3. 13) 
x},(k) = y(k-n+1) ×,§,(k) = zz(k -m+1) 
cuja equação de estado é, 
C*-*Ó 
t-*GO 
OGG CCO CQC 
_ 
_f(X(¡f), 14(k))_ 
0
O 
o o o o o 
_
o 
x*(1z+1) _ o o o 1 0 x*(1z)+ 0 
z2(1z+1) 
`
_x2‹1‹› 1‹‹k) (3'- 19) 
OI-O 
›-*OO 
OOO COC OOO 
OO 
ooo...oo o ooo...1o o _ 
definindo o vetor de estados,
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_ .‹“‹1‹› x(k) -Lzflçü (3. 20) 
a equação (3.19) fica na sua forma mais geral, definida por: 
x(k +1) = F[x(k),u(k)] 
.»›‹/‹›=hl.‹‹/‹›1 r (3' 21) 
Casos especiais do modelo dado pela equação (3.21) podem ser vistos em 
Narendra (Narendra e Parthasarathy, 1990) onde a saida do sistema apresenta uma 
relação linear com valores passados de y e u, ou na seção (2.2.3.1) onde a 
atualização dos estados é linear em relação aos valores passados de y e u. 
A abordagem mais utilizada na literatura para as RNA's, e a mais óbvia, é a 
entrada-saida (seção (2.2.2)). Chamando a saída da rede de y,,,, tem-se; 
_vm(k +13 = g(_v(k).....y(çk - n+ l).u(k),....u(k - m+1).W`) (3. 22) 
onde g(.) representa o mapeamento não-linear realizado pela RNA (isto é, a 
aproximação de f(.)) e W e a matriz de parâmetros ajustáveis da rede (isto é, os 
pesos da RNA) atravésdo algoritmo de aprendizado, sendo que o mais utilizado é o 
algoritmo de aprendizado backpropagation (Rumelhart et al.. 1986a), embora existam 
outros métodos de aprendizado também empregados para esta estrutura de modelo 
neural (Chen et al., i990b: Chen et al., 1990c). Note que a entrada da RNA inclui os 
valores passados da saída do sistema ”reaf', ou seja, a RNA não apresenta laços de 
realimentação. sendo assim um modelo de RNA com dinâmica externa. 
Supondo que. após um período de treinamento suficiente, a RNA consiga uma 
boa representação do sistema. isto e. y,,,(.) z g(.), então pode-se propor um outro 
treinamento subsequente. onde a saida da RNA fornecerá os sinais atrasados no 
zempo para a sua propria entrada. Nesta situação tem-se uma RNA recorrente. com 
laços de realimentação, que pode ser utilizada independentemente do sistema “rear” 
para a qual foi treinada. Esta outra estrutura de RNA é descrita por;
59
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_»›m(1‹ +1) = g(y,,,(1‹),....y,,,(1‹-n+ 1),zz(k),...,u(k-m+1›,W) (3. 23) 
O modelo neural dado pela equação (3.23) também pode ser utilizada para 
treinar a rede, sem o pré-treinamento citado acima. Esta possibilidade foi discutida 
por Narendra (Narendra e Parthasarathy, 1990), sendo que o algoritmo de 
treinamento derivado desta estrutura é muito “pesado” computacionalmente, devido o 
cálculo de algumas matrizes Jacobianas, que são os parâmetros de um sistema de 
equações à diferenças lineares de primeira ordem, cuja soluçãoé necessária para 
realizar o ajuste dos pesos da rede. Uma possível alternativa para a estrutura 
determinada pela equação (3.23) é a utilização de modelos de RNA com neurônios 
dinâmicos da seção (2.3). 
Os trabalhos de Narendra apresentam alguns resultados teóricos preliminares 
quanto a controlabilidade, estabilidade e identificabilidade dos modelos dados pela 
equação (3.22) (Narendra e Levin, 1995; Levin e Narendra. 1993). Existe, também, 
um extenso trabalho de Zbikowski (Zbikowski, 1994) sobre o uso de RNA recorrentes 
em sistemas de controle, com resultados teóricos sobre algumas condições de fraca 
(weak) controlabilidade e observabilidade utilizando a álgebra de“Lie (Hermann e 
Krener, 1977). Embora a abordagem neural apresentada na seção (2.3) possa ser 
diretamente correlacionada com os filtros lineares ortonormais de Laguerre e Kautz, 
que têm aplicações extensivamente discutidas nos trabalhos de Wahlberg 
(Wahlberg, 1991: Wahlberg, 1994) e algumas generaiizaçoes no artigo de van den 
Hof (van den Hof et al., 1994), a mesma não apresenta na literatura algum 
desenvolvimento teórico. 
No contexto de identificação de sistemas lineares invariantes no tempo, as 
duas estruturas de modelo. a equação (322) e a equação (3.23), têm sido 
extensivamente consideradas (Narendra e Annašwamy, 1989). Estas duas estruturas 
:ambém tem sido discutidas na literatura de processamento de sinais (Widrow e 
Stearns. 1985). A estrutura da equação (322) (chamada de modelo Série-Paralelo 
por Narendra e chamada de modelo NARX por Sjöberg) é defendida no contexto de 
identificação pelos resultados de estabilidade. De outra maneira. a equação (3.23)
r' “ ' 1 » “ 
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(chamada de modelo Paralelo por Narendra e chamada de modelo NOE por Sjöberg) 
pode ser preferida quando trabalha-se com ruído no sistema, uma vez que isto evita 
problemas de polarização, causados por ruido na saída de um sistema real (W|drow 
e Steams, 1985; Sjöberg, 1995). 
' 
*A 
3.3.2. Modelagem inversa 
' Modelos inversos- de sistemas-« dinâmicos- são importantes nas-.itäii'efäšf“1de' 
controlar processos e na literatura existem algumas estratégias de os 
u:¡|¡zam»(Kawzú‹› et al., 1987; Hum e sbarbam, 1991, De Azeveaø, 1993). 
são mostradas algumas das abo_rda9ens de obtenção de modelos inversos;I 
Conceitualmente, a abordagem»-mais simples é a “modelagem ¡nversa*~diFeta"“, 
como mostrado na figura abaixo, que também é chamada de “aprendizado inverso 
generalizado” (Psaltis et al., 1988; De Oliveira et al., 1991), onde tem-se um conjunto 
de treinamento especifico que é conseguido para uma dada entrada do sistema. 
Nesta abordagem a saida do sistema é utilizada como entrada da RNA e a saida da 
RNA é comparada com a entrada do sistema, e este erro modifica os pesos da RNA. 
Esta estrutura força a RNA a representar o modelo inverso do sistema, mas 
apresenta algumas desvantagens; . 
u Y ~› 
+ e 
Algoritmo dc 
Aprendizado
f 
yma 
Figura 3. 2 - Modelagem Neural inversa
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~ O procedimento de aprendizado não é feito de forma direcionada a uma 
meta especifica (Jordan e Rumelhart, 1992) e o conjunto de treino deve 
ser escolhido sob o conjunto de todas as possiveis entradas do sistema, 
tarefa esta que nem sempre e possível de se realizar a priori. Este 
procedimento não é direcionado a uma meta especifica porque 
conceitualmente controlar um sistema é fazer com que a saida deste 
sistema comporte-se de um determinada maneira, o que não acontece 
aqui, onde a RNA gera um sinal correspondente ao sinal de entrada do 
sistema, não interessando para onde vai a saida do sistema excitado por 
esta entrada. 
~ Se o mapeamento não-linear inverso não é único. então modelos inversos 
incorretos podem ser obtidos. Este é um problema clássico em robótica 
(Campos, 1990). 
O primeiro ponto citado acima, está fortemente entrelaçado com o conceito 
geral de “excitação persistente” (ou entradas persistentemente excitantes), sendo 
que na literatura de controle adaptativo, condições que assegurem excitação 
persistente, o que resulta na convergência da identificação paramétrica para modelos 
lineares, são bem estabelecidas (Áström e Wittenmark, 1995; Ljung, 1987). Para o 
uso de RNA's em identificaçäo. também são desejados metodos que caractenzem 
excitação persistente. entretanto. o que existe são algumas discussoes preliminares 
sobre esta questão (Narendra e Parthasarathy, 1990; Kurdila et al., 1995). 
Uma segunda abordagem para a modelagem inversa. que evita os problemas 
citados anteriormente, e conhecida como “aprendizado inverso especializado” 
iPsaItis et al.. 1988: De Oliveira et al.. 1991) que. algumas vezes. é confundido como 
sendo simplesmente “modelagem inversa”, como ocorre no trabalho de Jordan 
Jordan e Rumeihart. 1992). quando na verdade existem as quas estruturas 
principais para a modelagem inversa.
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A estrutura de aprendizado inverso especializado e mostrada na Figura 3. 
3(a). Nesta abordagem a RNA, como modelo inverso, precede o sistema e recebe 
como entrada um conjunto de treino que estende-se sobre o espaço de saída 
operacional desejada do sistema controlado, ou seja, corresponde a um sinal de 
comando ou sinal de referência. Esta estrutura também pode conter uma RNA 
trabalhando como o modelo direto do sistema, que fica colocada em paralelo com o 
sistema real, como mostrado na Figura 3. 3(b). 
No caso da estrutura da Figura 3. 3(a), o sinal de erro para o algoritmo de 
aprendizado é a diferença entre o sinal de referência, r, e a saída do sistema, y. 
Entretanto, esta estrutura, quando utilizada com um algoritmo do tipo aprendizado 
supervisionado, apresenta um defeito terrivel que é o fato de ajustar os pesos da 
RNA com um sinal de erro, e = r - y, que não está relacionado com o sinal de saída 
da rede u. lsto pode ser resolvido com a estrutura da Figura 3. 3(b), onde o sinal de 
ajuste dos pesos do modelo neural inverso é equivalente a um sinal e = u - u', 
conseguido com a “ passagem” do sinal r - ym através do modelo neural direto. Neste 
momento os pesos da RNA, que funciona como modelo direto do sistema, tem seus 
valores fixos. Estes pesos são ajustados em um etapa anterior, por exemplo através 
de uma estrutura igual a da Figura 3. 1. 
Se o sistema real, por algum motivo, não pode ser utilizado com a estrutura da 
Figura 3. 3(b), pode-se utilizar a estrutura alternativa mostrada na Figura 3. 3(c), 
onde o sinal de erro que serve para ajustar os pesos do modelo neural inverso, é a 
diferença entre o sinal de comando, r. e a saida do modelo neural direto. ym. que já 
foi treinado anteriormente e agora tem os seus pesos fixos. 
Jordan (Jordan e Rumelhart. 1992) mostra que ao se utilizar a saida do 
sistema real. e possivel produzir um modelo im/erso exato. mesmo que se encontre 
.im modelo direto inexato. Obviamente. isto náo acontece quando se utiliza a 
estrutura da Figura 3. 3(c), porque neste caso o sinal de erro e propagado atraves do 
modelo neural direto, carregando consigo a inexatidão. que possa existir. nesta 
modelagem direta.
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Figura 3. 3 ~ Estrutura para Modelagem inversa 
Em comparação com o aprendizado inverso generalizado, o 
aprendizado inverso especializado tem as seguintes caracteristicas 1 
‹ O procedimento é direcionado a uma meta específicat uma vez que é 
baseado no erro entre a saída desejada do sistema. r. e a saida atual. y 
ou ym. Em outras palavras. o sistemá recebe entradas durante a fase de 
l 
treinamento que corresponde a entradas ooeracionais que ira receber 
subsequentemente. 
~ Nos casos onde o mapeamento direto do sistema não e único, um modelo 
inverso particular será encontrado (Jordan e Rumelhart. 1992).
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Considerando a abordagem entrada-saída para a RNA que irá modelar o 
sistema inverso, tira-se_da equação (3.17) que a função inversa f 1(.) leva a geração 
de u(t), que requererá o conhecimento do valor futuro y(k+1). Para superar este 
problema, substitui-se esta variável por r(k+1), o qual é suposto ser disponível no 
instante de amostragem k+1. isto e uma consideração razoável, uma vez que r é 
normalmente relacionado ao sinal de referência, que supõe-se ser conhecido um 
passo à frente. 
Deste modo, a_.relação entrada-saída não-linear para a RNA modelando o 
inverso do sistema é; 
u(k) = h[_v(k),...._v(k -n+1).r('k +l),u(/r - l),....u(/r-m+ 1)] (3. 24) 
isto é, o modelo neural inverso recebe como entradas a saida atual e passadas do 
sistema, o sinal de referência (ou de treinamento) futuro e os valores passados da 
entrada do sistema. Nos casos onde é desejável treinar a rede como modelo inverso 
sem o sistema real, os valores de y da equação ( 3.24) são simplesmente 
substituídos pela saida da RNA que representa o modelo direto, ym. 
3.4 Características Importantes da Identificação Neural 
É fácil aplicar RNA's a um conjunto de dados. sem conhecer muito bem a 
Teoria de ldentificação de sistemas, e utilizar o que parecem ser resultados 
altamente confiáveis. Mas, como em outras formas de ldentificação ou aproximação. 
também e fácil ser enganado pelos resultados obtidos sem uma melhor avaliação 
teórica. Deste modo e importante estar plenamente consciente das propriedades das 
RNA's e dos algoritmos empregados na tarefa de identificar sistemas dinâmicos não- 
iineares. Sendo que estas propriedades podem ser utilizadas para formular metodos 
que vaiidem os resultados obtidos na ldentificação.
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As características dos modelos neurais que serão apresentadas aqui, são 
retiradas dos trabalhos de Billings (Billings et al., 1991; Billings et al., 1992; Billings e 
Chen, 1995).
V 
3.4.1. Expansão da RNA 
Da seção (2.2) tira-se que existem duas maneiras de representar a dinâmica 
em uma RNA, ambas podendo ser utilizadas na identificação de sistemas dinâmicos 
1 uma consiste no uso de um conjunto de sinais atrasados no tempo na entrada da 
RNA, e outra consiste no uso de neurônios dinâmicos em uma das camadas 
intermediárias da RNA. 
Analisando o primeiro caso, verifica-se que se o modelo de um sistema 
envolve uma expansão dos sinais u(k-3),y(k-9) e y(k-14), a RNA sÓ representará bem 
o sistema se utilizar estas três variáveis, caso contrário o modelo será uma 
representação pobre do sistema, independentemente do algoritmo de.treinamento 
empregado. Devido a este fato, a escolha do conjunto de sinais de entrada da RNA é 
crucial para o seu desempenho (um bom estudo sobre este assunto pode ser 
encontrada no trabalho de De Azevedo (De Azevedo, 1993) e de Cruz (Cruz et al., 
1998». 
O problema citado acima não e fácil de resolver. porque na realidade o retardo 
apropriado dos sinais u s e y's pode ser distribuido sobre um grande intervalo. e o 
procedimento de sobre-especificar os sinais de entrada da RNA leva à problemas de 
dimensionalidade. sobre-treinamento e aprendizado lento. 
Este tipo de problema, permanece quando se utilizam neurônios dinâmicos na 
RNA. onde a escolha recai no numero de estados da rede necessarios para resultarJ 
em uma boa representação do sistema. já que em situaçoes praticas do mundo real. 
wão se conhece os estados do sistema dinâmico não-linear.
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3.4.2. Validação do Modelo 
Testes de validação do modelo são procedimentos para avaliar a 
inadequabilidade de um modelo, independentemente das discrepâncias encontradas 
nos modelos neurais, tais como o conjunto de sinais de entrada incorreto, o número 
de neurônios da camada intermediária insuficiente, os dados com ruído ou uma rede 
que não converge. 
Os bem conhecidos testes def validação para modelos lineares (Ljung e 
Söderström; 1983) não são apropriados para modelos neurais. Sjöbergz e'fíi`5 seu 
trabalho (Sjöberg, 1995) mostra alguns métodos para validação de modelos neurais, 
como por exemplo o método chamado de 'Detectando Não-Linearidades'. Aqui será 
apresentado um conjunto de condições desenvolvido por Billings (Billings e Voon, 
1983; Billings e Voon, 1986) adequado para a validação de modelos não-lineares, 
neurais ou não. 
Se um modelo de um sistema é adequado, então os resíduos ou o erro de 
predição, â(k)=y(k)_ym(k), deve ser não-previsível para todas as combinações 
lineares e não-lineares das entradas e saídas passadas (Billings et al., 1992). A 
determinação de testes simples, que possam detectar esta condição, é complexa, 
mas pode-se mostrar que as seguintes relações garantem esta condição (Billings e 
Voon, 1986) : 
<1>£,(z) = 1;{z(z _ z)zz(z)} = ô(z) 
ç <1>,,£(z) = E{zz(f _ f)z(f)}= 0, vz 
‹1>u,€(z) = E{[zz2(¢ _ T) _ ã2]z(z)}= o , vf 
qâufgz (z) z E{zz2(f _ z) _ z72]z2(z)}= o , VT (3~ 25) 
<1>¿(¿,)(f) z E{z(f).›z(f_ 1 _ z)âz(z _ 1 _ z)} z 0,1 z o t 
onde <I>Zy(r) indica a função correlação cruzada entre as funções Z(r) e Y(1), ü2 
representa o valor médio de u2(r) e u2'(r)=u2(r)-üz. Na prática, utiliza-se a
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correlação normalizada e faz-se o cálculo da estimativa da função correlação 
amostrada entre duas sequências T1 e Wz, como sendo;
) 
'/. "\ 
T1 (/c)*P2 (k + T) 
q)\lJ.\l/. : 
\¡ 1 
2*Pfi‹1‹›2 ~Pš</‹› ls' 26) 
1‹=i /‹=i _: 
onde N é o número de amostras utilizadas. A normalização assegura que todas as 
funções correlações encontram-se no intervalo -15<Í>\¡,lt¡,¬(r)s1 independente da 
amplitude dos sinais. 
O modelo será adequado se todas as correlações satisfizerem a equação 
(3.25), sendo que a condição de igualdade a zero é substituída pela condição de 
permanecer em 95% do intervalo de confiança, definido por 1.96/«/Í . 
Embora seja difícil provar que para as RNA's, as quais apresentam fortes 
não-linearidades nos parâmetros, os testes da equação (3.25) irão detectar todas as 
possiveis deficiências do modelo, várias simulações têm mostrado o sucesso da 
aplicação destes testes (Billings e Chen, 1995, Billings et al., 1992; Suykens et al., 
1995: Sbárbaro e Johansen. 1997: De Oliveira et al.. 1997: Turner et al.. 1995; Zhang 
e Morris, 1995). ` 
Este método de validação de modelos serve também para sistemas lineares. 
Neste caso só e necessário a verificação da primeira condição de auto-correlação do 
erro de predição. Esta correlação exige uma igualdade com a função impulso, porque 
esta é a forma da_ auto-correlação do ruido branco. O ruído branco e o que se 
encontra na prática. de forma aditiva. na saida do processo. 
O calculo das correlações cruzadas pode ser aplicado tanto para o conjunto 
de dados utilizados na estimação dos parâmetros do modelo. como para um conjunto
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de dados de teste que não tenha sido utilizado durante a estimação paramétrica. 
resultado em ambos conjuntos é idêntico (Sjöberg, 1995). 
3.4.3. Ruído e Polarização 
Muitas das aplicações de RNA's na identificação de sistemas dinâmicos 
não-lineares ignora o fato de que o ruido irá sempre estar presente se os dados 
forem coletados de um sistema real. A menos que os efeitos do ruído sejam bem 
compreendidos e possam ser apropriadamente compensados, modelos incorretos ou 
polarizados serão encontrados nos procedimentos de modelagem e identificação. 
A polarizaçãoz é um conceito da teoria de estimação bem conhecido e, muitas 
das vezes, o seu efeito indesejável pode ser eliminado somente com o uso e 
identificação de um modelo do ruido. Se o sistema a ser modelado e não-linear, não 
existe razão para assumir que o ruido irá ser puramente linear. O ruído no modelo 
irá, geralmente, envolver produtos cruzados das entradas com as saidas. 
Muitas das vezes a polarização e difícil de detectar. porque mesmo que um 
modelo neural polarizado seja obtido, o mesmo irá apresentar uma boa predição 
para o conjunto de dados utilizados no treinamento. isto já e esperado porque a RNA 
foi treinada para minimizar um função quadrática do erro de predição, ajustando a 
curva aos dados. Mas isto não significa que a RNA forneça um modelo dos 
*mecanismos básicos do sistema.
H 
Dado um sistema. 
_v(k) = of (_V(_/r - il....._v(,k-rii.u(k- ll.....u‹k-mi›-dir) (3. 27)
›1 
ande dit) e o ruido do sistema. uma maneira de evitar a polarização e estimar 
também o modelo do ruido. Uma RNA que pode acomodar esta condição foi 
_ Para obter maiores informações sobre o efeito e as causas da polarização na identificação parametrica. 0 leitor 
pode ler Barreiros l 19953. Coelho l l99ll. Ljung (1987) e Norton i 1986).
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proposta por Billings (Billings et al., 1992) e consiste no aumento da RNA, pela 
adição de um mapeamento linear dos termos do erro de predição atrasados .›;(k-1), 
â(k-p), calculados na iteração anterior. Esta arquitetura de RNA é vista na figura a 
seguir. 
ulk-ll /É 
u}z§.`m› 
_ _ _ 
ylk-I) 
H 
;.m‹ k) 
>“(k-nl 
sl lt-l) 
slk-pl 
Figura 3. 4 - Rede Neural Artificial com um Modelo Linear do Ruído 
Uma outra alternativa, mais geral, é simplesmente utilizar os sinais atrasados 
no tempo do erro de predição como novas entradas da rede que se conectam 
normalmente a camada intermediária de neurônios (Chen et al.. 1990a). Esta 
arquitetura é mostrada a seguir. 
z-\ ll\'il 
uik-ml jlmlkl 
_\‹.i<-ii LV ' 
;‹k-iii A
P 
l\ _- 
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1 
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Figura 3. 5 - Rede Neural Artificial com um Modelo Não-Linear do Ruído
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O sinal â(t) é utilizado devido a impossibilidade, em aplicações práticas, de 
usar o sinal d(t). Para RNA's com neurônios dinâmicos, não existem estudos sobre o 
uso do sinal de erro de predição, na tarefa de identificação de sistemas dinâmicos 
não-lineares, exceto o trabalho seminal de De Oliveira (De Oliveira et al., 1997a). 
3.4.4. Sobre-Parametrização da Rede Neural Artificial 
Quando escolhe-se um número maior do que o necessário de elementos de 
sinais de entrada da RNA ou de neurônios da camada intermediária, é comum 
ocorrer a sobre-parametrização da RNA, que fica caracterizado quando a rede, 
durante a sessão de treino, para um dado conjunto de treino, deixa de aprender o 
que foi treinado em q iterações e começa a desaprender o que já tinha aprendido. 
lsto acontece porque existem alguns parâmetros que são mais importantes 
que outros. No processo de aprendizado quando a função custo decresce significa 
que os parâmetros realmente necessários para a identificação têm maior influència 
que os desnecessários; quando a função custo começa a crescer, apôs um período 
de decrescimento máximo, isto significa que os parâmetros que são desnecessários 
começam a ter mais influència que os parâmetros necessários. Uma boa descrição 
do processo de sobre-parametrização é encontrado nos trabalhos de Sjöberg 
(Sjöberg e Ljung, 1992) e de Moody (Moody, 1992). 
Na prática, para evitar a sobre-parametrização, utilizam-se modelos que vão 
crescendo em complexidade, onde a complexidade está relacionada com o número 
de neurônios. com o número de sinais de entrada (no caso da abordagem entrada- 
saida) e com o número de laços de realimentação (no caso das redes recorrentes) 
da RNA. e seleciona-se o modelo de menor complexidade que satisfaz os testes de 
validação do modelo. Duas das abordagens mais comuns para evitar a sobre- 
:arametrizacão em RNA's são as chamadas abordagens de punição e de 
regularização. A primeira consiste na utilização de uma RNA bastante complexa. 
onde são feitas punições com a eliminação de pesos, até a redução máxima do 
tamanho da rede, sendo que existem inúmeras versões para este conceito de
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punição (Von Zuben, 1996). A regularização aumenta a capacidade de generalização 
da RNA através da adição de uma função de penalidade extra na função custo da 
RNA a ser minimizada, de modo a penalizar a sobre-parametrização (Sjöberg, 1995). 
A tarefa de encontrar uma RNA de menor complexidade, para um dado 
problema, também pode ser realizada através de métodos de computação 
evolucionária (Barreto. 1996; Roisenberg, 1998; Brasil, 1999: Dias, 1999). 
3.5 Exemplo de Identificação Neural Não-Linear 
Nesta seção, os exemplos simulados servem para mostrar a utilidade dos 
modelos de RNA com dinâmica interna na tarefa de identificar sistemas dinâmicos 
que apresentem ruído na saída. Os exemplos consideram ruído branco ou colorido 
de forma aditiva na saída do processo, ou ruido branco influenciando não- 
Iinearmente na saída do processo. O procedimento de identificação do modelo segue 
o padrão determinado na Figura 3. 1. Devido ao uso da RNA com dinâmica interna 
não é necessário o uso do conjunto de sinais atrasados no tempo na entrada da 
rede. 
3.5.1. Sistema Dinâmico Díscreto Não-Linear 
O sistema dinâmico não-linear é representado pelas eduações. 
x, (k+ I) = -O.7x¿(k) + x¡(k) 
.tz ‹1‹ + il = zân1z[0.3.r,(k›+_‹.‹<k>+(1 + o.3z2 i/‹›)z‹‹/‹>} ¿3_ 28) 
z-Bl/‹ + 1) z zzmhl- o.s.‹, (_/‹› + o.óx¡ im + ozzz ‹'1‹l.z_._ . i‹›}
¬ 
tl k) = [x1_(k)_l' +dlk) (3. 29) 
onde !‹ é o instante de amostragem. ×(l‹) é o vetor de estados. uikl e o sinal de 
entrada. y(i‹) é o sinal de saida e c1(/‹) e a sequencia de ruido branco. com media O_O 
e variância 0.001 .
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O conjunto de treino e formado por 50 amostras coletadas para um sinal de 
entrada do tipo senoidal, mostrado abaixo, onde NPTé o número de amostras. 
uik) = S¢nG\-Ê,/Í? (3. so) 
A relaçäo entrada/saida para o sistema, levando-se em conta o sinal de 
entrada determinado pela equação (3.30) e o sinal de saida livre de ruído, é 
mostrado na figura abaixo, revelando uma forte relação não-linear. O sinal de saída 
y(k) está normalizado entre i 1 _ 
Relamín Entrada x Saida do Processo 
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Figura 3. 6 - Relação Entrada/Saída para o Sistema Dinâmico Nädl_inear 
3.5.2. Simulação 01 
Nesta simulação a RNA utilizada e um modelo formado por 4 camadas de 
¬eurónios. com : 
â Primeira camada : um unico neurónio com função ativação identidade. 
significando' um neurônio estático. e função de saida do tipo tangente 
hiperbólica.
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v Segunda camada : seis neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio é afetada pelos 
estados dos neurônios vizinhos mais próximos conforme equação abaixo 
e função de saida do tipo tangente hiperbólica, 
JC¡'(k 'Í' = (1¡'_1¡'X¡'_l(k) +0¡¡'x¡'(k) +a¡'+1¡^X¡_+_l(k) +Í'I€Í¡'(k) 
que equivale a matriz A mostrada abaixo. 
i' an an O O 0 
. 021 022 023 O O 
GCDOO 
4_ O “sz ass 034 O 
O O 043 Ú44 045 (3. 32) 
O O O 054 ass “só 
Lo 0 o 0 zzôszzóó 
o Terceira camada 1 doze neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saida do tipo tangente 
hiperbólica. 
o Última camada : um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saida do tipo tangente 
hiperbólica. 
A identificação se deu em duas etapas 1 uma sessão de treinamento, onde a 
RNA teve os seus pesos ajustados em função dos dados coletados. e outra sessão 
onde foram calculadas as estimativas das funções correlações amostradas 
determinadas na equação (3.25). Nas duas etapas utiliza-se o sinal y(k) normalizado. 
O motivo da normalização é adequar numericamente os pares (u(k),y(k)) para efeito 
de treinamento da rede neural (este artifício e bastante empregado nas aplicações de 
redes neurais em identificação e controle (De Azevedo. 1993: Filho et al.. 1994)). 
3.5.2. 1. Sistema com Ruído Branco 
A primeira simulação utiliza o sinal de ruido d(k), da equação (329). como 
sendo igual a e(k), d(k) = e(k), que e uma sequência ruído branco gaussiano de
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média zero e variância 0.001. A variância- é baixa devido as caracteristicas de não- 
Iinearidade do sistema que amplifica bastante os sinais de alta-frequência, ou seja, 
uma variância maior geraria na saída do sistema apenas ruído. 
A- Figura 3. 7 mostra o comportamento da RNA no inicio do treinamento: Após 
18350 iterações, interrompe-se a sessão de treinamento com um valor de Erro Médio 
Quadrático (EMQ), determinado pela Equação (2.69), igual 0.2061, como mostra a 
Figuraz3.8`i. ' A ' * ` 
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Figura 3. 7 - Comportamento do Modelo Neural no inicio do aprendizado 
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A evolução da função E(VV), que é o valor do EMQ em cada iteração de ajuste 
dos parâmetros do modelo neural, é ilustrada na figura a seguir. Convém lembrar 
que uma iteração indica a apresentação das NPT amostras para treinamento: e~ que 
cada amostra do treinamento proporciona um ajuste nos parâmetros da RNA,
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Figura 3. 9 - Evolução do erro médio quadrático durante o aprendizado 
As estimativas das correlações cruzadas são mostradas a seguir. 
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Figura 3. 10 - Estimativas das Funções Correlações Cruzadas : Phi1=<I>8_,_.( r); Phi2=CI>u¿( 1); 
PhÍ3=(Du2'¿_( T); P|"lÍ4=(Duz'¿_2 ( T); PhÍ5=q)¿(¿u)( T)
Como o ruldoé aditivo na saida do processo, o modelo neural não necessita 
ter informações sobre-o mesmo. Ou seja, não é preciso o sinal de e(k) na entrada da 
rede. A discrepânciaencontrada nas medidas de correlação não são importantes por 
que foramtpoucos pontos que ficaram fora da banda. de confiança. Devido a sua 
estrutura particular, 'ieste comportamento da rede neural só'-foi conseguido uso 
de seis neurônios dinâmicos na segunda camada, três a mais do que o processo 
apresenta;~z¿l?¿a;ra, um_número' menor de neurônios.. dinâmicos- na segunda cagnaga, a 
rede não 'conseguia' acompanhar a saida do processo. 
F. Z 
;í ~ ' 
3.š.z.z. utilizando Ru¡a‹›fic‹›:‹›r¡d‹› . 
NestWà¡..sir_nuIação.utiliza-se o sinal de errod_(t),, da equação (3.29), comdjsendoi 
um ruído colorido do tipo, d(k) = e(k) + 0.6e(k-1), com e(k)' sendo uma sequência 
ruido branco gaussiano de média zero e variância 0.001. 
A Figura 3. 11 mostra o comportamento da RNA no inicio do treinamento. 
Após 154886 iterações, interrompe-se a sessão de treinamento com um valor de 
EMQ, determinado pela Equação (2.69), igual 0.1711, como mostra a Figura 3. 12. 
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Figura 3. 11 - Comportamento do Modelo Neural no início do aprendizado
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Com o ruído colorido aditivo na saída, o modelo neural teve maiores 
dificuldades para seguir o sinal de saída do processo. Estas dificuldades são 
explicitadas através do número de iterações na sessão de treinamento e no 
comportamento oscilatório da função E(W). Novamente devido às particularidades na 
estrutura do modelo neural foram necessários seis estados na rede, embora o 
processo só apresente três estados. 
3.5.3. Simulação 02 
Nesta simulação utiliza-se o sinal de erro de predição, õ(/‹), como um outro 
sinal de entrada da rede. A RNA utilizada e um modelo formado por 4 camadas de 
neurônios, com : 
‹ Primeira camada 1 dois neurônios-,com função ativação identidade, 
significando neuronios estáticos. e função de saída do tipo tangente 
hiperbolica (um neurónio recebe o sinal u(k) e o outro neurönio recebe o 
sinal a(k)).
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0 Segunda camada 2 três neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio é afetada pelos 
estados de todos os outros neurônios conforme equação abaixo e função 
de saída do tipo tangente hiperbóiica. 
x,-(k +1) = a¡1x¡(k) + a,-2x2(k) + + a,~¡x,~(k) + + a¡,,x,, (k) + neI,- (k) (3. 33)
Í 
que equivale a matriz A mostrada abaixo. 
011 012 013 
A: a3¡ az; a-¿3 (3. 34) 
031 032 033 
o Terceira camada 1 doze neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saida do tipo tangente 
hiperbóiica. 
o Ultima camada : um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saída do tipo tangente 
hiperbóiica. 
A identificação se deu em duas etapas : uma sessão de treinamento, onde a 
RNA teve os seus pesos ajustados em função dos dados coletados, e outra sessão 
onde foram calculadas as estimativas das funções correlações amostradas 
determinadas na equação (325). 
Nesta simulação, o sinal de erro d(t), da equação (3.29) e um ruidocolorido do 
tipo, d(k) = e(k) + 0.6e(/‹-1), com e(k) sendo uma sequência ruido branco gaussiano 
de média zero e variância 0.001. 
A Figura 3. 15 mostra o comportamento da RNA no início do treinamento. 
Apos 1000 iteraçôes, interrompe-se a sessão dé treinamento com um valor de EMQ, 
determinado pela Equação (269). igual 0.1609. como mostra a Figura 3. 16.
Figura 3. 15 - Comportamento do Modelo Neural no início do aprendlzado
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Figura 3. 16 - Comportamento do Modelo Neural após fase de aprendlzado 
A evolução da Função E(VV), é mostrado na Figura 3. 17. 
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Figura 3. 17 - Evolução da Função E(W) durante o aprendizado 
A estimativa das correlações cruzadas são mostradas na Figura 3. 18. 
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Figura 3. 18 - Estimativas das Funções Correlações Cruzadas : (a) Phi1=CD¿_,__.( 1"); (b) Phi2=<I>u¿.( r); 
(c) Phi3=<I>uz-£( 1) ; (d) Phi4=<I>uz~¿_z ( r) ; (e) Phi5=<D¿( a,)( T) 
A utilização do sinal e(k) na entrada da rede permitiu o uso de apenas três 
neurônios dinâmicos na segunda camada do modelo neural. Aqui as particularidades 
do modelo neural influenciaram na obtenção das medidas de correlação, que só
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foram conseguidas com o uso de uma matriz A cheia. Ou seja, a identificação é 
realizada com uma parametrização totais 
, através de nove parâmetros a,~,-. 
3.5.4. Simulação 03 
Nesta simulação a equação de saida do processo e; 
y<1‹>=i›=i<1‹>+d‹1‹>i2 (3. 35› 
onde a influência do ruído em y(k) é não-linear. O modelo neural tem na sua entrada 
apenas o sinal u(k). A RNA utilizada é um modelo formado por 4 camadas de 
neurônios, com : 
o Primeira cam ' um único neurönio com função ativação identidade ada .
, 
_ 
significando um neurônio estático, e função de saída do tipo tangente 
hiperbólica. 
o Segunda camada 1 seis neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurönio e afetada pelos 
estados dos neurônios vizinhos mais próximos conforme equação (3.31) e 
a equação (3.32), e função de saida do tipo tangente hiperbólica, 
o Terceira camada 1 doze neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saida do tipo tangente 
hiperbólica. ' 
o Ultima camada 1 um único neurönio com função ativação identidade. 
significando um neurönio estático, e função de saida do tipo tangente 
hiperbólica. 
A identificação se deu em duas etapas 1 uma sessão de treinamento, onde a 
RNA teve os seus pesos ajustados em função dos dados coletados. e outra sessão 
onde foram calculadas as estimativas das funções correlações amostradas 
determinadas na equação (325). 
Para obter maiores detalhes sobre identificação de sistemas dinâmicos com parametrizaçào total. o leitor pode 
'fer o trabalho de McKelvey (McKei\'ey. 1995).
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A terceira simulação feita, utiliza o sinal de erro d(t), da equação (3.29), como 
sendo um ruído do tipo, d(k) = e(k), com e(k) sendo uma sequência ruido branco 
gaussiano de média zero e variância 0.001. 
V 
Ayfigura. 3. 19 mostrar o comportamento da RNA no início do treinamento. 
Após 246 iterações, iÀnt'errompe-se a sessão' de treinamento com um valor 
determinado pela Equação (2.69), igual 0.156856, como mostra a Figura 3. 20.
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Figura 3. 19 - Comportamento do Modelo Neural no inicio do aprendizado 
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Figura 3. 20 - Comportamento do Modelo Neural após fase de aprendizado
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A evolução da Função E(VV), é mostrado na Figura 3. 21. 
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Figura 3. 21 - Evolução da Função E(VV) durante o aprendizado 
- As estimativas das correlações cruzadas são mostradas na Figura 3. 22; 
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Figura 3. 22 - Estimativas das Funções Correlações Cruzadas : (a) Phi1=d>¿¿( 1); (b) Phi2=<I>u¿( 1); 
(C) Ph¡3=<I›uz-£( 1); (d) Ph¡4=‹I>u2~¿ ('z); (e) P|¬¡5=<I>€(€,,)( 1) 
Neste exemplo, as condições de não-linearidade do ruído de medida e de 
ausência do sinal â(k) na entrada da rede, permitiu que o modelo neural
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apresentasse um desempenho apenas aceitável, representado pelas funções de 
correlação cruzada com algumas falhas em Phi3 e Phi4, para a identificação neural. 
Esta falhas não chegam a invalidar o modelo porque são em pequeno número 
e não indicam uma tendência das funções em permanecerem fora do intervalo de 
confiança, mas mostram alguma deficiência no mesmo, quando comparado com as 
outras simulações feitas anteriormente para o mesmo processo dinâmico. Mesmo 
quando foi utilizado uma parametrização total na matriz A, a rede continuou a ter um 
desempenho apenas aceitável. 
3.5.5. Simulação 04 - 
Nesta simulação a equação de saída do processo é determinada pela 
equação (3.35) com a influência não-linear do ruido na medida de saida do processo. 
O modelo neural tem na sua entrada o sinal u(k) e o sinal z(k). A RNA utilizada é um 
modelo formado por 4 camadas de neurônios, com 1 
P' ' ' dois neurônios com função ativação identidade o rimeira camada .
, 
significando neurônios estáticos, e função de saída do tipo tangente 
hiperbólica (um neurônio recebe o sinal u(k) e o outro neurônio recebe o 
sinal s(I‹)). V 
o Segunda camada : três neurônios com função ativação do tipo equação a 
diferenças de primeira ordem. onde a entrada do neurônio e afetada pelos 
estados de todos os outros neurônios conforme equação (3.33) e equação 
(3.34), e função de saída do tipo tangente hiperbólica. 
. ' ' doze neurônios com funcão ativação identidade Terceira camada . À _ , 
significando neurônios estáticos, e função de saida do tipo tangente 
hiperbólica. "' 
ø ll' 
` 
' um unico neurônio com funcao ativação identidade ultima camada _ _ _, . 
significando um neurônio estático, e função de saida cio tipo tangente 
hiperbólica.
A identificação se deu em duas etapas : uma sessão de treinamento, onde a 
RNA teve os seus pesos ajustados em função dos dados coletados, e outra sessão 
onde foi calculada a estimativa das funções correlações amostradas determinadas 
na equação (3.25). 
Aquií utiliza-se o sinal de erro d(t), da equação (3.29), como sendo um ruido do 
tipo, d(k) = e(k), com e(k) sendo uma sequência ruido branco gaussiano devmédia 
zero efi/iai`*iâ'ncial 0.001. ` 
AA Fiqura 3. 23, mostra o comportamento da _RNA no inicio do 
Após 259. iterações, interrompe-se a sessão de treinamento com um valor,de› EMQ, 
determinado pela Equação (2.69), igual 0.144622, como mostra a Figura 3. 245 
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Figura 3. 23 - Comportamento do Modelo Neural no início do aprendizado
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Figura 3. 24 - Comportamento do Modelo Neural após fase de aprendizado 
A evolução da Função E(VV), é mostrado na Figura 3. 25. 
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Figura 3. 25 - Evolução da Função E(VV) durante o aprendizado 
As estimativas das correlações cruzadas são mostradas na Figura 3. 26
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Com a inclusão do sinal â(k) na entrada da rede, pode-se utilizar apenas três 
neurônios dinâmicos na segunda camada, com parametrizaçäo total, e conseguir que 
o modelo neural tenha um excelente desempenho na identificaçáo do processo 
dinâmico, como visto na Figura 3.26; ~ ' 
' 3.6 Discussão. 
Neste capítulo. o modelo neural apresentado na seção (2.3) é utilizado para a 
zdentificaçáo de um processo dinâmico não-linear. O modelo neural apresentou um 
desempenho aceitável. Como o modelo neural apresenta neurônios dinâmicos 
lineares, o mesmo tem dificuldade em tratar as não-Iinearidades da equação (3.28). 
Esta dificuldade é, em parte, compensada com a utilização adicional de neurônios 
dinâmicos e de parâmetros na matriz A. 
rf Dos resultados mostrados na seção (35) observa-se que 1 
~ com o ruido aditivo na saida do processo a identificaçáo neural se comporta da 
mesma maneira. independente do ruido ser branco ou colorido. O ruido colorido 
apenas torna a tarefa de identificaçâo mais dificil. representado pelo maior
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número de iterações da sessão de aprendizado (treinamento com nove vezes 
mais iterações do que o treinamento com o ruído branco) e pelo comportamento 
'nervoso' da função E(l/l0. Sem o uso do sinal de erro de predição na entrada .da 
rede neural, a mesma necessita de seis estados para realizar a ldentificação, o 
dobro do número de estados do processo (para ambos os tipos de ruído). 
z com o ruído de medida aditivo e o uso do sinal de erro de predição na entrada da 
rede neural, a mesma necessita apenas de três neurônios dinâmicos para 
identificar o processo dinâmico de terceira ordem. Apresentou-se apenas o caso 
com ruído de medida colorido por ser o mais complicado, como dito no item 
anterior. Neste caso a rede só apresentou um desempenho aceitável quando 
utilizou-se a matriz A cheia. 
â com o ruido de medida influenciando de forma não-linear no sinal de saida do 
processo, o modelo neural só conseguiu ter um bom desempenho com a inclusão 
do sinal de erro de predição na entrada da rede. Neste caso, também só foram 
necessários três neurônios dinâmicos e a matriz A cheia. Sem o erro de predição 
na entrada da rede neural, a mesma não consegue ter o mesmo desempenho 
para identificar o processo dinâmico não-linear, independente do aumento do 
número de neurônios dinâmicos. 
Como comentário final deste capitulo. pode-se dizer que o modelo neural com 
dinâmica interna proposto no Capítulo 2, a despeito de suas particularidades, 
consegue identificar processos dinâmicos não-lineares. Como na imensa maioria dos 
resultados de identificação neural existente na literatura, o modelo neural obtido tem 
uma pequena aproximação com as relações das variáveis de estado do processo 
identificado. Esta e uma diferença básica entre as abordagens de ldentificação não- 
linear neural e as que não utilizam redes neural's. As técnicas de ldentificação não- 
'ánear que não utilizam redes neurais sempre procuram reproduzir as relações 
existentes no processo identificado, já as técnicas de ldentificação neural não se 
preocupam com esta reprodução. A situação em que o modelo neural apresenta um 
número de estados maior do que o processo pode ser explicado pelo uso de
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niperestados, no modelo neural, que é mapeado para os estados do processo 
(Zbikowski e Gawthrop, 1995; Zbikowski, 1994; Tzirkel-Hancock, 1992). É 
conveniente lembrar que o algoritmo de treinamento não estima estados e sim 
parâmetros. 
No próximo capítulo, se restringe a classe de processos não-lineares que são 
identificados por esta rede neural, conseguindo assim, um modelo que apresenta 
relações entre variáveis o mais próximo possivel das existentes entre os estados do 
processo identificado.
7
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4 - Sistemas Dinâmicos com Não-Linearidades 
Estáticas e com Dinâmica Linear 
4.1 Introdução 
A complexidade e diversidade dos sistemas não-lineares podem ser 
consideradas como as razões para a não existência de uma teoria geral de 
identificação não-linear (Sjöberg, 1995; Sandberg, 1982). Devido a este fato é 
importante estudar e desenvolver métodos para identificar classes de sistemas não- 
lineares. 
Existem basicamente duas linhas mestras no desenvolvimento de métodos 
para identificar processos não-lineares. A primeira delas e o uso de uma descrição 
geral para representar o processo não-linear. Típicas representações não-lineares 
gerais são as séries de Volterra e expansão de Wiener (Schetzen, 1980), além das 
RNA's feedforvvard multicamadas (Narendra e Parthasarathy, 1990; Levin e 
Narendra, 1991; Chen e Billings, 1992; Feng, 1993; Saxén e Saxén, 1994; Sjõberg, 
1995; Von Zuben, 1996; Ruiz-Vargas, 1997). O uso destes modelos gerais na prática 
envolve a decisão de quais termos da série de Volterra e da expansão de Wiener 
serão utilizados. ou então qual a topologia da rede neural utilizada. para uma dada 
aplicação. Não existem receitas para guiar esta seleção da estrutura do modelo näo- 
linear quando há ausência de conhecimento sobre o processo identificado (Billings e 
Chen, 1995: Hwang e Shyu, 1988). Um problema adicional na estimação de modelos 
gerais é o surgimento de problemas numéricos para processos de ordem alta. 
A segunda linha e considerar classes especiais de modelos não-lineares. tais 
como sistemas bilineares (Beghelli e Giudorzi, 1976; Dunoyer et al.. 1997), sistemas 
afiine (Liu e Celikovskv. 1997: Tunay e Kaynak. 1995). 'Jma das classes de 
sistemas não-lineares mais estudadas é aquela que considera modelos não-lineares 
formados pela combinação de blocos não-lineares estáticos e blocos dinâmicos
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lineares (Billings, 1980; Billings e Fakhouri, 1982; Norton, 1986; Áström e 
Wittenmark, 1995). Exemplos destes modelos são 1 modelo de Wiener (Greblicki, 
1992; Sbárbaro e Johansen, 1997, Wigren, 1994), modelo de Hammerstein (Stoica e 
Söderström, 1982; Gallman, 1976; Greblicki e Pawlak, 1987; Àström e Wittenmark, 
1995), modelo de Wiener-Hammerstein (Haber e Unbehauen, 1990; Billings e 
Fakhouri, 1978) e modelo de Hammerstein-Wiener (Hunter e Korenberg, 1986; Bal, 
1998), como observados na figura a seguir. 
Entrada ñ Saida A Dinâmica Linear H Não-Linearidade Estática Q--} 
(a) Modelo de Wiener 
Entrada Saida 
Não-Linearidade Estática Dinâmica Linear 
lb) Modelo de Hammerstein 
Entrada Saida @i›‹ Dinâmica Linear H Não-Linearidade Estática 1*-›‹ Dinamica Linear *_-› 
lc) Modelo de Wiener-Hammerstein 
Entrada Saida _-›% Não-Linearidade Estática W Dinâmica Linear H Não-Linearidade Estética %_› , . 
ld) Modelo de Hammerstein-Wiener 
Figura 4. 1 - Modelos Não-Lineares orientados à blocos, com blocos de dinâmica linear e com blocos 
não-lineares estáticos 
Nestes modelos apenas os sinais de entrada e de saida são disponiveis. 
Todos os outros sinais intermediários não são disponiveis. Estes modelos são do tipo 
caixa-cinza porque existe o conhecimento prévio da sua estrutura. 
Estes tipos de modelos podem servir para aproximar processos que são 
encontrados em algumas aplicações importantes. tais como 1 controle de pH 
Paiunen. 1994), fluxo de fluido (Singh et al. 1980: Zhang e Bal. 1996). identificaçào 
de sistemas biológicos «Hunter e Korenberg, 1986). identificação de sistemas 
lineares com sensores não-lineares (DoebIin. 1983), processamento de imagem 
(Swachuk e Strand. 1982). modelo para cancelamento de ruido (Stapleton e Bass,
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1985), modelo para sistemas visuais biológicos (Brinker. 1989) e descrição do 
processo de uma coluna de destilação (Bars et al., 1990). 
Estes modelos orientados à blocos são identificados por métodos 
paramétricos e não-paramétricos. Os métodos paramétricos tratam a não-linearidade 
como sendo do tipo polinomial finita, de ordem conhecida e o sistema com uma única 
entrada. Neste caso, o algoritmo de identificação das partes lineares e não-lineares 
são dependentes computacionalmente, ou seja, os parâmetros de uma parte são 
considerados constantes enquanto os parâmetros da outra parte são determinados 
(Billings e Fakhouri,~1978; Hwang e Shyu, 1988; Gallman, 1976; Áström e 
Wittenmark, 1995). 
Os métodos não-paramétricos são baseados em algoritmos de estimação de 
funções de regressão, retirados' da literatura de estatistica (Rao, 1983), para 
identificar a seção não-linear e para a seção linear utiliza-se a identificação da função 
impulso. Outra abordagem não-paramétrica é o uso da serie de Volterra (Billings, 
1980; Billings e Fakhouri, 1979; Haber e Unbehauen, 1990). Nestes métodos não 
existem restrições quanto ao tipo de função não-linear e podem ser utilizados para 
sistemas com várias entradas (Greblicki e Pawlak, 1987: Greblickl, 1992). Na 
identificação não-paramétrica a maior dificuldade é a escolha dos kerneI's da função 
regressão ou da serie de Volterra. 
Embora estes metodos de identificação. paramétricos ou não-paramétricos, 
tenham sido desenvolvidos para sistemas orientados à blocos, os mesmos não são 
aplicados indistintamente para os quatro tipos de modelos da Figura 4. 1 . Por 
exemplo, os procedimentos de identificação desenvolvidos para o modelo de Wiener- 
l-lammerstein (Billings e Fakhouri. 1978), modelo de l-lammerstein (Rangan et al.. 
1995) e modelo de Wiener (Sbárbaro e Johansen, 1997) não se aplicam aos 
modelos de l-lammerstein-Wiener. devido a existência de suas não-linearidades. Já o 
metodo desenvolvido para o modelo de l-lammestein so se aplica ao modelo de 
Wiener se a não-linearidade deste for inversível (Greblick_ '992).
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Na tentativa de superar alguns destes problemas e apresentar um método de 
identificação unificado para os quatro modelos não-lineares apresentados na Figura 
4. 1, a próxima seção mostra o modelo neural com dinâmica interna, da seção (2.3), 
como uma aitemativa para a modelagem de processos que contenham linearidade 
dinâmica e« nãoâlinearidadez estática. Esta modelagem apresentada serve i apenas 
para modelos discretos, devido a RNA desenvolvida ser do tipo discreta. ` 
'_ ._ ' ._ --_ _ , '‹ › -._`w-H -_ .__ .V ,Í , .z . ., Mvtí-._, 
4.2.. Identificação Neural de Sistemas Orientados à ' 
_ 
_ 
i 
¬, 
Portconter neurônios com dinâmica linear e-neurônios com não-linearidade 
. 
. A . P, A .limit 
estática., o modelo neural apresentado' na .seção (2.3) está completamente adequado 
parawimplementar modelos de processos que contenham blocos dinâmicos lineares e 
blocos não-lineares estáticos. A figura a seguir mostra como a rede= neural 
implementa os quatro modelos da Figura 4. 1. 
Emma ° 
“'*' szzizm 
zãu 
(a) RNA com dinâmica intema implementando um modelo de Wiener 
. l. 
(b) RNA com dinâmica intema implementando um modelo de Hammerstein
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O i › À O 
Entrada O 
szâúz 
O 1 À O 
(c) RNA com ‹¶nàmica interna implementando um modelo de Wiener-Hammerstein* 
u
1 
tg-:tz 
° ° HE
° 
Entrada Safla 
(d) RNA com dinâmica intema implementando um modelo de Hammerstein-\Mener 
EÊ
E 
Figura 4. 2 - RNA feedforvvard multicamadas discreta com dinâmiw intema implementando modelos 
dinâmicos não-lineares orientados à blocos 
Existem na literatura trabalhos que utilizam RNA's na identificação de 
processos orientados à blocos (Al-Dluwaish et al., 1996; Abdulaziz e Farsi, 1993). 
Entretanto nestes trabalhos a RNA é do tipo multicamadas feedforward com 
dinâmica externa, e serve para identificar apenas a parte não-linear estática do 
processo. A parte dinâmica linear é identificada através de um modelo ARMA com o 
uso do algoritmo dos minimos quadrados recursivo. O primeiro trabalho em que 
utiliza-se RNA's com dinâmica interna na identificação de processos orientados à 
blocos foi publicado por De Oliveira e co-autores (De Oliveira et al., 1997b). 
O uso da rede neural com dinâmica interna na implementação de modelos 
para processos orientados à blocos tem as seguintes características :
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o método de identificação unificado para modelos de Wiener, Hammerstein, 
Wiener~Hammerstein e Hammerstein-Wiener; 
o método de identificação que devido a topologia das RNA's serve para 
identificar sistemas SISO e MIMO; 
o a partir da capacidade de aproximação não-linear das RNA's, não existe 
restrições quanto ao tipo de não-linearidade estática presente no processo; 
ø permite a identificação simultânea dos blocos dinâmicos lineares e dos 
blocos não-lineares estáticos. 
A aplicabilidade da identificação neural para esta classe de processos não- 
lineares é ilustrada através de vários exemplos simulados, que são apresentados na 
próxima seção. 
4.3 Exemplos Simulados 
4.3.1 Modelo de Hammerstein-Wiener 
Nesta seção é utilizada a rede neural para identificar. segundo a descrição da 
Figura (3.1), um processo não-linear do tipo Hammerstein~Wiener de segunda 
ordem. O processo e descrito pelas equações, 
x,(`k -:-1) = -O.7x,(k) +0.ltanh[u(k)] 
=:.‹k '- ll: -O.6x¬l kl + Oltanhlulkll (4. 1) 
.›~‹1‹>=l›‹i ‹/‹>l 
1 +d‹/‹› (4. 2) 
onde k e o instante de amostragem. x(k) e o vetor de estados. u(k) .e o sinal de 
entrada, y(l‹) é o sinal de saída e d(k) e a sequência de ruido aditivo na saida do 
processo. O ruido e simulado por uma sequência pseudo-aleatória de distribuição 
normal com media 0.0 e variância 0.0003. Este valor de variância foi escolhido para 
:ue o ruido não deformasse completamente o sinal de saida, 
O conjunto de treino e formado por 200 amostras coletadas para um sinal de 
entrada do tipo senoidal como mostrado na equação,
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_{senl ~)}+0.2 . k < 100 
uik) = \ 
I 
' (4' 3) 
F ziz
` 
._ senti +o.2 .kzioo 
\_zvPT/2 
onde NPTé o número de pontos de treino, ou número de amostras. 
A RNA utilizada e formada por 4 camadas de neurônios, com todas as 
camadas contendo um bias, exceto na primeira camada, onde : 
0 A~ apresenta um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saída do tipo tangente hiperbólica. 
ø A_sgg~ tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio é afetada pelo estado 
do próprio neurônio, conforme equação (4.4), e função de saida do tipo tangente 
hiperbólica. Neste caso a matriz A é diagonal, como mostra a equação (4.5). 
x, (_k +1) = aux, (pk) + net_,(k) (4_ 4) 
a, Ol A=í 'I (4.5) LO ax! 
› A ' contém seis neurônios com função ativação identidade, terceira camada 
significando neurônios estáticos, e função de saída do tipo tangente hiperbólica. 
o A última camada tem um único neurônio com função ativação identidade, 
significando um neurônio estático. e função de saída do tipo tangente hiperbólica. 
A identificação se deu em duas etapas 1 uma sessão de treinamento, onde a 
RNA teve os seus pesos ajustados em função dos dados coletados e outra sessão 
onde foram calculadas as estimativas das funções correlações amostradas 
determinadas na Equação (325). Os resultados são mostrados a seguir. A Figura 4. 
3 mostra o comportamento da RNA no início do treinamento e a Figura 4. 4 o sinal de 
entrada u(k). Após 195077 iteraçôes. interrompe,-se a sessão de treinamento com o 
comportamento do modelo neural sendo mostrado na Figura 4. 5.
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Figura 4. 4 - Sinai de entrada do processo
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Figura 4. 5 - Comportamento do modelo neural após fase de aprendizado 
As estimativas das correlações cruzadas são mostradas na Figura 4. 6. 
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Figura 4. 6 - Estimativas das Funções Correlações Cruzadas : Phi1= ‹I›€¿(r); Phi2= ‹I›,,¿(r) 
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A evolução da função E(.), que é o valor de EMQ (Equação (2.69)) em função 
do número de iterações do aprendizado, é mostrada na Figura 4.7, onde k é o 
número de iteraçóes e indica a apresentação das NPT amostras para treinamento 
(lembrando que cada amostra, de uma iteração, proporciona um ajuste» nos 
parâmet‹óâ,úàfreae'neura). ~ À 
' 
E ”` 
‹ 0.010 - 
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Ê _l 
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Figura 4. 7 - Evolução da Função Custo E(.) durante o aprendizado 
4.3.2 Modelo de Wiener 
Outro exemplo de utilização do modelo neural é a identificação, segundo a 
descrição da Figura (3.1), de um processo não-linear do tipo Wiener de segunda 
ordem. O processo é descrito pelas equações, 
x1(1z +1) = -of/xl (k) + o.2x2(1z) + u(1z) (4_ 6) 
x2(/z +1) = o.3x¡ (k) - o.óx2(k) 
y(k) = sen((×¡ (k))2 )+ Í1(1‹) (4. 7) 
O ruído é simulado por uma sequência pseudo-aleatória de distribuição normal com 
média 0.0 e variância 0.05. Este valor de variância foi escolhido para que o ruído não 
deformasse completamente o sinal de saida.
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O conjunto de treino é formado por 200 amostras coletadas para um sinal de 
entrada do tipo senoidal como mostrado na equação, 
s 1.3sm(-A%';í)+0.2,k 5100 
um* (4. a) 
1.3sen -ill +0.2,/z >100 NPT/2 
onde NPT é onúmero de amostras. 
`__ __. 
A- RNA-utiIizada é formada por 4 camadas de neurônios, com as 
camadiascontendo. umbias, exceto naprimeira camada, onde : - 
¿ 
_ 
V 
_. , ,I .M -,,-š.V,V_¿ 
`_ 
. A primeira, camada apresenta um único neurõnio com função ativação identi`d_áde,, 
significando um neurõnio estático, e funçãode saida do tipo linear com saturação 
(nivel da saturação iguai a 100).
' 
. A sgunda camada tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurõnio é afetada pelos 
estados de todos os outros neurônios dinâmicos, conforme equação (4.9), e 
função de saída do tipo tangente hiperbólica. Neste caso a matriz A é cheia, 
como mostra a equação (4.10). 
x1(/f +1) = 011×1(k)+012x2(k)+ "¢f1(k) 
x2(k +1) =fl21×1(k)+02212(k)+"@f2(k) 
Azíafl “Hi (4.10) 
a2l a22 
(4. 9) 
o A terceira camada contém dez neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saida do tipo tangente hiperbólica. 
o A última camada tem um único neurõnio com função ativação identidade, 
significando um neurõnio estático, e função de saída do tipo linear com saturação 
(nível da saturação igual a 100). ' 
A identificação se deu em duas etapas 1 uma sessão de treinamento, onde a 
RNA teve os seus pesos ajustados em função dos dados coletados e outra sessão 
onde foram calculadas as estimativas das funções correlações amostradas 
determinadas na Equação (3.25). Os resultados são mostrados a seguir. A Figura 4.
- my 
8 mostra o comportamento da RNA no início do treinamento e a Figura 4 9 o smal de 
entrada u(k). Após 26852 iterações, interrompe-se a sessão de treinamento oom o 
comportamento do mode o neural sendo mostrado na Figura 4. 10. 
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Figura 4. 8 - Comportamento do modelo neural no início do aprendrzado
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Figura 4. 9 - Sinal de entrada do processo
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Após as 26852 iterações, que determinou o término do treinamento, 
continuou-se a adaptação dos pesos e dos elementos da matriz A. A evolução da 
função custo E(.), que é o valor EMQ (Equação (259)) em cada iteração, paragste 
pfocèdíëiéfito. é lmosrraaàt nas F¡§urasi4z12l. ondefk é¬‹›? númerosae~¡¢efaçõesr~.iefaiñi:ii¢à` af 
apresentação das NPT amostras paratreinamentor.
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Figura 4. 12 - Evolução da Função Custo E(.) durante a sessão de aprendizado 
4.3.3 Modelo de Hammerstein 
Outro exemplo de utilização do modelo neural é a identificação, segundo a 
descrição da Figura (3.1), de um processo não-linear do tipo Hammerstein de 
segunda ordem. O processo é descrito pelas equações, 
›‹l‹1‹+1›=0.8×z‹1‹›-×z‹k›+fl~‹k›l (4_ 11) 
z2(k + 1) = o.15zz, (k) + 0.3 f[z‹(k)] 
y(1z)= ×1(k)+â(k1 (4. 12) 
f[zz]= zz -o.9zz2 +o.35zz3 (4. 13) 
O ruído é simulado por uma sequência pseudo-aleatória de distribuição normal com 
média 0.0 e variância 0.3. Este valor de variância foi escolhido para que o ruido não 
deformasse completamente o sinal de saida. V'
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O conjunto de treino é formado por 200 amostras coletadas para um sinal de 
entrada do tipo senoidal como mostrado na equação, - 
Íi.3senif_-2” \z+o.2./lzâioo 
tzizazi 
\N””/ (4. 14)
/ 
Lâsen +O.2,k>l0O ` 
_ L ,zvPT/2 
onde NPT é o número de amostras. A RNA utilizada é formada por 5 camadas de 
neurônios, com todas as camadas contendo um bias, exceto na primeira camada, 
onde 1 
â A primeira camada apresenta um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saída do tipo linear com saturação 
(nível da saturação igual a 10). 
z A segunda camada contem nove neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saída do tipo tangente hiperbólica. 
o A terceira cama apresenta um único neurônio com função ativação identidade, da 
significando um neurônio estático, e função de saída do tipo tangente hiperbólica. 
o A guarta camada tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio é afetada pelos 
estados de todos os outros neurônios dinâmicos, conforme equação (4.15), e 
função de saida do tipo tangente hiperbólica. Neste caso a matriz A é cheia, 
como mostrada na equação (416). 
-fit/¡T+1)=¢1iixil/%)+Ui2-*xt/<)+fi@fil/ff) 
(4 15) 
.lC2(k-i-Í) =G21X](k)+a22X2(k)+i'I€Í2
. 
3 ,
5 
_ 
i
, 
.tzi““ “H 
l (4. 16› 
lƒlzi Uni 
~ A última camada tem um único neurônio com função ativação identidade. 
significando um neurônio estático. e função dfé saida do tipo linear com saturação 
inivel da saturação igual a 103.
_ 
A identificação se deu em duas etapas 1 uma sessão de treinamento. onde a 
RNA teve os seus pesos ajustados em função dos dados coletados e outra sessão
› z~ ,.›':zz ». '~: - 
' 
. V - 
z - N - - 
ívflíñâhlicds Esíáficas 1 O7 
onde foram calculadas as estimativas das funções correlações amostradas 
detemwinadas na- Equação (3.25). Os resultados são mostrados a seguir. A Figura 4. 
13 mostra o comportamento daiRNA no inicio do treinamento e a Figura 4. 14 o sinal 
de entrada- u(k). Após 7074' iterações, interrompe-se a sessão de treinamento com o --À-~-» - - ._ _ '¬‹f-\-.~¡..-. 
_ r; z›~-
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As estimativas das correlações cruzadas são mostradas na Figura 4.16. 
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A evolução da função custo E(.) para este procedimento, é mostrada na 
Figura 4.17, onde k é o número de iterações e indica a apresentação das NPT 
amostras para treinamento.
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Figura 4. 17 - Evolução da Função Custo E(.) durante a sessão de aprendizado 
4.3.4 Modelo de Wiener-Hammerstein 
Outro exemplo de utilização do modelo neural é a identificação, segundo a 
descrição da Figura (3.1), de um processo não-linear do tipo Wiener-Hammersteln de 
segunda ordem. O processo é descrito pelas equações, 
×}(1z+1)= o.sz}(1‹)-z§(k)+z‹(k) 
(4_ 17) 
z§(1z +1) = o.1s×f(1‹)+ o.3zz(k) 
y1(1‹)= f(z{) (4. 18) 
*s fc \_,/ ›‹ o lo 'TF¬ %-il 
I\)
+ o K '-'›-¢ I-ii 
U3 
/É P _.) (O `J = - .35 
z,2 (k + 1) = -o.7zz%(1z) +o2z§(k) + yluz) (4._ 20) 
zš (fz +1) = o.3×12(k) _ o.óx§(1z) 
wo = ›‹%‹1‹›+‹1‹k› (4. 21) 
O ruido é simulado por uma sequência pseudo-aleatória de distribuição normal com 
média 0.0 e variância 0.3. Este valor de variância foi escolhido para que o ruido não 
deformasse completamente o sinal de saída. 
O conjunto de treino é formado por 200 amostras coletadas para um sinal de 
entrada do tipo senoidal como mostrado na equação,
Capitulo 4 - Sistemas Dinâmicos com Não-Linearidades Estéticas 110 
sent-_/\¡2P/;r”íl}+o.2,k É 100 
urktzi / ¬k \ 
(4. 22) 
¬ | ' 72' ` llosenl -7-íJ+0.2.k > l0O 
l \NPT/2 
onde NPT é o número de amostras. 
A RNA utilizada é formada por 7 camadas de neurônios, com todas as 
camadas contendo um bias, exceto na primeira camada. onde : 
A rimeira camada apresenta um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saída do tipo linear com saturação 
(nível da saturação igual a 10). 
A segunda camada tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio e afetada pelos 
estados de todos os outros neurônios dinâmicos, conforme equação (4.23), e 
função de saida do tipo tangente hiperbólica. Neste caso a matriz A é cheia, 
como mostra a equação (4.24). 
.t-{*‹1‹+nzzz,,'.‹,'(1‹)+zz12'.‹¿'(1‹›+nzz1'(/‹) 
(4 23) 
.\'21(k-tn =(12¡1.Y1l(Í()+C122lX21(k)-i-VI€I`21(k)
F 
til =l 
““' “li ‹4. 24› 
flíƒfzil flzzli 
A terceira camada apresenta um único neurônio com função ativação identidade. 
significando um neurônio estático, e função de saida do tipo tangente hiperbólica. 
A guarta camada contem seis neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saída do tipo tangente hiperbólica. 
A guinta camada apresenta um único neurônio com função ativação identidade, 
significando um neurônio estático. e função de saída do tipo tangente hiperbólica. 
,I 
A sexta camada tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem. onde a entrada do ^eurônio e afetada pelos 
estados de todos os outros neurônios dinâmicos. conforme equação (425), e
~f:¬ «vã - M É Ii.,-. ¿ _ 
f -f-V _f_¿r"' _-¡ f* f ~" '~-" '"«f =f;_ a f 'j;: f V Í, m , ' ' " ' "
J 
. z-‹.
_ 
função de saida do tipo tangente hiperbólica. Neste caso a matriz A é cheia, 
como mostrada na equação (4.26). 
~ 
z,2(1‹+1)=zzn2z12(1z)+¢z122z22(1z)+zzzz12(1‹) 
(4 25)
' 
×z2‹1‹+1›=«z12×z2‹1‹›:+‹‹zz2t×z?‹f‹›¬+,››«‹z2‹f‹›1 , 
A2=[°11: “uq (4Â 26) 
W ` 021 022 
sigriif_icando,um neurônio estático, e função de saida do tipo linear com 
(ní\?el'da saturação igual a 10). ' 
A identificação se deu em duas etapas : uma sessão de treinamento,tv-onde a 
RNA teve os seus pesos ajustados em função dos dados coletados e outra- 
onde foram calculadas as estimativas das funções correlações amostradas 
determinadas na Equação (3.25). Os resultados são mostrados a seguir. A Figura 4. 
138 mostra o comportamento da RNA no inicio do treinamento e a Figura 4. 149 o 
sinal de entrada u(k). Após 2 iterações, interrompe-se a sessão de treinamento com 
o comportamento do modelo neural sendo mostrado na Figura 4. 1520. 
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Figura 4. 20 - Comportamento do modelo neural após fase de aprendizado 
As estimativas das correlações cruzadas são mostradas na Figura 4.21.
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Ph¡1=<i>55iz) ;Pl¬i2= <1>,,8if) ;Ph¡3= ‹i>u¡‹E(f) ;Ph¡4= <I>u;‹8z(f› :Ph¡5= <i›m,(f› 
Não mostra-se a evolução da função E(.) porque o treinamento se realizou em 
um pequeno número de iterações. 
4.4 Discussões 
Os resultados mostrados na seção 4.3 confirmam a proposição de uso do 
modelo neural com dinâmica interna, desenvolvido na seção (2.3), para identificação 
de processos orientados a blocos. Embora este modelo reproduza a estrutura do 
processo, devido as suas caracteristicas não-lineares e a distribuição da informação, 
a estimação dos parâmetros do modelo, na sua parte dinâmica linear, fica distante 
dos valores reais encontrados no processo. Este e um fato decorrente do uso de 
camadas de neurônios estáticos para reproduzir a não-linearidade estática do 
:rocesso due e essencial para o bom desempenho global do modelo. mas preiudica 
a estimação local dos parâmetros referentes as camadas de neurônios dinâmicos. A 
principio este fenômeno. apresentado pela rede. não parece adequado a uma tarefa 
de identificação parametrica, entretanto apesar desta diferença entre os parâmetros
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do bloco dinâmico linear do processo com a camada dinâmica linear do modelo 
neural, a estimativa da funções correlações cruzadas indica um desempenho 
aceitável para a identificação. Nas sub-seções a seguir, mostra-se algumas 
estimações dos parâmetros a,-,-'s realçando as diferenças já citadas. Embora o uso do 
modelo neural desenvolvido para identificar processos descritos por blocos lineares 
dinâmicos e por blocos não-lineares estáticos tenha se mostrado um sucesso, o 
algoritmo de treinamento utilizado não prevê a situação de instabilidade na parte 
linear dinâmica da rede. Estes dois assuntos são exemplificados também nas sub- 
seções seguintes. 
4.4.1 Resultados das Simulações 
Os resultados da seção 4.3.1 poderiam ser coletados em apenas 80000 
iterações já que, como mostra a Figura 4. 7, o nivel da função custo E(.) não varia 
significativamente a partir deste ponto. A evolução de E(.) é suave como as curvas 
padrões do uso do algoritmo backprogapation em modelos neurais com dinâmica 
externa. Este comportamento não é o padrão para o uso do algoritmo 
backprogapation em modelos neurais com dinâmica interna, devido as variações 
abruptas que ocorrem nos valores de autovalores da matriz A das camadas 
dinâmicas do modelo neural. A pequena discrepância encontrada na função 
correlação cruzada Phi3 não é significativa porque não indica uma tendência e 
:corre em poucos pontos. 
Para o processo descrito nesta mesma seção utilizou-se também uma entrada 
u(k) do tipo PRBS (Pseudo-Random Binary Sequence) com 50 amostras e amplitude 
igual a :0.5 no procedimento de identificação neural. Aqui o objetivo é verificar o 
possivel casamento entre os parâmetros do modelo neural com os parâmetros do 
processo. alem e claro do mapeamento entradafsaida conseguido pela RNA. O uso 
sa sequencia PRBS como sinal de entrada é para observar o efeito do sinal u(.) na 
evolução dos parâmetros da rede. A topologia da rede e parecida com a da seção 
4.3.1. a única diferença e que a terceira camada de neurônios da rede contem oito 
neurônios estáticos. Os resultados obtidos são mostrados nas figuras a seguir, apos
càpffwô 0 ¬ 
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493925 iterações de treinamento. Na estimativa das funções correlações cruzadas 
as medidas de Phi3 e Phi4 são ignoradas porque para este tipo de sinal de entrada o 
vetor uz' é nulo. 
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Como pode-se observar a partir da Figura 4. 24, o procedimento de identificação e 
um sucesso. Um detalhe interessante é que o número de iterações necessárias para 
a conclusão do treinamento e elevado, se comparado com o caso original da seção 
citada. 
Como já descrito anteriormente, este caso apresenta grandes diferenças entre 
:zs autovalores estimados da camada dinâmica linear do modelo neural com os 
autovaiores do processo, mesmo modificando-se o tipo de sinal de entrada. Estes 
são -0.7 e -0.6 enquanto que aqueles têm valores de -0.2844 e -0.8420. Convém 
notar que embora a rede não encontre os valores exatos para os polos do modelo. a 
mesma mantém a dominância de um frente o outro. Ou seja. o processo tem um pólo 
mais dominante em -0.7. e o modelo neural também tem um polo dominante. neste 
caso em -0.842. " 
A evolução dos autovalores estimados na camada olnàmica linear oo modelo 
neural e mostrada a seguir.
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Figura 4. 25 - Comportamento dos autovalores referentes à camada dinâmica linear do modelo neural, 
com u(k) do tipo PRBS, durante o treinamento para identificar o modelo de Hammerstein-VV|ener da 
seção 4.3.1 
Os trabalhos existentes com redes neurais recorrentes em que existem o 
casamento perfeito entre os elementos da matriz A e os elementos do modelo neural 
só existe para os casos em que o processo e linear (Raol. 1995). Para o caso de 
processos não-lineares este assunto não é levado em consideração, sÓ importando o 
desempenho do sinal de saida da rede em relaçäo ao sinal de saida do processo 
/Delgado et al.. 1995: Karakasoglu et al.. 1993: Horne e Giles. 1995: Ku e Lee. 1995; 
Pham e Liu, 1992, 1996; Saxen e Saxen, 1994; Tsung, 1994). 
Osresultados da seção 4.3.2, observados nas estimativas das funções 
correlações cruzadas da Figura 4. 11, indicam um desempenho aceitável para o 
procedimento de identificaçäo neural. Embora todas as funções Phi's apresentem 
alguns pontos fora do intervalo de confiança, mais acentuados em Phi3. os mesmos 
são em pequeno numero e náo indicam tendência de ficarem fora deste intervalo. 
Por este motivo estas discrepâncias sào irrelevantes. ' 
A evolução da função custo E(.) observada na Figura 4. 12 mostra oscilações 
depois da mesma atingir o seu valor de E(.) minimo. Esta figura também mostra 
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minúsculas oscilações antes da rede atingir o mínimo. Oscilações na evolução da 
função custo E(.) é um comportamento normal para este modelo neural proposto, 
apesar do algoritmo de treinamento ser do tipo backpropagation. Nesta simulação o 
número de iterações necessárias, para se alcançar valores razoáveis de E(.), é baixo 
se leva-se em consideração o número apresentado na seção 4.3.1. Estes números 
são sempre relativos porque dependem em grande parte dos valores iniciais dos 
parâmetros da rede neural. 
Os resultados da seção 4.3.3, observados nas estimativas das funções 
correlações cruzadas -da Figura 4.16, indicam um bom desempenho para o 
procedimento de identificação neural. Novamente, como nos dois casos anteriores, a 
estimativa da função correlação cruzada Phi3 apresenta alguns poucos pontos fora 
do intervalo de confiança que pelos mesmos motivos anteriores, são insignificantes 
em relação ao contexto da identificação neural. A evolução da função custo E(.), 
Figura 4. 17, mostra um transitório no inicio do procedimento de aprendizagem e 
depois o custo decai suavemente de forma muito lenta (comportamento típico do 
backpropagation). Novamente, como na seção 4.3.1, o treinamento poderia ser 
interrompido por volta da iteração de número 500 sem que houvesse mudanças 
significativas na medida de E(.) . 
Na seção 4.3.3 o tipo de não-linearidade utilizada e do tipo polinomial finita. 
"ambem foi simulado um caso em que a não-linearidade não e do tipo poiinomial 
finita. Os resultados para este caso, que repete a seção 4.3.3, exceto a não- 
linearidade que agora e igual a fl-zi]= tanhluz) e a RNA que tem a seguinte topologia: 
Prim ' apresenta um único neurônio com funcão ativação identidade, . eira camada , 
significando um neurônio estático, e função de saida do tipo linear com saturação 
(nivel da saturação igual a 10). " - 
J* -5 (WÍ U » 
" P ' contem cinco weuronios com * ativação identidade sequnda -amada 3 . z za -~ . ç . 
significando neurônios estáticos. e função de saída do tipo tangente hiperbõlica. 
o Terceira camada contem três neurônios com função ativação identidade. 
significando um neurônio estático, e função de saida do tipo tangente hiperbólica.
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_ 
‹ 
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z , J __ ,~~ .i ,._ ._;›¡., ç,--34, -=_«\., .__.-,¡›_‹».-._.,, l__.z __., _ 
Cams 
V `›› 
tz 
,- - '.-» 
ø Quarta camada apresenta um único neurônio com função ativação identidade.. 
signíficando um neurônio estático, e função de saída do tipo linear com saturação 
(nivel da saturação igual a 10). 
0 Quinta. camada-_ tem dois neurônios com função ativação do tipo a 
diferenças de primeira ordem, onde a entrada do neurônio é 
estados de todos os outros neurônios dinâmicos, conforme equação' (4,27), e 
função desaída do tipo tangente hiperbólica.. Neste caso a matriz A cheia ` - - . . z.‹ - ›, 
_ 
'~¬:~ ›››z-›'«i'- 
fu como mostrada na equação _(4.28). i ri `-` f 
| 
_ 
~' 
.. , .. 
. .Il (k +1) = 01 111 +d12X2 -t-Hei] 
` › 
xz (k +1) = az ¡x¡ (k) +a22x2 (k) +net2 (k) 
Azrfl “lfl ‹.4@.2.`a› 
“21 022 
o A última camada tem um único neurônio com função ativação identidade, 
signíficando um neurônio estático, e função de saida do tipo linear com saturação 
(nivel da saturação igual a 10). 
Os resultados obtidos são mostrados nas figuras a seguir. 
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Figura 4. 26 - ~ Comportamento do modelo neural após fase de aprendizado com não-linearidade do 
tipo não-polincmial (no caso, tanh(.)), para o modelo de Hammerstein da seção 4.3.3
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Figura 4. 27 - Estimativa das Funções Correlações Cruzadas 1 
Phi1= <D5¿( r) ;Phi2= ¢,,¿l r) ;Phi3= <I>u¡‹¿_( r) ;Phi4= <I>u3‹¿_¿ (r) ;Phi5= <D€,_,,,,( ri _ com não-linearidade do tipo 
não-polinomial, para o modelo de Hammerstein da seção 4.3.3 
A Figura 4. 27 mostra o bom desempenho da identificação neural, agora para uma 
não-linearidade não-polinomial, que e um caso onde os procedimentos de 
identificação paramétricos existentes não abordam (Billings e Fakhouri, 1978; 
Gallman, 1976; Hwang e Shyu, 1988; Áström e Wittenmark. 1995). 
Os resultados da seção 4.3.4. observados nas estimativas das funções 
correlações cruzadas da Figura 4.21, indicam um desempenho aceitável para o 
procedimento de identificaçáo neural. Como já notado nas simulações anteriores. as 
discrepâncias existentes em algumas funções Phfs não säo relevantes. o que chama 
a atenção e o fato de que Ph/'1, que mede a quantidade de informaçao do sinal de 
ruido na saída do modelo. tenha mais pontos doique as outras Ph/“s fora do intervalo 
de confiança. Este comportamento de Ph/`1 e explicado pelo baixíssimo número de 
'terações envolvidas no treinamento que ficou apenas em 2 íterações. 
A efetivação do treinamento para este tipo de modelo foi o mais complicado 
dos quatro modelos utilizados. Em 95% das simulações realizadas o modelo neural
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ficou instável em menos de 100 iterações de treinamento. Este comportamento 
instável para o modelo é devido a um dos pólos do segundo bloco dinâmico linear do 
processo estar próximo do circulo unitário, valor igual a -0.9, levando o ajuste dos 
parâmetros da segunda camada dinâmica do modelo neural a colocar os seus 
autovalores fora do círculo unitário do plano-Z muito rapidamente. O algoritmo de 
aprendizado, embora não convirja para os autovalores reais do processo, sempre 
tenta encontra-los. Como um deles está próximo da instabilidade estas tentativas 
levam facilmente a instabilidade do modelo.
' 
4.4.2 'Uso do erro de predição 
O uso do erro de predição s(k) como mais um sinal de entrada da rede neural, 
além do u(k), é efetivado para os casos em que existe a representação não-linear 
para o ruído na saida do processo. O ruido de medida não-linear é utilizado em dois 
dos quatro processos simulados da seção anterior, em duas situações 1 presença do 
erro de predição na entrada da rede e sem o mesmo como sinal de entrada do 
modelo neural. Os resultados apresentados foram conseguidos para os processos 
representados por modelos de Wiener e por modelos de Hammerstein-Wiener. 
= Modelo de Wiener 1 ruido de medida não-linear do tipo y(k)=sen[x,(k)+a'(k)] 
com d(k) sendo uma sequência ruido branco gaussiano. O resultado final do 
treinamento foi alcançado em 2744 iterações com um valor de função custo igual 
à 0.1089. Para a mesma situação de ruido não-linear na saida do processo, mas 
sem o uso do sinal â(l‹). chega-se ao final do treinamento em 240 iterações com 
uma função custo igual à 0.073. A Figura 4. 28 e a Figura 4. 29 mostram o 
comportamento da rede neural no final do treinamento para o caso em que não 
se utiliza o erro de predição e as correlações cruzadas para este caso. 
respectivamente. A Figura 4. 30 e a Figura 31 mostram o comportamento da 
rede neural no final do treinamento para o caso em que se utiliza o erro de 
predição e as correlações cruzadas para este caso. respectivamente.
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Figura 4. 28 - Comportamento do modelo neural após fase de treinamento para o caso de ruído de 
medrdanão-linear e sem utilizar o sinal de erro de predição na entrada da rede neural corn o 'modelo
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Como nota-se nos resultados mostrados nas figuras acima. o uso do sinal z(k) não 
acrescentou benefícios significantes à identificação. Inclusive, o uso de z(k) exigiu 
um maior número de iterações para o treinamento. As estimativas das funções 
correlações cruzadas tiveram pequenas mudanças significativas. Quando não se 
utiliza o sinal â(k) existem pequenas discrepâncias nas estimativas de Phi2, Ph¡3 e 
Phi4 (Figura 4. 29). Quando se utiliza o sinal â(k) continuam existindo pequenas 
discrepâncias nas estimativas das Phi's, só que agora elas ocorrem apenas em Phi2 
e Phi3 (Figura 4. 31). Neste último caso, os pontos fora da banda de confiança que 
aparecem em Phi1 são irrelevantes porque o formato geral da estimativa continua 
sendo a de um impulso. Nestas duas simulações a topologia do modelo neural, 
número de camadas e o número e tipo de neurônios por camadas. é idêntica. Esta 
topologia utilizada foi a que apresentou melhores resultados para ambas as 
situações, e é representada por uma RNA com 4 camadas, onde 1 
- Primeira camada apresenta um único neurõnio com função ativação 
identidade, significando um neurõnio estático, e função de saida do tipo 
linear com saturação (nivel da saturação igual a 10). No caso do uso de 
â(k), esta camada apresenta dois neurônios (um para receber u(k) e 
outro para receber â(k)), permanecendo o resto da configuração. 
I Segunda camada tem dois neurônios com função ativação do tipo 
equação a diferenças de primeira ordem. onde a entrada do neurõnio e 
afetada pelos estados de todos os outros neurônios dinâmicos. 
conforme equação (4.9), e função de saida do tipo tangente hiperbólica. 
Neste caso a matriz A é cheia equação (410). 
I Terceir contem seis neurônios com função ativação a camada 
identidade. significando umneurônio estático. e função de saida do tipo 
tangente hiperbolica. if 
= A c ` tem um único 'ieurõnio :om :unção ativação . ultima -amada ._ i z. i 
_ J 
identidade. significando um neurõnio estático. e função de saida do tipo 
linear com saturação (nivel da saturação igual a 10).
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Modelo de Hammerstein-Wiener 1 neste caso, as equações do processo são as 
mesmas das utilizadas na seção (4.3.3) (modelo de Hammerstein), só que ao 
incluir-se o ruído de medida não-linear do tipo y(k)=sen[x¡(k)+d(k)] com d(k) 
sendo uma sequência ruído branco gaussiano, o processo passa a ser do tipo 
Hammerstein-Wiener. O resultado final do treinamento, com o uso doz de 
erro de predição na entrada do modelo neural, foi alcançado em 26 iterações com 
um valor de. função custo igual à 0.4507. Para a' mesmasituação de ruido: não- 
Iinear na saida do processo, mas sem o usocdo sinal e(k), chega-se aofinal- do 
treinamento em 373 iterações com uma função» custo igual à 0.4098. A Figura 4. 
32 e a Figura 4. 33 mostram o comportamento da rede neural noifinanl do 
treinamento para o caso em que se utiliza o erro de predição e as correlações 
cruzadas para este caso, respectivamente. A Figura 4. 34 e a Figura 4. 35 
mostram o comportamento da rede neural no final do treinamento para o caso em 
que não se utiliza o erro de predição e as correlações cruzadas para este caso, 
respectivamente. 
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Figura 4. 32 - Comportamento do modelo neural após fase de treinamento para o caso de ruído de 
medida não-linear com a utilização do sinal de erro de predição na entrada da rede neural com o 
modelo de Hammerstein-Wiener
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Figura 4. 33 - Estimativa das Funções Correlações Cruzadas : 
Phi1= ‹I›¿,,(1);Phi2= <I>,,,,( 1) ;Phi3= <I›uz€(r) ;Phi4= ‹Duz£2(r) ;Phi5= ‹I›e(,,,)(r) , para o caso de ruído de 
medida não-linear com a utilização do sinal de erro de predição na entrada da rede neural com o 
modelo de Hammerstein-Wiener 
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Figura 4. 34 - Comportamento do modelo neural após fase de treinamento para o caso de ruído de 
medida não-linear sem a utilização do sinal de erro de predição na entrada da rede neural com o 
modelo de Hammerstein-VVrener
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Figura 4. 35 - Estimativa das Funções Correlações Cruzadas 1 
F>hi1= ‹I>5¿( r) ;Ph¡2= <D,,€l r) ;Phi3= ‹1>u3-E( r) ;Phi4= <Duz‹E¿ (r) ;Phi5= <I>¿(_,,,,( r), para o caso de ruído de 
medida não-linear sem utilização do sinal de erro de predição na entrada da rede neural com o 
modelo de Hammerstein-Wiener 
Como nota-se nos resultados mostrados nas figuras acima, o uso do sinal s(k) 
acresentou beneficios à identificação, aumentando o desempenho do modelo neural. 
Este maior desempenho é representado pelo menor número de iterações realizado 
quando se utiliza o erro de predição e a adequação de todas as estimativas das 
tuncões correlações cruzadas. o que não ocorre com as funções Phi3 e Phi4 quando 
não se utiliza o sinal de erro de predição. As discrepâncias encontradas em Ph/8 e 
Phi4, quando não se tem o sinal s(k) na entrada da rede são irrelevantes para o 
processo de identificação. mas importante quando se compara com o caso de 
utilização do erro de predição. Nestes dois casos simulados a RNA tem 5 camadas, 
onde' H
I 
- Primeira camada apresenta um unico neurónio com função ativação 
=dentidade. significando um neuronio estático. e funçao de saida do tipo 
šinear com saturação (nivel da saturação igual a 10). No caso do uso de
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â(k),_ esta camada apresenta dois neurônios (um para receber u(k) e 
outro para receber â(k)), permanecendo o resto da configuração. 
I Segunda camada contem nove neurônios com função ativação 
identidade, significando um neurônio estático, e função de saida do tipo 
tangente hiperbólica. 
- T r ` contem um único neurônio com função ativação e ceira camada ' * 
identidade, significando um neurônio estático, e função de saída do tipo 
tangente hiperbólica. 
I Quarta camada tem dois neurônios com função ativação do tipo 
equação a diferenças de primeira ordem, onde a entrada do neurônio é 
afetada pelos estados de todos os outros neurônios dinâmicos, 
conforme equação (4.15), e função de saída do linear com saturação 
(nível da saturação igual a 10). Neste caso a matriz A e cheia equação 
(4.16). 
- A última camada tem um único neurônio com função ativação 
identidade, significando um neurônio estático. e função de saida do tipo 
linear com saturação (nivel da saturação igual a 10). 
O que se conclui sobre a utilização do sinal de erro de predição â(k), quando 
se tem a situação de erro de medida não-linear na saída do processo orientado à 
ziocos. e' que o mesmo tem uma influencia positiva no processo de identificação. 
4.4.3 Estabilidade do Modelo 
A instabilidade do modelo neural com dinâmica interna proposto neste 
trabalho e devido aos ajustes dos parâmetros a,¡,~'s das camadas dinâmicas da rede 
que levam os autovalores da matriz A para fora do circulo unitário do piano-Z. 
Õ algoritmo de aprendizado desenvolvido não oreve a possibilidade de 
rejeição a ajustes parametricos que torne a rede neural instável. Para os casos em 
que se utilizou camadas dinâmicas em que os neurônios dinâmicos lineares não são
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influenciados pelos outros neurônios da mesma camada, ou seja a matriz A é 
diagonal, tentou-se evitar a instabilidade do modelo. Esta tentativa resumiu-se em 
ignorar todo ajuste que tornasse o módulo de a,~,- maior que a unidade. Quando isto 
ocorresse o valor da constante de aprendizado era diminuído de um fator igual a 0.5 
(testou-se vários valores entre 0.1 e 0.9). Mas a tentativa não teve sucesso, o 
algoritmo de aprendizado não conseguia deslocar os parâmetros para fora da região 
de instabilidade. A possível causa do fracasso deste procedimento foi a falta de um 
embasamento teórico que justificasse tal procedimento. Este tipo de procedimento é 
bem conhecido quando se utiliza modelos lineares, chamado de algoritmo de 
projeção. Na literatura o uso deste tipo de procedimento só existe para os modelos 
neurais em que o vetor de regressão é linear com os parâmetros, como por 
exemplos as RBF's (Feng, 1993) e RHONN's (Ruiz-Vargas, 1997), o que não 
acontece com o modelo aqui utilizado. 
Um exemplo da situação de instabilidade do modelo neural com dinâmica 
interna é mostrado nas figuras a seguir, onde observa-se o comportamento dos 
autovalores da matriz A da camada dinâmica linear da rede neural. Esta simulação é 
resultado da tentativa de identiflcar o modelo de Wiener da seção 4.3.2, com o sinal 
de saida igual a y(k) =sen[x¡(k)+d(k)], com d(k) sendo uma sequência ruído branco 
gaussiano. Neste exemplo não foi utilizado o sinal de erro de predição na entrada da 
rede neural e o sinal de entrada u(k) é uma sequência PRBS de amplitude i1.0 com 
50 amostras coletadas. A topologia da rede e idêntica a utilizada na seção 4.3.2 . 
Como pode-se observar, o Autovalorl da matriz A, da segunda camada de neurônios 
da rede utilizada, saí do círculo unitário do plano-Z gerando a instabilidade no 
modelo neural, isto ocorre na iteração de número 750 (visto na Figura 4. 36). Após o 
Autovalorl sair do círculo unitário o Autovalor2 também apresenta modulo maior do 
que a unidade. isto ocorre na iteração de número 753 (nào visto na Figura 4. 36 por 
problemas de escala). Como existem saturadores nas funçoes de saida. tanto faz ser 
tanh, sigmoide ou linear com saturação, a saída da rede ñca confinada a valores 
pequenos. O mesmo ocorre com a saida de todos os neurônios da rede, causando o
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fenômeno de paralisia no modelo neural, com todos os neurôni 
de saidas saturados. 
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5 - Controle Feedfonivard Neural 
5.1 Introdução 
A teoria de controle e bem desenvolvida na área de análise e síntese para 
sistemas dinâmicos lineares invariantes no tempo. Entretanto no controle de 
sistemas dinâmicos não-lineares tem-se poucos resultados gerais disponiveis, aqui 
os estudos são feitos “ caso-a-caso”. 
Na tentativa de desenvolver uma Teoria Geral de Controle vários 
pesquisadores procuraram utilizar as RNA's como controladores e/ou identificadores 
não-lineares (Antsaklis e Passino, 1993; Chen e Khalil, 1992; Elman, 1990; Jordan e 
Jacobs, 1990; Pao, 1990). A justificativa, para este uso, sempre foi a habilidade das 
RNA's em aproximar mapeamentos não-lineares arbitrários. Embora as RNA's 
estabeleçam uma nova abordagem para os difíceis e árduos problemas de controle 
dinâmico não-linear, as mesmas ainda estão longe de serem uma solução geral 
para o controle não-linear. 
Mesmo nâo sendo uma solução geral, as RNA's' são utilizadas com sucesso 
em várias aplicações específicas em que procura-se explorar, aomáximo, a sua 
capacidade de modelar processos dinâmicos não-lineares. Exemplos destas 
aplicações especificas sao 1 :ontrole por modelo interno é.De /-'xzevedo e Barreto. 
1994; Hunt e Sbarbaro. 1991); controle feedfonivard (Kawato et al, 1987); controle 
adaptativo indireto (Narendra e Parthasarathy, 1991); etc. 
Neste capítulo mostra-se a aplicação desenvolvida por Kawato e co-autores 
(Kawato et al. 1987) para o controle de um sistema dinâmico contínuo não-linear e 
cara o controle de um sistema dinâmico discreto com blocos lineares dinâmicos e 
:locos nâo-lineares estáticos A inovação desta aplicacao está na utilizacao do novo 
modelo neural com dinâmica interna. desenvolvido no capitulo 2. como controlador 
feedfonivard. Antes de mostrar a aplicação, faz-se uma pequena revisão do que se 
convencionou chamar de controle neural.
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5.2 Controle Neural 
5.2.1. Motivação Biológica 
Tem sido um desejo dos cientistas de sistemas criar uma maquina que possa 
operar com o nível de independência do sistema de controle humano em um 
ambiente não-estruturado e incerto. O sucesso da operação de uma máquina 
autônoma depende da sua habilidade em tratar com uma variedade de eventos 
inesperados no seu ambiente operacional. Sendo uma máquina autônoma, a mesma 
deve receber apenas,,um objetivo desejado e realizar este 'objetivo através de 
continuas interações com o seu ambiente e com contínuas realimentações sobre 
suas ações. Sendo autônoma, ou inteligente, a máquina deve ser apta ã aprender 
tarefas cognitivas de auto-nível. Além disso, deve continuamente se adaptar e 
realizar tarefas com aumento da eficiëncia, mesmo quando houver modificações 
imprevistas no ambiente. 
Este tipo de maquina, autônoma. inteligente. ou cognitiva. deve ser 
utilizada onde a interação humana direta possa ser perigosa. tediosa ou impossivel. 
Sistemas biológicos podem ser considerados como uma fonte de 
motivação plausível para o desenvolvimento de máquinas autônomas. A biologia 
oode dar não apenas a motivação. mas também indicar caminhos para o 
:esenvoivimento de aprendizado robusto e algoritmos de adaptação em maquinas 
iRoisenberg, 1998). De posse da tecnologia de controle atual. observa-se que a 
ausência destas habilidades de robustez e adaptação esta relacionada ao fato de 
que o processamento da informação nos sistemas biológicos e completamente 
diferente do utilizado nas tecnicas convencionais de controle. 
. I ._ 1 - - i 
. ... iznquanto as tecnicas convencionais de controle sao baseadas em 
¬nodelos* (Kalman et ai.. 1969). no sentido de que os metodos de projeto envoivem a 
construção de um modelo matemático explicito do sistema dinâmico a ser 
controlado. os mecanismos de controle biológicos não são baseados em modelos. 
Estes trabalham com sucesso em condições de grande incertezas e complexidades,
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e podem coordenar muitos graus de liberdade durante a execução de tarefas de 
movimento em um ambiente não-estruturado. 
Os mecanismos de controle neural são normalmente muito complexos e 
de difícil, ou quase impossível, formulação matemática. Estes mecanismos 
solucionam tarefas complexas sem ter de desenvolver um modelo matemático da 
tarefa e do ambiente onde vai ser realizada, e sem resolver qualquer equação 
diferencial, integral ou outras operações complexas (Gupta e Rao, 1994). 
Gupta e _Rao (Gupta e Rao, 1994) afirmam que, 
“Se os princípios fundamentais da computação neural utilizados pelos 
sistemas de controle biológico forem bem entendidos, parece provável que 
uma geração de metodologias de controle, totalmente nova, possa ser 
desenvolvida, sendo mais robustas e inteligentes, muito além da capacidade 
das tecnologias atuais, que são baseadas na modelagem matemática 
explicita.” 
Sendo os modelos de RNA's uma classe de sistemas que servem para 
resolver problemas de controle muito complexos, o maior desafio e entender as 
complexas funções dos sistemas neurais biológicos e usar este conhecimento para 
construir uma RNA. ` 
Como a idéia principal e utilizar as RNA's para controlar sistemas 
complexos. que são difíceis de serem modelados, espera-se que os mecanismos 
biológicos sejam simples o suficiente para que não surja a questão de se procurar 
uma solução bem mais complexa que o próprio problema a ser solucionado. Por 
serem sistemas criados pela natureza. as redes neurais biológicas. até o nível de 
compreensão atual. parecem apresentar mecanismos básicos de funcionamento 
razoavelmente simples. supondo-se que toda sua forca computacional esteja nas 
interações entre os seus 10"' neurônios.
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5.2.2. Controle Convencional 
Os métodos de projeto convencional para sistemas de controle, envolvem a 
construção de um modelo matemático que descreva o comportamento dinâmico do 
sistema a ser controlado, e a aplicação de técnicas analíticas, neste modelo, de 
forma a gerar uma lei de controle. Normalmente, o modelo matemático consiste de 
um conjunto de equações diferenciais, ou a diferenças, lineares ou não-lineares, 
muitas das quais são encontradas a partir de algumas formas de aproximação e 
simplificação. Estas técnicas convencionais fracassam quando o sistema em questão 
e de difícil representação, dificuldades estas geradas por incertezas ou por pura 
complexidade. Diferentemente, o operador humano nem sempre trata o problema de 
controle com um modelo matemático detalhado do sistema, mas sim com um 
sentimento qualitativo do processo, e com conhecimento e raciocinio aproximados do 
procedimento de controle. Apesar da dificuldade de controlar processos, os quais 
não se conhece adequadamente, o controle convencional apresenta técnicas que 
buscam uma solução para esta situação. 
Existem duas abordagens de controle, normalmente descritas na literatura, 
para tratar a questão do desempenho do controlador. quando a dinâmica do 
processo é desconhecida (Gupta e Rao, 1994) : 
ø Controle Robusto 
o Controle Adaptativo 
No controle robusto, se o sistema físico é um membro de uma classe de 
sistemas que está próximo de um dado processo nominal. um controlador robusto 
garante que o controla e o estabiliza. Uma vez que é esperado que um controlador 
fixo controle e estabilize todos os sistemas pertencentes a um conjunto. o preço a 
pagar pode ser que o controlador projetado seja: mais complexo quando comparado 
:om a complexidade necessária para estabilizar um unico orocesso desta classe. O 
controle adaptativo apresenta parametros do controlador variáveis que são 
ajustados. a cada iteraçáo. no sentido de respeitar um dado criterio de desempenho. 
Em geral. a abordagem adaptativa é aplicada a uma ampla faixa de incertezas. mas
os controladores robustos são mais simples de serem implementados e não 
apresentam ajustes temporais nos parâmetros do controlador quando ocorrem 
variações no processo. Descrições detalhadas das técnicas de controle robusto e 
controle adaptativo podem ser encontradas em Gupta (Gupta, 1986), Ástrõm (Áström 
e wmenmanâ, 1995), Nzrenara (Narendra e Anaâwamy, 1989), oorató. (rÍ561:àfo~ e 
Yedavalli, 1990) e Abdallah (Abdallah et al., 1991). Dentre as duas técnicas citadas, 
a que:zmais,- se aproxima do procedimento de aprendizado em RNA's é o_ controle 
¡_ .¬.". 
adaptativo. ` 
Uma representação esquemática de um sistema de controle adaptativofgieral é 
mostrado na Figura 5.1 .Um sistema de controle adaptativo mede certos índices de 
desempenho utilizando as entradas, os estados e as saídas do sistema dinâmico 
sobre controle. A partir da comparação dos valores do índice de desempenho 
medido com o desejado, o mecanismo de adaptação (regra adaptativa) modifica os 
parâmetros do controlador de forma a manter a resposta do processo próxima da 
resposta desejada.
C 
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Figura 5. 1 - Configuração básica de um sistema adaptativo 
Para garantir a estabilidade do sistema de controle adaptativo é necessário 
algum conhecimento “a priori' sobre o processo a ser controlado. Este conhecimento 
“a priori”, também é necessário para implementar os identificadores ou observadores 
que têm a mesma ordem do processo (Gupta e Rao, 1994). Uma vez que para 
sistemas complexos do mundo real, a ordem do mesmo pode ser desconhecida, ou
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então grande, as implementações de controle adaptativo para estes casos podem se 
tornar difíceis ou então impossíveis, no sentido de estabilidade absoluta e relativa 
(Ortega e Tang, 1989). 
A necessidade de controlar sistemas complexos que apresentem significantes 
incertezas. tem levado a uma reavaliação das metodologias de controle existentes. A 
evolução no paradigma de controle tem sido direcionada por duas grandes 
preocupações (Gupta e Rao, 1994) 1 a necessidade de trabalhar com sistemas cada 
vez mais complexos, e o requisito de alcançar as, cada vez, mais exigentes 
necessidades de projeto com menos conhecimento preciso, sobre o processo e 0 
seu ambiente. Nestas situações, é quase obrigatório que o esquema de controle 
apresente caracteristicas de aprendizado e/ou adaptação. 
5.2.3. Controlador Neural 
Ao trabalhar com processos dinâmicos que apresentam incertezas, o 
controlador tem que estimar as informações desconhecidas durante a sua operação. 
Se esta estimativa da informação, gradualmente aproxima-se da informação 
verdadeira a medida que o tempo aumenta, então o controlador assim projetado, 
aproxima-se de um desempenho Ótimo. Por causa do aumento gradual de 
desempenho, devido a melhoria da estimativa da informação. este controlador pode 
ser visto como um controlador adaptativo com aprendizado. O controlador aprende 
as informações desconhecidas durante sua operação, e esta informação. por sua 
vez. é utilizada como uma experiência para futuras decisões e controles (Fu. 1970). 
A Figura 5.2 representa um tipo de esquema de controle e aprendizado neural. 
Um sistema de controle e denominado de um Sistema de Controle com 
Aprendizado” se as informações relativas as., caracteristicas desconhecidas do 
:rocesso ou do ambiente, são adquiridas durante a operação. e a informação obtida 
e utilizada em futuras estimações. reconnecimentos. classificações. centroies ou 
decisões. tal que o desempenho global do sistema melhore.
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Figura 5. 2 - Um típico esquema de controle neural com aprendizado 
Com o uso do aprendizado no controlador, expande-se de maneira eficaz a 
região de operação do controlador, podendo-se criar controladores mais robustos 
que possam levar a criação de uma classe de controladores verdadeiramente 
autônomos. Estas leis de controle não necessitam ser diretamente explicitadas, já 
que pode ser feito um aprendizado baseado em exemplos. Devido ao aprendizado 
por exemplos, o sistema de controle pode compensar um grande número de 
mudanças nas condições do processo e de seu ambiente (desde que estas situações 
tenham sido treinadas, ou então, escolhidas de tal forma que o controlador possa 
generalizar para um conjunto de situações, onde algumas foram treinadas e outras 
não). Estas mudanças de ponto de operação podem exceder as tolerâncias de 
projeto de um sistema adaptativo convencional. lsto ocorre porque não existe uma 
solução analítica geral para sistemas que são inerentemente complexos, não- 
lineares e incertos. O controlador com aprendizado determina os valores de seus 
parâmetros de forma a ter um desempenho Ótimo para as condições de operação 
treinadas, independente das mesmas acarretarem ou não modelos matemáticos 
explícitos. ` 
Ambos os sistemas de controle adaptativo e com aprendizado podem ser 
implementados utilizando algoritmos de ajuste de parâmetros, e os dois fazem uso 
de informações de desempenho realimentadas (Farrell et al., 1993). A diferença
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entre sistema adaptativo e com aprendizado, reside no fato que este trata cada ponto 
de operação distinto como novo, enquanto aquele correiata a experiência passada 
com a situação presente e, por conseguinte, modifica seu comportamento (Gupta e 
Rao, 1994). Uma vez que um sistema com aprendizado é capaz de modificar sua 
ações, ele é também um sistema adaptativo. 
A necessidade da caracteristica de aprendizado no controle de sistemas 
complexos, operando na presença de incertezas significantes, tem levado ao 
desenvolvimento de novas técnicas de controle, bastante diferentes das usuais. O 
uso de RNA's em sistemas de controle, ou simplesmente controle neural, pode ser 
visto como um passo natural na evolução das metodologias de controle (Kawato et 
al., 1987; Nguyen e Widrow, 1990). A RNA, com seu maciço paralelismo e sua 
habilidade de aprender, oferece várias e excitantes possibilidades para a criação de 
técnicas de controle superiores as atuais, em situações que envolvam sistemas 
complexos. Entretanto, deve-se notar que sistemas de controle baseados em RNA's 
não são uma panacêia, e as mesmas não apresentam soluções para todos os 
problemas. ` 
5.2.4. Controle Não-Linear 
As RNA's têm mostrado grande potencial de uso no dominio dos problemas 
:le controle não-linear. Enquanto muitos avanços têm sido feitos no projeto de 
controladores adaptativos para sistemas lineares com parametros desconhecidos, 
estes mesmos controladores não podem ser utilizados para o controle global 'de 
sistemas não-lineares, exceto nos casos onde existe a linearização em torno de um 
ponto de operação (Coelho, 1991; Barreiros, 1995). Para controle não-linear. existe 
um conjunto de metodos convencionais. tais como plano de fase. função descritiva e 
linearização por realimentação. para a analise e'šintese de controladores. sendo que 
as mesmos foram desenvolvidos para classes especificas se sistemas não-lineares. 
Os metodos de controle não-linear existentes são para sistemas especificos. em 
autras palavras, uma metodologia de controle designada para uma classe de 
sistemas não-lineares pode ser completamente inaceitável para uma outra classe.
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A mais significante caracteristica das RNA's é a sua habilidade em aproximar 
funções não-lineares arbitrárias. Esta habilidade das RNA's tem feito das mesmas 
um modelo para sistemas não-lineares, mesmo que não preserve nenhuma estrutura 
usual (seção 3.6), que é de primordial importância na síntese de controladores não- 
lineares (Hunt et al., 1992). Um controlador neural, em geral, realiza uma forma 
específica de controle adaptativo, com o controlador tendo a forma de uma RNA 
multicamadas e os parâmetros adaptáveis sendo definido como pesos ajustáveis. 
Em geral, RNA's representam estruturas 
_ 
paralelas de processamento de 
informações, que fazem das mesmas candidatas, em primeira mão, para o uso em 
sistemas de controle multivariãveis. A abordagem por RNA's define o problema de 
controle como o mapeamento de sinais medidos por “mudanças” em ações de 
controle, calculadas como mostrado na Figura 5. 3. 
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Figura 5. 3 - Representação do aprendizado e ações de controle em uma abordagem por RNA's com 
o mapeamento dos sinais medidos para o espaço de controle feito pelo algoritmo de aprendizado 
Hunt e co-autores (Hunt et al.. 1992) apontaram as seguintes caracteristicas 
:tas RNA's. como sendo as mais importantes para as aplicações em controle não- 
Hnear:
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RNA's têm, através de teoremas matemáticos (Capitulo 3), a habilidade de 
aproximar mapeamentos não-lineares arbitrários. Existe também a 
possibilidade de uma aproximação por RNA's ser mais parcimónia, ou seja, 
esta aproximação requer menos parâmetros, que outras técnicas, tais como 
polinômlos oitogonais, série de Fourier, etc. Entretanto, isto ainda tem que ser 
provado teoricamente (Sontag, 1993). 
Uma vez que RNA's podem ter múltiplas entradas e saidas, elas podem ser 
utilizadas, naturalmente, para controle de sistemas multivariáveis.
z 
RNA's podem ser treinadas off-/ine, utilizando a coleta de dados passados do 
sistema a ser controlado, ou podem ser adaptadas on-line de forma a 
compensar possiveis mudanças que ocorram no sistema. 
Uma vez que RNA's são dispositivos de processamento paralelo de 
informações, podem ser implementadas em hardware paralelo. Deste modo, 
como uma consequência da grande rapidez do processamento de sinais no 
hardware atual, RNA's podem ser utilizadas em controle de tempo-real. 
Também devido a sua organização distribuída, RNA's têm a possibilidade de 
oferecer, quando treinada apropriadamente, um bom nível de tolerância a 
falha. mesmo com perda interna de neurônios ou pesos (Nascimento Jr., 
1994). 
Utilizando RNA's. é possivel realizar uma eficaz fusão de dados recebidos de 
vários sensores. que são informações simbólicas e numéricas. integrando-os 
de uma forma natural. De maneira similar a fusão de dados de sensores. a 
RNA pode realizar uma integração de atuadores. onde varios atuadores agem 
em diferentes sistemas. sem uma correspondência um-a-um entre atuador e 
sistema (isto é. cada atuador produz sinais para vários sistemas e cada 
sistema recebe sinais de varios atuadores). Com esta caracteristica. um 
controlador neural pode ser robusto a perda de sensores e atuadores.
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Se for possivel obter todas esta caracteristicas simultaneamente, o resultado 
será impressionante : um controlador em tempo real não-linear multivariável 
adaptativo (Nascimento Jr., 1994). A natureza, através da evolução, produziu 
controladores deste tipo nos sistemas biológicos. Obviamente, os modelos de RNA's 
e de sistemas de controle não-neural estão longe de apresentar este nível de 
refinamento. 
5.3 Controle Feedforward Neural 
Basicamente as RNA's são utilizadas no controle não-linear como modelos 
diretos ou modelos indiretos do processo a ser controlado. A estratégia de controle 
utilizada neste capítulo apresenta a RNA com dinâmica interna, desenvolvida no 
Capítulo 2, funcionando como um modelo inverso do processo não-linear. 
Uma das mais simples e elegantes arquiteturas de controle neural utilizando 
modelo inverso e a arquitetura proposta por Kawato e co-autores (Kawato et al., 
1987), chamada originalmente de .Feedback-Error-Leaming (ou método de 
aprendizado por erro de realimentação). Em 1987, Kawato e co-autores (Kawato et 
al., 1987; Miyamoto et al., 1988) propuseram o método de aprendizado através do 
erro de realimentaçäo para treinar uma RNA de forma a realizar o controle dinâmico 
de um robô. A maior motivação destes pesquisadores foi propor um modelo 
:omputacional próximo ao utilizado no sistema nervoso central para o aprendizado 
motor. A idéia básica é combinar um controlador de realimentaçào de erro de saida 
convencional. sempre disponivel, sintonizado precariamente com uma RNA atuando 
como um controlador feedforward. O controlador de realimentaçáo deve. pelo menos. 
ser suficiente para estabilizar o sistema em malha-fechada. quando utilizado sozinho, 
sem a RNA. mas o mesmo não precisa ser sintonizado de maneira Ótima. 
,r 
Embora. originalmente. Kawato e co-autores imaginassem a acao conjunta do 
controlador de realimentaçäo do sinal de erro da saida do processo com o 
controlador feedforward neural. mostrou-se mais tarde que esta estratégia tenta 
eliminar a influência daquele em favor deste.
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O objetivo é adaptar a RNA de forma a minimizar o erro de rastreamento, 
|jzj| , 
definido como a diferença entre um sinal de referência, yd, e a saida medida do 
processo, y, que normalmente é um subconjunto do vetor de estado X. Para alcançar 
este objetivo, Kawato (Miyamoto et al., 1988) propôs o uso da saida do controlador 
de realimentação como o sinal de erro que ajusta os pesos da rede. Diferentemente 
do imaginado no trabalho original de Kawato e co-autores. este método pode ser 
interpretado como uma forma de minimizar o valor medio quadrático do sinal de 
saida do controlador de realimentação e não como a minimização do sinal ||ej| 
(Nascimento Jr.,' 1994)., 
O algoritmo de aprendizado minimiza a função custo 
.VPT 
El~f‹z›i= <z› (5. 1) 
onde NPT é o número de pontos treinados ou número de amostras. Esta função 
equivale a função EMQ do Capitulo 2 (Equação 2.69). 
É importante notar que ao se utilizar o sinal de erro de realimentação, 
e = yd ~y. como o sinal de ajuste dos pesos da RNA, o problema de retro-propagar 
o erro medido na saída do processo atraves do mesmo. até a saída da RNA (ou 
atraves de um modelo do processo) e evitado (Miyamoto et al.. 1988). Além disto a 
RNA pode ser treinada on-/ine, e o metodo de treinamento e orientado à meta visto 
que. quando o erro de realimentação e zero, a saida do controlador de realimentação 
irá também ser zero (na realidade, se existir uma componente integral no controlador 
de realimentação, a sua saida pode ser uma constante diferente de zero. neste caso 
um termo de bias. de forma linear. deve ser utilizado no sinal de saida da RNA. para 
. I * . _ cancelar este termo constante na saida do controlador de realimentaçao 
Nascimento ur.. 1994) V). 
Espera-se que a medida que transcorra o treinamento da rede. a RNA irá. 
suavemente. retirar a ação de controle do controlador de realimentação e ao mesmo
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tempo melhorar o desempenho do controle global (De Oliveira, 1991). Desta maneira 
a RNA está sendo treinada para representar o modelo dinâmico inverso do processo. 
A seguir será apresentada esta arquitetura de controle. com as modificações 
feitas, no esquema original de Kawato, por De Oliveira (De Oliveira, 1991; De 
Oliveira et al., 1991) e Nascimento Jr. (Nascimento Jr., 1994). 
5.3.1. Estrutura do Controlador Neural Feedforward 
A arquitetura de controle neural com aprendizado através do erro de 
realimentaçäo é mostrada na Figura 5. 4. As modificações feitas na arquitetura 
original de Kawato (Kawato et al., 1987) foram : 
1. Utilização de um conjunto de sinais atrasados na entrada da RNA, no 
lugar dos sinais ¶š(¿),í2š§-(íl,... (De Oliveira, 1991). 
t t 
2. Utilização de uma RNA Direta Multicamadas, no lugar da RNA de uma 
única camada (De Oliveira, 1991). 
3. Utilização do modelo de referência para gerar o sinal de saida desejado 
(De Oliveira, 1991). 
4. Utilização do sinal yd(t-q) para gerar o sinal e(t), no lugar do sinal yd(t) 
(Nascimento Jr.. 1994). 
5. Utilização de um controlador PID (ou RD. ou Pl) como controlador de 
realimentaçäo, no lugar do controlador proporcional (Nascimento Jr., 
1994). 
As modificações introduzidas tornaram esta arquitetura mais geral, 
possibilitando o seu uso em tempo~real com pouco conhecimento sobre o processo a 
ser controlado. 
A primeira modificação implica na necessidade do processo controlado ser 
observãvel isto e. a partir da trajetória de saida se possa determinar seus estados. 
alem de facilitar a sua utilização em tempo real. Neste trabalho não será necessário
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a utilização deste banco de atrasos na entrada da rede neural porque utiliza-se um 
modelo neural com dinâmica interna. ~ 
Controlador Feedforward 
:rui 
Rede Neural Artificial i 
Al gontmo de 
Aprendizado
_ 
Modelo de } (HU em Proceäo ym 
1 
g _ 
ff 
z 4 
Í O 
I 
Referencia ydltl - N. 
util) - ui u ao-Linear 
Controlador de Realimentação 
Figura 5. 4 - Arquitetura de controle neural com aprendizado através do erro de realimentação 
A segunda modificaçâo torna o controlador neural um controlador geral, uma 
vez que o mesmo pode implementar um mapeamento não-linear arbitrário. sempre 
tendo um vista a exigência de existir um modelo inverso para o processo. 
A terceira modificaçáo torna mais fácil a medida de desempenho do 
controlador neural. ja' que com o uso do modelo de referência pode-se 
antecipadamente definir os valores de tempo de subida. sobresinal. tempo de 
acomodação. etc, desejáveis na saída do processo. 
A quarta modificaçáo torna mais facil a tarefa do controlador neural. ja que o 
^nesmo necessita implementar uma aproximação do modelo inverso atrasado do 
processo. Sem o atraso q. a RNA devera implementar o modelo inverso do processo. 
que e uma tarefa mais difícil. uma vez que a rede deverá atuar como um preditor 
(Nascimento Jr., 1994). O uso de um atraso no sinal de referência foi proposto
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primeiramente por Widrow e Stearns (VVidrow e Stearns. 1985) para uma arquitetura 
de controle não-linear. Como em muitas aplicações, um modelo inverso atrasado é 
aceitável, o uso do sinal de referência atrasado não e uma grande limitação 
(Nascimento Jr., 1994; Widrow e Stearns, 1985). 
A quinta modificação dá ao controlador de realimentação uma maior 
flexibilidade para estabilizar o sistema em malha-fechada. permitindo assim o 
treinamento da rede. O uso de um controlador com dinâmica, diferente do ganho 
proporcional utilizado no trabalho original de Kawato, é que ajudou a mostrar o fato 
de que o aprendizado da RNA minimiza o sinal u,(t). 
Uma análise matemática desta estrutura de controle encontra-se no trabalho 
de Nascimento Jr. (Nascimento Jr., 1994), onde é mostrado que, para um sistema 
linear invariante no tempo e estável em malha-aberta, e possivel, para a minimização 
do sinal de saida do controlador de realimentação, encontrar analiticamente os 
valores dos pesos de uma RNA linear com apenas um neurônio em uma única 
camada. Este trabalho também mostra o desenvolvimento matemático necessário 
para encontrar a equação de atualização dos pesos da RNA linear de uma única 
camada. Este desenvolvimento não é apresentado nos trabalhos de Kawato (Kawato 
et al., 1987; Miyamoto. 1988). mas apenas sugerido com base em informações 
fisiológicas sobre a plasticidade dos neurônios biológicos. 
Um ponto de maior interesse em aplicações de redes neurais em controle e o 
tipo de sinal de entrada para a rede neural. Esta questão é abordada em alguns 
trabalhos (Neto et al., 1998; Narendra e Levin, 1995; Kurdila et al.. 1995), mas os 
mesmos ainda são incipientes, permanecendo este estudo como uma área do 
controle neural ainda em aberto. 
1' 
A seguir apresenta-se algumas simulações que mostram a utilidade do novo 
modelo neural com dinâmica interna desenvolvido em capitulos anteriores. na tarefa 
de controlar. segundo a estrategia de Kawato. processos não-lineares contínuos ou 
discretos, orientados a blocos ou não.
Capítulo 5 - Controle Feedforward Neural 146 
5.4 Exemplos Simulados 
5.4.1. Sistema Não-Linear Contínuo 
Nesta seção é utilizado a rede neural para controlar, segundo a descrição da 
Figura 5. 4, um processo não-linear contínuo de terceira ordem. O processo é 
descrito pelas equações, 
dx . 11% : x2(ƒ) (5' 
gx-âfit) =x3 (I) . 
É-*ig = -1.25s¢n(x,(z))- o.15z‹›s(x,(f))×2(z) - 1oz3 (1) + 2oozz(z) 
yu) = 10x, (1) (5- 3). 
O sinal de saída desejado, yd(t), é gerado pela equação (5.4), com a=2, b=-2 e c=4. 
5. 
yd (t) = šía + bcos(2_7[l):| 
( 4)
c 
A implementação do controlador de realimentação PID digital foi conseguida 
através da equação (5.5), com kp = 0.001, k¡ = 0.0 e kd = 0.02, sintonizados através 
de tentativa e erro, com a única preocupação de tornar o sistema em malha-fechada 
estável, permitindo, assim, o treinamento do controlador neural feedfonivard. Na 
equação (5.5) a variável es representa o valor acumulado do sinal de erro, necessário 
para efetuar a ação de controle integral do controlador PID, e a variável ed equivale 
ao sinal de erro anterior, o qual é utilizado para realizar a ação de controle derivativa 
do PID. 
es = e, + e 
k z 
zz = kpe +(1‹,.T)e, + (-T%)(z - ed ) (5~ 5) 
ed = e 
O conjunto de treino é formado por 100 amostras, para um periodo de 
amostragem igual a 0.08 segundos. O atraso na referência, q, é igual a 2. O
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processo contínuo foi simulado com a utilização do algoritmo de Runge-Kutta de 
quarta ordem. 
A RNA utilizada é formada por 4 camadas de neurônios. com todas as 
camadas contendo um bias, exceto na primeira camada, onde : 
o A grimeira camada apresenta um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saida do tipo tangente hiperbólica. 
~ A segunda camada contém quatro neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saída do tipo tangente hiperbólica. 
~ A terceira camadatem três neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio è afetada pelos 
estados de todos os outros neurônios, inclusive dele próprio, conforme equação 
(5.6), e função de saida do tipo tangente hiperbólica. Neste caso a matriz A é 
cheia, como mostra a equação (5.7). 
x¡(k+l)=a¡¡x¡(ik)+a¡¿x¿(k)+a¡3x¡(k)+ne4(k) (5. 6) 
x3(k+ ll = a3¡x¡(k)+a3¿x¿ (k) +a33x3 (k)+net3(/r) 
x_z(_k +1) = a3¡x¡ (k)+a¿.¿x¿(k)+a¿,¡_x3(k)+ne@(kl 
fun 1112 
ai¶ 
(57) 
Â =l 0:1 022 az;
i 
asi “sz 03:» ~ 
o A última camada tem um único neurônio com função ativação identidade. 
significando um neurônio estático. e função de saida do tipo linear com saturação 
(nível de saturação igual a 100). 
A Figura 5. 5 mostra o comportamento da saida do processo no inicio do 
treinamento e a Figura 5. 6 os sinais de controle u,(k) e u,(k).
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A Figura 5. 9 mostra a evolução da função custo E[e(t)] em quasej._200000 
iterações. 
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Figura 5. 9 - Evolução da função E[e(t)] com instabilidade do modelo neural
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Embora o algoritmo de aprendizado minimize a função E[uz(t)] preferiu-se 
medir a função E[e(t)] porque a mesma informa o quanto a saida do processo está 
perto da saída desejada. A Figura 5. 10 mostra o comportamento dos autovalores da 
matriz A, correspondente aos neurônios dinâmicos da segunda camada de neurônios 
do controlador feedforward. ' 
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igura 5. 10 - Comportamento dos autovalores da matriz A quando ocorre a instabilidade do modelo 
neural ~ 
A instabilidade da rede e causada pelo autova/or1 que sai do interior do circulo 
unitário do piano-Z. em torno de 195000 iteraçöes. Este fato nào aparece na Figura 
5. 10 por problemas de escala, mas pode-se observar a tendência do módulo do 
autova/or1 de ficar maior que a unidade. 
5.4.2. Sistema Não-Linear Discreto Orientado à Blocos 
Nesta seção e utilizada a rede neural pará controlar. segundo a descrição da 
íigura 5. 4. em processo náo-linear discreto orientado à blocos de segunda ordem. 
que segue a descrição dos modelos de Hammerstein apresentados no capitulo 
anterior. O processo e descrito pelas equações.
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›‹‹1‹+1›=[°18 ':)151z‹k›+mf[~‹k›i 
( ) 
y(z) = [1 .4 -o.o7]zz(f)+f[zz(1z)] (5- 9) 
‹ 
A - 
f[u(k)]:i_=sen(zz2(k)) (5.'1eo›, 
O sinal de saida desejado, yd(t), é idêntico ao caso simulado na seção 5,4_1 
‹equago;;._‹5,4zj),: A implementação do oomroiador de reaiimemaçâo Pio. 
oonségüiaaat âtravés da equaçào (5.s›; com |‹,, = 0.2, |‹, = o_o e i‹,,'¿íÍ?k›`.§Í§o7Í1',, 
através de tentativa- e erro, com a única preocupação dei~*ítt1}riar¢-o- 
sistemaii em malha-fechada estável, permitindo assim o treinamento do controlador 
neural feedforward. 
O conjunto de treino é formado por 50 amostras. O atraso na referência, q, é 
igual a 2. 
A RNA utilizada é formada por 5 camadas de neurônios, com todas as 
camadas contendo um bias, exceto na primeira camada, onde : 
. A primeira camada apresenta um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saida do tipo linear com saturação 
(saturação igual a 100). 
. A- segunda camada tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio é afetada pelos 
estados de todos os outros neurônios, inclusive dele próprio, conforme-* equação 
(5.11), e função de saída do tipo linear com saturação (saturação igual a 100). 
Neste caso a matriz A é cheia, como mostra a equação (5.12). 
x¡(k+1)= al¡x¡(k)+a¡2x2(k)+net¡(k) 
(5. 11) 
xz (k +1) = a2 ¡x¡ (k) + a22x2(1‹)+ netz (k) 
Azíafl “Hi (512) 
“21 022 i 
z A terceira camada contém um neurônio com função ativação identidade, 
significando neurônio estático, e função de saida do tipo tangente hiperbólica.
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Figura 5. 11 - Comportamento da saída do processo no início do treinamento --
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Figura 5.12 - Sinais de controle no início do aprendizado 
Após 75285 iterações, interrompe-se a sessão de treinamento com o 
comportamento do sinal de saída do processo sendo mostrado na Figura 5.13. A 
Figura 5.14 mostra os sinais de controle u,(k) e u,(k) após o término do 
aprendizado. 
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Figura 5. 13 - Comportamento da saída do processo após o treinamento
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Figura 5. 14 - Sinais de controle após o treinamento 
A Figura 5. 13 mostra o sinal de saída do processo atrasado de dois períodos 
de amostragem. Este atraso é o valor de q escolhido para esta simulação, que gera o 
sinal yd(t-q) a ser seguido pelo processo. Neste exemplo o controlador neural 
apresenta um problema de nivel dc na saida do processo (este efeito pode ser 
causado pelo uso do k,› igual a zero).
` 
Nesta estratégia de controle, c controlador neural feedforward implementa o 
modelo inverso do processo. Para situações onde o processo não tem modelo 
inverso, este tipo de controle não funciona adequadamente. Esta situação é 
apresentada a seguir, quando utiliza-se a arquitetura de Kawato para controlar o 
processo abaixo, com o mesmo sinal de saída desejado da simulação anterior e 
valores de k,,, k,- e kd respectivamente iguais a 2.0, 0.0 e 0.01.
I
zu: +1) = [067 _ ã6}z(k) + f[zz(1z)] (5. 13) 
no = l×1‹1‹›F (5. 14) 
" 
fl~‹k›la”=swnhl~‹k›l ‹5z~1a5›L 
O controlador neural tem a seguinte topologia : 
tw; 'É' 
A.pri?r`1e'iraf camada-f apresenta um único neurônio com funçãofativz 
identidade, significando *um neurônio estático, e função de saida‹--çdiofiztipo 
tangente hiperbólica. '
A 
f 1. _ 
. Í* 
A segunda camada contém dez neurônios com função ativação identidade, 
significando neurônios estáticos; e função de saida do tipo tangente 
hiperbólica. 
A terceira camada tem dois neurônios com função ativação do tipo equação a 
diferenças de primeira ordem, onde a entrada do neurônio é afetada apenas 
pelo estado do próprio neurônio, conforme equação (5.16), e função de saida 
do tipo linear com saturação (saturação igual a 100). Neste caso a matriz A é 
diagonal, como mostra a equação (5.17). 
×1‹k+1›=«›n›‹1<k›+~eâ‹k› (516) 
x2(k + I) = a2 ¡x¡(k) + net¿(k) 
Azrfl W (5. 17) 0 022 
A guarta camada contém dez neurônios com função ativação identidade, 
significando neurônios estáticos, e função de saida do tipo tangente 
hiperbólica. 
A última camada tem um único neurônio com função ativação identidade, 
significando um neurônio estático, e função de saída do tipo linear com 
saturação (nível de saturação igual a 100). 
A Figura,5. 15 mostra o comportamento da saída do processo após 10000 
iterações de treinamento. Foram realizadas mais de 50 simulações para tentar
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controlar este processo, variando-se a topologia da rede, o número de neurônios 
nas camadas além dos parâmetros do algoritmo de treinamento, sendo que o 
melhor resultado conseguido foi o apresentado na Figura 5. . 
A causa do péssimo comportamento do controlador neural, é que o 
processo a ser controlado apresenta problemas quanto ao seu modelo inverso. 
. . -0.7 0 1 Por exemplo, o bloco linear determinado pelas matrizes 
[ O O 4 e M da 
equação (5.13), indica que o sistema tem dois pólos e um zero (o número de 
zeros é independente dos valores assumidos para os componentes de uma 
possível matriz C na saída do processo, y(k) = C š(k), da mesma forma que tem- 
se Bz7(k) na equação (5.13)). O inverso deste bloco linear apresenta um pólo e 
dois zeros, o que indica um sistema não-causal, ou antecipativo, o qual a rede 
neural não consegue implementar. Além deste problema, o inverso da não- 
linearidade f[u(k)] apresenta uma descontinuidade na origem, que também a rede 
neural não consegue implementar. 
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Figura 5. 15 - Comportamento da saída do processo
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5.5 Discussões 
O comportamento do modelo neural proposto como controlador feedfom/ard 
mostrou-se adequado para controlar processos não-lineares. Nesta arquitetura de 
controle o controlador neural implementa o modelo inverso do processo em questão. 
Existe dificuldade no controle de processos que não apresentam modelos inversos, o 
que é inerente aos métodos que utilizam a modelagem inversa. 
Como já visto nos dois capítulos anteriores, o modelo neural proposto serve 
como um aproximador não-linear universal porque implementa modelos não-lineares 
dos mais diversos tipos : contínuos, discretos, polinomiais, etc. Devido as suas 
particularidades, este novo modelo neural é mais adequado para tratar sistemas que 
apresentem modelos orientados à blocos. Neste caso, fica fácil verificar se o 
processo não-linear a ser controlado apresenta ou não modelo inverso. 
Para os dois casos simulados em que o processo controlado é orientado à 
blocos, a rede neural apresenta os autovalores da matriz A variando de forma bem 
diferente. Para o primeiro caso, em que existe o modelo inverso do processo os 
autovalores de A são sempre reais, durante toda a sessão de treinamento. A Figura 
5.16 mostra a evolução destes autovalores para 300000 iterações de treinamento. 
Ou seja, continua-se a treinar a rede após as 72000 iterações que geraram o 
comportamento da Figura 5.13. Observa-se que um dos autovalores aproxima-se do 
limite de instabilidade da rede ao ter seu módulo próximo da unidade. 
Para o outro processo orientado à blocos, onde não é possível encontrar um 
modelo inverso, os autovalores da matriz A da rede não apresentam problemas de 
estabilidade e nem chegam perto do limite de estabilidade. Aqui já aparecem pares 
complexos conjugados de autovalores, como observado na Figura 5.17.
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Ou seja, apenas o comportamento dos autovalores correspondentes aos 
neurônios dinâmicos não informa o quão “bom” está o desempenho do controlador
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feedforward neural. Este desempenho tem que ser uma mistura dos vaiores das 
funções custo E[u,(t)] e E[e(t)] e do comportamento dos autovaiores dos neurônios 
dinâmicos da rede.
161 
6 - Conclusões e Trabalhos Futuros 
Este trabalho mostra a utilização de um novo modelo de RNA nas tarefas de 
identificação e controle de processos não-lineares. A nova RNA apresenta neurônios 
dinâmicos lineares caracterizando uma representação da dinâmica na forma interna. 
através do uso dos estados dos neurônios. A caracterização do estado do neurônio 
é determinada pelas definiçöes formais do modelo de neurônio artificial encontradas 
no Anexo, que são parte do trabalho de De Azevedo (De Azevedo, 1993).
\ 
Este modelo de RNA preserva a característica de mapeamento não-linear 
universal encontrada em praticamente todos os modelos de RNA's descritos na 
literatura especializada. Esta universalidade leva em conta apenas a relação entrada- 
saida do processo, não preservando, necessariamente, a sua estrutura interna. 
A nova rede neural tem uma estrutura particular. dinâmica linear e não- 
linearidade estática, que “casa” perfeitamente com processos orientados à blocos. 
Neste caso, existe a possibilidade de preservação da estrutura interna do processo. 
Neste trabalho, esta preservação não foi alcançada porque necessitaria de um 
algoritmo de aprendizado que estimasse estados e não apenas parâmetros. O 
aprendizado foi realizado com um algoritmo de estimação paramétrica que preserva 
apenas a relação entrada-saída do processo dinâmico não-linear. 
Uma tarefa de identificação real apresenta sinais medidos que 'contêm 
informações contaminadas por ruído, seja ruído de medida ou ruido interno ao 
processo. Por este motivo, este trabalho apresenta simulações em que leva-se em 
conta a presença de ruido de medida no sinal de saída do processo. Este ruído pode 
influenciar a saída de maneira linear ou não-linear. Em ambos os casos, a RNA 
proposta apresentou um desempenho adequado para a identificação não-linear de 
processos orientados a blocos ou näo. Este desempenho e “medido” atraves de 
testes de correlação.
capitulo ô - conclusões e Trabalhos Futuros 
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A tarefa de controle é realizada através do uso da RNA com dinâmica interna 
como um controlador feedfom/ard. A RNA, através de simulações, controla 
processos discretos orientados à blocos ou processos -contínuos não orientados à 
blocos. Isto demostra a versatilidade do modelo neural proposto, caracteristica esta 
encontrada nos outros modelos de RNA's existentes. 
Como possíveis trabalhos a serem realizados' em continuação as questões 
apresentadas aqui, pode-se citar : 
I inclusão, no algoritmo de aprendizado, do não aceite de ajuste nos 
parâmetros que tornem instável o modelo neural com dinâmica interna 
proposto, ou seja, uma versão do Algoritmo de Projeção, já desenvolvido 
para modelos lineares e para RNA's com dinâmica extema que 
apresentam uma relação linear entre os parâmetros e o vetor regressor; V 
- realização de estudos que possibilitem a estimação de estados do 
processo através do modelo neural com dinâmica interna proposto; 
I utilização do modelo neural proposto em procedimentos de identificação 
e/ou controle de processos reais; 
I utilização do modelo neural proposto em estimação de séries temporais; 
- inclusão. no algoritmo de aprendizado, de inovações que melhorem o seu 
desempenho e já encontradas no algoritmo de treinamento 
backpropagation para RNA's com dinâmica externa, tais como 1 uso da 
informação de segunda derivada, uso de técnicas de computação 
evolucionária para ajuste de parâmetros da rede e para determinação do 
número de neurônios em cada camada da rede. etc.
AN EXO
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Redes Neurais Artificiais : Conceitos, Definições e 
Modelos Utilizados ~ 
A.1 Introdução 
Neste anexo define-se formalmente um Neurônio Artificial (NA) e uma Rede 
Neural Artificial (RNA). Devido as RNA's serem um modelo bastante simplificado das 
redes neurais naturais, escolheu-se os conceitos da Teoria de Sistemas para 
formalizar um NA e também uma RNA. Antes de definir NA e RNA, apresenta-se 
alguns conceitos que são a base desta definições. 
O uso destes conceitos e definições a serem apresentados, foram utilizados, 
pela primeira vez no contexto das RNA's, no trabalho de Barreto (Barreto, 1992) e 
mais tarde em trabalhos subsequentes (De Azevedo, 1993). 
A.1.1. Alguns Conceitos da Teoria de Sistemas 
Matematicamente, Teoria de Sistemas e o estudo das iterações e 
comportamento de cada agrupamento de 'objetos' quando sujeito a certas condições 
ou entradas. A natureza abstrata da Teoria de Sistemas está relacionada ao fato que 
a mesma se interessa mais com as propriedades matemáticas do que com as formas 
físicas das partes que constituem o sistema (Brogan, 1985). 
O estilo de apresentação, dos conceitos básicos da Teoria de Sistemas, é 
puramente matemático, baseado na teoria dos conjuntos. para permitir generalidade 
suficiente no uso dos conceitos apresentados. 
,V 
A.1.1.1. Modelos 
Para tratar matematicamente um sistema natural ou feito pelo homem, e 
necessário obter um mode/o do mesmo. Normalmente o modelo é constituido por um 
conjunto de equações matemáticas que personificam os conceitos fundamentais de
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uma teoria. Fundamentalmente, os modelos servem para colocar uma hipótese em 
uma forma concisa, forçando o investigador a especificar precisamente suas 
suposiçoes (Barreto, 1995). ' 
Definigo A. 1 - Em modelagem, um sistema S é dado e um segundo sistema S' é 
construído utilizando-se de algum conhecimento sobre S. S' é dito ser um modelo de 
S. 
Uma vez que o modelo matemático tenha sido estabelecido, o mesmo pode 
ser utilizado para quantificar os efeitos de uma mudança de parâmetros, muitas 
vezes com resultados inesperados (principalmente nos casos não-lineares). Um 
modelo é considerado válido, quando utilizado em várias situações diferentes, 
apresenta um comportamento suficientemente próximo do sistema real. Se um 
modelo é válido, é possível usá-lo para estudar o objeto real em situações que não 
são desejadas de serem realizadas com o sistema real. 
Muitas vezes na construção de modelos existem dois objetivos conflitantes: o 
modelo deve representar o sistema o mais preciso possível e ao mesmo tempo, deve 
ser o mais simples possivel. Encontrar o equilíbrio entre estas duas premissas é uma 
tarefa baseada na experiência do experimentador, no conhecimento sobre o sistema 
e nos objetivos dos estudos realizados. 
Convém lembrar que ao construir-se modelos, a importância dos efeitos de 
cada parâmetro utilizado, tem diferentes graus de influência sobre o comportamento 
do sistema global. Se um conjunto de propriedades do sistema global deve ser 
representado com uma dada precisão, muitas das propriedades dos sistemas que 
compõem o sistema global podem ser negligenciadas. Entretanto o conjunto mínimo 
de componentes necessários para caracterizar adequadamente as propriedades de 
um sistema composto de vários outros sistemas não e uma tarefa fácil. e é possível 
que o modelo final torne-se não-realistico (Kalman et al, 1969).
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A.1.1.2. Sistemas em Diferentes Níveis de Descrição 
Um primeiro passo, quando aplica-se metodos da Teoria de Sistemas é definir 
o que constitui o sistema real sobre estudo. Em outras palavras, o que pertence ao 
sistema e o que pertence ao mundo exterior. Em termos matemáticos isto significa 
uma partição do mundo, onde observa-se o sistema através de suas iterações com o 
exterior. 
Um segundo passo a considerar, é que em função do objetivo da modelagem, 
aspectos do sistema real não são necessariamente retidos no modelo do sistema : 
algumas das facetas do sistema real devem ser retidas no modelo. Ou seja, para o 
mesmo sistema real, em função do que se deseja estudar, devem ser considerados 
diferentes modelos, dando uma coleção de modelos diferentes, com cada um 
considerando diferentes aspectos do sistema real. 
Em outras palavras, de acordo com os limites do sistema real e da proposta 
para o modelo, são possíveis diferentes niveis de descrição. 
A.1.1.3. Sistema Geral 
O nível mais geral de descrição de um sistema é quando somente as iterações 
com o mundo exterior são retidas no modelo. Este conceito é denominado de 
Sistema Geral. 
Definição A. 2 - Um sistema gera/ 29 e definido pôr um conjunto de relações entre as 
entidades, caracterizando as iterações com o mundoexterior. Logo, 29 e I, onde I é 
o conjunto de todas as iterações. 
Neste nivel de descrição a noção de causa e efeito não existe. Para se decidir 
o que e causa e o que e efeito, é necessário mais informações. lsto leva a noção de 
sistema orientado.
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A.1.1.4. Sistema Orientado 
Se é possivel identificar as entradas Z e as saidas C do sistema, tem-se um 
sistema orientado.
H 
Somente objetos que comunicam-se com o exterior nos interessam. De fato, 
um objeto que não tem comunicação com o exterior é um buraco negro: qualquer 
coisa que vai para o objeto desaparece e o objeto não influencia o exterior, logo, não 
pode ser observado. Mas, nem todos os atributos que caracterizam a comunicação 
com o exterior nos interessa, somente os atributos relevantes ao nosso objetivo de 
estudo. Uma vez que é possível identificar, alguns destes pontos de comunicação 
com o exterior na forma de entradas e saídas, tem-se um sistema orientado. 
Definigo 2.3 
Deflnigo A. 3 - Um sistema orientado pode ser caracterizado por uma relação entre 
o conjunto de entradas e saidas; 
SCQXF 
onde 
S é o sistema; 
Q é o conjunto de entradas admissíveis; 
F é o conjunto de saidas admissíveis. 
A.1.1.5. Sistema Temporal 
Os dois conceitos apresentados. de sistema geral e sistema orientado não 
incluem o tempo como algo intrínseco ao sistema. incluindo o tempo em uma 
definição de sistema tem-se:
I 
Definigão A. 4 - Um sistema orientado onde e são funções do tipo: 
Q:TU 
F:TY 
onde
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U é o conjunto de valores de entrada; 
Y é o conjunto de valores de saída; 
T é um conjunto ordenado, com um primeiro elemento muitas vezes 
denominado de to , que é denominado de conjunto tempo; 
é um sistema temporal. 
Utilizando a notação AT para indicar um conjunto de funções com domínio T e 
conjunto imagem A, um sistema temporal é representado pela relação; 
S¢YI×Uf ‹/-\.1› 
Definigo A. 5 - Um sistema temporal cujas funções Q e I` são funções constantes (a 
imagem e sempre o mesmo elemento de U e Y respectivamente) é dito ser um 
sistema estático. 
Definigo A. 6 - Um sistema causal é um sistema temporal ZC ‹: FT x QT tal que; 
Vt e T, se ‹z›1(t0 ,t] = wz(t0 ,t] então y1(t) = ¡fz(t) 
onde to é o primeiro elemento do conjunto tempo. 
Definigo A. 7 - Se T é um intervalo do conjunto dos números reais, nós dizemos que 
o sistema é um sistema contínuo no tempo. 
Definigão A. 8 - Se T é um sub-conjunto dos números inteiros, então o sistema é um 
sistema discreto no tempo. 
A.1.1.6. Sistema Funcional 
Até este momento o sistema e descrito em relação ao mundo exterior (sistema 
e descrito no nível de comportamento). Este nivel de comportamento e importante 
porque e nesse nivel de descrição que tem-se informações retiradas atraves de 
experimentos. Entretanto. esta descrição não diz nada sobre o mecanismo
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necessário para produzir este comportamento, e é possível que dois mecanismos 
totalmente diferentes produzam o mesmo comportamento. 
Este mecanismo pode ser associado com um novo conjunto X, tal que, dado 
um elemento do conjunto de entradas Q e um elemento deste novo conjunto de 
parâmetros X, pode-se definir univocamente o elemento do conjunto de saída. Isto 
nos leva a definição de um sistema através de uma função, ou seja um sistema 
funcional. Esta descrição é dita ser a nível de estrutura de estado. 
Definigo A. 9 - Um sistema funciona/ é caracterizado pôr uma função f; 
f: Q xX -› F 
onde 
Q é o conjunto de entradas admissíveis; 
I` é o conjunto de saídas admissíveis; 
X é o vetor de estados ou conjunto de estados. 
A.1.1.7. Sistema Dinâmico 
Um sistema pode ser funcional e temporal. Neste caso o estado muda com o 
tempo. Este sistema é denominado de sistema dinâmico. Em um sistema dinâmico a 
descrição do sistema é feita como se fosse descrito o mecanismo de como o sistema 
trabalha internamente. pela especificação de como os estados modificam-se com o 
tempo. 
Definigão A. 10 - Um sistema dinâmico é o objeto matemático; 
S = { T,U, Q,Y,1`,X,<I>,n} 
onde
I 
T é o conjunto tempo; - 
Q é o conjunto de funções de entrada eo e Q = { úà 1 T -› U }; 
U é o conjunto de valores de entrada: 
Y é o conjunto de valores de saída;
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F é o conjunto de funções de saída y e F = { y : T -› Y }; 
X é. o vetor de estados (ou conjunto de estados); 
(D é a função transição de estados cb :T x T x X x Q -› X; 
néafunçäodesaídarj :TxXxU -›Y; 
satisfazendo algumas condições de compatibilidade (Kalman et al, 1969). 
A.1.1.8. Tipos Particulares de Sistemas Dinâmicos 
Escolhas particulares dos conjuntos envolvidos na definição de sistemas 
dinâmicos leva a diferentes tipos de sistemas. 
Defini o A. 11 - Um sistema dinâmico contínuo no tempo (ou apenas sistema 
contínuo no tempo) é um sistema dinâmico onde; 
T é um compacto subconjunto completo dos números reais; 
X,U,Y são subconjuntos de R", R'“, R” no espaço real de n,m,p 
dimensõesl; 
CD é um conjunto de funções diferenciáveis por partes em relação a t. 
Definigo A. 12 - Um sistema dinâmico discreto no tempo (ou apenas sistema 
discreto no tempo) é um sistema dinâmico cujo conjunto T é um sub-conjunto dos 
inteiros. 
Definigo A. 13 - Um sistema invariante no tempo (ou sistema estacionário) é um 
sistema dinâmico em que a função transição de estados (D depende somente de um 
elemento de T e a função saída é independente de T. 
É normal fazer, como primeira aproximação do sistema real, um modelo 
invariante no tempo. O fato de que a função ,transição depende somente de um 
elemento de T significa que o valor deste estado não depende do tempo inicial e do 
instante considerado. A função de saida sendo independente do tempo significa que 
para qualquer instante, estados e entradas iguais produzem a mesma saída. Se é
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este o caso, para qualquer tempo inicial, somente a duração do experimento _é 
importante para determinar o estado e a saída em qualquer instante. , 
Como tratar com sistemas variantes no tempo não _é uma tarefa fácil, algumas 
vezes o espaço de estados é enriquecido com urna nova variável, a variável tempo, 
tornando-se agora um sistema invariante no tempo com a dimensão do espaço de 
estados aumentada de uma unidade, com a variável tempo sendo um elemento do' 
conjunto de estados. 
Um tipo de sistema dinâmico também utilizado, é a 'máquina de estado finito'. 
Informalmente uma 'máquina de estado finito' é um sistema dinâmico onde o 
conjunto tempo é o conjunto de números inteiros, e entradas, saídas e estados são 
conjuntos finitos. 
Uma generalização da 'máquina de estado finito' é o 'automata'. Formalmente 
tem-se a seguinte definição para um 'automata'. 
Definigão A. 14 - Um automata (ou máquina) é descrito de forma abstrata como a 
sextupla; V 
S = {U,Y,X,x0,x,n} 
onde 
U e o conjunto finito de entradas; 
Y é o conjunto finito de saídas; 
X é o conjunto finito de estados ou espaço de estados; 
xo e X é o estado inicial; 
À : U x X -› X é a função transição de estados (proximo-estado); 
n 1 U x X -› Y é a função próxima-saída. 
note que o tempo não aparece explicitamente. mas um conjunto tempo. 
materializado no conceito 'prÓximo'. está presente. 
I É possivel também ter o n infinito. no caso de sistemas definidos pôr equações diferenciais parciais.
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Um automata é um sistema dinâmico discreto e invariante no tempo. 
A.1 .1.9. Sistemas Complexos 
Em sistemas dinâmicos complexos, uma descrição do sistema tal que 
especifique como o mesmo é construído, pode ser feita pela conexão de vários 
sistemas elementares. As caixas-pretas elementares são sistemas definidos segundo 
as definições anteriores. O acoplamento entre cada sistema elementar determina 
uma estrutura complexa. Esta classe de sistema é também denominada de sistema 
hierárquico. 
. . 
Definigo A. 15 - Um sistema dinâmico complexo é uma rede de sistemas 
interconectados. 
Uma regra referente as possiveis descrições diferentes de um sistema é que, 
dado uma especificação de sistema para um certo nivel, pode-se associar, ao 
menos, outra especificaçäo para o próximo nivel abaixo. Ou em outras palavras, 
descendo na descrição de um sistema, tem-se em geral várias escolhas, por 
exemplo, para uma mesma descrição de sistema como um sistema orientado, pode 
corresponder vários subsistemas do tipo funcional, pela definiçäo de diferentes 
conjuntos de estados. A Figura A. 1 ilustra uma hierarquia nos conceitos de 
sistemas.
rf
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Sistema Geral 
Descrições 
Com rtameritais Sisterm Orientado po 
Sisterm Terrpoi-al Ssterm Funcional 
Ssteim Temporal e Funcional 
Descrições 
com Estrutura de Estados 
~' Sisterm Dinâmico 
Descrições
_ 
em Rede Sistema Corrplex) 
Figura A. 1 - Hierarquia dos Conceitos de Sistemas (Barreto, 1996). 
A.1.1.10. Sistemas Lineares 
Sistemas lineares formam uma importante classe de sistemas. A hipótese de 
linearidade e tão tentadora que textos elementares na teoria de sistemas 
normalmente iniciam pela explanação do 'principio' (antes da hipótese) da 
superposiçãoz sem prestar atenção à motivação do mesmo. e sem dar uma 
:efiniçáo clara do que um sistema e (Barreto, 1992). Pôr mais que esta abordagem 
possa ter virtudes pedagógicas no princípio, o leitor enfrenta sérias quando aprende 
sobre outras partes da Teoria de Sistemas, tais como mecanismos não-lineares, 
estabilidade, etc. 
Devido a este fato, o conceito de espaçoivetorial e importante porque é esta 
estrutura matemática que permite falar de multiplicação por uma constante e adição 
' O termo 'principio da superposição' da a impressão de ter sido emprestado da mecânica quámica. Isto e' arcaico e mal direcionado. Em 
mecanica quântica 'superposiçãd signiñca que os estados estão em um espaço linear: na Teoria de Sistemas. 'superposição' signifiaa que a 
função entrada/Saida e linear.
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de dois valores (necessários para o princípio da superposição). De fato, em um 
espaço vetorial existem dois conjuntos envolvidos, V e K denominados 
resnectivamente conjunto de vetores e conjunto de 'escalares' ou 'constantes'. O 
conjunto V é um 'grupo abeliano' e K é um campo. Existe uma operação externa 
definindo a combinação de elementos de Vcom elementos de K, com imagem em V, 
denominada de multiplicação do vetor pôr um escalar. 
Com base nos conceitos básicos e no princípio da superposição, apresenta-se 
duas definições, uma utilizando estruturas matemáticas básicas da álgebra linear e 
outra baseada no 'princípio da superposição'. 
Definigo A. 16 - Um sistema dinâmico S é linear se e somente se; 
i) X, U, Q, Y e F são espaços vetoriais (sobre um campo arbitrário K); 
ii) o mapeamento dado pôr Q : T x T x X x (2 -› X é K-linear para todo t; 
iii) o mapeamento dado pôr 11 : T x X x U -› Y é K-linear para todo t. 
Convém observar que a definição (2.16) versa sobre sistema dinâmico. 
Utilizando apenas o 'princípio da superposiçãd, tem-se uma definição que não 
envolve necessariamente um sistema dinâmico. 
Definigo A. 17 - Um sistema é linear se é homogêneo e aditivo. Um sistema é 
homogêneo se ao multiplicar a entrada pôr uma constante a saída aparece 
multiplicada pela mesma constante. Um sistema e aditivo se a saida da soma de 
duas entradas é a soma das saidas das entradas aplicadas separadamente. 
Da Definição A. 17 temos que o conceito de sistema linear pode ser aplicado 
no caso de sistemas orientado, funcional, temporal, dinâmico e complexo. 
Também pode-se afirmar que. um siste'ma é dito ser não-linear se não é 
ílfleaf. 
Sistemas lineares são importantes, principalmente pelas seguintes razões 1
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ø existem vários métodos bem desenvolvidos para estudar sistemas 
lineares. 
o como uma primeira aproximação, sistemas não-lineares podem ser 
estudados utilizando uma aproximação linear e estas aproximações 
permitem tirar algumas conclusões sobre o comportamento do sistema 
não-linear. Como por exemplo, análise de estabilidade através do 
teorema de estabilidade local de Lyapunov (ou primeiro teorema de 
Lyapunov). 
Da álgebra linear é conhecido que operadores lineares podem ser 
representados por matrizes. Logo, todo sistema orientado linear pode ser 
representado por uma matriz. Se o sistema linear é um sistema temporal, os 
elementos da matriz tornam-se funções do tempo.
H 
Deve-se também lembrar que a palavra 'escalar' não é utilizada aqui como 
sinônimo de número real ou complexo, mas sim como um elemento de um campo, 
que é parte da estrutura algébrica do espaço vetorial. 
Os mais comuns sistemas dinâmicos lineares são definidos pôr equações 
diferenciais ou equações a diferenças. Entre estes, os mais importantes são os 
invariantes no tempo. Os quais são representados pôr equações diferenciais ou 
diferença com coeficientes constantes (números reais ou complexos). 
A.1.1.11. Propriedades de Sistemas 
A.1.1.11.1. Realimentaçäo 
Realimentação é o resultado de uma das mais importantes topologia de um 
sistema descrito a nível de composição de estrutura. Existe realimentaçáo quando a 
entrada do sistema depende da sua saida. como mostrado na Figura A. 2.
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entrada 
saída 
Sistema 
caminho de realimentação 
' 
Figura A. 2 - Sistema com Realimentação. 
Essencialmente existem duas classes de realimentação 2 positiva e negativa. 
Existe realimentação positiva quando o aumento na saida é refletido na entrada por 
um aumento na mesma. Existe realimentação negativa quando um aumento na saida 
serve para gerar um decréscimo na entrada. 
A.1.1.11.2. ldentificabilidade 
Na área de Identificaçäo de Sistemas estima-se ou calcula-se um modelo 
matemático de um sistema baseado nas medidas da entrada e saída do sistema 
(Kalman et al, 1969). Três passos estão presentes na identificação: a determinação 
da estrutura do modelo, a identificação dos parâmetros da estrutura determinada e a 
validação do modelo encontrado. 
Uma vez que tenha-se adotado uma estrutura. tem-se o conceito de 
dentificabilidade. 
Definiçäo A. 18 - Um sistema é identificável se todos os seus parâmetros podem ser 
calculados utilizando as medidas de entradas e saídas. 
Um problema fundamental na identificaçäo de sistemas dinâmicos é a 
determinação da estrutura do modelo. O problema pode ser brevemente explorado 
:omo segue-se. Identificaçäo consiste na escolha de uma estrutura de modelo 
candidata. estimação dos parâmetros do modelo escolhido e validação (isto é, 
aceitação ou rejeição) do modelo estimado. Se o modelo e insatisfatório. outra 
estrutura é escolhida (ou outra técnica de estimação de parâmetros é escolhida). A
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estrutura do modelo é uma representação parametrizada do sistema dinâmico que 
depende de um número finito de parâmetros (embora em alguns casos esta estrutura 
seja conhecida, baseada em leis físicas, tais como lei da conservação, leis da 
mecânica e da eletricidade, etc). A questão da identificabilidade pode então ser 
formulada : O mapeamento entrada/saida feito pelo modelo depende de maneira 
única do vetor de parâmetros? Somente se a resposta a esta pergunta é 'sim', os 
parâmetros podem ser unicamente identificáveis a partir dos dados de entrada/saida. 
Se a estrutura do modelo não é identificável, então a identificação não faz sentido. 
A.1.1.1i.a. Controlabilidade e observabilidade 
Controlabilidade e observabilidade são conceitos duais que referem-se a 
representações de um sistema para o nivel de descrição de estrutura de estado. 
lntuitivamente um sistema é controlável se existe uma função entrada capaz de 
transferir o estado de um sistema do estado inicial para outro estado final. 
Até os dias atuais não existe um método geral para determinar se um dado 
sistema, independentemente do seu modelo matemático, é controlável ou 
observável. Este requisito é encontrado apenas para sistemas dinâmicos lineares. 
Assim, apresenta-se as seguintes definições, enfocando o caso linear. 
Definição A. 19 - Um sistema dinâmico linear é dito ser controlável para to se é 
possivel encontrar alguma função Q que transfere o estado inicial ×(t0) para a origem 
do espaço de estado em um tempo finito t1 e T, com t1 > to. 
O sistema é observável se o conhecimento da saida é suficiente para 
determinar o estado do sistema. 
Definição A. 20 - Um sistema dinâmico linear é' dito ser observável para to se x(tQ) 
pode ser determinado a partir de uma sequência de saida Y(t0,t1) para to e T. com t¬ 
2 to, onde tz e algum instante de tempo finito pertencente a T.
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Controlabilidade e observabilidade são duas qualidades quase que sempre 
requeridas em sistemas que sejam utilizáveis. Sistemas não-controláveis e não- 
observáveis nomialmente são resultados de uma descrição mal feita do sistema. 
De fato, dizer que um sistema é não-controlável é reconhecer que a suposta 
forma de controle do sistema não é adequada. Adicionamente, dizer que um sistema 
é não-observável é equivalente a reconhecer de que a maneira pretendida para 
medir o comportamento do sistema não foi imaginada adequadamente e deve ser 
modificada se realmente pretende-se observar o comportamento do sistema 
Um ponto importante é que controlabilidade e observabilidade são 
propriedadesde um sistema que estão intrinsecamente associadas com a entrada e 
saida consideradas. Com diferentes escolhas para as saidas e entradas, a condição 
de controlabilidade e observabilidade pode ser diferente. - 
A.1.1.11.4. Minimalidade 
Um modelo deve ser o mais simples possivel para responder as necessidades 
do experimentador. Um modelo satisfazendo este requisito é dito ser parcimônio 
(Kalman et al, 1969). 
Logo, quando seleciona-se um modelo os seguintes aspectos são relevantes: 
i) o sistema deve ser controlàvel e observavel: 
ii) a maioria dos parâmetros utilizados devem ter um significado fisico real; 
iii) os parâmetros utilizados devem ser identificáveis; 
iv) o comportamento do modelo e do sistema real devem ser similares 
quando observados do exterior (pares entrada/saida); 
v) o modelo deve ser o mais simples possível. dentro dos modelos 
possiveis. 
Assim, pode-se ter dois modelos representando o mesmo sistema fisico real, 
que observando as suas saidas. sejam equivalentes. Mas, um pode exigir menos 
recursos computacionais que o outro.
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Defini "o A. 21 - Dois sistemas S' e S" são equivalentes se e impossível distingui~los 
pôr qualquer experimento simples : para todo x' e para todo u, existe um x" tal que 
h(x',u) = h(x",u). 
Minimalidade está intrinsecamente associado com os conceitos de 
controiabilidade e obseivabilidade. O sistema mínimo deve ser a parte do sistema 
que é controlável e' observávei, uma vez que é possivel imaginar o sistema 
decomposto em quatro partes, como mostrado na Figura A. 3._ 
*V Controlável e Observável -*› 
__›, Control 'vel e Não-Observável × ¡ Entrada a Saída 
--›¬; -_-› 
;_k›, Não-Controlável e Observável ,___›_ 
__×_›, Não-Comrolável e _×_›_ 
Nao-Observavel 
Figura A. 3 - Decomposição Canônica. 
A.1.1.11.5. Estabilidade 
lnformalmente, estabilidade refere-se .a um sistema que tem sua 
funcionalidade imutável quando sofre uma perturbação de alguma interferência 
externa. Neste conceito, existem vários pontos que devem ser discutidos antes de 
uma definiçäo precisa de estabilidade ser apresentada : 
~ o Como estabilidade envolve a idéia de,uma possível mudança no estado ou 
saida do sistema. o sistema deve ser pelo menos um sistema temporal, ou 
seja, um sistema estático não pode ser estável ou instável. _ 
o A precisa funcionalidade que deseja-se considerar deve ser estática. Pôr 
exemplo. ponto de equilibrio estável ou trajetória estável.
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o A importância da interferência externa. Normalmente em estabilidade 
existe a noção de domínio de estabilidade, ou seja, um sistema não é 
estável para qualquer tipo de perturbação, mas sim para perturbações que 
modifiquem o estado do sistema dentro da região de estabilidade. 
ø A duração da perturbação também é importante. É completamente 
diferente falar sobre estabilidade durante a presença de uma perturbação 
ou se está interessado em conhecer se após a ocorrência da perturbação, 
o sistema é capaz de retornar ao estado antes da presença da 
perturbação. 
As várias condições diferentes sobre as quais é possível falar de estabilidade 
permite existir vários conceitos relativos a estabilidade. 
Começaremos apresentando a definição proposta por Lyapunov (Lyapunov, 
1966), em sua tese de doutorado no ano de 1892. Esta definição é válida para 
sistemas lineares e não-lineares, e refere-se a estabilidade de um ponto de equilíbrio 
e de uma trajetória de equilíbrio. 
Definição A. 22 - Ponto de equilíbrio : suponha um sistema e a entrada do sistema é 
nula para todo instante de tempo maior que um certo t=T. O valor dos estados do 
sistema xo ê X é um ponto de equilíbrio do sistema se e somente se para vt < T, 
tem-se x(T) = xo :il x(_t) = xo. Existe o conceito análogo referindo-se a saida do 
sistema. 
Definição A. 23 - Trajetória de equilíbrio 1 suponha um sistema e a entrada do 
sistema é nula para todo instante de tempo maior que um certo t = T. Se o estado do 
sistema é periódico para vt > T, então os valores dos estados no período constituem 
uma trajetória de equilíbrio. Existe conceito análogo referindo-se a saida do sistema. 
É interessante observar que o ponto de equilíbrio e a trajetória de equilíbrio 
não se preocupam com o comportamento do sistema se a entrada é não-nula 
durante algum intervalo de tempo ou se existe perturbação. Acontecendo uma destas 
duas situações, os estados do sistema voltam para o equilíbrio (ponto ou trajetória) '?
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Quão grande deve ser a entrada ou perturbação para que os estados do sistema 
retornem ao equilibrio (ponto ou trajetória) ? Estas questões levam as definições que 
se seguem. 
Definigo A. 24 - Estabilidade de Lyapunov: Considere um sistema com entrada U e 
saída Y. O sistema é dito ser estável se, dado um número positivo a, e possivel 
encontrar outro n positivo tal que, se o sistema tem entrada nula para Vt > O, se as 
condições iniciais dos estados estão no interior da esfera de raio â, existirá um T para 
o qual os estados para vt > T permanecem no interior da esfera de raio n. 
Definigo A. 25 - Estabilidade Local : um ponto (trajetória) de equilíbrio é dito ser 
localmente estável se existe um conjunto aberto incluindo o ponto de equilibrio no 
qual, todas as condições iniciais correspondem a um comportamento estável do 
sistema. 
Definigo A. 26 - Domínio de Estabilidade : o dominio de estabilidade de um ponto 
(trajetória) de equilíbrio e o conjunto de pontos correspondendo as condições iniciais 
para o qual o sistema e estável. 
Definigo A. 27 - Estabilidade Global : um sistema é dito ser globalmente estável em 
uma região se e estável para todas as condições iniciais pertencentes a pontos nesta 
região. 
A.2 Neurônio Artificial 
A.2.1. Neurônio Biológico 
Para entender melhor o funcionamento da abordagem neural. e necessário 
,J 
entender o funcionamento e a evolução do sistema nervoso dos seres vivos. e como. 
a partir do funcionamento deste sistema. parece emergir umaconsciència inteligente. 
Com o surgimento dos primeiros organismos multicelulares. há 
aproximadamente 1 bilhão de anos atrás, algumas células passaram a ter funções
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especializadas tais como digestão de alimentos, transporte de nutrientes para outras 
células, contração e alongamento para produzir movimento, etc. O resultado desta 
forma de organização é um sistema mais durável do que cada um de seus 
componentes e, portanto, com mais chances de reproduzir do que seus concorrentes 
unicelulares. 
A coordenação das partes especializadas requer uma comunicação entre as 
células. As próprias células possuem as características básicas necessárias a 
criação de um elo de comunicação. A maioria das células mantém uma pequena 
diferença de voltagem, uma polarização, entre as superficies intema e extema da 
membrana que as envolve. Um determinado distúrbio em qualquer ponto da 
membrana pode causar uma súbita despolarização naquele ponto e se propagar por 
certa distância na superfície da célula. Após a despolarização, a célula procura 
ativamente se repolarizar. Se as células possuírem uma forma alongada, com 
filamentos de um metro ou mais, em casos extremos, tem-se elementos perfeitos 
para um sistema de comunicação 1 células nervosas especializadas e capazes de 
conduzir impulsos eletro-químicos pôr longas distâncias e a altas velocidades. 
Com a articulação destas células, tem-se o início do sistema nervoso 
periférico e do sistema nervoso central. Estas células alongadas, capazes de 
transportar impulsos elétricos são denominados de neurônios. O cérebro humano 
contém aproximadamente 101” neurônios. Cada um deles está conectado a 
aproximadamente 104 outros neurônios. 
Existem centenas de tipos de neurônios, cada um com suas funções 
características. forma e localização. Entretanto, a estrutura básica é sempre a 
mesma. e consiste no corpo da célula, denominado soma. os dentritos e o axônio. 
como visto na Figura A. 4. I
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adsl/ 
Soma 
Bulbos 
Pré-Sinapticos 
Dentritos 
Figura A. 4 - Representação Simplificada de um Neurônio Biológico. 
g 
O soma possui um diâmetro entre 5 e 100 pm, contém o núcleo da célula e as 
funções necessárias à manutenção da vida dos neurônios, tais como síntese de 
enzimas. Os dentritos atuam como os canais de entrada dos sinais externos 
recebidos pelos neurônios e o axônio atua como o canal de saida. Os axônios de 
vários outros neurônios fazem contato com os dentritos de um dado neurônio. Estas 
conexões são denominadas de sinapses, e permitem que uma celula influencie a 
atividade de outra célula da seguinte maneira: quando um pulso de despolarização, 
denominado de potencial de ação, chega ao final de um axônio, o mesmo provoca a 
liberação de uma substância química, denominada neuro-transmissor, contida em 
pequenos bulbos nas extremidades do axônio; estes neuro-transmissores 
atravessam o pequeno espaço da sinapse e são recebidos pelos dentritos do 
neurônio seguinte. Dependendo da natureza dos neuro-transmissores liberados 
pelos bulbos e da natureza dos receptores químicos que os recebem, no outro lado 
da sinapse, a mesma e denominada de inibitória ou excitatória. 
Em uma sina se inibitória, a transmissão sina tica rovoca uma e uenaP 
hiper-polarização no potencial elétrico do neurônio afetado. Isto faz com que seja 
(D`¬ mais dificil para este neurônio se despolarizar propagar seu próprio potencial de 
ação ao longo de seu axônio. Ao contrário. em uma sinapse excitatoria. a 
transmissão sináptica provoca uma pequena despolarização no neurônio afetado, 
rebaixando seu potencial elétrico em direção a um ponto minimo critico. onde o
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neurônio abruptamente pode se despolarizar a ponto de iniciar a transmissão de seu 
próprio potencial de ação, através do seu axônio. 
Estes dois tipos de sinapses, juntas, em cada neurônio, formam um palco de 
competição (dispara-não-dispara) onde um dos fatoresque determina qual 0 
comportamento vencedor, parece ser o número e a proximidade das sinapses 
excitatórias e inibitórias. Em um pequeno intervalo de tempo, estas conexões 
apresentam uma característica relativamente estável para cada neurônio. No 
entanto, novas conexões podem aparecer e outras deixarem de existir, algumas 
vezes estas mudanças ocorrem em questões de minutos ou menos; deste modo, as 
propriedades funcionais de um neurônio são pôr si só plásticas, o que poderia 
explicar mudanças de comportamento em função do aprendizado. 
A.2.2. Modelo de Neurônio 
A construção de RNA's tem inspiração nos neurônios biológicos e nos 
sistemas nervosos3. Entretanto, é importante compreender que atualmente as 
RNA's estão muito distantes da redes neurais naturais e frequentemente as 
semelhanças são mínimas. Dois fatores diferentes motivam a pesquisa hoje em dia 
(Barreto, 1996) : 
~ O primeiro é modelar o sistema nervoso com suficiente precisão de tal 
modo a poder observar um comportamento emergente que sendo 
semelhante ao comportamento do servivo modelado. possa servir de 
apoio às hipóteses usadas na modelagem. 
o O segundo é construir computadores com um alto grau de paralelismo. 
,r 
*Detalhes de fisiologia. indispensaveis à compreensão das RNA's. podem ser encontrados em iiwos de fisiologia tal como Guyton |Guyt0n. 
i976\.
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A.2.2.1. Modelo Geral de Neurônio 
O modelo geral de neurônio é mostrado na Figura A. 5. Neste modelo as 
entradas w,-ui são combinadas usando uma função ¢ para produzir um estado de 
ativação do neurônio que através da função Ã vai produzir a saída do neurônio 
(correspondente à frequência de descarga do neurônio biológico). sendo que d indica 
a possibilidade de inclusão de dinâmica no processamento do neurônio. 
Entradas 
- saida 
ul 
WI 
_ _. ombinaçâo net Função de ativação Função de 
. das Ativação Saída wn 
un Entradas 4? Ã 
K v
ú 
Figura A. 5 - Elementos Básicos de um Neurônio Artificial. 
Note que as conexões sinápticas são consideradas como externas ao modelo 
do neurônio, tal como ocorre no sistema nervoso biológico e não como fazendo parte 
do neurônio, como usado por alguns autores. Este detalhe proporciona a 
possibilidade de interpretar a matriz de conexões como a matriz de pesos de um 
grafo, o grafo representativo da rede neural (Barreto, 1996: De Azevedo, 1993). 
As caracteristicas deste modelo permitem definir o modelo geral de um 
neurônio como sendo um sistema dinâmico. Permitindo também, junto com os 
conceitos de sistemas apresentados, ter vários tipos de neurônios. 
No trabalho apresentado pôr Barreto (Barreto. 1996) tem-se o teorema de 
definição de um neurônio artificial ou neurônio formal. e as definições de alguns tipos 
.I 
neurônios: 
Teorema A. 1 - O neurônio formal e um sistema dinâmico. 
Definiçäo A. 28 - Um neurônio e estático quando o valor de x e de y se referem ao 
mesmo instante que as excitaçôes. Assim, pode-se escrever 1
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x=¢ (Wz'›14z') 
y=z1(r) 
Definigo A. 29 - O neurônio é linear se ¢ e Ã são funções lineares. 
Definigo A. 30 - O neurônio é não-estacionário se as funções ¢ e/ou Ã são funções 
do tempo. Neste caso deve-se escrever : 
X=¢ (Wz'›Uz'›f) 
y=Ã(x,t) 
Definigo A. 31 - O neurônio é dinâmico se para o cálculo de x em um determinado 
instante é necessário o conhecimento de x em um instante anterior. Sendo assim, 
como um exemplo de neurônio dinâmico, escreve-se : 
x(t + h) = ¢ [x(t),w¡,u,-,t,h] 
.v(f) = Ã (X(f),f) 
A.2.2.1.1. Formalismo Matemático do Neurônio Artificial 
Dos elementos básicos do NA, mostrado na Figura A. 5, tira-se várias relações 
matemáticas, que serão mostradas a seguir. 
A.2.2.1.1. 7. Sinais de Entrada 
Da Figura A. 5 tem-se que cada entrada do neurônio possui um conjunto de 
pesos associados, que pode ser entendido como a “força” da conexão sináptica 
quando comparado ao neurônio biológico. As entradas de um neurônio podem ser as 
saídas de outros neurônios, y(t), entradas externas u. um bias b ou qualquer 
combinação destes elementos. O somatório de"todas estas entradas dá origem ao 
chamado net de um neurônio. que pode ser representado. para o i-esimo neurônio. 
por;
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p m 
"eÍz'(í) = ZWjz'}'¡(Í) + Zwlfulfi) +W(m+p)ibz' (A- 2) 
jzi zzi 
onde y¡ é a saída do j-ésimo neurônio, u, é a I-ésima entrada externa, b,- é o bias do i- 
ésimo neurônio e w refere-se ao peso correspondente. 
É importante observar que os pesos w, que representam a intensidade de uma 
conexão sináptica entre dois neurônios, não fazem' parte do NA formal. O que 
significa dizer que os pesos só possuem sentido prático quando um neurônio se 
conecta a outro, exercendo sobre este uma ação que é ponderada pelo valor do 
peso. 
Normalmente se encontra na literatura a notação da equação (A2), onde 
todas as entradas de um neurônio são incorporadas sobre a representação uj e os 
pesos simplesmente por Wii. com j variando de 1 até m+p, ou apenas de 1 até n; 
new) z Íw¡,.zz,.(f) (A. 3) 
1'=1 
4- com w¡,- sendo um número real representando a conexao sináptica da entrada do i 
ésimo neurônio com a j-ésima entrada, ou a saída do j-ésimo neurônio. Esta conexão 
serã excitatória se w¡,->0 ou inibitória se vig-,<0. i 
A.2.2.1. 1.2. A Função de Ativação ¢(.) 
Após a determinação do valor de net¡(t), o .estado do neurônio, ou ativação, e 
atualizado através da função de ativação ¢(.). Analiticamente, a ativaçao do neurônio 
é dada põr; 
x(r +h) = ¢ {x(r),ner,.(f),f,h] (A. 4) 
Êš E1. a› ‹:› Ez c: bserva-se que os estados f' ros de um neurônio são afetados pelo estado 
atual do mesmo e pelo valor de net,~(t), indicando uma 'memória' que implica em um 
neurônio dinâmico. Se a função ¢(.) for constante, tem-se neurônios que não
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possuem *memÓria', ou seja, o estado atual e igual aos estados anteriores, o que 
indica um neurônio estático. 
A.2.2.1. 1.3. 'A Função de Saída Ã(.) 
Após a determinação do estado do neurônio x(t), o sinal de saida do neurônio 
é calculado através da função de saida Ã(.). Matematicamente tem-se; 
y(f) = ×1[×(f),I] (A. 5) 
onde, essencialmente,-qualquer função contínua e monotonicamente crescente pode 
ser utilizada como função de saida4. Entretanto, existem algumas funções que são 
mais utilizadas na literatura; estas funções são : 
o função linear: Á (x) = ax 
o função logística : À(x)=l-If/3; . que é a função unipolar mais popular + 6 
onde p é um fator de escala positivo 
_ -/DX 
o função tangente hiperbólica : À (x) = Ê-e-_-5; , que é a função bipolar mais + 6 
popular. 
A.2.2.2. Dinâmica no Modelo do Neurônio 
Como mostrado na seção anterior, o NA pode apresentar dinâmica, 
representada através da função de ativação. A equação,(A.2) determina, segundo a 
nomenclatura da Teoria de Sistemas, uma relação não-linear, entretanto o neurônio 
pode apresentar uma função de ativação linear. A ativação linear 'no neurônio não 
implica em perda da capacidade de mapeamento não-linear da rede composta pôr 
estes neurônios porque a característica não-linear permanece na função de saida.
i É comum encontrar na literatura a descrição apenas de neurônios estattcos. Devido a este motivo. encontra-se com iioquéncia o termo 
fimção de ativação como sendo a fiinção que converte o valor de net no valor de saida do neuronio. o que e incompatível com as definições 
fomiais apresentadas neste texto.
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Considerando-se o caso mais simples, onde não se tem qualquer estímulo 
externo, ou de outros neurônios, em um determinado neurõnio cuja função de 
ativação é continua no tempo e de primeira ordem; a ativação pode ser representada 
através de uma equação diferencial do tipo; 
C,.i“"Í%)- = -D,zx,.(z) + R, (A_ 6) 
C . - . . onde ~D¿ e a constante de tempo de resposta do neuronio e R,- equivale ao valor de 
z' 
equilíbrio para o qual tende a ativação do neurõnio na ausência de sinais de entrada. 
A solução da equação (A.6) determina como o estado do neurõnio evolui, isto é 
x,~(t)=x,-(0)e Cl 4-Étl-e C' (A. 7)
I 
onde x,(0) é o estado inicial do neurõnio. 
Ao se considerar a dinâmica do neurõnio como sendo discreta no tempo, 
utiliza-se as versões discretas da equação (A.6) e da equação (A.7), ou seja; 
6,-x,z(1‹ +1) = ~õ,~x,-<1‹)+ iã, (A. 8) 
,_/‹ -\z'-l- 
' D _ 1 D /R
, ‹‹k\=§-__') x,-(`0)+ I-__¿ (A. 9) 
fz' fz/‹'\ íz' .J kfzy 
Como todo sistema dinâmico, o estado do neurõnio dinâmico leva um certo 
tempo para estabilizar, tempo este que é denominado de tempo de estabilização. 
Este tempo de estabilização depende dos valorešde D,~ e C.. 
Do desenvolvimento acima observa-se que, apesar dos neurônios serem 
elementos computacionais extremamente interessantes. isoladamente os mesmos 
não são poderosos para processar ou representar conhecimento. Entretanto. se um
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conjunto de neurônios é interconectado em uma rede de neurônios, denominada 
RNA, emerge uma série de propriedades computacionais não encontradas em um 
simples neurônio. 
A.3 Rede Neural Artificial 
Como -citado no final da seção anterior, pode-se dizer que uma RNA é um 
sistema composto pôr vários neurônios formando um sistema complexo. Com os 
neurônios sendo conectados pôr conexões sinápticas e normalmente agrupados em 
camadas. ” 
Em uma RNA alguns neurônios recebem excitações do exterior e são 
denominados neurônios de entrada, formando a camada de entrada da RNA, e 
correspondem aos neurônios dos Órgãos dos sentidos. Outros têm suas respostas 
usadas para alterar, de alguma forma, o mundo exterior e são denominados 
neurônios de saída, formando a camada de saída da RNA, e correspondem aos 
neurônios que excitam os músculos. Os neurônios que não são nem entrada nem 
saída são conhecidos como neurônios intemos e forma a camada intermediária da 
RNA. 
Para caracterizar uma RNA é importante especificar os seguintes pontos: 
ø Os componentes da rede : os neurônios. 
o A resposta de cada neurônio. 
o O estado global de ativação da rede. 
o A conectividade da rede dada pelos valores de conexões sinápticas. 
o Como se propaga a atividade da rede. O 
o Como se estabelece a conectividade da rede. 
ø O ambiente externo a rede. 
ø Como o conhecimento e representado na rede. 
A especificação dos neurônios
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É necessário determinar as características dos neurônios, que constituem a 
RNA, definindo o seu modelo. A rede é homogênea se todos os neurônios são 
iguais, ou heterogênea caso os neurônios sejam diferentes. Geralmente as RNA's 
são do tipo homogêneas, principalmente pôr razões de simplicidade, o que não 
ocorre com as redes biológicas que são bastantes heterogêneas. 
A resposta de cada neurônio 
Cada neurônio da rede tem um sinal de saída, é excitado por outros neurônios 
ou por sinais externos e_um valor de estado individual. 
Ativação global da rede 
Em cada instante de tempo adotado, cada neurônio da rede está em um 
estado de ativação (ou excitação). O vetor de espaço 91" onde n é o número de 
neurônios da rede e que tem por componentes o estado de ativação individual de 
cada neurônio da rede, chama-se estado de ativação ou padrão de ativação da rede. 
Este padrão de ativação pode ser considerado com uma metáfora do 'pensamento' 
da rede em um dado momento. 
Padrão de conectividade 
O padrão de conectividade define como os neurônios estão conectados. Um 
modo de representa-io e atraves da matriz de conectividade W. Esta matriz se 
modifica durante o aprendizado da rede, normalmente, efetivado por um algoritmo 
iterativo. 
Propagação da atividade da rede 
Em uma rede que os neurônios sejam sistemas a tempo continuo a atividade 
da rede se propaga segundo a solução de equações diferenciais simultâneas. 
Embora seja normal representar os neurônios põr equações a diferenças finitas. 
onde neste caso pode-se ter dois tipos de propagação da atividade da rede 1 
síncrona e assíncrona. Propagação síncrona é quando a atividade de todos os
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neurônios muda ao mesmo tempo sincronizados pôr um relógio, e pode ser 
considerada uma aproximação do sistema contínuo. Na propagação assíncrona os 
neurônios tem suas atividades modificadas em momentos que independem dos 
outros neurônios tal como ocorre nos sistemas vivos. 
Como se estabelece a conectividade da rede 
A conectividade da rede permite representar o conhecimento que a rede 
necessita para a resolução de um problema especifico. Frequentemente a 
conectividade se estabelece por um mecanismo de aprendizado, em que de modo 
iterativo, a rede se ajusta para representar um certo conjunto de conhecimentos. 
Esta não é, no entanto, a única maneira de estabelecer um padrão de conectividade, 
podendo os valores das conexões serem colocados diretamente representando 
conhecimentos. 
O Ambiente 
É o ambiente que define o uso da RNA. Ao se utilizar uma RNA para o 
controle de um robô, será o processo robô que representará o ambiente em que a 
RNA é utilizada. 
Como o conhecimento é representado na rede 
Existem dois modos de representar o conhecimento 1 localizado e distribuído. 
O conhecimento é localizado quando a um neurônio ou a uma sinapse corresponde 
um conhecimento determinado, e distribuído quando a cada conhecimento 
correspondem vários neurônios ou sinapses. 
A.3.1. Uma Definição de Rede Neural Artificial 
Para definir uma rede neural pode-se utilizar a mesma definição que e usada 
para um único neurônio. Neste caso. no entanto. tem-se a seguinte questão 1 com as 
definições anteriores não é possivel representar de maneira explicita os pesos das 
conexões entre os diferentes neurônios da rede. Para resolver este problema,
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podemos considerar uma rede neural como um Sistema Dinâmico Complexo 
seguindo a Definição A. 15. De modo a facilitar a representação de redes neurais 
como um sistema dinâmico complexo, é útil introduzir alguns conceitosda Teoria de 
Grafos. 
Definigo A. 32 - Um Grafo G consiste de um conjunto finito não vazio de vértices V = 
v,‹ e de um conjunto não-ordenado de arcos A que conectam alguns pares de 
vértices. Cada par de vértices v,-, v,- em Vé um arco de G que liga” vie v¡. 
Definigo A. 33 - Um Grafo G é dito Rotulado quando os p vértices são distinguidos 
uns dos outros através de nomes ou rótulos. 
Definigo A. 34 - Um Grafo G é dito Arco-Rotulado quando também os arcos são 
distinguidos uns dos outros através de nomes ou rótulos. 
Uma vez estabelecida a definição de Grafo, é possivel definir uma RNA. 
Definigão A. 35 - Uma Rede Neural Artificial (RNA) é um Sistema Dinâmico 
Complexo representado pôr um grafo arco-rotulado no qual cada vértice é um 
Sistema Dinâmico denominado Neurônio Artificial (NA). 
Uma vez definido formalmente o conceito de RNA, pode-se definir vários tipos 
de redes neurais. seguindo as definições apresentadas na seção A. 1 .1. 
Definição A. 36 - Uma Rede Neural Artificial_Continua no Tempo e uma rede neural 
definida em um subconjunto do tempo T = ~R. 
Definição A. 37 - Uma Rede Neural Artificial Discreta no Tempo e uma rede neural 
definida em um subconjunto do tempo T = Z. 
.J 
Definição A. 38 - Uma Rede Neural lnvarlante no Tempo. também denominada de 
Rede Neural Estacionaria e um rede neural em que a função de transição de estados 
ai depende de apenas um elemento de T e a função de saida Á é independente de T.
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A.3.2. Classes e Topologias de Redes Neurais Artificiais 
A maneira como os neurônios estão interconectados e as características 
dinâmicas dos neurônios formam as diferentes topologias de RNA's. Cada topologia 
apresenta o seu algoritmo de aprendizado e determina a capacidade da rede em 
resolver certas classes de problemas. A seguir são apresentadas duas classes de 
redes e duasdas topologias mais comuns de RNA's. 
A.3.2.1. Redes com uma Única Camada 
Esta é a classe mais simples de RNA's em camadas. Neste caso tem-se 
apenas uma camada de neurônios de entrada que se conectam com os neurônios da 
camada de saída. Esta rede é denominada de Única Camada, ou single-layer, 
porque refere-se apenas aos neurônios da camada de saída, pois a funçãoidos 
neurônios da camada de entrada é apenas de 'bufferização', não sendo portanto 
considerados. 
A grande limitação desta classe de rede é a impossibilidade, demostrada pôr 
Minsky e Papert (Minsky e Papert, 1969), de se resolver problemas classificados 
como linearmente não-separáveis. Apesar desta limitação, existe o Teorema do 
Perceptron que prova, que se uma solução existe, a rede eventualmente convergirá 
para esta solução (Rosenblatt, 1958).
. 
A.3.2.2. Redes Multi-Camadas 
Esta segunda classe de redes neurais, muitas vezes denominada de 
multilayer, se caracteriza pela presença de uma ou mais camada intermediária de 
neurônios. A função dos neurônios internos, pertencentes a camada intermediária. é 
extrair características dos neurônios da camada de entrada e fornecè-las como 
entrada para os neurônios da camada de saida. Deste modo. a rede e capaz de 
extrair estatísticas de mais alta ordem (Roisenberg, 1998).
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Para esta classe de RNA existem trabalhos mostrando que redes neurais 
multi-camadas com funções de saída não-lineares, termos de bias e pesos de 
conexões ajustáveis, são capazes de aproximar, com a precisão que se deseje, 
qualquer função mensurável (Cybenko, 1988). 
A.3.2.3. Redes Diretas 
Redes Diretas, ou topologias Feedforward, são aquelas cujo grafo não tem 
ciclos (De Azevedo, 1993). Frequentemente é comum representar estas redes em 
camadas, com eamadas de entrada, de saída e intermediária5, como mostrado na 
Figura A. 6. 
il í) 
ii '\ 
Figura A. 6 - RNA Direta com quatro camadas de neurônios.
\ HE EE `z$`S 
Estas redes, atualmente, são as mais utilizadas, isto ocorre, principalmente 
oór existirem fáceis algoritmos de aprendizado para estes tipos de RNA's. Um dos 
algoritmos mais usado e o backpropagation, sendo que muita vezes este tipo de rede 
e denominada, impropriamente, de rede backpropagation. Outro motivo que tornou 
as redes diretas bastantes populares, é a sua capacidade de aproximar, com maior 
ou menor precisão. dependendo do número de neurônios da rede, qualquer função 
não-linear (Funahashi_ 1989). '
f 
ÍEm alguns trabalhos encontrados na literatura e comum se referir a 'camada' como sendo uma camada de conexões. Neste texto camada se 
refere sempre á camada de neurônios. e considerar-se-a os neurônios de entrada apenas um bufier
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A.3.2.4. Redes Recorrentes 
A topologia de RNA's com ciclos, ou com realimentação, ou com retroação, ou 
com feedback, são aquelas cujo grafo de conectividade contém ao menos um ciclo. 
Quando além disto envolvem neurônios dinâmicos, são denominadas recomentes. 
Uma rede recorrente pode ser composta pôr uma única camada de neurônios 
em que cada neurônio fornece o seu sinal de saida como entrada para cada um dos 
outros neurônios, como visto na Figura A. 7. A estrutura descrita na Figura A. 7 não 
possui camada intermediária. Além disto as malhas de realimentação envolvem 
apenas a utilização de ramos particulares, compostos pôr elementos de atraso 
unitário (representado pôr z"1, que é um operador da Transformada-Z) que resulta 
em um comportamento dinâmico não-linear, em virtude da natureza não-linear dos 
próprios neurônios.
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Figura A. 7 - RNA Recorrente Single-Layer. 
Esta caracteristica de dinâmica não-linearxdas redes recorrentes, permite que 
esta topologia seja utilizada em problemas e aplicações que exijam representação de 
estados, como por exemplo 1 controle industrial, filtragem adaptativa, predição de 
series temporais, etc. Atualmente. as RNA's recorrentes tem sido objeto de inúmeros
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estudos e em um futuro próximo, acredita-se que suplantará em utilização as RNA's 
diretas, justamente pela sua facilidade de representar sistemas dinâmicos. 
A literatura apresenta diferentes topologia de redes, onde cada autor 
apresenta o modelo e solução para determinados problemas. Uma boa referência é o 
trabalho de Giles, Kuhn e Williams (Giles et al, 1994) onde encontra-se uma boa 
fundamentação teórica para este tipo de rede. .
I
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