We consider external algorithms for skyline computation without pre-processing. Our goal is to develop an algorithm with a good worst case guarantee while performing well on average. Due to the nature of disks, it is desirable that such algorithms access the input as a stream (even if in multiple passes). Using the tools of randomness, proved to be useful in many applications, we present an efficient multi-pass streaming algorithm, RAND, for skyline computation. As far as we are aware, RAND is the first randomized skyline algorithm in the literature.
INTRODUCTION
The skyline of a d-dimensional dataset is the set of points (tuples) that are not dominated by any other point, where we say that a point p dominates another point p ′ if the coordinate of p on each dimension is not smaller than that of p ′ , and strictly larger on at least one dimension. A popular example is a hotel reservation system. Consider a hypothetical scenario in which a tourist is searching for a hotel that both is cheap and has high quality. Although most hotels that have higher quality tend to be more expensive, there could be real-life instances in which a hotel A is more expensive than a hotel B but B has better quality than A. Clearly, in this scenario, inferior hotels such as A should not be shown to this tourist. For example, Figure 1 shows the first 5 query results of hotels in Lyon from August 24 to August 28, 2009, when we search hotels.com in March 2009. Should hotels.com support skyline query and someone execute the query [Select *, From Hotels, Skyline of Price min, Guest Rating max], then hotels 2, 4, 5 should not be shown as they are dominated by hotel 1 (the latter has better guest rating and lower price); Only 1 and 3 should be on the skyline, as one has a better guest rating and the other has a lower price.
Since a database is usually too large to be stored in the main memory, skyline algorithms are external [4] in the sense that data resides on the external memory (i.e., disk) while its processing happens in the main memory. Skyline algorithms can be classified into two categories: with and without preprocessing. Pre-processing such as indexing [18] and sorting [8] helps speed up the skyline computation, but maintaining indices over a large number of dimensions could be computationally intensive. Without pre-processing, skyline algorithms have to take at least one pass over the database for computing the skyline and therefore are often slower than those with pre-processing. However, their flexibility and wider applicability makes them attractive alternatives in many application scenarios [10] . In this paper, we focus on the skyline algorithms without pre-processing.
In this work, we appeal to the concept of optimizing the worst case behavior of skyline algorithms. There are many real-time applications in which one would be interested in upper-bounding the times taken in skyline computation and minimizing its variance. Consider a flight booking site where the site searches for results, when presented with a query, and displays a skyline set of options. If the time taken for this page to load is longer than usual, the user is likely to abandon the search and try one of many other such sites.
Another example is skyline queries on stock markets, where prices change very rapidly. If a user (or automatic trading software on behalf of the user) wants to perform a transaction based on the results from the skyline query, presenting the results reliably fast is essential.
In this work, we propose a set of multi-pass data streaming algorithms that can compute the skyline of a massive database with strong worst-case performance guarantees (motivated above). The data stream in this context refers to the data items in the massive database (residing on disks) that are read into and processed through the main memory in a stream fashion. Our algorithms have a salient feature: They are not sensitive (performance wise) to the order in which the data items show up in the stream. Therefore, we can simply read the data items out from the database in the "physically sequential order" in the sense that disk heads only need to move in one direction during each stream pass. Since the seek and rotational delays of a disk are orders of magnitude larger than the transmission delay, this feature may translate into significant performance improvements in real-world systems.
Even with physically sequential accesses of disks, however, each pass over the database is still quite time-consuming. Therefore, our skyline algorithms need to minimize the number of such passes in order to have good performance. This objective is achieved using randomization 1 , which turns out to be a powerful tool in quickly eliminating a large number of non-skyline points from consideration after each pass.
Our Contributions
Our contributions can be summarized as follows.
• We formalize the multi-pass streaming model (implicitly with physically sequential accesses of disks) for the skyline problem. We are interested in worst case analysis, in terms of random and sequential I/O's and comparison operations. We prove a simple yet instructive performance lower bound under this model. (Section 3)
• The key contribution of this paper is a randomized multi-pass streaming algorithm, RAND. We present two versions, one with and one without fixed window, and prove their theoretical worst-case performance guarantees. These performance guarantees, combined with the aforementioned lower bound, shows that RAND algorithms are near-optimal. (Section 4)
• RAND can be extended to many other settings: (1) It can be adapted to the distributed model, where the goal is to minimize the communication when different sites have different parts of the input. (2) It extends to a deterministic variant that works for the 1 Our technique uses randomness in the algorithm but does not assume any distribution on the input.
two-dimensional case. (3) It works even for partiallyordered domains. (Section 5)
• We perform extensive experiments on real and synthetic data, which show that RAND is comparable to the state-of-the-art skyline algorithms in various performance metrics. We also show that, with certain perturbations of the data orders, the performance of the other algorithms degrade considerably while RAND is robust to such changes. (Section 6)
RELATED WORK
Skyline computation, previously known as Pareto sets, admissible points, and maximal vectors, has been extensively studied in the theory and mathematics community since 1960s (see, e.g., [3, 14, 16] ). However, they assume that the whole input data can be fit in the internal memory. Therefore, these algorithms do not scale well to large databases. In particular, any scalable algorithm should be external. The problem in this setting, and the name skyline, were introduced to the database community by Börzsönyi et al. [4] and has been studied extensively since then.
As mentioned in the introduction, external skyline algorithms can be classified into two categories: with and without pre-processing. Each category has its own advantages and disadvantages. Algorithms presented in this paper are in the latter category. We review some state-of-the-art algorithms in this category that we compare against: BNL and LESS. Both algorithms serve as good benchmarks for comparison as they perform well with respect to different parameters.
BNL [4] operates with a memory window of size w. It makes several passes over the data, each time storing the first w points that are undominated. While reading the disk, any point that is dominated is eliminated so that it is never read in the future. BNL has a timestamping mechanism that is used to determine when a point is in the skyline and when all points it dominates have been eliminated. It continues to make passes over the data until all skyline points have been obtained. BNL remains to be a classic algorithm in that several other algorithms use BNL or a modification of it as a subroutine.
LESS [10] is an extension of the SFS algorithm [8] . SFS assumes that the data is pre-processed by sorted according to a scoring function. Once sorted, a BNL-like filtering procedure can then be performed on the data to get the skyline points. Sorting the data gives the desirable property that, as soon as a point gets added to the buffer, it can be output as being in the skyline and does not need any timestamping overhead. The authors of [8] suggest the use of the entropy function to efficiently eliminate many tuples. LESS eliminate some more points while sorting and integrates the final pass of the external sorting phase with the first filter pass.
Another category of skyline algorithms that we do not consider here are those with pre-processing. The main feature of these algorithms is that they can compute skyline without going through the whole input data; thus, they are progressive. Most of the algorithms in this category are index-based and exploit R-tree and its variations to obtain good performances. The first algorithm in this category is the nearest neighbor (NN) algorithm in [13] and the stateof-the-art algorithm in this category is BBS [18] which is I/O-optimal. As mentioned in the introduction, we do not consider this category in this paper.
Several other variants have been considered. Since it is not possible to list a complete survey of all papers, we mention a few here. Algorithms using the bitmap method [25] and for partially-ordered attributes to capture dynamic user preferences [6, 5, 32, 22] , computing cardinality or exploiting low cardinality domains [7, 17] , sliding window or time-series skyline queries [15, 27, 12, 35] , distributed and super-peer architectures [2, 31, 36, 19] , representative skylines [26] , probabilistic skylines on uncertain data [20] have been studied. We mention the streaming and distributed related works again in Sections 3 and 5.1 respectively.
MULTI-PASS STREAMING MODEL FOR SKYLINE ALGORITHMS
In this section, we define the streaming model for skyline computation and present a lower bound for the problem.
Since most databases today are too large to fit in main (internal) memory, they are typically stored in external memory on one or more magnetic disks. In this type of memory, sequential disk access is preferable to random disk access for several reasons. First, sequential disk access is considerably faster than the random disk access as the latter involves a number of seek operations. For example, algorithms for spatial join that access pre-existing index structures (and thus do random I/O) can often be slower in practice than algorithms that access substantially more data but in a sequential order (as in streaming) [1] . Second, sequential access has the advantage of using modern caching architectures optimally, making the algorithm independent of the block size (i.e., cache-oblivious) [9] . For these reasons, the models designed to capture magnetic disks have to distinguish the two types of memory access.
There have been many practical models proposed in the literature. Well known models include the parallel disk model (PDM) and the multi-pass streaming model [30, 21] . In this paper, we aim at exploring the power and limitation of the latter model in the context of skyline algorithms. In this model, the data is streamed sequentially through internal memory. Moreover, it is possible that the data is streamed multiple times; we refer to each scan through the dataset as a pass. Additionally, we allow our algorithms to produce a new stream while they are reading the current stream data. This is a common method used in many skyline algorithms: Read data from one file and write a new file if necessary. We note that this can be implemented with only sequential disk access when there are at least two disks available. Such a model has recently been defined as a Read/Write streaming model [23, 24] and has received considerable attention from the theory community.
There has been work on computing skylines in a streaming setting [15, 27, 12, 35] . However, these works look at singlepass streams under the sliding window model, whereas we are interested in multi-pass algorithms. A single pass is too restrictive for computing skylines as we demonstrate in the following section.
How hard is it to stream?
In this section, we show that it is impossible to design an efficient algorithm that reads each point exactly once. We note, however, that our algorithms described in the next section can complete in very few passes. Theorem 1. Consider any m ≥ 3 and any n ≥ m and consider any deterministic or randomized single pass streaming algorithm A that always stores fewer than n/2 points. There exists an input on n + m points with m skyline points such that A fails with probability at least 1/2.
Notice that the theorem asserts a lower bound for every m, in particular, even when m is constant and much less than n.
Proof. We prove the theorem for m = 3 and it naturally generalizes to larger m. Construct a distribution over sets of points from R 2 , X1, X2, . . . , Xn. Each of them contains the following n points {(1, n), (2, n − 1), (3, n − 2), . . . , (n − 1, 2), (n, 1)}. In addition, each Xi contains two more points {(i − 1, n + 1), (n + 1, n − i)}. Algorithm A is presented with Xj where j is chosen uniformly at random from {1, 2, . . . , n}.
Notice that the skyline of Xi is precisely the set of three points {(i − 1, n + 1), (i, n − i + 1), (n + 1, n − i)}. If A stores only s points, it is able to store only s points of the first n. Since the last two points determine which of the first n is in the skyline, and there is an equal probability of any one of the first n points being in the skyline, A fails with probability at least n−s n . The result follows for deterministic algorithms.
We now use Yao's minimax principle [34] to prove the same lower bound for randomized algorithms. Yao's principle states that the expected cost of any randomized algorithm for solving a given problem, on the worst case input for that algorithm can be no better than the expected cost for a worst-case random probability distribution on the inputs of the deterministic algorithm that performs best against that distribution. In the construction above, we had a probability distribution of inputs such that every deterministic algorithm (and therefore the best deterministic algorithm) failed with probability at least 1/2. Therefore, for any randomized algorithm, there is a worst-case input such that in expectation it fails at least half the time.
In the next section, we present our main algorithms for computing skylines under the streaming and related models.
ALGORITHMS
In the rest of this paper, we use n for the number of points, m for the number of skyline points, and d for the number of dimensions of each point. We measure the performance of algorithms in terms of random I/O's, sequential I/O's, and comparisons performed. The random I/O's is simply the number of passes performed by an algorithm in the streaming model. In this section, we present randomized algorithms for the following different settings:
• Streaming-RAND algorithm: This algorithm gives an efficient tradeoff between the memory space and the number of passes (random I/O's). In the worst case, it uses O(m log n) space, O(log n) passes (random I/O's), O(n log m) sequential I/O's and O(dmn log m log n) comparisons with high probability.
• FixedWindow-RAND algorithm: This algorithm runs using a fixed memory space; i.e., for a predetermined window size w, it always stores at most w points. We use this algorithm to compare performance with previous algorithms in the literature in Section 6. With window size w, this algorithm uses O(m log n/w) random
The high probability bounds are only O(log n) more than the expected bounds presented above. We also present them in this section.
Notice that the worst case is over all inputs, and the randomization (and therefore high probability or expectation bounds) is for the algorithms' coin tosses. In other words, our algorithms have the guarantees for any kind of input.
Outline
The main idea is to quickly find skyline points that dominate many points in a few of passes. In particular, we present an algorithm that finds a set of skyline points which dominate about half of the input points in three passes, using memory space O(m). The main idea is that such skyline points are easy to find by sampling: If we pick one input point uniformly at random and find a skyline point that dominates this point, then we are likely to find a skyline point that dominates more points than another. The main goal of our sampling technique is to be able to sample skyline points. However, there are two difficulties: it is not obvious how to sample a skyline point from all skyline points (as these are not known to the algorithm). Further, sampling skyline points uniformly does not necessarily ensure dominating a lot of points. We wish to sample skyline points in proportion to the number of points they dominate. It turns out that sampling roughly 24m points is sufficient to find skyline points that dominate at least points, in expectation. We now describe the algorithms and their analysis in details.
Key idea: Eliminating points in a few passes
We start with the following simple question: If m is known, how many points can we dominate using a constant-pass streaming algorithm with about m space? In this section we answer this question. We present a simple three-pass, 24m-space algorithm, Eliminate-Points (cf. Algorithm 4.1), that guarantees to eliminate at least 3n 4 elements in expectation. The tricky part here is analyzing its performance. We later extend this algorithm to other cases.
Algorithm 1 eliminate-points (m)
Input: p1, p2, ..., p n ′ (in order) where n ′ is the number of points in the stream. Output: Skyline points S 
For any p
Delete from stream all points in S ′ and all points dominated by any point in S ′ . 9: return S ′ The main idea of the Eliminate-Points algorithm is to sample 24m points from the stream. (This sampling can be done in one pass using reservoir sampling [29] .) Next, we spend one more pass to replace these sampled points by points that dominate them. We note that it is important to do this in order (as it is crucial in the analysis of Lemma 2) . Points obtained at the end of this pass are skyline points (although not necessarily distinct). In the last pass, we delete points we obtain from the second pass and any points dominated by them. Now we analyze the algorithm. First, we analyze the performance in expectation. To simplify the analysis, we assume that the sampling is done with replacement; that is one point may be sampled more than once. The performance of the algorithm will be better if we sample without replacement.
Lemma 2. After Eliminate-Points algorithm with parameter m, the expected number of points left in the stream is at most n ′ /4, where n ′ is the number of points in the input stream.
Proof. First, we construct the following directed graph, denoted by G. The goal here is to allocate each point to a unique skyline point that dominates it (note that there could be multiple skyline points that dominate a given point). This graph consists of n ′ vertices corresponding to points in the stream. We abuse notation and denote the vertices by p1, p2, ..., p n ′ . It will be clear from the context whether we refer pi as a point in the stream or a vertex. For each i, we draw an edge from pi to pj if and only if pj is the first point (leftmost) in the stream that dominates pi. Figure 2 shows an example. (In the example, notice that (2, 2) points to (2, 3) but not (3, 2) since (2, 3) is the first point in the stream that dominates (2, 2) . Also note that if (2, 2) is sampled then it will be replaced by (2, 3) and (2, 3) will be later replaced by (3, 3) . Therefore, we get (3, 3) as a product.) Now, let q1, q2, ..., qm be the skyline points. For i = 1, 2, ..., m, define Si = {pj | There is a path from pj to qi}. (These sets are disjoint and their union is the set of all points in the stream.) Claim 3. If a point p is sampled in Pass 1 then the skyline point qi is in S ′ after the iteration ends where i is such that p ∈ Si.
Proof of this claim is placed in appendix. The main observation to make is that the sampled point p is in fact replaced, one by one as the stream progresses, by points on the path from p to qi.
By Claim 3, a point will remain in the stream after the algorithm finishes only if none of the points in the set Si containing it are picked in Pass 1. In other words, the number of points left in the stream is at most P i: S i ∩ S = ∅ |Si| (recall that S is the set of points sampled in Pass 1). We now bound the expected value of this quantity.
We mention the intuition behind the proof here and reserve the technical details for the appendix. First, notice that the bigger Si is, the more likely a point in Si will be sampled. Consequently, it is more likely that we end up with a skyline point qi as compared to qj if |Si| > |Sj|. This is the key insight in the algorithm, as the random sampling biases the algorithm towards skyline points that are likely to dominate a larger number of points.
However, can we argue that at most
are left? Consider all Si such that |Si| ≥ n ′ 8m , i.e., the large Si's. For any of these large sets, its size is 1/8m fraction of all the points. Therefore, sampling at least 8m points will get us at least one point in this set in expectation. However, we may not find samples from all large sets. A clever analysis can be used to show that we eliminate a large fraction of points in these large sets. Finally, a counting argument shows that the total number of points in these sets combined is a large fraction of all the points (to be precise, it is at least 
Streaming algorithm
Now we develop a time/space-efficient streaming algorithm for finding all skyline points. We first give a high level idea of the algorithm. Let us focus on the number of passes for now. The basic idea is to apply the EliminatePoints algorithm repeatedly until no points are left in the stream. If m (the number of skyline points) is known ahead of time then this process is likely to finish in O(log n) steps, where n is the number of input points. This is because we are likely to delete half of the points in each application of Eliminate-Points.
However, the difficulty is that m is not known. One way to get over this is to use the standard doubling trick to find m: Start with m ′ = 1 (as the guess for the number of skyline points), run Eliminate-Points for O(log n) steps assuming that m = m ′ . If the problem is not solved, double the size of m ′ and repeat. Since we will be done (with high probability) when m ′ ≥ m we have to repeat only log m steps (with high probability). Therefore, this algorithm is likely to stop in O(log n log m).
To get the number of passes to O(log n+log m), we exploit Lemma 5 further. By such Lemma, if m ′ ≥ m then we are likely to eliminate half of the points in every pass. Therefore, if we find out that the algorithm eliminates less than such expected fraction, we double m ′ immediately instead of waiting for another log n passes. The algorithm is stated as the Streaming-RAND algorithm (cf. Algorithm 2).
We now give a formal analysis of this algorithm. The efficiency of the algorithm relies on the fact that we are likely to stop before m ′ gets too big, as shown in the following two lemmas.
Lemma 5. After Eliminate-Points algorithm with parameter m, at most n ′ /2 points are left in the stream with probability at least 1/2, where n ′ is the number of points in the input stream.
Proof. Let X be the number of point left in the stream after Eliminate-Points algorithm. Recall from Lemma 2 that
Algorithm 2 Streaming-RAND 1: Let n be the number of points in the input stream. Let m ′ = 1. 2: while the input stream is not empty do 3:
Let n ′ be the current number of points in the stream 4:
Call Eliminate-Points(m ′ log(n log n)) 5:
If more than n ′ /2 points are left in the stream, m ′ = 2m ′ . 6: end while Remark: In case the stream cannot be changed, we do not have to actually delete points from stream. We only keep the skyline points found so far and consider only points in the stream that is not dominated by any found skyline points.
Lemma 6. The probability that the algorithm repeats until m ′ ≥ 2m is at most 1/n.
Proof. Let τ be the first iteration that m ′ is at least m; that is, m ≤ m ′ < 2m. Consider any iteration after τ . Recall that by Lemma 5, each run of Eliminate-Points(m), which samples 24m points, halves the stream with probability at least 1/2. It follows that each run of EliminatePoints(m log(n log n)), which samples 24m log(n log n) points, halves the stream with probability at least 1 − 1/(n log n). By union bound, the probability that all log n iterations after τ delete at least half the points is at least 1 − 1/n. This implies that, with probability 1 − 1/n, the stream will be empty before m ′ is increased again.
Now we analyze the algorithm in all aspects.
Theorem 7. Streaming-RAND algorithm (cf. Algorithm 2) uses with probability at least 1 − 1/n, Proof. By Lemma 6, m ′ < 2m with probability at least 1−1/n. We show that the theorem holds when this happens.
For the first claim, when m ′ < 2m the space becomes O(m log(mn log n)) = O(m log n) as claimed.
For the second claim, observe that the algorithm in each iteration either scales m ′ up twice or scales n ′ down by half. It can scale down n ′ for only ⌈log n⌉ times and it scales m ′ up for only ⌈log m⌉ times (before m ′ ≥ 2m). We thus prove the second claim.
For the third claim, first we count the number of sequential I/O's made by iterations that increases m ′ . There are ⌈log m⌉ such iterations (if m ′ < 2m) and each iteration reads through the stream three times. So, the total number of sequential I/O's used by these iterations is O(n log m). For the number of sequential I/O's used by the remaining iterations, observe that the size of the stream is at most n/2 i−1 in the i-th such iteration (because such iterations scale the size of the stream down by half). Therefore, the number of sequential I/O's for this m ′ is O((1 + 1/2 + 1/2 2 + ...)n) = O(n). We thus prove the third claim.
For the last claim, observe that when the algorithm reads a new element from the stream, it compares this element with all elements in the memory; i.e., it compares O(m log n) Notice that this is a near-optimal trade-off between space and passes of any streaming algorithm, since our lower bound shows that with one pass, any algorithm requires Ω(n) space. We increases the passes by only a logarithmic factor and get almost optimal space bounds.
Fixed-window algorithm
Many of the previous skyline algorithms are presented with predetermined window size w. That is, the algorithm is allowed to store only O(w) points in the stream; this might be a constrained due to the memory specifications of the Now we analyze the algorithm. We first state the theorem in terms of expectation, and then the high probability bound. Proof. Consider running Eliminate-Points(⌊w/24⌋) for ⌈24m/w⌉ times. We claim that this process is as efficient as running Eliminate-Points(m). (In other words, the distribution of the running time of the former process stochastically dominates that of the latter one.) Intuitively, this is because both processes get the same number of samples but the former process does not sample points that are dominated by the previous samples. We now analyze the process of running Eliminate-Points(m).
The key idea is to consider the runs of Eliminate-Points(m) that reduces the stream by at least half. Let us call these runs "success" runs and the rest runs "fail". Recall from Lemma 5 that each run succeeds with probability at least 1/2.
For the expected number of times we have to run EliminatePoints(m), observe that we have to run the algorithm until we see log n success runs. Since each run succeeds with probability 1/2, the expected number of times we have to run Eliminate-Points(m) is at most 2 log n. Multiplying this number by ⌈24m/w⌉ gives the number of random I/O's claimed in the theorem statement.
For sequential I/O's, we claim that the expected number of fails between each pair of consecutive successes is 1. To be precise, for i = 0, 1, ..., log n, let Xi be the number of fail runs between the i-th and (i + 1)-th success runs. Since each run succeeds with probability at least 1/2, E Proof. The random I/O's can be proven by Chernoff bounds (essentially arguing that in 2m log n/w executions with w space with high probability, at least m log n/w executions result in eliminating half the points). Observe that in O((m ln(mn log n))/w) passes we get samples equal to one round of eliminate-points. The lemma follows immediately from the previous section. An important point to note is that, in expectation, the number of sequential I/Os (and consequently comparisons) save a log n factor as there is no need to perform the doubling trick.
Algorithm Comparisons
We compare performance of the FixedWindow-RAND algorithm (referred to as RAND from now on) in the worst case against BNL and LESS, two previously proposed nonpreprocessing fixed-window algorithms. The asymptotic performance bounds are summarized in Table 1 . Recall that n denotes the number of input points, m denotes the number of points in the skyline, and d denotes the dimension.
We analyze three parameters that affect the algorithms' performance: random I/O's, sequential I/O's, and the number of comparisons. Although, intuitively, random I/O's are those I/O's that need seek operations, this definition could be confusing sometimes as sequential I/O's can be sometimes counted as random I/O's. To avoid this confusion, we define a random I/O to be I/O that reverses the hard disk head: the previously read element appears after the newly read element on the disk.
The expected bound of RAND is shown in Theorem 8. For BNL and LESS, the upper bounds are already shown many times in the literature and the the formal proof of the lower bounds can be constructed by creating fairly simple tight examples. We omit them here for brevity.
As can be seen from the comparisons table, in all the algorithms, the number of sequential I/O's is significantly more than the number of random I/O's. However, the cost of a random I/O can be a lot more than the cost of a sequential I/O. Therefore, it is important to analyze these separately. In terms of random I/O's, LESS scales linearly with n, so is worse than BNL and RAND. Further, RAND is better than BNL with a saving of almost a w factor (the random I/O's of RAND are actually the minimum of what is written in the table for BNL and for RAND). In terms of sequential I/O's, LESS and RAND are asymptotically the same, and better than BNL by a w-factor.
Apart from I/O's, comparisons made by algorithms is a key contributor to the overall performance. LESS has a sorting phase because of which it incurs Θ(n log n) more comparisons than RAND. Further, BNL incurs roughly a w-factor extra comparison cost as compared to RAND (which is why BNL's cost increases when the window size is increased beyond a point).
These interpretations are corroborated by the results in our evaluations section.
EXTENSIONS
In this section, we discuss about extending our algorithms to various settings. First, we show that it can be extended to efficient distributed algorithms. Secondly, we show a deterministic variant of the algorithms for the case of 2-dimensions. Finally, we show that the algorithms can solve a more general problem on posets.
Extending to Distributed Algorithm
We extend our algorithm to the distributed setting, where the database is horizontally partitioned, i.e., the set of points is partitioned across several machines. The model assumes that there is a central machine (coordinator) that queries the other machines and outputs the final answer. While executing the algorithm, there is point to point communication between the coordinator and every other machine. In particular, the central machine may broadcast information to all other machines. A key objective, however, is to minimize such communication. See Zhu et al. [36] for an excellent survey and description of a similar distributed model.
We start by making Eliminate-Points algorithm (cf. 4.1) suitable for the distributed setting. The main difficulty is that Pass 2 relies on the input order. We modify Pass 2 slightly to make it order-independent, as follows. We call this algorithm Lex-Eliminate-Points. We claim that this algorithm also has the same bound guarantee as the Eliminate-Points algorithm (as in Lemma 5) . Since the proof is essentially the same (with the definitions of "big sets" slightly modified), we omit the details.
Remark: The lexicographic order can be replaced by any total ordering that preserves domination. For example, if the input data is a set of vectors, we can pick pi that dominates p ′ j and has maximum summation of values over all coordinates, or maximum entropy, instead. Now, let us consider the following distributed version of the Lex-Eliminate-Points algorithm.
To analyze the Distributed-Lex-Eliminate-Points algorithm, consider a stream obtained by concatenating the streams from all machines (order the streams by the corresponding machines' IDs). It can be easily observed that the Distributed-Lex-Eliminate-Points algorithm gives the same result as the Lex-Eliminate-Points algorithm on the stream defined above. We get the following theorem. points to the central machine, where x = ⌈m ln(mn log n)⌉. Moreover, after the algorithm finishes, at least half of the input data will be eliminated with probability at least 1 − 1/(n log n).
Using the above lemma, one can modify algorithms Streaming-RAND and FixedWindow-RAND to get distributed algorithms. The number of random I/O's becomes the number of rounds and the memory space becomes the communication per round. We get the following results from Theorem 7 and Theorem 9.
Theorem 11. There is a distributed streaming skyline algorithm such that the central machine broadcasts and each of other machines sends O(m log n) points per round and, with high probability, finishes in O(log n) rounds with probability at least 1 − 1/n. Theorem 12. For any w, there is a distributed streaming skyline algorithm such that the central machine broadcasts and each of other machines sends O(w) points per round and, with high probability, finishes in O( m w log n) rounds.
Deterministic 2D algorithm
Among deterministic and randomized algorithms with the same performance, the former is preferable. We show that when the points have only two dimensions, there is an efficient deterministic skyline streaming algorithm. We note that previous algorithm [14] could not be adapted for sequential access since it requires sorting.
The main idea is to replace the Eliminate-Points by the deterministic algorithm called 2D-Eliminate-Points (cf. Algorithm 5.2).
The main component of the 2D-Eliminate-Points algorithm is Greenwald-Khanna's approximate quantile summary [11] : Suppose we read n numbers from stream a1, a2, ..., an. Let π be a sorting permutation of data; i.e., a π(1) ≤ a π(2) ≤ Algorithm 4 2D-Eliminate-Points 1: Let n be the size of the stream 2: Pass 1: Compute ǫ-approximate quantile summary of the first coordinate using Greenwald-Khanna's algorithm [11] where ǫ = 1/4m. From this summary, find v0, v1, ..., vm, which are the 0-th, (1/m)-th, (2/m)-th, ..., (m/m)-th approximate quantiles respectively. 3: Pass 2:
Pass 3: For any pi: (1) If pi is dominates some points in S then delete those dominated points from S. (2) If (1) holds and pi is not dominated by any points in S then add pi to S. 5: Pass 4: Delete all points in S and all points dominated by any point in S from the stream. 6: return S ... ≤ a π(n) . For any 0 ≤ φ ≤ 1, the approximate φ-quantile is a number t that is not too far from a ⌈φn⌉ ; i.e., a π(⌈φn−ǫn⌉) ≤ t ≤ a π(⌈φn+ǫn⌉) . In particular, the value of vi has rank between (ni)/m − ǫn = (ni)/m − n/(4m) and (ni)/m + ǫn = (ni)/m + n/(4m). As a consequence, for any i the number of element of value (of the first coordinate) between vi and vi+1 is between n/(2m) and 6n/(4m). (Note that v0 is always the minimum value and vm is the maximum value.)
Lemma 13. After the 2D-Eliminate-Points algorithm finishes, either |S| ≥ m/2 or the stream size is at most n/4.
Proof. Let S
′ be the set returned by the algorithm. Suppose that |S ′ | < m/2. We partition the points p and S2 must be dominated by some point in S ′ . We present two simple claims whose proofs are placed in the appendix. It follows, as before, that for any i there are at least n/(2m) points whose first coordinate lies between vi and vi+1. Therefore, there are at least |S1| · n 2m > n/4 points deleted from the stream.
We obtain deterministic algorithms by using 2D-EliminatePoints as a subroutine of the Streaming-Skyline and FixedWindow-Streaming-Skyline algorithms.
Posets
Although the algorithms we described so far are developed primarily to compute skylines where the input is assumed to be a set of vectors, they can in fact solve more general problems on mathematical objects called posets.
We begin by defining posets formally. A partial order is a binary relation that is reflexive, antisymmetric and transitive. (That is, for any element a, a a. The problem of finding minimal elements on posts is to find all element p such that there is no element q p. In other words, we want to find all elements that are not "dominated" by any other elements. It follows that skyline computation is a special case of such problem when the elements are vectors and " " is equivalent to "dominate".
One of the results in Daskalakis et al. is a randomized algorithm that solves the problem using O(ωn + ω 2 log n) "queries" in expectation where ω is the "width" of the poset. Since our algorithms presented in section 4 do not need any structure of vectors, it can be used to find minimal elements on posets as well. In particular, the Streaming-Skyline is a streaming algorithm that uses O(mn) = O(ωn) queries in expectation. Moreover, it uses only O(m log n) space, O(log n) passes. Thus, it is asymptotically as good as the previous algorithm in terms of the number of queries. Moreover, to the best of our knowledge, it is the first non-trivial streaming algorithm.
This version of our algorithm on posets can be adapted to compute skylines with partially-ordered domains (see, e.g., [6, 32, 33, 22] and references therein).
EXPERIMENTAL EVALUATION
In this section we present results from an experimental study comparing our external randomized algorithm (FixedWindow-RAND or RAND) with the best known non-indexing algorithms. All our implementations were done in Java. To remove the effects of caching on our I/O times, we padded each record up to 104 bytes, similar to [4, 10] . Furthermore, we decreased the memory size of our machine to just 256MB so that very little memory would be available for caching. All our experiments were performed on a dual-core 1.7GHz Intel Xeon running Linux 2.6.9. The machine had two hard disks and we implemented all algorithms to use both of them.
We performed experiments on both synthetically generated and real datasets. We generated independent, correlated, and anti-correlated data using the dataset generator that was provided by the authors of [4] . The real data sets that we used are summarized in Table 3 2 . For all these datasets, we computed the skyline using min in all dimensions.
We compared the performance of our algorithm against the state of the art external non-indexed algorithms : BNL [4] and LESS [10] . In particular, we did not compare against indexed algorithms such as BBS [18] as they are not com-parable in this setting. We also evaluated the performance of some other algorithms, including SFS [8] and BEST [28] , but they were considerably slower (as noted earlier in [10] ) and we do not show the results for them here.
In our experiments, we compare the wall-clock running time, number of comparisons and I/O's. Unless otherwise stated, each experiment used as default a window size equal to 1% of the number of points (as in [4, 10] ). Therefore, in our implementation, for any comparison, all three algorithms use same amount of memory. The synthetic data sets each had one million data points and five dimensional data.
Since our algorithm is randomized we measured the variance in its performance for a single data set. We repeatedly ran RAND on the House data 500 times and measured the standard deviation of the running time to be less than 1% of the mean. Furthermore, in 95% of the runs the running time of RAND exceeded the mean running time by at most 2%, and in all the runs it never exceeded the mean by more than 4%. Hence, the performance of RAND does not vary much due to randomization.
Baseline Comparisons
We compared our algorithm with BNL and LESS for all the datasets described above. For brevity, though, we only show the results for the House and anti-correlated datasets, and comment on how the results were different in other cases.
We do not wish to assert any quantitative comparisons between these algorithms since we believe that the time taken by each algorithm is dependent on several variables such as the machine specifications, implementation details, and data type. Instead, we present these results as a qualitative analysis to show the relative performance of each algorithm as some parameter is varied.
In Figures 4 and 5 , we show the performance of the different algorithms when the window size w (i.e., the number of points that can fit in main memory) is varied between 0.1% and 10% of the number of points n in the datasets. We show the graphs of I/O's and comparisons only for the anticorrelated case. The trends are similar for the house data. Since the number of I/O's ( Figure 5(b) ) decreases rapidly and the number of comparisons ( Figure 5(c) ) increases very slowly, RAND and LESS benefit from the larger window size. However, beyond some point, there is only marginal benefit. The running time of BNL increases as the window is made larger beyond some point. This is because, as the window size increases, the number of comparisons increases and BNL has book-keeping costs associated with each comparisons.
In Figure 6 , we varied the number of data points when the window size is fixed to 1%. We observe that the performance in all three metrics of all three algorithms is roughly linear in the number of points. We only show the plots for time for brevity. Whereas BNL is the best in the House dataset and LESS does well for the anti-correlated data, our algorithm performs comparably with both of them as n is increased.
In Figure 7 , we studied the variation of the performance in terms of dimensions. For House dataset, we pruned it down to the first two, three, four, five, and finally all six dimensions and compared the performance of the algorithms. All algorithms' performance in all metrics sharply increases, with different rates for each algorithm, when the number of dimensions goes beyond 5. This is because the number of skyline points increases rapidly as the number of dimensions increases. This is similar to results observed in [10] for the independent dataset. The fact that LESS becomes better than BNL and RAND as the dimensions are increased (equivalently the number of skyline points increased), but BNL and RAND beat LESS when the number of points are scaled can also be predicted from the comparisons table in Section 4.4. From these results it is apparent that the performance of RAND is comparable to BNL and LESS. We observed similar performance on the other real and synthetic data sets.
The running time of all algorithms in all datasets is summarized in Figure 8 . Roughly speaking, LESS performs very well in the synthetic datasets (Figure 8 (a) ) while BNL's performance can be sometimes very poor. However, BNL performs very well in all real datasets (Figure 8 (b) ) while LESS' performance is always the worst and sometimes very poor. It could be concluded from these results that the performance of BNL and LESS relies heavily on the structure of input data. However, RAND is always close to the best algorithm. This could be partly because it has a good worst case guarantee.
Order Dependence
Next, we show how the performance of the other algorithms degrade considerably with a simple re-ordering of the data, whereas our algorithm's performance remains robust against these changes. We perform the following simple modifications of the data sets described above: in each case, we sort the data in decreasing order of entropy. Defined in [8] , entropy is a scoring function that determines the likelihood with which a point is in the skyline. Additionally, we plot graphs where we sort the data in decreasing order of the entry in the first dimension. Figure 10 shows the comparative times for all three algorithms when the data is unsorted and sorted in decreasing entropy order. In almost all the cases, our algorithm shows little to no variance in performance. On the other hand, BNL and LESS both degrade in performance upto a factor of 2 or 3 times of their original running times for the real datasets and almost an order of magnitude difference for the larger synthetic datasets! This behavior can be explained as follows. By sorting in decreasing entropy order, we invalidate the effect of the entropy-based elimination filter of LESS. This makes LESS equivalent to SFS whose sorting phase incurs a lot of random I/O's and makes the algorithm much slower. In the case of BNL, the points which dominate fewer points are more likely to be found first in the stream and hence make their way in to the window. As a result, not many points are deleted from the stream in each pass. RAND, on the other hand, is still able to eliminate many points quickly as the skyline points in each phase are found starting from randomly sampled points.
In Figure 9 , we vary w as a fraction of n, and vary d and n on the House data and test the performance of all three algorithms when sorted in decreasing entropy. The point of this experiment is to see whether the trends reflected in Figure 10 are an exception or whether this trend is expected for various settings (in terms of sizes and choice of parameters). As can be seen, in Figure 9 (b) and (c), as n or d is increased, the performance of BNL and LESS remain poor while RAND continues to perform a few times better. Figure 9 (a) also shows the same trend but is a little confusing to interpret. The reason BNL climbs up rapidly after a point is because of what we had seen in Figure 4 due to the bookkeeping cost increasing. However, the message here is that even if this factor is ignored, RAND is consistently better than both BNL and LESS, and therefore more resistant to perturbations in the input.
A similar variation is seen in the case of sorting in decreasing order by first dimension, see Figure 10 (c) and (d). While in the real data the variation of all three algorithms is similar to the entropy sorted case, for synthetic data, the variation is slightly less. Regardless, RAND remains the most robust to such minor alteration while the performance of both BNL and LESS degrade by a factor between about 2 and 10, depending on the case. We therefore believe that RAND is a good choice when real time performance requirements are stringent. It is hard to imagine a situation where a database sorts all records based on their entropy, however, many databases indeed store the records sorted by an attribute value. While these experiments only show trends on sorting by simple rules, it is conceivable that by changing the data, the performance fluctuates even more.
CONCLUSIONS
We present the first randomized streaming algorithm, RAND, for skyline computation. RAND has provable worst case guarantees on the number of sequential and randomized I/O's and number of pairwise comparisons. We show that it is optimal to within a logarithmic factor in terms of the space and passes used. We present a distributed version of RAND and a deterministic version for the 2-dimensional case. Finally, we experimentally evaluate the performance of RAND to LESS and BNL and show that it is comparable in the average case. Further, RAND is robust to minor variations in the input while the performance of LESS and BNL deteriorate significantly. We believe that for applications where running time guarantees are desirable on skyline queries, RAND is the best choice. We present the most simple version of RAND, however, variations of the algorithm may be more suitable for specific scenarios such as low-cardinality domains or specific input distributions etc. Further, a good question is whether a modification of RAND can be made to handle real-time user preferences. Finally, handling dynamic streams (additions and deletions of points) is an interesting setting that RAND does not yet adapt to.
