Nowadays main infrastructure-as-a-service (IaaS) 
Introduction
Cloud Computing [1] [2] [3] [4] [5] [6] [7] [8] is a new computing model in which large-scale users can concurrently access any IT resources including hardware infrastructures, various platform and software services over the Internet, in a scalable, high-available, on-demand and low-cost manner. In recent years, it has generated strong interest in the academic and industry sectors and achieved great success on commercial applications. With the characteristics meeting very well with the demands of Cloud Computing paradigm, virtualization technologies, especially host virtualization, have been critical supporting technologies for the successful implementation of Cloud Computing paradigm.
Host virtualization enables the sharing of hardware resources among large-scale and concurrent customer services by consolidating Virtual Machines (VM) [9, 10] on the same set of physic hosts in a data center, improving the utilization rate and generality of hardware resources. IaaS (Infrastructure as a Service) [11] vendors can benefit largely from the host virtualization in two aspects, reducing operating costs and increasing total service throughput of data center. Therefore, the current dominant IaaS vendors have been employing it in their software components and removing the undesired ones, must be made before the VMs can be used by users. The reconfiguration process is also an important source of the VM startup latency. In order to further improve service response speed, the caching strategy for VM image template need to take this issue in to consideration.
The three characteristics mentioned above make the VM image template caching a challenging work, in which a hosting physical server has to use a small set of cached templates to meet a larger set of various template requests while reducing the reconfiguration time of the each VM created on it as much as possible. Based on the traditional caching strategy, current solutions on the VM image template caching don't take care about keeping otherness, in terms of the software system, between any two different templates cached. This will possibly lead to the high similarity between the cached templates and thus the short reconfiguration time and startup latency are not guaranteed for each created VM, but only for the small part of them which have the similar software system to the cached templates. In the other word, the traditional caching strategy is not optimized for the average startup latency of VMs created, which causes part of users' bad use experience because of the long service response time.
In this paper, we exploit the clustering method to divide the large set of VM image templates which are frequently used in the data center into several clusters by the similarity of software system. Then the contents for caching will jointly be formed with the templates, which are the centers of the clusters. Based on the principles of clustering method that there is great similarity within one cluster, the various VMs which are originally created from a large set of templates can be created from the cached small set of templates with short average reconfiguration time and thus short average startup latency of VMs can be achieved in an IaaS data center. Followings are the main contributions offered by this work: 1) Proposinpg a clustering-based VM image template caching strategy to optimize the average reconfiguration time and then average startup latency of new created VMs in the IaaS data center.
2) Implementing the proposed caching strategy by a modified k-means clustering method which select a set of template to be cached from all the VM image templates stored in an IaaS data center and theoretically proving the selected set of templates can minimize the average reconfiguration time of all user VMs under the same limits on the number of templates which can be accommodated by the cache space.
3) Designing correlative simulation experiments to make comparisons between VM image template caching solutions based on the traditional caching strategy and our approach on different performance evaluation metrics.
The rest of the paper is organized as follows. In Section II, we first introduce some related preliminaries. Then we formulate the problem of the VM image template caching in IaaS data center in Section III. In Section IV we present the clustering-based VM image template caching strategy. We present the clustering-based VM image template caching system architecture in Section V. We evaluate our approach in Section VI. Finally, we conclude in Section VII.
Preliminaries
Application Systems Transformation (AST): It is well known that one application system can be transformed to another one by uninstalling unwanted and installing the missing software components. Furthermore, although application systems have their own special purpose, different application systems have many same software components [17] . Therefore, the transformation between two different application systems can usually be achieved quickly because only a few software components need to be uninstalled or installed as needed. The AST is the foundation of the reconfiguration operation of new created VMs involved in the template-based VM creation.
Distance between Application Systems (DBAS): The DBAS is an important concept used in the caching strategy proposed in this paper and defined as the time cost during AST operation between application systems. Obviously, when two application systems, in terms of the software system, are more similar to each other, the less time needed for the AST operation and the value of DBAS is smaller. The definition of the DBAS is given in the following equation:
, where DAB represents the distance from application system A to B. The R and I respectively represent the sets of software components which the application system A needs to remove and install during the AST. The RTc is time cost for the removal of software component c (c ∈R) and the ITc is time cost for the installing of software component c (c∈I).
Problem Description
In order to quickly deploy user VMs, a set of VM image files of frequently used application systems are usually stored as VM image templates in an IaaS data center. Because of the various application purposes, the great differences of software system exist between these templates. The Figure 1 illustrates a typical distribution of these templates in terms of the distance between them. From this figure, we can find that the distance between different templates varies greatly and for example, the D AC is obviously larger than the D AB . Before further discussions, we first give some relevant assumptions and definitions below. For simplifying the problem we discuss, we just care about the startup latency of frequently used VMs and thus we assume all the deployment requests coming in the IaaS data center are for the frequently used VMs. We define the set of all user VMs probably created in the IaaS data center as follows:
The vm i represents one type of user VM. The VM image files of elements in the set UVM form the VM image template set T stored in the IaaS data center. The set T can be described as follows: T = {t 1 , t 2 , t 3 , …, t n } The t i represents the VM image file of vm i . Let T c be the set of the VM image templates to cache. The T c is a subset of the set T and the size of it is determined by the cache size.
Assuming that the cache space can accommodate m templates, we can describe the set T c in the following formula:
, where c i represents a specific cached template.
For any two VM image templates t A and t B , we can define the transformation time based on the definition of the DBAS mentioned above as:
For a set of VM image templates represented as T set and one specific template t A , the transformation time between them can be defined as follows:
A local cache of hosting physic servers only can cache a part of all templates stored in an IaaS data center, that is, T c  T, which means that all VMs originally created from the large set T have to be created from the small set T c . In this situation, the new created VMs must be reconfigured to change the software system as needed before them can be used. Let vm i  UVM be a VM to be created and t i  T is the VM image file of the vm i , and then we can define the reconfiguration time of vm i when it created from the cache T c in the following formula:
T_transf (T c , t i ), t i  T c (3)
In terms of the long term observation results, there is slight difference in the frequency of use for the frequently used VMs. So, it is reasonable to say the deployment requests for various VMs come in an equal probability. Based on the definitions above, now we can further define the average reconfiguration time of the all VMs created in the IaaS data center with the cache T c in place as follows:
The current solutions on the VM image template caching, based on the traditional caching strategy, only select some templates which are frequently used recently to cache. Considering the distribution characteristics of templates shown in Figure 1 , this selecting strategy will lead a probable distribution of the elements of the T c , as shown in the Figure 2 International Journal of u-and e-Service, Science and Technology Vol. 6, No.6 (2013) For easily illustrating the distribution of the cached templates by a graph, we assume that the cache space can accommodate only five templates, i.e., m=5. In the Figure 2 (a) , the hollow dots, c 1 , c 2 , c 3 , c 4 and c 5 , represent the cached templates, which have the top five frequency of use recently among other templates. The solid dots represent the not cached ones. There are five circular areas, which take the hollow dots as the centers and d as radius. When a solid dot A falls into one of these areas, it means that the time less than d will be cost for the transformation from the circle center c i of this area to the template t A represented by the solid dot A. In other words, the VM originally created from the t A can be created from the c i with reconfiguration time less than d. From the distribution pattern, as shown in Fig.2 (a) , we can find, based on the definition of the formula (3) , that only some types of VMs can be created from the cached templates c 1~c5 with short reconfiguration time while other VM creations need relatively long reconfiguration time. Based on the definition of the formula (4), we also can know that the traditional caching strategy doesn't make the T c optimized for the average reconfiguration time of VMs created in the IaaS data center. However, the optimizational average reconfiguration time is critical for an IaaS data center to reduce average startup latency of VMs and then provide the rapid service response to all users. In order to solve this problem, the optimum T c (OT c ) must be found, which satisfies the following formula, , where the integer m > 0 represents the number of templates the cache space can accommodate.
Clustering-based VM Image Template Caching Strategy
In this section, we illustrate the problems of using the k-means clustering to find the OT c which satisfies the formula (5) . Based on the definition of the formula ( , where the m has the same meaning as defined in formula (5). When we find the OT c which satisfies the formula (7), it also satisfies the formula (5). Now the problem can be converted to find the OT c which satisfies the formula (7).
In the rest of this section, we will describe how to find the OT c by the k-means clustering. The k-means is one of the simplest unsupervised clustering algorithms, which aims to partition n elements into k clusters so as to minimize the within-cluster sum of squares. In order to make the k-means suitable for our application here, the aim to minimize the within-cluster sum of squares is changed to the following formula, , considering the existence of optimal result of the formula (7). Now, for all templates t i  T, we include these which are closer to the oc i than other ones among the OT c into the set Neighbor oc i . Then we can get m clusters and T= ⋃ Neighbor
. It is obviously that the oc i is the clustering center of the Neighbor oc i . Based on the assumption that the T center is the final clustering result, which satisfies the formula (8), we can get the following formula, 
There is a confliction between the formula (10) and (9) and it is caused by our assumption. So the theorem 1 is correct and means that the OT c can be generated by k-means clustering. The Figure 2 (b) illustrates a typical distribution of the OT c , when m=5.
Clustering-based Template Caching System Architecture
The current major IaaS vendor' data centers consist of multiple physic server clusters. In this framework, user VMs can be deployed on any server in the data center according to a certain scheduling strategy. We build our caching system based on this framework. The overall architecture of our caching system is shown in Fig.3 and then we will introduce key components involved in this architecture.
A Local Cache Space is set for each physic server cluster to cache the OTc. When a deployment request for a user VM vmi (the ti is the image file of vmi) is assigned to a physic server, by the help of the Matching Module, the server selects the target ci in the OTc which makes the value of T_transf (ci, ti) smallest to create the user VM. Then the new VM created from the ci need further reconfiguration before it can be used by user. When the reconfiguration process need to install some missing software components, the new created VM will interact with the Frequently-used Software Components Repository to fetch the needed software components. The VM Image Template Repository store the set T and deploy the OT c Selecting Module to conduct the OT c selecting algorithm to determinate the contents to cache. In order to keep short startup latency for VMs created in the IaaS data center, we introduce a reconfiguration time limitation d rtl as the ending condition to accelerate the clustering procedure with satisfied average startup latency for VMs. In our OT c selecting algorithm, the selecting of the k value in k-means clustering is related to the size of the cache space. If the cache space can accommodate m VM image templates, we choose m templates from the set T between which the distance is larger than d rtl as the initial clustering centers. Our OT c selecting algorithm will be described as follows: Step1: Choosing m templates from the set T which have the distance larger than d rtl between each as the initial possible OT c = {oc 1 Step4: Comparing the current new clustering result and the last one. If the new result is not better than the last one, then go to step5 and the current clustering result is the final outcome. Otherwise go back to step2.
Step5: Ending the clustering procedure. When the algorithm reaches the step5 not from the step3, we can conclude that the set T cannot be divided into m clusters under the restriction d rtl . In this situation, considering the size of cache space and the user demand for service response speed, the value of k or d rtl will be increase to get a proper OT c . In addition, the user VM deployment requirements vary at different time in an IaaS data center. It means that the set T stored in the VM Image Template Repository is dynamically changed. In order to adapt to the changes of user VM deployment requirements, the existing OT c should be updated by recalling the OT c selecting algorithm on the new T. Then the new OT c can be used to update the Local Cache Space of each physic server cluster by the help of the Updating Module.
Evaluation
In this section, we evaluate the performance of the Clustering-based VM Image Template Caching Strategy. As mentioned above, the reconfiguration time accounts for a part of the startup latency of one user VM and this paper mainly aims to improve the average startup latency of all user VMs created in an IaaS data center by reducing the average reconfiguration time of them. So, in the evaluation, we take the average reconfiguration time (ART) as a performance evaluation metric.
Another performance evaluation metric involved in our evaluation is the (12) The Total represents the number of all user VM deployment requests coming in an IaaS data center and the Hits represents the number of cache hits among these deployment requests. In the rest of this section, we will make comparisons between the VM image template caching solution based on the traditional caching strategy and our approach on the performance evaluation metrics, ART and HitRatio d , under different capacity setting of the cache space which leads to different number of templates cached.
The Description of Simulation Experiment Environment
In our experiment, we select 1000 VM images to form the template set T of the IaaS data center and these VM images include hundreds of different software. In order to facilitate the construction of data structures to be used in the simulation experiment, we assign each kind of software included in the 1000 templates a unique ID. Then the VM image template set T can be simulated by an array of structures, T_array, shown in Table 1 . In Table 1 , the software_list i stores the ID of all software (including os) included in template which has the ID i and the f i is preset for the corresponding template to simulate the historical usage of templates. The cache space can be represented by a simple array, C_array, whose length equal to the number of templates cached. The C_array store the IDs of cached templates as elements.
Selecting the Cached Templates by the Traditional Caching Strategy
In our experiment, for the traditional caching strategy, we simulate the selecting process of cached templates by the following steps:
Step1: Conducting lookup operation on the T_array to find n templates that have the largest value of f i among others.
Step2: Storing the corresponding ID of the n selected templates into the C_array.
The n is the number of templates the cache space can accommodate.
Selecting the Cached Templates by our approach
In our simulate experiment, the time to install and uninstall a specific type of software is respectively set as 150s and 30s. Then the DBAS between two templates A and B can be computed by the following formula, D AB = N I ×150s + N UI ×30s (13) ,where the N I is the number of software components needed to be install and N UI is the number of software components needed to be uninstall. Based on the above formula, we can achieve the selecting process of cached templates according to the steps presented in the OT c selecting algorithm described in Section 5. Then the corresponding ID of the n selected templates will stored into the C_array to simulate the OT c .
Workload Generation
The workload for the simulation experiments are generated as a sequence of requests for different templates in T_array in an equal probability.
The Analysis of Simulation Experiment Results
We conduct experiments to compare the performance evaluation metric, the ART, between the VM image template caching solution based on the traditional caching strategy and our approach under different settings of cache size. The cache size is respectively set being able to accommodate 5, 10 and 20 templates. For our approach, because the cache size is fixed, we get a proper OT c under the three different settings of cache size by adjusting the restriction d rtl . In Figure 4 , we can see that our approach has better performance on the ART under different cache sizes and as the cache size get larger, our approach can more obviously reduce the ART in contrast to the VM image template caching solution based on the traditional caching strategy. In other words, the great improvement on the ART can be get at the cost of the limited increase of storage by our approach.
We also evaluate the impact of cache size on the performance evaluation metric, the HitRatio d . The Figure 5 shows that for the VM image template caching solution based on the traditional caching strategy, the HitRatio d gets the value of 100% when d ≥1600s, while for our approach, the HitRatio d gets the value of 100% when d ≥1200s. When the cache size becomes 10, as shown in the Figure 6 , for the two methods, the HitRatio d reaches the 100% respectively when d ≥1500s and d ≥1000s. We can find that as the cache size becomes larger, the smaller value of d can makes the HitRatio d to reach the 100% for the two methods. It is means that larger cache space can make all user VM deployment requests to be completed within shorter reconfiguration time. In addition, as shown in Figure 5 and Figure 6 , for the same d, our approach makes the HitRatio d to have larger value. From above experiment results, we can conclude that under a fixed cache size, by our approach, more user VM deployment requests can be satisfied within the same restriction d on reconfiguration time. In the other words, for a fixed cache size, the shorter average reconfiguration time (ART) and then the shorter average startup latency of all user VMs can be achieved by our approach.
Conclusion
In current main infrastructure-as-a-service (IaaS) systems, VM image template caching techniques are adopted to reduce the startup latency of user VM and service response time. Because the new VMs created from the templates do not always have the same software system as needed, further reconfigurations, that is, installing the missing software components and removing the undesired ones, must be made before the VMs can be used by users. The reconfiguration time is also an important source of the VM startup latency. However, current template caching solutions based on the traditional caching strategy, select some templates which are frequently used recently to cache without considering optimizing the average reconfiguration time of various user VMs created in IaaS data center.
In this paper, we propose a clustering-based VM image template caching strategy to optimize the average reconfiguration time and then average startup latency of new created VMs in the IaaS data center. Then we implement the proposed caching strategy by a modified k-means clustering method which select a set of template to be cached from all the VM image templates stored in an IaaS data center and theoretically prove the selected set of templates can minimize the average reconfiguration time of all user VMs under the same limits on the number of templates which can be accommodated by the cache space. The correlative simulation experiments also prove the effectiveness of our approach.
