Splitting off a pair su; sv of edges in a graph G means the operation that deletes su and sv and adds a new edge uv. Given a graph G = (V + s; E) which is k-edge-connected (k 2) between vertices of V and a specified subset R V , first we consider the problem of finding a longest possible sequence of disjoint pairs (splittings) of edges sx; sy, x; y 2 R which can be split off preserving k-edge-connectivity in V . If R = V and d(s) is even then the well-known splitting off theorem of Lovász asserts that a complete R-splitting exists, that is, all the edges connecting s to R can be split off in pairs. This is not the case in general. We characterize the graphs possessing a complete R-splitting and give a formula for the length of a longest R-splitting sequence.
The existence of a pair of edges which can be split off preserving certain connectivity properties of the graph often leads to inductive proofs and/or efficient algorithms for optimization problems. Typical examples are the disjoint paths problem [8] and the connectivity augmentation problem [5] , [6] , [9] .
Lovász introduced this operation in 1974 [15] and proved the following basic result. Clearly, a splitting operation may decrease (and cannot increase) the edge-connectivity. Theorem 1.1 shows that by choosing an appropriate ("admissible") pair st; su incident to s we can preserve the edge-connectivity in V by splitting off st and su. By repeated applications of the theorem we obtain that there exists a complete admissible splitting at vertex s, that is, the edges incident to s can be paired in such a way that splitting off all the pairs (and removing s) results in a k-edge-connected graph on V .
Somewhat later Mader [18] gave a powerful extension of Theorem 1.1 concerning splittings preserving the local edge-connectivities in G. Mader [19] proved the directed counterpart of Theorem 1.1, too. This latter result was refined later by Frank [7] and Jackson [13] . These theorems have become standard tools in connectivity problems.
In the late 80's a new application of the splitting off operation was discovered. Cai and Sun [5] gave an algorithm for solving the k-edge-connectivity augmentation problem based on Mader's splitting off theorem. In this optimization problem a graph G and a target integer k are given and the goal is to find a smallest set F of new edges for which G + F is k-edgeconnected. Frank [9] improved and extended the results of [5] . These results and subsequent work on more general augmentation problems led to the investigation of possible extensions of the basic splitting off theorems. For example, some extensions to mixed graphs are given in [1] .
Another way of generalizing the splitting off results is to consider problems where not only the kedge-connectivity must be preserved but the split edges have to satisfy some additional property P, as well. Examples of this type include the problems of finding complete admissible splittings which preserve the bipartiteness [2] , simplicity [3] , or planarity [20] of the graph. Note that the problem of deciding whether a complete admissible splitting exists turned out to be polynomially solvable in the first case (bipartiteness) and NP-hard in the second case (simplicity). The third problem (planarity) is still open. For a survey of this area and applications see [10] and [12] . In this paper we introduce a new class of optimization problems involving the splitting off operation. Several previous splitting results as well as open problems can be formulated to fit this new framework. By the close relationship between splitting off and augmentation, problems in this class have direct applications in the connecivity augmentation problem.
In detail, in our problem we are not only interested in characterizing the existence of a complete admissible splitting at s which preserves k-edge-connectivity and for which the split edges satisfy some extra property P but more generally, our goal is to find a smallest set of new edges s v Figure 1 : A graph G = (V + s; E) with a specified subset R (consisting of the black vertices) satisfying (1) with respect to k = 2. There is no complete R-splitting in G but adding two parallel copies of the edge sv results in a graph possessing a complete R-splitting. The set F of these two edges is an optimal solution to the R-split completion problem.
incident to s to be added in order to produce a graph where a complete admissible splitting satisfying P exists. We call this the split completion problem (with respect to property P).
Let us illustrate this idea by a specific problem of this type -the one we solve in this paper.
Suppose that we are given G = (V + s; E), k 2 as in Theorem 1.1 and, in addition, we are also given a non-empty subset R V . The goal is to split off the edges incident to s in such a way that the k-edge-connectivity of G (within V ) is preserved and no split edge crosses R, that is, no new edge has one endvertex in R and the other in V ? R. A splitting satisfying this condition is an R-splitting. Equivalently, we want to find a complete admissible splitting where the edges from s to R are paired with each other. In some cases such a complete splitting does not exist, see Figure 1 . Thus we consider two more general questions: we want to find a longest sequence of admissible R-splittings and a smallest set F of new edges incident to s for which G 0 = (V + s; E + F) has the required complete admissible splitting. We call this latter problem the R-split completion problem. We give a necessary and sufficient condition for the existence of a complete admissible Rsplitting and a formula for the length of a longest admissible R-splitting sequence. Our main result (Theorem 3.3) is the solution of the R-split completion problem. The proofs are algorithmic and lead to polynomial algorithms for the above optimization problems.
As we remarked, the motivation of our research was the close connection between splittings and augmenting sets. The edge-connectivity augmentation problem corresponding to our Rsplitting problem is the following: given a graph G = (V; E), a bipartition V = R T of its vertices and a target connectivity k 2, make G k-edge-connected by adding a smallest set of new edges in a such a way that each new edge lies within R or within T. This problem was introduced in [2] , where it was shown that replacing the bipartition by a general t-partition (t is not fixed) makes this augmentation problem NP-hard. The complexity of the problem with bipartition constraints was left open. Our results suggest that this problem is polynomially solvable.
In fact, the solution of the R-split completion problem seems to be an important step of such a polynomial algorithm. We discuss this connection in more detail in Section 5, where we propose a general framework for solving edge-connectivity augmentation problems where the set of new edges has to satisfy some extra property P. In this framework an algorithm for the corresponding P-split completion problem is a subroutine of the augmentation algorithm. (The reader may find it useful to read Section 5 right after the introduction to see this general framework before seeing our results on the R-splitting problem.)
The organization of the paper is as follows. Section 2 contains the notation and some preliminary results. Section 3 gives the characterization of the existence of a complete admissible R-splitting and the length of a longest admissible R-splitting sequence. The algorithm which finds an optimal solution for the R-split completion problem is also described there. Section 4 contains a brief discussion about the algorithmic aspects. The above mentioned connections to the augmentation problem and the general framework are discussed in Section 5. The last section contains some concluding remarks.
Terminology and some basic results
Graphs in this paper are undirected and may contain multiple edges but not loops. We will often consider a graph G with a designated vertex s. Such a graph will be denoted by G = (V + s; E) or by G = (V +s; E+F), when the set F of edges incident to s is distinguished. The degree-function of a graph G 0 will be denoted by d 0 . An edge connecting the vertices x and y will be denoted by xy. Sometimes xy will refer to an arbitrary copy of the parallel edges between x and y but this will not cause any confusion. Adding or deleting an edge e (or a set of vertices, etc.) to/from a graph G is denoted by G + e and G ? e, respectively. The subgraph of G induced by a subset X of vertices is denoted by G X]. For a vertex v we use N(v) to denote the set of vertices adjacent to v. We write N(v; W) to specify the set of vertices from W which are adjacent to v for some W V ?fvg. A subpartition of V is a collection of pairwise disjoint subsets of V . Containment and proper containment are denoted by and , respectively.
The operation splitting off a pair vs; st of edges from a vertex s means that we replace the edges vs; st by a new edge vt. If v = t then the resulting loop is deleted from the graph. We use the notation G vt to denote the graph obtained after splitting off the edges sv; st in G, if the vertex s is clear from the context. By a sequence of splittings S = (sx 1 ; sy 1 ); : : : ; (sx r ; sy r ) we mean a sequence of splitting operations involving the pairs of S, executed in the given order. Thus, sx 2 ; sy 2 is split off in G x 1 y 1 , and so on. A complete splitting from a vertex s (with even degree) is a sequence of d(s)=2 splittings of pairs of edges incident to s.
The edge-connectivity of G = (V; E) is the largest integer k for which G is k-edge-connected in V . The following two equalities are well-known. The first one shows that the degree-function d of a graph is submodular. 
In the rest of this section we let s be a specified vertex of a graph G = (V + s; E) for which (1) On the other hand, it follows from (3) applied to X; Y that d(B; W + s) = 1, a contradiction since k 2.
In the next two lemmas T V is a specified subset. A T-split is a splitting of a pair (sx; sy) Proof: Suppose one needs at least three maximal dangerous sets to cover N(s; T) in such a way that each of these sets contains t. Then these sets are pairwise crossing and contradict Lemma 2.2. Thus we can cover N(s; T) with either one dangerous set (in which case the maximal one is unique by (3), since d(s; T) 2) or by two dangerous sets X; Y in which case it follows from The following lemma plays an important role in our main proof. Suppose that after repeatedly splitting off some admissible T-splits we get stuck, that is, no more admissible T-splits exist in the current graph. The next lemma implies that in some cases we can find a longer sequence of admissible T-splits by first "lifting back" a pair of edges and then choosing two other pairs to split instead. Lemma 2.6 Let k 2 and suppose G = (V + s; E) satisfies (1) . Let 
The R-split completion problem
In this section we solve the R-split completion problem. First we show that if the graph contains a subset of vertices satisfying a certain degree-inequality then there is no complete R-splitting. These "obstacles" define a lower bound for the size of an optimal solution of the R-split completion problem, as well. Then we describe our algorithm which finds a solution for the R-split completion problem. We will verify that the size of the solution equals the lower bound defined by the obstacles, showing that the solution is optimal.
Let G = (V +s; E +F ), R and k 2 be a given instance of the R-split completion problem. Thus G satisfies (1) with respect to k, R V , and F denotes the set of edges incident to the designated vertex s. An R-splitting is a splitting of a pair sr; sr 0 with r; r 0 2 R. A sequence S of splittings is a complete R-splitting if every split in S is an R-splitting and after performing the splittings in S, there are no edges from s to R. Our goal is to find a smallest set F of new edges incident to s for which the graph G = (V + s; E + F + F ) has an admissible complete Rsplitting. In what follows by a complete R-splitting we mean an admissible complete R-splitting. 
Combining (5) and (6) we get
Let m be the number of splittings in S that pair edges from s to R \ X with edges from s to R ? X. Clearly m d G (s; R ? X). The only other type of R-splittings involving edges from s to R \ X are those of the kind (sr; sr 0 ), where r; r 0 2 R \ X. Such a split reduces the degree of X (as well as the number of edges from s to R) by 2 and hence we have at most b 2 c splittings of this kind. Now the claim follows easily.
We define three parameters of G as follows.
(G) = maxfc G (X) : X is an R-obstacle in Gg;
i (G) = max fc G (W ) : W is an R-obstacle in G with W Rg: (10) If no such obstacle X; Y or W exists then the corresponding parameter
Note that if R is an R-obstacle, or equivalently d G?s (R) < k, then clearly there is no feasible solution for the R-split completion problem. (On the other hand, it is easy to see that there exists a solution when d G?s (R) k.) From now on we assume that R is not an R-obstacle. The following min-max equality is the main result of the paper. (1) 
Proof: We first prove that (H) 0 (H). Note that by (4) and (8, 9, 10) , adding an arbitrary edge sq from s to V will decrease and i + o by at most one. It follows from Lemma 3.2 that a graph G 00 has a complete R-splitting only if (G 00 ) = i (G 00 ) = o (G 00 ) = 0. 
(H).
We give an algorithmic proof which shows that there exists a set F of 0 (H) new edges from s to V such that there is a complete R-splitting in the graph G = (V + s; E + F + F ) and d G (s) is even. This will imply (H) 0 
In what follows we describe algorithm A and simultaneously we prove that A is a welldefined finite algorithm which finds a set F satisfying the requirements. The optimality of F is verified at the end of the proof.
A has two main steps, a splitting step and an adding step. We start by the description of the splitting step P. Note that the splitting routine is also used as a subroutine in the adding step. Splitting routine P. (Input: a graph G = (V + s; E + F) with a designated vertex s, satisfying (1) with respect to k 2, and a subset R V .)
The routine P tries to find a complete R-splitting by performing arbitrary R-splittings as long as possible. Let S = (sx 1 ; sy 1 ); : : : ; (sx r ; sy r ) be a maximal sequence of admissible R-splittings (that is, the graph G 0 obtained from G by performing the splittings in S satisfies (1) and there is no admissible R-splitting in G 0 ).
If S is a complete R-splitting, then P halts. Otherwise d G 0 (s; R) 1 . By the maximality of S it follows that in G 0 , for each pair of edges sx; sy where x; y 2 R there exists a dangerous set Z x;y containing x and y. Lemma 2.5 implies the following property of G 0 . 
If Claim 3.4(b) or (c) holds in G 0 then P halts. Assume that P has found the maximal dangerous set X in G 0 containing all the remaining neighbours of s in R. Now we have d G 0 (s; R) 2:
We consider two cases depending on the positions of the edges split by P. Case 1: In the current maximal splitting sequence S some splitting added an edge x i y i where x i ; y i 2 R ? X.
We can assume that i = r, that is (sx i ; sy i ) was the last split in S. LetĜ denote the graph obtained from G by performing the splittings in S?(sx r ; sy r ). Note that X is maximal dangerous inĜ (if a set is dangerous inĜ, then it is also dangerous in G 0 ). By Lemma 2.6 and (13), we can find a new sequence of admissible R-splittings S 0 = S ? (sx r ; sy r ) + (sx r ; sp) + (sy r ; sq) with r + 1 splittings, where p; q are neighbours of s in R in the graphĜ. Now P tries to continue splitting admissible R-splittings until it either finds a complete Rsplitting, or identifies a new maximal sequence of splittings which we again denote by S. As before, if Claim 3.4 (b) or (c) applies in the graph where P gets stuck, P halts. Otherwise, if Case 1 applies, then as above, P can find a longer splitting sequence, so we may assume that Case 2 occurs eventually.
Case 2:
In the current maximal splitting sequence S every splitting added an edge with at least one endvertex in X.
As before, we denote by G 0 the graph obtained from G by performing all the splittings in S. Since we are in Case 2, it is easy to see from Definition 3.1 that c G 0 (X) = c G (X). Since X contains all neighbours of s in R in G 0 , we have d G 0 (s; R ? X) = 0. From this we deduce that
From this and Lemma 3.2 we get
Hence X is an R-obstacle (since d G 0 (s; R) 2 by (13)) and c G (X) (G) ? 1. Thus X is either tight or semi-tight. Furthermore, Lemma 3.2 and (15) show that S is a maximum length admissible R-splitting sequence in G. Now P stops and returns the set X. This description of P shows that there are four possible outputs of P. Either it finds a complete R-splitting or it halts with a graph G 0 for which Claim 3.4 (a), (b) or (c) holds. If (a) holds then Case 2 applies and P outputs the unique maximal dangerous set X, as well. Our calculations show that P finds a complete R-splitting, if there is any. In fact, P finds a longest possible admissible R-splitting sequence in G provided that when P halts Claim 3.4 (b) does not hold. If Claim 3.4 (b) holds then a one longer admissible R-splitting sequence may exist in G. It is easy to characterize the case when this may happen. We omit these details.
Summarizing these observations we get: Note that the first part of the above corrollary (the characterization of the existence of a complete R-splitting) has a shorter proof using Mader's splitting off theorem. This proof can be found in Section 6.
Before continuing the description of A we derive some useful properties of the set X that is returned by P if Case 2 applies. Recall that G 0 denotes the graph obtained by performing the splitting sequence S. Lemma 3.6 Let X be the maximal dangerous set returned by P when Case 2 applies. For every tight or semi-tight R-obstacle Y of G the following holds: (17) Combining (16) and (17) we get h 0 (Y ) = h 0 (X) + ( ? ? 2p) ? m (18) Furthermore, since X is dangerous in G 0 we have
Using that d G 0 (s; R ? X) = 0, it follows from (18) and ( (21) we get a similar contradiction in this case, too. This proves (a).
Note that the maximality of X was not used in the previous proof. 1 we get that = = (G) = 1 and by the calculation above we also get d G 0 (s; R) = 1. By (13) this cannot happen, hence we must have X Z.
Let us still focus on the case when P halts in Case 2 and returns the maximal dangerous set X. The next lemma shows that adding a properly chosen edge incident to s to the input graph decreases its value by one. The adding step of A will be based on this lemma. Lemma 3.9 Let G = (V + s; E + F) denote the input graph of the splitting routine P. Suppose P halts with a graph G 0 satisfying d G 0 (s; R) 2 and let X be the maximal dangerous set containing all the neighbours of s in R in the graph G 0 . Then a vertex q 2 V can be chosen with the following properties. LetG := G 0 + sq. and o (G 0 ) by one. In each of these cases (G 0 ) is also decreased by one.
The following corollary can be deduced from the proof above. If B stops without finding a complete R-splitting sequence, then A returns to G 0 and continues following the steps of Case IIIa. This completes the desrciption of A. Figure 3 illustrates the steps of A. It is easy to see that A is a well-defined finite algorithm which finds a set F of new edges for which (V + s; E + F + F ) has a complete R-splitting. In the rest of the proof we prove that F is an optimal solution of the R-split completion problem
by showing that jF j 0 (H). To see this we will show that every new edge added by A either decreases the current value by one or it is necessary to add by the parity conditions. We will
show that the number of these 'parity edges' equals 0 (H) ? (H) . (In Section 4 we show that A can be easily implemented as a polynomial time algorithm.) Consider first an arbitrary iteration of A in Case I where a new edge sq is added and P is executed again. It follows from Lemma 3.9 that the edge sq decreases (G 0 ) by one. Hence it remains to prove that the edges added in Case II or Case III have the required property. Note that if A enters Case II or Case III then it adds at most three edges before terminating with a feasible solution.
Let G 0 be the current graph when A enters Case II or Case III. Since the new edges added so far have been chosen by the rule of Lemma 3.9, the following properties hold for G. (These can be seen by Lemma 3.9 (iii) and (iv) and by the fact that splitting off a pair of edges does not change the parity of c(X) and d(s; R)): The steps of A made on the input graph H = (V + s; E + F) of (i). R is formed by the black vertices and k = 6. Bold edges with numbers 4 and 6 represent four and six copies of parallel edges, respectively. First A runs the splitting routine P which halts with the maximal dangerous set X (ii). Then A adds a new edge sd. The next call of P finds X again and hence A adds another copy of sd (iii). Then A splits off the pair (sa; sc) and identifies the chain Y X of tight R-obstacles (iv). The next step is to add a new edge sb and then another one sd (v). Then A splits the pair (sa; sb) and identifies the chain Y X of tight R-obstacles again (vi). Adding edges sb and sd follows (vii) and then a new split (sa; sb) is possible. This yields a complete R-splitting and a graph with d(s) even. Splitting off the remaining edges from s to V ? R gives a 6-edge-connected graph (viii).
Suppose this is not the case and let Z be an R-obstacle. Then c G 0 (Z) = 1 by Lemma 3.2 and by the fact that we can find a complete R-splitting by adding one more edge to R (this can be seen directly from Definition 3.1 and (1), too). It is easy to see from (4) Suppose first that B finds a complete R-splitting in one of the calls of the splitting routine.
By (25) and Lemma 3.6 it follows that as long as of the current graph is at least 2, the new edge added by B will decrease both and i by one. Then it follows from (24) that in total A (including the call to B) has added at most (H) 0 (H) new edges. Suppose next that Claim 3.4 (b) holds when P returns last time. Let K be the current graph at this point. Since > o at the time when A started executing B, every new edge added so far by A and B has decreased by Lemma 3.9 and hence (H) = 1 ? (K) (since d K (s) is odd). Now B either adds one more edge and then terminates with a solution or (if (K) = o (K) = 1) returns to A. 
Algorithmic aspects
Given a graph H = (V + s; E + F), R V and k 2 with d H?s (R) k, Algorithm A of Section 3 finds an optimal solution for the R-split completion problem. Let n := jV j and m := jE + Fj. It is easy to construct an algorithm following the steps of A whose running time is a polynomial of n; m and k.
To avoid a long analysis we only sketch some essential points here and omit most of the details. The basic subroutine of A is the splitting routine P. This routine first finds a maximal R-splitting sequence possibly after executing some change-operations when Case 1 applies. For this the polynomial splitting off algorithms can be used [9] , [11] , [23] . Then either P arrives at a case where after adding at most two edges properly an optimal solution can be found (these cases -Case II and Case IIIa -are easy to handle by, say, max flow computations) or it calls algorithm B (in Case IIIb) or it identifies a maximal dangerous set X as desribed in Case I of the analysis. Estimating the running time of B is similar to that of A and B gives an optimal solution. Thus we may focus on the other case. If Case I holds then A adds a new edge incident to s which decreases parameter and calls P again. To find such an edge to be added the chain of tight R-obstacles has to be found. This can be done by max flow computations, based on Lemma 3.6 and 3.7. Clearly, (H) 2k and hence Case I occurs at most 2k times.
In the rest of this section we prove some further observations. It is easy to see that every solution for the R-split completion problem is a solution for the (V -R)-split completion problem. That is, if adding a set F of new edges results in a graph H where d(s) is even and which has a complete R-splitting then H has a complete (V -R)-splitting, as well. The following lemma formulates this 'duality' property for the corresponding 'dual' parameters. 
The augmentation problem
As we noted in the introduction, the main motivation to study the R-split completion problem (and other split-completion problems) is the close relationship with the corresponding edgeconnectivity augmentation problems. This connection was discovered by Cai and Sun [5] who gave a polynomial algorithm for finding a smallest set of new edges which makes a given graph G = (V; E) k-edge-connected (k 2), based on splitting off. This algorithm was simplified (and extended) by Frank [9] . Frank's algorithm has three steps as follows:
(i) Add a new vertex s to V and a minimal set F of new edges incident to s so that G 0 = (V + s; E + F) satisfies (1).
(ii) If d 0 (s) is odd in G 0 then add a new edge sv for some v 2 V .
(iii) Split off all the edges incident to s in pairs, maintaining (1). The resulting graph (after deleting s) is a k-edge-connected augmentation of G.
The required set F of edges in step (i) is easy to find by a greedy deletion procedure. The complete admissible splitting in step (iii) exists by Theorem 1.1. Frank [9] proved that every possible minimal set F of edges found in step (i) has the same cardinality and (hence) the resulting graph (the union of G and the split edges) is an optimal augmentation of G.
Thus we have an efficient method to solve the augmentation problem provided we can solve step (0) and have efficient algorithms for steps (iia),(iib), (iii). Of course, these subproblems may be quite different for different properties P. For example, if G is simple and the set of new edges must form a simple graph in the complement of G (that is, we want to preserve simplicity) then the augmentation problem is NP-hard and it is NP-complete to decide whether a complete admissible splitting preserving simplicity exists [14] . Thus one cannot expect to find a good function f(H; P) and it is unlikely to have efficient methods for solving step (iib), say.
On the other hand, our method seems to work well for certain properties. We illustrate this by two examples. In the first example suppose that P gives no extra requirement, that is, simply a smallest augmenting set has to be found. This is the original edge-connectivity augmentation problem. Specializing our framework to this case we obtain Frank's algorithm. The solution of step (0) is simple: by Theorem 1.1 the value of the function f(H; P) is either zero or one depending on whether d(s) is even or odd.
Step (i) is identical to step (i) of Frank's algorithm. In step (iia) the parity of d(s) cannot be changed, hence this step has no role. The optimal solution in step (iib) is simply adding f(H; P) new edges arbitrarily. This corresponds to step (ii) of Frank's algorithm.
Step (iii) includes finding a complete admissible splitting (which can be done by -an efficient implementation of -Theorem 1.1).
The second example is the partition-constrained k-edge-connectivity augmentation problem in the special case when k is even. In this problem we are given G = (V; E), k 2 and a partition X = fX 1 ; :::; X t g (t 2) of V . The goal is to find a smallest set F of new edges whose addition makes G k-edge-connected and so that each edge of F connects two different classes of X. This problem was solved in [2] for all values of k. Clearly, this kind of constrained augmentation problem belongs to the general problem we consider. Now we briefly sketch why the algorithm given in [2] (for the case when k is even) is a special instance of our general framework.
Let P be the property of satisfying the partition constraints. In [2] it was shown that a complete P-splitting exists if and only if d(s) is even and d(s; X i ) d(s)=2 for every 1 i t. This solves step (0): given H = (V + s; E + F) we obtain f(H; P) = maxfd(s)=2 ? bd(s)=2c; 2d(s; X j ) ? jFjg, where X j maximizes d(s; X j ). The first step in the algorithm of [2] is identical to step (i). It was also shown how f(H; P) can be minimized for some H by rearranging its edges incident to s (maintaining (1)). The optimal arrangement can be found by a "moving" procedure, which iteratively replaces some edge sx by another edge su [2] . This moving step correspond to step (iia) while the next step of the algorithm is identical to step (iib).
Then a complete admissible P-splitting has to be found. It produces an optimal augmenting set of edges. (This can be done by repeatedly choosing an edge st with t 2 X j and applying a stronger form of Theorem 1.1, which guarentees the existence of an admissible pair st; sw with w = 2 X j .) This corresponds to step (iii).
In Section 3 we have solved step (0) and steps (iib) and (iii) for the R-splitting problem. The only remaining step to solve the corresponding augmentation problem (in our general framework) is to solve the problem arising in step (iia). We believe that a moving step similar to the one in [2] can be applied, although it may be necessary to "move" pairs of edges together (instead of moving the edges one by one).
Remarks
Recall that Corollary 3.5 gave a characterization of those graphs which have a complete admissible R-splitting. In this section first we show that there exists another simple and easy to prove characterization of these graphs. However, in the proof we rely on the following deep theorem due to Mader. The local edge-connectivity between vertices u; v in a graph H is H (u; v) := minfd H (X) : u 2 X; v = 2 Xg. Proof: Suppose G has a complete admissible R-splitting and let G be the k-edge-connected graph resulting from such a splitting sequence S. Then G 0 can be obtained from G by replacing those edges uv that were added inside R by two edges us R ; vs R . Since this "lifting back" operation does not decrease the local edge-connectivities in V and no splitting in S added an edge from R to V ? R, it follows that the resulting graph is indeed G 0 and G 0 (u; v) k for every u; v 2 V .
Conversely suppose that G 0 is k-edge-connected in V . Note that since k 2 there is no cut-edge incident to s R in G 0 . Thus by Theorem 6.1 applied to the graph G 0 = ((V fs V ?R g) + s R ; (E F V ?R ) F R ) all the edges incident to s R can be split off in such a way that the resulting graph G 00 = (V + s V ?R ; E F R F V ?R ) is k-edge-connected in V . It follows easily from the way we performed the splittings above that G 00 could also have been obtained from G by pairing the edges incident from s to R in the same way as their corresponding edges were paired above.
Hence it follows that G has a complete admissible R-splitting.
By repeated applications of Theorem 6.1 this statement can be extended easily to the case where a (sub)partition X = fX 1 ; :::; X r g of V is given in G and we want to decide if there exists a complete admissible X-splitting, that is, an admissible splitting sequence involving all the edges from s to members of X for which every edge st, t 2 X i (1 i r) is split with an edge su, u 2 X i . Note that it follows from the argument above that we can find an R-obstacle Z in G with maximum value of c(Z) by finding a subset Z fs R g of V fs R g which has the minimum degree among all such subsets. This is equivalent to computing the smallest G 0 (u; v) value for u; v 2 V , which can be done by max-flow computations.
Finally we remark that the split-completion problem where the goal is to add edges incident to s in order to guarantee the existence of complete admissible splitting where each split edge connects two given nonempty subsets R; Q V (R \ Q = ;) has been solved (for even values of k) using similar techniques [4] .
