Introduction
The problem of developing usable software project cost 1 prediction systems is perennial and there are many competing approaches. Consequently, in recent years there have been exhortations to conduct empirically based evaluations in order that our understanding of project prediction might be based upon real world evidence.
We now find ourselves in the interesting position of possessing this evidence in abundance. For example, a review of just three software engineering journals identified 50 separate studies [7] and overall several hundred studies have been published. This naturally leads to the next step of needing to construct a body of knowledge, particularly when not all evidence is consistent. This process of forming a body of knowledge is generally referred to as metaanalysis. It is an essential activity if we are to have any hope of making sense of, and utilising, results from our empirical studies. However, it becomes apparent that when systematically combining results many difficulties are encountered.
The Current State of Play
As I have indicated there are a multiplicity of approaches to building cost prediction systems for software projects. This is unsurprising given the importance of the software industry and our consequent need to predict costs at an early stage of a project to a tolerable degree of accuracy. Unfortunately this goal remains largely unachieved with no one approach dominating.
For recent reviews of prediction approaches, including parametric models, statistical and machine learning methods and expert judgement see [1, 2] .
These different prediction approaches have given rise to an increasing number of studies, many independent of the prediction system proposers, to empirically validate and compare approaches using different industrially derived data sets. One advantage of using different data sets is that we hope to better sample the somewhat undefined population of software projects and thereby gain a better idea as to how the prediction approaches might generalise.
Since the pioneering work of researchers such as Kitchenham [6] and Kemerer [3] there has been a huge increase in the number of studies. Whilst this affords a great opportunity to combine results and build an overall picture there are, unfortunately, a number of difficulties. In particular there are variations in:
• the treatment of data, dealing with outliers and missing values.
• the usage of accuracy indicators when comparing prediction performance. The study by Kitchenham et al. [5] identified 12 different indicators that have been used. Since these tend to capture slightly different properties this can lead to rank reversal problems i.e. accuracy indicator A prefers PS1 to PS2, whilst indicator B prefers PS2 to PS1.
• validation strategy and the use of holdout data. These fall into four general classes, namely, model fitting, the jackknife, n-fold validation and cross validation. Making comparisons between strategies is not easy since some strategies are more conservative than others.
• the expertise of research teams to use sophisticated prediction techniques. This problem has also been noted by the machine learning community in an effort to explain their inconsistent results [8] .
Further, information necessary for meaningful comparison may not be reported. There are also issues relating to the use of data sets that are not in the public domain thus inhibiting re-analysis and replication.
An Example Analysis
As an example of the inconsistent nature of empirical results relating to the evaluation of prediction systems I consider The problem we need to address is: why are the results inconsistent? One might expect differing results when models are generated from different data sets, however, in several cases results were inconsistent even when utilising the same data set and the same prediction techniques! This is not necessarily due to carelessness but maybe to the stochastic nature of some validation techniques and fine tuning of prediction approaches.
Future Directions
In this paper I have indicated that the next challenge for empirical software engineering researchers interested in project prediction is how to effectively combine results. Presently this is not easy due to the diversity of evaluation methods employed. Moreover, I have shown for two prediction techniques that have undergone considerable investigation (regression and analogy) the results are almost evenly split. This implies two issues for the research community. First, we need to have better evaluation and reporting protocols. Second, researchers should ask questions such as 'when might it be better to use technique A rather than B?', as opposed to 'is technique A better than B?'.
