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On numerical integration by the shift and application to
Wiener space
Nicolas BOULEAU ∗
-=-
Since the advantages of quasi-Monte Carlo methods vanish when the dimension of the basic
space increases, the question arises whether there are better methods than classical Monte
Carlo in large or infinite dimensional basic spaces. We study here the use of the shift operator
with the pointwise ergodic theorem whose implementation is particularly interesting. After
recalling the theoretical results on the speed of convergence in a form useful for applications,
we give sufficient criteria for the law of iterated logarithm in several cases and in particular in
situations involving the Wiener space.
If a family of real random variables is naturally defined on a probability space which can
be smoothly changed to be ([0, 1]s,B([0, 1]s), dx) with small s, quasi-Monte Carlo methods are
among the fastest ones for computing expectations, at least when the family is wide enough
to exclude other specific methods. See for example [20], [21]. But the advantage of these
methods vanishes when s increases (cf [22]). Practically, for the best low-discrepancy sequences
available at present (cf [21], [12]), to compute expectations with an accuracy of 10−4 by unit
of standard deviation, it is faster to come back to the classical Monte Carlo method as soon as
the dimension s exceeds 20 (cf [1] [9]).
In large or infinite dimension (computation of expectations of stopping times for Markov
chains, or of functionals of solutions of stochastic differential equations, etc.) the classical Monte
Carlo method which is based on the law of large numbers, can nevertheless be supplanted by
another method based on the pointwise ergodic theorem of Birkhoff and the shift operator.
Particular features of the implementation of this method make it at present the most interesting
way of integration in large or infinite dimension (cf [5]).
The aim of this study is to clarify the consequences of recent theoretical results for the
numerical computation of expectation by the shift method, and in particular to yield sufficient
criteria for the existence of speed of convergence of the type ‘iterated logarithm’ in several
situations. We put particular accent to the case of Wiener space because it is the basic space
of many situations useful in applications.
The content of the study is the following:
I. Law of iterated logarithm for the shift
II. Criteria of membership for the Gordin class
1. Case of the torus T s
2. Case of the torus T IN
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3. Case of Wiener space
a) The Wiener space as a product space
b) Functionals of lipschitzian SDE’s
c) Multiple Wiener integrals
4. Other factorisations of the Wiener space
We give now some details on each of these parts.
The first part is concerned with the speed of convergence in the pointwise ergodic theorem
for the shift on T IN. In contrast to the case of the law of large numbers, there is no standard
speed of convergence valid for every function in L2. Nevertheless the successive improvements
of the LIL (cf [16], [23], [15], and more recently [4]) have shown the importance of a sub-class
of L2 for which a form of the LIL is valid and which contains several useful examples (cf part
II). We call this class the Gordin class by reference to [13] one of the first works where this
decomposition in sum of martingale increments and a subsidiary harmless term is used. Our
purpose is not to extend the general results (cf [4]) but to express useful consequences for
applications. All the results are explicitely proved except the theorem of Heyde and Scott
itself.
In the second part, we show first that functions in the Sobolev spaces Hα(T s) are in the
Gordin class for the shift of binary digits. Next for the torus T IN with the shift to the right,
Dirichlet forms techniques are used to obtain a simple sufficient criterion for membership to the
Gordin class. For the first factorisation of the Wiener space under study, the shift becomes the
scaling Bt ◦ τ = 1√2B2t. With this transform, Ho¨lderian functions of solutions of Lipschitzian
SDE’s are shown to belong to the Gordin class. Somes examples are analysed which are
related to multiple Wiener integrals. Other factorisations are discussed and especially the
representation of Brownian motion on the Schauder basis of C([0, 1]) consisting of primitive
functions of the Haar basis. The criterion obtained on T IN by Dirichlet forms method applies
here as well.
We thank J.P. Conze and E. Lesigne for useful discussions and suggestions.
I. The law of iterated logarithm for the shift
We are interested by almost sure results. It is well known (see [14], [17]) that for every ergodic
endomorphism τ on a Lebesgue space, and for every sequence, (αn), αn > 0, αn → 0, there is
an f in L2 such that
(
1
n
n−1∑
k=0
f ◦ τk − IEf)/αn → +∞ a.s.
Such a “slow” f is constructed by suitable application of the Rohlin-Halmos lemma which
likewise furnishes a “fast” non constant f ∈ L2 for which ( 1
n
∑n−1
k=0 f ◦ τk − IEf) is o( 1n1−ǫ ) (see
also [18] pp.14-15)
Nevertheless such functions, by the nature of the Rohlin-Halmos lemma itself, are rather
abstract examples, and do not prohibit an LIL from holding for a large class of functions
containing the most common ones.
For later convenience, we assume the following framework:
(E, E , µ) is a probability space and
(Ω,A, IP) = (EZ, E⊗Z, µ⊗Z).
The coordinates from Ω into E are denoted by Xn. We define the ergodic automorphism τ
on (Ω,A, IP) by
Xn ◦ τ = Xn−1 ∀n ∈ Z.
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We call τ the shift to the right. One puts
Fnm = σ(Xm, Xm+1, . . . , Xn) for m ≤ n ∈ Z
Fn−∞ = σ(Xk, k ≤ n)
F+∞m = σ(Xk, k ≥ m)
F+∞−∞ = σ(Xk, k ∈ Z)
As stated in the introduction the following results can be proved in a more general setting, for
other endomorphisms (see [16], [23], [15]) and for Banach-valued random variables (see [4]).
Let us consider on L1(F∞0 , IP) the Perron-Frobenius operator T defined by
Tf = IE[f |F∞1 ] ◦ τ f ∈ L1(F∞0 , IP)
we then have:
Lemma 1 For f ∈ L2(F∞0 , IP), IEf = 0, the following assumptions are equivalent:
a)
∑N
n=0 T
nf remains bounded in L2,
b)
∑N
n=0 T
nf converges weakly in L2 when N ↑ ∞,
c)
∑N
n=0 T
nf converges in L2 when N ↑ ∞,
d) there exists g ∈ L2(F∞0 , IP) such that f = (I − T )g.
Proof. b)⇒d): if ∑Nn=0 T nf converges weakly, by the Banach-Steinhaus theorem the limit g is
an element of L2(F∞0 , IP). By composition with the bounded operator T , we obtain g = f+Tg.
d)⇒c): if f = (I − T )g, g ∈ L2, it can be supposed IEg = 0. Then ‖TNg‖L2 → 0 when
N ↑ ∞. Indeed ‖TNg‖2L2 = IE[IE(g|F∞N )2] and IE(g|F∞N ) is an inverse martingale which tends
to zero in L2.
Finally for a)⇒b), let us consider a subsequence Nk such that ∑Nkn=0 T nf converges weakly
in L2(F∞0 ) as k ↑ ∞. Letting g be the limit, by composition with T we get
g − f + lim
k↑∞
TNk+1g = Tg
and the same argument as for c)⇒d) shows that TNk+1f → 0 in L2.
Remark. It is easy to see that these conditions are equivalent to the condition that
∑N
n=0 τ
nf
converge for the topology σ(L2(F+∞−∞ ), L2(F+∞0 )).
We shall say that a function f ∈ L2(F+∞0 ) belongs to the Gordin class (for which we
write f ∈ G) if f − IEf satisfies the equivalent conditions of lemma 1.
Lemma 2 The Gordin class is the class of the functions f ∈ L2(F+∞0 ) admitting a decompo-
sition
f − IEf = g˜ + h ◦ τ−1 − h(1)
where g˜, h ∈ f ∈ L2(F+∞0 ) with IE(g˜|F∞1 ) = 0 and IEh = 0. Such a decomposition, if it exists,
is unique.
Proof. By lemma 1, if f ∈ G there is a g ∈ L2(F+∞0 ) such that f − IEf = g − Tg. Putting
g˜ = g − IE(g|F∞1 ) and h = Tg = IE(g|F∞1 ) ◦ τ , we get the decomposition (1).
Conversely, if f can be decomposed as (1), we have T g˜ = 0 and T (h ◦ τ−1) = h, hence
f − IEf = (I − T )g with g = g˜ + h ◦ τ−1. The uniqueness follows immediately.
The theorem of iterated logarithm is valid for functions in the Gordin class:
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Theorem 3 Let f ∈ L2(F+∞0 ) be in the Gordin class, and g˜, h the elements of its decomposi-
tion (1). Then, putting SN =
∑N
n=0(f − IEf) ◦ τn, there holds
a)
lim
N↑∞
1√
N
‖SN‖L2 = ‖g˜‖L2
b)
lim sup
N↑∞
|SN |√
2N log logN
= ‖g˜‖L2
Proof. Noting that
SN =
N∑
n=0
g˜ ◦ τn + h ◦ τ−1 − h ◦ τN
part a) comes from the following inequality, where the norms are taken in L2:
∣∣∣∣∣‖ 1√N SN‖ − ‖
1√
N
N∑
n=0
g˜ ◦ τn‖
∣∣∣∣∣ ≤ 2 ‖h‖√N →N↑∞ 0
and from ‖∑Nn=0 g˜ ◦ τn‖2 = (N + 1)‖g˜‖2, which follows by orthogonality.
If g˜ = 0 part b) is a consequence of the fact that, h being in L2, h◦τ
N√
N
→ 0 when N ↑ ∞ by
the pointwise ergodic theorem. Thus, when g˜ 6= 0 it suffices to show that
lim sup
N↑∞
|∑Nn=0 g˜ ◦ τn|√
2N log logN
= ‖g˜‖.
But this is given by the theorem of Heyde and Scott ([16] corollary 2).
We shall now state sufficient conditions for membership to the Gordin class G.
Without subscript, norms are L2-norms.
Proposition 4 Let f ∈ L2(F+∞0 ) be such that
∞∑
n=0
‖IE[f ]− IE(f |F∞n )‖ < +∞,(2)
then f ∈ G and the g˜ of its decomposition satisfies
‖g˜‖ ≤
∞∑
n=0
‖IE[f ]− IE(f |F∞n )‖.
Proof. By the fact that
‖T n(f − IEf)‖ = ‖IEf − IE(f |F∞n )‖
the convergence of the series (2) implies that the series
∑
T n(f − IEf) converges normally.
Letting g be its sum, then g˜ is given by g − IE(g|F∞1 ) thus ‖g˜‖ ≤ ‖g‖.
Proposition 5 Let f ∈ L2(F+∞0 ), and let us consider the decomposition
f = IEf +
∞∑
n=0
fn(3)
with
f0 = IE(f |F00 )− IE(f)
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and
fn = IE(f |Fn0 )− IE(f |Fn−10 ) for n ≥ 1
a) f ∈ G if and only if
sup
N
∞∑
j=o
‖IE(
N∑
n=0
fn+j ◦ τn|F∞0 )‖2 < +∞.
b) This is satisfied if ∑
m≥0
√∑
k≥m
‖fk‖2 < +∞
and then the g˜ associated with f in (1) is such that ‖g˜‖ ≤ ∑m≥0√∑k≥m ‖fk‖2.
c) This is also satified if ∑
m≥0
√
m‖fm‖ < +∞
and then the g˜ associated with f in (1) is such that ‖g˜‖ ≤ ∑m≥0√m‖fm‖.
Proof. The existence of the decomposition (3) for any f ∈ L2(F+∞0 ) comes from the fact that
N∑
n=1
fn = IE(f |FN0 )− IE(f |F00 )
is a martingale which converges in L2.
Let f ∈ L2(F+∞0 ), and put f˜ = f − IEf . Using the fact that for n ≥ 0, T nf˜ = IE[f˜ ◦ τn|F∞0 ]
we get
T nf˜ =
∑
k≥n
IE[fk ◦ τn|F∞0 ]
because for k < n, fk ◦ τnis F−1−∞-measurable. It follows that
N∑
n=0
T nf˜ =
N∑
n=0
∑
k≥n
IE[fk ◦ τn|F∞0 ](4)
=
∞∑
j=0
IE(
N∑
n=0
fn+j ◦ τn|F∞0 ).
But the random variables
ZNj = IE(
N∑
n=0
fn+j ◦ τn|F∞0 )
form an orthogonal sequence and therefore
‖
N∑
n=0
T nf˜‖2 =
∞∑
j=0
‖ZNj ‖2
and part a) follows from lemma 1.
From the equality (4) we have also
‖
N∑
n=0
T nf˜‖ ≤
N∑
n=0
‖∑
k≥n
IE[fk ◦ τn|F∞0 ]‖.
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For every fixed n the sequence (IE(fk ◦ τn‖F∞0 ))k≥n is orthogonal, and so
‖∑
k≥n
IE[fk ◦ τn|F∞0 ]‖ =

∑
k≥n
‖IE[fk ◦ τn|F∞0 ]‖2


1/2
≤

∑
k≥n
‖fk‖2


1/2
which gives part b).
Taking once more the equality (4) rewritten as
N∑
n=0
T nf˜ =
∞∑
m=0
IE(fm + fm ◦ τ + · · ·+ fm ◦ τm∧N |FN0 )
gives
‖
N∑
n=0
T nf˜‖ ≤
∞∑
m=0
‖fm + fm ◦ τ + · · ·+ fm ◦ τm∧N‖
≤
∞∑
m=0
√
m‖fm‖,
by the fact that the sequence fm ◦ τm∧N , fm ◦ τm∧N−1, . . . , fm is orthogonal. Part c) follows by
the same arguments.
If T is an almost finite stopping time of the σ-fields (Fn0 )n≥0 and if f is an FT0 -measurable
random variable, f can be written as
f =
∑
k≥0
f 1{T=k}
with f 1{T=k} Fk0 -measurable. This is a particular case of the following situation:
Proposition 6 Let f ∈ L2(F∞0 ) admit the following representation converging in L2:
f =
∞∑
k=0
fk with fk Fk0 -measurable.
If the condition
∞∑
k=0
k‖fk − IEfk‖ < +∞(5)
is fulfilled, then f ∈ G, and the associated g˜ satisfies
‖g˜‖ ≤
∞∑
k=0
√
k + 1‖fk − IEfk‖.(6)
Proof. By the fact that T n(fk − IEfk) = 0 for n > k,
T n(f − IEf) = ∑
k≥n
T n(fk − IEfk)
and therefore under condition (5) the series
∑
n T
n(f − IEf) is normally convergent and f ∈ G.
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Let us put g(fk) =
∑
n≥0 T
n(fk − IEfk) and g(f) = ∑n≥0 T n(f − IEf). Under condition (5)
we have thus
g(f) =
∑
k≥0
g(fk),
the series converging normally. Therefore
g(f)− IE(g(f)|F10 ) =
∑
k≥0
[g(fk)− IE(g(fk)|F10 )],
the series again converging normally. But by lemma 7 below and proposition 5 applied to fk
we have
‖g(fk)− IE(g(fk)|F10 )‖ ≤
√
k + 1‖fk − IEfk‖
so that
‖g(f)− IE(g(f)|F10 )‖ ≤
∑
k
√
k + 1‖fk − IEfk‖
which proves the proposition.
Lemma 7 If f ∈ L2 depends only on d consecutive coordinates then
lim sup
N
|f + f ◦ τ + · · ·+ f ◦ τN−1 −NIEf |√
2N log logN
≤
√
d‖f − IEf‖
Proof. This is a simple application of the LIL of Hartman-Wintner for independent variables.
Let us put N − 1 = pd+ q with 0 ≤ q < d, and let us suppose f to be centred. Then
N−1∑
i=0
f ◦ τ i =
d−1∑
k=0
p−1∑
j=0
f ◦ τ jd+k +
pd+q∑
n=pd
f ◦ τn.(7)
By the fact that for every fixed k
lim sup
p
|∑p−1j=0 f ◦ τ jd+k|√
2p log log p
= ‖f‖
we have
lim supN
|
∑d−1
k=0
∑p−1
j=0
f◦τ jd+k |√
2N log logN
≤ d‖f‖ lim
√
2p log log p√
2N log logN
≤ √d‖f‖.
Now the second term of (7) gives
|∑pd+qn=pd f ◦ τn|√
2N log logN
≤
∑d−1
j=0 |f | ◦ τpd+j√
2N log logN
which vanishes almost surely as N ↑ ∞ by the ergodic theorem because f ∈ L2. The lemma
follows from these estimates.
Remark. For f ∈ L2(F∞0 ) admitting the representation f =
∑
k fk converging in L
2 with
fk Fk0 -measurable, we dont know whether the sole hypothesis
∑
k
√
k + 1‖fk − IEfk‖ < +∞
suffices to imply
lim sup
N
|∑Nn=0(f − IEf) ◦ τn|√
2N log logN
≤∑
k
√
k + 1‖fk − IEfk‖.
The following result, whose statement is simple, is a rather rough consequence of the pre-
ceding proposition.
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Proposition 8 Let T be an a.s. finite stopping time of (Fn0 )n≥0, and f ∈ L2(FT0 ).
If there is an α > 1 such that
IE[f 2T 3 logα T ] < +∞
then
lim sup
N
|∑Nn=0(f − IEf) ◦ τn|√
2N log logN
≤
√
6
π
‖f(T + 1)3/2‖.
Proof. Putting fk = f 1{T=k} we have
∑
k≤1
k‖fk − IEfk‖ ≤
∑
k
k‖fk‖ =
∑
k
1√
k logα k
‖
√
k3 logα kfk‖
which by the Cauchy-Schwarz inequality, is bounded by
≤
√√√√∑
k
1
k logα k
√∑
k
k3 logα kfk ≤ c
√
IE[T 3 logα Tf 2].
Therefore the inequality (5) is satisfied and similarly
∞∑
k=0
√
k + 1‖fk − IEfk‖ ≤
√
6
π
‖f(T + 1)3/2‖.
Remark. It is worth noting that if f ∈ G it can of course happen that
‖g˜‖ < ‖f − IEf‖.
This is the case if f − IEf = h ◦ τ−1− h with h ∈ L2 and other examples are easily constructed
by the Gordin decomposition. This can occur even when f depends only on a finite number of
coordinates. In this case integration by the shift method runs (asymptotically) faster than by
classical Monte Carlo.
Nevertheless, the principal interest of the shift method does not come from this phenomenon
but from certain facilities afforded by its implementation (see [5]).
II. Criteria of membership to the Gordin class
II.1. The case of the torus T s
Let us consider the following transform of T s × T s
((x1, . . . , xs), (y1, . . . , ys))
τ−→ (([2x1], . . . , [2xs])), (2x1 − [2x1] + y1
2
, . . . , (
2xs − [2xs] + ys
2
))
where [x] is the fractional part of x ∈ IR, which is easily seen to correspond to the bilateral
Bernoulli shift by binary expansion of real numbers.
We have for this transformation and for f ∈ L2(T s, dy1 · · · dys):
Tf(y) =
∑
n∈{0,1}s
1
2s
f(
n
2
+
y
2
)
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T nf(y) =
∑
k∈{0,...,2n−1}s
1
2ns
f(
k
2n
+
y
2n
).
Using then the Fourier representation of f
f(y) =
∑
m∈Zs
am e
2ipi<m,y>
one easily obtains that if IEf = 0
N∑
n=0
T nf(y) =
∑
q∈Zs, q 6=0
N∑
n=0
a2nq e
2ipi<q,y>
and we get:
Proposition 9 The function f ∈ L2(T s) belongs to G if and only if
sup
N
∑
q∈Zs, q 6=0
|
N∑
n=0
a2nq|2 < +∞
in which case ∀q 6= 0, ∑Nn=0 a2nq →N↑∞ bq with ∑q |bq|2 < +∞ and the g˜ of f in (1) satisfies
‖g˜‖2 ≤ ∑q |bq|2.
Corollary 10 Let f ∈ L2(T s) be such that there are cn ≥ 0 with ∑∞n=0 cn < +∞ and |a2nm| ≤
cn|am| ∀m ∈ Zs\{0}. Then f ∈ G and
‖g˜‖ ≤ ‖f − IEf‖
∞∑
n=0
cn.
Example. Letting f belong to the Sobolev space Hα(T s) defined by
∑
p∈Zs |ap|2(
∑s
i=0 p
2
i )
α <
+∞ for some α > 0. Then f ∈ G and ‖g˜‖ ≤ c(∑p |ap|2(∑si=0 p2i )α)1/2.
II.2. Case of the infinite dimensional torus
We consider here the Bernoulli shift ( to the right) on ([0, 1]s,B([0, 1]s), dx)Z.
The property of membership to the Gordin class is strongly related to the dependence of f
on the size of the derivatives of f (when they exist) with respect to the faraway coordinates.
This is particularly simple to espress by means of Dirichlet forms:
Let us consider a Dirichlet form (dI, ε) on L2([0, 1]s, dx) possessing a carre´ du champ operator
γ (cf [7]) and let us consider the product Dirichlet structure (cf [8]):
(Ω,A, IP, dI, E) = ([0, 1]s,B([0, 1]s), dx, dI, ε)⊗Z
This structure has a carre´ du champ Γ given by
Γ(f, f) =
∑
i∈Z
γi(f, f) ∀f ∈ ID
where γi operates on the i-th coordinate. We consider the shift τ given by
Xn ◦ τ = Xn−1
where (Xn)n∈Z are the coordinates. For F ∈ L2(Ω,F∞0 ) there holds
Tf(x0, x1, . . . , xn, . . .) =
∫
x∈[0,1]s
f(x, x0, x1, . . .)dx.
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We make the following assumption (8): Let L20 = {f ∈ L2 IEf = 0}{
There exists K > 0 such that
∀f ∈ ID ∩ L20 ‖f‖2L2 ≤ KE(f, f)
(8)
Then the space ID ∩ L20 is a Hilbert space for the norm
√
E(f, f) which is invariant by τ .
Let ID0 = {f ∈ ID, IEf = 0, f is F∞0 -measurable} which is closed in ID
Proposition 11 Under hypothesis (8), let f ∈ ID0 be such that
∞∑
k=0
(
∞∑
i=k
IE[γi(f, f)])
1/2 < +∞.
Then f ∈ G.
Proof. This is straightforward by the fact that
E(T nf, T nf) ≤ 1
2
IE[
∞∑
i=n
γi(f, f)]
Corollary 12 Let f ∈ L2(Ω,F∞0 ) be such that for every n ∈ N ,
[0, 1]s ∋ xn −→ f(x0, . . . , xn . . .) ∈ IR
possesses a derivative in the sense of distributions in L2(dxn) (dx0 · · · dxn−1dxn+1 · · ·)-almost
surely.
Then if
∞∑
i=2
i2(logα i)IE[f ′2i ] < +∞
for an α > 1, then f ∈ G.
Proof. The preceding proposition is here applied to the case (dI, ε) = (H1([0, 1]s, dx,
∫ ∇2, dx)
a) Let us prove first that the hypothesis (8) is fulfilled. For this we use the fact that this
hypothesis is satisfied on the Wiener space equipped by the Ornstein-Uhlenbeck semi-group, as
it is easily seen by the spectral representation on the chaos. This is equivalent to saying that
(8) is satisfied on the Gaussian structure(
IRs, B(IRs), Ns(0, 1),
∫
∇2, H1(IRs, Ns(0, 1))
)⊗Z
with the constant K = 1. The property is therefore true for every image structure of this
structure (cf [8]) and the result comes then from the following easy fact :
Let be ϕ(x) =
∫ x
−∞
1√
2pi
e−
y2
2 dy; then
∫
IR
(f ◦ ϕ)′2dN(0, 1) ≤ 1
2π
∫ 1
0
f ′2(x)dx.
b) It remains only to prove that
∞∑
1=2
i2(logα i)a2i < +∞⇒
∞∑
k=0
(
∞∑
i=k
a2i )
1/2 < +∞.
which a consequence of the Cauchy-Schwarz inequality.
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II.3. The case of Wiener space
3.a) The Wiener space as a product space
Let us consider the space W = {f ∈ C([0, 1], IRd), f(0) = 0} equipped with its Borelian σ-field
B and with the Wiener measure m.
On the space (Ω,A, IP) = ∏+∞n=−∞(Wn,Bn, mn) where (Wn,Bn, mn) are copies of (W,B, m)
we define a Brownian motion (Bt)t∈IR+ in the following manner: Letting Xn be the coordinate
map from Ω into Wn, for t ∈] 12k+1 , 12k ], k ∈ Z we put
Bt =
∞∑
n=k+1
Xn(1)
2
n+1
2
+
Xk(
t−1/2k+1
1/2k+1
)
2
k+1
2
.
The process thus defined is Gaussian centred with independent increments, tends to zero as t
goes to zero and its covariance is easily computed to be s ∧ t times the identity matrix; it is
therefore a standard IRd-valued Brownian motion.
The transform τ defined on Ω by
Xn ◦ τ = Xn−1 n ∈ Z
is a scaling
Bt ◦ τ = 1√
2
B2t
and the results of section I apply with
F∞0 = σ(Bs, s ≤ 1)
F∞1 = σ(Bs, s ≤ 12)
Fk0 = σ(Bs − B 1
2k+1
, s ∈] 1
2k+1
, 1])
We shall put Bt = σ(Bs, s < t).
3.b) Functionals of Lipschitzian SDE’s
Let us consider maps
σ : IRm × IR+ → IRm×d, b : IRm × IR+ → IRm
satisfying the Lipschitz hypotheses:
∃C > 0 such that ∀s ∈ [0, 1]
|σ(x, s)− σ(y, s)|+ |b(x, s)− b(y, s)| < C|x− y|
|σ(x, s)|+ |b(x, s)| ≤ C(1 + |x|)
where | . | is one of the equivalent norms on Euclidean spaces.
Let Xxt be the solution of the the SDE:
Xxt = x+
∫ t
0
σ(Xxs , s)dBs +
∫ t
0
b(Xxs , s)ds x ∈ IRm
Proposition 13 Let be f = h(Xxt ) for t ≤ 1, with h : IRm → IR Ho¨lderian of exponent
λ ∈]0, 1]. Then f ∈ G.
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Proof. Let A be the Ho¨lder constant of h:
|h(x)− h(y)| ≤ A|x− y|λ
and let (Pt)t≤0 be the semi-group of the diffusion associated with the flow Xxt . By classical
estimates (cf [19] chapter 2) we have
|Puh(x)− Puh(y)| = |IEh(Xxu)− IEh(Xyu)| ≤ AIE|Xxu −Xyu|λ
≤ K|x− y|λ ∀u ∈ [0, 1]
for some constant K depending on the dimensions m, d and on the constants C and A.
If ϕ is Ho¨lder with exponent λ, we have
var[ϕ(Xxs )] = IE|ϕ(Xxs )− IEϕ(Xxs )|2 ≤ IE|ϕ(Xxs )− ϕ(E(Xxs ))|2
≤ c1IE|Xxs − IEXxs |2λ ≤ c2(1 + |x|2λ)sλ
(cf [19] theorem 2.1)
Now, let us remark that
T nf = IE[h(Xxt )|B 1
2n
] ◦ τn = Pt− 1
2n
h(Xx1
2n
) ◦ τn.
Hence by the preceding estimates we get
‖T n(f − IEf)‖2 = var[T nf ] = var[Pt− 1
2n
h(Xx1
2n
)]
≤ c(1 + |x|2λ) 1
2nλ
and the series
∑ ‖T n(f − IEf)‖ converges geometrically.
Proposition 14 Let µ(ds, dx) be a measure on [0, 1]× IRm such that∫
[0,1]×IRm
(1 + |x|λ)|µ(ds, dx)| < +∞
with λ ∈]0, 1], and let g be a Ho¨lderian function of exponent λ. Then the functional
f =
∫
[0,1]×IRm
g(Xxs )µ(ds, dx)
belongs to G.
Proof. We have
T nf =
∫ 1
2n
0
∫
IRm
g(Xxs )µ(ds, dx) ◦ τn +
∫ 1
1
2n
∫
IRm
Ps− 1
2n
g(X 1
2n
)µ(ds, dx) ◦ τn
and hence
‖T n(f − IEf)‖ ≤
∫ 1
2n
0
∫
IRm
‖g(Xxs )− g(IEXxs )‖|dµ|+
∫ 1
1
2n
∫
IRm
(var[Ps− 1
2n
g(X 1
2n
)])
1
2 |dµ|
and therefore by the estimates used in the preceding proof:
‖T n(f − IEf)‖ ≤
∫ 1
2n
0
∫
IRm
A(1 + |x|λ)sλ2 |µ(ds, dx)|+
∫ 1
1
2n
∫
IRm
B(1 + |x|)λ) 1
2
nλ
2
|µ(ds, dx)|.
By hypothesis the second term is bounded by C 1
2
nλ
2
. For the first one, let us remark that
∞∑
n=0
1[0, 1
2n
](s)s
λ
2
is bounded on s ∈ [0, 1] from which it follows ∑ ‖T n(f − IEf)‖ < +∞
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3.c) Multiple Wiener integrals
The case of multiple Wiener integrals is important on one hand because their family is in some
sense the universal diffusion process (cf [2] [3]) and on the other hand because most of them
are quite irregular and such that every Borelian version is discontinuous at every point in the
Wiener space. Such functionals are not Riemann integrable and have to be approximated by
more regular functionals before simulation (cf [6]).
Here we give some examples to illustrate which irregularity at the origin can have functions
in the Gordin class for scaling.
Let
F =
∫
0<t1<···<tm<1
h(t1, . . . , tm) dB
i1
t1
dBi2t2 · · · dBimtm
where ik ∈ {1, 2, . . . , d} for k = 1, . . . , m with∫
0<t1<···<tm<1
h2(t1, . . . , tm) dt1dt2 · · · dtm < +∞.
One has easily
T nF =
∫
0<t1<···<tm<1
1
2
nm
2
h(
t1
2n
, . . . ,
tm
2n
) dBi1t1dB
i2
t2
· · ·dBimtm .
Therefore F belongs to the Gordin class if and only if
sup
N
∫
0<t1<···<tm<1
(
N∑
n=0
1
2
nm
2
h(
t1
2n
, . . . ,
tm
2n
))2 dt1dt2 · · · dtm < +∞
Example 1. Let us take m = 1, h(x) = 1
xα
, α < 1
2
. It is easily seen that
F =
∫ 1
0
1
tα
dBt ∈ G ∀α < 1
2
.
Example 2. Let us take
h(x) =
1√
x(− log x)β with β >
1
2
.
Then
F =
∫ 1
2
0
1√
t(− log t)β dBt
is in the Gordin class if β > 1, but F ∈/G if β ∈]1
2
, 1] although h ∈ L2[0, 1] in that case.
Example 3. If we take
h(x) =
1√
x
sin(π log2 x)
log x
the functional F =
∫ 1
2
0 h(t) dBt gives an example of a functional in G such that∑
n
‖T nF‖ = +∞
and such that
∫
0
1
2
|h(t)| dBt ∈/G.
Example 4. Let us consider a real Brownian motion (d = 1), and a function F square
integrable with the following Wiener chaos expansion:
F = F0 +
∑
m
Fm = F0 +
∞∑
m=1
∫
0<t1<···<tm<1
h(t1, . . . , tm) dBt1dBt2 · · · dBtm
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and let us suppose |hm(t1, . . . , tm)| ≤ am 1
t
αm
1
1
···tα
m
m
m
with αmi <
1
2
∀i = 1 . . . , m. We get, by the
fact that the chaos are invariant by T ,
‖
N∑
n=0
T n(F − F0)‖2 =
∞∑
m=1
‖
N∑
n=0
T nFm‖2
≤
∞∑
m=1
a2m
[1− 2(αm1 +···+αmm−m2 )]2∏mi=1(i− 2∑ik=1 αmk )
so that, if all αmi ’s are equal to α <
1
2
, F ∈ G as soon as the series
∞∑
m=1
a2m
m!(1− 2α)m
converges.
II.4. Other factorisations of the Wiener space.
4.a)
Let (χn(t))n≥0 be an orthonormal basis of L2[0, 1] and let ϕn(t) =
∫ t
0 χn(s) ds. Let (gn)n≥0 be
a sequence of independent standard Gaussian variables built as the coordinates of (Ω,A, IP) =
(IRIN,B(IRIN), N(0, 1)⊗IN).
The series ∑
n
gnϕn(9)
converges in C([0, 1]) a.s. and in Lp((Ω,A, IP), C([0, 1])) p ∈ [1,∞[ and its sum is a Brownian
motion under IP.
Indeed, if on the Wiener space we put χ˜n(ω) =
∫ 1
0 χn(s) dBs and Fn = σ(χ˜k, k ≤ n), we
obtain, denoting by B the identity map from C[0, 1] into itself,
IE[B|Fn] =
n∑
k=0
χ˜kϕk(10)
as can be seen by applying a continuous linear functional µ on C[0, 1] to both sides of (10) and
by remarking that (µ, χ˜0, . . . , χ˜n) is a Gaussian array. By the convergence properties of vector
martingales, we have therefore
B =
∞∑
k=0
χ˜kϕk(11)
a.s. and in Lp. Since the family of partial sums of the series (9) has the same law as the sums
of (11) the assertion is proved.
Such a representation of the Brownian motion
B =
∞∑
k=0
χ˜kϕk
allows us to define the shift, and the associated Gordin class clearly depends on the basis (χn)
which is chosen.
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4.b)
The case of Haar functions is particularly interesting. Let us put χ = 1[0, 1
2
[ − 1[ 1
2
,1[ and
χm,k(t) = 2
m
2 χ(2mt− k)(12)
ϕm,k(t) =
∫ t
0
χm,k(s) ds(13)
for t ∈ IR+, m ∈ Z, k ∈ IN.
The functions (χm,k)m∈Z, k∈IN form an orthonormal basis of L2(IR+) and if gm,k are standard
independent Gaussian variables, the Brownian motion can be represented by
B(ω, t) =
+∞∑
m=−∞
(
∞∑
k=0
ϕm,k(t)gm,k(ω))
and the scaling studied in paragraph II.3 is the mapping which transforms the sequence
(gm,k(ω))m,k
into the sequence
(gm−1,k(ω))m,k.
The space generated by the functions (χm,k)m≥0, 0≤k<2m is the subspace of L2[0, 1] orthogonal
to the constants, and the process
Zt =
∞∑
m=0
2m−1∑
k=0
ϕm,k(t)gm,k(14)
is a standard Brownian bridge vanishing at zero and one. The representation (14) is unique
and converges in C00[0, 1] = {f ∈ C[0, 1] f(0) = f(1) = 0}. The functions ϕm,k form a Schauder
basis of this space. If f ∈ C00[0, 1] with
f(t) =
∞∑
m=0
2m−1∑
h=0
ϕm,k(t)am,k(f)(15)
there holds
am,k(f) = [2f(
k
2m
+
1
2m+1
)− f( k
2m
)− f(k + 1
2m
)]2
m
2 .
The Banach spaces of Ho¨lderian functions of exponent α ∈]0, 1[ of C00[0, 1] can be interpreted
in terms of spaces ℓ∞ and c0 on the sequences (2mαam,k)m,k (cf [10]).
To approach a continuous function by a partial sum of the series (15) is convenient practi-
cally, and if we change the notations by putting a2m+k = am,k m ≥ 0, k = 0, . . . , 2m − 1 the
simple shift on the an i.e., the transform
F (a1, . . . , an, . . .) −→ F ◦ τ = F (a0, a1, . . . , an+1, . . .)
(which does not correspond to a scaling) is quite thrifty in random drawings. By proposition
11, a sufficient condition for a function F to be in the Gordin class for this transform is that it
be in L2 and possess partial derivatives such that
∞∑
k=0
(
∞∑
i=k
IE(F ′2i ))
1
2 < +∞
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where the expectation is taken on (IRIN,B(IRIN), N(0, 1)⊗IN).
Example. For fixed t ∈ [0, 1], let us consider the functional
F (ω) =
∑
n≥0
1
n+ 1
√
ϕn(t)
(∫ 1
0
χn(s) dZs
)2
which, with the preceding notations F can be written
F =
∑
n≥0
1
n+ 1
√
ϕn(t) a
2
n.
Now F belongs to L2 by the fact that the series
∑
n≥0
1
(n + 1)2
ϕn(t)
converges and we have F ′i =
2
i+1
√
ϕi(t)ai so that
∞∑
k=0
∞∑
i=k
IEF ′2i =
∞∑
k=0
4
k + 1
ϕk(t) < +∞
because ( 1
k+1
) ∈ ℓ2. And thus F ∈ G.
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