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Developmental training studies are important to increase our understanding of the
potential of the developing brain by providing answers to questions such as: “Which
functions can and which functions cannot be improved as a result of practice?,” “Is
there a specific period during which training has more impact?,” and “Is it always
advantageous to train a particular function?” In addition, neuroimaging methods provide
valuable information about the underlying mechanisms that drive cognitive plasticity. In
this review, we describe how neuroscientific studies of training effects inform us about the
possibilities of the developing brain, pointing out that childhood is a special period during
which training may have different effects. We conclude that there is much complexity in
interpreting training effects in children. Depending on the type of training and the level of
maturation of the individual, training may influence developmental trajectories in different
ways. We propose that the immature brain structure might set limits on how much can
be achieved with training, but that the immaturity can also have advantages, in terms of
flexibility for learning.
Keywords: training, development, executive functions, cognitive control, plasticity, neuroimaging, brain
maturation
INTRODUCTION
The human brain is highly plastic and adapts quickly to new
experiences. Several examples are at hand that highlight the plas-
ticity of the brain in adults. For instance, a famous set of studies
with London taxi drivers suggested that the gray matter vol-
ume in the hippocampus, a region important for memory, can
be modulated by training. Moreover, these studies showed that
hippocampal gray matter volume corresponded with the level of
driving experience (Maguire et al., 2000, 2006) (see e.g., Elbert
et al., 1995; Gaser and Schlaug, 2003 for similar results in musi-
cians). Besides brain structure, also the function of the brain can
be influenced by training. There is evidence from studies showing
altered brain activation in limbic and/or frontoparietal regions
for long-term meditation practitioners (Brefczynski-Lewis et al.,
2007; Lutz et al., 2008) and after training with working memory
tasks (Olesen et al., 2004; Jolles et al., 2010; Klingberg, 2010). It is
well known that much of our learning takes place in childhood.
But what do we know about the plasticity and flexibility of the
developing brain? How can neuroscientific studies increase our
insight of training effects during development?
In this article, we suggest that childhood might be special
period during which training has specific effects. Currently, rel-
atively little is known about how training-related plasticity dif-
fers between children and adults, but this direction of research
has great potential for tailoring optimal learning situations. On
the one hand, there are great changes in neural efficiency dur-
ing development, which could make this period well suited for
training interventions. On the other hand, there might also be
limitations on the effects of training in childhood. That is, the
maximum achievable performance could be constrained by the
current level of structural brain development and cognitive func-
tioning. Neuroimaging studies can provide a deeper level of
insight in the underlying cognitive and neural processes that are
involved during training (cf. Lustig et al., 2009). In this review, we
mainly focus on (neuroscientific) training studies in the domain
of cognitive control and working memory. In adults, these func-
tions are associated with activation in a common set of regions in
prefrontal and parietal cortex (Duncan and Owen, 2000; Wager
and Smith, 2003; Owen et al., 2005). Several behavioral studies
have demonstrated improved performance after cognitive train-
ing in children, and there is now a growing interest in the changes
in frontoparietal brain regions that accompany these behavioral
changes.
In the following sections, we first give a general introduc-
tion about the aims and methods of cognitive training studies,
based on the child and adult behavioral literature. Then, we pro-
vide background on the interplay between brain maturation and
training effects. Finally, we discuss the results of the first neurosci-
entific training studies in children.We concludewith some critical
considerations and directions for future research.
COGNITIVE TRAINING: PURPOSE AND APPROACH
TRAINING PARADIGMS
In this article, cognitive training is defined as the process of
improving cognitive functioning by means of practice and/or
intentional instruction. For alternative approaches to improve
cognitive functions, including ecological interventions, physical
exercise, and social interaction, we refer to previous reviews of
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cognitive interventions in children (Diamond and Lee, 2011;
Bryck and Fisher, 2012) and adults (Hertzog et al., 2009; Lustig
et al., 2009; Noack et al., 2009; Buschkuehl and Jaeggi, 2010).
In general, cognitive training studies have focused on two goals:
application (i.e., designing a training intervention that is effec-
tive in practice), and theory (i.e., answering empirical questions
about the functions that are being trained and the processes
responsible for the desired change) (Willis and Schaie, 2009).
While determining the efficacy of a training program is a key
objective in most training studies, it is equally important that
training studies provide new insights into the processes of cogni-
tive plasticity and the underlying neural mechanisms. For exam-
ple, theory-based training studies may help to determine which
aspects of the training program are driving training effects, and
why some individuals gain more from training than others. In
addition, theory-based training studies can improve our under-
standing of the specific functions that are being trained and why
these functions are sometimes compromised (Willis and Schaie,
2009).
Depending on the goals of the study, a variety of differ-
ent training paradigms can be used. The major approaches of
cognitive training can roughly be classified as process-based
and strategy-based training paradigms (cf. Lustig et al., 2009;
Noack et al., 2009; Morrison and Chein, 2010). The process-
based approach involves repeated performance (i.e., practice) of
demanding executive function tasks. Most process-based studies
in children have focused on training of working memory (e.g.,
Klingberg et al., 2005; Holmes et al., 2009a; Van der Molen et al.,
2010; Jaeggi et al., 2011; Jolles et al., 2012), but other functions
have been studied as well, including (executive) attention (e.g.,
Rueda et al., 2005; Shalev et al., 2007), inhibition (e.g., Thorell
et al., 2009; Johnstone et al., 2010), and task switching (e.g.,
Karbach and Kray, 2009). The strategy-based approach on the
other hand uses more explicit task instructions. For instance,
in the domain of working memory, strategy training studies
have promoted the use of rehearsal, chunking, mental imagery,
and/or story-formation strategies to increase the number of items
that are held in mind (e.g., Ford et al., 1984; Conners et al.,
2008; St. Clair-Thompson et al., 2010; Swanson et al., 2010).
Other strategy-based studies have used a more general approach,
providing metacognitive knowledge about controlling and regu-
lating task procedures and strategies (e.g., Ghatala et al., 1985;
Kramarski and Mevarech, 2003). While it has been argued that
process-based training of core executive functions will show a
broader generalization because it is more domain-general in
nature (cf. Lustig et al., 2009; Noack et al., 2009; Klingberg, 2010;
Morrison and Chein, 2010), the strategy-based approach might
be specifically effective in studies that aim to improve a par-
ticular skill (e.g., in arithmetic or language). Interestingly, in a
study of children with attention difficulties, both typical process-
based attention training and training of academic skills (which
involved strategy-based elements) reduced attention problems.
However, only the children who took part in the academic train-
ing improved significantly on (some) academic skills (Rabiner
et al., 2010). Finally, a number of studies have explored the combi-
nation of process-based training and strategy instructions (van’t
Hooft et al., 2003, 2005; Chenault et al., 2006). One of these
studies demonstrated that children with dyslexia benefit more
from writing instruction when this is preceded by process-based
training of attention, than when it is preceded by a control train-
ing (reading fluency). Notably, the attention training itself did not
directly improve writing skills; it was the combination of train-
ing programs that yielded the best results (Chenault et al., 2006).
These findings indicate that the process-based attention training
facilitated learning during the writing lessons, demonstrating the
potential benefit of combining process-based and strategy-based
training procedures.
Except from the process-based versus strategy-based distinc-
tion, there are several other factors that should be considered
when designing a training study, including the length of the
training, the complexity of the task that is trained (i.e., does
the task train one specific function or several different processes
at once), the variability in stimuli and tasks (both within and
between cognitive domains), and whether or not the difficulty
level of the trained task(s) is adapted to the participants’ level of
performance. These factors depend strongly on the goal of the
study (e.g., theory versus application). For instance, a study that
examines theoretical questions about training-related changes
in cognitive processes will benefit most from a simple training
paradigm that controls for confounding variables (cf. Luna et al.,
2010; Morrison and Chein, 2010). However, a study that aims
to develop a cognitive intervention that is effective in practice
might benefit more from a complex training paradigm. It has
been suggested that training with complex and variable tasks
will lead to greater generalization to real-life situations (Green
and Bavelier, 2008; Lustig et al., 2009; Buschkuehl and Jaeggi,
2010). In addition, changing stimuli and adapting the difficulty
level of the task are considered important methods to keep the
participant motivated and to prevent automaticity (Green and
Bavelier, 2008; Buschkuehl and Jaeggi, 2010; Klingberg, 2010;
Morrison and Chein, 2010). There have only been a small num-
ber of studies in children that directly examined the influence
of these factors and definitive conclusions have not yet been
reached. For example, a number of studies have demonstrated
that adaptive training led to greater training effects than non-
adaptive training (Klingberg et al., 2002, 2005; Holmes et al.,
2009a; Bergman Nutley et al., 2011; but see also Van der Molen
et al., 2010), yet most of these studies used non-adaptive training
with a very low difficulty. It is unclear whether adaptive training
is still more successful than non-adaptive training if the latter is
more challenging, and if so, what would be the optimal level of
task difficulty to facilitate learning. In addition, the few studies
that directly examined the effects of task variability did not find
clear evidence that training with variable tasks will lead to greater
generalization. For example, Karbach and Kray (2009) demon-
strated that children who trained with different versions of the
same task showed less transfer of training gain than children who
trained with only one version. These findings were opposite of the
findings in adults, who showed larger transfer effects in the vari-
able training condition (Karbach and Kray, 2009). Furthermore,
to examine whether generalizability would be larger for a train-
ing program that encompasses several cognitive domains than for
training that is focused on one domain, Bergman Nutley et al.
(2011) studied the effects of training both working memory and
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non-verbal reasoning relative to training only one of these func-
tions. They demonstrated that the improvement on the specific
functions was roughly proportionate to the amount of train-
ing in that particular domain, and there was no evidence of
enhanced generalization if training was divided between cognitive
domains. Future studies should further examine “success factors”
(i.e., characteristics of the training paradigm that promote train-
ing gain and generalizability) and determine to which extent these
factors are age-dependent.
ASSESSING TRAINING EFFECTIVENESS: DEPENDENT VARIABLES
There are several ways to determine the effectiveness of the train-
ing, the most obvious being performance improvements (e.g.,
in accuracy or response times) on the trained task. Additional
variables that could be studied include the frequency of a particu-
lar strategy that is employed, as well as the speed or proficiency
with which that strategy is used (Willis and Schaie, 2009). If
performance is measured throughout the training period, it is
also possible to estimate a learning curve, which shows how the
learning rate changes over time. Typically, the learning curve is
steep at the beginning of training, but gradually becomes more
flat when learning progresses (e.g., Jolles et al., 2010; Van der
Molen et al., 2010; Loosli et al., 2011). The decreasing slope
of performance improvements can partly be explained by the
different aspects of the task that are being trained. For exam-
ple, in the beginning of the training, participants might adopt
a new strategy that improves performance dramatically. Later in
training, performance improvements often slow down because
participants are simply practicing with the same strategy over
and over again. Moreover, in the beginning of training, a number
of additional factors are introduced that are not directly related
to the trained function of interest, including the equipment, the
experimenter, and other aspects of the training context. Getting
used to these extraneous factors contributes to the steep learning
curve in the beginning of training. It is important to note that
the learning curves of individual participants do not necessarily
take the same form as the average curve of the group (Heathcote
et al., 2000). Especially if there is a large variability in learning
rate, the average learning curve of the group can be distorted,
which suggests that individual curves should always be taken into
account. Moreover, when comparing performance improvements
between groups (e.g., children versus adults or children with
developmental disabilities versus typically developing children),
it is important to pay attention to performance differences before
and after the training, as well as the room for improvement.
Because it seems that performance improvements slow down
when there is less room for improvement, the group that is clos-
est to asymptotic performance will show less performance gains.
In addition, it is possible that one group shows a larger improve-
ment, while their maximal performance is still below that of the
other group.
Besides performance improvements during the training, it is
informative to examine the long-term effects of training, using a
follow-up measurement several months after the training is com-
pleted (e.g., Klingberg et al., 2005; Holmes et al., 2009b; Beck
et al., 2010; Jolles et al., 2010; Jaeggi et al., 2011). This follow-
up test does not only examine the durability of training effects,
but also tests for cumulative effects. That is, training gains may be
enhanced during the follow-up test as a result of the secondary
effects of training, including increased motivation or ability to
learn. Some of these secondary effects (such as better school per-
formance) require some time to establish (Holmes et al., 2009a;
Van der Molen et al., 2010).
To rule out test-retest effects (e.g., Bors and Vigneau, 2001;
Goodyear and Douglas, 2009; Jolles et al., 2010), it is important
to compare the performance of the trained participants to that
of a control group who did not participate in the training. Several
studies have used a passive control group, which only participated
in the pre- and posttraining sessions. Although a passive control
group is useful to rule out the effects of familiarity, it does not
take into account expectancy effects and motivation (see Box 1).
To control for these effects, an active control group should be
included, which receives a “placebo treatment”. Several placebo
interventions have been proposed, including training the same
task at a low difficulty (e.g., Klingberg et al., 2005; Holmes et al.,
2009a; Bergman Nutley et al., 2011), watching videos (Rueda
et al., 2005), and playing computer games (Shalev et al., 2007;
Thorell et al., 2009). Yet, a control treatment is difficult to design
because it should be very similar to the training program, but
it must not be effective. Therefore, an alternative approach is to
compare the effects of two training programs that focus on dif-
ferent cognitive functions (Thorell et al., 2009; Mackey et al.,
2011).
A critical aspect to assess the generalizability of training ben-
efits is the transfer of training effects to untrained tasks and
real-life situations. Several studies have demonstrated near trans-
fer of training effects to tasks within the same domain (e.g.,
Holmes et al., 2009b; Bergman Nutley et al., 2011; Mackey et al.,
2011), and a number of studies have even found transfer to other
domains, academic performance measures, or symptoms of inat-
tention and hyperactivity (e.g., Klingberg et al., 2005; Rueda et al.,
2005; Karbach and Kray, 2009; Dahlin, 2011; Loosli et al., 2011).
However, transfer effects are highly inconsistent across studies,
and the exact variables that lead to the transfer effects are still
unclear. Perhaps this is due to the majority of studies focusing
on the efficacy of the training, rather than why the training is
effective, and what exactly is being transferred (Willis and Schaie,
2009). Yet, transfer effects are not only important from an inter-
vention perspective. They can inform us about the underlying
cognitive processes that change as a result of training. This is even
important if one well-described task is being trained. Because of
the “impurity” of executive function tasks (Miyake et al., 2000;
Huizinga et al., 2006), there are many processes that can be influ-
enced by training. For instance, if participants practice with a
working memory task, training may lead to a general increase in
processing efficiency (e.g., an increase of working memory capac-
ity), a strategy change (e.g., the use of rehearsal to memorize items
in working memory), or a task-specific skill (e.g., familiarity with
the memory items). These processes can be disentangled if the
participants also perform a number of transfer tasks that have one
or more elements in common with the trained task. The use of a
latent-variable approach can be particularly fruitful in this respect
(Noack et al., 2009; Schmiedek et al., 2010; Bergman Nutley et al.,
2011).
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Box 1 | Confounding factors.
It seems that there is a multitude of possible cognitive and neural processes that underlie the observed training effects, and it is likely that
these processes differ between children and adults. The interpretation of training effects is further complicated by several confounding
factors. Here, we briefly summarize the most important confounding factors and some remedies (see also Poldrack, 2000; Church et al.,
2010; Galvan, 2010; Morrison and Chein, 2010):
General confounding factors
• Familiarity: training effects could reflect test-retest effects, rather than true improvements on the variables of interest.
• Expectancy effects (comparable to placebo effects in drug studies): participants might improve simply because of increased
confidence or because they put in more effort after training.
• Shared components between the context of the trained task and transfer task: improvement on the transfer tasks might be related
to familiarity with type of task or stimuli, rather than training-related changes in the underlying processes.
• Motivation, feedback, and rewards: the value of feedback and rewards might differ between groups, suggesting that one group might
be more motivated than another. Motivation also depends on task difficulty. That is, the training is expected to be most encouraging
when the task is not too easy and not too difficult.
• Cohort effects: group differences might be related to other factors than the factor of interest alone. For example, familiarity with
computer games likely differs between children and aduls, which could influence learning rate if the training is computer-based.
Factors specific to neuroimaging
• Task performance: changes of neural activity may be related to difficulty, effort, or reduced time on task, rather than changes of the
process of interest.
• Task irrelevant processing: with increased performance, there might be more time for mind wandering, which is often associated
with increased activation in the so-called “default mode network” (e.g., Raichle et al., 2001; Buckner et al., 2008).
• The task B problem: neuroimaging studies often compare activation during a condition of interest (Task A), with a control condition
(Task B). Therefore, training effects might be confounded with activation changes in the control condition.
• Awareness of task: activation changes might be due to increased awareness of, for example, the task structure.
• Morphological changes: activation changes might be affected by changes in the underlying brain structure.
• Scanner anxiety: when participants are scanned for the second time, they are often less anxious, which could have direct and indirect
(e.g., reduced head movement) effects on BOLD activity.
• Performance of the scanner: activity changes could be influenced by scanner instability, which may affect the signal-to-noise ratio.
Remedies
Some issues are not as problematic as others, i.e., if they influence all conditions/groups evenly. In other cases, it is important to gather
information about the possible confounding factors and, if possible, control for these factors. Here, we provide some recommendations
to explore/control for confounding factors:
• Monitor strategy use, motivation, effort, and scanner anxiety
• Reduce scanner anxiety by using a mock scanner
• Use a parametric modulation of task difficulty or vary one aspect of the task to keep task difficulty similar across conditions/groups
• Use transfer tasks to better understand the underlying processes
• Use an active control group to monitor familiarity, expectancy, and motivation
• Include covariates in the analysis. For instance, in the fMRI analysis, grey matter can be included as a voxelwise regressor to take
into account the gray matter changes after training and/or changes in registration error.
TRAINING EFFECTS IN THE CONTEXT OF THE DEVELOPING
BRAIN
Children can improve their performance on cognitive control
tasks as a result of training. This has been demonstrated both
in healthy children (e.g., Karbach and Kray, 2009; Thorell et al.,
2009; St. Clair-Thompson et al., 2010; Bergman Nutley et al.,
2011; Loosli et al., 2011), and in children with cognitive or atten-
tional impairments (e.g., Klingberg et al., 2005; Shalev et al., 2007;
Bangirana et al., 2009; Holmes et al., 2009a; Mezzacappa and
Buckner, 2010; Rabiner et al., 2010; Van der Molen et al., 2010).
However, what does it mean if children reach more “mature” lev-
els of performance, or if children with a developmental disability
show “normalized” performance after training (cf. Karmiloff-
Smith, 2009)? There are a few factors that should be taken into
account, including the sensitivity and the ecological validity of
the test, and the underlying processes that might be involved.
That is, comparable test scores between groups do not necessarily
mean that the groups use the same underlying cognitive pro-
cesses and brain networks. Neuroscientific methods may add to
this discussion by giving insight in the underlying mechanisms of
cognitive plasticity and the relation between training effects and
brain development.
According to Johnson (2001, 2011), there are three different
viewpoints within the field of developmental cognitive neuro-
science. First, the maturational viewpoint suggests that cognitive
functions develop when the underlying brain regions reach matu-
rity. In contrast, the second viewpoint, the interactive specializa-
tion account, suggests that the specialization of a particular brain
region is a consequence of its interaction and competition with
other brain regions over the course of development. This view-
point has probably received the most support, as it takes into
account the role of experience in brain maturation, suggesting
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that general rules of structural development might be geneti-
cally programmed, but specific details are the result of activity-
dependent processes influenced by the environment (Changeux
and Danchin, 1976; Greenough et al., 1987; Huttenlocher, 2002;
Uylings, 2006). This account also points out that brain regions
should always be viewed in relation to the functional networks
in which they are involved. The third viewpoint is the skill-
learning account, which emphasizes that the patterns of change
observed during development are sometimes similar to those
involved in skill acquisition in adults (Johnson, 2001; Casey et al.,
2005; Johnson, 2011). This account argues that it is important to
distinguish between the effects of age and performance in driv-
ing differences in brain activation between children and adults.
Together, these viewpoints may be used to describe the effects of
training in the developing brain.
In the following paragraphs, we describe three questions that
are of particular importance when studying the effects of training
in children and how these relate to the different viewpoints.
1. How are training effects influenced by the current stage of
development?
Over the course of development, the human brain undergoes dra-
matic changes, driven by a series of progressive (e.g., myelination
and strengthening of synapses) and regressive events (e.g., selec-
tive pruning of neurons and synaptic connections; e.g., Uylings,
2006; Stiles, 2008; Giedd and Rapoport, 2010). It is expected that
the same training will have different outcomes in children and
adults, depending on the nature of the function that is trained,
and the brain structures and neuronal networks in which the
changes take place (cf. Galvan, 2010; Kolb et al., 2010). While
training in adults mainly modifies the existing neural architec-
ture, in young children it may still influence the construction
of neural networks (cf. Galvan, 2010), suggesting that there are
both quantitatively and qualitatively different effects of training
in children and adults.
On the one hand, an immature brain structure might set lim-
its on how much can be achieved with practice. For example, the
speed and efficiency of information processing are determined by
the degree of myelination, and the pattern of synaptic connec-
tivity (Goldman-Rakic, 1987; Chechik et al., 1998; Fields, 2008;
Paus, 2010). This could, for instance, constrain practice-related
gains on speeded control tasks or working memory (e.g., Case
et al., 1982). Besides, training gains are limited by the stage of
cognitive development (and thus by age and earlier experience).
That is, a child cannot learn new skills if these skills build upon
more primitive processes that are not yet mature (Zelazo, 2004).
Thus, it is likely that there are particular cognitive processes that
cannot be accelerated with training interventions. Therefore, it is
expected that some age differences are actually magnified rather
than reduced after training, which has also been demonstrated
in training studies examining younger versus older adults (Baltes
and Kliegl, 1992; Nyberg et al., 2003).
On the other hand, it has been suggested that in some cases,
immaturity is actually advantageous (Ramscar and Gitcho, 2007;
Bjorklund et al., 2009). For example, it has been argued that
increasing specialization and integration in brain networks over
the course of development goes at the expense of plasticity
(Huttenlocher, 2003; Johnson, 2011). Or, as Thompson-Schill
et al. (2009) put it: “a system optimized for performance may not
be optimal for learning, and vice versa” (p. 260). Moreover, it has
been suggested that there are “sensitive periods” in brain develop-
ment during which specific experiences have their largest effects.
Sensitive periods are most pronounced for basic sensory processes
that occur during the first years of life, and they are expected to
coincide with periods in which there is an abundance of neurons,
axonal projections, and synaptic connections (Greenough et al.,
1987; Huttenlocher, 2002; Uylings, 2006). With respect to higher
cognitive functions, there is still a debate about the existence of
sensitive periods. Because of the flexible nature of higher cognitive
functions, these functions probably rely on neural mechanisms
with life-long plasticity. Nevertheless, it is possible that the capac-
ity for plasticity becomes smaller with age because of the increas-
ing specificity of brain function (cf. Huttenlocher, 2003; Uylings,
2006; Johnson, 2011).
Finally, without denying the possible influence of time-specific
biological processes, it is important to note that even (the onset
and duration of) sensitive periods are largely influenced by expe-
rience (cf. Hensch, 2004). For example, it has been demonstrated
that once a neural network is shaped by a particular environ-
mental input, it is difficult to alter the neuronal connections by
subsequent experience. These effects are independent of the age of
the system (Munakata et al., 2004; Munakata and Pfaffly, 2004).
At the same time, if the expected input is not yet received, the
network may remain sensitive to new experience for a longer
period (Hensch, 2004). Taken together, it seems that the periods
of increased sensitivity to training effects are not simply guided by
age, but rather by experience-related maturation (Hensch, 2004;
Munakata et al., 2004; Munakata and Pfaffly, 2004).
2. Do training effects reflect long-lasting changes of brain struc-
ture or flexibility of brain function?
Besides the neural changes associated with memory of the
trained material and the training itself, training-related changes
in information processing are not necessarily caused by long-
lasting alterations of the underlying brain structure. Performance
improvements can also reflect flexibility of brain function that
takes place within the limits of the current structural constraints
of the brain (cf. Posner and Rothbart, 2005; Noack et al., 2009;
Lövdén et al., 2010a). For instance, it has been suggested that
the failure of young children to rehearse the items that are to be
remembered during a working memory task often reflects a “pro-
duction deficiency” (e.g., Flavell et al., 1966; Keeney et al., 1967).
This indicates that children are able to apply the rehearsal strategy,
but they do not always use it. Therefore, training may improve
performance by encouraging children to use the strategy (e.g.,
Keeney et al., 1967; Ford et al., 1984), without inducing struc-
tural changes of the brain that increase working memory capacity
directly.
Lövdén et al. (2010a) suggested that structural changes only
take place when there is a mismatch between the environmen-
tal demands and the possibilities of the current structural system.
For example, if children practice with a working memory task
that requires them to hold more items in mind than they are able
to (despite their use of rehearsal strategies), there is a mismatch
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between the demands of the training paradigm and the sup-
ply of the system (i.e., the working memory capacity). As a
result, the training may increase working memory capacity by
inducing plastic changes within the frontoparietal network that
is involved in working memory (cf. Klingberg, 2010). The mis-
match hypothesis might therefore explain why adaptive training
can be more successful than non-adaptive training (Klingberg
et al., 2002, 2005; Holmes et al., 2009a; Bergman Nutley et al.,
2011). Noteworthy, it has been emphasized that a mismatch is a
necessary, but not a sufficient condition for inducing long-term
structural changes (Lövdén et al., 2010a). That is, some structural
changes are not possible (e.g., working memory capacity cannot
be increased infinitely). Moreover, it is important that the train-
ing is long enough for the specific structural changes to occur and
that the training is not too difficult (Lövdén et al., 2010a). Finally,
the degree to which plasticity is possible differs between indi-
viduals, depending on genetic factors and prior environmental
influences.
3. How does training influence developmental trajectories?
It is important to consider the effect of training on the continuing
developmental trajectory of the individual. First of all, training
may simply “speed-up” development, such that cognitive pro-
cessing/ brain structure after training is more similar to that of
older children (Figure 1, arrow A). This is in line with the idea
that development is driven by an interaction between prespecified
biological maturation and experience (Stiles, 2008) and the sug-
gestion that development and learning can be regarded as two
ends of the same continuum (Galvan, 2010). Yet, training and
development do not necessarily involve the exact same underlying
mechanisms. It has been argued that (early) development relies
to a large extent on experience-expectant neural mechanisms,
while training is more influenced by experience-dependent pro-
cesses (cf. Galvan, 2010). As described by Greenough et al. (1987),
experience-expectant mechanisms involve neural processes that
occur during particular phases of development (such as the
overproduction and subsequent pruning of neurons or synap-
tic connections), and are driven by environmental input that
is common to all members of a species. Experience-dependent
mechanisms on the other hand are driven by input that is more
specific to an individual and involve neural processes that are
available throughout lifetime (including the formation of new
synapses and changes in the efficiency of synaptic contacts). The
potential difference between developmental and training-related
mechanisms suggests that training could influence cognitive pro-
cessing/brain structure in a way that deviates from the typical
developmental trajectory (Figure 1, arrow B).
Neuroimaging methods might give insight in the different
mechanisms that underlie typical development and training-
related changes. For example, it has repeatedly been demonstrated
that graymatter volume decreases during late childhood and ado-
lescence (Sowell et al., 2001, 2003; Giedd, 2004; Gogtay et al.,
2004). In contrast, adults who were learning to juggle (Draganski
et al., 2004; Scholz et al., 2009), studied for exams (Draganski
et al., 2006; Ceccarelli et al., 2009), or practiced mirror-reading
(Ilg et al., 2008) showed increased gray matter volume in several
FIGURE 1 | This figure shows a simplified, metaphorical description
of how training might influence developmental trajectories
[based on Denney (1984); see also Hertzog et al. (2009)]. The blue
curve shows the potential of cognitive functioning, which increases
with age due to maturational changes and common environmental
experience. In addition, optimal environmental input and training
determine whether the “optimally exercised potential” (i.e., the upper
limit of cognitive functioning at a certain age; Denney, 1984) can be
reached. Arrow A shows how training may improve cognitive
functioning by speeding-up development; arrow B shows how training might
improve functioning in a way that deviates from the typical developmental
trajectory.
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of these areas (but see also Takeuchi et al., 2011). This suggests
that on the one hand training in children may speed-up devel-
opment and lead to decreased gray matter volume. On the other
hand training may increase gray matter volume, like it often does
in adults. Developmental training studies are needed to investi-
gate the potential differences between typical development and
training-related changes across a wide range of domains, and
examine what are the long-term effects of training in terms of
later developmental trajectories.
Finally, it has been argued that the “immature” brain struc-
ture actually has some important evolutionary benefits, and that
speeding-up the development of cognitive control abilities in chil-
dren might even have some disadvantages (cf. Bjorklund et al.,
2009). For example, it has been suggested that language learning
is only successful in neural networks with limited cognitive con-
trol and workingmemory (Newport, 1990; Elman, 1993; Ramscar
and Gitcho, 2007; Thompson-Schill et al., 2009). Moreover, with
advancing levels of expertise and knowledge, individuals usually
develop certain routines, which might impair attentiveness and
creativity (cf. Hertzog et al., 2009; Thompson-Schill et al., 2009).
Yet, these findings do not necessarily mean that we should be
reluctant to use training studies in childhood. It is expected that
at each developmental stage there will be gains and losses (Willis
and Schaie, 2009), and during childhood the gains of training
will probably outweigh the losses. Nevertheless, the hypoth-
esized disadvantages of training require further attention in
the future.
NEUROIMAGING STUDIES OF COGNITIVE TRAINING
Neuroimagingmethods provide a promising approach to increase
our insight in the underlying mechanisms that drive training
effects, and they can be used to make predictions about transfer
effects (Dahlin et al., 2008). An additional advantage of neu-
roimaging data is that they can be analyzed along several dimen-
sions (e.g., magnitude, location, or dynamics of activation and
connectivity), which may result in increased sensitivity compared
with behavioral measures (cf. Lustig et al., 2009). To describe the
range of possible training outcomes irrespective of development,
we start with a brief description of neuroimaging effects of train-
ing in adults, with a particular focus on the domain of working
memory and cognitive control. For an extensive overview of train-
ing effects in the adult brain, we refer to prior reviews (Kelly and
Garavan, 2005; Lustig et al., 2009; Buschkuehl et al., 2012).
Changes of brain activation
Depending on the cognitive and neural processes involved, cogni-
tive training may lead to increased activation, reduced activation,
and/or a change in the spatial pattern of activation (Poldrack,
2000; Jonides, 2004; Kelly and Garavan, 2005). It has been argued
that simple process-based training often changes the level of acti-
vation within the functional network that was already recruited
before practice (Chein and Schneider, 2005; Kelly and Garavan,
2005). The majority of cognitive training studies have demon-
strated frontoparietal activation decreases in this respect, partic-
ularly if the training was very short (e.g., Garavan et al., 2000;
Jansma et al., 2001; Landau et al., 2004; Tomasi et al., 2004; Sayala
et al., 2006). Nevertheless, decreases have also been observed after
longer training periods (Hempel et al., 2004; Schneiders et al.,
2011). There are several possible explanations for these activa-
tion decreases, including reduced reliance on executive control
and error monitoring, increased speed of processing, repetition
priming (i.e., implicit memory for task stimuli leading to faster
identification), and/or increased specificity of neuronal responses
in the underlying neural network (cf. Poldrack, 2000). Yet, the
magnitude and direction of training-related activation changes
probably depend on specific task demands and the difficulty level
of the task (Jolles et al., 2010). It has been hypothesized that cogni-
tive training should only result in reduced activation if the task is
within capacity limits (cf. Nyberg et al., 2009). This might explain
why young adults showed frontoparietal activation decreases after
training in working memory updating (in addition to increased
activation in the striatum), while older adults–who likely had
a lower working memory capacity–showed activation increases
(Dahlin et al., 2008). Moreover, when task load was dynami-
cally adapted to the ability of participants (i.e., by increasing the
number of items to be held in working memory), increased fron-
toparietal activation has also been found in young adults (Olesen
et al., 2004; but see also Schneiders et al., 2011). More specifically,
the authors found training-related activation increases in middle
frontal gyrus and superior and inferior parietal cortices (along
with decreases in the cingulate cortex), which they attributed to
an increase of working memory capacity (Olesen et al., 2004;
Klingberg, 2010).
When participants learn to employ a new strategy, a change
in the spatial pattern of functional activation is often observed
(cf. Poldrack, 2000; Chein and Schneider, 2005; Kelly and
Garavan, 2005). Furthermore, it has been suggested that the use of
new strategies may lead to increased activation in frontoparietal
control regions, even when these strategies lessen task demands
(Bor and Owen, 2007b). For example, in a series of experiments
Bor et al. (2004; 2003; Bor and Owen, 2007a) showed that when
participants used chunking strategies to maintain information in
working memory, frontoparietal activation increased, although
task difficulty decreased. In addition, it has been demonstrated
that when participants were trained in using semantic or visu-
ospatial strategies for the encoding of word lists, they showed
improved recall and increased activation in frontal and/or occipi-
toparietal cortex (Nyberg et al., 2003; Miotto et al., 2006). Finally,
a strategy change may also induce a shift in the dynamics of acti-
vation. For example, using a short strategy training in a group of
older adults, Braver et al. (2009) demonstrated a shift from probe-
based to cue-based activation in prefrontal cortex regions. This
shift was interpreted as a change from a reactive toward a more
proactive control mode.
Changes of functional connectivity
In addition to changes in the level of activation within regions,
training can also induce changes in the interaction between
regions. Such interactions can be studied using functional con-
nectivity (i.e., temporal correlations of blood oxygen level depen-
dent (BOLD) signal fluctuations between brain regions) and
effective connectivity (i.e., the influence that one region exerts
over another) (for a detailed discussion of these concepts, see
Friston, 1994). For example, connectivity changes have been
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observed during artificial grammar learning (Fletcher et al.,
1999), repetition suppression (Buchel et al., 1999), visual catego-
rization learning (DeGutis and D’Esposito, 2009), and in experts
versus non-experts during a creativity task (Kowatari et al.,
2009). Moreover, training-related changes of functional connec-
tivity have been observed during resting-state (Albert et al., 2009;
Lewis et al., 2009; Jolles et al., 2011), suggesting that changes
of interregional interactions are not necessarily specific to task
conditions. For example, Jolles et al. (2011) showed that prac-
tice with a working memory task changed functional connectivity
during a rest period preceding the task. More specifically, regions
of the frontoparietal task network showed increased resting-
state functional connectivity after training, whereas regions of
the default mode network showed reduced functional connec-
tivity after training. Future studies should examine whether
these changes were associated with repeated co-activation during
the practice period or with preparatory processes regarding the
upcoming task.
Changes of brain structure
It remains to be determined to which extent changes of brain acti-
vation or functional connectivity are directly related to changes of
the underlying brain structure. Functional changes could be asso-
ciated with a multitude of different structural changes, including
changes in the number or efficacy of synapses, myelination, and
changes of hormone or neurotransmitter systems. However, only
a subset of structural changes can be observed using neuroimag-
ing methods (cf. Poldrack, 2000). For example, a number of
studies have demonstrated changes in gray- and/or white matter
structure (Draganski et al., 2006; Ceccarelli et al., 2009; Lövdén
et al., 2010b; Takeuchi et al., 2010; Garavan et al., 2000), and in the
density of dopamine receptors (McNab et al., 2009). Interestingly,
one study demonstrated a correspondence between regions that
were activated during the trained task (i.e., mirror reading),
regions that showed practice-related activation increases, and
regions that showed changes of gray matter volume (Ilg et al.,
2008). However, it is important to note that these results do not
automatically imply causality, and further studies are necessary to
specify the interaction between functional and structural changes
as a result of training.
TRAINING THE DEVELOPING BRAIN
In general, practice may induce similar changes of brain function
(or structure) in children as are seen in adults, including reduced
activation with increasing automaticity, and a reorganization of
neural activation after a strategy change. Yet, it is important to
acknowledge that the child brain is not just a simplified, less effi-
cient version of the adult brain (cf. Poldrack, 2010). As described
in the section about Training effects in the context of the devel-
oping brain, training in children may speed-up developmental
change, such that brain function is more similar to adult brain
function after training. Yet, training could also have qualitatively
different effects in children and adults.
There are only a few neuroscientific studies that examined acti-
vation changes after cognitive training in children. The first set
of studies has demonstrated that training may speed-up devel-
opmental changes, such that neural activation in children is more
similar to that of older children or adults. For instance, it has been
suggested that children show a more “mature” pattern of fron-
toparietal brain activation after working memory practice (Jolles
et al., 2012). Previously, it had been demonstrated that 8–12-year-
old children did not show increased activation for manipulation
of information in workingmemory above and beyond the regions
they used for pure maintenance (Crone et al., 2006). However,
after six weeks of practice, children showed increased activa-
tion in the frontoparietal network for manipulation relative to
maintenance, arguing against the hypothesis that these regions
were “inaccessible” due to immature neural circuitry (Jolles et al.,
2012). A similar effect has been described for 6-year-old chil-
dren who participated in training of executive attention (Rueda
et al., 2005). After training, the children showed a more adult-like
scalp distribution of event-related potentials (ERPs) than chil-
dren of a control group. Notably, this study also pointed out
that there might be limits on the effects of practice in child-
hood, as 4-year-olds did not show this effect (Rueda et al., 2005).
These findings suggest that training of a particular brain func-
tion requires a certain stage of cognitive and/or structural brain
development.
There are also studies indicating that children and adults pro-
cess practiced information differently than adults. For example,
after practicing for several days with algebra, children showed
reduced activation in prefrontal and parietal cortex and increased
activation in left putamen (Qin et al., 2004). In contrast, adults
who practiced with a similar task only showed reduced prefrontal
activation (Qin et al., 2003). It remains to be determined whether
these results indicate increased plasticity, or whether they are
related to immature processing in children (Luna, 2004). One
study specifically examined the link between activation and
changes of the underlying brain structure (Haier et al., 2009).
In this study, adolescent girls practiced for three months with a
visuospatial computer game (tetris). After practice, they showed
increased cortical thickness in superior frontal and temporal
areas, as well as decreased activation in frontal and parietal areas.
Training-related activation changes did not overlap with changes
of cortical thickness, suggesting that changes of activation are not
necessarily the result of structural changes in the same location.
Finally, a number of studies have examined the malleabil-
ity of brain function in children with developmental disabilities,
such as attention deficit hyperactivity disorder (ADHD), devel-
opmental dyscalculia (i.e., a specific deficit in learning mathe-
matics), and dyslexia. For instance, it has been demonstrated
that cognitive training changes task performance and brain acti-
vation in children diagnosed with ADHD (Hoekzema et al.,
2010). The authors emphasized that the training-related activa-
tion changes were found in syndrome-associated brain regions
in frontal lobe and cerebellum, which are also target of psy-
chostimulant medication. These findings point out the potential
benefit of cognitive training as part of ADHD-treatment (cf.
Hoekzema et al., 2010). Another study examined how children
with and without developmental dyscalculia responded to men-
tal number line training (Kucian et al., 2011). After training, both
groups showed improved performance, as well as decreased acti-
vation in task-related areas. The decrease was stronger in children
with developmental dyscalculia. This seems contradictive with the
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group differences before training, when children with develop-
mental dyscalculia showed less activation compared to typically
developing children. Yet, follow-up results in a subgroup of the
dyscalculics indicated that there might be a normalization of
brain function after a few weeks. However, it should be noted
that these results were based on only seven children and require
validation in future research. Neural activation changes have
also been observed in children with language disorders, includ-
ing reading disability, dyslexia, and specific language impairment
(Simos et al., 2002; Aylward et al., 2003; Temple et al., 2003;
Shaywitz et al., 2004; Stevens et al., 2008). Interestingly, Stevens
et al. (2008) showed that language training did not only improve
standardized measures of receptive language, it also influenced
neural mechanisms related to auditory attention. That is, chil-
dren with specific language impairment showed an increase in the
ERP component associated with selective auditory attention after
training. These findings are in line with the idea that language
interventions might improve language skills in part by train-
ing domain-general systems such as attention or memory, which
provides an interesting direction for future research (Stevens
et al., 2008). Furthermore, future studies in children with devel-
opmental disabilities should examine the extent to which early
interventions can change or even normalize developmental tra-
jectories in later childhood or adolescence. Long-term effects are
one of the most important measures to determine the effective-
ness of training programs that are developed for intervention
purposes.
CRITICAL CONSIDERATIONS AND FUTURE DIRECTIONS
In the present article, we suggested that training effects are bet-
ter understood in the context of the developing brain, because
they emerge from a dynamic interaction between learning and
brain maturation (cf. Galvan, 2010). In addition, by providing a
short overview of the effects of neurocognitive training studies,
we illustrated how neuroimaging methods can contribute to our
understanding of the underlying cognitive and neural processes
that are involved during training. In this paragraph, we point out
the issues that warrant further attention in future research.
NEUROIMAGING METHODS: CONFOUNDS AND CONSIDERATIONS
We have described how neuroimaging tools can be valuable in
providing additive insights in the underlying cognitive and neural
processes that are involved in training. In addition, neuroimaging
data may be more sensitive than behavioral measures (cf. Lustig
et al., 2009). However, a serious challenge is the complexity of
the results. There are multiple cognitive and neural mechanisms
that can drive changes in activation or brain structure, and these
mechanisms might be different for children and adults. Thus,
even if developmental and experience-related changes are similar,
they are not necessarily caused by the same cognitive or neu-
ral processes (cf. Klingberg, 2006). Moreover, there is a number
of confounding factors that further complicate the interpreta-
tion of activation changes after practice, including changes in
task performance, scanner instability, or reduced anxiety (Box 1).
Therefore, it is important to perform theory-driven experiments
with well-described tasks and to control for variables that are
not of interest (Poldrack, 2000; Luna et al., 2010; Crone and
Ridderinkhof, 2011). In addition, human training studies might
be conducted in parallel with animal studies and/or with neu-
ral network modeling to create hypotheses about the underlying
anatomical, histological, and neurochemical processes that are
involved during training. Prior studies have already demonstrated
the value of computational modeling in describing how plastic-
ity and learning may differ between children adults (e.g., Elman,
1993; Thomas and Karmiloff-Smith, 2002). In the future, it will
be of great value to combine computational modeling with neu-
roimaging methods to create predictions about training-related
changes in the BOLD signal (Macoveanu et al., 2006; Edin et al.,
2007, 2009).
INDIVIDUAL DIFFERENCES AND ENVIRONMENTAL FACTORS
We pointed out that inter- and intraindividual differences in
training outcome depend on an interaction between genetic dif-
ferences and prior experience. Individual differences might be
evident in the ability to learn from training, the rate of learn-
ing, and the maximum level of cognitive functioning that can be
achieved (cf. Mercado, 2008; Willis and Schaie, 2009). Moreover,
individual differences in training gain have been shown to mod-
erate transfer effects (Jaeggi et al., 2011). One important focus
for future research involves the characterization of individual
and environmental factors that define differences in training
gain, and to determine how these factors are related to differ-
ences in brain function and structural brain maturation. Studies
in adults have already demonstrated that individual differences
in internalized beliefs and goals can influence learning success
and that these differences are related to differences in the ERP
response (e.g., Mangels et al., 2006). Moreover, there are indica-
tions that individual differences in brain structure predict per-
formance improvements (Golestani et al., 2002; Erickson et al.,
2010). In children, these mechanisms might even be more com-
plex. Shaw et al. (2006) demonstrated that there are differences
between children in the trajectory of cortical development, with
more intelligent children showing a prolonged phase of structural
brain maturation compared with less intelligent children. These
findings indicate that individual differences in training gain could
be influenced by the “maturity” of the underlying brain structure,
regardless of the child’s age.
Another factor that should be considered when examining
training gain is the input from the environment that an indi-
vidual receives (both in terms of schooling and positive or
negative reinforcement). For example, it has been argued that
children who receive optimal education and stimulation have a
large “actualized genetic potential” (Bronfenbrenner and Ceci,
1994), which suggests that extra training will have less additional
value. This may explain why cognitive intervention programs are
particularly effective in children from a low socioeconomic back-
ground (Brooks-Gunn et al., 1992; Mezzacappa and Buckner,
2010; Mackey et al., 2011). In a similar vein, it has been argued
that functions that are frequently practiced in every-day situa-
tions might bemore difficult to train than less practiced functions
(Denney, 1984). Moreover, according to the time displacement
hypothesis (e.g., Bavelier et al., 2010), training may even lead to
negative effects if the activities it displaces are more beneficial
than the training itself.
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SUMMARY AND CONCLUSION
We aimed to show in this review that training studies pro-
vide important tools in studying the possibilities and limita-
tions of cognitive functioning over the course of childhood.
We described that training effects in the developing brain are
driven by a complex interaction between learning, brain devel-
opment, genetic differences and prior experience. Depending
on the type of training and the level of maturation of the
individual, training may speed-up development; improve the
individual’s actualized genetic potential; or both. The immature
brain structure can set limits on how much can be achieved
with training, but in some cases these same limitations could
be an advantage. We argued that neuroimaging methods have a
great potential to improve our understanding of the interaction
between learning and brain development. Rather than examin-
ing whether training studies are effective, neuroimaging studies
may provide insight into how training interventions are effective.
Yet, there is a still number of challenges and confounds to
overcome.
Although we must be careful when translating scientific
research to practical applications (Bruer, 1997; Goswami, 2006),
neurocognitive training studies have potential for application
in practice. Eventually, they might aid in designing education
programs and interventions for normally developing children or
children with developmental disabilities (Posner and Rothbart,
2005; Goswami, 2006; Carew and Magsamen, 2010). For exam-
ple, to optimize education programs, it is valuable to know more
about how children at different ages learn a particular skill, how
the underlying neural circuitry supports different kinds of learn-
ing, and whether the learning-related changes reflect flexibility
in brain function or more permanent changes of the underly-
ing brain structure (Posner and Rothbart, 2005; Goswami, 2006;
Carew and Magsamen, 2010). In addition, knowledge about
children’s abilities to learn might yield insights about specific
learning problems, as seen for example in children with dyslexia,
or ADHD. When the underlying cause of children’s learning
difficulties is better understood, it might be possible to target
intervention to remediate these difficulties (Goswami, 2006).
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