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Abstract
In the past few years several authors have studied the preconditioning of collocation matri-
ces by finite differences (FDs) matrices arising from the associated collocation points. Here we
discuss how to solve in an efficient way nonuniform grid FD linear systems, including those
related to a generic FD-collocation preconditioner. The main idea is based on a further step of
preconditioning defined in terms of diagonal and Toeplitz matrices. First, we identify the limit
spectral distributions of the involved FD-collocation matrix sequences and then we prove that
the proposed Toeplitz-based preconditioners assure a clustering at the unity with respect to the
eigenvalues in the 1D case. In the 2D case the situation is different so that more appropriate
strategies are discussed. A wide numerical experimentation emphasizing the correctness of
the theoretical results is also reported.
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1. Introduction
Let  be the square (−1, 1)2 and let  be its boundary. Following Kim and Parter
[18] we consider the differential problem
Aa,bu ≡ −∇[a(x)∇u] + b(x)u = c(x), x = (x[1], x[2]) ∈  (1)
with homogeneous Dirichlet boundary conditions u ≡ 0 on  and preliminarily its
1D version. The coefficient functions a(x) and b(x) are assumed smooth and non-
negative. This problem reduces to the well-known Helmhotz equation in the case
where a ≡ 1.
A very high precision method for the approximate solution of this BVP in the case
of c ∈ C() is the method of Chebyshev spectral collocation [7,14]. In 1979 Orzag
[20] proposed a finite difference (FD) preconditioning of the Chebyshev collocation
discretization of the Poisson equation. In 1984 Haldenwang et al. [16] proved that
the quoted preconditioner is optimal (in the Axelsson sense, i.e. the eigenvalues of
the preconditioned matrix lie in a positive interval well separated from zero) in the
one dimensional case with a ≡ 1. Kim and Parter [18] obtained a similar result in the
2D case: more precisely, they proved that Re(λ)  0 > 0 and |λ|  1, where λ
is the generic eigenvalue of the preconditioned matrix and i , i = 0, 1 are absolute
positive constants. In this way the application of a GMRES method [26] leads to
an iterative solver converging to the algebraic solution within a constant number of
steps that depends on the required accuracy, but not on the size of involved matrices.
The application of such a preconditioned method requires to solve banded linear
systems, whose coefficient matrices are the FD discretization at the Chebyshev grid
points of the operator displayed in (1). Nevertheless, the sequence of these matrices
is ill-conditioned (the related spectral condition numbers grow as n4, where n is the
inverse of the mesh size, see Chapter 6.3.3 in [24]) and classical preconditioners
such as the ones based on incomplete factorizations, matrix polynomials and matrix
algebra approximations are generally sublinear (i.e. the expected number of itera-
tions tends to infinity as the order n tends to infinity). For a more detailed discussion
on this topic see [37] in the matrix algebra case, otherwise see [1].
In this paper we propose a Toeplitz based preconditioning strategy for the FD dis-
cretization over a generic grid of the quoted differential problems. We recall that the
use of nonuniform grid sequences that arises in the Chebyshev collocation method is
also of intrinsic interest for devising exponentially convergent numerical techniques
in connection with FD methods (see e.g. the work of Grigorieff [15] and references
therein). For the 1D case with a(x) positive piecewise continuous function and with
G regular grid sequence (see Definition 2.1), we guarantee the superlinear behav-
iour of the PCG method by proving the spectral clustering of the eigenvalues of the
preconditioned matrix at the unity.
In this way, the computation of the solution of a dense collocation linear systems
is reduced to matrix–vector multiplications and to the solution of diagonal and band-
Toeplitz linear systems. Since the cost of the matrix–vector multiplication, where
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the matrix is the original collocation one, dominates the cost of the solution of band
Toeplitz linear systems [5,11,12], it is evident that the proposed technique is optimal
in the sense of the Axelsson–Neytcheva definition.
Definition 1.1 [3]. An iterative method is said to be optimal for the solution of a
given sequence of linear systems {Anxn = bn}n, if the cost required to compute xn
within a preassigned accuracy ε is O(M(n)), where M(n) is the cost of the matrix–
vector multiplication with the matrix An and where the constant hidden in the O(·)
term can depend on ε.
We remark that a similar strategy has been considered and deeply analyzed in
[33,34] in the case of general elliptic problems with FD discretization over uniform
grids. Therefore, the main novelty of this paper is the fact that the grids are allowed
to be nonuniform, but generated by a regular (at least piecewise C1) given function
over a uniform grid.
In the 2D case we determine the spectral distribution of the resulting sequences of
FD matrices and we study the clustering properties of the Toeplitz + diagonal precon-
ditioning. The results are acceptably good, but are sensibly different when compared
with 1D case and more specifically we lose the superlinearity of the convergence
behaviour. An alternative strategy, based on the tools developed in this paper and
that overcomes most of these difficulties, has been devised in [35].
The paper is organized as follows. In Section 2 we define the algebraic problem
and we introduce the basic notion of (weakly) regular sequence of grids. Section
3 is devoted to the spectral analysis of the arising FD matrices. In Section 4 we
perform the spectral analysis of the preconditioned matrices by using technical tools
introduced in [28,30]. Two final sections of numerical tests (Section 5) and remarks
(Section 6) conclude the paper.
2. The FD discretizing sequences
Here, the aim is to study structural and spectral properties of matrices coming
from standard FD discretizations of the following 1D and 2D template problems:
−(w(x)ux)x = c(x), x ∈  = (α, β), (2)
AWu ≡ −∇[W(x)∇u(x)] = c(x),
x = (x[1], x[2]) ∈  = (α[1], β[1]) × (α[2], β[2]) (3)
with Dirichlet boundary conditions and where the symbol W = W(x) denotes a 2 ×
2 diagonal positive definite matrix. Clearly, the operator AW reduces to the operator
AA in Eq. (1) when = (−1, 1)2 and W(x) = a(x)I2, I2 denoting the 2 × 2 identity
matrix.
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2.1. The discretized problem
We follow a natural approach for the FD discretization of the 1D differential prob-
lem (2): since the involved operator can be looked at as the composition of two
derivatives, we leave the operator in “divergence form” and we discretize the inner
and the outer derivatives separately. In fact, if the quoted operator is equivalently
represented as −wuxx − wxux, then the resulting FD discretizations lead to inher-
ently nonsymmetric matrices, while the previous choice can preserve the symmetry
and the positive definiteness proper of the original continuous operator. The FD dis-
cretization is performed by using a sequence of grids G = {Gn}n, where Gn is a
(n + 2)-dimensional grid on [α, β], i.e. Gn = {x0 = α < x1 < · · · < xn < xn+1 =
β}. Denote hj = xj − xj−1, j = 1, . . . , n + 1, then the FD discretization at x = xj
is given by
−w
(
xj − hj2
)
hj
uj−1 +
(
w
(
xj − hj2
)
hj
+ w
(
xj + hj+12
)
hj+1
)
uj
− w
(
xj + hj+12
)
hj+1
uj+1 = (hj + hj+1)2 c(xj ),
where the quantities uj , j = 0, . . . , n + 1 represent the approximation of the so-
lution u at the grid points. By taking into account Dirichlet boundary conditions,
the discretized problem is described in terms of a symmetric tridiagonal matrix
An(w,G) of order n.
If the functional coefficient w(x) is strictly positive, then the matrices An(w,G)
are irreducible, weakly diagonally dominant with real positive main diagonal ele-
ments; therefore, the matrices An(w,G) are positive definite by virtue of the first
and third Gershgorin theorems [40]. In the case of a nonnegative functional coef-
ficient w(x), it is evident that An(w,G) is nonnegative definite by continuity. The
strict positive definiteness is guaranteed if and only if w(x) vanishes a most in a
unique point of the form (xi + xi+1)/2 (refer to a simple extension of Theorem 3.5
in [33] with k = 1 and c = [1,−1]). This property is not trivial as emphasized by
few examples in [21].
In the same way, the FD discretization of the 2D differential problem (3) is per-
formed on a sequence of 2D grids of the form G[1] × G[2] = {G[1]n1 × G[2]n2 }n=(n1,n2),
where for t = 1, 2
G[t]nt =
{
x
[t]
0 = α[t] < x[t]1 < · · · < x[t]nt < x[t]nt+1 = β[t]
}
, t = 1, 2,
by leaving the operator in “divergence form” and by discretizing the inner and the
outer derivatives separately. Assume that h[t]k = x[t]k − x[t]k−1, k = 1, . . . , nt + 1, rep-
resent the stepsizes with respect to the variable x[t], t = 1, 2. Then, the FD discreti-
zation of
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− 
x[1]
(
w11(x)

x[1]
u
)
at
(
x
[1]
i , x
[2]
j
)
is given by
2
h
[1]
i + h[1]i+1

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(
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[1]
i
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[2]
j
)
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[1]
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(
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[1]
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[2]
j
)
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[1]
i
+
w11
(
x
[1]
i +
h
[1]
i+1
2 , x
[2]
j
)
h
[1]
i+1

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(
x
[1]
i +
h
[1]
i+1
2 , x
[2]
j
)
h
[1]
i+1
ui+1,j

 , (4)
where the quantities ui,j , i = 0, . . . , n1 + 1, j = 0, . . . , n2 + 1 represent the ap-
proximation of the solution u(x) at the grid points. Analogously, the FD discreti-
zation of
− 
x[2]
(
w22(x)

x[2]
u
)
at
(
x
[1]
i , x
[2]
j
)
is expressible as
2
h
[2]
j + h[2]j+1

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[2]
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h
[2]
j
2
)
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[2]
j
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
w22
(
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[1]
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[2]
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h
[2]
j
2
)
h
[2]
j
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w22
(
x
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[2]
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h
[2]
j+1
2
)
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[2]
j+1

 ui,j − w22
(
x
[1]
i , x
[2]
j +
h
[2]
j+1
2
)
h
[2]
j+1
ui,j+1

 . (5)
By taking into account Dirichlet boundary conditions, the FD discretization of the
template problem is described by a block tridiagonal matrix sequence whose entries
are given by the sum of the corresponding quantities appearing in Eqs. (4) and (5).
The obtained FD matrix sequence is denoted as {An(W,G[1],G[2])}n=(n1,n2).
2.2. A classification for grid sequences
Recently, the considered differential problems have been analyzed in [29,33,34,36]
with  = (0, 1) (respectively (0, 1)2) and with the restriction G ≡ U = {Un}n (re-
spectivelyG[1] ×G[2] = {Un1 ×Un2}n=(n1,n2)), whereUn is the (n+2)-dimensional
equispaced grid on [0, 1], i.e. Un = {ϑj = j/(n + 1), j = 0, . . . , n + 1}. This
approach allowed an in depth analysis of the spectral behaviour of FD matrices,
Toeplitz-based preconditioners and especially of the related preconditioned matrices:
localization, distributional and clustering properties were highlightened.
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Now, in the 1D case the difficulty due to the choice of nonuniform grids can be
overcome by reinterpreting the nonuniform grid FD matrices as an approximation of
uniform grid FD matrices coming from a new continuous problem as (2) with a new
weight function and on a different domain. In this way we can successfully apply the
preconditioning technique just proposed in the case of an equispaced grid-sequence
[33,34]. The reinterpretation idea works in the two-level setting too: in this case the
new weight matrix is not a scalar matrix, but a diagonal one with different diagonal
entries. For such a reason, we lose the clustering properties of the preconditioned
matrices, even if the numerical experiments are acceptably good.
The following classification of sequence of discretization grids G = {Gn}n will
be useful to analyze the efficiency of the proposed Toeplitz-based preconditioning
strategy when applied to the considered FD matrix sequence.
Definition 2.1. A grid sequence G = {Gn}n on [α, β], Gn = {x0 = α < x1 < · · · <
xn < xn+1 = β}, is said to be weakly equivalent to the grid sequenceW = {Wn}n
on [γ, δ],Wn = {y0 = γ < y1 < · · · < yn < yn+1 = δ}, if there exists a function g
so that g(yj ) = xj . The function g is required to be a homeomorphism from [γ, δ]
to [α, β], to be piecewise C1 with a finite number of discontinuity points of g′ and
a finite number of zeros of g′. Moreover, if both g and its inverse g−1 are Lipschitz
continuous, thenG is said to be equivalent toW. Finally, a grid sequence G is said to
be (weakly) regular if it is (weakly) equivalent to the basic equispaced grid sequence
U = {Un}n on [0, 1].
Notice that the weakly regular case is really interesting in applications, since, for
instance, the grid sequence associated to the Chebyshev–Gauss–Lobatto points is
weakly regular.
Notice also that the notion of regular sequence of grids coincides with the well-
known notion of quasi-uniform and regular sequence of triangulations [10] used in
the field of finite elements approximation of differential equations [1,10]. The quoted
classification can be extended to the 2D setting in a natural way.
Definition 2.2. A sequence of 2D grids G[1] × G[2] = {G[1]n1 × G[2]n2 }n=(n1,n2) on
[α[1], β[1]] × [α[2], β[2]] is said to be (weakly) regular if both G[1] and G[2] are
(weakly) equivalent to the basic equispaced grid sequence U on [0, 1]. Analogously
the concept of (weak) equivalence in the 2D case is reduced to the 1D case.
2.3. The main representation theorems
Here, the aim is to show how to connect the uniform grid caseU with the generic
nonuniform grid case G via the notions of (weakly) regular grid sequence, since in
[29,33,34] we just proposed successful preconditioning techniques for FD matrices
constructed over a sequence of uniform grids.
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The results in the 2D case are a consequence of those in the 1D setting, from
which we start our discussion. It is worth stressing that, instead of directly deal
with the sequence {An(a,G)}n—FD discretization of problem (2) with w = a on
 = (α, β)—the analysis is performed on the scaled sequence {Aˆn(a,G)}n, where
Aˆn(a,G) = hAn(a,G) and h = 1/(n + 1) is the stepsize of the corresponding (n +
2)-dimensional uniform grid on [0, 1]. We observe that the scaling has a normal-
ization role since for G = U and a = 1 the matrix Aˆn(1,U) is a Toeplitz matrix
generated by a polynomial whose Fourier coefficients do not depend on h neither on
the dimension. In this way, the asymptotic spectral analysis can be performed more
easily.
Theorem 2.3. Let G = {Gn}n be a weakly regular sequence of grids, where g is
the related homeomorphism according to Definition 2.1. Then, for any ε > 0, there
exists an index set Iε ⊆ {1, . . . , n} and there exists nε ∈ N such that for any n  nε
it holds that for each index j ∈ {1, . . . , n}\Iε the three nonzero entries in the j th row
of the scaled FD matrix Aˆn(a,G) are given by
(Aˆn(a,G))j,j±1 = −a
(
g(ϑj ± h/2) + O(h)
)
g′(ϑj ± h/2)(1 + o(1)) ,
(Aˆn(a,G))j,j = a
(
g(ϑj − h/2) + O(h)
)
g′(ϑj − h/2)(1 + o(1)) +
a
(
g(ϑj + h/2) + O(h)
)
g′(ϑj + h/2)(1 + o(1)) ,
where the constants hidden in the terms O(h) and o(1) can depend on ε and #Iε 
s(ε)n with limε→0 s(ε) = 0. Finally, if G = {Gn}n is a regular sequence of grids,
then all the quantities #Iε, O(h), o(1) are definitely independent of ε and #Iε =
O(1).
Proof. For any ε > 0 define the following sets:
Dε,1 = {x ∈ [0, 1] : g′(x) is defined, continuous, and ε < g′(x) < ε−1},
Eε,1 = [0, 1]\Dε,1,
E2 = {x ∈ (0, 1) : g′(x) is not defined}.
Under the assumption of a weakly regular grid sequence, it is evident that #E2 is a finite
number. So, by defining the index sets Jε = {j ∈ {1, . . . , n} : [ϑj−1, ϑj+1] ⊆ Dε,1}
and Iε = {1, . . . , n}\Jε, we have lim supn→∞ n−1[#Iε]  mε with limε→0 mε = 0
(refer to Lemmas A1 and A2 in Appendix A in [28]). Therefore, by setting s(ε) = 2mε,
for n large enough it holds #Iε  s(ε)n with limε→0 s(ε) = 0. Now, by setting gε =
g|Dε,1 , we are ready to perform the analysis of the matrix Aˆn(a,G) for each index
j ∈ Jε. Notice that gε and g′ε are bounded and continuous in their whole definition
domain Dε,1.
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Let ωf (·) be the modulus of continuity of a function f . Since
h
hj
= h[xj − xj−1]−1 =
[
g(ϑj ) − g(ϑj−1)
h
]−1
= [g′(ϑj − h/2) + O(ωg′ε (h))]−1
= [g′(ϑj − h/2)(1 + O(ωg′ε (h)))]−1 (6)
for every j ∈ Jε, and
a(xj − hj/2) = a(g(ϑj ) − hj/2) = a
(
g(ϑj − h/2) + O(h)
)
, (7)
the thesis simply follows by joining Eqs. (6) and (7). In the same way, by recalling
that xj + hj+1/2 = xj+1 − hj/2, we deduce
h
hj+1
= [g′(ϑj+1 − h/2)(1 + O(ωg′ε (h)))]−1
for every j ∈ Jε and a(xj +hj+1/2) = a(g(ϑj+1 − h/2)+O(h)), so that all claimed
results can be obtained. Finally, in the case of a regular grid sequence G = {Gn}n,
since both g and g−1 are Lipschitz continuous by assumption, for ε small enough, it
is evident that Dε,1 = [0, 1]\E2 and Eε,1 = E2, so that #Iε = O(1). 
Theorem 2.4. Let a(x) ∈ C() and let G = {G}n be a weakly regular sequence of
grids, g being the related homeomorphisms according to Definition 2.1. Then, for
any ε > 0, there exists a matrix sequence {Rn,ε}n and there exists nε ∈ N such that
for any n  nε it holds that rank(Rn,ε)  s(ε)n with limε→0 s(ε) = 0 and
lim
h→0
∥∥Aˆn(a,G) − Aˆn(w[a],U) − Rn,ε∥∥2 = 0, (8)
where Aˆn(w[a],U) denotes the uniform grid FD discretization of problem (2) on
(0, 1) with
w(x) = w[a](x) =
{
a(g(x))/g′(x) if g′(x) is defined and nonzero,
1 elsewhere.
Moreover, if G is a regular sequence of grids, then rank(Rn,ε) = O(1).
Proof. From Theorem 2.3 and under the assumptions on the weight function a(x),
we deduce the following facts: (1) for any ε > 0, there exists an index set Iε ⊆
{1, . . . , n} and there exists nε ∈ N such that, for any n  nε, it holds #Iε  s(ε)n
with limε→0 s(ε) = 0; (2) for every index j ∈ {1, . . . , n}\Iε, the three nonzero en-
tries in the j th row of the scaled FD matrix Aˆn(a,G) are given by
(Aˆn(a,G))j,j±1 = −a(g(ϑj ± h/2))
g′(ϑj ± h/2) + O(ωa(h)) + O(ωg′ε (h)),
(Aˆn(a,G))j,j = a(g(ϑj − h/2))
g′(ϑj − h/2) +
a(g(ϑj + h/2))
g′(ϑj + h/2) + O(ωa(h))
+ O(ωg′ε (h)),
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where gε = g|{x∈[0,1]:g′(x) is defined, continuous and ε<g′(x)<ε−1} and ωf (·) denotes the
modulus of continuity of a function f . Therefore, we can consider the following tridi-
agonal matrix splitting Aˆn(a,G) = Aˆn(w[a],U) + Nn,ε + Rn,ε, where the modulus
of each entry of Nn,ε is infinitesimal as h and the matrix Rn,ε, related to the indices be-
longing to the set Iε, is such that rank(Rn,ε)  #Iε  s(ε)n, with limε→0 s(ε) = 0.
Moreover, in the case of a regular grid sequence, rank(Rn) is bounded by a constant
since #Iε = O(1). 
In the 2D case we can adapt the same technique considered in the 1D setting,
by connecting the 2D uniform grid case U×U with the generic 2D nonuniform
grid case G[1] × G[2] via the previously introduced notions of (weakly) regular grid
sequence and via the use of an auxiliary separable problem. It is worth stressing that,
instead of directly deal with the sequence {An(A,G[1],G[2])}n representing the FD
nonuniform discretization of problem (3) with W(x) = A(x) = a(x)I2, the analysis
is performed on the scaled sequence {Aˆn(A,G[1],G[2])}n,where Aˆn(A,G[1],G[2]) =
h2An(A,G
[1],G[2]) ∈ RN(n)×N(n), N(n) = n1n2, under the assumption h[t] = 1/
(nt + 1) = h/γt , t = 1, 2, with γt positive integer constants. Similarly to the 1D
case, we remark that the spectral analysis of the scaled sequence {Aˆn(A,G[1],G[2])}n
is simpler due to the normalization role played by the factor h2.
Theorem 2.5 [35]. Let a(x) ∈ C() and let G[1] × G[2] = {G[1]n1 × G[2]n2 }n=(n1,n2) be
a weakly regular sequence of grids, g[t], t = 1, 2 being the related homeomorphisms
according to Definition 2.2. Then, for any ε > 0, there exists a matrix sequence
{Rn,ε}n and there exists nε ∈ N such that for any n  nε it holds that rank(Rn,ε) 
s(ε)N(n) with limε→0 s(ε) = 0 and
lim
h→0
∥∥Aˆn(A,G[1],G[2]) − Aˆn(W [a],U,U) − Rn,ε∥∥2 = 0, (9)
where Aˆn(W [a],U,U) denotes the uniform grid FD discretization of problem (3) on
(0, 1)2 with W(x) = W [a](x) = diagt=1,2[w[a]t t (x)],
w
[a]
t t (x) =


a
(
g[1](x[1]), g[2](x[2])
)
[
(g[t])′(x[t])
]2 if g[1] and g[2] are defined, (g[t])′ isdefined and nonzero,
1 elsewhere.
If G[1] × G[2] is a regular sequence of grids, then there exists a constant C so that
rank(Rn,ε)  C
√
N(n). Finally, if the considered grids are regular and (g[t])′, t =
1, 2 are globally continuous, then Rn,ε = 0.
3. Spectral analysis
We begin by introducing some notations and definitions. For any real valued
function F defined on R and for any matrix An of size dn, with dn < dn+1, by the
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symbols σj (An) and λj (An) we denote the generic singular value and eigenvalue
respectively. We write {An}n ∼σ φ or {An}n ∼λ φ when the sequence {An}n is spec-
trally distributed as the measurable function φ in the sense of the singular values or
in the sense of the eigenvalues. More precisely, this means that for any F continuous
with bounded support it holds
lim
n→∞
1
dn
dn∑
j=1
F(σj (An)) = 1
µ{K}
∫
K
F(|φ(s)|) ds,
or
lim
n→∞
1
dn
dn∑
j=1
F(λj (An)) = 1
µ{K}
∫
K
F(φ(s)) ds.
Here K is the domain of φ of finite measure µ{K}.
Definition 3.1. Suppose a sequence of matrices {An}n of size dn is given. We say
that {{Bn,m}}m, m ∈ N is an approximating class of sequences (a.c.s.) for {An}n if,
for all sufficiently large m ∈ N, the following splittings hold An = Bn,m + Rn,m +
Nn,m, for any n > nm, with rank(Rn,m)  dnc(m), and ‖Nn,m‖  ω(m), where nm,
c(m) and ω(m) depend only on m, limm→∞ ω(m) = 0 and limm→∞ c(m) = 0.
Proposition 3.2. Let dn be an increasing sequence of natural numbers. Suppose
a sequence of matrices {An}n of size dn is given such that {{Bn,m}}m, m ∈ Nˆ ⊂
N, #Nˆ = ∞, is an a.c.s. for {An}n in the sense of Definition 3.1. Suppose that
{Bn,m} ∼σ φm and that φm converges in measure to the measurable function φ.
Then, it necessarily holds {An}n ∼σ φ. Moreover, if the sequence {Bn,m}n does not
depend on m, then the quoted result results reduces to the Tyrtyshnikov lemma (see
[39]).
Proof. It is a special case of Proposition 2.3 in [30]. 
Definition 3.3. A sequence of matrices {An}n is sparsely unbounded (sparsely van-
ishing) if and only if, by definition, for any M > 0, there exists n¯M such that for any
n  n¯M we have
d−1n
[
#{i : σi(An) > M}
]
 r(M),
(
d−1n
[
#{i : σi(An) < 1/M}
]
 r(M)
)
,
with lim
M→∞ r(M) = 0. (10)
Now, suppose that {An}n is sparsely unbounded (sparsely vanishing). Then, by
invoking the singular value decomposition, we have An = A(1)n,M + A(2)n,M, with
‖A(1)n,M‖  M
(∥∥(A(1)n,M)+∥∥  M), and rank (A(2)n,M)  r(M)dn
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and with X+ denoting the pseudo-inverse of Moore–Penrose [19,23]. It is almost
trivial to see that if {An} ∼σ φ with measurable φ taking values on C ∪ {∞}, then
{An}n is sparsely unbounded (sparsely vanishing) if and only if φ is sparsely un-
bounded (sparsely vanishing), that is limM→∞ µ{x : |φ(x)| > M} = 0 (limM→∞
µ{x : |φ(x)| < 1/M} = 0) with µ{·} denoting the usual Lebesgue measure. Further-
more, we observe that any function φ belonging to L1 is sparsely unbounded, that
the inverse of a sparsely unbounded and invertible function is sparsely vanishing and
that the product ν(x) of a finite number of sparsely unbounded (sparsely vanishing)
functions is sparsely unbounded (sparsely vanishing), since the Lebesgue measure of
the set where |ν(x)| = ∞ (|ν(x)| = 0) is zero. Analogously (see e.g. [28]) any finite
product of sparsely unbounded (sparsely vanishing) matrix sequences is sparsely
unbounded (sparsely vanishing). Finally we want to mention the following basic
tools.
Proposition 3.4 [30]. Let {An}n and {Bn}n, An, Bn ∈ Cdn×dn, be two given sparsely
unbounded matrix sequences. Suppose that {{YA,n,m}n}m and {{YB,n,m}n}m,
m ∈ Nˆ ⊂ N, #Nˆ = ∞, are two a.c.s. for {An}n and {Bn}n, respectively. Then,
{{YA,n,mYB,n,m}n}m is an a.c.s. for the sequence {AnBn}n.
Lemma 3.5. Let {An}n and {Bn}n, An, Bn ∈ Cdn×dn, two matrix sequences. Sup-
pose that the sequence {An}n is sparsely unbounded and that {Bn}n ∼σ 0. Then,
both the sequences {AnBn}n and {BnAn}n are clustered at 0, i.e. distribute as the
identically zero function.
Proof. Under these assumptions, we have that for any εˆ > 0 there exists nεˆ ∈
N such that for any n  nεˆ it holds that An = Xn + Ln where ‖Xn‖2 < 1/εˆ and
rank(Ln)  x(εˆ)dn with lims→0 x(s) = 0 and for any ε > 0 there exists nε ∈ N such
that for any n  nε it holds that Bn = Yn + Rn where ‖Yn‖2  ε and rank(Rn) 
y(ε)dn with lims→0 y(s) = 0. Now, by splitting the matrices as AnBn = N˜n + R˜n
with N˜n = XnYn and R˜n = XnRn + Ln(Yn + Rn) where ‖N˜n‖2 < ε/εˆ rank(R˜n) 
(x(εˆ) + y(ε))dn and for the arbitrariness of εˆ and ε, by choosing εˆ = √ε, the desired
result clearly follows.
The case {BnAn}n can be proved in the same manner. 
Theorem 3.6. Let {An}n, {Bn}n and {Pn}n, An, Bn, Pn ∈ Cdn×dn, three sequences
of matrices, with Pn invertible matrices for any n. Let {In}n the sequence of identity
matrices of order dn. Suppose that
1. the sequence {An}n is sparsely vanishing,
2. the sequence {An − Bn}n is clustered at 0,
3. the sequence {P−1n An − In}n is clustered at 0.
Then the sequence {P−1n Bn − In}n is clustered at 0.
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Proof. The matricesP−1n Bn − In can clearly be splitted asP−1n Bn − In = (P−1n An −
In) + P−1n (Bn − An), where the sequence {P−1n An − In}n is clustered at 0 by virtue
of the assumption 3. Moreover, the sequence {Pn}n is sparsely vanishing since the
sequence {An}n is sparsely vanishing and the application of Lemma 3.5 proves that
the sequence {P−1n (Bn − An)}n is clustered at 0. Therefore, the sequence {P−1n Bn −
In}n is expressed as the sum of two matrix sequences that are clustered at 0, so that
the proof is concluded. 
3.1. The 1D case
Let us consider the template problem (2) with w(x) = a(x) on  = (α, β) and
the auxiliary problem (2) with w(x) = w[a](x) on  = (0, 1).
Now, Theorem 2.4 clearly allows to interpret the FD discretization matrix se-
quence {Aˆn(a,G)}n as an approximation, up to suitable “small rank” corrections, in
spectral norm of the matrix sequence {Aˆn(w[a],U)}n related to the FD discretization
with the centered formula of precision order equal to 2 of the auxiliary problem
(2) with a proper choice of the function w[a](x). Therefore, by making use of Tyr-
tyshnikov lemma (see Proposition 3.2), it is easy to identify the spectral distribution
function related to the sequence {Aˆn(a,G)}n.
Theorem 3.7. Consider a (weakly) regular sequence of grids G = {Gn}n, g being
the related homeomorphism according to Definition 2.1. Then the scaled FD matrix
sequences {Aˆn(a,G)}n ∼λ w[a](x)f (s), where f (s) = 2 − 2 cos(s) and the func-
tion w[a](x) is defined in Theorem 2.4.
Proof. Under the assumption of weak regularity of G, Theorem 2.4 implies that
there exists a matrix splitting Aˆn(a,G) = Aˆn(w[a],U) + Nn,ε + Rn,ε, where the
modulus of each entry of Nn,ε is infinitesimal as h and the matrix Rn,ε, related
to the indices belonging to the set Iε is such that rank(Rn,ε)  #Iε  s(ε)n, with
limε→0 s(ε) = 0. Therefore, the constant class of sequences {{Aˆn(w[a],U)}n} is an
a.c.s. for {Aˆn(a,G)}n. In addition, by recalling that {Aˆn(w[a],U)}n ∼σ,λ w[a](x)(2 −
2 cos(s)) (refer to [38]), by Proposition 3.2, it follows that the sequence {Aˆn(a,G)}n
possesses the same spectral distribution.
Under the assumption of regularity of G, the claimed thesis follows in the same
way by taking into account that the matrices Rn have a rank bounded by a constant
since #Iε = O(1). 
3.2. The 2D case
First, we point out a difference with respect to the 1D case: the matrices Aˆn(A,
G[1],G[2]), nonuniform FD discretization of problem (3) with W(x) = A(x) =
S. Serra Capizzano, C. Tablino Possio / Linear Algebra and its Applications 369 (2003) 41–75 53
a(x)I2 on  = (α[1], β[1]) × (α[2], β[2]), are generally inherently nonsymmetric,
i.e., they cannot be symmetrized by suitable scalings. Therefore we choose to apply
the CG method for preconditioned normal equations and as a consequence the spec-
tral analysis must concern the singular values in place of the eigenvalues as in the
uniform grid FD matrix case.
Theorem 3.8. Let wtt (x) be a piecewise continuous function defined over D =
(0, 1)2 (i.e. there exists a finite Peano-Jordan measurable partitioning {Dj } of D
such that wtt (x) is continuous over Dj and such that µ{∪jDj } = µ{D}). Then
{Aˆn(W [t],U,U)}n ∼λ γ 2t wtt (x)(2 − 2 cos(st ))
and
{Aˆn(W,U,U)}n ∼λ
2∑
t=1
γ 2t wtt (x)(2 − 2 cos(st )),
where W [t] denotes the 2 × 2 matrix whose unique nonzero entry wtt (x) is at posi-
tion (t, t) and W = ∑2t=1 W [t].
Proof. For any positive m let us consider a plurirectangle P [t]m whose interior
part contains the boundaries of each Dj and whose measure is less than m−1. Let
wtt [m](x) be a globally continuous function equal to wtt (x) over D\P [t]m . Then,
there exists a value nm such that for m large enough and for any n > nm
Aˆn(W [t],U,U) = Aˆn(W [t, m],U,U) + Rn,m([t]), (11)
with rank(Rn,m([t]))  2m−1N(n) and where W = W [t, m] denotes the 2 × 2 ma-
trix whose unique nonzero entry wtt [m](x) is at position (t, t). Now, by the con-
tinuity of wtt [m](x) it follows, according to [32], that {Aˆn(W [t, m],U,U)}n ∼λ
γ 2t wtt [m](x)(2 − 2 cos(st )). Therefore, the functions wtt [m](x)(2 − 2 cos(st )), t =
1, 2 converge in measure to wtt (x)(2 − 2 cos(st )), t = 1, 2, as m tends to infini-
ty and, owing to (11), it is evident that {{Aˆn(W [t, m],U,U)}n}m is an a.c.s. for
{Aˆn(W [t],U,U)}n, so that the use of Proposition 3.2 concludes the proof of the
first claim.
Finally, by recalling that the sum of two a.c.s. for two given sequences is al-
ways an a.c.s. for their sum, the application of Proposition 3.2 proves the second
relation too. 
Now, the use of relation (9) and the application of the Tyrtyshnikov lemma (see
Proposition 3.2) allow to understand the spectral distribution of FD matrix sequences
in the case of nonuniform grids as well.
Lemma 3.9. Let a(x) a piecewise continuous function and let G[1] × G[2] be a
(weakly) regular 2D grid sequence. Then,
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{
Aˆn(A,G
[1],G[2])
}
n
∼σ
2∑
t=1
γ 2t w
[a]
t t (x)(2 − 2 cos(st )),
where the functions w[a]t t (x), t = 1, 2 are those defined in Theorem 2.5.
Proof. In light of relation (9) we can apply the Tyrtyshnikov lemma (see Proposition
3.2) so that {Aˆn(A,G[1],G[2])}n is distributed as {Aˆn(W [a],U,U)}n in the sense
of the singular values, where, by virtue of Theorem 3.8, {Aˆn(W [a],U,U)}n ∼λ,σ∑2
i=1 γ 2i w
[a]
ii (x)(2 − 2 cos(si)), and the claim follows only with regard to the sin-
gular values, due to the nonsymmetry of the matrices Aˆn(A,G[1],G[2]). 
3.3. Some remarks on the spectral condition numbers
Some useful remarks on the spectral condition numbers of FD matrix sequences
can be made coming back to some theoretical and practical consequences of Tilli’s
results. In fact, an important consequence concerns the behaviour of the extreme
eigen/singular values.
Let m = essinf a(x)f (s) and M = esssup a(x)f (s), where the essential infimum
of a measurable function φ is defined as the maximum among the constants k so that
µ{x : φ(x) < k} = 0 and the essential supremum of φ as the opposite of the essential
infimum of −φ, with µ{·} denoting the usual Lebesgue measure [25] (recall that a(x)
is real-valued as well as f (s) = 2 − 2 cos(s)). From Theorem 3.7 and since all the
eigenvalues belong to [m,M], it is easy to deduce that for any kˆ(n) = o(n) with
respect to n, we have
lim
n→∞ λ
(n)
kˆ(n)
= m (12)
and
lim
n→∞ λ
(n)
n−kˆ(n) = M. (13)
In addition, for any positive δ the number of eigenvalues between m and m + δ is,
up to o(n), proportional to
n
2
· µ{(x, y) ∈ [0, 1] × [−, ] : a(x)f (s)  m + δ}. (14)
Now, when dealing with FD matrices, since the nonnegative function f (s) = 2 −
2 cos(s) has a zero at s = 0, it directly follows from Eq. (12) that the minimal ei-
genvalues of Aˆn(a,U) collapse to zero as n tends to infinity. Moreover, in view of
Eq. (14), we deduce that for any positive ε, the number of “small” eigenvalues (i.e.
belonging to (0, ε)) is a quantity linear as n.
It is worth stressing that the property f (0) = 0 characterize all the FD discreti-
zation schemes with equispaced grids since it is equivalent to the necessary “con-
sistency condition” [33]. Consequently, all the matrix sequences associated to FD
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discretization schemes with equispaced grids are characterized by a presence of a
number of “small” eigenvalues linear as the dimension n and by spectral condition
numbers growing to infinity as n. Therefore, the application of the Conjugate Gra-
dient method without preconditioning always leads to a number of steps tending to
infinity as n tends to infinity (in this respect, see new beautiful results by Beckerman
and Kuijlaars [4]). For such a reason the method cannot be optimal in the sense of
Definition 1.1 and a preconditioning strategy is clearly welcome.
Now, we want to spend some words about the case of the weakly regular grid
sequence G =T given by the Chebyshev–Gauss–Lobatto points. In this case, the
associated homeomorphism equals the function g(x) = − cos(x) over [0, 1], which
is a smooth function whose first derivative is smooth and has only zeros of order 1
at x = 0 and x = 1. Therefore, by carefully looking at the expression of the matrix
Aˆn(a,T), we deduce, under the assumption of a(x) strictly positive, that for some
absolute constants c and d it holds ‖Aˆn(a,T)‖∞  cn and eT1 Aˆn(a,T)e1  dn,
with ‖X‖∞ = supj
∑
k |(X)j,k|. So that, it easily follows that λmax(Aˆn(a,T)) =
(n); Here the notation h(n) = (f (n)) means that h(n) = O(f (n)) and f (n) =
O(h(n)).
Moreover, since the sequence {Aˆn(a,T)}n is spectrally distributed as the function
w[a](x)(2 − 2 cos(s)) according to Theorem 3.7 and min(x,s)∈[0,1]×[−,](w[a](x) ×
(2 − 2 cos(s))) = 0, by virtue of Locally Toeplitz sequence properties it follows that
limn→∞ λmin(Aˆn(a,T)) = 0. In particular, from classical results on the extreme
eigenvalues of structured matrices [17,22], we have λmin(Aˆn(a,T)) = (n−2).
Clearly, the latter two relations justify a spectral condition number growing to infinity
as n3.
Coming back to the original FD matrix {An(a,T)}n before the scaling, we ob-
serve that an analysis as the one of Theorem 2.3 tells us that {An(a,T)}n is spectrally
distributed as (w[a])2(x)(2 − 2 cos(s))/a(g(x)). Therefore, the spectral function has
a zero of order two and a pole of order two so that the spectral condition number of
An(a,T) behaves as n4, as also known in the field of the spectral approximation of
BVPs (see Chapter 6.3.3 in [24]).
In the 2D case, the matrix An(A,T,T), n = (n1, n2) can be seen as the sum
of two matrices having the same spectral behaviour as An1(A,T) and An2(A,T)
respectively. Since the subspaces corresponding to the minimal singular values of the
two contributions have nontrivial intersection and the same can be observed for the
maximal singular values, it follows that the condition number in the 2D case grows at
least as n41 + n42 which is a little better than in the 1D case since the global dimension
is N(n) = n1n2.
Lastly, let us consider a FD discretization of a problem (2) over a generic grid
G: the associated functions are w[a](x), taking into account the weight a(x) and
the grid function g(x), and the function f (s) associated to the FD discretization
formula. Call α = maxαi, where {αi} is the finite collection of the order of the zeros
of g′  0, and q = max qj , where {qj } is the finite collection of the order of the zeros
of the nonnegative function f . Under these notations, by generalizing the preceding
56 S. Serra Capizzano, C. Tablino Possio / Linear Algebra and its Applications 369 (2003) 41–75
arguments [27], it is feasible to expect, always in the case of a(x) strictly positive,
that the spectral condition number of Aˆn(a,G) grows as nα+q .
4. Preconditioning strategy and spectral analysis of preconditioned matrices
4.1. The 1D case
First we recall the preconditioning technique for FD matrices in the uniform grid
case and we report the related clustering properties. Lastly, we propose similar pre-
conditioners for the nonuniform grid case and, by making use of the theoretical tools
of the preceding sections, we prove that the clustering at the unity of the spectra of
the preconditioned matrices holds too.
Let Pˆn(a,U) the Toeplitz based preconditioner constructed as
Pˆn(a,U) = Dˆ1/2n (a,U)Aˆn(1,U)Dˆ1/2n (a,U)
with Dˆn(a,U) = 2−1diag(Aˆn(a,U)) and Aˆn(1,U) = Tn(f ), f (s) = 2 − 2 cos(s),
where the scaling factor 2−1 corresponds to the main diagonal entry of the Toeplitz
matrix Tn(f ) and diag(X) denotes the main diagonal part of the matrix X.
Theorem 4.1 [34]. If a(x) ∈ C() has at most a finite number of zeros, then the
sequence {Pˆ−1n (a,U)Aˆn(a,U)}n has a general clustering at the unity with respect
to the eigenvalues, i.e. for any ε > 0 all the eigenvalues of the preconditioned matrix
Pˆ−1n (a,U)Aˆn(a,U) lie in the open interval (1 − ε, 1 + ε) except No ≡ No(n, ε)
outliers, where No(n, ε) = o(n). If a(x) is strictly positive then the sequence {Pˆ−1n (a,
U)Aˆn(a,U)}n has a proper clustering at the unity with respect to the eigenvalues,
i.e. No(n, ε) = O(1).
In order to translate the results holding in the uniform grid case U into the non-
uniform grid case G we mainly refer to Theorem 3.6, but we also need the following
intermediate result.
Lemma 4.2 [28]. Let w(x) be a nonnegative piecewise continuous function with at
most a finite number of zeros. Then the sequence {Dˆαn (w,U)}n, α ∈ R is spectrally
distributed as the function wα(x). Moreover, the sequence {Dˆαn (w,U)}n is both
sparsely vanishing and sparsely unbounded.
Theorem 4.3. If a(x) ∈ C() has at most a finite number of zeros then the sequence
{Pˆ−1n (w[a],U)Aˆn(a, G)}n has a general clustering at the unity with respect to the
eigenvalues.
Proof. It is worth stressing that the spectral analysis is equivalently performed on
the matrices
S. Serra Capizzano, C. Tablino Possio / Linear Algebra and its Applications 369 (2003) 41–75 57
Aˆ−1n (1,U)Dˆ
−1/2
n (w
[a],U)Aˆn(a,G)Dˆ−1/2n (w[a],U)
by virtue of the similarity with the matrices Pˆ−1n (w[a],U)Aˆn(a,G). The aim is to
apply Theorem 3.6 by choosing An = Dˆ−1/2n (w[a],U)Aˆn(w[a],U)Dˆ−1/2n (w[a],U),
Bn = Dˆ−1/2n (w[a],U)Aˆn(a,G)Dˆ−1/2n (w[a],U), Pn = Aˆn(1,U).
Assumption 1: in light of Theorem 3.7 we deduce that {Aˆn(w[a],U)}n ∼σ
w[a](x)(2 − 2 cos(s)) (see [38]) which is a sparsely vanishing function, so that
the sequence {Aˆn(w[a],U)}n is sparsely vanishing. Lastly, the sequence {An}n is
sparsely vanishing according to Lemma 4.2 and since any finite product of sparsely
vanishing matrix sequences is sparsely vanishing.
Assumption 2: the application of Theorem 2.4 and of Proposition 3.2 implies
that the sequence {Aˆn(w[a],U) − Aˆn(a,G)}n ∼λ,σ 0, that is the sequence {Aˆn(w[a],
U) − Aˆn(a,G)}n is clustered at 0. Moreover, the sequence {Dˆ−1/2n (w[a],U)}n is
sparsely vanishing by virtue of Lemma 4.2, so that the sequence {Bn − An}n is
clustered at 0 according to Lemma 3.5.
Assumption 3: it is enough to refer to [29,34], where has been proved that
Aˆ−1n (1,U)Dˆ
−1/2
n (w
[a],U)Aˆn(w[a],U)Dˆ−1/2n (w[a],U) = In + N˜n + R˜n,
where ‖N˜n‖2 is infinitesimal as h and rank(R˜n) = o(n). Therefore, in the light of
Theorem 3.6 we have that also the sequence {P−1n Bn − In}n is clustered at 0.
Now, we make use of another similarity step between the matrices P−1n Bn and the
Hermitian matrices P−1/2n BnP−1/2n . First, since {Pn = Tn(f )}n is spectrally distrib-
uted as the sparsely vanishing function f (s) = 2 − 2 cos(s) we have that the se-
quence {P 1/2n }n is uniformly bounded in infinity spectral norm and that the sequence
{P−1/2n }n is sparsely unbounded since {Pn}n is sparsely vanishing. Therefore, by ap-
plying Lemma 3.5 we find that {P 1/2n (P−1n Bn − In)P−1/2n }n = {P−1/2n BnP−1/2n −
In}n ∼λ,σ 0 so that {P−1/2n BnP−1/2n }n ∼λ 1. Now, the claimed thesis follows since
P
−1/2
n BnP
−1/2
n ∼ P−1n Bn and P−1n Bn ∼ Pˆ−1n (w[a],U)Aˆn(a,G). 
Remark 4.4. It is worth stressing that in Theorem 4.3 we proved as intermediate
result that there exists a similarity chain Pˆ−1n (w[a],U)Aˆn(a,G) ∼ Aˆ−1n (1,U)Bn ∼
Aˆ
−1/2
n (1,U)BnAˆ
−1/2
n (1,U), with Bn = Dˆ−1/2n (w[a],U)Aˆn(a,G)Dˆ−1/2n (w[a],U),
where the similarity matrices are both sparsely vanishing and sparsely unbounded
and where the sequence {Aˆ−1/2n (1,U)BnAˆ−1/2n (1,U)}n is clustered at the unity with
respect to the eigenvalues. So, by using Lemma 3.5, it follows that the sequence
{Pˆ−1n (w[a],U)Aˆn(a,G) − In}n is clustered at 0.
Lastly, we can consider the most natural preconditioner
Pn(a,G) = D1/2n (a,G)Aˆn(1,U)D1/2n (a,G) (15)
with Dn(a,G) = 2−1diag(An(a,G)) and Aˆn(1,U) = Tn(f ), f (s) = 2 − 2 cos(s).
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Theorem 4.5. If a(x) ∈ C() has at most a finite number of zeros then the se-
quence {P−1n (a,G)An(a,G)}n has a general clustering at the unity with respect to
the eigenvalues.
Proof. First, it is worth noticing that P−1n (a,G)An(a,G) = Pˆ−1n (a,G)Aˆn(a,G),
so that we can equivalently perform the clustering analysis on the sequence {Pˆ−1n (a,
G)Aˆn(a,G)}n.
Now, by construction, both the sequences {Pˆn(a,G)}n and {Pˆn(w[a],U)}n are
at the same time sparsely vanishing and sparsely unbounded since they are prod-
uct of a finite number of sparsely vanishing/unbounded matrix sequences. In fact,
the sequence {Dˆ±1/2n (w[a],U)}n is sparsely vanishing/unbounded by Lemma 4.2,
the sequence {Dˆ±1/2n (a,G)}n ∼λ,σ {Dˆ±1/2n (w[a],U)}n by virtue of Theorem 2.4 and
therefore is sparsely vanishing/unbounded too. Finally, the sequence {Aˆn(1,U)}n
is sparsely vanishing and uniformly bounded because {Aˆn(1,U) = Tn(f )}n ∼λ,σ
f (s) = 2 − 2 cos(s), f being sparsely vanishing and bounded in sup-norm. In addi-
tion, by Lemma 3.5, it follows that{
Pˆn(a,G) − Pˆn(w[a],U)
}
n
=
{(
Dˆ
1/2
n (a,G) − Dˆ1/2n (w[a],U)
)
Aˆn(1,U)Dˆ1/2n (a,G)
+ Dˆ1/2n (w[a],U)Aˆn(1,U)
(
Dˆ
1/2
n (a,G) − Dˆ1/2n (w[a],U)
)}
n
∼λ,σ 0.
By Remark 4.4, it holds that {Pˆ−1n (w[a],U)Aˆn(a,G) − In}n ∼λ,σ 0 and
Pˆ−1n (w[a],G)Aˆn(a,G) ∼λ 1, so that Pˆ−1/2n (w[a],U)Aˆn(a,G)Pˆ−1/2n (w[a],U) −
In ∼λ,σ 0 and Aˆn(a,G) − Pˆn(w[a],U) ∼λ,σ 0 by virtue of Lemma 3.5 since
{Pˆn(w[a],U)}n and {Pˆ±1/2n (w[a],U)}n are sparsely unbounded. In conclusion we
have simultaneously Aˆn(a,G) − Pˆn(w[a],U) ∼λ,σ 0 and Pˆn(a,G) − Pˆn(w[a],
U) ∼λ,σ 0. Therefore, by the transitivity of the equivalence relation ∼λ,σ we get
{Aˆn(a,G) − Pˆn(a,G)}n ∼λ,σ 0 and again by virtue of Lemma 3.5 we have that
Pˆ
−1/2
n (a,G)Aˆn(a,G)Pˆ
−1/2
n (a,G) − In ∼λ,σ 0. The final application of a similarity
argument yelds the claimed thesis. 
Notice that, if the weight function a is only piecewise continuous and the term
b is nonzero, then the same analysis with the same conclusion can be carried out.
In particular, the presence of p discontinuity points for the function a leads to a
preconditioned matrix having the same features as in the continuous case, except for
a term of rank constant and independent of n growing linearly with p [29]. For more
details in the uniform case see [29,34] and, for the case where a is just L∞, see [31].
Before to give some remarks with respect to the extensions to the 2D case, the
following detail deserves further attention. In the proof of the main representation
Theorem 2.3, we preliminarily considered two grid sequences namely G = {Gn}n
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and U = {Un}n. After, we also used two further associated grid sequences namely
M(G) = {M(Gn)}n and M(U) = {M(Un)}n constructed by means of the midpoints
of the original sequences (i.e. M(xj ) = (xj + xj−1)/2). Nevertheless, it is easy to
see that if two grid sequences G and H are (weakly) equivalent, then it does not
follow that M(G) and M(H) are (weakly) equivalent. This not satisfactory situation
requires a slight generalization of the definitions, so that the required properties are
maintained under the transformation M(·).
Definition 4.6. A grid sequenceG = {Gn}n on [α, β],Gn = {x0 = α < x1 < · · · <
xn < xn+1 = β}, is said to be approximately weakly equivalent to the grid sequence
W = {Wn}n on [γ, δ], Wn = {y0 = γ < y1 < · · · < yn < yn+1 = δ}, if there
exists a function g so that g(xj ) = yj + o(hH) where hH = min0jn(yj+1 − yj ).
The function g is required to be a homeomorphism from [γ, δ] to [α, β], to be piece-
wise C1 with a finite number of discontinuity points of g′ and a finite number of
zeros of g′. Moreover, if both g and its inverse g−1 are Lipschitz continuous, then
G is said to be approximately equivalent toW. Finally, a grid sequence G is said to
be approximately (weakly) regular if it is approximately (weakly) equivalent to the
basic equispaced grid sequence U = {Un}n on [0, 1].
4.2. The 2D case
As in the 1D case, the matrix Aˆn(A,G[1],G[2]), up to suitable “small rank” cor-
rections, can be interpreted as an approximation in spectral norm of the FD matrix
with respect to the uniform grid sequence as reported in Theorem 2.5, so that the
used of a Toeplitz based preconditioning strategy is suggested.
We recall that several preconditioning strategies are reported in literature. How-
ever, the preconditioning techniques based on the circulant matrix and ILU appro-
aches cannot be superlinear and the preconditioned sequences cannot cluster at the
unity [8,9]. The same holds in the case of our preconditioning strategies based on
diagonal and Toeplitz approximations, even if the numerical experiments are accept-
ably good.
More precisely, on the basis of Theorem 2.5, our preconditioning technique is de-
vised by considering the two-level extension of the Toeplitz-plus-diagonal approach
just considered in the unilevel case. Therefore, the preconditioning matrix is defined
as
Pn(A,G
[1],G[2]) = Dˆ1/2n (A,G[1],G[2])Aˆn(I2,U,U)Dˆ1/2n (A,G[1],G[2]),
(16)
where Dˆn(A,G[1],G[2]) = (2∑2t=1 γ 2t )−1diag(Aˆn(A,G[1],G[2])) and Aˆn(I2,U,U)
is the associated two-level Toeplitz structure.
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Unfortunately, the presence of zeros of (g[t]), t = 1, 2, as for instance in the case
of a GLC grid sequence, leads to a certain deterioration of the CG performances
that is worse than in the 1D case (to see this compare the numerical experiments
reported in [28,35]). This fact finds its explanation in the presence of two differ-
ent weight functions w[a]11 (x) /= w[a]22 (x) so that the preconditioned matrix sequence
cannot cluster at the unity. A formal explanation of this behaviour is reported in the
following results.
Lemma 4.7. Let a(x) be a piecewise continuous function and let G[1] × G[2] be a
(weakly) regular grid sequence. Then,
{
Aˆn(A,G
[1],G[2])
}
n
∼σ
2∑
t=1
γ 2t w
[a]
t t (x)(2 − 2 cos(st )), (17)
{
Dˆn(A,G
[1],G[2])
}
n
∼λ,σ 2
γ
2∑
t=1
γ 2t w
[a]
t t (x), (18)
{
Aˆn(I2,U,U)
}
n
∼λ,σ
2∑
t=1
γ 2t (2 − 2 cos(st )) (19)
and
{
Pn(A,G
[1],G[2])
}
n
∼λ,σ
(
2
γ
2∑
t=1
γ 2t w
[a]
t t (x)
)( 2∑
t=1
γ 2t (2 − 2 cos(st ))
)
,
(20)
where the functions w[a]t t (x), t = 1, 2 are those defined in Theorem 2.5 and γ =
2
∑2
t=1 γ 2t .
Proof. Relation (17) is contained in Theorem 3.8, while relation (19) is a spe-
cial instance of the first one. Set da(x) = (2/γ )∑2t=1 γ 2t w[a]t t (x) and, for any pos-
itive m, let da[m](x) = min{da(x),m}. By direct inspection we see that {Dn[m]}n
with Dn[m] = diagi,j (da[m](ϑ [1]i , ϑ [2]j ), ϑ [t]r = r/(nt + 1), 1  r  nt , is an a.c.s.
for {Dˆn(A,G[1],G[2])}n. Moreover, by direct inspection, we have {Dn[m]}n ∼λ,σ
da[m](x) and therefore, since da[m](x) converges in measure to da(x), the proof of
(18) follows from Proposition 3.2. For the proof of the last part we recall that (see
[32] or [35])
{
D
1/2
n [m]Aˆn(I2,U,U)D1/2n [m]
}
n
∼λ,σ da[m](x)
( 2∑
i=1
γ 2i (2 − 2 cos(si))
)
.
S. Serra Capizzano, C. Tablino Possio / Linear Algebra and its Applications 369 (2003) 41–75 61
Therefore it is enough to observe that {Dˆ1/2n (A,G[1],G[2])}n is sparsely unbounded
because da(x) is a sparsely unbounded function (limM→∞ µ{x : da(x)  M} = 0)
and consequently, by applying two times Proposition 3.4, we deduce that the collec-
tion {{D1/2n [m]Aˆn(I2,U,U)D1/2n [m]}n}m is an a.c.s. for {Pn(A,G[1],G[2])}n. Finally
the use of Proposition 3.2 concludes the proof. 
The previous result allows to claim that {Dˆn(A,G[1],G[2])}n, Aˆn(I2,U,U)}n,
{Pˆn(A,G[1],G[2])}n cannot be superlinear preconditioners for the matrix sequence
{Aˆn(A,G[1],G[2])}n. In fact, a sparsely unbounded sequence of matrices {Pn}n is
a superlinear preconditioning sequence for {Xn}n only if {P−1n An − In}n is clus-
tered at zero and this holds only if {Pn − An}n is clustered at zero (refer to [28]).
Since {An = Aˆn(A,G[1],G[2])}n is distributed as the function ∑2t=1 γ 2t w[a]t t (x)(2 −
2 cos(st )) in light of Lemma 3.9, this implies that the preconditioning sequence must
have the same distribution up to a positive scaling factor. Nevertheless, {cDˆn(A,G[1],
G[2])}n, {cAˆn(I2,U,U)}n and {cPˆn(A,G[1],G[2])}n have distribution functions dif-
ferent from the one of {Aˆn(A,G[1],G[2])}n for any c > 0 according to Lemma 4.7.
An alternative strategy, overcoming most of these difficulties and based on the tools
developed in this paper, has been devised in [35].
5. Numerical tests
The numerical tests are organized in four distinct subsections. In the first two we
show the asymptotic behaviour of the spectra of the matrices {Aˆn(a,G)}n in order
to give numerical evidence of the spectral distribution as the function w[a](x)(2 −
2 cos(s)) (see Theorem 3.7) and in order to verify that the spectral condition numbers
depend both on the order of the zeros of f (s) = 2 − 2 cos(s) and on the order of the
poles of w[a](x) as discussed in Section 3.3. Moreover, in Section 5.2, the asymptotic
bahavior of the condition numbers is tested in the 2D setting as well showing a good
agreement with the theoretical analysis.
The other two subsections are dedicated to the application of the PCG method in
the 1D case and of the CG method for preconditioned normal equations in the 2D
case.
5.1. The asymptotic spectra
First we are interested to give some numerical evidences of Theorem 3.7 both in
the regular and weakly regulare case. We fix a function a(x) and we compute the
complete set of the eigenvalues of the scaled FD matrices Aˆn(φ,U).
Let n ≡ n(φ,G) be the n-dimensional vector where we store the eigenvalues
of Aˆn(φ,G) ordered in nondecreasing way. Let Fn = Fn(φ,G) be the n-dimensional
vector of the evaluations of the function φ(x)f (s), with f (s) = 2 − 2 cos(s), at
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the grid points (xi, yj ) with xi = i/(√n + 1) and yj = −+ 2j/(√n + 1), for
i, j = 1, . . . ,√n, ordered in nondecreasing way. More precisely, Fn is a vector of
records so that ((Fn)s).1 denotes the first entry of the sth position in Fn and ((Fn)s).2
denotes the second entry of the sth position in Fn, where ((Fn)s−1).1  ((Fn)s).1 
((Fn)s+1).1, s = 2, . . . , n − 1, and ((Fn)s).1 = φ(xis )f (yjs ), ((Fn)s).2 = (is, js) ∈
K withK = {(i, j) : i, j = 1, . . . ,√n ∈ N}. In this way the first entry of (Fn)s is
a real number and the second one is a pair of indices.
From Theorem 3.7 we deduce that there exists a bijectionN from the setK and
the set n of the eigenvalues of Aˆn(φ,G) so that the plot of the points {(xi, yj ,N(i,
j)) ∈ R3}, i, j = 1, . . . ,√n gives an approximate representation of the 3D surface
obtained as the range of φ(x)(2 − 2 cos(s)) from [0, 1] × [−, ] toR. Consequently,
starting from the values of the vector n, we have to define a vector Ln of re-
cords having the same structure as Fn: the main idea is to use the bijection that
is implicitly defined by the vector Fn. Therefore, we set ((Ln)s).1 = (n)s and
((Ln)s).2 = ((Fn)s).2, s = 1, . . . , n. As a consequenceN(i, j) = (n)s is defined
according to the relation ((Fn)s).2 = (i, j). Of course, the following inequalities
hold ((Ln)s−1).1  ((Ln)s).1  ((Ln)s+1).1, s = 2, . . . , n − 1.
The numerical evidence given in Table 1 pertains the case a(x) = 1 + x with
respect to the following regular grid sequence:
L =
{(
− 1 + 2x log(1 + exp(x))
log(1 + e)
)∣∣∣∣
x=xj
, xj = j
(n + 1) , j = 1, . . . , n
}
n
.
The results are very good since the (discrete) infinity norm of the error seems to de-
crease to zero with respect to the matrix order n for both Aˆn(w[a],U) and Aˆn(a,L).
This is not obvious since the convergence stated in Theorem 3.7 is an ergodic conver-
gence (i.e. {Aˆn(w[a], U)} ∼λ w[a](x)f (s)), which is much weaker than a sup-norm
convergence. In fact callingn(·) the linear functional that associates to a continuous
function F with bounded support the quantityn(F ) = n−1 ∑ni=1 F(σ (n)i ), and(·)
the linear functional so that
(F ) = (2)−1
∫
[0,1]×[−,]
F
(|w[a](x)f (s)|) dx ds,
Table 1
Sup-norm error with theL grid—1D case, a(x) = 1 + x
n w[a](x) a(x)
100 2.756054 × 10−1 2.756431 × 10−1
400 1.163938 × 10−1 1.163962 × 10−1
900 8.368655 × 10−2 8.368703 × 10−2
1600 5.854115 × 10−2 5.854129 × 10−2
2500 4.613539 × 10−2 4.613546 × 10−2
3600 3.947965 × 10−2 3.947968 × 10−2
S. Serra Capizzano, C. Tablino Possio / Linear Algebra and its Applications 369 (2003) 41–75 63
Table 2
Sup-norm error with theT grid—1D case, a(x) = 1 + x
n w[a](x) a(x)
100 2.833951 × 10−1 2.834098 × 10−1
400 2.370291 × 10−1 2.370288 × 10−1
900 1.649295 × 10−1 1.649294 × 10−1
1600 1.241218 × 10−1 1.241218 × 10−1
2500 8.531495 × 10−2 8.531495 × 10−2
3600 7.823711 × 10−2 7.823711 × 10−2
it is evident that Theorem 3.7 states the weak*-convergence [6] of n to . From
a different point of view, this result can be interpreted in terms of convergence of a
sequence of discrete measures to a continuous one [25].
In the case of the weakly regular Gauss–Lobatto–Chebyshev grid sequence
T = {− cos(x)|x=xj , xj = j/(n + 1), j = 1, . . . , n}n
we cannot expect a sup-norm convergence due to the presence of poles in the func-
tion w[a](x). We recall that the zeros of g′ may give rise to poles for w[a]; for
instance, the Gauss–Lobatto–Chebyshev gridT corresponds to a function g whose
derivative g′ has two zeros of order 1 at x[1] = 0 and at x[2] = 1. Nevertheless, if
we eliminate from the “reconstruction” of the surface the points in a neighbour-
hood of (x[k], y), k = 1, 2 for any y, then we observe again the sup-norm conver-
gence. Refer to Table 2, where we consider the discrete sup-norm error calculated
over the grid points {(xi, yj ), i, j = 1, . . . ,√n ∈ N} so that d((xi, yj ), P ) =
min(x,y)∈P ‖(xi, yj ) − (x, y)‖  τ, with P = {(x, y) : x = x[k], k = 1; 2 and y ∈
[−, ]} and where τ is a fixed tolerance: by using the trick of dropping out the
“bad” indices we still observe a decrease of the discrete sup-norm error.
5.2. The asymptotic conditioning
In the previous subsection we checked that the function w[a](x)f (s) gives in-
formation on the asymptotic spectral distribution of the scaled FD matrix sequence
{Aˆn(a,G)}n. Here, the aim is to verify that the same function provides precise details
concerning the extremal behaviour of the spectra of the matrices Aˆn(a,G). We stress
that this property is not a consequence of the Tilli’s theorem as emphasized in Section
3.3.
5.2.1. The asymptotic conditioning rate
We consider several dimensions n(k) = 2kN¯, k ∈ N and we compute the quanti-
ties λ(n(k))max = λmax(Aˆn(k)(a,G)) and λ(n(k))min = λmin(Aˆn(k)(a,G)) and we evaluate the
ratios RkM = λ(nk+1)max /λ(nk)max and Rkm = λ(nk)min /λ(nk+1)min . If zφ and ρφ respectively denote
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the maximal order among the zeros and among the poles of a function φ, then we
find
lim
k→∞R
k
M = 2ρw , ρw = zg′ and lim
k→∞R
k
m = 2zf with zf = 2.
We have performed the numerical tests by considering several positive weight
functions a and the two previously considered nonuniform grid sequences, that is
the Gauss–Lobatto–Chebyshev gridT and the logarithmical gridL. In the former
case the function g has “degenerating” derivative g′(x) =  sin(x) so that zg′ = 1;
in the latter case g′(x) is strictly positive and zg′ = 0.
As shown in Tables 3 and 4 forecast is fully honoured. In fact, it is evident that the
values of Rkm are very close to 2zf = 4 even for small instances of n(k). Moreover,
the quantities RkM are close to 2
ρw , ρw = zg′ which equals 2 for the grid T (Table
3) and equals 1 for the gridL (Table 4).
For the 2D case we first observe that the considered matrices are inherently
nonsymmetric so that we have to consider the singular values in place of the eigen-
values. In Section 3.3 we have observed that the analysis of the condition numbers
asymptotics can be substantially reduced the 1D case. Here we substantiate this
claim with some numerical experiments. We set n = (n1, n2) with n1 = n2 = n(k) =
2kn¯, k ∈ N and we compute the quantities σ (n(k))max = σmax(Aˆn(k)(a,G[1],G[2])) and
Table 3
Asymptotical conditioning in the case of the Gauss–Lobatto–Chebyshev gridT (N¯ = 125)—1D case
k b(x) = 0
a(x) = 1 a(x) = exp(x) a(x) = 1 + x a(x) = 1 + x2
Rkm
0 3.968001 3.967963 4.224415 3.967871
1 3.984000 3.983990 4.189383 3.983966
2 3.992000 3.991997 4.158824 3.991991
Rk
M
0 1.991847 1.992496 1.992172 1.992496
1 1.995961 1.996125 1.996043 1.996125
2 1.997990 1.998031 1.998011 1.998031
b(x) = exp(x)
Rkm
0 3.967999 3.967942 4.213578 3.967900
1 3.983999 3.983984 4.181166 3.983974
2 3.992000 3.991996 4.152070 3.991993
Rk
M
0 1.991846 1.992496 1.992171 1.992496
1 1.995961 1.996125 1.996043 1.996125
2 1.997990 1.998031 1.998010 1.998031
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Table 4
Asymptotical conditioning in the case of the logarithmical gridL (N¯ = 125)—1D case
k b(x) = 0
a(x) = 1 a(x) = exp(x) a(x) = 1 + x a(x) = 1 + x2
Rkm
0 3.968146 3.968168 4.146296 3.968088
1 3.984036 3.984042 4.132570 3.984021
2 3.992009 3.992010 4.117321 3.992005
Rk
M
0 1.027618 1.037550 1.018474 1.040960
1 1.017472 1.023804 1.011522 1.025644
2 1.011029 1.015041 1.007208 1.016081
b(x) = exp(x)
Rkm
0 3.968200 3.968190 4.111586 3.968142
1 3.984050 3.984047 4.102648 3.984035
2 3.992012 3.992012 4.091319 3.992009
Rk
M
0 1.027612 1.037434 1.018335 1.040957
1 1.017471 1.023775 1.011485 1.025643
2 1.011029 1.015033 1.007199 1.016081
σ
(n(k))
min = σmin(Aˆn(k)(a,G[1],G[2])); then we evaluate the ratios SkM = σ (n(k+1))max /
σ
(n(k))
max and Skm = σ (n(k))min /σ (n(k+1))min . As before we expect that
lim
k→∞ S
k
M = 2ρw , ρw = zg′ and lim
k→∞ S
k
m = 2zf with zf = 2.
The numerical results in Tables 5 and 6 show a very good agreements with the the-
oretical analysis both in the case of the Gauss–Lobatto–Chebyshev 2D gridT×T
(ρw = 2) and in the case of the logarithmical 2D gridL×L (ρw = 0).
5.2.2. The condition numbers
In the latter paragraphs we demonstrated that the numerical growth of the con-
dition numbers follows the forecasts of our theoretical results. Here we give a more
basic information in order to understand the real (numerical) difficulty of the con-
sidered linear systems. Therefore, in Tables 7–10 we report the spectral condition
numbers (absolute value of the maximal eigenvalue over absolute value of the min-
imal eigenvalue) of the involved matrices, of the preconditioners and of the pre-
conditioned matrices both in the 1D and in the 2D cases and with respect to the
logarithmic and to the Gauss–Lobatto–Chebyshev grid sequences. For the 2D case
we also add the Euclidean condition numbers (maximal singular value over mini-
mal singular value) due to the inherent nonsymmetry of the considered structures.
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Table 5
Asymptotical conditioning in the case of the Gauss–Lobatto–Chebyshev gridT×T (n¯ = 10)—2D case
k b(x[1], x[2]) = 0
a(x[1], x[2]) = 1 a(x
[1], x[2]) =
exp(x[1] + x[2])
a(x[1], x[2]) =
2 + x[1] + x[2]
a(x[1], x[2]) =
1 + (x[1])2 + (x[2])2
Skm
0 3.998247 3.982291 3.998339 3.977618
1 3.999497 3.995149 3.999591 3.993826
Sk
M
0 3.214873 3.432187 3.270461 3.360461
1 3.600030 3.668012 3.617142 3.645437
b(x[1], x[2]) = exp(x[1] + x[2])
Skm
0 3.997528 3.979578 3.996199 3.979454
1 3.999312 3.994415 3.999011 3.994343
Sk
M
0 3.192376 3.428568 3.264553 3.352026
1 3.597892 3.667709 3.616600 3.644701
Table 6
Asymptotical conditioning in the case of the logarithmical gridL×L (n¯ = 10)—2D case
k b(x[1], x[2]) = 0
a(x[1], x[2]) = 1 a(x
[1], x[2]) =
exp(x[1] + x[2])
a(x[1], x[2]) =
2 + x[1] + x[2]
a(x[1], x[2]) =
1 + (x[1])2 + (x[2])2
Skm
0 3.974595 3.975485 3.981863 3.965536
1 3.992858 3.993201 3.994946 3.990458
Sk
M
0 1.118731 1.173001 1.116958 1.219683
1 1.094438 1.138052 1.097351 1.152822
b(x[1], x[2]) = exp(x[1] + x[2])
Skm
0 3.980465 3.976231 3.982805 3.970572
1 3.994599 3.993414 3.995222 3.991861
Sk
M
0 1.118362 1.164606 1.115487 1.219525
1 1.094370 1.135686 1.097015 1.152796
A comment is that the improvement of the condition numbers always occurs and
is especially strong for the logarithmic grid sequences. Finally we stress that the
spectral conditioning is substantially better than the Euclidean one in the difficul case
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Table 7
Spectral condition numbers of An, Pn and P−1n An in the case of the Gauss–Lobatto–Chebyshev grid
G—1D case, dim(An) = n
b(x) = 0 Partition interval number m = n + 1
100 200 400 800
a(x) = 1 4.176843 × 104 3.340473 × 105 2.672178 × 106 2.137703 × 107
8.367844 × 104 6.693972 × 105 5.355117 × 106 4.284082 × 107
2.993133 3.143233 3.269881 3.377606
a(x) = exp(x) 1.188524 × 105 9.510124 × 105 7.608487 × 106 6.086867 × 107
2.614959 × 105 2.093268 × 106 1.674875 × 107 1.339952 × 108
3.100105 3.235052 3.348963 3.446016
a(x) = 1 + x 3.170437 × 105 2.714880 × 106 2.292682 × 107 1.916204 × 108
2.949995 × 105 2.364238 × 106 1.892427 × 107 1.514187 × 108
3.551137 4.328258 5.199252 6.164150
a(x) = 1 + x2 5.542908 × 104 4.435065 × 105 3.548200 × 106 2.838590 × 107
1.443051 × 105 1.155176 × 106 9.242886 × 106 7.394603 × 107
3.359572 3.463815 3.550874 3.624621
Table 8
Spectral condition numbers of An, Pn and P−1n An in the case of the logarithmic grid L—1D case,
dim(An) = n
b(x) = 0 Partition interval number m = n + 1
100 200 400 800
a(x) = 1 6.648420 × 103 2.745282 × 104 1.120473 × 105 4.539381 × 105
7.033820 × 103 2.904423 × 104 1.185426 × 105 4.802525 × 105
1.060761 1.060764 1.060764 1.060764
a(x) = exp(x) 6.738025 × 103 2.813563 × 104 1.156640 × 105 4.707481 × 105
7.800476 × 103 3.257201 × 104 1.339016 × 105 5.449742 × 105
1.163964 1.163967 1.163967 1.163967
a(x) = 1 + x 1.396266 × 104 5.981898 × 104 2.521283 × 105 1.050759 × 106
8.068253 × 103 3.297721 × 104 1.336893 × 105 5.392535 × 105
2.161261 2.443525 2.749459 3.079239
a(x) = 1 + x2 8.567851 × 103 3.592163 × 104 1.479934 × 105 6.030655 × 105
1.203339 × 104 5.045606 × 104 2.078786 × 105 8.470998 × 105
1.406248 1.406270 1.406275 1.406277
of the GLC gridding: hence this phenomenon seems to suggest that a preconditioned
GMRES/Chebyshev technique (see [13]) can lead to a further acceleration of the
convergence when compared with a classical PCG method for normal equation.
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Table 9
Spectral and Euclidean condition numbers of An, Pn and P−1n An in the case of the Gauss–Lob-
atto–Chebyshev grid G× G—2D case, dim(An) = n1n2
b(x[1], x[2]) = 0 Partition interval number m = n1 + 1 = n2 + 1
10 20 30
a(x, y) = 1 1.22 × 102 1.23 × 102 1.87 × 103 1.89 × 103 9.38 × 103 9.52 × 103
2.29 × 102 2.29 × 102 3.62 × 103 3.62 × 103 1.83 × 104 1.82 × 104
3.37 8.54 5.53 3.36 × 101 7.44 8.19 × 101
a(x[1], x[2]) =
exp(x[1] + x[2]) 1.01 × 103 1.03 × 103 1.67 × 104 1.70 × 104 8.54 × 104 8.71 × 104
2.05 × 103 2.05 × 103 3.60 × 104 3.60 × 104 1.85 × 105 1.85 × 105
3.52 1.01 × 101 5.82 4.02 × 101 7.86 9.84 × 101
a(x[1], x[2]) =
2 + x[1] + x[2] 2.87 × 102 2.92 × 102 4.50 × 103 4.59 × 102 2.27 × 104 2.31 × 104
5.35 × 102 5.35 × 102 8.70 × 103 8.70 × 102 4.42 × 104 4.42 × 104
3.29 8.62 5.30 3.39 × 101 7.39 8.28 × 101
a(x[1], x[2]) =
1 + (x[1])2 + (x[2])2 2.15 × 102 2.17 × 102 3.45 × 103 3.50 × 103 1.75 × 104 1.77 × 104
4.82 × 102 4.82 × 102 8.17 × 103 8.17 × 103 4.18 × 104 4.18 × 104
3.79 1.02 × 101 6.23 4.07 × 101 8.61 9.98 × 101
Table 10
Spectral and Euclidean condition numbers of An, Pn and P−1n An in the case of the logarithmic grid
L×L—2D case, dim(An) = n1n2
b(x[1], x[2]) = 0 Partition interval number m = n1 + 1 = n2 + 1
10 20 30
a(x, y) = 1 7.82 × 101 7.93 × 101 3.91 × 102 3.96 × 102 9.65 × 102 9.78 × 102
7.87 × 101 7.87 × 101 3.91 × 102 3.96 × 102 9.61 × 102 9.61 × 102
2.64 2.82 3.90 4.05 4.64 4.76
a(x[1], x[2]) =
exp(x[1] + x[2]) 6.94 × 101 7.04 × 101 3.65 × 102 3.70 × 102 9.25 × 102 9.38 × 102
8.28 × 101 8.28 × 101 4.40 × 102 3.70 × 102 1.12 × 103 1.12 × 103
2.62 2.80 3.89 4.04 4.63 4.76
a(x[1], x[2]) =
2 + x[1] + x[2] 5.22 × 101 5.31 × 101 2.61 × 102 2.65 × 102 6.45 × 102 6.55 × 102
5.27 × 101 5.27 × 101 2.65 × 102 2.65 × 102 6.58 × 102 6.58 × 102
2.64 2.79 3.90 4.02 4.64 4.74
a(x[1], x[2]) =
1 + (x[1])2 + (x[2])2 1.16 × 102 1.18 × 102 6.40 × 102 6.47 × 102 1.64 × 103 1.65 × 103
1.51 × 102 1.51 × 102 8.31 × 102 8.31 × 102 2.12 × 103 2.12 × 103
2.62 2.92 3.89 4.18 4.63 4.90
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Table 11
Number of PCG iterations (for the scaled symmetric positive definite system) in the case of the
Gauss–Lobatto–Chebyshev grid G—1D case, dim(An) = n
Partition interval number m = n + 1
100 200 300 400 500
b(x) = 0
a(x) = 1 7 7 8 8 8 8 9 8 9 8
a(x) = exp(x) 9 9 10 10 11 10 11 11 11 11
a(x) = 1 + x 9 9 10 10 11 11 11 11 11 11
a(x) = 1 + x2 7 8 8 8 9 8 9 8 9 8
b(x) = exp(x)
a(x) = 1 10 10 10 10 11 10 11 11 11 11
a(x) = exp(x) 10 9 10 10 11 10 11 11 11 11
a(x) = 1 + x 9 9 10 10 11 11 11 11 12 11
a(x) = 1 + x2 10 10 11 10 11 11 11 11 11 11
600 700 800 900 1000
b(x) = 0
a(x) = 1 9 9 9 9 9 9 9 9 9 9
a(x) = exp(x) 11 11 11 11 12 11 12 12 12 12
a(x) = 1 + x 12 12 12 12 12 12 12 12 12 12
a(x) = 1 + x2 9 8 9 8 9 8 9 8 9 9
b(x) = exp(x)
a(x) = 1 11 11 11 11 11 12 12 12 12 12
a(x) = exp(x) 11 11 12 11 12 11 12 11 12 12
a(x) = 1 + x 12 12 12 12 12 12 12 12 13 12
a(x) = 1 + x2 11 11 12 11 12 12 12 12 12 12
5.3. Convergence speed: 1D case
With regard to a problem of the form −(a(x)ux)x + b(x)u = c(x) on = (−1, 1)
with Dirichlet boundary conditions, we have considered the cases obtained by all the
possible combinations of the choices of a(x) ∈ {1, ex, 1 + x, 1 + x2} and b(x) ∈
{0, ex}. We notice that the function 1 + x has a zero of order 1 at x = −1 so that the
associated problem is only semielliptic.
We have performed the numerical tests by considering different increasing
choices of the dimension n. In Table 11 we reported the number of PCG iterations
in order to reach the solution within a preassigned accuracy η = 10−7, where the
chosen preconditioner is the matrix Pn(a,G) as defined in Eq. (15) and where the
nonuniform grid sequenceG is the Gauss–Lobatto–Chebyshev one. For each case we
considered two different data vectors: the data vector made up by all ones, the data
vector bj = 2/(hj + hj+1), j = 1, . . . , n (i.e. the data vector made up by all ones
suitable scaled). The convergence speed is really fast and there is no dependence on
the dimension of the problem in accordance with the theoretical analysis.
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Table 12
Number of outliers (ε = 10−1) in the case of the Gauss–Lobatto–Chebyshev grid G—1D case,
dim(An) = n
Partition interval number m = n + 1
100 200 300 400 500 600 700 800 900 1000
b(x) = 0
a(x) = 1 7 8 8 9 9 10 10 10 10 11
a(x) = exp(x) 7 8 9 9 10 10 10 10 11 11
a(x) = 1 + x 4 (1) 5 (1) 6 (2) 7 (2) 7 (2) 7 (2) 7 (2) 7 (2) 7 (2) 7 (2)
a(x) = 1 + x2 7 8 9 10 10 10 10 11 11 11
b(x) = exp(x)
a(x) = 1 7 9 9 10 10 10 11 11 11 11
a(x) = exp(x) 7 9 9 10 10 11 11 11 11 11
a(x) = 1 + x 6 6 (1) 6 (1) 7 (1) 8 (2) 8 (2) 8 (2) 8 (2) 8 (2) 9 (2)
a(x) = 1 + x2 8 9 10 10 10 11 11 11 11 12
In Table 12 we reported the number of outliers No = No(ε, n) for ε = 10−1 with
respect to the unity. Between parentheses we have the number of outliers (if any)
that are less than 1 − ε. This information is really interesting since the presence of
very small outliers can lead to a severe deterioration of the performances of PCG
method [2]. It is clear that the overall number of outliers is low and constant with
respect to the dimension n and, in many cases, the number of the small outliers is
zero.
It is worth recalling a consequence of the analysis in [2] concerning the
PCG-convergence speed. If all, but a constant number of outliers No, eigenvalues
of the preconditioned matrix are in an ε-neighbourhood of the unity with ε small
enough, then after No iterations the related PCG method converges superlinearly.
In particular the expected overall number of iterations in order to reach the solution
within a preassigned accuracy η is constant with regard to the size n of the linear
system.
Finally Tables 13 and 14 give the same information, but with respect to the loga-
rithmical grid sequenceL.
5.4. Convergence speed: 2D case
With regard to a problem of the form (1), we have considered the cases obtained
by all the possible combinations of the choices of a(x[1], x[2]) ∈ {1, exp(x[1] + x[2]),
2 + x[1] + x[2], 1 + (x[1])2 + (x[2])2} and b(x[1], x[2]) ∈ {0, exp(x[1] + x[2])}. We
notice that the function 2 + x[1] + x[2] has a zero of order 1 at (x[1], x[2]) = (−1,−1)
so that the associated problem is semielliptic.
We have performed the numerical tests by considering different choices of
the dimension n2, for increasing n values. In Tables 15 and 16 we reported the
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Table 13
Number of PCG iterations (for the scaled symmetric positive definite system) in the case of the logarithmic
gridL—1D case, dim(An) = n
Partition interval number m = n + 1
100 200 300 400 500
b(x) = 0
a(x) = 1 4 4 4 4 4 4 4 4 4 4
a(x) = exp(x) 4 4 4 4 4 4 4 4 4 4
a(x) = 1 + x 6 6 7 7 7 7 7 7 7 7
a(x) = 1 + x2 5 5 5 5 5 5 5 5 5 5
b(x) = exp(x)
a(x) = 1 5 5 5 5 5 5 5 5 5 5
a(x) = exp(x) 6 5 6 5 6 5 6 5 6 5
a(x) = 1 + x 7 7 7 7 8 8 8 8 8 8
a(x) = 1 + x2 6 6 6 6 6 6 6 6 6 6
600 700 800 900 1000
b(x) = 0
a(x) = 1 4 4 4 4 4 4 4 4 4 4
a(x) = exp(x) 4 4 4 4 4 4 4 4 4 4
a(x) = 1 + x 7 7 7 7 7 7 7 7 7 7
a(x) = 1 + x2 5 5 5 5 5 5 5 5 5 5
b(x) = exp(x)
a(x) = 1 5 5 5 5 5 5 5 5 5 5
a(x) = exp(x) 6 5 6 5 6 5 6 5 6 5
a(x) = 1 + x 8 8 8 8 8 8 8 8 8 8
a(x) = 1 + x2 6 6 6 6 6 6 6 6 6 6
Table 14
Number of outliers (ε = 10−1) in the case of the logarithmic gridL—1D case, dim(An) = n
Partition interval number m = n + 1
100 200 300 400 500 600 700 800 900 1000
b(x) = 0
a(x) = 1 0 0 0 0 0 0 0 0 0 0
a(x) = exp(x) 1 1 1 1 1 1 1 1 1 1
a(x) = 1 + x 2 (2) 2 (2) 3 (3) 3 (3) 3 (3) 3 (3) 3 (3) 3 (3) 3 (3) 3 (3)
a(x) = 1 + x2 1 1 1 1 1 1 1 1 1 1
b(x) = exp(x)
a(x) = 1 2 2 2 2 2 2 2 2 2 2
a(x) = exp(x) 2 2 2 2 2 2 2 2 2 2
a(x) = 1 + x 3 (2) 3 (2) 3 (2) 3 (2) 3 (2) 3 (2) 3 (2) 4 (3) 4 (3) 4 (3)
a(x) = 1 + x2 2 2 2 2 2 2 2 2 2 2
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Table 15
Number of CG iterations (for the normal equations of the preconditioned system) in the case of the
Gauss–Lobatto–Chebyshev grid G× G—2D case, dim(An) = n1n2
Partition interval number m = n1 + 1 = n2 + 1
10 20 30 40 50
b(x[1], x[2]) = 0
a(x[1], x[2]) = 1 13 12 28 20 43 31 64 42 90 58
a(x[1], x[2]) = exp(x[1] + x[2]) 18 16 38 29 59 48 93 72 134 98
a(x[1], x[2]) = 2 + x[1] + x[2] 18 16 39 30 61 49 93 70 130 94
a(x[1], x[2]) = 1 + (x[1])2 + (x[2])2 13 10 29 20 46 34 64 45 89 60
b(x[1], x[2]) = exp(x[1] + x[2])
a(x, y) = 1 17 14 36 26 54 43 80 62 113 83
a(x[1], x[2]) = exp(x[1] + x[2]) 17 16 37 27 55 45 88 68 127 98
a(x[1], x[2]) = 2 + x[1] + x[2] 19 16 36 27 59 47 89 66 129 93
a(x[1], x[2]) = 1 + (x[1])2 + (x[2])2 17 14 38 26 61 43 85 63 123 81
Table 16
Number of CG iterations (for the normal equations of the preconditioned system) in the case of the
logarithmical gridL×L—2D case, dim(An) = n1n2
Partition interval number m = n1 + 1 = n2 + 1
10 20 30 40 50
b(x[1], x[2]) = 0
a(x, y) = 1 16 16 29 27 35 32 40 35 43 37
a(x[1], x[2]) = exp(x[1] + x[2]) 16 16 29 26 35 30 40 33 43 35
a(x[1], x[2]) = 2 + x[1] + x[2] 17 16 29 27 35 32 40 35 43 37
a(x[1], x[2]) = 1 + (x[1])2 + (x[2])2 16 16 28 26 35 30 40 33 43 35
b(x[1], x[2]) = exp(x[1] + x[2])
a(x, y) = 1 16 16 28 26 35 30 40 33 43 35
a(x[1], x[2]) = exp(x[1] + x[2]) 16 15 28 25 35 29 40 32 43 34
a(x[1], x[2]) = 2 + x[1] + x[2] 16 16 28 26 35 31 40 34 43 36
a(x[1], x[2]) = 1 + (x[1])2 + (x[2])2 16 16 28 25 35 30 40 32 43 34
number of CG iterations of preconditioned normal equations, according to (16) in
order to reach the solution within a preassigned accuracy η = 10−7, where the cho-
sen preconditioner is Pn(a,G,G) and where the nonuniform grid sequence G× G
are respectively the two dimensional Gauss–Lobatto–Chebyshev one T×T and
the two dimensional logarithmical one L×L. For each case we considered two
different data vectors: the data vector made up by all ones and the data vector ob-
tained by setting c(x) ≡ 1 in the original differential problem (i.e. the data vector
made up by all ones suitable scaled).
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We notice that the number of iterations is substantially independent of n in the
case of the bidimensional logarithmical grid-sequence while we have that the number
of iterations grows as the square root of the dimension of the system in the case of the
bidimensional Gauss–Lobatto–Chebyshev one. This behaviour has an explanation in
terms of grid functions that is reported extensively in [35].
6. Some comparison with the literature in the 2D case
We shortly give comparisons with existing literature: we skip the 1D case since
it is less interesting from a computational point of view and since it is clear that
our technique is really fast due to the clustered spectra of the preconditioned
matrices. Concerning the 2D setting, in Section 4.2, we have emphasized some
difficulties. Indeed, in the case of a logarithmic grid sequence, the method is better
of the ILU preconditioning and it is nearly optimal. In the case of the GLC grid
sequence, our technique and the ILU preconditioning are often equivalent with
some exceptions: if the weight function a(x) is highly oscillating, then the ILU
based preconditioning is much better that our technique while the opposite situation
occurs when the problem (1) is semi-elliptic and the coefficient a(x) has zeros
located at the boundary of the domain (refer to the numerical experiments in [35]
and to Table 17). Furthermore the derived preconditioner is applied on a matrix
that is itself a FD preconditioner for the collocation structure discretizing problem
(1). Thus there are inner and outer iterations and the overall iteration count would
be the total number of inner iterations. Therefore it would be interesting to use
the derived preconditioning matrix directly as a preconditioner for the original
collocation matrix.
Finally we mention that the spectral and structural analysis of the considered ma-
trix sequences performed in this paper has been used (see [35]) for devising better
preconditioning strategies for the more interesting case of 2D problems.
Table 17
Number of CG iterations for preconditioned normal equations with ILU factorization and Pn(A,G,G)
preconditioners in the case of the Gauss–Lobatto–Chebyshev grid G× G—2D case, dim(An) = n1n2
b(x[1], x[2]) = 0 Partition interval number m = n1 + 1 = n2 + 1
10 20 30 40 50
a(x[1], x[2]) = exp(x[1] + x[2]) 15 18 31 38 58 59 89 93 121 134
a(x[1], x[2]) = sin2(7(2 + x[1]+ 16 24 35 71 55 143 84 225 122 312
x[2])) + 1
a(x[1], x[2]) = 2 + x[1] + x[2] 17 18 38 39 73 61 119 93 182 130
a(x[1], x[2]) = (2 + x[1] + x[2])2 22 19 70 39 153 62 274 90 431 134
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