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1 INTRODUCTION
In the days that analog signal’s form was dominant in video processing, scanning,
transmission and recording systems, determining video quality was not really a chal-
lenging issue. Several simple features sufficed to measure the overall video qual-
ity [10] . Among these measurements, let us mention the frequency response, conve-
niently measurable in transmission channels using special lines in television broadcast
signals, signal to noise ratio, etc. Several test signals could easily be used to determine
the overall performance of the whole system. With the recent advent of digital video
processing systems, these measures are no longer usable. For digital video systems,
the quality evaluation methods must be changed. Performance of a digital video pro-
cessing (or transmission) system can vary significantly, depending on the actual video
content.
As human observer is the target consumer of the video content, the one and only
perfect quality measure is always the observer’s opinion on the perceived video qual-
ity. However, human observers can hardly be used every time quality needs to be
evaluated. Human observers are used in so-called subjective tests. Recent research in
digital video quality measurement methods is aiming to develop algorithms, which are
able to estimate subjective results automatically. These computational techniques are
also referred to as the objective quality tests. There has been a great deal of research
in the area of objective quality assessment methods. However, no such method has
been developed so far to fully substitute the objective testing in terms of performance.
In Chapter 2 of this text, the contemporary objective methods and the corresponding
subjective tests are briefly summarized. The state-of-the-art in digital video quality
is described and the pros and cons of the available metrics are discussed. The last
section of Chapter 2 defines the objectives of the doctoral thesis. Chapter 3 describes
a new metric for no-reference video quality assessment, starting with the theoretical
background needed for the understanding of the new solution in Section 3.1. From
Sec. 3.2 on, the novel solution and the actual original contribution of the thesis is
dealt with. Chapter 4 describes the set of video sequences that were used for the
design and performance testing of the newly designed algorithm. Chapter 5 deals
with performance analysis of the algorithm when the characteristics of the inputs are
changing. Conclusion is given in Chapter 6.
2 STATE OF KNOWLEDGE
As mentioned in Chapter 1, the perfect video quality measure is the observer’s
opinion on the perceived quality. Although a minor research is still active in the area
of subjective quality [18], these methods are quite well understood and standardized.
However, they will be briefly mentioned in this text as they are used as a benchmark
for the objective tests.
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2.1 SUBJECTIVE QUALITY ASSESSMENT
The routines for subjective image and video quality assessment are formalized in
recommendation ITU-R BT.500-11 [11] and ITU-T P.910 [13]. In these recommen-
dations, the viewing conditions are described, the material and observer selection,
assessment routines and data analysis methods are defined. While the ITU-T P.910 is
intended for multimedia applications, the ITU-R BT.500-11 should be used for televi-
sion system quality assessment.
Basically, there are two manners in which the subjective tests may be defined: with
single stimulus methods, only one image or one video sequence is available for quality
rating, i.e. no original is given for comparison. The double stimulus methods give
access to an “original” or undistorted material, and thus comparison is possible.
2.2 FULL-REFERENCE OBJECTIVE METHODS
The full-reference (FR) objective quality assessment methods have one idea in com-
mon. For the quality evaluation, an original material is always provided for compari-
son. Obviously, this is the feature of double stimulus subjective methods, which may
be used as a benchmark of FR objective metrics.
Pixel based metrics
The first method to be mentioned here is, of course, the peak signal-to-noise ratio
(PSNR). It is a very simple quality measure, given by [46]
PSNR = 10 log10
m2
MSE
, [dB] (2.1)
where m is the maximum value a pixel can take and MSE is the mean squared error,
given by [46]
MSE =
1
T ·M · N
T∑
k=1
M∑
i=1
N∑
j=1
[f(k, i, j)− f˜(k, i, j)]2, [−] (2.2)
for a video sequence consisting of T frames of M× N pixels. The symbols f(k, i, j)
and f˜(k, i, j) represent the luma pixel values of the original and the distorted video,
respectively.
Human visual system modeling
The PSNR, yet widely used for its simplicity, is often criticized for not correlating
well with the subjective tests [21]. More sophisticated methods have been developed,
using different approaches. One such approach is called the error sensitivity approach.
This framework covers some of the basic features of the human visual system (HVS)
and is used in many quality assessment methods [3, 20, 33, 41, 42, 45, 46]. The input
of such system is created by the luma pixel values of both the original and the de-
graded image or video. Please note some of these metrics are originally designed for
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static images only, but can easily be used for video sequences when applied frame-
by-frame [3, 20, 33, 45]. The objective quality metrics that use human visual system
modeling are in their nature very universal. They do not need any prior knowledge
about the distortions within the video image. Consequently, they do not need any
information about the video processing, recording or transmission system, which in-
troduces video quality degradation. However, this universality requires a considerably
high price to be paid: an original for comparison has to be provided and the human
visual system must be understood well enough. Unfortunately, the HVS is so complex
that we are not yet able to capture all of its features. Any progress in such modeling is
closely linked to vision research. No HVS metric has yet been developed to satisfy the
needs of FR quality assessment – subjective tests are still used for system performance
evaluation (see Section 2.4).
Structural similarity
A different approach was presented in [40], which compares the structure of the
respective images, rather than simulating the responses of the HVS. In principle,
three measures are compared for the two images: luminance (represented by pixel
mean luma value), contrast (represented by standard deviation) and structure. This
metric, as shown in [25], performs very well compared to the simplest pixel based
metric. However, the correlation with subjective tests is still not high enough.
2.3 NO-REFERENCE OBJECTIVE METHODS
The no-reference video quality assessment metrics cannot rely on any information
about the original material. What information is then available at the receiver side
and can be used for measurement? Usually, no-reference metrics use some a-priori
information about the processing system. For example, a usual DVB-T broadcast-
ing system using MPEG-2 source coding is known to have the block artifacts as the
most annoying impairment [6]. Tracking these artifacts down in the video image may
provide enough information to judge the overall quality.
No-reference analysis using pixel values
The block artifact detection approach is used in DVQ analyzer – video quality mea-
surement equipment supplied by Rohde & Schwarz and is briefly described in [6].
The principle of the method is in assumption that block artifacts create a regular grid
with constant distances. Neighboring pixel differences are computed for the whole
image and averaged in such manner that only 16 values remain (since MPEG-2 is
supposed to create 16 × 16 blocks). If the average pixel value difference is signif-
icantly larger on block boundaries, a statement can be made that block artifacts are
present in the image. Such process was implemented and described in [26]. In [17], a
no-reference algorithm was presented capable of detecting block artifacts in a block-
by-block manner and, as an extension, detects flatness of the image. A no-reference
block and blur detection approach is introduced in [9], designed to measure quality
7
of JPEG and JPEG2000 images. Another no-reference algorithm for block artifact
detection was described in [39], extending the conventional approach with masking
effect implementations.
Another common distortion, blur, can also be used for quality evaluation. Of course,
depending on the characteristics of the processing system (whether or not the system
is likely to introduce blur). An interesting metric was presented in [16]. A very
similar approach is also used in [14]. In principle, these metrics analyze how steep the
changes in pixel values within the line are. The main difference is that [16] analyzes
not only the horizontal direction, but measures blur in four directions instead.
A interesting no-reference approach was used in [34], using a learning algorithm
to assess the overall quality of an image. The metric uses pixel values of a decoded
picture, which was subject to JPEG or JPEG2000 compression.
No-reference analysis using transform coefficients and encoded stream values
In [22], a metric was presented for JPEG2000 compressed static images. The
JPEG2000 standard uses wavelet transform. The authors analyze the wavelet coef-
ficients to gain a quality measure. An observation was made that in natural images,
these coefficients have some characteristic properties. If the wavelet coefficients do
not behave in a desired manner, a quality degradation can be expected. However,
this metric is only applicable for wavelet transform compressed images, and thus not
applicable for any of the wide-spread present-day video compression standards.
Anyway, coefficient analysis for video sequences is also possible. In [7], such
analysis was performed for MPEG-2 compressed video sequences. First of all, a sta-
tistical distribution analysis was performed to say which of the features available in
the MPEG-2 transport stream may be used for evaluation. Over twenty features are
then used to feed an artificial neural network for learning and consequently for quality
evaluation. For this metric, a correlation as high as 0.85 was achieved by the authors.
A different approach was published recently [5], where the authors compute PSNR
values of a H.264/AVC (see Sec. 3.1) using transform coefficient and quantization pa-
rameter values, which means computation can be done on the encoded bit stream only.
In fact, it is a similar approach as what I am working on. However, I use a different set
of parameters and a different means of computation. It is worth mentioning that the
framework of the system described in Chapter 3 [25] was published earlier than [5].
2.4 STANDARDIZATION EFFORTS
To establish standards in the field of video quality assessment, Video Quality Ex-
perts Group (VQEG) was formed in 1997. The majority of participants are active in
the International Telecommunication Union (ITU). VQEG combines the expertise and
resources found in several ITU Study Groups to work towards a common goal.
So far, two phases of tests were performed to define and recommend procedures
for full-reference quality assessment. As Phase I (2000) was completed with limited
success [36], Phase II tests were conducted in 2003 [37]. In this phase, out of seven
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proposed FR metrics, at least five were stated to be performing reasonably well (aver-
age correlation with subjective test scores as high as 0.91).
The VQEG will continue its work with testing of HDTV and Multimedia video
sequences. Furthermore, reduced-reference and no-reference tests are planned. How-
ever, for all of these test, only test plans have been defined so far [38].
2.5 AIMS OF DISSERTATION
The goal of the doctoral thesis is to bring a new approach to objective digital video
quality assessment. Lots of research has already been done in full-reference and
reduced-reference quality assessment. Originally, my research was oriented in eval-
uation of the performance of existing metrics [25, 26, 23, 24]. However, not enough
information to implement the existing metrics is often available. In addition, such
work has already been done by the VQEG (see Chapter 2.4).
Anyway, the reduced-reference objective methods are still not very well defined and
understood, especially for the emerging video compression standards. The objectives
of the doctoral thesis can thus be stated as follows:
- develop a framework of a new metric suitable for no-reference objective video
quality assessment of compressed video conforming to one of the most recent
video compression standards – the H.264/AVC [12]. Design in detail and im-
plement a metric capable of replacing a full-reference metric with a no-reference
approach,
- construct a video sequence database for metric performance evaluation,
- performance analysis methodology. Analyse the performance of the new metric
for different encoder configurations and different video sequence characteristics.
2.6 CONCLUSION
We have made an overview of the available video quality metrics and defined the
state-of-the-art in digital video quality assessment. An evaluation of some of the avail-
able metrics was published in [23, 25, 26, 24]. Based on this, the aims of the doctoral
thesis were defined.
3 A NEW METRIC FOR H.264/AVC.
3.1 THE H.264/AVC VIDEO ENCODING
The “Advanced Video Coding” standard is known as ITU-T Recommendation H.264
[12, 43] and as ISO/IEC 14496 (MPEG-4) Part 10. These two documents are formally
identical, as the standard was developed by a Joint video team (JVT) of ISO/IEC
Motion picture experts group (MPEG) and the ITU-T Video coding experts group
(VCEG) [44]. These two groups have a very fertile background in the development of
video coding techniques – let us mention at least the MPEG-1 and the very successful
MPEG-2 by the MPEG group, vastly used today in digital television broadcasting,
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DVD-video, etc., and, on the other hand, the VCEG’s H.261 videoconferencing stan-
dard and its more efficient successor H.263. The Joint Video Team efforts concluded
in 2003, when the H.264/MPEG-4 Part 10 standard was first published. The standard
will be noted as the H.264/AVC throughout the remaining text of this thesis.
In the following sections, the basic principles of the H.264/AVC will be described
to provide a ground for a description of the new quality metric
3.1.1 Intra prediction
The H.264/AVC encoder is still operating on blocks like the MPEG-2 encoder [12,
19]. However, its function is more sophisticated. In the AVC, every block in the frame
is predicted using previously encoded and decoded data. Every frame is divided in
pixels called macroblocks, which are treated separately. Macroblocks are organized
in slices, in which only a specified prediction can be used according to slice type.
Basically, two different means of prediction can be used: for Intra prediction mode,
prediction is done from previously decoded samples in the same slice (neighboring
data). For Inter prediction, motion vectors are used to predict from areas in previously
coded data or even from future frames.
For Intra prediction, only the data in the current slice (and frame) can be used.
This means, in the decoder all the predicted pixel values are only determined by the
neighboring previously decoded pixels. There are different modes in which the Intra
prediction of luma samples1 can be performed [12]:
- Intra 16× 16 luma prediction modes,
- Intra 8× 8 luma prediction modes,
- Intra 4× 4 luma prediction modes.
There is one more mode to be mentioned - the “I_PCM” mode, which enables the
encoder to transmit the sample values directly, without undergoing the chain of Intra
prediction, transformation, quantization and entropy coding [12]. This scheme may
be advantageous in some situations.
3.1.2 Inter prediction
Similarly to Intra prediction, the block size for Inter prediction is not fixed in
H.264/AVC. It can be changed from 16 × 16 down to 4 × 4. This scheme is called
the tree structured motion compensation. In addition to this, prediction can be used
in quarter-pixel accuracy. As described in Section 3.1.1, Intra prediction of a luma
macroblock can be performed on a whole 16 × 16 macroblock, four 8 × 8 blocks or
sixteen 4× 4 blocks. For Inter coded macroblock, the luminance component of each
macroblock (16× 16 samples) may be split up in four ways and motion compensated
1Likewise, such modes are defined for chroma sample prediction. However, we will only con-
sider luma coding now.
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16 x 16 8 x 16 16 x 8 8 x 8
Figure 3.1: Macroblock partitions.
8 x 8 4 x 8 8 x 4 4 x 4
Figure 3.2: Sub-macroblock partitions.
either as one 16 × 16 macroblock partition, two 16 × 8 partitions, two 8 × 16 par-
titions or four 8 × 8 partitions. If the 8 × 8 mode is chosen, each of the four 8 × 8
sub-macroblocks within the macroblock may be split in further 4 ways. These parti-
tions and sub-macroblocks give rise to a large number of possible combinations within
each macroblock. The way macroblock partitions and sub-macroblock partitions can
be organized is shown in figures 3.1 and 3.2, respectively. In addition to all the pre-
diction modes, a macroblock may be Direct coded, which means no information is
transmitted and the macroblock si simply copied from the reference picture.
A separate motion vector is required for each partition or sub-macroblock. Each
motion vector must be coded and transmitted, and the choice of partition(s) must be
encoded in the compressed bit stream. Choosing a large partition size means that a
fewer bits are required to signal the choice of motion vector(s) and the type of parti-
tion but the motion compensated residual may contain a significant amount of energy
in areas with high detail. Choosing a small partition size may give a lower-energy
residual after motion compensation but requires a larger number of bits to signal the
motion vectors and choice of partition(s). The choice of partition size therefore has
a significant impact on compression performance. In general, a large partition size
is appropriate for homogeneous areas of the frame and a small partition size may be
beneficial for detailed areas.
3.1.3 Quantization
After prediction, the residuals must be encoded. The H.264/AVC standard uses
three transforms depending on the residual data to be coded:
- Hadamard transform for the 4 × 4 array of luma DC coefficients in Intra mac-
roblocks predicted in 16× 16 mode,
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- Hadamard transform for the 2 × 2 array of chroma DC coefficients (in any mac-
roblock),
- DCT-based transform for all other 4× 4 blocks in the residual data.
H.264/AVC assumes scalar quantization. The basic forward quantizer operation is [19]
Zi,j = round(Yi,j/Qstep), (3.1)
where Yi,j are the transform coefficients, Qstep is a quantizer step size and Zi,j are
the quantized coefficients. A total of 52 Qstep values are supported by the standard,
indexed by a Quantization Parameter – QP.
3.2 PSNR ESTIMATION
In the following, the description of the new video quality metric is provided, which
is the actual original contribution of the thesis.
In a full-reference quality assessment configuration, a video material undergoes a
process, at the end of which we are trying to evaluate the quality of the resulting video.
What we have available is the original and the processed video sequence, so we can
easily compare them to get a quality measure such as the simplest one – the PSNR,
described by Eq. 2.1. Although the PSNR does not give a perfect information about
the perceived quality [21], it is the most common metric and is well understood and
very often used.
Without reference, it is much more difficult to get an objective, exactly defined
score. For the H.264/AVC, the number of available no reference quality metrics is
very limited (see Sec. 2.3). Objective metrics for image quality measurement depend-
ing on the compression itself are still in their infancy. What will be described in the
following sections is a no-reference metric operating on the encoded bit stream only,
which estimates the PSNR – a value which needs the original as well as the decoded
material as inputs to be computed. What are the possible applications of such “PSNR
Estimator”? Apart from fast quality evaluation of compressed bit streams before or
after their transmission, it may easily be used to evaluate the quality and the weak
spots of a statistically multiplexed broadcast channel, for instance.
3.2.1 The framework
In Fig. 3.3, a simple scheme of the new metric is shown [30], [31]. The metric
operates on the H.264/AVC compressed bit stream, which brings the benefit of quick
processing without the necessity of decoding the actual pixel content. For simplicity,
in the beginning it works with files stored on a computer hard disk. An extension for
streaming video will then be straightforward.
In the block called Feature extractor, the bit stream is parsed and all but the desired
parameter values is discarded. The selected parameters will be described in detail in
Section 3.3. After extracting the parameter values, a Mapping algorithm comes into
play to form a quality measure.
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Feature
extractor
MPEG-4 AVC
compressed
bitstream
Mapping Qualitymeasure
Quantization
parameter
Prediction type
(block size)
Figure 3.3: Scheme of the PSNR Estimator.
3.3 FEATURE EXTRACTOR
The Feature extractor forms the first part of the new quality metric. An application
has been developed to parse the bit stream and to store the desired parameter val-
ues. As no user interaction is needed for its function, the application is written in C
language as a command line program.
3.3.1 Intra predicted pictures
To demostrate the impact of parameter values, two different video sequences were
encoded with different target bit rates. These sequences were downloaded from [1]
and are in CIF resolution (352× 288 pixels).
As an example, parameter values for first frames in two video sequences, encoded
with different settings, are listed in Table 3.1. Note the changing size of encoded
blocks. It is obvious that for higher bit rates (where higher PSNR is achievable), finer
structure is used for prediction.
There are different profiles defined in the H.264/AVC, the Baseline profile being the
simplest and implementing only a limited set of features [12]. The sequences analyzed
in this section are encoded using the High profile as it implements the widest range
of options. Regarding the Intra coded frames, the difference between the respective
profiles is in that only the High profile is capable of using Intra 8×8 block prediction.
Table 3.1: Parameters of the encoded sequences, frame 0.
sequence Foreman Foreman Tempete Tempete
PSNR [dB] 33.83 40.08 30.59 36.33
bit rate [kbps] 106 1004 156 827
Intra 16x16 17.2 % 15.4 % 4.8 % 2.8 %
Intra 8x8 49.5 % 29.5 % 52.0 % 19.7 %
Intra 4x4 33.3 % 55.1 % 43.5 % 77.5 %
I_PCM 0.0 % 0.0 % 0.0 % 0.0 %
QP 35 25 35 28
3.3.2 Inter predicted pictures
In Figures 3.4 – 3.5, block type maps for Inter predicted pictures are given. In Inter
predicted pictures, blocks may be predicted from other pictures using Inter prediction
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and motion compensation. A whole set of Inter block types is then available. The
Figures are organized as follows: The top left part shows the decoded frame, the
top right right part (b) displays a block type grid, part (c) shows the block type map
for Intra coded blocks and the part (d) shows the block type map for Inter coded
blocks. I_PCM and Direct coded macroblocks are not displayed for simplicity (they
will appear as black in both block type maps). The lighter the color of the blocks in
parts (c) and (d), the smaller blocks are used for prediction.
According to the H.264/AVC specification [12], in Inter predicted pictures blocks
may be encoded using either Intra or Inter prediction modes, which means for PSNR
prediction of Inter coded pictures, the same parameters as defined in previous subsec-
tion for Intra coded pictures should be used. In addition, parameters describing the
Inter predicted part of the picture will be used. As only block sizes for each type of
prediction are considered in our approach, no distinction is made in the shape of the
block – 16× 8 blocks are treated same as 8× 16 blocks, for instance.
Observe the behavior of the block types within the coded pictures. For low quality,
highly compressed pictures, the PSNR remains low and the quantization parameter
is high, which is a signal of rough quantization and a significant loss of details in
transform coefficients. Regarding the block types, low quality pictures tend to be
predicted using larger blocks, both for Intra predicted and Inter predicted area. This
effect is very illustratively shown in Fig. 3.4 and Fig. 3.5
Let us give an example of the extracted parameter values for encoded sequence
frames, see Tab. 3.2.
Table 3.2: Parameters of the encoded sequences, frame 5.
sequence Foreman Foreman Tempete Tempete
PSNR [dB] 30.83 37.61 28.03 31.15
bit rate [kbps] 33.01 500.63 48.36 500.76
Intra 16x16 3.03 % 1.77 % 0.51 % 0 %
Intra 8x8 0 % 0 % 0 % 0 %
Intra 4x4 0 % 4.04 % 0.25 % 1.01 %
I_PCM 0 % 0 % 0 % 0 %
Inter 16x16 20.71 % 28.53 % 29.29 % 35.86 %
Inter 16x8 (8x16) 2.78 % 21.21 % 4.04 % 19.70 %
Inter 8x8 0 % 11.17 % 0.19 % 8.33 %
Inter 8x4 (4x8) 0 % 5.49 % 0.06 % 5.93 %
Inter 4x4 0 % 0.76 % 0 % 1.14 %
Direct 73.48 % 27.02 % 65.66 % 28.03 %
QP 43 27 43 33
Figure 3.4 3.5 – –
As Inter predicted blocks are derived from other blocks in other pictures (see Sec. 3.1.2),
the resulting signal-to-noise ratio of the predicted block will strongly depend on the
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SNR of the reference data. This brings results in a necessity of taking another set
of parameters into account - the referenced PSNR. Fortunately, the situation is quite
simple as long as only the Baseline profile is considered. Rather than averaging the
PSNR directly, it is desirable to calculate the PSNR using the mean squared error of
the area used for prediction. Expressing MSE from Eq. 2.1 leads to
MSE =
m2
10
PSNR
10
. (3.2)
Calculating an overall mean squared error MSE of an area consisting of N1 blocks
within a picture having the mean squared error MSE1 and peak signal-to-noise ratio
PSNR1, N2 blocks within a picture with MSE2 and PSNR2, etc. yields
MSE =
N1 ·MSE1 +N2 ·MSE2 + . . .+Nx ·MSEx
N1 +N2 + . . .+Nx
=
=
N1·m2
10
PSNR1
10
+ N2·m
2
10
PSNR2
10
+ . . .+ Nx·m
2
10
PSNRx
10
N1 +N2 + . . .+Nx
=
=
m2
(
N1
10
PSNR1
10
+ N2
10
PSNR2
10
+ . . .+ Nx
10
PSNRx
10
)
N1 +N2 + . . .+Nx
=
=
m2
∑x
i=1
Ni
10
PSNRi
10∑x
j=1Nj
,
(3.3)
where x is the total number of different PSNRs in the reference pictures the prediction
is done from.
Substituting the result of Eq. 3.3 back into Eq. 2.1 gives the overall reference PSNR
for one block size as
refPSNR = 10 log10
m2
MSE
=
= 10 log10
m2
∑x
i=1Ni
m2
∑x
i=1
Ni
10
PSNRi
10
=
= 10 log10
x∑
i=1
Ni − 10 log10
x∑
j=1
Nj
10
PSNRi
10
.
(3.4)
While the Baseline profile does not support bi-directional Inter prediction, such
feature is available in the higher profiles. For each bi-directionally predicted block,
the only thing that gets complicated compared to the Baseline profile setting is that
there is not only one reference PSNR as defined in Eq. 3.4 for each predicted block
size, but there are two references – for one prediction direction each.
Consider all blocks within a picture that are Inter coded using one block size (8×8,
for instance). Each such block can thus be predicted from one reference picture (in
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Figure 3.4: Foreman sequence, frame 5, PSNR = 30.83 dB, QP = 43.
Figure 3.5: Foreman sequence, frame 5, PSNR = 37.61 dB, QP = 27.
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one direction) or from two reference pictures (bi-directionally). To put the correct
PSNR of the reference into Eq. 3.4, the PSNRB of the block B should be derived as
follows:
1. The block is predicted only in one direction – the PSNR of its reference picture
will be used as the block PSNRB
2. The block is predicted bi-directionally – the PSNR of the reference area will be
calculated similarly to the expression in Eq. 3.4. Assume the block B is pre-
dicted from two blocks B1 and B2. The PSNR of the reference pictures is known
(PSNRB1 and PSNRB2). Based on the expression in Eq. 3.4, the reference PSNR
for the block B is
PSNRB = 10 log10 2− 10 log10
2
10
PSNRB1
10 + 10
PSNRB2
10
. (3.5)
3.4 MAPPING
Having the parameters extracted, a mapping algorithm needs to be designed. A suit-
able algorithm uses supervised learning as the target PSNR is available at the moment
of network training. In the following text, experiments with artificial neural networks
will be described.
Two sets of encoded sequences were constructed, the training set and the evaluation
set – the prior used for the network training with known real PSNR values and the
latter for the evaluation of the designed mapping algorithm, with the algorithm having
no access to the real PSNR values. For details, see Sec. 4.1.
3.4.1 Intra predicted pictures, multi-layer perceptron
Different network configurations have been tested and the results can be found in the
full version of the thesis. At this point, only the results for a multi-layer perceptron will
be described. The first – input layer, commonly has as many units as there are inputs
to the network [2]. The second – hidden layer has variable number of units trying
to get the best possible results. In this section, let us experiment with the number of
hidden units and try to reach the best possible results. Finally, the last – output layer
has as many units as there are desired outputs from the system, in this case only one
value is required thus a single unit will be used.
In the input and hidden layers, units with tansig and logsig transfer functions
are considered. Rather than constructing a whole network from units of one type, one
transfer function is used for the input layer neurons and the other for the hidden layer
neuron units. The networks are trained using the gradient descent algorithm. The
results obtained for networks with 5 tansig units in the input layer, a variable number
of logsig units in the hidden layer and one linear unit in the output layer are listed in
Tab. 3.3. The best results are reached with eight units in the hidden layer. The results
for such network are typed in bold in Tab. 3.3.
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Table 3.3: Multi-layer perceptron: results.
Training set Evaluation set
Configuration MSE MSE Correlation coef.
5 tansig - 1 logsig - 1 lin 0.860 1.700 0.9521
5 tansig - 2 logsig - 1 lin 0.593 0.729 0.9786
5 tansig - 3 logsig - 1 lin 0.658 0.511 0.9839
5 tansig - 4 logsig - 1 lin 0.621 1.480 0.9647
5 tansig - 5 logsig - 1 lin 0.567 0.789 0.9792
5 tansig - 6 logsig - 1 lin 0.638 0.543 0.9836
5 tansig - 7 logsig - 1 lin 0.570 0.698 0.9818
5 tansig - 8 logsig - 1 lin 0.541 0.584 0.9835
5 tansig - 9 logsig - 1 lin 0.647 0.907 0.9760
5 tansig - 10 logsig - 1 lin 0.670 0.880 0.9805
A scatter plot diagram of the real and the estimated PSNR values for Intra frames
from video sequences coded in the High profile is shown in Fig. 3.6.
3.4.2 Inter predicted pictures
For the Inter predicted pictures, again two sets of video sequences are used - the
training set and the evaluation set. However, as there is a slight difference in the
required variability, the encoder settings are different from those used for the Intra
frame network training. More details on the encoder settings can be found in Sec. 4.1.
When estimating the PSNR for Inter predicted pictures, the PSNR of the first frame
in a sequence needs to be estimated first, as it is consequently used for reference. For
this, the multi-layer perceptron is used as it reached the best results in the previous
section.
To design the network, the reference PSNR approach presented in Sec. 3.3.2 is
used (Eq. 3.4, 3.5). For Inter frames, the situation is complicated compared to the
Intra frames, as the reference PSNR of those frames, from which the blocks within the
actual frame are predicted, are needed. In the training phase, the real PSNR of each
frame is available. The real PSNR can thus be put in Eq. 3.4 and 3.5. The multi-layer
perceptron is used as a mapping tool, with varying number of units in the hidden layer.
The High profile supports bi-directional prediction and 8× 8 Intra prediction. The
results for the High profile are given in Tab. 3.4. The algorithm performs best with
three hidden units, with the correlation coefficient reaching 0.8979 and the MSE as
low as 5.523 for 15-frame GOPs. The scatter plot diagram for such configuration and
30-frame GOP is shown in Fig. 3.7. Fig. 3.8 shows how the real and estimated PSNR
develops in time for the 30-frame GOPs. All the three plots represent values for the
“coastguard sequence” (see Sec. 4), with different encoder settings. The plots a), b),
c) conform to encoder settings no. 1, 2, 3 in Tab. 4.2, respectively.
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Figure 3.6: Scatter plot diagram: Real versus estimated PSNR values for Intra coded
pictures from the evaluation set. High profile, multi-layer perceptron network.
Table 3.4: Inter coded pictures, High profile: results.
Training set Eval. set 15 frames Eval. set 30 frames
Hidden units MSE MSE Corr coef. MSE Corr coef.
1 0.0730 7.106 0.8680 8.479 0.8962
2 0.0712 6.975 0.8695 7.735 0.9058
3 0.0533 5.523 0.8979 5.719 0.9314
4 0.0484 7.763 0.8552 10.720 0.8759
5 0.0463 7.448 0.8522 11.778 0.8568
6 0.0412 5.680 0.8997 6.290 0.9258
7 0.0322 6.975 0.8631 9.219 0.8865
8 0.0293 5.920 0.8986 8.993 0.8896
9 0.0298 8.597 0.8337 11.161 0.8624
10 0.0170 18.560 0.7320 21.450 0.7926
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Figure 3.7: Scatter plot diagram: Estimated versus real PSNR values for Inter frames,
30 frames in a GOP. High profile.
3.5 CONCLUSION
In Chapter 3, we presented a method to estimate PSNR values of compressed video
sequences conforming to the H.264/AVC standard. The algorithm does not make use
of the original (uncompressed) video material to compute the PSNR, and thus can be
classified as a no-reference metric.
The whole metric framework, along with the design details and its performance tests
are results of my own original research. They were published in [27, 28, 29, 30, 31].
4 VIDEO SEQUENCE DATABASE
This section describes the set of video sequences used for the development and
testing of the new metric for H.264/AVC. When designing the algorithm (Sec. 3),
only sequences in low resolution are considered. For the performance testing (Sec. 5),
a different set of video sequences is used, with resolution up to full HD (1920× 1080
pixels, progressive). The video sequences will be described in this section and their
characteristics will be considered.
4.1 LOW RESOLUTION SEQUENCES (METRIC DESIGN)
For the design of the new metric and artificial neural network optimization, two
sets of video sequences were constructed: the training set and the evaluation set. The
training set consists of ten video sequences, while the evaluation set is made up of
seven short video sequences. Special care is taken for both sets to cover a variety
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Figure 3.8: Real (black) and estimated (red) PSNR in the first 30 frames in a “coast-
guard” sequence with different encoder settings.
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Table 4.1: Variable encoder parameters used for training an artificial neural network
for Inter frame PSNR estimation.
Config no. Initial QP
1 20
2 25
3 30
4 35
Table 4.2: Variable encoder parameters used for training an artificial neural network
for Intra frame PSNR estimation.
Config no. Initial QP Target bitrate [kbps]
1 25 100
2 25 1000
3 35 100
4 35 1000
5 45 100
6 45 1000
7 45 5000
of characteristics – different content should be present in both, reaching from still
scenes to scenes with fast motion, from smooth and low-detailed frames to complex
and fine structures within a frame. Both the training and the evaluation sets include
sport sequences, talking head sequences, nature views, etc.
All the low resolution video sequences are freely available on the internet [1]. They
are progressive coded in CIF resolution (352× 288 pixels). The color coding is 4:2:0.
However, we do not use chroma components in our considerations.
Each sequence is encoded with variable encoder settings. The aim is to alter the en-
coder parameters in such manner that the encoder changes its decision on prediction
modes and, of course, the sequence frames are coded with different PSNRs. For Intra
frames, it was observed that the only parameter influencing the encoder’s decision on
the prediction modes is the quantization parameter (QP). Tab. 4.1 lists the QP values
used in our experiments for Intra frames. The situation is different for Inter frame en-
coding – another parameter is used to control the encoder behavior, the “Target bitrate”
parameter. The list of the seven encoder configurations is given in Tab. 4.2. Please
note that these are profile independent configurations. As the networks are trained for
different profiles in Sec. 3.4, the configurations listed in Tab. 4.1 and Tab. 4.2 are used
for each profile separately.
4.2 SEQUENCES FOR PERFORMANCE ANALYSIS
Another set of video sequences was constructed for performance tests of the metric.
To be able to test the metric performance in different conditions including varying
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Table 4.3: Performance analysis video sequences: available formats.
Format ID Aspect Resolution format fps note
1080p 16:9 1920× 1080 progressive 50 original
720p 16:9 1280× 720 progressive 50 original
576p 4:3 720× 576 progressive 50 scaled, cropped from 1080p
288p 4:3 352× 288 progressive 50 scaled, cropped from 576p
video resolution, the test set consists of five sequences with resolution up to full HD
(1920× 1080 pixels, progressive - 1080p). The sequences are publicly available [8].
A list of the available format is given in Tab. 4.3. A note ’original’ with a certain
format says that the sequence was taken as is from [8]. Some formats are derived from
the 1080p (the 576p format is downsampled from 1920× 1080 to 1024× 576 pixels
and then cropped to 4:3 aspect ratio at 720 × 576). Regarding the color coding – all
the sequences are in 4:2:0 chroma sampled, but again as we are only considering luma
pixel values, the chroma format is not important and not mentioned in Tab. 4.3.
5 PERFORMANCE ANALYSIS
In this section, the proposed PSNR estimation algorithm will be tested for different
encoder settings and for different resolution of the processed video. The artificial
neural network configurations are fixed for a given encoder profile as derived in Sec. 3.
5.1 IMPACT OF RESOLUTION
All the experiments described in Chapter 3 were done on CIF format encoded video
sequences - their resolution is 352 × 288 pixels. Such video sequences are likely to
be used in mobile video transmission, such as DVB-H. Anyway, as the area where
the H.264/AVC codec is used is very broad, let us try to extend our considerations for
higher resolution videos.
To verify the results for video sequences with higher resolution, video sequences
encoded in 288p, 576p, 720p and 1080p formats (see Tab. 4.3) are used. It is clear that
the sequences can hardly use the bitrate constraints defined for CIF (288p) sequences
in Tab. 4.2. Our solution is in raising the target bitrate for each format in a defined
manner – let us give an example for 576p sequences. Their resolution is 720 × 576
pixels, which means each frame consists of roughly four times as many pixels as a
288p frame. The target bitrate is thus quadrupled for such sequences.
Tab 5.1 shows the correlation coefficient and the mean squared error of the real
and the estimated PSNRs for video sequences with different resolutions encoded with
High profile H.264/AVC encoder. For the PSNR estimation, the artificial neural net-
work with three hidden units trained on High profile sequences is used (see Tab. 3.4).
The results for high resolution sequences are comparable (in fact, slightly better) to
those obtained for 288p sequences, which is the format the network was trained on.
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Table 5.1: PSNR Estimation results for video sequences with different resolution.
Format ID MSE Corr coef.
288p 8.165 0.8884
576p 5.910 0.9113
720p 4.291 0.9202
1080p 5.711 0.8593
Some results for the HDTV video sequences were published in [28]. As fewer encoder
configurations were used for evaluation in the paper, the results are slightly different.
5.2 IMPACT OF CUT IN A SEQUENCE
Let us now test the performance of the algorithm when processing a video sequence
with a cut. To form such sequence, two short parts of sequences were merged, 25
frames each, resulting in a 50-frame video sequence with a cut right in the middle.
The sequence in the beginning is the “paris” sequence, the second half of the sequence
with cut is the “hall” sequence. These particular sequences are selected in order to be
coded with significantly different resulting PSNR even when the encoder settings are
the same. In order to keep an approximately constant PSNR through the whole 50-
frame sequences, the encoder is set to have an initial QP 25 and the target bitrate is
250 kbps.
Fig. 5.1 shows PSNR of three encoded video sequences developing over time. The
top part of the plot displays 50 frames of the “paris” sequence, the center plot displays
50 frames of the “hall” sequence and the bottom plot displays a sequence with a cut,
with the first 25 frames taken from the “paris” sequence and the following 25 frames
taken from the “hall” sequence. For the “paris” sequence, the real PSNR begins at
about 40 dB and decreases to some 34 dB at frame 25. At this point, the estimation
is quite close and the estimation error is about 1 dB (even though larger errors are
present in frames 5-15). A more precise PSNR estimation can be observed for the
“hall” sequence, where the real PSNR stays about 40 dB with no big fluctuations.
Now let’s have a look at the sequence with a cut (bottom plot in Fig. 5.1). The first
half of the plot is identical to the top plot, belonging to the “paris sequence”. At the
point of the cut, the real PSNR decreases a bit to consequently raise again. The errors
in PSNR estimation, especially for particular frames in the sequence, have grown
rapidly. Anyway, the estimation error at the end of the sequence is about 2 dB
5.3 IMPACT OF GOP FORMAT
All High profile video sequence encoding in Chapter 3 were considered in only one
GOP format, with one Intra (I) frame at the beginning of the sequence and P and B
frames taking turns in the rest – the configuration was IBPBPBP. . . . In the following,
different GOP formats, increasing the number of B frames inserted between I and P
frames will be tested.
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Figure 5.1: Real (black) and estimated (red) PSNR in a sequence with a cut.
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Three different GOP configurations in the first 50 frames of the sequence “hall” are
considered. The sequence is encoded with one B slice inserted between P (I) frames
(IBPBPBP. . . ), three B slices inserted (IBBBPBBBP. . . ), and five B slices inserted
(IBBBBBPBBBBBP. . . ).
In these 50-frame sequences, the mean squared errors of the real and estimated
PSNR values are 0.488, 1.683 and 1.633 for sequences with 1, 3 and 5 B frames in-
serted, respectively. The PSNR estimating algorithm had troubles in frames 20 – 30
for all the sequences, where the estimated PSNR for B frames, especially, is much
lower than the real PSNR. In the sequences with increased number of B frames in-
serted, there are more consequent frames for which the estimated PSNR is too low –
an error is PSNR estimation is thus propagated until a new P frame is inserted. Gen-
erally, there is quite few information for the B frames in the bitstream, which results
in less accurate PSNR estimation.
5.4 CONCLUSION
The proposed PSNR estimation algorithm has been tested for different properties
of the input video sequences in terms of resolution and content (cut) and for different
encoder configurations in terms of GOP structure. The performance in the respective
cases has been discussed.
The tests for varying video sequence resolution were published in [28].
6 CONCLUSIONS
At the beginning of the doctoral thesis, an introduction to the problem of video
quality assessment was done and the present-day methods available for video quality
assessment and evaluation were presented. Digital video quality assessment itself is
a very broad area and a big deal of research has been done in it in the worldwide
scientific community. However numerous techniques for objective video quality as-
sessment exist, there is still much space further where the limits can be pushed.
The main contribution of the doctoral thesis is in designing a new no-reference met-
ric for evaluating quality of video sequences compressed in the H.264/AVC standard.
The idea is to extract the parameters, which may carry information about the quality
of the encoded video. The designed metric reads the quantization parameter and the
prediction modes used within a video frame. These parameters are then fed into an
artificial neural network. The network is first trained on a set of examples – training
sequences. Its performance is then verified using a different set of compressed video
sequences – evaluation sequences.
For the network training, peak signal-to-noise ratios of the respective frames in
the compressed video sequences are used as the network target output values. Even
though the PSNR is no perfect quality measure, the benefit of our algorithm is in
removing the necessity of having an original (uncompressed) video material avail-
able for PSNR calculations. We are estimating the PSNR solely from the encoded
bit stream, which is easily applicable in any situation H.264/AVC encoded video is
26
received. For example, the algorithm may be applied for detecting weak spots of a
statistically multiplexed broadcast channel or to verify quality of a compressed video
at the video content provider side before delivering it to the customer.
Experiments were performed with several artificial neural network configurations.
An important point is that Intra coded frames (constrained in choice of prediction
modes) are treated different from Inter coded frames (having all prediction modes
available). However, in the best performing configuration among the tested network
structures, the networks have the well-known and very common topology of a multi-
layer perceptron. For Intra coded frames, the correlation of the results with the real
peak signal-to-noise ratios reached as high as 0.9835. The situation is something
worse for the Inter coded frames. In this case, the performance strongly depends on
the choice of H.264/AVC profile when encoding the video sequences, as different
profiles have different prediction modes available, not to mention that there are other
tools enabled only in selected profiles, which may influence the PSNR. However, the
reached correlation never dropped below 0.85 for the evaluation set sequence Inter
frames. It is important to note that the algorithm was trained and verified only for one
specific encoder. It shall be expected that for video encoded using different encoder
implementations, different artificial neural networks would have to be trained. Algo-
rithms to estimate PSNR of only the luma component of the encoded video sequences
have been designed. The approach can be easily extended for chroma components as
well, as chroma samples are predicted similarly to luma samples.
In Chapter 5, the behavior of the algorithm was analyzed when alternating some
parameters of the encoded video or the encoder, always changing only one parameter.
It has been verified that the algorithm is working with high-definition video and video
sequences with a cut. It has difficulties in estimating PSNR for sequences where more
subsequent B pictures are inserted.
The designed algorithm can easily be implemented in different video applications,
where H.264/AVC compressed (but error-free) video is received. One such example
might be content verification, when a video content provider needs an information
whether or not the compressed video has satisfactory quality to be delivered to the
customer.
The contribution of the doctoral thesis can be summarized in the following points:
o design of a new no-reference quality metric for H.264/AVC compressed video
sequences,
o optimization of the metric’s classification algorithm for a selected set of video
sequences,
o performance tests of the metric, verifying its universality for different video ma-
terial and encoder configurations.
Finally, constraints of the proposed solution should be considered and direction of
consequent research suggested:
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o The proposed algorithm has only been tested for progressive video sequences. It
should be verified whether it works for interlaced video or a modified approach
should be used.
o All the tests have been done with one particular encoder. It can be expected that
for a different encoder implementation, the classification algorithm will have to
be re-trained, as the encoder behavior is likely to be different.
o Interested results may be obtained when changing the estimation target from
PSNR to a different metric (better correlating with subjective scores) or to sub-
jective scores.
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