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Abstract
In the problem of entanglement there exist two different notions. One is the entangle-
ment of a quantum state, characterizing the state structure. The other is entanglement
production by quantum operators, describing the action of operators in the given Hilbert
space. Entanglement production by statistical operators, or density operators, is an impor-
tant notion arising in quantum measurements and quantum information processing. The
operational meaning of the entangling power of any operator, including statistical operators,
is the property of the operators to entangle wave functions of the Hilbert space they are de-
fined on. The measure of entanglement production by statistical operators is described and
illustrated by entangled quantum states, equilibrium Gibbs states, as well as by the state
of a complex multiparticle spinor system. It is shown that this measure is in intimate rela-
tion to other notions of quantum information theory, such as the purity of quantum states,
linear entropy, or impurity, inverse participation ratio, quadratic Re´nyi entropy, the corre-
lation function of composite measurements, and decoherence phenomenon. This measure
can be introduced for a set of statistical operators characterizing a system after quantum
measurements. The explicit value of the measure depends on the type of the Hilbert space
partitioning. For a general multiparticle spinor system, it is possible to accomplish the
particle-particle partitioning or spin-spatial partitioning. Conditions are defined showing
when entanglement production is maximal and when it is zero. The study on entanglement
production by statistical operators is important because, depending on whether such an op-
erator is entangling or not, it generates qualitatively different probability measures, which
is principal for quantum measurements and quantum information processing.
1
1 Introduction
Entanglement is a principally important notion for several branches of quantum theory, such as
quantum measurements, quantum information processing, quantum computing, and quantum
decision theory (see books and reviews [1–9]). It is possible to distinguish three directions in
studying entanglement for composite systems described in terms of tensor products of Hilbert
spaces.
One is the entanglement of quantum states, characterized by wave functions in the case of
pure states and by statistical operators, for mixed states. A wave function is entangled when
it cannot be represented by a tensor product of wave functions pertaining to different Hilbert
spaces. And the wave function is disentangled, when it can be represented as a product
ϕdis =
⊗
i
ϕi . (1.1)
A statistical operator is entangled if it cannot be represented as a linear combination of products
of partial statistical operators acting in different Hilbert spaces [1–8]. And it is called separable,
if it can be represented as a finite linear combination
ρˆsep =
∑
k
pk
⊗
i
ρˆik , (1.2)
in which
0 ≤ pk ≤ 1 ,
∑
k
pk = 1 , (1.3)
and ρˆik are statistical operators acting on partial Hilbert spaces [1–7].
The notion of states can be straightforwardly extended to a set of bounded operators, which,
being complimented by the Hilbert-Schmidt scalar product, forms a Hilbert-Schmidt space, where
the operators are isomorphic to states of this space. Then it is admissible to consider the
entanglement of operators in a way similar to the entanglement of states, thus just lifting the
notion of entanglement from the state level to the operator level [9–14].
A rather separate problem is the study of entangling properties of unitary operators acting
on a set of given states. This can be characterized by considering the entanglement of states
generated by these unitary operators acting on disentangled states. In the case of several states,
one averages the appropriate measure of a unitary operator, say linear entropy, over a set of
states with a given distribution [10, 12, 14, 15]. One usually considers unitary operators, since
information-processing gates are characterized by such operators. In that approach, the problem
is reduced to the consideration of the entanglement of the states, obtained by the action of a
unitary operator, under the given set of initial states. But this does not describe the entangling
properties of an operator acting on the whole Hilbert space.
In the present paper, we consider the related problem of describing entangling properties of
operators. An operator is called entangling, if there exists at least one separable pure state such
that it becomes entangled under the action of the operator. Conversely, one says that an operator
preserves separability if its action on any separable pure state yields again a separable pure state.
It has been proved [16–18] that the only operators preserving separability are the operators having
the form of tensor products of local operators and a swap operator permuting Hilbert spaces in
the tensor product describing the total Hilbert space of a composite system. The action of the
swap operator is trivial, in the sense that it merely permutes the indices labeling the spaces. This
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result of separability preservation by product operators has been proved for binary [16,19,20] as
well as for multipartite systems [17, 18, 21]. The operators preserving separability can be called
nonentangling [22, 23]. While an operator transforming at least one disentangled state into an
entangled state is termed entangling [24, 25]. The strongest type of an entangling operator is a
universal entangling gate that makes all disentangled pure states entangled [26].
The general problem is what could be a measure of entanglement production characterizing
the entangling properties of an arbitrary operator defined on the whole Hilbert space of a com-
posite system, but not only for some selected initial states from this space. Such a global measure
of entanglement production by an arbitrary operator has been proposed in Refs. [27, 28]. This
measure is applicable to any system, whether bipartite or multipartite, and to any trace-class
operator [29, 30], which does not necessarily need to be unitary. The entanglement production
has been investigated for several physical systems, such as multimode Bose-Einstein conden-
sates of atoms in traps and in optical lattices [31–33] and radiating resonant atoms [34]. The
entanglement production by evolution operators has also been studied [35].
As is mentioned above, the operator entanglement is usually considered for unitary operators,
since the evolution operators as well as various information gates are unitary. However, it may
happen important to study the entanglement production by nonunitary operators. For example,
one may need to quantify the entanglement production by statistical operators. The entangling
properties of the latter define the characteristic features of quantum measurements, as well as
the structure of probability measure in quantum information processing and quantum decision
theory. Also, it can be necessary to study thermal entanglement production characterized by
the amount of entanglement produced by connecting an initially closed nonentangled quantum
system to a thermal bath. There exists a variety of finite quantum systems that can be initially
prepared in a desired pure state [36]. Then this system can be connected to a thermal bath in
the standard sense of realizing a thermal contact that transfers heat but does not destroy the
system itself, as a result of which the system acquires the thermal Gibbs distribution [37]. The
immediate question is how much entanglement can be produced by this nonunitary procedure of
connecting an initially closed quantum system to a thermal bath?
Statistical operators of pure states are determined by system wavefunctions. According to
the Pauli principle [38], many-body wavefunctions of indistinguishable particles can be either
permutation-symmetric for bosons or antisymmetric for fermions. However, additional possibil-
ities appear for spinor particles, which have spin and spatial degrees of freedom. The spin and
spatial wavefunctions can belong to multidimensional, non-Abelian, irreducible representations
of the symmetric group [39], being combined to the symmetric or antisymmetric total wavefunc-
tion [40, 41]. The non-Abelian permutation symmetry has been considered in the early years of
quantum mechanics [42–44] and applied later in spin-free quantum chemistry [40, 41], as well as
in other fields [45–60].
It is the aim of the present paper to study the entanglement production by statistical opera-
tors. In Sec. 2, we explain the operational meaning of entanglement production, introduce basic
notations, concretize the difference between separable and nonentangling operators, and demon-
strate how the problem of entanglement production by statistical operators naturally arises in
the theory of quantum measurements, quantum information processing, and quantum decision
theory. In Sec. 3, we define a general measure of entanglement production by arbitrary opera-
tors and specify the consideration for different types of statistical operators. The calculational
procedure for this measure is demonstrated in Sec. 4 by several simple, but important, examples
of entangled pure states. We explain in Sec. 5 how the introduced measure of entanglement
production is connected with the other known quantities, such as the purity of quantum states,
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linear entropy, or impurity, inverse participation ratio, quadratic Re´nyi entropy, and the corre-
lation function of composite measurements. This measure can be defined for a set of statistical
operators characterizing a system after quantum measurements. Section 6 demonstrates that the
decoherence phenomenon is connected with the increase of the entanglement-production mea-
sure. In Sec. 7, we study the entanglement production by an equilibrium Gibbs operator with the
Ising type Hamiltonian, since such Hamiltonians are widely employed for representing qubit reg-
isters. The measure of entanglement production depends on the type of coupling between qubits,
whether it is ferromagnetic or antiferromagnetic. In Sec. 8, we turn to complex multiparticle
systems, for which it is admissible to consider different ways of partitioning the system degrees
of freedom. In Sec. 9, we study a general case of a multiparticle spinor system, calculating
the entanglement production measure for particle partitioning and for spin-spatial partitioning.
Section 10 concludes.
2 Operational meaning of entanglement production
In order to avoid confusion, let us first of all concretize the difference between separable and
nonentangling operators. We also stress the importance of the operator entanglement production
in the process of quantum measurements [61]. Note that quantum measurements can be treated
as decisions in decision theory [61–63], because of which the mathematical structure of quantum
decision theory is the same as that of quantum measurement theory [13,64,65]. The difference is
only in terminology, where a measurement is called a decision and the result of a measurement
is termed an event.
An operator is defined on a Hilbert space and acts on wave functions (vectors) of this space.
The property of the operator to produce entangled wave functions from disentangled ones is
called entanglement production. The operational meaning of the entangling power of an operator
is its ability of entangling the wave functions of the Hilbert space it acts on [16–23, 26]. This
notion is applicable to any operator acting on a Hilbert space, including statistical operators.
2.1 Separable versus nonentangling operators
One considers a system in a Hilbert space H characterized by a statistical operator ρˆ that is a
semi-positive, trace-one operator. The pair {H, ρˆ} is called statistical ensemble. The considered
system is composite, with the Hilbert space being a tensor product
H =
N⊗
i=1
Hi . (2.1)
Each space Hi possesses a basis {|ni〉}, so that
Hi = span{|ni〉} , H = span
{
N⊗
i=1
|ni〉
}
. (2.2)
An operator algebra {Aˆ} is defined on the space H, consisting of trace-class operators, for
which
0 6= |TrHAˆ| <∞ . (2.3)
An operator Aˆ, acting on a disentangled function of H can either result in another disentangled
function or transform the disentangled function into an entangled function. The sole type of a
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nonentangling operator, except the trivial swap operator changing the labelling, has the factor
form [17, 18, 21]
Aˆ⊗ =
N⊗
i=1
Aˆi , (2.4)
which, as is evident, is defined up to a multiplication constant.
The notion of separable states can be extended to operators [9–14]. Then a separable operator
is such that can be represented as the finite linear combination
Aˆsep =
∑
k
λk
N⊗
i=1
Aˆik , (2.5)
where λk are complex-valued numbers. A nonentangling operator is a particular case of a sep-
arable operator, when λk is proportional to δkko , i.e., it is a rank-1 separable operator. But
the principal difference of a general separable operator from a nonentangling operator is that
the former does entangle disentangled functions. This is evident from the action of a separable
operator on a disentangled function, yielding
Aˆsepϕdis =
∑
k
λk
N⊗
i=1
Aˆikϕi , (2.6)
which is an entangled function, if λk is not proportional to δkko.
Observable quantities are represented by self-adjoint operators Aˆ. For a system characterized
by a statistical operator ρˆ, the measurable quantities are given by the averages
〈Aˆ〉 ≡ TrHρˆAˆ . (2.7)
The peculiarity of measurements are essentially different for the systems with an entangling
or nonentangling statistical operators. Even if one is measuring an observable corresponding to
a nonentangling operator (2.4), but the statistical operator being entangling, the related average
is not reducible to a product of partial averages,
〈Aˆ⊗〉 6=
N∏
i=1
〈Aˆi〉 (ρˆ 6= ρˆ⊗) , (2.8)
where
〈Aˆ⊗〉 = TrHρˆAˆ⊗ , 〈Aˆi〉 = TrHi ρˆiAˆi . (2.9)
Such a reduction is possible only when the statistical operator is also nonentangling.
2.2 Structure of probability measure
Similarly, in quantum decision theory, an event is represented by an operator Pˆ that is either a
projector or, more generally, an element of a positive operator-valued measure [1–4, 7, 9]. The
event operator Pˆ plays the role of an operator of observable. And the probability of the event is
defined by the average
p(Pˆ ) ≡ 〈Pˆ 〉 = TrHρˆPˆ , (2.10)
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which takes the values in the interval 0 ≤ p(Pˆ ) ≤ 1. A composite event, describing the set of
independent partial events, has the form of a nonentangling operator
Pˆ⊗ =
N⊗
i=1
Pˆi . (2.11)
If the system statistical operator is entangling, the probability of the composite event cannot be
reduced to the product of the probabilities of partial events,
p(Pˆ⊗) 6=
N∏
i=1
p(Pi) (ρˆ 6= ρˆ⊗) , (2.12)
where
p(Pˆ⊗) = 〈Pˆ⊗〉 , p(Pˆi) = 〈Pˆi〉 . (2.13)
The reduction is possible only if the statistical operator is also nonentangling. Thus the structure
of the probability measure is principally different for the cases of either entangling or nonentan-
gling statistical operators.
3 Measure of entanglement production
One usually considers the entangling properties of unitary operators describing gates acting on
bipartite systems, but in general, the operator does not need to be unitary. If an operator Uˆ acts
on a bipartite state function |ϕ12〉, one gets a new function Uˆ |ϕ12〉 defining the corresponding
bipartite state ρˆ12 = Uˆ |ϕ12〉〈ϕ12|Uˆ+. Then the problem is reduced to studying the entangled
structure of this state ρˆ12 by means of the known entanglement measures of bipartite states, such
as entangling power, linear entropy, and like that [10,12,14,66]. However, this does not describe
the global entangling property of an operator on the whole Hilbert space where it is defined.
A general measure of entanglement production, applicable to arbitrary (not necessarily uni-
tary) operators acting on the whole Hilbert space, containing any number of factors, has been
suggested in Refs. [27, 28]. Here, we shall use this measure for quantifying the entangling prop-
erties of statistical operators.
3.1 Arbitrary operators
The definition of the measure is as follows. Let us be interested in the entangling properties of
an operator Aˆ acting on a composite Hilbert space (2.1). The idea is to compare the action of
this operator on H with the action of its nonentangling product counterpart
Aˆ⊗ ≡ C
N⊗
i=1
Aˆi (3.1)
that is a product of the reduced operators
Aˆi ≡ TrH/HiAˆ , (3.2)
where the trace is over all H except the subspace Hi. The constant C is defined by the normal-
ization condition
TrHAˆ⊗ = TrHAˆ, (3.3)
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which gives C =
(
TrHAˆ
)1−N
. Therefore
Aˆ⊗ =
⊗N
i=1 Aˆi(
TrHAˆ
)N−1 . (3.4)
By the theorem proved for binary products [16, 19, 20], as well as for an arbitrary number of
factors [17, 18, 21], the product operator form (3.4) never entangles any functions.
The entanglement production measure for the operator Aˆ is defined as
ε(Aˆ) ≡ log ||Aˆ||||Aˆ⊗||
. (3.5)
The logarithm can be taken with respect to any base. This quantity (3.5) satisfies all conditions
required for being classified as a measure [27, 28, 67]. Thus it enjoys the properties: (i) it is
semipositive and bounded for the finite number of factors N ; (ii) it is continuous in the sense of
norm convergence; (iii) it is zero for nonentangling operators; (iv) it is additive; (v) it is invariant
under local unitary operations.
As the norm here, it is convenient to accept the Hilbert-Schmidt norm
||Aˆ|| =
√
TrH(Aˆ+Aˆ) , (3.6)
which does not depend on the chosen basis. Respectively, the norm of a partial reduced operator,
acting on Hi, is
||Aˆi|| =
√
TrHi(Aˆ
+
i Aˆi) . (3.7)
3.2 Statistical operators
Our aim is to consider statistical operators, for which the nonentangling counterpart reads as
ρˆ⊗ =
N⊗
i=1
ρˆi , ρˆi ≡ TrH/Hi ρˆ . (3.8)
The normalization condition is
TrHρˆ⊗ = TrHρˆ = 1 . (3.9)
Therefore we need to study the measure
ε(ρˆ) = log
||ρˆ||
||ρˆ⊗|| , (3.10)
in which
||ρˆ⊗|| =
N∏
i=1
||ρˆi|| =
N∏
i=1
√
TrHi ρˆ
2
i . (3.11)
Explicitly, the measure writes as
ε(ρˆ) =
1
2
log
TrHρˆ
2∏N
i=1TrHi ρˆ
2
i
. (3.12)
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3.3 Pure states
In the case of pure states, statistical operators have the form
ρ = |ψ〉〈ψ| , (3.13)
where |ψ〉 is a normalized wave function. This statistical operator is idempotent, so that
||ρˆ|| =
√
TrHρˆ2 = 1 (ρˆ
2 = ρˆ) . (3.14)
Then measure (3.10) becomes
ε(ρˆ) = − log ||ρˆ⊗|| . (3.15)
Or, taking into account the above relations, for pure states, we get
ε(ρˆ) = −
N∑
i=1
log ||ρˆi|| = − 1
2
N∑
i=1
log TrHi ρˆ
2
i . (3.16)
Notice that the defined measure is valid for arbitrary systems, with any statistical operators,
and with any number of factors in the Hilbert space (2.1). Also, any operators, unitary or not,
can be considered [28].
3.4 Separable states
As has been mentioned in Sec. II, separable operators are, generally, entangling. Now, we can
demonstrate this by explicitly calculating the measure of entanglement production for a separable
statistical operator. Let us consider a separable state
ρˆsep =
∑
k
pk
N⊗
i=1
ρˆik (ρˆik = |nik〉〈nik|) , (3.17)
where normalized wave functions |nik〉 belong to Hi and are orthogonal, 〈nik′|nik〉 = δkk′. Taking
into account the properties
ρˆikρˆip = δkpρˆik , TrHi ρˆik = 1 , ρˆ
2
sep =
∑
k
p2k
N⊗
i=1
ρˆik , (3.18)
we get the norm
||ρˆsep|| =
√∑
k
p2k . (3.19)
The partial statistical operators are
ρˆi ≡ TrH/Hi ρˆsep =
∑
k
pkρˆik , (3.20)
with the properties
ρˆ2i =
∑
k
p2kρˆik , ||ρˆi|| =
√∑
k
p2k . (3.21)
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Then for the norm of the nonentangling counterpart, we find
||ρˆ⊗|| =
(∑
k
p2k
)N/2
. (3.22)
The entanglement production measure (3.10) becomes
ε(ρˆsep) = − N − 1
2
log
∑
k
p2k . (3.23)
This is evidently nonzero, provided that N > 1 and pk 6= δkk0.
3.5 Gibbs states
For an equilibrium system, characterized by a Hamiltonian H , the Gibbs statistical operator is
ρˆ =
1
Z
e−βH , Z = TrHe
−βH , (3.24)
where β is inverse temperature. With the partial operators
ρˆi =
1
Z
TrH/Hie
−βH , (3.25)
the nonentangling counterpart is
ρˆ⊗ =
1
ZN
N⊗
i=1
TrH/Hie
−βH . (3.26)
Introducing the notations
f1 ≡ ||e−βH ||2 = TrHe−2βH (3.27)
and
f2 ≡
N∏
i=1
TrHi
(
TrH/Hie
−βH
)2
, (3.28)
we can represent the entanglement production measure as
ε(ρˆ) =
1
2
log
(
f1
f2
Z2N−2
)
. (3.29)
Thus, for a given Hamiltonian, we need to calculate the functions (3.27) and (3.28), and the
partition function Z.
4 Entangled pure states
Before going to more complicated problems, it is useful to illustrate how the measure is calculated
for simple cases of pure states. Generally, depending on the definition of the employed norm, the
entanglement production measure can be slightly different [28]. Here we use the Hilbert-Schmidt
norm. We shall see that for bipartite systems with entangled states, the entanglement production
measure ε(ρˆ) coincides with the entanglement von Neumann entropy S(ρˆi) ≡ −TrHi ρˆi ln ρˆi. The
examples considered in this section illustrate how the measure is calculated, which will allow us
to shorten the explanation of intermediate calculations in the following more complicated cases.
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4.1 Einstein-Podolsky-Rosen states
The corresponding statistical operator is
ρˆEPR = |EPR〉〈EPR| , (4.1)
where
|EPR〉 = 1√
2
(|12〉 ± |21〉) . (4.2)
The reduced operators are
ρˆi =
1
2
(|1〉〈1|+ |2〉〈2|) , (4.3)
for which
ρˆ2i =
1
4
(|1〉〈1|+ |2〉〈2|) . (4.4)
The corresponding norms are
||ρˆi|| = 1√
2
, ||ρˆ⊗|| = 1
2
. (4.5)
Then we find the entanglement production measure
ε(ρˆEPR) = log 2 . (4.6)
Note that in this case, the entanglement entropy S(ρˆi) ≡ −TrHiρˆi ln ρˆi coincides with measure
(3.10).
4.2 Bell states
The statistical operator is
ρˆB = |B〉〈B| , (4.7)
where
|B〉 = 1√
2
(|11〉 ± |22〉) . (4.8)
Calculations are similar to the previous case, giving
ε(ρˆB) = log 2 . (4.9)
Again, this coincides with the entanglement entropy S(ρˆi) = log 2.
4.3 Greenberger-Horne-Zeilinger states
These states are a generalization of two-particle Bell states to N particles, so that
ρˆGHZ = |GHZ〉〈GHZ| , (4.10)
with
|GHZ〉 = 1√
2
(|11 . . . 1〉 ± |22 . . .2〉) . (4.11)
10
Now we have
ρˆ⊗ =
N⊗
i=1
ρˆi , ||ρˆi|| = 1√
2
, ||ρˆ⊗|| =
N∏
i=1
||ρˆi|| = 1
2N/2
. (4.12)
As a result
ε(ρˆGHZ) =
N
2
log 2 (N ≥ 2) . (4.13)
The entanglement entropy for N -particle states is not defined.
4.4 Multicat states
Such states are a generalization of the Schro¨dinger cat states to N objects,
ρˆMC = |MC〉〈MC| , (4.14)
where
|MC〉 = c1|11 . . . 1〉+ c2|22 . . . 2〉 , (4.15)
with ci being complex numbers satisfying the normalization |c1|2 + |c2|2 = 1 . The reduced
operators are
ρˆi = |c1|2|1〉〈1|+ |c2|2|2〉〈2| . (4.16)
Calculating the norms
||ρˆi|| =
√
TrHi ρˆ
2
i =
√
|c1|4 + |c2|4 , ||ρˆ⊗|| =
N∏
i=1
||ρˆi|| =
(|c1|4 + |c2|4)N/2 , (4.17)
we obtain
ε(ρˆMC) = − N
2
log
(|c1|4 + |c2|4) . (4.18)
The maximal entanglement production is reached for |ci|2 = 1/2, yielding
sup ε(ρˆMC) =
N
2
log 2 (N ≥ 2) . (4.19)
4.5 Multimode states
These states are a generalization of the multicat states, when each object can be not in two, but
in M different modes,
ρˆMM = |MM〉〈MM | , (4.20)
where
|MM〉 =
M∑
n=1
cn|nn . . . n〉 , (4.21)
with the coefficients satisfying the normalization
M∑
n=1
|cn|2 = 1 . (4.22)
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The reduced operators become
ρˆi =
M∑
n=1
|cn|2|n〉〈n| . (4.23)
With the norms
||ρˆi|| =
√√√√ M∑
n=1
|cn|4 , ||ρˆ⊗|| =
(
M∑
n=1
|cn|4
)N/2
, (4.24)
we derive
ε(ρˆMM) = − N
2
log
M∑
n=1
|cn|4 . (4.25)
The maximal entanglement production happens for |ci|2 = 1/M , resulting in
sup ε(ρˆMM) =
N
2
logM . (4.26)
5 Relation to other concepts
The meaning of measure(3.12) can be better understood by studying its connection with other
important quantities employed in quantum theory [1–9]. Below we show these connections with
the most often met concepts.
5.1 Purity of quantum state
The purity of a quantum state ρˆ in the Hilbert space H is defined as
γ(ρˆ) ≡ TrHρˆ2 . (5.1)
It varies in the interval
1
d
≤ γ(ρˆ) ≤ 1 (d ≡ dimH) (5.2)
and shows the closeness of the state to a pure state. For a pure state γ(ρˆ) = 1, while for a
completely mixed state γ(ρˆ) = 1/d. Purity describes the spread of the state over the given basis.
Similarly to the purity of the total state ρˆ, it is possible to introduce the purity of the partial
states
γ(ρˆi) ≡ TrHi ρˆ2i (5.3)
varying in the interval
1
di
≤ γ(ρˆi) ≤ 1 (di ≡ dimHi) . (5.4)
The purity of the nonentangling state ρˆ⊗ becomes
γ(ρˆ⊗) ≡ TrHρˆ2⊗ =
N∏
i=1
γ(ρˆi) . (5.5)
Then measure (3.12) can be presented as
ε(ρˆ) =
1
2
log
γ(ρˆ)
γ(ρˆ⊗)
, (5.6)
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varying in the interval
0 ≤ ε(ρˆ) ≤ 1
2
log d
(
d =
N∏
i=1
di
)
. (5.7)
The denominator of the fraction under the logarithm in equation (5.6) has the meaning of an
effective purity of the nonentangling state of a system composed of partial subsystems. Hence
measure (5.6) shows how much the purity of the given state ρˆ is larger than the effective purity
of the nonentangling state ρˆ⊗ corresponding to the system composed of partial subsystems.
5.2 Linear entropy or impurity
The linear entropy of a state ρˆ is given by the expression
SL(ρˆ) ≡ 1− TrHρˆ2 = 1− γ(ρˆ) , (5.8)
which varies in the interval
0 ≤ SL(ρˆ) ≤ 1 − 1
d
. (5.9)
Because of its relation (5.8) to the state purity, the linear entropy is also called impurity. In the
same way, the linear entropy of the nonentangling state ρˆ⊗ is
S(ρˆ⊗) = 1− TrHρˆ2⊗ = 1− γ(ρˆ⊗) . (5.10)
Therefore, measure (3.12) can be written as
ε(ρˆ) =
1
2
log
1− SL(ρˆ)
1− SL(ρˆ⊗) . (5.11)
By partitioning the system, with a state ρˆ, into subsystems, with partial states ρˆi, one gets the
system composed of the subsystems, with the nonentangling state ρˆ⊗, whose purity is smaller
than the purity of the initial state ρˆ. Consequently, the impurity, that is, the linear entropy,
of the nonentangling state ρˆ⊗ is larger than that of the state ρˆ. In that sense, measure (5.11)
describes how much the impurity of the state ρˆ⊗ increases, as compared to the state ρˆ, before
the partitioning.
5.3 Inverse participation ratio
Sometimes purity is used as a measure of localization and linear entropy, as a measure of de-
localization. This is because these concepts are closely connected with the notion of inverse
participation ratio [68–72].
Inverse participation ratio can be introduced as a measure of localization in the real space for
characterizing Anderson localization or in phase space for describing semiclassical localization.
For the purpose of the present paper, it is more convenient to introduce the inverse participation
ratio characterizing Hilbert-space localization [73], which can be defined as
R−1(ρˆ) ≡ lim
τ→∞
1
τ
∫ τ
0
TrHρˆ(0)ρˆ(t) dt , (5.12)
where
ρˆ(t) = e−iHˆt ρˆ(0) eiHˆt .
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This definition shows that the inverse participation ratio is equivalent to the transition probability
averaged over time.
For the basis formed by the eigenvectors of the Hamiltonian from the eigenproblem
Hˆ | n 〉 = En | n 〉 ,
we find
R−1(ρˆ) = lim
ε→0
∑
mn
ε2ρmnρnm
ε2 + (En −Em)2 , (5.13)
in which ρmn ≡ 〈m|ρˆ(0)|n〉. This expression is valid for both nondegenerate or degenerate
spectrum. For a nondegenerate spectrum, this simplifies to
R−1(ρˆ) =
∑
n
ρ2nn . (5.14)
The inverse participation ratio varies in the range
1
d
≤ R−1(ρˆ) ≤ 1 , (5.15)
which is the same as the variation range of state purity. Remembering definition (5.1) of state
purity and introducing the notation for the second-order coherence function [75]
C2(ρˆ) ≡
∑
m6=n
|ρmn|2 ,
we obtain the relation
R−1(ρˆ) = γ(ρˆ)− C2(ρˆ) (5.16)
between the purity and inverse participation ratio. When the nondiagonal terms are less impor-
tant than the diagonal ones, the inverse participation ratio is approximately equal to the state
purity. This is why the latter can also serve as a measure characterizing localization in a Hilbert
space. Therefore measure (3.12) shows to what extent the system state ρˆ is more localized in the
Hilbert space than the state ρˆ⊗ of the partitioned system.
5.4 Quantum Re´nyi entropy
In the quantum setting, the Re´nyi entropy of order α, for a state ρˆ acting on a Hilbert space H,
is given by the form
Hα(ρˆ) ≡ 1
1− α log TrHρˆ
α . (5.17)
Here we are interested in the quadratic Re´nyi entropy
H2(ρˆ) = − log TrHρˆ2 = − log γ(ρˆ) , (5.18)
which is connected with the state purity and varies in the range
0 ≤ H2(ρˆ) ≤ log d . (5.19)
Since the state purity can characterize Hilbert-space localization, the quadratic Re´nyi entropy
can serve as a measure of impurity and delocalization [74, 76, 77].
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The quadratic Re´nyi entropy can also be defined for partial states,
H2(ρˆi) = − log TrHi ρˆ2i = − log γ(ρˆi) , (5.20)
being in the range
0 ≤ H2(ρˆi) ≤ log di . (5.21)
Then the quadratic Re´nyi entropy for the partitioned state ρˆ⊗ reads as
H2(ρˆ⊗) = − log TrHρˆ2⊗ =
N∑
i=1
H2(ρˆi) . (5.22)
Therefore measure (3.12) can be represented as the difference
ε(ρˆ) =
1
2
[H2(ρˆ⊗)−H2(ρˆ)] , (5.23)
quantifying how much the Re´nyi entropy of the partitioned state ρˆ⊗ is larger than that of the
initial state ρˆ. In other words, measure (5.23) is half of the difference, measured in terms of the
Re´nyi entropy, of the state ρˆ from the product state ρˆ⊗.
For a pure state ρˆ, the Re´nyi entropy is zero,
H2(ρˆ) = 0 (ρˆ
2 = ρˆ) . (5.24)
Then for a pure state, measure (5.23) becomes one half of the sum of partial Re´nyi entropies
ε(ρˆ) =
1
2
H2(ρˆ⊗) =
1
2
N∑
i=1
H2(ρˆi) (ρˆ
2 = ρˆ) . (5.25)
In the case of a bipartite system, the partial Re´nyi entropies
H2(ρˆ1) = H2(ρˆ2) (N = 2)
play the role of the system entanglement entropies. In such a case, measure (5.25) coincides with
the entanglement entropy,
ε(ρˆ) = H2(ρˆi) (ρˆ
2 = ρˆ , N = 2) . (5.26)
Notice that for bipartite systems the Re´nyi entropy is claimed to be available for measuring [78].
Recall that in the general case, measure (5.23) quantifies how much the Re´nyi entropy of the
partitioned state ρˆ⊗ overweights the Re´nyi entropy of the initial state ρˆ. Since the Re´nyi entropy
shows the degree of delocalization, the measure (5.23) defines to what extent the partitioned
state ρˆ⊗ is more delocalized than the initial state ρˆ.
5.5 Correlation in composite measurements
Entangling property of a statistical operator is of great importance for studying correlations in
composite measurements. For simplicity, we consider here a bipartite system, with the Hilbert
space
H = HA
⊗
HB , (5.27)
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although the generalization to larger composite systems is straightforward.
Let us examine a composite measurement, represented by the operator Aˆ
⊗
Bˆ, formed by two
measurements described by the operators Aˆ on HA and Bˆ on HB, respectively. The operators Aˆ
and Bˆ correspond to the operators of local observables.
The correlation between these two measurements is characterized by the correlation function
CAB ≡ 〈Aˆ
⊗
Bˆ〉 − 〈Aˆ〉〈Bˆ〉 , (5.28)
which explicitly reads as
CAB = TrH ρˆ Aˆ
⊗
Bˆ −
(
TrHA ρˆAAˆ
)(
TrHB ρˆBBˆ
)
, (5.29)
where
ρˆA ≡ TrHB ρˆ , ρˆB ≡ TrHA ρˆ .
As is clear, the value of the correlation function depends on the entangling property of the
system state ρˆ. If the system state is nonentangling, such that it can be represented as a product
of the partial states, then the correlation function is zero,
CAB = 0 (ρˆ = ρˆA ⊗ ρˆB) . (5.30)
But if the system state ρˆ is entangling, the correlation function is not zero, which implies that
the two measurements cannot be made independently of each other, since they are correlated
with each other. The stronger the entangling ability of ρˆ, that is, the larger its entanglement
production measure (3.10), the larger the absolute value |CAB| of the correlation function (5.28).
5.6 State reduction after measurements
For each system state ρˆ, we can define the measure of entanglement production ε(ρˆ). Moreover,
if the system is subject to measurements, then there appear the whole set of possible states and,
respectively, the set of the related measures.
Let the system be in a state ρˆ. And let us be interested in an observable represented by the
operator Qˆ acting on the Hilbert space H. The basis of this space can be taken as defined by
the eigenproblem
Qˆ | n 〉 = Qn | n 〉 , (5.31)
with n being the multi-index
n = {ni : i = 1, 2, . . . , N} , ni = {nαi : α = 1, 2, . . . , di} .
If the result of the measurement of this observable is Qn, then, according to the von Neumann
- Lu¨ders theory [61, 79], the system state reduces to
ρˆn =
PˆnρˆPˆn
TrH(ρˆPˆn)
. (5.32)
Generally, the operators Pˆn here are the projectors on subspaces associated with the eigenvalues
Qn. For a nondegenerate spectrum of Qn, which we assume for simplicity in what follows,
Pˆn = |n〉〈n|.
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For the new system state ρˆn, we have
TrHρˆ
2
n =
TrH(ρˆPˆn)
2
(TrHρˆPˆn)2
,
where
TrH(ρˆPˆn)
2 = ρ2nn , TrHρˆPˆn = ρnn , ρmn ≡ 〈 m | ρˆ | n 〉 .
Hence TrHρˆ
2
n = 1. The corresponding product state is
ρˆn⊗ =
N⊗
i=1
ρˆni , ρˆni ≡ TrH/Hi ρˆn .
Thus, the entanglement production measure of the new state is
ε(ρˆn) = − 1
2
log TrHρˆ
2
n⊗ = −
1
2
N∑
i=1
log TrHi ρˆ
2
ni . (5.33)
Altogether, we get a set of the measures for different multi-indices n.
6 Decoherence in nonequilibrium systems
In nonequilibrium systems, the state ρˆ(t) depends on time, which can lead to the temporal
evolution of the measure ε(ρˆ(t)). This evolution is closely connected with such an important
phenomenon as decoherence [80]. Below, we show that the phenomenon of decoherence is in
intimate relation to the measure ε(ρˆ(t)).
Let us consider a composite system consisting of two parts and characterized by a statistical
operator ρˆ(t) on a Hilbert space H = HA
⊗HB, such that
HA = span{| n 〉} , HB = span{| α 〉} . (6.1)
Suppose we are interested in the subsytem with the space HA, while the other part describing
what is called surrounding. The latter can include measuring devices. Self-adjoint operators of
observables, say Aˆ, defined on HA, correspond to the observable quantities given by the average
〈 Aˆ(t) 〉 = TrHAˆ(t)ρˆ(0) = TrHρˆ(t)Aˆ(0) . (6.2)
This yields
〈 Aˆ(t) 〉 =
∑
mn
ρmn(t)Anm , (6.3)
where
ρmn(t) =
∑
α
ρααmn(t) , ρ
αβ
mn(t) ≡ 〈 mα | ρˆ(t) | nβ 〉 , Amn ≡ 〈 m |Aˆ(0) | n 〉 . (6.4)
Generally, the observable quantity (6.3) can be written as the sum of a diagonal and nondiagonal
terms
〈 Aˆ(t) 〉 =
∑
n
ρnn(t)Ann +
∑
m6=n
ρmn(t)Anm . (6.5)
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The effect of decoherence implies [80] that the nondiagonal term tends to zero with time, so that
lim
t→∞
ρmn(t) = 0 (m 6= n) . (6.6)
This happens because of the interaction between the subsytem of interest and the surrounding.
Decoherence appears even when the surrounding is represented by measuring devices realizing
the so-called nondestructive, nondemolition, or minimally disturbing measurements [81–84].
Calculating the measure
ε(ρˆ(t)) = log
||ρˆ(t)||
||ρˆA(t)|| ||ρˆB(t)|| , (6.7)
we have
||ρˆ(t)||2 = TrHρˆ2(t) =
∑
mn
∑
αβ
|ραβmn(t)|2 . (6.8)
For the partial statistical operators
ρˆA(t) ≡ TrHB ρˆ(t) =
∑
α
〈 α | ρˆ(t) | α 〉 , ρˆB(t) ≡ TrHA ρˆ(t) =
∑
n
〈 n | ρˆ(t) | n 〉 , (6.9)
we find
||ρˆA(t)||2 ≡ TrHA ρˆ2A(t) =
∑
mn
|ρmn(t)|2 , ||ρˆB(t)||2 ≡ TrHB ρˆ2B(t) =
∑
αβ
|ραβ(t)|2 , (6.10)
where
ραβ(t) =
∑
n
ραβnn(t) . (6.11)
With the evolution of the whole system given by the law
ρˆ(t) = Uˆ(t) ρˆ(0) Uˆ+(t) , Uˆ = e−iHˆt , (6.12)
we get
TrHρˆ
2(t) = TrHρˆ
2(0) . (6.13)
We can choose as the basis, the set of the eigenvectors of the system Hamiltonian, defined by
the eigenproblem
Hˆ | nα 〉 = Enα | nα 〉 . (6.14)
Then we obtain the matrix elements
ραβmn(t) ≡ ραβmn(0) exp(−iωαβmnt) , (6.15)
in which
ωαβmn ≡ Emα − Enβ , ωααnn = 0 . (6.16)
Therefore
ρmn(t) =
∑
α
ρααmn(0) exp(−iωααmnt) , ραβ(t) =
∑
n
ραβnn(0) exp(−iωαβnnt) . (6.17)
Notice that the diagonal elements do not depend on time,
ρnn(t) = ρnn(0) , ρ
αα(t) = ραα(0) .
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Let us introduce the distributions of states
gmn(ω) =
∑
α
ρααmn(0)
ρmn(0)
δ(ω − ωααmn) , gαβ(ω) =
∑
n
ραβnn(0)
ραβ(0)
δ(ω − ωαβnn) , (6.18)
whose diagonal parts are
gnn(ω) = g
αα(ω) = δ(ω) .
These distributions are the densities of states normalized so that∫ ∞
−∞
gmn(ω) dω = 1 ,
∫ ∞
−∞
gαβ(ω) dω = 1 . (6.19)
Then the matrix elements (6.17) can be written as
ρmn(t) = ρmn(0)Dmn(t) , ρ
αβ(t) = ραβ(0)Dαβ(t) , (6.20)
with the notation
Dmn(t) =
∫ ∞
−∞
gmn(ω)e
−iωt dω , Dαβ(t) =
∫ ∞
−∞
gαβ(ω)e−iωt dω. (6.21)
Factors (6.21) enjoy the properties
Dmn(0) = D
αβ(0) = 1 , Dnn(t) = D
αα(t) = 1 .
To proceed further, let us assume that the system is sufficiently large, so that the state
distributions gmn and g
αβ are measurable, similarly to the density of states of macroscopic systems
[85]. And by definition (6.19) these functions are integrable. Then by Riemann-Lebesgue lemma
[86], one has
lim
t→∞
Dmn(t) = 0 (m 6= n) ,
lim
t→∞
Dαβ(t) = 0 (α 6= β) . (6.22)
Therefore
lim
t→∞
ρmn(t) = δmnρmn(0) , lim
t→∞
ραβ(t) = δαβρ
αβ(0) . (6.23)
Hence in the expressions
||ρˆA(t)||2 =
∑
n
|ρnn(0)|2 +
∑
m6=n
|ρmn(0)Dmn(t)|2 ,
||ρˆB(t)||2 =
∑
α
|ραα(0)|2 +
∑
α6=β
|ραβ(0)Dαβ(t)|2 , (6.24)
the nondiadonal parts tend to zero with increasing time.
In that way, measure (6.7) varies from the initial value
ε(ρˆ(0)) =
1
2
log
||ρˆ(0)||2∑
mn |ρmn(0)|2
∑
αβ |ραβ(0)|2
(6.25)
to the final value
ε(ρˆ(∞)) = 1
2
log
||ρˆ(0)||2∑
n |ρnn(0)|2
∑
α |ραα(0)|2
. (6.26)
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From here it follows that the effect of decoherence leads to the increase of measure (6.7), since
ε(ρˆ(∞)) > ε(ρˆ(0)) . (6.27)
As an example, illustrating how the decoherence factor Dmn tends to zero, we may take the
typical Lorentz form of the distribution
gmn(ω) =
Γmn
pi(ω2 + Γ2mn)
.
Then
Dmn(t) = exp(−Γmnt) .
The increase of the entanglement production measure, as is explained in Sec. 5.4, means
that the difference, measured by the Re´nyi entropy, of the system state ρˆ(t) from the nonentan-
gling product state ρˆ⊗(t) increases under decoherence. In other words, the growing entanglement
production measure implies that the system state becomes more entangling as a result of deco-
herence.
7 Two-qubit register in thermal bath
As an example of an equilibrium Gibbs state, let us consider the Gibbs state of a two-qubit
register in thermal bath. Such states are often met in quantum information theory. The Gibbs
state is defined in the usual way, as in Eq. (3.24), where the influence of the thermal bath is
characterized by the bath temperature. Note that this description is equivalent to the method,
when one models a system-bath interaction, after which one averages out the bath degrees of
freedom, under the assumption of thermal contact between the system and the bath [87–89],
which is effectively represented by the statistical operator of the Gibbs state defined in Eq.
(3.24), depending on the bath inverse temperature β.
7.1 Calculating entanglement-production measure
The system Hamiltonian is a sum
H = H0 +Hint (7.1)
of a noninteracting part H0 and an interaction term Hint. The noninteracting part has the
Zeeman form
H0 = −B
(
Sz1
⊗
1ˆ2 + 1ˆ1
⊗
Sz2
)
, (7.2)
where Szi are spin 1/2 operators and B plays the role of an external field. The interaction term
Hint = −2JSz1
⊗
Sz2 (7.3)
describes the qubit coupling. When J > 0, the coupling is called ferromagnetic, while if J < 0,
it is named antiferromagnetic. The Hamiltonian acts on the Hilbert space H being the closed
linear envelope over the basis formed by the Hamiltonian eigenfunctions.
Since H0 and Hint commute, one has
e−βH = e−βH0e−βHint . (7.4)
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The exponential operators can be reduced to non-exponential forms [90]. Noticing that
H2n0 =
H20
B2
B2n (n = 1, 2, . . .) ,
H2n+10 =
H0
B
B2n+1 (n = 0, 1, 2, . . .) , (7.5)
where
H20 =
B2
2
(
1ˆH + 4S
z
1
⊗
Sz2
)
, (7.6)
we find
e−βH0 = 1 +
H20
B2
[cosh(βB)− 1]− H0
B
sinh(βB) . (7.7)
Respectively, taking into account the relations,
H2nint =
(
J
2
)2n
(n = 1, 2, . . .) ,
H2n+1int =
(
J
2
)2n
Hint (n = 0, 1, 2, . . .) , (7.8)
we get
e−βHint = cosh
(
βJ
2
)
− 2 Hint
J
sinh
(
βJ
2
)
. (7.9)
Combining Eqs. (7.7) and (7.9) yields
e−βH =
{
H20
B2
[cosh(βB)− 1] + 1ˆH
}
cosh
(
βJ
2
)
+
+
{
H20
B2
[cosh(βB)− 1]− 2 Hint
J
}
sinh
(
βJ
2
)
− H0
B
sinh(βB)
[
cosh
(
βJ
2
)
+ sinh
(
βJ
2
)]
.
(7.10)
Then the partition function becomes
Z ≡ TrHe−βH = 2[cosh(βB) + 1] cosh
(
βJ
2
)
+ 2[cosh(βB)− 1] sinh
(
βJ
2
)
. (7.11)
And for expression (3.27) we obtain
f1 ≡ ||e−βH||2 = 2[cosh(2βB) + 1] cosh(βJ) + 2[cosh(2βB)− 1] sinh(βJ) . (7.12)
Taking the trace over H, except Hi, gives
TrH/Hie
−βH =
1
2
Z1ˆi − 2Szi sinh(βB)
[
cosh
(
βJ
2
)
+ sinh
(
βJ
2
)]
, (7.13)
from where
TrHi
(
TrH/Hie
−βH
)2
= 4 cosh(βB) + 2[cosh(2βB) + 1] cosh(βJ) + 2[cosh(2βB)− 1] sinh(βJ) .
(7.14)
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Thus we come to function (3.28) in the form
f2 = [f1 + 4 cosh(βB)]
2 . (7.15)
The entanglement production measure (3.29) takes the form
ε(ρˆ) =
1
2
log
(
f1
f2
Z2
)
, (7.16)
in which
Z2 = 8 cosh(βB) + 4[cosh2(βB) + 1] cosh(βJ) + 4[cosh2(βB)− 1] sinh(βJ) . (7.17)
When the qubits are not coupled, so that J → 0, but B 6= 0, then
f1 ≃ 4 cosh2(βB) , f2 ≃ 16 cosh2(βB)[1 + cosh(βB)]2 , Z2 ≃ 4[1 + cosh(βB)]2 . (7.18)
And there is no entanglement production:
ε(ρˆ) = 0 (J = 0 , B 6= 0) . (7.19)
In the opposite case, when B → 0, but J 6= 0, we have
f1 ≃ 4 cosh(βJ) , f2 ≃ 16[1 + cosh(βJ)]2 , Z2 ≃ 48[1 + cosh(βJ)] . (7.20)
Then the measure is finite,
ε(ρˆ) =
1
2
log
2 cosh(βJ)
1 + cosh(βJ)
(B = 0 , J 6= 0) . (7.21)
In the limiting case of strong coupling, it tends to the limit
ε(ρˆ) =
1
2
log 2 (B = 0 , J → ±∞) . (7.22)
Functions (7.12), (7.15), and (7.17), defining measure (7.16), are even with respect to B, hence
it is sufficient to consider only one sign of B. In what follows, we assume that B is positive,
B > 0. A more detailed analysis of the entanglement production measure (7.16) should be done
separately for the ferromagnetic and antiferromagnetic coupling.
7.2 Entanglement production under ferromagnetic coupling (J > 0)
According to Eq. (7.19), there is no entanglement production without qubit coupling. Nontrivial
behavior of measure (7.16) exists only for J 6= 0. It is therefore convenient to introduce the
dimensionless variables
T ≡ 1
β|J | , h ≡
B
|J | , (7.23)
so that measure (7.16) becomes a function of these variables,
ε(ρˆ) = ε(T, h) . (7.24)
In the definition of measure (7.16), for concreteness, we take the natural logarithm. The asymp-
totic behavior of the measure is as follows.
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At low temperature, but finite h, we have
ε(T, h) ≃ e−2h/T − e−4h/T + 1
3
e−6h/T (T → 0, h > 0) . (7.25)
In the opposite regime of small h, but finite temperature, we get
ε(T, h) ≃ a0 + a2h2 (h→ 0, T > 0) , (7.26)
where the coefficients are
a0 =
1
2
ln
2 cosh(1/T )
1 + cosh(1/T )
, a2 =
e1/T (e1/T − 1)(1 + 2e1/T − e2/T )
2T 2(e1/T + 1)2(e2/T + 1)
. (7.27)
These expansions show that the limits of h→ 0 and T → 0 are not commutative, since
lim
h→0
lim
T→0
ε(T, h) = 0 , (7.28)
while
lim
T→0
lim
h→0
ε(T, h) =
1
2
ln 2 . (7.29)
At high temperature, but finite h, the measure is
ε(T, h) ≃ 1
8
(
e1/T − 1)2 + h2 − 1
8
(
e1/T − 1)3 (T →∞, h > 0) , (7.30)
which shows that
lim
T→∞
ε(T, h) = 0 (0 < h <∞) . (7.31)
And for large h, but finite temperature, we find
ε(T, h) ≃ b2e−2h/T + b3e−3h/T (h→∞, T > 0) , (7.32)
where
b2 = 1− e−2/T , b3 = −4e−1/T
(
1− e−2/T ) . (7.33)
Hence
lim
h→∞
ε(T, h) = 0 (0 < T <∞) . (7.34)
The general behavior of the entanglement production measure, under ferromagnetic coupling,
as a function of the dimensionless variables T and h, is demonstrated in Fig. 1. The maximal
value of the measure
max ε(T, h) =
1
2
ln 2 = 0.347 (7.35)
is reached when, first, h→ 0, under finite T , after which T → 0.
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Figure 1: Measure of entanglement production, under ferromagnetic coupling (J > 0), as a
function of dimensionless variables T and h.
7.3 Entanglement production under antiferromagnetic coupling (J <
0)
Under antiferromagnetic coupling of qubits, the measure of entanglement production behaves in
a different way, depending on whether h < 1, h = 1, or h > 1.
At low temperature and h in the interval 0 ≤ h < 1 the asymptotic behavior of the measure
is
ε(T, h) ≃ 1
2
ln 2 − 1
2
e−(1−h)/T (T → 0 , 0 ≤ h < 1) , (7.36)
so that
lim
T→0
ε(T, h) =
1
2
ln 2 (0 ≤ h < 1) . (7.37)
But, if h = 1 and T → 0, then
ε(T, h) ≃ 1
2
ln
27
25
− 1
15
e−2/T − 2
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e−4/T (T → 0 , h ≡ 1) , (7.38)
which gives
lim
T→0
ε(T, h) =
1
2
ln
27
25
(h ≡ 1) . (7.39)
And, if h > 1, the limit of low temperatures becomes
lim
T→0
ε(T, h) = 0 (h > 1) . (7.40)
For small h, but finite temperature, we have
ε(T, h) ≃ c0 + c2h2 (h→ 0 , T > 0) , (7.41)
with the coefficients
c0 =
1
2
ln
2 cosh(1/T )
1 + cosh(1/T )
, c2 =
(e1/T − 1)(1− 2e1/T − 2e2/T )
2T 2(e1/T + 1)2(e2/T + 1)
. (7.42)
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At high temperature, but finite h, we find
ε(T, h) ≃ 1
8
(
e1/T − 1)2 − h2 + 1
8
(
e1/T − 1)3 (T →∞ , h ≥ 0) , (7.43)
hence
lim
T→∞
ε(T, h) = 0 (h ≥ 0) . (7.44)
And when h→∞, at finite temperature, we obtain
ε(T, h) ≃ b2e−2h/T + b3e−3h/T (h→∞ , T ≥ 0) , (7.45)
with the same coefficients b2 and b3 as in the high-field limit (7.32). Therefore
lim
h→∞
ε(T, h) = 0 (T ≥ 0) . (7.46)
Figure 2 shows the general behavior of the entanglement production measure, under antifer-
romagnetic coupling, as a function of the dimensionless variables T and h. The maximal value
(7.37) is reached at low temperature and h < 1.
Figure 2: Measure of entanglement production, under antiferromagnetic coupling (J < 0), as a
function of dimensionless variables T and h.
8 Hilbert space partitioning
For many systems, as studied in the previous sections, the partitioning of the Hilbert space has
been uniquely fixed. For more complex systems, the type of partitioning may be not unique.
Respectively, the entangling properties of the system statistical operator depend on which parts
of the system are being entangled. To illustrate how different kinds of partitioning could arise,
let us consider a system of N particles with spins. For brevity, we can combine the spatial, ri,
and spin, σi, degrees of freedom in the notation xi = {ri, σi}. The system wave function |Ψnl〉
depends on the multi-indices n and l for the spatial and spin states, respectively. The function
|Ψnl〉 = [Ψnl(x1, x2, . . . , xN )] (8.1)
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can be treated as a column with respect to all its variables, so that its normalization reads as
〈Ψnl|Ψnl〉 =
∫
|Ψnl(x1, x2, . . . , xN)|2 dx1 . . . dxN = 1 . (8.2)
As usual, summation with respect to discrete indices is assumed. The system statistical operator
ρˆnl = |Ψnl〉〈Ψnl| (8.3)
acts on the Hilbert space H.
8.1 Particle partitioning
The natural partitioning of the system Hilbert space is with respect to particles composing the
system. Then we can define the real-space single-particle Hilbert space
Hspati = span{ϕni(ri)} (8.4)
as a closed linear envelope over a single-particle basis depending on real-space coordinates. Sim-
ilarly, a spin-dependent basis defines the Hilbert space
Hspini = span{|σi〉} . (8.5)
Then a single-particle Hilbert space is
Hi = Hspati
⊗
Hspini . (8.6)
The total system Hilbert space can be represented as a tensor product
H =
N⊗
i=1
Hi (8.7)
of single-particle spaces.
Following the general scheme, we define the reduced statistical operators
ρˆ
(i)
nl ≡ TrH/Hi ρˆnl , (8.8)
whose tensor product induces the nonentangling operator
ρˆ⊗nl =
N⊗
i=1
ρˆ
(i)
nl . (8.9)
Then the entanglement production of the statistical operator (8.3), with respect to the Hilbert
space partitioning (8.7), is quantified by the measure
ε(ρˆnl) ≡ log ||ρˆnl||||ρˆ⊗nl||
= − log ||ρˆ⊗nl|| . (8.10)
Keeping in mind indistinguishable particles, we get
||ρˆ⊗nl|| =
N∏
i=1
||ρˆ(i)nl || = ||ρˆ(i)nl ||N . (8.11)
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Therefore measure (8.10) becomes
ε(ρˆnl) = − N
2
log
(
TrHi(ρˆ
(i)
nl )
2
)
. (8.12)
Note that we have no problems dealing with indistinguishable particles, while the definition of
state entanglement for indistinguishable particles confronts some problems [91, 92]. All we need
is to correctly symmetrize the system wave function depending on whether bosons or fermions
are considered.
8.2 Spin-spatial partitioning
It is also interesting to study the entanglement between spin and spatial degrees of freedom
[93–97]. To consider such a spin-spatial entanglement production, it is necessary to partition the
system Hilbert space onto spin and spatial degrees of freedom. For this purpose, we introduce
the real-space Hilbert part
Hspat ≡
N⊗
i=1
Hspati (8.13)
and the spin Hilbert space
Hspin ≡
N⊗
i=1
Hspini . (8.14)
Then the total Hilbert space is a tensor product of the spatial and spin parts
H = Hspat
⊗
Hspin . (8.15)
The related reduced operators are
ρˆspatnl = TrHspin ρˆnl , ρˆ
spin
nl = TrHspat ρˆnl , (8.16)
defining the non-entangling operator
ρˆ⊗nl = ρˆ
spat
nl
⊗
ρˆspinnl . (8.17)
This gives the entanglement production measure for the system statistical operator, with respect
to the entanglement of spin and spatial degrees of freedom, as
ε(ρˆnl) ≡ log ||ρˆnl||||ρˆ⊗nl||
= − log (||ρˆspatnl || · ||ρˆspinnl ||) . (8.18)
Employing the Hilbert-Schmidt norm yields
ε(ρˆnl) = −1
2
[
log TrHspat
(
ρˆspatnl
)2
+ log TrHspin
(
ρˆspinnl
)2]
. (8.19)
Quantities (8.12) and (8.19) are different. In the following section, we present explicit calculation
of their values.
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9 Multiparticle spinor quantum system
9.1 Permutation-invariant wavefunctions of spinor particles
This section formulates general properties of many-body wavefunctions of indistinguishable spinor
particles with separable spin and spatial degrees of freedom. Such a system is described by the
Hamiltonian Hˆspat + Hˆspin, where Hˆspat is spin-independent, Hˆspin is spatially-homogeneous, and
each of Hˆspat and Hˆspin is permutation-invariant. The wavefunctions are composed from the spin
Ξ
[λ]
tl and spatial Φ
[λ]
tn functions, which form bases of irreducible representations of the symmetric
group SN of N -symbol permutations (see [39–41, 54, 98]). This means that a permutation P of
the particles transforms each basis function to a linear combination of the functions in the same
representation,
PΞ[λ]tl =
∑
t′
D
[λ]
t′t (P)Ξ[λ]t′l , (9.1)
PΦ[λ]tn = sgn(P)
∑
t′
D
[λ]
t′t (P)Φ[λ]t′n . (9.2)
Here, the irreducible representations are associated with the Young diagram λ = [λ1, . . . , λM ].
The number of the diagram rows M = 2s + 1 is the multiplicity, where s is the particle’s spin.
The basic functions of the representation are labeled by the standard Young tableaux t of the
shape λ. The factor sgn(P) is the permutation parity for fermions and sgn(P) ≡ 1 for bosons.
The Young orthogonal representation matrices D
[λ]
t′t (P) satisfy the following relations,
D
[λ]
tt′ (P) = D[λ]t′t (P−1) , (9.3)∑
t′
D
[λ]
rt′(P)D[λ]t′t (Q) = D[λ]rt (PQ) , (9.4)
∑
P
D
[λ′]
t′r′(P)D[λ]tr (P) =
N !
fλ
δλλ′δtt′δrr′ , (9.5)
D
[λ]
t′t (E) = δt′t , (9.6)
where E is the identity permutation. These relations provide the proper bosonic or fermionic
permutation symmetry of the total wavefunction
Ψ
[λ]
nl = f
−1/2
λ
∑
t
Φ
[λ]
tnΞ
[λ]
tl , (9.7)
PΨ[λ]nl = sgn(P)Ψ[λ]nl . The representation dimension is given by
fλ =
N !
∏
m<m′(λm −m− λm′ +m′)∏M
m=1(λm +M −m)!
. (9.8)
For spin-1/2 particles, the Young diagrams have two rows and are unambiguously related to
the total spin S, λ = [N/2 + S,N/2− S]. The representation dimension can be expressed as
fλ =
N !(2S + 1)
(N/2 + S + 1)!(N/2− S)! . (9.9)
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An explicit expression for the spin wavefunction is obtained [99] in the case of commutative
Hˆspin and the total spin projection operator Sˆz,
Ξ
[λ]
tSz
= CSSz
∑
P
D
[λ]
t[0](P)
N/2+Sz∏
j=1
| ↑ (Pj)〉
N∏
j=N/2+Sz+1
| ↓ (Pj)〉 . (9.10)
The wavefunction is unambiguously determined by the total spin S and its projection Sz, which is
the half of the difference of the occupations of the two spin states | ↑〉 and | ↓〉. The normalization
factor is expressed as [99]
CSSz =
1
(N/2 + Sz)!(N/2− S)!
√
(2S + 1)(S + Sz)!
(N/2 + S + 1)(2S)!(S − Sz)! . (9.11)
9.2 Spin-spatial partitioning
The spin-spatial entanglement production measure can be evaluated for a generic system of
indistinguishable spinor particles with separable spin and spatial degrees of freedom. Due to the
orthogonality of the spin and spatial functions,
〈
Ξ
[λ]
t′l |Ξ[λ]tl
〉
= δtt′ ,
〈
Φ
[λ]
tn |Φ[λ]t′n
〉
= δtt′ , we have for
the total wavefunction (9.7)
ρˆspinnl = TrHspat
∣∣∣Ψ[λ]nl 〉〈Ψ[λ]nl ∣∣∣ = 1fλ
∑
t,t′
〈
Φ
[λ]
tn |Φ[λ]t′n
〉 ∣∣∣Ξ[λ]tl 〉〈Ξ[λ]t′l ∣∣∣ = 1fλ
∑
t
∣∣∣Ξ[λ]tl 〉〈Ξ[λ]tl ∣∣∣ (9.12)
and, similarly,
ρˆspatnl =
1
fλ
∑
t
∣∣∣Φ[λ]tn〉〈Φ[λ]tn ∣∣∣ . (9.13)
Then
TrHspat
(
ρˆspatnl
)2
=
1
f 2λ
∑
t,t′
〈
Φ
[λ]
tn |Φ[λ]t′n
〉〈
Φ
[λ]
t′n|Φ[λ]tn
〉
=
1
f 2λ
∑
t,t′
δ2tt′ =
1
fλ
(9.14)
and
TrHspin
(
ρˆspinnl
)2
=
1
fλ
. (9.15)
Therefore, according to Eq. (8.19), the entanglement production measure
ε(ρˆnl) = ln fλ (9.16)
depends only on the representation dimension (9.8).
The leading term of the asymptotic expansion in the limit N → ∞ can be evaluated using
the Stirling formula in Eq. (9.8) as
ε(ρˆnl) ∼ N lnN −
N∑
m=1
λm lnλm . (9.17)
Its maximum, ε(ρˆnl) = N lnM , is attained for equal lengths of the Young diagram rows λm =
N/M .
For spin-1/2 particles, the entanglement production measure decreases when S increases (see
Fig. 3). The measure vanishes at S = N/2, when the total wavefunction is a single product of
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Figure 3: The spin-spatial entanglement production measure for the statistical operator of N
spin-1
2
particles in the state with the defined spin S. The red dot-dashed, green short-dashed,
and blue long-dashed lines correspond to N = 10, 20, and 100, respectively. The limiting case of
N →∞ is shown by the black solid line.
the spin and spatial functions. The plot for N → ∞ is obtained using the leading term in the
asymptotic expansion,
ε(ρˆnl) ∼ −N
[(
1
2
− S
N
)
ln
(
1
2
− S
N
)
+
(
1
2
+
S
N
)
ln
(
1
2
+
S
N
)]
. (9.18)
In the asymptotic limit, the entanglement production measure attains its maximum of ε(ρˆnl) =
N ln 2 at S = 0, when the Young diagram rows have the equal length.
9.3 Particle partitioning
The particle entanglement production measure can be evaluated in the particular case of non-
interacting particles with s = 1
2
. If there are several spatial orbitals |0〉, . . . |M − 1〉, there are
multiple spatial wavefunctions for the given λ and the orbital occupations, even if Hˆspat commutes
with the orbital occupations (see [40,54,98]). However, if there are only two spatial orbitals, |+〉
and |−〉, and Hˆspat commutes with the “isotopic spin” Iˆz =
∑N
j=1(|+(j)〉〈+(j)|−|−(j)〉〈−(j)|)/2,
the spatial wavefunction is unambiguously determined by the total spin S and the eigenvalue Iz
of Iˆz (it is nothing but the half of the difference of the orbital occupations) and can be represented
for bosons like (9.10),
Φ
[λ]
tIz
= CSIz
∑
P
D
[λ]
t[0](P)
N/2+Iz∏
j=1
|+ (Pj)〉
N∏
j=N/2+Iz+1
| − (Pj)〉 . (9.19)
Here the normalization factor is defined by Eq. (9.11). Given S, the system state is specified by
two independent spin projections, Sz, and Iz. Then the multi-indices n and l can be specifically
chosen as Iz and Sz. Ground states of such systems were analyzed in Refs. [100, 101] using
SU(2) symmetry (SU(2) and symmetric groups are closely related, having a common set of basic
functions of irreducible representations, see [40]).
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In the particular basic, the reduced statistical operators (8.8) have the following explicit form,
ρˆ
(i)
IzSz
=
∑
{n},{σ}
∏
i′ 6=i
〈n(i′)|〈σ(i′)|Ψ[λ]IzSz〉〈Ψ
[λ]
IzSz
|
∏
i′′ 6=i
|n(i′′)〉|σ(i′′)〉 , (9.20)
where n can be + or −, σ can be ↑ or ↓, and the summation is performed over all ni′ and σi′ with
i′ 6= i. Their matrix elements can be expressed as matrix elements of the projection operator
〈n′, σ′|ρˆ(i)IzSz |n, σ〉 = 〈Ψ
[λ]
IzSz
|n(i)〉|σ(i)〉〈n(i)|〈σ(i)|Ψ[λ]IzSz〉δnn′δσσ′ . (9.21)
Due to permutation symmetry of the total wavefunction, the matrix element
〈n, σ|ρˆ(i)IzSz |n, σ〉 = 〈Ψ
[λ]
IzSz
|Pˆnσ|Ψ[λ]IzSz〉 (9.22)
is independent of i. Here
Pˆnσ ≡ 1
N
N∑
i=1
|n(i)〉|σ(i)〉〈n(i)|〈σ(i)| =
=
1
4
+
δσ↑ − δσ↓
2N
Sˆz +
δn+ − δn−
2N
Iˆz +
(δσ↑ − δσ↓)(δn+ − δn−)
N
N∑
i=1
sˆz(i)ˆiz(i) (9.23)
is represented in terms of the spin sˆz(i) =
1
2
(| ↑ (i)〉〈↑ (i)| − | ↓ (i)〉〈↓ (i)|) and isotopic spin
iˆz(i) =
1
2
(| + (i)〉〈+(i)| − | − (i)〉〈−(i)|) of the ith particle. The operator ∑Ni=1 sˆz(i)ˆiz(i), as an
operator in the spin space, is a component of an irreducible spherical vector (see [98]). Then its
matrix elements between states with arbitrary Sz can be related to ones for Sz = S using the
Wigner-Eckart theorem (see [98]). In the case of two spacial orbitals, the same can be done for
Iz too, providing
〈Ψ[λ]IzSz |
N∑
i=1
sˆz(i)ˆiz(i)|Ψ[λ]IzSz〉 =
IzSz
S2
〈Ψ[λ]SS|
N∑
i=1
sˆz(i)ˆiz(i)|Ψ[λ]SS〉 . (9.24)
Since Ψ
[λ]
IzSz
is an eigenfunction of Sˆz and Iˆz, the matrix element of the reduced statistical operators
can be related to the one for Sz = Iz = S,
〈n, σ|ρˆ(i)IzSz |n, σ〉 =
1
4
(
1− IzSz
S2
)
+
δn+ − δn−
2N
Iz
(
1− Sz
S
)
+
+
δσ↑ − δσ↓
2N
Sz
(
1− Iz
S
)
+
IzSz
S2
〈n, σ|ρˆ(i)SS|n, σ〉 . (9.25)
The latter matrix element can be transformed, using Eqs. (9.7) and (9.21), to the sum of the
products
〈n, σ|ρˆ(i)SS|n, σ〉 =
1
fλ
∑
t,t′
〈Ξ[λ]tS |σ(i)〉〈σ(i)|Ξ[λ]t′S〉〈Φ[λ]tS |n(i)〉〈n(i)|Φ[λ]t′S〉 (9.26)
of the spin and spatial matrix elements. The spin matrix elements can be represented as
〈Ξ[λ]tS |σ(i)〉〈σ(i)|Ξ[λ]t′S〉 = [δσ↓δtt′ + (δσ↑ − δσ↓)〈Ξ[λ]t′S| ↑ (i)〉〈↑ (i)|Ξ[λ]tS 〉] , (9.27)
31
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0
 0.2
 0.4
 0.6
 0.8
 1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
−ε/N
S/NSz/S
Figure 4: The particle entanglement production measure for the statistical operator of N = 10
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particles in the state with the defined spin S, calculated with Eq. (9.31). The red dot-
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where
〈Ξ[λ]t′S| ↑ (i)〉〈↑ (i)|Ξ[λ]tS 〉 = (λ1 − 1)!λ2!λ21C2SS
∑
Q
D
[λ]
t[0](Q)D[λ]t′[0](Q)δiQλ1 (9.28)
was calculated in Ref. [98].
Using similar expressions for the spatial matrix elements, Eqs. (9.3), (9.4), and (9.6), one
gets
〈n, σ|ρˆ(i)SS|n, σ〉 = δσ↓δn−+
+ (δσ↑δn− + δσ↓δn+ − 2δσ↓δn−)λ1
N
+ (δσ↑ − δσ↓)(δn+ − δn−)
(
λ1
N !
)2
fλΣ
(S,S)
jj , (9.29)
where
Σ
(S,S)
jj =
N !(N − 1)!
fSλ21
[
λ1 − λ2
λ1 − λ2 + 2
]
(9.30)
was calculated in [98].
Then Eqs. (8.12) and (9.25) provide the particle entanglement production measure
ε(ρˆIzSz) = −
N
2
ln
(
1
4
+
1
N2
[
S2z + I
2
z +
(N + 2)2
4S2(S + 1)2
S2z I
2
z
])
. (9.31)
Its maximal value N ln 2 is attained at Sz = Iz = 0 for any S and N (see Figs. 4 and 5). In
the case of the spin-spatial partition, this value can be reached only in the limit N → ∞. The
particle and spin-spatial entanglement production measures both vanish at Sz = Iz = S = N/2.
However, given 0 < Sz < N/2 or 0 < Iz < N/2, the particle entanglement increases with S,
being maximal at S = N/2, when the total wavefunction is a single product of the spin and
spatial functions and the spin-spatial entanglement vanishes.
10 Conclusion
Dealing with statistical operators, one can consider two different notions. One is the state
entanglement characterizing the structure of the given statistical operator. The other notion is
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the entanglement production by the statistical operator, describing the action of the statistical
operator on the given Hilbert space and showing how this action creates entangled functions from
disentangled ones. These two notions are principally different and should not be confused.
The operational meaning of the entangling power of statistical operators is the same as for any
other operator defined on a Hilbert space: it shows the ability of an operator to produce entangled
wave functions of the given Hilbert space. Throughout the paper, the notion of entanglement
production has been used in line the commonly accepted in mathematical literature [16–23, 26].
Entangling properties of statistical operators play an important role in several branches of
quantum theory, such as quantum measurements, quantum information processing, quantum
computing, and quantum decision theory, where one deals with composite measurements and
composite events, related to composite probability measures. Entangling properties of statistical
operators influence the structure of probability measures they generate. Depending on whether
the statistical operator is entangling or not, the resulting probability measure can be either not
factorizable or factorizable, as is discussed in Sec. 2.
We have defined the measure of entanglement production by statistical operators and illus-
trated it by several examples of entangled pure states, equilibrium Gibbs states, and by the
case of a multiparticle spinor system. The relation of the introduced measure to other known
concepts, such as quantum state purity, linear entropy or impurity, inverse participation ratio,
quadratic Re´nyi entropy, and correlators in composite measurements, is thoroughly discussed.
The measure can be defined for a collection of quantum systems or for a set of operators charac-
terizing a quantum system after measurements. The phenomenon of decoherence is also shown
to be intimately related to entanglement production.
For complex spinor systems, the measure of entanglement production depends on the type
of partitioning of the total Hilbert space. Thus, it is possible to realize particle partitioning
or spin-spatial partitioning. Both these cases are analyzed. The analysis demonstrates when
the entanglement production is maximal and when it tends to zero, which can be used in the
applications of quantum theory mentioned above.
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