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ON DUALITIES OF ACTIONS AND INCLUSIONS
HYUN HO LEE AND HIROYUKI OSAKA
Abstract. Following the results known in the case of a finite abelian group action
on C∗-algebras we prove the following two theorems;
• an inclusion P ⊂ A of (Watatani) index-finite type has the Rokhlin property (is
approximately representable) if and only if the dual inclusion is approximately
representable (has the Rokhlin property).
• an inclusion P ⊂ A of (Watatani) index-finite type has the tracial Rokhlin
property (is tracially approximately representable) if and only if the dual in-
clusion is tracially approximately representable (has the tracial Rokhlin prop-
erty).
Moreover, we provide an alternate proof of Phillips’ theorem about the relations
between tracial Rokhlin action and tracially approximate representable dual action
using a new conceptual framework suggested by authors.
1. Introduction
In [7] M.Izumi introduced the Rokhlin property for a finite group action on C∗-
algebras. In addition, he showed that a finite abelian group action has the Rokhlin
property if and only if the dual action is approximately representable which means
that the action is strongly approximately inner. This observation is sometimes useful
and easier to verify rather than the Rokhlin property itself. Based on Izumi’s works,
the second named author, Kodaka, and Teruya extend notions of the Rokhlin property
and the approximate representability for inclusions of unital C∗-algebras. In this note
we show that an inclusion has the Rokhlin property if and only if its dual inclusion
is approximately representable.
On the other hand, a great success of classifying nuclear simple tracially AF C∗-
algebras satisfying the UCT [9, 10] provided a conceptual revolution in the Eliiott
program; no inductive limit structure is assumed. The added flexibility to allow
“small” tracial error in the local approximation led to important advances in the
theory of C∗-algebras. It is thus desirable to expect “tracial” versions of other C∗-
algebra concepts, see [5],[3] for instance. But also in part due to the fact that often
the Rokhlin property imposes several restrictions on the K-theory of the original
algebra and the K-theory of the crossed product algebra it is expected to have a less
restrictive or tracial version of the Rokhlin property, and such a notion was suggested
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by N.C. Phillips, which is called the tracial Rokhlin property. He then extended many
statements appeared in [7] when a finite group action on the infinite dimensional
simple separable unital C∗-algebra has the tracial Rokhlin property. In particular,
he shows that a finite abelian group action has the tracial Rokhlin property if and
only if the dual group action is tracially approximately representable (see Theorem
4.14 or [15, Theorem 3.11]). In this note we are going to define the tracial versions
of the Rokhlin property and the approximate representability for inclusions of unital
C∗-algebras and show a duality between them.
One might think that it is not difficult to find analogous notions while extending
original ones. But in our case, though the pair of the crossed product algebra and
the original algebra is a standard model for inclusions of C∗-algebras, it is not ob-
vious which part of the definition is made flexible; the tracial Rokhlin property is
straightforward but not at all for the tracial approximate representability. Thus we
wish to point out a philosophical guiding principle; a regularity property involving
two objects can be expressed as a certain property of a map between two objects.
More precisely, Barlak and Szabo´ [1] provide an unified conceptual framework to
deal with the permanence of various regularity properties from the target algebra
to the domain algebra in the name of sequentially split ∗-homomorphisms between
C∗-algebras. This concept is actually originated from Toms and Winter’s charac-
terization of D-stability, where D is a unital strongly self-absorbing C∗-algebra, but
nicely fits into the Rokhlin property as well. A tracial version of the concept has been
suggested by the authors in [11] and turned out to work nicely with tracial versions
of regularity properties, for instance tracial Z-stability and tracial Rokhlin property.
In this note we solidify our guiding principle by exhibiting that the Rokhlin property
and the approximate representability of an inclusion of unital C∗-algebras P ⊂ A
could be characterized by the existence of a map from A to the sequence algebra
of P and a map from the C∗-basic construction to the sequence algebra of A (see
Proposition 3.9 and Proposition 3.6). Accordingly, we characterize the tracial version
of the Rokhlin property and the approximate representability of the action of a finite
abelian group G on a unital separable C∗-algebra A by the existence of a map from
C(G) the algebra of continuous functions on G to the central sequence algebra of
A and a map from the crossed product algebra to the sequence algebra of A as is
expected. Then we provide an alternate proof of the duality result of Phillips using
these characterizations. Moreover, we show an interplay between group actions and
inclusions of C∗-algebras based on our duality results for both the strict case and the
tracial case.
2. Tracially sequentially-split homomorphism between C∗-algebras
In this section we briefly review the definition of tracially sequentially-split map
between separable C∗-algebras from [11] and introduce notations which will be used
throughout the note.
For a C∗-algebra A, we set the C∗-algebra of bounded sequence over N with values
in A and the ideal of sequences converging to zero as follows;
l∞(N, A) = {(an) | {‖an‖} bounded}
c0(N, A) = {(an) | lim
n→∞
‖an‖ = 0}.
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Then we denote by A∞ = l
∞(N, A)/c0(N, A) the sequence algebra of A with the
norm of a given by lim supn ‖an‖, where (an)n is a representing sequence of a. We
can embed A into A∞ as a constant sequence, and we denote the central sequence
algebra of A by
A∞ ∩ A′.
For an automorphism of α on A, we also denote by α∞ the induced automorphism
on A∞ and A∞ ∩A′ without confusion.
We save the notation . for the Cuntz subequivalence of two positive elements;
for two positive elements a, b in A a . b if there is a sequence (xn) in A such that
‖xnbx∗n − a‖ → 0 as n→ ∞. Often when p is a projection, we see that p . a if and
only if there is a projection in the hereditary C∗-subalgebra generated by a which
is Murray-von Neumann equivalent to p. For more details, we refer [2, 16, 17] for
example.
Definition 2.1. Let A and B be (unital) separable C∗-algebras. A ∗-homomorphism
φ : A → B is called tracially sequentially-split, if for every positive nonzero element
z ∈ A∞ there exist a ∗-homomorphism ψ : B → A∞ and a nonzero projection
g ∈ A∞ ∩ A′ such that
(1) ψ(φ(a)) = ag for each a ∈ A,
(2) 1A∞ − g is Murray-von Neumann equivalent to a projection in a hereditary
C∗-subalgebra zA∞z in A∞.
We also consider the following alternative stronger condition to replace (2) in the
above definition; for any δ > 0 there exist a ∗-homomorphism ψ : B → A∞ and a
projection g ∈ A∞ ∩ A′ such that
(1) ψ(φ(a)) = ag for each a ∈ A,
(2)’ τ(1− g) < δ for all τ ∈ T (A∞) the tracial states of A∞.
Since (ψ◦φ)(a) = a−a(1A∞−g), we can view ψ◦φ equal to ι up to “tracially small
error”. If A and B are unital C∗-algebras and φ is unit preserving, then g = ψ(1B).
Moreover, if g = 1A∞ , then φ is called a (strictly) sequentially split ∗-homomorphism
following Barlak and Szabo [1] since the second condition is automatic . The ψ in
the above definition is called a tracial approximate left-inverse of φ. Although the
diagram below is not commutative, we still use it to symbolize the definition of a
tracially sequentially-split map φ and its tracial approximate left inverse ψ;
(1) A
φ ❄
❄❄
❄❄
❄❄
❄
ι // A∞
B
ψ
==⑤⑤⑤⑤⑤⑤⑤⑤
tracially	
Definition 2.2. A C∗-algebra A has the property (SP) if any nonzero hereditary
C∗-subalgebra of A has a nonzero projection.
Proposition 2.3. Let φ : A → B be a tracially sequentially-split ∗-homomorphism.
Then A has the property (SP) or φ is a (strictly) sequentially split ∗-homomorphism.
Proof. Suppose that A has no property (SP), then A∞ has no property (SP). Then
there is a positive nonzero element x in A∞ which generates a hereditary subalgebra
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that contains no nonzero projections. Then since φ : A→ B is tracially sequentially-
split, there are a projection g ∈ A∞ ∩ A′ and a ∗-homomorphism ψ : B → A∞ such
that
(1) ψ(φ(a)) = ag for all a ∈ A,
(2) 1− g is Murray-von Neumann equivalent to a projection in xA∞x.
The second condition implies 1 − g = 0 so that ψ(φ(a)) = a, thus φ is strictly
sequentially split. 
The following proposition which is a tracial version of [1, Lemma 2.4] will be used
in Section 4.
Proposition 2.4. Let C and A be unital C∗-algebras. Suppose that for any nonzero
positive element z ∈ A∞ there exists a map φ : C → A∞ ∩ A′ such that 1 − φ(1C)
is Murray-von Neumann equivalent to a projection in zA∞z. Then the first factor
embedding idA⊗1C : A→ A⊗C is tracially sequentially-split. Moreover, the converse
is also true.
Proof. Let us denote by m the map from A⊗ (A∞ ⊗A′) to A∞ which is defined by
a⊗ [(an)]→ [(aan)].
For any nonzero positive element x in A∞ we take a map φ : C → A∞ as above and
define ψ as the composition of two maps m and idA⊗φ, i.e., ψ = m ◦ (idA⊗φ). It
follows immediately that ψ(1A ⊗ 1C) = φ(1C). Then it is easily checked that
(1) (ψ ◦ (idA⊗1C)(a) = ψ(a⊗ 1C) = aφ(1C) = aψ(1A ⊗ 1C) for any a ∈ A,
(2) 1−ψ(1A⊗1C) = 1−φ(1C) is Murray-von Neumann equivalent to a projection
in xA∞x.
Conversely, for any positive nonzero element x in A∞ we consider a tracial approx-
imate inverse ψ for idA⊗1C .
Let φ(c) = ψ(1A ⊗ c). Obviously, φ is a ∗-homomorphism from C to A∞. Moreover,
φ(c)a = ψ(1A ⊗ c)a = ψ(1A ⊗ c)ψ(1A ⊗ 1C)a
= ψ(1A ⊗ c)ψ(a⊗ 1C)
= ψ(a⊗ 1C)ψ(1A ⊗ c)
= aψ(1A ⊗ 1C)ψ(1A ⊗ c)
= aφ(c)
Therefore φ(C) ⊂ A∞ ∩ A′. Finally, 1 − φ(1C) = 1 − ψ(1A ⊗ 1C) is Murray-von
Neumann equivalent to a projection in xA∞x. 
WhenA andB are equipped with group actions, instead of ordinary ∗-homomorphism
we consider equivariant ones to define the equivariant version of a tracially sequentially-
split map.
Definition 2.5. Let A and B be separable unital C∗-algebras and G a finite group.
Let α : G y A and β : G y B be two actions. An equivariant ∗-homomorphism
φ : (A, α)→ (B, β) is called G-tracially sequentially-split if for every nonzero positive
element x in A∞ there exist an equivariant ∗-homomorphism ψ : (B, β)→ (A∞, α∞)
and a projection g in A∞ ∩A′ such that
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(1) ψ(φ(a)) = ga = ag,
(2) 1− g is Murray-von Neumann equivalent to a projection in xA∞x.
We shall use the following diagram to describe the equivariant case of tracially
sequentially-split map φ and its tracial approximate left inverse ψ;
(2) (A, α)
φ $$■
■■
■■
■■
■■
ι //❴❴❴❴❴❴❴❴❴ (A∞, α∞)
(B, β)
ψ
99rrrrrrrrrr
tracially	
The following is a straightforward generalization of Proposition 2.4 to the equivariant
case. We remark that a group G could be compact for this statement but we restrict
ourselves to finite groups with applications in mind.
Proposition 2.6. Let C and A be unital C∗-algebras. Let α : Gy A and β : Gy C
be two action of a finite group G. Suppose that for any nonzero positive element
x ∈ A∞ there exists an equivariant ∗-homomorphism φ : (C, β)→ (A∞∩A′, α∞) such
that 1−φ(1C) is Murray-von Neumann equivalent to a projection in zA∞z. Then the
first factor embedding idA⊗1C : (A, α)→ (A⊗C, α⊗β) is tracially sequentially-split.
Moreover, the converse is also true.
Proof. The proof is almost same, the only thing to be careful is that the map m :
(A∞ ∩ A′) ⊗ A → A∞ in Proposition 2.4 is equivariant with respect to actions and
this is easily checked. 
3. Dualities of actions and inclusions: The strict case
Definition 3.1 (Watatani[20]). Let P ⊂ A be an inclusion of unital C∗-algebras and
E : A→ P a conditional expectation. Then we way that E has a quasi-basis if there
exist elements {(uk, vk)} for k = 1, . . . , n such that for any x ∈ A
x =
n∑
j=1
ujE(vjx) =
n∑
j=1
E(xuj)vj .
In this case, we define the Watatani index of E as
IndexE =
n∑
j=1
ujvj .
In other words, we say that E has a finite index if there exist a quasi-basis.
It is proved that once we know the existence of a quasi-basis then a quasi-basis can
be chosen as {(u1, u∗1), . . . , (un, u∗n)} so that IndexE is a nonzero positive element in
A commuting with A. Thus if A is simple, it is a nonzero positive scalar.
We also recall Watatani’s notion of the C∗-basic construction of the above triple
(P,A,E : A → P ); since we only consider the case that the conditional expectation
E : A → P is of index-finite type , we do not distinguish the reduced construction
and maximal one.
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Definition 3.2. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A → P
a conditional expectation. Now we assume E is faithful. Let EE be the Hilbert P -
module completion of A by the norm given by a P -valued Hermitian bilinear form
〈x, y〉P = E(x∗y) for x, y ∈ A. As usual L(EE) will be the algebra of adjointable
bounded operators on EE. There are an injective ∗-homomorphism λ : A → L(EE)
defined by a left multiplication and the natural inclusion map ηE from A to EE. The
the Jones projection eP is defined by
ep(ηE(x)) = ηE(E(x)).
Then the C∗-basic construction is the C∗-algebra given by
C∗〈A, eP 〉 = {
n∑
i=1
λ(xi)ePλ(yi) | xi, yi ∈ A, n ∈ N}.
When E is of index-finite type, there is a dual conditional expectation Ê from
C∗〈A, eP 〉 onto A such that for x, y ∈ A
Ê(λ(x)epλ(y)) = (IndexE)
−1xy.
Moreover, Ê is also of index-finite type and faithful.
From now on, otherwise stated, we only consider a faithful conditional expectation.
Definition 3.3 (Osaka, Kodaka, and Teruya). A conditional expectation E : A→ P
of index-finite type has the Rokhlin property if there is a projection e ∈ A∞∩A′ such
that E∞(e) = (IndexE)
−1 and the map A ∋ x 7→ xe is injective. We call e a Rokhlin
projection.
Definition 3.4. (Osaka and Teruya) A conditional expectation E : A→ P of index-
finite type is approximately representable if there exists a projection e ∈ P∞∩P ′ and
a finite set of elements {ui} ⊂ A such that
(1) exe = E(x)e for every x ∈ A,
(2)
∑
i uieu
∗
i = 1
(3) the map x 7→ xe is injective for x ∈ P .
Remark 3.5. The condition (2) in the above didn’t appear in the original definition
of approximate representability [13], but we include it for the definition.
The following proposition gives us a characterization of the approximate repre-
sentability for an inclusion of C∗-algebras reflecting the whole theme of our note.
Proposition 3.6. A conditional expectation E : A → P of index-finite type is ap-
proximately representable if and only if there is a unital injective ∗-homomorphism
ψ : C∗〈A, ep〉 → A∞ such that ψ(ep) ∈ P∞ ∩ P ′, ψ(x) = x for every x ∈ A
Proof. Suppose that E : A→ P is approximately representable. We note that condi-
tion (2) implies that the C∗-algebra generated by {xey | x, y ∈ A} is nondegenerate.
It follows that (ι, e) is a nondegenerate covariant representation where ι is the natural
embedding of A into A∞ by a constant sequence. By [20, Proposition 2.2.11], we have
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a map ψ from the C∗-basis construction C∗〈A, ep〉 to AeA such that ψ(xepy) = xey
for all x, y ∈ A. Moreover the condition (3) implies that ψ is injective. Note that
ae =
∑
i
uieu
∗
iae
=
∑
i
uiE(u
∗
ia)e
Then we have ψ(aep) = ψ(
∑
i uiE(u
∗
ia)ep). By the injectivity of ψ, aep =
∑
i uiE(u
∗
ia)ep.
It follows that a =
∑
i uiE(u
∗
ia). Similarly, we have a =
∑
iE(aui)u
∗
i . Thus {(ui, u∗i )}
is a quasi-basis, and ψ is a unital map.
Conversely, if we have a unital injective map ψ : C〈A, ep〉 → A∞ such that ψ(ep) ∈
P∞ ∩ P and ψ(a) = a for all a ∈ A, then from epaep = E(a)ep for all a ∈ A we also
have eae = E(a)e for all a ∈ A. In addition, pe = 0 implies that ψ(pep) = 0. Thus
pep = 0 by the injectivity of ψ. If {(ui, u∗i )} is a quasi-basis for E, then
∑
i uiepu
∗
i = 1
in C∗〈A, ep〉. Thus
ψ(
∑
i
uiepu
∗
i ) =
∑
i
uieu
∗
i = 1.

Remark 3.7. If a conditional expectation E : A→ P of index-finite type is approxi-
mately representable, and {ui} ⊂ A is the set satisfying
∑
i uieu
∗
i = 1, then {(ui, u∗i )}
is a quasi-basis for E.
Corollary 3.8. If η : A→ C∗〈A, ep〉 the natural embedding for the inclusion P ⊂ A
of index-finite type, and the conditional expectation E : A → P is approximately
representable, then η is a sequentially split ∗-homomorphism.
Similarly we characterize an inclusion P ⊂ A with the Rokhlin property using a
map from A to P∞ in the same spirit of Proposition 3.6.
Proposition 3.9. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A → P
be a conditional expectation of index-finite type. Suppose further A is simple. Then E
has the Rokhlin property if and only if there exist a map β : A→ P∞ and a projection
e ∈ A∞ ∩ A′ such that
(1) ae = β(a)e for all a ∈ A,
(2) (IndexE)eepe = e,
(3) ye = ze implies that y = z for all y, z ∈ P∞,
Proof. For “only if” part, see [13, Theorem 5.7]. In fact, take e a Rokhlin projection
and it follows that (2) is true with the fact that (IndexE)E∞(e) = 1, and for x ∈ A∞
xe = (IndexE)Ê∞(epxe)
= (IndexE)2Ê∞(epxeepe)
= (IndexE)2Ê∞(E∞(xe)epe)
= (IndexE)E∞(xe)e.
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Thus we define β(x) = (IndexE)E∞(xe). Finally, so that if y and z satisfy ye = ze,
then
y =y(IndexE)E∞(e) = (IndexE)E∞(ye)
=(IndexE)E∞(ze)
=z(IndexE)E∞(e) = z
Conversely, suppose that we have a map β and a projection e satisfying (1)-(3).
Then (2) implies that ae = (IndexE)E∞(ae)e as shown above. Then the conditions
(1), (3) imply that β(a) = (IndexE)E∞(ae). Then (1) and (3) again imply that
β(1) = 1 so that (IndexE)E∞(e) = 1. Thus e is a Rokhlin projection and the
inclusion P ⊂ A has the Rokhlin property. 
Whenever we have a finite group action α : G y A, then we have an inclusion
Aα ⊂ A where Aα is the fixed point algebra with a faithful conditional expectation
E : A → Aα defined by E(a) = 1|G|
∑
g
αg(a). It is not always true that E is of
index-finite type. But the following is known.
Theorem 3.10. [8, Theorem 4.1] Let α : Gy A be an action of a finite group G on
A. Then α is saturated if and only of E : A→ Aα defined by E(a) = 1|G|
∑
g
αg(a)is
of index-finite type.
Definition 3.11 (M. Izumi). Let α : G y A be an action of a finite group G on
A. We say α has the Rokhlin property if there is a partition of unity {eg}g∈G of
projections in A∞ ∩A′ such that for all g, h ∈ G
α∞,h(eg) = ehg
where α∞ is the induced action.
If α has the Rokhlin property, then α is outer, thus saturated. By Theorem 3.10
E : A → Aα defined by E(a) = 1|G|
∑
g
αg(a) is of finite index. Then the following
is a characterization of the Rokhlin property of an action in term of inclusion of
C∗-algebras due to Osaka, Kodaka, and Teruya.
Proposition 3.12. [13, Proposition 3.2] Let G be a finite group, α : G y A be an
action of a finite group G on a simple unital C∗-algebra A, and E the conditional
expectation defined by E(a) =
1
|G|
∑
g
αg(a). Then α has the Rokhlin property if and
only if E has the Rokhlin property.
In the following we present a parallel result for the approximately representable
action α : G y A. In other words, we would like to characterize the approximate
representability of α in terms of the conditional expectation E from A onto the fixed
point algebra Aα.
Definition 3.13. (M. Izumi) Let α : Gy A be an action of a finite group G on A.
When G is abelian, then the action α is called approximately representable if there
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is a unitary representation ω : G→ (Aα)∞ such that for all a ∈ A
α(a) = ωgaω
∗
g .
A tracial version the following theorem will be proved later, but at this moment
we need it as a tool for our goal.
Theorem 3.14. [7, Lemma 3.8] Let α : Gy A be an action of a finite abelian group
G on a unital C∗-algebra A and α̂ y A ⋊α G the dual action of Ĝ on the crossed
product algebra.
(1) α has the Rokhlin property if and only if α̂ is approximately representable.
(2) α̂ has the Rokhlin property if and only if α is approximately representable.
Proof. For the proof, we rather recommend [1, Theorem 4.27] which covers even for a
second countable compact abelian group with its dual as a discrete countable abelian
group. 
Although we don’t use the following observation later, we include it since it provides
a clue to what we want to obtain.
Proposition 3.15. Let G be a finite abelian group and α : G y A approximately
representable. Then the conditional expectation E : A → Aα defined by E(a) =
1
|G|
∑
g
αg(a) satisfies a covariant relation (see (1) of Definition 3.4). i.e. there is a
projection e ∈ (Aα)∞ ∩ (Aα)′ such that for all a ∈ A
eae = E(a)e.
Proof. Let e =
1
|G|
∑
g ωg. Then e
∗ =
1
|G|
∑
g ωg−1 = e and
e2 =
1
|G|
∑
g
ωg
1
|G|
∑
h
ωh
=
1
|G|2
∑
g,h
ωgh
=
1
|G|
∑
g
∑
h ωgh
|G|
=
1
|G|
∑
g
e = e.
Thus e is a projection. Moreover, for a ∈ Aα
ea =
1
|G|
∑
g
ωga =
1
|G|
∑
g
αg(a)ωg = a
1
|G|
∑
g
ωg = ae.
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Hence e ∈ (Aα)∞ ∩ (Aα)′ . Finally, for x ∈ A
exe =
(
1
|G|
∑
g
ωg
)
x
(
1
|G|
∑
h
ωh
)
=
1
|G|2
∑
g,h
αg(x)ωgh
=
1
|G|2
∑
h,s
αh−1s(x)ωs
=
1
|G|2
∑
s,h
αsh−1(x)ωs
=
1
|G|
∑
s
αs
(∑
h αh−1(x)
|G|
)
ωs
=
1
|G|
∑
s
E(x)ωs = E(x)e

We need the following theorem as a final piece of our puzzle, which is of independent
interest in the sense that it is an extension of Theorem 3.14. We remark that the
following statement was claimed in [13] but the proof was incomplete in view of
Definition 3.4.
Theorem 3.16. Let P ⊂ A be an inclusion of unital C∗-algebras and E a conditional
expectation from A onto P with a finite index. Let B = C∗〈A, eP 〉 be the basic
construction and Ê the dual conditional expectation of E from B onto A. Then
(1) E has the Rokhlin property if and only if Ê is approximately representable;
(2) E is approximately representable if and only if Ê has the Rokhlin property.
Proof. (1): Let e be the Rokhlin projection in A∞ ∩ A′. We will show that there
exists a finite set {ui} ⊂ B such that∑
i
uieu
∗
i = 1.
Let {(vi, v∗i )} a quasi-basis for E. Then put ui =
√
IndexEviep. Then∑
i
uieu
∗
i =
∑
i
IndexE(viePeeP v
∗
i )
=
∑
i
IndexE(viE∞(e)eP v
∗
i )
=
∑
i
viePv
∗
i = 1
Conversely, if Ê is approximately representable, then we have a projection e ∈ A∞∩A
and a finite set {ui} ∈ B such that
(3) eze = Ê(z)e ∀z ∈ B,
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(4)
∑
i
uieu
∗
i = 1
Write ui =
∑
j aijeP bij for some aij , bij ∈ A. Let wi =
∑
j E(aij)bij.
Note that∑
i
E∞(wiew
∗
i )eP =
∑
i
E∞
((∑
j
E(aij)bij
)
e
(∑
k
b∗ikE(a
∗
ik)
))
eP
=
∑
i
eP
((∑
j
E(aij)bij
)
e
(∑
k
b∗ikE(a
∗
ik)
))
eP
=
∑
i
eP
(∑
j
aijeP bij
)
e
(∑
k
b∗ikePa
∗
ik
)
eP
= eP .
It follows that
∑
iE(wiew
∗
i ) = 1. If x ∈ P∞ such that xe = 0, then
0 = xe = xe
∑
i
wiw
∗
i
Therefore, x = xE∞(e
∑
i wiw
∗
i ) = E∞(xe
∑
iwiw
∗
i ) = 0. In other words, the map
x→ xe is injective for x ∈ P∞. Note that eeP e = Ê(eP )e = (IndexE)−1e. Then
e = (IndexE)Ê∞(eP e)
= (IndexE)2Ê∞(eP eeP e)
= (IndexE)2Ê∞(E∞(e)eP e)
= (IndexE)E∞(e)e.
Since P∞ ∋ x→ xe injective, (IndexE)E∞(e) = 1.
(2): Suppose that E is approximately representable with a projection e ∈ P∞ ∩ P ′
satisfying that exe = E(x)e for any x in A. Let {u1, . . . , un} be a finite set of A such
that
(5)
∑
i
uieu
∗
i = 1.
Define an element f in B∞ by
f =
n∑
i
uieePu
∗
i .
Since {(ui, u∗i )} is a quasi-basis for E, by [13, Remark 2.2 (4)] it commutes with A.
Moreover, f commutes with eP . Therefore, f ∈ B∞ ∩B′. Since
Ê∞(f) = (IndexE)
−1
n∑
i=1
uieu
∗
i = (IndexE)
−1,
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it remains to show that the map B ∋ x→ xf is injective. Suppose that xf = 0. We
may assume x is of the form aeP b for some a, b in A. Then
xf = aeP b
∑
uieePu
∗
i
= a
∑
i
eP buieP eu
∗
i
=
∑
aE(bui)ePeu
∗
i .
By taking Ê∞, we have
∑
i aE(bui)eu
∗
i = 0. Then
ψ(
∑
i
aE(bui)ePu
∗
i ) =
∑
i
aE(bui)eu
∗
i = 0
where ψ is the map in Proposition 3.6. By the injectivity of ψ,
0 =
∑
i
aE(bui)ePu
∗
i
=
∑
i
aeP buiePu
∗
i
= x
∑
i
uiePu
∗
i = x.
Conversely, suppose that Ê has the Rokhlin property with a Rokhlin projection f in
B∞ ∩ B′. Define an element e in A∞ by e = (IndexE)Ê∞(feP ). Then we can check
that e is a projection in P∞ ∩ P ′ and satisfy the covariance relation for E. Also, it
is easy to show that P ∋ x → xe is injective. For details, see [13, Proposition 3.4].
Now take a quasi-basis {(ui, u∗i )} for E. Then∑
i
uieu
∗
i =
∑
i
ui(IndexE)Ê∞(feP )u
∗
i
= (IndexE)
∑
Ê∞(uifePu
∗
i )
= (IndexE)Ê∞(f(
∑
i
uiePu
∗
i ))
= (IndexE)Ê∞(f) = 1.

Finally we are ready to give a reformulation of approximate representability in term
of inclusion of C∗-algebras.
Proposition 3.17. Let G be a finite abelian group and A a unital simple C∗-algebra.
Suppose that α : Gy A be an action such that the crossed product A⋊αG is simple.
Then α is approximately representable if and only if the conditional expectation E :
A→ Aα defined by E(a) = 1|G|
∑
g∈G
αg(a) is approximately representable.
Proof. Note that Aα is stably isomorphic to the cross product A⋊αG, where the latter
is simple. It follows that α is saturated, thus E is of finite index and IndexE = |G|.
Since the kernel of the map Aα ∋ x → xe is trivial, it is injective. Now if α is
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approximately representable, then α̂ has the Rokhlin property by Theorem 3.14.
Thus the conditional expectation from A ⋊α G to A has the Rokhlin property by
Proposition 3.12. But this is a dual inclusion of Aα ⊂ A so that the inclusion Aα ⊂ A
is approximately representable by Theorem 3.16. The converse follows by the same
reverse argument. 
4. Dualities of actions and inclusions:The tracial case
In this section we recall tracial versions of Rokhlin property and approximate rep-
resentability for finite group actions and presents tracial versions of such notions for
inclusions of C∗-algebras with a finite index and establish a duality result between
two such notions.
4.1. Actions on C∗-algebras. N.C. Phillips defined a tracial version of the Rokhlin
property of a finite group action in [15].
Definition 4.1. (Phillips[15]) LetG be a finite group andA be an infinite dimensional
separable unital C∗-algebra. We say that α : Gy A has the tracial Rokhlin property
if for every finite set F ⊂ A, every ǫ > 0, any nonzero positive element x ∈ A there
exist {eg}g∈G mutually orthogonal projections such that
(1) ‖αg(eh)− egh‖ ≤ ǫ, ∀g, h ∈ g,
(2) ‖ega− aeg‖ ≤ ǫ, ∀g ∈ G, ∀a ∈ F ,
(3) Write e =
∑
g eg, and 1−e is Murray-von Neumann equivalent to a projection
in xAx.
Then we can reformulate the tracial Rokhlin property of α : G y A in terms of
exact relations using the central sequence algebra.
Theorem 4.2. Let G be a finite group and A be a separable unital C∗-algebra. Then
α : G y A has the tracial Rokhlin property if and only if for any nonzero positive
element x ∈ A∞ there exist a mutually orthogonal projections eg’s in A∞ ∩ A′ such
that
(1) α∞,g(eh) = egh, ∀g, h ∈ G where α∞ : Gy A∞ is the induced action,
(2) 1−∑g eg is Murray-von Neumann equivalent to a projection in xA∞x.
We recall that the strict Rokhlin property of α : Gy A even for a compact group
G can be rephrased as follows.
Definition 4.3. (cf. [1], [6]) Let A be a separable unital C∗-algebra and G a second
countable, compact group. Let σ : G y C(G) denote the canonical G-shift, that is,
σg(f) = f(g
−1·) for all f ∈ C(G) and g ∈ G. A continuous action α : Gy A is said
to have the Rokhlin property if there exists a unital equivariant ∗-homomorphism
(C(G), σ)→ (A∞ ∩ A′, α∞).
In the following we demonstrate the same perspective still holds in the case of
tracial Rokhlin action of a finite group.
Theorem 4.4. Let G be a finite group and A a separable unital infinite dimen-
sional C∗-algebra. Then α has the tracial Rokhlin property if and only if for every
nonzero positive element x in A∞ there exists an equivariant ∗-homomorphism φ from
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(C(G), σ) to (A∞∩A′, α∞) such that 1−φ(1C(G)) is Murray-von Neumann equivalent
to a projection in a hereditary C∗-subalgebra generated by x in A∞.
Proof. “=⇒”: Based on Theorem 4.2, for any nonzero positive x ∈ A∞ we can take
mutually orthogonal projections eg’s in A∞ ∩ A′ such that 1 −
∑
eg - x. Then we
define φ(f) =
∑
g f(g)eg for f ∈ C(G). Then 1− φ(1C(G)) = 1 −
∑
g eg - x . Using
the condition (1) in Theorem 4.2, it is easily shown that φ is equivariant.
“⇐=”: Let x be a nonzero positive element in A∞ and suppose that we have an
equivariant ∗-homomorphism φ : (C(G), σ) → (A∞ ∩ A′, α∞). Let χg be the char-
acteristic function on a singleton g. Then eg = φ(χg) is a projection in A∞ ∩ A′
such that eg ⊥ eh for g 6= h and 1 −
∑
g eg = 1 − φ(1C(G)) - x. Moreover,
α∞,g(eh) = α∞,g(φ(χh)) = φ(σg(χh)) = φ(χgh) = egh, so we are done. 
Lemma 4.5. Let G be a finite group and both C and A unital C∗-algebras. Let
β : Gy C and α : Gy A be actions of G on C and A respectively. Suppose that for
any positive nonzero element x in A∞ there exists an equivarinat ∗-homomorphism
φ : (C, β) → (A∞ ∩ A′, α∞) such that 1 − φ(1C) is Murray-von Neumann equivalent
to a projection in xA∞x. Then idA⊗1C : (A, α) → (A ⊗ C, α ⊗ β) is G-tracially
sequentially-split. Moreover, the converse is true.
Proof. The proof is a straightforward generalization from the nonequivariant case
Proposition 2.4. 
Corollary 4.6. Let G be a finite group and α : G y A an action of G on a simple
unital infinite dimensional C∗-algebra A. Then α has the tracial Rokhlin property if
and only if the map 1C(G)⊗idA : (A, α)→ (C(G)⊗A, σ⊗α) is G-tracially sequentially
split.
Proof. It follows from Theorem 4.4 and Lemma 4.5. 
We denote by φ ⋊ G a map from A ⋊α G to B ⋊β G as a natural extension of an
equivariant ∗-homomorphism φ : (A, α) → (B, β) where α : G y A and β : G y B.
In the following, we denote by λα : G → U(A ⋊α G) the implementing unitary
representation for the action α so that we write an element of A⋊αG as
∑
g∈G agλ
α
g .
The embedding of A into A⋊α G is defined by a 7→ aλαe or just a without confusion.
Lemma 4.7. [15, Proposition 1.12] Let A be an infinite dimensional simple unital
C∗-algebra with the property (SP), and α : G y A be an action of a finite group
G on A such that A ⋊α G is also simple. Let B ⊂ A ⋊α G be a nonzero hereditary
C∗-subalgebra. Then there exists a nonzero projection p ∈ A which is Murray-von
Neumann equivalent to a projection in B in A⋊α G.
Definition 4.8. Let G be a finite abelian group and A be an infinite dimensional
unital separable simple C∗-algebra. We say α : G y A is tracially approximately
representable if for every positive nonzero element z in A∞, there are a projection e
in A∞ ∩A′ and a unitary representation ω : G→ eA∞e such that
(1) ag(eae) = ωg(eae)ω
∗
g in A∞,
(2) α∞,g(ωh) = ωh for all g, h ∈ G,
(3) 1− e is Murray-von Neumann equivalent to a projection zA∞z.
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Remark 4.9. Of course, in this case also we have a dichotomy that A has the property
(SP) or α is approximately representable.
Proposition 4.10. Let G be a finite abelian group and A an infinite dimensional
unital separable simple C∗-algebra. Then α : Gy A is tracially approximately repre-
sentable if and only if for every nonzero positive element z in A∞ there are a projection
e ∈ A∞ ∩ A′ and an equivariant ∗-homomorphism ψ : (A ⋊α G,Adλα) → (A∞, α∞)
such that
(1) ψ(ιA(a)) = ae for all a ∈ A, ψ(λαg ) = ωg,
(2) 1−ψ(1A) = 1−e is Murray-von Neumann equivalent to a projection in zA∞z.
Proof. Suppose that α : G y A is tracially approximately representable. Choose a
nonzero positive element z in A∞. Then we have a projection e ∈ A∞ ∩ A′ and a
unitary representation ω : G→ eA∞e satisfying two conditions as in Definition 4.17.
We consider the map φ : A ∋ x → xe ∈ A∞. Then it is easily checked that (φ, ω)
gives a covariant pair for (A, α) so that it induces a map ψ from A⋊α G to A∞ such
that ψ(λαg ) = ωg and ψ(ιA(a)) = ae for all a in A. Since 1−e is Murray-von Neumann
equivalent to a projection in zA∞z, so is 1− φ(1A). The equivariantness of ψ follows
from
α∞,h
(
ψ(aλαg )
)
= α∞,h(aωg) = αh(a)ωg = ψ(Ad(λ
α
h)(aλ
α
g )).
Conversely, for any nonzero positive element z in A∞ we have a projection e ∈ A∞∩A′
and an equivariant map ψ : (A⋊α G,Adλ
α)→ (A∞, α∞) such that
(1) ψ(ιA(a)) = ae for all a ∈ A, ψ(λαg ) = ωg,
(2) 1−ψ(1A) = 1−e is Murray-von Neumann equivalent to a projection in zA∞z.
We put ωh = ψ(λ
α
h) for h ∈ G. Note that ωh ∈ U(eA∞e). The equivariantness of ψ
implies that αg(eae) = ωgaeω
∗
g for any a ∈ A. 
Corollary 4.11. Let G be a finite abelian group and A be a unital separable simple
C∗-algebra. Then α : G y A is tracially approximately representable if and only if
ιA : (A, α)→ (A⋊α G,Ad(λα)) is G-tracially sequentially-split.
Lemma 4.12. Let G be a finite group and α : G y A and β : G y B two actions
on unital separable simple infinite dimensional C∗-algebras A and B respectively.
Then φ : (A, α) → (B, β) is G-tracially sequentially-split if and only if φ ⊗ idMn :
(A⊗Mn, α⊗ρ)→ (B⊗Mn, β⊗ρ) is G-tracially sequentially-split for n = |G|. Here,
in fact, K(l2(G)) = Mn.
Proof. Since the strict case follows from [1, Proposition 3.14], we may assume that A
has the property (SP). Note that A∞⊗Mn ∼= (A⊗Mn)∞ by the map [(an)n]⊗ eij 7→
[(an ⊗ eij)n]. Suppose that φ : (A, α) → (B, β) is G-tracially sequentially-split.
Consider a nonzero positive element z in (A⊗Mn)∞. Since (A⊗Mn) is also simple
and has the property (SP), there is a projection p′ of the form p⊗1 in A∞⊗Mn such
that p′ is Murray-von Neumann equivalent to a projection in z(A⊗Mn)∞z (see [15,
Lemma 1.11]). Then we take a tracial approximate left inverse ψ : (B, β)→ (A∞, α∞)
and a projection e ∈ A∞ ∩ A′ such that
(1) ψ(φ(a)) = ae,
(2) 1− e is Murray-von Neumann equivalent to a projection p′A∞p′.
16 HYUN HO LEE AND HIROYUKI OSAKA
Then 1A∞⊗Mn − (e⊗ 1) = (1− e)⊗ 1 . p′ . z. Note that e⊗ 1 is in (A⊗Mn)∞ ∩
(A⊗Mn)′ and 1A∞⊗Mn−ψ⊗ idMn(1) is Murray-von Neumann equivalent a projection
in z(A⊗Mn)∞z. Also,
ψ ⊗ idMn(φ⊗ idMn(a⊗ eij)) = ae⊗ eij = (a⊗ eij)(e⊗ 1).
So φ⊗ idMn is G-tracially sequentially-split.
Conversely, suppose that φ⊗ idMn is G-tracially sequentially-split. Take any nonzero
positive element z ∈ A∞, and consider a tracial approximate left inverse ψ˜ cor-
responding to z ⊗ e11. Then we define ψ : B → A∞ by the restriction of ψ˜ to
B ⊗ 1. Since (A∞ ⊗ Mn) ∩ (A ⊗ Mn)′ ⊂ (A∞ ⊗ Mn) ∩ (1 ⊗ Mn)′ = A∞ ⊗ 1,
(A∞ ⊗ Mn) ∩ (A ⊗ Mn)′ = (A∞ ∩ A′) ⊗ 1. It follows that ψ˜(1) = g ⊗ 1 where
g ∈ A∞ ∩ A′. Since 1 − ψ˜(1) = (1 − g) ⊗ 1 is Murray-von Neumann equivalent
to a projection in zA∞z ⊗ e11Mne11, 1 − g is Murray-von Neumann equivalent to a
projection in zA∞z. Also, we see that by viewing A = A⊗ 1
ψ(φ(a)) = ψ(φ(a)⊗ 1) = ψ˜((φ(a)⊗ 1) = (a⊗ 1)(g ⊗ 1) = ag.
Thus, ψ is a G-tracial approximate left inverse for φ corresponding to z. 
We are ready to prove the following duality result for G-tracially sequentially-split
maps in the case of G a finite abelian group as one of our main results.
Theorem 4.13. Let G be a finite abelian group and A and B infinite dimensional
unital separable simple C∗-algebras where α and β acts on respectively. Further we
assume that α : G y A is an action such that A ⋊α G is simple, in particular
an outer action. Then the equivariant ∗-homomorphism φ : (A, α) → (B, β) is G-
tracially sequentially-split if and only if φ̂ = φ ⋊ G : (A ⋊α G, α̂) → (B ⋊β G, β̂) is
Ĝ-tracially sequentially-split.
Proof. Since the strict case follows from [1, Proposition 3.14], we may assume that A
has the property (SP). Suppose that an equivariant map φ : (A, α) → (B, β) is G-
tracially sequentially-split and consider a nonzero positive element z in (A⋊αG)∞. By
Lemma 4.21 there is a projection p in A∞ which is Murray-von Neumann equivalent
to a projection r in z(A⋊α G)∞z. Then we can take a tracial approximate left inverse
ψ such that 1 − ψ(1) is Murray-von Neumann equivalent to a projection in pA∞p.
Let us denote e by ψ(1). Then
1− e . p ∼ r ∈ z(A⋊α G)∞z.
Thus 1− e is Murray-von Neumann equivalent to a projection in z(A⋊α G)∞z.
From the equivariantness of ψ, e is invariant under the action of α∞ so that
(ψ ⋊G)(φ(a)λβg ) = ψ(φ(a))λ
α∞
g = (ae)λ
α∞
g = aλ
α∞
g e.
Moreover, via A∞ →֒ A∞ ⋊α∞ G →֒ (A⋊α G)∞
1− (ψ ⋊G)(1) = 1− ψ(1) = 1− e.
Conversely, suppose that the equivariant map φ ⋊G : (A⋊α G, α̂) → (B ⋊β G, β̂) is
Ĝ-tracially sequentially-split. Then by the above proof we know that
̂̂
φ : (A⋊α G⋊α̂
Ĝ, ̂̂α)→ (B⋊βG⋊β̂ Ĝ, ̂̂β) is G-tracially sequentially-spilt. Note that by Takai duality
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[18] there are equivariant isomorphisms, where ρ is the G-action on the algebra of
compact operators K(l2(G)) = Mn induced by the right-regular representation,
κA : (A⋊α G⋊α̂ Ĝ, ̂̂α) ∼= (A⊗Mn, α⊗ ρ)
κB : (B ⋊β G⋊β̂ Ĝ,
̂̂
β) ∼= (B ⊗Mn, β ⊗ ρ)
such that the following commutative diagram is commutative:
(A⋊α G⋊α̂ Ĝ, ̂̂α)
κA

̂̂
φ
// (B ⋊β G⋊β̂ Ĝ,
̂̂
β)
κB

(A⊗Mn, α⊗ ρ)
φ⊗idMn // (B ⊗Mn, β ⊗ ρ)
Note that the isomorphism κA induces the isomorphism denoted by (κA)∞ between
((A⋊αG⋊α̂Ĝ)∞, (̂̂α)∞) and ((A⊗Mn)∞, (α⊗ρ)∞). Now for a positive nonzero element
z in (A ⊗Mn)∞ consider (κA)−1∞ (z) = z˜ in (A ⋊α G ⋊α̂ Ĝ)∞. Since ̂̂φ is G-tracially
sequentially-split, we have a tracial approximate left inverse ψ from (B⋊βG⋊β̂ Ĝ,
̂̂
β)
to ((A⋊α G⋊α̂ Ĝ)∞, (̂̂α)∞) such that
(1) ψ(
̂̂
φ(x)) = xg for x ∈ A⋊αG⋊α̂ Ĝ where g = ψ(1) ∈ (A⋊αG⋊α̂ Ĝ)∞∩ (A⋊α
G⋊α̂ Ĝ)
′,
(2) 1−g is Murray-von Neumann equivalent to a projection r in z˜(A⋊α G⋊α̂ Ĝ)∞z˜.
Now consider the map ψ˜ = (κA)∞ ◦ ψ ◦ (κB)−1. Then it is equivariant since all three
maps are. For any a ∈ A,
(ψ˜ ◦ (φ⊗ idMn))(a⊗ eij) = ((κA)∞ ◦ ψ ◦ κ−1B ◦ (φ⊗ idMn))(a⊗ eeij)
= ((κA)∞ ◦ ψ ◦ ̂̂φ ◦ κ−1A )(a⊗ eij)
= (κA)∞(κ
−1
A (a⊗ eij)g)
= (a⊗ eij)((κA)∞(g)).
Moreover, 1− (κA)∞(g) = (κA)∞(1− g) is Murray-von Neumann equivalent to a pro-
jection (κA)∞(r) in z(A⊗Mn)∞z. It follows that φ⊗ idMn is G-tracially sequentially-
split. By Lemma 4.12 we conclude that φ is G-tracially sequentially-split. 
Then we provide an alternative proof based on Theorem 4.13 and Takai duality for
the following result of N.C. Phillips which is a tracial version of Izumi’s result.
Theorem 4.14 (N.C.Phillips). Let A be an infinite dimensional simple separable
unital C*- algebra, and let α : G y A be an action of a finite abelian group G on A
such that A⋊α G is also simple. Then
(1) α has the tracial Rokhlin property if and only if α̂ is tracially approximately
representable.
(2) α is tracially approximately representable if and only if α̂ has the tracial
Rokhlin property.
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Proof. (1): Suppose that α has the tracial Rokhlin property. Then by Corollary 4.6
the map 1C(G)⊗idA : (A, α)→ (C(G)⊗A, σ⊗α) isG-tracially sequentially-split. Thus
Theorem 4.13 implies that (1C(G)⊗idA)⋊G : (A⋊αG, α̂)→ ((C(G)⊗A)⋊σ⊗αG, σ̂ ⊗ α)
is Ĝ-tracially sequentially-split. This means that for every nonzero positive element
z in (A ⋊α G)∞ there are a projection g in the sequence algebra of A ⋊α G and
a corresponding equivariant tracial approximate inverse ψ from ((C(G) ⊗ A) ⋊σ⊗α
G, σ̂ ⊗ α) to ((A⋊α G)∞, (α̂)∞).
Note that we have the following commutative diagram of equivariant maps (see [1,
Proposition 4.25]);
(6)
(A⋊α G, α̂)
ιA⋊αG ))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
(1C(G)⊗idA)⋊G
// ((C(G)⊗A)⋊σ⊗α G, σ̂ ⊗ α)
((A⋊α G)⋊α̂ Ĝ,Ad(λ
α̂))
φ
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Here φ is an isomorphism which comes from Takai-duality. Now consider a map
ψ˜ = ψ ◦ φ. Then for any b ∈ A⋊α G
(ψ˜ ◦ ιA⋊αG)(b) = (ψ ◦ φ ◦ ιA⋊αG)(b)
= (ψ ◦ (1C(G) ⊗ idA)⋊G)(b)
= bg
Moreover, 1 − ψ˜(1) = 1 − ψ(1) = 1 − g is Murray-von Neumann equivalent to a
projection in z(A⋊α G)∞z. Therefore, we have shown that ιA⋊αG : (A ⋊α G, α̂) →
((A⋊αG)⋊α̂ Ĝ,Ad(λ
α̂) is Ĝ-tracially sequentially-split. Then by Corollary 4.11 α̂ is
tracially approximately representable.
Conversely, let B = A ⋊α G. If α̂ is tracially approximately representable, then
ιB : (B, α̂)→ (B ⋊α̂ Ĝ,Ad(λα̂)) is Ĝ-tracially sequentially-split. We also employ the
diagram (6) with κ = φ−1 as follows;
(7)
(A⋊α G, α̂)
(1C(G)⊗idA)⋊G **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
ιA⋊αG // ((A⋊α G)⋊α̂ Ĝ,Ad(λ
α̂))
((C(G)⊗A)⋊σ⊗α G, σ̂ ⊗ α)
κ
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Then using the same argument as before we can show that (1C(G) ⊗ idA) ⋊ G is
Ĝ-tracially sequentially-split. By Theorem 4.13 the map 1C(G) ⊗ idA : (A, α) →
(C(G) ⊗ A, σ ⊗ α) is G-tracially sequentially-split. Thus α has the tracial Rokhlin
property by Corollary 4.6.
(2): Suppose that α is the tracially approximately representable. Then we have the
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following diagram
(8) (A, α)
ιA ''PP
PP
PP
PP
PP
PP
ι //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ (A∞, α∞)
(A⋊α G,Ad(λ
α))
ψ
66♠♠♠♠♠♠♠♠♠♠♠♠♠
tracially	
By the duality,
(9) (A⋊α G, α̂)
ιA⋊G **❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
ι //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ ((A⋊α G)∞, (α̂)∞)
((A⋊α G)⋊Ad(λα) G, Âdλα)
ψ⋊G
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
tracially	
Then we also have the following diagram by [1, Proposition 4.26];
(A⋊α G, α̂)
1
C(Ĝ)
⊗idA⋊αG

ιA⋊G ++❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
ι //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ ((A⋊α G)∞, (α̂)∞)
((A⋊α G)⋊Ad(λα) G, Âdλα)
ψ⋊G
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
tracially	
(C(Ĝ)⊗ (A⋊α G), σ ⊗ α̂)
φ
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
This means that the second factor embedding 1
C(Ĝ)⊗idA⋊αG : (A⋊αG, α̂)→ (C(Ĝ)⊗
(A⋊α G), σ ⊗ α̂) is Ĝ-tracially sequentially-split. By Corollary 4.6 α̂ has the tracial
Rokhlin property.
Conversely if α̂ has the tracial Rokhlin property, then we have the following diagram;
(10) (A⋊α G, α̂)
1
C(Ĝ)
⊗idA⋊αG ))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
ι //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ ((A⋊α G)∞, (α̂)∞)
(C(Ĝ)⊗ (A⋊α G), σ ⊗ α̂)
ψ
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
tracially	
Then again
(A⋊α G, α̂)
ιA⋊G

1
C(Ĝ)
⊗idA⋊αG ++❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
ι //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ ((A⋊α G)∞, (α̂)∞)
(C(Ĝ)⊗ (A⋊α G), σ ⊗ α̂)
ψ
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
tracially	
((A⋊α G)⋊Ad(λα) G, Âdλα),
φ−1
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
This means that the map ιA ⋊ G : (A ⋊α G, α̂) → ((A ⋊α G) ⋊Ad(λα) G, Âdλα) is
Ĝ-tracially sequentially-split. Then the duality implies that ιA : (A, α) → (A ⋊α
G,Ad(λα)) is G-tracially sequentially-split. It follows from Corollary 4.11 that α is
tracially approximately representable. 
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4.2. Inclusion of C∗-algebras. Now we turn to consider inclusions of unital C∗-
algebras.
Definition 4.15 (Osaka and Teruya [14]). Let P ⊂ A be an inclusion of unital C∗-
algebras such that a conditional expectation E : A → P has a finite index. We say
E has the tracial Rokhlin property if for every positive element z ∈ P∞ there is a
Rokhlin projection e ∈ A∞ ∩ A so that
(1) (IndexE)E∞(e) = g is a projection,
(2) 1 − g is Murray-von Neumann equivalent to a projection in the hereditary
subalgebra of A∞ generated by z in A∞,
(3) A ∋ x→ xe ∈ A∞ is injective.
As we notice, the third condition is automatically satisfied when A is simple. As in
the case of action with the tracial Rokhlin property, if P ⊂ A is an inclusion of C∗-
algebras and a conditional expectation E : A→ P of index-finite type has the tracial
Rokhlin property, or shortly P ⊂ A an inclusion with the tracial Rokhlin property,
then either A has property(SP) or E has the Rokhlin property (see [14, Lemma 4.3]).
Like in the strict case the following observation was obtained by the second author
and T. Teruya in [14].
Proposition 4.16. [14, Proposition 4.6] Let G be a finite group, α an action of
G on an infinite dimensional finite simple separable unital C∗-algebra A, and E the
conditional expectation defined by E(a) =
1
|G|
∑
g
αg(a). Then α has the tracial
Rokhlin property if and only if E has the tracial Rokhlin property.
We note that in this case Aα is strongly Morita equivalent to A ⋊α G, thus if
an approximation property is preserved by the strong Morita equivalence, and if
the inclusion Aα ⊂ A of finite index is tracially sequentially-split, then such an
approximation property can be transferred to A⋊αG from A when α has the tracial
Rokhlin property.
Definition 4.17. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A→ P be
a conditional expectation of index-finite type. A conditional expectation E is said to
be tracially approximately representable if for every nonzero positive element z ∈ A∞
there exist a projection e ∈ P∞ ∩ P ′, a projection r ∈ A∞ ∩ A′, and a finite set
{ui} ⊂ A such that
(1) eae = E(a)e for all a ∈ A,
(2)
∑
i uieu
∗
i = r, and re = e = er,
(3) the map P ∋ x 7→ xe is injective,
(4) 1− r is Murray-von Neumann equivalent to a projection in zA∞z in A∞.
Proposition 4.18. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A→ P
be a conditional expectation of index-finite type. Suppose that E is tracially approx-
imately representable. Then A has the property (SP) or E is approximately repre-
sentable.
Proof. If A does not have Property (SP), neither does A∞. Thus there is a nonzero
positive element z in A∞ such that a hereditary subalgebra of A∞ generated by z does
not have any nonzero projection. However, by the assumption there is a projection
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r ∈ A∞ ∩ A′ such that 1 − r is Murray-von Neumann equivalent to a projection
in zA∞z. It follows that 1 − r = 0. Thus
∑
i uieu
∗
i = 1, so E is approximately
representable. 
We need some preparations to prove a main result of this section.
Lemma 4.19. [11, Lemma 3.12] Let p, q be two projections in P∞ and e ∈ A∞ ∩ A′
be a projection such that (IndexE)E∞(e) is a projection in P∞ ∩ P ′. If pe = ep and
q . pe in A∞, then q . p in P∞
Lemma 4.20. [11, Theorem 3.13] Let P ⊂ A be inclusion of C∗-algebras of index-
finite type and A separable. Suppose E : A → P has the tracial Rokhlin property.
Then for any nonzero positive element z ∈ P∞, there exists a projection e in a central
sequence algebra of A such that (IndexE)E∞(e) = g is a projection such that 1 − g
is Murray-von Neumann equivalent to a projection in zP∞z in P∞.
The following lemma is crucial as an analogous result of Lemma 4.7 in the case of
inclusion of C∗-algebras.
Lemma 4.21. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A → P
be a conditional expectation of index-finite type and of finite depth. Suppose A has
the (SP)-property. Then for any nonzero projection p ∈ A there is a projection q in
P such that q . p. Moreover, every non-zero hereditary C∗-subalgebra of A has a
projection which is Murray-von Neumann equivalent to some projection in P .
Proof. In fact, the assumption satisfies the outer condition in the sense of Kishimoto;
for any non-zero positive element x in A and an arbitrary positive number ǫ there is
an element y in P such that
‖y∗(x−E(x))y‖ < ǫ, ‖y∗E(x)y‖ ≥ ‖E(x)‖ − ǫ.
More precisely, we say E : A → P is outer if for any element x ∈ A with E(x) = 0
and any nonzero hereditary C∗-subalgebra C of A,
inf{‖cxc‖ | c ∈ C+, ‖c‖ = 1} = 0.
See the proof of Theorem 2.1 in [12] for more details. 
Then we first show characterizations of the tracial Rokhlin property and tracial
approximate representability for inclusions of unital C∗-algebras as we have done in
Section 3.
Proposition 4.22. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A→ P
be a conditional expectation of index-finite type and of finite depth. Suppose further
A is simple. Then E has the tracial Rokhlin property if and only if for every nonzero
positive element z in P∞ there are a projection e ∈ A∞ ∩ A′ and an injective map
β : A→ P∞ such that
(1) ae = β(a)e for all a ∈ A,
(2) (IndexE)eeP e = e,
(3) ye = ze implies that y = z for all y, z ∈ P∞,
(4) 1− β(1) is Murray-von Neumann equivalent to a projection in zP∞z in P∞.
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Proof. Suppose that E has the tracial Rokhlin property. By Lemma 4.20, for any
nonzero positive element z in P∞ we can take a projection e in A∞ ∩A′ such that
(IndexE)E∞(e) = g is a projection inP∞ ∩ P ′
and 1− g is equivalent to a projection in zP∞z.
Then we define β(a) = (IndexE)E∞(ae). Thus we see immediately that 1−β(1) =
1−g is Murray-von Neumann equivalent to a projection in zP∞z. The other conditions
are verified as in the proof of Proposition 3.9.
Conversely, consider a nonzero positive element z in A∞. Since we assume A has
Property (SP), so does A∞. Then by Lemma 4.21 we have a projection q in P∞ which
is Murray-von Neumann equivalent to a projection in the hereditary C∗-subalgebra
generated by z of A∞. Now for this q there are a projection e ∈ A∞ ∩ A′ and an
injective map β : A → P∞ with properties (1)-(3) as above such that 1 − β(1) . q.
By the similar arguments in Proposition 3.9, we see that β(a) = (IndexE)E∞(ae)
and 1− (IndexE)E∞(e) = 1− β(1) . q . z in A∞. So we are done. 
Proposition 4.23. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A→ P
be a conditional expectation of index-finite type. E is tracially approximately repre-
sentable if and only if for every nonzero positive element z ∈ A∞ there are an injective
∗-homomorphism from C∗〈A, eP 〉 to A∞ and a projection r ∈ A∞ ∩ A′ such that
(1) ψ(x) = xr for any x ∈ A,
(2) ψ(eP ) ∈ P∞ ∩ P ′ and ψ(eP )r = rψ(eP ) = ψ(eP ),
(3) 1− r is Murray-von Neumann equivalent to a projection in zA∞z.
Proof. Suppose that E is tracially approximately representable and consider a nonzero
positive element z in A∞. Since there exists a projection e ∈ P∞ ∩ P ′ such that
eae = E(a)e and the map x 7→ xe is injective for x ∈ P , the universal property of
C∗〈A, eP 〉 induces an injective ∗-homomorphism ψ from C∗〈A, eP 〉 to A∞, in fact the
image is generated by A and e, such that ψ(xeP y) = xey. If we consider {ui} such
that
∑
i uieu
∗
i = r is a projection in A∞ ∩ A′ and re = e = er, then for any a ∈ A
ae = are = a(
∑
i
uieu
∗
i )e = (
∑
i
uieu
∗
i )ae =
∑
i
uiE(u
∗
ia)e.
Therefore
ψ(aeP ) = ψ(
∑
i
uiE(u
∗
ia)eP )
which implies that a =
∑
i uiE(u
∗
ia). Similarly, we can show that a =
∑
iE(aui)u
∗
i .
It follows that {(ui, u∗i )} is a quasi-basis for E, and thus
∑
i uiePu
∗
i = 1. Then
1 − ψ(∑i uiePu∗i ) = 1 − r is Murray-von Neumann equivalent to a projection in
zA∞z, so we are done.
Conversely, if for every nonzero positive element z in A∞ there are an injective map
from C〈A, eP 〉 to A∞ and a projection r in A∞ ∩A′ satisfying three conditions in the
above. We let ψ(eP ) = e. Then for a quasi-basis {(ui, u∗i )}
ψ(
∑
i
uePu
∗
i ) = (
∑
uireu
∗
i r) =
∑
i
uireru
∗
i =
∑
i
uieu
∗
i = r.
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Therefore 1−r is Murray-von Neumann equivalent to a projection in zA∞z. Moreover,
since ePaeP = E(a)eP for any a ∈ A we have ψ(ePaeP ) = ψ(E(a)eP ). It follows that
eae = E(a)e. 
We now use the above technical lemmas to prove our main result; we also derive a
consequence of it.
Theorem 4.24. Let P ⊂ A be an inclusion of unital C∗-algebras and E : A→ P be
a conditional expectation of index-finite type and of finite depth. If we denote by B
the basic construction for E, then we have a dual conditional expectation Ê : B → A.
Suppose that A is simple. Then
(1) E has the tracial Rokhlin property if and only if Ê is tracially approximately
representable.
(2) E is tracially approximately representable if and only if Ê has the tracial
Rokhlin property.
Proof. (1): Assume that E has the tracial Rokhlin property and A has the property
(SP). Let z be a nonzero positive element in B∞. By Lemma ??, there is a projection
p in P∞ which is Murray-von Neumann equivalent to a projection in zB∞z. Let
{(vi, v∗i ) | i = 1, . . . , n} be a quasi-basis for E. Then we take mutually equivalent
orthogonal projections r1, . . . , rn in pP∞p since P has the property (SP). For one
of such projections, we can take a Rokhlin projection e ∈ A∞ ∩ A′ such that 1 −
(IndexE)E∞(e) . ri for i = 1, . . . , n.
Now let ui =
√
IndexEvieP and g = (IndexE)E∞(e). Then we can easily see that
n∑
i=1
uieu
∗
i =
∑
i
vigepv
∗
i .
Thus for any x ∈ A∑
i
uiÊ(u
∗
ix)e =
∑
i
(IndexE)vieP Ê(eP v
∗
i x)e =
(∑
i
vieP v
∗
i
)
xe = xe.
Similarly, we can show that
∑
i eÊ(xui)u
∗
i = ex.
Let r =
∑
i uieu
∗
i . Since geP = eP g and g ∈ P∞ ∩ P ′,
r2 =
∑
i
vigePv
∗
i
∑
j
vjgepv
∗
j
=
∑
i,j
vigeP (v
∗
i vj)eP gv
∗
j
=
∑
i,j
vigE(v
∗
i vj)eP gv
∗
j
=
∑
j
∑
i
viE(v
∗
i vj)ePgv
∗
j
=
∑
j
vjeP gv
∗
j = r
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We verify that r ∈ B∞ ∩B′. Let a ∈ A.
ra =
∑
i
vigePv
∗
i a
=
∑
i
vigeP
(∑
k
E(v∗i avk)v
∗
k
)
=
∑
i
vi
(∑
k
E(v∗i avk)geP v
∗
k
)
=
∑
k
∑
i
viE(v
∗
i avk)gePv
∗
k
=
∑
k
avkgePv
∗
k = ar
reP =
∑
i
vigePv
∗
i eP =
∑
i
vigE(v
∗
i )eP
=
∑
i
viE(v
∗
i )eP g = geP
eP r =
∑
i
eP vieP gv
∗
i =
∑
i
E(vi)eP gv
∗
i
=
∑
i
gePE(vi)v
∗
i = geP
Using the same argument in [13, Proposition 3.4], we can show that
(IndexE)eeP e = e.
It follows that for x, y ∈ A
e(xeP y)e = xeeP ey = x(IndexE)
−1ey = (IndexE)−1xye = Ê(xeP y)e.
Now denote by {eij}ni,j=1 the matrix units in Mn. In B∞ ⊗Mn
(1− r)⊗ e11 = [
∑
i
vi ⊗ e1i][
∑
k
(1− g)eP ⊗ ekk][
∑
j
v∗j ⊗ ej1]
∼ [
∑
k
(1− g)eP ⊗ ekk][
∑
j
v∗j ⊗ ej1][
∑
i
vi ⊗ e1i][
∑
k
(1− g)eP ⊗ ekk]
.
∑
k
(1− g)eP ⊗ ekk
.
∑
k
rkeP ⊗ ekk
∼ (
∑
k
rkep)⊗ e11
. pePp⊗ e11
. p⊗ e11.
Hence we conclude that 1− r . p . z in B∞.
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Conversely, suppose that Ê is tracially approximately representable. Take a posi-
tive nonzero element z in A∞(⊂ B∞). By Lemma 4.21 there is a projection p in P∞
which is Murray-von Neumann equivalent to a projection zA∞z. For pePp ∈ B∞, we
have a projection e ∈ A∞ ∩ A′, a projection r ∈ B∞ ∩ B′, and a finite set {ui} ⊂ B
such that
eze = Ê(z)e ∀z ∈ B,(11) ∑
i
uieu
∗
i = r, re = e = er,(12)
(13) 1− r is Murray-von Neumann equivalent to a projection in peppB∞pePp.
From (11) we have (IndexE)eeP e = e. Let wi = (IndexE)Ê(ePui) ∈ A. Then(∑
i
wiew
∗
i
)
=
∑
i
(IndexE)2eePuieu
∗
i ePe
= (IndexE)2eeP
(∑
i
uieu
∗
i
)
eP e
= (IndexE)2eeP rePe
= (IndexE)2erePe
= (IndexE)2eeP e
= (IndexE)e.
It follows that
∑
i ww
∗
i = IndexE since A ∋ x→ xe is injective. Thus E∞(
∑
i wiew
∗
i ) =
(IndexE)E∞(e) which will be denoted by g. Using the argument in the proof of 3.16
we can show that geP = reP .
By (13), there is a partial isometry v in B∞ such that vv
∗ = 1 − r and vv∗ =
q ∈ peppB∞pePp. Set w = vep. Then w∗w = (1 − r)eP and ww∗ = q0 ≤ q.
Note that q0 ∈ pP∞ePp. Now let u = q0w(1 − r)eP . It is easily checked that
u∗u = (1 − g)eP and uu∗ = q0. Note that u = pceP for some c ∈ P∞. Then consider
û = (IndexE)Ê∞(u) ∈ A∞.
û∗ûeP = c
∗ppceP = eP c
∗pceP = u
∗u = (1− g)eP .
This implies that û is a partial isometry in A∞ such that û
∗û = 1 − g and ûû∗ ≤ p.
Since p is Murray-von Neumann equivalent to a projection to some projection in
xA∞x, so is 1− g.
(2): Suppose E is tracially approximately representable. Take a nonzero positive
element z in B∞. By Lemma 4.21, we have a projection p in A∞ such that p is Murray-
von Neumann equivalent to a projection in zB∞z. For this p there is a projection e
in P∞ ∩ P ′ such that
(14) exe = E(x)e
for any x ∈ A, a projection g in A∞ ∩ A′, and a finite set {ui} in A such that
(15)
∑
i
uieu
∗
i = g,
∑
i
uiE(u
∗
ix)e = xe,
∑
i
eE(xui)u
∗
i = ex ∀x ∈ A
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(In fact, ge = e implies that gxe = (
∑
i uieu
∗
i )xe =
∑
i uiE(u
∗
ix)e = xe for x ∈ A.
Similarly, eg = e implies that
∑
i eE(xui)u
∗
i = ex.)
(16) 1− g is Murry-von Neumann equivalent to a projection in pA∞p
Define f in B∞ by
f =
∑
i
uieePu
∗
i .
Then f is a projection since
f 2 =
∑
i
uieePu
∗
i
∑
j
ujeePu
∗
j
=
∑
i,j
uiepeu
∗
iujeePu
∗
j
=
∑
j
(∑
i
uiE(u
∗
iuj)e
)
ePu
∗
j by (14)
=
∑
j
ujeePu
∗
j = f by (15).
Note that for any a ∈ A
fa =
∑
i
uieePu
∗
ia
=
∑
i
uiepeu
∗
ia (eP eeP = E∞(e)EP = eeP )
=
∑
i
uieP
(∑
j
eE(u∗iauj)u
∗
j
)
by (15)
=
∑
j
(∑
i
uiE(u
∗
iauj)e
)
ePu
∗
j by (15)
=
∑
j
aujeePu
∗
j = af.
Moreover,
feP =
(∑
i
uieePu
∗
i
)
eP
=
∑
i
uieE(u
∗
i )eP
=
∑
i
(uiE(u
∗
i )e) ep
= eeP by (15)
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and
ePf = eP
(∑
i
uieP eu
∗
i
)
=
∑
i
ePuieP eu
∗
i
=
∑
i
E(ui)eP eu
∗
i
=
∑
i
eP eE(ui)u
∗
i
= eP e by (15)
Thus we showed that f ∈ B∞ ∩ B′. Finally
Ê∞(f) = (IndexE)
−1
(∑
i
uieu
∗
i
)
.
Therefore (IndexE)Ê∞(f) = g is a projection such that 1−g is Murry-von Neumann
equivalent to a projection in zB∞z since 1− g . p . z.
Conversely, suppose that Ê has the tracial Rokhlin property. For any positive
nonzero element z ∈ A∞ we consider a hereditary subalgebra zA∞z. Since A has the
property (SP), so is A∞. Thus there is a projection p in zA∞z which is also contained
in zB∞z. Then we consider mutually orthogonal nonzero projections r1, r2 in pA∞p
such that r1 . r2. Then we can think of a Rokhlin projection f
′ for r2. For f
′r1 we
can take a Rokhlin projection f ∈ B∞ ∩B′ such that (IndexE)Ê∞(f) is a projection
such that 1−(IndexE)Ê∞(f) is Cuntz subequivalent to f ′r1. Then define an element
e = (IndexE)Ê∞(feP ) in A∞.Using the fact that feP = epf = (IndexE)Ê∞(feP )eP ,
we can show that e is a projection. By the same argument in [13, Proposition 3.4], we
can show that e is in P∞∩P ′ and eae = E(a)e for any a ∈ A. Then take a quasi-basis
{(ui, u∗i )} for E. Then∑
i
uieu
∗
i = (IndexE)
∑
i
uiÊ∞(feP )u
∗
i
= (IndexE)Ê∞(
∑
i
uifePu
∗
i )
= (IndexE)Ê∞(f)
Thus g =
∑
i uieu
∗
i is a projection in A∞ ∩ A′. By applying Lemma 4.19 to f ,1− g,
and f ′r1, we have 1 − g is Cuntz subequivalent to r2 in A∞. So 1 − g . r2 . p . z
in A∞ . 
Corollary 4.25. Let G be a finite abelian group, α an outer action of G on an infinite
dimensional simple separable unital C∗-algebra A such that A⋊α G is simple, and E
as in Proposition 3.12. Then α is tracially approximately representable if and only if
E is tracially approximate representable.
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Proof. The proof goes exactly same as the proof of Proposition 3.17 only replacing
Theorem 3.14, Proposition 3.12, Theorem 3.16 with Theorem 4.14, Proposition 4.16,
Theorem 4.24 respectively. 
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