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In this paper the Landweber-Fridman iterative scheme is used to construct 
the solution to a system of Fredholm integral equations of the first kind. 
In general, the underlying integral operator is not in a form for which the 
Landwebe-Fridman iterative scheme can be used directly. Consequently, 
appropriate modifications are given. The method presented is then applied to the 
exterior Dirichlet problem for Laplace’s equation in lR2. Examples illustrating the 
method are given. 6 1992 Academrc Press. Inc. 
1. INTRODUCTION 
The purpose of this paper is to apply the Landweber-Fridman iterative 
scheme [ 15, 51 to a system of Fredholm integral equations of the first kind. 
In particular, we construct the solution of the system 
-&5,4~lln 1x-A ds,,-o=f(x), x E I-, 
where I- is the simple, closed, smooth boundary of a bounded domain 52 
in lR*. Here f and b are given, and o and o are unknowns, all satisfying 
some regularity conditions to be specified later. Boundary integral equa- 
tions of this kind arise in many applications, for example, in conformal 
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mapping, potential flow, and plane elasticity to name a few (see, e.g., Hsiao 
and MacCamy [lo]). 
It was shown by Hsiao and Wendland [ 111 that the boundary integral 
operator 
Vo(x) := -& Jr6(y) In Ix- yl ds,, x E r, 
is positive definite (see (3.2)) and hence nonnegative definite, provided the 
diameter of Q is less than unity. However, V is not nonnegative definite in 
general. Hence the Landweber-Fridman iterative scheme cannot be applied 
to the aforementioned directly without some modifications. 
We organize the paper as follows. First, under the assumption that the 
diameter of 52 is less than unity, we reformulate the system of integral 
equations as a uniquely solvable Fredholm integral equation of the first 
kind. Then, using the Landweber-Fridman iterative scheme, we show that 
this integral equation can be solved iteratively. 
Next we consider the case when the diameter is greater than or equal to 
unity. We show that this case can be reduced to the previous situation. 
Thus we obtain an analytical representation for the solution without 
assuming a priori that the diameter is less than unity. We apply our results 
to obtain the solution to the exterior Dirichlet problem for Laplace’s 
equation in R2. 
In the next section we introduce our system of boundary integral equa- 
tions. In Section 3 we give certain properties of our underlying integral 
operator. In Section 4 we reformulate our system of integral equations as 
a uniquely solvable Fredholm integral equation of the first kind. We 
demonstrate that this integral equation can be solved iteratively without 
imposing any restrictions on the diameter of our underlying domain. In 
Section 5 we apply our results to the exterior Dirichlet potential problem 
in lR*. In Section 6 we extend the results in Section 4 to a modification of 
the integral equation considered in Section 4. In the last two sections we 
illustrate our method for certain exterior Dirichlet potential problems. In 
Section 7 we consider the case when the underlying boundary is a circle. In 
Section 8 we consider the case when the underlying boundary is an ellipse. 
2. A SYSTEM OF BOUNDARY INTEGRAL EQUATIONS 
We begin with some notation and definitions. Let 52 be a bounded, 
simply connected domain in R2 containing the origin with a smooth 
boundary r. Let Q’ denote the region exterior to 8. Let i? denote the unit 
normal to r directed into Q’. Let x and y denote typical points in R2. 
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We introduce the following standard integral operators of potential 
theory: 
Kc(x):= -&1,,0(-v)&ln 1.~~1 ds,, x E I-, (2.2) 
K’dx):= -&lro(yl&ln lx-y1 ds,., x E r. (2.3) 
For s 3 0, we denote by H”(T), the Sobolev spaces of real valued, 
generalized functions on r, and for s < 0, let H”(T) denote the dual of 
H-“(T). The norm in H”(T) will be denoted by /I. IIS. There is one excep- 
tion to our notation. In the case s=O we denote H”(T) by L2(Z-). Thus 
(2.4) 
l/~llo = (a, at27 (2.5) 
are the corresponding L’ inner product and L2 norm, respectively. Let 
&(Z-) := {cxHS(f)~(l, o),=O}. 
It can be shown (see, e.g., [12]) that V, K, K’: H”(f) + H’+‘(r) 
continuously, and moreover, they are compact on H”(T). It is well known 
that V is self-adjoint and that K and K’ are adjoint with respect to the 
inner product ( ., .)O. 
Let 
d : = diameter( Sz). (2.6) 
For the case when 0 cd< 1, it is known (see, e.g., [ll, 81) that V is an 
isomorphism from H”(T) onto Hs + l(r) for all s E R; moreover, it satisfies 
the strong coercivity condition 
(VcJ, Oh33Y Ild21,2> (2.7) 
for some constant y > 0. Thus when 0 < d< 1, the integral equation 
Va=f (2.8) 
has a unique solution ~JE H”(T) corresponding to a given function 
f~ HSC1(l-). 
For general boundaries, however, the unique solvability of the integral 
equation (2.8) is not assured. With respect to the terminology of Jaswon 
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and Symm [ 143, the boundary of Q is a “T-contour” if there exists a non- 
trivial solution to F’g = 0. With respect to the function space HP ‘l’(r), a 
necessary and sufficient condition for this nonuniqueness to occur is when 
the translinite diameter associated with r, which we denote by C,, is equal 
to one. It is known (see, e.g., [6, Chap. 161) that the translinite diameter 
of r can never exceed its Euclidean diameter. Consequently, the boundary 
of Q is not a r-contour when 0 < d < 1. 
We now state the following important result that can be found in 
[lo, 111. 
THEOREM 2.1. There exists a unique solution pair (0, o) E H”(T) x [w to 
the system of equations 
Va(x) - w =f(x), x E r, (2.9a) 
(0, 1 I,, = b, (2.9b) 
foranygiuen (f,b)EHS+‘(T)xRfirunygiuensER. 
In particular we denote by (e,, or) the unique solution of (2.9) for 
(f, b) = (0, 1). or is usually referred to as the Robin constant (see, e.g., 
[18,9, 19]), and er(x) is referred to as either the natural layer (see 
[21,9]) or the equilibrium distribution (see [19]). It can easily be shown 
that the function e, also satisfies the integral equation of the second kind 
(tZ+ K’) er(x) = 0, x E r, (2.10) 
which has a unique solution subject to the constraint (e,, 1)0 = 1. Since 
the function e, plays an important part in the subsequent analysis, we 
point out for the interested reader that e, can be constructed by an 
iterative scheme applied to the integral equation (2.10). (See [l] for the 
corresponding case in rW3.) 
In Section 4 we shall construct the solution to the system of boundary 
integral equations (2.9) for the case when f e H’(T). 
3. SOME PROPERTIES OF V 
We now collect some basic results for the operator V defined by (2.1). 
THEOREM 3.1. Let r be a smooth boundary. 
(A) The operator V is a compact, self-adjoint operator on H”(T) for all 
SER. 
(B) V: H”(T) + HS+‘(r) continuously for all SE R. 
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(C) The operator V is & “2(r)-elliptic, that is, 
(VcJ> a),3y lld’ ,.‘2r for all 0 E A l,‘(T), (3.1) 
for some constant y > 0 independent of D, and hence V is positive definite on 0 
H -‘l’(r) in the sense that 
(Vo, a),30 and (Va,a),=OijycJ=O (3.2) 
for all c7 E A ~ I’*( f ). 
(D) IfO<d<l, then 
(Va, ~)02Y Il4”,,2~ for all CJ E HP”‘(I’), (3.3) 
for some constant y > 0 independent of 0’. Thus V is positive definite on 
H-“*(r) and hence on L*(r) in the sense of (3.2). 
The results in this theorem are well known (see, e.g., [ll, 121). We note 
that we have already given some of these results in the previous section, 
however, we have included them again in the above theorem for future 
convenience. Throughout the remainder of this paper, unless otherwise 
stated, we will take L*(Z) to be the underlying Hilbert space for V. 
In the next theorem, we establish some spectral properties of V which 
motivate certain results we obtain in the examples considered in Sections 7 
and 8. The theorem also shows that the result in Theorem 3.1(D) is not 
true for general boundaries and that without some geometric restrictions 
placed on Z, V is not positive definite on L*(Z). It is precisely this observa- 
tion that motivates some our ideas in the next section. 
THEOREM 3.2. (A) Zf 0 < C, < 1, then V is positive definite. 
(B) Zf C, = 1, then w,- = 0 and dim A’( V) = 1, where N denotes the 
nullspace. 
(C) If 1 < C, < co, then V has exactly one negative eigenvalue ;1 and 
dim N(LZ- V) = 1. 
ProoJ: (A) The validity of this part is known (see, e.g., [ll, 191). 
(B) In this case the boundary is a Z-contour and the proof of this part 
is well known (see, e.g., [14]). 
(C) First let us show that there exists a negative eigenvalue. It is 
known (see, e.g., [9, 191) that 27~0~ = -In Cr. Thus (Ve,, e,),<O. Since 
V is a compact, self-adjoint operator on L*(Z), it follows that there exists 
at least one negative eigenvalue 2,. 
Suppose 2, and AZ are two different negative eigenvalues of V and let q5, 
and q& be corresponding eigenfunctions. Thus (q51, I&)~ = 0 and from 
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Theorem 3.1(C), (4i, l),#O, i= 1, 2. Define the function $ by $ := 
cidi + c2& where ci, c2 are nonzero real constants and chosen such that 
(II/, l),=O. From Theorem 3.1(C) it follows that (I’$, $),,>O. From the 
orthogonality of 4, and &, however, it follows that 
and we have a contradiction. 
Finally, to show that dim N(AZ- I’) = 1, we assume that there are two 
linearly independent eigenfunctions d1 and &. From the Gram-Schmidt 
process we may assume that these eigenfunctions are orthogonal. Then 
using essentially the same argument we just gave, it follows that 
dim N(AZ- I’) = 1. 1 
Let p(V) denote the spectrum of V and let z+( I’), ,uP( I’), and pR( V) 
denote the continuous spectrum, point spectrum, and residual spectrum of 
V, respectively. Since V is a bounded, self-adjoint operator on L2(Z), 
p,J V) is empty. Since V is a compact operator on L’(Z), A = 0 E p( V) and 
p(V)\(O) consists of at most a countable set of eigenvalues with A= 0 as 
the only possible limit point. Denote the eigenvalues of V by {An},“=0 and 
the corresponding set of orthogonal eigenfunctions by { $,Jx)}~=~. 
We finally give a result which we will need which is a consequence of 
Theorem 3.1 and the spectral radius formula for bounded, self-adjoint 
operators. 
LEMMA 3.3. Let 0 < d < 1. The eigenvalues of V may be ordered 
A, > A, > A2 > . . . > 0, 
where 
II VII0 = 10. 
4. ITERATIVE SOLUTIONS 
In this section we obtain an analytical representation of the solution to 
the system of integral equations in (2.9) by using the Landweber-Fridman 
iterative scheme [ 15, 53. Our representation is based on the following 
result : 
LEMMA 4.1. Let A be a compact, linear, self-adjoint, positive definite 
operator on a real Hilbert space H. Consider the operator equation 
Au=g, (4.1) 
409’167U3 
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where g E H is a given function. Let v  he a real number such that 0 < v  < 
2/IIAI/. Suppose g is such that (4.1) h as a solution u. Then u is unique and 
the sequence obtained from the iterative scheme 
u,, + I = u,, + v(g - -Jhr), n = 0, 1 , 2, . . . . 
(4.2) 
% = vg, 
converges strongly to U, i.e., lim,, r: llu, - uII H = 0. 
We remark that the uniqueness of u follows from the assumed positive 
definiteness of A. A proof for the strong convergence of (un} to u can be 
found in [4]. 
Next consider the system of integral equations of Section 2, 
VcJ(x)-w=f(x), x E I-, (4.3a) 
(0, l),=b, (4.3b) 
where (f, b) is given and (a, o) is to be found. We now take f e H’(f ). 
From Theorem 2.1 it follows that there exists a unique solution 
(cr, 0) EL*(r) x R. 
We now reformulate (4.3) into a form for which the Landweber- 
Fridman iterative scheme may be used to construct the solution. To this 
end multiply (4.3a) by the natural layer e, and then integrate over the 
boundary. We find after some simplification 
OJ = orb - (fi e,),. (4.4) 
It follows that the solution 0 must satisfy 
Vfl(x) = g(x), x E r, (4Sa) 
(a, 1 h, = b, (4.5b) 
where g(x) is a known function defined by 
g(x) :=fb)+wrb-(f,erh. (4.6) 
Two observations follow immediately from the unique solvability of (4.3). 
First, the system (4.5) has a unique solution. Second, ge V(L*(r)); that is, 
the function g defined in (4.6) lies in the range of V taken with respect to 
L*(r). 
The following result can now be established from Theorem 3.1 and the 
unique solvability of (4.5): 
THEOREM 4.2. Let 0 < d < 1. Consider 
Vdx) = g(x), x E l-, 
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where g(x) is defined in (4.6). Then there exists a unique solution a E L’(r) 
to the integral equation. Moreover, a satisfies the compatibility condition 
(a, l),=b. 
The following result can now be easily established from Theorem 3.1, 
Lemma 3.3, Lemma 4.1, and Theorem 4.2: 
THEOREM 4.3. Let O<d< 1. Let f~H’(r) and let g be defined as in 
(4.6). Let v be a real number such that 0~ v <2/A,. Then the integral 
equation (4.5a) has a unique solution aE L’(T). Let 
a,(x) = v i (I- vV)~ g(x), x E r. (4.7) 
k=O 
Then the sequence {a,,(x)} converges strongly to the solution a(x) in L2(r). 
Next consider the case da 1. We will show that this case can be reduced 
to the previous analysis by using an idea in [ 81 (see also [ 191). Let D be 
a positive real constant such that D > d. Transform r to a contour r’ by 
rf = rp. (4.8) 
Let 52’ denote the domain enclosed by r’ and let d’ := diameter(S2’). Then 
0 < d’ < 1. Let x = Dx’, y = Dy’. 
Then the system of integral equations (4.5) becomes 
:n Ir In Ix’ - y’l a(Dy’) ds,, - % In D = g(Dx’), -- XI E r', (4.9a) 
D 
I a( Dy’) ds,, = b. 
(4.9b) 
I-’ 
Consequently, the system in (4.9) can be written 
vrs 5(x’) = 2(x’), xI E r', (4.10a) 
5 
a( y’) ds,, = b, (4.10b) 
f’ 
where Vr, denotes the single layer potential with boundary r’, 6(x’) := 
Da(Dx’), and g(x’) := g(Dx’) + (b In D)/27c is a known function. 
Since a E L2(r) is the unique solution of (4.5) it follows that d E I,‘(P) 
is the unique solution to (4.10). Furthermore, since 0 cd’< 1, theorems 
analogous to Theorems 4.2 and 4.3 hold for the integral equation (4.10a). 
To avoid a tedious repetition we will not repeat the appropriate 
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modifications of Theorems 4.2 and 4.3 for the system (4.10). We note, 
however, that the parameter v appearing in Theorem 4.3 must now satisfy 
0 < v < 2/l/ v,j. 
5. THE EXTERIOR DIRICHLET POTENTIAL PROBLEM 
With regard to the system of boundary integral equations in (4.3), we 
consider as a model problem the following exterior Dirichlet problem (P) 
for Laplace’s equation in R2: 
Au(x) = 0, XEQ’, (5.la) 
u(x)= h(x), x E r, (5.lb) 
u(x)=O(l) as IxI-+co, (5lc) 
where A denotes the Laplacian operator and h(x) is a given function. It is 
well known (see, e.g., [20]) that (P) has a unique weak solution 
UE H~,,(Q2’) for given h E H”‘(r). 
From the generalized Green’s formula (see, e.g., [3]), we have the 
following representation for the solution of (P): 
1 
o-5i I- i[ 
a 
U(Y) - 
a4Y) 
an(Y) 
In Ix-y1 -Fin )x-y1 ds, 1 
1 
u(x) in KY, 
= $24(x) on r, (5.2) 
0 in Q, 
where w  is a constant which can be determined from h as we will show. In 
order to use the results in the previous section, we require that h E H’(T). 
From the representation formula we obtain the following boundary 
integral equation for 0 := a2@ : 
where 
Va(x) - 0 =f(x), x E r, (5.3) 
f(x) := ( - ;I+ K) h(x). (5.4) 
From the growth condition of u at infinity in (5.lc), it follows that 
(a, l), =o. (5.5) 
The system of boundary integral equations (5.3) and (5.5) is precisely of 
the form in (4.3). Proceeding as in Section 4 leading to (4.4) we find 
w  = -(A e,-h = (h, e,Jo. (5.6) 
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Thus the system (5.3) and (5.5) becomes 
Vo(x) = g(x), x E r, (5.7a) 
where g(x) is a known function defined by 
g(x) := ( - 41-t K) h(x) + (h, er)o. 
The system (5.7) is of the form in (4.5) and the analysis of the previous 
section can now be used. If 0 < d < 1, we have from Theorem 4.3 that the 
unique solution to (5.7a) can be found by the Landweber-Fridman 
iterative scheme. If d 2 1, we must first rescale and then reformulate (5.7) 
as an equivalent system of the form (4.10). Finally, the Landweber- 
Fridman iterative scheme can then be used to construct d, from which u is 
obtained. 
For the interested reader we point out that the system (5.3) and (5.5) 
and hence the system (5.7) also arises in the investigation of the exterior 
Dirichlet problem for the Helmholtz equation for low frequencies [7]. A 
similar system arises for the exterior Dirichlet dynamic elasticity problem 
for low frequencies [13]. In both of these cases the role of (T in (5.7) is the 
zeroth order term of a suitable expansion in terms of the wave number k 
of &/an in the case of the exterior Helmholtz equation problem and the 
traction in the case of the exterior elasticity problem. For details, we refer 
the reader to the papers [7, 131. 
In Sections 7 and 8 specific examples for (P) are considered where r is 
a circle and an ellipse, respectively. In each example Landweber-Fridman 
iteration is used to construct the solution to (5.7). Since the iterative 
scheme can be used both when 0 < d < 1 and when d> 1, in order to 
minimize the analytical details in the examples, we assume hereafter that 
0 cd< 1. To facilitate the analysis of the example in Section 8, we 
introduce in the next section a modified single layer potential. 
6. A MODIFIED SINGLE LAYER POTENTIAL 
Here we introduce a modified single layer potential integral operator and 
extend some of the results in Section 4 for it. Let p(x) be a smooth function 
defined on r which satisfies 
O<m<p(x)dM, x E r, (6.1) 
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where m and M are positive real constants. Define the following modified 
single layer potential integral operator: 
1 1 
i&T(x) := - __ - 
c 
In 1.x - ~‘1 cr(?o d.ss?., .Y E I-. 
P(X)2~ /- 
(6.2) 
Let L*(T; p) denote the Hilbert space of real valued, square integrable 
functions defined on r with weight function p, with L’ inner product, and 
L2 norm 
(a, cl), = jr’i(l.) P”(Y) P(Y) $,,> (6.3) 
lldp = cc, 4:“. (6.4) 
There is one exception to our notation here. When p(x) = 1, 
L*(r; 1) = L*(T) and we denote the corresponding inner product and 
norm by ( ., .)O and )I . II,, in order to retain their definitions in (2.4) and 
(2.5), respectively. From (6.1) we have 
da, alo 6 (CTO), d M(fl, ah (6.5) 
and it follows that 
LEMMA 6.1. o~L*(r)~cr~L*(r;p). 
Dividing the integral equation (4.5a) by p(x) we have 
md = g,(x), x E r, 
where 
(6.6) 
g,(x) := dx)lp(x) = {f(x) + w,b - CL erh)lp(x) 
from (4.6). 
Noting that 
(Fat CJP = (Vo, oh, 
the following theorem follows from Theorem 3.1 and Lemma 6.1: 
(6.7) 
(6.8) 
THEOREM 6.2. Let 0 < d < 1. Then P is a compact, self-adjoint, positive 
definite, linear operator on L2(r; p). 
From Theorem 4.2 and Lemma 6.1 we have: 
THEOREM 6.3. Let 0 cd< 1. Let f E H’(T). Then the integral equation 
(6.6) has a unique solution CJ E L’(F’; p). 
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Denote the eigenvalues of t by {p,,}F= O and the corresponding eigen- 
functions by {#Jx)}~=,. C orresponding to Lemma 3.3 we have 
LEMMA 6.4. Let 0 < d < 1. The eigenvalues of v may be ordered 
po>p1Bp*> ... >o, 
where 
II 811 p= PO. 
Corresponding to Theorem 4.3, the next result follows from Lemma 4.1, 
Lemma 6.1, Theorem 6.2, Theorem 6.3, and Lemma 6.4: 
THEOREM 6.5. Let O<d< 1. Let f E H’(T). Let v be a real number such 
that 0< v<2/po. Then the integral equation (6.6) has a unique solution 
0 E L*(P, p). Let 
C,(x) := v f (I- vQk g,(x), XEI-. (6.9) 
k=O 
Then the sequence {CJx)} converges strongly to the solution a(x) in 
L2(C P). 
7. AN EXAMPLE WHEN r IS A CIRCLE 
In this section the results of Section 4 are used to construct the solution 
to an exterior Dirichlet problem for Laplace’s equation for the case when 
r is a circle of radius a. Let (rx, (3,) denote the polar coordinates of the 
point x. For a circle of radius a, ds = a de. From [ 16, p. 2591 
-In Ix- yI = -In r, +m$l i 
( > 
2 
m 
cos m( 8, - e,), (7.1) 
> 
where r , = max{r,, rY}, r< = min{r,, r,,}, and r, <r,. 
Let US now determine some spectral properties for I’, for the case when 
r is a circle of radius a, which we will need in the subsequent analysis. We 
begin by computing the eigenvalues and corresponding eigenfunctions of I/. 
Letting $o(x) z 1, $;(x) = cos ne,, G”,(x) = sin no,, it follows from (7.1) 
and the orthogonality of the trigonometric functions that 
WO(~) = -(a ln a) $o(xh xd, (7.2) 
W,“(x) =; $3X)? p=c,s,nEZ+,xEr. (7.3) 
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Thus each function in the set { 1, cos no,, sin nO,, n E Z + ) is an eigenfunc- 
tion of V. Since this set is a complete orthogonal set in L’[O, 2n3, it follows 
that this set contains the only eigenfunctions of I’. 
From the above results and because V is a compact, self-adjoint operator 
on L2(r), we have 
LEMMA 7.1. (A) If 0 < u < 1, then V hus only positive eigenvalues and 
OEPc(V). 
(B) If a = 1, then V has only nonnegative eigenvalues and 0 E pLp( V). 
Moreover, dim N(V) = 1. 
(C) If 1 < a, then V has exactly one negative eigenvalue A_ and all the 
other eigenvalues are strictly positive. Furthermore, dim N(i I- V) = 1 and 
OEPC(V). 
It is known that the transfinite diameter of a circle of radius a is a. Thus 
it is seen that the above result agrees with our general result in 
Theorem 3.2. 
We now impose the condition that 0 < d < 1. Thus 
0 < a < l/2. (7.4) 
For these values of a, from (7.2) and (7.3) it can be shown 
(7.5) 
Consider now the following exterior Dirichlet potential problem (PC) for 
a circle of radius a = l/4: 
h(x) = 0, r., > l/4, 
u(x) = a cos 9,%, rr = l/4, 
u(x)=O(l) as r,-+m. 
From our results in Section 5, r~ := &/an satisfies the integral equation 
(5.7a) and in terms of the notation of that section, h(x) = (cos 8,)/4. Let us 
now compute the function g(x) defined in (5.8). From (7.2) and from the 
definition of e, we find 
e,(x)-f. (7.6) 
Thus (h, e,), = 0. For x, y E r, it can be shown 
a 
--ln Ix-y/ = -& _ 
an(Y) 
= -2, (7.7) 
u-114 
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from which it follows K/z(x) = 0 on r. Thus 
g(x) = ( - $I+ K) h(x) + (h, e,), = - $cos 8,r. (7.8) 
To implement Theorem 4.3 to construct -a(x) we must choose v such that 
0 < v < 2/11 lqo E 5.77, (7.9) 
where we have used (7.5) in the last step. For convenience we take v = 1. 
From (7.3) and (7.8) we have 
u- ff) g(x) = (5,( - $cos RJ, (7.10) 
and from an induction argument we have 
(I- V)” g(x) = (i)” ( - $cos e,), k = 0, 1) 2, . . . . 
Consequently, from Theorem 4.3 and (7.11) we obtain 
(7.11) 
c(x) = -cos e,, x E r. (7.12) 
Now let us find the solution to (PC) in Q’. For x E 0” and y E r, we have 
from (7.1) 
-1n (x-y\= -lnI.fmz,k $ 
( > 
m 
cos m(e, - e,), (7.13) 
x 
-g&In lx-Y1 =j$fi $ ( > 
m-1 
cos m( 8, - e,). (7.14) 
x 
From (5.2), (5.6), (7.12), (7.13), (7.14), and the orthogonality of the 
trigonometric functions, it can be shown that 
cos e 
4x) = $' XELY. 
x 
(7.15) 
8. AN EXAMPLE WHEN HIS AN ELLIPSE 
In this section the results of Section 6 are used to construct the solution 
to an exterior Dirichlet problem for Laplace’s equation for the case when 
r is an ellipse. The elliptical coordinates (p(,, 4,) of the point x are related 
to the rectangular coordinates (xi, x2) by the transformation 
x, =; cash p.X cos b,, x2 = i sinh pL, sin #,, (8.1) 
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where 0 d pi- < co, 0 d d., d 271. The closed curves corresponding to 
,U = constant > 0, 0 d 4 d 271 are confocal ellipses of interfocal distance c. 
eccentricity e = (cash PC) ‘, major axis c cash p(, and minor axis c sinh p. 
The limiting case p = 0 represents the line segment between the foci. 
In this section r will denote the ellipse corresponding to p = h, 
0 < 4 d 271, where h is some constant. To avoid the degenerate case, we will 
assume that h>O. Letting 
p(v) := i [sinh2 b + sin2 dY]“2, (8.2) 
it can be shown 
4 = P(Y) &p (8.3) 
and it is seen that p satisfies an inequality of the form (6.1). From [ 17, 
p. 12021 we have 
-In Ix-y1 = -[p, +ln(c/4)]+ f 2ePmP> 
,=,m 
x [cash mp < cos rnq4, cos m#y + sinh mp < sin rnd, sin mqS,], 
(8.4) 
where 11, =maxbx,~y), P< =min(px,py), and P< <P,. 
With p defined in (8.2), let B denote the modified single layer potential 
as defined in (6.2). Let us now compute the eigenvalues and corresponding 
eigenfunctions of I? Letting &(x) := l/p(x), d;(x) := (cos n#,)/p(x), 
4”,(x) := (sin @,)/p(x), it can be shown, 
~YMx) = - Cb + ln(c/4)14&), (8.5) 
&b;(x) =; (ecnb cash nb) #i(x), nEZ+, (8.6) 
r&(x) =k (eenb sinh nb) C&(X), nEZ+, (8.7) 
where XE f. From the completeness of the set of functions (1, cos nq5, 
sin n& n E Z+ } in L2[0, 2~1, it follows that (d,(x), 4;(x), #i(x), n E Z+ } 
are the only eigenfunctions of f? 
From Section 6 we have that P is a compact, self-adjoint operator on 
L2(r; p). From the above results it then follows that 
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(A) If - [b + ln(c/4)] > 0, then r has only positive eigenvalues and 
m4). 
(B) If - [b + ln(c/4)] = 0, then v has only nonnegative eigenvalues and 
0 E pp( v). Moreover, dim N(v) = 1. 
(C) If - [b + ln(c/4)] < 0, then p has exactly one negative eigenvalue 
2 and all the remaining eigenvalues are strictly positive. Furthermore, 
dimN(JL-P)=l andOEpL(P). 
A similar result was derived in the previous section for V for the case 
when r was a circle. In what follows we now impose the condition 
0 < d < 1. Thus b and c must satisfy 
O<ccosh b< 1. (8.8) 
From (8.5)-(8.8) it can be shown 
2nb 
II 811 p = ,y;< - [b + ln(c/4)], ’ ‘241 } = - [b +ln(c/4)]. (8.9) 
Consider now the following exterior Dirichlet problem ( PE) for an ellipse 
corresponding to b = 1 and c = l/2, which clearly satisfy inequality (8.8): 
Au(x) = 0, XEP, 
u(x) = cos f$,, x E r, 
u(x)= Wl), as IxI--+co. 
From our results in Section 6, (T := au/an satisfies the integral equation 
(6.6). With h(x) = cos d,, let us now determine the function g,(x) defined 
in (6.7 ). From (8.5) and the definition of er(x) we find 
1 1 
e,(x)=-- 
27c P(X)’ 
(8.10) 
Thus (h, e,), = 0. From [2] we have 
K(cos 4,) = - $eC’cos 4,. 
Thus 
(8.11) 
g,(x) = CC - iI+ W h(x)+ (h, erhl/dx) 
= - [ (1 + e-‘) cos 4,]/2p(x). (8.12) 
To implement Theorem 6.5 to construct g(x) we must choose v such that 
0 < v < 2/118(1 p zz 1.85, (8.13) 
where we have used (8.9) in this last step. For convenience we take v = 1. 
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From (8.6) and (8.12) we obtain 
(I- P) g,,(x) = * 
i ‘) g,,(.x )3 
(8.14) 
and from an induction argument we have 
SJX)> k = 0, 1, 2, . (8.15) 
Consequently, from Theorem 6.5, (8.12), and (8.15) we obtain 
4x) = - (cos $.)/P(X). (8.16) 
Now let us find the solution to (PE) in L?‘. For x E 52” and y E r, it 
follows from (8.4) 
-In Ix-y1 = -(pL,-ln 8)+ f iepmkLL 
m=l 
x [cash mp? cos mq5, cos mq5, + sinh mp, sin rn4, sin m&l, 
(8.17) 
where pY = b = 1. Furthermore, from [2], it follows that 
a 
--ln Ix-y1 = 
wy) 
& t e ~ mUr[ sinh rnp.” cos m#, cos rn& 
m I 
+ cash mpL, sin rnd, sin md,]. (8.18) 
From (5.2), (5.6), (8.16), (8.17), (8.18), and the orthogonality of the 
trigonometric functions, we find 
u(x) = eb-- I” cos d,, XEC. (8.19) 
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