Introduction
============

Neurological and neuropsychiatric disorders are major causes of morbidity and mortality worldwide. They include developmental and degenerative processes, as well as focal brain injury from stroke or trauma, and are subject to many genetic and environmental influences. The heterogeneity and complexity of individual clinical syndromes reflect interactions among patterns of neuropathology, individual differences in premorbid function and the distributed functional anatomy of normal cognitive and motor processes. This presents a double challenge for clinical translational cognitive neuroscience -- to define simultaneously the processes or systems underlying neuropsychiatric syndromes, and to understand their functional anatomical abnormalities.

For many years, a neuropsychological approach was the only way to dissociate functional components of behavioral syndromes, and often localize clinical phenomena to specific brain regions. With the advent of structural brain imaging, combined with behavioral analysis and larger case series, this approach remains informative (Mort et al., [@B69]; Sapir et al., [@B98]; Verdon et al., [@B113]). However, methods that identify localized or functionally segregated disease effects are fundamentally limited, for several reasons.

First and foremost is that cognitive processes depend fundamentally on interactions among multiple brain regions, rather than on isolated processes within regions. Even seemingly basic early sensory cortical functions are not simply determined by inputs from the periphery, but are modulated by back-projections within networks of primary, secondary, and association cortices. Neurological disorders that are manifest by dysfunction of distributed cognitive processes may arise from changes in the interactions (connectivity) within the cortical and subcortical networks, as well as isolated abnormalities within any one "node" of the network. This principle was established in early modern neurology by Lichtheim\'s anticipation and identification of conduction aphasia, and it remains highly relevant today.

Second, many neuropathologies are themselves distributed widely (Braak and Braak, [@B9]; Braak et al., [@B8]). The reasons for selective vulnerability of a subset of brain networks to disease are rarely clear cut, but a consequence of distributed pathology is that there may be severely impaired function of the network without consistent and sufficiently severe localized abnormalities to detect group-based localized deficits. This applies not only to neurodegenerative disorders such as Parkinson\'s disease (PD) but also multifocal cerebral insults such as subcortical ischemia or demyelination.

Third, a localized lesion may not cause relevant functional abnormalities in only its own location and immediate connections. There can also be remote consequences within the neural network in which the lesion is embedded. In complex networks, with reciprocal connections or large scale circuit loops, the local and remote changes in connectivity can be difficult to predict, in clinical (Sharma et al., [@B101]) and simulated data (Kim and Horwitz, [@B51]).

Several methods to study connectivity are commonly used at present (see Table [1](#T1){ref-type="table"}). We begin by considering the choice of methods. Subsequent sections will emphasize the commonalities of methods, and the importance of using these methods in order to fully understand disorders of the nervous system, as well as effective treatments. The challenges of these complex network interactions apply not only to disease, but also the neural basis of healthy individual differences. Although this review focuses on neurological disorders, the principles are also relevant to individual differences in the healthy population.

###### 

**Glossary and outline of methods discussed**.

  ----- ---------------------------------------------------------- -----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  DCM   Dynamic causal modeling                                    A deterministic approach within a generative model that characterizes neural activity in terms of driving inputs to a distributed neural network, intrinsic connections, and linear or non-linear modulations of connectivity arising from tasks or neural activity (Friston et al., [@B28]). Critical features of DCM as implemented by SPM software are the simultaneous estimation of a forward model of neurovascular coupling and the interactions among network regions at the level of neuronal activity. These are estimated to optimize a free energy estimate of the log-evidence of a model in a Bayesian framework. DCM is currently applicable to single subject and group studies of fMRI and M/EEG data, with extensions able to incorporate multiple state representations at each region and stochastic or spontaneous activations. See [www.fil.ion.ucl.ac.uk/spm](www.fil.ion.ucl.ac.uk/spm)
  GCM   Granger causality modeling and Granger causality mapping   These methods examine connectivity in terms of "Granger causality" (Roebroeck et al., [@B83], [@B84]), emphasizing the role of temporal precedence in the inference of causality. They are closely related to multivariate autoregressive modeling, which like SEM has its roots in econometrics, and can be applied to test anatomically defined neural network models (Granger causality modeling), or explore the interactions between a source region all other regions (Granger causality mapping). An invaluable discussion of issues related to GCM for fMRI data is contained in the exchange between Friston and Roebroeck (see Friston, [@B26]; Roebroeck et al., [@B84],[@B85]). See [www.brainvoyager.com](www.brainvoyager.com)
  ICA   Independent component analysis                             Model-free fMRI analysis which may in some packages also estimate the number of interesting noise and signal sources in the data (McKeown et al., [@B65]; Beckmann et al., [@B5]). This approach does not assume anatomical connectivity or directionality of influences within the networks, but component networks can be mapped to task events or contexts. See [www.fmrib.ox.ac.uk/fsl/melodic](www.fmrib.ox.ac.uk/fsl/melodic) or [afni.nimh.nih.gov/sscc/gangc/ica](afni.nimh.nih.gov/sscc/gangc/ica)
  PLS   Partial least squares                                      Related to principal components analysis, PLS identifies functionally connected brain networks and can identify subject- or experimental-variables associated with them (McIntosh et al., [@B61]; McIntosh and Lobaugh, [@B64]) as well as identifying psychophysiological interactions. See [www.rotman-baycrest.on.ca/](www.rotman-baycrest.on.ca/)
  PPI   Psycho--physiological interactions                         A general conceptual framework in which physiological interactions between regions are modulated by psychological or physiological contexts. It can be used to test hypotheses of effective connectivity (Friston et al., [@B27]), or explore functional connectivity. However, the term PPI is also used to refer to a specific implementation within general linear models (PPI-GLMs). These PPI-GLMs use moderator variables that express the interactions between regional activations and contexts (and higher order interactions with between-subjects factors like age or disease risk factors) (Buchel and Friston, [@B11]; Rowe et al., [@B94]; Passamonti et al., [@B74]). See [www.fil.ion.ucl.ac.uk/spm](www.fil.ion.ucl.ac.uk/spm)
  RSN   Resting state networks                                     ICA of fMRI data acquired at rest identifies a small number (∼10) of consistent spatially distributed covarying brain networks. One of these is also commonly identified by the brain state when not engaged in typical experimental tasks, known as the default mode network (DMN)
  SEM   Structural equation modeling                               Introduced into neuroimaging from econometrics and social sciences for the analysis of brain effective connectivity analysis (McIntosh and Gonzalez-Lima, [@B63]; McIntosh et al., [@B60]), to determine task-dependent (McIntosh et al., [@B60]; Buchel and Friston, [@B11]; Honey et al., [@B41]) or group-dependent (Grafton et al., [@B34]; Horwitz et al., [@B45]; Rowe et al., [@B88]) changes in a hypothesized causal structure formalized in a path model. Commonly implemented for fMRI data by LISREL or SPM toolbox software.
  ----- ---------------------------------------------------------- -----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Which Method of Connectivity Should One Choose? {#s3}
===============================================

There are many available methods to study large scale neural networks from functional neuroimaging data (Table [1](#T1){ref-type="table"}). I will illustrate several of them in this review including psychophysiological interactions (PPIs), structural equation modeling (SEM), dynamic causal modeling (DCM), independent components analysis (ICA), and partial least squares (PLS), with an emphasis on fMRI data in neurological conditions.

A distinction is often drawn between functional connectivity and effective connectivity. Functional connectivity refers to covariance over time among spatially distributed brain regions which may arise because they are part of a common network. However, it may also be observed in the absence of causal influences among the regions if there are common inputs from other areas; multifocal effects of drugs; or common sources of noise. In contrast, effective connectivity refers explicitly to the causal influences of one region over another (see [Limitations, Counter Intuitive Results and Naive Expectations](#s2){ref-type="sec"}). It often also implies that these influences are related to the study paradigm or an intervention such as transcranial magnetic stimulation. Some methods are clearly designed to study effective connectivity, based on temporal precedence (e.g., GCM) or dynamic causal models (e.g., DCM). Other methods (e.g., PPIs) can be used either to test causal models (effective connectivity) or to explore changes in task related covariance (functional connectivity). If functional connectivity is sufficient to generate or test hypotheses, then validated options include partial least squares (PLS) (McIntosh et al., [@B62]; McIntosh and Lobaugh, [@B64]), principal components analysis (PCA), or independent components analysis (ICA) (McKeown et al., [@B65]).

It is therefore necessary for each study to be clear about the hypotheses being tested and the biophysical interpretation of connectivity parameters (Buchel and Friston, [@B10]; Penny et al., [@B76]; Ramnani et al., [@B80]; Lee et al., [@B56]; Friston, [@B26]; Roebroeck et al., [@B84],[@B85]; Cole et al., [@B17]). With this in mind, I will show these different methods can each contribute to our understanding of the complex network interactions in the brain; their relevance to neurological disease; and discuss how to choose an appropriate method.

Few studies directly compare multiple methods on the same data, despite the lack of consensus for many years (Horwitz, [@B43]). There are many reasons why two methods might differ in the inferred changes in connectivity, including a different biophysical interpretation of connectivity parameters and differential sensitivity to artifacts. Nonetheless, direct comparisons are interesting. Passamonti et al. ([@B73]) directly compared psychophysiological interactions in general linear models (PPI-GLM) and dynamic causal modeling (DCM). They examined the connectivity between amygdala and medial frontal cortex, in relation to individual personality differences. The conclusions of these two methods were congruent. In the context of Parkinson\'s disease (PD), Palmer et al. ([@B72]) compared SEM and multivariate autoregressive modeling. Both methods revealed similar dopamine-dependent group differences in connectivity, despite significant differences in methods and their interpretation. Using simulated data, Witt and Meyerand ([@B116]) compared SEM, autoregression analysis, Granger causality modeling (GCM), and DCM and again found that each method was able to detect the underlying system dynamics (although GCM was adversely sensitive to differences in imaging and modeling parameters). Thus, methods do appear to yield consistent, although not identical results. However, different methods permit different inferences, and they are not all appropriate for every circumstance.

How then should one choose the right method to study the effects of disease or treatments? This depends on a number of practical considerations. First, what types of inference are relevant? For example, are inferences of directional and causal influences required? If so, then dynamic causal modeling (DCM) (Friston et al., [@B28]; Penny et al., [@B75]; Sonty et al., [@B105]; Stephan et al., [@B108]; Rowe et al., [@B92]), SEM (McIntosh and Gonzalez-Lima, [@B60]; Buchel and Friston, [@B11]; Rowe et al., [@B88]; Sharma et al., [@B101]) or Granger causality modeling (GCM) (Roebroeck et al., [@B83]) should be considered. Note that GCM of fMRI data is the youngest of these methods, and important theoretical considerations have been discussed recently (Friston, [@B26]; Roebroeck et al., [@B84],[@B85]). Alternatively, is it sufficient to establish differences in spatiotemporal covariance? If so, functional connectivity methods such as simple correlations analysis, partial least squares (PLS) (McIntosh et al., [@B62]; McIntosh and Lobaugh, [@B64]), principal components analysis or independent components analysis (McKeown et al., [@B65]) may be preferable to infer the presence or connectivity of spatiotemporally covarying networks. If one is able to predefine the specific experimental manipulations or disease factors that determine the changes in connectivity, these factors may be incorporated as hypothesized modulatory influences, e.g., in DCM, SEM or PPI-GLMs. Alternatively, data driven approaches such as PLS or *post hoc* interrogation of independent components analysis may be used to identify relevant factors that define a network\'s function.

Second, the appropriate methods may be restricted by the clinical conditions, by disease-related confounding factors such as medication, or by the cognitive systems of interest. Some tasks are not well suited to temporally precise network models, e.g., tasks with long epochs without discrete events are not easily modeled accurately in DCM. Such tasks include imagination of movements without precise timing of imagined "events"; observation of video clips with imprecise timing of critical perceptions; or long working memory delays. Another problem arises from the use of a canonical hemodynamic response function to estimate interactions between task, context and disease, e.g., SEM or PPI-GLMs. These might be confounded by a disease or medication that fundamentally alters the hemodynamic response function (Iannetti and Wise, [@B48]). In contrast, other methods such as DCM, which estimate a subject-, session-, and region-specific forward model of the neurovascular BOLD response, can accommodate disease or drug dependent differences in hemodynamic response function. In addition, general linear models of psychophysiological interactions are less suited to rapid event-related designs, which might be required to study the psychological or behavioral phenomenon of relevance to the disease such as the response to unexpected events.

A third factor is the information already available from the literature. Can one justify a set of cognitive and anatomical models, within which to evaluate the effects of disease on network connectivity? If so, then models embodying anatomically defined regions of interest and the causal relations among them can be tested, e.g., DCM or SEM. In addition, DCM, can be used to compare the effects of disease or treatment within multiple plausible models, and identify the most likely causal network model for a given cognitive process even in heterogeneous groups with between-subject differences in network dynamics (Penny et al., [@B75]; Stephan et al., [@B109]). Alternatively, an exploratory approach may be required, using PPIs, GCM, or ICA of whole brain data. These methods can be applied without restricting the analysis of disease effects on connectivity to a predefined anatomical network and without defining unidirectional or bidirectional interactions among regions.

A related question is whether it is justified to restrict analysis to connectivity changes induced by experimental manipulations? Deterministic models, such as those embodied by DCM, are powerful tools to define linear or non-linear networks related to experimental tasks, and their interactions with psychological contexts, diseases or pharmacology. However, current versions of DCM do not support stochastic or spontaneous processes within defined networks. The latter call for SEM which includes spontaneous activity ("innovations") arising within the network, rather than external or driving inputs to the network. However, a variational Bayes approach to DCM can approximate non-linear and stochastic dynamic models (Stephan et al., [@B108]; Daunizeau et al., [@B20]), encompassing endogenous sources of changing connectivity. Alternatively, connectivity may be inferred from model independent functional connectivity methods such as independent components analysis (ICA) of "spontaneous" resting state fluctuations (see [Distributed (dis-)Connectivity for Distributed Neuropathology](#s1){ref-type="sec"}). In brief, different methods are currently required to examine connectivity changes resulting from spontaneous processes compared to changes resulting from to experimental manipulations.

Whilst there are important theoretical considerations behind the right choice of method, each of the methods has been helpful in understanding the effects of disease. These methods may broadly agree, where commonalities are sufficient to enable direct comparisons. Often, the connectivity analysis is presented alongside an analysis of regionally specific effects (e.g., mass univariate voxel-wise analysis underlying traditional statistical parametric mapping) and the two approaches should be seen as complementary. In the next sections we focus on specific advantages or insights gained from connectivity analyses.

Connectivity Analyses Demonstrate Increased Sensitivity to Disease
==================================================================

Many studies of neurological disease have reported significant effects in terms of network integration when none was found in terms of activation of individual nodes of the network. This phenomenon has been observed with many different connectivity methods, from some of the earliest applications in aging (Horwitz et al., [@B44]), Parkinson\'s disease (Grafton et al., [@B34]) and neurodevelopmental disorders (Horwitz et al., [@B46]) to more recent fMRI studies (below).

Rowe et al. ([@B93]) combined fMRI and focal brain lesions in adults, to test the predictions of a model of prefrontal cortical function that had been developed from neuroimaging of healthy subjects (Sakai and Passingham, [@B96], [@B97]). It was proposed that prefrontal cortex was essential to support task-set activations within task-specific non-prefrontal cortical regions in anticipation of future cognitive tasks. However, prefrontal lesions that included sites of activation in normal subjects did not diminish activation in surviving regions of the dorsal and ventral streams associated with anticipated future spatial and letter tasks. Could it really be that activation of prefrontal cortex in healthy volunteers was redundant? The authors then examined the correlations among surviving task-related brain regions during long delay intervals (Figure [1](#F1){ref-type="fig"}). Unlike DCM or SEM, no assumptions were required about the presence or direction of causal influences among these regions, nor the sources of perturbation of network activity. It was clear that the functional connectivity was impaired among surviving regions following prefrontal cortical lesions, even though the mean level of activation of each region during the task was not altered in patients. This illustrates that even a simple correlations method was sufficient to test the hypothesis regarding necessity of a region, and to identify group differences that were not apparent from the analysis of regional activations.

![**During sustained task set, for future verbal or spatial working memory tasks, the lesions of left prefrontal cortex (A)** made no significant difference to behavior or activations in surviving non-prefrontal cortex. For example, the estimates percent BOLD signal change in left inferior frontal gyrus **(B)** were not lower in four patients (black bars) compared with health controls (gray bars). However, the correlations among five surviving regions **(C)** associated with verbal set (red) or spatial set (green) were reduced in patients **(D)**, especially when the same task set was repeated in subsequent trials (stay trials) (Rowe et al., [@B93]).](fnsys-04-00144-g001){#F1}

Many neurological disorders affect movement and action -- how actions are chosen, learned, imagined, and executed. These "motor" processes depend on an extended motor system of cortical and subcortical regions, including motor and premotor cortex, prefrontal and parietal association cortex, striatum, thalamus, and cerebellum. The anatomical connections among these regions of the motor network have been extensively described in non-human primates (Kotter, [@B53]; Stephan et al., [@B107]), sufficient to build simple but plausible anatomical models related to action which can be supplemented by human anatomical connectivity estimates using diffusion weighted imaging (Johansen-Berg and Rushworth, [@B49]; Stephan et al., [@B110]).

The function of this extended motor system is clearly relevant to understanding the common movement disorder Parkinson\'s disease (PD) and its treatment. Many studies have used mass univariate analyses of regional activation (e.g., Statistical Parametric Mapping of the fMRI response arising from focal neural activity) to compare movement related activations in PD "on" or "off" medication, against healthy adults (Hughes et al., [@B47]). These studies have identified abnormalities in the supplementary or pre-supplementary motor area (SMA) and lateral premotor cortex (PMC). However, the network function could not be inferred from differences in localized activations alone.

Whereas Rowe et al. ([@B93]) examined a few specified connections, the correlations or covariances among multiple brain regions can be examined without prior specification of network nodes or structure. Orthogonal spatiotemporal patterns of activation may be identified by partial least squares (PLS) or principal components analysis (PCA) and related back to task demands or disease states (McIntosh et al., [@B62]; McIntosh and Lobaugh, [@B64]). This enables exploration but also hypothesis testing for complex networks. For example, PLS analysis of PET data has shown that to learn motor sequences as effectively as controls, patients with PD over-express the same fronto-parietal network that is associated with the task in healthy adults (Mentis et al., [@B67]). One cannot infer the structure of direct or indirect causal connections within this covarying network, or the temporal dynamics of the network from PET data. Nonetheless, the PLS was sufficient to test major hypotheses regarding efficiency versus additional recruitment of brain networks in PD. Relatively few studies of neurological disorders have so far used PLS/PCA for fMRI data. However, they may be more sensitive to group effects than mass-univariate methods (McIntosh and Lobaugh, [@B64]) and the lack of assumptions about the anatomy or architecture of affected networks is a potential advantage.

One of the earliest examples of network analysis of neuroimaging data was SEM of cortico-subcortical interactions in PD, using positron emission tomography (PET) before and after treatment by pallidotomy (Grafton et al., [@B34]). Grafton et al. ([@B34]) used published anatomical and electrophysiological data (e.g., Alexander et al., [@B2]) to build an anatomical model, and then used SEM to identify differences in movement-related connectivity between groups, before and after therapeutic pallidotomy. Their path analysis again revealed significant differences in connectivity even when categorical differences in activity within regions was not observed between groups.

Grafton et al. ([@B34]) also showed that treatment by pallidotomy attenuated thalamocortical connectivity, "downstream" from the lesion. This illustrates another recurrent finding, that connectivity changes may be remote from the lesion in complex networks. Indeed, in circuits with recurrent projections, the effects of a lesion may be seen in altered connectivity apparently "upstream" of the lesion. For Grafton et al. ([@B34]), this occurred in SMA projections to the putamen, but it also occurs in SEM simulations of focal lesions in complex networks (Kim and Horwitz, [@B51]).

Rowe et al. ([@B87],[@B88]) used SEM of fMRI to study simple finger movement and attention to action in Parkinson\'s disease. The SEM again used an anatomical model derived from human and animal data in the literature. The model also embodied psychophysiological interactions (Friston et al., [@B27]) in terms of modulatory influences of attention on inter-regional connectivity. Voxel-wise analysis revealed no significant group activation differences in prefrontal cortex or lateral premotor cortex. SMA activation was greater in patients than controls for simple movements, but less in patients for attention to action, consistent with previous fMRI studies (Catalan et al., [@B13]; Sabatini et al., [@B95]). SEM indicated that attention to action specifically enhanced connectivity from prefrontal cortex to SMA and premotor cortex (PMC) in healthy adults. However, the SEM also revealed that the modulatory effect of attention to action on connectivity disappeared in patients with PD. This was interpreted as a functional disconnection of the SMA (Dick et al., [@B23]). In other words, the SEM approach showed that the SMA was not inherently over- or under-active in Parkinson\'s disease, but instead it was no longer subject to appropriate modulation by prefrontal afferents.

One feature of the model used by Rowe et al. ([@B87],[@B88]) was that the changes in connectivity might have arisen within either direct cortico-cortical connections or at some unspecified point in the cortico-striato-thalamo-cortical loops. For some readers, the ability to identify cortico-cortical connectivity at a systems level, without specifying intermediate paths, is an advantage. However, for others, the inadequacy of the models leaves unanswered important questions about the mechanisms of effect of PD on movement related networks.

Structural equation modeling has several other limitations (Buchel and Friston, [@B11]; Penny et al., [@B76]; Kim et al., [@B52]). These include the inability to compare non-nested alternative network models (where one network is not a component of the other); the assumption of stationary of neural responses; severe restrictions on the complexity of models; and in some implementations an inflexible canonical hemodynamic response function. These disadvantages can be circumvented by DCM while retaining the hypothesis led investigation of the effects of PD on intrinsic network connectivity and context-dependent modulatory influences of connectivity (note that DCM still requires the same data, i.e., nodes, in all models, even if they are not nested).

Rowe et al. ([@B92]) therefore revisited the effects of PD on an extended cortical motor network in the frontal lobe using DCM. Participants made simple hand movements that were either self-selected or externally specified (rather than attended to as in the earlier study). Again, voxel-wise analysis revealed no significant action-related or choice-related activation differences between PD and control subjects in the SMA or PMC. The DCM employed a Bayesian framework to identify subject-specific and region-specific neurovascular forward models; the effects of choice on connectivity; and estimated the model-evidence of each member of a large set of candidate models. DCM model selection procedures re-identified the same optimal model in young and old healthy controls, and were reliable across repetitions several weeks apart. In accordance with the earlier SEM study, there was contextual modulation of connectivity from the lateral prefrontal cortex to the pre-SMA (Figure [2](#F2){ref-type="fig"}). Given the commonalities between attention to action and attentional selection of action, it is notable that the two very different connectivity methods -- SEM and DCM -- led to similar conclusions.

![**(A)** During manual action selection, there is activation of prefrontal cortex (PFC), pre-supplementary motor area (pre-SMA), lateral premotor cortex (PMC) and primary motor cortex (M1). These activations did not differ between patients with Parkinson\'s disease (PD) and control subjects, by voxel-wise group comparisons. **(B)** Dynamic causal modeling (DCM) was used to model the interactions among these regions. Forty-eight models were compared in all, differing in terms of anatomical connections, feed-forward versus feedback, and the connections which are subject to modulation by selection of action (FvS). The two leading models are shown in detail here (E1 and E2). **(C)** In healthy subjects, and patients on their dopaminergic medication, model E2 was more likely (by the posterior model probability, based on the free energy estimate of the log of model-evidence, adjusted for model complexity) in which the selection of action (FvS) was associated with greater connectivity of PFC to pre-SMA. When withdrawn from medication, to a relative "off" state, the connectivity pattern in PD patients changed to a state in which the selection of action was associated with greater connectivity between PFC and the PMC, model E1. This confirmed the hypothesis of a functional disconnection of the pre-SMA, and an enhanced role of the lateral PMC in action selection in PD. From Rowe et al. ([@B92]).](fnsys-04-00144-g002){#F2}

Despite the lack of significant differences in local activations between PD and controls, the DCM revealed clear differences in group connectivity. Not only was DCM more sensitive than classical voxel-wise analysis to the effects of PD, it was also sensitive to the connectivity changes associated with effective dopaminergic therapy (Rowe et al., [@B92]; cf Grafton et al., [@B34]). For patients in an "off" state after drug withdrawal, PD abolished the contextual modulation of prefrontal connectivity to the pre-SMA (self-selected versus specified actions), replaced by contextual modulation of connectivity from prefrontal cortex to lateral PMC. When patients were "on" after dopaminergic medication, the normal pattern of connectivity was restored.

Rowe et al. ([@B92]) also showed that DCM was reproducible in health, at least in terms of the model selection procedures. However, there were significant posterior covariances among parameter estimates. These meant that individual parameters were not uniquely identifiable. The lack of unique identification means that estimated parameter values may correlate poorly across sessions even for the same tasks in the same subjects across sessions, making them unsuitable for use as dependent variables in statistical comparisons of groups. This is despite the excellent reliability of model selection procedures. For other tasks and models, DCM connectivity parameter estimates may be identifiable and therefore more reliable (Schuyler et al., [@B99]). In practice, we suggest that the major hypotheses regarding the effects of PD on motor network connectivity could be formulated in terms of model selection, as this was both reliable and sensitive.

The superior sensitivity of DCM to neurodegenerative disease, compared to analysis of regional activation, has also been observed for primary progressive aphasia (PPA), a subtype of frontotemporal dementia (Sonty et al., [@B105]). PPA is a structurally and cognitively restricted syndrome, with left perisylvian and temporal lobe atrophy and progressive language impairments, clearly suited to an hypothesis-led anatomically constrained approach like DCM. For a semantic task during fMRI, there were clear task-specific activations in the left inferior frontal gyrus (Broca\'s area) and posterior superior temporal gyrus (Wernicke\'s area) regions in both groups. Neither region\'s activity differed significantly between groups. However, despite the lack of differential activation within these regions, connectivity between Wernicke\'s and Broca\'s area was reduced in patients. The functional relevance of this connectivity difference is considered in the next section.

The previous studies of PD and PPA might have revealed changes in connectivity because either area or the connections between them are directly affected by the pathology. This direct effect of pathology in a network is not always the case. For example, Sharma et al. ([@B101]) studied the imagination of movement following subcortical stroke. This was primarily motivated by the need to study the motor system in patients with weakness of actual movements. With the exception of primary motor cortex, healthy subjects trained to imagine hand movements demonstrated activation throughout the motor network, to a very similar degree as actual movements of the same rate. However, without actual movements, it is difficult to specify the times of imagined movements. This led Sharma et al. ([@B101]) to use SEM of fMRI data, rather than DCM, adopting the assumptions of stationarity rather than dynamic networks and sacrificing model selection procedures in favor of an anatomical model based on the literature.

Following significant partial recovery from stroke, the regional activations in patients were not different from healthy control subjects (Sharma et al., [@B101]). However effective connectivity within the motor system remained abnormal, both for actual and imagined movements (Figure [3](#F3){ref-type="fig"}). An earlier study of stroke patients performing manual actions data had also shown functionally relevant changes in cortical connectivity using DCM rather than SEM (Grefkes et al., [@B35]). Importantly for Sharma et al. ([@B101]) the cortical motor network model did not include the subcortical lesions. Connectivity differences were concentrated on the interactions between prefrontal cortex, the premotor cortex and SMA, reminiscent of the abnormalities of frontal motor networks seen in PD. Thus, this study of stroke reiterates two findings: that connectivity analyses can be more sensitive to disease than analyses of regional activations, and that connectivity effects may be distant from a focal pathology.

![**During the imagination of movement, healthy subjects (A)** and patients with subcortical strokes (B) show similar patterns of voxel-wise activation during fMRI, with no significant group differences in regional activations. However, Structural equation modeling of fMRI data revealed persisting abnormities of connectivity between groups **(C)** even after substantial clinical recovery. Patients showed increased connectivity from left prefrontal cortex to the SMA and premotor cortex. Moreover, the connectivity path coefficient from right PFC to the SMA correlated with the function of the recovered arm **(D)**. From Sharma et al. ([@B101]).](fnsys-04-00144-g003){#F3}

Distributed (Dis-)Connectivity for Distributed Neuropathology {#s1}
=============================================================

Neurodegenerative diseases often have characteristic anatomical distributions reflecting selective vulnerability of neurons (Braak and Braak, [@B9]; Braak et al., [@B8]). Even within frontotemporal dementia there are distinct behavioral and language clinical phenotypes characterized by different anatomical distributions of disease burden (Pereira et al., [@B77]; Rohrer et al., [@B86]). How do these relate to distributed functional systems in the normal brain?

Progress in understanding the relationship between pathology, structural, and functional networks has been made in recent years by the integration of multiple imaging modalities. This stems from the recognition of a small set of functionally connected (co-activated) networks, conserved across spontaneous fluctuations in primate networks (Vincent et al., [@B114]); humans with impaired consciousness (Boly et al., [@B7]; Greicius et al., [@B37]); and during rest in awake humans (Beckmann et al., [@B5]; Damoiseaux et al., [@B19]; Fox and Raichle, [@B24]; Smith et al., [@B104]). One of these "resting state networks" (RSNs) is a "default mode" that is prominent during the interval between focused cognitive tasks in humans (Fox and Raichle, [@B24]; Buckner et al., [@B12]). The robustness of RSNs has attracted considerable interest to understand or predict the effects of distributed neuropathologies.

Resting state networks are particularly useful for studying severely impaired clinical populations. The advantage lies not only the avoidance of some practical difficulties such as training and differential performance on cognitive tasks; long scanning sessions; and dependence on prior specification of anatomical model connectivity. RSNs also enable the comparison across multiple clinical conditions on multiple brain networks.

In two seminal papers, Seeley et al. ([@B100]; Zhou et al., [@B118]) analyzed RSNs in several heterogeneous neurodegenerative diseases, including Alzheimer\'s and frontotemporal dementia. The disorders varied in their pathology and the distribution of disease burden across cortical and subcortical regions. There were corresponding disease-specific changes in RSNs that were robust enough to enable classification of disease (Zhou et al., [@B118]). The abnormal RSNs were in accordance with functional deficits typical of each disorder with evidence that the RSNs are selectively vulnerable to neuropathology, measured by focal atrophy (Greicius, [@B36]; Supekar et al., [@B112]; Seeley et al., [@B100]).

The correspondence of structural and functional connectivities does not imply that the progression of neuropathology through the networks depends on the same structural interconnections. This might be the case, especially for diseases with prior-like behavior of aggregating proteins, including PD and Alzhiemer\'s disease (Soto and Estrada, [@B106]; Angot and Brundin, [@B3]; Morales et al., [@B68]). However, it may also result from developmentally or environmentally determined predispositions to neuropathology in functionally related neurons, even when distributed widely across the RSN and in the absence of direct connection. In addition, artifactual sources of functional connectivity must also be considered, such as aliased cardiorespiratory signals or gross head movements (Birn et al., [@B6]) which may differ systematically between patient groups. Fortunately, where these sources of noise are measured, ICA can be used to identify and account for their otherwise misleading contributions to disease-specific RSNs (Beckmann et al., [@B5]).

Interestingly, disease-specific changes in RSN functional connectivity can occur in the absence of known direct structural connectivity (Damoiseaux and Greicius, [@B18]; Honey et al., [@B42]). The presence of indirect structural connections is one possible explanation. However, recall that the task-based changes in effective connectivity in the previous section (Rowe et al., [@B93]; Sharma et al., [@B101]) occurred in parts of a network that were not directly affected by the lesion (tumor resection and stroke respectively). It is also possible that neurochemical depletion rather than focal atrophy or white matter disease may cause differences in connectivity (Rowe et al., [@B88], [@B90],[@B91]; Palmer et al., [@B72]; Wu et al., [@B117]).

Connectivity Changes Can be Functionally Relevant
=================================================

In this section, we consider the functional relevance of changes in effective and functional connectivity. We have already seen that in primary progressive aphasia, DCM measures of connectivity were abnormal even when regional activations were not. Sonty et al. ([@B105]) went on to show that the abnormality of DCM connectivity correlated with cognitive tests of disease severity. Specifically, in patients but not controls, the connectivity between Wernicke\'s and Broca\'s areas correlated with performance on a semantic task but not a lexical task. Thus, the change in connectivity reflected the functionally relevant cognitive defects that characterize the PPA syndrome.

It is interesting to compare the task-specific abnormal fronto-temporal connectivity in PPA (Sonty et al., [@B105]) with the abnormal RSN in other forms of frontotemporal dementia (Seeley et al., [@B100]). The former provides a direct connectivity-based mechanism of the cognitive clinicopathological correlations within PPA. In contrast, the latter study helps one begin to understand the basis of selective vulnerability of distributed neural networks to different pathological processes between neurodegenerative syndromes. This difference reinforces the suggestion (Section [Which Method of Connectivity Should One Choose?](#s3){ref-type="sec"}) that the method to study connectivity should be chosen according to the hypothesis to be tested and type of inferences that are sought.

There is further evidence of the functional relevance of differences in connectivity. Following subcortical stroke, prefrontal interactions with premotor cortex and SMA were abnormal even though none of the regions was directly affected by the stroke or differentially activated during the task (Sharma et al., [@B101]). Moreover, the degree of connectivity (SEM path coefficients) in the frontal lobe motor network correlated with functional indices of recovery (Figure [3](#F3){ref-type="fig"}). For example the SEM path coefficient for prefrontal cortex to SMA during motor imagery correlated with the motricity index of arm function.

In the studies of PD outlined above, the analyses of effective connectivity have been shown to be sensitive to conventional effective therapies. Both pallidotomy and l-DOPA medication lead to significant differences in effective connectivity using SEM and DCM respectively (Grafton et al., [@B34]; Rowe et al., [@B92]). Interestingly, not all PD related changes in connectivity are normalized by l-DOPA (Palmer et al., [@B72]), consistent with noradrenergic and serotonergic contributions to cognitive dysfunction in PD (Marsh et al., [@B59]; Rodriguez-Oroz et al., [@B82]).

Even the RSN abnormalities may be directly related to functional ability, over and above their indexing of network dysfunction. For example, although RSNs are recorded at "rest," the properties of these networks are functionally relevant to performance on specific cognitive tasks (Kelly et al., [@B50]; Hayden et al., [@B39]). Despite the evidence presented so far of the sensitivity, reproducibility, and functional relevance of connectivity measures, there are serious problems and caveats to be considered. We turn to these in the next section.

Limitations, Counter Intuitive Results, and Naive Expectations {#s2}
==============================================================

The analysis of effective connectivity and the terminology used in neuroimaging are inspired by neurophysiology, neuropsychology, and a computational analysis of neuronal interactions (Gerstein and Perkel, [@B30]; Aertsen et al., [@B1]; Friston, [@B25]). There are attempts to explicitly bridge between cellular and whole brain methods (Chawla et al., [@B14]; Riera et al., [@B81]), and the conceptual framework from cellular models has proven useful in imaging analysis. However, it should be borne in mind that there is much that we do not know about the translation between neuronal activity and the PET and BOLD signals (Logothetis and Pfeuffer, [@B57]; Goense and Logothetis, [@B32]). Pre- and post synaptic functions of neurotransmission as well as spike rates are relevant to the generation of a vascular response, via complex and incompletely characterized coupling mechanisms. The BOLD signal underlying most of the results discussed here is therefore only an indirect measure of neuronal function, and this may be an important caveat for neuroimaging applications to specific diseases or treatments. More generally, it means that the connectivity measures in, say, DCM, PPIs, or SEM, cannot therefore be interpreted in terms of single excitatory or inhibitory synapses.

This limitation partly reflects the fact that current structural models in DCM or SEM are specified at a systems level, rather than the mono- or poly-synaptic connections of direct, indirect, or parallel connections between regions. In addition, current fMRI provides a single state representation for each node (voxel or region) in which the functions of all types of neuron and all types of synapse in a voxel are collapsed to a single value at any given timepoint. A richer descriptive framework with multi-state representations per region is beginning to emerge, at least for M/EEG data (Chen et al., [@B16], [@B15]; Marreiros et al., [@B58]). Meanwhile, the uncertainty over the physical basis of connectivity in, say, PPI-GLMs, may explain some results that otherwise appear contradictory (Passamonti et al., [@B74]).

Confounding factors and correlations among model parameters must also be considered (Deneux and Faugeras, [@B21]; Rowe et al., [@B92]). For example, Rowe et al. ([@B92]) found that DCM model comparison was very reliable, but posterior covariances among parameters meant that individual model parameters were no longer uniquely identifiable, and were therefore not reliable. This would inflate the false negative rate of group or drug comparisons. In addition, correlations among parameters can lead to the counter-intuitive result that the arithmetic mean of parameters for a group may differ markedly (even in terms of sign) from the precision weighted Bayesian "averaging" of parameters across the group. If using DCM, a consistent, principled and prior specification of the analysis protocol must therefore be developed to reduce bias (Stephan et al., [@B111]). Alternative approaches to causal dynamic models (related conceptually to DCM and GCM) have also been developed (Smith et al., [@B102]) with a view to reliable parameter estimation, but it is too soon to comment on their application to clinical populations.

Connectivity approaches like DCM have further highlighted the problems of simplistic interpretations or inconsistent applications of "top-down" and "bottom-up" processes in terms of feed-back and feed-forward connections (Mechelli et al., [@B66]; Penny et al., [@B75]; Garrido et al., [@B29]). For example, "top-down" cognitive control may manifest as changes in feed-forward connections (Rowe et al., [@B89]). This was identified using DCM, as modality specific changes in connectivity from prestriate to parietal and temporal cortex during a task in which cognitive set varied between visual and spatial domains (Figure [4](#F4){ref-type="fig"}). Fortunately, evidence-based model selection procedures in DCM can be used to determine whether the functional anatomical network has significant feed-forward and feed-back connections, even where these do not map directly to cognitive psychological constructs such as "top-down" and "bottom-up" control (Mechelli et al., [@B66]; Rowe et al., [@B89]).

![**(A)** During a two-modality continuous performance task, subjects monitored a letter stream for successive verbal targets (A then X) or successive spatial targets (3 then 6 o\'clock positions). Three correct targets within a modality were rewarded. Reward expectations lead to a graduated bias toward verbal or spatial cognitive sets, according to the recent history of spatial versus verbal targets. **(B)** The effects of this "top-down" modulation from cognitive set were studied using dynamic causal modeling of fMRI data. The figure shows modulatory (bilinear) effects representing psycho--physiological interactions in the most likely causal model (selected by Bayesian model comparison). This model included the medial frontal (MF) cortex, the dorsal (PFd) and ventral (PFv) lateral prefrontal cortex, the superior frontal sulcus (SF), the intraparietal cortex (IP), the fusiform gyrus (FG), and the prestriate cortex (PS), with intrinsic connections indicated by the presence of arrows (of any color). Values are time constants (Hz) for the modulatory influences of task bias for which the group posterior mean was positive (solid lines) or negative (dashed lines) for verbal bias (thick green), spatial bias (thick red), or both (thick black). These modulatory effects have strong evidence that they are non-zero, confirmed by *post hoc* *t*-tests. The "top-down" modulation of task set resulting from higher reward expectations was associated not only with changing connectivity of the lateral prefrontal cortical regions, but also the feed-forward connections from pre-striate cortex. Moreover, the feed-forward connections were enhanced to parietal cortex with spatial task set bias, and to temporal cortex with verbal task set bias. This illustrates that domain specific "top-down" control is not restricted to changes in feedback connections from higher cortical areas, but is also manifest by changes in feed-forward connectivity. From Rowe et al. ([@B89]).](fnsys-04-00144-g004){#F4}

Like mass-univariate modeling of regional activations, connectivity methods are also prone to technical, statistical, and inferential problems arising from clinical group differences in confounds, sources of variance, and performance. Important confounding factors to consider are motion artifacts (which are often greater in clinical populations), cardiorespiratory signals (altered by anxiety or medications such as beta-blockers), age, and systematic differences in the hemodynamic response function (Iannetti and Wise, [@B48]). A patient population will often have additional sources of variance due to the heterogeneity of disease phenotype, duration, severity and response to treatments, or differences in artifacts as above. Group level inferences of connectivity should attempt to accommodate or adjust for these inequalities of variance, whether at the first level adjustment of the data to include in time-series analysis (Glover et al., [@B31]) or second level random effects models (Stephan et al., [@B109]). Otherwise, outlying subjects or mixed generative models within a group may compromise group comparisons.

The problem of differential sources of variance between groups can have other counterintuitive consequences. Using simulated fMRI data, Kim and Horwitz ([@B51]) compared SEM network connectivity in controls with patients following a focal network lesion. Surprisingly, goodness of fit (GFI) estimates were better for the patients, yet patients showed significantly larger error variances throughout the network. The better GFI values had resulted from better modeling of error variance on each node rather than the values of inter-regional connectivity. High GFI values for models of patient data might therefore arise when regional activations are affected mostly by their noise inputs. Understanding, minimizing, and controlling for group differences in variance is therefore essential.

We have presented several cases in which connectivity analysis revealed effects of disease or treatment when the analysis of regional activations did not. This may reflect a true higher sensitivity to the neurophysiological effects of disease or treatment, although one cannot rule out a publication bias and investigator bias toward connectivity analysis when traditional approaches "fail." Multivariate methods like PLS or PCA may have intrinsically higher power than univariate analyses. This is supported by simulated and clinical data (McIntosh et al., [@B62]; Asllani et al., [@B4]; Habeck et al., [@B38]), but methods differ widely (Smith et al., [@B103]) and increased sensitivity to network changes is generally at the expense of information about the organization of interactions within that network. For the analysis of effective connectivity, within theoretically motivated and anatomically constrained networks, it does not seem that methods like DCM have inherently higher power to detect underlying effects. For example, in a fMRI study of face emotion processing in two populations (Goulden et al., [@B33]) the number needed to achieve reasonable power (\>0.7) to detect large effects (0.8) in DCM parameters was approximately 20 subjects. This estimate is similar to the number indicated for typical mass-univariate analysis of voxel-wise activations (Desmond and Glover, [@B22]; Murphy and Garavan, [@B71]; Mumford and Nichols, [@B70]).

Performance difference between groups must also be considered. If patients do not perform a task, then there is an inherent ambiguity to differences in neuroimaging data (Price and Friston, [@B79]; Price et al., [@B78]). This ambiguity is often not resolved in clinical studies, although the use of parametric modulations of task or performance indices can be used to try to circumvent the difficulty in interpreting categorical differences. Connectivity studies have the added problem of interpreting connectivity differences if there are differences in regional activations. In the extreme case, if a disease reduces a region to noise only, or removes a region altogether, then changes in its connectivity are not meaningful. However, as we have seen, diseases can cause significant changes in connectivity among surviving regions with normal activation (Rowe et al., [@B93], [@B90]; Sonty et al., [@B105]; Sharma et al., [@B101]).

Concluding Remarks
==================

We have shown that the analysis of brain connectivity has much to contribute to understanding the consequences and mechanisms of neurological disease, and complements other neuroimaging methods. It is sensitive to disease and therapies, and relates to functional loss or recovery, following a wide variety of focal and distributed pathologies.

Colleagues have sometimes asked "I have this experiment that hasn\'t really worked so should I do connectivity analysis?" or "A reviewer has asked me to do a connectivity analysis, but isn\'t clear why. What should I do?" There are clearly cases in which the standard analysis of regional activations has yielded minimal results, despite functionally relevant difference in connectivity. The investment of time and resources in undertaking the connectivity analysis is certainly worthwhile. However, if a planned study of regional activations has failed in its main aims, it is best to begin by revisiting the hypotheses that led to the experiment and considering potential causes and confounds underlying negative results. Many of the same problems will undermine a connectivity analysis as well.

Despite the yield from the analysis of connectivity, these methods should be motivated by specific hypotheses. Moreover, it is often better to plan a new experiment with the intention of connectivity analysis in mind. This may require modifications to the range of stimulus conditions, or the reformulation of specific hypotheses, e.g., in terms of model selection rather than non-zero path parameters. Bear in mind that an experimental design may not be suitable for some connectivity methods, even if optimal for other forms of analysis (Henson, [@B40]). As for other neuroimaging studies, it is important to specify in advance the protocols for construction of models, optimization, and inference, in order to reduce biases in inference and estimation of the presence or size of connectivity effects (Kraft, [@B54]; Kriegeskorte et al., [@B55]; Vul et al., [@B115]).

Through this article, we hope to encourage researchers to engage in formal analyses of brain connectivity. These methods are practicable, insightful, and exciting. Each of the methods I have discussed here is supported by readily available freeware or commercial software (see Table [1](#T1){ref-type="table"}), with discussion forums and on-line support to supplement published methods. Although the methods are evolving rapidly, we have no doubt that they will continue to make an essential contribution to our understanding of neurological and neuropsychiatric disease.
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