Testing independence is of significant interest in many important areas of largescale inference. Using extreme-value form statistics to test against sparse alternatives and using quadratic form statistics to test against dense alternatives are two important testing procedures for high-dimensional independence. However, quadratic form statistics suffer from low power against sparse alternatives, and extreme-value form statistics suffer from low power against dense alternatives with small disturbances and may have size distortions due to its slow convergence. For real-world applications, it is important to derive powerful testing procedures against more general alternatives.
Introduction
Inference of high-dimensional data is now becoming increasingly important in theoretical and applied research of statistics, econometrics, machine learning, and signal processing. Testing the covariance structure such as independence and bandedness has received growing attention in various areas of high-dimensional inference. High-dimensional independence plays a critical role in many important methods, which usually assume the normality of observations. Benjamini and Hochberg (1995) and Storey (2002) effectively controlled the false discovery rate for independent test statistics in large-scale multiple testing. Bickel and Levina (2004) and Fan and Fan (2008) advocated the independence rule in Fisher's linear discriminant analysis for high-dimensional classification. Baltagi et al. (2012) and Fan et al. (2015) also emphasized the importance to test cross-sectional independence.
Let x 1 , . . . , x n be n independent observations of the p-dimensional real-valued random vector x = (x 1 , . . . , x p ) ′ . The focus of this paper is on addressing the following hypothesis testing problem of significant interest:
H 0 : x 1 , . . . , x p are mutually independent, under the ultra high-dimensional setting that dimension p can be on a nearly exponential rate of sample size n. It is equivalent to test the diagonality of the covariance matrix Σ when we assume the normality of observations. Without loss of generality, we assume that x 1 , . . . , x p have zero means and unit variances.
The independence testing problem was extensively studied in the classical setting that p is fixed and n diverges to infinity. Many traditional methods include the likelihood ratio test (LRT), Roy's largest eigenvalue test, John's test, and Nagao's test. See Muirhead (1982) and Anderson (1984) for more details. Driven by rapid developments of data collection techniques, modern scientific and engineering applications pay more attention to the emerging setting that both n and p diverge to infinity. In this new setting, conventional testing procedures often perform quite poorly, and some of them may even be not well-defined. In the past fifteen years, statisticians and econometricians have made important advances, and proposed new testing procedures, which can be categorized into two different asymptotic regimes. In the first decade, investigations were very active in the high-dimensional setting that p and n are comparable (i.e., p/n → ρ ∈ (0, ∞)). Johnstone (2001) revisited Roys largest eigenvalue test and proved the Tracy-Widom law for its limiting distribution under null hypothesis. Ledoit and Wolf (2002) also extended John's test and Nagao's test to such setting. Bai et al. (2009) and Jiang et al. (2013) proposed the corrected LRTs and proved their asymptotic normality. Recently, the central focus in on the ultra high-dimensional setting that p is much larger than n (i.e., p/n → ∞). Both the LRT and the corrected LRTs are not well defined now. To tackle this challenging asymptotic regime, two alternative hypotheses are mainly considered in the current literature:
• Testing high-dimensional independence against dense alternatives, where H 0 is violated by many small off-diagonal elements in Σ. Under certain moment conditions, the seminal paper by Chen et al. (2010) proposed two new testing procedures without explicitly specifying an relationship between p and n. The statistics in Chen et al. (2010) are modified from the following quadratic form statistic:
the sum of squares of the off-diagonal entries ofΣ, whereΣ = (σ ij ) p×p is the sample covariance matrix. As shown in Lemma 1, we can obtain the central limit theorem that b n (nS n − a n ) → N (0, 1), where a n and b n are specified in Section 2.
• Testing high-dimensional independence against sparse alternatives, where H 0 is violated by only a few large elements in Σ. Under similar moment conditions, Cai and Jiang (2011) instead considered the following extreme-value form statistic:
the largest magnitude of the off-diagonal entries ofΣ, which is also known as coherence of the random matrix in signal processing. Jiang (2011) extended Jiang (2004) to obtain that P (nL 2 n ≤ y + 4 log p − log(log p)) → e −1/( alternatives with small disturbances. We illustrate such undesirable numerical performances for S n and L n , T n and M n in our simulation studies in Section 5. In real-world applications, it would be very important and also appealing to derive a powerful testing procedure against more general alternatives if possible. But it even brings us more difficulty that extremevalue form statistics often suffer from size distortions due to their slow convergence, as pointed out in Hall (1979) .
In this work, we shall address these challenging issues from a completely different perspective to existing methods. We first study the joint limiting law of S n and L n in Theorems 1-2 and the model-free joint limiting law of T n and M n in Theorems 3-4. Surprisingly, we
show that S n and L n are indeed asymptotically independent, and so are T n and M n . To the best of our knowledge, our work is the first in the statistics and econometrics literatures to derive the asymptotic independence of the quadratic form statistics and the extreme-value form statistics in high-dimensional inference. With the aid of intermediate limiting distributions (Liu et al., 2008) , both joint limiting laws are derived under uniform convergence with closed-form limiting null distributions, and their explicit rates of uniform convergence are also obtained. Given asymptotic independencies, we propose (model-free) high-dimensional independence testing procedures, i.e., T S 1 n based on S n and L n and T S 2 n based on T n and M n , to boost the power against general alternatives and also retain the correct asymptotic size. Similar results can be obtained for testing bandedness of the covariance matrix. We derive their asymptotic sizes from the convolution of their joint limiting laws, and prove the consistent power of T S 1 n against more general alternatives. Our work provides very helpful insights to high-dimensional independence tests, and fills an important gap in the current literature.
The rest of this paper is organized as follows. Sections 2 and 3 derive the joint limiting laws with explicit limiting distributions and rates of uniform convergence. Section 4 introduces our proposed test statistics, and establishes the theoretical fondations for their sizes and powers against more general alternatives. Section 5 demonstrates the numerical performance of proposed testing procedures. Section 6 includes key technical proofs, and Section 7 has a few concluding remarks. More technical details are rendered in the technical report version of this paper (Li and Xue, 2015) .
Joint Limiting Law
Section 2 proves the joint limiting law of two test statistics S n and L n under the highdimensional setting that p is either comparable to n or much larger than n. Before pro-ceeding, we first introduce some necessary notation. Let X = (x 1 , · · · , x n ) ′ = (x ij ) n×p be the observed n×p random matrix with p ≥ n. We assume that {x ij : 1 ≤ i ≤ n, 1 ≤ j ≤ p}, all entries of X , are n × p independently and identically distributed random variables with zero mean and unit variance, i.e., Ex ij = 0 and E(x 2 ij ) = 1. Then, each entry of the sample covariance matrixΣ = (σ ij ) p×p has the form of
where X i and X j denote the i-th column and the j-th column of X respectively. To simplify notation, we will use c or C to denote constants that do not depend on n or p.
We define the marginal distribution functions of S n and L n as
where a n and b n are specified in Lemma 1, and
Moreover, we introduce their joint distribution function as
Note that P Sn,Ln (z, y) computes the probability of {L 2 n − 4 log p + log log p ≥ y} instead of {L 2 n − 4 log p + log log p ≤ y}. P Sn,Ln (z, y) is equivalent to the canonical joint distribution function, but it simplifies technical analysis and results in the explicit limiting distribution.
In what follows, we first study the limiting behaviours of marginal distribution functions P Sn (z) and P Ln (y), and then explore their joint limiting law P Sn,Ln (z, y).
To derive limiting laws, we assume the following moment assumption for X : (C1) There exists some fixed constant t 0 > 0 such that E[e
Condition (C1) is a standard assumption for X , and it has been used in Cai and Jiang (2011) , Xue and Zou (2012) , among many other references. Chen et al. (2010) and Cai and Jiang (2011) have investigated the asymptotic distributions of S n and L n respectively. Especially, S n asymptotically converges to a normal distribution, while L n converges to a Gumbel distribution. Now we revisit the asymptotic distributions of S n and L n , and derive their explicit uniform rates of convergence in Lemmas 1 and 2. Lemmas 1 and 2 extend Chen and Shao (2007) and Liu et al. (2008) from the high-dimensional setting, where p is on the polynomial order of n, to the ultra high-dimensional setting respectively, where p can be on the nearly exponential order of n.
where Φ(z) is the standard normal distribution function. Here,
where
LEMMA 2. Suppose Condition (C) and also that log p = o(n 1/3 ). Then, we have
Remark 1: L n is the extreme-value type statistic, and it would suffer from size distortions due to their slow convergence to the Gumbel distribution e −1/( √ 8π)e −y/2 . This phenomenon is similar to the slow convergence of normal extremes (Hall, 1979) . To address this issue, we follow the idea of Liu et al. (2008) to study the convergence of L n to its Given Lemmas 1 and 2, we are ready to prove the surprising asymptotic independence of S n and L n in Theorem 1. Moreover, Theorem 1 also establishes the explicit rate of convergence for this asymptotic result. THEOREM 1. Suppose Condition (C) and also that n, p → ∞ and log p = o(n 1/6 ). Then,
It is a simple but important observation that S n is the sum of dependent variables {σ ij ; 1 ≤ i < j ≤ n}, and L n is the maximum of these dependent variables. We now give some intuition about the asymptotic independence in the following two remarks.
Remark 2: Theorem 1 shares the similar philosophy with some classical results. To be more specific, let u 1 , . . . , u n be independently identically distributed random variables. It is well-known that the sum n i=1 u i and the maximum max i=1,...,n u i are asymptotically independent (Chow and Teugels, 1978) . The seminal papers by Hsing (1995) and Ho and Hsing (1996) proved the asymptotic independence of n i=1 u i and max i=1,...,n u i without requiring independent and identical distributions. More specifically, n i=1 u i and max i=1,...,n u i are asymptotically independent when u 1 , . . . , u n are strongly mixing stationary random variables or stationary normal random variables.
Remark 3: However, results in Hsing (1995) and Ho and Hsing (1996) did not directly apply to the asymptotic independence of S n and L n in high-dimensional independence tests. S n and L n are U statistics, and their dependencies among summations or maximum do not fall into the general local dependence category. They are nonlinear random variables (Chen and Shao, 2007) . To the best of our knowledge, our work is the first in the statistics and econometrics literatures to obtain this surprising asymptotic independence.
Combining Lemmas 1-2 and Theorem 1, we obtain the intermediate joint limiting distribution of S n and L n with the explicit rate of convergence in the following theorem. 
A direct application of Theorem 2 results in the final joint limiting law of S n and L n .
COROLLARY 1.
Under the same conditions of Theorem 1, as n, p → ∞, we have
As shown in Corollary 1, the final joint limiting distribution of S n and L n leads to slow convergence. Following Hall (1979) and Liu et al. (2008) , we recommend the intermediate limiting distribution (i.e., convolution of distributions Φ(z) and F (y)) in the high-dimensional independence testing, instead of their final limiting laws.
Model-Free Joint Limiting Law
In this section, we shall study the model-free joint limiting law of the quadratic type statistic and the extreme-value type statistic. Similarly as in Section 2, we first establish their surprising asymptotic independence, and then derive their intermediate joint limiting distribution with the explicit rate of uniform convergence under the high-dimensional setting.
Assume that X 1 , . . . , X p are the columns form X n×p , and all the entries of X n×p are continuous and independent random variables. Let F ki denote the rank of x ki in X i , and
Define R = (r ij ) p×p as the sample Spearman rank correlation matrix. Now, we introduce the quadratic type statistic T n and the extreme-value type statistic M n as follows:
which is the sum of squares of the off-diagonal entries of R, and
which is the largest magnitude of the off-diagonal entries of R. Next, we define the marginal distribution functions of T n and M n as
where α n and β n are specified in Lemma 3, and
Remark that P Tn,Mn (z, y) computes the probability of {M 2 n − 4 log p + log log p ≥ y} instead of {M 2 n − 4 log p + log log p ≤ y}. Again, it facilitates derivation of the explicit joint limiting distribution. In the sequel, after studying the limiting behaviours of marginal distribution functions P Tn (z) and P Mn (y), we derive their joint limiting law P Tn,Mn (z, y). Especially, we do not impose any model assumption such as Condition (C) to obtain the limiting laws. Bao et al. (2015) has studied the asymptotic distribution of T n , and Zhou (2007) and Han and Liu (2014) worked on the asymptotic distribution of M n . T n asymptotically converges to a normal distribution, while M n converges to the same Gumbel distribution as L n . None of them derive the explicit convergence rate under the (ultra) high-dimensional setting. Now we investigate the model-free asymptotic distributions of T n and M n in Lemmas 3 and 4. In particular, we obtain their explicit uniform rates of uniform convergence under the ultra high-dimensional setting.
LEMMA 3. Suppose that n, p → ∞. Then, we have
Here,
LEMMA 4. Suppose that n, p → ∞ and log p = o(n 1/3 ). Then, we have
Remark 4: M n is the rank-based extreme-value type statistic, and it would also suffer from size distortions due to their slow convergence to the Gumbel distribution e −1/( √ 8π)e −y/2 . We again follow the idea of Liu et al. (2008) to use its intermediate limiting distribution F (y), and obtain the explicit rate of uniform convergence in high dimensions.
Section 5 demonstrates the numerical performance of the intermediate limiting distribution.
Given Lemmas 3 and 4, we are ready to prove the surprising asymptotic independence of T n and M n in Theorem 3, and also obtain the explicit rate of uniform convergence.
Here, T n is the sum of dependent variables {r ij ; 1 ≤ i < j ≤ n}, and M n is the maximum of these dependent variables. Recall that r ij = 1 n n k=1 N ki N kj . Since {N ki ; 1 ≤ k ≤ n} are not independent, Theorem 3 encountered more technical difficult than Theorem 1. We ought to use different techniques such as martingales to prove the asymptotic independence.
Remark 5: Theorem 3 presents the model-free joint limiting law, and it does not require the moment condition (i.e., Condition (C)) in Theorem 1. However, with the aid of Condition (C), Theorem 1 achieves an improved rate of uniform convergence.
Combining Lemmas 3-4 and Theorem 3, we obtain the intermediate joint limiting distribution of T n and M n with the explicit rate of convergence in the following theorem.
THEOREM 4. Under the same conditions of Theorem 3, we have
A direct application of Theorem 4 results in the final joint limiting law of T n and M n .
COROLLARY 2. Under the same conditions of Theorem 3, as n, p → 0, we have
As shown in Theorem 4 and Corollary 2, we recommend the intermediate limiting distribution (i.e., convolution of distributions Φ(z) and F (y)) in the model-free high-dimensional independence testing, as the final limiting distribution may suffers from size distortion due to its slow convergence (Hall, 1979; Liu et al., 2008) .
High-Dimensional Independence Tests
The joint limiting laws derived in Sections 2-3 have important statistical applications to test the covariance structure of a high dimensional random variable. In Section 4 we propose new high-dimensional independence tests based on joint limiting laws, addressing the null hypothesis H 0 : x 1 , . . . , x p are mutually independent. Following Cai and Jiang (2011), our proposed statistics can be extended to test bandedness in high dimensions.
To begin with, we introduce two parameter spaces for the covariance matrix Σ:
Note that G 1 represents the sparse alternative where the covariance has a few relatively large off-diagonal entries, and G 2 denotes the dense alternative where the covariance contains a lot of small nonzero off-diagonal entries. Existing methods employs either the sum-of-squares type statistics to test against the dense alternative or the extreme-value type statistics to test against the sparse alternative. Our work provides an innovative testing procedure to boost the power against more general alternatives. More specifically, we consider the following composite alternative hypothesis:
Motivated by asymptotic independencies in Theorems 1 and 3 and joint limiting laws in Theorems 2 and 4, we propose the following two new testing procedures:
where the threshold c α is defined as the α upper quantile of the convolution distribution Φ ⋆ F . Here, T S 1 n is based on the sum of normalized test statistics S n and L n , and T S 2 n is based on the sum of normalized model-free test statistics T n and M n . T S 1 n = 1 or T S 2 n = 1 leads to the rejection for high-dimensional independence test.
Remark 6: We may use the following empirical approximation method to effectively obtain the threshold c α , which also helps find the threshold for extreme-value form statistics. Theorems 2 and 4 provide the convergence rates for joint limiting laws to the intermediate limiting distribution, and Lemmas 2 and 4 give the convergence rates for L n and M n . Notice that O( (log p) 3 /n) could still lead to a slow convergence when p is much large than n.
In practice, we recommend using the empirical approximation technique to avoid potential size distortions and boost the numerical performance. Instead of simulating F (y), we need to approximate λ n = 1≤i<j≤p P (|σ ij | > √ 4 log p − log log p + y) as in Lemma 5. Sincê σ ij only depend on independent pair X i and X j , we can approximate the distribution of P (|σ ij | > √ 4 log p − log log p + y) using empirical processes. Now we take L n and T S 1 n for example. We generate M independent pairs (X i 1 , X i 2 ) for i = 1, . . . , M , where X i 1 and X i 2 are independent. Next, we can get the empirical estimation of P (|σ ij | > √ 4 log p − log log p + y)
. By the Dvoretzky-Kiefer-Wolfowitz inequality, we have better approximation of λ n as long as M ≫ p 2 holds. In this way, we may obtain the α upper quantile for L n or T S 1 n . Let P H 0 (·) be the probability given the null hypothesis H 0 , and P H 1 (·) be the probability given the alternative hypothesis H 1 . P H 0 (T S 1 n = 1) denotes the probability of erroneously rejecting H 0 , and P H 1 (T S 1 n = 1) is the probability of correctly rejecting H 0 . In the sequel, we shall prove that T S 1 n and T S 2 n not only well control the significance level but also achieve the consistent power, namely, P H 0 (T S 1 n = 1) → α and P H 1 (T S 1 n = 1) → 1, or , P H 0 (T S 2 n = 1) → α and P H 1 (T S 2 n = 1) → 1 As shown in the following theorem, both test statistics T S 1 n and T S 2 n achieve the asymptotic significance level α.
THEOREM 5. Under the same conditions of Theorem 2, we have
P H 0 (T S 1 n = 1) → α as n → ∞.
Without requiring Condition (C), under the same conditions of Theorem 4, we then have
To derive the power, we assume that X = (x 1 , · · · , x n ) ′ are n independent observations of the random vector x = (x 1 , . . . , x p ) ′ with zero means, unit variances and Σ ∈ G 1 ∪ G 2 .
Notice that Σ is no longer a diagonal matrix, and instead, Σ either has a few large entries or has many small entries. In the following theorem, we prove the consistent power of our proposed testing procedure T S 1 n under the composite alternative hypothesis. We may need more technical analysis to prove the consistent power of T S 2 n , which is beyond the scope of this paper for space consideration.
THEOREM 6. Suppose that Σ ∈ G 1 ∪ G 2 , and we also assume that
where is the sum over all distinct ways of partitioning x 1i 1 , . . . , x 1i 2k into pairs and
n has the consistent power that
Simulation Studies
In Section 6, we shall demonstrate the numerical performance of our proposed test statistics T S 1 n and T S 2 n . We numerically investigate them together with testing procedures based on either extreme-value type statistics L n and M n or quadratic type statistics S n and T n . Now, we consider six different models to simulate the data X = (x 1 , · · · , x n ) ′ = (x ij ) n×p for size and power comparisons:
Model 1a: x ij 's are independently generated from standard normal distribution N (0, 1).
Model 1b: x ij 's are independently generated from standard Cauchy distribution with the probability density function f (x) = 1/(π (1 + x 2 ) ).
Model 2a: x 1 , · · · , x n are independently generated from a Gaussian distribution N p (0, Σ) with Σ = (σ ij ) p×p , σ 11 = · · · = σ pp = 1, σ 12 = 2.5 log p n and σ ij = 0 for others.
Model 2b: x 1 , · · · , x n are independently generated as follows: we first generate z 1 , . . . , z p from standard Cauchy distribution, and then construct x = (x 1 , · · · , x p ) ′ by setting
Model 3a: x 1 , · · · , x n are independently generated from a Gaussian distribution N p (0, Σ)
Model 3b: x 1 , · · · , x n are independently generated as follows: we first generate z 1 , . . . , z p from standard Cauchy distribution, and then construct x = (x 1 , · · · , x p ) ′ by setting
For each simulated model, we let n = 200 and p = 50, 100, 200, 400, 600, 800, &1000. Models 1a and 1b mimic the null hypothesis H 0 to examine the size. To compare the test power, Models 2a and 2b consider the sparse alternative hypothesis H 1 : Σ ∈ G 1 , and Models 3a and 3b consider the dense alternative hypothesis H 1 : Σ ∈ G 2 . We compare the numerical results for L n , M n , S n , T n , T S 1 n and T S 2 n in Models 1a, 2a and 3a, since Condition (C) is obviously satisfied by the normal data. On the other hand, as the Cauchy data violates Condition (C), we only compare M n , T n , and T S 2 n in Models 1b, 2b and 3b. We employ the limiting distribution (i.e., N (0, 1)) to obtain the threshold for S n and T n , and use the empirical approximation of intermediate limiting distributions to obtain the threshold c α for L n , M n , T S 1 n and T S 2 n as discussed in Remark 6. Moreover, we specify the significance level α = 0.05 for each test. For each simulation model, we simulate 1000 independent datasets, and each dataset consists of 2000 independent samples.
Simulation results are summarized in Tables 1-3 , showing the average percentages of rejections out of 1000 independent repetitions. Based on Tables 1-3, we have the following observations. For the normal data, compared with L n and S n , T S 1 n still achieves a favorable size in Model 1a. L n clearly suffers from low power against dense alternatives, and S n suffers from low power against sparse alternatives. However, T S 1 n retains the nice power against both the sparse alternative in Model 2a and the dense alternative in Model 3a, which is very appealing to real-world analysis. Moreover, those rank-based testing procedures (i.e., M n , T n , and T S 2 n ) are slightly outperformed by S n , L n , and T S 1 n respectively. For the Cauchy data, T S 2 n also achieves the favorable size and the best power against both sparse and dense alternatives. In a summary, our proposed test statistics T S 1 n and T S 2 n work best for high-dimensional independence tests with more general alternatives. Table 1 : Performance of testing independence in simulated models 1a and 1b.
Model 1a
Model 1b Table 3 : Performance of testing independence in simulated models 3a and 3b. 
Model 2a Model 2b
p S n L n T S 1 n T n M n T S 2 n T n M n TS
Discussion
Under the ultra high-dimensional setting, our work proposes two novel testing procedures with explicit limiting distributions to boost the power against general alternatives. Surprisingly, we prove that extreme-value form and quadratic form statistics are asymptotically independent. Our work provides very important insights to high-dimensional independence tests, and fills an important gap. To the best of our knowledge, this is the first work in the statistics literature to derive the asymptotic independence of the quadratic form statistics and the extreme-value form statistics in high-dimensional inference.
Motivated by this work, there are many interesting research questions to explore in highdimensional inference. For example, it is very interesting to study the joint limiting laws of quadratic form test statistic (Li and Chen, 2012) and extreme-value form test statistic in the two-sample covariance matrix testing problem. Moreover, as shown in Cai and Ma (2013) , it is important to find the optimal hypothesis testing procedure for high dimensional covariance matrices against more general alternatives.
Proofs
We first cite two lemmas as our technical tools, which are needed subsequently in the proofs. Lemma 5 gives a Poisson approximation result, which is essentially a special case of Theorem 1 from Arratia et al. (1989) . Lemma 6 gives a Berry-Esseen type large deviation bounds, i.e., Example 1 from Sakhanenko (1991) . See also Lemma 6.2 from Liu et al (2008) .
LEMMA 5. Let I be an index set and {B α , α ∈ I} be a set of subsets of I, that is, B α ⊂ I for each α ∈ I. Let also {η α , α ∈ I} be random variables. For a given t ∈ R, set
and σ(η β , β / ∈ B α ) is the σ-algebra generated by {η β , β / ∈ B α }. In particular, if η α is independent of {η β , β / ∈ B α } for each α, then b 3 = 0.
LEMMA 6. Let ξ i , 1 ≤ i ≤ n, be independent random variables with Eξ i = 0. Put
Assume max 1≤i≤n |ξ i | ≤ y n s n for some 0 < y n ≤ 1. Then
, where |γ n (x)| ≤ 2x 3 ̺ n and |θ n,x | ≤ 36.
Proof of Lemma 1
Proof of Lemma 1. Our proof is divided into two parts. In the first part, we derive the rate of convergence of central limit theorem when p ≫ n 5/3 . Note that nS n = 1≤i<j≤p nσ 2 ij is the sum of nonlinear statistics. Motivated by the concentration inequality approach in Chen and Shao (2007) , we define that g(
. It is not difficult to check that Var(nσ 2 ij ) = Ex 4 1i Ex 4 1j −3 n + 2. Now, given p ≫ n 5/3 , we apply Theorem 3.2 of Chen and Shao (2007) to obtain that
where a n = p 2 and
In the second part, we use the martingale method of Haeusler (1988) to show the rate of convergence for the general case. Define
By using the martingale central limit theorem (Haeusler, 1988) , we know
. Now it only remains to bound the following two terms:
First we bound the first term of (17). To this end, we bound Var(Z n ) and
Given the explicit form of M k , we may derive the conditional expectation E k−1 (M 2 k ) as
and also the expectation E(M 2 k ) = E(E k−1 (M 2 k )) by using the law of iterated expectation:
Then, it immediately implies that
Thus, we have
Note that
. Moreover, we have Var(A k ) = Ckn 3 + k 2 n 2 , Var(B k ) = Ck 2 n and Var(C k ) = Ckn. Hence, we obtain
Next we bound the second term of (17). We may follow the proof of Chen et al. (2010) to show that
By noting that V n = Var(Z n ), the proof of Lemma 1 is complete.
Proof of Lemma 2
Proof of Lemma 2. Let α p = √ 4 log p − log log p + y. We consider three regions respectively to obtain the uniform convergence rate: y ≥ 2 log p, −2 log log p θ < y < 2 log p, and y ≤ −2 log log p θ . The convergence rate for y ≥ 2 log p or y ≤ −2 log log p θ is similarly proved as in Theorem 1. Thus, we only need to consider the case when −2 log log p θ ≤ y ≤ 2 log p, where θ = 4 √ π. Now, with I := {(j, k) : 1 ≤ j < k ≤ d} and B a = {(s, t) ∈ I : (s, t) = (j, k), (s, t) ∩ (i, j) = ∅} for a = (i, j) ∈ I, we can use Lemma 5 to obtain the following uniform convergence rate, sup −2 log log p θ ≤y≤2 log p
where we have used the simple facts that b 3 = 0 and
We define h n = C 0 log p with C 0 = 6/t 0 . Let y m = x mi x mj I(|x mi x mj | ≤ h n ) and µ = Ey m . It is not difficult to show that P (|x mi x mj | ≥ h n ) = O(p −6 ). Then we have
Now by using Lemma 6, we have
Therefore, the proof of Lemma 2 is complete.
Proof of Theorem 1
To simplify notation, we define y n = 4 log p−log log p+y, t p = 4 log p−log log p−2 log log p θ , and θ = 4 √ π. Before proceeding to proof of Theorem 1, we first present an important lemma, whose proof is given in Li and Xue (2015) .
LEMMA 7. Rearrange the two dimensional indices {(i, j) : 1 ≤ i < j ≤ p} in any ordering and set them as
Now we are ready to prove Theorem 1 as follows.
Proof of Theorem 1. The proof is divided into two parts. To obtain the uniform convergence rate for (y, z) ∈ R 2 , we derive the rates of convergence for three regions respectively:
(y ≥ 2 log p, z), (−2 log log p θ < y < 2 log p, z), and (y ≤ −2 log log p θ , z).
In the first part, we consider (y ≥ 2 log p, z) and (y ≤ −2 log log p θ , z) together. To begin with, we introduce a simple but useful fact: for any two events A and B, we have
Using this fact, we then have
and sup y≥2 log p,z
Using the union bound, we can further bound sup y≥2 log p P Ln (y) as follows:
To bound sup y≤−2 log log p θ P Ln (y), we note that sup y≤−2 log log p θ P Ln (y) ≤ P Ln (−2 log log p θ ) due to the monotonicity of P Ln (·). By using Lemma 5, we have
Next, by using Lemmas 6.7 and 6.9 of Cai and Jiang (2011), we know that
and
Hence, it immediately implies that sup y≤−2 log log p θ
Combining (18), (19) and this upper bound, we have sup y≥2 log p or y≤−2 log log p θ , z
In the second part, we consider the remaining case (−2 log log p θ < y < 2 log p, z). For ease of notation, we rearrange the
Equivalently, the joint distribution P Sn,Ln (z, y) can be written as
where we used the fact that {max l=1,··· ,q V l > y n } = {∪ q l=1 [V l > y n ]} in the second equality. Let B l = {V l > y n } ∩ {b n ( q l=1 V l − a n ) ≤ z}. Then, we have P Sn,Ln (z, y) = P (∪ q l=1 B l ). By using Bonferroni inequality, for any even number d = O(log p) < [q/2], we know that
and also that
. Let Υ n = min(p −1/5 , n/p). We define two index sets I = {(i lt , j lt ), 1 ≤ t ≤ d)} and
Using the fact that
Now, we can follow the proof of Lemma 1 to obtain that
Combining (22) and the above inequalities, we have
where we used the triangle inequality and Bonferroni inequality (22) in the second inequality. By Lemma 7 and , as long as d ≥ 3, we have
We choose d be the smallest even number which is bigger than e 4 θ log p,, and then
We make a claim that
which will be proved later. In view of (23), we have
Similarly, we also have
Thus, we obtain that sup −2 log log p θ <y<2 log p,z
Combine the above result with (20), we obtain the desired uniform convergence rate in Theorem 1. Now it only remains to prove the claim (23). Denote the number of distinct variables with subindex appear in I as L, while L ≤ 2d. Without loss of generality, We consider the following case. We can bound
The last inequality is due to that
for any n ≥ 1. To bound A n and B n , we only show the case when p ≫ n 5/3 , which indicates
. The other case when p ≤ n 5/3 is similar. First we bound A n .
Define b 2 = x k2 I(|x k2 | ≤ n 1/6 ) − Ex k2 I(|x k2 | ≤ n 1/6 ) and b 3 = x k2 I(|x k2 | > n 1/6 ) − Ex k2 I(|x k2 | > n 1/6 ). By Bernstein inequality, the bound of B n ,
Since
Combine (24), (26) and (27), we show the claim.
Therefore, The proof of Theorem 1 is complete.
Proof of Theorem 2
Proof of Theorem 2. This is a direct result by combining Theorem 1 and Lemmas 1-2.
Proof of Theorem 3
The follow Lemma 8 facilitates the proof of Theorem 3, and the proof of Lemma 8 is given in Li and Xue (2015) .
LEMMA 8. Assume n, p → ∞, d = O(log p) and log p = o(n 1/6 ) as n → ∞. We arrange the tow dimensional indices {(i, j) : 1 ≤ i < j ≤ p} in any ordering and set them as
Now we are ready to prove Theorem 3.
Proof of Theorem 3. T he proof is similar to Theorem 1. We only need to replace Lemma 7 with Lemma 8 and also prove the following claim
where δ l = nr 2 ij , Γ n = min(n 2 , p) −1/5 and W I is defined as in the proof of Theorem 1. Thus, it remains to prove the claim (28). Denote the number of distinct vectors with subindex in I as L. Then,
Set h n = n 1/3 . Define
for any n ≥ 1. First we bound A n .Since
then by Bernstein inequality,
By the large deviation for generalized rank statistics, the bound of B n ,
Therefore, the proof of Theorem 3 is complete.
Proof of Theorem 4
Proof of Theorem 4. This is a direct result by combining Theorem 3 and Lemmas 3-4.
Proof of Theorem 5
Proof of Theorem 5. This is a direct result by using Theorem 2 and Theorem 4.
Proof of Theorem 6
Proof of Theorem 6. Proof is divided into two parts. In the first part, we show that
To this end, we decompose S n − A n as follows:
and F k denote the σ-field generated by (x 1 , . . . , x k ) for k ≥ 1. Then {W m , F m , m = 1, 2, . . .} is a martingale. Now, we have S n − A n = W n + R 1 , where R 1 is the higher order residual.
It is not difficult to show that EW 2 n = B 2 n . Thus, the desired result can be obtained by applying the martingale central limit theorem (Haeusler, 1988) 
We first prove that (32) is satisfied. Note that In the second part, we prove the power consistency of T S 1 n against H 1 : Σ ∈ G 1 ∪ G 2 , i.e., inf Σ∈G 1 ∪G 2 P (T S 1 n = 1) → 1, as n → ∞. Recall that the threshold c α is the α upper quantile of Φ ⋆ F . To simplify notation, we let SL n = b n (S n − a n ) + (nL 2 n − 4 log p + log log p) ≥ c α . It is obvious that inf Σ∈G 1 ∪G 2 P (T S 1 n = 1) = inf
≥ min( inf
On the one hand, we have the simple probability bound that inf Σ∈G 1 P (SL n ≥ c α ) ≥ inf Σ∈G 1 P (nL n − 4 log p + log log p ≥ 1 2 log p + c α )
− sup Σ∈G 1 P (b n (nS n − a n ) ≤ − 1 2 log p).
In what follows, we shall show that inf Σ∈G 1 P (nL n − 4 log p + log log p ≥ 1 2 log p + c α ) → 1 and inf Σ∈G 1 P (b n (nS n − a n ) ≤ − 1 2 log p) → 0 as n diverges to infinity. It is not difficult to show that n 2 b 2 n = O( n 3 np 2 +p 3 ) and A n − a n /n = n 2 +1 2n 2 tr(Σ − I) 2 . When n is large enough, we can further show that B 2 n ≤ 4(n−1) 2 tr(Σ 2 )tr(Σ−I) 2 +4(p−1) 2 tr(Σ 2 )+4(n−1)[tr(Σ 2 )] 2 n 3 and also that B 2 n ≥ 2(n−1) 2 tr(Σ 2 −Σ) 2 +2(p−1) 2 tr(Σ 2 )+(n−1)[tr(Σ 2 )] 2 n 3
. Then, we have P (b n (nS n − a n ) ≤ − 1 2 log p)
≤ P ( 1 B n (S n − A n ) ≤ − log p 2nb n B n − A n − a n /n B n )
→ Φ(− log p 2nb n B n − A n − a n /n B n ).
Hence, sup Σ∈G 1 P (b n (nS n − a n ) ≤ − 1 2 log p) → 0 holds since log p 2nbnBn + An−an/n Bn → ∞ as n → ∞, for all Σ ∈ G 1 . In the meantime, we also have inf Σ∈G 1 P (nL n − 4 log p + log log p ≥ 1 2 log p + c α )
≥ inf Σ∈G 1 P (max |σ ij | − max ij |σ ij − σ ij | ≥ 9 2 log p − log log p)
) log p/n).
Thus, inf Σ∈G 1 P (nL n − 4 log p + log log p ≥ 1 2 log p + c α ) → 1, when p = O(n 3 ) and n → ∞. We immediately obtain that inf Σ∈G 1 P (SL n ≥ c α ) → 1.
On the other hand, we use the simple probability bound again to obtain that inf Σ∈G 2 P (SL n > c α ) ≥ inf Σ∈G 2 P (b n (nS n − a n ) ≥ 4 log p + c α ) − sup Σ∈G 2 P (nL n − 4 log p + log log p ≤ −4 log p).
It is obvious that P (nL n − 4 log p + log log p ≤ −4 log p) = 0. Moreover, as n → ∞, inf Σ∈G 2 P (b n (nS n − a n ) ≥ 4 log p + c α ) → 1 − Φ(4 log p 2nb n B n − A n − a n /n B n ) → 1, Thus, we obtain that inf Σ∈G 2 P (SL n ≥ c α ) → 1.
Therefore, the proof of Theorem 6 is complete.
