Abstract. Predicting the stock market is a widely studied field
Introduction
Predicting stock market movement is a well-known research field. Some studies argue that it is possible to predict stock market movement [Filho and Júnior (2009) ; Zhang et al. (2018) ]. Based on that, it is natural to use all available resources in our dispose in order to confirm these hypotheses. The latest discoveries on the artificial intelligence (AI) area shows that algorithms are able to learn by themselves, recognize patterns, find the best features for a model and many others [LeCun et al. (2015) ]. By using the deep learning (an AI subarea) methods it is possible to understand financial market better than just reading and looking the data by itself.
Deep Neural Networks have been used several times in order to predict the financial market movement. Studies show that this method is getting 48%-54% right predictions [Gerlein et al. (2016) ]. Thus, we can certify that this field of research can be improved. Overall, the key advantage of deep learning is the ability for feature abstraction and for detecting highly complex interactions between these features -resulting in stateof-the-art performance across many applications [Krauss et al. (2017) ]. Recurrent Neural Network (RNN) is a type of neural network which offers the best outcomes when dealing with sequential data, for example, stock returns. parameters, evaluation metrics and others. Therefore, the main purpose of this study is verifying if it is possible to forecast the movement of a group of similar stocks. If so, investors and portfolio managers will be able to conduct their investments in a much simpler and less expansive environment.
In order to predict the movement of a group of stocks, they must be previously clustered together. There are several recent studies proposing different ways of clustering stocks [Bini and Mathew (2015) ; Jung and Chang (2016) ; Momeni et al. (2015) ; Nanda et al. (2010) ]. Most of them use more than one technique and focus on portfolio management. In this paper, the K-Means algorithm will be used once it outperforms other methods in terms of clusters compactness [Bini and Mathew (2015) ; Nanda et al. (2010) ].
The remainder of this paper is organized as follows. Section 2 briefly covers some previous studies and works in this area. Section 3 provides an in-depth discussion of the methodology, explaining which techniques were used in each part of the process. In Section 4 the results are presented. Finally, Section 5 presents some discussions about most relevant findings and proposes future works. Längkvist et al. (2014) explains the importance of time-series in data mining and how it can be used as a feature to perform better tasks in AI. By adopting unsupervised training methods, it is possible to use the time-series as an important feature of the model and consequently achieve better results. They also explain that dealing with time-series can be tough, the data is noisy and contains several dimensions. When techniques to simplify the data are applied, important information can be lost. Different algorithms are shown and explained, each one of them have their own characteristics and can be used in a different way. Focusing on the stock market deep learning strategies can solve most of the problems on dealing with such a complicated type of data and provides new approaches that have not been tested yet. The author also explains how time-series are used in different fields as music recognition, videos, physiological data, and others. Bini and Mathew (2015) present some data mining techniques used for clustering and data prediction. After explaining the importance of each categories of data mining the paper goal is presented. The work focuses in finding out the best companies in the market using clustering techniques and predicting their future stock price using regression techniques. Among the methods used, the K-means and Expectation Maximization algorithms performed better when compared to hierarchical and density based technique. Whereas the prediction algorithm used was the multiple linear regression that is best than simple linear regression. Kumar and Ravi (2016) describes the past studies and surveys on the text mining field including several applications of these techniques. They also present the advantages and disadvantages of the methods used on these researches. The paper consists in a literature survey on different databases about the text mining subject applied to the financial domain. In order to transform a normal text into a structured format several techniques can be applied. The first step is called pre-process, it plays an important role in text mining tasks. Normally, when the pre-process step was done with excellence the results tend to be superior. Feature selection is the second step to be done, in this part the unnecessary features are removed and the data set retains only the important ones. The authors present several important information about the number of papers and the year of publication of each one, a distribution of methods and approaches, and also a summary containing the most relevant information about the studies. Cavalcante et al. (2016) proposes a new literature review on recent approaches designed to solve financial market problems. The main purpose of the study is to survey the machine learning methods applied to the financial context published from 2009 to 2016. Besides summarizing the main studies, the authors also identify the key challenges on this research field. The articles are categorized by their pre-processing, forecasting and text mining methods. Some concepts are detailed trough the article, as the difference between technical and fundamental analysis, and also the machine learning methods: clustering, artificial neural networks, support vector machines, and others. The authors also explain the advantages of using these techniques in financial data and how they can be used in order to achieve better results. One of the most important results of this paper is the summary presented, where it is possible to verify features as: main goal, application, which inputs the authors are using, the techniques and if they used some trading system or not. It represents an important research once it presents the key publications and the techniques used in several relevant studies in the past years. Chong et al. (2017) aims to use deep learning techniques for financial market prediction for 38 stocks from the Korean stock market. The authors compare three deep neural networks methods against a standard regressive model and an artificial neural network. The authors utilize the Normalized Mean Squared Error (NMSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and Mutual Information (MI) as measures to evaluate the prediction performance the methods utilized. As a result, the deep neural network performs better on the training set, but on the test set the autoregressive model performs better. Both of the methods can be joined in order to combine the advantages of each one and eliminate the disadvantages. Also, it is necessary to use more data aiming high quality outcomes.
Literature Review
The research on the finance and neural networks field is motivated because just a few articles on the area can be found. Krauss et al. (2017) writes that "This point can be illustrated with The Journal of Finance, one of the leading academic journals in that field. A search for "neural networks" only produces 17 references whereas the journal has published about two thousand papers during the last thirty years. An even more limited number of papers uses neural network techniques in their empirical studies." According to the paper, this is a unique study because they use three different state-of-the-art machine learning techniques and compare than with a deep learning algorithm. Also, they follow the financial literature and provide a holistic performance evaluation, making it easy for investors to understand the results achieved. And lastly, they focus on a daily investment horizon instead of months and weeks, as normally on the literature. By using daily values the model can be trained with more data and consequently performs better. The main goal of the paper is to bridge the gap between academic and professional finance, providing a new perspective for both fields equally. Fischer and Krauss (2018) proposes a new method for financial market predictions using deep learning with long short-term memory (LSTM) networks. This work outperforms Krauss et al. (2017) and achieves returns of 0.46 percent per day. The main goals of the study are: use LTSM networks on the financial area, provide a better understanding about artificial neural networks and summarize the strategies used by the LSTM in choosing between winning and losing stocks. Nelson et al. (2017) studies the applicability of recurrent neural networks (RNN), in this case the LSTM was used in order to predict stock prices movement for four Brazilian companies. It was possible to observe that this technique outperforms the baselines with few exceptions. It proves that LSTM networks can offer good predictions when compared to other approaches, mainly in terms of accuracy and gains obtained. Even when compared to other finance strategies, like buy and hold, the trained model outperforms traditional methods and offers less risks when observing the maximum losses. Zhang et al. (2018) created a model called Xuanwu, which utilizes unsupervised pattern recognition methods in order to remove the human factor in the division of training and test samples. Experimental results show that the proposed framework outperforms the best methods in stock movement prediction. On a more detailed explanation, the first fact is that, it is impossible for human to compete with big data algorithms, so, the separation between train set and test set should be made by the algorithm. The training sample differs from other literature models because it works utilizing the probability a known shape be formed in a fixed duration of time when only the first days of analyze were conducted. Xuanwu also utilizes patter recognition algorithms to understand the movement of the stock being analyzed, these patterns are called shapes. The authors claim that this framework can be used by small startups that doesn't trade in the stock market so frequently, the analysts could use the method to narrow down they search for good stocks to invest in
Materials and methods
The data set used in this paper was downloaded from Kaggle 1 . It contains the stock code, date, and values of close, high, low and volume for a given date. The first step is defining the period in which the data must be extracted. Later, it must be analyzed in order to obtain the period that contains the biggest number of stocks traded. Data preparation and handling was entirely conducted in Python 3.5 [Python Software Foundation (2018) ]. The deep learning LSTM network was developed using Keras [Chollet et al. (2015) ].
In order to achieve the desired results, it was necessary to complete a sequence of steps. First, it is necessary to (i) prepare the data for future utilization, it consists in downloading the data set, extract the data to be used in the prediction and evaluating if the extraction was done successfully. Later, the preprocessed data must be (ii) clustered, it guarantees that it will be possible to predict values from a large data set, once it would take a long time to run a neural network algorithm through thousands of stocks. Therefore, it will be necessary to find similarities between stocks, this will be done using K-Means algorithm, which will be applied on a correlation matrix generated by Pearson correlation coefficient metric. Once the data is grouped by its similarities, neural networks algorithms will be implemented to (iii) predict stock market prices. Finally, the results generated in last step will be evaluated.
Clustering
Mirkin (1996) defines clustering as a mathematical technique designed for revealing classification structures in the data collected in the real-world phenomena. Which means that clustering is the process of creation of clusters of similar objects [Bini and Mathew (2015) ]. K-means clustering aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean [Nanda et al. (2010) ]. However, the data must be prepared prior to being used by this algorithm.
The stock return was calculated using Equation 1, where Rt represents the return for a specific period t. Pt is defined as the price of the stock at time t and Pt-1 represents the price of that same stock at the instant just before Pt analysis [Affonso et. al (2017) ]. In this study, the 1-day interval was used.
Pearson's correlation coefficient is used to measure how two linear variables are correlated. The result goes from -1 to 1, the signal indicates the direction of the relationship and the value suggests how strong it is. By other side, if the value is zero, there is no linear correlation between the variables [Filho and Júnior (2009) 
The math behind Pearson's correlation coefficient is shown in Equation 2, where (Ri) is the average value of return prices, so the (RiRj) can be explained as the average of the sum of the mean log return values of two corresponding stocks. In other words, it is the mean of the mean. The correlation coefficient is measured for all pairs of stocks in both exchanges.
Cluster analysis is an unsupervised method and one of the biggest problems with clustering is identifying the optimum number of clusters [Gan et al. (2007) ; Liu et al. (2010) ]. Therefore, determining the optimum number of clusters for a given data set is extremely important. Some validation method must be used to achieve the appropriate number of clusters. There are several methods that can be applied, but in this paper the "elbow method" will be used. It consists in plotting a graph where the y-axis represents some kind of error metric and the x-axis represents the number of clusters. A marked flattening of the graph suggests that the clusters being combined are very dissimilar, thus the appropriate number of clusters is found at the "elbow" of the graph [Ketchen and Shook (1996) ].
After obtaining the correct number of clusters, the K-Means algorithm was applied on all of the correlation matrices and the output was a file containing the stock and its correspondent group.
Neural Networks
Neural network consists of an interconnected group of artificial neurons, while deep learning, a method of machine learning, has developed several layers on the basis of neural networks ]. These networks have been used to achieve state-ofthe-art results on a number of benchmark data sets and for solving difficult AI tasks [Längkvist et al. (2014) ].
As we are dealing with stock prices, the data set consists of just an array of numbers through time. Recurrent Neural Networks(RNN) are mainly used to predict a data sequence, for example the next word in a text or message. RNNs process an input sequence one element at a time, maintaining in their hidden units a 'state vector' that implicitly contains information about the history of all the past elements of the sequence [LeCun et al. (2015) ]. The RNN problem is that important information is faded away. It uses a back-propagation algorithm in order to replicate its results through layers. Although their main purpose is to learn long-term dependencies, theoretical and empirical evidence shows that it is difficult to learn to store information for very long [Bengio et al. (1994) ]. For example, it would be harder for a RNN to predict the next correct word for a 2000 words text than for a 10 words sentence. This situation is called vanishing gradient problem.
LSTM networks are specifically designed to learn long-term dependencies and are capable of overcoming the previously inherent problems of RNNs, i.e., vanishing and exploding gradients [Fischer and Krauss (2018) ]. This technique was first proposed by Hochreiter and Schmidhuber (1997) and aimed solving the vanishing gradient problem. It does so by keeping the error flow constant through special units called "gates" which allows for weights adjustments as well as truncation of the gradient when its information is not necessary [Nelson et al. (2017) ]. Thus, the vanishing problem is solved and the RNN doesn't lose the important data through time.
Results
The results are presented in three stages. First, information about the data is presented. The second step consists in using the data set in order to cluster the stocks by its similarity. Lastly, by using the groups created in the last part, the LSTM is trained and the predictions are made. The results are discussed in Section 5.
After analyzing the download data set, it was possible to observe that the period between 01/01/2008 and 29/03/2018 contains the biggest portion of the data. The result of the extraction is shown in Table 1 , both exchanges had their size data reduced drastically. 
Clustering
In order to illustrate the results obtained in the last step, a correlation matrix was plotted and is presented in Figure 1 . For each stock, in each stock exchange, the correlation between all of them was measured. It is possible to confirm that the main diagonal equals to zero and the rest of the matrix is between -1 and 1. Therefore, it is possible to use this result to group similar stocks.
The elbow method was used to obtain the best number of clusters. It consists in plotting a graph, shown in Figure 2 , where it is possible to check the number of clusters versus the generated error, in this case it was utilized the Within-Cluster Sum of Squares. It is important to emphasize that we cannot just choose the biggest number of clusters, with the minimum error value, because it would cause an over-fit. Using the information generated by K-Means algorithm, the data was grouped using simple average, which means that for each day the values of all group components where summed and then divided by the number of components, it was done for every day since 01/01/2008 in both exchanges. The Table 2 shows the number of files in the beginning of the process, and the number of groups for each exchange. By doing that, instead of analyzing the predictions of 2029 stocks, it will be necessary to evaluate just 40 predictions. 
Predicting Values
The data was divided in 80% for training and 20% for tests. Each group of stocks was trained and tested separately. A LSTM network was created in order to check if values generated from clusters could be predicted. The network was developed using accuracy as a metric and the mean squared error(MSE) as the loss function. Some of the predicted values will be shown next. First, we must evaluate the metrics generated. Table 3 shows all the values sorted by their respective error for both exchanges. We can check that the error is small, but also, the accuracy is really small. In Figure 3 (a) it is possible to confirm that the error decreased over the time but -as we can check in Figure 3 (b) -the accuracy of the predictions is not so good. The predicted values (represented by a blue line) are really close to the real value(orange) but not on top of each other. Thus, the predicted values are not the ideal ones, but the network produced potential results. The same behavior can be observed in Figure 4 for the NYSE Exchange. In Figure  4 (a) it is possible to observe how the error decreases, but the predictions are not on top of the real values (Figure 4 (b) ). We can also observe that as the neural network tries to predict one value at a time, we can observe that a mistake in the beginning of the process influences the rest of the prediction. 
Discussion and Future Work
We have shown how two different machine learning techniques can be used in pursuit of a single goal. The raw data was organized and important information was extracted. The remaining stocks were clustered by their correlation and groups of stocks were generated using K-Means algorithm. Finally, a LSTM network was applied in the data set with the purpose of predicting the value of a group of similar stocks. The process was done successfully and it proves that stocks can be clustered using K-Means algorithms and that the network prediction capacity did not suffer any impact.
These results can have a huge impact for investors and portfolio managers. By using the proposed techniques, it is possible to buy stocks that have the same behavior. Thus, less time and less computational power will be necessary in order to evaluate a whole group of companies.
Potential directions of future work include analyzing the impact of different similarity measures and how it can influence the process of clustering stocks. Also, when dealing with clustering, it will be necessary to study further options and algorithms that better represent the similarity between stocks. Furthermore, it seems that, even with some error in the beginning of the series, the stock tendency keeps unaltered, so it should be taken in consideration in future work. Additionally, better evaluation metrics should be used in the LSTM network aiming a better accuracy.
