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To my parents 
There was neither non-existence nor existence then; 
there was neither the realm of space nor the sky which is beyond. 
What stirred? Where? In whose protection? 
Was there water, bottomlessly deep? 
Whence this creation has risen - 
perhaps itformed itself, or perhaps it did not 
- the one who looks down on it, in the highest heaven, 
only he knows - or perhaps he does not know. 
- Song on the creation from Rig Veda 
(believed to be written during 1500 - 1200 B. C. ) 
Translatedfrom Sanskrit 
Abstract 
No decision-making problem in a real world situation can be well and precisely defined. 
Embedded in every situation are vagueness and cognitive uncertainty. In such situations 
of decision-making, it is of crucial importance to tackle the uncertainty, which otherwise 
might lead to wrong decisions. Evaluating the uncertainty using the most appropriate ap- 
proach to the problem is also of paramount importance. This thesis explains why and how 
Fuzzy Logic has been used in a decision making problem concerned with the aftermath of 
a forest-fire. A method of deriving the fuzzy membership functions using the Error Func- 
tion is proposed. The fuzzy aggregation operators that help in aggregating fuzzy sets have 
been generalised to encompass the relative importance of each fuzzy set, by extending 
the conventional definition of a fuzzy set. This generalisation of fuzzy sets is envisaged as 
a major contribution to Fuzzy Set Theory that could spur many crucial applications. Ex- 
periments have been conducted using the generalised aggregation operators to clearly 
bring out the improvement made from that of a conventional rule-based GIS reasoning, 
and from reasoning either without these generalised operators or without the preselection 
of the most appropriate operator in a training first stage. 
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Chapter 1 
Introduction 
So far as the laws of mathematics refer to reality, they are not certain. 
And so far as they are certain, they do not refer to reality. 
- Albert Einstein 
Yes, the truth in the above statement can be well perceived when we are forced to han- 
dle vague, imprecise and ill-defined concepts in a decision making problem. This is more 
the case when dealing with real world applications regarding optimal utilisation of nat- 
ural resources. Hence, an important pre-requisite of any reasoning model would be its 
capability to handle vague data. Take for example, the problem of evaluating the risk of 
desertification of an area affected by forest fire. There are many kinds of uncertainty and 
vagueness involved in the problem. 
Experts often express their knowledge in terms of linguistic variables like shallow, 
medium, deep etc. 
Consider the variable 'Ground Slopewhich is one of the major factors in the evalu- 
ation of the risk of desertification. Suppose an expert classifies slope as 'gentle' if it 
is 0- 20%, 'medium' if it is 20 - 40% and the rest as 'steep. If there is a site with a 
slope of 19.5%, then a hard classification would assign it to the class gentle, whereas 
the site is more likely to have as much the characteristics of medium slope. Hence, 
there is an uncertainty in the classification of variables which necessitates the usage 
of partial class memberships. 
1 
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There is uncertainty in the measurement of variables especially when many pixel 
values have to be aggregated together to yield a representative figure. 
e There is a mixture of classes within each individual study area. 
It is obvious that the imprecision involved in the above stated problem is possibilistic 
rather than probabilistic because the uncertainty involved is cognitive and not due to 
randomness. Which other approach can handle these uncertainties more efficiently than 
Fuzzy Logic? None, because it is the only theory that can integrate both subjective and ob- 
jective knowledge in a logical manner. Hence, this work is aimed at using Fuzzy Logic as 
the reasoning technique in an application of Remote Sensing concerned with an efficient 
planning of resource allocation of a fire-affected area. 
Forest fire is a common occurrence in many places around the world. A fire outbreak 
could be due to a natural cause, like lightning, or artificial when it is human made. Some- 
times fires are deliberately ignited by human, for the purpose of growing crops, when 
there is a likelihood of the soil becoming fertile, given sufficient time to regenerate. This is 
also called shifting cultivation or slash-and-burn farming. However, when the fire is nat- 
ural, though at times a burnt region regenerates on its own, in some situations the conse- 
quences could be catastrophic if the region was left uncared for. Fire influences the phys- 
ical and chemical properties of the soil, dry matter accumulation, genetic adaptations of 
plant species and wildlife habitat. Fire could bring about a change in the chemical prop- 
erties of the soil where the destruction of organic matter would expose highly erodible 
soils to heavy rain. Sometimes massive erosion is caused when rains following a fire wash 
all the debris downhill. This is more destructive on the south-facing slopes of the North 
hemisphere. Moreover high temperature of burned sites may cause seedling mortality 
and delay in the forest development. 
Since total afforestation of the devastated area is virtually impractical, timely and accu- 
rate information on the sites that should have priority for reforestation could go a long 
way in an efficient planning of resource allocation. This could also be viewed as a prob- 
lem of evaluating the risk of desertification faced by a fire-affected area. Obviously such 
a decision making problem would involve analysis and integration of topographical or 
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spatial data. Remote Sensing and Geographic Information Systems (GIS) are two techniques 
which aid in such studies. While Remote Sensing aids in acquiring data of the affected 
area, GIS techniques aid in the manipulation and analysis of integrated spatial data and 
also the associated attribute data. Though there are many commercial GIS packages avail- 
able for such integrated analysis, most of them are general purpose packages. In practice, 
GIS provides only a basic modeling toolkit, often insufficient for specialised modeling re- 
quirements. The specialised needs of particular GIS applications are too diverse to en- 
compass all types of models within a single system. Most of the commercially available 
GIS packages tend to simply superimpose the various information layers in a heuristic 
way as a process of integration of various parameters for any analysis. Apart from the 
obvious problem that different factors may combine in a non-linear way to influence the 
output classification, there is another major drawback of this approach: the information 
obtained from each layer may be inaccurate or uncertain to various degrees and this un- 
certainty should be taken into consideration when the various items of information are 
combined. 
In the present study, the aim is to evaluate the risk of desertification of fire-affected areas 
by using not just a rule-based GIS, but by using Fuzzy Logic techniques. In the former, no 
consideration is given to dealing with uncertainty that is intrinsic in any such decision- 
making problem. The uncertainties in the spatial data can be attributed to factors like 
accuracy of the classification of the satellite data apart from various natural factors like 
resolution, sensor characteristics, location accuracy etc. These uncertain data, when inte- 
grated into a GIS, have their errors propagated through the various steps of data conver- 
sion, data analysis etc. 
Apart from the inherent uncertainty, there could be uncertainty in the reasoning proce- 
dure adopted. In the present study, we deal with uncertainties that enter the reasoning 
process due to sharp class boundaries, uncertainty in the measurements and also the in- 
herent uncertainty due to a mixture of classes within the same region. 
There are 3 major steps in meeting the objectives of a reasoning process: 
Acquisition of the relevant primary and secondary data. 
4 
* Derivation of fuzzy membership functions. 
9 Fuzzy aggregation. 
This thesis is mainly concerned with the last two points. The experiments are performed 
on a few sample sites selected from the study area, for which ground truth information 
was available. This work was part of a European project undertaken with the collabo- 
ration of the National Technical University of Athens, Greece, Institute for Digital Image 
Processing, Austria and Institute of Mediterranean Forest Ecosystems, Greece. The satel- 
lite data were corrected and geocoded by the Institute for Digital Image Processing, Aus- 
tria, the GIS layers were created by the National Technical University of Athens and the 
field data were collected by the Institute of Mediterranean Forest Ecosystems. The GIS 
package Arc/Info was used as a medium for deriving some secondary information re- 
quired in the analysis, apart from some fine tuning of primary data. 
The next part concerns the problem of fuzzy membership functions. The most commonly 
used membership functions are trapezoidal, triangular or bell-shaped. Some of the ex- 
isting publications contain Gaussian based bell-shaped functions. However, if the major 
uncertainty arises from the measurement process of the variables, the membership func- 
tions must be expressed by the Error function. Hence, the first novel contribution of this 
thesis is the derivation of the fuzzy membership functions in terms of the Error function, 
assuming that the error in the measurement of a variable is Gaussianly distributed. In fact, 
two methods are proposed for the evaluation of fuzzy membership grades: As Error func- 
tions using Gaussian probability density functions and as fractions of pixels of different 
classes that make up a particular sample site. The latter approach reflects the fact that each 
individual site may consist of a mixture of pixels with diverse attributes. A comparative 
study of the results obtained by both techniques is included - It shows that the technique 
based on the Error function gives slightly better results (see Section 7.2). 
The second novelty of this thesis lies in the Fuzzy Aggregation process. A mechanism 
is proposed for taking into consideration the relative importance of various factors that 
influence a decision and this mechanism has been investigated in conjunction with the 
various operators that have been proposed in the literature for evidence aggregation and 
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in the context of our specific application. We introduce the novel idea of assigning rela- 
tive importance to the aggregated factors by allowing the membership functions to take 
values greater than 1. It must be stressed that this is not the same as scaling the member- 
ship functions with the help of weights, because several of the aggregation operators used 
are non-linear and scaling their arguments is not the same as allowing membership func- 
tions greater than 1. For this purpose, we also propose generalised forms of these opera- 
tors where their input variables are allowed to take values greater than 1. The maximum 
value of each membership function is treated as a parameter that is determined with the 
help of the training data. Hence, this work is mainly aimed at improving a conventional 
GIS-based system in a decision making process that involves spatial data analysis. This 
improvement is also exemplified by experimental comparison with a simple rule-based 
GIS system. 
In Chapter 2 of the thesis, we explain why fuzzy logic was chosen for the decision making 
problem, review some of the published work on Fuzzy logic and its applications, discuss 
its basic drawbacks and also review the relationship between Fuzzy Logic and Neural 
Networks, as established by several people. In chapter 3, we review some of the published 
work on how uncertainty has been tackled in the field of Environmental Sciences. Chap- 
ter 4 gives briefly the background of our particular application problem. Chapter 5 gives 
the method adopted for the derivation of fuzzy membership functions for the variables 
involved in the study. Chapter 6 describes how the relative importance of the various pa- 
rameters have been taken into consideration and the subsequent necessary generalisation 
of the fuzzy aggregation operators. Chapter 7 gives the experimental results after an auto- 
mated selection of the most suitable conjunction and disjunction operators, clearly bring- 
ing out the improvement by giving comparative results of the alternative techniques. The 
thesis concludes with Chapter 8 briefly describing what has been achieved and also where 
this could lead to. 
Chapter 2 
Fuzzy Logic to combat Uncertainty 
Everything is a matter o degree. 
- Anonymous 
2.1 Why Fuzzy? 
Very often, we find ourselves having to make decisions in real world problems that are 
full of uncertainties: uncertainties arising from human thinking and perception, uncer- 
tainties due to vague, imprecise and ill-defined concepts, uncertainties due to unreliable 
measurements, uncertainties due to lexical imprecision etc., as well as the uncertainties 
governed by physical laws. In fact, much of human reasoning is approximate rather than 
precise in nature [46]. To make a good decision one must possess a model of the decision 
making situation which includes all the relevant aspects of the situation [4]. Dealing with 
uncertainty in decision making problems has been an issue for quite sometime now and 
there have been quite a few approaches to tackle it. All these approaches could be classi- 
fied under the subject of 'Soft computing'. Soft computing differs from conventional com- 
puting because of its tolerance to imprecision and uncertainty. The most prominent of the 
soft computing approaches are probability theory, Dempster-Shafer theory, MYCIN and 
EMYCIN calculi, Neural Networks, Genetic Algorithms and Fuzzy Set theory. 
The probabilistic type of uncertainty arises from random behaviour which results in an 
event having a particular frequency of occurrence. If statistical data are available and un- 
certainty is treated by assigning some probability distribution function to describe how 
uncertain one is about the outcome of a particular experiment, then the uncertainty is 
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treated probabilistically, mainly by using Bayesian methods [25]. 
In Dempster-Shafer theory, uncertainty is viewed as a degree of belief. These degrees 
of belief are numerical values in the interval [0,1] where I means total belief, 0 means a 
lack of belief and an intermediate value means partial belief [221. Dempster-Shafer the- 
ory is mainly used in medical diagnosis, where the evidence-gathering process requires a 
method for combining the support for a hypothesis, based on multiple, accumulated ob- 
servations. In Dempster-Shafer theory, the terminology 'frame of discernment' is used to 
represent the set of mutually exclusive and exhaustive elements. For example, it could 
be a set of diseases that are mutually exclusive and exhaustive. Given two belief func- 
tions, based on two observations, but with the same frame of discernment, Dempster's 
combination rule is used to compute a new belief function that represents the impact of 
combined evidence [15]. 
In MYCIN and EMYCIN, which are in many ways similar, uncertainty is viewed as a 
degree of confirmation. The degrees of confirmation are numerical values in the inter- 
val [- 1,1] where 1 means that the evidence confirms the hypothesis, -I means that the 
evidence disconfirms the hypothesis, 0 means that the confirming evidence balances the 
disconfirming evidence or that there is no relevant evidence, and an intermediate value 
means that the hypothesis is partially confirmed or partially disconfirmed by the evidence 
[221. 
All the above three techniques deal with different kinds of uncertainty. Hence, there are 
various types of uncertaintyý but the most common ones could be classified as probabilis- 
tic and cognitive uncertainties [16]. If vagueness enters and is of stochastic kind, it can be 
properly modelled by using probability theory. There are fields in which the description 
of a problem is also vague, but in which the vagueness is of a different kind than random- 
ness. One of the most important areas of this kind is probably that of decision making 
where the human factor enters with all its vagueness of perception, of subjectivity, of at- 
titudes, of goals and of conception. To use a modelling language that is dichotomous or 
binary in such areas is far from adequate [47]. It is in such cases, we turn towards fuzzy 
logic which is a tool for dealing with cognitive uncertainty that arises from human think- 
WHY FUZZY? 
ing, cognition, reasoning and perception processes. The perception phenomena associ- 
ated with such processes cannot be characterised by conventional statistical theory [16]. 
The fuzzy set theoryý as known today, was formally developed by Lotfi. Zadeh in 
1965. However, a multivalued set theory existed much earlier. Polish logician Jan 
Lukasiewicz first formally developed a three-valued logical system in the early 1930's. 
Later, Lukasiewicz extended the range of truth values from f 0, -1,11 to all rational num- 2 
bers in [0,1] and finally to all numbers in [0,1]. In the 1930's, quantum philosopher Max 
Black applied continuous logic componentwise to sets or lists of elements or symbols - His- 
torically, Black drew the first fuzzy set membership functions and called the uncertainty 
of these structures vagueness [261. 
Fuzzy logic can be described as a logic of approximate reasoning. It provides a strict math- 
ematical framework in which vague, conceptual phenomena can be precisely and rigor- 
ously studied. Fuzzy set theory has developed as a very powerful modelling language 
that can cope with a large fraction of uncertainties in real life situations. Because of its 
generality, it can be well adapted to different circumstances and contexts [481. According 
to Earl Cox, a significant benefit of fuzzy system modelling is the ability to encode knowl- 
edge directly in a form that is very close to the way experts themselves think about the 
decision process. Hence, a fuzzy system captures expertise close to the expert's own cog- 
nitive model of the problem. This means that the knowledge acquisition is easier, more 
reliable and less prone to unrecognised errors and ambiguities. Fuzzy systems are univer- 
sal approximators and hence well suited to modelling highly complex, often non-linear 
problem spaces. They are able to approximate the behaviour of systems displaying a va- 
riety of poorly understood and/or non-linear properties. With the ability to explain their 
reasoning, they provide an ideal way of addressing these difficult problems [9]. 
Fuzzy Logic is a superset of conventional Boolean logic that has been extended to handle 
the concept of partial truth. Fuzzy logic eliminates sharp boundaries between class mem- 
bership and non-membership. It allows one to define partial memberships in the various 
classes in contrary to the binary logic wherein the membership is either 'YES' or 'NO. A 
fuzzy set is defined by assigning to each class a value which would represent its grade of 
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membership in that particular class. This grade corresponds to the degree to which an in- 
dividual is similar to the concept represented by the fuzzy set. Hence the transition from 
one class to another is more gradual rather than abrupt. For example, if the fuzzy vari- 
able is slope and could be classified as gentle, medium and steep and if the areas with 
slope between 0% and 20% are defined as areas with gentle slope, then, a particular sam- 
ple site having a slope of 19.8% would be classified into the category of gentle slope if the 
conventional box classification is used even though logically it is equally likely to belong 
to the category medium. Such issues are solved by assigning partial memberships to the 
classes. A full membership is indicated by assigning 1 as the membership value and lack 
of membership is indicated by assigning 0 as the membership value. This allows a crisp 
set to be considered as a restricted case of fuzzy set, thus making fuzzy logic quite flexi- 
ble. Moreover, fuzzy logic provides simple operators and techniques for representing and 
inferring from knowledge that is imprecise and unreliable. There are many possible defi- 
nitions for the fuzzy operators and many ways to formulate a problem which make fuzzy 
theory even more flexible [22]. 
Briefly, it can be said that Fuzzy Logic has been chosen as the main reasoning mechanism 
in this thesis because 
It eliminates sharp boundaries between class membership and nonmembership by 
defining partial memberships. 
* It can deal with knowledge that is imprecise and unreliable. 
* It can simultaneously handle numerical and linguistic knowledge. 
* It can co-ordinate both subjective and objective knowledge in a logical way. 
e It can be flexible since a crisp set can be considered a particular restricted case. 
e It provides very simple operators for the reasoning process. 
There cannot be a decision making problem which has precise, well-defined vari- 
ables with strict quantitative description. 
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Imprecision involved in natural languages is possibilistic rather than probabilistic 
as it is cognitive and not random. 
2.2 Fuzzy Applications 
Some of the prominent applications of Fuzzy Logic have been in the fields of Control Sys- 
tems, Pattern Recognition and Decision-making. Fuzzy logic has been very successfully 
applied in many control systems. It is widely used in manufacturing processes as produc- 
tion is fuzzy. One of the first successful implementations of fuzzy control was in a cement 
production system [381. Fuzzy reasoning has also been used in the autofocussing system 
of a camcorder, in environmental control systems for heating and cooling, in shower head 
controller to regulate water temperature, in fuzzy automatic breaking systems of auto- 
mobiles [38], washing machines with fuzzy controller [37], aircraft control and elevator 
scheduling [37], in navigation of mobile robot in uncertain environments [1] etc. Czo- 
gala and Pedrycz in [10], deal with a variety of control problems that arise in fuzzy re- 
lational systems. The possibility of simultaneous identification and control, control with 
constraints, and a simple form of optimal control are considered. An extensive survey of 
fuzzy control methods can be found in [27]. Sugeno in [40] refers to a collection of papers 
describing the state of the art in the rising trend of fuzzy control applications as in 1985. 
Zadeh explains the different fuzzy approaches in control in [45]. Li and Lan in [30] give 
the merits and the limitations of fuzzy controllers. 
Pattern Recognition is another area in which Fuzzy Logic has proved quite successful. The 
process of pattern recognition encompasses a lot of uncertainty. Uncertainty in classifi- 
cation or clustering may arise from the overlapping nature of the various classes. There 
could be an ambiguity within a pixel due to multivalued level of brightness. In decision- 
theoretic approach to pattern classification, imprecision arises because vectors having im- 
precise or incomplete specification are usually either ignored or discarded from the design 
and test sets [3]. A number of good papers on Fuzzy cluster analysis, Classifier design 
and Feature analysis, Image processing and Machine vision can be found in [2]. Fuzzy 
Logic has been observed to perform quite well in handwritten character recognition too. 
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In [14], the authors have developed a fuzzy rule-based system for locating street numbers 
in digital images of handwritten mail. They have proved that their fuzzy rule based sys- 
tem outperformed a neural network approach and hence suggest that if care is given not 
to make rules too specific, then a robust, fuzzy rule-based system can be developed for 
computer vision applications. There has been a lot of work done on fuzzy classification 
of remotely sensed images (eg [43] [5] [13]), but we shall expand upon it in the next chap- 
ter. 
Fuzzy Logic has also been used in Database querying and information retrieval mainly 
to improve the flexibility of the query to manipulate information stored in the database, 
which is uncertain and imprecise and to model similarity between close values [11]. Re- 
cently, Fuzzy Logic has been recognised as a valuable tool in many fields, including music, 
Chemistry Management, Operations Research, Real Estate analysis etc. 
2.3 Problems with Fuzzy Logic 
One of the major criticisms against Fuzzy Logic is the lack of theoretical foundation. Al- 
though the theory has been developed in a consistent way, there is a lot of room for ar- 
bitrariness in its implementation. To be more specific, Probability theory has been de- 
veloped in an axiomatic way and relies on the use of conditional and prior probabilities. 
When it comes to implementations, these probabilities are inferred from the statistics of 
training data. Thus, the theories of Probability and Statistics complement each other and 
their touching point is the link between theory and application. Fuzzy Logic, on the other 
hand, although has been developed in an axiomatic way, does not have the support of 
Statistics. Fuzzy sets are always context-dependent and hence there is a lot of arbitrari- 
ness in defining the membership functions. There cannot be a universal agreement on 
the membership function of a fuzzy set. When the universe of discourse is described by 
means of non-numerical parameters or when the fuzzy category is so complex that its un- 
derlying dimensions are hard to grasp, then again, it becomes a difficult task to come up 
with numerical membership grades. 
The second problem of Fuzzy Logic is its non-robustness. Strict adherence to the axioms of 
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Logic dictate that when different aggregates are combined, the minimum of the conjunc- 
tively aggregated membership functions should be taken for the result and the maximum 
for the case of disjunctive aggregation. This is equivalent to saying that a chain is as strong 
as its weakest link, and a rope is as weak as its strongest fibre. In practice, however, these 
rules are too strict. So, over the years various people have proposed various alternative 
aggregation operators, all of which are arbitrary and some try to bring Fuzzy Logic in line 
with Bayesian Reasoning. 
The third problem with Fuzzy Logic is the difficulty in dealing with situations where the 
combined effects have different importance for the outcome, especially, the fuzzy aggre- 
gation operators being non-linear. 
In this thesis, we are dealing with all these three issues: 
In chapter 5, we try to derive in a rigorous way, membership functions that make 
use of the uncertainty in the data. 
In chapter 6, we propose a novel mechanism for the inclusion of the importances 
of the aggregated factors by 'slaughtering one of the sacred cows" of Logic, namely 
the axiom that the membership functions have to vary between 0 and 1. The partic- 
ular implications of this assertion on the various types of aggregation operator are 
carefully examined in terms of the Mathematical properties of these operators. 
In chapter 7, we experiment with the various operators that have been proposed 
in the literature and propose a training based approach to the solution of problems 
where the optimal operator for a particular problem is selected using training data. 
2.4 Fuzzy Neural Network 
The subject of a hybrid Fuzzy Neural Network is worth a mention here as recently it has 
been widely applied by many in many problems. A close relationship between the neu- 
ral and fuzzy systems has been observed as they both work with degrees of imprecision. 
Hence, the subject of Fuzzy Neural Network has proved to be a good approach to get the 
benefits of both the systems by integrating them thereby bringing the learning and com- 
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putational potential of the Neural Network into Fuzzy Logic systems and the reasoning 
capability of Fuzzy Logic into Neural Networks. 
There is a very large wealth of literature on the relationship between Neural Networks 
and Fuzzy Reasoning. The first papers to introduce fuzzy sets into Neural Networks were 
probably [28], [291, where the authors generahsed the McCulloch-Pitts model by using 
intermediate values between zero and one. Keller and Hunt in [23] incorporated fuzzy 
membership functions into the perceptron algorithm. Takagi in [421 discussed the fusion 
of the two technologies. This was mainly a survey paper with a look into future direc- 
tions. Yamakawa in [44] designed a type of fuzzy neuron which has real number input 
signals but fuzzy weights. In [41], Yamakawa et al developed another type of fuzzy neu- 
ron which had fuzzy input signals and real number weights. Buckley and Hayashi [6,17], 
Hayashi et al [ 18,19,20,21 ] and Buckley and Qu [8] have quite a few papers investigating 
the Fuzzy Neural Networks with reference to various applications like fuzzy controllers, 
expert systems, solving linear system equations etc. These authors have also devised dif- 
ferent learning algorithms for different type of Fuzzy Neural Networks. Nauck and Kruse 
in [34], the authors designed a NeuroFuzzy system called NEFCLASS which would cre- 
ate rules from examples and learns the fuzzy sets by using a supervised learning algo- 
rithm. However, here, the rules are not weighted in order to simplify the interpretation of 
the learning result. Halgamuge and Glesner in [39], designed a neural network for fuzzy 
systems for real world applications that considered weights for the rules as well. Keller 
and Tahani in [31], attempted to incorporate conjunctive and disjunctive rules into Neu- 
ral networks, but use the logistic function for activation and standard backpropagation 
for learning. Pedrycz in [35 ] [36] , defines aggregative logic neurons namely 'AND' and 
'OR' that could be used in the development of logic processors. In [24], Kandel explains 
why a standard back propagation is not suitable for a fuzzy neural network and also gives 
the various learning algorithms that could be used instead. Figueiredo etal in [121, define 
a structure for learning membership functions and also for incorporating reasoning capa- 
bilities into the Neural Networks. Gupta [32] and Gupta & Rao [33] review the principles 
of Fuzzy Neural Networks and their applications. Buckley and Hayashi also have a sur- 
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vey paper on fuzzy neural networks [7]. 
At the end of this thesis, we visualise this hybrid technology as the door to the future ex- 
tension of the work accomplished here. 
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Chapter 3 
Uncertainty in the Environmental 
Sciences 
3.1 Non-fuzzy approaches 
There is a lot of work done on mapping and monitoring forest areas [31 [271 [10] [9] [211, 
assessment of vegetation change [22], fire risk assessment [25] [11] [14] and restoration of 
burned areas and vegetation recovery [4] [311 [29] [20]. Although the above approaches 
use traditional Remote Sensing and GIS techniques for spatial data integration, there are 
plenty of other examples where uncertainty in the available information is taken into con- 
sideration. The list of mechanisms, which have been proposed in Geographical and Geo- 
logical applications, in order to handle uncertainty, includes Bayesian Networks, Neural 
Networks, Genetic Algorithms, Dempster-Shafer theory and Fuzzy Logic. 
In [7], Bonham-Carter et al. use Bayesian statistics in their endeavour to create a map 
showing areas favourable for gold n-dnerahsation in the region of Nova Scotia, based on 
the distribution of 70 known gold occurrences. The initial geoscience data sets were ana- 
lyzed on the GIS. A multi-element geochen-dcal signature was generated using a regres- 
sion analysis to find the linear combination of geochemical elements that best predict lake 
catchment basins containing a gold occurrence. A predicted gold occurrence map, based 
on the geochemistry alone, was produced. A method using Bayes rule was applied to 
combine other factors important for gold prediction with the geochemical signature. The 
various layers required to create a predictor map were overlayed and for each unique 
combination of the attributes, a posteriori probability was calculated, resulting in a map 
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depicting probability Of gold mineralisation. This map confirms that the major known 
gold districts coincide with areas of high probability. Several new areas of high potential 
are indicated by the model. 
In [24], Lee and Richards describe two methods for combining the information contents 
from multiple sources of remote sensing and spatial data. One is a probabilistic scheme 
that employs a global membership function that is derived from all available data sources. 
The other is an evidential calculus based upon Dempster's orthogonal sum combination 
rule. Thus, they compare both these methods as techniques to deal with the uncertainty 
incorporated in the process. They give in detail the pros and cons of the two methods for 
the integration of information from different sources. They say that since the statistical 
approach is based on a conventional mathematical model in which the measurements are 
viewed as obeying some statistical distribution, such as the multivariate normal probabil- 
ity distribution, it is unsuitable when this assumption is grossly violated. Although expe- 
rience with using maximum likelihood estimation, in which the true distribution is ap- 
proximated by a normal distribution, has demonstrated the robustness of this approach, 
there are cases when such an approximation is clearly not possible. The evidential ap- 
proach, which has a more general interpretation in drawing inferences, has a different 
concept in classification. Input data are interpreted as accumulated evidence ready to be 
expressed in the form of relative likelihoods with a component indicating both the un- 
certainty of the evidence itself and the uncertainty in derivation of the likelihood mea- 
sure from the evidence. The authors suggest that perhaps a combination of the two ap- 
proaches, with the statistical approach used for those data sources that might be mod- 
eled well by multivariate normal distributions and non-numerical data sources handled 
by Dempster's rule, is a viable solution to the multisource data analysis problem. 
The notion of merging data from multiple sources is addressed explicitly by the method 
of supervised relaxation labelling described by Richards et al. [281. The authors say that 
in principle, relaxation methods seek to develop semantic consistency among a collection 
of observations by means of an iterative process. In this way usually spatial consistency 
is achieved. Supervision adds a further degree of control to the relaxation process, allow- 
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ing it to be influenced by an additional information source. Richard et al. have used this 
supervised modification to relaxation to develop a classification of mountainous forests 
using multispectral. data supplemented by information on tree species distribution as a 
function of elevation. However, the iterative nature of relaxation makes it computation- 
ally expensive unless the number of iterations is controlled. 
In [8], Christmas et al take a probabilistic reasoning approach to find the correspondences 
in a scene and a model in an attempt to match the spatial features of the two. The authors 
found that the above method was computationally efficient and readily parallelisable and 
for many applications has no arbitrary parameters to adjust. In forestry surveys, Dane 
[12] employed Bayesian decision theory to quantify the usefulness of ancillary informa- 
tion. Gertner [15] and Green etal. [18,19], localized regional forest growth models and 
tree volume equations to multiple regions. 
In [23], Kim and Swain used Dempster-Shafer theory of evidence for multisource data 
classification. In this, Dempster's rule of combination was applied to the problem of 
ground cover classification based on multispectral data in conjunction with digital eleva- 
tion data. The decision was made according to the maximum plausibility rule and com- 
pared with the maximum posterior decision rule. Moon in [26], used Dempster-shafer 
theory to integrate data sets of four different origins, namely, airborne electromagnetic 
data, airborne totalfield magnetic data, ground electromagnetic data and geology maps 
pertaining to an area in Canada. The integration was mainly done to test for the pres- 
ence of iron ore deposits. Srinivasan and Richards in [30] developed a land use classifica- 
tion system with Dempster-Shafer theory as the basis. The system incorporated explicit 
knowledge in the form of rules relating to different sources. Dempster-Shafer theory was 
used to provide consistent set of beliefs over all available data sources. 
In [32], Zhou and Civco suggest a neural network that uses a genetic algorithm as its 
learning mechanism for suitability analysis. Their problem is to find all areas suitable for 
location of a light manufacturing plant. They have shown that the neural network pro- 
vides a promising approach to deal with the inaccuracy in geospatial data. They say that 
many difficulties in the traditional methods of overlay and multicriteria evaluation can be 
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overcome by evolutionary learning and nonlinear mapping ability of the neural network. 
They conclude that genetic lean-dng neural networks can provide an alternative for and 
improvement over traditional suitability analysis methods in GIS. 
A number of papers on Soft Computing in Remote Sensing Data Analysis can be found 
in [1]. A number of papers on Neural Networks in Remote Sensing can be found in [2]. 
3.2 Fuzzy Logic in Environment Science 
The utility of Fuzzy Logic has not yet been deeply explored in decision making problems 
concerned with topics of Environmental Science. Though there have been publications 
that mention that Fuzzy Logic could be a useful tool for reasoning along with a GIS, there 
has not been a significant number of actual applications that have probed into it. Most of 
the applications of Fuzzy Logic in this area have been in the classification of remote sens- 
ing data into the various topographical features. 
In [6], Binaghi and Rampini use Fuzzy Logic for multisource remote sensing data clas- 
sification for application in fire prevention. Their objective was to develop a knowledge 
based strategy for classification which supports two supervised image classification pro- 
cedures, one based on a fuzzy statistical classifier and the other on a feed forward fuzzy 
trained neural network. Approximate reasoning techniques, based on fuzzy production 
rules, are applied to model the multifactorial evaluation process in which results from the 
classification of remote sensing images are integrated with other data. They evaluate the 
fuzzy membership functions, by using two methods, one by using standard piecewise 
functions and two from collected data by averaging the answers for different experts and 
for different numerical values and applying fitting operations on the rough distribution 
obtained. For the decision making they use the aggregation connectives max and min and 
implement the fuzzy production rules. The main application was to prepare a fire risk 
map of the northeast coast of the island of Sardinia for the sake of greater knowledge and 
improved planning to prevent fire disasters. Some of the limitations of their strategy as 
given by the authors are the dependency on representative data to train classifiers and the 
ability to acquire domain knowledge from experts to construct the membership functions. 
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In [5], Binaghi et al have modeled satellite image classification as a cognitive process, pro- 
viding a procedure that mimics the rich interaction of human activity in solving classifi- 
cation problems. The key features are the definition of a knowledge-based classification 
methodology designed to integrate contextual information into a multisource classifica- 
tion scheme, together with a fuzzy knowledge representation framework to model the 
overall process in a form that closely resembles the mental representation of human ex- 
perts. 
In [171, Gopal and Woodcock used fuzzy sets for accuracy assessment of thematic maps. 
They say that the need for using fuzzy sets arises from the observation that all map lo- 
cations do not fit unambiguously in a single map category. Fuzzy sets allow for varying 
levels of set membership for multiple map categories. The use of fuzzy sets in map accu- 
racy assessment, according to the authors, expands the amount of information that can be 
provided regarding the nature, frequency, magnitude and source of errors in a thematic 
map. 
In [161 Gertner and Zhu present inference methods that accommodate situations in which 
random events take place in fuzzy circumstances. They incorporate fuzzy concepts into 
traditional statistical approaches such as maximum likelihood accounts for uncertainties 
caused by factors other than randomness. In addition, two extensions of likelihood func- 
tion for fuzzy samples are developed. Based on these, Bayesian estimates are generalised 
to the cases where sample information and distribution of parameters are both fuzzy. 
In [13], Foody and Cox estimate the sub-pixel land cover composition using two ap- 
proaches, a linear mixture model and fuzzy membership functions. They were also able 
to improve significantly the accuracy of the estimation of tropical forest extent by using 
sub-pixel estimates of land-cover composition. 
Though there are many more publications based on Fuzzy Logic, the majority of them are 
concerned with image classification and hence they are not referred to here. 
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Chapter 4 
Problem Background 
Every yearý during the hot, dry, windy summer months, the forests in the Northern 
Mediterranean area become victims of fire resulting in the damage of thousands of 
hectares of them. These forests mainly comprise of Aleppo and Brutia pine stands and 
maquis. Burned stands of these Mediterranean forests usually regenerate naturally be- 
tween 2 and 5 years after a fire. However, sometimes natural regeneration is impeded by 
adverse weather, site conditions like topography, soil depth, surface geology etc., and hu- 
man influence. Due to the climatic conditions such areas then may gradually become and 
and eventually desert-like. The only way to avoid this is if they are artificially reforested. 
The problem arises from the fact that many more hectares of forest are burned every year 
than the resources of the countries allow to replant. Hence, it is imperative to rank all 
burned regions in order of risk of desertification, so that proper management of the lim- 
ited available resources can be achieved. 
There are only a few studies published concerning forest fires and desertification. In [101, 
Durazo describes the computer techniques for monitoring the forests, the rate of defor- 
estation and extent of soil erosion in Mexico. In [13], Hutacharoen presents a GIS to as- 
sess the rates and location of deforestation in a province in Thailand using a time series 
of Landsat data lasting 10 years. A detailed analysis has also been done to study the ef- 
fects of shifting cultivation and burning on soil degradation and erosion. Though there 
have been few studies related to estimation of desertification risk to fire-affected forests, 
there have been numerous studies dealing with monitoring burned areas, wild fires (not 
necessarily in forests) and assessment of risk of erosion. As far as desertification is con- 
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cerned, the emphasis is on the assessment of the relevant causes, due to natural and an- 
thropogenic factors (eg [7,2,28]), such as land use planning (eg [30,16]) and the effects of 
grazing and wild fires (eg [1,3,25]). Research on forest fires has mainly concentrated on 
the control of forest fires by the use of prescribed burning (eg [18]), and to the design and 
demonstration of systems for decision support in forest fire detection and prevention (eg 
[9,24,23,6,5,4,26,12]). There are also studies concerned with erosion that results as a 
consequence of a wild fire. Some of these studies are based on the use of models describ- 
ing the effect of fire through its two components, ashes and heat wave (eg [29,8]), or on 
the use of satellite remote sensing data (eg [11,27,15,14,19,20,21,22,17]). 
The parameters that influence the risk of desertification as given by the experts from Insti- 
tute of Mediterranean Forest Ecosystems, Greece, are shown in figure 4.1. Figure 4.1 gives 
FACTORS THAT INFLUENCE DESERTIFICATION 
RISK OF DESERTIFICATION 
REGENERATION POTENTIAL RISK OF SOIL EROSION 
AS SOIL DEPTHý ýROCK PERMEABILITY 
Figure 4.1: Factors that influence the risk of desertification 
some factors that influence the risk of desertification. It is true that there are several other 
factors that influence desertification, but over the whole study area of our project those 
factors could easily be assumed constant, and therefore irrelevant to the relative ranking 
of the various sites, in terms of risk of desertification. The two major factors that have 
been found to influence the risk of desertification are Natural Regeneration Potential and 
Risk of Soil Erosion. Provided there is sufficient rain, the other site parameters that have 
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been found to significantly affect the extent and rate of Natural Regeneration under the 
Mediterranean conditions are 
9 Soil Depth: Deep soils store more water and have denser vegetation. 
Aspect: Aspect is the way a land surface is oriented towards the sun. North fac- 
ing slopes normally retain moisture for a longer period and hence can carry denser 
vegetation. 
Based on these assumptions, the experts have made rules for Natural Regeneration Poten- 
tial and these rules are shown in table 4.1. From this table, it can be seen that the Natural 
SOIL DEPTH 
A 
s 
p 
E 
c 
T 
NI, - No Limitation 
SL - Slight Limitation 
ML - Moderate Limitation 
SG - Strong Limitation 
SE - Severe limitation 
BARE SHALLOW DEEP 
NORTH SG SL NL 
EAST SG SL NL 
WEST SE ML SL 
SOUTH SE ML SL 
Table 4.1: Rules for Natural Regeneration Potential 
Regeneration Potential has been ranked into 5 classes ranging from 'No Limitation' (NL) 
to 'Severe Limitation" (SE) - Some example rules are: 
* If "Soil is Deep and Aspect is North, then there is No Limitation (NL) to Natural Re- 
generation'. 
If "Soil is Bare and Aspect is South, then there is a Severe Limitation (SE) to Natural 
Regeneration'. 
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The risk of an area to soil erosion for 1 to 5 years immediately after a fire is mainly deter- 
mined by rain erosivity, soil erodobility and the type of topography. Rain erosivity is the 
collective effect of the amount, distribution and intensity of rain and can be estimated by 
the bioclimatic zone of a site. Since all the chosen study regions receive the same amount, 
distribution and density of rainfall, this factor is assumed a constant and therefore irrele- 
vant to the relative ranking of the sites in terms of risk to erosion. Soil erodobility is esti- 
mated by 
* Surface water permeabihty: Soils on permeable rocks are less sensitive to erosion 
than those on impermeable rocks. 
9 Soil Depth: Soils on permeable rocks are less sensitive to erosion than shallow soils. 
The influence of topography is expressed by 
e Slope: The steeper the slope, the higher is the risk of soil erosion. 
Based on these assumptions, the relative risk of soil erosion is influenced by the three fac- 
tors, namely Rock Permeability, Soil Depth and Slope. The rules for the risk of soil erosion 
are given in Table 4.2. Again, the Risk of Soil Erosion has been ranked into 5 classes rang- 
ing from 'No to Slight Risk' (NSR) to "Very High Risk' (VHR). Some example rules are: 
A deep soil, with a gentle slope and permeable rocks will have "No to Slight Risk" 
(NSR) of soil erosion. w 
,DA shallow soil with steep slope and impermeable rock has a "Very High Risk-(VHR) 
of soil erosion. 
The land with bare soil is considered as an already eroded soil and hence no further soil 
erosion can occur. 
in this project 
Desertificanon,, means iand degradation in arid, semi-arid and sub-hun-Lid regions. The 
longer a burnt site remains without protective vegetation cover or the more sensitive its 
soil is to erosion, the higher the risk of desertification. Hence, the risk of desertification 
is estimated from a simultaneous assessment of Regeneration Potential and Soil Erosion. 
The rules framed for this are given in table 4.3. 
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PERMEABILITY & SOIL DEPTH 
s 
L 
0 
p 
E 
PERMEABLE IMPERMEABLE 
BARE SHALLOW DEEP BARE SHALLOW DEEP 
GENTLE SR. NSR HR SR 
MEDIUM MR SR. VHR MR 
STEEP MR SR. VHR HR 
* The land with bare soil is already eroded. No further erosion can occur. 
NSR - No to slight risk 
SR - Slight risk 
MR - Moderate risk 
HR - High risk 
VHR - Very high risk 
Table 4.2: Rules for Risk of Soil Erosion 
Again, the risk of desertification has been ranked into 5 classes ranging from 'No Risk' 
(NR) to "Very High Risk' (VHR) - Some example rules are: 
*A site with "No Limitation' (NL) to regeneration potential and "No to Slight Risk' 
(NSR) of soil erosion has 'No Risk' (NR) of desertification. 
eA site with "Severe Limitation' (SE) to regeneration potential and 'Very High Risk" 
(VHR) of soil erosion has a 'Very High Risk' (VHR) of desertification. 
The study area that we are concerned with is Attica, Greece, where a forest fire in 1985 
destroyed 3850 hectares of the area. Four study regions of different sizes, viz., Barnabas, 
Pendeli, Pateras and Lavrio were chosen based on the availability of satellite data. These 
regions are shown in figure 4.2. 
From these study regions, 53 sample sites were chosen in such a way that they represent 
maximum site variability. The original remote sensing data were the multispectral data 
acquired from SPOT satellite with a 20 metre resolution. The SPOT scenes were first cor- 
rected to remove the effects of atmospheric gases and aerosols in the radiance values and 
then radiometric and geometric corrections have also been performed before the actual 
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E 
R 
0 
s 
I 
0 
N 
(SE) 
NR - No risk 
LR - Low risk 
MR - Moderate risk 
HR - High risk 
VHR - Very high risk 
REGENERATION POTENTIAL (RP) 
NL SL ML SG SE 
NSR NR LR LR MR MR 
SR LR LR MR MR HR 
MR LR MR MR HR HR 
HR MR MR HR HR VHR 
VHR MR HR HR VHR VHR 
Table 4.3: Rules for Risk of Desertification 
image classification. All these corrections and the geocoding were done by the 'Institute 
for Digital Image Processing', in Austria. The spatial data on Rock Permeability and Soil 
Depth were derived by photointerpretation of aerial photographs. The DEM (Digital El- 
evation Model) was produced by a combination of data taken from the basic topographic 
maps of the Hellenic Army service and satellite data. These spatial data on Rock Perme- 
ability, Soil Depth and DEM were input into a Arc/Info GIS database through digitiza- 
tion along with the corresponding attribute data by the 'National Technical University of 
Athens'. Aspect and Slope data were derived as secondary data from the DEM using the 
raster analysis facility of Arc/Info. Moreover, the Arc/Info GIS package was used for per- 
forming a few intermediate spatial functions with the data, before any reasoning could be 
done. While the data regarding Rock Permeability; Soil Depth and DEM were provided 
for the entire study area, we were concerned with only a few sample sites. Hence, the 
required data for these sites were extracted by clipping with the sample site boundaries. 
Pixel-wise slope and aspect values were obtained from the DEM using the GRID module 
34 
Figure 4.2: Satellite image showing the four study regions 
of Arc/Info. GRID is a rule based geo-processing system integrated with Arc/Info. The 
GIS data consisted of both vector and raster data types. Table 4.4 shows the different GIS 
layers used in the study. 
GRID was used to derive the slope and aspect values as it can accurately portray contin- 
uous surfaces. GRID is a raster based geo-processing system integrated with Arc/ Info. A 
grid in Arc/Info represents a single theme and is made up of cells of a particular size rep- 
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PREVIARY DATA 
GIS LAYERS DATA TYPE 
Sample site boundaries vector 
Soil depth vector 
Rock permeability vector 
DEM raster 
DERIVED DATA 
GIS LAYERS DATA TYPE 
Slope 
Aspect 
raster 
raster 
Table 4.4: GIS data and data types 
resenting the resolution of the ýdata and the cell values representing the class within the 
theme to which it belongs. Each integer grid would have an associated Value Attribute 
Table which stores the cell values. 
The data thus incorporated into the Arc/Info GIS was subsequently used to derive the 
fuzzy membership functions explained in the next chapter. 
In chapter 7 of this thesis, all the data stored in the various layers of the GIS will be com- 
bined according to the reasoning scheme shown in figure 4.1 and the rules shown in ta- 
bles 4.1,4.2 and 4.3. The classification of the 53 sites to the various attribute classes will be 
done taking into consideration either the uncertainty with which the data are known or 
the genuine presence of more than one attribute class in a single test site. These two meth- 
ods reflect the two ways we mentioned in the introduction for calculating the membership 
functions. The reasoning depicted in figure - 4.1 is at two levels: Different combinations 
of attributes may lead to the same classification. The attribute combination will be done 
with the help of conjunctive operators, while the effect of different combinations leading 
to the same conclusion will be done with the help of disjunctive operators. That is where 
we shall investigate the various operators and experiment with the idea of giving different 
importance to the various attributes of a site. 
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Chapter 5 
Fuzzy membership functions 
The world is neither eternal nor non-etemal. 
-Buddha 
The two major steps involved in any fuzzy reasoning process are evaluation of fuzzy 
membership functions and secondly aggregation of fuzzy sets. Evaluation of fuzzy mem- 
bership functions has been an issue from the time Fuzzy Logic was born. Different meth- 
ods have been used since then by different people for this purpose. The membership func- 
tions are both subjective and context dependent. Zadeh states that in most cases, the mem- 
bership functions could be expressed by using S-function and 7r-function after adjusting 
the parameters to fit the specific problem on hand [11]. Zadeh defined these S and7rfunc- 
tions as follows. 
0u<a 
2[ Uýa 2a<u< 
S(U: a"3, -Y) 1- 2[ u-a]2 <U< 'y 
-ý ce 
Y-a 
1u> 
S(u : -y - ß, -y - 0- -y) :u< -y 7r(u s(U : YIy + ý2 
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2 ýY +u> 
The plots of these S and 7r functions are shown in figures 5.1 and 5.2. 
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In [81, Saaty evaluates the membership grades as eigen values of a matrix which is ob- 
tained by relative comparison of the elements being considered. In [3], Chu et al use a 
weighted least square method to evaluate the membership grades. In [5], an approach 
to obtaining membership grades based upon the idea of fuzzy statistics is suggested by 
Hall et al. In [12], Zwick uses a random set approach to vague concepts for membership 
function assessment. In [2], Chameau and Santamarina compare four methods for mem- 
bership function elicitation, namely point estimation, interval estimation, examplification 
and pairwise comparison. Dombi in [4] gives an overview of mathematical forms of mem- 
bership functions and a set of requirements on the way membership functions on the real 
line should be modelled. Turksen in [9] presents an extensive survey of the measurement 
of membership functions. 
In most of the fuzzy control systems, membership functions are chosen arbitrarily by the 
user based on his experience and perspectives [6]. Hence the membership functions given 
by two users could be quite different. More recently, membership functions have been de- 
signed using optimisation procedures [6] and fuzzy B-sphnes [10]. 
In image analysis and pattern recognition problems, attempts have been made to analyse 
the flexibility and uncertainty in membership function evaluation using bound functions 
and spectral fuzzy sets [7]. The most commonly used shapes for membership functions 
are triangular, trapezoidal and Gaussian. 
T1-ds chapter deals with the methods that have been used to evaluate the fuzzy member- 
ship functions for the problem under consideration. Basically, the membership functions 
have been derived using Gaussian and Uniform error probability density functions. Sec- 
tion 5.1 explains how the fuzzy membership values could be evaluated using Gaussianly 
distributed errors and section 5.2 explains the method of evaluating the membership func- 
tions using Uniformly distributed errors. The results of section 5.1 were used in chapter 7 
as one of the methods of calculating membership functions. The results of section 5.2 have 
not been used anywhere else in this thesis except for an initial experiment with a classical 
maxmin approach and they are simply presented here for completeness as uniform dis- 
tributions may be thought of as the opposite extreme of Gaussian distributions that are 
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centrally concentrated. 
5.1 Gaussian Errors: Error Function Membership Functions 
Let us assume that the class membership of a fuzzy variable is determined by a measure- 
ment concerning the variable, performed with a given accuracy expressed by the standard 
error in the measuring process. In other words, let us say that the value of a given vari- 
able t is measured to be p and the error in this measurement is assumed to be Gaussianly 
distributed with zero mean and standard deviation o7. Our objective is to derive the mem- 
bership functions of classes defined for the variable t as ranges of its values. It is obvious, 
for example, that if t is assigned to a certain class c if its value ranges between t, andt2, 
then the probability of t belonging to this class is given by 
t2 
_ (x -JU)2 
fA ft, e 2,7'- dx (5.1) 
where A is given by 
tmax 
-(x - )u 
2 
Ae 2or2 dx (5.2) 
tmin 
where tmin andtmaxare the minimum and maximum values that t could take. 
To compute integral 5.2 we substitute y= x-tL , dx = 
V2a dy and obtain V-2o" 
1ý2 Y' e _y2 dy where Yl 
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t2-ýl 
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V2-57 1ý7r [P-rf(Y2) - erf (yi)] T- -2 
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is the error function [1]. Similarly A= Vr2io, 2ý [erf (Ymax) - erf (Ymin)] 2 
where y,,,,,., = '-ax -A, Ymin = 
Xmin-A 
" ir v/2 a v2c 
Thus, the probability of the variable t belonging to class c if its value was measured to 
be p with standard error a, is given by 
tl 
i 
t2) : -- 
erf (t'O) - erf (t4) V2-a vl-2-o- (5.4) 
erf ( 
tmax -1.1 )- erf ( 
tmin-A 
V12-o- V-2o- 
) 
To evaluate the Error functions, the following rational approximation is used [11: For 
<x< oo 
erf (x) =1- (alt + a2 t2 + a3 t3 + a4 t4 + a, 5 t5 )e -X2 
where 
-T+--Px 
0.3275911 al = 0.254829592 
a2 = -0.284496736 a3 = 1.421413741 
a4 = -1.453152027 a5 = 1.061405429 
The error of this approximation is less than 1.5 x 10-7 
A membership function of a certain class to be used within the framework of fuzzy 
logic is a function which when given as input a certain measurement, returns the prob- 
ability with which the variable can be assigned to the particular class. Thus, we have to 
define a membership function for each class we have and each of these functions should 
be a function of the measurement value. It should also depend parametrically on the lim- 
iting values that define the class and the error in the measurement. It is obvious from the 
above that the membership function of class c is given by equation 5.4 when plotted as 
a function of p. Also, it is clear from the definitions that the values of the functions sum 
up to 1. Different membership functions could be used for the different variables if extra 
information was available. Since the fuzzy variables we have in our problem have their 
own peculiarities when it comes to defining class boundaries, we shall discuss each vari- 
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In 11 able separately. 
Slope 
Slope has been classified into the following 4 classes based on the degree to which they 
influence soil erosion. It is obvious that the steeper the slope, the greater is the soil erosion. 
Gentle: 0- 20% 
(b). Moderate: 21 - 40% 
(c). Moderately steep: 41 - 70% 
(d). Steep: > 70% 
Slope is evaluated as the maximum rate of change in value from each cell to its neighbours 
and an output slope grid could have slope values in degrees or percent. The membership 
function for each class of slope can be derived with the help of equation 5.4 for various 
values of t within the class interval [tl., t2]. Now, the probability of slope belonging to any 
particular class for a given value of M can be evaluated from the membership function. The 
slope can be expressed in degrees or percent. When expressed as a percentage, the slope 
is 100% when the angle is 45' and approaches infinity as the angle approaches the vertical 
which is 90'. From the mathematical point of view, for every direction there is a twofold 
ambiguity in estimating a slope as the ground may slope upwards or downwards. If we 
assume that one of these directions is positive slope, the other can be thought of as the 
negative slope. However, for the purpose of evaluating the risk of soil erosion, positive 
or negative slope does not matter. Thus, we do not need to consider negative values of 
the measurement p as this is always going to be given to us as a positive number and the 
negative value case is the mirror image of the positive value case. What matters is how we 
treat the error distribution when class boundaries are crossed. The choice of Gaussian er- 
ror probability density function implies that we have infinite tails which must influence all 
membership functions. This becomes more obvious from the schematic diagram below. 
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If a measurement has the value pj, the value of the membership function to the class 
'gentle" is the integral of the Gaussian from ti = -20 to t2 = 20, while the value of the 
membership function to the class 'moderate' is the sum of the integrals between tj = -40 
to ý2 =: -20 and tj = 20 to t2 = 40. If a measurement has the value A2. the value of the 
membership function to the class "gentle' is the integral from tj = -20tO t2= 20, but the 
value of the membership function to the class 'moderately steep'is the sum of the integrals 
from tj = -70 to t2 = -40 and tj = 40 to t2 = 70 and the value of the membership 
function to class 'steep' is the sum of the integrals from tj = -00 to t2 =-70 and from 
tj = 70tO t2= oo. We do not need to consider negative values of the measurement IL as 
explained earlier. To summarise, if G (p), MI (p), M2(jL) and S(p) indicate the membership 
functions for the classes gentle, moderate, moderately steep and steep respectively, we 
have: 
G(p) =f (IL; -20,20) 
Mi (y) f (p; 20,40) +f (p; -407 -20) 
M2 (M) f (p; 40,70) +f (p; - 70 7- 40) 
S(p) =f (p; 70, oo) +f (p; -oo, -70) 
where the function f (IL'7 tl 7 t2) is defined by equation 5.4. 
These functions are plotted in Figure 5.4 for a=4.5. Note that for any particular value of 
the slope, the values of the membership functions sum up to 1. 
5.1.2 Soil Depth 
This is classified into 3 classes. 
(a). Bare: < 5cm 
(b). Shallow: 5- 30cm 
(c). Deep: > 30cm 
The Gaussian distribution of the error in measuring soil depth is truncated at x=0 as soil 
depth cannot have negative values. From the figure given below it can be seen that for any 
measurement y 1, the membership grade to the class 'bare-' is the integral of the Gaussian 
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from tl == 0 to t2= 5 while the value of the membership function to the class 'shallow' is 
the integral of the Gaussian from ti = 5tO t2= 30. Similarly, the value of the membership 
function to the class 'deep' is the integral of the Gaussian from t1= 30tO t2 = 00- 
Figure 5.5: Gaussian Error Probability Density Functions with p, = 2, A2 = 40 and o, = 10 
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Thus, if B(g), S(M) and D(p) are the membership functions for the classes Bare, Shal- 
low and Deep respectively, we have: 
B (y) =f (p; 0,5) 
S(m) f (M; 5,30) 
D (p) f (p; 30, oo) 
wheref (A; tl i t2) is given by equation 5.4 with t,,, i,, =0 and tmax = oo. These functions 
are plotted in Figure 5.6 for a=2.5 
5.1.3 Aspect 
The aspect or orientation of a ridge can be expressed as the angle the normal to the ridge 
forms with the north direction. 'Ihis angle could take a value from 0' to 360' and it could 
belong to any of the following classes. 
(a). North: 0- 45', 315 - 360' 
(b). East: 45 - 135' 
(c). South: 135 - 225' 
(d). West: 225 - 3150 
Aspect is evaluated as the direction of slope. The pixel based slope values were gener- 
alised to each sample site by averaging the slope values of all pixels in the sample site. 
Since the aspect has cylindrical boundaries, (i. e., there is a discontinuity at 0'/360') eval- 
uating the mean aspect value of all the pixels in a site could result in the aspect falling 
into a completely wrong class. For example, if a site contains aspect values belonging to 
North i. e., between 0 to 45' and 315 to 360', then evaluating the aspect value of the site as 
the mean of all pixel values could classify it even into the class "South'. In order to eradi- 
cate this problem, the following methodology has been adopted. 
(a). All N pixel values of a site were sorted in ascending order of aspect value. 
(b). A new sequence of N numbers was created by subtracting 360' from each pixel 
value. 
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The old and the new sequences were concatenated, thus creating a single sequence 
of 2N numbers i. e., twice as long as the previous one, the first half of which is the 
same as the second half shifted by -360'. 
Mean and variance were then calculated in a sliding window of length N. 
The mean of the window that corresponds to the minimum variance was chosen as 
the mean aspect value of the site. 
ý1(7 Xl X2 X4 )(5 X6 X7 
-360 000 360 
Figure 5.7: Inducing continuity in aspect 
Figure 5.7 gives an example of how this trick solves the problem of discontinuity at 
360'/0'. Suppose that N=7 and the values X1, ..... X7 are placed as shown along the 
positive real axis of figure 5.7. Clearly, the average of these aspects should be either near 
0' or 360'. However, if we compute it by straight averaging , we shall find a number 
near 180'. By shifting the sequence 360' to the left, we create the 'ghost members' of the 
sequence Xj' . ..... X7. 
We then consider every 7 successive members of this extended se- 
quence and compute their average and their variance. The variance will be minimum 
when the sliding window of length 7 contains numbersX4' , X511 X167 X7/7 X1i X2i X3. The 
average of these numbers will be around 0 which is the correct value. 
The Gaussian distribution of error in measuring aspect is shown in figure 5.8. 
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The aspect takes a range of possible values with cylindrical boundaries. The implica- 
tion of this is that theoretically, since the tails of the Gaussian distribution are infinitely 
long, each class membership function would be the sum of an infinite number of contri- 
butions from segments of these tails that are 360' apart i. e., an infinite sum of evaluations 
of function (5.4) between limits that differ by 360'. In practice, of course, the contribu- 
tion from these tails is insignificant from the mathematical point of view and meaningless 
from the point of view of the particular application that we are considering here. Thus the 
membership functions N (p), E (p), S (p) and W (p) for the four classes North, East, South 
and West respectively are 
N(p) =f (p; 0,45') +f (p; 315,360') +f (M; 360,405') . ..... 
E(M) =f (I. L; 45,135') +f (/z; 405,495') . ..... 
S(p) =f (p; 135,225') +f (p; 495,5850) . ..... 
W(p) =f (p; 225,315') +f (p; 585,6750) . ..... 
with tmin = -oo and tmax = 00- 
Figure 5.9 shows these membership functions for a= 18. 
5.1.4 Rock Permeability 
Rock permeability refers to the ease with which water may run through the rock. The 
higher the rock permeability, the lower is the risk of soil erosion. The different types of 
rocks found in the study area are Hard Limestone, Schists, Metamorphic, Calcareous ter- 
tiary deposits, Siliceous tertiary deposits and Colluvium. While the metamorphic rocks 
and schists (which is an advanced grade of metamorphic rock) are impermeable, the rest 
are permeable. In the data that is available, rock permeability is defined for a sample site 
as a whole. Since the information given is only whether a sample site consists of either 
permeable rocks or impermeable rocks, rock permeability is considered as a non-fuzzy 
variable, even though it need not necessarily be. We shall see later that, in cases where 
we are concerned with the classification of a composite site, i. e., a site that consists of sev- 
eral patches each one having its own geology, the membership of the composite region 
5.2. UNIFORM ERRORS: TRAPEZOIDAL MEMBERSHIP FUNCTIONS 53 
into each one of the classes represented by the subregions is calculated as the proportional 
area each class of the subregions occupies within the composite region. 
5.2 Uniform Errors: Trapezoidal Membership Functions 
Let the value of a given variable t be measured as p and let the error in the measurement 
of this variable be assumed to follow uniform distribution within the interval pi =p-o, 
andP 2= p+u, where a refers to the half range of the interval. Then, the probability of t 
belonging to a certain class ranging from tj to t2 is given by the following. 
where 
where c=1- -1 92 Al 2a 
t2 
e (x) dx 
e(x) 
C: if fL1 <X< 112 
0: otherwise 
Let f be the probability of a variable t belonging to a certain class. Then, 
If tl 
-"5 
Al & Al :! ý t2 !ý P2 , then 
f, t2cdx =(t2 - AJC 
If tl :! ý P1 & t2 ýý" A2 , then 
f 112 CdX :- (A2 - POC Al 
If tl ý! Yl & t2 ": ýý A2 , then 
ft , t' cdx = (t2 - tl)C 
If P2 ý! tl ý! Pl & t2 ýý* P2 , then 
f iJL2 
t cdx = 
(bl2 - tl)C I 
(5-5) 
Hence, the probability of the variable t belonging to a class with values ranging from tj 
to t2could be defined as 
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(t2 AOC 
2ac 
(A :t 11 t2 (t2 tl)C 
(IL2 tl)C 
0 
where c 2o 
Zf tl < Ml Yl < t2 < A2 
Zf tl Al t2 A2 
tf tl Al t2 <- A2 
ifP2':? t11&t2P2 
otherwise 
While evaluating the membership functions in extreme classes, the constraint of one-sided 
error is introduced. The membership functions of the variables slope, soil depth and as- 
pect are shown in Figure 5.10, Figure 5.11 and Figure 5.12 respectively. It can be seen that 
the membership functions are trapezoidal or triangular. 
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An initial reasoning was done with membership functions obtained by both the meth- 
ods by using max as the "OR" operator and mM as the 'AND" operator in the fuzzy re- 
lations given in Table 4.1,4.2 and 4.3. For this initial experiment, all the sites viz., 53 
sites were used without distinguishing the training and the test sites. The results did not 
show any significant difference due to the type of membership functions used. Both the 
5 30 lnfinity--ý 
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methods yielded only 21 correctly classified sites out of a total of 53 sites. But, the actual 
fuzzy membership values derived using Gaussian Errors reflected the partial member- 
ships much better than the trapezoidal membership functions. Hence, in the subsequent 
reasoning, only Gaussian Error Functions were used. In the following chapters we explain 
how an exhaustive set of operators apart from the classical max and min were chosen and 
generalised to handle the relative importances that resulted in membership values outside 
the range [0,1] and we also present the results from the various experiments performed. 
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Chapter 6 
Generalisation of Fuzzy Aggregation 
Operators 
Into every tidy scheme for arranging the pattern of human life, it is necessary to inject a certain 
dose of anarchism. 
-Betrand Russel 
Most of the decision making process involves implementing rules that contain linguistic 
variables or fuzzy sets. This demands a procedure for aggregation of fuzzy sets. There 
are several publications available on fuzzy aggregation operators, of which a few notable 
ones are [9] [1] [6] [15] [111 [71 [5] [3] [41 [16]. All these publications theoretically discuss 
the various classes of fuzzy aggregation operators like t-norms, t-conorms etc. and the 
properties that each of these operators follows. Dubois and Prade in [6] provide an ex- 
tensive survey on fuzzy set-theoretic operations, mainly concentrating on the properties 
of these operations. Yager in [151 discusses some of the issues involved in the selection 
of appropriate operators mainly for implementing the union and intersection of fuzzy 
subsets, based on the properties satisfied by these operators. In [10], Roux and Desachy 
present a multisource information-fusion method for satellite image classification and use 
min and max as the possibility theory operators for fusion. With a few exceptions, in most 
applications of Fuzzy Logic to the Environmental Sciences, the classical min and max 
aggregation operators are used, while the other options remain largely unexplored. For 
example, Binaghi and Rampini [21 use fuzzy aggregation in fire risk determination, but 
mainly concentrate on the mean aggregation operator as an alternative to max and min. In 
[8], the author gives an overview of applications of fuzzy measures and integrals, when 
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fuzzy measures are considered as expressing importance of coalitions of elements. They 
also present a variety of applications of fuzzy measure theory such as multicriteria deci- 
sion making, pattern classification, feature extraction and image processing. According to 
Zimmermann [17], neither the t-norms that map below the minimum nor the t-conorms 
that map above the maximum operator can alone cover the scope of human decision mak- 
ing. He says that there are three ways to remedy this weakness of t-norms and t-conorms: 
One can either define parameter-dependent t-norms or t-conorms, which cover with their 
parameters the scope of some of the non-parametric t-norms or t-conorms and therefore 
be adapted to a context. The advantage of these operators is that they do not go beyond 
the t-norms. A second way is to combine t-norms and t-conorms and so cover also the 
range between t-norms and t-conorms. The disadvantage of this approach is that gen- 
erally some of the useful properties of t-norm or t-conorms are lost. The third way is to 
design operators that are neither t-norms nor t-conorms, but that are efficient and model 
one particular text well enough. In [171, Zimmermann uses a general parameter model as 
a general connective which maps between a t-norm as the model for'and'and a t-conorm 
as the model for 'or'. While there are lots of publications based on theoretical work on 
the fuzzy aggregation operators, there are only a few that deal with an actual application. 
Choosing the right operator or sets of operators for a problem may not be straightforward. 
Another important issue that has to be considered, is the relative importance of the var- 
ious factors that are aggregated by the Fuzzy Logic mechanism. There have been a few 
publications that say how relative importances of combined factors could be incorporated 
in fuzzy reasoning. Of these, the most notable ones are by R. R. Yager [11] [12] [131 [141. 
In many applications of Fuzzy Logic, all variables were considered equally important 
which may not be true in reality. Different factors involved in a problem could influence 
the decision to be made to different degrees. Hence, it may be crucial to include the rela- 
tive importances of the variables as well in the reasoning process. R. R. Yager has studied 
the issue of inclusion of relative importance in a great detail and has suggested various 
ways of incorporating it in a multi-criteria decision making problem. 
In [141, Yager defines an aggregation operator F: Rn -4 R as an ordered weighted 
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aggregation operation of dimension n if it has associated with it a weighting vector 
(WI 
i W2) ... 7 Wn 
)T such that 
1. Wi E [0,1], 
2. I: n 1 W, 1 and i= 
F(al, a2, .... an) b. -w- where bj is the Jth largest element of (a,, a2, ..... an) 
In [ 11 ], R. R. Yager has evaluated the importance of the objectives in a multi-objective deci- 
sion making problem by finding the eigen vector of the maximum eigen value of a matrix 
of pairwise comparisons of the importance of each objective. He includes the relative im- 
portance in the problem by raising each objective to a power representing the respective 
importance obtained from the eigen vector. When a weight is more than 1, the higher the 
weight, the stricter the condition, while when the weight is less than 1 the condition is 
loosened. Hence, large membership values would be reduced to much smaller than the 
small ones if the weights are greater than 1. while small membership values will become 
larger when the weight is smaller than 1. This ensures that the membership values of less 
important classes are reduced more, thereby reducing the likelihood of the decision being 
dominated by those classes, or the membership of more important classes is increased so 
that the decision is dominated by these classes. 
In [12], [13] and [11], Yager suggests two other methods of including importances. In each 
of these, he suggests different ways of doing it, based on whether the nature of fusion is 
a conjunction or a disjunction. In [12] and [13], Yager states that, a conjunction operation 
could be performed as 
min[l(ai, Ci)], Z=1,2,..., n 
where min is used as the conjunction operator, ai is the importance of criterion i and Ci 
is the degree of satisfaction of criterion i. I indicates the f-Lmction relating importance and 
satisfaction and is defined as 
I(a, b) =- max[(l - a), b] 
Similarly for a disjunction, he suggests 
max[U(ai, Cj)], i=1,2,..., n 
where max is used as the disjunction operator and 
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U(a, b) =- min(a, b) 
In [111, Yager generalises the method of inclusion of importances. He states that an 'and' 
operation could be performed as A[I(ai, Cj)] where A stands for any T-norm operator 
and I stands for any T-conorm operator. Similarly, for an 'or' operation, he suggests 
O[U(ai, Cj)], where 0 stands for any T-conorm. operator and U stands for any T-norm op- 
erator. 
For the purpose of including the relative importances of the various fuzzy sets, we are 
proposing here the use of membership functions that are not between 0 and 1, but between 
0 and a maximum value wi 54 1 for the ith fuzzy subset. This is different from using mul- 
tiplicative weights for the membership functions, as a lot of the aggregation operators are 
non-linear. The idea is that when different aggregates have different importance in a rea- 
soning sequence, their memberships to the various classes have to reflect the relative size 
of the 'pies*' from which these memberships are 'cut". All aggregation operators, however, 
have been conventionally designed to handle membership functions that range between 0 
and 1 and also weights that range between 0 and 1. When the memberships are not within 
this range the standard aggregation operators need to be modified. In section 6.1 of this 
chapter, we present the proposed modification of these operators. In section 6.2, we shall 
discuss the effect of these modifications on the properties of the operators. 
6.1 Generalisation of Fuzzy Aggregation Operators 
Aggregation operations on fuzzy sets are operations by which several fuzzy sets are com- 
bined in a desirable way to produce a single fuzzy set. An aggregation operation on n 
fuzzy sets where n>2 is formally defined by a function 
f: [0,1]n --- * 
[0,1] 
When applied to fuzzy sets, this function produces an aggregate fuzzy set by operating 
on the membership grades of these sets [9]. This definition of an aggregation operation 
will hold only as long as the membership functions of say x and y vary between 0 and 1. 
If the fuzzy membership grades are not constrained to < 1, then the above given defini- 
tion is not valid anymore. Hence, we extend the definiton of an aggregation operation on 
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n fuzzy sets to 
f: [0ý W11 [01 W21 ... 
[0, Wn] ---+ [0, max(wl, W2) ... Wn)]., 
where wi is the maximum possible membership value of the ith aggregate to any of its 
possible classes. 
The nature of aggregation of two variables say x and y, could be any of the following [3]. 
Aggregation is conjunctive if 
f (x, y) :! ý mM (x, y) 
which states that a conjunctive operator has confidence at most as high as the small- 
est membership value and looks for the simultaneous satisfaction of all criteria that 
are being combined. 
(b). Aggregation is disjunctive if 
f (x, y) ý! max (x, y) 
which states that a disjunctive operator has confidence at least as small as the great- 
est membership value and looks for a redundancy between the criteria that are being 
combined. 
(c). Aggregation is a compromise if 
min (x, y) :! ý f (x, y) :! ý max (x, y) 
which is a cautious behaviour. 
The aggregation operators themselves fall under 4 classes, namely 
4o T-norms 
o T-conorms 
9 Symmetric Sums 
9 Means 
where T-norms are conjunctive in nature, T-conorms are disjunctive in nature, Symmet- 
ric sums could be conjunctive or disjunctive depending on the values of the variables in- 
volved and Means are compromise operators. Each of these classes of operators are dis- 
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cussed below. The most common operators of each class, with their standard and gener- 
alized definitions are given. 
T-Norms and T-Conorms 
Table 6.1 presents the standard and modified definitions of the most commonly used T- 
norms and T-conorms. The generalized definitions of min, max and algebraic product 
remain the same. The probabilistic sum operator, however, may yield negative values if 
x and y are allowed to take values greater than 1. In order to avoid this, the generalized 
definition of this operator is 
W2X+ýýVY-ýy 
max(wl, W2) 
OPERATOR DEFINITION 
OR1GINAL GENERALISED 
0<x<I O<X<Wl 
0<y: ý 1 0<Y: 5 W2 
Intersection (mini) minimum (x, y) minimum (x, y) 
Union (max, ) maximum (x, y) maximum (x, y) 
Probabilistic sum (sum) x+y- xy 
W2X+WlY-XY 
max(wi W2) 
Algebraic product (prod) xy xy 
Bounded sum (mM2) m%n(l, x+ y) min[min (wl, W2) iX+ Y1 
Bounded difference (maX2) max(O, x+y-1) 
I 
max[O, x+y-max(w,, W2)] 
Table 6.1: Definition of T-norm and T-conorm operators used 
6.1.2 Symmetric Sums 
Symmetric Sums take the general form 
g(x, y) (XI Y) g(x, y)+g('-X"-Y) 
and their behaviour as to whether they are conjunctive or disjunctive depends on the 
values of x and y. The symmetric sums considered here are 
xy UO corresponding to g (x, y) = xy i-x-y+2xy 
X+ -xy corresponding to g(x, y) =x+y- xy 01+ 1+x+y-2xy 
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. min(x, y) mM3 
_Ix_yl corresponding 
to g(x, y) = mzn(x, y) 
Max(x, y) maX3 f+-Tx- corresponding to g(x VI I y) =max 
(x, y) 
The nature of oO and o, + depends on the values of x and y while mtn3and maX3are com- 
promise operators. All these operations involve complementation and hence have to be 
modified. We define complementation as c(x) =w-x, where w is the maximum value 
of x, in contrast to the standard definition c(x) =1-x. Then, the modified symmetrical 
sums take the form 
g(X, y) 
9(X7Y)+g(W1-XjW2-Y) 
In the modified a+ operator, g(x, y) will be the generalised version of the probabilistic 
sum. The standard and the generalised symmetric sums are given in Table 6.2. All gener- 
alised symmetric sums take values in the range [0,11. 
OPERATOR DEFINITION 
ORIGINAL GENERALISED 
0<x<1 0 <x < W, 
0<Y: 5 1 0<Y< W2 
maX3 max(x, y) '+Ix-yl 
max(x, y7 
max(x, y)+max(wi ---)W2-Y) 
rnin3 
min(x, y) 
I-lx-yl 
min(x, y) 
min(x, y)+min(wi -X, W2-Y) 
010 xy I-x-y+2xy 
xy 
(Wl-X)(W2-Y)+XY 
01+ X+Y-XY W2X+WIY-XY 1+x+y-2xy WlW2+W2X+Wly-2xy 
Table 6.2: Definition of symmetric sums used 
6.1.3 Means 
The most commonly used mean operators are the arithmetic, harmonic and geometric 
mean. All mean operators yield a value in between the max and mM and hence have a 
compromise behaviour. The mean operators are shown in Table 6.3. It can be seen that 
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these operators can be used as they are in the generalised case. 
OPERATOR DEFINITION 
ORIGINAL GENERALISED 
0<x<1 0 <x <wl 
0<Y:! ý 1 0 
-< 
Y< W2 
Arithmetic mean (am) 
Geometric mean (gm) 
X+Y 2 
VX-Y 
X+y 2 
V/X--y 
Harmonic mean (hm) 
2xy 
X+Y 
2EL 
X+Y 
Table 6.3: Definition of mean operators used 
All the above given operators have also been extended to more than 2 fuzzy sets and 
Table 6.4 shows the generalised version for 4 fuzzy sets. These can be extended in a similar 
way to any number of fuzzy sets. 
6.2 Properties of the generalised aggregation operators 
George Klir and Bo Yuan state in [9] that for f to be an intuitively meaningful aggregation 
function, it must satisfy the following 3 axiomatic requirements. 
(a). f(0,0,..., O) =0 and I)= 1. 
(b). f is monotonically increasing in all its arguments. From [9], f is said to be monoton- 
ically increasing in all its arguments if for any pair (al, a2, .... an) and (bi, 
b21 
..... 
bn) 
where aj, bi E [0,1] for all i, if ai :! ý bi for every S, then f (a, , a2, .... 7 
an) :! ý 
(bi, b21 b, ). 
(c). f is a continuous function. 
These three properties are generalised as foRows. 
(a). f (0,0,..., 0) =0 and f (WI)W2, ... iWn) E 
[mzn(w,, W2, ... Wn)imax(w,, W2) .... Wn)1- 
(b). f is monotonically increasing in all its arguments. We say that f is monotonically 
increasing if for any pair (a,, a2 , .... an) and (bl, 
b21 
..... bn)with aj, bi E [0, wi] for aU i, 
if ai :5 bi for every i, then f (a,, a2, ..... 
an) ý:, f (bl, b2, .... bn)- 
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OPERATOR GENERALISED DEFINMON(for 4 variables) 
< xi :5 wi, s=1 to 4 
max, maximum (x 1, X2 7 X3 7 X4) 
4444444444 
E (rj WI)Xi EE (rj WI)XiXi +EEEE WIXixjXk rj Xi i=1 1=1 i=lj=l 1=1 i=Ij=1k=Ij=j i=1 
i0i 10i j0i k0i 196i 
10i k 91-j I j6j 
10k 
sum 4 
wj/min(wjW2, W3, W4) 
m, zn2 mM2 [min2 jmin2 (X1 i X2) 7 X317 X4] 
min, mZnsmum(xj, X2, X3, X4) 
4 
prod xi 
maX2 maX2 [maX2 maX2 (X1 7 X2) 7 X3 
Ii X41 
am 
14 
: xi 1 
gm 
4 
xi) 
4 
4 xi 
hm 444 
1: EE XiXjXk 
i=lj=lk=l 
j96i k: Ai 
kj6j 
min3 
min(xj, X2, X3, X4) 
min(xl, X2, X3, X4)+min(wi-Xl, W2-X2, W3-X3, W4-X4) 
maX3 
max(xj, X2, X3, X4) 
max(xl, X2, X3, X4)+max(wi-Xl, W2-X2, W3-X3, W4-X4) 
4 
11 Xi 
Oro 4 
i=1 
4 
11 (wi -Xj)+ 
rI xi 
i=1 i=1 
01+ 
SUM(X1)X21X3iX4) 
SUM(Xl7X2)X37X4)+SUM(WI-XliW2-X2iW3-X3ýW4-X4) 
Table 6.4: Generalised Definition of operators 
(c). f is a continuous function. 
All the aggregation functions defined earlier satisfy the three properties stated above. 
As an example, in Figure 6.1,6.2 and 6.3 we plot a special case of these functions: 
(Y; Wl i W2 7 27) with wl ý 
1/ W2 =2 and xEf 07 0.27 0.6,11 while y C- [0,2]. It can be seen 
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from these figures that all the above properties are satisfied by all the generalised aggre- 
gation functions with the exceptions of the class of symmetric sums and the prod operator. 
For the symmetric sums, always f (WIi W21 .... Wn) = 1. However, as parameters 
WliW2i 
..... Wn are chosen to reflect the relative importance of the aggregated factors, one 
of them is bound to be 1, so the first generalised property holds for the symmetric sums 
as well. 
For the generalised product operator, f (w,, W2, ... 7 Wn) E [min(w,, W2, ... Wn) 7max(wj, W21 .... 
Wn)] 
is valid only if one of the membership values is greater than or equal to 1. 
We discuss below the major properties of each class of operators as originally defined 
and the properties of the modified operators. 
6.2.1 T-Norms and T-Conorms 
Functions like T-norms and T-conorms have been extensively studied in the literature [31 
[1] [91 and have been observed to have a number of properties of fuzzy intersection and 
union respectively. 
A fuzzy intersection is formally defined as an operation on the unit interval that satisfies 
the following properties: 
(a). Monotonicity 
(b) - Commutativity 
(c). Associativity 
(d) . Boundary condition i 
(x, 1) =x 
where xE [0,11 and i here stands for an intersection operator. 
When the operators are generalised to take values > 1, the boundary condition is rede- 
fined as i(x, w) = x, where w is the maximum value that y could take. This condition 
means that the identity element is now not 1, but the maximum membership value that a 
fuzzy set that is aggregated with x could take. The three generalised T-norms are shown 
in figures 6.1(a) (intersection), 6.1(d) (algebraic product) and 6.1(f) (bounded difference). 
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From these figures, we can see that all these generalised operators satisfy the property 
of monotonicity. They are all commutative and associative but the generalised boundary 
condition is not satisfied by any of them. A boundary condition implies that aggregating 
a fuzzy set x with the maximum confidence that any fuzzy set could take results in the 
confidence placed on x. But, in our generalised definition of boundary condition, viz., 
i (x, w) = x, w, which is the maximum membership value that the fuzzy set y could take, 
need not be greater than the maximum membership value that x can take. If the max- 
imum membership value of y is greater than that of x, or if the maximum membership 
values of x and y are equal, then the generalised boundary condition will be valid for all 
operators other than the algebraic product operator. The boundary condition is satisfied 
by the algebraic product operator only when the maximum membership valurc 4: )f - 
y is 1. The properties of the generalised T-norm operators are proved in appendix 
A, from A. 1 to A. 9. 
A fuzzy union is an operation on the unit interval that satisfies the properties of 
(a). Monotonicity 
Commutativity 
(c). Associativity 
(d). Boundary condition u (x, 0) = 
where aE [0,1] and u stands for a union operator. All the properties of a union operator 
hold for the generalised definitions of T-Conorms shown in figure 6.1(b) (union), 6.1(c) 
(probabilistic sum) and 6.1(e) (bounded sum) with the exception of the boundary condi- 
tion which is not satisfied by the generalised probabilistic sum and the bounded sum op- 
erators. The figures show that the generalised operators are all monotonic. The boundary 
condition of T-conorms means that aggregating a fuzzy set x with the least confidence that 
any fuzzy set could have results in the confidence placed on x. The generalised boundary 
condition is satisfied by the probabilistic sum and the bounded sum operators as long as 
the maximum membership value of x is less than or equal to that of y. The properties of 
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the generalised T-conorms are proved in appendix B, from B. 1 to B. 9. 
The algebraic product and the probabilistic operator satisfy the conditions of conjunction 
and disjunction respectively, i. e., 
prod(x, y) m%n(x, y) and 
sum (x, y) max (x, y) - 
However, the generalised prod and sum operators do not satisfy the same conditions. 
While the nature of the generalised algebraic product depends on the values of x and 
y, the probabilistic sum behaves like a compromise operator yielding a value in between 
min (x, y) and max (x, y). 
In addition to the above general properties, some of the T-norms and T-conorms have 
some extra properties. We discuss below these special properties. 
Idempotency: 
The simplest of the T-, conorms and the T-norms, namely maxl and min, operators are the 
only idempotent operators i. e., they satisfy 
max, (x, x) =x and 
m%nl (x, x) =x 
This property means that aggregating a fuzzy set with an identical one, does not alter the 
degree of certainty. This property of idempotency is still satisfied by the generalised max 
and mZnj operators. 
Strict Monotonicity: 
The standard algebraic product and the probabilistic sum satisfy strict monotonicity i. e., 
If X1 < X2 & Y1 < Y2 then 
prod(xi, yi) < prod(X2 i Y2) 
SUM (X 13 Y1) < SUM 
(X2 
i Y2) 
The strict monotonicity property is still followed by the generalised probabilistic sum and 
the algebraic product operators, examples of which are shown in figures 6.1(c) and 6.1(d) 
respectively. Although the strict monotonicity of prod is obvious, the strict monotonicity 
of sum is not so obvious and it is proved in appendix C. 
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Archimedian Property: 
The standard algebraic product and probabilistic sum also satisfy the so called Archime- 
than property i. e., Vx C- (0,1), 
prod(x, x) <x and sum (x, x) >x 
These properties are also called as subidempotency and superidempotency respectively. 
The generalised algebraic product (figure 6.1(d)) does not follow the Archimedian prop- 
erty as the membership grades could take values greater than 1, but the generalised prob- 
abilistic sum satisfies it. This is shown in Appendix D. 
Hence the operator sum is an Archimedian T-conorm, while prod is not an Archimedian 
T-norm. The operator sum could also be termed a Strtct Archimedian operator as it fol- 
lows Strict Monotonocity. 
Nilpotency: 
The standard bounded difference and sum operators are nilpotent i. e., they satisfy the fol- 
lowing: 
For any sequence of fuzzy sets x., with 0<x,, < 
3n < oc such that maX2(Xl, X2, ..... Xn) =0 
3m < oo such that min2(X1, X2, .... XM) =1 
This property means that the aggregation of a finite number of fuzzy sets may lead to the 
identity element. For a T-conorm, total certainty may be attained when, say, m fuzzy sets 
have been aggregated. Similarly, for a T-norm, total uncertainty may be attained when, 
say, n number of fuzzy sets have been aggregated. Aggregation with anymore fuzzy sets 
will not alter the certainty or uncertainty already reached. In our generalised aggregation, 
the bounded difference maX2shown in figure 6.1(f), satisfies the following: 
3n such that maX2 (X1 i X2) ..... Xn) =0 
The bounded sum mM2 shown in figure 6.1(e) satisfies the following property. 
3m such that min2 
(X1, X2 7 .... X7n) = min[wj, W2, W3, .... Wn] 
The nilpotency properties of maX2and min2are proved in appendix A. 10 and B. 10 respec- 
tively. 
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6.2.2 Symmetric Sums 
The symmetric sums that are normally defined as operators from f: [0,1]1 -+ [0,1] 
satisfy the following properties. 
(a). a (0,0, .... 0) = 0, a 
(I 11ý...... 1) =I 
(b). Commutativity 
(c). Monotonicity 
(d). Autoduality i. e., I- U(X1 1 X21 .... Xn) ý 17(l - X1i 1- X21 ... 1- Xn) 
where a here stands for a symmetric sum operator. The generalised symmetric sums 
shown in figure 6-2(a) (maXA 6.2(b) (mMA 6.2(c) (oro) and 6.2(d) (o, +) satisfy all these 
properties, with the first property modified as u (0,0, . 0) = 0, Or (WI, W2 i ...... Wn) =1 and 
the last one modified as 
I- U(XliX2ý .... Xn) ý-- O'(WI -X1, W2 - X2) ..... Wn - Xn 
) 
The property of monotonicity is proven in appendix E. The properties of identity and 
commutativity are not shown as they are obvious. The property of autoduality has been 
proved for all the symmetric sum operators in appendix F. 
6.2.3 Means 
The mean of n fuzzy sets is an operation that satisfies 
(a). min(xl, X2, .... Xn) < M(XliX2i .... Xn) :5 max (x 1, X2 7 .... Xn) 
(b). Commutativity 
(c). Monotonicity 
where m stands for a mean operator and m0 Imax, minj. The definition of mean op- 
erations remain unaltered after generalisation. Hence, the mean operators shown in fig- 
ures 6.3(a) (arithmetic mean), 6.3(b) (geometric mean) and 6.3(c) (harmonic mean) sat- 
isfy all the above properties just as the standard mean operators. They also follow the 
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idempotency property that is followed by the standard mean operators i. e., they follow 
M(X, xl ..... )X) =x 
In this chapter, we reviewed the standard fuzzy aggregation operators that are nor- 
mally used for 'AND' and -'OR' connectives and explained how these standard operators 
could be modified when different fuzzy sets have different importance in the reasoning, 
yielding membership functions that are not between 0 and 1, but between 0 and a maxi- 
mum value wi :A1 for the ith fuzzy set. We also discussed the properties of the generalised 
operators. It is observed that all the generalised operators satisfy most of the important 
basic properties proving the consistency of the generalised definitions, except for a few 
modifications mainly in the nature of aggregation. The behaviour of the generalised prob- 
abilistic sum and the product operators is not disjunctive or conjunctive anymore. While 
the nature of the generalised algebraic product depends on the values of x and y, the prob- 
abilistic sum behaves like a compromise operator yielding a value in between min (x, y) 
and max (x, y). The boundary conditions not being satisfied by many of the generalised 
T-norm and T-conorm operators is justified. Since several of the aggregation operators are 
non-linear, scaling their arguments is not the same as scaling the membership functions 
with the help of weights - Hence, the generalised aggregation operators can be used for ag- 
gregation when different aggregates have different importance in the reasoning process 
and when the membership functions are allowed to take values greater than 1. 
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Chapter 7 
Reasoning by Fuzzy Aggregation 
The mechanism that has been proposed in chapter 6 for incorporating the relative impor- 
tance and also for aggregating the fuzzy sets is investigated in this chapter in the context 
of the specific application which was explained in chapter 4. Since this work is aimed at 
improving a conventional GIS-based system, the improvement will also be exemplified 
by experimental comparison with a simple GIS rule-based system. 
In order to tackle the uncertainties existing in our problem, two methods have been used 
to evaluate the fuzzy membership values. 
The fuzzy membership values to any particular class of a variable have been evalu- 
ated as the proportion of pixels falling in that class within a particular sample site. 
4P The fuzzy membership values have been evaluated using the Gaussian membership 
functions explained in chapter 5. 
In the last chapter, we proposed a new way of incorporating relative importance of 
the variables: the membership values of two variables say x and y vary between 0 and 
w, and 0 andW2 respectively rather than between 0 and 1. Note that this is not the same 
as using multiplicative weights for the membership functions, as most of the aggregation 
operators used are non-linear in x and y. The operators as they are originally defined and 
after the incorporation of weights were presented in chapter 6. 
For comparison, we also follow Yager and associate weights as powers of the membership 
values. When this method of weighting is used, the membership values vary between 0 
and 1 only and f: [0,11' --+ [0,1] and hence there was no necessity to modify the aggre- 
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gation operators. 
Since no quantitative information on the relative importance of the aggregates is available, 
in both cases, different weight combinations were experimented with. The operators were 
first used on a training set comprising of 39 sites and the combination of weights which 
gave the best results when compared with the expert's classification was used in the eval- 
uation with the 14 test sites. 
Section 7.1 describes the various experiments performed. Section 7.2 discusses the results 
obtained, justifies why the choice of aggregation operators and inclusion of relative im- 
portances matter in a decision making problem, and summarizes briefly the main points 
that have emerged as the outcome of the experiments and analysis done. 
7.1 Application 
It is obvious from tables 4.1,4.2 and 4.3 that there are two levels of aggregation of vari- 
ables, namely and and or and hence two operators have to be combined in various ways 
to create the composite operator needed: one operator to be used for combining the mem- 
bership values to the various classes of the independent variables, say for example, Soil 
Depth and Aspect, and one operator to be used for combining the confidences of the var- 
ious rules that lead to the same classification of the dependent variable, say for example 
Regeneration Potential. The nature of fusion of information in these two levels is disjunc- 
tive and conjunctive respectively i. e., the fusion of information is a conjunction when we 
combine conditions for certain situations to arise and it is a disjunction when we com- 
bine evidence from different rules to lead to the same conclusion. This is schematically 
represented in figure 7.1. When the variables involved are fuzzy, these two levels of ag- 
gregation could be dealt with fuzzy union and intersection operators. 
In our problem, the membership grades to the natural regeneration potential and risk of 
soil erosion are obtained from the fuzzy relations given in tables 4.1 and 4.2, using the 
fuzzy equivalents of logical 'AND" and 'OR'. 
Let x, be the value of slope in a site. Then, 
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f x, ps (G), PS (M) , PS (S)} 
would represent the membership grades of xi to the classes gentle, medium and steep of 
the fuzzy variable slope. LetX2be the aspect of a site in degrees. Then, 
f X2 i PA (N), AA (E) I ILA 
(W) 
7 AA 
(S) I 
would represent the membership gradesOf X2 to the classes North, East, West and South 
of the fuzzy variable aspect. If X3 is the value of soil depth, then 
f 273) ASD (B), ASD (S) i ASD (D) I 
represents the membership grades Of X3 to the classes bare, shallow and deep of the fuzzy 
variable soil depth. If X4is the permeability of rock in the site, then 
{-'E4 
i MR 
(P) 
i MR 
(I) I 
would represent the membership gradesOf X4to the classes permeable and impermeable 
of the variable permeability. Subsequently, the membership grades for natural regenera- 
tion potential could be defined as 
IIRP (NL) = [ILA (N) A tISD (D)] V [YA (E) A ASD (D)] 
I-IRP (SL)) = [/-zA (S) A I-ISD (D)] V [tlA (N) A JISD (S)] V [UA (W) A JZSD (D)] V [AA (E) A JLSD (S)] 
I-IRP (ML) : -- [ILA (S) A ASD (S)l V [ILA (W) A IISD (S)l 
I-IRP(SG) 
[ILA (N) A I-IS D (B)] V [AA (E) A ILSD (B)l 
ARP (SE) ý 
[IIA (S) A IISD (B)] V [/-IA (W) A ASD (B)] 
where RP represents the 'Regeneration Potential", A and V represent a T-Conorm and a 
T-norm operator respectively. The membership grades to the risk of soil erosion could be 
derived from the following operations. 
tISE (NSR) = [ILs (G) A ASD (D) A JIR (P)] 
psE (SR) = [IIS (M) A ILSD 
(D) A tIR (P)] V [fLS (S) A JISD (D) A AR (P)] V 
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ýLs (G) A IISD (S) A ILR (P)] V [ps (G) A IISD (D) A I. LR (I)] 
I-ISE (MR) = [AS (M) A JLSD (S) A ILR (P)] V [jLs (S) A ILSD (S) A IIR (P)l V 
[PS (M) A ILSD (D) A PR (I)] 
ILSE (HR) ý [ps (S) A ASD (D) A AR 
(1)] V [ps (G) A IISD (S) A I-LRP (1)] 
JZSE (VHR) = [ILs (M) A ILSD (S) A AR (I)] V [I-IS (S) A I-LSD (S) A ILR (-T)] 
where SE represents the 'Risk of Soil Erosion". 
While evaluating the membership grades of risk of soil erosion, slope has been classified 
into 3 classes only, as for all practical purposes, slopes > 40% are considered steep. Finally, 
to obtain the degree of risk of desertification based on the natural regeneration potential 
and risk of soil erosion, the fuzzy relations given in table 4.3 were used. The membership 
grades to the risk of desertification were evaluated from the following equations. 
I-ID (NR) = pRp (NL) A psE (NSR) 
I-ZD (LR) = 
[I-IRP (SL) A I. LSE (NSR)] V [ILRP (ML) A IISE (NSR)] V [I-IRP (NL) A IISE (SR)] V 
[ILRP (SL) A I-ISE (SR)] V [URP (SL) A ILSE (MR)] 
1-tD(MR): -'-': 
[IIRP(SG) A psE(NSR)] V [ARP(SE) A PSE(NSR)] V [ARP(ML) A ASE(SR)] V 
[jtRp (SG) A JISE (SR)] V [ILRp (SL) A I-ISE (MR)] V [I-IRP (ML) A IISE (MR)] V 
[I. ZRP (NL) A ILSE (HR)] V [I. LRP (SL) A ILSE (HR)] V [pRp (NL) A ILSE (VHR)] 
ILD (HR) = [pRp (SE) A ILSE (SR)] V 
[ILRP (SG) A ILSE (MR)] V [I-LRP (SE) A psE (MR)] V 
[JIRP (ML) A IISE (HR)] V [ILRP (SG) A I-LSE (HR)] V [ARP (SL) A I-ISE (VHR)] V 
[I-LRP (ML) A I-ISE (VHR)] 
tID(VHR) 
[tIRP(SE) A lLsE(HR)]V [ILRP(SG) A ILSE(VHR)] V [ARP(SE) A MSE(VHR)] 
In this thesis, a comparison of the behaviour of all types of aggregation operator is per- 
formed. The operators with a conjunctive (disjunctive) nature are applied in the conjunc- 
tive (disjunctive) level of the expert rules, and the symmetrical sums and the mean oper- 
ators are used in both levels. Thus, we have 10 operators each for the conjunctive and the 
disjunctive levels, creating a total of 100 combination operators when we use the power 
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weighting method. When we use the weighting method proposed here we have 11 op- 
erators each creating a total of 121 combination operators as the operators sum and prod 
behave like a compromise operator and a symmetric sum respectively when generalised. 
Moreover, since some of the rules involve 3 variables, the operators are generalised to take 
care of that. All these operators are applied to evaluate the Risk of Soil Erosion, Natural 
Regeneration Potential and Risk of Desertification independently. 
This approach presents two options: We may train the system so that for each sub- 
A 
OBJECT CLASS 
Disjunction 
Conjunction 
Figure 7.1: Conjunctive and Disjunctive levels of reasoning 
classificaton the best combination of operators is used. This combination could be dif- 
ferent for each of the three subproblems. Alternatively, we train the system using for all 
three subproblems at any one time the same combination of operators for the conjunctive 
and the disjunctive reasoning. We call these methods Methods I and IEI respectively. 
In yet another approach, the rules supplied by the expert may be combined to form rules 
that directly relate the attributes of a site with the risk of desertification, omitting the inter- 
mediate assessment of risk of erosion and regeneration potential. These composite rules 
are given in table 7.1. We call this method Method III. 
Each of the three methods was applied with weights used either as membership function 
powers or as non-unit maximal values of the membership functions, as proposed here. In 
every case, the weight of one of the variables was fixed to be I and different combinations 
of weights ranging from 0-1 to 10 were experimented with, with the rest of the variables. 
The operators and the weights that gave the best results in each case with the 39 training 
sites when compared with the expert's classification were then used on the 14 test sites. 
Conditions 
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Soil depth Aspect Rock Permeability Slope ROD 
Deep North Permeable Gentle NR 
Deep East Permeable Gentle NR 
Deep South Permeable Medium LR 
Deep West Permeable Medium LR 
Deep South Permeable Steep LR 
Deep West Permeable Steep LR 
Deep South Impermeable Gentle LR 
Deep West Impermeable Gentle LR 
Shallow South Permeable Medium MR 
Shallow West Permeable Medium MR 
Shallow South Permeable Steep MR 
Shallow West Permeable Steep MR 
Deep South Impermeable Steep MR 
Deep West Impermeable Steep MR 
Shallow South Impermeable Gentle HR 
Shallow West Impermeable Gentle HR 
Shallow South Impermeable Medium VHR 
Shallow West Impermeable Medium VHR 
Shallow South Impermeable Steep VHR 
Shallow West Impermeable Steep I VHR I 
ROD - Risk of Desertification 
NR - No risk 
LR - Low risk 
MR - Moderate risk 
HR - High risk 
VHR - Very high risk 
Table 7.1: Combined rules for Risk Of Desertification 
Method 1: 
The results of method I are presented in tables 7.2,7.3 and 7.4. The operators and the 
weights that gave the best results with the training sites were used for the testing sites with 
no further adjustment. The first column of each set of results gives the number of sites that 
end up with exactly the same classification as that obtained by the expert, while in the 
second colun-Ln we also include sites which were ±1 class (out of five possible classes) off 
from the expert's classification. 
In table 7.2 we list the combination of disjunctive and conjunctive operators and the cor- 
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responding weights that produced the best results for the Natural Regeneration Potential. 
It is interesting to note that both weighting approaches placed higher significance to Soil 
Depth than to Aspect. 
WEIGHTING OPERATOR WEIGHTS TRAINING SITES TEST SITES 
PROCEDURE DISJUNCTIVE CONJUNCTIVE SD AS CCS CCSE CCS CCSE 
min2 sum 1 0.1,0.2,0.4,0.8 21 36 8 14 
PROPOSED sum sum 1 0.1,0.2,0.4 21 36 8 14 
HERE min2 maX3 1 10 19 29 8 12 
sum maX3 1 7-10 13 27 7 12 
POWER sum maX3 1 2 21 37 7 14 
m%n2 maX3 1 2 21 37 7 14 
SD - Soil Depth, AS - Aspect, CCS - Correctly Classified Sites, CCSE - Correctly Classified Sites 
with ±1 class error 
Table 7.2: Method I: Results for Limitation to Natural Regeneration Potential 
WEIGHTING OPERATOR WEIGHTS TRAINING SITES TEST SITES 
PROCEDURE 
DISJUNCTIVE CONJUNCTIVE SD Rp SL CCS CCSE CCS CCSE 
PROPOSED 
HERE 
ma-T3 sum 
maxi maX3 
1 
1 
9 
0.9-7 
9 
0.1 
27 
20 
35 
36 
7 
3 
8 
10 
POWER maxi ma-T3 1 5-10 4-(Rp-1) 29 39 6 12 
SD - Soil Depth, ASP - Aspect, Rp - Rock Permeability, SL - Slope, CCS - Correctly Classified 
Sites, CCSE - Correctly Classified Sites with ±1 class error 
Table 7.3: Method I: Results for Risk of Soil Erosion 
For the risk of soil erosion (table 7.3), the weighting method we propose gave the best 
results with the operators ma-'163 and sum for the disjunctive and the conjunctive level re- 
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spectively, while with power weighting the best results were obtained with max, and 
max3operators. For comparison, we also include in the table the results obtained when 
the combination of operators that worked best for one of the weighting methods was used 
with the other weighting method. But while the operator sum behaved as the best con- 
junctive operator in our weighting method, it is not used in the power weighting method 
for comparison because the standard sum operator is only a disjunctive operator. We no- 
tice that the weighting method proposed here gave slightly better results with the test 
sites, even though the power method gave slightly better results with the training sites. 
Relative importances given by the two methods are not consistent. Soil depth appears 
to be the least important in the weighting method proposed here, while it appears as the 
most important in the power method. 
The results obtained by using the best aggregation operators and weights for Natural Re- 
generation Potential and Soil Erosion were then used to evaluate the ROD (Risk of Deser- 
tification) and the results are given in table 7.4. The best set of operators for our weighting 
method was mM20'+with Regeneration Potential considered 5 times more important than 
Risk of Soil Erosion, while the best set of operators for the power weighting method was 
max1maX3with Risk of Soil Erosion considered more important than Regeneration Poten- 
tial. For comparison, we also present in table 7.4 the results obtained when we exchanged 
the set of best operators between the two weighting methods. The results show that there 
is not a significant difference between the results obtained by our weighting method and 
the power method. 
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WEIGHTING PROPOSED HERE 
ROD NRP I SE I TRAINE, JG TEST 
DISJ CONJ WEIGHTS DISJ CONJ DISJ CONJ CCS CCSE CCS CC I 
NRP SE 
mzn2 01+ 0.2 1 min2 sum ý max3 sum 26 33 7 14 
max, min 1 0.2 1 min2 maX3 max maX3 
ý 
23 33 5 10 
POWER WEIGHTING 
ROD NRP SE TRAINING TEST 
DISJ CONJ DISJ CONJ WEIGHTS DISJ CONJ CCS CCSE CCS CCSE 
NRP SE 
max, maX3 1 0.7 sum maX3 max, maX3 25 37 7 13 
max, min, 1 0.3 sum maX3 max, maX3 25 37 7 13 
max, 01+ 16 sum maX3 max, maX3 25 37 7 13 
SD - Soil Depth, Rp - Rock Permeability, SL - Slope, CCS - Correctly Classified Sites, CCSE - 
Correctly Classified Sites with 1 class error, ROD - Risk of Desertification, NRP - Natural 
Regeneration Potential, SE - Risk of Soil Erosion 
Table 7.4: Method I: Results for Risk of Desertification 
7.1.2 Method II: 
In this method, the same set of aggregation operators was used at all levels of conjunc- 
tive/ disjunctive reasoning everytime. The best results obtained are given in table 7.5. 
ýr ýý -ý r-, ý ý, - 
; 
: 
-in 
However, the results obtained are much better than those ob- 
tained with Method I. It can be noticed that our weighting approach gave better results 
than the power method by correctly classifying 9 out of the 14 test sites. Guided from the 
performance with the training data, one would choose min2am combination of operators 
for our weighting approach and the min2maX3combination for the power approach and 
achieve 9 and 6 correctly classified sites out of the 14 test sites respectively. The combina- 
tion m2n2maX3 that performed the best with power method gave better results with our 
7.1. APPLICATION 87 
weighting method. In this case, it is not possible to draw any conclusions about the rel- 
ative importance of the various factors, as the reasoning is performed in two levels that 
involve non-linear processing. Note that the Soil Depth attribute was incorporated with 
separate weights when entered through the Regeneration Potential and Soil Erosion. 
WEIGHTING MET'HOD PROPOSED HERE 
OPERATOR WEIGHTS TRAH\TING SITES TEST SITES 
DISJ. CONJ. SD1 ASP Rp SL SD2 NRP SE CCS CCSE CCS CCSE 
mzn2 am 1 0.3 0.1 1 0.5 1 1 37 39 9 12 
min2 am 1 0.3 0.1 1 0.6 1 10 38 39 9 13 
min2 ma-T3 1 0.1 3 1 0.1 1 10 32 39 8 12 
POWER WEIGHTING 
OPERATOR WEIGHTS TRAINING SITES TEST SITES 
DISJ. CONJ. SD1 ASP Rp SL SD2 NRP SE CCS CCSE CCS CCSE 
min2 maX3 
min2 am 
1261411 
1 0.5 0.5 161 10 
35 38 
33 39 
6 13 
5 14 
SD, - Soil Depth as a factor of NRP, ASP - Aspect, SD2 - Soil Depth as a factor of SE, Rp - Rock 
Permeability, SL - Slope, NRP - Lindtation to Natural Regeneration Potential, SE - Risk of Soil 
Erosion, CCS - Correctly Classified Sites, CCSE - Correctly Classified Sites with 1 class error 
Table 7.5: Method II: Results for Risk of Desertification 
7.1.3 Method III: 
In this method, instead of evaluating the Risk of Desertification from Regeneration Poten- 
tial and Soil Erosion, the rules of Regeneration Potential and Soil Erosion were combined 
to evaluate the Risk of Desertification directly from the fuzzy memberships of the four ba- 
sic variables, according to the rules shown in table 7.1. The results are given in table 7.6. 
The generalised aggregation operators for four variables presented in table 6.4 were used 
in this case. From table 7.6, it can be seen that the maximum number of correctly classi- 
fied sites obtained in the training phase is as low as 22 sites out of 39, with our weighting 
approach and 24 sites with power approach. This method did not produce good results 
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see table 7.6 
with the test sites as well. The generalisation of the system is not very good either. There 
is also some inconsistency in the ranking of the various factors in order of decreasing im- 
portance: Our weighting method gives highest importance to Rock Permeability followed 
by equal importance to Soil Depth and Aspect followed by Slope. The power weighting 
gives maximum importance to Slope. 
WEIGHTING OPERATOR WEIGHTS TRAINING SITES TEST SITES 
PROCEDURE DISJ CONJ SD ASP Rp SL CCS CCSE CCS CCSE 
PROPOSED 
HERE 
sum 
min2 
am 
U+ 
1 
1 
1 
1 
4 
1 
0.1 
0.1 
22 
17 
25 
34 
3 
4 
8 
10 
POWER mzn2 
sum 
01+ 
am 
3 
0.1 
1 
1 
2 
0.1 
0.1 
0.1 
24 
13 
31 
28 
4 
0 
8 
6 
SD - Soil Depth, ASP - Aspect, Rp - Rock Permeability, SL - Slope, CCS - Correctly Classified 
Sites, CCSE - Correctly Classified Sites with 1 class error 
*- many combinations of weights give the same result 
Table 7.6: Method HI: Results for Risk of Desertification 
7.2 Discussion 
It can be observed that of the above three methods, Method II gave the maximum number 
of correctly classified sites, when compared with the expert"s opinion, but with not very 
good generalization capabilities. The weighting method proposed here gave marginally 
better results than the power weighting method. By far, the worst properties were exhib- 
ited by Method IH. From the fact that Method HI did not perform well, we conclude that, 
at least the expert who evaluated the data we used, used the intermediate steps of eval- 
uating Regeneration Potential and Soil Erosion in his reasoning on the problem, and the 
non-linearities of these two steps of reasoning cannot be modelled satisfactorily with the 
type of nonlinearity we introduce with our operators and the weighting process. 
The importance of using weighting is assessed by presenting in table 7.7 the results ob- 
tained by all three methods when all factors are given equal weight (i. e., by using classical 
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Fuzzy Logic approach). The results presented in the table are the best from each method 
over all possible combinations of operators. It can be seen that the maximum achieved 
with equal weights was by using Method I, classifying correctly 23 out of the 39 training 
sites and 5 out of the 14 test sites. These results have to be compared with the weighted 
Method II results: A total of 37 out of 39 training sites have been correctly classified and 
all 39 sites are correctly classified if we allow an error of 1 class deviation, by method H 
and by the weighting procedure proposed in this paper. For the testing sites one could 
achieve the correct classification of 9 out of the 14 sites. This proves that the use of weight- 
ing greatly improves the performance of the approach. 
Since Method H seems to be so much better than all others, we investigate it in more de- 
tail. In all the work presented here, memberships are calculated as fractional class com- 
ponents of composite sites. For example, if a site consists of 150 pixels, 30 of which have 
slope attribute in class 'steep' and 120 have slope attribute 'medium', the site is given 20% 
membership to class'steep'and 80% to classmedium. It has been explained in section 5.1 
that the membership functions can be calculated as integrals of the Gaussianly distributed 
errors in the measurements. The mean and variance of each Gaussian is estimated from 
the (numerical) attributes of each region. We used these type of membership function in 
combination with all possible operators and both ways of weighting, for Method H. We 
present the results obtained in detail in tables 7.8 and 7.9 for the two weighting approaches 
respectively. The numbers in brackets are the results obtained with membership functions 
calculated as described in section 5.1. In general these membership functions improved 
the results without altering the conclusion as to which operators are best. With the pro- 
posed weighting with min2am operators, 38 (instead of 37) out of the 39 training sites were 
correctly classified and II (instead of 9) out of the 14 test sites. With the power weighting, 
the best achieved was with min2ma-T 3operators with 37 (instead of 35) training sites cor- 
rectly classified and 7 (instead of 6) testing sites. 
It can also be seen from table 7.8 that all compromise operators perform quite badly both 
as disjunctive and conjunctive operators, except am, a compromise operator which gives 
good results when used as a conjunctive operator. Though am as conjunctive operator 
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performs reasonably well combined with most of the other operators, it gives the best re- 
sults when combined with min2 as the disjunctive operator. Symmetrical sums do not 
seem to perform well in either level. Though some of the combinations of disjunctive and 
conjunctive operators perform reasonably, none of them performs as well as min2am i. e., 
with min2, in the disjunctive level and am in the conjunctive level. When the weights 
are used as power of membership values, maX3performs well as a conjunctive operator, 
though it gives the best results when combined with min2- If we allow one class error, 
then min2am, min2o, + and min2maX3correctly classify all the sites in both cases. Though 
the same disjunctive operator min2works well in the disjunctive level of both cases, two 
different compromise operators perform well in the conjunctive level. 
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METHOD RISK OPERATOR TRAINING SITES TEST SITES 
DISJUNCTIVE CONJUNCTIVE CCS CCSE CCS CCSE 
I NRP min2 mean 18 27 8 12 
min2 am 18 27 8 12 
min2 01+ 18 27 8 12 
min2 maX3 18 27 8 12 
SE gm mean 20 27 4 5 
gm am 20 27 4 5 
hm mean 20 27 4 5 
hm am 20 27 4 5 
ROD min2 gm 23 32 3 12 
min2 a+ 23 32 5 14 
ROD (prop) sum mean 17 33 3 10 
sum am 17 33 3 10 
ROD (gauss) sum maX3 16 32 3 13 
in ROD min2 a+ 17 34 4 10 
min2 maX3 17 34 4 10 
CCS - Correctly Classified Sites, CCSE - Correctly Classified Sites with 1 class error 
Table 7.7: Results with all variables considered equally important 
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RESULTS WITH DIFFERENT COMBINATIONS OF AGGREGATION OPERATORS 
- (with proposed weights) 
OPERS TR TT OPERS TR TT 
ccs CCSE CCS CCSE CCS CCSE CCS CCSE 
maxlsum 24(27) 33(35) 5(8) 11(14) hmmaX3 9(9) 22(23) 0(l) 3(7) 
max, am 18(12) 30(35) 4(5) 8(8) hmmin3 0(0) 22(23) 0(0) 1 (1) 
maxlgm 9(8) 22(27) 4(3) 8(7) hmprod 0(0) 22(23) 0(0) 1 (1) 
maxlhm 9(9) 22(27) 4(3) 8(7) hmmin, 0(0) 22(23) 0(0) 1 (1) 
maxl(70 10(14) 26(29) 6(5) 8(7) hmmaX2 3(3) 29(28) 1(2) 5(8) 
maxlu+ 15(17) 30(28) 5(4) 11(9) O'OSUM 26(31) 35(38) 3(3) 9(13) 
max, maX3 18(18) 32(36) 6(4) 11(11) a0am 20(17) 31(35) 2(4) 8(10) 
max, min3 11(14) 26(29) 6(5) 8(7) gogm 0(0) 31(35) 0(0) 1 (1) 
max, prod 9(8) 22(27) 4(3) 8(7) oohm 1 (1) 3(2) 0(0) 1 (1) 
maxlmtnl 12(12) 26(29) 5(4) 9(7) U0010 0(0) 3(2) 0(0) 1 (1) 
max, maX2 17(11) 31(32) 3(3) 8(10) UOU+ 20(19) 28(31) 3(2) 6(7) 
min2SUM 32(34) 34(36) 7(8) 13(14) comaX3 19(20) 28(33) 2(3) 6(9) 
mzn2am 37(38) 39(39) 9(11) 12(14) oromM3 1 (1) 3(2) 0(0) 1 (1) 
min2gM 10(11) 25(24) 4(3) 8(6) coprod 0(l) 3(2) 0(0) 1 (1) 
m%n2hm 10(10) 22(26) 3(2) 7(6) comin 0(0) 3(2) 0(0) 1 (1) 
mm2(70 10(13) 27(29) 6(5) 8(7) comaX2 1 (1) 6(4) 0(0) 1 (1) 
min2U+ 35(32) 39(39) 10(6) 12(14) U+Sum 20(20) 37(38) 2(2) 11(14) 
min2maX3 19(19) 39(39) 9(8) 14(14) u+am 18(19) 32(32) 1(4) 9(9) 
min2min3 11(13) 27(29) 6(5) 8(7) U+gm 8(9) 24(24) 3(2) 7(6) 
m%n2prod 10(11) 22(24) 5(3) 7(6) u+hm 8(9) 23(27) 4(3) 8(7) 
min2mznl 11(12) 23(29) 4(3) 9(7) 9+90 7(9) 20(25) 4(2) 6(6) 
mzn2maX2 18(17) 32(35) 2(3) 7(10) 01+a+ 22(18) 30(30) 2(l) 7(8) 
sumsum 26(29) 39(37) 0(2) 9(12) u+maX3 18(19) 26(29) 0(2) 6(7) 
sumam 25(24) 34(33) 4(5) 9(8) c+min3 8(10) 21(25) 4(2) 6(6) 
sumgm 9(9) 23(26) 4(3) 8(6) u+prod 9(9) 23(24) 4(2) 8(6) 
sumhm 10(9) 22(27) 4(3) 8(7) u+mtn 10(9) 23(27) 3(2) 7(6) 
sumolo 10(13) 26(29) 6(5) 8(7) or+maX2 7(11) 24(27) 2(l) 6(9) 
SUMU+ 20(18) 32(34) 4(3) 10(10) maX3SUM 15(20) 32(32) 2(2) 10(12) 
summaX3 22(23) 36(37) 5(3) 11 (11) maX3am 16(17) 29(32) 1(3) 8(9) 
summM3 11(14) 26(29) 6(5) 8(7) maX39M 9(8) 22(26) 3(2) 7(7) 
contd 
TR - Training Sites 
TT - Test Sites 
CCS - Correctly Classified Sites 
CCSE - Correctly Classified Sites with I class error 
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OPERS TR TT OPERS TR TT 
ccs CCSE CCS CCSE CCS CCSE CCS CCSE 
sumprod 10(9) 22(23) 4(3) 8(7) ma-T3hm 10(9) 22(27) 4(3) 8(7) 
summin, 11(12) 23(29) 4(3) 9(7) maX3UO 7(9) 20(24) 4(2) 6(6) 
summaX2 16(18) 27(35) 1(4) 7(11) maX30'+ 16(18) 29(26) 1 (1) 7(6) 
amsum 16(18) 33(31) 2(2) 11(12) maX3maX3 14(17) 28(32) 0(3) 7(9) 
amam 21(21) 30(31) 1(2) 5(9) maX3mtn3 8(10) 21(25) 4(2) 6(5) 
amgm 5(7) 21(24) 3(2) 7(6) maX3Prod 9(8) 22(27) 4(3) 8(7) 
amhm 7(9) 21(24) 3(2) 7(6) maX3minj 11(10) 22(26) 4(2) 7(6) 
amoro 6(8) 20(25) 3(2) 7(6) maX3maX2 5(5) 22(22) 2(4) 3(6) 
amu+ 19(18) 28(27) 1(2) 5(7) min3SUM 19(99) 37(34) 5(5) 11(8) 
ammaX3 18(19) 26(30) 1(2) 5(7) min3am 18(15) 29(32) 3(5) 6(9) 
ammM3 7(9) 21(25) 3(2) 7(6) min3gM 1 (1) 3(2) 0(0) 1 (1) 
amprod 7(8) 21(26) 3(2) 7(6) min3hm 1 (1) 3(2) 0(0) 1 (1) 
ammin, 8(9) 21(25) 3(2) 7(6) min30'O 0(0) 3(2) 0(0) 1 (1) 
ammaX2 5(3) 23(21) 0(l) 5(6) min30'+ 17(19) 29(35) 1(2) 9(10) 
gmsum 16(18) 32(31) 2(3) 11(12) min3ma-T3 14(16) 26(33) 0(4) 6(9) 
gmam 15(18) 23(28) 0(2) 4(8) Min3min3 1 (1) 3(2) 0(0) 1 (1) 
gmgm 0(0) 23(28) 0(0) 1 (1) mZn3prod 1 (1) 3(2) 0(0) 1 (1) 
gmhm 0(l) 23(2) 0(0) 1 (1) min3min, 1 (1) 3(2) 0(0) 1 (1) 
gmao 0(0) 23(2) 0(0) 1 (1) min3maX2 0(0) 3(2) 0(0) 0(0) 
gmol+ 18(19) 25(28) 1(2) 5(7) prodsum 14(13) 32(29) 1(2) 10(7) 
gmmaX3 17(19) 23(30) 1(2) 5(7) prodam 21(23) 30(35) 2(4) 6(8) 
gmmZn3 1 (1) 3(2) 0(0) 1 (1) prodgm 0(l) 30(2) 0(0) 1 (1) 
gmprod 0(0) 3(2) 0(0) 1 (1) prodhm 0(l) 30(2) 0(0) 1 (1) 
gmmin, 1 (1) 3(2) 0(0) 1 (1) produo 0(0) 30(2) 0(0) 1 (1) 
gmmaX2 0(l) 3(4) 0(0) 0(l) produ+ 5(6) 19(19) 3(3) 6(7) 
hmsum 13(13) 31(29) 3(2) 5(7) prodmaX3 0(3) 19(22) 0(2) 4(9) 
hmam 18(18) 27(29) 2(3) 6(7) prodmin3 0(0) 19(22) 0(0) 1 (1) 
hmgm 0(0) 27(29) 0(0) 1 (1) prodprod 0(l) 19(2) 0(0) 1 (1) 
hmhm 0(l) 27(2) 0(0) 1 (1) prodmin, 0(0) 19(2) 0(0) 1 (1) 
hmao 0(0) 27(2) 0(0) 1 (1) prodmaX2 11 (11) 32(32) 3(5) 5(8) 
hmo, + 12(12) 25(23) 1(2) 4(7) 1 
TR - Training Sites 
TT - Test Sites 
CCS - Correctly Classified Sites 
CCSE - Correctly Classified Sites with 1 class error 
Table 7.8: Results for different combinations of aggregation operators (proposed weights) 
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RESULTS WITH DIFFERENT COMBINATIONS OF AGGREGATION OPERATORS 
- (with power weights) 
OPERS TR TT OPERS TR TT 
ccs CCSE CCS CCSE ccs CCSE CCS CCSE 
maxiam 15(9) 29(37) 4(5) 9(9) hmam 3(9) 16(24) 1 (1) 8(7) 
maxlgm 9(9) 22(27) 4(3) 8(6) hmgm 0(0) 16(24) 0(0) 1 (1) 
maxlhm 9(9) 22(27) 4(3) 8(6) hmhm 0(0) 16(24) 0(0) 1 (1) 
maxicro 12(15) 27(29) 5(4) 8(7) hmao 1 (1) 3(2) 0(0) 1 (1) 
maxla+ 23(25) 33(34) 2(4) 10(12) hmo, + 17(18) 33(29) 3(2) 8(7) 
max, maX3 26(26) 37(36) 7(8) 11(10) hmmaX3 3(6) 13(22) 1 (1) 7(7) 
max, min3 11(14) 27(29) 3(5) 8(7) hmmin3 2(2) 4(3) 0(0) 1 (1) 
max, prod 9(9) 22(27) 4(3) 8(6) hmprod 0(0) 4(3) 0(0) 1 (1) 
max, min, 12(11) 24(29) 4(4) 9(7) hmmin, 0(0) 4(3) 0(0) 1 (1) 
maxlmaX2 17(16) 29(26) 6(5) 8(9) hmmaX2 00) 4(3) 0(0) 1 (1) 
min2am 12(13) 39(39) 7(6) 14(14) oroam 11(15) 29(35) 3(4) 7(10) 
mm2gM 10(9) 26(27) 4(3) 8(7) uogm 0(l) 29(2) 0(0) 1 (1) 
min2hm 10(9) 25(27) 4(3) 8(6) cohm 0(l) 29(2) 0(0) 1 (1) 
mzn20'O 12(14) 26(28) 7(4) 8(7) COCO 1 (1) 3(2) 0(0) 1 (1) 
min2U+ 33(33) 39(39) 8(12) 11(14) UOU+ 19(16) 28(30) 3(2) 7(8) 
min2maX3 35(37) 38(39) 6(7) 13(14) comaX3 19(20) 31(37) 2(4) 9(12) 
min2mzn3 15(14) 28(26) 5(3) 8(7) aomM3 2(2) 4(2) 0(0) 1 (1) 
min2prod 9(9) 24(27) 4(3) 8(6) oroprod 0(0) 4(2) 0(0) 1 (1) 
mtn2mznl 12(11) 24(29) 4(3) 9(7) comin, 0(l) 4(2) 0(0) 1 (1) 
min2maX2 21(12) 29(38) 2(4) 8(10) aomaX2 1 (1) 6(3) 0(0) 4(l) 
sumam 17(15) 33(38) 3(2) 10(13) or+am 13(12) 26(27) 1(2) 7(8) 
sumgm 9(9) 24(27) 4(3) 8(6) U+gm 8(9) 22(24) 3(2) 7(6) 
sumhm 9(9) 24(27) 4(3) 8(6) u+hm 9(9) 22(26) 3(2) 7(6) 
sumoro 12(14) 27(29) 6(5) 9(7) U+UO 9(12) 22(23) 3(l) 6(5) 
SUMU+ 24(23) 29(31) 2(3) 7(13) 1 U+C+ 23(22) 36(31) 3(4) 9(9) 
contd 
TR - Training Sites 
TT - Test Sites 
CCS - Correctly Classified Sites 
CCSE - Correctly Classified Sites with 1 class error 
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OPERS TR TT OPERS TR 
ccs CCSE CCS CCSE ccs CCSE CCS CCSE 
summa-T3 26(24) 36(36) 2(3) 10(13) c+maX3 26(24) 36(35) 2(3) 10(12) 
summzn3 11(13) 22(28) 1(5) 5(6) U+Min3 11(14) 25(25) 4(4) 7(6) 
sumprod 9(9) 23(27) 4(3) 8(6) a+prod 10(9) 22(27) 4(3) 7(6) 
summ%nl 12(11) 24(29) 4(3) 9(7) u+mZnl 10(10) 22(29) 4(3) 8(7) 
summaX2 16(8) 31(34) 4(3) 7(8) u+maX2 10(6) 28(29) 3(l) 7(6) 
amam 12(12) 27(27) 1(3) 7(9) maX3am 13(12) 25(27) 1(3) 7(9) 
amgm 8(9) 22(24) 3(2) 7(6) maX39M 8(9) 22(24) 3(2) 7(5) 
amhm 9(9) 22(26) 3(2) 7(5) maX3hm 9(9) 22(26) 3(2) 7(6) 
amao 9(10) 24(24) 4(2) 7(6) maX30rO 10(12) 23(25) 4(2) 8(5) 
amor+ 22(20) 35(32) 0(3) 6(12) maX39+ 20(20) 27(30) 4(2) 6(8) 
ammaX3 17(20) 28(30) 2(2) 8(9) maX3maX3 18(17) 28(32) 1(3) 7(9) 
ammM3 11(12) 22(24) 4(5) 8(5) maX3min3 10(10) 20(23) 3(2) 6(4) 
amprod 10(9) 22(26) 3(2) 7(5) maX3Prod 10(9) 22(27) 4(3) 7(6) 
ammin, 10(9) 22(27) 3(2) 7(5) maX3m%nl 11(10) 22(29) 4(4) 7(7) 
ammaX2 8(5) 24(25) 2(l) 7(7) maX3maX2 10(6) 28(30) 3(l) 7(6) 
gmam 11(12) 27(26) 0(l) 6(7) MZn3am 11(14) 24(27) 2(2) 5(9) 
gmgm 1 (1) 3(2) 0(0) 1 (1) min3gM 1 (1) 3(2) 0(0) 1 (1) 
gmhm 1 (1) 3(2) 0(0) 1 (1) min3hm 0(l) 3(2) 0(0) 1 (1) 
gmao 1 (1) 3(2) 0(0) 1 (1) min3UO 3(2) 6(3) 0(0) 1 (1) 
gmu+ 19(19) 28(26) 0(l) 6(6) min30'+ 20(21) 29(29) 2(l) 6(6) 
gmmaX3 16(16) 28(32) 2(2) 7(8) min3maX3 16(18) 28(35) 2(3) 4(12) 
gmmZn3 2(2) 3(3) 0(0) 1 (1) min3Min3 5(12) 10(17) 2(l) 5(3) 
gmprod 1 (1) 3(2) 0(0) 1 (1) min3Prod 0(l) 10(2) 0(0) 1 (1) 
gmmZnl 1 (1) 3(2) 0(0) 1 (1) min3min, 1 (1) 3(2) 0(0) 1 (1) 
gmmaX2 0(l) 3(3) 0(0) 0(l) min3maX2 0(l) 3(4) 0(0) 0(l) 
TR - Training Sites 
TT - Test Sites 
CCS - Correctly Classified Sites 
CCSE - Correctly Classified Sites with 1 class error 
Table 7.9: Results for different combinations of aggregation operators (power weights) 
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7.2.1 A rule-based GIS reasoning 
Arc/Info GIS was used for a simple rule-based reasoning. The various layers used in the 
GIS reasoning namely, DEM, Aspect, Landform and Soil Depth are shown in figures 7.2, 
7.3,7.4 and 7.5 for one of the four regions, namely Pateras, as an example. DEM was used 
to create the Slope and Apsect layers with the GRID analysis facility of Arc/Info. The lay- 
ers on Aspect and Soil depth were integrated using the overlay facility and the rules given 
in table 4.1 were used to create the output layer reflecting the ranking of "Limitation to 
Natural Regeneration Potential' as shown in figure 7.6. Similarly, the layers on Soil Depth, 
Slope and Rock Permeability were integrated and the rules given in table 4.2 were used to 
create the layer on 'Risk of Soil Erosion' given in figure 7.7. The two layers on 'Limitation 
to Natural Regeneration Potential' and 'Risk of Soil Erosion'were integrated and the rules 
given in table 4.3 were used to create the output layer on 'Risk of Desertification' shown 
in figure 7.8. These three layers represent the actual region of interest, clipped from the 
original larger area. The samples comprising of 53 sites were extracted from these layers 
and compared with the expertss results. Since there is no training procedure involved, 
all 53 sites were lumped together and experimented without distinguishing between the 
training and the test sites. The comparison showed that only 17 out of 53 sites were cor- 
rectly classified. 
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Figure 7.2: Digital Elevation Model 
Figure 7.3: Aspect Image 
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Figure 7.4: Landform Image 
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Figure 7.5: Soil Image 
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Figure 7.6: Natural Regeneration Potential 
Figure 7.7: Risk of Soil Erosion 
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Figure 7.8: Risk of Desertification 
7.3 Conclusions 
This chapter has advocated the following points: 
1. The use of Fuzzy Logic when reasoning with a GIS, as opposed to a rule-based ap- 
proach. This conjecture is proved by the fact that when a rule-based approach was used 
with the GIS data only 17 out of 53 sites could be correctly classified. 
2. The use of integrals of Gaussians as membership functions in preference to the aggre- 
gate membership functions calculated as fractions of pixels of each site that belong to a 
certain class. The former method gave marginally better results than the latter. 
3. The use of weights of importance for the various aggregates. This point was proved by 
comparing the results with those obtained by the classical no-weighting approach. 
4. The use of operators other than the conventional min and max operators. The impor- 
tance of this can be judged by the variety of results obtained with different operators. 
The last two points introduce the necessity of a training stage for each problem, when the 
best operators and the best set of weights can be chosen. 
Chapter 8 
Discussion and Conclusions 
Remote Sensing and Geographic Information Systems are two techniques that aid deci- 
sion making concerned with real world applications. Most of the GIS packages available 
are general purpose packages. Modeling the needs of all applications within a single sys- 
tem is not feasible. Moreover, the various layers of the system may be uncertain to var- 
ious degrees. A decision making process without considering the uncertainties arising 
from human thinking, perception, imprecise and ill-defined concepts may lead to inaccu- 
rate decisions. Inaccurate decisions could be disastrous as the decision making could be 
of paramount importance to a nation"s economy. 
Hence, realising the importance of tackling uncertainty in any decision making problem, 
in this thesis, we have used Fuzzy Logic as the tool to handle the uncertainties in a prob- 
lem concerned with the evaluation of risk of desertification of a forest affected by fire. This 
is aimed as an improvement over the existing GIS techniques. The use of Fuzzy Logic 
has been justified. We were mainly concerned with the uncertainties that affect the rea- 
soning procedure, like unsharp boundaries, mixture of classes, linguistic expressions and 
uncertainty in measurement of the variables. We have shown how the uncertainty in the 
measurement of the variables could be used as a factor to derive fuzzy membership func- 
tions that have fuzzy boundaries assigning a partial membership of the variable to all the 
classes of the variable. More specifically, we assumed that the error in the measurement 
of a variable follows a Gaussian distribution and hence suggested the use of the Error 
Function for deriving the membership functions. Though Gaussian functions have been 
used in the literature, we have initiated the use of Gaussian Error Function for defining 
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the membership functions. When the source of uncertainty is not really the measuring 
process, but the presence of diversity within the same unit that has to be classified, we 
proposed the evaluation of the memberships as fractions of pixels of different classes that 
make up the unit. 
However, the major contribution of the thesis was the actual reasoning part, wherein we 
proposed a mechanism for taking the relative importances of the various variables into 
consideration during aggregation. For this purpose, we used membership functions that 
are not between 0 and 1. but between 0 and a maximum value wi =, 4 1 for the ith fuzzy 
subset. This is different from using multiplicative weights for the membership functions, 
as a lot of the aggregation operators are non-linear. Hence, the fuzzy aggregation opera- 
tors that have been conventionally designed to handle membership functions that range 
between 0 and 1 and weights that range between 0 and 1, were modified and generalised 
to take values that range between 0 and wi. Due to the exhaustive choice of operators, we 
use a training procedure to pick up the optimal operator. 
The theoretical methodology developed was tested with the help of data extracted from 
the various layers of the GIS used in the evaluation of risk of desertification of a forest 
affected by fire. Experiments that have been done by including and not including the rel- 
ative importance very clearly indicate the benefit of incorporating the weights. We have 
also shown as to how in the absence of the knowledge of relative importance, the weights 
could be chosen by a training process. The advantage of using the methodology proposed 
here has been clearly brought out by a comparative study with the results obtained by us- 
ing a simple GIS-based reasoning. 
Hence, the generalisation of the conventional fuzzy aggregation operators is envisaged as 
a major contribution to the 'Fuzzy Set Theory' and this could spur several crucial apph- 
cations. 
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8.1 A vision into the future 
In this thesis, we explained how the relative importances of the various fuzzy sets could 
be associated during aggregation. The experiments showed the usefulness of the method- 
ology adopted. But, it is expected that more precise results regarding the relative im- 
portances could be obtained by implementing a neural network based Fuzzy reasoning. 
Here, we suggest how a fuzzy reasoning system can be mapped on to a neural network 
architecture. The main highlight of the Fuzzy Neural Network proposed here is that, it 
is aimed at not to learn the membership functions, but to assist in the subsequent reason- 
ing, once the membership functions have been evaluated using any technique. One main 
advantage of using a Fuzzy Neural Network could be that while in a pure fuzzy reason- 
ing system, the rules provided by experts are strictly adhered to, in the former, the rules 
could be the result of training as well and a new set of rules could be obtained. The fuzzy 
neural network could be constructed in such a way that it aids not only in learning the 
rules, but also in assigning a physical meaning to the cptimised weights of the network 
as the relative importances of the fuzzy sets. 
Since the objective is to construct a network that would do a fuzzy inference, a neural net- 
work that is capable of doing a fuzzy aggregation is required. The expert rules can still be 
used to initialise the network. The activation functions in the network could be any of the 
T-norms or T-conorms, described in chapter 6, depending on whether the aggregation is 
of 'AND' or'OR' type. 
The network would consist of virtually two layers, the first layer to deal with conjunc- 
tion and the second layer with disjunction. The inputs to the network would be the fuzzy 
membership values that are evaluated earlier as the proportion of pixels belonging to a 
site or by using the Gaussian error probability density functions or any other technique. 
The initial weights to the two layers would be derived from the expert rules, assigning 
aI to a factor that exists in a rule and 0 to a factor that does not exist in the rule. Hence 
the number of neurons in the input layer would be equal to the total number of fuzzy sets 
of all the variables involved in the reasoning and the number of neurons in the hidden 
layer would be equal to the number of 'AND' rules given by the experts. The number of 
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neurons in the second and the final layer would be equal to the number of 'OR' condi- 
tions involved in the expert rules. A backpropagation learning based on gradient descent 
could be used to learn the weights of the two layers. But with activation functions like 
max, min etc., a random walk could be more effective. This fuzzy neural network has not 
been experimented here as it is beyond the scope of this thesis. 
Appendix A 
Properties of generalised T-norm 
operators 
A. 1 Commutativity of the generalised intersection operator 
The generalised minimum operator min, is commutative, that is: 
min, (x X2) = min, 
(X2 
j Xl) 
Proof: 
By definition, 
mZnl(x,, X2) min(xl, X2) 
mtn, (x X2) = min(xi, X2) = min(X2 , Xl) = min, 
(X2 
i Xl) 
Hence mM, is commutative. 
A. 2 Associativity of the generalised intersection operator 
The generalised union operator min, is associative, that is: 
minl[mZnl(xl, X2), X3] = mznl[xl, minl(X2, X3)1 
Proof: 
By definition, 
minl(x,, X2) = mtn(x,, X2) 
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mZnl[mtnl(x,, X2), X3] min[mtn(x,, X2), X3] 
7nzn[x,, X2, X3] 
minl[xl, mZnl(X2, X3)] = mzn[xi, mzn(X2, X3)] 
Mtn[Xl, X2, X3] (A. 2) 
By comparing A. 1 and A. 2, we can see that min 1 [min I (x 1, X2) i X31= mznl [xi, mini(X2 , X3)] 
and hence the operator mM, is associative. 
A. 3 Boundary condition of the generalised intersection operator 
The generalised intersection operator min, does not satisfy the boundary condition 
min, (xj, W2)= x I, whereW2 is the maximum value that the fuzzy setX2can take. 
Proof: 
By definition, 
mtnl(x,, X2) mtn(x,, X2) 
min, (xi, W2) ý: 
Xl : if Xl '5 W2 
W2 : otherwise 
Hence, mznl(x,, W2) is not always equal to x, and so the operator m%nj does not satisfy 
the generalised boundary condition. 
A. 4 Commutativity of the algebraic product operator 
The algebraic product operator msn, is commutative, that is: 
prod(xl, X2) = prod(X2 , XI) 
Proof: 
By definition, 
prod(xl, X2) 7ý Xl X X2 
prod(xi, X2) ý-- Xl X X2 X2 x x, = prod(X2, Xl) 
Hence prod is commutative. 
A. 5. ASSOCIATTVITY OF THE GENERALISED ALGEBRAIC OPERATOR 107 
A. 5 Associativity of the generalised algebraic operator 
The algebraic product operator prod is associative, that is: 
prod[prod(xi, X2)) X31 = prod[xl, prod(X2 , X3)] 
Proof: 
By definition, 
prod(x,, X2) ý Xl X X2 
prod[prod(xl, X2) i X31 ý Xl X X2 X X3 
prod[xl, prod(X21 X3)] = Xl X X2 X X3 
(A. 3) 
(A. 4) 
By comparing A-3 and A. 4, we can see that prod[prod(xi, -T2)) X31 :.::: prod[xl, prod(X2, X3)] 
and hence the operator prod is associative. 
A. 6 Boundary condition of the generalised algebraic operator 
The generalised algebraic operatorprod doesnot satisfy the boundary condition prod(x 1, W2) -: -- 
x I, whereW2 is the maximum value that the fuzzy setX2can take. 
Proof: 
By definition, 
prod(xl, X2) == Xl X X2 
prod(xi, W2) = 
Xl : if W2 =I 
Xl X W2 : otherwise 
Hence, prod(xi, W2) is not always equal to x, and so the operator prod does not satisfy the 
generalised boundary condition. 
A. 7 Commutativity of the generalised bounded difference oper- 
ator 
The generalised bounded difference operator maX2 is commutative, that is: 
maX2 (Xl i X2) = maX2 
(X2 
i XI) 
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Proof: 
By definition, 
maX2(Xl, X2) = max[O, x, +X2-max(w,, W2)] 
where w, andW2are the maximum values that x, andX2can take. 
maX2(Xl, X2) =max[O, xi +X2-max(wl, W2)1 =max[OX2 +Xl -max(W2, W1)1 =maX2(X2, X1) 
Hence maX2 is commutative. 
A. 8 Associativity of the generalised bounded difference opera- 
tor 
The generalised bounded difference operator maX2 is associative, that is 
maX2 [maX2 (Xl, X2) 5 X31 = maX2 
[Xl 
, maX2 
(X2 
i X3)] 
with 0<x, !ý Wl,, 0< X2 !ý W2and 0 <- X3 < W3- 
Proof: 
By definition 
maX2(Xl, X2) = max[O, xi +X2 -max(wl, W2)] 
The maximum value that maX2 (X 11 X2) can take is min (w,, W2). Therefore, 
maX2[maX2(Xl, X2), X3] = maX2[maxfO, xl+X2-max(w,, W2)}, X3I 
= max[O, maxfO, x, +X2-max(wl, W2)1+X3-maxfmzn(w,, W2), W311 
Similarly, 
maX2[X1, maX2(X27X3)1 maX2[Xl, maxfO, X2+-r3-max(W2, W3)11 
max[O, xi + maxf 0, X2 + X3 - max(W2, W3)1 - maxfwl, min(W2, W3) 
I] 
To prove that maX2 is associative, we have to examine the property in each of the foHow- 
ing cases. 
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Case 1: When xl+ X2 ý! max (wl, W2) andX2 + X3 ý! max(W2 , W3) 
maX2[maX2(Xl, X2), X3] = max[xl+X2-max(w,, W2)+X3-maxfmtn(w,, W2), W311 
maX2[X1,7-naX2(X2, X3)1 = 7-nax[0, x, + X2 +X3- max(W2 , W3)- maxýwl, min(W2 , W3) 
11 
Now, we examine the associativity for all possible sequences of wis. 
If Wl :! ý W2 :! ý W3/ 
maX2[maX2(Xl, X2), X3] = max[O, xl+X2+X3-W2-W3] 
maX2[Xl, maX2(X2, X3)] = max[O, xl+ X2 + X3 - W3 - W21 
If Wl '. 5 W3 "-' W2,, 
maX2[maX2(Xl, X2), X3] = max[O, xl+X2+X3-W2-W3] 
maX2[Xl, maX2(X2, X3)] = max[O, xl+X2+X3-W2-W3] 
If W2 :! ý Wl ! ý- W3/ 
maX2[maX2(Xl, X2), X3] = max[O, xl+X2+X3-Wl-W3] 
maX2[Xl, maX2(X2, X3)] = max[O, xl+X2+X3-W3-WI] 
If W2 :! ý W3 < W11 
maX2[maX2(Xl, X2), X3] = max[O, xl+X2+X3-Wl-W3] 
maX2[Xl, maX2(X2, X3)] = max[O, xl+X2+X3-W3-Wll 
If W3 :! ý Wl 'S' W2/ 
maX2[maX2(Xl, X2), X3] = max[O, xl+X2+X3-W2-WI] 
maX2[-""-l, maX2(X2, X3)] = max[O, xl+X2+X3-W2-Wll 
If W3 !ý W2 'S' Wl I 
maX2[maX2(Xl, X2), X3] = max[O, x, +X2+X3-Wl-W2] 
maX2[Xl, maX2(X2, X3)1 = max[O, xl+X2+X3-W2-Wll 
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We see that associativity holds in all the above cases. 
Case 2: When x I+ X2 ý! max(wl, W2) andX2 + X3< max(W2, W3) 
ma-'-r2[xi, maX2(X2, X3)] = max[O, xj-maxfwj, min(W2, W3)j1 
maX2[maX2(XI, X2), X3j = max[O, x, +X2+X3-max(w,, W2)-maxfmzn(w,, W2), W3}1 
If Wl :! ý W2 < W3,, 
maX2[Xl, maX2(X2, X3)] = max[O, xi-W2]=O 
maX2[maX2(Xl, X2), X3] = max[O, xi +X2 + X3 - W2 - W31 =0 
sinceX2 + X3< max(W2, W3) - W3 => Xl + X2 + X3 - W2 - W3 < XI - W2 and x, - W2 :5 
since x, "-Wl '5 W2 
If Wl :! ý W3 < W2/ 
maX2[Xl, maX2(X2, X3)] = max[O, xi-W3]=O 
maX2 [maX2 (Xl i X2) i X31 = max[0, xi + X2 + X3 - W2 - W31 =0 
since sinceX2+X3< max(W2, W3) W2 ý* Xl+X2+X3-W2-W3 < XI-W3andXl-W3: 
5 0 
since x, < w, < 103- 
If W2 :! ý Wl :! ý W3/ 
maX2[Xl, maX2(X2, X3)1 = max[O, xi-wi]=0 
maX2[maX2(Xl, X2), X3] = max[O, xi +X2 +X3 - Wl - W3] =0 
sinceX2 + X3< max(W2, W3) ý W3 -: * Xl + X2 + X3 - Wl - W3< xi - wi and x, - w, :50 
since x, < wl - 
If W2: 5 W3 < Wl, 
maX2 [Xl , maX2 
(X2, XA 
maX2[maX2(Xl, X2), X3] 
If W3 'ý 1,01 '5 W2/ 
maX2 [X 1, maX2 
(X2 
ý X3)1 
rnaX2 [maX2 
(X 11 X2) i X31 
= max[O, xi - wil =0 
= max[O, xl+X2+X3-W1-W3]=() 
= max[O, xi - wi] = 
= max[O, xl+X2+X3-W2-Wll=O 
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sinceX2 + X3< max(W2, W3) --= W2 =: > Xi + X2 + X3 - W2 - Wl< x, - wi and xi - wi ý5 0. 
If W3 :! ý W2 "-' W11 
maX2[Xl, maX2(X2, X3)] = max[O, xi-wl]=O 
maX2[maX2(Xl, X2), X3] = max[O, xl+X2+X3-Wl-W2]=O 
We see that associativity holds in all the above cases. 
Case 3: When xl+ X2< max(w,, W2) andX2 + X3< max(W2 , W3) 
maX2[maX2(Xl, X2), X3] = max[O, X3-maxjmin(wj, W2))W3j1 
maX2[Xl, maX2(X2, X3)] = max[O, xj-maxjwj, min(W2, W3)j] 
If Wl !ý W2 !ý W3/ 
maX2[maX2(Xl, X2), X3] = max[O, X3-W3]=O 
maX2[X],, maX2(X2, X3)] = max[O, xi-W2]=O 
If Wl "ýý W3 "5 W2/ 
maX2 [maX2 (X 11 X2) 3 X31 = max[0, X3 - W31 =0 
maX2[Xl , maX2 
(X2, X3)1 = max[0, xi - w31 =0 
If W2 ! ý'Wl :ý W3/ 
maX2 [ma-T2 (X 11 X2) j X31 = max 
[0, x3 - W31 =0 
maX2[Xl, maX2(X2, X3)1 = max[O, xi-wl]=0 
If W2 !ý W3 ":: ý 'W L, 
maX2[maX2(Xl, X2), X3] = max[O, X3-W3]=O 
maX2[Xl, maX2(X2, X3)] = max[O, xi-wl]=O 
If W3 :! ý Wl '5 W2 / 
maX2[maX2(Xl, X2), X31 == max[O, X3 - W11 = 
maX2[Xl, maX2(X2, X3)] = max[O, xi-wl]=O 
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If W3 :! ý- W2 '5 W I/ 
maX2[maX2(Xl, X2), X3] = max[O, X3-W2]=O 
maX2[Xl, maX2(X2, X3)] = max[O, xi-wl]=O 
We see that associativity holds in all the above cases. 
Case 4: When x, +X2 < max(w,, W2) and X2+X3 ý! max(W2, W3) 
maX2[maX2(Xl, X2), X3] = max[O, X3-maxfmin(wj, W2), W3j1 
maX2[Xl, maX2(X2, X3)] = max[O, xl+X2+X3-max(W2, W3)-maxfwl, min(W2, W3)}I 
If Wl :: -ý W2 :ý W3/ 
maX2[maX2(Xl, X2), X3] = max[O, X3-W3]=O 
maX2[Xl, ma-'E2(X2, X3)] = max[O, x, +X2+X3-W3-W2]=O 
since xl+ X2 < max(wi, W2) ::: ý W2 -: * XI + X2 + X3 - W3 - W2 < X3 - W3andX3 - W3 :5 
If Wl :! ý W3 '5 Wl/ 
maX2 [7-naX2 (Xl 3 X2) 3 X31 = max 
[0, X3 - W31 =0 
maX2 [Xl, maX2 (X2 i X3)1 = max[0, xi + X2 + X3 - W2 - W31 =0 
If W2 "ýý Wl :! ý W3/ 
maX2[maX2(Xl, X2), X3] = max[O, X3-W3]=O 
maX2[Xl, maX2(X2, X3)] = max[O, x, +X2+X3-W3-Wll=O 
since x, + X2 < max (w, , W2) " Wl -: 
* Xl + X2 + X3 - W3 - Wl ý-- X3 - W3 :! ý 
If W2 :! ý W3 'S' Wl / 
maX2[maX2(Xl, X2), X3] = max[O, X3-W3]=O 
maX2[Xl, maX2(X2, X3)] = max[O, xl+X2+X3-W3-Wll=O 
If W3: 5 Wl '5 W2t 
maX2 [maX2 (XI i X2) i X31 = max [0, X3 - W11 = 
maX2[Xl, maX2(X2, X3)1 = max[O, x, +X2 +X3 - W2 - Wll =0 
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since xl+ X2 < max(wi, W2) -` W2 -: * X1 + X2 + X3 - W2 - Wl < X3 - w, and X3 - Wl -< 
sinceX3 :5 W3 < Wl- 
If W3 :5 W2 '4-' Wl / 
maX2[maX2(Xl, X2), X3] = max[O, X3-W2]=O 
maX2[Xl, maX2(X2, X3)] = max[O, x, +X2+X3-W2-Wll=O 
We see that again, associativity holds in all the above cases. 
Hence, since in all possible cases, the associativity property is satisfied, we can say that 
the operator maX2 is associative. 
A. 9 Boundary condition of the generalised bounded difference 
operator 
The generalised bounded difference operator maX2 does not satisfy the boundary condi- 
tion maX2(Xl, W2) = xj, where W2 is the maximum value that the fuzzy set X2 can take. 
Proof: 
By definition, 
maX2(Xl, X2) = max[O, x, +X2-max(wl, W2)] 
where w, andW2are the maximum values that x, andX2can take respectively. 
ma-T2 (X 11 W2) : ý-- 
x, : if max(w1, W2) : ý-- W2 
XI + W2 - wl : otherwise 
Hence, maX2 (X1 i W2) is not always equal to x, and so the operator maX2does not satisfy 
the generalised boundary condition. 
A. 10 Nilpotency of the generalised bounded difference operator 
The generalised bounded difference operator maX2 is nilpotent, i. e., 
For any sequence of fuzzy aggregates x, with 
O< Xn < I., 
3n < oo such that maX2 
(X1 
1 X21 ..... Xn) : -- 
0 
i. e., if a total uncertainty has been attained when a finite number of fuzzy components 
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have been aggregated, then the addition of any extra fuzzy aggregates will not alter the 
uncertainty already reached. 
Proof: 
Consider maX2[maX2(Xl , X21 ... , Xk)i Xk+11 
Assume that maX2(XI, X2, ... iXk) =0 
maX2 [maX2 (X 11 X2 i ... i Xk)i Xk+ll 
= max[O, maX2(Xl, ... iXk) +Xk+l - maxfmaX2(Wl, ... ) Wk) i Wk+l 
11 
= max[O, Xk+l-maxfmaX2(WI, W2, -.., Wk), Wk+l}I 
= 
since Xk+l:! ý Wk+l:! ý maxlmaX2(WI, W2, -. - 7Wk)7Wk+ll 
Hence, the operator maX2 is nilpotent. 
Appendix B 
Properties of generalised T-conorm 
operators 
B. 1 Commutativity of the generalised union operator 
The generalised maximum operator max, is commutative, that is: 
max, (xi, X2) = maxi (X2 i Xl) 
Proof: 
By definition, 
maxi(x,, X2) = max(xl, X2) 
max, (xl, X2) = max(xi, X2) = max(X2, XI) = max, 
(X2, Xl) 
Hence max, is commutative. 
B. 2 Associativity of the generalised union operator 
The generalised union operator max, is associative, that is: 
max 1 [max 1 (x 1, X2) i X31 = max 1 [x 1, max 1 
(X2 
i X3)] 
Proof: 
By definition, 
maxi(xl, X2) = max(x,, X2) 
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maxl[maxi(xl, X2), X3] = max[max(x,, X2), X3] 
= max[xl, X2, X3] 
maxj[xj, maxj(X2, X3)1 = max[xi, max(X2, X3)] 
= max[x,, X2, X3] (B. 2) 
By comparing B. 1 and B. 2, we can see that max 1 [max 1 (x I, X2) i X31 = max, [xi, maxi(X2 , X3)] 
and hence the operator max, is associative. 
B. 3 Boundary condition of the generalised union operator 
The generalised union operator max, satisfies the boundary condition max, (xl, 0) = xl. 
Proof: 
By definition, 
maxi(x,, X2) = max(xl, X2) 
maxi(xl, O) = max(xl, O)=xl 
Hence, the operator max, satisfies the boundary condition. 
BA Commutativity of the probabilistic sum operator 
The algebraic product operator min, is commutative, that is: 
SUM(Xl, X2) ý SUM(X2, Xl) 
Proof: 
By definition, 
W2X1 + WlX2 - XlX2 
SUM(XI, X2) -: -- 
max (wi , W2) 
W2X1 + WlX2 - XlX2 
SUM(XliX2) 
max (wi, W2) 
WIX2 + W2X1 - X2X1 
surn 
(X2 
7X 1) max (W2, WO 
Hence the operator sum is commutative. 
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B. 5 Associativity of the generalised probabilistic sum operator 
The generalised sum operator is associative, that is : 
SUM [SUM (X 17 X2) 7 X31 ý-- SUM 
[X 11 SUM (X2 1 13)] 
(B-3) 
With 0 ":: ý -11 :5 W11 0 X2: 5 W2and 0 <- X3 ": ýý W3- 
Proof: 
By definition, 
SUM G11 1 -12) :: ": 
W2X1 + WlX2 - XIX2 (B. 4) 
max (wi, W2) 
The maximum value that the above expression can take is mzn(wl, W2) i. e., 
SUM(Wl, W2)= min(wl, W2) 
Let us assume that w, :5 W2 :! ý W3. ThenSUM(X1 , X2) : ý-- XI + 'ýý'X2 -xI " and its maximum W2 W2 
value is wl. Therefore we have 
SUM[SUM(Xl, X2), X3] 
W3(xl + llý'X2 - 
XlX2) + WI-13 - 
(Xl + 'ýý'X2 - 
X1 X2 )X3 
W2 W2 W2 W2 
max (wi, W3) 
Wl XlX2 wi XIX3 WlX2X3 XlX2X3 
Xl+-X2--+-X3--- +- (B. 5) 
W2 W2 W3 W3 W2W3 W2W3 
SimilarlySUM(X2, X3) ý X2 + 'ý? X3 - X2X3with maximum valueW2. Therefore, W3 W3 
SUM [X 11 SUM (X2 i X3)] 
W2X1 + Wl (X2 + 
W2 
X3 - 
X2X3 Xl (X2 + 'ý'X3 - 
X2X3 
W3 W3 W3 W3 
max (wi, W2) 
Wl wi WIX2X3 XlX2 XlX3 XlX2X3 
Xl+-X2+ X3 -+ (B. 6) 
W2 W3 W2W3 W2 W3 W2W3 
By comparison of (B . 5) and (B. 6), we can see that (B. 3) is true for the case w, :! 
ý W2 
-":: 
ý W3 - 
In a similar way, it can be shown that (B. 3) is true for all other cases with all possible se- 
quences of wi's. 
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B-6 Boundary condition of the generalised probabilistic sum op- 
erator 
The generalised probabilistic sum operator sum does not satisfy the boundary condition 
sum(xl, 0) = x,. 
Proof: 
By definition, 
SUM(XI , X2) ý 
W2X1 + WlX2 - XlX2 
max (wl, W2) 
sum(xl 7 0) 
xi : if max(wi, W2) = W2 
! ýIxj : otherwise W1 
Hence, sum(xj, 0) is not always equal to x, and so the operator sum does not satisfy the 
generalised boundary condition. 
B. 7 Commutativity of the generalised bounded sum operator 
The generalised bounded difference operator maX2is commutative, that is: 
m2n2 (Xl i X2) = min2 
(X2 
j Xl) 
Proof: 
By definition, 
min2 (Xl i X2) = mtn[, mtn(wi, W2) i X1 + X21 
where w, andW2are the maximum values that x, andX2can take. 
mZn2(Xl, X2) = min[min(w,, W2), Xl +X21 = min[min(W2, Wl), X2 +Xll = min2(X2, Xl) 
Hence m%n2 is commutative. 
B. 8 Associativity of the generalised bounded sum operator 
The generalised bounded sum operator mM2 is associative, that is: 
mM2[min2 
(XI 
7 X2) 7 X31= mi*n2[Xl, mi*n2 
(X2 
i -, u"3)] 
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W'tho < XI :5 Wli 0 -< X2 
<- W2and 0<- X3 < W3- 
Proof: 
By definition, 
m%n2 (X 11 X2) = min [min (w1, W2) iX1+ X21 
By substituting x, = w, andX2 = W2, we can see that the maximum value min2 (X1 , X2) 
can take is min (wl, W2) - 
min2 [min2 (X 1ý X2 )j X31 == min2 [min [min (w1, W2) jX1+ -T21 i X31 
= min[minfmzn(w,, W2), W31, m2nfmtn(w,, W2), Xl+X21+X3I 
min [min (wl, W2, W3), minfmin(wl, W2), X1 + X21 + X31 
Similarly, 
min2[X1, min2(X2, X3)1 min[mzn(w,, W2, W3), Xl+minfmin(W2, W3), X2+X311 
To prove that min2is associative, we have to examine the property in each of the following 
cases. 
Case 1: If x, + X2 :: ý min(wi, W2) andX2 + X3 :5 min(W2 , W3) then 
min2[min2(Xl, X2), X31 min [min (wl, W2 7 W3) 7XI+ X2 + X31 
min2[Xl, mzn2(X2, X3)] : *: min [mM (wl, W2 i W3)) X1+ X2 + X31 
We can see that associativity holds. 
Case 2: If xj+ X2<- mzn(wl, W2) andX2 + X3> min(W2 , WA, then 
mM2[Xl, min2(X2, X3)1 mtn[mzn(w,, W2, W3), Xl+mzn(W2, W3)I 
min2[mm2(XI, X2), X31 rnin[mtn(w,, W2, W3), XI+X2+X3] 
Now, we have to examine the associativity for all possible sequences of wi's. 
If Wi :5 W2 :5 W3/ 
min2[Xl, min2(X2, X3)1 " 
mZn2[min2(-X1, X2), X31 
min [wl, x, + W21 : -- Wl 
min[wi, x, + X2 + X31 ý Wl 
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sinceX2+X3 > min(W2, W3) W2 "::: * Xl+X2+X3 > Xl+W2 and x, +W2 ý! w, as W2 ý! Wl- 
If Wl :! ý W3 < W2/ 
mZn2[Xl, min2(X2, X3)] min[wi, x, +W3]=Wl 
min2 [min2 (XI i X2) i X31 = 7nin[wl, x, + X2 + X31 = Wl 
If W2:! ý Wi < W3/ 
mZn2[Xl, min2(X2, X3)1 = min[W2, XI+W2]=W2 
min2[min2(Xl, X2), X31 = min[W2, XI+X2+X3]=W2 
sinceX2 + X3> min(W2, W3) - W2 -: * Xl + X2 + X3 > Xl + W2 > W2- 
If W2 !ý W3 "-' W I/ 
min2[Xl, min2(X2, X3)] = min[W2, XI+W2]=W2 
mzn2[min2(Xl, X2), X3] = min[W2, XI+X2+X3]=W2 
If W3 !ý Wl "5 W2/ 
mZn2[Xl, mzn2(X2, X3)] min[W3, XI+W3]=W3 
min2[min2(XI, X2), X31 = min[W3, Xl+X2+X3]=W3 
sinceX2 + X3 > MM (W2 i W3) ý-- W3 -:: ý' Xl + X2 + X3 > XI + W3 -> W3 
If W3 :! ý W2 'S' Wl / 
min2[Xl, min2(X2, X3)1 = mzn[W3, Xl+W3]=W3 
mtn2[min2(Xl, X2), X3] = mzn[W3, Xl+X2+X3]=W3 
We can see that associativity holds in all the above cases. 
Case 3: If xl+ X2 > min(wi, W2) andX2 + X3 :5 min(W2 , W3) then 
mM2[mzn2(XI, X2), X31 = min[mtn(w,, W2, W3), min(w,, W2)+X3I 
min2[Xl, mZn2(X2, X3)1 = min[mzn(w,, W2, W3), Xl+X2+X3] 
If Wl :! ý W2 :ý W3t 
mM2 [min2 (X 13 X2), X31 = min [wl, wl + X31 = Wi 
mM2 [XI , min2 (X2 i X3)1 == min [wl, x, + X2 + X3)] : -- Wi 
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since x I+ X2 > min(wi, W2) Wl -: * Xl + X2 + X3 > Wl + X3 
ý! Wl- 
If Wl '5 W3 '5 W2., 
min2 [min2 (X 11 X2) i X31 = min [wi, wi + X31 = Wl 
mtn2[Xl, mzn2(X2, X3)] = min[wi, xl+X2+X3)]=Wl 
If'U)2: 5 Wl !ý W3/ 
m%n2[min2(Xl, X2), X31 min[W2, W2+X3]=W2 
min2[-'1; 1, mzn2(X2, X3)] = min[W2, Xl + X2 + X3)] = W2 
since x I+ X2 > min 
(Wl 
i W2) : -- W2 `* Xl 
+ X2 + X3 > W2 + X3 ý! W2 
If W2 :! ý W3 < Wl, 
7nin2[min2(Xl, X2), X3] = 7nin[W2, W2 + X31 = W2 
mzn2[Xl, mtn2(X2, X3)] min[W2, XI+X2+X3]=W2 
If W3 :! ý Wl ":: ý W2 -, 
m%n2 [min2 
(X 11 X2) 9 X31 min 
[W3 
i Wl 
+ X31 = W3 
mZn2[Xl, min2(X2, X3)1 = min[w3, -Tl+X2+X3]=W3 
since xl+ X2 > min(wi, W2) Wl :: * XI + X2 + X3 > Wl + Z3and wl+X3 > W3as w, > W3- 
If W3:! ý W2 < Wl/ 
min2[min2(-'Zýl, -X2), X31 m, n[W3, W2+X3]=W3 
mM2[Xl, min2(X2, X3)1 mzn[W3, Xl+X2+X3]=W3 
We see that associativity holds in all the above cases. 
Case 4- If xj+ X2> rnzn(wl, W2) andX2 + X3> min(W2 , W3), then 
mzn2 [min2 
(X 1j X2) j X31 = m, n [min (w1, W2 3 W3) , min (w1, W2) + X31 
min2[Xl, min2(X2, -T3)1 = mzn[mzn(wl, W2, W3), XI+mzn(W2, W3)1 
If Wi :5 W2 !ý W3/ 
'Mzn2[mtn2(Xl, X2), X3] m, n[wi, wl+X3]=Wl 
m%n2 
[Xl 
, min2 
G12 
7 X3)] min[wi, xi + W21 = Wl 
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since w, : 5- W2 -: * Wl :! ý X1+ W2 - 
If'U)l :5 W3 < W2/ 
min2[mzn2(Xl, X2), X3] min[wl, wl+-T3]=wl 
m2n2[Xl, mzn2(X2, X3)1 = mzn[wl, xl+w3]=wl 
If W2 !ý Wl '. 5 W3/ 
min2[min2(Xl, X2), X31 = min[W2, W2+X31=W2 
min2[xj, min2(X2, X3)1 = min[W2, Xl+W2]=W2 
If W2:! ý W3 < W11 
min2[min2(Xl, X2), X3] = min[W2, W2+X3]=W2 
min2[Xl, mzn2(X2, X3)] = mtn[W2, Xl+W2]=W2 
If W3 :! ý- Wl W2., 
m%n2[min2(-ll, X2), X31 min[W3, Wl + X31 = W3 
min2[XI, msn2(X2ý XA min[W3, Xrl + W31 = W3 
If W3 '5 W2 `5 W11 
min2[min2(XI, X2), X31 = min[W3, W2+X31=W3 
m2n2[Xl, mzn2(X2, X3)1 = mzn[w3, xl+w3]=w3 
We see that associativity holds in all possible cases. Hence, we can say that mZn2 is asso- 
ciative. 
B. 9 Boundary condition of the generalised bounded sum opera- 
tor 
The generalised bounded sum operator mZn2 does not satisfy the boundary condition 
mZn2(Xl, W2)- xi, whereW2 is the maximum value that the fuzzy setX2 can take. 
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RE 00 f- 
By definition, 
min2(XI, X2) = mtn[min(w,, W2), Xl+X2] 
where w, andW2are the maximum values that xj andX2can take respectively. 
Xl 
m2n2 (X 1 0) = min (W2 3 Xl) 
if min(wi, W2) : -- Wl 
otherwise 
Hence, min2 (X1 1 0) is not always equal to x, and so the operator min2does not satisfy the 
generalised boundary condition. 
B. 10 Nilpotency of the generalised bounded sum operator 
The generalised bounded sum operator m%n2is nilpotent, i. e., 
For any sequence of fuzzy aggregates xn, with O< Xn <L 
3n < oo such that m%n2(XI, X2, ..... Xn)= min(w, IW27 ..... 
Wn) 
i. e., if a total certainty has been attained when a finite number of fuzzy components have 
been aggregated, then the addition of any extra fuzzy aggregates will not alter the cer- 
tainty already reached. 
Proof: 
Consider min2[min2(X1, X2, ... ý Xk), Xk+11- 
Assume that min2(X1, X2, ... i Xk)= min(wj, W2, ... , Wk)- 
m%n2[min2(Xl, X2, ... I Xk)) Xk+ll 
= mzn[min(wl, W2, ... i Wk i Wk+1) , min2 
(Xl 
i X2 i ... i Xk) 
+ Xk+ll 
= min[mtn(wl, W2, ... i 70k 7 Wk+ 1) , min 
(wl, W2 i ... i Wk) 
+ 
-Z7k+ll 
mzn[w,, W2, ... 7WkiWk+ll 
Hence, the operator min2 is nilpotent. 
Appendix C 
Strict Monotonicity of generalised 
probabilistic sum 
The generalised probabilistic sum operator sum is strictly monotonic. 
Proof: 
By definition, 
SUM(Xl , X2) ` 
Case 1:. If max (w,, W2)= wi. Then 
sum(x, 
asum 
ax 
09sum 
ay 
W2X1 + WlX2 - XlX2 
max(wi, W2) 
W2 
+ 
xy 
Wl Wl 
W2 y>0 
Wl Wl 
x>0 
Wl 
In both cases the equality holds only when the fixed variable takes its maximum value. 
Then of course the function becomes constant and strict monotonicity breaks down. 
Case 2: If max (wi, W2) ý W2. Then 
sum (X, 
asum 
09X 
asum 
ay 
Wl xy 
X+-y- 
W2 W2 
1- 
y 
>o 
W2 
Wl x 
>o 
W2 W2 
As before, strict monotonicity breaks down only when one of the two variables takes its 
extreme value. 
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Appendix D 
Archimedian property 
probabilistic sum 
of the 
The generalised probabilistic sum satisfies the Archimedian property, i. e., sum(x, x) > x. 
Proof: 
By definition, 
SUTn(Xl, X2) ý 
W2XI + WlX2 - XlX2 
max (wi, W2) 
Consider the case thatX2 takes the same value as xj: 
sum (X, x) = 
(W2 + WOX -X2 
max (wl, W2) 
We wish to show that sum (x, x) > x, or that 
(Wl + W2)X -X2-X (Wl + W2)X -X2> xmax (wi , 
W2) 
max (wl, W2) 
'#ý [Wl + W2 - max(wi, W2)]X >X2 
. <-* min(Wl, W2)>-'Iý 
This is correct as the two variables can only take the same value if this value hes in the 
domain of both variables i. e., in the range [0, m%n (wi, W2)1 - 
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Appendix E 
Monotorticity of Symmetric sums 
The symmetric sums are monotonic. 
Proof: 
By definition, 
0, (x, y) --g 
(x, y) 
9(Xi Y) + g(Wl - Xi W2 - Y) 
ý1[9(XiY)+g(W1-XiW2-Y)1-[ýl- 49-q(W1-XjW2-Y)]g (X, y) ax 
-- - 
ax 
- y)]2 
ax 
ax [9(X3 Y) + g(Wl - Xi W2 
'9-q [9(Wl - Xi W2 - 0] + '9g(wl 
-X'w2! 
-yl 9 (X j Y) ax ex 
[9(Xi Y) + g(Wl - Xi W2 - y)]2 
[9(X, Y)9(Wl - X, W2 - Y)] 
y)]2 
>0 
[9(X, Y) + g(Wl - Xi W2 
y) becomes a constant, independent of x- This ý; x can only 
become 0 if g (x, y) g (w 1-X, W2 
is obviously not possible for ao and a+. However, it is possible for g (x, y) max (x, y) and 
g (x, y) = min (x, y). For example, when g (x, y) = max (x, y), 
if x<y, then g(x, y) = max(x, y) =y and if wi -x< W2 - Yl 9(W1 X7 W2 - Y) 
max(wi - Xi W2 - Y) ý W2 - 
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Appendix F 
Autoduality of the symmetric sums 
El Autoduality of the generalised maX3 operator 
The generalised maX3operatdr is autodual, i. e., 
1- maX3 (Xl i X2) = maX3 
(Wl 
- Xl j W2 - X2) 
Proof: 
By definition, 
maX3(Xl, X2) ý 
max (xi, X2) 
max(xi, X2) + max(wi - Xl i W2 - X2) 
ma. 13 (WI - 2711 W2 - 2ý2) 
max (w, - XI) W2 - X2) (F. 1) 
max(w, - Xl 7 W2 - X2) + max(xi, X2) 
- max(xl, X2) I- 
max (x 1, X2) 
max(xi, X2) + max(wi - Xli W2 - X2) 
max(xi, X2) + max(wi - Xl) W2 - X2) - max(xi, X2) 
max (xl, X2) + max (wi - Xl i W2 - X2) 
max(w, - Xl i W2 - X2) (F. 2) 
max(w, - Xli W2 - X2) + max(xi, X2) 
By comparing F. 1 and E2, we can see that the generalised property of autoduality is sat- 
isfied. 
E2 Autoduality of the generalised min3 operator 
The generalised min3 operator is autodual, i. e., 
1- m2n3 (Xl i X2) = min3 (Wl - Xl i W2 - X2) 
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Proof: 
BY definition, 
miSn3(Xl, X2) " 
min(xl, X2) 
min(xi, X2) + min(w, - Xl) W2 - X2) 
min3(Wl-XI, W2-X2) :` 
1- mtn (x X2) 
min(w, - Xl i W2 - X2) 
min(w, - -11) W2 - X2) + mZn(xl, X2) 
m. li n (-, r -. - --r,, 
) 
min(xi, X2) + min(w, - Xl ý W2 - X2) 
min(xi, X2) + min(w, - Xl ý W2 - X2) - min(xi, X2) 
min(xi, X2) + min(wi - Xli W2 - X2) 
mZn(w, - XI i W2 - X2) 
min (w, - Xl 7 W2 - X2) + Min 
(Xl 
ý X2) 
(E3) 
(F. 4) 
By comparing F. 3 and F-4, we can see that the generalised property of autoduality is sat- 
isfied. 
E3 Autoduality of the generalised uO operator 
The generalised co operator is autodual, i. e., 
I- UO (Xl 7 X2) " UO 
(Wl 
- Xl 7 W2 - X2) 
Proof: 
By definifion, 
UO(Xl7X2) " 
XlX2 
(Wl 
- Xl)(W2 - X2) + XIX2 
O'O(Wl-XliW2-X2) 
I- 0'0 (Xl i X2) 
(Wl 
- Xl) 
(W2 
- X2) 
XIX2 + (Wl - Xl)(W2 - X2) 
Xi X, ) 
(Wl 
- Xl)(W2 - X2) + XlX2 
(Wl 
- Xl)(W2 - X2) 
XlX2 + (Wl - Xl)(W2 - X2) 
(E5) 
(E6) 
By comparing F. 5 and E6, we can see that the generalised property of autoduality is sat- 
isfied. 
F-4. AUTODUALITY OF THE GENERALISED a+ OPERATOR 1-29 
F-4 Autoduality of the generalised a+ operator 
The generalised a+ operator is autodual, i. e., 
Proof: 
By definition, 
1- U+ (Xl i X2) -: -- 0'+ 
(WI 
- Xl i W2 - X2) 
0'+(XliX2) :: -- 
W2XI + WlX2 - XIX2 
WlW2 + W2X1 + WlX2 - 2xjX2 
U+(Wl-Xl, W2-X2) ý: 
1- 0'+ (Xl) X2) 
WlW2 + W2X1 + WlX2 - 2xjX2 
WlW2 - XlX2 
WlW2 + W2X1 + WlX2 - 2xjX2 
klw) 
(F. 8) 
By comparing F. 7 and F. 8, we can see that the generalised property of autoduality is sat- 
isfied. 
W2 (WI - XI) + Wl 
(W2 
- X2) - 
(Wl 
- Xl) 
(W2 
- X2) 
WIW2 + W2(Wl Xl) + Wl(W2 - X2) - 2(w, - Xl)(W2 - X2) 
WlW2 XlX2 lic "n 
WlW2 + W2X1 + WlX2 2xjX2 
1 
W2X1 + WIX2 XlX2 
1- 
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