Abstract. This paper presents an application of the hidden Markov models (HMMs) to the recognition of snakes behaviors, an important and hard problem that, as far as the authors know, has not been tackled before, by the computer vision community. Experiments were conducted using different HMM configurations, including modifications on the number of internal states and the initialization procedures. The best results have shown a 84% correct classification rate, using HMMs with 4 states and an initialization procedure based on the K-Means algorithm.
Introduction
Snakes were suggested as one of the main groups of animals for the evaluation of ecological and evolutionary hypotheses [1] . Moreover, this group is an interesting and important producer of venom, which are intensively used in the development of drugs for hypertension control, analgesic, anticoagulants, among others. So, research on snakes behavior, in order to understand its impact on venom production in natural and controlled habitats, has been considerably increased in the last years.
The habitat for reptiles, in particular snakes, is a much unexplored and little understood topic. The creation of snakes in captivity is a difficult task that can benefit from the analysis and identification of snakes behaviors in natural and artificial environments. The behavior of the snakes is influenced by many factors, like temperature, solar radiation, humidity and cycle of seasons. The ability to identify and predict snakes activity is essential in the process of venom production.
The identification of animals behavior is usually carried out through a nonautomatic procedure involving high time consuming sections of visual observation and annotations. The reproducibility and precision of this procedure is affected by the fatigue and distraction of the observers. The automation of this process, using computer vision techniques, could bring to the area much more reliable results and the possibility to extend the experiments to situations and environments that are not easily accessable using the current methods. The benefits are even higher for snakes, which presents some activities that, to be observed, would require many hours of continues observation. Automation could also provide information, related to precise physical measurements, that can not be achieved by naked eyes observation [2] .
This work evaluated the use of hidden Markov models to automatically identify a particular snake behavior that occurs during an attack. The species of snakes were used during the experiments: Common boa (Boa constrictor ), Neotropical Rattlesnake (Crotalus durissus terrificus) and Pitviper (Bothrops jararaca). The HMM model was trained using 1000 frames from 20 image shots of the snakes during the attack and not attacking. The model was tested on 10 image shots not presented in the training data. A semi-automatic procedure, based on SVM (Support Vector Machines) supervised learning [3] , was adopted, in the segmentation phase, to separate the snake region from the background. Parameter extraction were based on Image Moments. The best correct classification and execution time was achieved through the variation of some of the parameters of the hidden Markov models, like the number of states and the number of iterations used by the Baum Welch parameters estimation procedure. Moreover, two different initialization techniques were explored during the HMM's parameter estimation. The attack behavior was inferred with accuracy of 84% by a HMM with 4 internal states.
The paper is organized as follows. Section 2 presents related work that applies the hidden Markov models to computer vision problems. Section 3 briefly reviews the image moments parameter extractor. In Section 4 the hidden Markov Models used in this work is explained. The experiments performed and the results are shown in details in Sections 5 e 6, respectively. Finally, the conclusion and future work are discussed.
Previous Work
The hidden Markov models (HMMs) have been used in many areas, mainly in systems for speech recognition [4] , behaviors recognition [5] and hand-write recognition [6] . In [7] HMM is applied to 2D objects recognition in images. The HMM, jointly with the contour invariant feature, have been tested in four different objects. For each object, a HMM was estimated using a set of fifty training images. The classification was carried out using ten images for each object, resulting in a correct classification rate of 75%.
Starner and Pentland [8] describe a system for recognition of American sign language using HMM. The correct classification rate was 99.2% for words, however, the feature set proved to be limited and the gestures were expect to occur in pre-specified spatial positions in the image, as hands positions were not normalized. A new technique for character recognition is presented in [9] . The features are extracted from a gray level image and a HMM is modeled for each character. During the recognition, the most probable combination of models is found for each word, using a technique based on dynamic programming.
In [10] a HMM for recognition of faces is described. The image containing the face is divided in five blocks (hair, forehead, eyes, nose and mouth) and each block is represented by a HMM internal state. The feature vectors are obtained from each block by the Karhunen-Loeve transform approach. The HMMs are frequently used to describe a sequence of patterns characterizing a behavior. In [5] , human behaviors are identified. Those behaviors are related to legal and illegal activities, captured by a camera, and carried out in an archaeological site. For the identification of those behaviors, the images are segmented utilizing movement detection and followed by a shade removal processing. After that, the human posture is identified using histogram and similarity measure based in the Manhattan distance. Behavior recognition is carried out by HMMs, where the internal states represents different postures. Experiments were carried out in the identification of four behaviors and a mean correct classification rate of 86,87% was reported.
In [11] an animal behaviors classification system is presented. That system uses a combination of HMM and kNN for learning to recognize some movements The system was evaluated in bees paths extracted from a 15 minutes image sequence. A classification rate of 81.5% has been reported on this problem.
Image Moments
An image can be modelled as a 2D discrete function I, where the intensity of each pixel is indexed as I(x, y). Equation 1 represents the image regular moments of order p, q of an image.
Regular image moments can be used to represent some important properties of an object presented in an image, like the object area, M 00 , and its center of mass, (
Central image moments, as defined in equation 2, can also be used to calculate some other interesting object properties , like its variance in X and Y axes (Equation 3), direction (Equation 4) and eccentricity (Equation 5).
Besides each of the above mentioned properties, calculated for the whole object, in this work, following a methodology suggested by Freeman [12] , the object is further divided in 4 equal regions, and for each of these regions, the same image moments properties are calculated. In this way, the system can combine global and local information during the classification phase. Figure 1 illustrates, using an image moments visualization tool, the properties extracted from a snake image that has been previously segmented and binarized. 
Hidden Markov Models
The hidden Markov models (HMMs) are used to model a pair of complementary sthocastic processes. The first process is represented by a set of unobserved states, also called hidden or internal states. In the special case of first order HMMs, the current state of the system depends only on the previous state, and the probability distribution that models states transition is usually represented via a transition matrix A = {a ij }, with
where N is the number of states, q t is the current state of the system and S = {S 1 , S 2 , S 3 , ..., S N } is the set of hidden states.
The second sthocastic process models the probability of observing or measuring some predetermined values (the observed values or symbols) given that the system is in a specific state (hidden) 1 , v 2 , . .., v M . The emission or observation probability of any symbol given an internal state j is defined by a matrix B = {b j (k)}, with
The initial probability of each state is represented by a set π = {π i }, with
The problem of estimating the parameters (probability matrices) of a HMM is usually called learning problem, whereas the problem of calculating the likelihood of an observation sequence given a particular HMM is called evaluation problem. Given an observed sequence O and a HMM model λ = (A, B, π), the evaluation problem is to calculate P (O|λ). One of the procedures that resolves this problem efficiently, based on dynamic programming, is known as the Forward-Backward algorithm. This procedure defines a variable α t (j) (the forward variable) that represents the probability of a partial observation sequence (from time 0 to t) given an state S j (in time t) and the model λ. The variable is updated incrementally using the recursive procedure defined by Equations 10 and 11 until the full observation sequence is reached and P (O|λ) can be easily calculated using Equation 12 .
In order to calculate the backward variable β t (i), representing the probability of partial observations from t + 1 until T given the state S i in the time t and a model λ, a similar procedure is followed, but in a reverse manner. The procedure is summarized in equations 13, 14 and 15.
In spite of the somewhat misleading name, in order to solve the evaluation problem, one must choose to use the forward or the backword procedure, not both. The learning problem is to choose the parameters of the model λ = (A, B, π) , that maximizes locally P (O|λ). A well-known algorithm that solves the problem in polynomial time is the Baum-Welch, a specialization of the EM algorithm. Detailed information on the Baum-Welch algorithm and HMMs in general can be found in [4, 13, 8, 9] .
Experiments and Results
The experiments with the HMMs were carried out with 30 images shot representing the presence and the absence of the attack behavior. An example of the attack behavior can be visualized in Figure 2 . The images were captured using a TRENDNET TV-IP301W camera with a spatial resolution of 640 x 480 pixels. The snake was held in a place that simulates its natural environment and the pictures were taken from above. Snakes use camouflage to hide from enemies and to more easily capture other animals, which turns the segmentation problem, in this context, very difficult.
A supervised learning strategy, based on Support Vectors Machine (SVM), were used to separate the snake from the background. For each image, a rectangular region surrounding the snake was manually determined in order to turn the segmentation phase easier. Color based attributes, extracted from snake and background regions, were used to feed the learning process. The results of this segmentation procedure is illustrated in Figure 3 . After segmentation, image moments based attributes were used to extract information related to the shape of the snake in each frame. These attributes were further discretized using the vector quantization LBG algorithm [14] and used as observation symbols for two HMMs, one corresponding to attack behavior and the other to non-attack. A total of 20 images sequences were used for training and 10 for testing the classification module based on HMM. All the experiments were carried out in a computer with a P4 2.8GHz processor, 512MB of RAM and Fedora Core 5.
Experiments were conducted in order to find the HMM configuration that gives the higher correct classification rate in the problem of attack and nonattack behavior classification. Three parameters were evaluated: the number of hidden states, the number of iterative steps of the Baum-Welch algorithm and the initialization procedure during the learning phase. The number of hidden states and iterative steps varied from 2 to 20, and from 100 to 1000, respectively. Two initialization procedures were tested: the procedure suggested in [4] , that assumes a uniform probability distribution for all matrices and a K-Means [15] based approach. For the K-Means approach, the A e π matrices are calculated as in [4] , however, the B matrix is initialized in a different way. First, the training set is clustered using K-means with K being the number of internal states. Then, using the mapping from states to training samples generated by the clustering procedure, the B matrix can be estimated by simple counting techniques.
The results are presented in Figures 4, 5, 6 and 7. The correct classification rate in the graphic are calculated through on average of the results of HMM configurations. Like this, the correct classification rate for the a HMM with 20 states is on average of the result of all the HMM configurations with 20 states.
In Figure 4 the graphic relates the number of states to the correct classification rate. The best rate, of 81.2%, has been reached at 10. This performance has been achieved at a 515.41ms execution time cost (learning and evaluation time), as the graphic in Figure 5 indicates. The graphic in Figure 5 also illustrates the polynomial time complexity, on the number of states, of the learning and evaluation algorithms for HMMs. Nonetheless, for real time application, like, for instance, in a system that should immediately react to a snake attack, even a polynomial performance could not be sufficient, and a balance among accuracy and time response should be persued. In all graphics, the values of the parameters not shown, including the initialization approach, were chosen as the ones that give the mean performance. The graphic of Figure 6 , relating the number of iterations and the correct classification rates, indicates that this parameter doest not have a great effect on the performance, that is always kept near the 81% value.
Finally, in Figure 7 a graphical comparison between the two initialization approaches is presented. The graphic shows the relation on the number of states and correct classification rate for each approach. The standard initialization approach (uniform distribution assumption) outperforms the K-Means based approach when the number of states is greater than 11. Bellow this value, the K-Means approach is always better. This is due to the fact that the clustering performed before the initialization reviews to the learning module that some hidden states are not associated (or highly associated) to any observation. The best correct classification rate, 84%, of all experiments, was achieved using the K-Means initialization approach, with only 4 states. 
Conclusion and Future Works
This paper showed an application of hidden Markov models to the recognition of snakes behavior. Experiments in the number of internal states, Baum-Welch iterations and initializations approaches were conducted in order to find the best configuration for this particular problem. A maximum correct classification rate of 84% has been achieved.
For future research, it would be interesting to include information related to the contour of the snake in the feature vectors, and to evaluate other HMM types, like the ones that use continuous probability distribution to overcome that problem of having to discretize the values observed. It is also important to expand the tests using a larger amount of images, with different kinds of animals and environments.
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