Abstract. One of the main unsolved problems confronting Hypertext is the navigation problem, namely the problem of having to know where you are in the database graph representing the structure of a Hypertext database, and knowing how to get to some other place you are searching for in the database graph. In order to tackle this problem we introduce a formal model for Hypertext. In this model a Hypertext database consists of an information repository, which stores the contents of the database in the form of pages, and a reachability relation which is a directed graph describing the structure of the database. The notion of a trail, which is a path in the database graph describing some logical association amongst the pages in the trail, is central to our model.
Introduction
Traditional text, for example in book form, has a single linear sequence de ning the order in which the text is to be scanned. In contrast Hypertext CONK87] (or more generally Hypermedia, see HALA88] ) is text (which m a y contain multimedia) that can be read nonsequentially. Hypertext presents several di erent options to readers, and the individual reader chooses a particular sequence at the time of reading.
The inspiration for Hypertext comes from the memex machine proposed by Bush BUSH45] (see also NYCE89] ). The memex is a \sort of mechanized private le and library" which supports \associative indexing" and allows navigation whereby \any item may becaused at will to select immediately and automatically another". Bush emphasizes that \the process of tying two items together is an important thing". In addition, by repeating this process of creating links we can form a trail which can be traversed by the user, in Bush's words \when numerous items have been thus joined together to form a trail they can bereviewed in turn". Hypertext can beviewed as the formalization and realization of Bush's original ideas.
A Hypertext database STOT89, TOMP89, FRIS92] is formalized as a directed graph BUCK90] (called the database graph) whose nodes represent textual units of information (called pages) and whose arcs (also called links) allow the reader to navigate from an anchor node to a destination node. The structure of a Hypertext database changes over time, and thus di ers from traditional databases, such as relational databases ULLM88], which have a regular structure de ned by a relational database schema. It is evident that a Hypertext database can be implemented on top of a relational database provided it has the facilities to store and retrieve textual objects. A comparison of the functional characteristics of several Hypertext systems can be found in SCHN88] .
The process of traversing links and following a trail of information in a Hypertext database is called navigation (or alternatively link following). In graph-theoretic terms a trail in a Hypertext database is a path in the database graph (we allow a node to occur more than once in a path paths are called walks in BUCK90]).
Navigating through a Hypertext database leads to the problem of getting \lost in hyperspace" CONK87, VAND88], which is the problem of having to know where you are in the database graph and knowing how to get to some other place that you are searching for in the database graph. From now o n w e will refer to this fundamental problem as the navigation problem.
In order to solve the navigation problem we can augment link following with a query-based access mechanism HALA88]. Such a m e c hanism allows users to specify the characteristics of the information they are searching for and then to obtain the output of their query from the Hypertext system. Two t ypes of querying mechanism are: Content-based search, which typically uses index-based information retrieval technology. When searching by content, pages are searched independently of their association with other pages in the database. Structure-based search, which extends content-based search by additionally specifying a description of a subgraph BUCK90] of the database graph. When searching by structure, contents of pages are searched in association to their linkage with other pages in the database according to the said speci ed subgraph. We will refer to the formal semantics of the query mechanism used in a Hypertext system as its navigation semantics.
In a more general context of a Hypertext system the process of nding and examining the text pages associated with destination nodes is called browsing CONK87] . The browser is the component of a Hypertext system that helps users search for the information they are interested in by graphically displaying the relevant parts of the database and providing contextual and spatial cues with the use of navigational aids such a s maps and guides FRIS92] . A set of tools that aid navigation by performing a structural analysis of the database graph is described in RIVL94] .
Herein, we are only interested in the navigation semantics of structure-based search a s a m e a n s of attempting to solve t h e n a vigation problem and thus assume that navigational aids are available within the browser and are independent of the navigation semantics.
Example 1 The database graph of a Hypertext database, which models a simple Teletext system storing pages of information according to the following topics: news, sports, travel and weather, is shown in Figure 1 . In a more comprehensive example the nodes in this database graph can be expanded into subgraphs, for instance the node labeled news can be expanded into several pages one for regional news, one for country-wide news, one for European news and one for world-wide news.
In our Hypertext model we separate the contents of nodes (i.e. the pages) from the database graph. We de ne a Hypertext database to be an ordered pair <I, R>, where I is an array TREN73] of pages, called the information repository, and R is a binary relation in the indices of I, called the reachability relation the indices of I are referred to as the page numbers of I. Thus arrays are used to provide an indexing mechanism for pages. This leads us to de ne a trail as an array of page numbers corresponding to a path in the directed graph representing R.
In the navigation semantics that we propose, the notion of a trail is central. The output of a query is the set of trails in the Hypertext database satisfying the query speci cation each trail in the output of a query is called an answer of the query. Therefore, a query consists of two orthogonal parts: (i) logical formulae composed of predicates to besatis ed by the contents of pages in the information repository, a n d (ii) the order in which the pages, satisfying the logical formulae, are to be found in the reachability relation. An important requirement of the query language is that users should have as much exibility as possible when posing a query according to their knowledge of the contents and structure of the Hypertext database.
This suggests that a logic of positions RESC71] would be well suited as a query language for Hypertext due to the spatial interpretation of the database graph. As pointed out by Rescher and Urquhart RESC71] there is a close connection between positional and temporal logic. Therefore we choose to utilize propositional linear temporal logic (PLTL) EMER90] as the underlying semantics for navigation, where in our context time actually means position. ( We mention that temporal logic is widely employed in the very active research area of speci cation and veri cation of concurrent programs EMER90, MANN92] .)
In our context we view a Hypertext database as a temporal structure EMER90] , where the page numbers of I are associated with the states of the structure and the binary relation R is associated with the transition relation of the structure.
We de ne a query language, called Hypertext Query Language (HQL), based on a subset of PLTL and call HQL formulae trail queries (or HQL queries). In particular, HQL includes the temporal operators \nexttime" (denoted by ) and \sometimes" (denoted by 3) . A fundamental di erence between the semantics of PLTL and HQL is that models of PLTL formulae are timelines which are in nite paths describing computation sequences EMER90, THOM90], while models of HQL formulae are trails which are nite paths describing sequences of pages that can be traversed by users. Thus, in addition to the temporal operators and 3, HQL supports a novel temporal operator \ naltime" (denoted by 4), which refers to the nal page numberin a trail. (We will show t h a t 4 adds expressive p o wer to the query language.) HQL provides a natural vehicle for combining content-based querying with structure-based search via the above temporal operators. The \nexttime" operator allows the user to navigate through the pages one step at a time, the \sometimes" operator allows the user to skip as many pages as necessary in order to arrive at the next page he wishes to browse through, and the \ naltime" operator allows the user to specify the nal page in a navigation session.
The output of a trail query is de ned to be the set of all trails that satisfy the query, and the problem of whether there exists an answer to a trail query with respect to a Hypertext database is the problem of deciding whether the database is a model of the trail query this problem is known as the model checking problem (see EMER90]).
In order to construct the output of a query we take advantage of the strong connection between nite automata HOPC79, PERR90] In addition, we show that constructing M H \ M f can be done in time exponential in the number of conjunctions, between the subformulae of f, plus one, and in the case when the number of conjunctions between the subformulae of f is one, then the construction can bedone in time polynomial in the size of H and the length of f. Thus, we give an exponential time upper bound for query evaluation in HQL, which is tractable as long as the number of conjunctions in the subformulae of trail queries is bounded by some constant. In order to measure the di culty o f n a vigation in Hypertext we i n vestigate the computational complexity of the model checking problem for HQL queries. We prove that in the general case the model checking problem is NP-complete, which is to be expected by inspecting the results in SIST85] (see also EMER90]). We also show that in two special cases, when trail queries do not contain any occurrences of 3, the model checking problem can besolved in polynomial time in the length of the information repository I and the length of the trail query f.
T h e r e s t o f the paper is organized as follows. In Section 2 we brie y survey related work. In Section 3 we formalize the notion of a Hypertext database. In Section 4 we present our query language, HQL. In Section 5 we investigate a strong connection between the output of a trail query and nite automata that accept star-free regular languages. In Section 6 we i n vestigate the computational complexity of navigation in a Hypertext database. Finally, in Section 7 we give our concluding remarks.
A Brief Survey of Related Work
Several researchers STOT89, STOT92, MEND95] have recognized that the semantics of navigation in a Hypertext database can be formalized in terms of nite automata HOPC79, PERR90].
In MEND95] a query language, called G + , is described in which the database graph is de ned as a nite automaton, a query is de ned as a regular expression and the output of a query is computed from the intersection of the database graph and a nite automaton representing the query. In particular, the output of a query is the set of ordered pairs, (x, y), such that x and y are nodes in the database graph and there is a simple path from x to y (i.e. a p a t h i n w h i c h n o n o d e occurs more than once) labeled by a word which is accepted by the query. (See CONS89] for a description of a later language, called GraphLog, which i s a n extension of G + , and for examples of how GraphLog supports structure-based searching.)
It is shown that query evaluation is, in general, exponential time in the size of the input database graph and that the problem of deciding whether an ordered pair of nodes is in an answer to a given query is NP-complete. Some special cases are exhibited when query answering can be done in polynomial time, in particular query answering is polynomial time when either the database graph is acyclic or the query is a restricted regular expression MEND95]. The contents of nodes are not discussed in CONS89, MEND95].
In contrast to HQL, the query language G + MEND95] does not utilize temporal logic, which syntactically restricts trail queries to be equivalent t o star-free regular languages. In addition, the navigation semantics of G + MEND95] process only simple paths in the database graph while the navigation semantics of HQL process trails which m a y not be simple paths. Finally, w e claim that HQL is a more natural formalism for expressing queries in Hypertext than the language of regular expressions, since it is closer in nature to the navigational requirements of Hypertext.
In STOT89] Petri nets PETE81] are suggested as an underlying formalism for the speci cation of navigation semantics. Since Petri nets are inherently a concurrency model, they provide a natural semantics for concurrent navigation paths. Furthermore, nite automata are a special case of Petri nets PETE81] and thus as a special case simpli ed navigation semantics based on nite automata can be supported. An important feature of the model presented in STOT89] is the separation of content from structure, in the sense that the contents of the database are described via a mapping from the nodes of the Petri net (called places in Petri net terminology PETE81]) to the actual pages of information.
Although Petri nets are amenable to formal analysis and constructing the reachability tree for a Petri net is decidable, in general, the complexity of the reachability problem is intractable in fact, it has been shown that the reachability problem for Petri nets is EXPSPACE-hard PETE81] for special cases of Petri-nets when the reachability problem is easier see ESPA94]. Thus there is a trade-o between expressiveness and complexity, which implies that in practice only special cases of the reachability problem can beincorporated into the navigation semantics of the said model.
In STOT92] a Hypertext database (called a hyperdocument) is viewed as a nite automaton, called the link automaton. A branching temporal logic EMER90] language, called HTL*, is proposed for the speci cation of properties that should be exhibited when navigating through a Hypertext database. HTL* is based on full branching-time logic (CTL*) and a subset of HTL*, called HTL, is based on a subset of CTL*, called computational tree logic (CTL) CLAR86, EMER90] . HTL* adds direction to CTL* formulae in order to allow both forward and backward navigation paths to bespeci ed. The propositions of HTL* are atomic predicates, which are conditions to be satis ed at speci c states of the link automaton. Correspondingly, t h e formulae of HTL* are viewed as assertions about the navigation paths of the link automaton. Model checking of an HTL* formula is then used in order to verify that the assertions speci ed by the formula are satis ed in the link automaton.
Although model checking for a CTL formula can bedone in linear time in the length of the formula and the temporal structure being veri ed, model checking for a CTL* formula was shown to be PSPACE-complete CLAR86]. In practice, it would be useful to investigate a language whose model checking complexity is in between HTL and HTL*, since HTL may turn out to be too restrictive.
There Recently Beeri and Kornatzky BEER94] have proposed a query language for Hypertext databases which is based on branching temporal logic, with the provision for generalized path quanti ers (which capture natural language assertions) over the trails that satisfy a query. Query answering in their language can be computed in polynomial time in the size of the database graph, since only trails of some xed bounded length are considered. In HQL no quanti ers are allowed, since its semantics are based on linear time temporal logic. Moreover, we do not bound the lengths of trails under consideration, and thus as we show herein, query answering in our model cannot always be computed in time polynomial in the size of the database graph. Indeed one conclusion of our results may bethatfor practical purposes the lengths of trails must be bounded, but this comes at the cost of limiting the notion of a trail and thus forcing the user to tune the bounds of the lengths of trails for speci c queries.
A Formal Model for Hypertext Based on Temporal Logic
In this section we formalize our model for Hypertext which was motivated in the introduction. We begin by i n troducing the notation.
We denote the cardinality of a set, S, by jSj and the length of a string, w, by jjwjj. In addition, we denote the maximum of two natural numbers m and n by max(m, n). We will use the O-notation for measuring the computational complexity of algorithms GARE79]. Finally, w e abbreviate \if and only if" to i .
In the sequel we will beusing the following disjoint primitive domains of countably in nite sets:
1. The set of all natural numbers, denoted by !.
2. The set of all nite length strings, , o ver a nite nonempty alphabet the empty string is denoted by , concatenation of two strings w and z will be denoted by w z and a string y is a substring of a string w i there exist strings x and z such that w = xyz.
3. A set of attribute names (or simply attributes), denoted by U. 4 . A set of variables, denoted by V.
De nition 3.1 (Projection) We de ne the two projection operators and , such that ((x, y)) = x and ((x, y)) = y, where (x, y) is an ordered pair of values.
De nition 3.2 (Page) A page is an attribute-value pair of the form (A, w), where A 2 U and w 2 .
We n o w give the basic de nitions pertaining to arrays TREN73].
De nition 3.3 (Array) Let N = An array, A, is said to be simple whenever 8 i 2 f 1,: : : ,#Ag, i f i 6 = j, then A i] 6 = A j].
An information repository is a simple array of pages, i.e. it satis es the constraint that pages are unique within the repository. The formal de nition follows. The constraint that a repository be a simple array is similar to entity i n tegrity CODD79] and thus avoids duplication of information. Furthermore, the assumption that a repository is an array, which i s not nested, is similar to the rst normal form assumption of tuples in relational databases ULLM88].
A reachability relation R over a repository, I, is a set of ordered pairs of page numbers of I. The formal de nition follows.
De nition 3.5 (Reachability relation) A reachability relation, R , o ver a repository I (or simply a reachability relation if I is understood from context) is a binary relation in f1,: : : ,#Ig.
When R corresponds to an acyclic directed graph BUCK90], we s a y that R is acyclic, otherwise R i s cyclic (unless explicitly stated otherwise we assume that R is cyclic).
It follows that a reachability relation corresponds to a directed graph. A trail in a reachability relation, R, is an array of page numbers corresponding to a path in R. The full de nition follows.
De nition 3.6 (Trail) A trail, T, in a reachability relation, R, over a repository, I, (or simply a trail in R if I is understood from context) is an array of page numbers of I such that 8 i 2 f1,: : : ,#T;1g, (T i], T i+1]) 2 R. The indices of T are called the markers of T.
A trail which is a simple array is called a loop-free trail. A subtrail of a trail, T in R, is a trail in R that is a su x of a pre x of T (or equivalently a pre x of a su x of T).
The string induced by a trail T in R, denoted by (T), is de ned by (T) = T 1]T 2]: : : T #T].
In general, a trail in a reachability relation, R, corresponds to a path in the directed graph representing R. There are two special cases worth mentioning: a trail of count zero which corresponds to the empty array and a trail of count one which corresponds to a single page numberin I.
The following proposition states that the set of trails in R is su x closed and pre x closed (cf. EMER90]). EMER90] , where the page numbers of I are associated with the states of the structure and the binary relation R is associated with the transition relation of the structure (we do not assume that R is total as is the case in EMER90]).
From now o n w e will assume that H = <I, R> is a Hypertext database.
A Query Language for Navigating in Hypertext
In this section we de ne the syntax and semantics of the Hypertext Query Language (HQL).
We will assume that strings in are distinguished by strings beginning with lowercase letters, In an interpretation, de ned below, both normal and unique variables map to page numbers. However, unique variables restrict the mapping such that no two unique variables can map to the same page number.
Informally, a condition is a propositional logic formula such that its atomic formulae are binary predicates.
De nition 4.2 (Condition) Assume a countably in nite set of binary predicate letters. A numeric term is either a natural numberoravariable and a symbolic term is either an attribute or a string. An atomic formula is an expression of the form P(t 1 t 2 ), where P is a binary predicate letter, t 1 is a numeric term and t 2 is a symbolic term. An atomic formula, P(t 1 t 2 ), is said to be ground if t 1 is a natural number, otherwise if t 1 is a variable then P(t 1 t 2 ) is said to be nonground.
We recursively de ne the class of conditions using the following rules: C1 A nonground atomic formula P(t 1 t 2 ) is a condition. C2 If C is a condition, then :(C) is a condition. C3 If C 1 and C 2 are conditions, then (C 1^C2 ) is a condition. C4 If C is a condition, then jVj = 1, where V is the set of variables appearing in C the single variable appearing in C is called the variable of C.
We note that ground atomic formulae are excluded from conditions, since pages are identi ed by their content and not by their page number. As usual C 1 _ C 2 stands for :(:(C 1 ): (C 2 )).
Also, when no ambiguity arises we omit parentheses in conditions. In addition, the length of a condition, C, is the numberofsymbols in C assuming that no parentheses are omitted.
An interpretation gives meaning to the predicate letters and variables in conditions such that predicate letters are mapped to polynomial time algorithms and variables are mapped to page numbers.
De nition 4.3 (An interpretation) An interpretation over a Hypertext database H = <I, R> (or simply an interpretation if H is understood from context) assigns an appropriate meaning to binary predicate letters and terms as follows:
If P is a binary predicate letter, then (P) is a mapping from ! (U ) t o ftrue, falseg such that (P) is a polynomial time algorithm GARE79] in jjIjj.
If t is either a natural number, an attribute or a string, then (t) = t.
I f Z i s a v ariable, then (Z) 2 f 1,: : : ,#Ig, with the constraint that the restriction HALM74] of to unique variables is a one-to-one mapping.
Restricting to be a one-to-one mapping, when its domain is the set of unique variables, implies that two distinct unique variables are mapped by to distinct page numbersand this allows us to assert the inequality of page numbers.
De nition 4.4 (Satisfaction in an interpretation) Let bean interpretation and let C be a condition. Then we say that satis es C, written j = C, provided C is true under the interpretation in the usual sense. Speci cally, C1 j = P ( t 1 t 2 ) i (P)( (t 1 ), (t 2 )) = true. C2 j = :(C) i 6 j = C . C3 j = ( C 1^C2 ) i j = C 1 and j = C 2 .
The following proposition follows by a straightforward induction on the length of a condition. Proposition 4.1 Let be an interpretation over a Hypertext database H = <I, R> and let C be a condition. Then j = C can be evaluated in polynomial time in jjIjj and the length of C. 2
Hereafter the binary predicate letters, substr and att, will be utilized. For all interpretations over <I, R> their meaning is xed as follows:
1. (substr) is the substring pattern matching algorithm, that is, j = substr(t 1 t 2 ) i (t 2 ) i s a substring of (I (t 1 )]).
2. (att) is the attribute equality algorithm, that is, j = att(t 1 t 2 ) i (I (t 1 )]) = (t 2 ). Both (substr) a n d (att) c a n b e e v aluated in polynomial time in jjIjj (see SEDG90] for e cient substring pattern matching).
We next de ne the notion of a trail formula and its satisfaction utilizing a temporal logic framework EMER90]. In particular, we will employ propositional linear temporal logic (PLTL) with discrete time.
The temporal operators that will be utilized in the context of a Hypertext database are:
which means \nexttime" (one step at a time navigation) and 3 which means \sometimes" (several steps at a time navigation). We also de ne an additional temporal operator, denoted by 4, which means \ naltime" (reaching the last step of navigation). For simplicity, in this paper, we do not consider the \until" temporal operator, which w ould add expressive p o wer to our query language GABB80, EMER90] . From now on, we will refer to these temporal operators as trail operators.
Strictly speaking, when we refer to time we are actually referring to a position in a trail. As pointed out by RESC71] there is a close connection between positional and temporal logic which motivates our use of a subset of PLTL as a query language for Hypertext.
We next de ne trail formulae, which are similar to PLTL formulae EMER90]. For simplicity, at this stage, we do not consider negation or disjunction in formulae.
De nition 4.5 (Trail formulae) We recursively de ne the class of trail formulae (or simply formulae) using the following rules:
T1 A condition C is a trail formula. T2 If f 1 and f 2 are trail formulae, then (f 1^f2 ) is also a trail formula. T3 If f is a trail formula, then 3(f) is also a trail formula. T4 If f is a trail formula, then (f) is also a trail formula. T5 If f is a trail formula, then 4(f) is also a trail formula.
4. The formula substr(X 1 underground): (substr(X 1 d e l a y e d ))4 ((substr(X 2 buses)): (substr(X 2 delayed))) speci es the trails whose rst page gives us the information about the underground lines that are running normally, and whose last page gives us the information about the bus lines that are running normally.
De nition 4.6 (Subformulae) The set of subformulae of a formula, f, is de ned recursively as follows:
1. f is a subformula of f.
2. If f is of the form f 1^f2 then f 1 and f 2 are subformulae of f.
3. If f is any of the forms 3(f 0 ), (f 0 ) o r 4(f 0 ), then f 0 is a subformula of f.
We denote the set of all subformulae of a trail formula, f, b y Su b (f). The length of a formula, f, is the number of symbols in f assuming that all conditions have the same length of one and that no parentheses are omitted. We denote the length of f by jfj. It therefore follows that jSub(f)j jfj.
The reason we have assumed that all conditions have the same length of one is that, from a database point of view, the purpose of conditions is to retrieve the set of pages satisfying the condition. Herein we are not interested in the internal structure of conditions, since by Proposition 4.1 we can test whether a page satis es a condition in polynomial time.
De nition 4.7 (Satisfaction of a trail formula) Let A formula f 1 is trail equivalent (or simply equivalent) to a formula f 2 , written f 1 f 2 if f 1 ) f 2 and f 2 ) f 1 .
The following proposition gives the signi cant equivalences and implications between HQL formulae. We note that the implications given in the proposition cannot be strengthened to equivalences. Proposition 4.2 The following equivalences and implications are satis ed:
The following de nition will be useful when we consider subclasses of HQL.
De nition 4.10 (Op-free trail formulae) A trail formula is op-free if it does not contain any occurrences of op, where op 2 f 3 4g.
The 3 operator is declarative since it does not specify the precise navigation sequence, while the operator is procedural since it progresses navigation one step at a time. Thus -free trail queries can be viewed as declarative queries and 3-free trail queries can be viewed as procedural queries. On the other hand, 4-free trail queries are queries which do not specify any condition on the nal item of a trail which satis es the query.
The next proposition shows that the general class of trail formulae is more expressive than the class of 4-free trail formulae. That is, if we remove 4 from HQL we lose expressive p o wer. Proposition 4.3 It is not the case that for all 4-free t r ail formulae, g, there exists a 4-free t r ail formula, f, such that f ) 4(g).
Proof. The result follows by a straightforward induction on the length of f.
(Basis): If jfj = 1 , t h e n f is a condition, say C. Without loss of generality, l e t H = <I, R> be a Hypertext database having a trail T in R with #T = 2 and such t h a t T j = C but T 1 6 j = g. The result that T 6 j = 4(g) follows by De nition 4.7 part (T5).
(Induction): Assume that the result holds when jfj = k , where k 1 we then need to prove that the result holds when jfj > k.
We n o w consider in turn the di erent cases pertaining to the structure of f:
1. If f is the trail formula f 1^f2 , then by the inductive hypothesis there exists a Hypertext database H = <I, R> and a trail T in R such that T j = f 1 and T j = f 2 but T 6 j = 4(g). The result follows by De nition 4.7 part (T2), since T j = f. 
Finite Automata and Trail Queries
In this section we utilize the theory of nite automata HOPC79, PERR90] in order to construct the output of a query, which in the general case may consist of a countably in nite set of trails. In particular, we exploit the strong connection between nite automata accepting star-free regular languages and PLTL VARD86a, VARD86b, EMER90, THOM90]. We observe that the construction of M H is independent of the actual contents of the pages in the repository I of H. It only depends on the cardinality, # I o f I , a n d t h e r e a c hability relation R of H. In other words, a nite automaton representing a Hypertext database is independent of the actual data stored in the repository and thus induces an equivalence class of Hypertext databases having repositories of the same cardinality and having the same reachability relation. We proceed to show that L(M H ) is a star-free regular language MCNA71, PERR90] (or simply a star-free language).
De nition 5.3 (Star-free languages) A regular language is star-free if it can be generated from a nite set of strings by repeated applications of the Boolean operations, union, intersection and complementation (with respect to A ), together with concatenation.
The following de nition is needed in order to state an alternative c haracterization of star-free languages.
De nition 5.4 (Aperiodic regular languages) A regular language L A is aperiodic if 9 n 2 ! (n > 0) such t h a t 8 x,y,z 2 A , xy n z 2 L i xy n+1 z 2 L
where y n is the concatenation of y with itself n times.
The following theorem states the equivalence of star-free and aperiodic regular languages PERR90, Theorem 6.1]. Thus, the substring a 1 : : : a k corresponds to a cycle BUCK90] in the directed graph corresponding to R (where we allow a node to appear more than once in a cycle). The result follows, since it is implied that xy 2 z 2 L i xy n z 2 L , with n 2. 2
It is easy to demonstrate that the converse of Theorem 5. We proceed to investigate the correspondence between nite automata and trail queries.
Recall that star-free regular languages are closed under union, intersection and concatenation HOPC79, PERR90]. We will assume that when taking the union, intersection or concatenation of two nite automata their sets of states are disjoint. Furthermore, for convenience we will also assume that the concatenation of any nite automaton with the empty Hypertext automaton yields the empty Hypertext automaton.
We next de ne a useful nite automaton with respect to a repository, I, which accepts the star-free regular language A + w e call this nite automaton the complete automaton. Prior to constructing M f we present an algorithm, which recursively constructs an intermediate nite automaton, M f 0 , in accordance with the subformulae of f.
We will assume that with each transition, (s i p s j ), in the transition relation of a nite automaton, say M, w e maintain an auxiliary set, denoted by cond(M, ( s i p s j )) (or simply cond(s i p s j ) if M is understood from context), which is initialized to the empty set. The set cond(s i p s j ) will store the conditions associated with the said transition.
De nition 5.7 (The intermediate nite automaton representing a trail query) As an intermediate step we present an algorithm, which recursively constructs a nite automaton M f 0 = (A Q f 0 f 0 S f 0 F f 0 ) with f and I given as its inputs the algorithm is designated by I when I is its input repository (or simply when I is understood from context). For the purpose of the algorithm we will assume that has an additional implicit Boolean parameter, designated by 4 ag, which is initialized to false.
The algorithm considers all of the subformulae g 2 Su b (f) in decreasing order of jgj in accordance with the structure of g (recall that we have assumed that all conditions have the same length of one):
1. If g is just the condition C, with variable Z, then let fi 1 : : : i k g bethe largest subset of f1,: : : ,#Ig such that there exists an interpretation satisfying (Z) = i j , 1 j k, and j = C . If k 1, then M C = ( A Q C C S C F C ), where Example 4 Let f bethe trail query 4(C), with C being a condition such that the only interpretation over H, with j = C, satis es (Z) = 2, where Z is the variable of C and 2 is a page number of I. In addition, let I be the information repository of the Hypertext database H of Example 3. The nite automaton for M f 0 is shown in Figure 3 . It can be veri ed that the regular language accepted by the nite automaton shown in Figure 3 would remain the same were f to bethe trail formula 34(C). This can also bededuced from
Proposition 4.2 part (4).
We next prove that the language accepted by (f) is a star-free regular language.
Lemma 5.5 L( (f)) i s a star-free regular language.
Proof. The result follows by a straightforward induction on the length of f, observing that L(M ) = A + is star-free, and by the fact that, due to the construction of M g via , L (M g ) is also star-free, for all subformulae g of f. (Recall that a nite regular language is star-free and that a nite automaton having no cycles accepts a nite regular language.) 2
The following lemma gives an upper bound on the cardinality of the set of states of the nite automaton (f) constructed by the algorithm given in De nition 5.7. Note that this upper bound is independent of the repository, I, and is exponential only in the number of conjunctions, between subformulae of f, plus one. Proof. We prove the result by induction on^(f). We observe that given two nite automata, whose state sets are Q 1 and Q 2 , when we concatenate, or correspondingly, i n tersect the two nite automata, then the cardinality of the state set of the resulting nite automaton is jQ 1 j + jQ 2 j, o r correspondingly, jQ 1 j j Q 2 j HOPC79, PERR90].
Recall that we h a ve assumed that all conditions in f have the same length of one. (Induction): Assume that the result holds when^(f) = k , w h e r e k 1 we then need to prove that the result holds when^(f) = k + 1 .
It follows that f must be of the form op 1 (: : : o p q (g) : : : ), where op = op 1 : : : o p q is a sequence of trail operators, with q 0, and g is a subformula of f of the form g 1^g2 , satisfying^(g 1 ) k a n d (g 2 ) k.
By part (2) of the description of in De nition 5.7 jQ g j j Q g 1 j j Q g 2 j, w h e r e Q g 1 and Q g 1 are the state sets of the nite automata M g 1 and M g 2 , respectively. Furthermore, by the inductive hypothesis jQ g 1 j O(jg 1 j)^( g 1 ) and jQ g 2 j O(jg 2 j)^( g 2 ) . It therefore follows that jQ g j O(jfj)^( f) , since jg 1 j + jg 2 j < jfj and^(g 1 ) +(g 2 ) =(f).
The result now follows by a straightforward induction on the number,q, of trail operators in op by inspecting De nition 5.7 according to the three di erent cases where the rst operator, op 1 , is 3, or 4. 2 In order to conclude the construction of M f we need to take into account the semantics of normal and unique variables. To accomplish this we use the auxiliary sets cond(s i p s j ) and modify the output of (f) so that it satis es the constraints enumerated below. Firstly, we de ne some convenient terminology. A time unit of a trail formula f (or simply a time unit whenever f is understood from context) is de ned to bea transition, (s i p s j ), in the transition relation of the nite automaton (f), where p is a page numberofIands i s j are states.
The variable of a condition, C 2 cond(s i p s j ), is said to be appearing at the time unit (s i p s j ).
The following two constraints must be enforced on variables appearing at time units: 1. No two unique variables, which are distinct, can appear at two (not necessarily distinct) time units having the same page number (recall De nition 4.1 and the comment that follows). 2. If the same variable appears at two distinct time units, then its corresponding interpretations must be the same.
In order to formalize the above constraints, let '(cond(s i p s j )) denote the set of variables of the conditions contained in cond(s i p s j ), where (s i p s j ) is a time unit of a trail formula f.
Thus the following conditions, corresponding to the above two constraints, must beenforced in the nite automaton (f Since L is a star-free regular language, then from Theorem 5.1 9 n 2 ! (n > 0) such that 8 x,y,z 2 A , (1) is satis ed let us x n to be such a natural number.
In order to conclude the proof we show that 9 m ( m n) such t h a t 8 (Induction): Assume that the result holds when jfj = k , where k 1 we then need to prove that the result holds when jfj > k.
We consider the four cases according to the structure of f as follows: We now show that T j = f with respect to H and , implying that w 2 L (f(H)) as required, by induction on the length of f. As before, recall that we have assumed that all conditions have the same length of one.
(Basis): If jfj = 1, then f is a condition, say C. The result follows as in the previous basis step. (Induction): Assume that the result holds when jfj = k , where k 1 we then need to prove that the result holds when jfj > k.
We consider the four cases according to the structure of f as follows: It is interesting to compare Corollary 5.12 to a result of LICH84] showing that although model checking of PLTL formulae (see De nition 6.1 in Section 6) is exponential time in the length of the formulae it is linear time in the size of the temporal structure being checked.
A special case worth considering is when R is acyclic. In this case the number of trails in R is nite and thus the regular language de ned by the output of a query is a nite regular language and therefore trivially star-free. As we will see in the next section, the fact that R is acyclic does not necessarily reduce the complexity of computing the star-free regular language induced by f(H), namely L(f(H)). 
The Complexity of Navigation in Hypertext
In this section we i n vestigate the complexity of deciding whether a Hypertext database is a model of a trail formula. Our results show that, in general, this problem cannot besolved e ciently (assuming P 6 = NP). On the positive side we exhibit two signi cant subclasses of 3-free trail formulae for which this decision problem can be solved in polynomial time.
Our results imply that the navigation problem is not easily solved in the general case. In practice Hypertext systems could include algorithms which return randomized and/or fuzzy solutions.
The following lemma shows that if a Hypertext database is a model of a given trail formula f then we can nd a trail, which satis es f, and whose count is no greater than #I multiplied by jSub(f)j. Correspondingly, if J is satis able then we need to exhibit a trail T that satis es (2) with respect to some interpretation, over H. Now, since J is satis able there is an assignment that makes each J j in J, j 2 f 1,: : : ,mg, true. Furthermore, J j is true due to a literal, say L i , being true in J j . Let We next show that the model checking problem is also NP-complete for the subclass of 3-free trail formulae.
Theorem 6.6 The model checking problem is NP-complete for the class of 3-free t r ail formulae.
Proof. By Lemma 6.2 the model checking problem is in NP. It remains to show that the problem is NP-hard. In order to show NP-hardness we reduce, in polynomial time, the longest path problem, which is known to be NP-complete GARE79], to the model checking problem for the class of 3-free trail formulae. Let G = (V, E) be a directed graph with V = fv 1 : : : v m g and s, t 2 V. We need to solve the problem: does there exist a simple path (that is, a path in which no node occurs more than once) from s to t in G of length k or more?
We rst let be a one-to-one mapping from V to fAg , where A 2 U . The following two results follow from the reduction in the proof of Theorem 6.6.
Corollary 6.7 The model checking problem is NP-complete for the class of 3-free t r ail formulae whose conditions do not contain any normal variables. 2.
The next corollary is easily shown by replacing all occurrences of in (3) by 3 it also follows from Theorem 6.5.
Corollary 6.8 The model checking problem is NP-complete for the class of -free t r ail formulae whose conditions do not contain any normal variables. 2.
We now show that model checking can bedone in polynomial time for 3-free trail formulae when the reachability relation of the Hypertext database is acyclic. In order to prove the result we rst solve the following graph-theoretic problem:
Given a directed acyclic graph (V, E) and a family fV i g (i 2 f0,: : : ,k,g) of subsets of V, does there exist a path, < v 0 : : : v k >, of length k in G such that v i 2 V i ?
Let us call this the path of length k problem. We note that when we consider directed acyclic graphs every path is actually a simple path.
We next show that a solution to the path of length k problem can beobtained in O(k jEj) time when (V, E) is acyclic then k j Vj.
Lemma 6.9 Given a directed graph (V, E) and a family fV i g (i 2 f0,: : : ,k,g) of subsets of V, then the path of length k p r oblem can be s o l v e d in O(k j Ej) time.
Proof. In order to solve the problem we give the pseudo-code of an algorithm designated, PATH((V, E), fV i g), which takes as input a directed graph and a family of k+1 subsets of V and returns YES if there is a solution to the path of length k problem, otherwise it returns NO.
For each subset V i V w e maintain an auxiliary set, called P i , which stores all the nodes that can be reached from a node in V 0 via a path of length i. We also assume that adjacent(v) denotes the set of nodes: fu j (v, u) where each C i is a condition which is also a subformula of f, noting that for any trail T in R it cannot be the case that T j = 4 (f). On using Proposition 4.2 it can beveri ed that if a trail formula, f, is 3-free, then f can be converted into a normal form 3-free trail formula in time polynomial in jfj. For the rest of the proof we assume that f is in normal form.
Let k f] denote the set of conditions in the conjuncts of f having no instance of 4 and exactly k instances of , where k 0, and let max (f) denote the maximum number of instances of in any conjunct of f. In addition, let 4 f] denote the set of conditions, fC 1 2 : : : C n 2 C 1 4 : : : C n 4 g, in conjuncts of f having an instance of 4. Finally, l e t F b e a n a r r a y of sets of page numbers such that #F = max (f) + 2 and such that initially 8 i 2 f 1,: : : ,#Fg, F i] = .
The rst step in our model checking algorithm is syntactic. If one of the following constraints is violated, then H is not a model of f, since a contradiction arises: Add C to cond(pn) i j = C, assuming that is an interpretation over H and (Z) = pn, where Z is the variable of C.
Constructing the sets cond(pn) can be done in polynomial time in #I and jfj.
Next, for each p a g e n umber pn of I add pn to F according to the following two rules:
1. If ( k f] 6 = ) cond(pn), where 0 k max (f), then add pn to F k+1]. 2. If (4 f] 6 = ) cond(pn), then add pn to F #F].
In the next step of our model checking algorithm we c heck if one of the ensuing constraints is violated in which case H is not a model of f.
1. For any k , 0 k max (f), if k f] 6 = , then F k+1] 6 = , 2. If 4 f] 6 = , then F #F] 6 = .
The above constraints can betested in polynomial time in #I and jfj. We therefore assume that the above t wo constraints are satis ed.
In order to utilize Lemma 6.9, we modify F by setting F i] to f1,: : : ,#Ig, 8 i 2 f1,: : : ,#Fg whenever F i] = . The result now follows, on viewing R as a directed acyclic graph, and viewing the pre x F k+1 of F, where k+1 = #F;1, as a family of k+1 subsets of I. The model checking problem thus reduces to the path of length k problem, with the following nal test: P k \ F #F] 6 = , where P k denotes the set of nodes, P k f u j v 2 P k and (v, u) is an arc in the transitive closure of Rg. 2
The following corollary, w h i c h is an immediate consequence of Theorem 6.10, demonstrates a special case when model checking can besolved in polynomial time even when the reachability relation is cyclic.
Corollary 6.11 The model checking problem can be solved i n p olynomial time in the length of the repository and the length of the trail formula, for the class of 3-free t r ail formulae whose conditions do not contain any unique variables and such that the normal variables appearing in conditions at distinct times are distinct.
Proof. The result follows, since in this special case constraints (1) to (4) in the proof of Theorem 6.10 do not have to besatis ed. Furthermore, in this special case, Algorithm 2 will return YES i there exists a trail in R, which i s n o t necessarily loop-free, i.e. a n o d e m a y appear more than once in the path corresponding to the trail. 2
The following corollary, which is given for completeness, follows immediately from Theorem 6.10 on using Algorithm 2, since we need only inspect O(#I 2 ) pages.
Corollary 6.12 The model checking problem can be solved i n p olynomial time in the length of the repository and the length of the trail formula, for the classes of 3-free a n d -free trail formulae. 2
The next theorem shows that if we relax the condition stated in Corollary 6.11, namely that normal variables appearing in conditions at distinct times bedistinct, then the model checking problem is again NP-complete.
Theorem 6.13 The model checking problem is NP-complete for the class of 3-free t r ail formulae whose conditions do not contain any unique variables.
Proof. By Lemma 6.2 the model checking problem is in NP. It remains to show that the problem is NP-hard. In order to show NP-hardness we reduce, in polynomial time, the clique BUCK90] of size k problem, which i s k n o wn to be NP-complete GARE79], to the model checking problem for the class of 3-free trail formulae, whose conditions do not contain any unique variables.
Let G = (V, E) bea graph with V = fv 1 : : : v m g. We need to solve the problem: does G contain a clique of size k or more, where k j Vj?
We rst let be a one-to-one mapping from V to fAg , where A 2 U . L e t K = f1,: : : ,kg and lex(K) = <(1,2), (1,3), : : : , (1,k), (2,3), : : : , (2,k), : : : , ( k ;1,k)> be the lexicographically ordered sequence HALM74] of (k 2 ; k)/2 pairs in K 2 such that (i, j) is in lex(K) i i < j. Furthermore, let path(K) = <1,2,1,3, : : : , 1,k,2,3, : : : , 2,k, : : : , k ;1,k,1> be the sequence of the (k 2 ; k)+1 numbersin K resulting from transforming each pair (i, j) in lex(K) into the subsequence i,j and then adding 1 at the end of the resulting sequence.
It can beveri ed that G contains a clique of size k or more i we can nd k nodes in the directed graph corresponding to R(G) numbered from 1 to k such that path(K) is a path in this directed graph.
We next transform path(K) into the following 3-free trail formula, denoted by f(path(K)), whose conditions do not contain any unique variables, namely att(X 1 A )^ (att(X 2 A ))^ 2 (att(X 1 A ))^ 3 (att(X 3 A ))^: : : 2(k;1);2 (att(X 1 A ))^ 2(k;1);1 (att(X k A ))^ 2(k;1) (att(X 2 A ))^ 2(k;1)+1 (att(X 3 A ))^: : : 4(k;2) (att(X 2 A ))^ 4(k;2)+1 (att(X k A ))^: : : (k 2 ;k);1 (att(X k;1 A ))^ k 2 ;k (att(X k A ))^ (k 2 ;k)+1 (att(X 1 A )) where X 1 : : : X k are distinct normal variables and k denotes the composition, : : : , k times, with k 2 !.
It can beveri ed that G contains a clique of size k or more i H(G) is a model of the trail formula f(path(K)). 2 Table 1 , shown below, summarizes the complexity results obtained in this section the reader can verify that all possible cases have been considered. Yes in the acyclic column indicates that the reachability relation of the Hypertext database is acyclic, Yes in the no-normal column indicates that trail formulae do not contain normal variables, Yes in the no-unique column indicates that trail formulae do not contain unique variables, Yes in the 3-free column indicates that trail formulae are 3-free, Yes in the -free column indicates that trail formulae are -free, NPC stands for NP-complete, P stands for polynomial time nally, N o y in the no-normal column indicates that normal variables appearing in conditions at distinct times are distinct.
Concluding Remarks
An attempt has been made to tackle the navigation problem for Hypertext, namely the problem of getting \lost in hyperspace". In order to solve this problem we utilized temporal logic and de ned the navigation semantics of Hypertext in terms of the query language HQL, which is based on a subset of PLTL. In the navigation semantics of HQL the notion of a trail is central. The output to acyclic no-normal no-unique 3-free -free complexity We also investigated the complexity of the model checking problem for HQL queries and summarized our results in Table 1 . We h a ve shown that, in general, this problem is NP-complete but that there are important special cases when the problem can be solved in polynomial time.
Our conclusion is that the navigation problem in Hypertext cannot be solved e ciently unless users have some a priori knowledge about the order in which the pages of information are structured in the database graph. Having this knowledge users can utilise the 3-free polynomial-time subset of HQL to pursue a one-step at a time navigation session through the database graph. Experimental research has to be carried out in order to ascertain whether expensive queries will often be posed. In practice, it may also be useful to seek randomized and/or fuzzy solutions to this problem.
