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Abstract. We investigate the large N behavior of the time the simple random walk on the
discrete cylinder (ZZ/NZZ)d × ZZ needs to disconnect the discrete cylinder. We show that
when d ≥ 2, this time is roughly of order N2d and comparable to the cover time of the slice
(ZZ/NZZ)d × {0}, but substantially larger than the cover timer of the base by the projection
of the walk. Further we show that by the time disconnection occurs, a massive “clogging”
typically takes place in the truncated cylinders of height Nd− . These mechanisms are in
contrast with what happens when d = 1.
0. Introduction
Consider simple random walk on an infinite discrete cylinder having a base mod-
eled on a d-dimensional discrete torus of side length N . In this note we investigate
the following question of H.J. Hilhorst: what is the asymptotic behavior for large
N of the time needed by the walk to disconnect the cylinder? When d = 1, it is
straightforward to argue that this time is roughly of order N2 and comparable to the
time for the projection of the process to cover the base. We show here that things
behave differently when d ≥ 2, and that in a suitable sense a massive clogging
occurs inside the cylinder by the time the disconnection happens.
Before discussing our results any further, we describe the model more precisely.
For integer N ≥ 1, we consider the state space
E = (ZZ/NZZ)d × ZZ , (0.1)
that we tacitly endow with its natural graph structure. We say that a finite subset S ⊆
E disconnectsE if, for largeM , (ZZ/NZZ)d×[M,∞) and (ZZ/NZZ)d×(−∞,−M]
are contained in two distinct connected components of E\S.
We denote with Px , x ∈ E, the canonical law on ElN of the simple random
walk on E starting at x, and with (Xn)n≥0 the canonical process. We are princi-
pally interested in the disconnection time of E:
TN = inf{n ≥ 0; X[0,n] disconnects E} . (0.2)
Under Px , x ∈ E, the Markov chain X. is irreducible, recurrent, and it is plain that
TN < ∞, Px-a.s., for all x ∈ E . (0.3)
A. Dembo: Department of Mathematics and Department of Statistics, Stanford University,
Stanford, CA 94305, USA.
A.-S. Sznitman: Departement Mathematik, ETH-Zentrum, 8092 Zu¨rich, Switzerland.
322 A. Dembo, A.-S. Sznitman
As a comparison consider C˜N , the cover time of (ZZ/NZZ)d by the projection of
X. on the base, i.e. the first time the projection of X. has visited all points of
(ZZ/NZZ)d , as well as CN the cover time of (ZZ/NZZ)d × {0} by X. It is also plain
that:
C˜N ≤ TN ≤ CN . (0.4)
Cover times of finite graphs have been extensively investigated, cf. for instance [1],
[2], [4], [6], [7], and the references therein, and one knows that for any d ≥ 1,
log C˜N
logN
−→
N→∞
d ∨ 2, in P0-probability , (0.5)
(much more is known, see the above references). Our first main result states that:
Theorem 1. (d ≥ 2)
In P0-probability, lim
N
log TN
logN
= lim
N
logCN
logN
= 2d . (0.6)
In fact, cf. Remark 2.6, (0.6) also holds when d = 1. As a consequence of (0.5)
and (0.6), we thus see that unlike what happens when d = 1, there is a substantial
discrepancy between C˜N and TN when d ≥ 2.
Our second main result shows a massive “clogging” in the cylinder by the time
disconnection occurs when d ≥ 2. Let us denote with d(x,A), for x ∈ E, A ⊆ E,
the minimal length of a nearest neighbor path from x to A. We have:
Theorem 2. (d ≥ 2)
For all , η ∈ (0, 1), max
x∈(ZZ/NZZ)d×[−Nd− ,Nd− ]
d(x,X[0,TN ])/N
η −→
N→∞
0 ,
in P0-probability . (0.7)
So Theorem 2 (see also Theorem 3.1) shows that by time TN the walk pretty
much fills up the truncated cylinder (ZZ/NZZ)d × [−Nd−, Nd−], when N is
large. Once again this can be contrasted with the d = 1 situation, where with non-
vanishing probability points in (ZZ/NZZ)d × [−N1−, N1−] at distance of order
N from X[0,TN ] do occur, cf. Remark 3.2.
We now give some indications of the proofs of Theorems 1 and 2. The proof
of Theorem 1 consists of an upper bound, cf. Theorem 1.1, and a lower bound,
cf. Theorem 2.1. The upper bound is simpler to prove. It is a direct consequence of
the fact that TN is smaller than CN , cf. (0.4), and the estimates we derive on this
cover time. It is instructive that this rather primitive strategy captures the correct
rough order of magnitude of TN . The lower bound is more delicate. The rough idea
of the proof is that for γ ∈ (0, 1), and large N , one must find a box of size Nγ in E
containing aboutO(Ndγ ) points of the trajectoryX[0,TN ], sinceX[0,TN ] disconnects
E, cf. Lemma 2.4. We use here isoperimetric controls of Deuschel-Pisztora [8].
Now if γ is chosen small enough, with high probability X. puts at most about
(logN)N2γ points in any box of side length Nγ by times “slightly smaller” than
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N2d , cf. (2.26). For d ≥ 3, these are much fewer points than the required O(Ndγ )
points to produce disconnection. This yields a lower bound on TN in case d ≥ 3.
The argument for d = 2 is of a similar flavor. However, a considerable refinement
is required in this case. We now find a collection E∗ of O((logN)2α) disjoint sub-
boxes of size  = L(logN)−α , with centers on a common O()-sub-grid of some
L-size box, such that the two-dimensional projection in a suitable direction of the
intersection of X[0,TN ] with any of these sub-boxes contains at least c2 points,
cf. Lemma 2.5. When γ is small and α is chosen smaller than 3/4, we show that
the probability that such an event happens within the first N4−δ steps of the walk
tends to zero as N goes to infinity, cf. (2.42), (2.43), thus yielding the lower bound
on TN , when d = 2.
As for the proof of the “clogging effect”, cf. Theorem 2 or Theorem 3.1, the
main idea is to rely on the lower bound on TN of Theorem 2.1 and show that before
time TN in a uniform fashion for x ∈ (ZZ/NZZ)d × [−Nd−, Nd−], the walk
comes “often enough” within distance N of x, giving each time an opportunity to
come closer to x.
Let us now explain how this article is organized.
In Section 1, we provide further notations and definitions. The main objective
is Theorem 1.1, that provides an upper bound on CN and hence also on TN .
In Section 2, we prove a lower bound on TN in Theorem 2.1. We derive controls
on excursions of the process in Proposition 2.2, which we then combine with a ge-
ometric lemma, cf. Lemma 2.4 for d ≥ 3, or its finer version Lemma 2.5 for d = 2.
In Section 3 we show in Theorem 3.1 that clogging takes place by time TN ,
when d ≥ 2.
Let us finally explain the convention we use concerning constants. We denote
with c or c′ positive constants depending on d , with value changing from place to
place. The numbered constants c0, c1, . . . will be fixed and refer to the value at their
first appearance in the text. Dependence of constants on additional parameters will
appear in the notation; for instance c(δ) will denote a positive constant depending
on d and δ.
1. The upper bound
The main objective of this section is to begin the proof of Theorem 1 of the intro-
duction and more specifically to provide in Theorem 1.1 an upper bound on the
disconnection time TN . We begin with some additional notations.
We denote with πN the canonical projection from ZZd+1 on E, cf. (0.1). For
x ∈ ZZd+1, resp. x ∈ E, we let xd+1 stand for the last component, resp. the projec-
tion on ZZ, of x. We denote with | · | and | · |∞ the Euclidean and ∞-distances on
ZZd+1, or the corresponding induced distances on E. We write B(x, r) or B∞(x, r)
for the corresponding open balls with radius r > 0 and center x ∈ ZZd+1, or x ∈ E.
For A and B subsets of E or of ZZd+1 we denote with A + B the set of points of
the form x + y, with x in A and y in B. For a subset U of ZZd+1 or E, we denote
with |U | the cardinality of U and with ∂U the boundary of U :
∂U = {x ∈ Uc; ∃y ∈ U, |x − y| = 1} . (1.1)
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We let (θn)n≥0, and (Fn)n≥0, respectively stand for the canonical shift and filtration
for the process (Xn)n≥0 on ElN. For U ⊆ E, HU , TU are the entrance time and exit
time in or from U :
HU = inf{n ≥ 0, Xn ∈ U}, TU = inf{n ≥ 0, Xn /∈ U} . (1.2)
For simplicity we write Hx in place of H{x}. We denote with Qx , x ∈ ZZd+1, the
canonical law on (ZZd+1)lN of the simple random walk on ZZd+1. We will use, when
this causes no confusion, the same notations as above for the canonical process, the
canonical shift, the entrance or exit times for the simple random walk on ZZd+1.
We now turn to the main objective of this section: the derivation of an upper
bound on the disconnection time TN . As explained in the Introduction, we simply
use the fact that TN is smaller than the cover time by X of (ZZ/NZZ)d × {0}, and
estimate from above this cover time.
Theorem 1.1. (d ≥ 2)
∀δ > 0, lim
N→∞
P0
[ log TN
logN
≤ logCN
logN
≤ 2d + δ
]
= 1 , (1.3)
(as a matter of fact (1.3) also holds for d = 1, cf. Remark 1.4 below).
Proof. We introduce two subsets of E, namely the truncated cylinders
B = (ZZ/NZZ)d × [−N,N ], and B˜ = (ZZ/NZZ)d × [−2N + 1, 2N − 1] .
(1.4)
We then consider the sequence of successive returns to B and departures from B˜
of the walk:
R1 = HB, D1 = TB˜ ◦ θR1 + R1, and for k ≥ 1 ,
Rk+1 = R1 ◦ θDk + Dk, Dk+1 = D1 ◦ θDk + Dk ,
(1.5)
so that
0 ≤ R1 ≤ D1 ≤ · · · ≤ Rk ≤ Dk ≤ · · · ≤ ∞ ,
and these inequalities except maybe for the first one are strict, Px-a.s., for any
x ∈ E. The proof of Theorem 1.1 will use the next
Lemma 1.2. For any N ≥ 1, y ∈ B, and x ∈ (ZZ/NZZ)d × {0},
Py[Hx < TB˜ ] ≥ cN−(d−1) . (1.6)
Proof. We define the subset of ZZd+1:
U = (−2N, 2N)d+1 ∩ ZZd+1 . (1.7)
The probability in (1.6) is bigger than
Qv[Hu < TU ] , (1.8)
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where v ∈ {0, . . . , N −1}d ×{−N, . . . , N} and u ∈ {0, . . . , N −1}d ×{0} satisfy
πN(v) = y, πN(u) = x.
For D a subset of ZZd+1, we denote with gD(·, ·) the Green function of the
simple random walk killed when exiting D:
gD(w,w
′) = EQw
[ TD−1∑
n=0
1{Xn = w′}
]
, for w,w′ ∈ ZZd+1 , (1.9)
and for simplicity write g(·, ·) for gZ d+1(·, ·). It follows from the strong Markov
property at the stopping time Hu ∧ TU , that:
Qv(Hu < TU) = gU(v, u)
gU (u, u)
. (1.10)
Now by standard estimates
c g(w,w′) ≤ gU(w,w′) ≤ g(w,w′), for all w,w′ ∈ {−N, . . . , N}d+1 ⊆ U ,
(1.11)
(the second inequality is immediate, for the first inequality we refer to (1.82) and
(1.83) in Antal [3], when |w − w′| ≤ cN , with c small, the general case follows
for instance with the invariance principle), and (1.6) then follows from classical
bounds on g(·, ·) in dimension d + 1, cf. Lawler [12], p. 31. unionsq
We now return to the proof of Theorem 1.1. Consider x ∈ (ZZ/NZZ)d × {0}.
From the strong Markov property, we see that for k ≥ 0, with the convention
D0 = 0,
P0[Hx > Dk+1] = E0
[
Hx > Rk+1, PXRk+1 [Hx > TB˜ ]
]
(1.6)≤ P0[Hx > Rk+1](1 − cN−(d−1)) ≤ P0[Hx > Dk](1 − cN−(d−1))
induction≤ (1 − cN−(d−1))k+1 . (1.12)
We thus have the following estimate on the cover time of (ZZ/NZZ)d × {0}:
P0
[
max
x∈(Z /NZ )d×{0}
Hx > Dk
] ≤ Nd(1 − cN−(d−1))k, for k ≥ 1 . (1.13)
On the complement of the event inside the above probability, we have:
TN
(0.4)≤ CN = max
x∈(Z /NZ )d×{0}
Hx ≤ Dk , (1.14)
and hence for  > 0 and large N ,
P0[TN ≤ CN ≤ D[N(d−1)+ ]] ≥ 1 − Nd e−cN
 −→
N→∞
1 . (1.15)
We now control the tail of Dk for large k. To this end we note that:
under P0, Xd+1. has same distribution as Y., the random walk on ZZ,
starting in 0, with jump distribution 12(d+1) (δ−1 + δ1) + dd+1 δ0 . (1.16)
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Note that the above random walk Y. is obtained by delaying a simple random walk
on ZZ with a geometric clock of parameter 1
d+1 at each site of ZZ. Coming back to
P0, the strong Markov property yields that
under P0,D1,D2 − D1, . . . , Dk+1 − Dk, . . . are independent variables
and for k ≥ 1, Dk+1 − Dk have the same distribution as the sum of
two independent variables respectively distributed like the entrance
time of Y in the set {N} and TB˜ ◦ θR2 under P0 . (1.17)
As an immediate consequence we see that for k ≥ 1,
under P0, Dk+1 − D1 has the same law as the sum of two independent
variables Uk and Vk respectively distributed as the entrance time of Y
in the set {kN} and as the sum of k independent variables TB˜ ◦ θR2
under P0 . (1.18)
We then note that:
Lemma 1.3.
sup
x∈B˜
Ex
[
exp
{ c
N2
TB˜
}]
≤ c′, for N ≥ 1 . (1.19)
Proof. This is a consequence of Khas´minskii’s lemma, cf. [10], and the estimate
sup
z∈B˜
Ez[TB˜ ] ≤ cN2 , (1.20)
see for instance Lemma 1.1 of [13], p. 292. unionsq
With standard Cramer-type estimates, it now follows from (1.18), (1.19), that
for some positive constant c and any  > 0:
P0
[
V[N(d−1)+ ] > cN
(d+1)+] −→
N→∞
0 . (1.21)
It also follows from the remark below (1.16) and Example 6.6 in Chapter 7 of
Durrett [9], p. 369, that with hopefully obvious notations:
PY
[
H[N(d−1)+ ]N > N
2d+3] −→
N→∞
0 . (1.22)
We thus find that for  > 0 and large N :
P0[TN ≤ CN ≤ N2d+4]
(1.15)≥ P0
[
D[N(d−1)+ ] ≤ N2d+4
]− Nd e−cN
(1.17),(1.18)≥ P0[D1 ≤ N2d+3]P0
[
U[N(d−1)+ ] ≤N2d+3
]
P0
[
V[N(d−1)+ ] ≤N2d+3
]
−Nd e−cN −→
N→∞
1, as N → ∞ , (1.23)
using (1.21), (1.22) in the last step, together with (1.19) and the fact that D1 =
TB˜, P0-a.s.. Since  is an arbitrary positive number, the claim (1.3) now follows.
unionsq
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Remark 1.4.
1) When d = 1, Theorem 1.1 remains true. One only needs to replace N−(d−1)
with (logN)−1 in (1.6) of Lemma 1.2, see for instance Proposition 1.6.7 of [12].
Inserting this new lower bound in (1.13), (1.14), the proof of Theorem 1.1 goes
otherwise unchanged.
2) We refer to Dembo-Peres-Rosen-Zeitouni [6], and also to Lawler [11], where
the asymptotic analysis of the cover time of a ball of radius N by the two-dimen-
sional simple random walk is analyzed. This problem has some common flavor
with the investigation of the large N behavior of CN , which in this note comes
as a subsidiary issue to the asymptotic analysis of TN .
2. The lower bound
The main object of this section is to derive a lower bound on TN , cf. Theorem 2.1. In
combination with Theorem 1.1 this completes the proof of Theorem 1 of the Intro-
duction, in particular showing that when d ≥ 2, the cover time of (ZZ/NZZ)d ×{0}
is in principal order comparable to TN .
Theorem 2.1. (d ≥ 2)
∀δ > 0, lim
N→∞
P0
[ log TN
logN
≥ 2d − δ
]
= 1 , (2.1)
(as a matter of fact (2.1) holds also for d = 1, cf. Remark 2.6 below).
Proof. We denote with PN the law of the walk with initial distribution νN the
uniform measure on B, see (1.4). Thanks to translation invariance,
TN has same distribution under P0 and PN . (2.2)
The claim (2.1) will hence follow if we replace P0 with PN . We introduce the
positive numbers
δ, γ ∈ (0, 1) and δ′ = δ
3
, α ∈ (0, 3/4), (2.3)
and for N ≥ 2, x ∈ E, the numbers
L = [Nγ ],  = 1000[L/(logN)α], (2.4)
and the subsets of E, see (1.4) and the beginning of Section 1 for the notations,
B(x) = x + B, B˜(x) = x + B˜ , (2.5)
C(x) = B∞(x, L), C˜(x) = B∞(x, 2L) . (2.6)
D(x) = B∞(x, ), D˜(x) = B∞(x, 2). (2.7)
Let us briefly explain the strategy of the proof. When starting in C(x) the walk
spends a time of order N2γ in C(x) until it exits C˜(x). We are first going to show
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that when γ is small, cf. (2.22), with probability tending to 1 as N goes to infinity,
the time spent by the trajectory X[0,N2d−δ] in any C(x) is at most O(N2γ logN),
cf. (2.26). In essence this will correspond to showing that it is unlikely any C(x)
gets visited too often or any such visit lasts too long.
Then we will see, cf. Lemma 2.4, that when d ≥ 3, for large N , any set dis-
connecting E has at least O(Ndγ ) points in some C(x). This and (2.26) will show
that when d ≥ 3, with probability tending to 1 as N goes to infinity TN is bigger
or equal to N2d−δ .
In case d = 2, taking L and  as in (2.4), we show, cf. Lemma 2.5, that for
some c = c(γ, α) > 0, any set S disconnecting E has a collection E∗ of c(L/)2
points y on a common O()-sub-grid Lx∗ of the same box C(x∗), with the fol-
lowing property: within each sub-box D(y) centered at y ∈ E∗, at least c2 of
the segments that are intersection of D(y) with translates of the i∗-th coordinate
axis, meet S. It suffices to consider the O(exp(c(logN)2α∨1(log logN)) possible
collections E∗ of this type in the slab corresponding to |x3∗| ≤ N4. For any of these
x∗, E∗, and i∗, the trajectory X. hits more than c|E∗|2 segments in D(y), y ∈ E∗,
during its first O(logN) excursions from C(x∗) to C˜(x∗), with probability of at
most exp(−c|E∗|1/3 log ). Taking α < 3/4, this is O(exp(−c(logN)β)) for some
β > 2α ∨ 1, cf. (2.43). If γ is small, then with probability tending to 1 as N goes
to infinity, there are at most c0 logN excursions of X. from C(x) to C˜(x) by time
N2d−δ , cf. (2.41), so (2.43) shows that TN is at least N2d−δ .
Our first goal is to prove (2.26). We denote with Rxk ≤ Dxk , k ≥ 1, the succes-
sive times of return to B(x) and departure from B˜(x), defined analogously as in
(1.5) with B and B˜ replaced by B(x) and B˜(x). In what follows, when this causes
no confusion, we will simply drop the superscript x and write Rk,Dk in place of
Rxk ,D
x
k , for simplicity.
We want to investigate the number of returns to C(x) and departures from C˜(x)
performed by X. during each time interval [Rk,Dk − 1], keeping in mind that for
large N ,
X. lies in B(x)c ⊂ C˜(x)c during each time interval [0, R1 − 1], and
[Dk,Rk+1 − 1], k ≥ 1 . (2.8)
We thus define the sequence of stopping times:
R′1 = D1 ∧ (HC(x) ◦ θR1 + R1), D′1 = D1 ∧ (TC˜(x) ◦ θR′1 + R′1) ,
and for m ≥ 1 ,
R′m+1 = D1 ∧ (HC(x) ◦ θD′m + D′m), D′m+1 = D1 ∧ (TC˜(x) ◦ θR′m+1 + R′m+1) .
(2.9)
The number of returns to C(x) and departures from C˜(x) during [R1,D1 − 1] is
then
Nx1 =
∑
m≥1
1{D′m < D1} , (2.10)
and the corresponding number during [Rk,Dk − 1], k ≥ 2, is
Nxk = Nx1 ◦ θRxk ,
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where the above equality holds matter-of-factly for k = 1 as well. We will use the
following, (see (2.3) for the notation):
Proposition 2.2. (d ≥ 2, δ ∈ (0, 1), 0 < γ ≤ δ′
(d−1) )
There is a constant c0 ≥ 1 such that
lim
N→∞
PN
[
sup
x∈E
∑
k≥1
Nxk 1
{
Rxk ≤ N2d−δ
} ≥ c0(logN)
]
= 0 . (2.11)
Proof. Note that for x ∈ E, k ≥ 1, Dxk+1 − Dx1 has the same distribution under
PN as Dk+1 − D1 in (1.18). Hence for large N , for any x ∈ E, using the strong
Markov property for the random walk Y of (1.16) at the entrance times in k, we
find
PN
[
Rx[N(d−1)(1−γ )] ≤ N2d−δ
] ≤ PY [HN([N(d−1)(1−γ )]−2) ≤ N2d−δ
]
≤ PY [H1 ≤ N2d−δ]N([N(d−1)(1−γ )]−2) ≤ (1 − cN−(d−δ/2)) 12 N1+(d−1)(1−γ )
≤ exp {− cN1+(d−1)(1−γ )−d+δ/2} ≤ exp{−cNδ/6} , (2.12)
thanks to our assumption on γ , as well as (3.4) of Chapter 3 of Durrett [9], and the
remark below (1.16).
Then observe that PN -a.s., up to time N2d−δ , the ZZ-component of X. remains
bounded in absolute value by N + N2d−δ . Hence, for large N , the sum inside the
probability in (2.11) vanishes for any x ∈ E with |xd+1| ≥ N2d . From this remark
and (2.12), we see that the claim (2.11) follows from:
lim
N→∞
PN
[
sup
x:|xd+1|≤N2d
∑
1≤k≤N(d−1)(1−γ )
Nxk ≥ c0(logN)
]
= 0 . (2.13)
The proof of (2.13) will rely on the next
Lemma 2.3. (d ≥ 2, 0 < γ < 1)
There are positive constants c1, c2 > 0 such that for large N , 0 ≤ λ ≤ c1, and
x ∈ E:
i) PN -a.s., for all k ≥ 2, EXRx
k
[eλNx1 ] ≤ 1 + c2 λN−(d−1)(1−γ )
ii) EN [eλNx1 ] ≤ 1 + c2 λN−(d−1)(1−γ ) . (2.14)
Proof. First observe that for k ≥ 1, λ ≥ 0, x ∈ E, dropping the superscripts from
the stopping times (as mentioned before), we find:
EXRk
[eλNx1 ] = 1 + (eλ − 1) ∑
m≥0
eλm PXRk
[Nx1 > m] , (2.15)
and with N large, for x ∈ E,m, k ≥ 1:
PXRk
[Nx1 > m]
(2.10)= PXRk [D′m+1 < D1]
(2.9)= PXRk [R′m+1 < D1]
= EXRk
[
D′m < D1, PXD′m [HC(x) < D1]
]
, (2.16)
using the strong Markov property at D′m in the last step.
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Then note that the simple random walk on ZZd+1  ZZd ×ZZ, for large N , when
starting at y ∈ ∂B∞(0, 2[Nγ ]) has a probability bigger than c > 0 of first reaching
B∞(0, [N4 ])c without entering B∞(0, [Nγ ]) and then exiting ZZd × [−2N, 2N ]
without entering B∞(0, [Nγ ]) + N ZZd × {0}, as follows from instance for the
invariance principle and standard estimates on the Green function. Hence for large
N , and any x ∈ E,
∀y ∈ ∂C˜(x), Py[HC(x) < D1] ≤ (1 − c) .
Inserting this inequality in the last line of (2.16), we find that for large N,m, k ≥ 1:
PXRk
[Nx1 > m] = PXRk [D′m+1 < D1] ≤ (1 − c) PXRk [D′m < D1]
induction≤ (1 − c)mPXRk [D′1 < D1] = (1 − c)mPXRk [Nx1 > 0] .
Coming back to (2.15), we see that when eλ(1 − c) < 1, for large N , any x ∈ E,
and k ≥ 1:
PN -a.s., EXRk [e
λNx1 ] ≤ 1 + (e
λ − 1)
1 − eλ(1 − c) PXRk [N
x
1 > 0] . (2.17)
Note that when k ≥ 2, PN -a.s., XRk ∈ ∂(B(x)c), and
PXRk
[Nx1 > 0] ≤ sup
y∈∂(B(x)c)
Py
[
HC(x) < TB˜(x)
]
strong Markov≤
translation invariance
sup
y∈∂Bc
Ey
[ TB˜−1∑
n=0
1{Xn ∈ C(0)}
]
/ inf
z∈C(0)
Ez
[TB˜−1∑
n=0
1{Xn ∈ C(0)}
]
.
(2.18)
Using now estimates on the Green function of simple random walk in a strip V =
ZZd × {−2N + 1, . . . , 2N − 1}, cf. (2.14) of [14], to bound the numerator from
above, cf. the term before the multiplication sign in (2.19) below, and for the
denominator a similar inequality as (1.11) to bound gV (·, ·) from below by cg(·, ·)
on B∞(0, [Nγ ])×B∞(0, [Nγ ]), cf. the term after the multiplication sign in (2.19)
below, we see that for large N , for k ≥ 2, and any x ∈ E:
PN -a.s., PXRk [N
x
1 > 0] ≤ c
Nγ (d+1)
N(d−1)
× N−2γ = cN−(d−1)(1−γ ) . (2.19)
Inserting this bound in (2.17), the claim (2.14) i) readily follows. As for (2.14) ii),
noting that X0 is uniformly distributed over B under PN , we see that
PN [Nx1 > 0] = PN
[
X0 /∈ B(x),HC(x) ◦ θRx1 < TB˜(x) ◦ θRx1
]
+PN [X0 ∈ B(x),HC(x) < TB˜(x)]
(2.18),(2.19)≤ cN−(d−1)(1−γ )
+|B|−1 ∑
y∈B(0)∩B(x)
Ey
[ TB˜(x)−1∑
n=0
1{Xn ∈ C(x)}
]
/cN2γ ,
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where we have used once again the same lower bound on the denominator of the last
expression in (2.18), as explained above (2.19). From the reversibility of the walk
on E with respect to the counting measure, the Green function of the walk killed
outside B˜(x), (that is defined analogously to (1.9)), is symmetric in its arguments.
We hence find that
PN [Nx1 > 0] ≤ cN−(d−1)(1−γ )
+cN−(d+1+2γ ) ∑
z∈C(x)
Ez
[ TB˜(x)−1∑
n=0
1{Xn ∈ B(0) ∩ B(x)}
]
≤ cN−(d−1)(1−γ )
+cN−(d+1+2γ )N(d+1)γ sup
z∈C(x)
Ez[TB˜(x)]
(1.20)≤ cN−(d−1)(1−γ ).
Coming back to (2.17), with k = 1, and integrating over the distribution of XR1 ,
we readily obtain (2.14) ii). unionsq
We will now prove (2.13) and thus conclude the proof of Proposition 2.2. To
this end we choose 0 < λ ≤ c1, cf. (2.14), and using the strong Markov property
at Rxk we find that for large N , any x ∈ E,
EN
[
exp
{
λ
∑
1≤k≤N(d−1)(1−γ )
Nxk
}]
≤
(
1 + c2λ
N(d−1)(1−γ )
)N(d−1)(1−γ ) ≤ exp{c2λ} .
Hence for large N , the probability in (2.13) is smaller than
cN2d+d exp{−λc0(logN) + c2λ} ,
and choosing λ = c1, c0 large enough we obtain (2.13). unionsq
We now come back to the proof of Theorem 2.1. For x ∈ E, we define the
successive returns to C(x) and departures from C˜(x) of the walk:
R˜x1 = HC(x), D˜x1 = TC˜(x) ◦ θR˜x1 + R˜
x
1 , and for m ≥ 1 ,
R˜xm+1 = HC(x) ◦ θD˜xm + D˜xm, D˜
x
m+1 = TC˜(x) ◦ θR˜xm+1 + R˜
x
m+1 .
(2.20)
Again for simplicity, we write R˜m, D˜m in place of R˜xm, D˜xm when this causes no
confusion. With (2.8) we also find:
for large N , PN -a.s., for all x ∈ E, sup{m ≥ 1; R˜xm ≤ N2d−δ}
≤ ∑
k≥1
Nxk 1{Rxk ≤ N2d−δ} . (2.21)
From now on we assume that γ , cf. (2.3), satisfies
0 < γ ≤ δ
′
(d − 1) . (2.22)
From (2.11), using the fact that visits to C(x) only occur during the time intervals
[R˜m, D˜m − 1], we find that:
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lim
N→∞
PN
[
∀x ∈ E,
N2d−δ∑
n=0
1{Xn ∈ C(x)} ≤
c0(logN)∑
m=1
TC˜(x) ◦ θR˜xm
]
= 1 . (2.23)
Analogously to (1.19), we also have for N ≥ 1:
sup
x,y∈E
Ey
[
exp
{ c
N2γ
TC˜(x)
}]
≤ c′ . (2.24)
Note that for large N , PN -a.s., the first sum in the probability in (2.23) vanishes
for all x ∈ E with |xd+1| ≥ N2d . We hence find that:
lim
N→∞
PN
[
for some x ∈ E,
N2d−δ∑
n=0
1{Xn ∈ C(x)} ≥ c3(logN)N2γ
]
≤ lim
N→∞
cN2d+d sup
x∈E
PN
[ ∑
1≤m≤c0(logN)
TC˜(x) ◦ θR˜xm ≥ c3(logN)N2γ
]
(2.24)≤ lim
N→∞
cN3d exp{−cc3(logN)} c′c0(logN) = 0 , (2.25)
if c3 is chosen large enough. In other words, when γ fulfills (2.22), we see that:
lim
N→∞
PN
[
for all x ∈ E,
N2d−δ∑
n=0
1{Xn ∈ C(x)} ≤ c3(logN)N2γ
]
= 1 . (2.26)
To conclude the proof of Theorem 2.1 for d ≥ 3, we will use the next geometric
lemma that holds true for d ≥ 1 and general 0 < γ < 1. We refer to the end of the
Introduction for our convention concerning constants.
Lemma 2.4. (d ≥ 1, 0 < γ < 1)
There is a positive constant c(γ ) such that for N ≥ c(γ ), whenever S ⊆ E
disconnects E, there is an x ∈ E such that
|C(x) ∩ S| ≥ cNdγ , (cf. (2.6) for the notation) . (2.27)
Proof. Assume S disconnects E, and denote with Top the connected component of
E\S containing (ZZ/NZZ)d ×[M,∞), when M is large. We can define the function:
t (x) = 1|C(x)|
∑
y∈C(x)
1{y ∈ Top} = |Top ∩ C(x)||C(x)| , x ∈ E . (2.28)
Note that
t (x) = 1, for large xd+1, t (x) = 0, for large negative xd+1 .
Moreover when |x − x′| = 1, (with  standing for the symmetric difference)
|t (x) − t (x′)| ≤ |C(x)C(x
′)|
|C(0)| ≤
c
Nγ
.
Thus for N ≥ c(γ ), there is at least one x∗ ∈ E such that:
∣
∣
∣t (x∗) − 12
∣
∣
∣ ≤ c
Nγ
<
1
4
. (2.29)
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Then for A ⊆ C(x∗) we define the relative boundary of A:
∂C(x∗)A = {y ∈ C(x∗)\A; ∃ x ∈ A such that |y − x| = 1} . (2.30)
Observe that:
∂C(x∗)(Top ∩ C(x∗)) ⊆ S ∩ C(x∗) , (2.31)
indeed any point in C(x∗) neighbor of a point in Top ∩C(x∗) has to belong to S if
it is not in Top ∩C(x∗). Moreover from the isoperimetric controls in (A.3), p. 480
of [8],
|∂C(x∗)(Top ∩ C(x∗))| ≥ c |Top ∩ C(x∗)|
d
d+1
(2.29)≥ c |C(x∗)|
d
d+1 ≥ cNdγ .
This and (2.31) proves (2.27). unionsq
Assuming d ≥ 3, and (2.22), we see that (2.26) and (2.27) imply that
PN
[
X[0,N2d−δ] disconnects E
] −→
N→∞
0 , (2.32)
which is the statement of Theorem 2.1.
Considering now the case of d = 2, we need a few additional notations, starting
with the grids in C(x):
lLx
def=(ZZ3∩B∞(0, L)
)+x ⊆ Lxdef=
( 
1000
ZZ3 ∩ B∞(0, L)
)
+x⊆C(x) . (2.33)
For i ∈ {1, 2, 3}, we denote with πi the respective projections E → ZZ/NZZ × ZZ,
when i = 1, 2, or (ZZ/NZZ)2, when i = 3, obtained by omitting the ith component
of x = (x1, x2, x3) ∈ E = (ZZ/NZZ)2 × ZZ, and replace Lemma 2.4 with the
following geometric lemma.
Lemma 2.5. In case d = 2, there is a positive constant c(γ, α) such that for
N ≥ c(γ, α), whenever S ⊆ E is a ﬁnite subset disconnecting E, one can ﬁnd
x∗ ∈ E, i∗ ∈ {1, 2, 3}, and E∗ ⊆ Lx∗ with
|E∗| = [c(L/)2], and y = y′ in E∗ ⇒ |y − y′|∞ ≥ 10, (2.34)
and
|πi∗(S ∩ D(y))| ≥ c2, for each y ∈ E∗ . (2.35)
Proof. Similarly to (2.28) we define the function
u(y) = |Top ∩ D(y)||D(y)| , y ∈ E, (2.36)
(see (2.7) for the definition of D(y)), and for x ∈ E, let
τ(x) =
∑
y∈lLx
1
{
|y − x|∞ ≤ 12L, u(y) ≥
1
2
}/ ∑
y∈lLx
1
{
|y − x|∞ ≤ 12L
}
. (2.37)
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If x, x′ ∈ E are such that |x3 − (x′)3| = , then
|τ(x) − τ(x′)| ≤ c 
L
.
Note that when the “vertical” component x3 of x is large positive τ(x) = 1, whereas
when it is large negative τ(x) = 0. Hence when N ≥ c(γ, α), we can find x∗ ∈ E
such that
|τ(x∗) − 12 | ≤
1
4
. (2.38)
Consider the discrete box B∗ = {y ∈ lLx∗ ; |y − x∗|∞ ≤ 12L} and its subset
A∗ = {y ∈ B∗; u(y) ≥ 12 }. In view of (2.38) and the isoperimetric controls in(A.3) of Deuschel-Pisztora [8] (here d = 2), we have that
|∂B∗A∗| ≥ c|B∗|2/3 ≥ c
(L

)2
. (2.39)
Observe that for each y ∈ ∂B∗A∗ there is a y′ ∈ B∗ which is a neighbor of y in
lLx∗ , such that y′ ∈ A∗, whereas y ∈ A∗. We then look at z ∈ Lx∗ ∩ [y, y′], where
[y, y′] denotes the “segment” {µy + (1 − µ)y′; 0 ≤ µ ≤ 1}. Observe that when
N is large (i.e. ≥ c(γ, α)), whenever z and z′ are neighbors in Lx∗ :
|u(z) − u(z′)| ≤ |D(z)D(z
′)|
|D(z)| ≤
2
1000
(2 − 1)2
(2 − 1)3 ≤ 10
−2.
Since u(y′) ≥ 12 and u(y) < 12 , we can choose a z(y) ∈ Lx∗ ∩ [y, y′] for each
y ∈ ∂B∗A∗ with |u(z) − 12 | ≤ 10−2, and naturally |z − y|∞ ≤ .
Then with a similar argument as in (2.31) and (A.6) of Deuschel-Pisztora [8],
we see that for some i(z) ∈ {1, 2, 3},
|πi(z)(S ∩ D(z))| ≥ |πi(z)(∂D(z)Top ∩ D(z))| ≥ c2. (2.40)
Therefore, looking at the restriction of ∂B∗A∗ to the sub-grids
(
(100ZZ3 + v) ∩
B∞(0, L)
) + x∗ ⊆ C(x∗) of lLx∗ , for v ∈ {0, . . . , 99}3, one can make sure that
one such restriction has at least cardinality c(L/)2. By further considering for y
in this restriction the z(y) with same i(z(y)), we can then find a subset E∗ of Lx∗
and an i∗ ∈ {1, 2, 3} so that both (2.34) and (2.35) hold. unionsq
Recall the definition for x ∈ E, of the successive returns R˜xk , k ≥ 1, to C(x)
and of the departures from C˜(x), D˜xk , k ≥ 1, cf. (2.20). Assuming (2.22), we know
from (2.21), (2.11), that
lim
N→∞
PN [ inf
x∈E
R˜x[c′0 logN ]
≤ N2d−δ] = 0, (2.41)
for a suitable constant c′0 ≥ 1. We thus see that
lim
N→∞
PN [TN ≤ N4−δ] ≤ lim
N→∞
PN [X[0,inf{R˜x[c′0 logN ]:x∈E}∧N
4−δ]
disconnects E] (2.42)
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and using Lemma 2.5
≤ lim
N→∞
∑
x∗,E∗,i∗
PN
[
∀z ∈ E∗, |πi∗(X[0,R˜x∗[c′0 logN ]]
∩ D(z))| ≥ c2
]
,
where in the above sum x∗ ∈ E is such that |x3∗| ≤ N4, i∗ ∈ {1, 2, 3} and E∗ ⊆ Lx∗
satisfies (2.34). In this sum we consider cN6 points x∗ ∈ E, and since |Lx∗ | ≤
c′(L/)3, for each x∗ there are at most exp[c(L/)2 log(cL/)] subsets E∗ ⊂ Lx∗
of size [c(L/)2] to consider. As L/ = 10−3(logN)α , to conclude the proof of
the theorem it thus suffices to show that for some β > 2α ∨ 1, some ρ > 0, all N
large enough and any x∗, E∗, i∗ as above,
qx∗,E∗,i∗ = PN [∀y ∈ E∗, |πi∗(X[0,R˜x∗[c′0 logN ]]
∩ D(y))| ≥ c2]
≤ exp(−ρ(logN)β) . (2.43)
Fixing now N and x∗, E∗, i∗ as above, for each y ∈ E we denote by S(y) the collec-
tion of (2− 1)2 disjoint discrete segments I = {z′ ∈ D(y); πi∗(z′) = πi∗(z)} of
length (2− 1) each, that partition D(y), and let S∗ be the union of the collections
S(y) for y ∈ E∗.
Since for any y ∈ E and (possibly random) time t ,
|πi∗(X[0,t] ∩ D(y))| =
∑
I∈S(y)
1{HI < t} ,
it follows that for N ≥ c(γ, α), and any λ > 0 we have:
qx∗,E∗,i∗ ≤ exp{−λ|E∗|c2}EN
[
exp
{
λ
∑
I∈S∗
1{HI < D˜x∗[c′0 logN ]}
}]
, (2.44)
where for U ⊆ E, the notations HU and TU respectively denote the entrance and
exit times of X· in or from U , cf. (1.2). Note that PN -a.s., for k ≥ 1,
∑
I∈S∗
1{HI < D˜x∗k+1} ≤
∑
I∈S∗
1{HI < D˜x∗k }+
( ∑
I∈S∗
1{HI < TC˜(x∗)}
)
◦ θR˜x∗k ,
and hence using the strong Markov property at times R˜x∗k we find that
EN

exp
{
λ
∑
I∈S∗
1{HI <D˜x∗[c′0 logN ]}
}

≤
(
sup
z∈C(x∗)
Ez[exp{λV∗}]
)c′0 logN
, (2.45)
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where V∗ =
∑
I∈S∗ 1{HI < TC˜(x∗)}. Further for z ∈ C(x∗), we have
Ez
[
exp{λV∗}
]
=
∑
m≥0
λm
m!
Ez
[
Vm∗
]
≤
∑
m≥0
λm
m!
∑
σ∈Sm
∑
I1,... ,Im∈S∗
Pz[HIσ(1) ≤ . . . ≤ HIσ(m) < TC˜(x∗)]
=
∑
m≥0
λm
∑
I1,... ,Im∈S∗
Pz[HI1 ≤ . . . ≤ HIm < TC˜(x∗)]
≤ 1 +
∑
m≥1
λm
∑
I1,... ,Im−1∈S∗
Ez
[
HI1 ≤ . . . ≤ HIm−1 < TC˜(x∗), EXHIm−1 (V∗)
]
≤
∑
m≥0
λm
(
sup
z∈C(x∗)
Ez(V∗)
)m
. (2.46)
Moreover, for z ∈ C(x∗), by using the strong Markov property at the stopping time
HD(y), we have that
Ez(V∗) =
∑
y∈E∗
∑
I∈S(y)
Pz[HD(y) < TC˜(x∗), PXHD(y) [HI < TC˜(x∗)]]
≤
∑
y∈E∗
Pz[HD(y) < TC˜(x∗)] × sup
y∈C(x∗),v∈D(y)
·
∑
I∈S(y)
Pv[HI < TC˜(x∗)]
def= h1(z, E∗)h2().
Of the (2−1)2 segments I ∈ S(y), at most ck are of distance k = 1, . . . , c from
v ∈ D(y), so using classical estimates on hitting probability for a simple random
walk on ZZ2, we have that
h2() ≤
c∑
k=1
ck
log
(
c
k
)
log c
≤ c4 
2
log 
.
Similarly, using classical estimates on hitting probabilities for a simple random
walk on ZZ3, and considering the worst case choice of z ∈ C(x∗) and E∗ ⊂ Lx∗ of
a given size, we have that
h1(z, E∗) ≤
∑
y∈E∗
( c
| y−z

|
)
∧ 1 ≤
c|E∗|1/3∑
k=1
ck2
1
k
≤ c5|E∗|2/3 .
We can now choose
λ = 1
2c4c5
|E∗|−2/3 log 
2
, (2.47)
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so that coming back to (2.46) we see that Ez(exp(λV∗)) ≤ 2. Substituting this in
(2.44) and (2.45), we find that
qx∗,E∗,i∗ ≤ exp{−λ|E∗|c2}2c
′
0 logN .
Note that by (2.34) and (2.4), for β = 1 + 2α/3, some c6(γ, α) > 0 and all N
sufficiently large,
λ|E∗|c2 ≥ c(L/)2/3 log  ≥ c6(logN)β .
Since (2α ∨ 1) < 1 + 2α/3 in view of the choice of α < 3/4 in (2.3), this proves
(2.43), and therefore the theorem. unionsq
Remark 2.6. When d = 1, it is immediate to prove that (2.1) holds. This together
with Remark 1.4 shows that Theorem 1 holds when d = 1 as well. However as
already mentioned in the discussion below (0.6) when d ≥ 2, there is a substantial
discrepancy between the disconnection time TN and C˜N the cover time of the box
by the projection of X., whereas for d = 1, both log TN/ logN and log C˜N/ logN
tend to 2 in P -probability. The results of Section 3 will amplify the qualitative
difference between the two cases.
3. Clogging at time TN
The main objective of this section is to prove Theorem 2 of the Introduction, and
thus show that when d ≥ 2; for any  > 0, for large N , the truncated cylinder
B = {x ∈ E; |xd+1| ≤ Nd−} , (3.1)
with high P0-probability is pretty much “clogged” by the trajectory X[0,TN ]. This
effect ought to be contrasted with what happens when d = 1, cf. Remark 3.2.
Theorem 3.1. (d ≥ 2)
For , η ∈ (0, 1), max
x∈B
d(x,X[0,TN ])
Nη
−→
N→∞
0, in P0-probability , (3.2)
(cf. above (0.7) for the notation).
Proof. We introduce the sequence τk, k ≥ 0, of (Fn)-stopping times describing the
successive displacements of the ZZ-component Xd+1. of X, at distance 2N :
{
τ0 = 0, τ1 = inf{n ≥ 0, |Xd+1n − Xd+10 | ≥ 2N}, and for k ≥ 1 ,
τk+1 = τ1 ◦ θτk + τk .
(3.3)
On an auxiliary probability space (
∑
,A, P ), we consider a simple random walk
on ZZ, starting at 0, (Zk)k≥0. From the strong Markov property applied at times
(τk)k≥0, we find that
under P0, (ZNk )k≥0
def=
( 1
2N
Xd+1τk
)
k≥0
has same law as (Zk)k≥0 under P .
(3.4)
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We will be interested in the local time processes
LN(z, k) =
k∑
m=0
1{ZNm=z}, L(z, k) =
k∑
m=0
1{Zm=z} , with k ≥ 0, z ∈ ZZ . (3.5)
We then choose:
, η ∈ (0, 1) and 0 < δ < 1
4
(η ∧ ) . (3.6)
We first observe that
lim
N→∞
P0[τ[N2d−2−δ] ≥ TN ] = 0 . (3.7)
Indeed the above probability is smaller than
P0[TN < N2d−δ/2] + P0[τ[N2d−2−δ] ≥ N2d−δ/2] .
In view of Theorem 2.1, the first term tends to 0 as N goes to infinity. As for the
second term, it follows from (1.19) and the strong Markov property at τk that
P0[τ[N2d−2−δ] ≥ N2d−δ/2] ≤ exp
{
− c
N2
N2d−δ/2
}
c′
[N2d−2−δ ] −→
N→∞
0 ,
whence (3.7). As a result Theorem 3.1 will be proved once we show that:
A
def= P0
[
max
x∈B
d(x,X[0,τ[N2d−2−δ ]]) > N
η
] −→
N→∞
0 . (3.8)
To this end we observe that
A ≤ A1 + A2, where
A1 = P0
[
max
x∈B
d(x,X[0,τ[N2d−2−δ ]]) > N
η, and
inf
|z|≤Nd−1−
LN(z, [N2d−2−δ]) ≥ Nd−1−2δ
]
,
A2 = P0
[
inf
|z|≤Nd−1−
LN(z, [N2d−2−δ]) < Nd−1−2δ
]
.
(3.9)
We first bound A1. For x ∈ E, we denote with Bx,η the ball B∞(x, Nηd+1 ) ⊆ E, see
the beginning of Section 1 for the notation, and note that standard Green function
estimates imply that for large N :
inf
|yd+1−xd+1|≤N
Py[HBx,η < τ1] ≥ c N−(d−1)(1−η) ≥ c N−(d−1−η) . (3.10)
Now for x ∈ B , denote with z some integer such that |2zN − xd+1| ≤ N , and
|z| ≤ Nd−1− , (such a z exists for all x ∈ B , when N is large). Let Hzm,m ≥ 1,
stand for the successive times τk, k ≥ 0, when Xτk has a ZZ-component equal to
On the disconnection of a discrete cylinder by a random walk 339
2zN . The strong Markov property of X. at Hzm shows that when N is large, we
have:
A1 ≤ |B | max
x∈B
P0
[
for 1 ≤ m < Nd−1−2δ, HBz,η ◦ θHzm > τ1 ◦ θHzm
]
(3.10)≤ |B |
(
1 − cN−(d−1−η)) 12 Nd−1−2δ (3.6)−→
N→∞
0 .
(3.11)
We now bound A2 in (3.9). With (1.20) of [5], one can construct on some proba-
bility space (˜, A˜, P˜ ) a one-dimensional Brownian motion (B˜t )t≥0, and a simple
random walk on ZZ starting from 0, so that denoting by L˜(x, t), x ∈ lR, t ≥ 0, a
jointly continuous version of the local time of B˜., and by L(x, k), x ∈ ZZ, k ≥ 0,
with an abuse of notation, the local time of the simple random walk, as in (3.5),
one has:
P˜ -a.s., for all ρ > 0, lim
n→∞ n
− 14 −ρ sup
x∈Z
|L˜(x, n) − L(x, n)| = 0 . (3.12)
In view of (3.4) and the above one finds
A2 ≤ B1 + B2, with
B1 = P˜
[
sup
x∈Z
|L˜(x, [N2d−2−δ]) − L(x, [N2d−2−δ])| ≥ Nd−1−2δ], and
B2 = P˜
[
inf
|z|≤Nd−1−
L˜(z, [N2d−2−δ]) < 2Nd−1−2δ] . (3.13)
Now from (3.6) we see that d −1−2δ > 14 (2d −2− δ), and it follows from (3.12)
that
B1 −→
N→∞
0 . (3.14)
Let us now bound B2. For λ > 0, L˜(λ·, λ2·) and λL˜(·, ·) have same law under P˜ ,
as a result of Brownian scaling. We thus see that for large N
B2 ≤ P˜
[
inf
|z|≤Nd−1−
L˜(z,N2d−2−2δ) < 2Nd−1−2δ
]
scaling= P˜ [ inf
|y|≤Nδ−
L˜(y, 1) < 2N−δ
] −→
N→∞
P˜ [L˜(0, 1) = 0] = 0 , (3.15)
where we used monotone convergence, continuity of the local time and δ < ,
cf. (3.6), in the calculation of the limit. With (3.11) this concludes the proof of (3.8)
and hence of Theorem 3.1. unionsq
Remark 3.2. When d = 1, the “clogging” effect mentioned in (3.2) does not take
place, and with non-vanishing probability, as N tends to infinity, there are points in
B at distance of order N from X[0,TN ]. This fact is a straightforward consequence
of the invariance principle and the support theorem for Wiener measure.
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