ABSTRACT: A description of the ATLAS Inner Detector (ID) software trigger algorithms and the performance of the ID trigger for LHC Run 1 are presented, as well as prospects for a redesign of the tracking algorithms in Run 2. The ID trigger HLT algorithms are essential for a large number of signatures within the ATLAS trigger. During the shutdown, modifications are being made to the LHC machine, to increase both the beam energy and luminosity. This in turn poses significant challenges for the trigger algorithms both in terms of execution time and physics performance. To meet these challenges the ATLAS HLT software is being restructured to run as a single stage rather than in the two distinct levels present during the Run 1 operation. This is allowing the tracking algorithms to be redesigned to make more optimal use of the CPU resources available and integrate new detector systems being added to ATLAS for post-shutdown running. Expected future improvements in the timing and efficiencies of the Inner Detector triggers are also discussed. In addition, potential improvements in the algorithm performance resulting from the additional spacepoint information from the new Insertable B-Layer are presented. 
Introduction

18
The ATLAS detector [1] is one of two general purpose experiments at the LHC [2] . During the 
26
During the current LHC Long Shutdown 1, the LHC machine and experiments are being up-27 graded in preparation for Run 2. The LHC machine will be upgraded to a collision energy of 13-14 28 TeV, together with an improvement in the instantaneous luminosity, which will lead to an increase 29 in the average number of interactions per bunch crossing to <µ> = 50 and over. The increase in 30 collision energy and instantaneous luminosity necessitate significant improvements to the ATLAS 31 detector, and particularly the trigger and data acquisition system. 
The ATLAS Inner Detector
33
The ATLAS Inner Detector (ID) provides precise tracking and vertexing close to the point of in-34 teraction and enables accurate identification and measurement of objects such as electrons, muons, 35 tau leptons and heavy flavour jets.
36
The ID is formed of three sub-detectors arranged in concentric layers with each using different When an event is accepted by the L1 trigger, data are read out from the pipelines on the 54 detector front end electronics into custom ReadOut Buffers (ROBs), where they are stored for 55 access by the L2 processors. To reduce the rate at which data must be read out from the ROBs,
56
Regions of Interest (RoIs) are identified by the L1 trigger which contain features of interest which 57 merit further processing. The RoI based data access reduces the data that must be read out to 58 approximately 2% of the full detector volume.
59
An L2 decision, if the event is to be kept, is followed by the EF reconstruction which runs 
Tracking Performance
63
The efficiency of the HLT for electrons was measured using the tag and probe method. In this 64 study, a tag lepton was required to be reconstructed in the electromagnetic calorimeter and the 65 ID, and a probe lepton was required to be reconstructed in the calorimeter only (although leptons 66 with ID hits are not vetoed). These were then matched to offline electron tracks in order to reduce 67 the contribution from background processes. No tracking selection cuts were applied to the probe 68 electron in the trigger to avoid bias.
69
The efficiency of a given trigger algorithm depended on whether there was a match between identification; all of which are extremely beneficial in high pileup conditions.
94
Whilst the HLT software tracking algorithms will also be updated and restructured during this efficiency should increase and the resolution on the impact parameter measurement should improve.
99
For this study 14 TeV samples of tt events generated using MC@NLO [5] were used which 100 allowed the tracking to be evaluated under reasonably high multiplicity conditions. The samples 101 were filtered to select events containing single muon and di-muon final states and tracks recon-102 structed by the triggers were required to be in the range |η| < 2.5, and to have at least one hit in for other track parameter resolutions [6] .
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Software Development and Optimisation
108
A schematic of the planned redesign of the HLT software is shown in Figure 4 . For Run 2 the two 109 distinct HLT stages (L2 and EF) will be modified to run on a single node on the HLT computing farm. This will reduce the overall data volume that needs to be requested by the HLT system, since 111 data requested by the L2 algorithms will no longer need to be requested again when building the 112 event for the EF processing. The operation of the HLT will still be similar to the separate tiers used 
Optimisation Studies
121
The timing performance of the ID Trigger software was evaluated using profiling tools to identify 
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Test jobs were then profiled using the Callgrind [8] tool which collected the number of in- was found that only a small fraction of functions contributed to the majority of instruction fetches.
138
Functions with the highest number of CPU instruction fetches per event are shown in Figure 6 . Figure 6 . Number of CPU instruction fetches per event generated collected by the callgrind profiling tool. Functions with the highest number of instruction fetches are illustrated. The software library containing each function is shown in parentheses. From Reference [6] .
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such as cache-misses and branch mis-prediction, to be identified and attributed to specific sections 145 of source code.
146 Figure 7 illustrates the CPU cycle data collected for one of the costly functions profiled in the 147 ID Trigger code. In this case branch mis-prediction is the cause of 21% of the total unhalted cycles 148 measured executing this function and was therefore considered as an area for potential optimisation.
149
An isolated copy of the Z-finder algorithm was modified with the aim of reducing the amount of for this test code can be seen in Figure 8 where the mean execution time per RoI is 2.1 ms with the 152 unmodified code and improves to 1.1 ms after optimisation. vectorization due to such dependencies.
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To gain significant performance improvements from vectorization it was therefore necessary to man- 
