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ABSTRACT
Network embedding is a method to learn low-dimensional repre-
sentation vectors for nodes in complex networks. In real networks,
nodes may have multiple tags but existing methods ignore the
abundant semantic and hierarchical information of tags. This in-
formation is useful to many network applications and usually very
stable. In this paper, we propose a tag representation learningmodel,
Tag2Vec, which mixes nodes and tags into a hybrid network. Firstly,
for tag networks, we define semantic distance as the proximity
between tags and design a novel strategy, parameterized random
walk, to generate context with semantic and hierarchical informa-
tion of tags adaptively. Then, we propose hyperbolic Skip-gram
model to express the complex hierarchical structure better with
lower output dimensions. We evaluate our model on the NBER
U.S. patent dataset and WordNet dataset. The results show that our
model can learn tag representations with rich semantic information
and it outperforms other baselines.
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1 INTRODUCTION
Network embedding is a method to learn low-dimensional represen-
tation vectors for nodes in complex network and has drawn much
attention recently [16, 27, 30]. The representation vectors helps to
complete many machine learning tasks, such as node classification
[3], node clustering [23] and link prediction [21].
But in real networks, nodes are often attached with multiple
tags, and each tag represents a characteristic of the node. For ex-
ample, there are interested domain tags of researchers in academic
networks and discussion topic tags of users in forum networks
[20]. Tags have abundant semantic information, which can be used
to measure the semantic distances between tags. For example, in
academic networks, considering the semantic distance between two
interested domain tags, Artificial Intelligence is closer to Machine
Learning than Operating System. In addition, tags have abundant
hierarchical information. For example, Optics and Transportation
are the sub-categories of Mechanical, which should be considered
when leaning their representations. But considering tags as discrete
features with one-hot encoding in previous work is based on a
simple assumption that different features are irrelevant. It will also
cause the sparsity of vectors and inefficiency of algorithms.
Therefore, similar to learning the node representation vectors,
we want to learn the tag representation vectors in networks, so
that the semantic distances between tags can be reflected. On the
one hand, because of the semantic and hierarchical information of
tag representations, they can help to improve the performance of
network applications and study the characteristics and behaviors
of tags. On the other hand, as tags are usually stable, we can obtain
good representations even though part of networks is lacking.
Existing network embedding methods, such as DeepWalk [27]
and LINE [30], only learn the node representations. But tag net-
works are a special kind of heterogeneous networks which contains
the interaction relationship between nodes as well as the affiliation
relationship of tags and nodes. There are two main challenges of
learning tag representations in the heterogeneous networks:
• How to learn the semantic information of tags? If two nodes
have tags with similar semantic information, they will have
small semantic distance. If two tags have many members
with close relationship, they will be close as for semantic
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distance. So in tag representation learning, we have to con-
sider the semantic information of nodes and tags. Besides,
we need to distinguish the interaction relationship between
nodes and the affiliation relationship between tags.
• How to represent the tags? In tag representation, we describe
the complex traverse and vertical structure of tags with the
help of interaction relationships between nodes and affil-
iation relationships between nodes and tags. Traditional
embedding methods learn interaction relationships in Eu-
clidean spaces, but ignore affiliation relationships. If we use
tree-like structure to describe the data in Euclidean spaces, it
will causes the problem of high computational cost and data
sparsity when the hierarchical structure becomes complex.
In this paper, we propose a tag representation learning model,
Tag2Vec. We learn the representation vectors of tags to reflect their
semantic information and hierarchical structure. Firstly, we mix
tags and nodes into a hybrid network to consider the influence of
semantic information between tags and nodes. We adopt the param-
eterized random walk strategy to generate the context that reflects
the semantic distance between tags. Then, because of the disability
of learning vertical affiliation relationship in Euclidean spaces, we
propose the hyperbolic Skip-gram model to learn representation
vectors in hyperbolic spaces. Hyperbolic spaces are a kind of metric
spaces, and they expand exponentially with regard to the radius
r . They confirm to the growth of hierarchical relationship of tags
so that learning representations in hyperbolic spaces can better
describe the affiliation relationship of tag networks.
The main contribution of this paper is:
• We propose a tag representation learning model Tag2Vec,
which learns tag representation vectors in networks to reflect
the semantic information of tags.
• We design a parameterized randomwalk strategy to generate
the context with semantic information. It sets parameters to
control the proportion of different semantic information.
• We propose hyperbolic Skip-gram model to learn represen-
tations in hyperbolic spaces. We improve the representative
ability of tag vectors with the help of two advantages of
hyperbolic spaces: capable to learn affiliation relationship
and reduce the dimensions.
We conduct experiments on two datasets. The results demonstrate
that our model can learn representations with rich semantic infor-
mation of tags and is superior than baselines.
2 RELATEDWORK
As tags are usually text or labels, they can be regarded as special
nodes in heterogeneous networks or attributes of nodes. Mean-
while, the hierarchical structure of tags can be expressed in hyper-
bolic spaces. So we discuss related work of three kinds of network
embedding methods [9] separately: structure-preserving, attribute-
preserving and hyperbolic network embedding.
Many successful network embedding methods have been pro-
posed recently for preserving topological structure [7, 12, 16, 27,
30, 31]. They are working on a homogeneous network but insuffi-
cient in networks with tags for the ignorance of tag information. A
feasible method is to build heterogeneous networks, where tags are
regarded as another type of nodes. Existing heterogeneous network
embedding methods can be achieved by partitioning heterogeneous
networks into a set of networks [29, 33], establishing a deep learn-
ing structure [8, 32], or using meta path based models [10, 13, 19].
However, these methods ignore the higher status of tags in hy-
brid networks and also leave the hierarchy between tags hidden.
Therefore, Tag2Vec is proposed in order to represent tags with both
semantic and hierarchical information clearly.
Attribute-preserving network embedding methods embed nodes
according to both the graph topology and the node attributes. An
attribute of a node can be a text [34], a label [18, 26], or the node
content [26, 28]. If two nodes have similar attributes, they will have
close embedding vectors. However, attribute-preserving network
embedding does not give every attribute an embedding vector and
does not learn semantic information between attributes explicitly.
Tag2Vec learns the representations of tags and nodes simultane-
ously, modelling the relationship between nodes and between tags.
Many real world networks actually have hierarchical or tree-
like structure [1]. Learning representations in Euclidean spaces
requires large dimensions to hold a network with complex hierar-
chical relationships[6, 24]. Hyperbolic space [4, 15] can reflect the
latent hierarchy of embedded nodes with low dimensions. Poincare
network embedding [25] embeds words into hyperbolic space in a
way such that their distance in the embedding space reflects their
semantic similarity. [14] embeds acyclic graphs into hyperbolic
space to learn their hierarchical features. But these methods only
focus on learning representations in homogeneous networks with-
out tags. In this work, we learn the representations of both nodes
and tags under the hyperbolic space.
3 PROBLEM DEFINITION
In this section, we define some problems in tag embedding formally.
Definition 3.1. A Tagged Network is defined asG =< V ,E,T >,
where V = {vi }, i = 1, 2, ...,n represents the set of nodes, E =
{ei j }, i, j = 1, 2, ...,n, i , j represents the set of edges, and T =
{Ti }, i = 1, 2, ...,n represents the set of tags that each node belongs
to. Each tag corresponds to a literal symbol and labels a characteris-
tic of a a node. Each nodevi havek tagsTi = {ti1 , ti2 , ..., tik }, ti j ∈ T .
If node vi is labeled by tag t , node vi has a tag t .
In a tagged Network, an edge between two nodes reflects their
interaction relationship, while an edge between a node and a tag re-
flects their affiliation relationship. For example, in social networks,
a node is a user, and two users have friend relationship if there
exists an edge between them. A tag of the node may be a character-
istic label, an interested topic or a community of the user. A node
corresponds to multiple tags and a tag corresponds a set of nodes.
The text of a tag can only reflect part of the semantic information.
Its semantic information is decided by the characteristic of its nodes
in spirit. Therefore, we introduce ground-truth community to define
the semantic distance between tags.
Definition 3.2. A Ground-truth Community Ct is the set of
nodes labeled by tag t .
A tag corresponds to a ground-truth community. The distance
between tags is defined by the relationship between their ground-
truth communities. In the following, we introduce two types of
relationships between Ground-truth Communities.
Definition 3.3. Member Similarity is the ratio of the common
members to all members in two ground-truth communities, which
is extended from the definition of common neighbor similarity [11]:
DMS (Ct1 ,Ct2 ) =
|Ct1 ∩Ct2 |2
|Ct1 | · |Ct2 |
.
For two tags in a tagged network, they are closer semantically if
their ground-truth communities have more common members.
Definition 3.4. Social Closeness is the ratio of the connected
edges between members of two ground-truth communities to all
their inter-connected edges:
DSC (Ct1 ,Ct2 ) =
|Edдe(Ct1 ,Ct2 )|2
|Edдe(Ct1 ,V −Ct1 )| · |Edдe(Ct2 ,V −Ct2 )|
,
where Edдe(Ct1 ,Ct2 ) is the set of the connected edges between
members of Ct1 and Ct2 , and Edдe(Ct1 ,V − Ct1 ) is the set of all
inter-connected edges of Ct1 .
For two tags in a tagged network, they may be close semanti-
cally if the members of their ground-truth communities have close
relationship.
Definition 3.5. Given a tagged network G =< V ,E,T >, the
problem of Tag Embedding aims to represent each tag t ∈ T in a
low-dimensional space Rd . In other words, it aims to learn a map-
ping function f : T → Rd , where d << |V |, and the representation
vectors in Rd preserve both member similarity and social closeness
between ground-truth communities.
The computational complexity of member similarity and social
closeness isΘ(|T |2), where |T | is the number of tags. As the complex-
ity of social closeness is related to node numbers of communities,
average degrees of communities, and neighborhood orders, it will
be much higher in realit. Therefore, to avoid the expensive compu-
tation, we mix the nodes and tags into the same network to learn
their semantic information, including the member similarity and
social closeness between the tags. And we call the mixed network
as node-tag hybrid network:
Definition 3.6. A Node-Tag Hybrid Network H =< V ′,E ′ >
is derived from a tagged network G =< V ,E,T >, where V ′ =
V + T ,E ′ = E + ET . For v ′ ∈ V ′, v ′ is a plain node if v ′ ∈ V .
Otherwise, it is a tag node if v ′ ∈ T . For e ′ ∈ E ′, e ′ is an interaction
edge if e ′ =< v1,v2 >∈ E. Otherwise, it is an affiliation edge if
e ′ =< v, t > and node v is labeled by tag t .
4 TAG REPRESENTATION LEARNING MODEL
If we regard a node-tag hybrid network as a normal network and use
traditional network embedding methods, we can get the represen-
tations for both plain nodes and tag node. However, the difference
between plain nodes and tag nodes in the Node-Tag Hybrid Net-
work are ignored. And we can’t learn the semantic information of
tags explicitly, neither.
In this section, we propose Tag2Vec, a tag representation learn-
ing model. In a node-tag hybrid network, we design a new strategy,
parameterized Random walk, to generate the context with both
member similarity and social closeness information between tags.
Meanwhile, We train a hyperbolic Skip-gram model with the gen-
erated context to learn the hyperbolic representation vectors of
plain nodes and tag nodes. It can reduce the output dimensions and
describe the transverse and vertical relationship between tags more
accurately.
4.1 Parameterized RandomWalk
We design a Tag2Vec parameterized random walk strategy in a
node-tag hybrid network. Firstly, it can reflect both member simi-
larity and social closeness between tags, and the ratio between their
weights can be controlled by the parameter. Secondly, it should
contain hierarchical information of both transverse and vertical
relationship between tags for hyperbolic Skip-gram model, and the
ratio between their weights can be controlled by the parameter, too.
Specifically, we adopt two strategies to control parameters for dif-
ferent semantic information and different dimensional information.
4.1.1 Walk Patterns for Semantic Information. If two tags have
similar semantic information, their representation vectors should
be closer in the vector space. So, tag nodes with smaller semantic
distance should appear more simultaneously in the context. As the
semantic distance is decided by member similarity and social close-
ness, we consider two basic walk patterns for them respectively.
• MS-driven walk. As shown in Figure 1(a), in MS-driven
walk, tag nodes with common members may appear simul-
taneously in the random walk sequences. There must be one
and only one plain node between a pair of tag nodes, and
the plain node is the common member of two tags.
• SC-driven walk. As shown in Figure 1(b), in SC-driven
walk, tag nodes with connected members may appear si-
multaneously in the random walk sequences. There must be
more than two plain nodes between a pair of tag nodes, and
the adjacent plain nodes are connected.
t1
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(a) MS-driven walk.
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(b) SC-driven walk.
Figure 1: Walk Patterns.
We notice that in a node-tag hybrid network, there are no edges
between tag nodes. Combining the two basic walk patterns, we find
that when the current node is a tag node, the next node must be a
plain node. When the current node is a plain node, the next node
may be a tag node or a plain node.
When the current node is a tag node, we should select a member
node from the ground-truth community of the tag. We consider
that members with high social influence are more important to
the community. So we calculate the weights of tag-to-plain edges
according to the centrality, such as degree centrality, of plain nodes
in the original network.
When the current node is a plain node, we should select the
type of nodes as the next step, a tag node or a plain node. A tag
node corresponds to MS-driven walk, and a tag node corresponds
to SC-driven walk. So we set a parameter p as the probability to
select a tag node and adopt the strategy of MS-driven walk.
4.1.2 Transverse and Vertical Relationship. As we discussed above,
we introduce the hyperbolic representation vectors to distinguish
the transverse interaction and vertical affiliation relationships, and
discover the hierarchical semantic information of tags. This requires
that the context generated by random walk must contain enough
transverse and vertical relationships between tags. However, in a
node-tag hybrid network, there are no edges between tags, and the
correlation information between tags is obtained implicitly by the
random walk sequence. We can know which type of relationship
two tags have only when we finish the learning procedure. So we
want to control the relationship between tags in the same sequence
and the ratio between two types of relationships.
We find that the sizes of ground-truth communities are effective
to infer the relationship between tags. If two tags have transverse
interaction relationship, the difference between their community
size may be small. While two tags with vertical affiliation relation-
ship, the difference between their community size may be large.
Thus, we can control the selection of the next tag in the random
walk sequence according to their community sizes.
Specifically, in the random walk, if the current node is a plain
node, we have to select a tag node from the tag neighbors as the
next tag t . We consider the last tag tlast in the current random
walk sequence and compare the community size of tlast with t . We
consider two strategies.
• Transverse Interaction Relationship. If the next step is
to sample for transverse social relationship, we tend to select
the tags having similar community size with the last tag.
Wsimi (v, t) = B · exp(−(|t | − |tlast |)2)
• Vertical Affiliation Relationship. If the next step is to
sample for vertical affiliation relationship, we tend to select
the tags having different community size with the last tag.
Wdif f (v, t) = B · exp((|t | − |tlast |)2)
Notice that B is the normalization constant. We set a parameter q
as the probability to adopt the transverse interaction relationship.
4.2 Hyperbolic Skip-Gram
In tag representation learning, the relationships between tags con-
tain both transverse interaction relationships and vertical affiliation
relationships. But in fact, most tag relationship is between trans-
verse and vertical. For example, in Figure 2(a), it is a tree describing
the relationships between research fields. A node and one its chil-
dren have affiliation relationship, while the children of a node may
have interaction relationship. But as for two subjects, Physics and
Physical Chemistry, we can’t describe their relationship in this tree.
Hyperbolic geometry is a non-Euclidean geometry that studies
the spaces of constant negative curvature. It is capable to model
the hierarchical structure with low dimensions. Meanwhile, in con-
tinuous hyperbolic spaces, there are no distinct hierarchies, which
means there are no distinct affiliation relationships. In general,
nodes with higher levels are placed closer to the origin of the sphere
and the children of a node are placed in the area with similar angle
and longer distance to the origin. We show relationships discussed
above in a two-dimensional hyperbolic space in Figure 2(b). It de-
scribes the relationships between Physical Chemistry, Physics and
Chemistry suitably. Besides, Euclidean spaces expand polynomially
Natural 
Science
Physics Chemistry
Condensed 
Physics
High 
Energy 
Physics
Physical 
Chemistry
Organic 
Chemistry
(a) Tree Structure
Natural 
Science
Physics Chemistry
High 
Energy 
Physics
Physical 
Chemistry
Organic 
Chemistry
(b) Hyperbolic Structure
Figure 2: The Structure of A Tag Network
while hyperbolic spaces expand exponentially with regard to the
radius r . So we can learn the representations in hyperbolic spaces
with less parameters and lower dimensions. Therefore, embedding
in hyperbolic spaces can not only describe the complex relationship
between tags, but also reduce the output dimensions.
Existing network embedding method[25] uses a pure strategy
that models the edge probability and it is not a Skip-gram procedure.
That is to say that we can’t learn the hyperbolic representation
vectors from the context generated by Tag2Vec paratemeterized
random walk. Thus, we propose a method to learn the represen-
tations on the Poincare ball with Skip-gram, as Poincare disk is a
common and simple way to model htperbolic geometry.
Euclidean and hyperbolic spaces are both Riemannian spaces.
Their difference is that Euclidean spaces have isotropic Riemannian
metric tensor д(E). While in hyperbolic spaces, the metric tensor is:
д
(H )
x = (
2
1 − ∥®x ∥2 )
2д(E). (1)
Therefore, in hyperbolic spaces, д(H )x is related to the vector ®x
and it is not shift-invariant. So there isn’t a simple formation of
global inner-product. But there is still the definition of the distance
between two points in hyperbolic spaces:
dH (®u, ®v) = cosh−1(1 + ∥®u − ®v ∥
2
(1 − ∥®u∥2)(1 − ∥ ®v ∥2) ). (2)
In traditional Skip-gram model, we use the scoring function
s(w,h) between the word w and the context h to evaluate their
closeness. Then we have the probability distribution of the context
h given the wordw in the neural probabilistic language model [2]
P(h |w) = exp(s(w,h))∑
h′ exp(s(w,h′)) .
Traditionally, s(w,h) is a linear function, where we calculate the
inner-product of ®w and ®h. It is an operation in Euclidean spaces
and we want to transfer it into hyperbolic spaces. But as mentioned
above, there is no definition of inner-product in hyperbolic spaces.
So we transform s(w,h) into a function with regard to the distance:
s(w,h) = −A∥ ®w − ®h∥2 + B = −A(d2( ®w, ®h)) + B, (3)
where A and B are parameters. But as the probability is normal-
ized by a constant
∑
h′ exp(s(w,h′)), they have no influence on
the model. So the probability distribution P(h |w) can be calculated
according to the Euclidean distance:
P(h |w) = exp(Φ(d(w,h)))∑
h′ exp(Φ(d(w,h′)))
, (4)
where Φ can be a non-linear operator.
Therefore, we replace Euclidean distance dE with hyperbolic
distance dH . For simplicity, we let Φ as an identify function and
define the loss function using maximum likelihood estimation. We
use negative sampling to accelerate and the final loss function is
L( ®w) = −
∑
(i, j)∈D
logσ (−dH ( ®wi , ®hj ))
+ k · Ehn∼Pn (h)
[
logσ (dH ( ®wi , ®hn ))
]
,
(5)
where σ (x) = 11+exp(−x ) and Pn (h) is the noise distribution for
negative sampling.
4.2.1 Optimization. As we use distance function dH (w,h) in hy-
perbolic spaces, the loss function can be optimized with Riemannian
stochastic gradient descent (RSGD) optimization method [5].
5 EXPERIMENT
In order to demonstrate the superiority of our tag embeddings, we
conduct the experiment on two datasets.
5.1 Dataset
We have to choose datasets with tags of nodes, such as communities,
categories, and other discrete features. Meanwhile, these tags may
have implicit hierarchical correlation.
• NBER Patent Citation Data [17] describes patents in U.S.
over the last 30 years. Each patent is a node and each citation
is an edge in our network. Each node has one class, one
category and sub-category as its tags. There are 6 categories,
35 sub-categories, and 426 classes classified by USPTO. We
extract a sub-network from the dataset with 401 nodes, 462
tags and more than 3000 edges. To be notified, the affiliation
relationship between categories and sub-categories is not
part of the input and we will learn it from our model.
• WordNet Data [22] is a lexical database. It groups English
words into sets of synonyms called synsets and records re-
lations among these synonym sets or their members. We
extract a subset from the dataset and construct a network.
Each node in the network is a leaf in the tree and its tags are
k-order ancestors and each edge in the network represents
the genetic relationship between two words.
5.2 Baselines
We use the following baselines comparing with our model. Except
the first baseline, we learn the representation vectors of nodes and
tags simultaneously in a node-tag hybrid network.
• Origin: We construct a plain network without tags and learn
the representation vectors of nodes by DeepWalk. Then we
encode the tags into one-hot vectors, and concatenate the
node vectors and node vectors together.
• DeepWalk [27]: It generates context of nodes by random
walks and adopts Skip-gram model.
• LINE [30]: It preserves both first-order and second-order
proximities between nodes.
• Node2Vec [16]: It is an improvement of DeepWalk, and it
adds more flexibility in exploring neighbors.
5.3 Tag Representation Visualization
Figure 3 shows the visualization of tags learned from our model on
NBER Patent Citation dataset. It is obvious that the tag representa-
tions learned from our model have good hierarchical property. 6
categories are distant from each other and dispersed in the space.
Sub-categories of the same category are close to each other and
cluster around the category. For example, Optics and Transporta-
tion are sub-categories of Mechanical, and they are close around
Mechanical.
Figure 3: Tag Visualization
5.4 Results
5.4.1 Node Classification. On NBER patent citation dataset, we
concatenate the node and tag vectors together as the expended
representations to classify the nodes. The classes and sub-categories
are tags of nodes. We use F1 score as the evaluation metric.
Figure 4 shows the results of node classification. It can be seen
that origin has the worst result. This is because it encodes tags into
one-hot vectors so that all tags have the same status and their dis-
tances are ignored. While the rest methods mix the nodes and tags
into a hybrid network to learn the relationships between tags. An ex-
ceptional case is that LINE not performs well because it ignores the
global information. Furthermore, our model outperforms DeepWalk
and Node2Vec, as parametrized random walk can better learn the
semantic information, and hyperbolic Skip-gram helps to learn the
hierarchical information. It demonstrates that the representations
learned from our model have stronger ability for classification.
5.4.2 Similar Community Detection. We detect the similar com-
munities on the NBER patent citation dataset. A community cor-
responds to a tag, including classes, categories and sub-categories.
We calculate distances between tag vectors. As for a community,
the community with closest distance is its similar community. The
similar community refers to the one with most common members
or most connections. We use AUC as the evaluation metric.
Figure 5 shows the results of similar community detection. For
all baselines, we mix the nodes and tags into a hybrid network.
The representation vectors learned from our model can predict
the similarity relationships between communities and analyze the
community features of complex networks.
Figure 4: Node Classification Figure 5: Similar Community Detection
Figure 6: Reconstruction of K Figure 7: Reconstruction of Dimension Figure 8: Stability
5.4.3 Hierarchical Structure Reconstruction. Comparing with Eu-
clidean spaces, Skip-gram model in hyperbolic spaces has two ad-
vantages: reducing the dimensions of vectors and reflecting affilia-
tion relationships better. To evaluate this, we conduct the experi-
ment of hierarchical structure reconstruction on WordNet dataset
to compare the performance of representation vectors from Eu-
clidean and hyperbolic spaces. We reconstruct the word tree by
clustering the tag representation vectors and evaluate the results
with purity
∑K
i maxj {pi j }, where K is cluster number, and pi j is
the probability that members in cluster i belong to class j. Purity
measures the correctness of hierarchical structure reconstruction. If
we can cluster correctly, it means that we can discover the complex
hierarchical structure of ground-truth communities of tags with
the help of the behaviors of their members in the network.
Figure 6 shows the purity of clustering with different order of
ancestors k in two spaces. k measures the richness of tags and the
complexity of hierarchical information. The larger the k is, the
more tags a node has. The result shows that embedding in hyper-
bolic spaces is superior with the best reconstruction performance.
Meanwhile, when there are more tags and more complex structure,
the advantage of hyperbolic spaces is greater.
Figure 7 shows the purity of clustering with different dimen-
sions. When the dimensions are lower, embedding in hyperbolic
spaces performs significantly better than embedding in Euclidean
spaces. It indicates that in hyperbolic spaces, we can learn good
representations with low dimensions.
5.4.4 Tag Stability. In real networks, tags of nodes often make
changes. Besides, part of interaction records may be missing. How-
ever, we consider that changes or lacking of few members may not
influence the semantic information of tags greatly. To demonstrate
the stability of tags learned from our model, we extract part of plain
nodes as known members and all tag nodes to construct a network
and learn the tag representations. Then we extract another part of
plain nodes to construct another network without tags, learn the
representation vectors of plain nodes and combine them with tag
vectors learned before to predict the node labels.
The results are shown in Figure 8. When the known members
reach a certain proportion(60%), F1-score of TagVec is higher than
other baselines obviously. This is because in the parameterized ran-
dom walk, we emphasize the importance of tags when generating
context. When some members are missing, we can still learn good
tag representation vectors thanks to their stronger stability.
6 CONCLUSION
In this paper, we analyze semantic and hierarchical information
between tags and propose a novel tag representation learningmodel,
Tag2Vec. The experimental results show that the tag representations
learned from our model have strong representative ability.
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