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FREE FUNCTION THEORY THROUGH MATRIX INVARIANTS
IGOR KLEP1 AND SˇPELA SˇPENKO2
Abstract. In this article we introduce powerful tools and techniques from invariant theory
to free analysis. This enables us to study free maps with involution. These maps are free
noncommutative analogs of real analytic functions of several variables. With examples we
demonstrate that they do not exhibit strong rigidity properties of their involution-free free
counterparts. We present a characterization of polynomial free maps via properties of their
finite-dimensional slices. This is used to establish power series expansions for analytic free
maps about scalar and non-scalar points; the latter are given by series of generalized polyno-
mials for which we obtain an invariant-theoretic characterization. Finally, we give an inverse
and implicit function theorem for free maps with involution.
1. Introduction
The notion of a free map arises naturally in free probability, the study of noncommutative
rational functions [AD03, BGM06, HMV06], and systems theory [HBJP87, K-VV12]. The
study of these maps is in the realm of free analysis [AM+1, AM+2, AY+, AKV13, BV03,
K-VV+, HKM12, MS11, Pas+, PT+, Po06, Po10, Tay73, Voc04, Voc10].
The main contribution of this paper is to introduce powerful invariant-theoretic methods
[Pro76] to free analysis. We present an alternative, algebraic approach to free function theory.
While most of the current efforts in free analysis are focused on (involution-free) free maps
– free analogs of analytic functions in several complex variables – where strong rigidity is
observed, our main attention is to free maps with involution, e.g. noncommutative polynomials,
rational function or power series in x, xt. Our methods are uniform in that they work in both
cases with only minimal adaptations needed. Thus we recover some of the existing results on
(involution-free) free maps (cf. [AM+2, K-VV+, Pas+]).
We next give a list of the main results, that at the same time serves as a guide to the paper;
we refer to Section 2 for definitions and unexplained terminology.
(1) A free map with involution f is a polynomial in x, xt if and only if there is d ∈ N such
that each of the level functions f [n] is a polynomial of degree ≤ d (Proposition 3.1);
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(2) Analytic free maps with involution admit convergent power series expansions about scalar
points (Theorem 3.3);
(3) Analytic free maps with involution admit convergent power series expansions about non-
scalar points (Theorem 4.7, Theorem 4.10), whose homogeneous parts are generalized
polynomials. We present an invariant theoretic characterization of the latter in Subsection
4.1;
(4) Free inverse and implicit function theorems for differentiable free maps with involution
are the theme of Section 5, see Theorem 5.2, Corollary 5.3, and Theorem 5.4;
(5) Section 6 presents several illustrating examples demonstrating non-rigidity properties of
free maps with involution. For instance, we give an example of a bounded smooth free
map with involution that is not analytic (Example 6.3).
2. Preliminaries
In this section we present preliminaries from free analysis, polynomial identities [Dre00,
Row80] and invariant theory [Pro76] needed in the sequel.
2.1. Notation. Let F ∈ {R,C} and let M(F) stand for ⋃nMn(F). We denote the monoid
generated by x1, . . . , xg by 〈x〉, and the free associative algebra in the variables x = (x1, . . . , xg)
by F〈x〉. The free algebra with involution in the variables x1, xt1, . . . , xg, xtg is denoted by
F〈x, xt〉. The elements of degree d in F〈x〉 (resp. F〈x, xt〉) are denoted by F〈x〉d (resp.
F〈x, xt〉d). We write
C = F
[
x
(k)
ij | 1 ≤ i, j ≤ n, 1 ≤ k ≤ g
]
for the commutative polynomial ring in gn2 variables. We equip Mn(C) with the transpose
involution fixing C pointwise. The matrices Xk = (x
(k)
ij ) ∈ Mn(C), 1 ≤ k ≤ g, are called
generic matrices. By GMn we denote the unital subalgebra of Mn(C) generated by generic
matrices, and by GM†n the subalgebra of Mn(C) generated by generic matrices and their
transposes. We let Rn stand for the subalgebra of Mn(C) generated by the generic matrices
and traces tr(Xi1 · · ·Xik) of their products, and R†n for the subalgebra of Mn(C) generated by
generic matrices, their transposes, and traces tr(Ui1 · · ·Uik), Uj ∈ {Xj ,Xtj}. The center of Rn
(resp. R†n) is generated by the traces, we denote it by Z(Rn) (resp. Z(R
†
n)).
2.2. Free Sets and Free Maps. Let G = (Gn)n be a sequence of groups with Gn ⊆ GLn(F),
satisfying
(2.1) Gn ⊕Gm =
(
Gn 0
0 Gm
)
⊆ Gn+m.
We will be primarily concerned with the case Gn = GLn(F) for all n, or Gn is the orthogonal
group On(R) for all n. The modifications needed for the case of the unitary groups Gn =
Un(C) will be discussed in Appendix A. For simplicity of notation we write GLn,On,Un
instead of GLn(F),On(R),Un(C), respectively. Let us denote GL = (GLn)n∈N, O = (On)n∈N,
U = (Un)n∈N. A subset U ⊆M(F)g is a sequence U = (U [n])n∈N, where each U [n] ⊆Mn(F)g.
The set U is a G-free set if it is closed with respect to simultaneous G-similarity and with
respect to direct sums; i.e., for every m,n ∈ N:
(2.2) σXσ−1 = (σX1σ−1, . . . , σXgσ−1) ∈ U [n]
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for all X ∈ U [n], σ ∈ Gn, and
(2.3) X ⊕ Y =
(
X 0
0 Y
)
∈ U [m+ n]
for all X ∈ U [m], Y ∈ U [n].
Let U be a G-free set. We call a sequence of functions f = (f [n])n∈N : (U [n])n∈N →M(F)
a G-free map, if it respects G-similarity and direct sums; i.e, for every m,n ∈ N:
(2.4) f [n](σXσ−1) = σ f [n](X)σ−1
for all X ∈ U [n], σ ∈ Gn, and
(2.5) f [m+ n](X ⊕ Y ) = f [m](X)⊕ f [n](Y )
for all X ∈ U [m], Y ∈ U [n]. In the language of invariant theory [Pro76, KP96] the condition
(2.4) says that f [n] is a Gn-concomitant. If f satisfies only (2.4) for all n (and not necessarily
(2.5)) we call it a free G-concomitant. Sometimes a GL-free map is called simply a free
map and an O-free map is a free map with involution.
With a slight abuse of notation we sometimes also refer to a map f : U → M as a G-free
map if its domain U is only closed under direct sums, f respects direct sums and f respects
G-similarity on U ; i.e, for every n ∈ N:
f [n](σXσ−1) = σ f [n](X)σ−1
for all X ∈ U [n], σ ∈ Gn such that σXσ−1 ∈ U [n]. In this case we can canonically extend
f to the similarity invariant envelope of U (cf. [K-VV+, Appendix A]), and remain in the
framework of the given definition:
Proposition 2.1. Let U ⊆M(F)g be closed under direct sums, and let f : U →M(F) respect
direct sums and G-similarity on U . Then
U˜ = {σAσ−1 | A ∈ U [n], σ ∈ Gn, n ∈ N}
is a G-free set, and there exists a unique G-free map f˜ : U˜ → M(F) such that f˜ |U = f , defined
by f˜(σXσ−1) = σf(X)σ−1 for X ∈ U [n], σ ∈ Gn.
Remark 2.2. In [K-VV+, Appendix A] the proof is given in the case G = GL. The same
proof with obvious modifications works also for any sequence of groups G = (Gn)n satisfying
(2.1), in particular for G ∈ {O,U}.
A G-free map f is F-analytic around 0 if there exists a neighborhood
(2.6) B(0, δ) =
⋃
n
{X ∈Mn(F)g | ‖X‖ < δn}
of 0 in M(F)g such that f [n]ij is F-analytic on B(0, δ)[n], δ = (δn)n, and δn > 0 for every
n ∈ N. It is a polynomial map of degree m if f [n]ij are polynomials in x(k)ij of degree ≤ m and
at least one of the polynomials f [n]ij is of degree m; it is homogeneous of degree m if f [n]ij
are homogeneous polynomials of degree m or zero polynomials, and f [n]ij is of degree m for
at least one triple (n, i, j).
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2.3. Trace Polynomials. The free algebra with trace T 〈x〉 is the algebra of free noncommu-
tative polynomials in the variables xk over the polynomial algebra T in the infinitely many
variables tr(w), where w runs over all representatives of the cyclic equivalence classes of words
in the variables xk; i.e., w ∈ 〈x〉/cyc∼ . Here two words u, v ∈ 〈x〉 are cyclically equivalent,
u
cyc
∼ v, iff u is a cyclic permutation of v. The free ∗-algebra with trace T †〈x, xt〉 is the algebra
of free noncommutative polynomials in the variables xk, x
t
k over the polynomial algebra T
†
in the infinitely many variables tr(w), where w runs over all representatives of the ∗-cyclic
equivalence classes of words in the variables xk, x
t
k; i.e., words u and v are equivalent if u
cyc
∼ v
or ut
cyc
∼ v. The elements of T 〈x〉 (resp. T †〈x, xt〉) are trace polynomials (resp. trace
polynomials with involution) and elements of T (resp. T †) are pure trace polynomi-
als (resp. pure trace polynomials with involution). The degree of a trace monomial
tr(w1) · · · tr(wm)v, wi, v ∈ 〈x〉, equals |v|+
∑
i |wi|, where |u| denotes the length of a word u.
The degree of a trace polynomial is the maximum of the degrees of its trace monomials.
Trace identities of the matrix algebraMn(F) (with involution) are the elements in the kernel
of the evaluation map from the free algebra (with involution) with trace to Mn(F); i.e., trace
identities of Mn(F) are trace polynomials that vanish on n×n-matrices. Pure trace identities
are trace identities that belong to T (resp. T †).
The free (∗-)algebra with trace T 〈x〉 (resp. T †〈x, xt〉) and the trace identities have its
interpretation in terms of invariants of matrices. Let G = GLn (resp. G = On) act by
conjugation onMn(F) and diagonally (i.e., componentwise) onMn(F)
g. The first fundamental
theorem for matrices (with involution) yields that a GLn- (resp. On-) concomitant is a trace
polynomial (resp. with involution), see [Pro76, Theorem 2.1, Theorem 7.2] or [Pro07, Chapter
11] for a broader perspective on the subject. (For another take on the theory of polynomial
identities we refer the reader to [BCM07].) Viewing a polynomial map f : Mn(F)
g → Mn(F)
as an element f˜ ∈ Mn(C) we can see that the algebra of GLn- (resp. On-) concomitants is
isomorphic to Rn (resp. R
†
n), and Rn (resp. R
†
n) is isomorphic to the quotient of T 〈x〉 (resp.
T †〈x, xt〉) by the ideal of trace identities (resp. trace identities with involution).
3. Analytic G-Free Maps and Power Series Expansions about Scalar Points
In this section we investigate two distinguished classes of free maps, namely polynomials
and analytic free maps. We characterize free maps which are polynomials in Subsection 3.1,
and use this to show that analytic free maps admit power series expansions about scalar points
in Subsection 3.2. These results are classical for G = GL (cf. [K-VV+, Tay73, Voc10]) and
are – to the best of our knowledge – new for G = O. Throughout this section G ∈ {GL,O}.
3.1. Polynomial Free Maps. We start by characterizing free polynomial maps f via their
“slices” f [n]. For G = GL this result is due to Kaliuzhnyi-Verbovetskyi and Vinnikov [K-VV+,
Theorem 6.1] who deduce it from their power series expansion theorem for analytic free maps.
In contrast to this we shall first characterize free polynomial maps and employ this in Subsec-
tion 3.2 to establish power series expansions for analytic G-free maps. Our proofs are uniform
in that they work for both G = GL and G = O, and are purely algebraic, depending only on
the invariant theory of matrices [Pro76].
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Proposition 3.1. Let f : M(F)g → M(F) be a G-free map. If f is a polynomial map and
maxn deg f [n] = d, then f is a free polynomial of degree d. That is, f ∈ F〈x〉d if G = GL and
f ∈ F〈x, xt〉d if G = O.
Proof. Since f [n] : Mn(F)
g → Mn(F) is a concomitant, it follows by [Pro76, Theorem 2.1,
Theorem 7.2] that f [n] is a trace polynomial of degree ≤ d in the variables xk (resp. xk, xtk).
Since there do not exist nontrivial trace identities for Mn(F) of degree less than n by [Pro76,
Theorem 4.5, Proposition 8.3] (see also [BK09, Raz74]), we can write f [n] in the case n ≥ d+1
uniquely as
f [n] =
∑
M
tr(hnM )M,
whereM runs over all monomials of degree ≤ d and deg tr(hnM )+degM ≤ d. Choose n ≥ d+1.
As f is a free map, we have∑
M
tr
(
h2nM (X ⊕ Y )
)
M(X) ⊕
∑
M
tr
(
h2nM (X ⊕ Y )
)
M(Y ) = f [2n](X ⊕ Y )
= f [n](X)⊕ f [n](Y ) =
∑
M
tr
(
hnM (X)
)
M(X) ⊕
∑
M
tr
(
hnM (Y )
)
M(Y ).
Comparing both sides of the above expression we obtain
tr
(
h2nM (X ⊕ Y )
)
= tr
(
hnM (X)
)
= tr
(
hnM (Y )
)
since Mn(F) does not satisfy a nontrivial trace identity of degree d. Thus,
tr
(
hnM (X)
)
= α = tr
(
hnM (Y )
)
for some α ∈ F. Hence, for every n > N , f [n] ∈ GMn (resp. f [n] ∈ GM†n) is represented by
an element f˜ ∈ F〈X〉 (resp. f˜ ∈ F〈x, xt〉) of degree d. Since f is a free map, we can identify
it with a free polynomial in the variables xk (resp. xk, x
t
k).
Remark 3.2. We note that Proposition 3.1 holds also if f is only defined on B(0, δ) (cf. Propo-
sition 2.1), since polynomial functions that agree on an open subset of Mn(F)
g represent the
same function on Mn(F)
g.
3.2. Analytic Free Maps. We next turn our attention to analytic G-free maps. We show
they admit unique convergent power series expansions about scalar points a ∈ Fg, extending
classical results for G = GL, cf. [Tay73, Voc04, Voc10, K-VV+, HKM12]. By a translation we
may assume without loss of generality that a = 0.
Theorem 3.3. Let U be a G-free set and f : U → M(F) an F-analytic G-free map, and let
B(0, δ) ⊆ U , where δ = (δn)n∈N, δn > 0 for every n ∈ N. Then there exists a unique formal
power series
(3.1) F =
∞∑
m=0
∑
|w|=m
Fww,
where w ∈ 〈x〉 (resp. w ∈ 〈x, xt〉), which converges in norm on B(0, δ), with f(X) = F (X)
for X ∈ B(0, δ).
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Remark 3.4. If f is uniformly bounded, and G = GL then the convergence of the power
series F in (3.1) is uniform, cf. [HKM12, Proposition 2.24], while this conclusion does not hold
when G = O. We present examples in Section 6.
We first prove the existence, the uniqueness will follow from Proposition 3.7 below.
Proof of the existence. Since f is analytic, there exists for every X ∈Mn(F)g a neighbourhood
of 0 such that the function t 7→ f [n](tX) is defined and analytic in that neighbourhood. Hence,
f [n](tX) can be expressed in that neighbourhood as a convergent power series of the form∑∞
m=0 t
mf [n]m(X), where f [n]m(X) is a function of X. Note that for X ∈ B(0, δ), this power
series converges for t = 1. The function f [n]m is a homogeneous polynomial function of degree
m. Indeed, let s ∈ F, X ∈Mn(F)g and choose δ′ such that tsX ∈ B(0, δ) for |t| ≤ δ′. Then
∞∑
m=0
tmf [n]m(sX) = f(tsX) =
∞∑
m=0
(ts)mf [n]m(X),
and thus f [n]m(sX) = s
mf [n]m(X).
Let us show that fm defined by fm[n] := f [n]m is an analytic free map. Choose δ
′ such that
tX, tY, σtXσ−1 ∈ B(0, δ) for |t| < δ′. As f is a free map we have
∞∑
m=0
tmf [n+ n′]m(X ⊕ Y ) = f [n+ n′](tX ⊕ tY )
= f [n](tX)⊕ f [n′](tY ) =
∞∑
m=0
tm
(
f [n]m(X)⊕ f [n′]m(Y )
)
,
and
∞∑
m=0
tmσ f [n]m(X)σ
−1 = σ f [n](tX)σ−1 = f [n](tσXσ−1) =
∞∑
m=0
tmf [n]m(σXσ
−1)
for all |t| < δ′, which implies that fm is a G-free map. By construction, fm is a homogeneous
polynomial function of degree m (or 0) for every m. By Proposition 3.1, fm can be represented
by a free polynomial in the variables xk (resp. xk, x
t
k) of degree m. Thus, f can be expressed
as a power series in noncommuting variables, F =
∑
fm. By construction, this power series
converges on B(0, δ).
While the theories of GL- and O-free maps enjoy certain similarities, there are also major
differences. For instance, for GL-free maps continuity implies analyticity and there is a very
useful formula [HKM11, Proposition 2.5], [K-VV+, Theorem 7.2] connecting function values
with the derivative:
(3.2) f
(
X H
0 X
)
=
(
f(X) δf(X)(H)
0 f(X)
)
,
where δf(X)(H) denotes the Gaˆteaux (directional) derivative of f at X in the direction H;
i.e.,
δf(X)(H) = lim
t→0
f(X + tH)− f(X)
t
.
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For O-free maps continuity does not imply differentiability; see Section 6 for examples. How-
ever, for differentiable O-free maps we do have an analog of formula (3.2), which can be deduced
from [PT+, Lemma 2.3, Proposition 2.5], but we prove it here for the sake of completeness. We
write Df for a derivative of f , it can be either the Gaˆteaux or the Fre´chet derivative. The Lie
bracket [a,B] stands for ([a,B1], . . . , [a,Bg]), where a ∈Mn(F), B = (B1, . . . , Bg) ∈Mn(F)g.
Lemma 3.5. Let f : U →M(F) be a real differentiable G-free map. Then the identity
(3.3) Df(X)([a,X]) = [a, f(X)]
holds for all X ∈ U [n], at = −a ∈Mn(R). In particular,
(3.4) Df
(
X1 0
0 X2
)(
0 X1 −X2
X1 −X2 0
)
=
(
0 f(X1)− f(X2)
f(X1)− f(X2) 0
)
.
Proof. Note that esa is orthogonal for at = −a ∈Mn(R) and s ∈ R. Thus we have
f(e−saXesa) = e−saf(X)esa
for every X ∈ U [n]. Differentating with respect to s at 0 yields
Df(X)([a,X]) = [a, f(X)].
Take
a =
(
0 In
−In 0
)
∈M2n(R),
where In denotes the identity inMn(R). Setting X =
(
X1 0
0 X2
)
we get the identity (3.4).
We now show that the power series expansion is unique for a G-free function and give a
way to recover its coefficients.
Lemma 3.6. If f(X) =
∑
|w|≤m Fww, where the sum is over words in the variables xk (resp.
xk, x
t
k), then we can obtain the coefficients Fw by evaluations of f on Mm+1(F).
Proof. We proceed inductively. Assume that we can obtain coefficients of f(X) =
∑
|w|≤k Fww
for k < m by evaluations of f onMk+1(F). The case k = 1 is trivial. Suppose that k = m. Let
us determine the coefficient at w = uj1i1 · · · u
js
is
, where
∑s
k=1 jk = m and uik ∈ {xik , xtik}. We
denote sk =
∑k
i=1 ji. Setting ai = 0 at the beginning, we define a g-tuple (ai) ∈Mm+1(F)g as
follows. We let k run from 1 to s, and at step k we replace aik by
aik =
{
aik +
∑sk
u=sk−1+1
eu,u+1 if uik = xik ,
aik +
∑sk
u=sk−1+1
eu+1,u if uik = x
t
ik
.
We shall show that tr(f(a1, . . . , ag)em+1,1) = Fw. We need to find the coefficient of
f(a1, . . . , ag) expressed in the standard basis eij, 1 ≤ i, j ≤ m + 1, of Mm+1(F) at e1,m+1.
According to the definition of the ai’s it suffices to show that e1,m+1 can be obtained in only
one way as a product of ≤ m matrix units from the set S = {ei,i+1, ei+1,i | 1 ≤ i ≤ m}. Note
that the multiplication on the right of any matrix unit eij by any element of S either increases
or decreases j by 1. In order to obtain e1,m+1 as a product of ≤ m elements from S, we can
thus only choose matrix units which increase the second subscript of the preceding matrix unit
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in the product. Hence, e1,m+1 = e12 · · · em,m+1, and any other product of ≤ m elements from
S will be different from e1,m+1. As each ei,i+1 appears only in one of the ai, a
t
i, 1 ≤ i ≤ g, the
order e12, . . . , em,m+1 corresponds to exactly one order of the a
′
is. By the definition of ai this
order corresponds to w. Now we can find the coefficients of f −∑|w|=m Fww =∑|w|<m Fww
by the induction hypothesis on Mm(F) ⊆Mm+1(F).
Proposition 3.7. Suppose that a G-free map f has a power series expansion in a neighbour-
hood B(0, δ) of 0, δ = (δn)n∈N; i.e.,
f(X) =
∞∑
m=0
∑
|w|=m
Fww(X),
for X ∈ B(0, δ). Then Fw for |w| = m is determined by the m-th derivative of the function
t 7→ f [m+ 1](tX) at 0 and hence by its evaluation on Mm+1(F).
Proof. Let |t| < 1, then tX ∈ B(0, δ)[n] for every X ∈ B(0, δ)[n], and
f [n](tX) =
∞∑
m=0
tmfm[n](X)
is a convergent power series in t, where fm are homogeneous free polynomials of degree m.
We can thus determine fm[n](X) as
1
m!
d
dtm
f [n](tX)
∣∣∣∣
t=0
.
Since Mn(F) does not admit a nontrivial polynomial identity (with involution) of degree < n
(see e.g. [Row80, Lemma 1.4.3, Remark 2.5.14]), fm is uniquely determined on Mm+1(F).
Hence we can recover fm by the m-th derivative of the function t 7→ f [m + 1](tX). The
coefficients of the polynomial fm can be constructively determined by evaluations onMm+1(F)
by Lemma 3.6.
4. Generalized Polynomials and Power Series Expansions about Non-scalar
Points
Theorem 3.3 gives a convergent power series expansion of a free analytic map about a
scalar point a ∈ Fg. In this section we present power series expansions about non-scalar
points A ∈ Mn(F)g, whose homogeneous components are generalized polynomials. These are
the topic of Subsection 4.1 and their obtained properties will be used in Subsection 4.2 to
deduce the desired power series expansion. Our methods are algebraic, and work for G = GL
and G = O. For G = GL a similar result has been obtained earlier in [K-VV+] with a different
proof.
Throughout this section G ∈ {GL,O}.
4.1. Generalized Polynomials. We call the elements of the free product Mn(F) ∗ F〈x〉
generalized polynomials (cf. [Ami65], [BMM96, Section 4.4]). They can be written in
the form ∑
ai0xk1ai1xk2 · · · aiℓ−1xkℓaiℓ ,
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where aij ∈ Mn(F). Let eij denote the standard matrix units of Mn(F). Then a basis of
Mn(F) ∗ F〈x〉 consists of monomials
ei0,j0xk1ei1,j1xk2 · · · eiℓ−1,jℓ−1xkℓeiℓ,jℓ
for ℓ ∈ N0, I, J ∈ {1, . . . , n}ℓ+1, K ∈ {1, . . . , g}ℓ, where I = (i0, . . . , iℓ), J = (j0, . . . , jℓ),K =
(k1, . . . , kℓ).
The algebra Mn(F) ∗ F〈x〉 can be evaluated (as an algebra with unity) in Mns(F) for s ∈ N
and we have an isomorphism
(4.1) HomMn(Mn(F) ∗ F〈x〉,Mns(F)) ∼= Hom(Wn(F〈x〉),Ms(F)),
where Wn denotes the matrix reduction functor (see [Coh95, Section 1.7]). The isomorphism
is a consequence of the identity
(4.2) Mn(F) ∗ F〈x〉 ∼=Mn(Wn(F〈x〉)).
For the free algebra F〈x〉 = F〈x1, . . . , xg〉 we have
Wn(F〈x〉) = F〈y(k)ij | 1 ≤ i, j ≤ n, 1 ≤ k ≤ g〉,
where y
(k)
ij , as the brackets suggest, denote free noncommutative variables. For example, the
evaluation of the element
e11x1e12x2e22 ∈M2(F) ∗ F〈x〉
in M4(F), defined by mapping x1, x2 to A,B ∈M4(F), is I2

A11 A12
A21 A22

 I2

B11 B12
B21 B22


I2
 =
 A11B22
 ,
where I2 denotes the identity of M2(F), and Aij (resp. Bij) denotes the (i, j)-block entry of
A (resp. B), or
(e11 ⊗ I2)A(e12 ⊗ I2)B(e22 ⊗ I2) = e12 ⊗A11B22,
viewed as en element in M2(F)⊗M2(F) ∼=M4(F).
Note that (4.1) and (4.2) imply that no generalized polynomial vanishes on Mns(F) for all
s. In fact, two generalized polynomials of degree 2d which agree on Mns(F) for some s > d
are equal. We denote by gTns the ideal of the elements in Mn(F) ∗ F〈x〉 that vanish when
evaluated on Mns(F) and let
Cns = F
[
x
(k)
ij | 1 ≤ i, j ≤ ns, 1 ≤ k ≤ g
]
.
The quotient algebra gGMns =
(
Mn(F) ∗ F〈x〉
)
/gTns is isomorphic to the image of
φ :Mn(F) ∗ F〈x〉 →Mns(Cns),
defined by mapping xk to the corresponding generic matrix (x
(k)
ij ). We write gRns for the
subalgebra of Mns(Cns) generated by gGMns and traces of the elements in gGMns. Note that
every polynomial map p : Mns(F)
g →Mns(F) can be considered as an element p˜ ∈Mns(Cns).
Let GLns act on Mns(F) by conjugation. We will be interested in the action of its subgroup
In ⊗GLs. In the next proposition we describe the invariants and concomitants of this action.
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Proposition 4.1. If p : Mns(F)
g →Mns(F) is an In ⊗GLs-concomitant, then p˜ ∈ gRns.
Proof. We can assume that p is multilinear of degree d. Then p corresponds to an element in
(Mns(F)
⊗d)∗⊗Mns(F), which is canonically isomorphic to Mn(F)⊗d+1⊗ (Ms(F)⊗d)∗ ⊗Ms(F)
as In ⊗ GLs-module. The action of the group In ⊗ GLs reduces to the action of GLs on
(Ms(F)
⊗d)∗⊗Ms(F). The invariants of this action correspond to multilinear trace polynomials
of degree d in Ms(Cs) by [Pro76, Theorem 2.1]. Moreover, the elements of the form∑
I,J
ei1j1 ⊗ · · · ⊗ eidjd ⊗ τIJ ,
where τIJ ∈ (Ms(F)⊗d)∗⊗Ms(F) is a GLs-concomitant map, can be identified with multilinear
elements of degree d in gRns.
4.1.1. Generalized Polynomials with Involution. To consider the case of algebras with invo-
lution we need to introduce some additional notation. We call the elements of the algebra
Mn(F) ∗ F〈x, xt〉 generalized polynomials with involution. By gT †ns we denote the ideal of ele-
ments in Mn(F) ∗ F〈x, xt〉 that vanish on Mns(F). The quotient algebra is isomorphic to the
subalgebra gGM†ns of Mns(Cns) generated by gGMns and transposes of elements in gGMns.
We write gR†ns for the subalgebra of Mns(Cns) generated by gGM†ns and traces of elements in
gGM†ns.
We have the (usual) action of Ons on Mns(Cns). The following proposition is the analog of
Proposition 4.1 for the action of In ⊗Os on Mns(Cns).
Proposition 4.2. If p ∈Mns(F)g →Mns(F) is an In ⊗Os-concomitant, then p˜ ∈ gR†ns.
Proof. The proof goes along the same lines as that of Proposition 4.1, we only need to invoke
[Pro76, Theorem 7.2] instead of [Pro76, Theorem 2.1].
4.1.2. Block ad centralizing G-concomitants. Let us denote Mn(F)k =
⋃
sMns(F)
k, k ∈ N.
We say that a map f :Mn(F)g →Mn(F) is In ⊗G-concomitant if
f [ns] :
(
Mn(F)⊗Ms(F)
)g →Mn(F)⊗Ms(F)
is a In ⊗Gs-concomitant for every s ∈ N.
Proposition 4.3. If f : Mn(F)g → Mn(F) is a homogeneous polynomial map of degree d
and In ⊗ GL-concomitant (resp. In ⊗ O-concomitant) that preserves direct sums, then f ∈
Mn(F) ∗ F〈x〉 (resp. f ∈Mn(F) ∗ F〈x, xt〉).
Proof. We prove the lemma only in the case G = GL, the modifications needed to treat
the case G = O are minor. We can assume that f is multilinear. Since f [ns] is a In ⊗
GLs-concomitant, f [ns] ∈ gRns by Proposition 4.1. We can view f [ns] as an element in
Mn(F)
⊗d+1 ⊗ (Ms(F)⊗d)∗ ⊗Ms(F) and write it in the form
f [ns] =
∑
I,J
ei1j1 ⊗ · · · ⊗ eidjd ⊗ eid+1jd+1 ⊗ τ (s)IJ ,
where τ
(s)
IJ is a GLs-concomitant. Let s > d. Since f preserves direct sums we have
f [ns](X)⊕ f [ns](Y ) = f [2ns](X ⊕ Y ).
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We obtain for all I, J an identity
(4.3) τ
(s)
IJ (X)⊕ τ (s)IJ (Y ) = τ (2s)IJ (X ⊕ Y ).
Let us fix I, J . To simplify the notation we write τ (s) instead of τ
(s)
IJ . We have
τ (s) =
∑
M
h
(s)
M M,
where hM is a pure trace polynomial, M is a monomial in the variables xk, and degM +
deg hM = d. Then the identity (4.3) together with the fact that there are no trace identities
of Ms(F) of degree < s yields
h
(s)
M (X) = h
(2s)
M (X ⊕ Y ) = h(s)M (Y )
for all monomials M , which implies that
τ (s) =
∑
M
αMM
for some αM ∈ F. Thus, f [ns] ∈ gGMns for every s > d is represented by the same
generalized polynomial f˜ . Since f respects direct sums, we can identify it with f˜ .
For a subset B of Mn(F) we denote by C(B) its centralizer in Mn(F); i.e.,
C(B) = {c ∈Mn(F) | cb = bc for all b ∈ B},
while CGn(B) stands for C(B) ∩ Gn. We say that a map f : Mn(F)g → Mn(F) is a
(CGn(B), G)-concomitant if f [ns] is a (CGn(B)⊗Ms(F)) ∩Gns-concomitant for every s ∈ N.
Lemma 4.4. Let B be a subalgebra of Mn(F). If f : Mn(F)g → Mn(F) is a homogeneous
polynomial map of degree d that is a (CGLn(B),GL)-concomitant, then f ∈ C(C(B)) ∗ F〈x〉.
Proof. By Lemma 4.3, f ∈ Mn(F) ∗ F〈x〉. Since GLn is dense in Mn(F), the vector space
spanned by CGLn(B) coincides with C(B). Thus we can choose a basis {c1, . . . , ct} of C(B)
with cℓ ∈ GLn. Let {b1, . . . , bu} be a basis of C(C(B)) and complete it to a basis {bℓ | 1 ≤
ℓ ≤ n2} of Mn(F). We can write f uniquely as
f =
∑
I,K
αIKbi1xk1bi2 · · · xkdbid+1 ,
where I runs over all d+1-tuples of elements in {1, . . . , n2}, and K over all d-tuples of elements
in {1, . . . , g}. Take s > d and evaluate f on M2nts(F) ∼=Mn(F)⊗M2t(F)⊗Ms(F). Note that
f on M2nts(F) can be identified with the evaluation of the generalized polynomial∑
I,K
αIK
( 2t∑
i=1
bi1 ⊗ eii
)
xk1
( 2t∑
i=1
bi2 ⊗ eii
)
· · · xkd
( 2t∑
i=1
bid+1 ⊗ eii
)
.
in M2nt(F) ∗ F 〈x〉 = (Mn(F) ⊗M2t(F)) ∗ F〈x〉, and every element in M2nt(F) ∗ F〈x〉 has a
unique expression with the matrix coefficients bℓ ⊗ eij , 1 ≤ i, j ≤ 2t, 1 ≤ ℓ ≤ n2, on M2nts(F)
as s > d. Let
σ =
(
α1⊗ 1 + β
t∑
ℓ=1
(cℓ ⊗ eℓ,t+ℓ − c−1ℓ ⊗ et+ℓ,ℓ)
)
⊗ 1 ∈ (CGLn(B)⊗M2t(F)⊗Ms(F)) ∩GL2nts
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for α2 + β2 = 1, α, β ∈ R. Note that
(4.4) σ−1 =
(
α1⊗ 1− β
t∑
ℓ=1
(cℓ ⊗ eℓ,t+ℓ − c−1ℓ ⊗ et+ℓ,ℓ)
)
⊗ 1.
Since f is a (CGLn(B),GL)-concomitant we have∑
I,K
αIKb
σ
i1
xk1b
σ
i2
· · · xkdbσid+1 =
∑
I,K
αIKbi1xk1bi2 · · · xkdbid+1 ,
where by a slight abuse of notation bi denotes bi ⊗ 1⊗ 1, and
(4.5) bσi = σ
−1biσ = α2bi ⊗ 1⊗ 1 +
t∑
ℓ=1
β2cℓbic
−1
ℓ ⊗ eℓℓ ⊗ 1 + β2c−1ℓ bicℓ ⊗ et+ℓ,t+ℓ ⊗ 1
+ αβ(bicℓ − cℓbi)⊗ eℓ,t+ℓ ⊗ 1− αβ(bic−1ℓ − c−1ℓ bi)⊗ et+ℓ,ℓ ⊗ 1.
Since s > d both sides of equation (4.5) have a unique expression as generalized polynomials
in M2tn ∗ F〈x〉 with the generalized coefficients bℓ ⊗ eij , 1 ≤ i, j ≤ 2t, 1 ≤ ℓ ≤ n2. We thus
derive
(4.6)
∑
k
α
I
j
k
K
(bkcℓ − cℓbk) = 0
for every 1 ≤ j ≤ d + 1, 1 ≤ ℓ ≤ t, where Ijk denotes a tuple of d + 1-elements in {1, . . . , n2}
with k at the j-th position. Equation (4.6) implies that∑
k
α
I
j
k
K
bk ∈ C(C(B)),
which is by the choice of bℓ, 1 ≤ ℓ ≤ n2, only possible if αIj
k
K
= 0 for bk 6∈ C(C(B)). Therefore
we have f ∈ C(C(B)) ∗ F〈x〉.
Lemma 4.5. If B is a ∗-subalgebra of Mn(R), then the subalgebra generated by COn(B) is
equal to C(B), and C(COn(B)) = C(C(B)) = B.
Proof. Since B is a ∗-subalgebra of Mn(R), C(B) is also a ∗-subalgebra of Mn(R), thus
semisimple. Notice that in order to show that R〈COn(B)〉, the subalgebra of C(B) generated
by COn(B), coincides with C(B), we can assume that C(B) is simple. We have c
t − c ∈
spanCOn(B), the vector subspace of Mn(R) spanned by COn(B), for every c ∈ C(B). Indeed,
eλ(c
t−c) ∈ COn(B) for every λ ∈ R, c ∈ C(B) yields ct − c ∈ spanCOn(B). If C(B) is
isomorphic to R, M2(R), C, or M2(C), where the involution on C is the complex conjugation,
then one can easily verify that spanCOn(B) = C(B). Recall that a finite dimensional simple
R-algebra with involution which is not isomorphic to R, M2(R), C, or M2(C) coincides with
its subalgebra generated by the skew-symmetric elements (see e.g. [KMRT98, Lemma 2.26]).
Therefore R〈COn(B)〉 = C(B), which further implies C(COn(B)) = C(C(B)), and the identity
C(C(B)) = B follows from the double centralizer theorem (see e.g. [KMRT98, Theorem
1.5]).
Lemma 4.6. Let B be a ∗-subalgebra of Mn(R). If f :Mn(R)g →Mn(R) is a homogeneous
polynomial map of degree d that is a (COn(B),O)-concomitant, then f ∈ B ∗ R〈x, xt〉.
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Proof. Since the proof is similar to that of Lemma 4.6 we omit some of the details. By
Proposition 4.2 we have f ∈ Mn(R) ∗ R〈x, xt〉. Let c1, . . . , ct be a basis of spanCOn(B), the
vector space spanned by COn(B), with cℓ ∈ On. Let us write
f =
∑
I,K
αIKbi1uk1bi2 · · · ukdbid+1 ,
where uk ∈ {xk, xtk}. Take s > d and evaluate f on M2nts(F). Let
σ =
(
α1⊗ 1 + β
t∑
ℓ=1
(cℓ ⊗ eℓ,t+ℓ − ctℓ ⊗ et+ℓ,ℓ)
)
⊗ 1 ∈ (COn(B)⊗M2t(F)⊗Ms(F)) ∩O2nts
for α2 + β2 = 1, α, β ∈ R. Note that σ ∈ O2nts and
(4.7) σt =
(
α1⊗ 1− β
t∑
ℓ=1
(cℓ ⊗ eℓ,t+ℓ − ctℓ ⊗ et+ℓ,ℓ)
)
⊗ 1.
Since f is a (COn(B),O)-concomitant we have∑
I,K
αIKb
σ
i1
uk1b
σ
i2
· · · ukdbσid+1 =
∑
I,K
αIKbi1uk1bi2 · · · ukdbid+1 ,
where bi denotes bi ⊗ 1⊗ 1, and
bσi = σ
tbiσ = α
2bi ⊗ 1⊗ 1 +
t∑
ℓ=1
β2cℓbic
t
ℓ ⊗ eℓℓ ⊗ 1 + β2ctℓbicℓ ⊗ et+ℓ,t+ℓ ⊗ 1+
+ αβ(bicℓ − cℓbi)⊗ eℓ,t+ℓ ⊗ 1− αβ(bictℓ − ctℓbi)⊗ et+ℓ,ℓ ⊗ 1.
As s > d both sides of the last identity have a unique expression as generalized polynomials
in M2tn ∗ R〈x, xt〉 with the generalized coefficients bℓ ⊗ eij , 1 ≤ i, j ≤ 2t, 1 ≤ ℓ ≤ n2. Thus,
α
I
j
k
K
= 0 for bk 6∈ C(COn(B)), where Ijk denotes a tuple of d+ 1-elements in {1, . . . , n2} with
k at the j-th position. Since C(COn(B)) = B by Lemma 4.5, f belongs to B ∗ R〈x, xt〉.
4.2. Power Series Expansions about Non-Scalar Points. We next turn to analytic free
maps and exhibit their power series expansions about a non-scalar point A. Homogeneous
components of such an expansion will be generalized polynomials. For G = GL their matrix
coefficients belong to the double centralizer C(C(A)), while for G = O they lie in the ∗-
subalgebra F〈A,At〉 generated by A.
Let us first introduce neighbourhoods of non-scalar points. Given A ∈Mn(F)g, set
B(A, δ) =
∞⋃
s=1
{
X ∈Mns(F)g |
∥∥X − s⊕
i=1
A
∥∥ < δs},
where δ = (δs)s∈N, δs > 0 for every s ∈ N.
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4.2.1. GL-free maps. The next theorem gives a power series expansion of a GL-free map
f about A = (A1, . . . , Ag) ∈ Mn(F)g, whose matrix coefficients are elements of the double
centralizer algebra C(C(F〈A〉)) ⊆Mn(F) of the subalgebra F〈A〉 generated by A1, . . . , Ag.
Theorem 4.7. Let U be a GL-free set, f : U →M(F) be an F-analytic GL-free map, and let
B(A, δ) ⊆ U , where A ∈ Mn(F )g, and δ = (δs)s∈N, δs > 0 for every s ∈ N. Then there exist
unique generalized polynomials fm ∈ C(C(F〈A))〉 ∗ F〈x〉 of degree m so that the formal power
series
(4.8) F (X) =
∞∑
m=0
fm(X −A),
converges in norm on the neighbourhood B(A, δ) of A to f .
Proof. As A ∈ U [n] and U is a GL-free set we have
A⊕s =
s⊕
i=1
A ∈ U [ns]
for every s ∈ N. Since f [ns] is analytic in a neighbourhood of A⊕s, the function
t 7→ f [ns]
(
A⊕s + t
(
X −A⊕s))
is defined and analytic for all |t| < δX , where δX depends on X ∈ Mns(F). Thus, we can
expand it in a power series
(4.9) f [ns]
(
A⊕s + t
(
X −A⊕s)) = ∞∑
m=0
tmf [ns]m
(
X −A⊕s)
that converges for |t| < δX . If X ∈ B(A, δ), then we have δX ≥ 1. We claim that f [ns]m is a
homogeneous polynomial function of degree m. Indeed, as
∞∑
m=0
tm1 f [ns]m
(
t2
(
X −A⊕s)) = f [ns](A⊕s + t1t2(X −A⊕s)) = ∞∑
m=0
tm1 t
m
2 f [ns]m
(
X −A⊕s)
for all t1 that satisfy |t1|, |t1t2| < δX , we obtain
f [ns]m(tY ) = t
mf [ns]m(Y )
for all t ∈ F, Y ∈Mns(F)g. Let us show that
fm :Mn(F)g →Mn(F)
defined by fm[ns] := f [ns]m is a (CGLn(B),GL)-concomitant that preserves direct sums. Take
s ∈ N, σ ∈ (CGLn(F 〈A〉) ⊗Ms(F)) ∩GLns and note that
σA⊕sσ−1 = A⊕s.
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Then the identity∑
tmσf [ns]m
(
X −A⊕s)σ−1 = σf [ns](A⊕s + t(X −A⊕s))σ−1
= f [ns]
(
A⊕s + t
(
σXσ−1 −A⊕s))
=
∑
tmf [ns]m
(
σ
(
X −A⊕s)σ−1),
for all small enough t yields the desired conclusion.
To conclude the proof of the existence we proceed as at the end of the proof of existence in
Theorem 3.3. Thus, fm ∈ C(C(F〈A))〉 ∗ F〈x〉 by Lemma 4.4. Note that setting t = 1 in (4.9)
establishes the existence of the desired power series.
For the uniqueness, we can also follow the proof of uniqueness in Theorem 3.3 carried out in
Lemma 3.6 and Proposition 3.7, after recalling the identity (4.1). Hence we can recover fm by
the m-th derivative of the function t 7→ f [n(m+1)](t(X−A)) at 0, and the matrix coefficients
of the generalized polynomial fm can be determined by evaluations on Mn(m+1)(F).
Remark 4.8. If f is a uniformly bounded GL-free map then the convergence of F in (4.8)
is uniform, which can be proved in the same way as the analogous statement for F = C and
power series expansion about scalar points in the last part of the proof of [HKM12, Proposition
2.24]. The only modification needed is to replace exp(it)Ins, exp(−imt)Ins ∈ Mns(C) in the
equation
C ≥
∥∥∥ 1
2π
∫
f(exp(it)X) exp(−imt)dt
∥∥∥ = ‖f (m)(X)‖
with the corresponding matrices in M2ns(R).
In general one cannot expect the matrix coefficients of the power series expansion of a GL-
free map f about a non-scalar point A to lie in F〈A〉 ∗ F〈x〉. In this case one would have
f(A) ∈ F〈A〉, which is not always the case by [AM+2, Theorem 7.7]. However, this does hold
true in the case that A is a generic point. That is, if g = 1, then A is similar to a diagonal
matrix with n distinct eigenvalues, and if g > 1 then F〈A〉 =Mn(F).
Corollary 4.9. Let U be a GL-free set, f : U →M(F) be an F-analytic GL-free map, and let
B(A, δ) ⊆ U , where A ∈ Mn(F )g is a generic point, and δ = (δs)s∈N, δs > 0 for every s ∈ N.
Then there exist generalized polynomials fm ∈ Mn(F) ∗ F〈x〉 of degree m so that the formal
power series
F (X) =
∞∑
m=0
fm(X −A),
converges in norm on the neighbourhood B(A, δ) of A to f .
4.2.2. O-free maps. In the case of free maps with involution the matrix coefficients in the
power series expansion of an O-free map about A = (A1, . . . , Ag) ∈ Mn(F)g lie in the ∗-
subalgebra F〈A,At〉 of Mn(F) generated by A1, . . . , Ag. This contrasts the analogous result
for GL-free maps (Theorem 4.7) where the double centralizer of F〈A〉 is required.
Theorem 4.10. Let U be an O-free set, f : U →M(F) be an F-analytic O-free map, and let
B(A, δ) ⊆ U , where A ∈ Mn(F )g, and δ = (δs)s∈N, δs > 0 for every s ∈ N. Then there exist
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unique generalized polynomials fm ∈ F〈A,At〉 ∗ F〈x, xt〉 of degree m so that the formal power
series
F (X) =
∞∑
m=0
fm(X −A),
converges in norm on the neighbourhood B(A, δ) of A to f .
Proof. The proof resembles that of Theorem 4.7 with obvious modifications. One only needs
to apply Lemma 4.6 instead of Lemma 4.4.
5. Inverse Function Theorem for Free Maps
As an application of the tools and techniques developed we present an inverse and implicit
function theorem for free maps. For G = GL these results have been obtained by Pascoe
[Pas+], Agler and McCarthy [AM+2], Kaliuzhnyi-Verbovetskyi and Vinnikov (private com-
munication).
Following [K-VV+] we recall two topologies on M(F)g. The first is the finitely open
topology. Its basis are open sets U such that the intersection of U with Mn(F)
g is open for
every n ∈ N. The second topology is the uniformly open topology and its basis consists
of sets of the form
B(A, r) =
∞⋃
s=1
{
X ∈Mns(F)g |
∥∥X − s⊕
i=1
A
∥∥ < r},
for A ∈ Mn(F)g, n ∈ N, r ≥ 0. Further topologies in this free context are considered in
[AM+1, AM+2].
Let us recall a version of the classical inverse function theorem, giving information on
the injectivity domain (see e.g. [Lan93, Theorem XIV.1.2], [KP02, Theorem 2.5.1], [KK83,
Theorem 0.8.3]). We state it only in the case when f : U → V for U ⊆ V , 0 is in the domain of
f , f(0) = 0, Df(0) = idV , to which the general case can be reduced by replacing the function
f : U → V with the function f(x) = Df(x0)−1(f(x + x0) − f(x0)), if x0 is the point in the
domain of f . Here D denotes the Fre´chet derivative. We say that f ∈ Cr if all Dkf , 1 ≤ k ≤ r,
exist and are continuous.
Theorem 5.1. Let V be a Banach space, U ⊆ V an open set containing 0, f : U → V , and
let f ∈ Cr for some r ∈ N (resp. f is analytic). Let Df(0) : V → V be a continuous bijective
linear map. If Ball(0, 2δ) ⊆ U and ‖D(x − f(x))‖ < 12 for ‖x‖ < 2δ, then f is injective on
Ball(0, δ), and there exists h : Ball(0, δ2) → V, where V is an open subset of Ball(0, δ), such
that hf = idV , fh = idBall(0, δ
2
), and h ∈ Cr (resp. h is analytic).
With a slight abuse of notation, we call a g′-tuple of G-free maps f = (f1, . . . , fg′), fi : U →
M(F), also a G-free map. Throughout this section we let G ∈ {GL,O}.
5.1. Uniformly Open Topology. In this subsection we work with the uniformly open topol-
ogy. The Fre´chet derivative Df is continuous in the uniformly open topology at A ∈Mn(F)g
if for every ε > 0 there exists δ > 0 such that ‖Df(X) − Df(A⊕s)‖ < ε if s ∈ N and
X ∈ B(A, δ)[ns].
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Theorem 5.2 (Inverse free function theorem). Let U ⊆ M(F)g be an open G-free set con-
taining 0, f : U → M(F)g′ a G-free map, and let f ∈ Cr for r ∈ N (resp. f analytic), with
Df(0) invertible as a continuous linear map. Then there exist open G-free sets W ⊆M(F)g,
W ′ ⊆ M(F)g′ containing 0, f(0) respectively, and a G-free map h : W ′ → W so that
fh = idW ′, hf = idW , and h ∈ Cr (resp. h analytic). Moreover, h is analytic for every
r ∈ N in the case G = GL.
Proof. Since M(F)g is not a Banach space we cannot directly apply Theorem 5.1. However,
we can use it levelwise. Without loss of generality we can assume that g = g′, f(0) = 0 and
Df(0) = idM(F)g by replacing f with the function
f :M(F)g →M(F)g, f = Df(0)−1(f − f(0)).
As Df is continuous on U and invertible at 0 with a continuous inverse in the uniformly open
topology, there exists (by the definition of the topology) δ > 0 such that B(0, 2δ) ⊆ U and
‖D(x− f(x))‖ < 12 for ‖x‖ < 2δ. Theorem 5.1 therefore implies that f is injective on B(0, δ),
and provides a Cr-map h : B(0, δ2 ) → V, where V is an open subset of B(0, δ), that satisfies
the desired identities.
Let us first show that V is an O-free set and h is an O-free map. Let u ∈ On, Y ∈ B(0, δ2)[n].
As uY ut ∈ B(0, δ2)[n] and f is a G-free map we have
(5.1) f
(
h(uY ut)
)
= uY ut = uf
(
h(Y )
)
ut = f
(
uh(Y )ut
)
.
Since uh(Y )ut ⊆ uVut ⊆ B(0, δ) and f is injective on B(0, δ), h respects O-similarity. In
the same way one can show that h respects direct sums, so it is indeed an O-free map. In
consequence, V = h(B(0, δ2)) is an O-free set. Thus, in the case G = O, the proposition follows.
It remains to consider the case G = GL. We claim that h is analytic in this case. In the
case F = C, f is analytic (see [HKM11, Proposition 2.5] or [K-VV+, Theorem 7.2]). Our
assumptions imply that f is (uniformly) bounded in B(0, δ), therefore we can apply [K-VV+,
Theorem 7.23, Remark 7.35] to deduce that f is analytic also in the case F = R. Thus, h
is analytic by Theorem 5.1. Since h is an O-free map according to the previous paragraph,
it can be expanded in a power series (3.1) in x, xt about 0 by Theorem 3.3, which converges
in B(0, δ2). Note that (5.1) holds also if we replace u, ut by σ, σ−1 respectively, for σ ∈ GLn
such that σY σ−1 ∈ B(0, δ2 ), σh(Y )σ−1 ∈ B(0, δ). Note that for every Y ∈ B(0, δ2) there exists
δσ > 0, such that tσY σ
−1 ∈ B(0, δ2), σh(tY )σ−1 ∈ B(0, δ) for every |t| < δσ. Thus,
h(σtY σ−1) = σh(tY )σ−1
for every |t| < δσ . Writing this identity as a power series in t, we can deduce that each
homogeneous part hm of the power series H of h is a GL-concomitant. Thus, H is a power
series in x, and h is a GL-free map on B(0, δ2). Now notice that the GL-similarity invariant
envelopes
W = V˜, W ′ =
˜
B(0, δ
2
)
are open sets since the function X 7→ σXσ−1 is an (analytic) isomorphism. As U is a G-free
set, W is contained in U . Furthermore, h˜ (cf. Proposition 2.1) maps W ′ to W. Thus, we
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only need to check that f and h˜ satisfy the desired identities. Let X˜ = σXσ−1 ∈ W, where
X ∈ V[n], σ ∈ GLn. Then
h˜
(
f
(
σXσ−1
))
= h˜
(
σf(X)σ−1
)
= σh(f(X))σ−1 = σXσ−1
implies that h˜f = idW . The identity fh˜ = idW ′ can be checked similarly.
The proof used in the classical setting to derive the implicit function theorem from the
inverse function theorem can be also utilized in the free setting. Thus, we obtain an implicit
free function theorem. We denote by D2f(a, b), where f : U ×V → W, and (a, b) ∈ U ×V, the
Fre´chet derivative of the function y 7→ f(a, y) evaluated at b.
Corollary 5.3 (Implicit free function theorem). Let U1 × U2 ⊆M(F)g ×M(F)g′ be an open
G-free set, f : U1 × U2 → M(F)g′ a G-free map, and let f ∈ Cr for some r ∈ N, with
D2f(0, 0) invertible. There exist an open G-free set V1 × V2 containing (0, 0), and a G-free
map h : V1 → V2, h ∈ Cr, such that f(x, y) = 0 for (x, y) ∈ V1 × V2 if and only if y = h(x).
We now turn our attention to the inverse function theorem about neighbourhoods of non-
scalar points. Let us denote
CG(A) = {σ ∈ Gn | σAi = Aiσ, 1 ≤ i ≤ g}
for A = (A1, . . . , Ag) ∈Mn(F)g. We say that U ⊆Mn(F) is a CG(A)⊗G-free set if it is closed
under direct sums and simultaneous CG(A)⊗G-similarity. By
D˜f(A) :Mn(F)g →Mn(F)g′
for f : U →Mn(F)g′ , A ∈ U ⊆Mn(F)g, we denote the linear map defined levelwise for every
s ∈ N as
D˜f(A)[ns](H) := Df(A⊕s)(H).
The next theorem generalizes Theorem 5.2 to the case of non-scalar center points.
Theorem 5.4. Let U ⊆ M(F)g be an open G-free set, A ∈ U [n], f : U → M(F)g′ a G-free
map, and let f ∈ Cr for r ∈ N, with D˜f(A) invertible as a continuous linear map. There exist
open CG(A)⊗G-free sets W ⊆Mn(F)g, W ′ ⊆Mn(F)g′ containing A, f(A) respectively, and
a CG(A)⊗G-free map h :W ′ →W so that fh = idW ′, hf = idW , and h ∈ Cr.
Proof. Note that
Df(σXσ−1)(σHσ−1) = σDf(X)(H)σ−1
for every X,H ∈ Mn(F)g, σ ∈ Gn, n ∈ N. Since A ∈ U , which is an open G-free set, there
exists δ > 0 such that B(A, δ) ⊆ U . Then the function f : B(0, δ)∩Mn(F)g →Mn(F)g defined
by
f [ns] : B(0, δ) ∩Mns(F)g →Mns(F)g, f [ns](X) := Df
(
A⊕s
)−1(
f
(
X +A⊕s
)− f(A⊕s))
is CG(A)⊗G-free with f(0) = 0, Df(0) = idMn(F). A similar reasoning to that in the proof of
Theorem 5.2 with obvious modifications and using Theorem 4.7 in the place of Theorem 3.3
now yields the desired conclusions.
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5.2. Finitely Open Topology. Now we state a weak form of the inverse function theorem
for the finitely open topology. The Fre´chet derivative Df is continuous in the finitely open
topology if Df [n] is continuous for every n ∈ N.
Proposition 5.5. Let U ⊆ M(F)g be an open G-free set, f : U → M(F)g′ a G-free map,
and let f ∈ Cr for some r > 0 with Df(0) be invertible. There exist finitely open sets W,V,
containing 0, f(0) respectively, and a free O-concomitant map h : V → W such that fh = idV ,
hf = idW , and h ∈ Cr. In the case F = C, h is a a free G-concomitant map.
Proof. By the classical inverse function theorem we can find for every n ∈ N neighbourhoods
Vn, B(0, δn) of 0, f [n](0) respectively, such that f [n] : Vn → B(0, δn) is a diffeomorphism with
the inverse h[n] ∈ Cr. Since B(0, δn) is On-invariant so is Vn for every n ∈ N. As in the proof
of Theorem 5.2 it is easy to show that h(uY ut) = uh(Y )ut for every u ∈ On, Y ∈ Vn. By
the definition of the finitely open topology, the sets V = ⋃n Vn, W = ⋃n B(0, δn) are finitely
open. This establishes the proposition in the case G = O. In the case G = GLn and F = C
we proceed as in the proof of Theorem 5.2, and replace V, W by V˜, W˜ respectively. To show
that f, h˜ satisfy the required identities one also only needs to follow the steps in the proof of
Theorem 5.2.
We do not know whether W and V in Proposition 5.5 can be taken to be G-free sets, and
consequently h would be a G-free map; cf. [AM+2, Section 8].
5.3. Global Free Inverse Function Theorem. In [Pas+, Theorem 1.1] it is proved that
if f is a GL-free map and Df(X) is nonsingular for every X ∈ M(C) then f is injective, cf.
[AM+2]. This also holds for O-free maps.
Proposition 5.6. If f :M(F)g →M(F)g′ is a differentiable G-free map such that Df(X) is
nonsingular for every X ∈ M(F ) then f is injective. If f ∈ Cr for some r ∈ N then there exists
a G-free map h : f(M(F)g)→M(F)g′ , h ∈ Cr, such that hf = id|M(F)g , fh = id|f(M(F)g).
Proof. Suppose that f(X1) = f(X2) for some X1,X2 ∈Mn(F)g. Then (3.4) yields
Df
(
X1 0
0 X2
)(
0 X1 −X2
X1 −X2 0
)
=
(
0 0
0 0
)
.
Since Df
(
X1 0
0 X2
)
is nonsingular we have X1 = X2, which implies the injectivity of f . The
proof of the existence of the free map h satisfying the required properties is the same as that
of Theorem 5.2.
Remark 5.7. We remark that a free real Jacobian conjecture can be deduced from Proposition
5.6. (See e.g. [Pas+, Theorem 1.3].)
6. Examples of O-Free Maps
The theory of GL-free maps is very rigid to the point that many properties are stronger
than for complex analytic functions [K-VV+, HKM11, HKM12, Voc10]. In contrast to this is
the theory of O-free maps as we shall now demonstrate. We start by presenting the following
examples:
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• a continuous O-free map which is not differentiable (Example 6.1); more generally,
• Ck-maps which are not Ck+1 (Example 6.2);
• a smooth O-free map which is not analytic (Example 6.3).
Example 6.1. Consider the O-free map fm :M(R)→M(R) defined by
fm(x) = (xx
t)
1
m for some m ≥ 2.
It is continuous by [ZZ97, Theorem 1.1]. Note that fm is not differentiable at 0.
Example 6.2. Let k ∈ N and
f :M(R)→M(R) f(x) = (xxt)k+ 12 .
Then f is an O-free Ck-map [ZZ97, Theorem 1.1], but is not Ck+1.
Example 6.3. For an example of a smooth nonanalytic O-free map consider the map
f :M(R)→M(R), f(x) =
∞∑
j=0
e−
√
2j cos
(
2j(x+ xt)
)
.
Since ‖ cos(2j(A + At))‖ ≤ 1 for every A ∈ M(R), the power series is convergent. We show
that there exist derivatives of all orders in all directions at all points of M(R), but f is not
analytic. Let us show first that f is not analytic at 0. This holds already for the function
f [1] : R→ R. Indeed, since
lim sup
n→∞
|f [1](n)(0)|
n!
≤ lim sup
n→∞
e−
√
nnn
n!
=∞,
the radius of convergence of the Taylor series of f [1] at 0 is 0. Consider now the ℓ-th order
derivative of the function x 7→ cos(kx) at a point A ∈ Mn(R) in the direction H ∈ Mn(R).
We define matrices
AℓH =

A H
. . .
. . .
A H
A
 ∈M(ℓ+1)n(R).
Let F be an analytic function around 0 with the radius of convergence ∞. The ℓ!-multiple of
the (1, ℓ + 1)-entry of the matrix F (AℓH) equals the ℓ-th order derivative of F at the point A
in the direction H. By [Hig08, Theorem 4.25] we have
|| cos(kAℓH)|| ≤ (ℓ+ 1)nαkℓn,
where α depends only on A, for A = At,H = Ht ∈Mn(R). This implies that
∞∑
j=0
e−
√
2j
∥∥∥δℓ cos (2j(A+At))(H +Ht)∥∥∥ ≤ (ℓ+ 1)!nα ∞∑
j=0
e−
√
2j2jℓn <∞.
Hence the ℓ-th order derivative of f at A in the direction H exists and equals
∞∑
j=0
e−
√
2jδℓ cos
(
2j(A+At)
)
(H +Ht).
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Let f : U → M(C) be an analytic GL-free map. If f is uniformly bounded on U then
the m-th homogeneous part of the corresponding power series is also uniformly bounded (see
e.g. the last part of the proof of [HKM12, Proposition 2.24]). In the case of O-free maps this
is no longer the case.
Example 6.4. The analytic O-free map
x 7→ sin(xxt)
is uniformly bounded on M(F), however its (4m+ 2)-th homogeneous part
(−1)m 1
(2m+ 1)!
(xxt)2m+1
is not uniformly bounded.
If an analytic GL-free map f : U →M(C) is uniformly bounded then it converges uniformly
on U by [HKM12, Proposition 2.24]. The proof of the uniform convergence is easily established
after noticing that the homogeneous parts of f are also uniformly bounded by the same
constant. As the previous example shows this does not necessarily hold for O-free maps. Here
is an explicit example of a uniformly bounded analytic O-free map, which does not converge
uniformly in a neighborhood of 0.
Example 6.5. We provide an example of a bounded analytic O-free map, such that the
corresponding power series converges uniformly on Mn(R) for all n but does not converge
uniformly on M(R). Define the homogeneous polynomials zij = x23xi−12 xj−11 − xi2xj1 and let
hk(x1, x2, x3) = S2k(z11, z22, z12, z33, . . . , zkk, zk−1,k, zk+1,k+1),
where S2k denotes the standard polynomial of degree 2k; i.e.,
S2k(x1, . . . , x2n) =
∑
σ∈Sym(2n)
(−1)σxσ(1) · · · xσ(2n).
We take
(6.1) f(x1, x2, x3) = sin
( ∞∑
k=1
k!
(
hk(x1, x2, x3) + hk(x1, x2, x3)
t
))
.
Since S2k is a polynomial identity of Mn(R) for k ≥ n by the Amitsur-Levitzki theorem
(see e.g. [Row80, Theorem 1.4.1]), f [n] can be defined by taking only a finite sum in the
argument of sin in (6.1). Since x 7→ sin(x) is analytic on Mn(R), f [n] is real analytic on
Mn(R). Moreover, f is uniformly bounded by 1, since the argument of sin in f is symmetric.
Note that the corresponding power series F =
∑
fm, where fm is homogeneous of degree
m, converges uniformly on Mn(R)
3 for every n, since the sum in the argument of sin in the
definition of f is finite on Mn(R)
3 and the power series corresponding to sin restricted to
symmetric matrices converges uniformly.
We will now show that F does not converge uniformly on M(R). Assume for the sake of
contradiction that for every ε > 0 there exist N and r > 0 such that∥∥∥f(X)− n∑
m=0
fm(X)
∥∥∥ < ε for every ‖X‖ < r, n ≥ N.
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Fix ε < 1 and the corresponding N and r. Take n > N such that
(6.2) n!
(r
2
)2n2+3n+1
>
π
2
.
Let
x1 =
n∑
i=1
ei,i+1, x2 =
n∑
i=1
ei+1,i, x3 =
n+1∑
i=1
eii + en,n+1
be elements in Mn+1(R). Note that zij = eij for 1 ≤ i, j ≤ n+1, i < j. and zii = eii+ en,n+1.
For n > 2 we thus have
hk(x1, x2, x3) = 0 for k 6= n, hn(x1, x2, x3) = (−1)n−1(n+ 1)e1,n+1,
where the last identity follows by the identities
S2n(e11, e22, e12, e33, . . . , ek−2,k−1, en,n+1, ek−1,k, . . . , en−1,n, en+1,n+1)
= S2n(en,n+1, e22, e12, . . . , en−1,n, en−1,n, en+1,n+1) = (−1)n−1e1,n+1
for 2 ≤ k ≤ n+ 1, and setting e01 = e11. By (6.2) there is r′ < r such that
(n+ 1)!
(
r′
2
)2n2+3n+1
=
π
2
.
Letting
yi =
r′
2
xi, 1 ≤ i ≤ 3,
we have ||y|| < r and
hn(y1, y2, y3) = (−1)n−1
(r′
2
)2n2+3n+1
(n+ 1)e1,n+1,
whence
f(y1, y2, y3) = (−1)n−1(e1,n+1 + en+1,1).
Note that fm(A1, A2, A3) = 0 for m < ℓ if hk(A1, A2, A3) = 0 for k < ℓ. Thus,
N∑
m=0
fm(y1, y2, y3) = 0
and ∥∥∥f(y1, y2, y3)− n∑
m=0
fm(y1, y2, y3)
∥∥∥ = 1 > ε,
a contradiction.
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Appendix A. U-Free Maps
In this section we give a sample of the minor modifications needed to handle the case
G = U = (Un)n∈N, F = C. The free algebra with trace with involution over C consists
of noncommutative polynomials in the variables xk, x
∗
k over the polynomial algebra T
∗ in
the variables tr(w), where w ∈ 〈X,X∗〉/cyc
∼
, with the involution tr(w)∗ := tr(w∗), α∗ = α
for α ∈ C. The evaluation map from the free algebra with involution with trace to Mn(C)
respects involution, in particular, tr(Aw
∗
) = tr(Aw)∗ = tr(Aw).
It follows from [Pro76, Theorem 11.2] that a polynomial map in the variables x
(k)
ij , (x
(k)
ij )
∗ is
a Un-concomitant if and only if it is a trace polynomial in the variables xk, x
∗
k, and nontrivial
trace identities in the variables xk, x
∗
k of Mn(C) first appear in the degree n. Note that
functions in commutative complex variables x
(k)
ij that are real analytic can be expressed as
power series in the variables x
(k)
ij , (x
(k)
ij )
∗. With this observation and the previous statements
the proofs of the following proposition and theorem go along the same lines as the proofs of
analogous results (Proposition 3.1, Theorem 4.7) in the cases G = GL, G = O.
Proposition A.1. Let f : M(C)g → M(C) be a U-free map such that f [n] is a polynomial
map in the variables x
(k)
ij , (xij
(k))∗ for every n ∈ N, and maxn deg f [n] = d, then f is a free
polynomial of degree d in the variables xk, x
∗
k.
Theorem A.2. Let f : U → M(C) be an R-analytic U-free map, and let B(A, δ) ∈ U ,
A ∈ Mn(C)g, δ = (δs)s∈N, δs > 0 for every s ∈ N. There exist fm ∈ C〈A,A∗〉 ∗ C〈x〉 and a
formal power series
F (X) =
∞∑
m=0
fm(X −A),
which converges in norm in a neighbourhood B(A, δ) of A such that F (X) = f(X) for X ∈
B(A, δ).
Remark A.3. If f is a U-free polynomial map (i.e., for every n ∈ N, f [n] is a polynomial map
in x
(k)
ij , 1 ≤ i, j,≤ n, 1 ≤ k ≤ g) of bounded degree, then f is a polynomial in the variables
xk, x
∗
k by Proposition A.1. However, as f is a polynomial map, it does not involve conjugate
variables, so f is a polynomial in the variables xk. This also follows from the fact that Un is
Zariski dense in GLn. Therefore U-free C-analytic maps are fairly close to GL-free C-analytic
maps.
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