Abstract Gauging stations where the stage-discharge relationship is affected by hysteresis due to unsteady flow represent a challenge in hydrometry. In such situations, the standard hydrometric practice of fitting a single-valued rating curve to the available stage-discharge measurements is inappropriate. As a solution to this problem, this study provides a method based on the Jones formula and nonlinear regression, which requires no further data beyond the available stage-discharge measurements, given that either the stages before and after each measurement are known along with the duration of each measurement, or a stage hydrograph is available. The regression model based on the Jones formula rating curve is developed by applying the monoclinal rising wave approximation and the generalized friction law for uniform flow, along with simplifying assumptions about the hydraulic and geometric properties of the river channel in conjunction with the gauging station. Methods for obtaining the nonlinear least-squares rating-curve estimates, while factoring in approximated uncertainty, are discussed. The broad practical applicability and appropriateness of the method are demonstrated by applying the model to: (a) an accurate, comprehensive and detailed database from a hydropower-generated highly dynamic flow in the Chattahoochee River, Georgia, USA; and (b) data from gauging stations in two large rivers in the USA affected by hysteresis. It is also shown that the model is especially suitable for post-modelling hydraulic and statistical validation and assessment.
INTRODUCTION
The main object of a hydrometric gauging station is to provide a continuous record of discharge data. This is almost exclusively achieved by continuously measuring the stage and subsequently converting it into discharge by means of an estimated stage-discharge relationship. Hence, rating curves representing the estimated relationship between stage and discharge at gauging stations are an essential part of surface hydrology.
In situations where the hydraulic channel control is non-changing, and the stagedischarge relationship not influenced by unsteadiness, it is relatively easy to derive a trustable single-valued rating curve (one-to-one correspondence between the stage and the discharge for steady and uniform flow) by applying graphical methods (e.g. Herschy, 1995; Fenton & Keller, 2001) , or conventional regression methods (e.g. Venetis, 1970; Petersen-Øverleir, 2004; Moyeed & Clarke, 2005) , to the available stage-discharge measurements, although compound controls complicate the latter approach (Zarzer 1987; . However, rating curves estimated on the basis of a single-valued rating curve assumption become inaccurate if the stage-discharge relationship is significantly affected by unsteadiness.
Unsteady flow is concerned with flood wave propagation. When a flood wave passes down a river channel and through a given cross-section, the effect of the wave front when upstream of the cross-section is to increase the velocity of approach at the cross-section (Mander, 1978) . When the flood peak passes into the reach downstream of the cross-section, the rear of the wave increases the backwater conditions and so reduces the velocity at a given discharge at the cross-section (Mander, 1978) . The result is that, for the same stage, the discharge is higher during rising stage than during falling stage. For some streams, these effects will be manifested as distinctive loops in the stage-discharge relationship (see Fig. 1 ). In such situations a single-valued rating curve approach will produce biased discharge estimates. Details on the physical background of the hysteresis phenomenon, and in-depth discussions on the equations which govern unsteady flow, can be found in many places in the literature (e.g. Chow, 1959; Henderson, 1966; Fenton & Keller, 2001) .
Several methods to account for looped rating curves have been developed in hydrometry and hydraulics. The simplest approach is to fit one single-valued rating curve to the measurements performed at rising stage and another to the falling stage measurements. Since the size and form of the hysteresis do not remain constant for each flood (Fread, 1975) , it is clear that this method is intrinsically inaccurate.
Most standard hydrometric literature (e.g. Boyer, 1964; Mander, 1978; Rantz et al., 1982 , Herschy, 1995 ISO, 1998) recommends using the Jones formula (Jones, 1916) for correcting the steady-state rating curve when unsteady flow is present and significant. This formula and its theoretical background are presented in the next section of this study. In practical applications of this method (e.g. Kennedy, 1984; Neely & Bingham, 1986) , one has to determine the rate of change of stage and the flood wave celerity for each of the stage-discharge measurements available. In addition, the friction slope at steady flow must be ascertained. The rate of change in stage can be approximated from the stage hydrograph or the stage readings during each discharge measurement, while the friction slope can be determined from field surveys during conditions of steady flow. The wave celerity can be estimated from observations of the time interval between equal rising stages at several sites along the channel (Fread, 1975) , or by using an approach based on monoclinal flood wave assumptions and the Manning or the Chézy formula in wide channels (Chow, 1959) . However, the aforementioned approaches for determining the components of the Jones formula require field information far beyond the stage-discharge measurements, which may deter hydrometric offices from using them in practice.
The Jones formula is based on simplifying assumptions which reduce its theoretical justification. Several modifications to the Jones formula have been proposed. Henderson (1966) and Di Silvio (1969) allowed for diffusion by introducing parabolic and triangular approximations, respectively, to the flood wave in the Jones formula. Fenton & Keller (2001) proposed a diffusion correction method which is obtained using the time derivatives of the stage hydrograph. Perumal et al. (2004) refined the time derivative of the Jones formula by incorporating expressions for the inertial forces of the one-dimensional momentum equation. These methods are without question theoretically justified, but applying them for practical purposes may be difficult. Firstly, they require an extensive use of at-site hydraulic parameters. An increased reliance on the hydraulic parameters could lessen the accuracy of the model results since hydraulic parameters determined by field surveys are known to contain considerable inaccuracies (Johnson, 1996) . Secondly, detailed information about at-site hydraulic variables is not commonly available at a gauging station. Fread (1975) used the complete one-dimensional equations for unsteady flow to derive a deterministic nonlinear rating curve model that accounted for hysteresis. This model was successfully applied to gauging stations in the Mississippi and one of its tributaries. Faye & Cherry (1980) also obtained good results with a very similar but more general model which was compared with extensive field measurements of a flood wave passing down the Chattahoochee River in Georgia, USA (more details of this study are presented later on in this paper). Unfortunately, the models proposed by Fread (1975) and Faye & Cherry (1980) require information on the channel slope, the geometry of the cross-section and the Manning's roughness coefficient. This, along with the computational difficulties involved, makes them cumbersome to use in practice.
The twin-gauge approach (Herschy, 1995; ISO, 2001 ), usually applied for adjustments due to variable backwater, can be used for actually measuring the surface slope and hence to model unsteady flow. This procedure was recommended by Fenton & Keller (2001) . However, the application of this method in unsteady flow situations does not appear to be documented in the literature. Moreover, it requires an auxiliary gauging station and is therefore expensive to install and operate. Tawfik et al. (1997) introduced an approach based on multilayer perceptron artificial neural network (ANN) for modelling stage-discharge relationships exhibiting hysteresis. This approach was followed up by Jain & Chalisgaonkar (2000) and Sudheer & Jain (2003) , of which the latter employed a radical basis function ANN. Recently, Bhattacharya & Solomatine (2005) presented a stage-discharge model based on ANN and an M5 model tree. By using various time lags of observed stage and/or discharge as inputs to the ANN (which in fact is the information needed for calculating the rate of change of stage in Jones formula), the aforementioned studies produced evidence for the ANN approach yielding more accurate results than the single-valued rating curve approach for stage-discharge relationships affected by hysteresis. Although the ANN approach appears promising for accounting for hysteresis in the stage-discharge relationship, its complexity and the fact that it is not founded on hydraulic theory may again make hydrometric offices reluctant to apply it. Coding, periodically re-training and applying an ANN in a computerized hydrometric database are not straightforward. In addition, a neural network is not based on physical principles, and it is doubtful whether the trained weights can be used to justify the fitted model hydraulically. Lastly, due to its "black-box" nature, it is uncertain how a trained ANN model behaves when extrapolating the estimated stage-discharge relationship. At worst, the ANN predicted stage-discharge relationship may become erratic or even monotonically non-increasing in the extrapolated area. This paper proposes a method based on the Jones formula and nonlinear regression, which requires no further data beyond the stage-discharge measurements, given that the stages before and after each measurement are known along with the duration of each measurement. If the additional information is missing, the stage hydrograph must be used in addition to the stage-discharge measurements.
It is shown that the Jones formula can be estimated by standard nonlinear regression methods by invoking the generalized friction law for uniform flow, the monoclinal flood wave principle and assuming a wide and power-law channel. The limitations implied by these simplifying assumptions are assessed as they are introduced. The first section summarizes the theoretical background of the Jones formula and, furthermore, develops an alternative expression that is amenable to estimation by nonlinear least-squares regression. The next section is mainly concerned with how to obtain the nonlinear least-squares estimates by numerical minimization while factoring in approximated uncertainty. Finally, the proposed method is tested on data from: (a) a comprehensive and detailed study on a hydropower-generated flood wave passing down the Chattahoochee River, Georgia, USA; and (b) data from two gauging stations on two large rivers, the Ohio and the Tennessee, in the USA, which are affected by hysteresis due to unsteady flow.
A NONLINEAR RATING CURVE REGRESSION MODEL BASED ON THE JONES FORMULA

The theoretical background of the Jones formula
To begin with, it is necessary to introduce some initial simplifying assumptions for a short section of the river channel containing the gauging station: (a) The flow is uniform when steady. It is understood that this is approximate since some degree of non-uniformity is invariably encountered in natural channels. Moreover, it is evident that this assumption best applies to gauging stations having controls consisting of long reaches, and not to stations in conjunction with highly varied flow, e.g. free overfalls or critical flow from a reservoir. (b) The channel section is prismatic, i.e. the shape and size of the channel and the slope of the bottom are constant. This assumption rules out channel sections which have strong irregularities, such as marked changes in width and/or bottom elevation. It is also understood from this assumption that, in the case of a compound channel, each section must be considered separately. (c) There is negligible inflow or outflow. This criterion should be met in most cases, assuming that there are no significant tributaries in the vicinity of the gauging site. (d) No backwater effects are present. It is evident that gauging stations with downstream reaches containing dams, weirs, contractions, lakes, etc., or confluent tributary junctions which significantly change the energy gradient for certain discharges, are excluded by this assumption. The discharge at the cross-section of the river where the gauging station is placed can be expressed by:
where Q is the discharge, and V is the mean velocity in the cross-section of area A. The mean velocity can be expressed by the generalized friction law (Henderson, 1963; Chen, 1991) :
where K is the factor of flow resistance, S f is the friction slope, R the hydraulic radius of the cross-section and M is an exponent dependent on the friction law used. Hence, combining equations (1) and (2) yields:
In practical applications of uniform-flow equations (usually either the Manning formula or the Chézy formula), the value of K is often assumed constant for a fixed M. In reality, the factor of flow resistance varies with depth. Many studies have pointed out that K increases with an increase in hydraulic radius (e.g. Jarrett, 1984; Azmon, 1992; Tarekul Islam & Chowdhury, 2003) . Furthermore, K may vary markedly at high stages if the banks are rough and grassy. Hence, while recognizing the variable nature of K, this study makes a simplifying assumption that the flow resistance remains almost the same at all stages. In cases where this assumption clearly does not hold, e.g. when a large portion of the channel section is overgrown with vegetation or several parts of the channel are made up of very different materials, the analysis must be performed separately for each subsection of the river channel. There are also indications that K increases proportionally to unsteadiness (Koloseus & Davidian, 1966; Tarekul Islam & Chowdhury, 2003) . Hence, when equation (3) is incorporated into unsteady flow situations, as presented below, an unknown degree of bias may be introduced into the model by flawed channel resistance assumptions.
The momentum equation for unsteady flow without lateral flow is given by (Chow, 1959, p. 528 
where S 0 is the bottom slope, h the depth of flow in the cross-section, x the longitudinal distance along the channel, g acceleration due to gravity and t time. For steady uniform flow, equation (4) simply becomes S f = S 0 , However, as mentioned already, strictly steady and uniform conditions are seldom encountered in natural streams. Usually, it is valid to assume that the magnitudes of the inertial force terms-the convective acceleration (V/g)(∂V/∂x) and the local acceleration (1/g)(∂V/∂t)-are small in comparison with the longitudinal gradient (∂h/∂x) and S 0 , and can thus be ignored. This has been demonstrated in several places in the literature (e.g. Henderson, 1966; Weinmann & Laurenson, 1979; Ferrick et al., 1984; Ferrick, 1985) . Hence, by ignoring the inertial force terms in equation (4), the combination of equations (3) and (4) gives:
where Q n is the discharge at steady and ostensibly uniform flow. Introducing the assumption that the flood waves passing the gauging station are governed by the kinematic equation (Lighthill & Whitham, 1955) , i.e. assuming that ∂ 2 h/∂x 2 ≈ 0 and hence neglecting the subsidence of the flood waves, one has:
Several studies have provided criteria for the applicability of equation (6) (e.g. Woolhiser & Ligget, 1967; Ponce et al., 1978) . A comprehensive review of these studies can be found in Singh (2001) . Practical applications of most of these criteria depend on having accurate information on hydraulic parameters such as channel resistance, bed slope, channel length and friction law. Unfortunately this is information which is only approximate, and often absent, for a hydrometric gauging station, making a precise assessment of the practicality and applicability of equation (6) difficult. However, it can be deduced from the vast literature on kinematic wave theory that equation (6) is not very suitable for describing flood propagation in rivers with gentle slopes and/or fast-rising flood waves. Furthermore, Perumal & Ranga Raju (1999) have shown that using equation (6) for modelling looped rating curves may be in significant error, especially near the peak of the flood when the size of the stagedischarge hysteresis is large. Continuing, by combining equations (5) and (6), one obtains the Jones formula discharge equation:
which, according to equation (3), can be written as:
The above analysis shows that the Jones formula is based on several simplifying assumptions, some of which will never be fully met in any natural river. Applying it to model hysteresis in rating curves caused by unsteady flow will, in most cases, imply an unknown amount of trade-off between model bias and model simplicity. Perumal et al. (2004) demonstrated, in the case of a uniform and wide rectangular channel and a smooth hypothetical hydrograph, that the suitability of equation (7) can be measured by |(1/S 0 )(∂h/∂x)|, which should be less than 1/2 for a successful application. Consequently, with information on the bottom slope and the longitudinal gradient, the appropriateness of the Jones formula can be roughly assessed.
Estimating the terms in the Jones formula
A commonly used approximation to flood waves in natural channels is the monoclinal rising wave, which is a wave of stable profile that does not change shape as it travels down the river channel (Chow, 1959) . The mathematical principles of this wave type were developed by Kleitz (1877) , whereas Seddon (1900) demonstrated its applicability to natural streams. Fread (1975) obtained good results when he applied this principle to data from several sites in the Mississippi basin. Tang et al. (2001) applied this principle to model wave speeds in compound channels. Their model predictions agreed well with data from two reaches of two natural rivers in the UK.
If one assumes that all the flood waves passing the gauging station are monoclinal, their celerity, c, may be expressed as:
where B is the top-width of the channel cross-section. Chow (1959) showed that this monoclinal wave approximation is theoretically justifiable for flood waves causing only small rises in stage. Hence, equation (9) may give rise to considerable inaccuracies when applied to gauging stations in catchments which are subject to rapid and extensive runoff. Equation (9) can be used to determine c. First, one needs to assume that the channel is so-called power-law (Strelkoff & Clemmens, 2000) , i.e. the width of the river can be expressed as a power function of the depth of flow:
where β and N are dimensionless scale and shape parameters. It is easy to see that equation (10) covers a variety of idealized channel forms such as rectangular (N = 0), elliptical (N = 1/2), triangular (N = 1) and funnel-shaped (N > 1) types. However, even if natural channels usually vary from an approximate parabola to an approximate trapezoid, they are seldom perfectly describable by a power law due to irregularities, implying that, in most cases, equation (10) must be considered as only representative for the average shape of the river cross-section. If the channel is sufficiently wide, as assumed in this study, one can approximate the hydraulic radius with the hydraulic depth (Fread, 1975) , i.e.:
Clearly, if the width is not several times larger than the flow depth, equation (11) will overestimate R significantly. Chow (1959) defined a channel whose width is 10 times the depth of flow as wide. Consequently, in deep rivers, the more complicated expressions for R found in Strelkoff & Clemmens (2000) might be more suitable.
According to equations (3) and (11), one obtains the uniform flow discharge equation:
Equation (12) is interesting. Firstly, it motivates the classical power-law rating curve model in steady uniform flow. Secondly, it provides a method for estimating equation (9) by:
It must be noted that Henderson (1963) arrived at very similar conclusions to those stated by equations (12) and (13).
Finally, the Jones formula can be expressed as:
Until now h has represented the effective depth of water at the channel control. Usually, the reference gauge is not zero when the effective flow depth is zero. Therefore, η + e, where -e is the unknown reference gauge height at zero flow and η the stage, or more precisely the water surface level in relation to the reference gauge, must usually replace h in equation (14). Hence, one obtains:
since ∂h/∂t = ∂(η + e)/∂t = ∂η/∂t +∂e/∂t = ∂η/∂t. Equation (15) is, from here onwards, referred to as the Jones formula rating curve.
Developing the nonlinear regression model
To begin with, it is assumed that the channel in the vicinity of the gauging station is affected to only an insignificant degree by changes such as scour, deposition and vegetation growth. The channel geometry and the channel resistance can then be treated as constant within the time period for which the available stage-discharge measurements have been collected. This assumption is never fully satisfied as all natural channel controls will change over time to a greater or lesser extent. However, given that the changes affect the stage-discharge relationship with a magnitude smaller than the discharge measurement uncertainty, unstableness may be ignored. If this is not the case, it will be necessary to segment the data into time-periods of which the control can be considered stable. Using either the staff gauge readings during each discharge measurement or the stage hydrograph, one can approximate ∂η/∂t using a finite-difference approximation J. Hence, having k stage-discharge J measurements, (Q 1 ,η 1 ,J 1 ), …, (Q k ,η k ,J k ), and assuming multiplicative normally distributed measurement error having a standard deviation σ, one obtains the regression problem:
Taking the logarithm on both sides of equation (16) and assuming that |ε i | << 1∀i (which is in accordance with typical discharge measurement uncertainty; Carter & Anderson, 1963; Day, 1975; Herschy, 1999) , equation (16) can be written as:
where a = log(α). Equation (17) implies the residual sum of squares (RSS) function:
The parameter space of the minimization problem can be refined by eliminating the linear parameters a and ζ using standard linear least-squares methods, i.e. by introducing:
and
This procedure is often referred to as the variable projection method (Golub & Pereyra, 2003) . Thus, the refined RSS takes form of a function of three unknown parameters:
The parameters ( ) M e, , θ which minimize equation (22) 
ESTIMATION Obtaining the least-squares estimates
Full model It is readily evident that the parameters in Ω cannot be presented as closed-form expressions of the available stage-discharge J measurements. Minimization of the RSS function (equation (22)) therefore requires a numerical scheme, which is also the situation when one or two of the unknown parameters are assumed known and hence fixed. This raises questions concerning the presence of sub-optimal solutions and the existence and uniqueness of global least-squares estimates. Unfortunately, it is extremely difficult if not impossible to give satisfactory theoretical answers to these questions. demonstrated that the negative RSS function is neither convex nor approaching infinity on the parameter boundaries in the case of the single-valued rating curve model, which itself is just a special case of the Jones formula rating curve model (θ = 0). Hence, general results found in central studies on the topics of existence and uniqueness in regression estimates (e.g. Mäkeläinen et al., 1981; Demidenko, 2000; Orme & Ruud, 2002) do not apply to equation (22) . Consequently this study does not attempt to furnish theoretical evidence on the modality or the uniqueness and existence of a global minimum of equation (22).
If all three of the parameters e, θ and M are assumed unknown, equation (22) takes values in a three-dimensional space, making a precise visual assessment of the RSS function difficult. This fact still leaves the questions on modality, existence and uniqueness open, although a fairly composite picture can be built up by analysing the sum of squares for a grid of points in the space of physically plausible parameter values, and plotting two-dimensional slices of the contours of the RSS function. In any case, a special numerical searching strategy is needed. The safest approach is to use a global minimization method, e.g. simulated annealing (SA) (Kirkpatrick et al., 1983; Van Laarhoven & Aarts, 1987) , which is a probabilistic algorithm that has been found to be effective for the minimization of functions that have many local minima. The main drawbacks of SA are slowness (compared to local search techniques) and computer-intensiveness. In addition, SA is not a general-purpose method, and its performance and trustworthiness are dependent on how the annealing and the stochastic generating mechanisms are configured. Another adequate strategy is to run a routine based on local exploration of the parameter space, e.g. gradient, quasi-Newton, simplex, etc., for several different and widely separated starting values to see if the respective iterations fall on different local minima. If not, one can assume that equation (22) admits only one global minimum. Otherwise, the parameters yielding the smallest minimum would be selected. The danger involved with this approach is the chance of missing the global minimum.
This study utilizes the latter method and applies a quasi-Newton method (Dennis & Moré, 1977) in the form of the well known BFGS (Broyden-Fletcher-GoldfarbShanno) algorithm for the local search (see Seber & Wild, 1989, for references) . This fast converging algorithm proceeds iteratively assuming in each step that a local quadratic approximation is known for the function subject to minimization. The minimum of this quadratic function is used to determine a line along which a onedimensional search is carried out until the convergence criterion is met. It is beyond the scope of this paper to give a full description of the BFGS algorithm, but the interested reader can consult the aforementioned articles. Documentation and source code for the BFGS algorithm can be accessed in several places on the Internet (see Cheney & Kincaid, 1999 , for an overview of available libraries and public domain software). Furthermore, most commercial statistical packages provide the BFGS or an alternative algorithm. Van Loan (2000) and Lange (1999) are very good general references for the application of numerical analysis to statistics.
Running the BFGS algorithm for several starting values from the domain of the parameter space requires a scheme. It is readily evident from equation (15) that the parameter space of equation (22) is, theoretically, defined by the following constraints:
Sampling from the domain defined by equations (23a) and (23b) is not very practical. This domain can be truncated by only considering those parameter values which are expected to be plausible from a hydraulics point of view and the characteristics of the actual site. The friction law parameter M might be expected to vary between 1/2 and 2 (Ponce, 1991) , although experiments have yielded values as low as zero (Horton, 1945) . According to the Manning and Chézy formulae, which are the most widely used for open-channel flow, M should be close to 2/3 and 1/2 respectively. To ensure high coverage certainty, this study uses a wide range, i.e. M ∈ 〈-1,3〉.
Theoretically, e is the point of zero flow. However, since most natural channels are seldom perfectly describable by a power-law, the parameter e should be interpreted as the approximate point of zero flow most representative for the actual cross-section. In any case, one would expect e to be in the vicinity of the lowest point on the crosssection. If the lowest point of the river is completely unknown, or the proposed model is applied in the upper segment of a compound rating curve where e has no clear physical meaning, the range covering plausible values of e should be wide, e.g. e ∈ 〈-η min ,(η min + 20)〉 (m), as used in this study.
It can be deduced for equation (13) that θ = 1/(1.5KS 0 1/2 ) if the channel is assumed rectangular and the Chézy friction law is used. This idealization makes it possible to assess the range of plausible values of θ, given that one has information on the channel resistance and slope. If not, a wide range, which may include unrealistic values, should be applied for high coverage certainty. This study uses θ ∈ 〈0,1000〉 (m h -1 ). The scheme used in this study for obtaining the least-squares estimates for the full model is as follows: (a) Draw e (start) , M (start) and θ (start) from uniform distributions on 〈-η min ,(η min + 20)〉, 〈-1,3〉 and 〈0,1000〉, respectively.
, e (start) , θ (start) ) satisfies equation (23b), go to step (c), if not, go to step (a). (c) Use (M (start) , e (start) , θ (start) ) as starting values for minimizing equation (22) by the BFGS algorithm. (d) Store the minimizing parameters along with the corresponding sum of squares. (e) Go to (a). This scheme is run until 100 minimizations are performed, and the minimizing parameters which correspond to the lowest sum of squares are taken as the least-squares estimates.
The scheme, as presented here, was successfully run on several real-life data sets without encountering any sub-optimal solutions. However, in a few cases, when starting values were drawn far from the minimum, the algorithm failed to converge, yielding values that were censored. The SA algorithm was also employed but gave no other answers than the original scheme.
Reduced model As shown in the former section, estimating the Jones formula rating curve by the means of the full model involves numerical and computational challenges. These challenges can be drastically reduced by fixing one or more of the three parameters e, θ and M.
The parameter e can sometimes be ascertained in field surveys if the control reach is stable and well defined. However, as mentioned in the former section, most natural channels are not perfectly power-law, and fixing e might lessen the model's ability to emulate the average shape of the cross-section. In addition, the lowest point of a natural cross-section might not be easy to pinpoint with high accuracy, implying that a misclassification of e can easily happen.
Numerous applications of the Manning and Chézy formulae, spanning over several decades, have confirmed their suitability for modelling a large variety of open-channel flow situations. Therefore, fixing M to the values of 2/3 or 1/2 is highly justifiable from a hydraulic point of view. In addition, this operation requires no additional field information. Clearly, this action is debatable since deciding the friction law a priori involves a subjective degree of belief, although from a statistical point of view there is really nothing controversial about applying physically-sound information to a probabilistic model.
The parameter θ is difficult to determine accurately without very precise information on the channel geometry, channel resistance and friction law.
Fixing some of the parameters in equation (22) will undoubtedly lessen the flexibility of the model, especially since equation (22) relies on several simplifying assumptions, some of which will never be fully justified in a natural river. On the other hand, a model where one or more of the parameters is fixed might give a very good description of the stage-discharge J data available. This does not necessarily mean that the full model is over-parameterized. It might be that in the particular set of available data, the stage and J do not change enough for the full model to show its appropriateness. However, a balance must be set, and fixing more than one parameter in equation (22) might be deemed unwise.
Fixing one of the parameters in equation (22) has several positive practical implications. Firstly, the questions concerning modality and existence and uniqueness of estimates can be readily answered by plotting the sum of squares over the domain defined in equations (23a) and (23b). Secondly, the least-squares estimates can be obtained by visually locating the global minimum (see Fig. 4 ), rendering numerical procedures unnecessary. However, for high accuracy, numerical estimation is preferable.
Inference and model selection
No estimate, statistical or deterministic, should be communicated without information on its accuracy, so that users can draw conclusions about its applicability. The uncertainty of point estimates derived by statistical models, such as nonlinear regressions, is usually presented as either standard deviations or confidence intervals. In the case of the regression model corresponding to the rating curve based on the Jones formula, maximum likelihood methods are available for inference. This is because it is assumed that measurement errors are normally distributed, implying that the leastsquares estimate is also the likelihood estimate. The log-likelihood function valid for equation (18) is:
Furthermore, the likelihood estimate of the standard deviation of the measurement error yields:
Now, the observed Fisher information is defined as:
where p is the number of parameters in Φ. Furthermore, using classical large-sample likelihood theory, the approximated standard deviation of any parameter function
is given by:
where
The easiest way of calculating the derivatives in equations (26) and (28) is by using finite differences methods (consult Van Loan, 2000, Section 1.5.2 for details). Equation (27) is often referred to as the Wald standard deviation, and is a relatively easy method for assigning uncertainty to both the Jones formula and the single-valued rating curve estimates. However, if the RSS function is noticeably irregular (has an inaccurate quadratic approximation) in the neighbourhood of the minimum, equation (28) will be less appropriate and more advanced likelihood methods or bootstrap methods should then be used to construct confidence intervals. Detailed treatment on likelihood-based inference and bootstrap methods can be found in, e.g. Pawitan (2001) , and Efron & Tibshirani (1993) , respectively.
In practical rating-curve modelling, specifying the correct model is important for consistent prediction of discharges. In cases where the slope is a negligible determinant, a single-valued rating curve will suffice. On the other hand, if the stagedischarge relationship is significantly affected by unsteady flow, ignoring the slope may cause considerable error. In addition, questions on whether or not to fix a parameter need confirmative answers. Unfortunately, it is not always easy to know if one has chosen the correct model.
It is possible to assess these questions by invoking statistical measures. The Akaike information criterion (AIC) (Akaike, 1974) :
can be used for model selection. The first part of equation (29) accounts for the goodness of fit whereas the second part penalizes the model complexity. The model which has the lowest AIC is assumed to be the most appropriate working model.
PRACTICAL APPLICATIONS
Dynamic flow in the Chattahoochee River
Data On 23 March 1976, the regulated discharge from the Buford Dam in the Chattahoochee River, Georgia, USA was increased to approximately 8000 ft 3 s -1 [see Appendix, Table A1 , for imperial-metric conversion]. The resulting wave propagated down the river where stage and discharge data was intensively collected at four sites until the wave had passed. The time differences between the beginning of stage rise and end of stage fall at the different gauging sites ranged from 10 to 14 h. For three of the data-collection sites, i.e. Georgia Highways 141, 120 and 20, which were situated approximately 17, 13 and 2 river miles (mi) downstream from the Buford Dam, respectively, both stage and discharge measurements were made at 5-min intervals during the whole period of unsteady flow. At a fourth site, Littles Ferry Bridge, situated about 8 mi downstream from the Buford Dam, stage and discharge data was measured at 10-and 5-min intervals, respectively. The measured stage-discharge relationships for the four abovementioned stations are shown in Fig. 1 . The flow width was of the order of 10 times the flow depth at all four stations. A complete description of the field study, including a detailed treatment of the data collection procedures and channel characteristics, and a summary of the collected data, can be found in Faye & Cherry (1980) .
Results and discussion
This dynamic flow is very similar to flood generation in a medium-sized rapid natural river. The maximum rates of change of stage for the four stations ranged from 12.5 ft h -1 at Georgia Highway 20, to 2.3 ft h -1 at Georgia Highway 141. Such figures imply that a kinematic wave does not fully characterize the flow conditions of the Chattahoochee River on 23 March 1976. Hence, applying the Jones formula rating curve model to this situation is a real test of its applicability.
The stage and discharge data collected on that day at Georgia Highways 141, 120 and 20, and Littles Ferry Bridge were applied to the full Jones formula rating curve model. The rates of changes of stage were estimated using the finite differences approximation J = (η t+1 -η t-1 )/Δt, where η t-1 , η t and η t+1 are three successive stage readings, taken within a time interval between recording of Δt = 10 min (Georgia Highways 141, 120 and 20) and Δt = 20 min (Littles Ferry Bridge). Observed and estimated hysteresis loops are displayed in Fig. 1 , while the estimated rating curve parameters are shown in Table 1 . Due to the density of the available data, statistical uncertainty is of little interest in these cases. Instead, the main objective is to gain an insight into how accurately the fitted Jones formula rating curve models reproduce the hysteresis. This can be done by means of a method described in Faye & Cherry (1980) , namely calculating the average prediction error, which is simply the mean value of the absolute difference between the k observed and estimated discharges. Information on the absolute prediction errors (in % of the observed discharges) is shown in Table 1 . b The dimension used is min ft .
One can see from Fig. 1 that the hysteretic loops estimated by the Jones formula rating curve model are adequately reproduced in the case of Georgia Highways 141 and 20, and Littles Ferry Bridge. However, the time and the magnitude of the flood peaks in the cases of Georgia Highway 141 and Littles Ferry Bridge are slightly misclassified. Intuitively, this may be due to the limitations caused by the low-inertia and kinematic wave approximations which form the basis of the Jones formula model. Faye & Cherry (1980) applied a model based on the full one-dimensional moment and continuity equations to the same data sets, but the results they obtained for the time and magnitude of the flood peaks were no better. In the case of Georgia Highway 120, the Jones formula model fits less well from 4500 ft 3 s -1 on the rising limb up to the flood peak, which is also slightly misclassified as in the cases of Georgia Highway 141 and Littles Ferry Bridge.
One can see from Table 1 that the parameter estimates for the Georgia Highways 141 and 120 and Littles Ferry Bridge stations appear reasonable, except for the estimated friction law exponent M and channel-shape parameter N at Georgia Highway 120, which yielded unreasonable estimates of -0.08 and 1.63, respectively. The reason for this is not known, but it can be discerned from Table 1 that the estimate of the parameter θ is somewhat low compared to the estimates at the other three stations. This could imply that the estimates of the friction law exponent and the channel resistance are unrealistically balanced at Georgia Highway 120, which again could imply that the assumption of a constant coefficient of channel resistance is less valid here. This may be the cause of the unreasonable low M estimate. Consequently, the subsequently calculated N yields an unrealistic value typical of a funnel-shaped channel, which, as can be seen in Faye & Cherry (1980) , clearly does not exist at Georgia Highway 120. Faye & Cherry (1980) present the lowest points of the cross-sections at Georgia Highways 141, 120 and 20, and Littles Ferry Bridge to be 873.42, 879.08, 896.43 and 882.71 ft, respectively. Table 1 shows that, in all four cases, the point of zero flow is more or less inaccurately estimated. The most likely reason for this is that the lowest stage in the measurements is more than 7 ft above the true point of zero flow. Therefore it is not surprising that the points of zero flow are misclassified, since the model has no data in the vicinity of the true e values from which to estimate the stages at zero flow properly. Moreover, the power-law width-stage relationship is a theoretical model assumption designed to transform the real-life cross-section into an idealized form. Hence, it is not very likely that such an overall approximation will coincide with the real perimeter at any particular point (e.g. the point of zero flow).
The Jones formula rating curve model gives a rather poor fit to the data collected at Georgia Highway 20 where the flow was highly dynamic with stage exhibiting a maximum rate of change of a formidable 12.5 ft h -1 . The observed discharge shows noticeably irregular variations on the rising limb and at the peak, which the model is unable to reproduce. Consequently, the parameter estimates for this station are highly unrealistic. Faye & Cherry (1980) also experienced poor model results at Georgia Highway 20.
The accuracy of the estimated discharges is presented as relative prediction errors in Table 1 . One can see that for the three most downstream stations, the mean relative prediction error was less than 3.21%. In the case of Georgia Highway 20, just 2 mi downstream from the dam, the relative prediction error was less accurate with a mean of 8.36%. Such figures indicate that the Jones formula rating curve model can reproduce a particular dynamic flow with high accuracy. Moreover, when measured by the relative prediction errors, the Jones formula rating curve model yields superior results to those obtained by Faye & Cherry (1980) , who employed a model based on the full one-dimensional equations describing gradually varied, unsteady flow. However, such a comparison is not really fair, since the Jones formula rating curve adapts itself to the observed data by least-squares calibration, whereas the deterministic model used by Faye & Cherry (1980) applies only the channel characteristics for calibration. But then again, stage-discharge J data are commonly available at a gauging station, so there should not be any controversy regarding using these measurements for model calibration.
Ohio River at Wheeling and Tennessee River at Scottsboro
Data In March/April 1905, a flood occurred on the Ohio River at Wheeling, West Virginia, USA. The site, which has a drainage area of 23 800 mi 2 , is located 90 mi below Pittsburgh. A part of the main flood event, occurring from 18 March to 3 April, was covered by 14 stage-discharge measurements (measurement nos 4-17 in Table 2 ) taken in the period 18-28 March. In addition, three measurements made in the period 14-17 March are available (measurement nos 1-3 in Table 2 ). These stage-discharge measurements can be readily obtained from Fig. 1 in Hall et al. (1914) . The corresponding J values can be obtained from the daily mean stages given in Murphy et al. (1906, p. 17) . A natural spline interpolation scheme (see De Boor, 2001 , for details) was adapted to these stages. From this interpolation, shown in Fig. 2(a) , the value of J could be calculated. The J values could also, with less accuracy, be estimated from Plate 17 in Corbett et al. (1943) . A comparison between the J values calculated from both these methods gave a mean absolute difference of 12%. The spline-calculated J values were applied in this study. Corbett et al. (1943) present data from a gauging station affected by unsteady flow in the Tennessee River near Scottsboro, Alabama, USA. The 25 stage-discharge J measurements, originally presented in Corbett et al. (1943, p. 159) , are here displayed in Fig. 3 . The rating curve for the Tennessee River near Scottsboro comprises two Fig. 1 of Hall et al. (1914) . b Inferred from spline approximation of data from Murphy et al. (1906, p. 17) . c Assumptions based on Plate 17 of Corbett et al. (1943) . segments, as can be seen from Plate 18 in Corbett et al. (1943) . The two segments intersect at about 21 ft where the steady flow rating curve yields 160 000 ft 3 s -1 . Since there is a 3-ft gap between the highest and lowest measurements of the lower and upper segments, respectively, the intersection point was added to the data set in order to guide the estimation through this poorly measured area of intersection. It is not apparent in Corbett et al. (1943) why the stage-discharge relationship near Scottsboro is compound. The most likely reason is the river topping the main channel banks at 21 ft.
Results and discussion
The stage-discharge J data available for the Ohio River at Wheeling and the Tennessee River at Scottsboro were applied to the reduced ratingcurve model based on Jones formula. Since the channels of large rivers often can be assumed as approximately rectangular (Chow, 1959) , the Chézy friction law was applied by setting M to 0.5 for both data sets. This action was supported by the AIC statistic in both cases. The least-squares estimates for both cases are presented in Table 3 . The RSS surfaces were regular in the vicinity of the unique minima, as in the example shown in Fig. 4 , implying that the Wald standard deviations in Table 3 are reliable. The stage-discharge measurements together with the corresponding discharges calculated by the estimated Jones formula rating curves are shown in Figs 2(b) and 3 for the Ohio and Tennessee rivers, respectively. The single-valued rating curves are also displayed in the same plots. 
It is readily evident that, in both cases, the Jones formula rating curves give more accurate discharge estimates than the single-valued rating curves. These observations are further confirmed by considering the AIC values shown in Table 3 .
In the case of the Tennessee River at Scottsboro, the stage-residual and J-residual plots in Figs 5(c) and (d), respectively, show an overall satisfactory behaviour. Firstly, the plots exhibit no indication of irregularities such as unaccounted-for phase-shifts in the stage-discharge J relationships or model bias. Secondly, there are no signs of variance heterogeneity which is a problem often encountered in rating curve fitting (Petersen-Øverleir, 2004 ). In the case of the Ohio River at Wheeling, the J-residual plot in Fig. 5 (b) appears satisfactory, whereas a vague sigmoid shape can be discerned in the stage-residual plot shown in Fig. 5(a) . Also in Fig. 5(a) , the residuals tend to centre for high stages, implying that the variance may not have been sufficiently stabilized by the logarithmic transformation in equation (17). These observations could indicate that the Ohio River data should have been segmented, and that a more general variance stabilizing transformation should have been applied. However, with only 17 measurements available, such steps will most likely not improve the modelling results. Hence, apart for some minor violations in the case of the Ohio River, the overall impression is of statistically adequate regression modelling in both cases.
The estimated parameters merit a closer hydraulic assessment. Generally, the rating curve exponent ζ should be between 1.5 and 3.5 (Gawne & Simonovic, 1994) . The estimated ζ value is in accordance with this in the case of the Ohio River, while the ζ estimated in the lower segment for the Tennessee River is slightly lower than expected, even when factoring in the approximated uncertainty. In the upper segment the estimated ζ appears reasonable. The estimated N in the case of the Ohio River is not significantly different from zero, implying a rectangular shaped channel, which is plausible for such a large river. In the case of the lower segment for the Tennessee River, the estimated N value is negative, which is unrealistic and a consequence of a very low estimate of ζ (remembering that N = ζ -1 -M). The estimated N in the upper segment is close to unity, a value that corresponds to a triangular channel shape which may be reasonable if the upper segment represents the flood plains. However, both the N and e parameters have less physical meaning in the upper segment which lacks a well defined wetted perimeter. The estimated standard deviations of measurement error, represented by the values of σ in Table 3 , are all in accordance with typical discharge measurement uncertainty.
Hence, the estimated rating curve based on the Jones formula appears to perform satisfactorily over the ranges of stage and J in which the measurements were taken both on the Ohio River at Wheeling and the Tennessee River at Scottsboro, so applying them to recorded stage data seems reasonable. Figure 6 shows an example, where the discharges from the flood in the Ohio River at Wheeling during 18-28 March 1905, were estimated from the spline-reproduced stage hydrograph displayed in Fig. 2(a) . The uncertainty due to rating curve variability, represented by the 95% confidence limits enclosing the estimated discharge hydrograph in Fig. 6 , enables a fast and easy assessment of the accuracy of the predicted discharges obtained with the rating curve based on the Jones formula. 
CONCLUSIONS
The main result of this study is a simple and hydraulics-motivated method for estimating stage-discharge relationships affected by hysteresis due to unsteady flow. The method applies the classic Jones formula, the monoclinal rising wave approximation and the general friction law for steady uniform flow for deriving a nonlinear rating curve regression model. By making simplifying assumptions about the hydraulic properties of the river channel in conjunction with the gauging station, the regression model requires no further information beyond the available stage-discharge measurements, given that either the stages before and after each measurement are known along with the duration of each measurement, or a stage hydrograph is available.
Use of the proposed model in conjunction with a comprehensive and accurate database of highly dynamic flow in the Chattahoochee River, Georgia, USA, provided average prediction errors of 3.2% or less at three of the four data-collection sites. On the fourth site, the hysteretic stage-discharge relationship was too complex to be reproduced by the model, which yielded prediction errors of up to 50%. Such statistics indicate that the method presented in this paper is capable of estimating stagedischarge relationships at gauging stations in medium-sized rivers affected by particular dynamic flow events.
The application of the model to data from two stations in the Ohio and Tennessee rivers, USA, affected by unsteady flow, demonstrates the applicability of the model to larger rivers. Apart from showing the appropriateness of the proposed method, the practical studies show that the model is especially suitable for post-modelling hydraulic and statistical validation and assessment. 
APPENDIX
