Given a finite group G of even order, which graphs Γ have a 1−factorization admitting G as automorphism group with a sharply transitive action on the vertex-set? Starting from this question, we prove some general results and develop an exhaustive analysis when Γ is a complete multipartite graph and G is cyclic.
Introduction
A 1−factor of a graph is a collection of edges such that each vertex is incident with exactly one edge. A 1−factorization of a regular graph is a partition of the edge-set of the graph into disjoint 1−factors. If the graph has valency v, then a 1−factorization is equivalent to a coloring of the edges in v colors (one color for each 1−factor). The problem of establishing whether a finite simple regular graph Γ is 1−factorizable or not may be an hard task. In fact the 1−factorization problem is NP-complete in general. An obviously necessary condition for the existence of a 1−factorization is that the number of vertices must be even. So far, the best known sufficient condition is that regular graphs of order 2n and valency v ( √ 7 − 1)n are 1−factorizable, [6] . For graphs Γ with 1−factorization, then an automorphism group G of the 1− factorization is a permutation group of the vertex-set of Γ which maps 1−factors onto 1−factors. The action of G is said to be sharply transitive on the vertex-set if for any given pair of (not necessarily distinct) vertices x, y there exists a unique automorphism g in G mapping x to y. Obviously the order of G is equal to the number of vertices in this case. It is well-known that complete graphs are 1−factorizable and in many recent papers the following question was addressed.
Given a finite group G of even order is it possible to construct a 1−factorization of a complete graph in such a way that G is an automorphism group of the 1−factorization with a sharply transitive action on the vertex set? A complete answer is not yet available. Paper [8] was the first one presenting the problem and giving a solution for the class of finite cyclic groups (of even order): the answer to the question is negative when the order of the cyclic group is a power of 2 greater than 4, while it is affirmative for all the other cases. Later on, exhaustive answers were given for other specified classes of groups (for example abelian groups and dihedral groups). We refer to the papers [1] , [2] , [3] , [4] , [5] , [8] , [11] for a complete state of art.
The previous question can be considered as a specified case of the following more general one. Given a finite group G of even order, which graphs Γ have a 1−factorization admitting G as an automorphism group with a sharply transitive action on the vertex set? First of all, the sharply transitive action of G on the vertex-set, together with the fact that G is a permutation group on the edge-set, forces Γ to be a Cayley graph: Γ = Cay(G, Ω). Of course Ω must be a subset of G − {1 G } with the property that a −1 ∈ Ω for every a ∈ Ω. (1 G denotes the identity of G, and we use in G the multiplicative notation).
If Ω = G − {1 G }, then Γ is a complete graph and our new question coincides with the original one. Moreover, the graph Γ is a complete multipartite graph if and only if Ω = G − H, with H a non trivial subgroup of G. The proof of this last statement is quite simple, see Lemma 2.1 of [7] or Proposition 2.2 of [10] for instance.
In this paper we focus our attention on complete multipartite graphs. We denote a complete multipartite graph with s parts of size t by K s×t . Note that K s×1 is the complete graph K s and K s×2 = K 2s − sK 2 , that is, the complete graph K 2s minus the edges of a 1−factor.
We give an exhaustive answer to our question in the bipartite case. For all other cases, we give an exhaustive answer when the group G is cyclic, except when st = 2d, t = 2d
In this case the problem is still open and strictly connected with a conjecture presented in [9] . Following [5] we study the problem using the technique of partial differences and the concept of starter.
For the sake of completeness, we observe that the problem of establishing whether a Cayley graph is 1−factorizable or not is still open. It is conjecture that all Cayley graphs Cay(G, Ω) are 1−factorizable when Ω generates G. There are some partial results on this conjecture, see for example [12] , where the conjecture is proved to be true for some classes of groups, in particular when G is cyclic. All graphs studied in this paper are 1−factorizable, but we look for 1−factorizations preserved by G.
Preliminary definitions and results
Let G be a finite group of even order 2n and let Ω be a subset of G − {1 G } with the property that a −1 ∈ Ω for every a ∈ Ω. Let Γ = Cay(G, Ω). Namely the graph with vertex-set V (Γ ) = G and edge-set E(Γ ) = {[x, y] | yx −1 ∈ Ω}. Obviously G acts on V (Γ ) by right multiplication. This action is sharply transitive on V (Γ ) and extends to the electronic journal of combinatorics 17 (2010), #R77 edges and 1−factors. Hence if R is any subset of V (Γ ) we write:
The set Ω is the disjoint union of three sets:
2 , where Ω 1 contains all the involutions of Ω, while Ω 2 is defined by the property h ∈ Ω 2 iff h −1 ∈ Ω −1 2 . The graph Γ is given by the orbits under G of the set of edges
In particular Orb G [1 G , j] with j ∈ Ω 1 has length n and it is a 1−factor of Γ . The orbit Orb G [1 G , h] with h ∈ Ω 2 has length 2n and it is a union of cycles. Namely: if the order of h in G is t, then the cycles are given by (x, hx, h 2 x, . . . , h t−1 x), as x varies in the set of distinct representatives for the right cosets of the subgroup < h > in G. is not an involution in Ω and
A 1−factorization of Γ which is preserved by the action of G will be called a G−regular 1−factorization. In what follows we ask for the minimum amount of information on the group G and on the set Ω which is necessary to construct a G−regular 1−factorization of Γ . Obviously if Ω is a set of involutions, i.e. Ω 2 = ∅, the graph Γ is a set of 1−factors which constitute all together a G−regular 1−factorization. In this case each 1−factor is fixed by G. For example this happens in each elementary abelian group of even order.
Let e = [x, y] be an edge of Γ , we define:
If S is a set of edges of Γ we define
where, in either case, the union may contain repeated elements and so, in general, will return a multiset.
In the following Definition 1 we generalize the concept of a starter given in [5] . Our definition coincides with the original one if Ω = G − {1 G }, i.e., if Γ is a complete graph.
If H is a subgroup of G then a system of distinct representatives for the left (right) cosets of H in G will be called a left transversal (right transversal) for H in G.
Definition 1 A starter for the pair (G, Ω) is a set Σ = {S 1 , . . . , S k } of subsets of E(Γ ) together with subgroups H 1 , . . . , H k of G which satisfy the following conditions:
• ∂S 1 ∪ · · · ∪ ∂S k is a repetition free cover of Ω; the electronic journal of combinatorics 17 (2010), #R77
• for i = 1, . . . , k, the set φ(S i ) is a left transversal for H i in G;
• for i = 1, . . . , k, H i must contain the involution associated with any short edge in S i .
In the same vein of [5, Theorem 2.2], the following Proposition can be proved.
Proposition 1 There exists a G−regular 1−factorization of Γ = Cay(G, Ω) if and only if there exists a starter for the pair (G, Ω).
We do not write down the proof which is a simple adaptation of that given in [5] . We just recall that it is constructive and the first bullet in Definition 1 assures that every edge of Γ will occur in exactly one G-orbit of and edge from S 1 ∪ . . . ∪ S k . The second bullet insures that the union of the H i -orbits of edges from S i will form a 1-factor. Namely, for each index i, we form a 1−factor as ∪ e∈S i Orb H i (e), whose stabilizer in G is the subgroup H i ; the G-orbit of this 1−factor, which has length |G : H i |, is then included in the 1−factorization.
Example.
Let G = Z 6 be the cyclic group in additive notation and let Ω = {1, −1}. The graph
We have a Z 6 −regular 1-factorization of Γ with two 1−factors:
Let us denote by D 6 the dihedral group of order 6, i.e., the group with defining relations
, ba 3 } and let Ω = D 6 − H and consider
The set Σ = {S 1 , S 2 , S 3 , S 4 , S 5 } together with the subgroups
There are some situations in which the existence of a starter is easily assured. Namely we have the following:
Proposition 2 Let G be a finite group possessing a subgroup A of index 2 and let J be the set of involutions of G. Let Ω be a subset of (G − A) ∪ J with the property that h ∈ Ω iff h −1 ∈ Ω. Then, there exists a starter for the pair (G, Ω).
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Proof.
where Ω 1 contains all the involutions of Ω, while Ω 2 is defined by the property h ∈ Ω 2 iff h
while it is a left transversal for the cosets of G itself whenever h ∈ Ω 1 . Proposition 3 Let G be a finite group possessing a subgroup A of index 2 and let Σ ′ = {S 1 , . . . , S t } be a set of subsets of E(Γ) together with subgroups H 1 , . . . , H t which satisfy the second and third condition of Definition 1. If ∂S 1 ∪ · · · ∪ ∂S t ⊃ A ∩ Ω and it does not contain repeated elements, then Σ ′ can be completed to a starter for the pair (G, Ω).
Proof.
For each h ∈ Ω with h / ∈ ∂S 1 ∪ · · · ∪ ∂S t we construct the set S h = {[1 G , h]} together with either the subgroup G or A according to whether h is an involution or not, then we adjoin S h to the set Σ ′ . In this manner we complete Σ ′ to a starter for (G, Ω).
Sharply transitive 1-factorizations of bipartite complete graphs
We know that the existence of a G−regular 1−factorization of K s×t necessarily implies the existence of a subgroup of G of order t (see the Introduction and [7] , [10] ). It will be clear in the next section that this condition is not sufficient to guarantee the existence of a 1−factorization with this property, see Proposition 5. An exception is when the graph is bipartite complete. It is known that bipartite complete graphs are 1−factorizable and we also have the following result.
Proposition 4 There exists a G−regular 1−factorization of K 2×s if and only if the group G contains a subgroup of index 2.
Proof. The first part of the proof follows from [7] and [10] . For the second part, let A be a subgroup of index 2 in G and let Ω = G − A. The Cayley graph Cay(G, Ω) is K 2×s and the existence of a G−regular 1−factorization follows from Proposition 2.
Cyclic 1-factorizations of multipartite complete graphs
In this section we focus our attention on the cyclic case. The cyclic group of order 2n will be considered in additive notation and its elements will be the integers between 0 and 2n − 1, with addition modulo 2n. Moreover, when we write down a partial difference ±a, we will always understand a between 0 and the involution n in the natural order of the integers. We will consider multipartite graphs, namely the set Ω will be of type Z 2n − H with H a suitable proper subgroup of Z 2n . To exclude the complete graph, already studied in [8] , we will not consider the case H =< 0 >.
4.1 A non-existence result
satisfies one of the following conditions:
• u = 1 and m > 2.
Proof. Let G =< 1 > and let Z 2 m = d be its subgroup of order 2 m . An element x ∈ Z 2 m will be said to be even (respectively odd) if x = hd, h even (resp. odd). Moreover, each element in G can be written uniquely as the sum of an element of
′ odd, and u 1. Let H be the subgroup of G of order t and let Ω = G − H. Let Σ = {S 1 , . . . , S r } be a starter for the pair (G, Ω). Since ∂S 1 ∪ · · · ∪ ∂S r = G − H, the unique involution of G does not appear in this list and then each edge in S 1 ∪ · · · ∪ S r is long. This implies also φ(S i ) to be of even order for each i. Moreover, the set φ(S i ) is a left transversal for a subgroup H i of G and 2 m does not divide the order of H i , otherwise its index in G would be odd. Therefore we can write uniquely each element of H i as the sum of an element of K 
We say that e is of type 00 if both a 1 and a 2 are even, e is of type 11 if both a 1 and a 2 are odd and finally, e is of type 01 if a 1 and a 2 are not of the same type. Denote by x i , y i and z i the number of edges in S i which are respectively of type 00, 11 and 01. We obtain |∂S i | = 2x i + 2y i + 2z i .
Denote by Proof. To cover all the possibilities, the proof is divided into 11 cases. The subgroup of G generated by 2 has index 2 and all its elements will be called the even elements of G, the other elements of G will be called odd. We will denote by H the subgroup of G of order 2 u d ′ and we have K s×t = Cay(G, Ω), with Ω = G − H. For each case we will construct a set Σ ′ which satisfies the condition of Proposition 3, namely which covers all the even elements of Ω, and then can be completed to a starter. In the first case the construction is explained in details. For the sake of brevity all the other constructions are given, but explanations in details are left to the reader. Pictures and examples will help the reader following the constructions.
The integer λ is even, while µ is odd. To obtain a starter, we construct the following sets of edges:
covers all the even elements of G − H except for the involution 2d. Moreover, the set φ(B) ∪ (∪ k φ(A k )) covers all the integers from 0 to 2d − 1 except for the integers: λ +
. We rearrange these vertices thus obtaining the following edge sets:
}. The set ∂E ∪ ∂C ∪ ∂D contains pairwise distinct odd differences. They are obviously odd, and we prove that they are pairwise distinct. First of all we prove that ∂E ∩ ∂C = ∅. In fact suppose ∂E ∩ ∂C = ∅, and suppose the existence ofk ∈ {1, . . . ,
− 2k) is between 0 and 2d in this case, the previous equality yields:
which gives an element of ∂E which is in ∂D. We necessarily obtain ±1 = ± } with 1 + (
starting with this equality we obtain: 1+d+ Now we prove that the elements in ∂E are pairwise distinct. Let k 1 , k 2 ∈ {1, . . .
The corresponding elements of ∂E obtained from k 1 and k 2 are respectively ±(1 + (
. These values are between −2d and 2d. To prove that they are different, it is sufficient to see that both their sum and difference give a non zero element. For the sum we obtain: 2 + (
. If the sum is zero, then (
2 ) = −2 and this contradicts the following inequality: |(
For the difference we obtain: 2(2 d d ′ + 1)(k 2 − k 1 ) which is certainly different from 0. Finally we prove that ∂D ∩ ∂E = ∅. In fact, we can observe that the elements in ∂E are upper bounded by 1 + (2
) which is certainly less than the positive value
can be completed to a starter. In what follows we show an example and the correlated picture: [3, 23] , [4, 22] , [5, 21] , [6, 20] }, A 1 = { [7, 17] , [8, 16] , [9, 15] , [10, 14] , [11, 13] 1  7  1  8  1  9  1  0  2  1  2  2  2  3  2  4  2  5  2  6  2  7  2  8  2  9  2 •
} and k 2 ∈ {0, . . . ,
} (this second set is empty while d ′ = 3) and let
To obtain a starter, we construct the following sets:
Observe that φ(A) ∪φ(B) covers all vertices from 0 to 2d −1 except for the following ones:
} and k 2 ∈ {0, . . . , . Rearrange these vertices to construct the following edge sets:
}.
The set φ(S 1 ) is a complete system of representatives for the left cosets of Z 2 in G. The set ∂A ∪ ∂B contains distinct elements and covers all the even the electronic journal of combinatorics 17 (2010), #R77 elements of G − H except for the involution 2d and ±2. The set ∂C ∪ ∂D ∪ ∂E covers some odd distinct elements of G − H, the largest of which is d − λ. Finally we construct the set
}. The set φ(S 2 ) is a set of representatives for the left cosets of Z 4 in G and ∂S 2 = {±2, 2d}∪ {±(d + 4), ±(d + 6), . . . , ±(2d − 1)}. It is possible to verify that the elements of ∂S 2 = {±2, 2d} ∪ {±(d + 4), ±(d + 6), . . . , ±(2d − 1)} are distinct and since the odd differences of ∂S 2 are greatest or equal to d + 4, we have ∂S 1 ∩ ∂S 2 = ∅. The set Σ ′ = {S 1 , S 2 } can be completed to a starter. In what follows we show an example and the correlated picture: [3, 35] , [4, 34] , [5, 33] , [6, 32] [10, 30] , [11, 29] , [12, 28] [2, 61] , [3, 60] , [4, 59] , [5, 58] , [6, 57] , [7, 56] , [8, 55] , [9, 54] , [10, } is a set of representatives for the cosets of H 1 in G. Furthermore, the set ∂S 1 = {2d, 2d − 4s, 2d + 4s | s = 1, . . . ,
} covers the involution together with all the even elements of G − H (namely all the even elements which are equivalent to 2 modulo 4). We conclude that the set {S 1 } can be completed to a starter.
• u = 0, m = 1 and d = d
′ . H has index 2 in G and the existence of a starter is assured by Proposition 4.
• u = 0, m = 1 and
. To obtain a starter, we construct the following sets:
The set C contains exactly one short edge.
We can prove that ∂S 1 contains all the distinct even elements of G − H, together with some distinct odd elements and the involution (since ∂C = {d}). Moreover φ(S 1 ) is a set of representatives for Z 2 =< d > in G. We conclude that the set {S 1 } can be completed to a starter. In what follows we write down an example: [9, 12] }. . To obtain a starter, we construct the following sets:
. The set A k contains µ edges.
We can prove that ∂S 1 contains all the distinct even elements of G − H except the involution, together with some distinct odd elements. Moreover φ(S 1 ) is a set of representatives for Z 2 in G. We conclude that the set {S 1 } can be completed to a starter. In what follows we show an example and the correlated picture: [2, 22] , [3, 21] [5, 17] , [6, 16] [8, 12] , [9, 11] 1  1  2  1  3  1  4  1  5  1  6  1  7  1  8  1  9  1  0  2  1  2  2  2  3  2  4  2  5  2  6  2  7  2 • u = 0, m 3, d
′ ≡ 1 mod 4. Since d ′ > 1, then it is also d > 1. Furthermore, we suppose that H is not the trivial group and then d } and let
Observe that φ(A) ∪ φ(B) covers all vertices from 0 to 2 m−1 d − 1 except for the following ones:
}. Rearrange these vertices to construct the following edge sets:
The set φ(S 1 ) is a complete system of representatives for the left cosets of Z 2 in G. The set ∂A ∪ ∂B contains distinct elements and covers all the even elements of G − H except for the involution 2 m−1 d and ±2. The set ∂C ∪ ∂D covers some odd distinct elements of G − H. Finally we construct the set
}. The set φ(S 2 ) is a set of representatives for the left cosets of Z 2 m in G and [5, 51] , [6, 50] , [7, 49] }, A 2 = { [8, 46] , [9, 45] , [10, 44] , [11, 43] • m = u = 2. We have G = Z 4d and H = Z 4d ′ =< h > with h =
