We present lattice-theoretic algorithms for computing connectivity parameters in graphs whose arcs are probabilistically erased. We describe some applications and give computational bounds.
Introduction
Network reliability is the field of study that concerns graphs whose arcs and nodes are erased probabilistically. The analysis of such graphs arises in the design and operation of communication networks that are subject to damage.
There is a large amount of literature on network reliability problems. The vast majority of this work has been concentrated on the following computational problem:
given a graph whose nodes and arcs fail independently, and a subset K of its nodes, evaluate the probability that the operative nodes of K remain connected.
In this paper we present an interesting lattice-theoretic identity concerning the connectivity of probabilistic graphs, which is valid for arbitrary failure distributions. This identity can be applied to compute relevant reliability parameters in the case of independent are failures. We compare the computational requirements of the resulting algorithm to existing methods. Some further extensions and applications are outlined.
Some definitions and preliminaries
A state of a probabilistic network is a specification of the operating status of all its elements (nodes and arcs), that is a description of whether each element is ON or OFF.
In the context of this paper, only arcs will fail, and thus states refer only to arcs.
An event is a collection of states. Let H be a graph with a set E = {1,2,...,w} of distinguished nodes. Consider an arbitrary partition x = (B1,2,...,Bj) of E, where the Bi's are the blocks of x. Let P(x) denote the probability of the following event: H is partitioned into connected components C 1 ,...,C J such that component Ci, for 1 < i J, contains block B i. An event of this form will be called a bond event.
The states that make up a bond event will be called bond states. Given a partition x of E, P(x) will be called a bond probability of H with respect to E, or bond probability for short.
Our objective is to compute the vector P of all bond probabilities of H w.r.t. E (where we order the partitions of E in some arbitrary fashion). The number of entries of P is equal to the w-Bell number B(w), that is the number of partitions of a w-element set. We will describe the asymptotic behavior of B(w) at the end of this section.
The computation of bond probabilities is relevant in that it makes up the recursive step in two (closely related) algorithms [Rosenthal, 1977] , [Fratta and Montanari, 1976] for computing reliability measures of graphs whose arcs fail independently. We will briefly sketch the common idea to these two algorithms later. We point out the following fact: whenever the graph H is dense and the set E is small, computing a bond probability should, in general, be much more difficult than computing the connectivity probability of H (or a graph similar to H).
Intuitively, in order to show that a graph is connected, we only need to produce a spanning tree. On the other hand, in order to guarantee that a bond state occurs, we will need to produce several trees, and in addition, prove that the desired family of cuts is realized. Whenever H is dense, we will be forced to carry out a large amount of enumeration. In this paper we will reduce the computation of bond probabilities to computing connectivity probabilities. In the case of independent are failures, whenever H is dense and E has few nodes compared to the total number of nodes, our approach will be superior to 3. An.identity for bond probabilities
In this section we describe the main result of this paper, a lattice-theoretic identity satisfied by the bond probabilities of a graph. As in previous sections, we are given a graph H that contains a.
distinguished subset E of w nodes. The arcs of H are erased according to some probability distribution, and we want to compute the vector P of bond probabilities of H w.r.t. E. Notice that the above expression (modulo the factor C(n,m)) is polynomial in B(w), the length of the vector we seek to compute.
A case of special interest occurs when the graph H remains invariant under arbitrary permutations of the set E. We will refer to this case as the symmetric case. In the symmetric case, system (4) We. can then simplify system (4) by applying to (w) the following operations:
(1) select one row per partition class, and (2)-replace each set of columns corresponding to a partition class by their-sum.
For example, if we apply (1) and'(2) to A(3) we will obtain the matrix
Let A(2,w) be the resulting matrix. It follows that 
-which is far preferable to the complexity of the general case (roughly, because B(w) grows faster than exponentially in w). On the other hand, (5) is not polynomial in p(w), and this difficulty arises because our method of computing A(2,w) is not polynomial in p(w). We have not been able to find a better method.
As a final remark in this section, we point out that matrices A(w) and A(2,w) are, in fact, completely independent of the particular graph H (they only depend on w). Thus, systems (4) and (4') shed some light on the underlying combinational structure of probabilistic graphs.
The lattice of partitions
In this section we provide a brief introduction to lattice theory, as it pertains to the study of partitions. We will not give a general description of a lattice. For more background on this topic, the reader is referred to [Rota, 1964] or [Bienstock, 1985] . permutation on L, which we will also call r. Then, for all x and y, 
Definition (6) can be used in any lattice.. A general property is that,
then the matrix defined by (6) is invertible [Doubilet, 1972] . Since the lattice of partitions of any set S satisfies (7), we conclude that A(ISI) is always invertible. Let B be the inverse of matrix (6) . In terms of the Mobius function, B can be shown to have entries
In the remaining part of this section we prove the invertibility of the matrix A(2,d), introduced in the previous section, where d = IS1. in the symmetric case, where C(n,m) = complexity of the algorithm used to compute the connectivity probability of an n-node, m-arc graph under the given failure distribution. If the arcs of H fail independently, we can use Buzacott's algorithm [Buzacott, 1980] to compute the connectivity probabilities, in which case C(n,m) = 3 n. , and consequently such loops may be deleted. We did not delete these in our proof of R = A(w)P to simplify the exposition.
Finally, in a practical setting one may substitute Buzacott's algorithm for any other method that is available (or deemed more efficient). We have utilized Buzacott's algorithm in our discussion to obtain the best computational bounds.
Comparison with Rosenthal's algorithm
In the case of independent are failures, the very similar algorithms of Rosenthal (1977) and Fratta and Montanari (1976) can be used to compute bond probabilities. In this section we describe the basic idea common to both algorithms, as it appears in Rosenthal's. We will refer to this idea as RFM.
Suppose we are trying to compute the bond probabilities of a graph H w.r. Consequently, we need only enumerate all pairs of bond events e 1 and e2;
while keeping a running total for each bond probability of H w.r.t. E.
Algorithm RFM suffers from several problems:
The precise sequence of cuts to be taken is not specified. In general, one would want to keep the largest cut as small as possible.
2.
The algorithm becomes inefficient when applied to very dense graphs. In the worst case, H is a complete graph, and we cannot split a complete graph with a node cut. In general, if 2 H has n nodes and --cn arcs, then H will contain a clique with n(n)
nodes (this result is not difficult. to show). Hence, at some recursive step, RFM will run int.o difficulties.
Let us focus on point (2) . Suppose that set E has w nodes, H has n 2 nodes and 2 -cn arcs.
The lattice-theoretic approach will have complexity O(B(w)e n + B3(w)), whereas RFM will have complexity, roughly, n(B(n)). Thus, if w<<n, the lattice-theoretic approach is much superior to RFM.
What can we say about RFM in the case when H is sparse, indeed, if we can provide a recursive decomposition of H into sparse subgraphs? An archetypal case is that of planar graphs. In fact, a careful implementation of RFM will have complexity that is essentially strictly exponential in /n (far superior to the lattice-theoretic approach). This result will be described in depth in a forthcoming paper.
9. Some further remarks concerning the case of independent arc failures.
The lattice-theoretic approach is also inefficient if the graph _has some strong symmetric properties, for instance if H is complete or Finally, as we saw in previous sections, the relationship R = A(w)P leads to an algorithm for computing bond probabilities that is certainly not polynomial in n or w. Nevertheless, the graph H could be a subgraph of a much larger graph that we are analyzing. Viewed in this way, our lattice-theoretic methods lead to polynomial-time reliability evaluation algorithms for certain special graphs with relevant asymptotic properties.
We will describe the above results in a future paper.
