This is the formula that defined the pair correlation in [12] .
If lim N→∞ R 2 (N, x, I ) exists, then as a function of I it is a measure on R, called the pair correlation measure associated to the sequence (x n ) n∈N . The pair correlation function is the density of this measure; that is,
If R 2 (t) exists and R 2 (t) = 1, the pair correlation of the given sequence is called Poissonian. This is what one would expect to obtain for numbers x n randomly chosen in the interval [0, 1).
A smooth form of (1.1) is to take a test function h ∈ C ∞ c (R) and set
The Poisson case occurs when R 2 (N, x, h) → ∞ −∞ h(t) dt as N → ∞. For comparison, the correlation of the imaginary parts of zeros of the Riemann zeta function is not Poissonian (see Montgomery [7] and Rudnick and Sarnak [11] ). In that case the pair correlation conjecture of Montgomery asserts that R 2 (t) exists and R 2 (t) = 1 − (sin πt/πt) 2 . For an overview of some spacing distribution problems, see Sarnak [14] .
Significant results on the m-level correlation of ({αn 2 }) n∈N were obtained by Rudnick, Sarnak, and Zaharescu in [13] . In that paper, rational approximations b/q for α were used to reduce the spacing distribution problem for the original sequence to a similar problem for sequences of form {b (mod q)} 1≤n≤N , where q 1/2+ε N q 1−ε , ε > 0 and q → ∞. At least for q prime, the problem is related to estimates on the number of points of certain algebraic curves over finite fields, for which one can apply the results of Weil [18] .
In this paper we study the pair correlation for sequences of form {r(n) (mod p)} 1≤n≤N , where r(X) is an arbitrary rational function with integer coefficients. If p ≥ 2 is an integer and x = (x n ) n is a sequence of rational numbers with denominators coprime with p and I an interval, then one defines For p 3/4+δ N p 1−δ one can show, following the method described above, that the pair correlation is Poissonian. However, this method fails for N small with respect to p.
We fix a rational function r(X) = f (X)/g(X), with f, g relatively prime polynomials in Z[X], and we consider for large prime numbers p sequences of the form {br(n) (mod p)} 1≤n≤N , where N is small with respect to p, more precisely, p δ N p 1/c(r)−δ . In what follows we take c(r) = 3 deg(g) + deg(f ) + 2 if deg(g) ≥ 1, and c(r) = deg(r) if r is a nonlinear polynomial. Although we are not able to treat individually each sequence {br(n) (mod p)} 1≤n≤N , we present a method that enables us to show that the pair correlation is Poissonian for almost all the residues b (mod p). More precisely, we prove in Section 3 the following theorem. Since this can handle the case when N is small, Theorem 1.1 has as a corollary the following result of Rudnick and Sarnak [12] .
Corollary 1.2. Let f ∈ Z[X] be a polynomial with d = deg(f ) ≥ 2. Then for almost all real numbers α the pair correlation of the sequence of fractional parts ({αf (n)}) n∈N is Poissonian.
In Section 4 we use the averaging technique from the proof of Theorem 1.1 in a more subtle way, fixing a rational function r(X) ∈ F p (X) and performing an average along the sequence of fractional parts of r(n). Thus we look at small pieces ᏺ m = ({r(n)}) m<n≤m+N of the sequence, and we show that the pair correlation of ᏺ m is Poissonian for almost all m ∈ {1, . . . , M} if M and N grow in a prescribed way together with the prime p to infinity. As remarked above, one can treat each ᏺ m individually provided that N > p 3/4+δ . By averaging over m we can deal with smaller values of N similar to those from Theorem 1.1. What is a little bit surprising is that M itself can be made smaller than p 3/4+δ . In fact, any M > p 1/2+δ will do. More precisely, with R 2 (ᏺ m , I ) equal to
we prove the following result. 
The fact that M can be taken to be small in the above result gives hope that one might be able to obtain on the same lines a corresponding result for the pair correlation of αn 2 (mod p) for any irrational number α. Technically, the proof of Theorem 1.3 gets more complicated when r(X) is a second degree polynomial.
In Section 5 we treat this case for the more general modulus q. The attempt turns out to be successful, and we conclude with the following theorem. 
A sharper form of this result is proved in Theorem 5.5. In the case where α is a Liouville number, the proof relies upon an unpublished result of Rudnick, Sarnak, and Zaharescu [13] , stated in Theorem 5.6. The reader might wonder if restricting in Theorem 1.4 to random "windows"
is not too much of a compromise. We mention in this regard that, as shown in [13] , the naive expectation that for any irrational α all the m-level correlations of n 2 α (mod 1) are Poissonian along a subsequence fails dramatically. To be precise, [13, Theorem 2a] shows that there exists α irrational for which there is no subsequence of the initial segments [1, N] along which one has Poisson 6-level correlations.
A second moment.
We start with an elementary lemma that provides upper bounds for the number of solutions
We denote by ω(n) the number of prime divisors, and we denote by τ (n) the number of divisors of an integer n ≥ 1. 
Proof. We first assume d = p α , p prime, and notice that
By a result of Nagell and Ore (see [9, Theorem 54]) the right-hand side of this equality is at most
which we combine with (2.1) to get
We conclude the proof using the Chinese remainder theorem.
Let N and q be (large) integers, and let A, B ≥ 1 be integers such that max(4A, 4B)
For g(X) as in Lemma 2.1 or r ∈ Z[X], we let
and g is as in Lemma 2.1,
We also consider a(δ) and b(δ) such that 6) one has
uniformly in A and B.
Proof. We let
The congruence (mod p) from (2.4) is equivalent to 
and so is the number of admissible values for x 1 − y 1 as divisor of f (x 1 ) − f (y 1 ) and for 
The proof is complete in this case since, from (2.12),
, which is our choice for ε 1 and ε 2 .
In this case for large N and p, |a 1 | < p/2 and |a 2 | < p/2; hence the congruence (2.10) transforms into the equality
(2.13) 5 and, therefore,
; hence it is allowed to take a number of values which is p ε 6 , and we conclude, using the fact that y 2 takes q ε 4 values, that the number of admissible 6-tuples (
for appropriate choices of ε 4 , ε 5 , and ε 6 . A similar argument sorts out the case
On the other hand, by (2.15), the first part of (2.6), and (2.5), we gather
Hence, for large p and N, we get |z| < |g(x 2 )g(y 2 )|, which contradicts (2.17).
with a(δ) and b(δ) as in (2.5) . Then
Proof. In this case we simply take
and we get
Since a 2 takes AN 2 values and the congruence a 1 = a 2 (mod p) with |a 1 | BN d has a number of solutions which is
Arguing as in the proof of Proposition 2.2, we conclude that the number of admissible 6-tuples
We estimate now
where R 2 (p, N, br, I ) is as in ( 1.4), and prove the following proposition.
Proposition 2.4. Let s > 0, and assume that r and δ are as in Proposition 2.2 or Lemma 2.3, a(δ) and b(δ) as in (2.5), and I ⊂ [−s, s] is an interval. Then, for any large integers N and p, with p prime, such that
Proof. By the definition of R 2 we gather
where
and where
is a geometrical progression. Thus, for t = 0 (mod p),
From now on it is assumed that
We put the contribution of terms with t = 0 into
and we assume that we can prove
But, by Cauchy and Schwartz and (2.22),
which we compare with (2.23) to get
This shows that the contribution of terms with t = 0 to R 2 is negligible, and it is enough actually to prove (2.22). For we write
we gather
Since for large N and p we have N c(r) ≤ p, it follows that if r(x 1 ) = r(y 1 ) and
The set {(x, y) ∈ N 2 ; x = y, r(x) = r(y)} is finite. Hence
Next, we estimate S I I . The inequality N c(r) ≤ p shows that if r(x j ) = r(y j ), 1 ≤ x j , y j ≤ N, then r(x j ) = r(y j ) (mod p). Hence, since p is prime, the congruence
determines uniquely, for instance, t 2 in terms of t 1 as t 2 = t 1 u (mod p), where
With (2.21) we gather
where v = tu (mod p) and |v| < p/2.
If we denote
Remark 1. For any u we have, by Cauchy's inequality,
This implies |S
, so we lose by a factor of N.
Remark 2. We may try something different: for any u there are at most N 3 quadruples (x 1 , y 1 , x 2 , y 2 ) such that u = (r(x 1 ) − r(y 1 ))(r(x 2 ) − r(y 2 )) −1 since any three of x 1 , x 2 , y 1 , y 2 will determine the fourth one. Hence
so we lose again by a factor of N .
The previous remarks show that, in order to succeed, we need to study carefully the terms in H (u) for which |t| and |v| are simultaneously small and see how many of these do correspond to quadruples (x 1 
Then it is clear that, for any u,
Note also that if L(A, B, u) denotes the number of pairs (t, v) with |t| ∈ [A, 2A], |v| ∈ [B, 2B], and v = tu (mod p), then
.
Hence (2.26) is implied by the following statement.
But the left-hand side of (2.27) equals the left-hand side of (2.27), and the righthand side of (2.27) equals log −2 p times the right-hand side of (2.7); hence (2.26)
holds true under our hypotheses. 
We write
with N i integers. If we also let this cover be minimal, that is, take N i+1 to be the smallest integer that is greater than or equal to
so we may assume , N) , the set of residue classes b (mod p) with the property that there exist s 0 > 0 and an
and, respectively,
Consider also
By Proposition 2.4, we gather, for all 1
By the very definition of R 2 (p, N, br, I ) we see that, for all intervals I and all k ≥ 0, such that, for all 0 ≤ k ≤ N θ ,
which we combine with (3.2) and (3.1) to get, for p > p 2 (δ),
Using the inequality
one proves in a similar way, for p > p 3 (δ),
Summarizing, if we put 
We keep the notation from the proof of Theorem 3.1. Note first that there exists a sequence of primes
This can be easily achieved by taking, for instance,
The proof of Theorem 3.1 provides us, for p > p(δ), with sets Ꮾ p = Ꮾ p (δ) = Ꮾ(p, δ 0 ) such that #Ꮾ p ≤ p 1−δ 1 and, for all t > 0 and all intervals I ⊂ [−t, t],
The Lebesgue measure of
it follows that for all α ∈ Ᏺ and all k, there exists 
If we take x n = αf (n), y n = b k f (n)/p k , n ≤ N, then (3.8) and (3.9) provide, for all k and N ≤ p
; hence by (3.6) we get, for all N ∈ [p
Summarizing, we have proved
1 , ∞), the previous equality holds for all α ∈ Ᏺ and all N, allowing us to conclude that
Proof of Theorem 1.3
Theorem 4.1. Fix 1/2 < θ < 1, 0 < 8δ < 2θ − 1, D ≥ 1. Denote c(θ) = θ/2 − 1/4. Then, for any large prime number p, any M ∈ [p θ , p], any N ∈ [p 2δ , p c(θ)−δ ], any rational function r(X) = f (X)/g(X) ∈ F p (X), deg(f ), deg(g) ≤ D,
r(X) not a polynomial of degree less than or equal to 3, any s > 0, and any interval I ⊂ [−s, s], one has
Proof. From (1.5) we obtain 
g(x), g(y) = 0, r(x) − r(y) = h (mod p) .
Hence
Np h∈(p/N)I m<x =y≤m+N t (mod p) e t r(x) − r(y)
where F (t) is given by (2.20),
r(x) − r(y) p
and we take −p/2 < t < p/2. The contribution of t = 0 to R 2 is |I | (1+O(1/N) ). So, arguing as in the beginning of the proof of Proposition 2.4, we find
where At this point we perform the change of variables x 1 =x 1 + m, x 2 =x 2 + m, y 1 = y 1 +m, and y 2 =ỹ 2 +m so thatx 1 ,x 2 ,ỹ 1 , andỹ 2 vary in the same interval {1, . . . , N}. Also, moving the summation over m inside, it follows that (4.5) equals
Here, the inner sum is an incomplete exponential sum of a rational functionr, wherẽ
To complete the sum we write it as
where χ [1,M] is the characteristic function of the set {1, 2, . . . , M}. Next, we expand χ [1,M] in a Fourier series on F p :
where the Fourier coefficients are given by
This is a geometric series that is bounded as Here, the inner sum is a complete exponential sum for which we can apply the Bombieri-Weil inequality (see Bombieri [5] ). In the convenient form given by Moreno and Moreno [8] As a result, the contribution of 6-tuples (t 1 , t 2 ,x 1 ,ỹ 1 ,x 2 ,ỹ 2 ), with 1 ≤x j ,ỹ j ≤ N, x j =ỹ j , and such that the correspondingr is not a linear polynomial to (4.4), is
which is, using (2.21), 
All these three coefficients must vanish; hence
(mod p),
(mod p). 
Using (2.21), the above is bounded by
which is smaller than the right-hand side of (4.3). This proves (4.3) in the case when r(X) is a polynomial of degree greater than or equal to 5.
Consider now the case when r(X) = f (X)/g(X)
is not polynomial and d = deg(g) ≥ 1. Assume also thatỹ 2 = max x 1 ,ỹ 1 ,x 2 ,ỹ 2 , and fix a root α of g in F p . Consider the set it follows that the contribution of such 6-tuples
In this case there exists an integer a with |a| N such that
For a fixed quadruple (a, t 1 ,x 1 ,ỹ 1 ) we have at most p δ choices for t 2 andx 2 −ỹ 2 ; hence the number of pairs (x 2 ,ỹ 2 ) which satisfy (4.19) andx 2 +ỹ 2 =x 1 +ỹ 1 is p δ and the contribution of such 6-tuples
Proof of Theorem 1.3. We let
Then Theorem 3.1 provides
which implies (1.2). Property (1.3) follows from the definition of Ᏹ.
In the case deg(r) = 3, we consider only M = p and obtain the following proposition. 
Proof. We take r(X)
As in the proof of Theorem 4.1, we find
provided that we know
The 6-tuples (t 1 , t 2 ,x 1 ,ỹ 1 ,x 2 ,ỹ 2 ) for whichr(X) is not a linear polynomial are dealt with as in the proof of Theorem 4.1. In the sequel we consider only 6-tuples with
With the change of variables
Since p > 6N, the inner sum above is zero unless l 1 = l 2 , providing
We proceed as in the proof of Proposition 2.4, and we break log 2 p provided that we take 0 < ε < δ.
5.
The case deg(r) = 2. We start with an averaging result, without assuming that p is prime. 
Then, for any interval I ⊂ [−s, s], one has
Proof. We write, as in the proof of Proposition 2.4,
and we make steady use of (2.21). From now on we always take |t| ≤ q/2. We gather, as in the proof of Proposition 2.4,
where we let
(5.6)
In the sequel we prove (5.5). For any function ψ : R → R which is periodic (mod 1), we put
If ψ is smooth, then We see, as in the proof of Proposition 2.4 and Section 4, that
(5.10) Consider a fixed smooth function H such that
(5.13)
Then let T be a (large) positive number, and let ψ be the periodic function (mod 1) such that 14) with Fourier coefficients
H (T t)e(−lt) dt
(5.15)
In particular,
Note that, from (5.11), (5.15), and (5.16),
We integrate by parts r times in (5.15) and get, for all l = 0,
For each δ > 0 we take r = r(δ) such that (r − 3)δ > 3. We also take T = q/M with M and N as in (5.1). Therefore ψ = H q/M in the sequel and (5.18) provides
By ( , and the choice of r, we get 
Thus, for each l, the number of pairs (a 1 , a 2 ) with |a 1 | ≤ 2AN, |a 2 | ≤ 2BN, and
Moreover, since the number of divisors of each (fixed) a 1 and a 2 is q δ/2 , we have the left-hand side of (5.24)
But the right-hand side of (5.25) AB/q δ log 2 q, since N 2 q 1−α−4δ ≤ Mq −δ ≤ M/log 2 q, so (5.24) is proved in this case. In the remaining situation we have max(|t 1 |, |t 2 |) ≤ q α+6δ /N, so
and (5.3) provides
On the other hand,
hence l/q = |l|/q and the previous inequality yields |l| > q β+20δ ; thus q 1+δ /M > q β+20δ and M < q 2α−19δ , which is a contradiction. Proof. By the very definition of S I I I (ψ) and (5.16),
and so
We first evaluate the contribution of (t 1 , t 2 ) with |t 1 | ≥ Nq 3δ to the right-hand side of (5.26) and show that 1 q 2
With the dyadic interval argument from Proposition 2.4, it suffices to prove (we put 
. Therefore, it suffices to prove 
The proof of Theorem 5.1 is now complete.
For M = q the estimate of S(q, r, M, N) reduces to l = 0. For we see as in (5.10) that
This sum can be estimated as in the proof of Lemma 5.3, getting the following corollary. In the cases κ = ∞ or σ ∈ [1, 2] we make use of the following result.
Theorem 5.6. The pair correlation of ({n 2 b/q}) N∈Ᏽ is Poissonian for gcd(b, q) = 1 and Ᏽ interval whose length satisfies q 3/4+ε ≤ |Ᏽ| ≤ q 1−ε as q → ∞.
For a proof see [13] .
Proof of Theorem 5.5 . Assume first that 9/4 < κ < ∞, 1 < σ < 2κ/3 − 1/2, and let ε >0 small. We choose sequences (b j , q j ) of integers such that gcd(b j , q j ) = 1 and ], and we argue as above. Assume now that the approximation order of ξ is 2 ≤ κ < ∞. We check that (5. We now check that (5.3) is fulfilled for κ < 3. Let α, β > 0 such that 2α + β = 1 (to be chosen precisely later), and assume that |z| ≤ q 
