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Introduction 
Political science, and social science in general, have traditionally been using computational 
methods to study areas such as voting behavior, policy making, international conflict, and 
international development. More recently, increasingly available quantities of data are being 
combined with improved algorithms and affordable computational resources to predict, learn, 
and discover new insights from data that is large in volume and variety. New developments in 
the areas of machine learning, deep learning, natural language processing (NLP), and, more 
generally, artificial intelligence (AI) are opening up new opportunities for testing theories and 
evaluating the impact of interventions and programs in a more dynamic and effective way. 
Applications using large volumes of structured and unstructured data are becoming common in 
government and industry, and increasingly also in social science research. 
This chapter offers an introduction to such methods drawing examples from political 
science. Focusing on the areas where the strengths of the methods coincide with challenges in 
these fields, the chapter first presents an introduction to AI and its core technology – machine 
learning, with its rapidly developing subfield of deep learning. The discussion of deep neural 
networks is illustrated with the NLP tasks that are relevant to political science. The latest 
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advances in deep learning methods for NLP are also reviewed, together with their potential for 
improving information extraction and pattern recognition from political science texts. 
We conclude by reflecting on issues of algorithmic bias – often overlooked in political 
science research. We also discuss the issues of fairness, accountability, and transparency in 
machine learning, which are being addressed at the academic and public policy levels. 
 
AI: Machine Learning and NLP 
The European Commission (2019) defines AI as ‘systems that display intelligent behaviour by 
analysing their environment and taking actions – with some degree of autonomy – to achieve 
specific goals’. As a scientific discipline, AI includes several techniques like machine learning 
(with deep learning and reinforcement learning as specific examples), machine reasoning, and 
robotics (European Commission, 2019). However, much of what is discussed as AI in the public 
sphere is machine learning, which is an ‘algorithmic field that blends ideas from statistics, 
computer science and many other disciplines […] to design algorithms that process data, make 
predictions, and help make decisions’ (Jordan, 2019). 
Machine learning has a history of successful deployment in both industry and academia, 
going back several decades. Deep learning has more recently made great progress in such 
applications as speech and language understanding, computer vision, and event and behavior 
prediction (Goodfellow et al., 2016). These rapid technological advances and the promise of 
automation and human-intelligence augmentation (Jordan, 2019) reignited debates on AI’s 
impact on jobs and markets (Brynjolfsson et al., 2018; Samothrakis, 2018; Schlogl and Sumner, 
2018) and the need for AI governance (Aletras et al., 2016; Benjamins et al., 2005). 
Machine learning (and deep learning as its subfield) is defined as the ‘field of study that 
gives computers the ability to learn without being explicitly programmed’ (Samuel, 1959). In 
this context, ‘learning’ can be viewed as the use of statistical techniques to enable computer 
systems to progressively improve their performance on a specific task using data without being 
explicitly programmed (Goldberg and Holland, 1988). To be able to learn how to perform a task 
and become better at it, a machine should: 
• be provided with a set of example information (inputs) and the desired outputs. The goal 
is then to learn a general rule that can take us from the inputs to the outputs. This type of 
learning is called Supervised Learning. This works well even in cases when the input 
information is not available in full; 
• be provided with an incomplete set of example information to learn from, where some of 
the target outputs are missing. This type of learning is called Semi-supervised Learning. 
When example information is available in one domain and we want to apply the 
knowledge to another domain with no available example information, this is called 
Transfer Learning; 
• obtain training labels for a small number of instances while at the same time optimize 
which elements it needs to learn labels for. This is called Active Learning, and, in some 
cases, it can be implemented interactively in order to ask a human user for information on 
how best to label different elements; 
• be asked to find structure in the input without having any labels provided in advance (as 
input). This type of learning is called Unsupervised Learning and can be used both for 
discovering hidden patterns in the data as well as learning features or parameters from the 
data; 
be given information not about the structure of the data itself but rather about whether it has 
learned something correctly or incorrectly, in the form of rewards and punishments. This is 
called Reinforcement Learning and is the type of learning best performed in dynamic 
environments such as when driving a vehicle or playing a game against an opponent (Bishop, 
2006). 
Figure 55.1 summarizes different types of learning and how they relate to their subtasks. 
 
One of the most fruitful areas of machine learning applications in political science relates 
to work that treats text as data. Such quantitative text analysis could involve the following tasks: 
Assign a category to a group of documents or other elements (‘classification’): this is useful 
when, for example, there is a need to understand audience sentiment from social media or 
customer reviews or sort party manifestos into predefined categories on the ideological spectrum. 
Spam filtering is an example of classification from our contemporary daily life, where the inputs 
are email (or other) messages and the classes are ‘spam’ and ‘not spam’. The task involves a 
dataset containing text documents with labels, which is then used to train a classifier aiming to 
automatically classify the text documents into one or more predefined categories. Inputs are 
divided into two or more classes, and the algorithm assigns unseen inputs to one or more (multi-
label classification) of these classes. This is typically tackled via supervised learning. In political 
science work, such models have been used, for example, to understand US Supreme Court 
decisions (Evans et al., 2007), party affiliation (Yu et al., 2008), and in measuring polarization 
(Peterson and Spirling, 2018). 
Separate elements into groups (‘clustering’): this is similar to classification, only the groups are 
not known beforehand, hence this task usually involves unsupervised learning. Sanders et al. 
(2017) and Preoţiuc-Pietro et al. (2017) are examples of the potential use of clustering to better 
understand political ideologies and parliamentary topics. 
Reduce the complexity of data: dimensionality reduction simplifies inputs by mapping them into 
a lower-dimensional space. Principal-components analysis and related methods like 
correspondence analysis have been used to analyze preferences for foreign aid (Baker, 2015) and 
the ideological mapping of candidates and campaign contributors (Bonica, 2014). Topic 
modelling is a related problem, where multiple documents are reduced to a smaller set of 
underlying themes or topics. Feature extraction is a type of dimensionality reduction task and can 
be accomplished using either semi-supervised or unsupervised learning. Selection and extraction 
of text features from documents or words is essential for text mining and information retrieval, 
where learning is done by seeking to reduce the dimension of the learning set into a set of 
features (Uysal, 2016; Nguyen et al., 2015). 
Perform structured predictions: structured prediction or structured (output) learning is an 
umbrella term for supervised machine learning techniques that involve predicting structured 
objects, rather than scalar discrete or real values (BakIr, 2007). In Lafferty et al. (2001), for 
example, the issue of translating a natural-language sentence into a syntactic representation such 
as a parse tree can be seen as a structured-prediction problem in which the structured-output 
domain is the set of all possible parse trees. 
The table below summarizes some of these techniques: 
 
Method Type of learning  Examples 
Classification Supervised  • understand audience sentiment from 
social media 
• sort party manifestos into predefined 
categories on the ideological spectrum 
• understand US Supreme Court decisions 
(Evans et al., 2007),  
• extract party affiliation (Yu et al., 2008),  
• measure polarization (Peterson and 
Spirling, 2018) 
Clustering Unsupervised • understand political ideologies and 
parliamentary topics (Sanders et al., 2017; 
Preoţiuc-Pietro et al., 2017) 
Dimensionality Reduction 
e.g. Topic modelling, Feature 
Extraction 
Semi-supervised 
Unsupervised 
• preferences for foreign aid (Baker, 2015)  
• ideological mapping of candidates and 
campaign contributors (Bonica, 2014) 
• extraction of text features from 
documents (Uysal, 2016; Nguyen et al., 
2015) 
Table 55.1Overview of machine learning methods and examples from political science 
 
These political text-as-data applications are related to the broader field of NLP, which is 
concerned with the interactions between computers and human or natural languages (rather than 
formal languages). After the 1980s and alongside the developments in machine learning and 
advances in hardware and technology, NLP has mostly evolved around the use of statistical 
models to automatically identify patterns and structures in language, through the analysis of large 
sets of annotated texts or corpora. In addition to document classification and dimensionality-
reduction applications in political science, leveraging the latest developments in machine 
learning and deep learning methods, the NLP field has made significant progress on several 
additional tasks: 
• Extracting text from an image. Such a task usually involves a form of Optical Character 
Recognition, which can help with determining the corresponding text characters from an 
image of printed or handwritten text. 
 
• Identifying boundaries and segment text into smaller units (for example from documents to 
characters). Examples of such tasks include morphological segmentation, word segmentation, 
and sentence-boundary disambiguation. 
 
Morphological segmentation is the field of separating words into individual morphemes and 
identifying the class of the morphemes is an essential step of text pre-processing before 
textual data can be used as an input in some machine learning algorithms. Some such tasks 
can be quite challenging to perform automatically, sometimes depending on morphological 
complexity (i.e. the internal structure of words) of the language being considered. 
 
Word segmentation or tokenization makes possible the separation of continuous text into 
separate words. 
 
Sentence-boundary disambiguation helps identify where a sentence starts and where it ends. 
This is not as simple as identifying where a period or other punctuation mark is, since not all 
punctuation signals the end of a sentence (consider abbreviations, for example) and not all 
sentences have punctuation. 
 
Assigning meaning to units. Part-of-speech tagging, involves automatically determining and 
assigning a part of speech (e.g., a verb or a noun) to a word is usually the first step to looking at 
word context and meaning. Of course many words have more than one meaning or could be 
assigned different parts of speech, which can prove challenging for NLP, as it needs to select the 
meaning which makes more sense in the current context. With the emergence of deep learning 
methods, word embeddings have been used to capture semantic properties of words and their 
context (see the next section for a more detailed presentation).  
Extracting information from the text and synthesizing it. NLP tasks such as Named Entity 
Recognition, Sentiment Analysis, Machine Translation and Automated Text Summarization build 
on the above tasks in order to identify and extract specific content from texts and synthesize it to 
generate new insights or content. 
Machine Translation studies ways to automate the translation between languages. Deep 
learning methods are improving the accuracy of algorithms for this task (Nallapati et al., 
2016). This leads to scaling-up opportunities in comparative politics research (de Vries et 
al., 2018). 
 
Named Entity Recognition helps determine the elements in a text that are proper names (such 
as people or places) and what type of elements they are (for example, person, location, 
organization, etc.). 
 
Sentiment Analysis is the automatic extraction of opinions or subjective information from a 
set of documents or reviews, to determine ‘polarity’ about specific ideas. For example, 
scholars have used Sentiment Analysis to identify trends of public opinion in social media 
(Ceron et al., 2014; Proksch et al., 2015). 
 
Automated Text Summarization is a common dimensionality-reduction task in machine 
learning and NLP. It involves producing a readable, coherent, and fluent summary of a 
longer text, which should include the main points outlined in the document. Extractive 
summarization involves techniques such as identifying key words from the source document 
and combining them into a continuous text to make a summary. Abstractive summarization 
involves automatically paraphrasing or shortening parts of the original text. 
 
With the deep learning methods being extremely data hungry, we believe that a primary area 
where the field will benefit from the latest technology is in the text-as-data or broader NLP 
domain. In what follows, we outline several deep learning models that have made recent 
advances in NLP possible and highlight how they can be used in political science research. 
Deep Learning NLP for Political Analysis 
Understanding ‘Learning’ 
To define deep learning and understand the difference between deep learning and other machine 
learning approaches, first we need some idea of what machine learning algorithms do. As 
mentioned above, the field of machine learning is concerned with the question of how to 
construct computer programs that automatically improve with experience. 
But what does learning mean in this context? 
A computer program is said to learn from experience E with respect to some class of 
tasks T and performance measure P if its performance at tasks in T, as measured by P, 
improves with experience E. (Mitchell, 1997; our emphasis) 
This type of learning that particularly pertains to NLP regardless of the type of learning 
(supervised, unsupervised, active, etc.) is very much based on a ‘bag-of-words’ approach that 
only considers one dimension of the text, without taking onboard any of the contextual 
information – a rather ‘shallow’ type of learning. 
Deep learning, on the other hand, offers the potential to combine multiple layers of 
representation of information, sometimes grouped in a hierarchical way. 
Understanding ‘Deep’ 
Deep learning is a type of machine learning (representation learning) that enables a machine to 
automatically learn the patterns needed to perform regression or classification when provided 
with raw data. The approach puts an emphasis on learning successive layers of increasingly 
meaningful representations. It involves multiple levels of representation. Deng (2014: 199–200) 
define deep learning as a class of machine learning algorithms that 
use a cascade of multiple layers of nonlinear processing units for feature extraction and 
transformation, and each successive layer uses the output from the previous layer as input; 
learn in supervised (e.g., classification) and/or unsupervised (e.g., pattern analysis) manners; 
learn multiple levels of representations that correspond to different levels of abstraction – the 
levels form a hierarchy of concepts. 
 
In deep learning, each level learns to transform its input data into a slightly more abstract 
and composite representation. In an image-recognition application, the raw input may be a 
matrix of pixels, the first representational layer may abstract the pixels and encode edges, the 
second layer may compose and encode the arrangements of edges, the third layer may encode 
eyes and a nose, and the fourth layer may recognize that the image contains a face (for more 
information about feature visualizations from computer-vision deep neural networks, see Olah et 
al., 2017 and Zhang and Zhu, 2018). Importantly, a deep learning process can learn which 
features to optimally place in which level on its own. Figure 55.2 shows how a deep learning 
hierarchy of complex concepts can be built from simpler concepts. 
We will next discuss the application of deep learning algorithms in generating insights 
from images and text data. 
Working with Image Data 
Convolutional neural networks (CNNs) are a category of artificial neural networks that have 
proven very effective when trying to classify or detect features in images. CNNs have been very 
successful at identifying objects, faces, and traffic signs in images and are currently advancing 
computer vision in robotics and self-driving vehicles. 
CNNs have been trained on satellite imagery to map and estimate poverty, where data on 
economic livelihoods are scarce and where outcomes cannot be studied via other data. Jean et al. 
(2016) combine satellite imagery with survey data from five African countries (Nigeria, 
Tanzania, Uganda, Malawi, and Rwanda) to train a CNN to identify image features that can 
explain up to 75% of the variation in the local-level economic outcomes by estimating 
consumption expenditure. Figure 55.3 shows four different convolutional filters used for 
extracting these features, which identify (from left to right) features corresponding to urban 
areas, non-urban areas, water and roads. Babenko et al. (2017) focus on an urban subsample of 
satellite images in Mexico (using images from Digital Globe and Planet) identifying rural and 
urban ‘pockets’ of poverty that are inaccessible and changing frequently – areas that are unlikely 
to integrate without the support of the necessary policy measures (Figure 55.4). 
  
CNNs have also been used to map informal settlements (‘slums’) in developing countries, 
using high- and low-resolution satellite imagery (Helber et al., 2018), to help international aid 
organizations to provide effective social and economic aid. 
But how do they work? 
Analogous to how children learn to recognize a cat from a dog, we need to ‘show’ an 
algorithm millions of pictures (‘input’) of a dog before it can reliably make generalizations and 
predictions for images it has never seen before. However, machines do not ‘see’ in the same way 
we do – their ‘language’ consists of numbers. One way around this is to represent every image as 
multi-dimensional arrays of numbers, and CNNs offer a way to move from an image to a set of 
vectors. 
The main building block of CNN is the convolutional layer, filter, or kernel. Convolution 
is a mathematical operation that allows us to condense information by combining two functions 
into one. Take the very simple, pixelated representation of a black and white heart in Figure 55.5 
element (a) for example. If each cell is a pixel, then we could represent black pixels with value 1 
and white pixels with value 0 (see Figure 55.5, element (b)) – this is the ‘input’. 
 
Using a filter, as in Figure 55.5 element (c), with predefined black and white pixels, we can 
now perform a convolution and create a ‘feature map’ (Figure 55.6, element (d)) by layering the 
filter on top of the input and sliding it for each row. At every step, we perform element-wise 
matrix multiplication and sum the result, which goes into the feature map – represented in the 
black background in Figure 55.6. 
 We then slide the filter over the next position and perform the same multiplication (see 
Figure 55.7). 
 
We do the same until the ‘input’ is reduced from a 5x5 matrix to a 3x3 feature map. 
 We repeat until the ‘input’ is reduced from a 5x5 matrix to a 3x3 feature map, as in Figure 
55.8 element (c) above. The example above is a two-dimensional convolution using a 3x3 filter – 
in reality, these convolutions are performed in three dimensions (width, height, and RGB color 
channel) with the filter being 3D as well. Multiple convolutions take place on an input, each 
using a different filter with a distinct feature map as the output. After a convolution operation, 
we usually perform pooling (usually max pooling, i.e. taking the max value in the pooling 
window) to reduce the dimensionality and reduce the number of parameters (see Figure 55.9). 
 
This is crucial when dealing with the volume of data that is fed to the algorithm, as it both 
speeds training time and helps avoid overfitting of the algorithm. 
 CNNs seem to suit the task of image classification, as they can help us predict a 
distribution over specific labels (as in Figure 55.10) to indicate confidence of prediction for a 
given image. But what about text data? 
Working with Text Data 
The study of political discourse using text as data has a long tradition in political science. 
Political texts have long been used as an important form of social practice that contributes to the 
construction of social identities and relations (Fairclough, 1989, 1992; Laclau and Mouffe, 
1985). Text as a representation of discourses has been studied systematically to derive 
information about actors and combine them with additional resources such as surveys and 
observations, as well as knowledge and reflective understanding of the context by scholars, yet 
not in a reproducible and quantifiable way (see Blommaert and Bulcaen, 2000, for a review). 
Over the past two decades, scholars have sought to extract information such as policy and 
ideology positions and gauge citizen political engagement by treating words as data in a more 
consistent way. Since some of the earliest implementations of text-scaling methods such as 
Wordscores (Laver et al., 2003) and Wordfish (Slapin and Proksch, 2008) to estimate party 
positions from texts and the increasing availability of annotated political corpora, the availability 
and complexity of quantitative text-analysis methods have increased dramatically (Barberá, 
2015; Grimmer and Stewart, 2013; Herzog and Benoit, 2015; Lauderdale and Herzog, 2016). 
Most of these methods tend to involve a ‘bag-of-words’ approach to determine relevance and 
cluster documents or their parts in groups (see also Laver, 2014). Such approaches assume that 
each document can be represented by a multiset (‘bag’) of its words, that ignores word order and 
grammar. Word frequencies in the document are then used to classify the document into a 
category. Some methods like Wordscores employ a version of the Naive Bayes classifier (Benoit 
and Nulty, 2013) in a supervised learning setting by leveraging pre-labelled training data, 
whereas others, like WordFish, are based on a Poisson distribution of word frequencies, with 
ideological positions estimated using an expectation-maximization algorithm (Proksch and 
Slapin, 2009; Slapin and Proksch, 2008). 
What these approaches do not capture, though, is the linguistic and semiological context, 
i.e. the information provided by the words around the target elements. Such a context would 
allow for a better representation of that context and offer a richer understanding of word 
relationships in a political text. One way to do that is by using word embeddings, a set of 
methods to model language, combining concepts from NLP and graph theory. 
Representing Words in Context: Word Embeddings 
Word embeddings are a set of language modelling and dimensionality-reduction techniques, 
where words or phrases from a document are mapped to vectors or numbers. They usually 
involve a mathematical embedding from a space with a single dimension for each word to a 
continuous vector space with a reduced dimension. The underlying idea is that ‘[y]ou shall know 
a word by the company it keeps’ (Firth, 1957: 11), and it has evolved from ideas in structuralist 
linguistics and ordinary language philosophy, as expressed in the work of Zelling Harris, John 
Firth, Ludwig Wittgenstein, and vector-space models for information retrieval in the late 1960s 
to the 1980s. In the 2000s, Bengio et al. (2006) and Holmes and Jain (2006) provided a series of 
papers on the ‘Neural Probabilistic Language Models’ in order to address the issues of 
dimensionality of word representations in contexts, by facilitating learning of a ‘distributed 
representation of words’. The method developed gradually and really took off after 2010, partly 
due to major advances in the quality of vectors and the training speeds of the models. 
There are many variations of word-embedding implementations, and many research groups 
have created similar but slightly different types of word embeddings that can be used in the deep 
learning pipelines. Popular implementations include Google’s Word2Vec (Mikolov et al., 2013), 
Stanford University’s GloVe (Pennington et al., 2014), and Facebook’s fastText (Bojanowski et 
al., 2016). For a recent discussion of word embeddings in a political science context, see Spirling 
and Rodriguez (2019). 
Now that we have a mechanism to turn text into dense vectors (very much like we did with 
the image of the heart in the previous section), let’s see how CNNs can be applied to NLP tasks 
for political texts. 
CNNs for Text Analysis 
CNNs have recently been applied to various NLP tasks with very good results in accuracy and 
precision (Johnson and Zhang, 2014; Kalchbrenner et al., 2014; Kim, 2014). 
Instead of image pixels, each row of the matrix corresponds to one token (usually a word, 
but it could also be a character; see Jacovi et al., 2018 and Zhang et al., 2015) or rather a vector 
that represents a word. These vectors are typically word embeddings such as Word2Vec or 
GloVe (see previous section). Kim (2014) describes the general approach of using CNNs for 
NLP, assuming a single layer of networks and pretrained static word vectors on very large 
corpora (Word2Vec vectors from Google, trained on 100 billion tokens from Google News). 
Sentences are mapped to embedding vectors and are available as a matrix input to the model. 
Convolutions are performed across the input word-wise using differently sized kernels, such as 
two or three words at a time. The resulting feature maps are then processed using a max pooling 
layer to condense or summarize the extracted features. Figure 55.11 shows a single-layer CNN 
architecture for sentence classification from Kim (2014). 
 
Figure 55.12 shows how a CNN would work for a sentence-classification task adapted 
from Zhang and Wallace (2015). Assuming the sentence we wanted to classify was Michelle 
Obama’s ‘When they go low, we go high’, this would generate a 7x4 sentence matrix, with three 
filter region sizes: 2, 3, and 4, each of which has two filters for each region size. Every filter 
performs convolution on the sentence matrix and generates (variable-length) feature maps. Then, 
1-max pooling is performed over each map, i.e. the largest number from each feature map is 
recorded. Thus, a univariate feature vector is generated from all six maps, and these six features 
are concatenated to form a feature vector for the penultimate layer. The final softmax layer then 
receives this feature vector as input and uses it to classify the sentence; here, we assume binary 
classification and hence depict two possible output states. 
 
Despite CNNs being a little unintuitive in their language implementation, they perform 
really well on tasks like text classification. They are very fast, as convolutions are highly 
parallelizable, form an integral part of computer graphics, and are implemented on graphical 
processing units (GPUs). They also work much better compared to other ‘bag-of-words’ 
approaches such as n-grams, as they can learn representations automatically without the need to 
represent the whole vocabulary (whereas in the case of n-grams, for example, if we had a large 
vocabulary, computing anything beyond tri-grams would become quite expensive in terms of 
computational power), with architectures as deep as 29 layers performing sufficiently well 
(Zhang et al., 2015). 
CNNs have been successfully deployed for NLP tasks such as automatic summarization, 
fake news detection and text classification. Narayan et al. (2018), for example, apply CNNs to 
automatically summarize a real-world, large-scale dataset of online articles from the British 
Broadcasting Corporation (BBC). They demonstrate experimentally that this architecture 
captures long-range relationships in a document and recognizes related content, outperforming 
other state-of-the-art abstractive approaches when evaluated automatically and by humans. 
Yamshchikov and Rezagholi (2018) develop a model of binary text classifiers based on 
CNNs, which helps them label statements in the political programs of the Democratic and 
Republican parties in the United States, whereas Bilbao-Jayo and Almeida (2018) propose a new 
approach to automate the analysis of texts in the Manifestos Project, to allow for a quicker and 
more streamlined classification of such types of political texts. 
The Manifesto Project (Lehmann et al., 2018) includes data on parties’ policy positions, 
derived from content analysis of parties’ electoral manifestos. It covers over 1,000 parties from 
1945 until today in over 50 countries on five continents. The corpus includes manually annotated 
election manifestos using the Manifesto Project coding scheme, which is widely used in 
comparative politics research. Bilbao-Jayo and Almeida (2018) use multi-scale CNNs with word 
embeddings and two types of context data as extra features, like the previous sentence in the 
manifesto and the political party. Their model achieves reasonably high performance of the 
classifier across several languages of the Manifesto Project. 
Another type of neural network that has shown good performance in NLP tasks are 
recurrent neural networks (RNNs) and, in particular, a variation of that algorithm, the long short-
term memory (LSTM) RNNs. 
LSTM RNNs for Text Analysis 
As you read this paragraph, you understand each word based on your understanding of previous 
words – those right before this word, words expressed in the paragraphs and sections above, as 
well as words that you might have read in the previous chapters of this Handbook (or even words 
that you have read in other books and articles). 
Every time we read a new word, we do not forget what we read before – our understanding 
has some degree of persistence. Unfortunately, CNNs cannot reason about previous steps in the 
learning process to inform later ones. RNNs overcome this issue because they permit loops, thus 
allowing for the information in the neural network to persist. A simple RNN is a class of 
artificial neural networks where connections between nodes form a directed graph along a 
sequence, incorporating previous knowledge (see Figure 55.13, adapted from Olah, 2015). 
 
A sequence of RNN blocks can be regarded as multiple copies of the same network, linked 
to one another like a chain, each passing an input to its future self (Figure 55.14). This enables it 
to display dynamic temporal behavior for a time sequence and make these networks work really 
robustly with sequence data such as text, time-series data, videos, and even DNA sequences. 
 
This suits textual data, which for the most part is sequence or list data, and which has been 
applied with success to NLP tasks such as speech recognition, language modelling, translation, 
and image captioning (Ba et al., 2014; Gregor et al., 2015). However, simple RNNs are not well 
suited for remembering information that is not close to the current node they are in (also called 
long-distance dependencies), a problem detailed in Bengio et al. (1994). 
LSTM neural networks (Hochreiter and Schmidhuber, 1997) provide a solution to this 
issue. LSTMs also have the RNN chain-like structure, but the repeating module has a different 
structure. Instead of having a single neural network layer, there are four, all interacting in a 
special way. Figure 55.15 shows the repeating module in a standard RNN with a single layer 
(A1) and an LSTM with 4 interacting layers (A2). The LSTM has the advantage of incorporating 
context from both the input (x) and the previous knowledge (represented with dashed lines in 
A2) and also feed the augmented knowledge to the next iteration. 
 Standard LSTMs (like those in Figure 55.15) are unidirectional – in other words, they 
preserve information from the past inputs that have already passed through the different 
iterations of the hidden layers of the neural network. Take for example the following word 
sequence: 
‘Let’s make …’ 
There are a lot of possibilities for what word sequences could follow. All the sentences 
below are possible: 
‘Let’s make some cake!’ 
‘Let’s make fun of Bob!’ 
‘Let’s make my friend see some sense, because I think she is making a huge mistake!’ 
What if you knew that the words that followed the first word sequence were actually these? 
“Let’s make … great again!” 
Now the range of options is narrower, and it is easy to predict that the next word is 
probably a noun phrase such as ‘America’ or ‘this business’. 
A unidirectional LSTM will only be able to consider past input (‘let’s make’). If you wish 
to see the future, you would need to use a bidirectional LSTM, which will run the input in two 
ways: one from the past to the future and one from the future to the past. When running 
backwards, it preserves information from the future, and by combining this knowledge with the 
past, it provides improved and more contextualized predictions. 
Both types of LSTMs have been used to detect fake news and propaganda discourse in 
traditional and social media text, where the problem of detecting bots – automated social media 
accounts governed by software but disguised as human users – has strong societal and political 
implications. 
Kudugunta and Ferrara (2018) propose a deep neural network based on contextual LSTM 
architecture, that exploits both content and metadata to detect bots at the tweet level. Their 
proposed technique is based on synthetic minority oversampling to generate a large labelled 
dataset suitable for deep nets training, from a minimal amount of labelled data (roughly 3,000 
examples of sophisticated Twitter bots). The proposed model can, from the first tweet, achieve 
high classification accuracy (> 96%) in separating bots from humans. 
Event detection using neural-network algorithms on tweets describing an event is another 
area of application of particular interest to media agencies and policy makers. Iyyer et al. (2014) 
assume that an individual’s words often reveal their political ideology, and they use RNNs to 
identify the political position demonstrated at the sentence level, reporting that their model 
outperforms ‘bag of words’ or wordlists models in both the training and a newly annotated 
dataset. Makino et al. (2018), for example, propose a method to input and concatenate character 
and word sequences in Japanese tweets by using CNNs and reporting an improved accuracy 
score, whereas Rao and Spasojevic (2016) apply word embeddings and LSTM to text 
classification problems, where the classification criteria are decided by the context of the 
application. They show that using LSTMs with word embeddings vastly outperforms traditional 
techniques, particularly in the domain of text classification of social media messages’ political 
leaning. The research reports an accuracy of classification of 87.57%, something that has been 
used in practice to help company agents provide customer support by prioritizing which 
messages to respond to. 
Other scholars have used hybrid neural-network approaches to work with text, by 
combining aspects of the CNN and RNN algorithms. Ajao et al. (2018), for example, propose a 
framework that detects and classifies fake news messages from Twitter posts, using such a 
hybrid of CNNs and LSTM RNNs, an approach that allows them to identify relevant features 
associated with fake news stories without previous knowledge of the domain. Singh et al. (2018) 
use a combination of the CNN, LSTM, and bidirectional LSTM to detect (overt and covert) 
aggression and hate speech on Facebook and social media comments, where the rise of user-
generated content in social media coupled with almost non-existent moderation in many such 
systems has seen aggressive content rise. 
Hybrid neural-network approaches also perform well in the task of automatic identification 
and verification of political claims. The task assumes that given a debate or political speech, we 
can produce a ranked list of all of the sentences based on their worthiness for fact checking – 
potential uses of this would be to predict which claims in a debate should be prioritized for fact-
checking. As outlined in Atanasova et al. (2018), of a total of seven models compared, the most 
successful approaches used by the participants relied on recurrent and multi-layer neural 
networks, as well as combinations of distributional representations, matching claims’ vocabulary 
against lexicons, and measures of syntactic dependency. 
Working with Multimodal Data 
With the resurgence of deep learning for modeling data, the parallel progress in fields of 
computer vision and NLP, as well as with the increasing availability of text/image datasets, there 
has been a growing interest in using multimodal data that combines text with images. The 
popularity of crowd-sourcing tools for generating new, rich datasets combining visual and 
language content has been another important factor favoring multimodal input approaches. 
Ramisa et al. (2018), for example, have compiled a large-scale dataset of news articles with 
rich metadata. The dataset, BreakingNews, consists of approximately 100,000 news articles 
collected over 2014, illustrated with one to three images and their corresponding captions. Each 
article is enriched with other data like related images from Google Images, tags, shallow and 
deep linguistic features (e.g., parts of speech, semantic topics, or outcomes of a sentiment 
analyzer), GPS latitude/longitude coordinates, and reader comments. The dataset is an excellent 
benchmark for taking joint vision and language developments a step further. Figure 55.16 
illustrates the different components of the Ramisa et al. (2018) BreakingNews corpus, which 
contains a variety of news-related information for about 100K news articles. The figure shows 
two sample images. Such a volume of heterogeneous data makes BreakingNews a good 
benchmark for several tasks exploring the relation between text and images. 
 The paper used CNN for source detection, geolocation prediction, and article illustration, 
and a mixed LSTM/CNNs model for caption generation. Overall results were very promising, 
especially for the tasks of source detection, article illustration, and geolocation. The automatic 
caption-generation task, however, demonstrated sensitivity to loosely related text and images. 
Ajao et al. (2018) also fed mixed data inputs (text and images) to CNNs in order to detect 
fake news in political-debate speech, and they noted that except for the usual patterns in what 
would be considered misinformation, there also exists some hidden patterns in the words and 
images that can be captured with a set of latent features extracted via the multiple convolutional 
layers in the model. They put forward the TI-CNN (text and image information based 
convolutional neural network) model, whereby explicit and latent features can be projected into a 
unified feature space, with the TI-CNN able to be trained with both the text and image 
information simultaneously. 
Recent Developments 
Deep neural networks have revolutionized the field of NLP. Furthermore, deep learning in NLP 
is undergoing an ‘ImageNet’ moment. In a paradigm shift, instead of using word embeddings as 
initializations of the first layer of the networks, we are now moving to pretraining the entire 
models that capture hierarchical representations and bring us closer to solving complex 
language-understanding tasks. When the ImageNet challenge AlexNet (Krizhevsky et al., 2012) 
solution showed a dramatically improved performance of deep learning models compared to 
traditional competitors, it arguably spurred the whole deep learning research wave. Over the last 
18 months, pretrained language models have blown out of the water previous state-of-the-art 
results across many NLP tasks. These advances can be characterized within the broader 
framework of transfer learning, where the weights learned in state-of-the-art models can be used 
to initialize models for different datasets, and this ‘fine-tuning’ achieves superior performance 
even with as little as one positive example per category (Ruder et al., 2019). 
One of the assumptions of standard word embeddings like Word2Vec is that the meaning 
of the word is relatively stable across sentences. An alternative is to develop contextualized 
embeddings as part of the language models. Embeddings from language models (ELMo) (Peters 
et al., 2018), universal language model fine-tuning (ULMFiT) (Howard and Ruder, 2018), and 
generative pretraining transformer (OpenAI GPT) (Radford et al., 2018) were initial extremely 
successful pretrained language models. 
More recently GPT2 (Radford et al. 2019) extended the previous GPT model and was used 
to generate realistic-sounding artificial text. Bullock and Luengo-Oroz (2019) used the pretrained 
GPT2 model to generate fake but natural-sounding speeches in the United Nations General 
Debate (see Baturo et al., 2017, for more details about the data and a substantive example). 
Bidirectional encoder representations from transformers (BERT) (Devlin et al., 2019) extended 
GPT through bi-directional training and dramatically improved performance on various metrics. 
While BERT was the reigning champion for several months, it may have recently been overtaken 
by XLNet (Yang et al., 2019), which outperforms BERT on about 20 NLP tasks. 
In parallel with the advances in transfer learning, we are also further understanding what 
we are learning with the deep neural networks. Liu et al. (2019) show that RNNs (and LSTMs in 
particular) pick up general linguistic properties, with the lowest layers representing morphology 
and being the most transferable between tasks, middle layers representing syntax, and the highest 
layers representing task-specific semantics. Large pretrained language models do not exhibit the 
same monotonic increase in task specificity, with the middle layers being the most transferrable. 
Tenney et al. (2019) focus on BERT and show that the model represents the steps of the 
traditional NLP pipeline, with the parts-of-speech tagging followed by parsing, named-entity 
recognition, semantic roles, and, finally, coreference. Furthermore, the model adjusts the pipeline 
dynamically, taking into account complex interactions between different levels of hierarchical 
information. 
Detailed discussion of the above models is beyond the scope of this chapter. Instead, we 
want to emphasize the pace of development in NLP research, which is leveraging pretrained 
language models for downstream tasks. Instead of downloading pretrained word embeddings like 
Word2Vec or GloVe as discussed earlier in the chapter, we are now in a position to download 
pretrained language models and fine-tune them to a specific task. 
Conclusion 
It is appealing to think of machine learning algorithms as objective, unbiased actors that are 
beyond the influence of human prejudices. It is also appealing to think of empirical research in 
political science that utilizes machine learning algorithms as being sufficiently removed from 
any potential bias. Unfortunately, this is rarely the case. 
Algorithms are designed by humans and learn by observing patterns in the data that very 
often represent biased human behavior. It is no surprise that algorithms tend to adopt and, in 
some occasions, perpetuate and reinforce the experiences and predispositions of the humans that 
have constructed them and those of society as a whole; this is also known as algorithmic bias. 
Although machine learning has been transformative in many fields, it has received criticism in 
the areas of causal inference, algorithmic bias, and data privacy. This is forming into a distinct 
area of social science research, focusing on the lack of (suitable) training data, difficulties of data 
access and data sharing, data bias and data provenance, privacy preserving data usage, and 
inadequate tasks, tools and evaluation settings (Danks and London, 2017). 
The quality of insights delivered by algorithms crucially depends on data quality and data 
provenance. In particular, in each case, we need to effectively query very distinct 
(heterogeneous) data sources before we can extract and transform them for input into the data 
models. Common aspects of data quality that may affect the robustness of insights include 
consistency, integrity, accuracy, and completeness. How image or textual data is pre-processed 
may affect how data is interpreted and may also lead to biases. For example, dataset biases in 
computer vision can lead to feature representation flaws where CNNs, despite high accuracy, 
learn from unreliable co-appearing contexts (Zhang et al., 2018). 
The consequences of biased algorithms can be quite real and severe. In 2016, an 
investigative study by ProPublica (Angwin et al., 2016) provided evidence that a risk-assessment 
machine learning algorithm used by US courts wrongly flagged non-white defendants at almost 
twice the rate of white defendants. More recently, Wang and Kosinski (2018) showed how deep 
neural networks can outperform humans in detecting sexual orientation. Apart from the ethical 
issues of the study, the ease of deployment of such ‘AI Gaydar’ raises issues of people’s privacy 
and safety. 
The issues of algorithmic bias are also highlighted in the Wellcome Trust Report (Matthew 
Fenech et al., 2018) with a focus on how AI has been used for health research. The report 
identifies, among other ethical, social, and political challenges, issues around implications of 
algorithmic transparency and explainability on health, the difference between an algorithmic 
decision and a human decision, and what makes algorithms, and the entities that create them, 
trustworthy. The report highlights the importance of stakeholders across the public- and private-
sector organizations collaborating in the development of AI technology, and it raises awareness 
of the need for AI to be regulated. 
Such algorithmic-bias issues may seem to be removed from everyday political science 
research. However, various methodological approaches discussed earlier in this chapter are not 
bias free. Word embeddings have been shown to carry societal biases that are encoded in human 
language (Garg et al., 2018). These range from biased analogies (Bolukbasi et al., 2016; Manzini 
et al., 2019; Nissim et al., 2019) to bias in language ID (Blodgett and O’Connor, 2017), natural-
language inference (Rudinger et al., 2017), coreference resolution (Rudinger et al., 2018), and 
automated essay scoring (Amorim et al., 2018). 
There are corresponding efforts to reduce algorithmic bias in deep neural-network 
applications, for example through postprocessing (Bolukbasi et al., 2016) or directly modeling 
the problem (Zhao et al., 2018). However, the bias still remains encoded implicitly (Gonen and 
Goldberg, 2019), and transparency and awareness about the problem may be better as a research 
and deployment strategy (Caliskan et al., 2017; Dwork et al., 2012; Gonen and Goldberg, 2019). 
There are legitimate concerns about algorithmic bias and discrimination, algorithmic 
accountability and transparency, and general ‘black box’ perception of deep neural-network 
models (Knight, 2017; Mayernik, 2017). In order to address these issues, scholars (Fiesler and 
Proferes, 2018; Mittelstadt et al., 2016; Olhede and Wolfe, 2018; Prates et al., 2018), AI 
technologists, international organizations (European Group on Ethics in Science and New 
Technologies (EGE), 2018), and national governments (House of Lords Select Committee, 2018) 
have been recently advocating for a more ‘ethical’ and ‘beneficial’ AI that will be programmed 
to have humans’ interests at heart and could never hurt anyone. 
Kusner et al. (2017), for example, provide an ethical framework for machine decision-
making, whereby a ‘decision is considered fair towards an individual if it is the same in both the 
actual world and a “counterfactual” world, where the individual would belong to a different 
demographic group’. In addition, it is vital to think about who is being excluded from AI systems 
and what is missing from the datasets that drive machine learning algorithms. Often, these blind 
spots tend to produce disparate impacts on vulnerable and marginalized groups. This leads to the 
invisibility of these communities and their needs because there are not enough feedback loops for 
individuals to give their input. While the collection of even more personal data might make 
algorithmic models better, it would also increase the threats to privacy. 
Russell et al. (2015) present relevant questions to be considered: what are the power 
dynamics between different industry and research groups? Will the interests of the research 
community change with greater state funding? Will government intervention encourage AI 
research to become less transparent and accountable? What organizational principles and 
institutional mechanisms exist to best promote beneficial AI? What would international 
cooperation look like in the research, regulation, and use of AI? Will transnational efforts to 
regulate AI fall to the same collective-action problems that have undermined global efforts to 
address climate change? 
To ensure that future iterations of the ethical principles are adopted widely around the 
world, further research will be needed to investigate long-standing political questions such as 
collective action, power, and governance, as well as the global governance of AI, to name a few. 
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