The rapid amplification of small-amplitude perturbations by the chaotic nature of the atmospheric dynamics intrinsically limits the skill of deterministic weather forecasts. In this study, limited-area cloudresolving numerical weather prediction (NWP) experiments are conducted to investigate the role of mesoscale processes in determining predictability. The focus is set on domain-internal error growth by integrating an ensemble of simulations using slightly modified initial conditions but identical lateral boundary conditions. It is found that the predictability of the three investigated cases taken from the Mesoscale Alpine Programme (MAP) differs tremendously. In terms of normalized precipitation spread, values between 0.05 (highly predictable) and 1 (virtually unpredictable) are obtained. Analysis of the derived ensemble spread demonstrates that the diabatic forcing associated with moist dynamics is the prime source of rapid error growth. However, in agreement with an earlier study it is found that the differentiation between convective and stratiform rain is unable to account for the distinctive precipitation spreads of the three cases. In particular, instability indices are demonstrated to be poor predictors of the predictability level. An alternate hypothesis is proposed and tested. It is inspired by the dynamical instability theory and states that significant loss of predictability only occurs over moist convectively unstable regions that are able to sustain propagation of energy against the mean flow. Using a linear analysis of gravity wave propagation, this hypothesis is shown to provide successful estimates of the predictability level for the three cases under consideration.
Introduction
The chaotic nature of the atmospheric dynamics poses severe constraints on our ability to provide accurate weather forecasts (Lorenz 1963) . Even under the assumption of a perfect modeling framework, the imprecise knowledge of the initial atmospheric state seeds small-amplitude errors into the simulated flow. The projection of such errors onto the unstable atmospheric manifold leads with increasing time to a divergence of initially nearby phase space trajectories. This process disrupts the predictability and ultimately limits the skill of deterministic forecasting. Understanding predictability limitations and developing according solutions [e.g., probabilistic approaches, see the reviews by Ehrendorfer (1997) and Palmer (2000) ] is thus one of the key issues for operational weather forecasting.
Error growth in numerical weather prediction (NWP) is often associated with baroclinic activity (see Molteni and Palmer 1993) . This assumption is appropriate for medium-range forecasts on the synoptic scale. However, with an increase of the horizontal resolution and a reduction of the lead time alternate processes have to be considered. Moist dynamics is here believed to control the forecast skill. For instance, Zhang et al. (2003) showed that the convective activity accompanying the "surprise snowstorm" (24-25 January 2000) severely limited its predictability. A follow-up study using idealized baroclinic waves by Tan et al. (2004) demonstrated that significant short-range error growth was only sustained through inclusion of moisture effects. Employing real-case limited-area ensemble experiments, Walser et al. (2004) and Walser and Schär (2004) found that predictability limitations arising from moist convection were relevant for quantitative precipitation forecasting on a wide range of spatial scales. They also noted that the scattered and transient occurrence of individual cells did not necessarily disrupt predictability, provided the modeling framework assumed predictability on the synoptic scale.
It is the goal of this study to present a possible ex-planation to such predictability mysteries. Under predictability mysteries we understand the ambiguous behavior of moist convection that, depending on the simulated case, might or might not reduce predictability. We will apply a similar methodology as in Walser et al. (2004) . Ensembles of real-case high-resolution simulations are generated by perturbing their initial conditions. Our approach assumes a perfectly predictable synoptic-scale environment (by prescribing identical lateral boundary conditions for the ensemble members) and a perfect model. In essence, our methodology restricts attention to domain-internal error growth. It is not intended to serve as an operational limited-area probabilistic forecasting system, since model errors and uncertainties that derive from the synoptic scale are neglected. The latter may be accounted for by involving stochastic physics, a multimodel approach, and/or a large-scale ensemble prediction system (see, e.g., Molteni et al. 2001; Marsigli et al. 2001 Marsigli et al. , 2005 Eckel and Mass 2005) . However, as will be shown in the current study, the growth of domain-internal mesoscale perturbations may well be sufficient to disrupt the predictability. More precisely, we will address whether convective instability indices can serve as predictability indicators and present a novel hypothesis to explain the achieved level of predictability. The latter is inspired by the theory of absolute dynamical instability widely used in fluid dynamics (see, e.g., Huerre and Monkewitz 1985) . Significant perturbations in spatially varying flows only develop if the regime sustains stationary growth in space (referred to as "absolute instability"), that is, if the disturbances are not swept away from the unstable regions. If, on the other hand, the growing disturbances propagate across an unstable region of finite extent, the growth is merely a transient phenomenon (referred to as "convective instability"). This theory has successfully been applied to a number of atmospheric phenomena, among them baroclinic and inertial instabilities of zonally varying flows (e.g., Lin and Pierrehumbert 1993; Dunkerton 1993) or vortex shedding behind mesoscale mountains (Schär and Smith 1993) . Here we will apply this idea to complicated mesoscale flows characterized by isolated regions of moist convective instability. Rather than conducting a full absolute instability analysis, we will employ some simplified concepts that equate absolute instability with upstream propagation of energy.
It should be stressed that here the fluid-dynamical term convective instability must not be mistaken with the meteorological term "moist convection," as the two address completely different concepts. To avoid any confusion, we will always use the term moist convection when considering its meteorological (versus fluid dynamical) meaning, unless it is clear from the context. The structure of this paper is as follows. Section 2 describes the numerical model and the experimental setup. In section 3, the simulations are analyzed regarding their synoptic situation and predictability. The role of moist convection and instability in determining the predictability level is investigated in section 4, while section 5 formulates and tests the aforementioned hypothesis of absolute versus convective instability. Conclusions are given in section 6.
Methods

a. The Lokal-Modell
The Lokal-Modell (LM; see Steppeler et al. 2003 ) is a nonhydrostatic limited-area model in use operationally at the meteorological services involved in the consortium for small-scale modeling (COSMO). It was designed for applications on the mesobeta (20-200 km) and mesogamma (2-20 km) scales. It is based on the unfiltered, fully compressible primitive equations in advective form. The spatial discretization employs an Arakawa C-grid with a rotated pole and a hybrid sigmapressure coordinate. Due to the presence of fast and meteorologically unimportant sound waves in the solution, the basic equations are integrated by the timesplitting technique after Klemp and Wilhelmson (1978) using a second-order horizontally explicit-vertically implicit (HE-VI) leapfrog integration scheme with the extensions proposed by Skamarock and Klemp (1992) . Physical packages include (LM, version 2.14) a radiative transfer scheme after Ritter and Geleyn (1992) ; a diagnostic calculation of precipitation formation by Kessler-type microphysics assuming column equilibrium (i.e., no horizontal transport) for the falling hydrometeors rain and snow (Kessler 1969 ); a mass-flux scheme after Tiedtke (1989) for the parameterization of moist convection if not explicitly resolved; a secondorder subgrid-scale turbulence (Müller 1981) ; a stability and roughness length-dependent surface flux formulation according to Louis (1979) ; and an "extended forcerestore" soil thermal model (Jacobsen and Heise 1982) .
b. Experimental design
To investigate aspects of mesoscale predictability, we consider three real cases from the special observing period of the Mesoscale Alpine Programme (MAP). The MAP field campaign (see Bougeault et al. 2001 ) took place in the Alpine region from 7 September 1999 to 15 November 1999 in an international effort to improve the understanding and prediction of mountain-related weather phenomena. We simulate the three MAP intensive observing periods-IOP2a: 16-18 September 1999, IOP2b: 19-21 September 1999, and IOP3: 24-26 September 1999-by means of high-resolution LM integrations using slightly different initial states but identical lateral boundary conditions (and model core), thus focusing on domain-internal error growth (see section 1).
The ensemble is integrated over a relatively small domain centered over Switzerland (see Fig. 1b ) with a horizontal resolution of 0.02°(2.2 km), 45 levels in the vertical, and a large (small) time step of 12 s (3 s). The computational domain includes 401 by 301 grid points. The boundary conditions are derived from a coarserresolution LM simulation (see Fig. 1a ) with 0.0625°(7 km) grid spacing, 45 levels in the vertical, and a time step of 40 s (10 s). This latter integration uses initial and lateral boundary conditions from the European Centre for Medium-Range Weather Forecasts (ECMWF) operational analysis (0.5°horizontal resolution, 50 vertical levels, and a 6-hourly updating frequency). The 2.2-km ensemble and the driving 7-km simulation employ the same dynamical and physical LM cores except for moist convection. The convective processes are explicitly resolved at 2.2 km while parameterized by Tiedtke's mass-flux scheme at 7 km. Also, higher-resolution datasets were used to derive the topography, land-sea mask, vegetation, and soil types at 2.2 km.
The high-resolution ensemble includes six members generated by a shifting initialization technique (see, e.g., Walser et al. 2004, their Fig. 2 ). The driving (7 km) simulation is initialized at 1200 UTC and integrated for a period of 48 h, while the ensemble members are spun off at 1600 UTC (member 1), 1700 UTC (member 2), and so on, until 2100 UTC (member 6). The ensemble is then integrated to 0600 UTC on the second day after initialization without any rescaling of the perturbation amplitudes.
Note that the effective resolution of our experiments is poorer than the grid spacing of 2.2 km. Consideration of kinetic energy spectra (not shown) demonstrates that the LM is able to reproduce the k Ϫ5/3 regime for scales larger than 7⌬x (15 km), as well as the transition to the k Ϫ3 dependence at the longer wavelengths. However, as other NWP models (see Skamarock 2004) it is not in a position to correctly represent the energy cascade for scales smaller than 15 km (7⌬x). In this context, our simulations might be viewed as "convection permitting" rather than "convection resolving." Figure 2 shows an overview of the synoptic situation associated with the three MAP cases in terms of the 500-hPa geopotential height field. The weather in IOP2a is primarily determined by an eastward-moving trough located over northwestern Ireland on 17 September 1999 at 0000 UTC (Fig. 2a) . The associated low pressure system is accompanied by a cold front that crosses France in the morning of 17 September and produces moderate stratiform rainfalls (less than 10-mm accumulated precipitation, see Fig. 3a ). The eastward propagation of the cyclone destabilizes the atmosphere over the Po valley due to upper-level cold and moist advection and due to the presence of warm, moist air stemming from the Adriatic and Mediterranean 
Results
a. Synoptic situation and associated precipitation
Seas in the lower layers. Intense convective activity results peaking over the Po valley and over the Alps in the night of 17 September. The synoptic situation of IOP2b is characterized by a low pressure system over the eastern Atlantic Ocean near the French coast on 20 September 1999 at 0000 UTC (Fig. 2b) . The associated cold front crosses the Massif Central in France during the evening of 19 September, progresses over the Po valley, and ends up over the Adriatic Sea in the late afternoon of 20 September. Ahead of the front, the Atlantic cyclone leads to a persistent and convectively unstable low-level moist flow from the Mediterranean Sea toward the Alps. Observations (see Fig. 3b ) show intense stratiform precipitation with embedded moist convection, as typically expected for such a flow regime (Medina and Houze 2003) . Convective cells are triggered over the mountain slopes of the Apennine in Italy (and also over the Alps) and rapidly propagate over the Po valley with the strong southerly flow (see Asencio et al. 2003) .
In IOP3, finally, a low pressure system is located over the Atlantic Ocean and moves with its cold front in a The data are from the 7-km LM simulation driven by the ECMWF analysis.
south direction (Fig. 2c) . The cold front reaches the Jura mountains in northwestern Switzerland during the evening of 25 September and yields heavy stratiform precipitation, which succeeds to a prefrontal convective episode. As in IOP2b, the trough entails a southwesterly flow. The advection of this warm, moist, and potentially unstable air from the Mediterranean Sea toward the Alps releases the expected convective activity over the Piedmont-Ticino region in the evening of 25 September. Figure 3 shows maps of observed and simulated cumulative precipitation for the three MAP cases. In terms of simulation, we restrict attention for the moment to ensemble member 6, which serves as a deterministic control integration. The associated precipitation is compared against observations in order to illustrate the ability of the LM to reproduce precipitation over complex mesoscale topography. The observations are derived from the MAP precipitation dataset (Frei and Häller 2001; Frei and Schär 1998) providing 24-h (from 0600 to 0600 UTC) accumulated precipitation at a horizontal resolution of approximately 25 km. For this comparison, the simulated higher-resolution precipitation has been averaged back onto the analysis grid.
Comparison of simulated and observed precipitation (see Fig. 3 ) confirms the well-known tendency of the LM (see, e.g., Steppeler et al. 2003) to overestimate precipitation over the Alpine peaks and to underestimate it to their lees. This is most pronounced in IOP2b where southern Germany exhibits a clear, dry bias opposite to the wet bias over the Apennine (Figs. 3b,e) . Recent sensitivity studies have shown that the overemphasis of the terrain by the LM is mostly due to the neglection of the horizontal advection of falling hydrometeors (Verbunt et al. 2005 , manuscript submitted to J. Hydrometeor.). Inspection of Fig. 3 also reveals a shifted and decoupled precipitation maximum over France in IOP3 (Figs. 3c, f) and an inaccurate positioning of the different maxima in IOP2a (Figs. 3a,d) .
Despite some shortcomings, the LM may be seen as able to reasonably reproduce the precipitation pattern and intensity associated with the three MAP events under consideration. The simulations capture the moderate rainfalls in IOP2a over two disjoint regions (France versus the Alpine ridge with the Po valley): the strong precipitation falling in IOP2b over the southern foothills of the Alps; and the two southwest-northeastelongated rainbands in IOP3, one over southeastern France and one over the Piedmont-Ticino region.
b. Predictability
Since the high-resolution LM simulations show skill in capturing the typical features of the three investigated cases, we devote our attention to the derivation and analysis of the predictability level. As a measure we use the ensemble spread with a large spread denoting poor predictability and vice versa. The spread S is computed as the standard deviation of a variable :
where N denotes the number of ensemble members and is the ensemble mean of the variable . For precipitation, we will use the normalized spread defined as S Ϫ1 . The normalization is required due to the large variability in the simulated precipitation amounts obtained between the three cases (from 0 to 400 mm, see Figs. 3d-f). At the same time, it may penalize heavy rainfalls in comparison to light ones leading to unrealistically large spread values particularly at the borders of raining regions. Figure 4 illustrates the characteristic behavior of the six LM members in simulating the precipitation evolution and distribution in IOP2a, IOP2b, and IOP3. The three rows depict (from top to bottom) the 30-h ensemble mean accumulated precipitation, the associated normalized spread, and the time series of the precipitation rate for each of the six members averaged over a domain of 55 km by 55 km.
The largest normalized spread prevails in IOP2a with a value near 1 (Fig. 4d) . Over the Po valley and the Salzburger Alps, the precipitation obtained in distinct members ranges between no rain and twice the ensemble mean appearing thus as highly unpredictable. The time series plot in Fig. 4g with the depicted large deviations between the six integrations further emphasizes the poor predictability of this event.
The Po valley in IOP2b is, in opposition, characterized by a small normalized spread denoting high predictability. Its values, mostly below 0.1, peak over the Alps and the French Massif Central (Fig. 4e) . Despite intense rainfalls, the time series in Fig. 4h confirm that the timing and the amount of precipitation virtually coincide between the ensemble members.
In IOP3, the normalized spread generally lies in between IOP2a and IOP2b. Its values in Fig. 4f culminate over the Piedmont-Ticino region (values around 0.4) and over southern Germany and parts of France (values up to 0.7). The analysis of the time series shows that the precipitation amounts can vary from member to member, while the timing appears almost identical (Fig.  4i) . As a consequence, intermediate predictability is deduced for this last case. Figure 5 pictures the corresponding temperature
spread and mean precipitation for the three cases at a time when active precipitating systems are located over the areas of interest. The temperature spread is here considered to overcome the ambiguity inherent to the normalization of the precipitation spread. It is calculated according to Eq. (1) and averaged over the lower troposphere as
where S k and p k denote the temperature spread and the pressure in model layer k, respectively. We chose 500 hPa as an upper limit since it is more likely that temperature differences in the lower layers significantly impact on the precipitation formation, as most of the cloud water is concentrated in the lowermost kilometers of the troposphere. The use of other boundaries leads to qualitatively similar results. since some regions recording intense rainfalls lack large spread.
Besides consolidating our previous analysis, Fig. 5 reveals that the largest values of the temperature spread are found over precipitating regions. This collocation pinpoints the diabatic forcing associated with condensation-evaporation processes as the prime source of domain-internal error growth acting in our system. It is a necessary condition to explain the achieved predictability levels, but not a sufficient one due to the negligible spread obtained over the Po valley in IOP2b (see the next few sections).
The two MAP cases IOP2b and IOP3 have also been studied by Walser et al. (2004) by means of cloudresolving ensemble simulations performed with the Mesoscale Compressible Community (MC2) model. Despite substantial differences in the simulated fields between LM and MC2 (see, e.g., their Figs. 8d,f and our Figs. 3e,f), the behavior of the spread is concordant. Both models pinpoint IOP2b as the case with higher predictability. Sensitivity experiments conducted on MAP IOP2a (see, e.g., Lascaux et al. 2004; Richard et al. 2003 ) similarly agree on its poor predictability. In this sense, the employed ensemble strategy yields a notion of predictability that appears consistent with earlier numerical experiments, which have not explicitly tested the predictability but focused on the role of parameterization choices, lateral boundary conditions, and initial conditions.
The role of moist convection
In the following, we seek a deeper understanding of the mechanisms determining the predictability levels identified in the previous section. We restrict attention to the snapshots defined by Fig. 5 and are particularly interested in isolating the mesoscale processes leading to the unpredictable Po valley precipitation in IOP2a, to its highly predictable counterpart in IOP2b, and to the intermediate predictability of the precipitation band stretching from the Massif Central to the Jura in IOP3. Since significant domain-internal error growth is anchored to the diabatic forcing associated with condensation-evaporation, we investigate in this section the role of convective versus frontal dynamics in reducing the deterministic skill.
As a first step, we try to relate the predictability levels to the synoptic features described in section 3a. The precipitation over the Po valley in IOP2a shows both low predictability as well as convective activity, while the frontal passage in IOP3 is characterized by a comparatively smaller spread over the Massif Central-Jura region. It is thus tempting to associate the amplification of small-amplitude perturbations to the development of moist convection. However, this view is contradicted by IOP2b, where the presence of embedded convection does not disrupt predictability in our simulations. Regarding IOP3, the stratiform frontal precipitation as well as the prefrontal convective activity in the Pied- Fuhrer and Schär (2005) have shown that it is most skillful at predicting the occurrence of convective cells in idealized simulations of moist flow past topography. The computations are performed using Eq. (36) of Durran and Klemp (1982) .
Comparison of the three vertical profiles in Fig. 6 underlines the presence of instability (negative N 2 m , gray shading) in all three cases. IOP2a possesses the deepest unstable layer. The typical convective signature of isolated cells with high cloud liquid water content extending up toward the tropopause and the succession of strong up-and downdrafts is evident in IOP2a (Fig.  6a) . In IOP2b and IOP3, negative moist Brunt-Väisälä frequencies are confined to the lowermost 2 or 3 km of the atmosphere. They are of similar strength, but only IOP2b features weak updrafts, downdrafts, and cellularity in Fig. 6b . As noted previously, moist convective considerations do not seem to support the high and intermediate predictability of IOP2b and IOP3, respectively.
Since convective or stratiform clouds are not uniformly distributed over our domain, the focus on particular cross sections can bias the overall picture. The behavior of the moist Brunt-Väisälä frequency is further illustrated by 
The role of absolute instability a. Propagation, gravity waves, and hypothesis formulation
Since moist static instability considerations alone are unable to explain the encountered predictability mysteries, alternate explanations are needed. In principle, the amplification of a small-amplitude error is controlled by the growth rate, by the initial magnitude of the perturbation, and by the duration of the growth phase. The strength of the instability influences the growth rate, while the remaining two factors are also affected by the propagation of perturbations across regions of moist convective instability.
To identify the main propagation mechanism, we filter out the mean state of our system by taking the difference between two ensemble members. Figure 8 shows the corresponding picture with maps of the temperature difference obtained between members 5 and 6 at a height of 13.6 km. The resulting characteristic pattern of positive and negative values is reminiscent of wave activity. The waves are most pronounced in the stratosphere. Topography, surface friction, the generation of convective cells, and the superposition of numerous propagating and growing perturbations prevent their detection in the lower troposphere. The signature is weaker in IOP2b (Fig. 8b) than in IOP2a and IOP3 in agreement with its smaller temperature spread. Moreover, since the origin of the temperature spread was attributed to the diabatic forcing (see section 3b), the waves appear thermally driven. It is well known that local heat sources stemming from moist convection can generate gravity waves in the atmosphere (e.g., Alexander et al. 1995) .
From the consideration of Fig. 8 and from the inspection of our simulation results, the relation between propagating growing perturbations and gravity waves is unclear. It cannot be excluded that growing modes propagate significantly faster (or slower) than gravity waves. On the other hand, they may propagate through or trigger gravity waves, which will affect the generation and development of upcoming disturbances. Since gravity waves are the most common features of our simulations, we heuristically assume that the propagation occurs by their means (also see section 5b).
The following hypothesis is thus advanced to explain the vastly differing predictability levels of the three IOPs considered: growing perturbations have a limited lifetime. Their fate depends strongly upon their ability to propagate against the mean flow. If they are unable to propagate against the mean flow, they quickly move across unstable regions. Indeed, the use of identical lateral boundary conditions implies that patches free of perturbations are moving into the interior of our domain. This essentially flushes away the growing disturbances that may at best reach critical amplitudes toward the end of the unstable regions. Likewise, if perturbations are able to propagate against the mean flow, FIG. 8. Temperature difference (K) between ensemble members 5 and 6 at a height of 13.6 km. Times in (a), (b), and (c) are the same as in Figs. 5a ,b,c, respectively.
they may spend sufficient time in unstable regions to grow to finite amplitudes. The foregoing interpretation of predictable and unpredictable conditions is akin to the theory of convective and absolute instability in spatially varying flows (in the sense as alluded to in the introduction). Again, it should be noted that absolute instability here relates to the ability of a perturbation to amplify at a fixed location in space, while convective instability implies growth associated with the propagation of a disturbance across a finite region of instability.
We can attempt to estimate the relative contribution of downstream-propagating versus stationary modes (i.e., convective versus absolute instability) for our three IOPs. Typical doubling times of internal error growth are in the order of some few hours. With a doubling time of 1 h and an initial perturbation amplitude of 0.1 K, a perturbation needs 3.3 h to grow to 1 K. Given a mean wind velocity of circa (see, e.g., Fig. 10 
b. Linear analysis
A full absolute instability analysis would require determining growing and propagating unstable modes in a moist atmosphere. Here we test a simpler framework and consider merely the propagation of gravity waves in a dry airstream with uniform profiles of stratification and wind speed. This simplification may heuristically be justified by noting that the horizontal propagation is likely similar (or somewhat slower) in the more complex setting of the IOPs.
More specifically, we perform a linear analysis to delineate the necessary conditions for upstream propagation of energy carried by gravity waves. Under neglection of the Coriolis force and by assuming a twodimensional (x-z) inviscid Boussinesq flow with a basic state of constant (dry) Brunt-Väisälä frequency N 2 and wind speed U o , the horizontal component of the group velocity c gx is [see Holton (2004) , his Eq. (7.45a)]
where k and m denote the horizontal and the vertical wavenumber, respectively. Upstream propagation requires that c gx is of the opposite sign than U o : Figure 9 shows a plot of U crit , that is, of the maximum wind velocity allowing upstream propagation as a function of horizontal ( x ) and vertical ( z ) wavelengths and for N ϭ 0.01 s
Ϫ1
. Deep waves (large z ) are best able to propagate against the mean flow. This behavior is captured by the hydrostatic approximation, but nonhydrostatic effects induce a reduction in U crit at short horizontal wavelengths, particularly with increasing z .
Given Eq. (4), the simulated wind velocity U o can be contrasted to U crit , as illustrated with Fig. 10 . Some freedom exists regarding the parameter estimation in (4). Since z exerts a strong control on U crit , we select 10 and 16 km for shallow and deep thermal perturbations, respectively. Here x is set to 50 km accounting for the typical wavelengths encountered in Fig. 8 . An accurate value is not needed given the small sensitivity of U crit to x (see Fig. 9 ). Here U o and N represent the ensemble mean of the horizontal wind velocity and of the Brunt-Väisälä frequency, respectively. They are computed at each grid point and averaged over half a vertical wavelength. Note that the consideration of individual U o and N values rather than the ensemble mean leads to equivalent results.
In IOP2a (see Figs. 10a,d ) the mean velocity U o is always smaller than U crit . The winds are so weak thatirrespective of the uncertainties in parameter estimation-the computation yields propagation of energy against the mean flow. Thus, domain-internal error growth (absolute instability) is expected in agreement with section 3b. In IOP2b, the simulated flow is very strong (Figs.  10b,e) . Upstream propagation is not sustained over the Po valley except for some few regions in the deepest wave case (see Fig. 10e ). Perturbations and gravity waves are swept away and are unable to feed back on upcoming cells. Larger spread may at best be expected toward the Alps, after the disturbances had time to grow while traveling across the Po valley. Despite the presence of moist convection, high predictability is expected confirming section 3b.
IOP3 finally shows an intermediate behavior. To the rear of the front, the flow is characterized by moderate winds, which allow upstream propagation primarily in association with deep vertical wavelengths (Fig. 10f) . The opposite situation occurs upstream of the front. Thus, Figs. 10c,f bare some hints toward intermediate predictability, in between IOP2a and IOP2b. It is interesting to note that the boundary over France between predictable and unpredictable regions (blue and yellow colors in Fig. 5f , respectively) at the leading edge of the front pretty much follows the delineation of the masked region in Fig. 10c .
It is clear that the choice of the parameter values entering (4) is not straightforward, particularly for a case like IOP3. Also, the restriction to domain-internal mesoscale error growth cannot fully be justified given the complexity of the system. Nevertheless, the tested hypothesis is physically founded and appears highly successful regarding the distinction of predictable and unpredictable episodes (Fig. 10) . It is in particular much more successful than Fig. 7 , which was based on local instability considerations alone.
Conclusions
An analysis of the predictability levels associated with three MAP cases has been undertaken by means of high-resolution convection-resolving simulations. The ensembles have been generated by perturbing the initial conditions of a NWP model, while using identical lateral boundary conditions. All cases are characterized by moderate to strong convective activity. The analysis of the induced precipitation and temperature spreads reveals poor predictability for MAP IOP2a, high predictability for IOP2b (despite huge precipitation amounts), and intermediate predictability for IOP3. Two of the three IOPs have previously been investigated by Walser et al. (2004) using another model and the two models agree regarding the vastly differing predictability levels of the cases. From numerical experimentations conducted within the MAP community, there are also substantial evidences that the unpredictable cases (in particular IOP2a) are 
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difficult to simulate and are sensitive to modeling choices (Richard et al. 2005) . The collocation of temperature spread and precipitation has served to pinpoint regions of diabatic forcing (associated with condensation-evaporation processes) as the main source of domain-internal error growth. Nevertheless, the differing predictability levels cannot simply be explained by the intensity or presence of moist convection, as identified by the moist BruntVäisälä frequency. This difficulty has been referred to as a "predictability mystery."
We have therefore proposed an alternate hypothesis. It is related to the dynamical instability theory distinguishing absolute and convective instability. The term absolute instability embraces configurations where a perturbation is able to grow at a fixed location in space, while convective instability refers to the growth of a propagating mode. In essence, as regions of moist convective instability are geographically confined, growing perturbations may quickly propagate through these regions and vanish before reaching sufficient amplitudes to disrupt the predictability. There is also evidence that the propagation of perturbations is strongly controlled by gravity waves. Consequently, a simple criterion based on the group velocity of gravity waves has been derived under the assumption of a linear framework. Despite the inherent simplifications, this analysis reveals upstream propagation (poor predictability) for IOP2a, pure downstream propagation (excellent predictability) for IOP2b, and a mixed regime (intermediate predictability) for IOP3. These results stand in full agreement with the predictability levels as deduced from ensemble experimentation, thus providing one possible explanation to the encountered predictability mysteries.
