INTRODUCTION
During the last decade, scientific calculation has witnessed an increasing interest in domain décomposition methods. Development of parallel calculation has favoured numerical experiments in this scope of science. Besides these experiments, numerous theoretical investigations have been devoted to domain décomposition methods without overlapping. It can be refered to Glowinski [1] [5] . Except [5] , these investigations have been restricted to symmetrie problems. Itérative methods based on the classical conjugate gradient method are often used. Most of non symmetrie problems are solved by numerical analogs to the Schwarz alternating method [6] . In [1] , a method based on a combination of optimal control and domain décomposition for symmetrie problems is proposed for the study of nonlinear problems. The same idea can be applied to non symmetrie problems and utilization of preconditionners [3] , [4] can increase performance of such procedure. Nevertheless, this method is expensive, for each itération of the least squares algorithm [1] needs several domain décomposition procedures. The first conjugate gradient algorithm for domain décomposition methods for non symmetrie problems was proposed in [5] and applied to the study of fluid motion in an L-shapped cavity.
This paper is devoted to the mathematical background of the non symmetrie method mentioned above. Using domain décomposition without overlapping, we prove the existence and uniqueness of solution for a Dirichlet problem with a linear and non symmetrie gênerai second order operator. For computation of this solution, we propose a conjugate gradient algorithm based on a « symmetrization » technique introduced by Sonké [7] . 
MATHEMATICAL ANALYSIS

Model problem
Problem (1) 
with r o > -rlC}i, where C n is the Poincaré constant of 12.
Sonké [7] proved the existence and uniqueness of solution for problem (1) using the Lax-Milgram theorem [8] and the following lemma of Temam [9] . Now consider a family of non-intersecting open sets H ki n = 1, 2, ...,n (n =5= 2), which is a partition of f2. For simplicity, we limit our study to the case n = 2. £1 is the union of /2 1? /2 2 and y, /2j and £2 2 are non-intersecting domains and y is the intersection of their closures. According to distribution theory [10] , the global problem (1) is equivalent to the following set of problems
:)
, w^, ƒ ^ (resp. #*) dénote the restriction of yS, w, ƒ (resp. g) on (resp. jTjfe). v^ is the unit normal vector directed out of O k .
; is the conormal derivative associated to operator A, directed out of 
We are now going to prove the existence and uniqueness of solution for problem (7)-(8).
Solution of problem (7)-(8)
Define the following spaces 
A o is a Hubert space with norm || >u, || A = ||/Z|| H i an d the induced inner product. We now give a weak formulation of problem (7)- (8 where u k {\) is the solution of problem (5) with boundary conditions (8) u k is the solution of the following problem.
® is the solution of the following problem. We have then the following variational formulation for problem (7)- (8) JFind Our objective in this section is the construction of an aigorithm for the solution of problem (12) . Recall the following result.
Consider the following problem 9 \fveV where i) V is a Hilbert space for (., . ) and
Problem (13) has a unique solution. More, if a(., . ) is symmetrie, therefore (13) is equivalent to the following minimization problem
JFind u e V such that where
A conjugate gradient aigorithm for solution of (14) is given in [2], but wc cannot use this aigorithm to compute the solution of (12) , since this problem is not symmetrie. In order to find an aigorithm for solution of (12), we are going to apply the symmetrization technique described in [7] .
3-1-« Symmetrization »
The principle of the symmetrization technique is described below. Given a non symmetrie linear problem (P ), which solution belongs to a Hilbert space V, we construct in V = V x V, a symmetrie positive definite problem (P ' ) which contains problem (P ). Itérative methods of the conjugate gradient type can then be used to soîve (P f ). Solution of (P ) is deduced from the solution of (P ' ). Consider the following problem, which is a juxtaposition of two indépen-dant problems similar to (1) .
(P0=F in 12
U =G on r.
The following resuit is proved in [7] . One can also prove (see [7] ) that cr(., . ) is the bilinear form of the variational formulation of (15), a{., . ) is continuous on HQ(/2) X HQ(/2) and one has the following estimate (16) In the following, we suppose that er (., . ) is coercive. Global problem (15) is equivalent to the family of problems (17) vol. 26, n°2, 1992 We have the following formulation of (17)- (18) in the primai approach.
Solution of problem (19)-(20)
Define the foliowing spaces Consider the following décomposition
where <P k (M) is the solution of problem (17) with boundary conditions (20), <Pjf is the solution of the following variational problem.
Find 0jf = (<££, </>f) r e H* , <pf = M = (IJL, fi,) 7 on y
= 0 V£/ t =(« t ,e t ) r eHà(/2 t ) (22)
f is the solution of the following variational problem. We have then
\{(M,M')\ ^ \<r(®¥, 4>f)\ + \*(4>?, 4>?')\ .
From estimate (16) and Cauchy-Schwarz inequalities, we obtain and the f act that the yL 0 -norm is induced by the H l -norm prove that Ç ( ., . ) is coercive. Proposition 2 complètes this démonstration.
Remark : One can prove that Ç ( ., . ) is coercive, under the more précise following condition min (r + (r 0 -2 r^Cl^ r + (r 0 -2 r^C^)^ a>0,
where H t > = f2 t U y U VF Z7 , W i7 = /2 r Pi /2 y is a very thin open set.
Algorithm
We apply an algorithm of minimization for the solution of problem (25), see Glowinski [12] . From this algorithm, we obtain the following conjugate gradient algorithm for the solution of (12). 
Initialization.
Do « = « + 1, go to (31).
APPLICATION TO THE 2D NAVIER-STOKES EQUATIONS
The 2D Navier-Stokes équations for laminar unsteady flow of an incompressible fluid are considérée in the velocity-vorticity formulation [13] Recall that if / is the thickness of a bounded set 0, then one has C o 2^-/ 2 , see Raviart and Thomas [18] Scheme (46) is unconditionally stable for 1/2 *s 0 *s 1 and one can choose quite large time steps, e g Ar = 1/10
Suppose O is decomposed mto subdomams of thickness ^ 1/10 Then for a fully ïmplicit scheme, that is 0 = 1, condition (47) is satisfied for Re ^20
The discrete version of algonthm presented in this paper and numencal results of lts application to problem (46) can be seen in 
