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Abstract 
In this work discrete Sobolev (pseudo-)inner p oducts of type 
~b,(p, q):= ).p(c)q(c) + f )  p'(x)q'(x)d#(x), 
where d# is a quasi-definite Borel measure and 2 ~ O, and 
q) := ).(p(c)q(c) + p( - c)q( - c)) + fa p'(x)q'(x)dl2(X), ~2(P, J-  a 
where d/~ is a symmetric positive Borel measure, c ~ O, and ,~ > 0 are considered. General properties of orthogonal 
polynomials associated with the above discrete Sobolev inner products and their zeros are studied. 
Keywords: Sobolev orthogonal polynomials; Discrete Sobolev inner products; Zeros 
1. Introduction 
Throughout the work, the term Borel measure always means a signed Borel measure dtt on an 
interval I = (a, b), finite or infinite, of which the moments  
#" := f~ x"d#(x), n = 0,1,2, . . . ,  
are all finite. A Borel measure d/~ is called quasi-definite (resp. positive-definite) if its moments  
{Pn} ~=o satisfy 
A~(d#) := det[/ti+j]~"j= o :~ 0 (resp. An(d~) > 0), n >~ 0. 
We call a Borel measure dp symmetric if P2n+l = 0, n >~ 0. 
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We are concerned with the behavior of zeros of Sobolev orthogonal polynomials which are 
orthogonal relative to a Sobolev pseudo-inner product of type 
q~(p, q):= f, p(x)q(x)d~r(x) + f,, p'(x)q'(x)dp(x), (1.1) 
where dcr and dp(-¢ 0) are Borel measures on intervals I and 1', respectively. Many results on the 
zeros of such Sobolev orthogonal polynomials are already known for some special choices of d~r 
and dp. For example, zeros of Sobolev orthogonal polynomials associated with discrete Sobolev 
inner products of type 
f p(x)q(x)do-(x) + mp(c)q(c) + Np'(c)q'(c), (1.2) 
where d~r is a positive Borel measure, M >~ 0, and N > 0, are studied in [1, 2,4, 10, 11]. Also, zeros 
of Sobolev orthogonal polynomials associated with continuous Sobolev inner products of type 
f; fa p(x)q(x)da(x) + 2 p'(x)q'(x)d#(x), (1.3) 
which da and d/~ are positive Borel measures and 2/> 0, are studied in [3, 5, 7] for some special 
choices of da = dp. Recently, Meijer [12] obtained general results on the zeros of Sobolev 
orthogonal polynomials associated with (1.3) assuming only that the pair {da, d~} is a coherent 
pair of measures ( ee Definition A in Section 3) or a symmetrically coherent pair of measures ( ee 
Definition B in Section 4). 
The aim of this paper is to study the behavior of zeros of Sobolev orthogonal polynomials 
associated with discrete Sobolev (pseudo-)inner p oducts of type 
~bl(p, q):= 2p(c)q(c) + p'(x)q'(x)dl~(x), (1.4) 
where d~ is a quasi-definite Borel measure and 2 • 0, and 
~b2(p, q):= 2(p(c)q(c) + p( - c)q( - c)) + f] p'(x)q'(x)d.(x), (1.5) 
where d~ is a symmetric positive Borel measure, c ¢ 0, and 2 > 0. 
As in [12], we use extensively the concept of coherent pair of measures but in a different context. 
Sobolev orthogonal polynomials associated with discrete Sobolev (pseudo-)inner p oducts of type 
(1.4) or (1.5) arise naturally in classifying all polynomial solutions of second-order differential 
equation 
L2 [y](x) = 12(x)y"(x) + ll(X)y'(x) = 2,y(x), 
which are orthogonal relative to Sobolev pseudo-inner p oducts of type (1.1) (see [9]). For example, 
Laguerre polynomials {L~,~)(x)}~=o and Jacobi polynomials {P,C"P)(x)}~=o for ~ = - 1 or f l  = - 1 
are not orthogonal in the ordinary sense but they have Sobolev orthogonality relative to discrete 
Sobolev (pseudo-)inner p oducts of type (1.4) or (1.5). 
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In Section 2, we discuss ome background results and notations that we shall need for the rest of 
paper. In Sections 3 and 4, we discuss zeros of Sobolev orthogonal polynomials associated with 
(1.4) and (1.5), respectively, and finally in Section 5, we give several examples. 
2. Preliminaries 
All polynomials in this work are assumed to be real polynomials of a real variable x and we let 
be the space of all these polynomials. We use deg(zt) to denote the degree of a polynomial 7z(x) 
with the convention that deg(0)= - 1. By a polynomial system (PS), we mean a sequence of 
polynomials {0,(x)}~=o with deg(0,) = n, n >~ 0. 
For any symmetric bilinear form q~(., .) on ~ × ~ we call the double sequence 
~b,,,, := qS(x", x") (m and n >/0), 
the moments of ~b(., .) and say that q~(., .) is quasi-definite (resp. positive-definite) if its moments 
{~bm,,},,~, = o satisfy 
A,(4~) := det[~b,,~]i",j=o v~ 0 (resp. A,(~b) > 0), n/> 0. (2.1) 
In particular, when ~b(.,-) is given by 
dp(p, q) = f f  p(x)q(x) d#(x) (2.2) 
for some Borel measure dp on (a, b), these notions reduce to those for Borel measures given in 
Section 1. 
A symmetric bilinear form ~b(., .) on ~ x ~ is quasi-definite (resp. positive-definite) if and only if 
there is a PS {0,(x)}~=o such that 
~)(Om, On) = anfmn, m and n >/0, (2.3) 
for some constants a, ~ 0 (resp. a, > 0). Moreover, in this case, each 0.(x) is determined uniquely 
up to a nonzero constant multiple (see [9, Lemma 2.1]). In fact, we may take 0,(x) to be 
0.(x) := 
~b(1, 1) 4)(1, x - c) -.. ~b(1, (x - c)') 
qS(x - c, 1) ~b(x - c, x - c) ... ~b(x - c, (x - c)") 
~b((X --  C) n-  1, 1) ~)((X -- ¢)n- 1, X -- C) "'" (~((X -- C) n-  1, (X -- C) n) 
1 (x -c )  "" (x -c ) "  
where n ~> 0 and c is any constant. 
(2.4) 
When ~b(., ") is given by (2.2), we call a PS {0,(x)}.~= 0 satisfying (2.3) a Tchebychev polynomial 
system (TPS) or an orthogonal polynomial system (OPS) relative to d#, depending whether d/z is 
quasi-definite or positive-definite. 
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Lemma 2.1. Let 4)(., .) be a symmetric bilinear form on ~ x ~.  Then for any monic PS {@n(x)}~=o 
An(4)) = det[4)(g,,, Oj)]inj=O, n >10. (2.5) 
Proof. For any integer n/> 0, let A = [aijlinj=o be an (n + 1)x(n + 1) matrix and set 
 j(x) = 2 ajkq'k(x), 0 <. j n. 
k=O 
Then we have 
AE4)(~k,, n , ,, ~lj)]i,j=oA = [4) (0 i '  Oj)] i,j=O" 
Therefore, we have (2.5) if we choose A to be a lower triangular matrix such that asi = 1 and 
~Ij(X) = X j, j = O, 1, . . . ,  n. [] 
Proposition 2.2. The symmetric bilinear forms 4)1(', ') in (1.4) and 4)2(', ") in (1.5) are quasi-definite 
and positive-definite, respectively. 
Proof. For any n(x), not identically zero, in ~, 4)2( ~, ~) > 0 SO that 4)2(', ") is positive-definite. For 
4)1(', "), we have 
¢1( (X  - -  C) ra, (X -- C) n) ~- 
2 if m=n=0,  
0 if m=0,  n~>l or m~>l, n=0,  
mn ~'m + n - 2 if m ~> 1 and n >~ 1, 
where z, = S~(x - c) n d/l, n i> 0. Then we have by Lemma 2.1 
A,(4)1) = 2(nl)2An-l(d/~) ~ 0, n i> 0 (d- l (d/0 := 1) 
so that 4)1(',') is quasi-definite. [] 
From now on, we let { Pn(x)} ~= o be a TPS (resp. an OPS) relative to the Borel measure d/l in (1.4) 
(resp. in (1.5)) and let { Qn(x)} ~--o and { R,(x)} ~= o be Sobolev orthogonal polynomials relative to 
4)i(', ") in (1.4) and 4)2(', ") in (1.5), respectively. 
Proposition 2.3. Sobolev orthooonal polynomials { Qn(x)} ~= o satisfy 
(i) Q.(c)  = O, n >~ 1; 
(ii) Q'~(x) = AnPn-l(x), n >1 1,for some constants An # O. 
Proof. (i) It is trivial from the formula (2.4) since 4)1(1, (x - c) k) = O, 1 ~ k <<. n. (ii) For 0 ~< k ~< n, 
we have from (i) 
4)t(Qn+l(x), xk+l) = (k + 1) f f  Q~+ l (x) xk dl2(x), 
which is 0 only for k < n. Hence {Q~(x)}n%l is a TPS relative to d/~ so that (ii) follows. [] 
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Proposit ion 2.4. Sobolev orthooonal polynomials { R.(x)}.~ o satisfy 
(i) R.(  - x) = ( -- 1)"R.(x), n t> 0; 
(ii) R.(  - c) = - R.(c), n >~ 1 so that R2n(c) = R2.( - c) = O, n >~ 1; 
(iii) ~"__. R;,(x)x 2k- 1 d/~(x) = 0, n >~ 2 and k = 1, 2 . . . . .  [n/2]; 
(iv) R'z.(X) = B2.P2 . -1 ,  n >>. l , for  some constants B2. 4: O. 
Proof. (i) Since dp in (1.5) is symmetric, we have 
f~arc(x)d~(x)=f~an(-x)dl~(x) 
for any rt(x) in ~ so that 
~bz(p( - x), q( - x)) = q~2(p(x), q(x)) 
for any p(x) and q(x) 
~b2(R.,( - x), n . (  
so that {R.( - x)}.~=o 
constants C. ¢ 0, n 1> 
n~>0. 
(ii) We have from the orthogonal i ty  
0 = q~2(R.(x), 1) = 2(R,(c) + R.(  - c)), n ~> 1 
so that R.(  - c) = - R.(c), n >~ 1. It implies Rz.(c) = R2.( - c) = 0, n >~ 1, by (i). 
Off) We have from (ii) and the orthogonal i ty 
0 = ~b2(R.(x), xk) 
= 2R.(c)ck(1 +(- -  1) k+') + k f "  R'.(x)x k - '  dg(x), 0 ~< k < tL 
J -  a 
Hence, ~_aR'(x)x *-1 dtt(x) = 0 if k is an even integer with 0 ~< k < n. 
(iv) We have from (ii) and the orthogonal i ty  
0 = ~b2(Rz.(x), x*+ l) 
= (k + 1) Ri.(x)xkdp(x),  0 ~< k ~< 2n - 2 and n ~> 1. 
- -a  
If we write R2.(x) 2.-  ' = Y~-- o 1CjP~(x) with C2.-1 ¢ 0, then we have from (2.7) 
0= R'2.(X)Pk(x)dp(x)= ~ Cj P~(x)Pk(x)d#(x) 
a j=O a 
= C, fa  Pk2(X)dp(x), O <~ k <<. 2n - 2, 
J -  Q 
so that Ck=O,O~<k<~2n-2 .  [] 
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in ~.  In particular, we have 
- x)) = c~2(R,.(x),R.(x)), m and n ~> 0 
is also orthogonal  relative to q~2(', "). Hence, R.(  - x) = C.R.(x) for some 
0. By comparing the coefficients of x" from both sides, we have C. = ( - 1)", 
(2.6) 
(2.7) 
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Remark 2.5. F rom Proposit ion 2.4 (ii) and the Eq. (2.6), we can see that for any integer n ~> 2, 
R,(c) = R,(  - c) = 0 if and only if R~(x) = B,P, - I (X)  for some constant B, ¢ 0. 
If we set 
bm,.:=mn f]a (x +c)ra+n-2d#(x) (manan a> 1), 
then the matrix [bi, j]i",j= 1 is positive-definite for every n ~> 1 and each R,,(x) can be given (up to 
a nonzero constant multiple) by 
R,(x) := 
22 2(2c) --. 2(2c)" 
2(2c) 2(2c) 2 + bl,a ... 2(2c) "+1 + bx,, 
: : " . .  : 
2(2c).-1 2 (2c) "+b._1 ,1  "'" 2 (2c)2 . -1+b._1 , .  
1 (x + c) ... (x + c)" 
Therefore, Rl(c) = 2c2 ¢ 0. For  n ~> 2, we have the following. 
, n~>0 (2.8) 
Proposition 2.6. For any integer I >~ 1, the following statements are all equivalent. 
(i) R.( - c) = R,(c) = O, n ~ l + 1. 
(ii) There are I constants {aj}~=,, not all zero, such that 
albl,k + azb2,k + "'" + albl,k =(2C) k_a for k >~ 1. 
albl,1 + azbz,1 + "'" + albl,1 
(iii) There are constants Bn # 0 such that R~(x) = B,P._ l (x), n >~ 1 + 1. 
Proof. The statements (i) and (iii) are equivalent by Remark 2.5. For  n ~> 2, we have from (2.8) 
R . ( -  c )= 2 
(2.9) 
Assume that the condit ion (ii) holds. Then we have 
l 
A ~ ajbj, k = (2c)  k, k/> 1, 
j= l  
l where A = 2c yj= xajbj, 1 so that the n row vectors in (2.10) are linearly dependent for n i> l + 1. 
Hence, by Proposit ion 2.4(ii), R , ( -  c) = R,(c) = 0 for n/> l + 1. Conversely assume 
R.( - c) = R,(c) = 0 for n 1> l + 1. Then, for n = l + 1 in (2.10), the l + 1 row vectors in (2.10) are 
linearly dependent so that there are l constants {aAJ=,, not all zero, such that 
l 
~ ajbj, k=(2c) k, 1 ~<k~l+l ,  (2.11) 
j=X 
(2c) (2C) 2 "'" (2c)" 
b l ,1  b l ,2  . . .  bL,  
b._ 1,1 b._ 1,2 "'" b._ 1,. 
(2.10) 
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since the last I row vectors in (2.10) are linearly independent. Similarly for n = l + 2 in (2.10) there 
are 1 + 1 constants " ~l+1 ~cjt~= 1, not all zero, such that 
/+1  
cibj, k = (2c) k, 1 <~ k ~< 1 + 2. (2.12) 
j= l  
Subtracting (2.11) from (2.12), we thus obtain 
l 
(cj -- aj)bj, k + Ct+lbl+l,k = 0, 1 ~< k ~< l + 1, 
j=l 
= de t+ 1 which implies cj a t, 1 ~<j ~< I and c~+1 = 0 since t [b l , j ] i j= l  # 0. Therefore, (2.11) holds for 
1 ~< k ~< l + 2. Continuing the same process, we have 
1 
aibj, k = (2c)  k, k >~ 1, 
j= l  
which implies (2.9). []  
Corollary 2.7. I f  there is an integer I >~ 1 such that 
bt,k=(2c) k_l, k>t l ,  
bl,l 
then Rn(c) = Rn( - c) = O, n >l l + l. 
(2.13) 
Proof. It is enough to take al --- a2 . . . . .  a~_ 1 = 0 and az = 1 in Proposit ion 2.6. []  
3. Zeros of Q.(x) 
We now investigate the behavior of zeros of Sobolev orthogonal  polynomials {Q,(x)} ~= o relative 
to the quasi-definite bilinear form ~bl(', ") in (1.4). As in Section 2, we let {P,(x)}~=o be a TPS 
relative to d# in (1.4). 
Lemma 3.1. Let { S,(x)} ~=o be an OPS relative to a positive-definite Borel measure dz on (a, b) and 
n(x) a polynomial of  degree m >i 1. 
(i) I f  n(x) = Ejmk CjSj(x),  C m 9[= O, and k >1 0 is an integer, then 7z(x) has at least k zeros of odd 
multiplicity in (a, b). 
(ii) I f  rt(x) = C,,Sm(x) + C,,-1Sin- l (x), Cm # 0, then n(x) has m simple real zeros which interlace 
with the zeros of  Sm- l (x) and at least m - 1 zeros of rt(x) lie in (a, b). 
Proof. We first recall that for n >/ l ,  S,(x) has n simple real zeros in (a, b) which interlace with the 
zeros of S. + 1 (x) (see I-6, Ch. 1]). (i) Let xl < x2 < ... < xl be the zeros of n(x) of odd multiplicity in 
(a, b) and h(x) = l][=l(x - xi). Then we may assume h(x)Tz(x) >~ 0 on (a, b) so that 
h(x)~z(x) dx = Cj h(x)Si(x ) dx > O. 
j=k 
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Therefore, we must have deg(h) = 1 t> k. (ii) By (i), re(x) has at least m - 1 zeros of odd multiplicity 
in (a,b). Hence, 7r(x) has m simple real zeros. If fy.~m-1 t J J j=l are the zeros of Sm-l(x), then 
rc(yj) = CmSm(yj), 1 ~< j ~< m - 1. Therefore, the zeros of re(x) interlace with the zeros of Sin- 1. [] 
Definition A (Iserles et al. I-8-]). We call a pair {do-, dr} of quasi-definite Borel measures a coherent 
pair if there are nonzero constants C, and D, such that 
n.(x)  = CnKn+l(x ) - -  D,K~(x), n ~> 1, (3.1) 
where {Kn(x)} ~= o and {Hn(x)} ~= o are TPSs relative to do- and dr, respectively. 
Theorem 3.2. Let m >~ 2 be an integer. I f  there is a positive-definite Borel measure da on (a, b) such 
that 
(a) S b Qm(x) da(x) = 0; 
(b) {do', d#} is a coherent pair, 
then Qm(x) has m simple real zeros which interlace with the zeros of Kin-1 (x) and at least m - 1 zeros 
of Qm(x) lie in (a, b). If, furthermore, dp is positive-definite, then the zeros of Qm(x) also interlace with 
the zeros of Pro-l(x). Here, {K~(x)}~=o is an OPS relative to da. 
Proof. By definition of coherence, we have 
P~(x) = C.K~+I(x) - D~K'~(x), (Cn ~ 0 and D~ ~ 0), n ~> 1. 
Then by Proposit ion 2.3(ii) we have 
Q',(x) = A.(C,_IK'~(x) - On-lK~-l(x)),  n ~ 2 
and so 
Q,(x) = A,(C, -1K,(x)  - O , -1K. - l (x ) )  + E., n ~> 2 (3.2) 
for some constant E,. Integrating (3.2) for n = m with respect o do', we have E,~ = 0 from (a) so that 
Eq. (3.2) for n = m becomes 
a,~(x) = Am(Cm- 1Kin(x) - Din-1 Kin-1 (x)). (3.3) 
Hence, the first conclusion follows from Lemma 3.1 (ii). Now we assume that d/u is positive-definite. 
m-1 Then Pro- 1 (x) has m - 1 simple real zeros {xj} j= 1. Since Q'~(x) = AmPm- 1 (x), Am ¢ O, by Proposi- 
tion 2.3(ii), Qm(x) is monotone  on each are o fm intervals ( -  m,  xl), (xl, x2), ... ,(xm- 1, ~).  Since 
all zeros of Q,~(x) are simple, Q,~(xj) ¢ 0, 1 ~< j ~< m - 1. Therefore, Qm(x) must have exactly one 
zero in each one o fm intervals ( -  ~ ,  Xl), (Xl, x2) . . . . .  (Xm-1, ~). [] 
We can generalize Theorem 3.2 as follows. 
Theorem 3.3. Let m ) 2 be an integer. I f  there are positive-definite Borel measure da on (a, b) and 
polynomial re(x) of degree r, 0 <<, r ~ m - 2, such that 
(a) S~ am(x) do-(x) = 0; 
(b) it(x)d/u is quasi-definite; 
(c) {dtr, re(x)d/u} is a coherent pair, 
then Qm(X) has at least m - r - 1 zeros of odd multiplicity in (a, b). 
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Proof. Let {Kn},%o and {Hn},%0 be TPSs relative to do. and n(x)d/t, respectively. Then 
Hn(x) = CnK~+l(x) - DnK'(x), (Cn v ~ 0 and Dn ~ 0), n ~> 1. (3.4) 
Let us write Pn(x) as 
Pn(x) = ~ a;nj(x),  (a~ ~ 0), n >>. O. (3.5) 
j=0  
Multiplying (3,5) by Hk(X)rt(x) and integrating with respect o d/t, we obtain 
a~ f f  Hk(X)2~z(x)d/t(x) = f f  Pn(x)Hk(X)rC(x)d/t(x) = O, 0 <<. k <<. n - ( r  + 1), 
so that a~, = 0, 0 ~< k ~< n - (r + 1). Therefore, Eq. (3.5) reduces to 
Pn(x) = ~ aTn~(x), n >>. O. (3.6) 
j~n- - r  
where a~. = 0 if j  < 0. Then we have from Proposition 2.3(ii) and (3.4) 
n-1  
O'(x) = An ~ aT- l (C jK j+l(x)  - DjKj(x)) 
j=n- r - -1  
and so 
n--1 
Q.(x) = An ~, aT-~(CjKj+l(X) - OjKj(x)) + En, n/> 1 (3.7) 
j=n- r -1  
for some constant En. Integrating (3.7) for n = m with respect o do', we have E,. = 0 by (a) so that 
m 
Q (x) = b?Kj(x). (3.8) 
j=m-r -1  
Therefore, the conclusion follows from Lemma 3.1(i). [] 
4. Zeros of Rn(x) 
We now investigate the behavior of zeros of Sobolev orthogonal polynomials {Rn (x)} ~= 0 relative 
to the positive-definite bilinear form ~b2(', ") in (1.5). In this section we always assume that there is 
an integer l = l(~b2) >~ 1 for which the condition (2.9) holds so that R~(x) = BnPn-a(x), n >>. I + 1, 
where {Pn(x)}~=o is an OPS relative to d/t (see Proposition 2.6). 
Then by the same arguments as in Theorems 3.2 and 3.3, we can obtain the following two results 
on the zeros of Rn(x). 
Theorem 4.1. Let m >~ l + 1 be an integer. I f  there is a positive-definite Borel measure da on ( - a, a) 
such that 
(a) ~_aRm(x)da(x) = O; 
(b) {do., d/t} is a coherent pair, 
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then Rm(x) has m simple real zeros which interlace with the zeros of Kin- 1 (x) and P,~_ 1 (X) and at least 
m - 1 zeros of R,~(x) lie in ( - a, a). Here, {Kn(x)}~=o is an OPS relative to da. 
Theorem 4.2. Let m >~ l + 1 be an integer. I f  there are positive-definite Borel measure da on ( - a, a) 
and polynomial n(x) of degree r, 0 <<. r <~ m - 2, such that 
(a) ~_~R,.(x)da(x) = 0; 
(b) r~(x)d# is quasi-definite; 
(c) {da, re(x)dbt} is a coherent pair, 
then Rm(x) has at least m - r - 1 zeros of odd multiplicity in ( - a, a). 
In Theorems 4.1 and 4.2, the symmetry of the measure d/~ in (1.5) plays no role. Below we give 
results on the zeros of R,(x) which are derivable from the symmetry of d/~. 
Definition B (Iserles [8]). We call a pair {do-, dz} of symmetric positive-definite Borel measures 
a symmetrically coherent pair if there are non-zero constants Cn and D~ such that 
nn(x) = C~K'+,(x)  - D,K;_~(x),  n ~> 2, (4.1) 
where {K~(x)}2=o and {n~(x)}2=0 are OPSs relative to da and dz, respectively. 
Note that any pair of symmetric Borel measures cannot be a coherent pair in the sense of 
Definition A in Section 3. 
Lemma 4.3. Let m >>. max(3, I + 1) be an integer. I f  there is a symmetric positive-definite Borel 
measure da on ( - a, a) such that 
(a) Sb_a Rm(x)da(x) = 0; 
(b) {da, d/x} is a symmetrically coherent pair, 
then R,,(x) has at least m - 2 simple zeros in ( - a, a). 
Proof. By definition of symmetrical coherence, we have 
e, (x)  = CnK~+l(x) -DnK~- l (x ) ,  n >1 2, 
where {K,(x)}~=o is an OPS relative to do-. Then by Proposition 2.6(iii) we have 
Rn(x) = B.(Cn- IK~(x)  - Dn- lK~-2(x)) ,  n >>- max(3, I + 1) 
and so 
R~(x) = B . (C ,_ IK , (x )  - Dn- lKn-2(x ) )  + E,, n >>. max(3, l + 1) (4.2) 
for some constant E,. Integrating (4.2) for n = m with respect to da, we have E,, = 0 from (a) so that 
Eq. (4.2) for n = m becomes 
Rm(x) = Bm(C,,- IK,,(x) - D,,_ ~Km- 2(x)). (4.3) 
x.t " -  2 of odd multiplicity in Therefore by Lemma 3.1(i), R,,(x) has at least m-  2 zeros t J~)=0 
( - a, a). If some xj has multiplicity ~> 3, then x = xj is a zero of Pro- ~ (x) of multiplicity ~> 2 since 
R~n(x) = BmPm-l(X). It is a contradiction. Hence all xj, 1 ~<j ~< m - 2, must be simple. [] 
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In the following, we use the notat ion - I to denote the interval ( - b, - a) for an interval 
I = (a, b). 
Theorem 4.4. Let m = 2k >/max(4, l + 1) be an even integer. Assume that there is a symmetric 
positive-definite Borel measure da on ( - a, a) satisfying the conditions (a) and (b) in Lemma 4.3. Let 
{ P,(x)} ;=o and { K,(x)} ,0°--o be OPSs relative to dp and da, respectively, and let {zr} 2511 and {Wr} ~_-~ 
be positive zeros of  P2k-a(X) and Kzk-z(X), respectively. Then R2k(X) satisfies exactly one of the 
following. 
- I t} r=1 or { + (i) R2k(X ) has exactly one zero in each one of  2k intervals { + k - -  J j})= 1" 
- _ I  k (ii) Rzk(x) has exactly one zero in each one of Zk 2 intervals { + r}r=2 or { _ Jj}]=2 and has 
x = 0 as a zero of  multiplicity two. 
k k - -  - -  J j}  j = 2 and  has  (iii) Rzk(x) has exactly one zero in each one o f2k  - 2 intervals { + Ij}j=2 or { + 
two complex conjugate zeros. 
Here I r = (w r_ 1, w j), J j  = (z j_ 1, z j), 1 <<. j <<. k and Wo = Zo = O, Wk = Zk = 00. 
Proof .  Define a PS { U,},%o by the relations Un(X  2) = K2n(x), n/> 0. Then { U,} ~=o is an OPS and 
each U,(x), n >1 1, has n simple zeros in (0, a 2) (see [6]). On the other hand, we have by (4.3) 
Rzk(x) = ~K2k(X) -- f lKzk-z(X)(~ 4= 0 and fl ~ 0). (4.4) 
If we define a polynomial  Hk(X) by 
Hk(X) = C~Uk(X) -- f lUk-1 (x), (4.5) 
= YJ}j= 1 satisfying then R2k(X) Hk(X 2) and by Lemma 3.1(ii), Hk(X) has k simple zeros { k 
Yl •X1  <Y2 < "'" <Yk-1  <Xk-1  <Yk ,  
where {xj}k=~ are zeros of Uk-x(X). 
Note also that zeros of Kgk-2(x )are  { + x/~j}k-~-Since at least k - 1 of {yj}k= 1 lie in (0, a2), - -  j=  
there arise three cases: Yl > 0, Yl = 0, and yl < 0. Ify~ > 0, then zeros of R2k(X) are { ___ X/~}k= 1 
SO that the conclusion (i) for Ij follows. If Yl = 0, then Yl = 0 is a zero of multiplicity two for 
k R2k(X) and all other zeros of R2k(X) are { ___ x/~J}j=2. Hence the conclusion (ii) for l j follows. 
If yl < 0, then R2k(X) has 2k - 2 real zeros { ___ x /~} ~=2 and two complex conjugate zeros so that 
the conclusion (iii) for 1~ follows. 
Since R~k(X)= B2kP2k-I(X) by Proposit ion 2.6(iii), R2k(X) is monotone  on each one of 2k 
k intervals { ___ Jj}j= 1 so that each ___ J j  has at most one zero of R2k(X). IfR2k(X) has no zero in J j  for 
somej  i> 2, then R2k(X) has no zero either in J j_ 1 or in J j+ 1. Then, by symmetry, there are at least 
four such intervals which contain no zero of R2k(X). Then R2k(X) can have at most 2k - 4 simple 
real zeros since ___ z j, 1 ~< j ~< k - 1, and 0 cannot be a simple zero of R2k(X). It contradicts 
Lemma4.3.  Therefore, R2k(X) must have exactly one zero in each one of 2k -  2 intervals 
{ + jj}k= 2. If R2k(Zj) = 0 for some 1 ~<j ~< k -- 1, then, by symmetry,  ___ zj are zeros of R2k(X) of 
multiplicity /> 2 since R~k( ___ z j) = 0. Then R2k(X) can have at most 2k - 4 simple real zeros, which 
contradicts Lemma 4.3. Thus, we have the conclusion (i) or (ii) or (iii) corresponding to the above 
three cases. []  
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Theorem 4.5. Let m = 2k + 1 ~> max(3, 1 + 1) be an odd integer. Assume that there is a symmetric 
positive-definite Borel measure do. on ( - a, a) satisfying the conditions (a) and (b) in Lemma 4.3. Then 
REg+ l(x) has 2k + 1 simple real zeros which interlace with the zeros of  PEg(X) and k positive (resp. 
k negative) zeros OfREg + 1 (x) interlace with the k - 1 positive (resp. k - 1 negative) zeros of KEg_ 1 (x). 
Here, {P,(x)}~=o and {K,(x)}~=o are OPSs relative to d# and do., respectively. 
Proof. Let (zj}k= 1 be the positive zeros of PEk(X). Since R~k ÷ l(x) = BEg ÷ i PEk(X) by Proposit ion 
2.6(iii), R2k+l(X) is monotone on each one of 2k + 1 intervals Jo = ( -Z l ,Z l )  and { + Jj}~=l, 
where J j  = (z~, zj+ 1), 1 <<.j <~ k, and Zk+ 1 = m. Hence, REk÷ i(x) can have at most one zero in each 
one of 2k intervals { + J.~, 1 IfREk+x(X) has no zero in J.  for somej /> 1, then REk+~(x) has no __  j ) . ,=  • j 
zero either in J j_~ or in Jr+ 1. Then, by symmetry, there are at least four such intervals which 
contain no zero OfREk+ l(X). Then REk+ I(X) can have at most 2k - 3 simple real zeros since + zj, 
1 ~<j ~< k, cannot be a simple zero of REk + I(X). It contradicts Lemma 4.3. Therefore REk+ I(X) has 
exactly one zero in each one of 2k + 1 intervals Jo and { _ J~}~= 1since REg + 1 (0)  = 0. Hence, zeros 
of REk ÷ 1 (x) interlace with zeros of P2k(X). 
Define a PS{V,}n%o by the relations xV, (x  2) = KE,+~(x), n ~> 0. Then {V,},%o is an OPS and 
each V,(x), n >>. 1, has n simple zeros in (0, a 2) (see [6-1). On the other hand, we have by (4.3) 
REk+ l(x) = eKEk+ l(x) -- f lKEk-I(X)(e # 0 and/~ # 0). (4.6) 
If we define a polynomial Gk(X) by 
Gg(x)=~Vk(X) - - f lVk - l (x ) ,  (4.7) 
then R2k ÷ l(X) = X Gk(X 2) and by Lemma 3.1 (ii), Gk(X) has k simple zeros { yj}k__ 1 satisfying 
Yl < Xl < Y2 < "'" < Yk-1 < Xk-1 < Yk, 
where {xj}k_Y~ are zeros of Vk-,(X). 
Note also that zeros of KEk- , (x)  are { + x/~j}kEzlw{0}. If y, =0,  then y, =0 is a zero of 
REk÷l(x) of multiplicity >/3. It contradicts the fact that REk+ 1 (x) has 2k + 1 simple zeros. If 
Yl < 0, then REk÷ l(x) has complex zeros, which contradicts the fact that REk+ ~(x) has only real 
zeros. Therefore, Yl > 0 so that k positive (resp., k negative) zeros of REk÷ ~(x) interlace with the 
k - 1 positive (resp. k - 1 negative) zeros of KEg- 1 (x). [] 
By the same arguments as in Theorem 3.3, Lemma 4.3 can be extended as follows. 
Theorem 4.6. Let m >>- max(3, l + 1) be an integer. I f  there are symmetric positive-definite Borel 
measure do. on ( - a, a) and polynomial re(x) of  degree r, 0 ~ r <<. m - 2, such that 
(a) SaaRm(x)do.(x) = 0; 
(b) re(x)dbt is symmetric and quasi-definite; 
(c) {do', 7z(x)dp} is a symmetrically coherent pair, 
then Rm(x) has at least m - r - 2 zeros of  odd multiplicity in ( - a, a). 
S.S. Han et al./Journal of Computational nd Applied Mathematics 67 (1996) 309-325 321 
5. Examples 
Consider the Laguerre differential equation 
L[y ] (x )  = xy"(x) + (~ + 1 - x)y ' (x)  = - ny(x). (5.1) 
For each n >t 0, Eq. (5.1) has a unique (up to a nonzero constant multiple) polynomial solution of 
degree n, called the Laguerre polynomials; 
k--O -- k----T--' n/> 0. (5.2) 
Here, we use the notation 
(~)=1 and(~)  =a(a -1) ' ' ' (a -k+l )k !  
for any real number a and any integer k >i 1. It is well known that the Laguerre PS{L~)(x)}~=o is 
a TPS (resp. an OPS) if and only if de{ - 1, - 2 . . . .  } (resp. a > - 1). 
Example 1. Laguerre polynomials {L~- 1)(x)} ~= o- 
It is shown in [9] that {L~-1J(x)} ~--0 has Sobolev orthogonality relative to 
(p, q)~ := 2p(0)q(0) + f~ p'(x)q'(x)e -x  dx,  2 0, (5.3) 
which is quasi-definite for 2 :~ 0 and positive-definite for ;t > 0. We have from Proposition 2.3 and 
(5.2) 
L~-x)(0) = 0, n/> 1; (5.4) 
Ln(-1)(X) ' = - -  L(°_) l(X), / ' /~  1. (5.5) 
Then we have by integration by parts 
foL -l)(x)e-Xdx = - foL  l(x)e-Xdx =O, n >~ 2 
since {L~°)(x)}~=o is an OPS relative to e-Xdx on (0, oo ). On the other hand, {e -x dx, e-Xdx} is 
a coherent pair of measures on (0, oo ) since we have (see [14]) 
L~°)(x) = L~°)(x) ' - ~nrt°)+ l(x)', n >>. 1. 
Therefore, by Theorem 3.2 and (5.4), L~- 1)(x), n >/1, has n simple zeros in [0, oo ) which interlace 
with the zeros of L~°- ) l(x). We also have (see [14]) 
L~_l)(x )= -X  L (~ l (x )  ' n>t l, 
n 
so that the zeros of U,~)(x) interlace with the zeros of L~°)(x), for n ~> 1. 
We now consider the Jacobi differential equation 
L[y ] (x )  = (1 - x2)y"(x) + [(fl - ~) - (~ + fl + 2)x]y ' (x)  = - n(n + ~ + fl + 1)y(x). (5.6) 
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When a + fl + 1 ¢{ - 1, - 2, ... }, Eq. (5.6) has a unique (up to a nonzero constant multiple) 
polynomial  solution of degree n, for each n/> 0, called the Jacobi  polynomials; 
k=O -- k (x - 1)k(x + 1) "-k, n /> 0. (5.7) 
It is well known that the Jacobi  PS { P(,"a)(x)} ~= o is a TPS (resp. an OPS)  if and only i fa + fl + 1, 
~, fie{ - 1, - 2, ... } (resp. a and fl > - 1). It is shown in [9] that {P,("P)(x)}~=o has Sobolev 
orthogonal i ty in case a = - 1, fl(s{ - 1, - 2 . . . .  } or fl = - 1, a¢{ - 1, - 2, ... }. 
Example 2. Jacobi polynomials {P(."-l)(x)}~= o for a > - 1. 
For  a > - 1, the Jacobi  PS {P(n "'-  1)(X)}~°=oo is orthogonal  relative to 
fX  
(p ,q )~:=2p( - -1 )q ( - -1 )+ p ' (x )q ' (x ) (1 -x )~+ldx ,  250,  (5.8) 
-1  
which is quasi-definite for 2 ~ 0 and positive-definite for 2 > 0. We have from Proposit ion 2.3 and 
(5.7) 
p(, , -1)(  _ 1) = 0, n ~> 1; (5.9) 
p~n~, _ l)(x), n + ~ e(~+ l,O) tx ~ - 2 n -1  , , n /> l .  (5 .10)  
Then we have by integration by parts, 
f,  n+a fl p(,+l.o)t,.,t,_x),+ldx=O, n>2 'P.~='- 1) (x ) (1  - -  X) = dx = 2(a + 1~ , - ,  ,~Jt* 
-1  -1  
since {P~.'+l'°)(x)},%o is an OPS relative to (1 -x ) '+ ldx  on ( -1 ,1 ) .  On the other hand, 
{(1 -x )=dx,  (1 - x) '+l  dx} is a coherent pair of measures on ( - 1, 1) since we have (see [12]) 
(2n + a + 2)Pn~+ 1,O)(x) = 2p n(~,o)+ 1 (x)' + 2Pn~'°)(x) ', n ~> 1. 
Therefore, by Theorem 3.2 and (5.9), P,<" - 1)(x), n ~> 1, has n simple zeros in [ - 1, 1) which interlace 
with the zeros of ,(,,o)t=~ and D(,+ 1,O)(x). "tn- 1 ~1 an-  1 
Example 3. Jacobi  polynomials {P.~-l'P)(X)}nm= 0 for fl > - 1. 
For  fl > - 1, the Jacobi PS {P.<-l'a)(x)}~=o is orthogonal  relative to 
(p,q)~:=2p(1)q(1)+ p'(x)q'(x)(1 +x)~+ldx ,  250 ,  (5.11) 
-1  
which is quasi-definite for 24= 0 and positive-definite for 2,t > 0. Similarly as in Example 2, we can 
see that P~- 1,8), n ~> 1, has n simple zeros in ( - 1, 1] which interlace with the zeros of P~°_'f)(x) and 
p~O,f + 1,(x). 
Example 4. Jacobi polynomials {P(."-1)(x)}~= o for - (m + 1) < a < - m. 
The Jacobi  PS {P.("-1)(x)}~=o f r a < - 1 and ~¢{ - 1, - 2, ... } is orthogonal  relative to 
(p, q)~ := 2p( -- 1)q(--  1 )+ p'(x)q'(x)(1 -x)~_+ldx,  250 ,  (5.12) 
-1  
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which is quasi-definite. Here the integral ~1-1 re(x)(1 - x)~_÷ 1dx is the regularization of (possibly) 
divergent integral ~ 1 x)~ + i n(x)(1 - i dx (see 1-13]). The formulas (5.9) and (5.10) also hold in this 
case. We now assume - (m + 1) < e < - m for some integer m >~ 1. Then we have by integration 
by parts 
f ~ n + c~ f l P(,%+ll'°)(x)(1-- x) ~+m+ ~dx 
1 P"("- 1)(x)(1 - x)~+"dx = 2(a + m + 1) -1 
=0,  n~>m+2,  
since {P~+l'm(x)}~=o is a TPS relative to (1 -x )~-+ldx  on ( -1 ,1 ) .  On the other hand, 
{(1 - x) ~+" dx, (1 - x) "+m+ 1 dx} is a coherent pair of measures on ( - 1, 1) since we have (see [12]) 
(2n + a + m + 2)P .  (~+'+ i'm(x) = ,~o(~+,,.0)~v "---,+1 t~* + 2P(.~+m'°)(x) ', n > 1. 
Therefore, by Theorem 3.3, P~' - ~)(x), n/> m + 2, has at least n - m - 1 zeros of odd multiplicity in 
( - 1, 1). Note  also that x = - 1 is a simple zero of P(."-1)(x), n/> 1 (see (5.9) and (5.10)). 
Example 5. Jacobi  polynomials {P(,- l'a)(x)},~= 0 for - (m + 1) < fl < - m. 
The Jacobi  PS {P(,-l'P)(x)}~=o, fl < - 1 and tiC{ - 1, - 2 . . . .  } is orthogonal  relative to 
(p,q)~:=2p(1)q(1)+ p'(x)q'(x)(1 +x)~++ldx, 2¢0 ,  (5.13) 
-1  
which is quasi-definite. Similarly as in Example 4, we can see that P(,- l'P)(x), n ~> m + 2, has at least 
n - m - 1 zeros of odd multiplicity in ( - 1, 1) when - (m + 1) < fl < - m and m >~ 1 is an 
integer. 
Example 6. Jacobi  polynomials { P(,- x, - 1)(x)} ~o= o- 
When ~ = fl = - 1, the Jacobi  differential equat ion (5.6) has a unique (up to a nonzero constant 
multiple) polynomial  solution of degree n, for every n ~> 0, n # 1. For  n = 1, any polynomial  
p~-1 , -  1)(x ) = x + 7 with arbitrary constant 7 is a solution to (5.6). It is shown in [9] that with 
arbitrary constant 7, {P(,-1,- X)(x)}~= ° is orthogonal  relative to 
4)a,~(p, q) := Ap(1)q(1) + Bp( - 1)q( -- 1) + p'(x)q'(x)dx 
-1  
if A and B are constants such that 
A+B¢0, A(7+I) 2+B(7-1) 2+2~0 and A(y+I )+B(7-1)=0.  
For  example, we may choose ~ = 0. Then {P(.-1,- 1)(x)}2= ° is orthogonal  relative to 
(P, q)z := 2(p(1)q(1) + p( - 1)q( - 1)) + p'(x)q'(x)dx, 2 ~ 0, - 1, (5.14) 
-1  
which is quasi-definite for 2 ~ 0, - 1 and positive-definite for 2 > 0. If we set 
f' b,,,,:=mn (1 + x)"+"-2 dx, (m and n ~> 1), 
-1  
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then bl,k = 2 k for all k ~> 1 so that the condition (2.13) is satisfied with l = 1. Hence, by Proposition 
2.6, we have 
P( -1 ' -1 ) (1 )  = Pnt - l ' - l ) (  - 1) = 0, n/> 2; (5.15) 
1 
_ _ _  p (O,O) t .~  Pt"-l'-X)(x)' 2(n-  1) ,-1 ~J, n ~> 2. (5.16) 
Then we have by integration by parts, 
j • 1_1 P("-~'-1)(x)dx - 2 (n - -  1) - ,  xP(~°'°)(x)dx = O, n >1 3 
since (o o) o~ {P , '  (x)}.=o is an OPS relative to dx on ( -1 ,  1). On the other hand, {dx, dx} is 
a symmetrically coherent pair of measures on ( - 1, 1) since we have (see [14]) 
2(n + 4)°(°'°)(X)z,-, = *,D(0'O)t'vV+ 1 I .x )  - -  Pt,°-'°)(x)', n >>, 2. 
Therefore, by Lemma 4.3 and (5.15), P~,-l'-l)(x), n ~> 3, has n simple zeros in [ -  1, 1]. More 
presicely, if n = 2m is even, then, by Theorem 4.4, p~l , -  1)(x ) has m positive zeros (resp. m negative 
zeros) in (0, 1] (resp. in [ - 1, 0)) which interlace with the positive zeros (resp. negative zeros) of 
p(O,O) ~v~ and P~°)2(x  ). I fn = 2m + 1 is odd, then, by Theorem 4.5, Pzm+ 2m-  1 I.h,] _ (- 1, ~- 1)(X ) has 2m + 1 simple 
zeros in [ -- 1, 1] which interlace with the zeros of Ptz°g,°)(x). Also, the positive zeros (resp. negative 
zeros) of pt -1 , -  1)t,~ interlace with the positive zeros (resp. negative zeros) of prO,0) tx~ - -2m+l  ~,~1 2m-1  ~, I" 
Acknowledgements 
The second author (KHK) thanks the Global Analysis Research Center at Seoul National 
University and Korea Ministry of Education (BSRI 1420) for their research support. 
References 
[1] M, Alfaro, F. Marcellfin, H.G. Meijer and M.L. Rezola, Symmetric orthogonal polynomials for Sobolev-type inner 
products, J. Math. Anal. Appl. 184 (1994) 360-381. 
[2] M. Alfaro, F. Marcell/m, M.L. Rezola and A. Ronveaux, On orthogonal polynomials of Sobolev type, SIAM J. 
Math. Anal. 23 (1992) 737-757. 
[3] P. Althammer, Eine Erweiterung des Orthogonalitiitsbegriffes b i Polynomen und deren Anwendung auf die beste 
Approximation, J. Reine Angew. Math. 211 (1962) 192-204. 
I-4] H. Bavinck and H.G. Meijer, On orthogonal polynomials with respect o an inner product involving derivatives: 
zeros and recurrence relations, Indag. Math. (N.S.) 1 (1990) 7-14. 
[5] J. Brenner, Ober eine Erweiterun 9 des Orthogonalitiitsbegriffes b iPolynomen, Constructive Theory of Functions 
(Akfidemia Kiad6, Budapest, 1972). 
[6] T.S. Chihara, An Introduction to Orthogonal Polynomials (Gordon & Breach, New York, 1978). 
[-7] E.A. Cohen, Zero distribution and behavior of orthogonal polynomials in the Sobolev space W 1,2[ _ 1, 1], SIAM 
J. Math. Anal. 6 (1975) 105-116. 
[8] A. Iserles, P.E. Koch, S.P. Norsett and I.M. Sanz-Serna, On polynomials orthogonal with respect to certain Sobolev 
inner products, J. Approx. Theory 65 (1991) 151-175. 
S.S. Han et al./Journal of Computational nd Applied Mathematics 67 (1996) 309-325 325 
[9] K.H. Kwon and L.L. Littlejohn, Classification of Sobolev orthogonal polynomials atisfying second order 
differential equations, preprint. 
[10] F. Marcellhn and A. Ronveaux, On a class of polynomials orthogonal with respect o a discrete Sobolev inner 
product, lndag. Math. (N.S.) 1 (1990) 451--464. 
[11] H.G. Meijer, Zero distribution of orthogonal polynomials in a certain discrete Sobolev space, J. Math. Anal. Appl. 
172 (1993) 520--532. 
[12] H.G. Meijer, Coherent pairs and zeros of Sobolev-type orthogonal polynomials, Indag. Math. (N.S.) 4 (1993) 
163-176. 
[13] R.D. Morton and A.M. Krall, Distributional weight functions for orthogonal polynomials, SIAM J. Math. Anal. 
(1978) 604-626. 
[14] G. Szeg6, Orthooonal Polynomials, Amer. Math. Soc. Colloq, Publ. Vol. 23 (Providence, RI, 1975). 
