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Abstract
Surveillance systems in the United Kingdom are prominent,
and the number of installed cameras is estimated to be around
1.8 million. It is common for a single person to watch multi-
ple live video feeds when conducting active surveillance, and
past research has shown that a person’s effectiveness at suc-
cessfully identifying an event of interest diminishes the more
monitors they must observe. We propose using computer vi-
sion techniques to produce a system that can accurately iden-
tify scenes of violent behaviour. In this paper we outline three
measures of motion trajectory that when combined produce a
response map that highlights regions within frames that con-
tain behaviour typical of violence based on local information.
Our proposed method demonstrates state-of-the-art classifica-
tion ability when given the task of distinguishing between vio-
lent and non-violent behaviour across a wide variety of violent
data, including real-world surveillance footage obtained from
local police organisations.
1 Introduction
1.1 Motivation
It is common that major city centre locations are under the con-
stant gaze of surveillance cameras. It is estimated that in the
United Kingdom alone there are upwards of 1.8 million Closed
Circuit Television (CCTV) cameras installed across both pub-
lic and private sectors. To provide some perspective, it is es-
timated that one camera for every 35 people is operational in
Britain, and that the average person falls into the viewshed of a
camera system at least 68 times a day [5, 16].
Sivarajasingam et al. [18] investigated the ties between the
installation of surveillance systems and their effects on assault
related injury statistics. They suggest that the effectiveness of
surveillance systems lies in the detection process rather than
the prevention of violent situations. Specifically they looked
at the correlation between CCTV installation and the quan-
tity of assault related injury treated at emergency departments.
A reduction in hospital admittance was observed and the au-
thors hypothesised that active camera surveillance allows for
quicker detection of violent behaviour that leads to quicker in-
tervention, which in turn reduces the seriousness of sustained
injury. This idea was corroborated by research undertaken by
Florence et al. [3] which saw the implementation of a data
sharing scheme that focused on devising effective strategies for
the reduction of violence using statistics obtained from relevant
areas such as hospital emergency departments.
In a study undertaken by Voorthuijsen et al. [19] a number
of participants sat through two hours of recorded surveillance
footage while noting any incidents depicted; the results showed
that when presented with four video feeds at once, the detec-
tion rate drops from 91% down to 72% compared to monitor-
ing a single video feed. A standard CCTV observation centre
can have hundreds of simultaneous feeds shared between three
or four people [6, 15]. A further decrease in human observa-
tion ability is expected when extrapolating the results found by
Voorthuijsen et al.
In this paper we present an approach for active violence
surveillance using computer vision techniques to identify and
describe potentially violent regions in frames. We present a
scale-invariant detection scheme that focuses on identifying vi-
olent behaviour characterised by high acceleration interactions
involving non-linear motions. We evaluate the effectiveness
of our approach at classifying violent behaviour using four
datasets, two of which are composed of real-world footage of
city centre environments from two cities located in the United
Kingdom.
1.2 Related Work
Datta [1] and Deniz [2] produced methods that detect violence
by identifying high motion acceleration, a property expected to
belong to violent behaviour. Deniz notes that high acceleration
often manifests itself as a visual motion blur which can be mea-
sured by identifying the shape of an ellipse in a Radon trans-
formed power spectrum composed using two consecutive im-
ages. Datta takes a more structured approach to solve the task
of measuring person-on-person violence by first determining a
person’s silhouette, and subsequently their head, for tracking.
The third derivative of motion, known as jerk, is then incorpo-
rated in the composition of the Acceleration Measure Vector to
describe violent behaviour. The drawback of this work is that it
assumes a person’s body is visible and trackable which in a city
centre environment is not feasible due to occlusions caused by
pedestrians in populated areas.
In contrast to person-on-person violence, Hassner et al. [8]
looked at differentiating between violent and non-violent
crowds. The authors introduced the Violent Flows dataset
alongside the Violent Flows (ViF) feature vector that measures
the average magnitude of dominant motions over time. Gao
et al. [4] state that ViF does not capture changes in orientation
and demonstrated that an orientation focused variant of ViF,
known as Oriented ViF (OViF), increased classification ability
when combined with ViF features.
Nievas et al. [14] extended the SIFT descriptor to work on
optical flow data and created Motion Scale Invariant Feature
Transform (MoSIFT). They used a combination of MoSIFT
and SIFT features to classify between violent and non-violent
scenes that occur in ice hockey. Xu et al. [20] used the work
by Nievas and applied a kernel density estimation process to se-
lect the most important features before applying a sparse cod-
ing scheme. This allowed MoSIFT features to achieve excel-
lent classification on person-on-person violence as well as on
crowded data. Gracia et al. [7] argue that approaches such as
these, although impressive, are too computationally costly to
be practically implemented in the real-world, so they propose a
more efficient method of violence detection. They perform ad-
jacent frame differencing and apply a fixed threshold to extract
the biggest blobs which are then described using measures of
distance and compactness.
Riberio et al. [17] introduce the Rotation Invariant Motion
Coherence RIMOC feature that is based on the eigen-values of
second order statistics extracted from a Histogram of Oriented
Flows. A multi-scale structure is used to model spatio-temporal
configurations of features. The authors assume that violent be-
haviour is unstructured and aim to distinguish this difference
by analysing the likelihood of a feature belonging to a model
of normality.
Our work is more akin to that of MoSIFT or STIP [10] but
with a focus on using trajectory dynamics to identify spatio-
temporal regions that exhibit non-linear, high acceleration in-
teractions that are typical of violent behaviour. Our proposed
approach is designed to function well on real-world surveil-
lance data and is rotation and scale-invariant.
2 Proposed Method
We propose a linear combination of three measures of motion
trajectory to produce a response map that highlights spatio-
temporal regions which are suggestive of violent behaviour.
Motion trajectories are computed using a particle advection
process that is widely used in pedestrian analysis due to its
robustness to minor occlusions [12, 13, 22]. We perform lo-
cal response normalization across a range of local neighbour-
hood sizes and apply space-scale non-maximum suppression to
achieve a multi-scale system.
2.1 Particle Advection
The process of advection can be defined as the movement of an
object through a medium guided by an underlying flow field;
this process can be envisioned as a leaf in a river flowing down-
stream guided by the local flow of the water. In the context of
our work, particle advection is performed by first generating a
uniform set of particles that overlay the initial frame of a spatio-
temporal volume. Each particle is advected using a Gaussian
average of local optical flow vectors computed between suc-
cessive frames. We initialize the particle advection grid to be
equal to the dimensions of the video being analysed and advect
for τ frames in order to produce a dense trajectory set T .
2.2 Inverse Laminar Flow
It has been observed that pedestrians walking through an envi-
ronment tend to exhibit laminar flow as they walk towards their
destination providing their pathway is not obstructed [9, 21].
Pedestrians are not the only entities that exist in a city centre
environment that exhibit this behaviour, with a vehicle being
the most prominent example. We also observed that partici-
pants of a violent situation were often unstable in their move-
ments as they attempted to perform violent gestures towards
another person, therefore we suggest incorporating an inverse
laminar flow measure as an indicator of potential violent be-
haviour. For each trajectory T we compute the total distance
travelled Tdist over τ frames, and the displacement Tdisp de-
fined as the absolute difference between the trajectory’s initial
starting position and its final position after τ frames. These two
values are combined to form the inverse laminar flow response
Rilf shown in Equation 1.
Rilf = 1− (Tdisp/Tdist) (1)
2.3 Acceleration Response
It has been observed that violent acts tend to show a greater
increase in velocity when compared to normal behaviour. This
was also one of the key principles behind the Maximum Warp-
ing Energy method of violence recognition [11]. Given a set of
trajectories we can determine the acceleration response Ra for
each trajectory T by dividing the maximum acceleration of a
single trajectory T by the maximum acceleration of all trajec-
tories.
2.4 Motion Convergence
The location of an interaction between multiple entities can be
identified by determining the point where they converge if they
were to continue with their respective motion. For example, in
a real-life scenario this can manifest itself as two people ap-
proaching one another, or to use a more extreme example, a fist
moving towards a person’s body. We propose identifying local
trajectory convergence to describe whether or not trajectories
interact. This is achieved by generating a 2D-histogram using
the (x, y) position reported at the end of each trajectory; the
histogram’s dimensions are equal to the spatial dimensions of
the video being analysed. A value greater than one in the his-
togram indicates that multiple trajectories have converged as
they occupy the same position in space. We subtract a value
of one from each position in the histogram to remove all non-
convergent points, followed by the application a Gaussian blur
to smooth results. To form the response map Rc we assign
a value at the starting position of each trajectory with a value
equal to the magnitude of the histogram bin that the trajectory
contributes to.
2.5 Response Map
We combine the responses outlined in previous sections as a
linear combination (Equation 2).
R = (w1Rilf + w2Rc + (1− w1 − w2)Ra) (2)
Often, surveillance cameras are placed to maximize view-
shed which can result in a captured scene that contains actions
that occur at different distances from the camera due to per-
spective; this will affect our responses. For example, we will
often observe high acceleration responseRa at regions in frame
that are closer to the camera. To alleviate this issue we pro-
pose normalizing the response using local information defined
by a local neighbourhood region N × N . For each point in a
response map we subtract the local Gaussian average and nor-
malize by the local maximum within the same region. This will
alter the response such that points that are both locally maximal
and locally contrasting are given a greater value. This also has
the effect of bounding the response within [−1, 1], however we
truncate all negative responses to zero.
For each point in the response map R, we apply the afore-
mentioned process using a range of neighbourhood sizes to cre-
ate a response for each scale, we then subtract adjacent scale
responses to form a collection of response scale gradients. We
compute the mean gradient µ and starting at the smallest scale,
moving towards the largest, we determine if the gradient be-
tween two adjacent scale responses is greater than 1.5µ, if this
condition is met then we suppress all scale responses that lay
beyond this gradient. When the new information introduced
by a larger neighbourhood is mostly unresponsive, we see a
sharp increase in scale response. The response scale gradient
suppression process stops the system assigning a large neigh-
bourhood around a moving entity that is moving through an
empty space.
After gradient suppression is applied we are left with a re-
sponse volume that stores the response at each point across
various scales. We perform space-scale Non-Maximum Sup-
pression using a 3× 3× S neighbourhood and locate points of
maxima to determine the location and scale of interest points,
where S is equal to the number of scale sizes used within the
scale selection process.
In addition to suppressing responses in the aforementioned
manner we also generate a background mask by computing the
absolute inter-frame difference of pixel intensities and apply-
ing a fixed threshold of 0.04. This is a necessary step as com-
pression artefacts often result in anomalous optical flow vec-
tors, that when propagated through our proposed method yield
a high response where no noticeable movement occurs.
2.6 Feature Extraction
Once we have determined the location and scale of points of in-
terest, we then extract the velocity and acceleration data from
trajectories that were initialized within theN×N area in space
as dictated by the selected scale. In addition to this we also
extract the data from the response maps Rc and R that fall
within the previously defined region. We generate a histogram
for each type of data by placing the values into 20 uniformly
spaced bins before applying L2 normalization. Figure 1 shows
the locally responsive regions that are detected in scenes taken
from the Hockey violence and Violent Flows datasets.
Figure 1. These are local response regions resulting from
our process when applied to a sample from the Violent Flows
dataset, and the Hockey violence dataset.
3 Experiments
3.1 Datasets
We evaluate our proposed approach using four datasets, two of
which were obtained from local police organisations within the
United Kingdom; these will be referred to as the CF-violence
and NN-violence, named after their respective postcode area.
The remaining two datasets are the widely used Hockey vio-
lence dataset [14] and Violent Flows dataset [8].
The hockey violence dataset consists of 1000, 50 frame
length videos recorded at 25 frames per second at a resolu-
tion of 720 × 576. This dataset displays one-on-one violence
between two ice hockey players and footage of standard play.
Due to the nature of the sport, the violent acts depicted contain
only upper body violence such as punching and pushing. Fig-
ure 2 shows examples of the type of footage seen in the hockey
violence dataset.
Figure 2. Example frames taken from the Hockey Violence
dataset.
The Violent Flows dataset consists of 246 real-life videos
depicting violent and non-violence crowded scenes, and was
downloaded from YouTube. Given that all of these videos orig-
inate from different sources, they all show different character-
istics based not just on crowd behaviour, but also in camera
quality and the compression methods applied before being up-
loaded online. Figure 3 shows samples from the Violent Flows
dataset.
Figure 3. Example frames taken from the Violent Flows crowd
violence dataset.
The NN-violence dataset contains footage extracted from
18 recorded incidents. The data depicts not just violence
but also the scenes before and after a violent incident takes
place, therefore providing footage of normal and aggressive
behaviour that prefaced the violence. For the purposes of this
study, aggressive behaviour will be treated as violent as it can
be considered an outlier behaviour that is equally valuable to
a CCTV observer as violence. The NN-violence dataset de-
picts scenes at different times of the day and night resulting
in a wide variety of normal pedestrian formation. The footage
is recorded at 30 frames per second across a range of cameras
with varying quality.
The CF-violence dataset focuses entirely on the Night Time
Economy (NTE) and is recorded at a much lower frequency
of six frames per second. The CF-violence dataset originates
from a more populated city with an arguably bigger NTE which
is reflected in the footage, scenes in the CF-violence dataset
generally depict denser crowds than those presented in the NN-
violence dataset.
Method Classifier ROC Accuracy
Proposed Random Forest 0.91 84.6± 4.1
Linear SVM 0.93 87.4± 1.9
Fast Fight Random Forest 0.90 82.4± 0.6
ViF Linear SVM 0.88 81.6± 0.2
OViF Linear SVM 0.90 84.2± 3.3
MoSIFT Linear SVM 0.99 96.7± 0.7
Table 1. Hockey Violence classification results.
3.2 Experimental Setup
We evaluate the ability to detect violent behaviour using a bi-
nary classification approach to separate feature vectors into one
of two classes, violent and non-violent. Results are presented
as overall classification accuracy and receiver operating char-
acteristic scores. We used five-fold cross validation when eval-
uating the NN-violence and CF-violence datasets. We perform
this process five times and return the average score. Our meth-
ods replicate the published evaluation methods used with the
Hockey Violence [14] and Violent Flows [8] datasets.
Tests using the proposed approach are conducted using two
classifiers for comparison, these are Linear SVM and a Ran-
dom Forest classifier initialized with 50 trees.
At each frame of a video our proposed approach performs
feature extraction using trajectories of length τ . We then ap-
ply K-means clustering using a training set of features to form
a visual vocabulary. During experimentation we chose the
value of 1000 for the vocabulary size for each of the datasets;
this value can be further optimized. Each frame in a video
is then represented by an L2 normalized histogram of word
occurrences based on the features that occurred in the past
Wt frames. A small value for Wt may not capture the co-
occurrence of features in time and subsequently miss important
relationships between features. In the case of the CF-violence
and NN-violence datasets, the value of Wt is set to twice their
respective frame-rate. One key variable in our proposed ap-
proach is the number of frames we advect our particle, other-
wise referred to as trajectory length τ throughout this paper.
Given that violent actions are usually characterized by short-
term motion then a small value for τ should be adequate to
capture the properties of violent behaviour. We found that a
value of 8 performed well across all datasets and allowed for
real-time feature extraction. In order to reduce computation
time we resize all videos so that their spatial dimensions are
160×120. The set of scales used in our multi-scale scheme are
{12, 24, 36, 48, 60, 72, 84, 96, 108, 120}. The weights for each
response map (w1, w2) were each assigned a value of 13 so that
each response type is treated equally and that the final response
R is bounded between [0, 1]. A future development would be
to computationally tune these weights based on the data being
analysed. We also use a response threshold of 0.3 to suppress
weaker responses.
Our method was implemented with C++ and CUDA and us-
ing the previously defined parameters operates at ≈ 44 frames
per second when operating on a Nvidia 760 GTX GPU, and
i7-4790 CPU at 3.60Ghz.
Method Classifier ROC Accuracy
Proposed Random Forest 0.87 81.2± 3.1
Linear SVM 0.89 81.7± 3.7
Fast Fight Random Forest 0.75 69.4± 5.0
ViF Linear SVM 0.88 81.2± 1.79
OViF Linear SVM 0.81 76.8± 3.9
MoSIFT Linear SVM 0.88 83.4± 8.0
Table 2. Violent Flows classification results.
Method Classifier ROC Accuracy
Proposed Random Forest 0.91 78.15± 3.6
Linear SVM 0.91 79.4± 2.7
Fast Fight Random Forest 0.89 85.4± 5.0
ViF Linear SVM 0.80 64.6± 6.4
OViF Linear SVM 0.76 59.2± 8.6
Table 3. CF-Violence classification results.
Method Classifier ROC Accuracy
Proposed Random Forest 0.86 64.9± 2.7
Linear SVM 0.82 76.2± 3.6
Fast Fight Random Forest 0.63 60.1± 1.1
ViF Linear SVM 0.70 64.9± 3.2
OViF Linear SVM 0.66 61.2± 2.3
Table 4. NN-Violence classification results.
3.3 Results
We compare our results with those obtained using the Violent
Flows, Oriented Violent Flows [8], Fast Fight detection [7] and
MoSIFT [14] methods of violence detection. Experimentation
has shown that our proposed approach, in general, offers good
all round classification performance when trying to determine
whether or not a scene displays violent behaviour. Table 1
indicates that our approach achieves comparable performance
against existing methods when classifying one-on-one violence
as shown in the Hockey violence dataset. The application of
our proposed method on the Violent Flows dataset, like before,
achieves comparable results with existing methods. The ViF
and OViF descriptors are extracted globally from the Violent
Flows dataset as described in their respective papers, and there-
fore encode global spatial structure which can result in poor
performance when footage is subject to rotation and transla-
tion. The application of ViF and OViF on the NN-violence
and CF-violence datasets utilize the same approach used to test
the Hockey violence dataset, as explained in their respective
papers. To give an overview, the authors apply their feature de-
scription to a set of interest regions identified using the Space
Time Interest Point detector [10]; a Bag of Words model is
generated and classification is performed based on feature oc-
currence within a spatio-temporal volume. Local feature de-
scription is preferable over global approaches when analysing
surveillance footage as the unfolding violent event is not guar-
anteed to be centrally viewed by the camera. We demonstrate
Method Point Detector Classifier ROC Accuracy
ViF Proposed SVM 0.89 76.81± 4.6
OViF Proposed SVM 0.82 65.7± 9.0
ViF STIP SVM 0.80 64.6± 6.4
OViF STIP SVM 0.76 59.2± 8.6
Table 5. The results obtained when applying ViF and OViF
descriptors to regions identified using our proposed solution
and STIP.
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Figure 4. Receiver operating characteristic curve for each
method tested on the CF-violence dataset
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Figure 5. Receiver operating characteristic curve for each
method tested on the NN-violence dataset
that our proposed approach outperforms all other tested meth-
ods when applied on the city centre surveillance datasets, CF-
violence and NN-violence, this is shown in Figure 4 and Fig-
ure 5.
We performed a second experiment using the CF-violence
dataset in which we described the interest regions found using
our proposed approach using the ViF and OViF descriptors.
An increase in the ROC score is observed when compared to
the same description of regions identified by STIP (Table 5);
this suggests that in comparison to STIP, our method of re-
gion extraction identifies more relevant parts of a scene when
analysing violent behaviour.
4 Conclusion
In this paper we propose three measures of motion trajectory
that when combined achieve a maximal response at regions
of potentially violent behaviour. A local relative response
scheme is applied to achieve scale invariance in order to al-
low for successful scene description regardless of the distance
between the actors and the camera. We have demonstrated that
our approach achieves good performance across a wide variety
of violence and offers comparable results on openly available
Hockey Violence and Violent Flows datasets. Furthermore, we
introduced two datasets and evaluated the ability of multiple
methods at detecting violent behaviour captured by real-world
surveillance systems.
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