Abstract. The purpose of this paper is two-fold: to analyse the behaviour of inverse iteration for computing a single eigenvector of a complex, square matrix; and to review Jim Wilkinson's contributions to the development of the method. In the process we derive several new results regarding the convergence of inverse iteration in exact arithmetic.
Introduction. Inverse Iteration was introduced by Helmut Wielandt in 1944
56] as a method for computing eigenfunctions of linear operators. Jim Wilkinson turned it into a viable numerical method for computing eigenvectors of matrices. At present it is the method of choice for computing eigenvectors of matrices when approximations to one or several eigenvalues are available. It is frequently used in structural mechanics, for instance, to determine extreme eigenvalues and corresponding eigenvectors of Hermitian positive-(semi)de nite matrices 2, 3, 20, 21, 28, 48] .
Suppose we are given a real or complex square matrix A and an approximation to an eigenvalue of A. Inverse iteration generates a sequence of vectors x k from a given starting vector x 0 by solving the systems of linear equations (A ?^ I)x k = s k x k?1 ; k 1: Here I is the identity matrix, and s k is a positive number responsible for normalising x k . If everything goes well, the sequence of iterates x k converges to an eigenvector associated with an eigenvalue closest to^ . In exact arithmetic, inverse iteration amounts to applying the power method to (A ?^ I) ?1 .
The importance of inverse iteration is illustrated by three quotes from Wilkinson 1 
:
In our experience, inverse iteration has proved to be the most successful of methods we have used for computing eigenvectors of a tri-diagonal matrix from accurate eigenvalues.'
Inverse iteration is one of the most powerful tools in numerical analysis.' Inverse iteration is now the most widely used method for computing eigenvectors corresponding to selected eigenvalues which have already been computed more or less accurately.' A look at software in the public domain shows that this is still true today 1, 44, 47] .
The purpose of this paper is two-fold: to analyse the behaviour of inverse iteration; and to review Jim Wilkinson's contributions to the development of inverse iteration. Although inverse iteration looks like a deceptively simple process, its behaviour is subtle and counter-intuitive, especially for non-normal (e.g. non-symmetric) matrices. It is important to understand the behaviour of inverse iteration in exact arithmetic, for otherwise we cannot develop reliable numerical software. Fortunately, as Wilkinson recognised already 45, p 355] , the idiosyncrasies of inverse iteration originate from the mathematical process rather than from nite precision arithmetic. This means a numerical implementation of inverse iteration in nite precision arithmetic does not behave very di erently from the exact arithmetic version. Therefore we can learn a lot about a numerical implementation by studying the theory of inverse iteration. That's what we'll do in this paper.
We make two assumptions in our discussion of inverse iteration. First, the shift remains xed for each eigenvector during the course of the iterations; this excludes variants of inverse iteration such as Rayleigh quotient iteration 2 , and the interpretation of inverse iteration as a Newton method 3 . Second, only a single eigenvector is computed as opposed to a basis for an invariant subspace 4 .
To illustrate the additional di culties in the computation of several vectors, consider a real symmetric matrix. When the eigenvalues under consideration are wellseparated, inverse iteration computes numerically orthogonal eigenvectors. But when the eigenvalues are poorly separated, it may not be clear with which eigenvalue a computed eigenvector is to be a liated. Hence one perturbs the eigenvalues to enforce a clear separation. Even then the computed eigenvectors can be far from orthogonal. Hence one orthogonalises the iterates against previously computed iterates to enforce orthogonality. But explicit orthogonalisation is expensive and one faces a trade-o between orthogonality and e ciency. Therefore one has to decide which eigenvalues to perturb and by how much; and which eigenvectors to orthogonalise and against how many previous ones and how often. One also has to take into account that the tests involved in the decision process can be expensive. A detailed discussion of these issues can be found for instance in 44, 8 ].
1.1. Motivation. This paper grew out of commentaries about Wielandt's work on inverse iteration 26] and the subsequent development of the method 27]. Several reasons motivated us to take a closer look at Wilkinson's work. Among all contributions to inverse iteration, Wilkinson's are by far the most extensive and the most important. They are contained in ve papers 5 and in chapters of his two books 60, 61]. Since four of the ve papers were published after the books, there is no one place where all of his results are gathered. Overlap among the papers and books, and the gradual development of ideas over several papers makes it di cult to realise what Wilkinson has accomplished. Therefore we decided to compile and order his main results and to set out his ideas.
Wilkinson's numerical intuition provided him with many insights and empirical observations for which he did not provide rigorous proofs. To put his ideas on a theoretical footing, we extend his observations and supply simple proofs from rst principles. To this end it is necessary to clearly distinguish the mathematical properties of inverse iteration from nite precision issues. The importance of this distinction was rst realised in Shiv Chandrasekaran's thesis 8] where a thorough analysis of inverse iteration is presented for the computation of a complete set of eigenvectors of a real, symmetric matrix.
1.2. Caution. Our primary means for analysing the convergence of inverse iteration is the backward error rather than the forward error. The backward error for iterate x k is kr k k, where r k = (A ?^ I)x k is the residual. When kr k k is small then x k and^ are an eigenpair of a matrix close to A (x2.3). In contrast, the forward error measures how close x k is to an eigenvector of A. We concentrate on the backward error because kr k k = k(A ?^ I)x k k = ks k x k?1 k = s k is the only readily available computational means for monitoring the progress of inverse iteration.
Unfortunately, however, a small backward error does not imply a small forward error. In the case of normal matrices, for instance, a measure of the forward error is the acute angle k between x k and the eigenspace associated with all eigenvalues closest to^ . The resulting sin theorem 12, x2], 14 , x4] bounds the forward error in terms of the backward error and an ampli cation factor , which is the separation between^ and all eigenvalues farther away:
This means, even though the backward error may be small, x k can be far away from the eigenspace if the eigenvalues closest to^ are poorly separated from those remaining.
Nevertheless, in the absence of information about the eigenvalue distribution of A the only meaningful computational pursuit is a small backward error. If the backward error is small then we can be certain, at least, that we have solved a nearby problem. Therefore we concentrate our e orts on analysing the behaviour of successive residuals, and on nding out under what conditions a residual is small. Diagonalisable Matrices. Inverse iteration distinguishes between eigenvectors, and vectors belonging to an invariant subspace that are not eigenvectors (x4.4). The square root of the residual growth is a lower bound for an eigenvector condition number (x4.3).
Non-Normal Matrices 6 . For every matrix one can nd iterates where the residual growth from one iteration to the next is at least as large as the departure of the 6 Non-normal matrices include diagonalisable as well as defective matrices. matrix from normality; and one can also nd iterates where the residual growth is at least as large as the departure of the inverse matrix from normality (x5.3).
We introduce a measure for the relative departure of a matrix from normality by comparing the size of the non-normal part to the eigenvalues of smallest magnitude (x5.2). There are matrices whose residual growth can be exponential in the relative departure from normality (x5.4). This explains the often signi cant regress of inverse iteration after the rst iteration.
Increasing the accuracy of the approximate eigenvalue^ increases the relative departure of A ?^ I from normality. When the relative departure from normality exceeds one, computing an eigenvector of A with inverse iteration is exponentially ill-conditioned (x5.2). We conclude that the residual growth in inverse iteration is governed by the departure of the matrix from normality, rather than by the conditioning of a Jordan basis or the defectiveness of eigenvalues (x5.2).
1.4. Overview. In x2 we discuss the basic aspects of inverse iteration: the underlying idea (x2.1); how to solve the linear system (x2.2); the purpose of the residual (x2.3, x2.4); and the choice of starting vectors (x2.5, x2.6).
In x3 we exhibit the good behaviour of inverse iteration in the presence of a normal matrix: one iteration usually su ces (x3. In x5 we describe the behaviour of inverse iteration in terms of the departure from normality: upper and lower bounds on the residual growth (x5.2, x5.3); an example of exponential residual growth (x5.4); and the relation of the residual to conditioning of a Jordan basis and defectiveness of eigenvalues (x5.1).
In x6 we illustrate that inverse iteration in nite precision arithmetic behaves very much like in exact arithmetic. We examine the e ects of nite precision arithmetic on the residual size (x6.1), the performance of starting vectors (x6.2), and the solution of linear systems (x6.3). A short description of a numerical software implementation (x6.4) concludes the chapter.
In x7 we prove the convergence of inverse iteration in exact arithmetic. In x8 (Appendix 1) we supply facts about Jordan matrices required in x5; and in x9 (Appendix 2) we present relations between di erent measures of departure from normality. We modify Wilkinson's idea slightly and present it for a general complex matrix A rather than for a real symmetric tridiagonal matrix. His idea is the following: If^ is an eigenvalue of the n n matrix A, then A?^ I is singular, and n?1 equations from (A ?^ I)x = 0 determine, up to a scalar multiple, an eigenvector associated with^ . However, if^ is not an eigenvalue of A, A ?^ I is non-singular and the only solution to (A ?^ I)x = 0 is zero. To get a non-zero approximation to an eigenvector, select a non-zero vector y that solves n ? 1 In the majority of cases the rst of these i.e. c 1 = e] immediately gives an acceptable z and no case has been encountered in practice where it was necessary to proceed to the third vector i.e. the third column of the orthogonal matrix].
In spite of all the e ort devoted to choosing a starting vector x 0 that is likely to produce a small residual r 1 The ordinary process of inverse iteration will almost always succeed in one iteration; if it does not do so one only has to re-start with an initial vector orthogonal to the rst. This process can be continued until one reaches an initial vector which gives success in one iteration. It is rare for the rst vector to fail and the average number of iterations is unlikely to be as high as 1.2.
3. Normal Matrices. In this section we examine the size of the residual and its change during the course of the iteration in the special case when the matrix is normal.
We use the following notation. Let H be a normal matrix with eigendecomposition H = Q Q where Q is unitary; and let min i j i ?^ j be the accuracy of the shift^ . We assume for the most part that^ is not an eigenvalue of H, because otherwise a single linear system solution would su ce to produce an eigenvector, see the discussion in x2.1 and 42, x2]. 15 54 3.3. Monotonic Convergence of Residual Norms. In the previous section (cf. Theorem 3.5) we established that residual norms are monotonically nonincreasing. Now we show that the residual size remains constant whenever inverse iteration has found an iterate that lies in an invariant subspace all of whose eigenvalues have the same magnitude (these eigenvalues, though, are not necessarily the ones closest to^ ). = . Thus, inverse iteration converges strictly monotonically in the following sense. Corollary 3.7. Let inverse iteration be applied to a non-singular normal matrix. Then the norms of the residuals decrease strictly monotonically until some iterate belongs to an invariant subspace all of whose eigenvalues have the same magnitude.
The above result insures that the iterates approach an invariant subspace. A stronger conclusion, convergence of the iterates to an eigenspace, holds when there is a single (possibly multiple) eigenvalue closest to^ . In x7 we present more details about the space targeted by the iterates. 4. Diagonalisable Matrices. In contrast to a normal matrix, the eigenvectors of a diagonalisable matrix can, in general, not be chosen to be orthonormal; in fact, they can be arbitrarily ill-conditioned. In this section we examine how ill-conditioning of eigenvectors can a ect the size of a residual and the increase in the norms of successive residuals.
We use the following notation. Let A be a diagonalisable matrix with eigendecomposition A = V V ?1 ; and let It might be felt that the preoccupation with achieving what is required in one iteration is a little pedantic, and that it would be more reasonable to concede the occasional necessity of performing a second iteration and even, rarely, a third. In fact, early inverse iterations procedures were usually designed to perform two steps of inverse iteration in all cases on the grounds that it cost little and would give a useful safety factor. The results proved to be disappointing and it was frequently found that the residuals were vastly above noise level. Wilkinson points out that this residual growth is neither due to round-o errors 63, p 176] nor is it related to the process of inverse iteration as such 63, p 174]. He puts the blame on ill-conditioned eigenvectors when the matrix is diagonalisable 19 .
The following example illustrates such residual growth caused by ill-conditioned eigenvectors.
Example 1 (S.C. Eisenstat). The residual of a diagonalisable matrix can be much smaller than the accuracy of the shift; and the residual growth can be proportional to the eigenvector condition number. The rst residual can be much smaller than the shift and tends to zero as becomes large.
The normalised rst iterate and the residual growth increases with the ill-conditioning of the eigenvectors.
In the following sections we analyse the behaviour of inverse iteration for diagonalisable matrices: Ill-conditioned eigenvectors can push the residual norm far below the accuracy of the shift, and they can cause signi cant residual growth from one iteration to the next. , and x k?1 = x k+1 . Thus, inverse iteration converges for all even-numbered iterates, and for all odd-numbered iterates.
This example illustrates that residual norms of diagonalisable matrices do not necessarily reveal when the iterates have arrived in an invariant subspace.
5. Non-Normal Matrices. In this section we use the Jordan and Schur decompositions to analyse the residual for the class of all complex, square matrices: diagonalisable as well as defective. In particular, we show that the residuals of nonnormal matrices can be much smaller than the accuracy of the shift when the Jordan basis is highly ill-conditioned or when the matrix has a highly defective eigenvalue. We also derive tight bounds on the residual growth in terms of the departure of the matrix from normality. In the case of diagonalisable matrices, m = 1 and we recover the bound from Theorem 4.1. The next example presents a`weakly non-normal' matrix with bounded residual growth but unbounded eigenvector condition number. In general, ill-conditioned eigenvectors are not necessarily responsible for a large departure of A?^ I from normality 7, Example 9.1]. Hence the bound on the residual growth for diagonalisable matrices in Theorem 4.2 may be totally unrealistic. We show in the next section that the residual growth is primarily a ected by the departure of A ?^ I from normality, rather than by eigenvector conditioning. Example 3 seems to suggest that any harm done by defectiveness is limited, as long as the departure from normality remains small.
Upper Bounds on Residual

The Bounds Make Sense.
In this section we demonstrate that the bound in Theorem 5.4 is realistic in the following sense. Based on a di erent measure for departure from normality, we show that for any matrix there always exist iterates whose residual growth is at least as large as the departure of A ?^ I from normality. In the same spirit, we consider two possibilities for making kr 2 k=kr 1 k large: either make kr 1 k minimal, as Wilkinson suggested; or else make kr 2 k maximal. As a consequence the residual growth is no less than the departure from normality of (A?^ I) ?1 in the rst case, and of A ?^ I in the second case.
Theorem 5.5. Let inverse iteration be applied to a non-singular matrix A ?^ I, and let r k = (A ?^ I)x k be the residual for the kth iterate x k .
There exists a starting vector x 0 so that kr 1 k is minimal and kr 2 k kr 1 For non-normal matrices there is much to be said for choosing the initial vector in such a way that the full growth occurs in one iteration, thus ensuring a small residual. This is the only simple way we have of recognising a satisfactory performance. For well conditioned eigenvalues (and therefore for all eigenvalues of normal matrices) there is no loss in performing more than one iteration and subsequent iterations o set an unfortunate choice of the initial vector.
A Particular Example of Extreme Residual Increase. In this section
we present a matrix for which the bound in Theorem 5.4 is tight and the residual growth is exponential in the departure from normality. This example is designed to pin-point the apparent regress of inverse iteration after the rst iteration, which Wilkinson documented extensively 23 : The rst residual is tiny, because it is totally under the control of non-normality. But subsequent residuals are much larger: The in uence of non-normality has disappeared and they behave more like residuals of normal matrices. In the example below the residuals satisfy The residual norm is kr 3 k = 1 kz 3 k 2 n + 1 :
In spite of the setback in residual size after the rst iteration, the gradation of the elements in z 1 , z 2 , and z 3 indicates that the iterates eventually converge to the eigenvector e 1 .
6. Finite Precision Arithmetic. In this section we illustrate that nite precision arithmetic has little e ect on inverse iteration, in particular on residual norms, starting vectors and solutions to linear systems. In practice this has never involved doing more than three iterations and usually only two iterations are necessary. : : :] The factor 1=100n has no deep signi cance and merely ensures that we seldom perform an unnecessary extra iteration. Although Wilkinson's suggestion of performing one additional iteration beyond the stopping criterion does not work well for general matrices (due to possible residual increase, cf. x5 and 54, p 768]), it is e ective for symmetric tridiagonal matrices 29, x4.2].
In the more di cult case when one wants to compute an entire eigenbasis of a real, symmetric matrix, the stopping criterion requires that the relative residual associated with a projected matrix be su ciently small 8 Wilkinson went to great lengths to allay these concerns 24 . He reasoned that only the direction of a solution is of interest but not the exact multiple: A computed iterate with a large norm lies in`the correct direction' and`is wrong only by a] scalar factor' 45, p 342].
We quantify Wilkinson's argument and compare the computed rst iterate to the exact rst iterate (as before, of course, the argument applies to any iterate). The respective exact and nite precision computations are Below we make the standard assumption 25 that k(A ?^ I) ?1 F 1 k < 1, which means that A ?^ I is su ciently well-conditioned with respect to the backward error, so 24 44 , x6], 45 The particular choice of Q in the reduction to tridiagonal form depends on the sparsity structure of H. If H is full and dense or if it is sparse and stored in packed format, then Q should be chosen as a product of Householder re ections. If H is banded with bandwidth w then Q should be chosen as a product of Givens rotations, so the reduction requires only O(w 2 n) operations. Unless requested, Q is not determined explicitly but stored implicitly in factored form, as a sequence of Householder re ections or Givens rotations.
Given a computed eigenvalue^ , the LAPACK subroutine xSTEIN 26 computes an eigenvector of a real symmetric tridiagonal matrix T as follows. We assume at rst that all o -diagonal elements of T are non-zero.
Step 1: Compute the LU factors of T ?^ I by Gaussian elimination with partial pivoting: P(T ?^ I) = LU: 26 The pre x`x' stands for the data type: real single (S) or double (D) precision, or complex single (C) or double precision (Z).
Thus the stopping criterion in xSTEIN is similar in spirit to Wilkinson's stopping criterion in x6.1 (Wilkinson's criterion does not contain the norm of T because he assumed that T ?^ I is normalised so its norm is close to one).
When ju nn j is on the order of M then T ?^ I is numerically singular. The convergence criterion expects a lot more growth from an iterate when the matrix is close to singular than when it is far from singular.
In the preceding discussion we assumed that T has non-zero o -diagonal elements. When T does have zero o -diagonal elements, it splits into several disjoint submatrices T i whose eigenvalues are the eigenvalues of T. xSTEIN requires as input the index i of the submatrix T i to which^ belongs, and the boundaries of each submatrix. Then xSTEIN computes an eigenvector x of T i and expands it to an eigenvector of T by lling zeros into the remaining entries above and below x. The following theorem ensures that inverse iteration gradually removes from the iterates their contribution in the undesirable invariant subspace, i.e the subspace associated with eigenvalues farther away from^ . If the starting vector x 0 has a non-zero contribution in the complement of the undesirable subspace then the iterates approach the desirable subspace, i.e. the subspace associated with the eigenvalues closest to^ . This result is similar to the well-known convergence results for the power method, e.g. 34, x10.3]. 27 44 Because the contributions y k1 of the iterates in the desired subspace depend on k, the above result only guarantees that the iterates approach the desired invariant subspace. It does not imply that they converge to an eigenvector.
Convergence to an eigenvector occurs, for instance, when there is a single, nondefective eigenvalue closest to^ . When this is a multiple eigenvalue, the eigenvector targeted by the iterates depends on the starting vector. The iterates approach unit multiples of this target vector. Below we denote by jxj the vector whose elements are the absolute values of the elements of x. The relation between the two upper bounds follows from the fact that kxk 1 p m kxk for any m-vector x 17, (2.2.5)].
We extend the above bounds to matrices consisting of several Jordan blocks. Below is a corresponding relation in the two-norm. 
