1. Introduction. The principal object of this paper is to establish the following theorem. The convergence of the series X}n~oA n #o/2 w+1 implies that the given series is summable (E, 1).% Moreover, it is known that summability (E, 1) is consistent with summability (C, k). However, neither method of summability includes the other. Thus, we may write a corollary to the stated theorem.
COROLLARY. The class of series^2n=o ( -l) n anfor which condition (1) is fulfilled is summable by both the (E, 1) and the (C, k) methods of summation.
2. Lemmas. The proof of the theorem involves the following lemmas. LEMMA 1. If C n ,k denotes the ordinary binomial coefficient, then
The simplicity of the proof of this lemma justifies its omission.
LEMMA 2. The expression for the ith difference of a product uv in terms of differences of u alone and v alone is given by the formula^
This formula is clearly the analogue of Leibnitz' formula for the ith * Presented to the Society, December 29, 1938. t A series is said to be exactly summable (C, k) provided that it is summable (C, k) but is not summable (C, k -1) .
Î This symbol denotes Euler summability of order one. The Euler transformation has been studied at considerable length particularly by E. Jacobsthal, Mathematische Zeitschrift, vol. 6 (1920) , pp. 100-117, and K. Knopp, Mathematische Zeitschrift, vol. 6 (1920), pp. 118-123; vol. 15 (1922) 
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Of the terms in the expansion of the first expression in the righthand member of (6) we shall retain only the term of highest order in explicit form. Since the greatest value of j is &•-1, the remaining terms are 0(n k~2 ). In the second expression of the right-hand member of (6) we shall again preserve in explicit form only the term of highest order. Regardless of the value ofj the terms which remain are 0(w fc_1 ). Accordingly, we obtain the formula (4).
3. Proof of the theorem. The &th Cesàro mean for the series ^n-obn is given by
We wish to prove that if the condition (1) of the theorem obtains, then ^ A n a 0 lim^*> =Z-> where b n = ( -l) n a n . We have, using Lemma 1,
since Ck^+i -O. Employing this technique on (7) we obtain n-2 Sn k) = Zs C n+ k~i,k+2& 2 bi + C n +k+l,k+lbo -C n +k+l,k+2àbo.
i=0
After n such operations on the original expression for 5 W (A;) we get
Formula (2) of Lemma 2 now enables us to express (8) in terms of differences of ÜQ. Thus,
Then, we may write
Interchanging the order of summation in (9) we have
and, recalling the definition (3), we have (io) s n <*> = tr/«A^.
Applying the condition (1) of the theorem we may write (10) in the form (11) S n ™ = 2)r/*>A>a 0 .
From formula (4) of Lemma 3 we obtain Tf k) = C n +k+i,k/2> +1 + 0(rc*-1 ).Then, (11) becomesS n <*> «Cn+i+nE^'ao^^+OC»*-1 ), whence W*> » + * + 1 k^i A'a 0 , , x Cn (*) = = --E-+ 01». C n+klk n+ 1 y_ 0 2>+i Thus, we obtain our main result:
k^i A 3 'a 0
Hm c») = Z -•
In order to complete the proof of our theorem it remains to prove that limn^*-1 ) does not exist. We have S n «>-» =£j" 0 1 :T/*-1 >A'ao.
