The Hamilton-Waterloo Problem HWP(v; m, n; α, β) asks for a 2-factorization of the complete graph K v or K v − I, the complete graph with the edges of a 1-factor removed, into α C m -factors and β C nfactors, where 3 ≤ m < n. In the case that m and n are both even, the problem has been solved except possibly when 1 ∈ {α, β} or when α and β are both odd, in which case necessarily v ≡ 2 (mod 4). In this paper, we develop a new construction that creates factorizations with larger cycles from existing factorizations under certain conditions. This construction enables us to show that there is a solution to HWP(v; 2m, 2n; α, β) for odd α and β whenever the obvious necessary conditions hold, except possibly if β = 1; β = 3 and gcd(m, n) = 1; α = 1; or v = 2mn/ gcd(m, n). This result almost completely settles the existence problem for even cycles, other than the possible exceptions noted above.
Introduction
We assume that the reader is familiar with the basic concepts of graph theory. In particular, we use V (G) and E(G) to denote the vertex-set and edge-set, respectively, of the graph G. A k-factor of G is a k-regular spanning subgraph of G. Thus a 1-factor of G (also called a perfect matching) is a collection of independent edges whose end-vertices partition V (G), and a 2-factor of G is a collection of vertex-disjoint cycles in G whose vertex sets partition V (G). If the cycles in a given 2-factor all have the same length, we say that the 2-factor is uniform. We will use the notation C ℓ to denote a cycle of length ℓ, and refer to a uniform 2-factor whose cycles have length ℓ as a C ℓ -factor.
If G 1 , G 2 , . . . , G r are subgraphs of G whose edge sets partition E(G), then we speak of a decomposition of G into its subgraphs G 1 , . . . , G r , and write G = G 1 ⊕G 2 ⊕· · ·⊕G r . In particular, a 2-factorization of G is a decomposition of G into 2-factors. If F = {F 1 , . . . , F t } is a set of 2-factors of G, then we refer to a 2-factorization in which every factor is isomorphic to an element of F as an F -factorization. If F = {F }, then we speak of an F -factorization; if, moreover, F is a C ℓ -factor, then we refer to a C ℓ -factorization.
We are particularly interested in 2-factorizations of K v , the complete graph of order v. Note that if v is even, then K v has no 2-factorization, as its vertices have odd valency. Thus we define K * v to denote K v if v is odd and K v −I, the complete graph with the edges of a 1-factor I removed, if v is even. The question of whether K * v admits a 2-factorization in which each 2-factor is isomorphic to F is known as the Oberwolfach Problem OP(F ), and has been the subject of much study. The Oberwolfach Problem has been solved in the case that F is uniform [2, 17] , bipartite [6, 16] or contains exactly two components [26] . The solution of the Oberwolfach Problem for uniform factors will be useful to us later, so we state it here for future reference. Theorem 1.1 ( [2, 17] ). Let v, ℓ ≥ 3 be integers. There is a C ℓ -factorization of K note, K m [n] is the complete equipartite graph with m parts of size n; the existence of uniform 2-factorizations of K m [n] was settled by Liu [22, 23] . Theorem 1.2 ( [22, 23] ). Let ℓ, m, n be positive integers with ℓ ≥ 3. There is a C ℓ -factorization of K m [n] if and only if the following conditions are all satisfied:
, (3, 6, 2) , (3, 3, 6) , (6, 2, 6)}.
A related question is the Hamilton-Waterloo Problem HWP(G; F 1 , F 2 ; α, β). Here, we seek a 2-factorization of the graph G in which α 2-factors are isomorphic to F 1 and β 2-factors are isomorphic to F 2 . In the case that G = K * v , we denote this problem by HWP(v; F 1 , F 2 ; α, β), while if F 1 and F 2 are uniform 2-factors, say F 1 is a C m -factor and F 2 is a C n -factor, we use the notation HWP(G; m, n; α, β). Thus, HWP(v; m, n; α, β) asks whether K * v has a 2-factorization into α C m -factors and β C n -factors. We have the following obvious necessary conditions. Theorem 1.3. Let G be a 2r-regular graph, and let F 1 and F 2 be 2-factors of G. If there is a solution to HWP(G; F 1 , F 2 ; α, β), then α, β ≥ 0 and α + β = r. In particular, there can be a solution to HWP(G; m, n; α, β) only if m and n both divide |V (G)|, α, β ≥ 0 and α + β = r.
Note that when one of α or β is 0, or when m = n, HWP(v; m, n; α, β) is equivalent to an instance of the uniform Oberwolfach Problem, so we will generally assume that α and β are positive. In addition, when considering HWP(G; m, n; α, β), we will generally assume without loss of generality that m < n.
The Hamilton-Waterloo Problem HWP(v; m, n; α, β) has been the subject of much recent study; see, for instance, the following papers, which have all appeared since 2013 [3, 5, 7, 9, 10, 11, 12, 18, 19, 24, 25, 27, 28, 29] . An asymptotic existence result is given in [15] . In the case that m, n and v are all odd, the current authors have solved HWP(v; m, n; α, β) (recalling that m < n) except possibly if α = 1, β ∈ {1, 3} or v = mn/ gcd(m, n) [11] .
When m and n have opposite parities, less is known. The paper [10] solves this problem when m | n, v > 6n > 36m and β ≥ 3; further results for cycle lengths of opposite parities can be found in [20] . The case (m, n) = (3, 4) is completely solved [5, 14, 25, 28] . Other cases which have been considered include (m, n) ∈ {(3, v), (3, 6s), (4, n), (8, n)} [3, 18, 21, 25, 27] .
In this paper, we consider the Hamilton-Waterloo Problem HWP(v; m, n; α, β) for even m and n. More generally, factorization into bipartite factors has been considered in [6, 7, 16] . , except possibly if α = 1 or β = 1.
and, in addition, α and β are both even.
In fact, [6] actually proves a more general result.
. . , F t } be a collection of bipartite 2-regular graphs of order v and let α 1 , α 2 , . . . , α t be nonnegative integers satisfying
. If α 1 ≥ 3 is odd and α i is even for each i ∈ {2, 3, . . . , t}, then K v admits an F -factorization in which α i factors are isomorphic to F i , i ∈ {1, . . . , t}.
Bryant, Danziger and Dean [7] gave a complete solution to the HamiltonWaterloo Problem with bipartite factors F 1 and F 2 in the case that F 1 is a refinement of F 2 , i.e. F 1 can be obtained from F 2 by replacing each cycle of F 2 with a bipartite 2-regular graph on the same vertex set. Note that a C m -factor is a refinement of a C n -factor if and only if m | n. Thus, in the uniform case, Theorems 1.4 and 1.6 yield the following: , except possibly when 1. v ≡ 0 (mod 4), m ∤ n, and 1 ∈ {α, β}; 2. v ≡ 2 (mod 4), m ∤ n, and α and β are both odd.
In this paper, we improve upon these results for uniform bipartite factors. Since we assume the cycle lengths are even, we will henceforth consider HWP(G; 2m, 2n; α, β). In Section 2, we give a method for extending known solutions of HWP(C m [n]; m, n; α, β) to obtain solutions of HWP(C 2m [n]; 2m, 2n; α, β). This method is used along with other techniques in Section 3 to construct particular 2-factorizations of the lexicographic product of a cycle with an empty graph. Finally, in Section 4, we present results on HWP(K t [w]; 2m, 2n; α, β) and HWP(v; 2m, 2n; α, β). In particular, we give a near-complete solution to HWP(v; 2m, 2n; α, β) when α and β are odd, with possible exceptions remaining only when β ∈ {1, 3}, α = 1 or v = 2mn/ gcd(m, n). We also give some new sufficient conditions for the existence of a solution to HWP(v; 2m, 2n; 1, β) when v ≡ 0 (mod 4).
Extending 2-factorizations
As a step towards constructing solutions of HWP(v; 2m, 2n; α, β), we will first consider the related problem of finding 2-factorizations of C 2m [n]. It will be useful to view a graph C wm [n] as a type of Cayley graph, which we now define.
Let Γ be an additive group and S ⊆ Γ \ {0}. The Cayley graph Cay(Γ, S) has vertex set Γ and edge set {a(d + a) | a ∈ Γ, d ∈ S}. Note that d ∈ S and −d ∈ −S generate the same edges, and so Cay(Γ, S) ∼ = Cay(Γ, −S). Hence Cay(Γ, S) is |S ∪ −S|-regular.
If Γ = Z n , then Cay(Z n , S) is a circulant graph with connection set S, denoted S n . For future reference, we note the following result on 2-factorizations of Cayley graphs.
Theorem 2.1 ([4]). Every connected 4-regular Cayley graph admits a factorization into Hamilton cycles.
Let M and n be positive integers with M ≥ 3. It is easy to see that
induced by the edges whose differences are in S, i.e.
We say that an edge-disjoint set F of 2-factors of
We will now show how to use existing 2-factorizations of C m [S] to construct a 2-factorization of C wm [S] Although the main result of this section (Theorem 2.5) considers only the case that w is a power of 2, we note that this method may be applied more generally, but care must be taken to avoid the creation of short cycles.
We start by defining some notation. Let m, n and w be positive integers, with m ≥ 3 and w ≥ 2. We take 
As an example, the 23-cycle H in Figure 1 is a subgraph of C 5 [7] . The graph H * , shown in Figure 2 , is the vertex disjoint union of two paths of length 5 and one path of length 10. Note that H * , and hence H(w), is a subgraph of C wm [n]; also, H * + γ 1 and H * + γ 2 , with γ 1 , γ 2 ∈ Γ, are edge-disjoint whenever γ 1 = γ 2 . Therefore,
Lemma 2.2. Let H be a subgraph of C m [n], and for each i ∈ [1, t] let H i be a subgraph of H. If w ≥ 2, then the following properties hold:
if the H i s are edge-disjoint (resp., vertex-disjoint), then the H i (w)s are edge-disjoint (resp., vertex-disjoint); Proof. Let H be a subgraph of C m [n], and let H 1 , . . . , H t be subgraphs H. We start by proving property 1. First, let (x, y) ∈ V (H * ) and note that if
Also, we have that (x ′ +λm, y ′ ) ∈ V (H * +γ), with γ ∈ Γ, if and only if x ′ = 0 and γ ∈ {(λm−m, 0), (λm, 0)}, or x ′ ∈ [1, m−1] and γ = (λm, 0). Therefore, if
It follows that
Without loss of generality, we can assume that 2 ) = (m, 0), but this is a contradiction since
Similarly, one can prove that if the H i s are pairwise vertex-disjoint, then V (H * i + γ 1 ) ∩ V (H * j + γ 2 ) = ∅ for every i = j and for every γ 1 , γ 2 ∈ Γ, hence the H i (w)s are pairwise vertex-disjoint.
We finally prove property 3. If H = t i=1 H i , it is easy to see that
, and this completes the proof.
We now explore the structure of expanded cycles. Let C = (x 0 , y 0 ), (x 1 , y 1 ), . . . , (x ℓ−1 , y ℓ−1 ) be an ℓ-cycle in C m [n], where the subscripts of x i and y i are to be considered modulo ℓ. We define the parameter ǫ(C) as follows:
For example, for the cycle H given in Figure 1 , ǫ(H) = 3.
Proof. We note that when m is even, then C m [n] is bipartite. Since, by assumption, C m [n] contains a cycle C of odd length ℓ, then m must be odd. Now, set E = (x, y)(x ′ , y ′ ) ∈ E(C) | x, x ′ ∈ {0, m − 1} . It is clear that ǫ(C) ≡ |E| (mod 2) and the components of C \ E are paths, which we denote by Q 1 , Q 2 , . . . , Q t , of lengths ℓ 1 , . . . , ℓ t , respectively. Considering that Q i is a subgraph of P m−1 [n], and its ends lie in {0, m − 1} × Z n , it is easy to see that ℓ i ≡ m − 1 ≡ 0 (mod 2) for every i ∈ [1, t]. Since ℓ = |E| + ℓ 1 + · · · + ℓ t is odd, it follows that |E| is odd, and this proves the assertion. Proof. Let C = ((x 0 , y 0 ), (x 1 , y 1 ) , . . . , (x ℓ−1 , y ℓ−1 ), (x ℓ , y ℓ )) be an ℓ-cycle of C m [n], where (x ℓ , y ℓ ) = (x 0 , y 0 ), let ǫ = ǫ(C), and set Γ = mZ wm × {0}. Also, for every j ∈ {0, 1, . . . , ℓ}, we define the pair (λ j , X j ) ∈ Z × Z wm as follows:
(λ 0 , X 0 ) = (0, x 0 ), and for every j ∈ [1, ℓ] we have that
otherwise,
It is not difficult to check that (X j , y j ) = (X j ′ , y j ′ ) whenever 0 ≤ j = j ′ ≤ ℓ − 1. Therefore, the trail T = (X 0 , y 0 ), (X 1 , y 1 ), . . . , (X ℓ−1 , y ℓ−1 ), (X ℓ , y ℓ ) is either a cycle or a path according to whether X ℓ = X 0 , or not.
To prove that C(w) = Orb Γ (T ), we start by showing that if e ∈ E(C * ), then e ∈ E(T + γ), for some γ ∈ Γ. Let e ∈ E(C * ) and consider the following cases.
1. If e ∈ E(C), then e = (x j−1 , y j−1 )(x j , y j ) for some j ∈ [1, ℓ], and (m − 1, 0) = (x j−1 , x j ) = (0, m − 1). It follows that λ j = λ j−1 , hence e + (λ j m, 0) = (X j−1 , y j−1 )(X j , y j ) ∈ T , that is, e ∈ E(T − (λ j m, 0)).
2. If e ∈ E(C), then one of the following two cases holds.
Case 2: e = (x j−1 + m, y j−1 )(x j , y j ) with (x j−1 , x j ) = (0, m − 1), for some j ∈ [1, ℓ]. Therefore, λ j = λ j−1 + 1, and e + (λ j m, 0) = (X j−1 , y j−1 )(X j , y j ) ∈ T , that is, e ∈ E(T − (λ j m, 0)).
It then follows that Orb Γ (e) ⊆ Orb Γ (T ) for every e ∈ C * , hence
Note that |E(C(w))| ≤ |E(Orb Γ (T ))| ≤ w|E(T )| = wℓ = |E(C(w))|, therefore C(w) = Orb Γ (T ). Also, it follows that the distinct translates of T by Γ are pairwise edge-disjoint. Finally, by Lemma 2.2. (1), we have that C(w) is 2-regular. Hence, it is left to show that C(w) consists only of cycles of length ℓw/u, where u = gcd(ǫ, w).
, where u ′ = w/u. Then, let T ij = T + (im + jǫm, 0) be the ℓ-trail obtained by adding (im + jǫm, 0) to each vertex of T , and set H i = u ′ −1 j=0 T ij for every i ∈ I and j ∈ J. Since mZ wm = Im + Jǫm, we have that Orb Γ (T ) = i∈I,j∈J T ij . Now, considering that λ ℓ = ǫ, X ℓ = X 0 + ǫm, and y ℓ = y 0 , we have that T ij and T i,j+1 share the end (X ℓ + im + jǫm, y ℓ ) = (X 0 + im + (j + 1)ǫm, y 0 ) for every j ∈ J, where T i,u ′ = T i,0 . Therefore, H i is a cycle of length u ′ ℓ = wℓ/u for every i ∈ I, and this completes the proof. Proof. Let F = {F 1 , F 2 , . . . , F s } be a solution to HWP(C m [S]; ℓ 1 , ℓ 2 ; α, β), where s = |S|, and denote by C i,1 , C i,2 , . . . , C i,t i the components of
. By Lemma 2.3, ǫ(C ij ) is odd; hence, by Lemma 2.4, we have that C ij (2 t ) is a cycle of length 2 t |C ij |. Finally, by Lemma 2.2. (2), we have that the C ij (2 t )s are the components of F i (2), for i ∈ [1, s]. It follows that F ′ has as many C 2 t ℓu -factors as the C ℓu -factors of F . Therefore, F ′ is a solution to HWP(C 2 t m [S]; 2 t ℓ 1 , 2 t ℓ 2 ; α, β).
Constructing 2-factorizations of blown-up cycles
Let n > m ≥ 3 be odd integers with m ∤ n, and let g = gcd(m, n). We first prove a result that is a consequence of Theorem 2.5 and the following theorem, which is a special case of Theorem 1.4 of [13] , taking t = 1, 2. N] ; gm ′ , gn ′ ; α, β) has a solution whenever g ≥ 3, α + β = N and α, β = 1.
We now apply Theorem 2.5 to obtain the following result. In the remainder of this section, we will solve HWP(C 2m/g [n]; 2m, 2n; α, β), except possibly when β ∈ {1, 3}, or α = 1 and g > 1. We first recall the following result from [11] . In the case g = 1, however, we can improve this result, removing many of the exceptions and allowing the possibility that m is even in some cases.
We first describe the formation of C 2m -factors of C 2m [n]. The following theorem is proved in [12, Theorem 2.11] . ⌋}. There is a C 2m -factorization of C 2m [S] , where S = {0, ±d 1 , ±d 2 , . . . , ±d k } or {±d 1 , ±d 2 , . . . , ±d k }.
Proof. The result follows from the fact that the matrices
satisfy conditions 1-3 of Theorem 3.5.
In particular, Corollary 3.6 guarantees the existence of C 2m -factorizations of C 2m [±{0, 1, 2, . . . , ±k}] and C 2m [{±1, ±2, . . . , ±k}] for any k ∈ {1, 2, . . . , ⌊ n 2
⌋}.
Next, we describe the formation of C 2n -factors of C 2m [n] . First, recall the following result regarding C n -factors in C m [n]. } for some w ∈ {0, . . . ,
As a conseqence of Theorems 3.7 and 2.5, we now have the following. 
}.
We can now provide solutions to HWP(C 2m [n]; 2m, 2n; α, β). The following theorems improve on the result of Theorem 3.4 in the case that g = 1. In particular, note that Theorem 3.9 allows for the possibility that m is even.
Proof. Let m ′ = m/g, and let G = {G 1 , G 2 , . . . , G r } be a set of C m ′ [n]-factors which decompose G. We will use the results of Theorem 3.11 to factor each G i into an appropriate number of C 2m -factors and C 2n -factors.
Note that the existence of such a factorization implies that m ′ > 1 (so that g = m). Also, r = α+β n ≥ 2. Write α = xn + y, where 0 ≤ x < r and 0 ≤ y < n. First, suppose that y / ∈ {1, n − 3, n − 1}. Then by Theorem 3.11, we can fill x C 2m/g [n]-factors with a solution to HWP(C 2m/g [n]; 2m, 2n; n, 0), one with a solution to HWP(C 2m/g [n]; 2m, 2n; y, n − y) and the remaining r − x − 1 with a solution to HWP(C 2m/g [n]; 2m, 2n; 0, n).
Next, suppose that y = 1. If g = 1, then by Theorem 3.11, there is a solution to HWP(C 2m [n]; 2m, 2n; 1, n − 1), and we proceed as before. Otherwise, g > 1, and by exception 2, we have that x ≥ 1. Thus Theorem 3.11 guarantees the existence of solutions to HWP(C 2m [n]; 2m, 2n; 3, n − 3) and HWP(C 2m [n]; n − 2, 2), which we use to fill two of the C 2m/g [n]-factors. We now fill x − 1 C 2m/g [n]-factors with a solution to HWP(C 2m/g [n]; 2m, 2n; n, 0) and the remaining r − x − 1 with a solution to HWP(C 2m/g [n]; 2m, 2n; n, 0).
Finally, suppose that y ∈ {n − 3, n − 1}. If g = 1 and α is even, there is a solution to HWP(C 2m [n]; 2m, 2n; n − y, y) by Theorem 3.11 and we proceed as in the case y / ∈ {1, n − 3, n − 1}. Otherwise, note that by exception 1, x ≤ r − 2. If g = 1, we use Theorem 3.11 to fill x C 2m/g [n]-factors with a solution to HWP(C 2m/g [n]; 2m, 2n; n, 0), one with a solution to HWP(C 2m/g [n]; 2m, 2n; 1, n−1), one with a solution to HWP(C 2m/g [n]; 2m, 2n; y− 1, n−y+1), and the remaining r−x−2 with a solution to HWP(C 2m/g [n]; 2m, 2n; 0, n). If g > 1, then n > 9, so we can use Theorem 3.11 to fill x C 2m/g [n]-factors with a solution to HWP(C 2m/g [n]; 2m, 2n; n, 0), one with a solution to HWP(C 2m/g [n]; 2m, 2n; 3, n−3), one with a solution to HWP(C 2m/g [n]; 2m, 2n; y− 3, n−y+3), and the remaining r−x−2 with a solution to HWP(C 2m/g [n]; 2m, 2n; 0, n). (e) v = 2mn/ gcd(m, n) ≡ 2 (mod 4), and α and β are odd.
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