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摘要：在遗传算法中引入一个学习过程，实现进化过程中同代个体之间相互竞争与学习的结
合，并将其应用于PID控制中参数的整定 . 仿真结果表明此算法具有较好的寻优能力，初步
验证了其引入学习过程的意义 .  
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Abstract: In order to overcome the drawbacks of“early maturing”of the classical GA and improve 
its global convergency, this paper proposes a new process of learning which achieves the 
combination of competition with and learning from each other in the same generation. The 
simulation result of PID optimization shows that this proposed algorithm can effectively overcome 
the mentioned drawbacks and yield much better result compared with the classical GA. 
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1  遗传算法的基本原理及其改进 
 








方法 [2].  
1）交叉、变异算子的改进和协调采用 . 将进化过程划分为渐进和突变  2 个不同阶段；采用动
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态变异；运用正交设计或均匀设计方法设计新的交叉和变异算子 .  




行未成熟收敛判断 .  
 
2  基于遗传算法的PID参数整定的优点  
 
PID控制是工业过程控制中应用最广的策略之一，因此PID控制器参数的优化成为人们关注的




法对PID 3个参数进行整定，具有以下优点 [4]：  
1）具有良好的寻优特性，且对初值不敏感 . 在初始条件选择不当，也不需要给出调节器初始
参数的情况下，仍能寻找到合适的参数，满足控制要求 .  
2）操作方便、速度快，不需要复杂的规则，只通过字串进行简单的复制、交叉、变异，便可
达到寻优 .  
3）从许多点开始并行操作，在解空间进行高效的启发式搜索 .  
4）不仅适用于单目标优化，也适用于多目标优化 .  
 
3  引入学习过程的遗传算法  
 




同代个体之间的相互学习 . 因此，本文从这一全新的角度出发，在遗传算法的复制、交叉和变异 3
种算子基础上引入学习过程，实现了同代个体之间竞争与相互学习的结合 .  
学习过程设计：首先在新一代的群体中辨别出较优良的个体群和较差的个体群，使这 2 个子
群体随机互相学习；进而提出 2 个学习概率 L1P （较差个体向较优个体学习的概率）和 L2P （较优
个体向较差个体学习的概率）. 具体的学习方法如下所示（设群体规模为 S ，终止进化代数为G）： 
1）将群体中的个体按其所对应的适应度按由小到大排序，将 1 到 / 2S 的个体组成的群体作为




接近最优解时在最优解附近振荡的问题，应增大 L1P ，减小 L2P . 具体方式如下：  
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设定 L1P 和 L2P 初始值为 0L1P 和 0L2P ，  
0L1 L1
[1:1: ] /P P G G= ∗ ，
0 0L2 L2 L2
[1:1: ] /P P P G G= − ∗  . 
显然， L1P 随着进化的开展越来越大， L2P 随着进化的开展越来越小 .  
3）学习方式：较差的子群体与较优良的子群体互相随机学习 . 以下举例说明较差个体如何向
较优个体学习 . 假设 1a = 01001 为较差的个体（即所对应的适应度值较低）， 2a = 10110 为较优秀
的个体（即所对应的适应度值较高） . 1a 向 2a 按概率 L1P 学习，即产生一 0~1 的随机数 temp，若
L1P temp> ，则随机地将 1a 中的一位用 2a 代替 . 假设为第 4 位，则  
1 01001a = ， 2 10110a = ， 1 01011na = . 
1na 为学习后的新个体 . 较优个体向较差个体的学习方法类似 . 此为单点学习，根据编码的长
度可考虑两点学习和多点学习，方法类似 .  
 
4  引入学习过程的遗传算法的 PID 参数整定实例  
 








，采样时间为1 ms，输入为一阶跃信号 .  
4.1  目标函数的确定  




采用惩罚函数法，即一旦产生超调，将超调量作为最优指标的一部分 [4].  
2
1 2 4 30
m in ( | ( ) | ( ) | ( ) |)d uJ w e t w u t w ey t t w t
∞
= + + +∫  . 
式中 ( )e t 为系统误差； ( ) ( ) ( 1)ey t y t y t= − − ， ( )y t 为被控对象的输出； ( )u t 为控制器输出； ut 为
上升时间； 1w ， 2w ， 3w ， 4w 为权值，显然 4 1w w>> （ 4 | ( ) |w ey t 为惩罚项， 4w 理论值应趋于无穷，
此处取一个较大的数） .  
4.2  遗传操作方法的选择  
为验证新引入的学习过程的意义，复制、交叉和变异都采用与标准遗传算法相同的方法，即
复制采用适应度比例法，交叉采用单点交叉，变异采用简单变异 . 遗传编码采用二进制编码 .  
4.3  参数确定  
群体规模 30S = ；终止代数 120G = ；交叉概率 c 0.80P = ；变异概率 m 0.05P = ；学习概率 L1P =  
0.2 [1 :1 : ] /G G∗ ； L2 0.6 0.6 [1:1: ] /P G G= − ∗ . 
PID参数初始条件： PK 的取值范围为[0，20]； IK 和 DK 取值范围为[0，1]； 1 0.999w = ， 2 0.001w = ，
3 2.0w = ， 4 100w = .  
4.4  仿真结果分析 
图  1 为用标准遗传算法整定PID参数时，目标函数的优化进程；图  2 为用引入学习过程的遗传
算法整定PID参数时，目标函数的优化进程 . 比较可得：  
1）从寻优的早期来看，标准遗传算法收敛较慢；而后者因为引入了同代之间相互学习的过程，
使个体相互学习，完善自我，从而更快得到比较好的群体，收敛较快 .  
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2）从寻优的中期来看，标准遗传算法早熟收敛，没有实现全局寻优；而后者因为引入了学习
过程，尤其是早期时优秀个体向差个体学习的概率较大，比较好地保存了可能被淘汰的较差个体














Times                                                  Times 
 
图 1  （标准遗传算法）目标函数的优化进程         图 2  （引入学习算子）目标函数的优化进程 
 
5  结束语  
 
综上所述，引入学习过程的遗传算法明显优于标准遗传算法 . 基于此种算法的 PID 参数整定
能够克服早期收敛慢、早熟现象及后期在最优解附近振荡的缺陷，与其他改进算法比较，该算法
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