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Abstract. Many verification techniques nowadays successfully rely on
SMT solvers as back-ends to automatically discharge proof obligations.
These solvers generally rely on various instantiation techniques to han-
dle quantifiers. We here show that the major instantiation techniques
in SMT solving can be cast in a unifying framework for handling quan-
tified formulas with equality and uninterpreted functions. This frame-
work is based on the problem of E-ground (dis)unification, a variation
of the classic rigid E -unification problem. We introduce a sound and
complete calculus to solve this problem in practice: Congruence Closure
with Free Variables (CCFV). Experimental evaluations of implementa-
tions of CCFV in the state-of-the-art solver CVC4 and in the solver
veriT exhibit improvements in the former and makes the latter competi-
tive with state-of-the-art solvers in several benchmark libraries stemming
from verification efforts.
1 Introduction
SMT solvers [8] are highly efficient at handling large ground formulas with inter-
preted symbols, but they still struggle with quantified formulas. Pure quantified
first-order logic is best handled with resolution and superposition-based the-
orem proving [3]. Although there are first attempts to unify such techniques
with SMT [13], the main approach used in SMT is still instantiation: quantified
formulas are reduced to ground ones and refuted with the help of decision pro-
cedures for ground formulas. The main instantiation techniques are E -matching
based on triggers [12,17,26], finding conflicting instances [24] and model-based
quantifier instantiation (MBQI) [19,25]. Each of these techniques contributes to
the efficiency of state-of-the-art solvers, yet each one is typically implemented
independently.
We introduce the E-ground (dis)unification problem as the cornerstone of a
unique framework in which all these techniques can be cast. This problem relates
to the classic problem of rigid E -unification and is also NP-complete. Solving
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E-ground (dis)unification amounts to finding substitutions such that literals
containing free variables hold in the context of currently asserted ground literals.
Since the instantiation domain of those variables can be bound, a possible way
of solving the problem is by first non-deterministically guessing a substitution
and checking if it is a solution. The Congruence Closure with Free Variables
algorithm (CCFV, for short) presented here is a practical decision procedure
for this problem based on the classic congruence closure algorithm [21,22]. It is
goal-oriented: solutions are constructed incrementally, taking into account the
congruence closure of the terms defined by the equalities in the context and the
possible assignments to the variables.
We then show how to build on CCFV to implement trigger-based, conflict-
based and model-based instantiation. An experimental evaluation of the tech-
nique is presented, where our implementations exhibits improvements over state-
of-the-art approaches.
1.1 Related work
Instantiation techniques for SMT have been studied extensively. Heuristic in-
stantiation based on E -matching of selected triggers was introduced by Detlefs
et al. [17]. A highly efficient implementation of E -matching was presented by de
Moura and Bjørner [12]; it relies on elaborated indexing techniques and genera-
tion of machine code for optimizing performance. Rümmer uses triggers along-
side a classic tableaux method [26]. Trigger based instantiation unfortunately
produces many irrelevant instances. To tackle this issue, a goal-oriented instan-
tiation technique producing only useful instances was introduced by Reynolds et
al. [24]. CCFV shares resemblance with this algorithm, the search being based
on the structure of terms and a current model coming from the ground solver.
The approach here is however more powerful and more general, and somehow
subsumes this previous technique. Ge and de Moura’s model based quantifier in-
stantiation (MBQI) [19] provides a complete method for first-order logic through
successive derivation of conflicting instances to refine a candidate model for the
whole formula, including quantifiers. Thus it also allows the solver to find finite
models when they exist. Model checking is performed with a separate copy of the
ground SMT solver searching for a conflicting instance. Alternative methods for
model construction and checking were presented by Reynolds et al. [25]. Both
these model based approaches [19,25] allow integration of theories beyond equal-
ity, while CCFV for now only handles equality and uninterpreted functions.
Backeman and Rümmer solve the related problem of rigid E -unification
through encoding into SAT, using an off-the-shelf SAT solver to compute so-
lutions [5]. Our work is more in line with goal-oriented techniques as those by
Goubault [20] and Tiwari et al. [27]; congruence closure algorithms being very
efficient at checking solutions, we believe they can also be the core of efficient
algorithms to discover them. CCFV differs from those previous techniques no-
tably, since it handles disequalities and since the search for solutions is pruned
based on the structure of a ground model and is thus most suitable for an SMT
context.
2 Notations and basic definitions
We refer to classic notions of many-sorted first-order logic (e.g. by Baader and
Nipkow [1] and by Fitting [18]) as the basis for notations in this paper. Only the
most relevant are mentioned.
A first-order language is a tuple L = 〈S,X ,P,F , sort〉 in which S, X , P and
F are disjoint enumerable sets of sort, variable, predicate and function symbols,
respectively, and sort : X ∪ F ∪ P → S+ is a function assigning sorts, according
to the symbols’ arities. Nullary functions and predicates are called constants and
propositions, respectively. Formulas and terms are generated in a well-sorted
manner by
t ::= x | f(t, . . . , t) ϕ ::= t ' t | p(t, . . . , t) | ¬ϕ | ϕ ∨ ϕ | ∀x1 . . . xn. ϕ
in which x, x1, . . . , xn ∈ X , p ∈ P and f ∈ F . The predicate symbol ' stands
for equality. The terms in a formula ϕ are denoted by T(ϕ). In a function or
predicate application, the symbol being applied is referred as the term’s top
symbol. The free variables of a formula ϕ are denoted by FV(ϕ). A formula or
term is ground iff it contains no variables. Whenever convenient, an enumeration
of symbols s1, . . . , sn will be represented as s.
A substitution σ is a mapping from variables to terms. The application of σ
to the formula ϕ (respectively the term t) is denoted by ϕσ (tσ). The domain
of σ is the set dom(σ) = {x | x ∈ X and xσ 6= x}, while the range of σ is
ran(σ) = {xσ | x ∈ dom(σ)}. A substitution σ is ground iff every term in ran(σ)
is ground and acyclic iff, for any variable x, x does not occur in xσ . . . σ. For an
acyclic substitution, σ? is the fixed point substitution of σ.
Given a set of ground terms T closed under the subterm relation and a
congruence relation ' on T, a congruence over T is a subset of {s ' t | s, t ∈ T}
closed under entailment. The congruence closure (CC, for short) of a set of
equations E on a set of terms T is the least congruence on T containing E.
Given a consistent set of equality literals E, two terms t1, t2 are said congruent
iff E |= t1 ' t2 and disequal iff E |= t1 6' t2. The congruence class in T of a
given term is the set of terms in T congruent to it. The signature of a term is
the term itself for a nullary symbol, and f(c1, . . . cn) for a term f(t1, . . . tn) with
ci being the class of ti. The signature class of t is a set [t]E containing one and
only one term in the class of t for each signature. Notice that the signature class
of two terms in the same class is the same set of terms, and is a subset of the
congruence class. We drop the subscript in [t]E when E is clear from the context.
The set of signature classes of E on a set of terms T is Ecc = {[t] | t ∈ T}.
3 E-ground (dis)unification
For simplicity, and without loss of generality, we consider formulas in Skolem
form, with all quantified subformulas being quantified clauses; we also assume
all atomic formulas are equalities. SMT solvers proceed by enumerating the
models for the propositional abstraction of the input formula, i.e. the formula
obtained by replacing every atom and quantified subformula by a proposition.
Such a model of the propositional abstraction corresponds to a set E ∪Q, in
which E and Q are conjunctive sets of ground literals and quantified formulas,
respectively. If E ∪Q is consistent, all of its models also satisfy the input formula;
if not, a new candidate model is derived. The ground SMT solver first checks
the satisfiability of E, and, if it is satisfiable, proceeds to reason on the set of
quantified formulas Q. Ground instances I are derived from Q, and subsequently
the satisfiability of E ∪ I is checked. This is repeated until either a conflict is
found, and a new model for the propositional abstraction must be produced,
or no more instantiations are possible. Of course, the whole process might not
terminate and the solver might loop indefinitely.
In this approach, a central problem is to determine which instances I to
derive. Section 5 shows that the problem of finding instances via existing instan-
tiation techniques can be reduced to the problem of E-ground (dis)unification.
Definition 1 (E-ground (dis)unification). Given two finite sets of equality
literals E and L, E being ground, the E-ground (dis)unification problem is that
of finding substitutions σ such that E |= Lσ.
E-ground (dis)unification can be recast as the classic problem of (non-simul-
taneous) rigid E -unification (transformation proof in Appendix B of [6]), i.e.
computing substitutions σ such that Eeqσ |= sσ ' tσ, in which Eeq is a set of
equations and s, t are terms. Rigid E -unification has been studied extensively in
the context of automated theorem proving [2,10,15]. In particular, its intrinsic
relation with congruence closure has been investigated by Goubault [20] and
Tiwari et al. [27], in which variations of the classic procedure are integrated
with first-order rewriting techniques and the search for solutions is guided by
the structure of the terms. We build on these ideas to develop our method for
solving E-ground (dis)unification, as discussed in Section 4.
Example 1. Consider the sets E = {f(a) ' f(b), h(a) ' h(c), g(b) 6' h(c)} and
L = {h(x1) ' h(c), h(x2) 6' g(x3), f(x1) ' f(x3), x4 ' g(x5)}. A solution for
their E-ground (dis)unification problem is{x1 7→ a, x2 7→ c, x3 7→ b, x4 7→ g(x5)}.
The above example shows that x5 can be mapped to any term; this E-
ground (dis)unification problem has infinitely many solutions. However, here,
like in general,1 the set of all solutions can be finitely represented:
Theorem 1. Given an E-ground (dis)unification problem, if a substitution σ
exists such that E |= Lσ, then there is an acyclic substitution σ′ such that
ran(σ′) ⊆ T(E ∪ L), σ′? is ground, and E |= Lσ′?.
Proof. The proof can be found in Appendix A of [6]. ut
As a corollary, the problem is in NP: it suffices indeed to guess an acyclic substi-
tution with ran(σ′) ⊆ T(E ∪ L), and check (polynomially) that it is a solution.
The problem is also NP-hard, by reduction of 3-SAT (Appendix C of [6]). As our
experiments show, however, a concrete algorithm effective in practice is possible.
1 It is assumed, without loss of generality, that T(E ∪L) contains at least one ground
term of each sort in E ∪ L.
4 Congruence Closure with Free Variables
In this section we describe a calculus to find each substitution σ solving an
E-ground (dis)unification problem E |= Lσ. This calculus, Congruence Closure
with Free Variables (CCFV), uses a congruence closure algorithm as a core
element to guide the search and build solutions. It proceeds by building a set
of equations Eσ such that E ∪ Eσ |= L, in which Eσ corresponds to a solution
substitution, built step by step, by decomposing L in a top-down manner into
sets of simpler constraints.
Example 2. Considering again E and L as in Example 1, the calculus should
find σ such that
f(a) ' f(b), h(a) ' h(c), g(b) 6' h(c)
|= (h(x1) ' h(c) ∧ h(x2) 6' g(x3) ∧ f(x1) ' f(x3) ∧ x4 ' g(x5))σ
For L to be entailed by E ∪ Eσ, each of its literals contributes to equations in
Eσ in the following manner:
– h(x1) ' h(c): either x1 ' c or x1 ' a belongs to Eσ;
– h(x2) 6' g(x3): either x2 ' c ∧ x3 ' b or x2 ' a ∧ x3 ' b belongs to Eσ;
– f(x1) ' f(x3): either x1 ' x3 or x1 ' a∧x3 ' b or x1 ' b∧x3 ' a must be
in Eσ;
– x4 ' g(x5): the literal itself must be in Eσ.
One solution is thus Eσ = {x1 ' a, x2 ' a, x3 ' b, x4 ' g(x5)}, corresponding
to the acyclic substitution σ = {x1 7→ a, x2 7→ a, x3 7→ b, x4 7→ g(x5)}. Notice
that, for any ground term t ∈ T(E ∪ L), σg = σ ∪ {x5 7→ t} is such that
ran(σg) ⊆ T(E ∪ L), σg? is ground, and E |= Lσg?.
4.1 The calculus
Given an E-ground (dis)unification problem E |= Lσ, the CCFV calculus com-
putes the various possible Eσ corresponding to a coverage of all substitution
solutions, i.e. such that E ∪ Eσ |= L. We describe the calculus as a set of rules
that operate on states of the form Eσ E C, in which C is a (disjunctive normal
form) formula stemming from the decomposition of L into simpler constraints,
and Eσ is a conjunctive set of equalities representing a partial solution. Start-
ing from the initial state ∅ E L, the right side of the state is progressively
decomposed, whereas the left side is step by step augmented with new equali-
ties building the candidate solution. Example 2 shows that, for a literal to be
entailed by E ∪ Eσ, sometimes several solutions Eσ exist, thus the calculus in-
volves branching. To simplify the presentation, the rules do not apply branching
directly, but build disjunctions on the right part of the state, those disjunctions
later leading to branching. A branch is closed when its constraint is decomposed
into either ⊥ or >. The latter are branches for which E ∪ Eσ |= L holds.
The set of CCFV derivation rules is presented in Table 1; t stands for a
ground term, x, y for variables, u for non-ground terms, u1, . . . , un for terms
such that at least one is non-ground and s, s1, . . . , sn for terms in general. Rules
are applied top-down, the symmetry of equality being used implicitly. Each rule
simplifies the constraint of the right hand side of the state, and as a consequence
any derivation strategy is terminating (Theorem 2).
When an equality is added to the left hand side of a state Eσ E C (rule
Assign), the constraint C is normalized with respect to congruence closure to
reflect the assignments to variables. That is, all terms in C are representatives
of classes in the congruence closure of E ∪ Eσ. We write
rep(x) =
{
some chosen y ∈ [x]Eσ if all terms in [x]Eσ are variables
rep(f(s)) otherwise, for some f(s) ∈ [x]Eσ
rep(f(s1, . . . , sn)) =
{
f(s1, . . . , sn) if f(s1, . . . , sn) is ground
f(rep(s1), . . . , rep(sn)) otherwise
and write rep(C) to denote the result of applying rep on both sides of each literal
s ' s′ or s 6' s′ in C. The above definition of rep leaves room for some choice of
representative, but soundness and completeness are not impacted by the choice.
What actually matters is whether the representative is a variable, a ground term
or a non-ground function application. The Assign rule adds equations from the
right side of the state into the tentative solution in the left side of the state: it
extends Eσ with the mapping for a variable. Because C is replaced by rep(C),
one variable (either x, or s if it is a variable) disappears from the right side.
The other rules can be divided into two categories. First are the branching
rules (U var through R gen), which enumerate all possibilities for deriving the
entailment of some literal from C. For example, the rule U comp enumerates
the possibilities for which a literal of the form f(u1, . . . , un) ' f(s1, . . . , sn) is
entailed, which may be either due to syntactic unification, since both terms have
the same top symbol, or by matching f -terms occurring in the same signature
class of Ecc. Second are the structural rules (Split, Fail and Yield), which
create or close branches. Split creates branches when there are disjunctions in
the constraint. Fail closes a branch when it is no longer possible to build on the
current solution to entail the remaining constraints. Yield closes a branch when
all remaining constraints are already entailed by E ∪ Eσ, with Eσ embodying
a solution for the given E-ground (dis)unification problem. Theorems 3 and 4
state the correctness of the calculus.
If a branch is closed with Yield, the respective Eσ defines a substitution
σ = {x 7→ rep(x) | x ∈ FV(L)}. The set Sols(Eσ) of all ground solutions
extractable from Eσ is composed of substitutions σg which extend σ by mapping
all variables in ran(σ?) into ground terms in T(E ∪ L), s.t. each σg is acyclic,
σ?g ground and E |= Lσ?g .
4.2 A strategy for the calculus
A possible derivation strategy for CCFV, given an initial state ∅ E L, is to
apply the sequence of steps described below at each state Eσ E C. Let sel be
a function that selects a literal from a conjunction according to some heuristic,
Eσ E x ' s ∧ C
Assign
Eσ ∪ {x ' s} E rep(C) if x 6∈ FV(s)





(x ' t ∧ u1 ' t1 ∧ · · · ∧ un ' tn ∧ C)
if x ∈ FV(f(u1, . . . , un))
Eσ E f(u1, . . . , un) ' f(s1, . . . , sn) ∧ C
U comp






u1 ' t1 ∧ · · · ∧ un ' tn∧
s1 ' t′1 ∧ · · · ∧ sn ' t′n ∧ C
)









u1 ' t1 ∧ · · · ∧ un ' tn∧
s1 ' t′1 ∧ · · · ∧ sm ' t′m ∧ C
)
if f 6= g





(x ' t1 ∧ y ' t2 ∧ C)









(x ' t ∧ s1 ' t′1 ∧ · · · ∧ sn ' t′n ∧ C)










u1 ' t1 ∧ · · · ∧ un ' tn∧
s1 ' t′1 ∧ · · · ∧ sm ' t′m ∧ C
)
Eσ E C1 ∨ C2
Split








if no other rule can be applied; or
C is a conjunction and E 6|= `, for some ground ` ∈ C
Table 1: The CCFV calculus in equational FOL. E is fixed from a problem E |= Lσ.
such as selecting first literals with less variables or literals whose top symbols
have less ground signatures in Ecc. The result of sel is denoted selected literal.
Since no two rules can be applied on the same literal, the function sel effectively
enforces an order on the application of the rules.
1. Select branch: While C is a disjunction, apply Split and consider the left-
most branch, by convention.
2. Simplify constraint : Apply the rule for which sel(C) is amenable.
3. Discard failure: If Fail was applied or a branching rule had the empty dis-
junction as a result, discard this branch and consider the next open branch.
4. Mark success: If all remaining constraints in the branch are entailed by
E ∪ Eσ, apply Yield to mark the successful branch and then consider the
next open branch.
A solution σ for the E-ground (dis)unification problem E |= Lσ can be extracted
at each branch terminated by the Yield rule (Corollary 1).
Example 3. Consider again E and L as in Example 1. The set of signature classes
of E is
Ecc = {{a}, {b}, {c}, {f(a), f(b)}, {h(a), h(c)}, {g(b)}}
and the disequalities entailed by E are g(b) 6' h(c) and g(b) 6' h(a).
Let sel select the literal in C with the minimum number of variables. The
derivation tree produced by CCFV for this problem is shown below. Selected lit-
erals are underlined. Disjunctions and the application of Split are kept implicit
to simplify the presentation, as is the handling of x4 ' g(x5). Its entailment
does not relate with the other literals in L and it can be handled by an early
application of Assign.
∅ E h(x1) ' h(c) ∧ h(x2) 6' g(x3) ∧ f(x1) ' f(x3)
UcompA B
Since from h(x1) ' h(c) leads to the constraints x1 ' c ∨ x1 ' a and a subse-
quent splitting of the derivation, A is
∅ E x1 ' c ∧ h(x2) 6' g(x3) ∧ f(x1) ' f(x3)
Assign
{x1 ' c} E h(x2) 6' g(x3) ∧ f(c) ' f(x3)
Ucomp
{x1 ' c} E h(x2) 6' g(x3) ∧ x3 ' c
Assign
{x1 ' c, x3 ' c} E h(x2) 6' g(c)
Rgen
{x1 ' c, x3 ' c} E ⊥
Fail
{x1 ' c, x3 ' c} E ⊥
and B is
∅ E x1 ' a ∧ h(x2) 6' g(x3) ∧ f(x1) ' f(x3)
Assign
{x1 ' a} E h(x2) 6' g(x3) ∧ f(a) ' f(x3)
Ucomp
{x1 ' a} E h(x2) 6' g(x3) ∧ x3 ' a
Assign
{x1 ' a, x3 ' a} E h(x2) 6' g(a)
Rgen
{x1 ' a, x3 ' a} E ⊥
Fail
{x1 ' a, x3 ' a} E ⊥
{x1 ' a} E h(x2) 6' g(x3) ∧ x3 ' b
Assign
{x1 ' a, x3 ' b} E h(x2) 6' g(b)
Rgen
C1 C2
with C1 and C2 resulting from the disjunction x2 ' a ∨ x2 ' c derived from
h(x2) ' g(b):
{x1 ' a, x3 ' b} E x2 ' a
Assign
{x1 ' a, x2 ' a, x3 ' b} E >
Yield
{x1 ' a, x2 ' a, x3 ' b} E >
{x1 ' a, x3 ' b} E x2 ' c
Assign
{x1 ' a, x2 ' c, x3 ' b} E >
Yield
{x1 ' a, x2 ' c, x3 ' b} E >
Solutions are produced by both C1 and C2, differing only on the assignment to
x2, with the solution Eσ = {x1 ' a, x2 ' a, x3 ' b, x4 ' g(x5)} from C1
corresponding to the same Eσ respecting the entailment conditions shown in
Example 2.
4.3 Correctness of CCFV
Theorem 2 (Termination). All derivations in CCFV are finite.
Proof (sketch). The width of any split rule is always finite. It then suffices to
show that the depth of the tree is bounded. For simplicity, but without any
fundamental effect on the proof, let us assume that all rules but Split apply on
conjunctions. Let d(C) be the sum of the depths of all occurrences of variables
in the literals of the conjunction C. The Assign rule decreases the number of
variables of C. The Fail and Yield rules close a branch. All remaining rules from
Eσ E C to E′σ E C
′
1∨· · ·∨C ′n decrease d, i.e. d(C) > d(C ′1), . . . , d(C) > d(C ′n).
At each node, d(C) or the number of variables in C are decreasing, except at the
Split steps. Since no branch can contain infinite sequences of Split applications,
the depth is always finite. ut
Lemma 1. Given a computed solution Eσ for an E-ground (dis)unification
problem E |= Lσ, each σg ∈ Sols(Eσ) is an acyclic substitution such that
ran(σg) ⊆ T(E ∪ L) and σ?g is ground.
Proof (sketch). The proof can be found in Appendix D of [6]. ut





and any ground substitution σ, E |= ({C} ∪ Eσ)σ iff E |= ({C ′} ∪ E′σ)σ.
Proof (sketch). The proof can be found in Appendix D of [6]. ut
Theorem 3 (Soundness). Whenever a branch is closed with Yield, every
σg ∈ Sols(Eσ) is s.t. E |= Lσ?g .
Proof (sketch). Consider an arbitrary substitution σg ∈ Sols(Eσ) at the ap-
plication of Yield. Lemma 1 ensures that σ?g is ground. Thanks to the side
condition of the Yield rule and of the construction of σ?g , E |= ({C} ∪ Eσ)σ?g at
the leaf. Then, thanks to Lemma 2, E |= ({C} ∪ Eσ)σ?g also holds at the root,
in which C = L and Eσ = ∅. Thus E |= Lσ?g . ut
Theorem 4 (Completeness). Let σ be a solution for an E-ground (dis)unifi-
cation problem E |= Lσ. Then there exists a derivation tree starting on ∅ E L
with at least one branch closed with Yield s.t. σg ∈ Sols(Eσ) and E |= Lσ?g .
Proof (sketch). By Theorem 1, there is an acyclic substitution σg corresponding
to σ such that ran(σg) ⊆ T(E ∪ L), σ?g is ground and E |= Lσ?g . Lemma 2
ensures that all rules in CCFV preserve the entailment conditions according to
ground substitutions, therefore there is a branch in the derivation tree starting
from ∅ E L whose leaf is Eσ E > and σg ∈ Sols(Eσ). ut
Corollary 1 (CCFV decides E-ground (dis)unification). Any derivation
strategy based on the CCFV calculus is a decision procedure to find all solutions
σ for the E-ground (dis)unification problem E |= Lσ.
5 Relation to instantiation techniques
Here we discuss how different instantiation techniques for evaluating a candidate
model E ∪Q can be related with E-ground (dis)unification and thus integrated
with CCFV.
5.1 Trigger based instantiation
The most common instantiation technique in SMT solving is a heuristic one:
its search is based solely on E -matching of selected triggers [12,17,26], without
further semantic criteria. A trigger T for a quantified formula ∀x. ψ ∈ Q is a
set of terms f1(s1), . . . , fn(sn) ∈ T(ψ) s.t. {x} ⊆ FV(f1(s1))∪ · · · ∪FV(fn(sn)).
Instantiations are determined by E -matching all terms in T with terms in T(E),
such that resulting substitutions allow instantiating ∀x. ψ into ground formulas.
Computing such substitutions amounts to solving the E-ground (dis)unification
problem
E |= (f1(s1) ' y1 ∧ · · · ∧ fn(sn) ' yn)σ
with the further restriction that σ is acyclic, ran(σ) ⊆ T(E∪L) and σ is ground.
This forces each yi to be grounded into a term in T(E), thus enumerating all
possibilities for E -matching fi(si).
2 The desired instantiations are obtained by
restricting the found solutions to x.
Example 4. Consider the sets E = {f(a) ' g(b), h(a) ' b, f(a) ' f(c)} and
Q = {∀x. f(x) 6' g(h(x))}. Triggers from Q are T1 = {f(x)}, T2 = {h(x)},
T3 = {f(x), g(h(x))} and so on. The instantiations from those triggers are de-
rived from the solutions yielded by CCFV for the respective problems:
– E |= (f(x) ' y)σ, solved by substitutions σ1 = {y 7→ f(a), x 7→ a} and
σ2 = {y 7→ f(c), x 7→ c}
– E |= (h(x) ' y)σ, solved by σ = {y 7→ h(a), x 7→ a}
– E |= (f(x) ' y1 ∧ g(h(x)) ' y2)σ, by σ = {y1 7→ f(a), y2 7→ g(b), x 7→ a}
2 For CCFV to generate such solutions it is sufficient to add the side condition to
Assign that s is a variable or a ground term and to remove the side condition of
U var. This will lead to the application of U var in each fi(s1) ' yi.
Discarding entailed instances Trigger-based instantiation may produce in-
stances which are already entailed by the ground model. Such instances most
probably will not contribute to the solving, so they should be discarded. Check-
ing this, however, is not straightforward with pre-processing techniques. CCFV,
on the other hand, allows it by simply checking, given an instantiation σ for a
quantified formula ∀x. ψ, whether there is a literal ` ∈ ψ s.t. E ∪ Eσ |= `, with
Eσ = {x ' xσ | x ∈ dom(σ)}.
5.2 Conflict based instantiation
A goal-oriented instantiation technique was introduced by Reynolds et al. [24] to
provide fewer and more meaningful instances. Quantified formulas are evaluated,
independently, in search for conflicting instances: for each quantified formula
∀x. ψ ∈ Q, only instances ψσ for which E ∪ ψσ is unsatisfiable are derived. Such
instances force the derivation of a new candidate model E ∪ Q for the formula.
Finding a conflicting instance amounts to solving the E-ground (dis)unification
problem
E |= ¬ψσ, for some ∀x. ψ ∈ Q
since ¬ψ is a conjunction of equality literals. Differently from the algorithm
shown in [24], CCFV finds all conflicting instantiations for a given quantified
formula.
Example 5. Let E and Q be as in Example 4. Applying CCFV in the problem
E |= (f(x) ' g(h(x)))σ
leads to the sole conflicting instantiation σ = {x 7→ a}.
Propagating equalities As discussed in [24], even when the search for con-
flicting instances fails it is still possible to “propagate” equalities. Given some
¬ψ = `1 ∧ · · · ∧ `n, let σ be a ground substitution s.t. E |= `1σ ∧ · · · ∧ `k−1σ
and all remaining literals `kσ, . . . , `nσ not entailed are ground disequalities with
(T(`k) ∪ · · · ∪T(`n)) ⊆ T(E). The instantiation ∀x. ψ → ψσ introduces a dis-
junction of equalities constraining T(E). CCFV can generate such propagating
substitutions if the side conditions of Fail and Yield are relaxed w.r.t. ground
disequalities whose terms occur in T(E) and originally had variables: the former
is not applied based on them and the latter is if all other literals are entailed.
Example 6. Consider E = {f(a) ' t, t′ ' g(a)} and ∀x. f(x) 6' t ∨ f(x) ' g(x).
When applying CCFV in the problem
E |= (f(x) ' t ∧ f(x) 6' g(x))σ
to entail the first literal a candidate solution Eσ = {x ' a} is produced. The
second literal would then be normalized to f(a) 6' g(a), which would lead to
the application of Fail, since it is not entailed by E. However, as it is a dise-
quality whose terms are in T(E) and originally had variables, the rule applied
is Yield instead. The resulting substitution σ = {x 7→ a} leads to propagating
the equality f(a) ' g(a), which merges two classes previously different in Ecc.
5.3 Model based instantiation (MBQI)
A complete instantiation technique was introduced by Ge and de Moura [19].
The set E is extended into a total model, each quantified formula is evaluated in
this total model, and conflicting instances are generated. The successive rounds
of instantiation either lead to unsatisfiability or, when no conflicting instance
is generated, to satisfiability with a concrete model. Here we follow the model
construction guidelines by Reynolds et al. [25].
A distinguished term eτ is associated to each sort τ ∈ S. For each f ∈ F
with sort 〈τ1, . . . , τn, τ〉 a default value ξf is defined such that
ξf =
{
f(t1, . . . , tn) ∈ T(E) if [t1] = [eτ1 ], . . . , [tn] = [eτn ]
some t ∈ T(E) otherwise
The extension Etot is built s.t. all fresh ground terms which might be consid-
ered when evaluating Q are in its congruence closure, according to the respective
default values; and all terms in T(E) not asserted equal are explicitly asserted
disequal, i.e.
Etot = E ∪
⋃
t1,t2∈T(E)
{t1 6' t2 | E 6|= t1 ' t2}⋃
∀x. ψ∈Q,t∈T(E)
{
f(s)σ ' ξf σ = {x 7→ t}, f(s) ∈ T(ψ) and
f(s)σ is not in the CC of E.
}
As before, finding conflicting instances amounts to solving the E-ground
(dis)unification problem
Etot |= ¬ψσ, for some ∀x. ψ ∈ Q
Example 7. Let E = {f(a) ' g(b), h(a) ' b}, Q = {∀x. f(x) 6' g(x), ∀xy. ψ}
and e = a, with all terms having the same sort. The computed default values
of the function symbols are ξf = f(a), ξg = a, ξh = h(a). For simplicity, the
extension Etot is shown explicitly only for ∀x. f(x) 6' g(x),
Etot = E ∪ {a 6' b, a 6' f(a), b 6' f(a)}
∪ {f(b) ' f(a), f(f(a)) ' f(a), g(a) ' a, g(f(a)) ' a} ∪ {. . . }
Applying CCFV in
{. . . , f(a) ' g(b), f(b) ' f(a), . . . } |= f(x) ' g(x)σ
leads to a conflicting instance with σ = {x 7→ b}. Notice that it is not necessary
to explicitly build Etot, which can be quite large. Terms can be defined lazily
as they are required by CCFV for building potential solutions.
6 Implementation and Experiments
CCFV has been implemented in the veriT [11] and CVC4 [7] solvers. As is com-
mon in SMT solvers, they make use of an E -graph to represent the set of signa-
ture classes Ecc and efficiently check ground entailment.3 Indexing techniques
for fast retrieval of candidates are paramount for a practical procedure, so Ecc
is indexed by top symbols. Each function symbol points to all their related sig-
natures. They are kept sorted by congruence classes to allow binary search when
retrieving all signatures with a given top symbol congruent to a given term. To
quickly discard classes without signatures with a given top symbol, bit masks
are associated to congruence classes: each symbol is assigned an arbitrary bit,
and the mask for the class is the set of all bits of the top symbols. Another
important optimization is to minimize E, since the candidate model E ∪Q pro-
duced by the SAT solver and guiding the instantiation is generally not minimal.
A minimal partial model (a prime implicant) for the CNF is computed in linear
time [16], and this model is further reduced to circumvent the effect of the CNF
transformation, using a process similar to the one described by de Moura and
Bjørner [12] for relevancy.
During rule application, matching a term f(u) with a ground term f(t) fails
unless all the ground arguments are pairwise congruent. Thus after an assign-
ment, if an argument of a term f(u) in a branching constraint becomes ground,
it can be checked whether there is a ground term f(t) ∈ T(E) s.t., for every
ground argument ui, E |= ui ' ti. If no such term exists and f(u) is not in a
literal amenable for U comp, the branch can be eagerly discarded. For this tech-
nique, a dedicated index for each function symbol f maps tuples of pairs, with a
ground term and a position, 〈(t1, i1), . . . , (tk, ik)〉 to all signatures f(t′1, . . . , t′n)
in Ecc s.t. E |= t1 ' t′i1 , . . . , E |= tk ' t
′
ik
, i.e. all signatures whose arguments,
in the respective positions, are congruent with the given ground terms.
Experiments Here we evaluate the impact of optimizations and instantiation
techniques based on CCFV over previous versions and compare them against
the state-of-the-art instantiation based solver Z3 [14]. Different configurations
are identified in this section according to which techniques and algorithms they
have activated:
t : trigger instantiation through CCFV;
c : conflict based instantiation through CCFV;
e : optimization for eagerly discarding branches with unmatchable applications;
d : discards already entailed trigger based instances (as in 5.1)
The configuration verit refers to the previous version of veriT, which only
offered support for quantified formulas through näıve trigger instantiation, with-
out further optimizations. The configuration cvc refers to version 1.5 of CVC4,
which applies t and c by default, as well as propagation of equalities. Both
implementations of CCFV include efficient term indexing and apply a simple
3 Currently the ground congruence closure procedures are not closed under entailment
w.r.t. disequalities. E.g. g(f(a), h(b)) 6' g(f(b), h(a)) ∈ E does not lead to the addi-
tion of a 6' b to the data structure. A complete implementation of CCFV requires




































(b) cvc+d vs. cvc
Fig. 1: Improvements in veriT and CVC4
selection heuristic, checking ground and reflexive literals first but otherwise con-
sidering the conjunction of constraints as a queue. The evaluation was made on
the UF, UFLIA, UFLRA and UFIDL categories of SMT-LIB [9], with 10 495
benchmarks annotated as unsatisfiable, mostly stemming for verification and
ITP platforms. The categories with bit vectors and non-linear arithmetic are
currently not supported by veriT and in those in which uninterpreted functions
are not predominant the techniques shown here are not as effective. Our exper-
iments were conducted using machines with 2 CPUs Intel Xeon E5-2630 v3, 8
cores/CPU, 126GB RAM, 2x558GB HDD. The timeout was set for 30 seconds,
since our goal is evaluating SMT solvers as back-ends of verification and ITP
platforms, which require fast answers.
Figure 1 exhibits an important impact of CCFV and the techniques and op-
timizations built on top of it. verit+t performs much better than verit, solely
due to CCFV. cvc+d improves significantly over cvc, exhibiting the advan-
tage of techniques based on the entailment checking features of CCFV. The
comparison between the different configurations of veriT and CVC4 with the
SMT solver Z3 (version 4.4.2) is summarized in Table 2, excluding categories
whose problems are trivially solved by all systems, which leaves 8 701 problems
for consideration. verit+tc shows further improvements, solving approximately
the same number of problems as Z3, although mostly because of the better per-
formance on the sledgehammer benchmarks, containing less theory symbols. It
also performs best in the grasshopper families, stemming from the heap verifica-
tion tool GRASShopper [23]. Considering the overall performance, both cvc+d
and cvc+e solve significantly more problems than cvc, specially in benchmarks
from verification platforms, approaching the performance of Z3 in these fami-
lies. Both these techniques, as well as the propagation of equalities, are fairly
important points in the performance of CVC4, so their implementation is a clear
direction for improvements in veriT.
Logic Class Z3 cvc+d cvc+e cvc verit+tc verit+t verit
UF
grasshopper 418 411 420 415 430 418 413
sledgehammer 1249 1438 1456 1428 1265 1134 1066
UFIDL all 62 62 62 62 58 58 58
UFLIA
boogie 852 844 834 801 705 660 661
sexpr 26 12 11 11 7 5 5
grasshopper 341 322 326 319 357 340 335
sledgehammer 1581 1944 1953 1929 1783 1620 1569
simplify 831 766 706 705 803 735 690
simplify2 2337 2330 2292 2286 2304 2291 2177
Total 7697 8129 8060 7956 7712 7261 6916
Table 2: Instantiation based SMT solvers on SMT-LIB benchmarks
7 Conclusion and Future Work
We have introduced CCFV, a decision procedure for E-ground (dis)unification,
and shown how the main instantiation techniques of SMT solving may be based
on it. Our experimental evaluation shows that CCFV leads to significant im-
provements in the solvers CVC4 and veriT, making the former surpass the state-
of-the-art in instantiation based SMT solving and the latter competitive in sev-
eral benchmark libraries. The calculus presented is very general, allowing for
different strategies and optimizations, as discussed in previous sections.
A direction for improvement is to use lemma learning in CCFV, in a similar
manner as SAT solvers do. When a branch fails to produce a solution and is dis-
carded, analyzing the literals which led to the conflict can allow backjump rather
than simple backtracking, thus further reducing the solution search space. The
Complementary Congruence Closure introduced by Backeman and Rümmer [4]
could be extended to perform such an analysis.
Like other main instantiation techniques in SMT, the framework here focuses
on the theory of equality only. Extensions to first-order theories such as arith-
metic are left for future work. The implementation of MBQI based on CCFV,
whose theoretical suitability we outlined, is left for future work as well. An-
other possible extension of CCFV is to handle rigid E -unification, so it could
be applied in techniques such as BREU [5]. This amounts to have non-ground
equalities in E, so it is not trivial. It would, however, allow integrating an efficient
goal-oriented procedure into E -unification based calculi.
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