3D meshes generated by acquisition devices such as laser range scanners often contain holes due to occlusion, etc. In practice, these holes are extremely geometrically and topologically complex. We propose a heuristic hole filling technique using particle systems to fill complex holes with arbitrary topology in 3D meshes. Our approach includes the following steps: hole identification, base surface creation, particle distribution, triangulation, and mesh refinement. We demonstrate the functionality of the proposed surface retouching system on synthetic and real data.
Introduction
The development and improvement of 3D data acquisition devices such as laser rangefinders allow one to digitize the shape of physical objects with high accuracy and resolution. However, these scanned models often contain missing areas (holes) due to occlusion or unfavorable surface reflectance properties. Because many applications require watertight models, surface reconstruction is necessary for filling these holes in scanned models. In practice, holes are geometrically and topologically extremely complex. For example, holes sometimes contain scattered parts of meshes within themselves, so called islands, or a missing area of a geometry model is not small enough to be recovered by triangulations. Fig. 1 shows an example of the potential problems (see the area enclosed by yellow line). In the model, complex holes, spread over a large area with islands, can be seen.
There are several previous works, which proposed hole filling algorithms based on triangulation methods. In fact, some reconstruction methods almost solve the problem. For instance, a noise-resistant algorithm (1) for reconstructing a watertight surface from point cloud data, presented by Kolluri et al., ignores undersampled regions. Nevertheless, some examples show undersampled areas, which still exhibit a need for improvement by surface retouching or enrichment algorithms. The problem of triangulation of an arbitrary 3D polygon defining a hole does not have a theoretical solution (triangulation can not produce a continuous surface because of self-intersection of triangles), and in fact, this is a NP-complete problem whose computation time increases with number of hole nodes.
The problem of finding the topological connectivity of holes also does not have a theoretical solution. In practice, the notion of what constitutes a hole is The problem of hole filling can be considered as follows: given an unstructured triangular mesh of a closed surface, defined as a set of vertices and a set of oriented triangles that join these vertices, we are looking for a solution of bridge-like surfaces covering hole regions.
The desirable hole filling system, from the point-of-view of the user, should meet the following properties:
• be automatic and preserve the original surface, • provide natural integration of reconstructed area with surrounding geometry, • be applicable to complex holes with arbitrary topology including islands, • for isotropic meshes, construct meshes with triangles as similar to equilateral as possible (aspect ratio (AR) condition).
The main contribution of the paper is to give a complete account of an heuristic method for filling holes in triangular meshes with arbitrary topology (multiple islands) in 3D surface meshes. The main technique implemented in our algorithm for sampling hole regions is a particle system. Particles move around the inside region of the hole and find islands if present. Given a model, the algorithm begins by creating an implicit surface, which approximates the surface of the missing area smoothly according to interpolation based on radial basis functions (RBF). For each hole, the following steps are applied:
• Using a particle system, point clouds are distributed on the implicit surface.
• Constrained Delaunay triangulation is applied to the inner points of the holes, and newly generated patches are integrated into the original surface. To merge a newly generated mesh to the original surface in a natural fashion, we adopt the incremental local mesh refinement to the new mesh. This process expands features of the original model into the inner area of a hole. 
Related Work
For creating watertight models, methods of surface reconstruction from scattered points by interpolation were proposed in last decade (2) (3) (4) (5) (6) . These surface reconstruction methods often include the hole filling problem. The methods treat holes as regions with low sampling density and can create surfaces in missing or sparse regions of the model according to approximation features of the algorithms. With reconstruction methods becoming a standard way of geometry modeling, several efforts have recently been explicitly dedicated to the problem of hole filling. Point-based graphics has become an active research area recently, see (7) (8) and references therein. Sharf et al. (9) repair missing areas by copying patches from a valid region of a given surface. The method extends the geometric characteristics around the filled region to the filled surface, exhibiting extremely good results of surface retouching. Nevertheless, the restoration results depend on the choice of user-defined parameters, and the context-based surface completion is applied for only point-based models. In (10) , a novel surface content completion framework, which can repair both shape and appearance of incomplete point set inputs, has been developed. The authors use local parameterizations to align patches in order to extract their curvature-driven digital signature and to solve a PDE on 2D domain for warping the patch to cover the hole region. Polygonal representations are widely used in various areas. In some applications, it is important to preserve the initial mesh topology; moreover, in finite element analysis (FEA), computational meshes, which satisfy certain conditions such as a "good" AR, are preferable. Thus, we address the problem of hole filling for polygonal meshes with preserving given meshes and generating a reconstructed mesh satisfying AR parameters. We emphasize the fact that our approach is different from methods related to reconstruction of surfaces from scattered data by interpolation methods or point-based modeling.
There are several mesh-based approaches. Bischoff et al. (11) present a fully automatic technique for the restoration of polygon meshes with applications in architectural design. The technique generates a new triangle mesh, which approximates the original mesh as closely as possible; moreover, if the original data has gaps or holes that satisfy some predefined constraints, the algorithm fixes these gaps automatically by locally filling in surface patches. The problem of hole filling is, in fact, a long standing problem of Plateau: find a minimal surface spanned by a given closed boundary curve. An existing algorithm (12) of O(n 3 ) complexity extended in (13) fills simple holes in oriented connected manifold meshes, and
finally, mesh refinement and fairing processes are implemented. In theory, the problem of surface completion does not have a solution when the plane of the desirable triangulation is not planar. Further, the situation begins to deteriorate especially when the plane of triangulation is orthogonal to features in the hole boundary (so called, crenellation features). A good discussion of this problem and references therein can be found in (13) . Kojekine et al. (14) use a dynamic programming method to find a triangulation of a minimal surface with an additional constraint to satisfy a minimum deviation between generated triangles (to decrease a probability of triangle's intersections) and to stitch the boundary of a 3D polyhedron consisting of the n polygon edges. In practice, the method exhibits complexity times of O(n 3 ) to find a triangulation. Finally, a fairing process is adopted using a space-mapping technique. Real holes often contain islands. When the holes include islands, the triangulation based methods can not fill the holes successfully. In (13) (14) , the authors assume the given meshes do not have holes with islands. Unfortunately, the authors show surface retouching results only for synthetically generated data. Pfeifle and Seidel (15) use mesh refinement and fairing techniques to fill holes in piecewise polynomial surfaces after finding a spanning triangulation in 2D (parametric)
space. Levy (16) fills holes by extrapolating geometry boundaries in the 2D parameterized domain, optimizing an energy function. The method can be applied to models with multiple boundary components such as islands. However, the principal limitation of the method is that it can handle only non-closed surfaces.
There is a set of methods essentially based on a cloning technique, see, for instance, (18) . The method proposed in (18) fills a hole using mapping between an incomplete mesh and a template model. According to the template model with topology similar to the input mesh and mapping landmarks of the corresponding part established during the user interaction to specify marker vertices, the method provides the completion of topological and geometric information missing in the input mesh. However, the proposed technique does not have a theoretical ground and does not guarantee topologically correct surface reconstruction. Plus, the method depends on user interaction for selecting template models. We note that most approaches do not tackle complex holes with dozens or hundreds of islands. Davis et al. (19) address situations in which the holes are topologically complex and triangulation algorithms can not fill a hole with islands. Pioneering work (19) has addressed the problem of hole filling via isotropic diffusion of volumetric data. Iterative Gaussian convolution of some distance function to the known data is used to deal with non-simple holes. The holes are then filled by extending this function using a diffusion process until the zero set is watertight and the final surface is extracted using the Marching Cubes method. It seems this method will work for models with arbitrary topology and allows using data from various sources. However, because the method approximates the model by a signed distance function, the method does not preserve the original surface. The application of Willmore flow to surface restoration, allowing the restoration of a region in a suitable way, in particular providing C 1 -continuity at the region boundary, was considered in (20) (21) .
Recently, dozens of works devoted to the use of particle systems proposed in pioneering works (22) (23) (24) (25) (26) have been published. In many applications, particle systems are used as the method for sampling and controlling implicit surfaces. Starting from a seed particle, a surface can be sampled almost evenly. As a matter of fact, this is an alternative method for polygonization of implicit surfaces to such methods as the marching cubes, simplification and mesh refinement of a model etc. in (22) (24) (27) (28) (29) .
The main drawback of particle systems is that finding good convergence criterion is not easy. The main objective of (30) is to avoid the convergence problem by using pure geometric processing. The algorithm shows, in practice, rapid generation of particles; nevertheless, holes can appear on a surface. 2-D automatic mesh generation using dynamic bubble systems as it was proposed in the seminal paper (31) by Shimada and Gossard is widely used in CAD and FEM applications. Their meshing algorithm includes two main steps: simplification or extracting non-manifold geometry that allows using parametric surface representation and discretization of the geometry into mesh. In the second step, bubble packing is achieved by numerical integration of governing equations of motion. In our work, we avoid numerical integration of governing equations of motion and follow a traditional repulsion scheme and split-and-death criterion.
Algorithm
The proposed system fills holes of polygonal meshes through the five main stages: 1.
Hole identification 2.
Creating a base surface 3.
Particle distribution 4. Triangulation 5.
Mesh refinement
Details of these stages are described in the subsections below. These processes are not applied to small holes, and we assume number of boundary points is less than 20. They are filled by a simple 2D triangulation of points projected onto a local tangent plane during preor post-processing stages.
Hole Identification
Before the hole filling process, all holes in a model should be identified. The process, which finds a closed loop from boundary points (nodes belonging boundary edges), is as follows. One of the boundary points is selected (the seed point), and the boundary edges are traced until the seed point is found. If the trace reaches the seed point, then a closed loop is extracted. Until all border points are chosen, this pursuit process is continued, and then all closed loops can be identified.
We note that we use meshes scaled to the unit cube.
Radial Basis Functions as a Tool of Surface Interpolation
To interpolate the surface at the hole, we construct an implicit function of a given mesh. The surface defined by a zero set of the function is used for generating the base surface, where particles can be distributed. We use RBF interpolation to construct an implicit surface from unorganized points or polygonal meshes (4) (32) (5) .
To define the RBF interpolation, we use a decimated model derived from the given model. The simplified meshes can be produced by different simplification techniques such as progressive, quadric metrics, global error bound, etc. (see the freely available C++ class library (33) . We apply the both-side approach proposed in (32) and compactly supported radial basis functions (CSRBF) (34) , φ, expressed as follows:
is applied, where r is the Euclidean distance between two points.
The CSRBFs allow creating a sparse system of linear algebraic equations. To solve the system, we use Cholesky decomposition from the library (35) for solving large sparse linear systems. The problem of RBF interpolation is well-known and can be formulated as follows (36) .
Given the set of N distinct points Ω={p i } i (1,N) , p i є R 3 , and the set of corresponding values
The f(p) is chosen to be a radial basis function of the form
where To solve an under-determined system with N+Q unknowns and N equations, so-called natural additional constraints for the coefficient ω i are added in order to ensure orthogonality, so that 
where
,…,N, and k = 1,…,Q. Solving the linear system (5) determines ω i and ζ k ; hence, f(p) can be calculated.
Particle Distribution
To sample the implicit surface only inside the hole, we use a set of interacting particles, namely, a particle system. The particle system locates points on the surface uniformly by forcing the particles to repel each other. The whole process of our particle system is as follows. First, the particles are set at initial positions near the hole border. Then, the particles start moving on the surface during the "migration stage". This stage continues until the system meets a convergence condition as it discussed in subsection 3.3.3. Progress of the distribution process is visualized in Fig. 2 , from left to right. Blue particles indicate non-moving particles, greens indicate moving particles, and particles, which find islands in the hole, are marked as red.
Fig. 2 Visualization of the particle distribution
In the algorithm, we use a spatial grid data structure to search efficiently for neighboring particles of the current particle. Again we note that avoiding the convergence problem is not easily accomplished, so in some situations (or hole configurations), convergence cannot be attained. A heuristic approach to control birth and death of particles is discussed in subsection 3.3.3.
Initial Setting
Two classes of particles are set as initial particles: moving and storage (non-moving ) particles. To avoid a situation, in which most particles spread over the exterior of the hole, and to force particles to move into the hole, border points of the hole are set as non-moving particles. Initial moving particles are set at the neighborhood of the hole border and then projected onto the implicit surface according to a function gradient (calculated by Newton-Rhapson method).
Movement of a Particle
Repulsion radius At the convergence stage of the particle system, the distance between two particles is close to the repulsion radius. So, the repulsion radius of the particle system should be considered as the length related to the edges of a surrounding mesh. In our implementation, we apply an average or minimal length of surrounding border edges as a radius r for repulsion. Particle motion by repulsion force In the movement of a particle p i , the p i is moved according to the repulsion forces F(x i ), dependent on N neighbors of p i . The neighbors p j {j = 1,···,N} are selected as particles within the distance of twice the length of the repulsion radius r of the p i . The p i at the position x i moves to the new position:
The parameter C is the force constant which influences the particle movement at Vol. 2, No. 4, 2008 each iteration step. It is reasonable to assign the parameter value according to the sampling distance (or desired distance). For example, a certain percentage of the sampling distance can be used, and in our experiments C is equal 0.2. Let us note that such a simple scheme does not guarantee good convergence properties of the algorithm. An adaptive scheme for choosing this parameter will be considered in the future for generating good sampling patterns much more quickly than in the example shown in Fig. 1 .
The repulsion force F(x i ) is the sum of repulsion forces F j (x i ), produced by neighbors of particle p i at the position x i as follows:
The derivative of system energy with respect to a particle position gives rise to the repulsion force , where r ij = x i -x j , x j is the position of jth neighbor p j . We use a Lennard-Jones function, similar to the function introduced in (37) , as the potential function.
The derivative of the function at particle p i due to p j is expressed as follows:
.
By moving the particles iteratively along the energy gradients, we control a system convergence while distributing particles uniformly on the surface. The function causes particles to exert short-range repulsion and long-range attraction, keeping particles at a desired distance from each other. After moving a particle to a new position, it may leave the surface. To remain on the implicit surface, each particle is reprojected onto the surface according to the function gradient using the Newton-Rhapson method. Adaptive spreading In practice, it is better to locate more particles in areas of high curvature, and the number of the distributed particles should be reduced in the nearly flat areas of the surface. To meet this condition, the repulsion radius is adjusted according to shape characteristics of the surface by scaling the repulsion radius with the inverse of a surface variation at p i . In experiments, we assign κ = 0.5 and υ =5. While they move, the repulsion radius of each particle is calculated. The eigenvalues λ 0 , λ 1 and λ 2 of the covariance matrix of N neighbor points (2-ring neighbors boundary points of the original mesh) can be used to estimate local surface properties (see (3) ). The values λ 0 , λ 1 and λ 2 describe the surface variation σ i and serve as an analog of a surface curvature. Assuming it is minimal, λ 0 describes the variation along the surface normal (how much points deviate from the tangent plane). The surface variation σ i at p i is defined as a follow: Decision concerning in/out of the hole Because particles move around the implicit surface defined by the inner region of the hole, particles moved into the original mesh, naturally, are considered as the particles lying outside of the current hole. For the current particle, the triangles formed by the neighboring points of the original model are used. If the current particle is inside of the polygons, the particle is considered to be located out of the hole, and it is then marked as a non-moving particle and stopped at the current position. This criterion also finds islands of the model. If a particle lands on a polygon of the original model, and if the points of the polygon are not included in the list of a current border points, the polygon defines another boundary. It is related to the boundary formed by an island of the current hole.
Splitting of a Particle and Convergence
To distribute particles uniformly, new particles are needed in a sparse region. Therefore, a particle at a sparse region splits into two particles. If the force of a particle derived from the potential function is less than a threshold value equal 0.07, and the energy is also less than an ideal energy, we consider the particle to be located at a sparse region, and the particle splits. We define the energy E i for a particle p i to be the sum of potentials of the N neighboring points. An ideal energy can be expressed as energy at hexagonal close-packing in the same way as discussed in (26) . That is, to arrive at a value for the ideal energy, we consider an ideal hexagonal close-packing, the best uniform sampling pattern for a planar surface, where the distance between nearest neighbors should be roughly r.
In fact, most of particles settled in the well-balanced place can hardly be moved from the position. For the efficient calculation, we set an heuristic criterion that decides the particles as almost-stopping, and we omit updating this particle's position: ・ If the difference between the new position and the previous position is less than a certain threshold, the particle is marked as staying. If the difference is over the threshold, and the particle is marked staying, the mark is removed. The threshold is assigned as "the sampling distance" times 0.01. ・ If both the previous and current states are staying, the counter that expresses the number of times that the particle keeps staying is increased by one. ・ If the counter reaches a threshold value (in our experiments 10), the particle is set as almost-stopping and removed from a list of the particles considered for updating. ・ When a neighbor particle of the almost-stopping particle splits, the almost-stopping particle revives. This almost-stopping flag is also used to decide the state of convergence of the distribution. If the percentage of almost-stopping particles in the total number of particles is above a certain value (in our experiments 90%), and the state of any particle is not-splitting (in fact, we consider the state of any particle as not-splitting if the state continues during certain steps -in our experiments we use 10 steps), then the distribution of particles reaches an equilibrium state, and we can conclude that the convergence is achieved and the particle distribution is finished.
Triangulation
Newly generated points are meshed by a triangulation algorithm. The boundary of a newly generated mesh corresponding to one of the holes must satisfy the topology of the existing mesh to integrate the new mesh into the original mesh. Thus, constrained Delaunay triangulation with constraints, such as the hole boundaries, is necessary to mesh the points only in the inside region of the boundaries. In our method, we realize the constrained Delaunay-based triangulation by following steps: meshing the points including boundary points, modification of the mesh to meet constrained edges, and elimination of
We use the Delaunay-based triangulation proposed by Gopi et al. (38) . The localized and projection-based approach allows for generating a 3D triangular mesh from a set of unorganized point clouds. Newly generated points located only inside of the hole regions and boundary points are triangulated. When the holes have other boundaries such as islands, the points belonging to these additional boundaries are included in the triangulation process. After the triangulation, the modification of the new mesh to meet boundary constraints is needed. Topological information of all boundary edges is given. In a newly generated mesh, nodes corresponding to boundary points of the original model are considered. For all these points, whether the points participate in forming the boundary edge in the original mesh or not is investigated (see Fig. 3 ). If a point does not "form" the boundary edge, then the points and neighbors are retriangulated to meet the condition to be the boundary edge by the 2D Delaunay triangulation of points projected onto a local tangent plane. Triangles found out of the hole boundary are eliminated. We mark a triangle as unnecessary (green triangles shown in Fig. 3 ) and eliminate it when it meets the conditions that its centroid is located in the boundary mesh or on the boundary edges. After the process described above, the triangle mesh placed only inside of the holes regions is obtained. Fig. 3 Elimination of extra triangles
Incremental Local Mesh Refinement
The RBFs allow for interpolating non-planar and geometrically complicated holes. However, the surfaces generated by the RBFs are too smooth and cause, at least, visual differences between the approximated surface and surrounding geometry of a boundary. To incorporate the new surface with the original surface naturally, it is desirable to extend geometric characteristics of the vicinity of the boundary to the inner region of the hole surface. Localized interpolation using a Shepard's method (39) is applied to the inner points iteratively, appearing as so-called front propagation.
Front Propagation
Interpolation by the Shepard's method is adapted to the inner points incrementally from boundary to inner points of holes. We call the points used for interpolation guide points and the transformed points target points. In the initial state, the guide points are set as the boundary points and their 2-ring neighbors in the original mesh. The target points are set as 1-ring neighbors of the boundary points in the new mesh. For all target points of a current step, their neighbors are selected from the guide points. Shepard's interpolation defined by those neighbors leads to the transformation of the target points that reflects the local geometry in close proximity to the points. All target points of the current step are transformed and are then inserted into the list of guide points. Then, the new target points are selected. In the inner mesh of the hole, the points are selected as the 1-ring neighbors of the previous target points. The process is continued until all nodes of the new mesh have been considered.
Transformation by Shepard's Method
At this time, coordinate transformations according to Shepard's interpolation for a target point p with the position x p is discussed. The N neighbors (2-ring neighbors) of the target point p are selected from the guide points. A tangent plane with the center Vol. 2, No. 4, 2008 coordinates of the point p is defined. Then, the height h p (x) in the tangent plane with x as the coordinates on a plane tangent to the surface, is approximated by Shepard's interpolation as follows:
where h i is the scalar value of a height in the tangent plane, x i are the coordinates of the ith neighbor in the tangent plane, ||･|| is the Euclidean distance between two points, and φ(r) is a weight function. In our implementation, we use the compactly supported radial basis function (34) φ(r) = (1-r) 4 (4r+1) as the weight function. Then, 3D coordinates after a transformation can be calculated as follows: 
Results
We demonstrate the functionality of the proposed method by application to several datasets. The original Bunny model shown in Fig. 4 and Fig. 5 was modified with manually removed nodes to generate holes. The results of filling the holes without the mesh refinement process and with the refinement (Fig. 4(d) and Fig. 5(d) ) show that the incremental local mesh refinement process allows for extending geometric characteristics of the vicinity of the hole boundary to the inner surface at the hole. In the second part of Fig. 6 , the Moai model has a non-planar artificial hole including several islands, and one can see the hole is filled successfully (right-hand side).
The Virgin Mary model has two large and complex holes in the lower part of the model (see the area enclosed by yellow line in Fig. 1 ). The holes are complex in respect to the following properties: holes spread over a large area, the shape of the hole is complex, and holes include several islands. The model filled by our method is shown in the right-hand side of the Fig. 1 in the bottom line. Table 1 shows several statistics of our hole filling method for tests discussed above. The execution time for a code written in C++ is for a 1.6 GHz Pentium M PC. The statistics for the Virgin Mary model are for two large and complex holes at lower part of the model; the number of points in the decimated model is 3030. It is important to note that in spite of the fact that almost the same number of points was used for processing Bunny and Moai models, particle distribution time differs extremely because of the complexity of filling areas. In Fig. 7 , we demonstrate the results of hole filling a Strauss model. This model contains 58 holes with two islands. In spite of hole areas which are rather small, they are geometrically very complex. According to our understanding of the hole filling problem, our proposed method is the simplest and, perhaps, most unique way of examining holes topology (complexity) in the sense of creating bridges (between given and missing parts of a model) in accordance with the minimal bending energy feature of RBF interpolation.
Conclusions
The central idea of the approach is to resample only the implicit surface located at the inner region of a hole using the particle systems. Therefore, the approach can preserve the original meshes. In addition, particles can detect missing disconnected components related to the holes. As a result, the proposed software system allows filling complex holes with arbitrary topology including islands and gaps.
There are several advantages of the proposed method. The proposed algorithm does not need manual operations and has a gain that, in spite of using number of empirical constant values, in practice, almost no user defined parameters are needed. In our experiments, we set only a value of the radius of support. The algorithm uses a refinement process for producing good meshes of a reconstructed area with a good balance between details and smoothness to mimic original surface structure. We desire to construct meshes with triangles as similar to equilateral as possible. Moreover, feature enhancement process provides extension of surface textures of surrounding meshes to new generated meshes. Empirical results by several models show that our approach is efficient for models with various kinds of holes.
There are several directions for future work. In our system, we use the implicit surface as the base surface generated by the RBF-based algorithm via a both-side approach. For that reason it might not yield solutions in such cases as shown in Fig. 1 (see the area enclosed by blue line). From computational point-of-view, the RBF-based approaches have some drawbacks, namely, evaluation of the implicit function is rather expensive, especially for holes spread over a large, complex area, as can be seen in Table 1 . Other approaches for generating the base surface can be applied, and it might be a future direction of this work. We note that retouching process, in practice, implies a mimicking process. That is, no one knows the real characteristics of a missing surface. Even so, a final surface can be improved by using first derivative constraints to fair parts of a shape.
