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INTRODUCTION 
It was observed long ago by J. Thompson that the automorphism group 
of Leech’s lattice A-Conway’s group *O-contains a subgroup X, isomorphic 
to the double cover &, of the alternating group ‘SI, . Furthermore, if we denote 
by X,3X,3 **. r) Xs the decreasing sequence of subgroups of Xs charac- 
terized up to conjugacy by Xi g ‘& , the centralizers Ci = C.,(XJ form a 
remarkable sequence: C, = .O is the double cover of Conway’s group ‘1, 
Cs the sextuple cover c, of Suzuki’s sporadic group, C, the double cover 
of Ga(F,), C’s the double cover J, of the sporadic group of Hall-Janko, . . . 
(cf. [4, p. 2421). This suggests a variety of interesting ways of looking at A, 
namely, as a module over its endomorphism ring Ri generated by Xi , for 
i = 2, 3, 4,...: indeed, the automorphism group of that module (endowed 
with a suitable form) is precisely the group Ci . For i = 2, R, = Z and one 
simply has Leech’s and Conway’s original approaches to the lattice [2, 10, 111. 
For i = 3, Rd = Z[$‘i] and A appears as the R,-module of rank 12 investigated 
by Lindsey [13] (cf. also [4, p. 243; 15, Sect. 31). The ring Rd is a maximal 
order in the quaternion algebra Q(i,j, A); this case, handled in [16], provides 
an especially neat analogue of Conway’s uniqueness proof [3]. The present paper 
is concerned with the case i = 5, that is, with the study of A as a rank 3 module 
over the ring R, (here denoted by R) which is a maximal order in the quaternion 
algebra Q(l/S)(i,j, K). 
One way of describing A as an Ri-module consists in starting from its Riel- 
module structure and giving explicit formulas for a further operator, generating 
R, over R,-, ; this is done in [4] for i = 3. However, there is a more direct 
and, it appears, more efficient approach: indeed, one can give an essentially 
uniform description of the Ri-module for i = 2, 3,4, 5 (cf. [17]). In that 
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description, the complexity of (1 is, so to speak, divided into two parts: an 
“arithmetic” part, included in the ring structure of Ri , and a “combinatorial” 
part, summarized by a certain code (the binary and ternary Golay code for 
i = 2,3, and a code in Fa6 for i = 4). As i increases, the arithmetic share 
becomes larger and the combinatorial share decreases to the point of becoming 
almost nonexistent for i = 5 (cf., however, our Section 3). As a result, we are 
able to give a very simple description of n as a free R-module of rank 3, endowed 
with an explicitly given Hermitian form h. Combining h with a suitably modified 
“trace map” Q(d/s) -+ Q, one gets a quadratic form on A which is readily 
seen to possess the characteristic properties of Leech’s form (evenness, 
unimodularity, no vector of norm 2). That is done in Section 2, where we also 
point out that the quaternionic reflections with respect to “short vectors,” 
that is, vectors x ~(1 such that h(x, x) = 4, are automorphisms of (A, h). 
The remainder of the paper is devoted to the study of the group G = Aut(/l, h), 
the main goal being to prove that G is a perfect extension of a simple group 
of order 604,800 (the Hall-Janko group) by a group of order 2. In particular, 
G = Ja appears most naturally as a group generated by quaternionic reflections, 
a fact which was first recognized by Conway [2] and Cohen [l]. We note also 
that the three-dimensional representation of ja over Q(l/S)(i, j, k) provides 
in an obvious way the six-dimensional complex representation studied by 
Lindsey in [12]; more precisely, one sees that Ia has a six-dimensional repre- 
sentation over any totally imaginary number field containing d/s. 
As will be clear from the above, the point of this paper lies less in the actual 
results, often well known, than in the approach which I hope to be new, at 
least in print (I have little doubt that other people have worked out for them- 
selves at least some of the arguments presented here). Considering the relative 
importance of the methodological aspects, and in contrast to the widespread 
usage in the present-day literature on finite groups, I have generally tried 
to give rather explicit proofs of even the most elementary facts, at the risk 
of appearing lengthy to some. 
1. THE ORDER R 
1.1. The notation introduced in this section will be used throughout the 
paper. We set K = Q(d/s), r = (1 + \/5)/2 and o = Z + ZT, thus, o is the 
ring of integers of K. Note the identities 
72 = 1 + 7, 7-l = 1 - 7, r-2 = 2 - 7. 
We shall often use the Q-linear mapping X: K -+ Q defined by 
(1) 
X(a + by) = (I = TrK,o ( 
2(a + bd 
5+X0 1 
for a, b E Q. 
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Since 5 t 1/T is totally positive, h takes positive values in the totally positive 
elements of K. The following observation will be useful: 
the only totally positive integers x E Q such that Tr,,, x < 4 are 
0, 1, 2, (3 + v/5)/2 = 72 and (3 - d/5)/2 = 7~~. (2) 
1.2. We denote by H the “ordinary” quaternion algebra K(i, j, K), that is, 
the quaternion algebra over K which is ramified at both infinite places and 
unramified elsewhere. The standard conjugation in H will be represented by 
x ti x’; thus, x’ -$- x and x’x are the reduced trace and reduced norm of x, 
which we shall also simply write Trd x and Nrd x. 
It is known that H has a single conjugacy class of maximal orders (cf., e.g., 
[18] for much more general results); we choose one of them and call it R. 
Actually, the maximality of R as an order of H will not be used explicitly; 
all we shall need are the properties stated below, in 1.3, 1.4 and 1.5. For a 
maximal order, those properties are immediate consequences of the general 
theory of orders in quaternion algebras (cf. [5] and also [I91 for 1.4), but the 
existence of an order R with those properties can also be verified “by hand,” 
as we shall indicate in the Appendix (Section 8) (cf. also 1.4). 
1.3. The ring i? = R/2R is isomorphic with the matrix algebra Ms(F,) 
and will often be identified with it. We denote by x ++ f the reduction homo- 
morphism. One has R = F, and, for x E R, 
Nrd x = Det 3, Trdx = Trf. (3) 
For y E M,(F,), we set y’ = (Try) * 1 + y; thus we have y’y = Det y and, 
for x E R, 2 = A?. 
1.4. We represent by R(l) the group of elements of R of reduced norm 
one. It is isomorphic with the double covering a, of the alternating group ‘+I&, . 
(N.B. Conversely, R can be constructed as the ring generated by the binary 
icosahedral group, naturally embedded in Spin, (R) which one identifies with 
the norm one group in R[i, j, K] ; then, all propecties of R we shall need are 
straightforward consequences of elementary properties of the icosahedron. 
Cf. also [6, p. 1281.) By reduction mod 2, R(l) maps onto SL,(F,), the kernel 
being (1, - l}. 
1.5. The algebra H is an eight-dimensional Q-vector space. If we endow 
it with the quadratic form 2A 0 Nrd, associated to the bilinear form (x, y) I-+ 
h(Trd x’y), R is an integral, even, unimoduiar lattice (“the root lattice of ES”: 
cf., e.g., [ 14, Chap. V, Exemple 1.4.31); in particular, 
for x E H, the relations x E R and h(Trd x’R) E Z are equivalent. (4) 
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1.6. As is well known, the above lattice has 240 vectors of norm 2, forming 
the root system of E, ; here, it is the union ZP u I?(%. This remark can be 
used to deduce the properties stated in 1.4 from 1.5. Other easy consequences 
of 1.5 are the maximality of R as an order of H and-using the uniqueness of 
the “form Es”-the fact that the ring R is princz$aZ, from which one also 
deduces the conjugacy of all maximal orders of H. These facts will not be used 
here. 
1.7. LEMMA 1. (i) Let x E R be a cubic root of unity in R and set y = x + T. 
Then, Nrd y  = 2 and ji is a primitive idempotent in M,(F,). 
(ii) If y, z E R are such that Nrd y  = Nrd z = 2 and 7 = 5, then 
x E y - R’l’. 
(i) We have y’y = x’x + 7(x’ + x) + ? = 1 - T + 72 = 2, and also 
y’ + y  := x’ + x = 1 (mod 2), hence y2 = (I - y’) y  = y  (mod 2). 
(ii) Since z E 2R + y  = yy’R + y  = y( y’R + l), the quotient y-lz 
belongs to R. Furthermore, Nrd( y+z) = Nrd y-l . Nrd z = 1. Hence (ii), 
1.8. PROPOSITION 1. Every invertible element of M,(F,) is the reduction 
mod 2 of exactly two elements of R of reduced norm I, r2 or T-~, opposite to each 
other. Every nonxero singular element of M,(F,) is the reduction mod 2 of exactly 
eight elements of R of reduced norm 2. 
The first assertion is an immediate consequence of 1.4. Let y  be an element 
of R of reduced norm 2 such that y  is a primitive idempotent of M,(F,) (cf. 
Lemma l(i)). There are exactly four elements s of SL,(F,) such that ys = y. 
By Lemma l(ii) and 1.4, it follows that y  is the reduction mod 2 of exactly 
eight elements of R of reduced norm 2. Our assertion ensues (again using 1.4) 
since, as is readily verified, every nonzero singular element of M,(F,) belongs 
to SL,(FJ - j? * SL,(F,). 
1.9. Remark. The proposition is also clear by localization. 
2. THE LATTICE A. MAIN RESULTS 
2.1. We shall work in the right H-vector-space H3. Traditionally, its 
elements are represented by column vectors, but, for obvious typographical 
reasons, we shall use rows instead; the reader who wishes to make explicit 
matrix computations should bear that in mind (and imagine, for instance, 
that throughout the paper, a row (X r , x2 , x3) always stands for its transpose). 
The space H3 is endowed with the standard Hermitian form 
h: ((xl , x2 9 x3), (Yl 9 Y2 9 Y3N t-+ f 4Yi . 
i=l 
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2.2. In R, we choose once and for all an element e such that Nrd e = 2 
and that z is a primitive idempotent of R (cf. Lemma l(i)), and we denote 
by A the (right) sub-R-module of R3 defined by 
A = (x1 ) x 
! 
2 , x3) E R3 1 ex, = ex, = ex3 = c xi (mod 2)/ . (1) 
Since e2 = e (mod 2), we also have 
A = (x1 , x2 , x3) E R3 1 ex, = ex3 = c xi 
i 
(mod 2) . 
I (1’) 
PROPOSITION 2. Set fr = (1, 1, e), f2 = (0, e’, e’), f3 = (0, 0, 2). Then, A is 
a free module with basis (fr , f2 , f3). 
It clearly suffices to show that any element x E A is a linear combination 
of the fi’s. Upon adding a multiple of fr to x, we may assume that x = (0, x2 , x3). 
By (l), we have ex, = x2 + x3 = 0 (mod 2). Therefore, there exist y2 , y3 E R 
such that x2 = e’y2 and -x2 + x3 = 2y3 . Then x = f2 y2 + f3y3 , and our 
assertion is proved. 
2.3. PROPOSITION 3. (i) For x E H 3, the relations x E A and h(A, x) C 2R 
are equivalent. 
(ii) For x E A, one has h(x, x) # 2. 
(i) Let x = (x1 , x2 , xa) E H3. The relation h(f, , x) E 2R means that 
x,ER. (2) 
The relation h(f, , x) E 2R can be written e(x, + xa) E 2R; hence, assuming (2), 
x2 E R and ex, = ex, (mod 2). (3) 
Finally, since e’ zz e + 1 (mod 2) (b ecause B is a primitive idempotent of 
R E M,(F,)), the relation h(f, , x) = x1 + x2 + e’x, E 2R is equivalent to 
c xi ES ex3 (mod 2). (4) 
Since relations (2), (3) and (4) define A, by (I’), assertion (i) follows, in view 
of Proposition 2. 
(ii) Now let x = (x1 , x2 , x3) be an element of A; suppose h(x, x) = 2 
and set ri = xlxi . Thus 
1 ri = 2. (5) 
Since the integers ri are totally positive, it follows from 1.1(2) that one of them 
(hence one of the coordinates xi) must vanish. Then, (1) implies that exi E 2R 
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for all i, therefore 2ri = Nrd(ex,) E 40 and ri E 20. Again using (5) and 1.1(2), 
we see that only one yi (and consequently only one xi) is not zero. Now, (1) 
implies that xi E 2R, therefore yt E 40, in contradiction to (5). The proposition 
is proved. 
COROLLARY 1. The rational quadratic form x W- h(h(x, x)) restricted to A is 
integral, even, and unimodular and does not take the value 2. 
The symmetric bilinear form b: 4 x /l --+ Q associated with that quadratic 
form is X 0 Trd,,, 0 h and, for x E H3, we have the following equivalences: 
&A, x) E 22 * h(TrdH&4 x))) C 22 
o X(Trd,,,(r’ . h(A, x))) C 2Z for all r E R 
o h(A, x) C 2R (by 1.5(4)) 
-XEA (by Proposition 3), 
proving the evenness and the unimodularity. Suppose x is an element of II 
for which A(h(x, x)) = 2. By Proposition 3, this equality means that h(x, x) = 
2(1 + aT) for some nonvanishing rational integer a. Since h(x, x) is totally 
positive, we have 1 + a7 > 0 and 1 - aT-l > 0 (because 7 and --7-l are 
conjugate over Q); hence ---7-l < a < 7, which amounts to a = 1. But then, 
h(x, x) = 2(1 + T) = 2~~, and h(x+, XT-‘) = 2, in contradiction to Proposi- 
tion 3(ii). 
Remark. The above corollary means that the (Z-) lattice d endowed with 
the quadratic form x t+ h(h(x, x)) is Leech’s lattice (cf. [3]). Alternatively, 
it provides an existence proof of that lattice. 
2.4. Short vectors. RefEections. If a is a nonzero element of Ha, we denote 
by rs the unitary reflection with respect to a, that is, the linear mapping 
r,: x F+ x - 2a . h(a, a)” * h(a, x) (6) 
of H3 onto itself. As is well known (and also readily verified), Y, preserves h and 
Y,2 = 1. (7) 
The reflection r, , which depends only on the one-dimensional subspace aH 
of HS, is also called the reflection with respect to that subspace. 
We say that an element a of n is short (or is a short vector) if h(a, a) = 4. 
PROPOSITION 4. The reflection with respect to a short vector maps A onto 
itself. 
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That is an immediate consequence of (6), (7), and Proposition 3(i). 
2.5. The remaining sections will essentially aim at proving the following 
result. 
THEOREM. The automorphism group Aut(A, h) (i.e., the stabilizer of A in 
U,(h)) is generated by the reflections with respect to short vectors. It is a perfect 
central extension of a simple group of order 604,8001 by a group of order 2. 
Remark. That the simple group in question is the sporadic group of Hall- 
Janko follows from the fact that the latter is known to be the only simple group 
with that order (cf. [7]), but one can also apply Janko’s original characterization 
[S], using the results in 6.3, 6.4 (including the exercise in 6.3). 
3. A CODE IN Mz(F,)3 
3.1. From now on, we identify i7; with Ivl;(F,) in such a way that i = (0” i) 
(which is, of course, no restriction). We recall that, for x E &(F,), we set 
x’=x+Trx*l. 
LEMMA 2. Let x be an element of 1 + z’R with determinant zero and set 
y=x+Z. Then, y2=1,y.?=Zandyxy=e: 
Since C’ = (i “,), one has x = (i :) for some u E F4, hence y = (t y), and 
the three identities are readily checked. (The reader who does not like matrices 
will have no difficulty in devising a more intrinsic proof, using only the fact 
that c is a primitive idempotent of R.) 
3.2. We shall presently work in the right R-module ff (whose elements 
are again represented by rows instead of columns: cf. 2.1) endowed with its 
“standard Hermitian form” 
6 ((Xl , X2 7 X3), (Yl ,Yz 9Y2)) - i XlYi . 
i=l 
Relation 2.1(l) defining rZ means that II is the inverse image of the submodule 
A = 
I 
(X1 , X2 , X3) E fz3 1 EXl = 5X2 = EX3 = C Xi 
1 
(1) 
of i? by the mod 2 reduction RS ---F @. We note two alternative descriptions 
of LY: 
1 The number of seconds in a week! 
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if is the (right) submodule of R3 generated by 
$r = (1, 1, E) and $a = (0, I’, 8); (2) 
A consists of all vectors (x1 , x2 , xa) such that 
the second rows of the matrices x1 , x2 , x3 are 
all equal and their first rows add up to zero. (3) 
These assertions are most easily verified by checking that, if Jr , /r, , ii, denote 
the modules defined by (l), (2), (3), one has the inclusions fir 3 /r, r) ii, r) AI 
(the equality AI = Aa also follows from Proposition 2). 
3.3. A more intrinsic characterization of /I is provided by the next proposi- 
tion. We shall use the following notation: E, , E, , E3 are the three “coordinate 
axes” of iT3 (i.e., E, = (1, 0,O) . fT, etc.), for any subset X of w3 we set X’- = 
{x E i?s 1 h(X, x) = (0)) and SLZ(Fd)3 stands for the group of automorphisms 
of fi3 of the form Diag(s, , sa , s3) with si E SL,(F,) (“diagonal automorphisms” 
of (aa, 6)). 
PROPOSITION 5. For a submodule M of i73, the following properties are 
equivalent: 
(i) M is equivalent to /i under the action of SL,(F,)s; 
(ii) M = ML and M n Ei = (0) for all i. 
To prove that (i) implies (ii), it clearly suffices to show that il has the 
properties stated in (ii), a fact which readily follows from (l), (2), (3) (the 
self-orthogonality of d can also be deduced from Proposition 3(i)). 
Now let M be a submodule having properties (ii). We want to show that 
there is an element of SL,(F,)” which transforms it into if. Since M is self- 
orthogonal, it is six-dimensional as an F,-vector space. Therefore, the dimension 
of M,, = M n (E, + E3) over F, is at least 2. But it cannot be 4 because 
we would then have MA = Ma + E, , hence M=M2,+MnEl=M,,. 
Since Mz3 is an R-module, it follows that dims4 Ma3 = 2. This means that 
Mz3 has a generator of the form (0, e, , ae,), where e, is a primitive idempotent 
of R and where a, an element of R, can be chosen in SL,(F,). There exists 
b E SL,(F,) such that be,b-l = T’ and, upon transforming M by Diag(1, b, ba-l), 
we may-and shall-assume that M contains fa = (0, T’, E’). Let Ml be the 
submodule of M consisting of all its elements whose last coordinate belongs 
to 8. Since 8 + CR = R, we have 
Ml + f$ = Ml + MS3 = M 
and, by an ‘obvious dimension argument, the canonical projection MI + E1 
is surjective (in fact, it is bijective). Therefore, there exists x = (1, x2 , x3) E Ml . 
We have x3 E &, hence Det x3 = 0, and, expressing the self-orthogonality 
481/63/l-s 
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of x, 1 +- Det x’s = 0, which means that xa is an element of SL,(F,). But x 
is also orthogonal to & , therefore e(x, + xs) = 0. Setting c = X& and 
d = c + s’, we have a(1 + c) = 0, hence 1 + c E ZR, and, by Lemma 2, 
d2 = 1, dZ = T’ and dcd = 6. As a result, Diag(d+ , d, d) transforms x$d 
into fr = (1, 1, Z) and f2 into itself. That proves our claim in view of (2) and 
considering the fact that M and d have the same dimension over F4 , 
4. VECTOR ENUMERATION 
4.1. The Type of a Vector 
We set ? = E and we denote by 6 the function of i? into the set (0, 1, E, G, 2) 
defined as follows: 6(x) = Det x if Det x # 0 or x = 0 and S(x) = 2 if 
Det x = 0 and x # 0. We mean by ordered type of an element x = (x1 , x2 , xs) 
of gs (resp. Rs) the sequence (6(x,), 8(x,), 6(x,)) (resp. (Nrd x1 , Nrd xs , Nrd xs)), 
and by type of x the corresponding unordered sequence-i.e., set with 
multiplicities-which we write between vertical lines: thus, for instance, the 
typeof(l,l,e)canbeindifferentlywritten/1,1,2~,or~2,1,1 I,or12 x 1,2/, 
etc. Two elements x, y of R3 are called equivalent if there exists r E R(l) (i.e., 
r E R and Nrd r = 1) such that y = xr; thus, the nonzero equivalence classes 
consist of Card R(l) = 120 elements. 
4.2. PROPOSITION 6. The module n consists of 6 * 4 * 60 vectors of type 
1 1, E, 8 1, 3 . 4 . 60 vectors of each of the types 1 1, 1, 2 1, 1 E, E, 2 I, I l s, es, 2 1, 
3 * 15 vectors of type 1 0, 2,2 1, 450 vectors of type 1 3 x 2 1 and the vector zero. 
We only sketch the proof, which is a mere exercise. Note first that 
(i) among the 16 vectors of d of the form (1, x2 , x3), there are four 
vectors of each of the ordered types (1, E, l 2), (1, c2, E), (1, 1, 2), and (1,2, 1). 
Indeed, by 3.2(3), the matrices xa and xa have the forms 
a b ( 1 ( l+a b 0 1 and 0 1 ) 
and (i) ensues. One shows, in a similar way, that 
(ii) the 15 nonzero vectors of /i of the form (0, x2 , x3) have the ordered 
type (0,2,2). 
Since Card SL,(F,) = 60, it follows from (i) that d contains 4 * 60 elements 
of each of the ordered types (1, E, G) and (1, 1,2), hence, by symmetry, 
4 * 6 .60 vectors of type I 1, E, 9 I and 3 .4 * 60 vectors of each of the types 
1 1, 1,2 I, j E, E, 2 [ and 1 9, e2, 2 /. Similarly, by (ii), ~ has 3 . 15 elements 
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of type IO, 2,2 I. Since the numbers given by the proposition add up to 
4096 = 4’3 = Card 2, it remains to be shown that 
(iii) if x = (x1 , x2 , a x ) E /I and Det xi # 0 for some i, then x has one 
of the types already considered. 
For that, we may assume Det x1 # 0. But then, (1, x+vy]-, x,x;“) = xx;’ E ir, 
and (iii) follows from (i). 
COROLLARY 2. In A there are 315 equivalence classes of short vectors distributed 
into 3 classes of type 1 0, 0, 4 I, 24 classes of type 1 0, 2, 2 I, 192 classes of type 
1 1, 1,2 I, and 96 classes of type 1 1, TV, T-~ I. 
Let / rl , ra , y3 1 be the type of a short vector, set ti = Tr,,o yi , and suppose 
t, < t, < t, . By definition of short vectors, we have 2 I~ = 4, hence C ti = 8. 
Assume first rl = 0. Then, by 2.1(l), r 2, r3 are divisible by 2 (cf. the proof 
of Proposition 3(ii)) and, setting yi = 2.~ , we have Tr,,, s2 + Tr,,, ss = 4. 
By 1.1(2), this implies that s2 = 0 and sa = 2 or s2 = sa = 1, hence 
I 5 , r2 , r3 I = I 0, Q4 I or IO,2,21. 
Suppose now rl # 0. Then t, and t, must be strictly smaller than 4. Again 
by 1,1(2), we have 
Irl,r2,r31=j1,2,2/ or I~,T~,T-~\. 
Now, our assertion follows from Proposition 6 since, by Proposition 1, every 
vectorof~~oftype~1,~,~2~(resp.~1,1,2~;~0,2,2~;~0,0,O~)isthereduc- 
tion mod 2 of exactly 23 (resp. 22 * 8; 82; 3 4 120) vectors of R3 of type I 1, TV, T-~ I 
(re~p.I1,1,21;10,2,21;10,0,41). 
4.3. Remarks. (a) In a similar way, one easily computes the number of 
vectors in /l of any given type. For instance, the 196,560 = 1638 * 120 vectors x 
such that h(h(x, x)) = 4 (cf. [3]) are distributed in 
576 equivalence classes of 1 1, 1 f  T, 2 + 7 1, type 
192 classes of each of types I 1 + 7, 1 + 7, 2 1, 
I 1 + 7, 1 + 7, 2 + 27 1, \ 1, 1,2 1, 1 1, 1~2 + 27 1, 
96classesofeachofthetypesIl,l+T,2-~l,Il,l+T,2$-3T[, 
48 classes of the type I 0,2, 2 + 27 I, 
24 classes of each of the I 0,2,2 I, I 0, 2 + types 2r,2 + 2T 1, 
3 classes of each of the / 0, 0,4 1, I 0, 0, 4 types + 47 I. 
(b) J.-P. Serre has provided me with the following formula (analogous 
to the one used by Conway in [3] and also deduced from the theory of modular 
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forms but this time over Q(&) instead of Q) which gives the number n(a) 
of solutions in II of the equation h(x, x) = 2a, for any given a E o. For d E N 
and x E o, x # 0, let s&(x) denote the sum C (Norm x)” over all ideals x of o 
dividing x. Then, if a is a nonvanishing totally positive integer, one has 
n(u) = 14 . j3sg(u) - s,(u) - 2s,(u) - 2401 s,(b) ss(c)) , 
where the sum extends over all ordered pairs (6, c) of nonvanishing totally 
positive integers such that b + c = a. 
5. AXES AND CROSSES 
5.1. We mean by axis (of (1 relative to h) a one-dimensional subspace of H3 
containing a short vector, by ordered cross a sequence of three mutually 
orthogonal axes, and by cross a system (A, {A,, A,}) consisting of an axis-the 
pole of the cross-and an unordered pair of axes such that the sequence 
(A, A,, A,) is an ordered cross. 
From now on, G denotes the group Aut(A, h). We set e, = (2,0, 0), e2 = 
(0,2,0), es = (0, 0, 2), and Hi = eiH for i = 1, 2, 3. Note that (Hz , {Hz, Ha}) 
is a cross. 
5.2. PROPOSITION 7. The group G permutes the ordered crosses trkitively. 
Let ui (i = 1, 2, 3) denote three mutually orthogonal short vectors and let 
01 be the linear transformation of H3 mapping ui onto ei for all i. Clearly, OL 
preserves h. By Proposition 3(ii), it follows that 
for x E H3, the relations h(a(d), x) C 2R and x E 01(/l) are equivalent. (*) 
In particular, a(n) C R3 (because ei E a(d) for all i). Since or(A) contains 2R3, 
it is the full inverse image of a submodule M of R3 by the mod 2 reduction. 
The module M possesses properties (ii) of Proposition 5: that M = Ml follows 
from (*) and the relation M n Ei = (0) is an immediate consequence of 
Proposition 3(ii), in view of Proposition 1. Now, Proposition 5(i) and 1.3 imply 
that there exists an automorphism /I of H3 of the form Diag(b, , b, , ba) with 
b& = 1 such that #?(a(d)) = fl, hence flo (Y E G. Since t3 0 OL maps (u~H)~=~,~,~ 
(an arbitrary ordered cross) onto (Hi), our proposition is proved. 
5.3. LEMMA 3. (i) Let x = (1, x,, x3) be a short vector and set y  = 
e, - x. Then, r,(eJ = x (fog the notation 7, , cf. 2.4). 
(ii) Let x = (0, x2 , x3) be a short vector, with x2 # 0 and x3 # 0, and 
set y  = (0, x1 , -x2). Then (HI, {xH, yH}) is a cross. 
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(iii) I f  x is as in (ii), the reflection yX fixes HI and permutes H, 
and H3 . 
All three assertions follow from straightforward computations (for (ii), 
note that, by Corollary 2, &a = X~X, = 2). 
PROPOSITION 8. The group G permutes the axes transitively. 
Let A be an axis. We claim that there is an element of G mapping A onto HI. 
In view of Corollary 2 and of the symmetry of the relations 2.2(l) defining rl, 
we may assume that A contains a vector x = (x1, x2, x3) with x1 = 1 or 0. 
I f  x1 = 1, our assertion follows from Lemma 3(i). I f  x1 = 0, Lemma 3(ii) 
(or 5.1) shows that HI and A belong to an ordered cross and we may use 
Proposition 7. 
Remark. The case x1 = 0 could also be handled by observing that there 
obviously exists a reflection mapping x onto a vector all three coordinates 
of which are different from zero. In that way, one sees right away (using also 
Lemma 3(iii)) that the axes are permuted transitively by the group generated 
by all reflections. 
COROLLARY 3. If a is a short vector, one has aH n A = aR and the axis 
aH contains a single equivabnze class (cf. 4.1) of short vectors. 
This is obvious if one uses the fact that R is principal (cf. 1.6), but one can 
also observe that the assertion is clear (by 2.2(l)) if aH = HI , and then invoke 
Proposition 8. 
COROLLARY 4. Every axis is the pole of exactly Jive crosses. Every two 
orthogonal axes are the two first terms of an ordered cross. 
Use Proposition 8 and Corollaries 2 and 3. 
From Corollaries 2, 3, and 4, we deduce: 
COROLLARY 5. There are 315 axes, 1575 crosses, and 3150 ordered crosses. 
6. STABILIZERS 
6.1. The Stabilizer of an Ordered Cross. Order of G 
Our next purpose is to determine the stabilizer in G of the ordered cross 
Wdi-1,s.~ 9 that is, the group C of all linear transformations a = Diag(ar , a, , ua), 
with ai E R(l) (=Nrd-l(1) n R: cf. 1.4), such that 
a(n) = A. (1) 
481/63/I-6 
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In view of Proposition 2, and with the notation used there, condition (1) can 
be written a(f,) E A (i = 1, 2, 3) or, more explicitly, 
ea, = ea, = ea3 = a, + a2 + cz2e (mod 21, (2) 
ea,e’ = ea,e’ = 0 (mod 2). (3) 
Those relations are readily translated in terms of the matrices &. . For example, 
(3) clearly means that aa and ~a are upper triangular (remember that B = (i y): 
cf. 3.1). Expressing (2) in a similar way, one gets: 
PROPOSITION 9. The stabilizer C of the ordered cross (H&=1.2,3 in G consists 
of all transformations Diag(a, , a2, aJ where ai E Ii(l) and the matrices a+ 
(EM&F~)) hawe the form 
with c E F4X and b, , b, E F4 . 
We denote by C the “reduction of C mod 2,” that is, the group of all linear 
transformations Diag(n r , g2, as) satisfying (4), by C2 the subgroup of all 
such transformations with c = 1 and by C2 the inverse image of C2 in C. 
LEMMA 4. (i) The kernel C, of the reduction homomorphism C -+ C is the 
elementary Abelian group of order 8 generated by the reJections ref . 
(ii) The group C, is the derived group and the center of C, . Moreover, 
zf an element g of C, is such that the commutator [g, C,] is contained in (1, -11, 
thengeco. 
Assertion (i) is clear in view of 1.4 and (ii) readily follows from the definition 
of C, and the fact that the inverse image of the group {(i t) 1 b E F4} in R(l) 
is a quaternion group of order 8 with center {I, -I}. 
Since C2 is the derived group of C, and has order 2*, Lemma 4 implies: 
PROPOSITION 10. The derived group of C is the group C, , of order 27. The 
quotient C/C, has order 3. 
COROLLARY 6. The G has order 28 . group 35 - 52 * 7 = 1,209,600. 
Indeed, by Corollary 5, [G : C] = 3150 = 2 . 32 * 52 * 7. 
6.2. The Stabilizer of a Cross. Sylow 2-Subgroups and Their Normalizers 
We keep the notation of 6.1 and denote by {X), as usual, the group generated 
by X. 
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LEMMA 5. (i) The only one-dimensional subspaces of H3 stable by CO are 
the Hi’s. 
(ii) If an element g of G is such that the commutator [g, CO] is contained 
in (--I), then g belongs to C. 
(iii) The reflection rfa (cf. 2.2 and 2.4) normalizes C and C, , and C, x (rt,) 
is a Sylow %-subgroup of G, normalized by C. 
(i) is evident. 
(ii) If [g, re,] is contained in (-l), the conjugate of rei by g is Y,$ or -rei . 
The latter being no reflection, g must centralize rei, hence stabilize Hi . 
(iii) By Lemma 3, yf,  normalizes C, hence also C, which is its only Sylow 
2-subgroup. That S = C’s x <rQ is a Sylow 2-subgroup of G is now clear 
by Corollaries 5 and 6. Let a, be an element of order 3 of J?(l) whose reduction 
mod 2 is diagonal (i.e., of the form (i z-l)), and set a = Diag(a,, a,, al). 
By Proposition 9, a belongs to C, hence normalizes C, . On the other hand, 
a(f,) is proportional to fi , therefore a centralizes rf . Thus, S is normalized 
by a, hence by C = C’s >a (a) (cf. Proposition 10) kd the lemma is proved. 
PROPOSITION 11. Every Sylow 2-subgroup of G stabilizes a unique cross and, 
conversely, every cross is stabilized by a unique Sylow 2-subgroup. 
It is clear, by Lemmas 4(ii) and 5(i), that (HI , (H, , H3}) is the only cross 
stable by the Sylow 2-subgroup S = C, >a (I,,). Conversely, by Proposition 9, 
the stabilizer of that cross is C >a:(~~,), which has S as its only Sylow 2-subgroup, 
in view of Lemma S(iii). 
PROPOSITION 12. Let S be a Sylow 2-subgroup of G, V the unique cross 
stable by S, A the pole of %, and Y, the reflection with respect to A. Then: 
(i) the normalizer of S in G coincides with the stabihzer of V and is the 
semidirect product of a group of order 3 by S; 
(ii) the axis A is the only axis stable by S; 
(iii) the center of S is <-1, I,,) and the center of S/(-l> is generated 
by the image of Y, in that quotient. 
We assume, without loss of generality, that S = C’s >a (ifs). Now, (i) is 
clear, in view of Propositions 11 and 10, (ii) follows from Lemma 5(i), and 
(iii) is a consequence of Lemmas 5(ii) and 4(ii). 
6.3. The Stabilizer of a Short Vector 
PROPOSITION 13. The stabilizer of a short vector a, that is, the jixator 
(=pointwise stabilizer) of the axis aH, stabilizes every cross having that axis 
as its pole. 
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By 5.2, it suffices to show that the fixator of HI maps es into H2 u H3 . 
Suppose the contrary. Then, there exists an element of G fixing e, and mapping 
e, onto a short vector x = (0, x, , xs) with xs f  0 and xs # 0. Since (e, + ea) e-l 
belongs to A, so does (e, + x) e-l = (e’, xae-1, xae-1) and we have, by 2.2(l), 
2 E ex,e-l = exse-l (mod 2). In other words, x2 and xQ belong to e’Re, which 
implies that Nrd xs and Nrd xs are divisible by 4, in contradiction to Corollary 2. 
COROLLARY 7. The stabilizer of a short vector has order 25. 
The proof is immediate, using Propositions 8, 9, and 11, and observing 
that rf, fixes H, and permutes H, and H3 . 
COROLLARY 8. The group G permutes the short vectors transitively. 
Just compare Corollaries 2 (4.2), 6 (6.1) and 7. 
EXERCISE. Show, using Proposition 9, that the stabilizer of a short vector x 
is an extra-special group of order 25 corresponding to a nonsplit quadratic 
form (i.e., central product of a quaternion group and a dihedral group of order 8), 
whose 10 involutions are the reflections with respect to the 10 axes orthogonal 
to x (cf. Corollary 4). 
6.4. The Stabilizer of an Axis 
PROPOSITION 14. Let G, be the stabilizer of an axis A in G. 
(i) If we identifr GL(A) with GL(H) = HX, the subgroup of GL(A) 
induced by Gl is the group R(l) (=‘&) and Gl is an extension of that group by 
the fixator of A, of order 2=. 
(ii) The group G, is its own derived group. 
(iii) TheJive crosses with pole A ore permuted by G, accord&g to the alter- 
natinggroup QII, . 
We assume, without loss of generality, that A = HI (cf. Proposition 8). 
(i) It follows from Corollary 8 that the homomorphism CL: GI + R(l) 
defined by g(el) = e, * a(g) is surjective; hence (i). 
(ii) Let Gl be the derived group of G, . By Proposition 10, G; contains 
C’s and, in particular, the reflection ye2 . From that fact and 5.2, we deduce 
that G; contains rr2 , hence also the Sylow subgroup S = C, XI (rf ) and, 
in particular, the fixator of HI . Now, (ii) foilows from (i) since %s is its own 
derived group. 
(iii) is an immediate consequence of (ii) and, say, of 5.2. 
Remark. In the sequel, the results of 6.3 and 6.4 will be used only through 
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Proposition 14(ii), which could also be established as follows. Using Proposi- 
tion 9, one shows that the stabilizer of the cross (Hi , {H, , Hs}) permutes the 
other crosses with pole Hi according to the alternating group ‘$& . From that 
fact, one readily deduces Proposition 14(iii) and, by a simple argument, 
Proposition 14(ii). 
EXERCISE. Show by direct geometric arguments that the extension in 
Proposition 14(i) splits. 
7. NORMAL SUBGROUPS 
7.1. The Centralizer of a Sylow 7-Subgroup 
PROPOSITION 15. In G, the centralizer of an element s of order 7 is the cyclic 
group of order 14 generated by s and - 1. 
Let KI denote the extension of K by the seventh roots of unity. Since K 
is contained in the field of fifth roots of unity, we have [KI : K] = 6 (cf., 
e.g., [9, p. 204, Theorem 6 and corollary]), hence K[t]/(t’ - 1) = K @ KI . 
Consequently, the endomorphism algebra HI of H3 generated by s and the 
algebra H of homothetic transformations is a quotient of H @ KI OK H. 
A dimension argument now shows that Hi g KI OK H s M,(K,) and that 
H3 is a simple Hi-module. The endomorphism algebra of that module is the 
center KI of HI and our assertion follows from the fact that the torsion subgroup 
of K,X is cyclic of order 14 (cf. [9, p. 204, corollary]). 
COROLLARY 7. An element of order 7 in G cannot normalize a nontrivial 
p-subgroup with p = 3 or 5. 
Indeed, if P is a p-subgroup normalized by s and if P’ is the centralizer 
of s in P, 7 divides [P : P’] - 1. Since 7 does not divide 3” - 1 for 1 < a < 3 
nor 5” -- 1 for 1 < a < 2, we must have P = P’, which contradicts Proposition 15. 
7.2. Proof of the Theorem 
LEMMA 6. The group G is its own derived group. 
By Proposition 14(ii), the derived group G’ of G contains the stabilizer 
of any axis. In particular, it contains the Sylow 2-subgroups of G (cf. 6.2, 
Proposition 11). Since any two such subgroups are conjugate in G’, it follows 
from Proposition 12(ii) that G’ also permutes the axes transitively, hence the 
lemma. 
PROPOSITION 16. The only normal subgroups of G are (l}, {I, - 1) and G. 
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Let F be a normal subgroup of G not contained in {I, --I}. Its maximal 
normal 2-subgroup O,(F) stabilizes an axis (Proposition II), hence all axes 
(Proposition 8). It follows that O,(F) C (1, -1) as one sees easily, using 
Proposition 9 (or, alternatively, observing that, in view of Proposition 14(i), 
every element of O,(F) d 111 uces f 1 on every axis). Let p be an odd prime 
dividing the order of F and let N be the normalizer in G of a Sylow p-subgroup 
of F. By the Frattini argument, G = NF. In view of Corollary 7, it follows 
that 7 divides the order of F and we now choose p = 7. By Proposition 15, 
N is solvable. So, therefore, is G/F and Lemma 6 implies that G = F. 
The theorem of 2.5 is an immediate consequence of the above proposition. 
8. APPENDIX: EXPLICIT FORMULAS FOR THE ORDER R 
8.1. Some Identities 
Weset0=i+i,5=-&(l+i+j+K),~=8-1({+~)and,forxEH, 
xe = fVxi3. We have 
is = j, ja = i, ke = -k, (‘1 
hence 
p = 5’ - 8. (4 
Also, 
5’5 = 1, 5’ -I- 5 = --I, (3) 
from which one readily deduces, using 1.1(l) and relation (2), above, that 
$77 = 1, 7)’ + ?j = -1. (4) 
Thus, 1 and r] are cubic roots of unity, and 
p-4 =q-Tj = 1. (5) 
8.2. The Order R 
It is well-known-and readily verified-that 
R4 = {&(a + bi + ci + dk ( a, b, c, d EZ; Q = b = c = d (mod 2)) 
is an order in the quaternion algebra Q(i,i, k) (in fact, its unique maximal 
order up to conjugacy: the notation R4 is motivated by the introduction). 
By (I), BR, = R&l is a two-sided ideal in R4 which we denote by t. One has 
R,lt = F, . (6) 
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We set 
R={e-l(x+7~)I~,y~R~;~~5~(modt)) 
={(x+~)~-~Ix,~ER~;xx~~‘s)(~o~~)} 
(where the second equality follows from (2)). It is clear that R is a lattice in 
the Q-vector space H and that 
R’ = R, 
R,R and RR, are contained in R. 
(7) 
(8) 
In view of (6), 
R, + TR, is a sublattice of index 4 in A and 
the four classes are represented by 0, 7, 57 and 5%. (9) 
In particular, since r = $ - 5, 
R = R4 + R,T. (10) 
From (5) and (lo), we deduce that Rv C R, a relation which, together with 
(8) shows that RR C R, which means that R is an order in H. 
8.3. The Quadratic Form q 
By (7), Nrd R is contained in o. Therefore, if we denote by q the quadratic 
form 2X 0 Nrd, we have q(R) C 2N. The volume of q restricted to Z + Zi + 
Zj + ZR is 4. Consequently, the volume of q IR, is 2; the volume of q lR,++ is 4; 
and, in view of (9), the volume of q IR is 1. This proves the assertions of 1.5. 
8.4. Redaction mod 2 
Let E be a cubic root of unity in F4 . It is an easy matter to verify, using 
(lo), that there is a ring epimorphism p: R -+ M,(F,) characterized by the 
following (somewhat redundant) data: 
Furthermore, the kernel of p is readily seen to be 2R; thus, p identifies R/2R 
with l&(F,). Note that the element e = 5’ + T of R fullfills the requirements 
of 2.2 and 3.1: Nrd e = 2 (cf. Lemma l(i)) and p(e) = (t t). 
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8.5. The Group R(l) 
Since p(k), p(c), and p(7) generate SL(F,), we have p(R(l)) = SL,(F,). 
But it is easily seen that 1 and -1 are the only elements of R(l) congruent 
to 1 mod 2. Since - 1 is also the only element of order 2 in R(l) (in fact, in 
Hx!), it follows that Ii(l) = ‘& . One may also give the following explicit 
description of R(l) (cf. [19, p. 2691): t 1 i s e ements are all the elements of H 
deduced from 1, (1 + i + j + k)/2, and (1 + 7% + Tj)/Z by submitting the 
fundamental units 1, i, j, K to an even permutation and arbitrary changes 
of sign. We leave as an exercise the problem of extracting from R(l) an o-basis 
of R. 
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