Introduction {#Sec1}
============

Consider the numerical solution of the non-Fickian flow in porous media modeled by an initial boundary value problem of the following parabolic integro-differential equation: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \textstyle\begin{cases}\phi u_{t}- \operatorname{div} (A\nabla u+\int_{0}^{t} B(s)\nabla u(x,s)\,ds )=f,&\text{in }\Omega\times(0,T],\\ u=0,& \text{on }\partial\Omega\times(0,T],\\ u(x,0)=u_{0}(x),&\forall x\in\Omega. \end{cases} $$\end{document}$$

This kind of flow is complicated by the history effect, which characterizes various mixing length growths of flow. This model of equation is widely applied in many fields, such as in non-Fourier models for heat conduction in materials with memory, in engineering models for nonlocal reactive transport in porous media and in the theory of nuclear reactors. There are many studies on the existence and uniqueness of its solution, also, on the numerical solution of it.

There are many papers on the numerical methods for this kind of problems. Ewing et al. \[[@CR1]\] derived the finite volume methods, and Jiang \[[@CR2]\] considered the mixed element methods when $\documentclass[12pt]{minimal}
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                \begin{document}$A,B$\end{document}$ are proportional to a unit matrix for this problem. Ewing et al. \[[@CR3]\] and \[[@CR4]\] presented the $\documentclass[12pt]{minimal}
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                \begin{document}$L^{\infty}$\end{document}$-error estimate of the mixed element methods for this problem in a general case. The mixed element method can obtain the approximations of *u* and *σ* simultaneously, but it needs the Ladyzhenskaya-Babuska-Brezzi (LBB) consistency condition. To overcome this disadvantage of mixed element methods, Rui \[[@CR5]\] gave some split least-squares finite element procedures and the convergence analysis with optimal accuracy. Besides these methods, Cui Xia \[[@CR6]\] presented an A.D.I. Galerkin method, and Cannon and Lin \[[@CR7]\] considered the finite element methods for this problem by use of the generalized elliptic projection. When using the conforming finite element methods approximation of this problem, it can lead to too much degree of freedom. For the nonconforming finite element methods, there are two disadvantages: first, it needs analyze the consistency term; secondly, the convergence order is not optimal since the order of the interpolation error is higher than that of the consistent error for some elements, such as the Wilson element for the second-order problems \[[@CR8]\] and the Adini element for the forth-order problems (see \[[@CR9]\]).

To overcome these disadvantages of the finite element methods, the interior penalty method was introduced. The study of this method traces back to the 1970s. Douglas etc. provided a framework for the analysis of a large class of discontinuous methods for second-order elliptic problems in \[[@CR10]\] and a semi-discrete finite element procedure for the second-order parabolic initial boundary value problem in \[[@CR11]\]. Andreas et al. \[[@CR12]\] analyzed the discontinuous Galerkin method for the linear second-order elliptic problem on a compact smooth connected and oriented surface in $\documentclass[12pt]{minimal}
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                \begin{document}$R^{3}$\end{document}$. For a fourth-order elliptic boundary value problem, Engel et al. \[[@CR13]\] proposed an interior penalty method that uses only the standard $\documentclass[12pt]{minimal}
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                \begin{document}$C^{0}$\end{document}$ finite elements. Brenner and Sung \[[@CR14]\] analyzed the $\documentclass[12pt]{minimal}
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                \begin{document}$C^{0}$\end{document}$ interior penalty methods on polygonal domains using the Lagrange finite element. For a plate bending problem, in \[[@CR15]\] we got an optimal estimate by the $\documentclass[12pt]{minimal}
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                \begin{document}$C^{0}$\end{document}$ interior penalty method using Adini element and the penalty parameter was accurately estimated. Brenner et al. \[[@CR16]\] developed isoparametric $\documentclass[12pt]{minimal}
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                \begin{document}$C^{0}$\end{document}$ interior penalty methods on smooth domains and proved the optimal convergence in the energy norm. Comparing with the standard finite element method, the main advantages of the interior penalty method include the ability to capture discontinuities, and less restriction on grid structure and refinement as well as on the choice of basis functions.

In this paper, we use this idea and construct a semi-discrete scheme and a fully discrete scheme using the Wilson nonconforming element for the parabolic integro-differential equation arising in modeling the non-Fickian flow in porous media. Without using the conventional elliptic projection, which was an indispensable tool in the convergence analysis of finite element methods in previous literature, we get an optimal error estimate which is only determined by the interpolation error. Finally, we give some numerical experiments to show the efficiency of the method.

The rest of the paper is organized as follows. We give a semi-discrete scheme using the interior penalty method in Section [2](#Sec2){ref-type="sec"}. Section [3](#Sec3){ref-type="sec"} contains the convergence analysis of the semi-scheme. In Section [4](#Sec4){ref-type="sec"}, we give the convergence analysis of the fully discrete scheme. Finally, some numerical experiments are carried out in Section [5](#Sec5){ref-type="sec"}.

The semi-discrete scheme of non-Fickian flow in porous media {#Sec2}
============================================================

In this section, we give a new semi-discrete scheme using the interior penalty method. For simplicity, we consider the problem on a plane domain, that is, $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \begin{aligned} & 0< k_{1}\leq\phi\leq k_{2},\qquad 0< k_{1}\leq \Vert B \Vert \leq k_{2}, \qquad \biggl\Vert \frac{dB(t)}{dt} \biggr\Vert \leq k_{2} \\ & a_{*} \Vert \xi \Vert ^{2}\leq(A\xi,\xi)\leq a^{*} \Vert \xi \Vert ^{2},\quad \forall\xi\in R^{2}. \end{aligned} \end{aligned}$$ \end{document}$$

The variational form of ([1.1](#Equ1){ref-type=""}) is to find $\documentclass[12pt]{minimal}
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                \begin{document}$$ \textstyle\begin{cases}(\phi u_{t},v)+(A\nabla u,\nabla v) +\int_{0}^{t} (B(s)\nabla u(x,s),\nabla v )\,ds=(f,v),\quad \forall v \in H^{1}_{0}(\Omega),\\ u(x,0)=u_{0}(x),\quad \forall x\in\Omega. \end{cases} $$\end{document}$$

Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{\mathcal{T}_{h}\}$\end{document}$ be a family of regular rectangle partitions of Ω. That is, denoted by $\documentclass[12pt]{minimal}
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Now introduce the jump and average of a piecewise smooth function *f* as follows. Let $\documentclass[12pt]{minimal}
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The traditional semi-discrete scheme is to find $\documentclass[12pt]{minimal}
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To improve the convergence order, we introduce a new semi-discrete scheme: Find $\documentclass[12pt]{minimal}
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To prove the convergence order of the new scheme, we first introduce several lemmas.

Lemma 2.1 {#FPar1}
---------

*There exists a positive constant* *C*, *such that* $$\documentclass[12pt]{minimal}
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Proof {#FPar2}
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Lemma 2.2 {#FPar3}
---------
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Proof {#FPar4}
-----

By applying Lemma [2.1](#FPar1){ref-type="sec"} and the inverse inequality, we have $$\documentclass[12pt]{minimal}
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Theorem 2.3 {#FPar5}
-----------
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Proof {#FPar6}
-----

Obviously, they are bilinear forms.

According to definition ([2.4](#Equ5){ref-type=""}), Hölder's inequality and Lemma [2.2](#FPar3){ref-type="sec"}, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \bigl\vert a_{h}(u_{h},v_{h}) \bigr\vert \leq{}&\sum_{T\in\mathcal {T}_{h}}C \vert \nabla u_{h} \vert _{0,T} \vert \nabla v_{h} \vert _{0,T} + \sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha}{h_{E}} \bigl\Vert [[u_{h}]] \bigr\Vert _{0,E} \bigl\Vert [[v_{h}]] \bigr\Vert _{0,E} \\ &{} + \bigl\Vert \{A\nabla u_{h}\}\cdot n \bigr\Vert _{0,E} \bigl\Vert [[v_{h}]] \bigr\Vert _{0,E} + \bigl\Vert [[u_{h}]] \bigr\Vert _{0,E} \bigl\Vert \{A\nabla v_{h}\}\cdot n \bigr\Vert _{0,E} \biggr\} \\ \leq{}&\sum_{T\in\mathcal{T}_{h}}C \vert u_{h} \vert _{1,T} \vert v_{h} \vert _{1,T} +\sum _{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha}{h_{E}} \bigl\Vert [[u_{h}]] \bigr\Vert _{0,E} \bigl\Vert [[v_{h}]] \bigr\Vert _{0,E} \\ &{} +\frac{C}{\sqrt{h_{E}}} \vert u_{h} \vert _{1,T} \bigl\Vert [[v_{h}]] \bigr\Vert _{0,E} + \frac{C}{\sqrt{h_{E}}} \bigl\Vert [[u_{h}]] \bigr\Vert _{0,E} \vert v_{h} \vert _{1,T} \biggr\} \\ \leq{}& C \biggl(\sum_{T\in\mathcal{T}_{h}} \vert u_{h} \vert _{1,T} +\sum_{E\in\mathcal{E}_{h}}\frac{1}{\sqrt{h_{E}}} \bigl\Vert [[u_{h}]] \bigr\Vert _{0,E} \biggr)\\ &{}\times\biggl(\sum_{T\in\mathcal{T}_{h}} \vert v_{h} \vert _{1,T} +\sum_{E\in\mathcal{E}_{h}}\frac{1}{\sqrt{h_{E}}} \bigl\Vert [[v_{h}]] \bigr\Vert _{0,E} \biggr)\\ \leq{}& C \Vert u_{h} \Vert _{h} \Vert v_{h} \Vert _{h}. \end{aligned}$$ \end{document}$$ So $\documentclass[12pt]{minimal}
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                \begin{document}$a_{h}(\cdot,\cdot)$\end{document}$ is a continuous bilinear form.
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                \begin{document} $$\begin{aligned} &\sum_{E\in\mathcal{E}_{h}} \int_{E} \bigl(\{A\nabla v_{h}\}\cdot n \bigr) [[v_{h}]]\, d\tau \\ &\quad\leq\sum_{E\in\mathcal{E}_{h}} \bigl\Vert \{A\nabla v_{h}\}\cdot n \bigr\Vert _{0,E} \bigl\Vert [[v_{h}]] \bigr\Vert _{0,E} \\ &\quad\leq \biggl(\sum_{E\in\mathcal{E}_{h}}h_{E} \bigl\Vert \{A\nabla v_{h}\} \cdot n \bigr\Vert ^{2}_{0,E} \biggr)^{\frac{1}{2}} \biggl(\sum_{E\in\mathcal{E}_{h}} \frac{1}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E} \biggr)^{\frac{1}{2}} \\ &\quad\leq C \biggl(\sum_{T\in\mathcal{T}_{h}}h_{T} \Vert A \nabla v_{h}\cdot n \Vert ^{2}_{0,\partial T} \biggr)^{\frac{1}{2}} \biggl(\sum_{E\in\mathcal{E}_{h}} \frac{1}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E} \biggr)^{\frac{1}{2}} \\ &\quad \leq C \biggl(\sum_{T\in\mathcal{T}_{h}} \vert v_{h} \vert ^{2}_{1,T} \biggr)^{\frac{1}{2}} \biggl(\sum _{E\in\mathcal{E}_{h}}\frac{1}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E} \biggr)^{\frac{1}{2}} \\ &\quad \leq\epsilon\sum_{T\in\mathcal{T}_{h}} \vert v_{h} \vert ^{2}_{1,T} +\frac{C}{4\epsilon}\sum _{E\in\mathcal{E}_{h}}\frac{1}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E}. \end{aligned}$$ \end{document}$$ Therefore, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &a_{h}(v_{h},v_{h}) \\ &\quad =\sum_{T\in\mathcal{T}_{h}} (A\nabla v_{h},\nabla v_{h})_{T} +\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha }{h_{E}} \bigl\langle [[v_{h}]], [[v_{h}]] \bigr\rangle _{E} \biggr\} -2 \bigl\langle \{A\nabla v_{h}\}\cdot n, [[v_{h}]] \bigr\rangle _{h} \\ &\quad =\sum_{T\in\mathcal{T}_{h}} (A\nabla v_{h},\nabla v_{h})_{T} +\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha}{h_{E}} \int _{E} [[v_{h}]] [[v_{h}]]\,d\tau -2 \int_{E} \bigl(\{A\nabla v_{h}\}\cdot n \bigr) [[v_{h}]]\,d\tau \biggr\} \\ &\quad= \sum_{T\in\mathcal{T}_{h}} \bigl\Vert A^{\frac{1}{2}}\nabla v_{h} \bigr\Vert ^{2}_{0,T} +\sum _{E\in\mathcal{E}_{h}}\frac{\alpha}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E} -\sum _{E\in\mathcal{E}_{h}}2 \int_{E} \bigl(\{A\nabla v_{h}\}\cdot n \bigr) [[v_{h}]]\, d\tau \\ &\quad \geq \sum_{T\in\mathcal{T}_{h}}a_{*} \vert v_{h} \vert ^{2}_{1,T} +\alpha\sum_{E\in\mathcal{E}_{h}} \frac{1}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E} -\epsilon\sum_{T\in\mathcal{T}_{h}} \vert v_{h} \vert ^{2}_{1,T} -\frac{C}{4\epsilon} \sum_{E\in\mathcal{E}_{h}}\frac{1}{h_{E}} \bigl\Vert [[v_{h}]] \bigr\Vert ^{2}_{0,E} \\ &\quad \geq \min \biggl\{ a_{*}-\epsilon,\alpha-\frac{C}{4\epsilon} \biggr\} \Vert v_{h} \Vert ^{2}_{h}. \end{aligned}$$ \end{document}$$

Select the appropriate value of *ϵ* independent of *h* to ensure $\documentclass[12pt]{minimal}
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                \begin{document}$b_{h}(\cdot,\cdot ):V_{h}\times V_{h}\rightarrow\mathbb{R}$\end{document}$ is also continuous and V-elliptic. Therefore the proof is complete. □

Convergence of the new semi-discrete scheme {#Sec3}
===========================================

Lemma 3.1 {#FPar7}
---------
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                \begin{document}$\Pi_{h}$\end{document}$ *is the interpolation operator*. *Then there holds* $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\bigl\Vert (u-\Pi_{h} u)_{tt} \bigr\Vert _{0} \leq Ch^{2} \vert u_{tt} \vert _{2},\qquad \Vert u- \Pi_{h} u \Vert _{h}\leq Ch^{2} \vert u \vert _{3}, \\ & \bigl\Vert (u-\Pi_{h} u)_{t} \bigr\Vert _{h}\leq Ch^{2} \vert u_{t} \vert _{3}. \end{aligned}$$ \end{document}$$

Proof {#FPar8}
-----

The first inequality of the above conclusion is obvious according to the interpolation theory.
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                \begin{document} $$\begin{aligned} \sum_{T\in\mathcal{T}_{h}} \vert u-\Pi_{h} u \vert ^{2}_{1,T}\leq Ch^{4} \vert u \vert ^{2}_{3} \end{aligned}$$ \end{document}$$ and $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{1}{h_{E}} \bigl\Vert [[u-\Pi_{h} u]] \bigr\Vert ^{2}_{0,E} \biggr\} \\ &\quad \leq C\sum_{T\in\mathcal{T}_{h}} \biggl\{ \frac{1}{h_{T}} \Vert u-\Pi_{h} u \Vert ^{2}_{0,\partial T} \biggr\} \\ &\quad \leq C\sum_{T\in\mathcal{T}_{h}} \Vert \hat{u}-\widehat{\Pi _{h} u} \Vert ^{2}_{0,\partial\hat{T}} \leq C\sum _{T\in\mathcal{T}_{h}} \Vert \hat{u}-\widehat{\Pi_{h} u} \Vert ^{2}_{1,\hat {T}} \\ &\quad \leq C\sum_{T\in\mathcal{T}_{h}} \bigl\{ \Vert \hat{u}-\widehat{ \Pi _{h} u} \Vert ^{2}_{0,\hat{T}}+ \vert \hat{u} - \widehat{\Pi_{h} u} \vert ^{2}_{1,\hat{T}} \bigr\} \\ &\quad \leq C\sum_{T\in\mathcal{T}_{h}} \biggl\{ \frac{1}{h^{2}_{T}} \Vert u-\Pi _{h} u \Vert ^{2}_{0,T}+ \vert u- \Pi_{h} u \vert ^{2}_{1,T} \biggr\} \leq Ch^{4} \vert u \vert ^{2}_{3}. \end{aligned}$$ \end{document}$$ So $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \Vert u-\Pi_{h} u \Vert ^{2}_{h}&=\sum _{T\in\mathcal {T}_{h}} \vert u-\Pi_{h} u \vert ^{2}_{1,T}+\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{1}{h_{E}} \bigl\Vert [[u-\Pi_{h} u]] \bigr\Vert ^{2}_{0,E} \biggr\} \\ &\leq Ch^{4} \vert u \vert ^{2}_{3}. \end{aligned}$$ \end{document}$$ The second inequality $\documentclass[12pt]{minimal}
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                \begin{document}$\Vert u-\Pi_{h} u \Vert _{h}\leq Ch^{2} \vert u \vert _{3}$\end{document}$ is obtained. The third inequality can be proved by the same argument. □

Theorem 3.2 {#FPar9}
-----------
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                \begin{document}$u_{h}$\end{document}$ *are the solutions of* ([2.2](#Equ3){ref-type=""}) *and* ([2.3](#Equ4){ref-type=""}), *respectively*. *If* $\documentclass[12pt]{minimal}
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                \begin{document}$u,u_{t}\in H^{3}(\Omega),u_{tt}\in H^{2}(\Omega)$\end{document}$, *then there exists a positive constant* *C* *such that* $$\documentclass[12pt]{minimal}
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                \begin{document}$$\Vert u-u_{h} \Vert _{0}+ \int_{0}^{T} \Vert u-u_{h} \Vert _{h}\,ds \leq Ch^{2} \biggl( \vert u \vert _{2}+ \biggl[ \int_{0}^{T} \bigl( \vert u_{t} \vert _{2}^{2}+ \vert u \vert _{3}^{2} \bigr)\, dt \biggr]^{\frac{1}{2}} \biggr). $$\end{document}$$

Proof {#FPar10}
-----

Based on definition ([2.4](#Equ5){ref-type=""})-([2.5](#Equ6){ref-type=""}), $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} & a_{h}(u,v_{h})=(A\nabla u,\nabla v_{h})_{h}- \bigl\langle \{A\nabla u\cdot n\} , [[v_{h}]] \bigr\rangle _{h}, \\ & b_{h}(u,v_{h})= \bigl(B(t)\nabla u,\nabla v_{h} \bigr)_{h}- \bigl\langle \bigl\{ B(t)\nabla u\cdot n \bigr\} , [[v_{h}]] \bigr\rangle _{h}. \end{aligned}$$ \end{document}$$ Using the Green's formula, we can get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &(\phi u_{t},v_{h})_{h}+a_{h}(u,v_{h})+ \int_{0}^{t}b_{h}(u,v_{h})\,ds \\ &\quad =(\phi u_{t},v_{h})- \bigl(\operatorname{div}(A\nabla u),v_{h} \bigr)- \int_{0}^{t} \bigl(\operatorname{div} \bigl(B(s) \nabla u \bigr),v_{h} \bigr)\,ds \\ &\quad =(\phi u_{t},v_{h})- \bigl(\operatorname{div}(A\nabla u),v_{h} \bigr)- \biggl(\operatorname{div} \biggl( \int_{0}^{t}B(s)\nabla u\,ds \biggr),v_{h} \biggr) \\ &\quad = \biggl(\phi u_{t}-\operatorname{div}(A\nabla u)-\operatorname {div} \biggl( \int_{0}^{t}B(s)\nabla u\,ds \biggr),v_{h} \biggr) \\ &\quad =(f,v_{h}), \quad \forall v_{h}\in V_{h}. \end{aligned}$$ \end{document}$$ Therefore, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} & \bigl(\phi(u-u_{h})_{t},v_{h} \bigr)_{h}+a_{h}(u-u_{h},v_{h})+ \int _{0}^{t}b_{h}(u-u_{h},v_{h}) \,ds \\ &\quad =(\phi u_{t},v_{h})_{h}+a_{h}(u,v_{h})+ \int_{0}^{t}b_{h}(u,v_{h})\,ds \\ &\qquad{}- \biggl[(\phi u_{h,t},v_{h})_{h}+a_{h}(u_{h},v_{h}) + \int_{0}^{t}b_{h}(u_{h},v_{h}) \,ds \biggr] \\ &\quad = (f,v_{h})-(f,v_{h})=0. \end{aligned}$$ \end{document}$$ This is the key of the paper. Then we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} & \bigl(\phi(\Pi_{h} u-u_{h})_{t},v_{h} \bigr)_{h}+a_{h}(\Pi_{h} u-u_{h},v_{h})+ \int _{0}^{t}b_{h}(\Pi_{h}u-u_{h},v_{h}) \,ds \\ &\quad = \bigl(\phi(\Pi_{h} u-u)_{t},v_{h} \bigr)_{h}+a_{h}(\Pi_{h} u-u,v_{h})+ \int _{0}^{t}b_{h}(\Pi _{h}u-u,v_{h})\,ds, \quad \forall v_{h}\in V_{h}. \end{aligned}$$ \end{document}$$
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$v_{h}=\theta_{h}$\end{document}$ in ([3.1](#Equ9){ref-type=""}), we can obtain $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\frac{k_{1}}{2}\frac{d}{dt} \Vert \theta_{h} \Vert _{0}^{2}+C \Vert \theta_{h} \Vert _{h}^{2} \\ &\quad \leq\frac{1}{2}\sum _{T\in\mathcal{T}_{h}}\frac{d}{dt} \bigl\Vert \phi^{\frac {1}{2}} \theta_{h} \bigr\Vert _{0,T}^{2} +a_{h}(\theta_{h},\theta_{h}) \\ &\quad = \bigl(\phi(\Pi_{h} u-u)_{t},\theta_{h} \bigr)_{h} +a_{h} \bigl((\Pi_{h} u-u), \theta_{h} \bigr)+ \int_{0}^{t}b_{h}(\Pi_{h}u-u, \theta _{h})\,ds \\ & \qquad{}- \int_{0}^{t} b_{h} \bigl( \theta_{h}(s),\theta_{h} \bigr)\,ds \\ &\quad \leq k_{2} \bigl\Vert (\Pi_{h} u-u)_{t} \bigr\Vert _{0} \Vert \theta _{h} \Vert _{0}+C \Vert \Pi_{h} u-u \Vert _{h} \Vert \theta _{h} \Vert _{h} \\ & \qquad{}+C \Vert \theta_{h} \Vert _{h} \int_{0}^{t} \bigl( \Vert \Pi_{h} u-u \Vert _{h}+ \bigl\Vert \theta_{h}(s) \bigr\Vert _{h} \bigr)\,ds \\ &\quad \leq Ch^{2} \vert u_{t} \vert _{2} \Vert \theta _{h} \Vert _{0}+Ch^{2} \vert u \vert _{3} \Vert \theta _{h} \Vert _{h} +C \Vert \theta_{h} \Vert _{h} \int_{0}^{t}h^{2} \vert u \vert _{3}\,ds \\ &\qquad{}+C \Vert \theta_{h} \Vert _{h} \int_{0}^{t} \bigl\Vert \theta _{h}(s) \bigr\Vert _{h}\,ds \\ &\quad \leq Ch^{4} \biggl(\frac{ \vert u_{t} \vert _{2}^{2}}{4\epsilon _{1}}+\frac{ \vert u \vert _{3}^{2}}{4\epsilon_{2}} + \int_{0}^{t}\frac{ \vert u \vert _{3}^{2}}{4\epsilon_{3}}\, ds \biggr)+ \epsilon_{1} \Vert \theta _{h} \Vert ^{2}_{0} +(\epsilon_{2}+\epsilon_{3}+ \epsilon_{4}) \Vert \theta _{h} \Vert ^{2}_{h} \\ & \qquad{}+\frac{1}{4\epsilon_{4}} \int_{0}^{t} \bigl\Vert \theta_{h}(s) \bigr\Vert ^{2}_{h}\,ds. \end{aligned}$$ \end{document}$$ Select the appropriate values of $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{d}{dt} \Vert \theta_{h} \Vert _{0}^{2}+ \Vert \theta_{h} \Vert _{h}^{2}\leq Ch^{4} \biggl( \vert u_{t} \vert _{2}^{2}+ \vert u \vert _{3}^{2}+ \int_{0}^{t} \vert u \vert _{3}^{2} \,ds \biggr) +C \biggl( \Vert \theta_{h} \Vert ^{2}_{0} + \int_{0}^{t} \bigl\Vert \theta_{h}(s) \bigr\Vert ^{2}_{h}\,ds \biggr). $$\end{document}$$ Integrating both sides of ([3.2](#Equ10){ref-type=""}) from 0 to *T* and noticing that $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \Vert \theta_{h} \Vert _{0}^{2}+ \int_{0}^{T} \Vert \theta _{h} \Vert _{h}^{2}\,ds \leq{}&Ch^{4} \int_{0}^{T} \bigl( \vert u_{t} \vert _{2}^{2}+ \vert u \vert _{3}^{2} \bigr)\,ds \\ & {}+C \int_{0}^{T} \biggl( \Vert \theta_{h} \Vert ^{2}_{0}+ \int _{0}^{t} \bigl\Vert \theta_{h}(s) \bigr\Vert ^{2}_{h}\,ds \biggr)\,dt. \end{aligned}$$ \end{document}$$ Gronwall's lemma now implies $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \Vert \theta_{h} \Vert _{0}^{2}+ \int_{0}^{T} \Vert \theta _{h} \Vert _{h}^{2}\,ds \leq Ch^{4} \int_{0}^{T} \bigl( \vert u_{t} \vert _{2}^{2}+ \vert u \vert _{3}^{2} \bigr)\,ds. \end{aligned}$$ \end{document}$$ So the error between the discrete solution $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \Vert u-u_{h} \Vert _{0}+ \int_{0}^{T} \Vert u-u_{h} \Vert _{h}\,ds \leq Ch^{2} \biggl( \vert u \vert _{2}+ \biggl[ \int_{0}^{T} \bigl( \vert u_{t} \vert _{2}^{2}+ \vert u \vert _{3}^{2} \bigr)\, dt \biggr]^{\frac{1}{2}} \biggr). \end{aligned}$$ \end{document}$$ The proof of the theorem is complete. □

Analysis for the fully discrete scheme {#Sec4}
======================================
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Then the fully discrete scheme can be formulated as follows:

For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$n=1,2,\ldots,N$\end{document}$, find $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$u_{h}^{n}\in V_{h}$\end{document}$ such that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \textstyle\begin{cases}(\phi D_{t}u_{h}^{n},v_{h})_{h}+a_{h}(u_{h}^{n},v_{h}) +\Delta t\sum_{i=1}^{n} b_{h}(u_{h}^{i},v_{h})=(f^{n},v_{h}),\quad \forall v_{h}\in V_{h},\\ u_{h}^{0}=\Pi_{h} u^{0}, \end{cases}\displaystyle \end{aligned}$$ \end{document}$$ in which $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &a_{h} \bigl(u_{h}^{n},v_{h} \bigr)= \bigl(A\nabla u_{h}^{n},\nabla v_{h} \bigr)_{h} +\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha}{h_{E}} \int _{E} \bigl[ \bigl[u_{h}^{n} \bigr]\bigr] [[v_{h}]]\,ds \biggr\} \\ &\phantom{a_{h} \bigl(u_{h}^{n},v_{h} \bigr)=}{}- \bigl\langle \bigl\{ A\nabla u_{h}^{n} \bigr\} \cdot n, [[v_{h}]] \bigr\rangle _{h} - \bigl\langle \bigl[ \bigl[u_{h}^{n} \bigr]\bigr],\{A\nabla v_{h}\}\cdot n \bigr\rangle _{h}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &b_{h} \bigl(u_{h}^{i},v_{h} \bigr)= \bigl(B^{i}\nabla u_{h}^{i},\nabla v_{h} \bigr)_{h} +\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha}{h_{E}} \int _{E} \bigl[ \bigl[u_{h}^{i} \bigr]\bigr] [[v_{h}]]\,ds \biggr\} \\ &\phantom{b_{h} \bigl(u_{h}^{i},v_{h} \bigr)=}{}- \bigl\langle \bigl\{ B^{i}\nabla u_{h}^{i} \bigr\} \cdot n, [[v_{h}]] \bigr\rangle _{h} - \bigl\langle \bigl[ \bigl[u_{h}^{i} \bigr]\bigr], \bigl\{ B^{i}\nabla v_{h} \bigr\} \cdot n \bigr\rangle _{h}. \end{aligned}$$ \end{document}$$

Theorem 4.1 {#FPar11}
-----------

*The fully discrete scheme* ([4.1](#Equ12){ref-type=""}) *has one and only one solution*.

Proof {#FPar12}
-----
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                \begin{document}$X+\Delta tY+(\Delta t)^{2}Z^{n}$\end{document}$ is a symmetric positive definite matrix, so scheme ([4.1](#Equ12){ref-type=""}) has one and only one solution. □

Theorem 4.2 {#FPar13}
-----------
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Proof {#FPar14}
-----

Based on definition ([4.2](#Equ13){ref-type=""})-([4.3](#Equ14){ref-type=""}), $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} a_{h} \bigl(u^{n},v_{h} \bigr)= \bigl(A\nabla u^{n},\nabla v_{h} \bigr)_{h}- \bigl\langle \bigl\{ A\nabla u^{n}\cdot n \bigr\} , [[v_{h}]] \bigr\rangle _{h}, \\ b_{h} \bigl(u^{i},v_{h} \bigr)= \bigl(B^{i}\nabla u^{i},\nabla v_{h} \bigr)_{h} - \bigl\langle \bigl\{ B^{i}\nabla u^{i} \cdot n \bigr\} , [[v_{h}]] \bigr\rangle _{h}. \end{aligned}$$ \end{document}$$ Using the Green's formula, we can get $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} & \bigl(\phi D_{t}u^{n},v_{h} \bigr)_{h}+a_{h} \bigl(u^{n},v_{h} \bigr)+\Delta t\sum_{i=1}^{n} b_{h} \bigl(u^{i},v_{h} \bigr) \\ &\quad = \bigl(\phi D_{t}u^{n},v_{h} \bigr)- \bigl( \operatorname{div} \bigl(A\nabla u^{n} \bigr),v_{h} \bigr) - \Delta t\sum_{i=1}^{n} \bigl( \operatorname{div} \bigl(B^{i}\nabla u^{i} \bigr),v_{h} \bigr) \\ &\quad = \bigl(\phi u_{t}^{n},v_{h} \bigr)- \bigl( \operatorname{div} \bigl(A\nabla u^{n} \bigr),v_{h} \bigr) - \biggl( \int_{0}^{t_{n}}\operatorname{div} \bigl(B(s)\nabla u \bigr)\, ds,v_{h} \biggr) + \bigl(R_{1}^{n}+R_{2}^{n},v_{h} \bigr) \\ &\quad = \biggl(\phi u_{t}^{n}-\operatorname{div} \bigl(A\nabla u^{n} \bigr)-\operatorname {div} \biggl( \int _{0}^{t_{n}}B(s)\nabla u\,ds \biggr),v_{h} \biggr) + \bigl(R_{1}^{n}+R_{2}^{n},v_{h} \bigr) \\ &\quad = \bigl(f^{n},v_{h} \bigr)+ \bigl(R_{1}^{n}+R_{2}^{n},v_{h} \bigr),\quad \forall v_{h}\in V_{h}, \end{aligned}$$ \end{document}$$ in which $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &R_{2}^{n}= \int_{0}^{t_{n}}\operatorname{div} \bigl(B(s)\nabla u \bigr)\,ds -\Delta t\sum_{i=1}^{n} \operatorname{div} \bigl(B^{i}\nabla u^{i} \bigr)=O(\Delta t). \end{aligned}$$ \end{document}$$
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                \begin{document} $$\begin{aligned} &\bigl(\phi D_{t}\theta^{n},v_{h} \bigr)_{h}+a_{h} \bigl(\theta^{n},v_{h} \bigr)+\Delta t\sum_{i=1}^{n} b_{h} \bigl(\theta^{i},v_{h} \bigr) \\ &\quad = \bigl(-\phi D_{t}\eta^{n},v_{h} \bigr)_{h}-a_{h} \bigl(\eta^{n},v_{h} \bigr)-\Delta t\sum_{i=1}^{n} b_{h} \bigl(\eta^{i},v_{h} \bigr) + \bigl(R_{1}^{n}+R_{2}^{n},v_{h} \bigr),\quad\forall v_{h}\in V_{h}. \end{aligned}$$ \end{document}$$ Take $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\frac{k_{1}}{2\Delta t} \bigl( \bigl\Vert \theta^{n} \bigr\Vert _{0}^{2}- \bigl\Vert \theta^{n-1} \bigr\Vert _{0}^{2} \bigr)+C \bigl\Vert \theta^{n} \bigr\Vert _{h}^{2}\\ &\quad \leq \bigl(\phi D_{t} \theta^{n},\theta^{n} \bigr)_{h}+a_{h} \bigl(\theta^{n},\theta ^{n} \bigr) \\ &\quad = \bigl(-\phi D_{t}\eta^{n},\theta^{n} \bigr)_{h}-a_{h} \bigl(\eta^{n}, \theta^{n} \bigr)-\Delta t\sum_{i=1}^{n} b_{h} \bigl(\eta^{i},\theta^{n} \bigr) -\Delta t \sum_{i=1}^{n} b_{h} \bigl( \theta^{i},\theta ^{n} \bigr)+ \bigl(R_{1}^{n}+R_{2}^{n}, \theta ^{n} \bigr) \\ &\quad \leq k_{2} \bigl\Vert D_{t} \eta^{n} \bigr\Vert _{0} \bigl\Vert \theta ^{n} \bigr\Vert _{0}+C \bigl\Vert \eta^{n} \bigr\Vert _{h} \bigl\Vert \theta^{n} \bigr\Vert _{h}+ C \Delta t \Biggl(\sum_{i=1}^{n} \bigl\Vert \eta^{i} \bigr\Vert _{h} \Biggr) \bigl\Vert \theta^{n} \bigr\Vert _{h} \\ &\qquad{}+C\Delta t \Biggl(\sum _{i=1}^{n} \bigl\Vert \theta^{i} \bigr\Vert _{h} \Biggr) \bigl\Vert \theta^{n} \bigr\Vert _{h} \\ &\qquad {}+C \bigl\Vert R_{1}^{n} \bigr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0}+C \bigl\Vert R_{2}^{n} \bigr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0}. \end{aligned}$$ \end{document}$$ That is, $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\frac{k_{1}}{2} \bigl( \bigl\Vert \theta^{n} \bigr\Vert _{0}^{2}- \bigl\Vert \theta^{n-1} \bigr\Vert _{0}^{2} \bigr)+C\Delta t \bigl\Vert \theta^{n} \bigr\Vert _{h}^{2} \\ &\quad \leq k_{2}\Delta t \bigl\Vert D_{t}\eta^{n} \bigr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0}+C\Delta t \bigl\Vert \eta ^{n} \bigr\Vert _{h} \bigl\Vert \theta^{n} \bigr\Vert _{h}+ C(\Delta t)^{2} \Biggl(\sum_{i=1}^{n} \bigl\Vert \eta^{i} \bigr\Vert _{h} \Biggr) \bigl\Vert \theta^{n} \bigr\Vert _{h} \\ &\qquad{}+C(\Delta t)^{2} \Biggl(\sum _{i=1}^{n} \bigl\Vert \theta^{i} \bigr\Vert _{h} \Biggr) \bigl\Vert \theta^{n} \bigr\Vert _{h} +C\Delta t \bigl\Vert R_{1}^{n} \bigr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0}+C\Delta t \bigl\Vert R_{2}^{n} \bigr\Vert _{0} \bigl\Vert \theta ^{n} \bigr\Vert _{0}. \end{aligned}$$ \end{document}$$ Now we analyze the right-hand side of ([4.8](#Equ19){ref-type=""}) by *ε*-Cauchy inequality. $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} &k_{2}\Delta t \bigl\Vert D_{t}\eta^{n} \bigr\Vert _{0} \bigl\Vert \theta ^{n} \bigr\Vert _{0}=k_{2} \biggl\Vert \int _{t_{n-1}}^{t_{n}}(I-\Pi_{h})u_{t} \,dt \biggr\Vert _{0} \bigl\Vert \theta ^{n} \bigr\Vert _{0} \\ &\phantom{k_{2}\Delta t \bigl\Vert D_{t}\eta^{n} \bigr\Vert _{0} \bigl\Vert \theta ^{n} \bigr\Vert _{0}}\leq C\Delta th^{4} \int_{t_{n-1}}^{t_{n}} \vert u_{t} \vert _{2}^{2}\, dt+\epsilon_{1} \bigl\Vert \theta^{n} \bigr\Vert ^{2}_{0}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &C\Delta t \bigl\Vert \eta^{n} \bigr\Vert _{h} \bigl\Vert \theta ^{n} \bigr\Vert _{h} \leq C\Delta th^{2} \bigl\vert u^{n} \bigr\vert _{3} \bigl\Vert \theta ^{n} \bigr\Vert _{h} \leq C\Delta th^{4} \bigl\vert u^{n} \bigr\vert ^{2}_{3}+\epsilon_{2}\Delta t \bigl\Vert \theta^{n} \bigr\Vert ^{2}_{h}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &C(\Delta t)^{2}\sum_{i=1}^{n} \bigl\Vert \eta^{i} \bigr\Vert _{h} \bigl\Vert \theta^{n} \bigr\Vert _{h} \leq C(\Delta t)^{2}h^{2}\sum_{i=1}^{n} \bigl\vert u^{i} \bigr\vert _{3} \bigl\Vert \theta^{n} \bigr\Vert _{h} \\ &\phantom{C(\Delta t)^{2}\sum_{i=1}^{n} \bigl\Vert \eta^{i} \bigr\Vert _{h} \bigl\Vert \theta^{n} \bigr\Vert _{h}}\leq C(\Delta t)^{3}h^{4}\sum_{i=1}^{n} \bigl\vert u^{i} \bigr\vert ^{2}_{3}+ \epsilon_{3}\Delta t \bigl\Vert \theta^{n} \bigr\Vert ^{2}_{h}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &C(\Delta t)^{2} \Biggl(\sum _{i=1}^{n} \bigl\Vert \theta^{i} \bigr\Vert _{h} \Biggr) \bigl\Vert \theta^{n} \bigr\Vert _{h} \leq C(\Delta t)^{3}\sum_{i=1}^{n} \bigl\Vert \theta^{i} \bigr\Vert ^{2}_{h}+ \epsilon_{4}\Delta t \bigl\Vert \theta^{n} \bigr\Vert ^{2}_{h}. \end{aligned}$$ \end{document}$$ According to the definition of $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &C\Delta t \bigl\Vert R_{1}^{n} \bigr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0} \\ &\quad=C \biggl\Vert \int _{t_{j-1}}^{t_{j}}(t_{j-1}-t)u_{tt} \,dt \biggr\Vert _{0} \bigl\Vert \theta ^{n} \bigr\Vert _{0} \\ &\quad \leq C\Delta t \int_{t_{j-1}}^{t_{j}} \Vert u_{tt} \Vert _{0}\, dt \bigl\Vert \theta^{n} \bigr\Vert _{0} \leq C(\Delta t)^{3} \int_{t_{j-1}}^{t_{j}} \Vert u_{tt} \Vert ^{2}_{0}\,dt+\epsilon_{5} \bigl\Vert \theta^{n} \bigr\Vert ^{2}_{0}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &C\Delta t \bigl\Vert R_{2}^{n} \bigr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0} \\ &\quad = C \Delta t \Biggl\Vert \sum_{i=1}^{n} \int_{t_{i-1}}^{t_{i}} \bigl[\operatorname{div} \bigl(B(s) \nabla u \bigr)-\operatorname {div} \bigl(B^{i}\nabla u^{i} \bigr) \bigr]\,dt \Biggr\Vert _{0} \bigl\Vert \theta^{n} \bigr\Vert _{0} \\ &\quad \leq C(\Delta t)^{2}\sum_{i=1}^{n} \bigl\vert u^{i}_{t} \bigr\vert _{2} \bigl\Vert \theta^{n} \bigr\Vert _{0} \leq C(\Delta t)^{4}\sum_{i=1}^{n} \bigl\vert u^{i}_{t} \bigr\vert ^{2}_{2}+ \epsilon_{6} \bigl\Vert \theta^{n} \bigr\Vert ^{2}_{0}. \end{aligned}$$ \end{document}$$ Combining the above inequalities from ([4.8](#Equ19){ref-type=""}) to ([4.14](#Equ25){ref-type=""}), and choosing the $\documentclass[12pt]{minimal}
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Numerical example {#Sec5}
=================

Consider the parabolic integro-differential boundary value problem: $$\documentclass[12pt]{minimal}
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Then the fully discrete scheme can be formulated as follows:
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                \begin{document} $$\begin{aligned} &b_{h} \bigl(u_{h}^{i},v_{h} \bigr)= \bigl(B^{i}\nabla u_{h}^{i},\nabla v_{h} \bigr)_{h} +\sum_{E\in\mathcal{E}_{h}} \biggl\{ \frac{\alpha}{h_{E}} \int _{E} \bigl[ \bigl[u_{h}^{i} \bigr]\bigr] [[v_{h}]]\,ds \biggr\} \\ &\phantom{b_{h} \bigl(u_{h}^{i},v_{h} \bigr)=}- \bigl\langle \bigl\{ B^{i}\nabla u_{h}^{i} \bigr\} \cdot n, [[v_{h}]] \bigr\rangle _{h} - \bigl\langle \bigl[ \bigl[u_{h}^{i} \bigr]\bigr], \bigl\{ B^{i}\nabla v_{h} \bigr\} \cdot n \bigr\rangle _{h}. \end{aligned}$$ \end{document}$$
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The curve of the error estimate at $\documentclass[12pt]{minimal}
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The following graphics describe the discrete solution $\documentclass[12pt]{minimal}
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From Table [1](#Tab1){ref-type="table"} and Figures [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}, we can see that with the increase in the number of meshes, the discrete solution $\documentclass[12pt]{minimal}
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Conclusions {#Sec6}
===========

In this paper, for the parabolic integro-differential equation, we present a new nonconforming scheme in which the consistency term vanishes. Therefore, we get an optimal error estimate which is only determined by the interpolation error. Finally, some numerical experiments show the efficiency of the method.
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