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Abstract— We consider the problem of audio source localiza-
tion in a medium with unknown characteristics, particularly the
speed of sound within the medium. We propose an algorithm
to retrieve both the speed of sound and the localized signals un-
der reasonable assumptions such as smoothness of medium struc-
ture. We present initial simulation results for stationary sinusoidal
sources both for the case of uniform and non-uniform speed of
sound through the medium to demonstrate the performance of the
proposed algorithm.
1 Introduction
Sparse recovery has become a popular research field especially
after the emergence of compressed sensing theory [1]. Conse-
quently many natural signals have also been shown to be com-
pressible or essentially low dimensional which enabled sparsity
inducing methods to be used for the estimation of these signals
in linear inverse problems.
Acoustic source localization can also be formulated as a
sparse recovery problem [2, 3]. In the continuous space and
time, the acoustic pressure field in a 2-dimensional space,
p(−→s , t), induced by the pressure emitted by the sources,








0, if no source at −→s
f(−→s , t), if source at −→s
(1)
at all non-boundary locations. The parameter c in (1) repre-
sents the speed of sound in the medium. For inhomogeneous
mediums, this constant can be represented more generally as
c(−→s , t). In addition to the wave equation, the acoustic pressure
field is also restricted by the boundary conditions. Both the
wave equation and the boundary equations can be discretized
straightforwardly into a set of linear differential equations rep-
resented as
(Ω1 + αΩ2)x = z (2)
in whichΩ1 andΩ2 represent the discretized differential oper-
ators in space and time respectively, α , 1/c2 is a function of
speed of sound, x and z represent the discretized pressure field
and the source signals in vector form respectively.
The source localization problem can be described as the es-
timation of z (or equivalently x) from limited number of mea-
surements recorded by a number of microphones, i.e. from
y = Isx (3)
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where Is is a matrix formed by keeping some of the rows of the
identity matrix corresponding to microphone locations. Con-
sidering the sparse nature of the sources, source localization
can be posed as a sparse recovery problem which can be solved
with convex optimization such as in
xˆ = argmin
x
‖(Ω1 + αΩ2)x‖∗ s.t. Isx = y (4)
where the ∗ norm is often chosen as the `1 norm or the `1,2
norm [3]. In many such approaches, the medium is assumed to
be homogeneous and the medium properties (c) are assumed to
be known. However, in practice this assumption may not be al-
ways valid since the behavior of the medium may vary depend-
ing on the physical conditions such as temperature, ambient
pressure, or unknown inhomogeneities in the medium. These
incorrect assumptions on α (and hence the sparsifying operator
Ω1+αΩ2) may lead to significantly decreased sparsity or mul-
tiplicative perturbations that would highly reduce the recovery
performance [4, 5].
In this abstract, we investigate the source localization prob-
lem formulated in (4) but with an unknown speed of sound c
(or equivalently α). In Section 2, we formulate the source lo-
calization problem for a spatially varying c, i.e. a time invariant
but inhomogeneous medium and present an algorithm to esti-
mate the medium properties along with the sources under spa-
tial smoothness assumptions. Preliminary experimental results
with the proposed algorithm are then presented in Section 3,
which is followed by the concluding remarks in Section 4.
2 Source Localization with Unknown
Medium Parameters
Let us first assume that the medium is inhomogeneous and un-
known, i.e. α = α(−→s , t) for the continuous domain. Conse-
quently the discretized equation in (2) can be modified as
(Ω1 +Diag(α)Ω2)x = z (5)
where Diag(α) indicates a diagonal matrix with the entries of
the vector α along the diagonal. In this setting one can attempt
to recoverα and x by minimizing
xˆ, αˆ = argmin
x,α
‖(Ω1 +Diag(α)Ω2)x‖1,2 s.t. Isx = y (6)
where the `1,2 norm is defined as `1 norm along the spatial and
`2 norm along the temporal dimension, assuming all the source
locations are fixed along time. However the global minimum
of the objective function in (5) often does not correspond to the
actual x and α due to the high number of degrees of freedom
introduced by the unknownα.
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Figure 1: (a) The minimum sufficient number of the microphones, mx.α(n),
with n = 1, 2 for successfully localizing different number of sources. The
required number of microphones for the ideal case when the field α is known,
mx(n), is also plotted for comparison. (b) The original and estimated signals
emitted from the sources for a sample recovery.
The intrinsic degrees of freedom in the structure of a real
world medium is often much smaller. In this work we will as-
sume the medium does not change in time and exploit the fact
that the spatial variation in a natural medium is often limited
and assume nth order spatial difference of the field α along
each spatial dimension is zero, i.e.
Dnα = 0 (7)
⇒ α = Anp (8)
where An is an orthogonal basis for the null space of Dn. It
can be observed that the degrees of freedom for α are reduced
to n2 (for 2-dimensional space) from the total size of the dis-
cretized points in space, which can be a significant reduction
in practice. With the assumption of (8), the optimization in (6)
can be modified as
xˆ, pˆ = argmin
x,p
‖(Ω1 +Diag(Anp)Ω2)x‖1,2 s.t. Isx = y
(9)
Unlike the case with known α, (9) is not a linear optimization
when jointly considering the variables x and α, hence the well
developed convex optimization methods are not applicable. It
is, however, linear in terms of each of the unknowns when the
other is considered a constant. Therefore we propose a form of
the alternating minimization approach which is often employed
in such scenarios.
3 Experimental Results
In order to demonstrate the joint estimation performance of
the proposed approach, a rectangular grid of 10 by 10 spatial
dimensions is simulated with k randomly located stationary
sources, k varying from 1 to 5. The sources emit random si-
nusoidals for a duration of 20 time instants. The pressure field
is measured bym randomly located stationary microphones for
100 time instants, m varying from 2 to 10. The boundary con-
ditions are modeled to be Neumann boundaries as in [2, 3]. The
field α is generated randomly to obey (8) with parameter n set
as 1 and 2 and the field values to be between 0.1 and 0.6.
The field parameters p and the acoustic pressure x are es-
timated from the microphone measurements y = Isx with an
algorithm that minimizes (9) by alternating between unknowns
applying the method of Alternating Direction Method of Mul-
tipliers (ADMM [6]). The details of the algorithm are not pro-
























(b) The estimated field αˆ
Figure 2: The original field α and the estimated field αˆ on a 10 by 10 2-
dimensional grid for a sample experiment. The red, blue and black markers
indicate the spatial positions of the original sources, estimated sources and the
microphones respectively.
Each of the randomly generated experiments is repeated 20
times with the same parameters to empirically estimate the min-
imum sufficient number of microphones for successful source
localization for each set of n, m, k. After each simulation, k
points with highest energy are chosen as estimates of the source
locations. The minimum number of microphones that succeeds
in localization of the sources in 80% of the 20 experiments is set
as the minimum sufficient number of microphones, mx,α(n).
The minimum sufficient number of the microphones for the re-
covery of the acoustic field when the medium parameter, α, is
known, mx, is also computed the same way for comparison.
Figure 1a shows the change of mx.α(n) and mx(n) with re-
spect to the number of sources. A sample reconstruction of
source signals is shown in Figure 1b. The original and the es-
timated field α as well as the source and the microphone lo-
cations for the same sample reconstruction can also be seen in
Figure 2.
The first thing to notice in the presented results in Figure 1a
is that estimating the unknown α introduces almost no per-
formance degradation with respect to perfectly knowing the
medium parameters. This can be attributed to the very small
degrees of freedom in α thanks to the smoothness constraints.
Hence estimating α while localizing sources is possible when-
ever the sources can be localized with knownα. In fact it is ob-
served in the experiments that the estimation of α is still accu-
rate for many cases when source localization is not successful.
A second observation is that the sufficient number of micro-
phones is not significantly affected when α is spatially varying
(n = 2) compared to when it is spatially constant (n = 1).
However the degrees of freedom within α increases with n2
and therefore the sufficient number of microphones is expected
to increase more rapidly with increasing n.
4 Conclusion
In this work, the acoustic source localization problem with ad-
ditional variables due to unknown medium properties is de-
scribed and a sparse recovery approach is presented for estimat-
ing both the sources and the medium structure. The presented
approach utilizes the assumption that the spatial variation in the
medium is limited and the acoustic sources are sparse. Prelim-
inary results that demonstrate the performance of the proposed
approach are presented. The talk will include further results,
the details on the recovery algorithm and discussions on the
extensions of the algorithm for more realistic scenarios.
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