We develop an efficient algorithmic approach for approximate counting and sampling in the low-temperature regime of a broad class of statistical physics models on finite subsets of the lattice Z d and on the torus (Z/nZ) d . Our approach is based on combining contour representations from Pirogov-Sinai theory with Barvinok's approach to approximate counting using truncated Taylor series. Some consequences of our main results include an FPTAS for approximating the partition function of the hard-core model at sufficiently high fugacity on subsets of Z d with appropriate boundary conditions and an efficient sampling algorithm for the ferromagnetic Potts model on the discrete torus (Z/nZ) d at sufficiently low temperature.
INTRODUCTION
For a wide class of equilibrium lattice statistical mechanics models it is known that there is a phase transition from a high-temperature disordered state to a low-temperature ordered state. In many cases this transition is reflected in the dynamical and algorithmic behavior of these models. For example, a simple Markov chain (the Glauber dynamics) provides an efficient means of sampling from many models on finite subsets of Z d at high temperatures but is often known to be inefficient at low temperatures [12] . For many models there are no known efficient sampling algorithms at low temperatures, e.g., this is the case for the well-studied hard-core model and for the ferromagnetic q-state Potts model when q and d are greater than 2. See Sections 1.1 and 1.2 for definitions of these models.
Our main contribution is to rectify this by providing efficient approximate counting and sampling algorithms at low temperatures on subsets of Z d and on the torus T d n = (Z/nZ) d . Our results apply to a wide class of statistical mechanics models, including the hardcore and ferromagnetic Potts models. The following theorem is representative of our results. Theorem 1.1. For all d ≥ 2 and q ≥ 2 there exists β ⋆ = β ⋆ (d, q) such that for all inverse temperatures β > β ⋆ and all c > 0 there is a polynomial-time algorithm to sample from the q-state Potts model on T d n within n −c total variation distance.
To the best of our knowledge, this is the first provably efficient sampling algorithm for the q-state Potts model on the torus T d n below the critical temperature for q, d ≥ 3. We are also able to give an efficient algorithm to approximate the partition function of the model, see Theorem 1.2 below.
Before describing our full results for the Potts and hard-core models we briefly recall the motivation for, and intuition behind, our work.
There are two natural computational problems associated to the Potts model and other discrete models from statistical physics. Given a graph G and an inverse temperature β the counting problem is to compute the partition function Z (G, β ) of the model, and the sampling problem is to produce a sample distributed according to the probability law of the model on G. If we take the graph G as our input, the algorithmic problem of computing Z (G, β ) can be #P-hard in general, and so research has focused on providing approximate counting algorithms that return values close to Z (G, β ) and approximate sampling algorithms that produce samples close in distribution to the given model. For many problems, namely those that are self-reducible [32, 49] , the existence of an efficient approximate counting algorithm implies the existence of an efficient approximate sampling algorithm, and vice-versa.
The existence of efficient algorithms for these computational tasks is often known in the high-temperature regime of statistical physics models. In contrast, algorithms are often lacking in the low-temperature regime, even on restricted classes of graphs like lattices. This often reflects the existence of phase transitions in these models on certain infinite graphs, e.g., the infinite regular tree or Z d .
At the same time, the low-temperature regime of many discrete statistical physics models is fairly well-understood at a probabilistic level when the graph considered is a nice subset of Z d or the torus, see, e.g., [19, Chapter 7] . One might therefore hope that the algorithmic tasks of sampling and counting are tractable when restricted to these settings. Theorem 1.1 and our other results confirm that this is the case. While we focus in this paper on the Potts and hard-core models as they are two of the most studied lattice spin models, our main result, Theorem 3.1, is much more general and applies to many discrete statistical physics models e.g., the Widom-Rowlinson model, the Blume-Capel model, and many of the H -coloring models described in [11] .
The most systematic probabilistic understanding of the lowtemperature regime of discrete lattice spin models is based on Pirogov-Sinai theory. Roughly speaking, this is a significantly more sophisticated development of the Peierls' contour argument. The main idea of our algorithms is to make use of Pirogov-Sinai theory to express the logarithm of the partition function as a convergent cluster expansion, where terms of the expansion correspond to overlapping clusters of contours. We then use the approach of Barvinok to approximate the logarithm of the partition function, i.e., we truncate its Taylor series expansion and compute the initial coefficients exactly by using the cluster expansion representation. We describe this in more detail in Section 1.3 below.
Contour arguments have also been used to prove the slow mixing of Markov chains on lattices [8, 12, 13, 45] , and our results can counterintuitively be phrased as saying that a contour-based proof that a Markov chain on Z d mixes slowly implies the existence of an efficient sampling algorithm at low enough temperatures.
In the next two sections we present our results for the Potts and hard-core models in detail, but first we give precise definitions for our notions of approximation. In this introduction we only define approximation for non-negative parameters though our main counting algorithms (Theorems 1.2-1.5 below) in fact apply for complex parameters. Readers interested in complex parameters should consult the more general Theorem 3.1.
We define fully polynomial-time approximation schemes in terms of the approximate evaluation of polynomials since many counting problems can be recast as the evaluation of a univariate polynomial. For a positive number p, we sayp is an ϵ-relative approximation to p if e −ϵp ≤ p ≤ e ϵp . Definition 1. A fully polynomial time approximation scheme (FPTAS) for approximating the evaluation of a polynomial p(z) with nonnegative coefficients at z > 0 is an algorithm that for any ϵ > 0 produces an ϵ-relative approximation to p(z) and runs in time bounded by a polynomial in deg(p) and 1/ϵ. We use the total variation distance to measure the quality of an approximate sample. Definition 2. An ϵ-approximate sample from a probability measure µ is a configuration drawn according to a probability measureμ with
Definition 3. Suppose (µ n ) is a sequence of probability measures indexed by a parameter n. An efficient sampling algorithm is a randomized algorithm that returns an ϵ-approximate sample to µ n and runs in time polynomial in n and 1/ϵ.
The Potts Model
The q-state Potts model on a finite graph G = (V , E) is the probability distribution over assignments σ of q colors to the vertices V of G given by
We have written [q] {1, 2, . . . , q} for the set of colours. In what follows we assume β > 0, i.e., that the model is ferromagnetic, meaning that it prefers configurations with more monochromatic edges. The case q = 2 of the Potts model is also called the Ising model.
The Potts model is a simple model of a magnetic material and in classical statistical physics it is studied on the d-dimensional lattice Z d . For the remainder of this discussion we will consider d and the number of colors q to be fixed. The Potts model on Z d is defined by taking a sequence of finite graphs Λ n ⊂ Z d so that Λ → Z d , and infinite volume measures are obtained as weak limits of finite volume measures µ Λ n ,q, β . If for a given choice of β only one infinite volume measure exists the model is said to be in the uniqueness regime. Otherwise, when multiple infinite volume measures are possible, the Potts model is said to exhibit phase coexistence. The transition between uniqueness and coexistence as β changes is a phase transition and occurs at a critical point β c (d, q) (see, e.g., [26] ).
To state our results precisely requires two definitions. Let Λ be a subgraph of Z d . We write E (Λ) ⊂ E (Z d ) for the edge set of Λ, and by a slight abuse of notation, we will write Λ in place of V (Λ) for the vertex set of Λ. A finite subgraph Λ is a region if Λ c is connected under the adjacency relation derived from the distance function
, the set of allowed configurations with padded monochromatic boundary conditions are:
See Figure 1 . The corresponding partition function is
> 0 so that for all β > β ⋆ , there is an efficient sampling algorithm and an FPTAS for the q-state Potts model on any finite region Λ of Z d with padded monochromatic boundary conditions.
The running time of these algorithms is (n/ϵ ) O (log d ) where n is the number of vertices in the region Λ. While this is polynomial in n and 1/ϵ, it would be desirable to improve the running time, perhaps to something close to linear in n. See Section 4.2 for more.
On the torus T d n a great deal of work has gone into understanding the mixing times of different Markov chains. When d = 2 a great deal is known: the Glauber dynamics and Swendsen-Wang dynamics mix rapidly (in polynomial time) for β < β c , and the Swendsen-Wang dynamics mix rapidly for β > β c [9, 12, 13, 24, 52] . More generally the Swendesen-Wang dynamics are thought to be rapidly mixing for all d and q when β β c .
Our results also hold on the torus with a slightly weaker notion of approximation. Theorem 1.3. For all d ≥ 2 and q ≥ 2 there exists β ⋆ = β ⋆ (d, q) and c = c (d, q) > 0 so that for all β > β ⋆ and all ϵ ≥ e −cn there is an algorithm to obtain an ϵ-relative approximation of the partition function and an ϵ-approximate sampling algorithm both running in time polynomial in n and 1/ϵ for the q-state Potts model on T d n . 1.1.1 Related Results. Recall that an FPRAS is a randomized algorithm that returns an ϵ-relative approximation with probability at least 2/3 and runs in time polynomial in the instance size and 1/ϵ. An FPRAS for the ferromagnetic Ising models on general graphs was given by Jerrum and Sinclair [31] . Randall and Wilson [46] showed that this algorithm can be used to sample efficiently from the model. Recently, Guo and Jerrum [27] gave an alternative sampling algorithm, based on a Markov chain associated to the random cluster model. For q ≥ 3, the complexity of approximating the ferromagnetic Potts model partition function on general graphs is unknown. It is #BIS-hard (as hard as approximately counting the number of independent sets in a bipartite graph, see Section 1.2) to do so even on bounded degree graphs [21, 25] .
By making use of Theorem 3.1 of the present article Jenssen, Keevash, and Perkins have proven a variant of Theorem 1.2 for the low temperature q-state Potts model on bounded degree expander graphs [30] . Subsequent to the initial posting of the present article to the arXiv, Barvinok and Regts have given an algorithm for approximating the partition function of the q-state Potts model at low temperatures on a variety of graphs [4] . Their main hypotheses concerns the existence of a nice set of generators for the cycle space of the graph, and for finite simply connected subsets of Z d they obtain estimates for β 0 (q) that are better than those implicitly given by Theorem 1.2.
Hard-Core Model
The hard-core model on a finite graph G at fugacity λ > 0 is a random independent set I from the set I (G) of all independent sets Vertices required to be occupied or unoccupied by the boundary conditions are drawn as gray or white circles, respectively. Solid black vertices indicate where the configuration is not determined by the boundary conditions; note these vertices may be required to be unoccupied due to sharing an edge with a vertex required to be occupied by the boundary conditions. of G according to the distribution
where the partition function is
Our main result for the hard-core model is that if we take subsets of Z d with appropriate boundary conditions, then there are in fact efficient counting and sampling algorithms at high fugacities. To state our results, we recall that a vertex i ∈ Z d is even (resp. odd) if the sum of its coordinates is even (resp. odd). For a finite region Λ, the set of allowed configurations under even padded boundary conditions is
and likewise for I odd (Λ). See Figure 2 . The corresponding partition function is Z even Λ (λ)
Theorem 1.4. For d ≥ 2 there exists a λ ⋆ = λ ⋆ (d ) such that for all λ > λ ⋆ , there is an efficient sampling algorithm and an FPTAS for the hard-core model on any finite region Λ of Z d with even or odd padded boundary conditions.
We also establish efficient counting and sampling algorithms on T d n when n is even; this ensures the existence of an independent set that contains half of the vertices of T d n .
Theorem 1.5. For d ≥ 2 there exists λ ⋆ = λ * (d ) and c = c (d ) > 0 so that for all λ > λ ⋆ and all ϵ ≥ e −cn there is an algorithm to approximate the partition function to within ϵ-relative error and an ϵ-approximate sampling algorithm both running in time polynomial in n and 1/ϵ for the hard-core model on the torus T d n for even n.
The value of λ ⋆ (d ) we obtain is exponentially large in d, as in the results for slow mixing in [12] . We expect Theorem 1.5 to hold for much smaller λ ⋆ , in particular with λ ⋆ (d ) → 0 as d → ∞ as in the proofs of phase coexistence in the hard-core model on Z d [22, 41] . See Section 4.
Related
Results. For graphs of maximum degree at most ∆ a clear picture has emerged about the existence of an FPTAS for computing Z G (λ). A crucial role is played by the value λ c (∆) Weitz [53] gave an FPTAS for approximating Z G (λ) on all graphs of max degree ∆. Conversely, Sly [50] , Sly and Sun [51] , and Galanis, Štefankovič, and Vigoda [20] showed that for λ >
where RP is the class of problems that can be solved in polynomial time by a randomized algorithm.
The problem of counting independent sets on bipartite graphs is called #BIS, and no such hardness result is known for #BIS. Several important problems have been shown to be #BIS-hard, including the problem of approximating the ferromagnetic Potts model partition function on general graphs [16, 21, 25] . #BIS may be easier than the problem of approximating the hard-core partition function on general graphs: unlike on general graphs, finding the size of the largest independent set is easy on bipartite graphs. It is a major open problem in complexity theory to determine the complexity of #BIS [18] .
Overview of the Algorithms
The preceding theorems will be proven as applications of more general results about polymer models and contour models. We introduce polymer models in Section 2 below, and contour models in Section 3. In the current section, which gives an informal overview of our algorithms, we elide the distinction between polymers and contours, and for simplicity we will write contour models. The idea behind contour models is introduced in Section 1.3.1, we outline our approximation algorithms in Section 1.3.2, and lastly we describe our sampling algorithms in Section 1.3.3.
Contour
Models. For many discrete statistical mechanics models there are regimes in which the most likely configuration is simple to describe. For example, in the hard-core model the most likely configuration at low fugacities is the empty independent set, while at high fugacities the most likely configurations are the alleven or all-odd occupied independent sets. Contour models are a geometric way to represent spin models in terms of their deviations from these most likely configurations, which we will henceforth call ground states.
In the simplest settings such a representation involves re-writing a partition function as a sum over a suitable class of subgraphs. For example, this can be done for the high-temperature Ising model. In more complex situations, Pirogov-Sinai theory provides an appropriate representation. We defer the details of this to Section 3. For the purposes of this introduction it will suffice that the reader has in mind that a contour model expresses the partition function as a sum over collections of disjoint geometric objects.
Approximation Algorithms Using Contour Models.
Our algorithm for approximating the partition function will be based on truncating the Taylor series for log Z G after a given number of terms. There are several components to making this work:
(1) We write the partition function as an abstract contour model as dictated by Pirogov-Sinai theory [43, 44] . (2) We prove that the partition function, as a function of the inverse temperature, does not vanish outside a disc in the complex plane. We do this by using the Peierls' condition and a theorem of Borgs and Imbrie [14] implementing Zahradnik's version [54] of Pirogov-Sinai theory. (3) We use the absence of zeros to write error bounds for the truncated Taylor series for the log partition function, following Barvinok [3, 5] . (4) We efficiently compute the low-order coefficients of the Taylor series. This is done inductively using the cluster expansion.
None of these components are wholly new -our main contribution is to establish the relevance of Pirogov-Sinai theory to the design of algorithms. In this paper we strive for simplicity and clarity of the main ideas, and so we do not try to pursue optimal bounds or maximal generality in stating theorems. We believe, however, that essentially any application of Pirogov-Sinai theory to prove phase coexistence or to prove slow mixing for discrete lattice spin models can be turned into efficient approximate counting and sampling algorithms with the ideas of this paper.
Samping Algorithms Using Contour Models.
Often efficient approximation algorithms lead to efficient sampling algorithms via self-reducibility. The basic idea is that if one can accurately approximate the partition function Z G for arbitrary G with arbitrary boundary conditions, then one can accurately estimate the probability of a configuration by expressing it as a telescoping product of partition functions. The idea is already evident in the expression for the probability that a vertex v is occupied in the hard-core model:
where N (v) is the union of {v} and the set of neighbours of v. This expressions arises as v being occupied implies that no neighbour of v is occupied. We think of the numerator as being a partition function with a boundary condition that N (v) is unoccupied. The derivation of contour representations in Pirogov-Sinai theory makes use of particular boundary conditions: the padded boundary conditions introduced in Sections 1.1 and 1.2. This leads to a difficulty in using self-reducibility to define sampling algorithms, as changing the boundary conditions may lead to a situation in which we do not have a contour representation. We circumvent this difficulty by using the idea of self-reducibility on the level of contours: instead of iteratively determining a spin configuration spin by spin, we instead iteratively determine a contour configuration contour by contour. The manner in which contours are defined ensures that we are always able to write the partition functions that arise in terms of contour representations.
Organization and Conventions
In Section 2 we define polymer models and present both the cluster expansion and Taylor series for the log partition function. Under the condition of a zero-free region of the partition function in the complex plane, we give an efficient algorithm for approximating the partition function of a polymer model.
In Section 3 we define the more sophisticated contour models from Pirogov-Sinai theory, and show that the algorithm of the previous section can be applied to approximate the partition function of a contour model under suitable hypotheses. The verification of the main hypothesis, which is the convergence of the cluster expansion, uses a theorem of Borgs and Imbrie. The details of this step can be found in the arXiv version of this article [29] .
As described in the previous section, our main results concerning sampling are proved by an adaptation of standard self-reducibility arguments. The details can be found in [29] ; we also remark that the details of all statements without proof can be found in [29] . In Section 4 we conclude with some directions for future work.
We end this section with some notation and conventions that will be used throughout. All logarithms are natural logarithms. If G is a graph we write |G | for the size of the vertex set of G.
CLUSTER EXPANSIONS, TAYLOR SERIES, AND APPROXIMATE COUNTING
In this section we introduce polymer models and the cluster expansion, and describe how they can be used algorithmically. To illustrate the method we recover results of Patel-Regts [39] on the efficient approximation of the hard-core model; our methods also allow us to recover results of Liu-Sinclair-Srivastava [35] on the efficient approximation of the Ising model, see [29] . The method of this section is at the heart of the proofs of our main results for more sophisticated contour models.
Polymer Models
Let G = (V , E) be a finite graph and let Ω be a finite set of spins.
Define a polymer γ in G to be a pair γ = (γ , ω γ ) where γ , the support of the polymer, is a connected subgraph of G and ω γ : γ → Ω is an assignment of a spin from Ω to each vertex in γ . The size of a polymer is |γ |. A polymer model consists of a set C(G) of polymers along with weight functions w (γ , ·) : C → C for each polymer γ . We need one assumption about the weight functions: Assumption 1. The weight functions w (γ , z) are analytic functions of z in a neighborhood of the origin of the complex plane, and there is an absolute constant ρ > 0 such that for each γ ∈ C(G) the first non-zero term in the Taylor series expansion of w (γ , z) around zero is of order k ≥ |γ |ρ.
Note that Assumption 1 implies that w (γ , 0) = 0 for all γ with non-empty support.
We say two polymers γ , γ ′ ∈ C(G) are compatible if d (γ , γ ′ ) > 1, where d (·, ·) is the graph distance in G. Let G(G) be the collection of all finite sets of polymers from C(G) that are pairwise compatible, including the empty set of polymers.
The partition function associated to the polymer model defined by C(G) is
where the term corresponding to the empty set of polymers is 1 by convention. We think of Z (G, z) as a function of one complex variable z.
Example 1 (Hard-core model at low density). The hard-core model is the simplest model to describe as a polymer model. Polymers are single vertices, i.e., C(G) = V (G). The spin set, which is superfluous in this simple example, is Ω = {1}: every polymer receives the same spin 1, which is interpreted as meaning the vertex is 'occupied'. The weight function of each polymer is w (γ , z) = z. Two polymers are compatible if their distance in the graph is more than 1, and so the sets of pairwise compatible polymers are exactly the independent sets of G, and the polymer partition function is the hard-core model partition function at fugacity z:
Example 2 (Ising model with free boundary conditions and an external field). Consider the Ising model with free boundary conditions and an external field z. That is
Assume |z| < 1, so −1 spins are preferred. To obtain a polymer model representation we can express the partition function in terms of deviations from the all −1 configuration. That is, a polymer γ is a connected induced subgraph γ of vertices, all labeled +1. Then we can write
The Cluster Expansion
The cluster expansion is the following formal power series representation for log Z (G, z), see, e.g., [19, 33] . Under suitable conditions, see [29, Section 4] , it is also an absolutely convergent power series representation.
The sum in (2) is over k-tuples of polymers from C(G), and the function ϕ is the Ursell function, which we now define. Let H = H (γ 1 , . . . , γ k ) be the incompatibility graph of polymers γ 1 , . . . , γ k , i.e., the graph on k vertices with an edge between γ i and γ j if and only if γ i and γ j are not compatible. Then
Here the sum is over spanning and connected edge sets of H . By definition the Ursell function only depends on the graph H induced by the incompatibility relation, and not on the polymers γ 1 , . . . , γ k themselves. Crucially, ϕ (γ 1 , . . . , γ k ) = 0 if H is disconnected, as there are no spanning connected edge sets.
The Taylor Series
We can also Taylor expand log Z (G, z) around z = 0:
In fact, as observed by Dobrushin [17] , the cluster expansion and Taylor series are the same power series in z. By our assumptions on the weight functions, for each k only a finite number of terms in the cluster expansion contribute to the coefficient of z k , and so we can compute the coefficients of the Taylor series via the cluster expansion:
Approximate Counting for Polymer Models
The partial sums of the Taylor series are
If we know Z (G, z) is non-zero in a disc around the origin in the complex plane, then we can control the error of the truncated Taylor series approximation for log Z (G, z). This is the approach of Barvinok for devising approximation algorithms for a number of problems [1] [2] [3] 5] . The next lemma rephrases [39, Lemma 2.2] and indicates where to truncate the Taylor series to get a good approximation. We use the following notion of relative error for complex numbers. Then for every z with |z| < δ , there is an FPTAS for Z (G, z) for all G ∈ G.
The proof of Theorem 2.2 requires a few lemmas.
Lemma 2.3 ([6]
). There is an algorithm to list all rooted, unlabeled trees on at most m vertices that runs in time exp(O (m)).
Proof. Let A(m) be the number of rooted unlabeled trees on m vertices; A(m) is exp(O (m)) [38] , and Beyer and Hedetniemi [6] have given an algorithm that lists all such trees in time exp(O (m)). A) ) denote the number of connected components of a graph (V , A). The Tutte polynomial of a connected graph
Proof. Let κ ((V ,
We can express ϕ (H ) in terms of the Tutte polynomial: H (1, 0) .
The coefficients of the Tutte polynomial T H (x, y) can be computed in time 3 k k O (1) using an algorithm of Björklund, Husfeldt, Kaski, and Koivisto [7] , and hence T H (1, 0) can be computed in this time. □ Finally, we give a simple lemma about products of weight functions. Lemma 2.7. Let w 1 (z) and w 2 (z) be two weight functions. If we know w 1 (z) and w 2 (z) up to order m then we can compute the product w 1 (z)w 2 (z) up to order m in time O (m 2 ).
Proof. It is a simple calculation to express the coefficients of w 1 w 2 in terms of those of w 1 and w 2 . This takes O (m 2 ) time. □
Examples
Theorem 2.2 allows us to recover the results of Patel and Regts [39] , and independently Harvey, Srivastava and Vondrák [28] , for the hard-core model and the results of Liu, Sinclair, and Srivastava [35] for the Ising model with non-zero external field. In both cases we get an FPTAS for these models on graphs with degree at most ∆. Let us briefly justify why Theorem 2.2 applies in the case of the hard-core model. 
Related Results
The algorithm of Theorem 2.2 has strong similarity with the algorithms used in [39] and [35] . Both of these results use truncation of the Taylor series for log Z and the fact that the Taylor series are in some sense supported on connected graphs. Theorem 2.2 makes this notion of connectedness explicit and illustrates the connection to the cluster expansion. As a consequence our result uses analyticity of the weight functions, while the other approaches use more algebraic methods in combination with the Newton identities (see (6) and (7) below).
In the next section we will apply Theorem 2.2 to more sophisticated contour models. It is likely possible to apply the approach of [39] to contour models as well. We have elected to develop the cluster expansion approach as it gives us access to well-developed criteria for verifying the fourth condition of Theorem 2.2.
CONTOUR MODELS
A more sophisticated version of a polymer model is a contour model, and for this we specialize to Z d , d ≥ 2. Our setup will be an amalgamation of those in [14] and [19, Chapter 7] . The main result is Theorem 3.1. We give examples of contour model representations of spin models in Section 3.4.
Contour Models
Fix a finite set of spins Ω, and let Ξ be a finite set of ground states. In spin models ground states correspond to periodic assignments of spins to Z d that minimize energy, e.g., monochromatic configurations for the Potts model or the all even/all odd occupied configurations for the hard-core model, but at this level of generality they are just labels.
A contour γ is a pair (γ , ω γ ); the support γ is a finite subset of Z d connected under the d ∞ distance and ω γ : γ → Ω is an assignment of spins to the vertices of γ . The support γ of a contour partitions Z d \ γ into maximal connected components, and in what follows we denote them by A 0 , A 1 , . . . , A t , and we assume A 0 is the unique infinite component. Let extγ A 0 denote the exterior of γ and intγ t i=1 A i denote the interior of γ . A contour model is a set of contours C, a surface energy ∥γ ∥ ∈ N for each contour, and a labeling function lab γ (·) for each contour. The labeling function lab γ is a map from the collection of connected components {A 0 , . . . , A t } to Ξ, the set of ground states. We will assume the labelling function is determined by the contour γ .
We will always make two basic assumptions on contour models. The first is about the computability of contours and their surface energies.
Assumption 2. For every contour γ we can both determine if γ ∈ C and compute the labelling function lab γ (·) in time exp(O (|γ |)). Moreover, for γ ∈ C we can compute ∥γ ∥ in time exp(O (|γ |)).
Our second assumption relates the surface energy to the support of a contour. In applications the upper bound is typically trivial, while the lower bound is non-trivial and is known as the Peierls' condition.
Assumption 3. There are constants ρ, C > 0 such that for all γ ∈ C the surface energy ∥γ ∥ is a positive integer satisfying the bound ρ|γ | ≤ ∥γ ∥ ≤ C |γ |.
Partition Functions of Contour Models
There are natural partition functions associated to contour models, and to introduce them we need a few more definitions. Two contours γ and γ ′ are compatible if d ∞ (γ , γ ′ ) > 1. A contour γ is of type φ if its exterior is labelled φ. The union of all interior regions of γ with label φ wil be denoted
Let Γ be a set of compatible contours.
(
We say Γ is matching and of type φ if (i) all external contours have type φ, and (ii) for each external contour γ ∈ Γ and ground state φ ′ the subcollection of contours Γ ′ ⊂ Γ whose support is contained in int φ ′γ is matching and of type φ ′ . Let C φ ⊂ C be the set of all contours of type φ, and for a region Λ ⊂ Z d , let C φ (Λ) be the set of all contours γ of type φ so that d ∞ (γ , Λ c ) > 1. We say these contours are in Λ. Let G φ match (Λ) be the collection of all sets of pairwise compatible contours in Λ that are matching and of type φ. Define
We call this the contour representation of the partition function. It is clear from (3) that Z (Λ, z) is a polynomial in z with constant term 1, and by Assumption 3 it is of degree at most C |Λ|. Let G φ ext (Λ) be the collection of all sets Γ of contours from C φ (Λ) so that every γ ∈ Γ is external. By fixing the outer contours in (3) and summing over all possible contours in their interior, we obtain the following inductive representation of Z φ :
which we call the outer contour representation. In obtaining (4) we have used that compatibility implies that the distance between contours is at least two, and hence any contour γ of type φ with γ ⊂ int φ γ ′ belongs to C φ (int φ γ ′ ). The base case in (4) is a thin region Λ, i.e., one so that G φ ext (Λ) = {∅}, in which case Z φ (Λ, z) = 1. There are well-known methods to convert discrete statistical physics models into contour representations [19, Chapter 7] . For the convenience of the reader we carry this out in Section 3.4 for the Potts and hard-core models.
Approximating the Contour Model Partition Function
Our main theorem is an algorithm to approximate the contour model partition function. • There exists δ > 0 so that for all |z| < δ and all regions
Then for every z with |z| < δ , there is an FPTAS for Z φ (Λ, z) for all regions Λ ⊂ Z d .
To prove this theorem we will view the outer contour model given by (4) as a polymer model. To make this precise, define the weight function of γ by
The outer contour representation can be rewritten as
which matches the form of (1), except for the fact that the compatibility condition for external contours is not the notion of compatibility that was used for polymer models. We will address this momentarily. Note that by construction w ext (γ , z) is a polynomial. By Assumption 3 ∥γ ∥ ≥ ρ|γ |, and hence Assumption 1 is satisfied for these weights. Two contours γ , γ ′ are mutually external if they are compatible, γ ⊂ extγ ′ , and γ ′ ⊂ extγ . This means neither contour lies in the interior of the other. Let
Then two contours γ , γ ′ of type φ are mutually external if d ∞ (cov(γ ), cov(γ ′ )) > 1.
We will use mutual externality as the notion of compatibility for the outer contour model; this replaces the notion of compatibility that was used for polymer models. The cluster expansion (2) holds for this notion of compatibility [19] , and the proof of Theorem 2.2 goes through unchanged for this notion of compatibility given the following replacement for Lemma 2.5. Lemma 3.2. Suppose it is possible to determine if γ ∈ C(G) in time exp(O (|γ |)). Then for any contour γ we can list all contours γ ′ ∈ C(G) such that γ , γ ′ are not mutually external and |γ ′ | ≤ m in time exp(O (m + log |γ |)).
Proof. We need to list all γ ′ ∈ C(G) of size at most m so that d ∞ (cov(γ ), cov(γ ′ )) ≤ 1.
For each v such that d ∞ (v, cov(γ )) ≤ 1, and each u such that d ∞ (u, v) ≤ m, we list all d ∞ -connected subgraphs of size at most m containing u and all assignments of spins from Ω to these subgraphs. This takes time exp(O (m)) by [10, Lemma 9] . By hypothesis we can determine which of these contours are in C in time exp(O (m)), and hence for each v, u this list can be constructed in time exp(O (m)).
There are at most 2 · 3 d |γ | d /(d −1) [19, Lemma 7.28] such vertices v, and for each v at most (2m + 1) d vertices u , and so the combination of all lists can be constructed in time exp(O (m + log |γ |)). Finally for each γ ′ in the list, we check if d ∞ (cov(γ ), cov(γ ′ )) ≤ 1. This can be done in time polynomial in |γ | · |γ ′ |. □ Theorem 3.1 will follow directly from Theorem 2.2 if we can verify the second hypothesis, i.e., if we can prove that the the weight functions w ext (γ , z) can be computed up to order m for all γ ∈ C φ (Λ) in time exp(O (m + log |Λ|)). Before we prove Lemma 3.3 we need one useful fact, the Newton identities. Let Z (z) = 1 + N k =1 e k z k be a polynomial, and let p 1 , p 2 , . . . be the coefficients of the Taylor series log Z (z) = k ≥1 p k z k around 0. The Newton identities imply the coefficients p i can be expressed inductively in terms of the coefficients e i , and vice-versa (cf. [39] ):
and from this it follows that we can compute Z up to order m in time polynomial in m given the Taylor series coefficients of log Z up to order m and vice versa.
Proof of Lemma 3.3. We will compute the weight functions in-
We first give a polynomial-time algorithm to list and order C m such that if γ lies in the interior of γ ′ then γ comes before γ ′ in the ordering. In particular, the contours with thin interiors are at the front of the order. To do this we note that by Lemma 2.4 (using Assumption 2 in place of the third hypothesis of Theorem 2.2) we can list C m (Λ) in time exp(O (m + log |Λ|)). For each γ we can determine the components of Λ \ γ in time |Λ| by greedily growing the components of the complement. We can then decide how to order a pair {γ , γ ′ } by checking if each y ∈ γ is contained in a single interior component of γ ′ or not and vice versa; this takes time O (|Λ|m). Doing this for each pair of contours can be done in time quadratic in the length of the list, and hence the list can be ordered in time exp(O (m + log |Λ|)).
Given the ordered list, we will compute the weight functions w ext (γ ) in order. The base cases are the contours with thin interiors for which w ext (γ ) = z ∥γ ∥ . By Assumption 2 these can each be computed in time in exp(O (|γ |) = exp(O (m)). Now suppose we have computed the weight functions to order m for every contour γ ′ that precedes γ in the list. Then we can
as follows. The surface energy can be computed in time exp(O (|γ |)) by Assumption 2. Each factor Z φ ′ (int φ ′ (γ ), z) is a polynomial in z whose first m coefficients can be computed in time exp(O (m + log |γ |)) as follows. The proof of Theorem 2.2 (see [29] ), with Lemma 3.2 taking the place of Lemma 2.5, shows we can compute the first m coefficients of the Taylor series for log Z φ ′ (int φ ′ (γ ), z) in the claimed time. The conditions of the theorem are satisfied since we have already written down to order m the weight function of any contour that can appear in the interior of γ . We can then use the Newton identities (7) to compute the coefficients of
Multiplying these factors together, of which there are at most exp(O (log |γ |)), and applying Lemma 2.7 shows that we can compute w ext (γ ) to order m in time exp(O (m + log |γ |)).
The time to compute each weight function to order m is therefore at most exp(O (m + log |Λ|)), and so the total time to compute all weight functions is at most exp(O (m + log |Λ|)) as well. □ Proof of Theorem 3.1. We apply Theorem 2.2 with the class of bounded degree graphs G being subgraphs of Z d with the d ∞distance. The first two hypotheses of the theorem are true by the remarks following (3) and (5) and Lemma 3.3. The third and fourth hypotheses are the first part of Assumption 2 and an assumption of the Theorem, respectively. □
Examples
In this section we introduce the contour representations that are used in the proofs of our main theorems. 
We say a vertex i ∈ Λ is correct with respect to ω ∈ Ω φ Λ if there exists φ ′ ∈ [q] so that ω j = φ ′ for all j ∈ Λ such that d ∞ (i, j) ≤ 1; that is, i and its d ∞ neighbors all receive the same color. All other vertices of Λ are incorrect with respect to ω. The boundary Γ(ω) It is a non-trivial fact that for each contour γ and each connected component A of Z d \ γ there exists a φ ′ such that ω i = φ ′ for all i ∈ A such that d ∞ (i, γ ) = 1 [19, Lemma 7.19] ; the label of A is φ ′ .
This defines the set of contours and their labelling functions. Note the set of contours Γ(ω) is matching and of type φ.
Conversely, let γ be a d ∞ -connected subset of Λ so that d (γ , Λ c ) > 1. Let ω γ be an assignment of spins to γ so that:
Any contour satisfying these conditions belongs to the set C φ (Λ) and can be realized by a configuration ω ∈ Ω φ Λ by setting ω j = lab γ (A i ) for any j ∈ Λ ∩ A i and ω j = ω γ , j for any j ∈ γ . Iterating this construction show that any set of matching contours Γ ∈ G Figure 4 : A hard-core model configuration with padded even boundary conditions. Incorrect vertices and the contours they define are indicated by shading.
This is a positive integer by the definition of the boundary. Note also that we can check whether an assignment satisfies the condition of a contour and compute ∥γ ∥ in time linear in |γ |, which shows Assumption 2.
Letting z = e −β , (8) yields the following expression for the Potts partition function:
where Z φ (Λ, z) is the contour model partition function defined in (3).
Lastly we must show that Assumption 3 is satisfied. The upper bound is immediate, as each vertex has only 2d neighbors. A crude lower bound can be obtained by noting that for v ∈ γ , there must be a u with d ∞ (u, v) = 1 such that ω u ω v . Removing all vertices at d ∞ distance at most 1 from u and v, the same holds true for the remaining vertices of γ . This implies ∥γ ∥ ≥ ⌈|γ |/(2 · 3 d )⌉.
Example 5 (The hard-core model). We can express the hard-core model as a contour model in a similar way. We set Ω = {0, 1} and Ξ = {even, odd}. It will be convenient to identify independent sets I ∈ I (Λ) with their characteristic vectors ω I ∈ {0, 1} Λ . In particular we define ω even ∈ I (Z d ) by ω even = 1 i is even , and similarly for ω odd . The set of valid configurations for the even padded boundary conditions is Ω even
We say a vertex i ∈ Λ is correct with respect to ω ∈ Ω even Λ if either ω j = ω even j for all j ∈ Λ such that d ∞ (i, j) ≤ 1 or ω j = ω odd j for all j ∈ Λ such that d ∞ (i, j) ≤ 1. All other vertices of Λ are incorrect.
Again Γ(ω) is the set of all incorrect vertices with respect to ω, and each connected component (with respect to the d ∞ distance) of Γ(ω) is the support γ of a contour γ , and ω γ is the restriction of ω to γ . Again we have d (γ , Λ c ) > 1 for all contours γ . For each contour γ and each connected component A of Z d \ γ either ω i = ω even i for all i ∈ A such that d ∞ (i, γ ) = 1 or ω i = ω odd i for all i ∈ A such that d ∞ (i, γ ) = 1; this again relies on [19, Lemma 7.19 ]. In the first case, lab γ (A) = even and in the second, lab γ (A) = odd. The set C even (Λ) consists of all possible contours γ of type even with d ∞ (γ , Λ c ) > 1.
Analogously to the Potts model, each configuration ω ∈ Ω even Λ corresponds to a matching set of contours Γ(ω) of even type and each set of matching contours Γ ∈ G even match corresponds to a configuration ω ∈ Ω even Λ . Given A ⊂ Λ, let A even denote the set of even vertices of A. We define the surface energy of γ to be
where N (i) is the set of neighbors of i in Z d . The surface energy is completely determined by γ and ω γ . Let Γ(ω I ) denote the set of contours determined by the configuration ω I . A double counting argument shows that
Since each contour γ can arise from a hard-core configuration, this formula shows ∥γ ∥ is integer valued. We can determine if a given assignment of spins to a d ∞ -connected subgraph γ satisfies the definition of a contour, and can compute ∥γ ∥ in linear time. This shows Assumption 2 holds. Let z = 1/λ. Using (10) we obtain
where Z even (Λ, z) is the contour model partition function. Assumption 3 is also satisfied. The upper bound follows as ∥γ ∥ ≤ |γ | as each i can contribute at most 1 to the sum in (9) . For the lower bound we have ∥γ ∥ ≥ |γ | 2·3 d ; this is a crude bound obtain by using that for every incorrect vertex i there must be a j with d ∞ (i, j) ≤ 1 so that j is unoccupied and has an unoccupied neighbor.
CONCLUSIONS
We have developed an algorithmic version of Pirogov-Sinai theory for statistical physics models on Z d . The method is widely applicable to models for which a Peierls' argument can be used to show the existence of a phase transition at sufficiently low temperatures. Our algorithms and proofs build on a large body of work in statistical physics and computer science. The results we use have also been used to show slow mixing of Markov chains, and hence one somewhat counterintuitive consequence of our work is that it demonstrates a close connection between the slow mixing of certain Markov chains and the existence of efficient sampling algorithms.
We have not attempted to optimize the ranges of parameters for which our algorithms work, and leave such attempts for future work. For example, the proofs of Theorems 1.2 and 1.3 use techniques from mathematical physics [15, 34] that have also been used to prove slow mixing of the Swendsen-Wang dynamics at β c when q is sufficiently large [12, 13] . For large q we therefore expect that we can take β ⋆ (d, q) = β c (d, q) since the cluster expansion of the Fortuin-Kasteleyn representation of the model converges for β ≥ β c . In fact, for large q it is straightforward to use the techniques of this paper to get an efficient counting algorithm for β > β c and quasi-polynomial-time counting and sampling algorithms for all β ≥ β c .
For the hard-core model, it is known that there is phase coexistence on Z d for λ ≥ C log 2 d d 1/3 [22, 41] . It would be of particular interest to understand how small λ * could be taken to obtain an efficient sampling algorithm for the hard-core model on Z d . Open Problem. Can Theorems 1.4 and 1.5 be extended to λ * (d ) → 0 as d → ∞? To λ * (d ) =Θ(d −1/3 )?
A related direction would be to use more geometrically sophisticated notions of contours to improve the range of parameters for which our arguments apply. An example of a very efficient use of contours is in [8] where the best upper bound on the phase coexistence regime for the hard-core model on Z d is proved.
Open Problem. Find an FPTAS and efficient sampling algorithm for the hard-core model on T 2 n for λ > 5.3506, the region of coexistence for the hard-core model on Z 2 proved in [8] .
With more sophisticated contours, one could also hope to find algorithms for models whose ground states consist of collections of configurations, like the q-coloring model for which the ground states are colorings with a subset of colors assigned to the even and odd sublattices.
Open Problem. Find an FPTAS and efficient sampling algorithm for proper q-colorings of T d n when d = d (q) is sufficiently large.
Likely it would be easier to do this first for 3-colorings, as the proofs of phase coexistence resemble the proofs for the hardcore model [23, 40] . The recent proof of phase coexistence for q-colorings [42] uses more involved techniques.
An FPRAS for the Torus
The obstacle to obtaining a genuine FPTAS for the torus is that if ϵ = exp(−ω (n)), then the bound we get from [14] is not sufficient for the control of large contours. However, the bound of [14] is not optimal in general. By using much more sophisticated topological tools, Borgs, Chayes, and Tetali [13] showed a bound of exp(−Θ(n d −1 )) on contributions to the Potts model partition function on the torus from configurations containing an 'interface' of non-zero winding number on the torus. This upper bound is matched by an upper bound of exp(Θ(n d −1 )) on the mixing time of the Glauber dynamics for the Potts model on the torus in the same paper. Remarkably, these two ingredients together with the techniques of this paper can give a true FPRAS and efficient sampling algorithm on the torus. If ϵ = exp(−o(n d −1 )) then we safely ignore contributions to the partition function from configurations with interfaces and run our counting and sampling algorithms. But if ϵ = exp(−Ω(n d −1 )) then the Glauber dynamics provide a sampling algorithm that runs in time polynomial in n and 1/ϵ. While the idea is straightforward, the topological details are rather complicated and so we leave this (and similar applications to models besides the Potts model) for future work.
Markov Chains
The algorithms we have presented run in time (n/ϵ ) O (log d ) , which is polynomial in n and 1/ϵ for fixed d but far from linear time. A much more efficient approach would be to use a Markov chain to sample low temperature configurations. While the Glauber dynamics is known to mix slowly at low temperature in models of the type we consider here [12] , the definition of mixing time is rather strict and slow mixing does not rule out an efficient sampling algorithm based on the Glauber dynamics.
For spin models with finitely many stable and symmetric ground states (like the Potts or hard-core models), we suggest a Markov chain algorithm to sample on the torus T d n .
(1) Pick a ground state φ ∈ Ξ uniformly at random.
(2) Run the Glauber dynamics with the ground state configuration corresponding to φ as the initial configuration (i.e. a monochromatic initial configuration for the Potts model; all even or all odd occupied for the hard-core model). We conjecture that at sufficiently low temperatures (sufficiently high fugacities) in such models the distribution is close to stationary after O (n log n) steps of the Markov chain; we include the randomness from the choice of the ground state.
Open Problem. Prove that the above algorithm is an efficient sampling algorithm for the Potts model below the critical temperature or the hard-core model at sufficiently high fugacity.
For the 2-dimensional Ising model on a box with all plus boundary conditions, Glauber dynamics starting from the all plus configuration does in fact converge rapidly to the stationary distribution for β > β c [36, 37] .
