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Abstract
Multi-site studies are becoming important to increase statistical power, enhance generalizability, and to
improve the likelihood of pooling relevant subgroups together activities. Even with harmonized imaging
sequences, site-dependent variability can mask the advantages of these multi-site studies. The aim of this
study was to assess multi-site reproducibility in resting-state functional connectivity fingerprints, and to
improve identifiability of functional connectomes. The individual fingerprinting of functional connectivity
profiles is promising due to its potential as a robust neuroimaging biomarker. We evaluated, on two inde-
pendent multi-site datasets, individual fingerprints in test-retest visit pairs within and across two sites and
present a generalized framework based on principal component analysis to improve identifiability. Those
components that maximized differential identifiability of a training dataset were used as an orthogonal con-
nectivity basis to reconstruct the functional connectomes of training and validation sets. The optimally
reconstructed functional connectomes showed a substantial improvement in individual fingerprinting within
and across the two sites relative to the original data. A notable increase in ICC values for functional edges
and resting-state networks was also observed. Improvements in identifiability were not found to be affected
by global signal regression. Post-hoc analyses assessed the effect of the number of fMRI volumes on iden-
tifiability and showed that multi-site differential identifiability was for all cases maximized after optimal
reconstruction. The generalizability of the optimal set of orthogonal basis of each dataset was evaluated
through a leave-one-out procedure. Overall, results demonstrate that the framework presented in this study
systematically improves identifiability in resting-state functional connectomes in multi-site studies.
1 Introduction
Multi-site functional magnetic resonance imaging (fMRI) studies are increasingly important for understand-
ing the structure and function of a healthy brain and also subsequent to neuropathology. Recent examples
of multi-site imaging initiatives include The Human Connectome Project [1, 2], the 1,000 Functional Connec-
tomes Project (http://fcon_1000.projects.nitrc.org), and disease-oriented initiatives such as the Func-
tional Biomedical Informatics Research Network for schizophrenia [3] and the Alzheimer’s Disease Neuroimaging
Initiative [4], among others [5]. Multi-site studies achieve larger sample sizes by including cohorts recruited at
the different sites. On one hand this allows for higher statistical power and better generalization of the results
than may be achieved with potentially limited availability of patients or funds at a single site. On the other
hand proper assessment of these data requires principled methodologies, including multivariate analyses coupled
with cross-validation designs [4, 5, 6, 7, 8]. Known challenges in multi-site acquisitions and their subsequent
analyses include the scanner-dependent variability that can mask true underlying changes in brain structure and
function. Even when using identical (let alone “comparable”) imaging sequences and parameters, potential site-
dependent differences might arise due to a range of physical variables, including field inhomogeneities, transmit
and receive coil configurations, system stability, system maintenance, scanner drift over time and many others
[5, 6, 9]. Determining and minimizing these unwanted site-dependent variations have become critical elements
in the design of multi-site fMRI studies.
Many studies have investigated the variation and stability of simple behavioral, motor or memory tasks in
multiple sites using fMRI. Such studies have typically used ANOVA models or variance component analysis
to examine the variability and extent of overlap of activation maps in task-based fMRI scans acquired across
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multiple sites [8, 9, 10, 11, 12, 13, 14, 15]. In contrast, only a few studies have assessed the variations in
resting-state fMRI across sites [16]. These studies used variance component analysis, intra class correlation
(ICC) coefficient and/or coefficient of variance to evaluate inter-site and inter-subject variability in connectivity
scores, cluster size and temporal signal-to-noise ratio in regions of interest for default mode networks derived
from seed-based or independent component analysis [17, 16, 18, 19, 20, 21, 22, 23, 24].
Resting-state fMRI (rs-fMRI) measures the spontaneous neural activity in the brain and determines the
default functional connectivity between brain regions. rs-fMRI has gained wide-spread attention and is used to
investigate brain functional connectivity in the normal healthy brain [25, 26, 27, 28, 29] as well as in many clinical
populations [30, 31, 32]. In recent years, the research areas of network neuroscience and brain connectomics
have become central to the understanding of the human brain as a network. In consequence, graph theory and
network science methods have been widely used to investigate functional connectivity [33, 34, 35, 36, 37, 38, 39].
A functional connectome (FC) is a symmetric square matrix that estimates the level of functional coupling
between pairs of brain regions. Each entry is the correlation between the blood oxygenation level dependent
(BOLD) signals observed in two different brain regions. Various graph theoretical measures may be used to
investigate FC networks [37].
One important avenue of investigation is to explore differences in FC profiles at an individual, rather than
group, level [40]. Group averages represent robust connectivity patterns, but inherently mask subject-specific
features. Differences in FC profiles in individuals, relative to the group level, have been demonstrated [41, 42,
43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53] and may help in developing robust neuroimaging-based biomarkers,
or even for making subject-level inferences. Robust individual differences in functional connectivity have been
termed “fingerprints”, and may be demonstrated by the self-identification of subjects by correlating test and
retest visits over a body of subjects [42, 51, 54, 55, 56, 57]. Fingerprinting relies on the fact that subjects are
expected to exhibit an inter-session variability that is less than the inter-subject variability (i.e., they resemble
themselves across visits more strongly than they resemble other subjects). The ability to pair the FCs coming
from the same subject reflects the inherent level of identifiability of the connectivity dataset.
This study explores the question of variability in the identifiability of subjects in a multi-site scenario, pro-
viding a framework to minimize the unwanted site-dependent variations and enhance identifiability on functional
connectomes. To do so, we evaluated two independent multi-site resting-state fMRI datasets. To date, iden-
tifiability has been studied where test and retest rs-fMRI scans have been conducted in the strictly controlled
scenario involving the same scanner, the same imaging sequences, same-day image acquisitions, and constant
processing over all data [42, 51, 56]. For example, Amico et al., [51] determined the identifiability of subjects
based on test-retest visits on one site. Herein we extend the investigation of identifiability by relaxing a number
of these conditions. In particular, one dataset (Purdue) used two different scanners and varied in the number
of days between visits, whereas the second dataset (Yale) involved two identically configured imaging-sites. For
all cases, the impact of global signal regression as part of the data processing pipeline was also assessed. We op-
timally reconstructed the FCs using those principal components that maximized multi-site identifiability across
all visits, thereby and serving as an orthogonal basis for the functional connectivity. This was performed both
with and without global signal regression. For each of these cases, we then compared the multi-site identifiability
obtained from the original and optimal reconstructed FCs. In all cases, the reconstruction process produced
significantly enhanced identifiability across imaging systems, providing strong motivation for application of this
approach to increase the statistical power and generalizability of results for multi-site fMRI studies.
2 Methods
2.1 Participants
2.1.1 Purdue dataset
A cohort consisting of 23 undergraduate and graduate students (12 male and 11 female; ages 18-28 years)
participated in a total of four imaging sessions (0-21 days apart) at two sites. None of the participants reported
any history of neurological disorders. At site1 two imaging sessions were conducted using a 3T General Electric
Signa HDx and a 16-channel brain array (Nova Medical). At site2 two imaging sessions were conducted using
a 3T GE Discovery MR750 and a 32-channel brain array (Nova Medical). The two imaging sessions at a given
site were conducted on the same day (i.e., 0 days apart).
2.1.2 Yale dataset
An open source dataset available at http://fcon_1000.projects.nitrc.org/indi/retro/yale_trt.html
consisting of 12 (six male and six female; ages 27-56 years) participants was used in the study. The subjects
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participated in a total of four imaging sessions at two sites approximately one week apart. Data were acquired
on two identically configured Siemens 3T Tim Trio scanners at Yale University using a 32-channel head coil
[18].
2.2 MRI Data Acquisition
2.2.1 Purdue dataset
Each imaging session (independent of site) consisted of a structural T1 weighted scan and two rs-fMRI scans
(test and retest, eyes open and 9 min and 48 sec). The high-resolution T1 scan used for registration and
segmentation purposes consisted of 3D fast spoiled gradient recalled echo sequence: TR/TE = 5.7/1.976 msec;
flip angle = 73◦; 1 mm isotropic resolution and the rs-fMRI scans with common imaging parameters across sites
consisted of blipped echo-planar imaging: TR/TE = 2,000/26 msec; flip angle = 35◦; 34 slices; acceleration
factor = 2; Field of View = 20 cm; voxel size = 3.125 x 3.125 x 3.80 mm and 294 volumes.
Note that eight rs-fMRI scans were conducted in total on each subject (184 total scans; see Figure 1) and
divided into a training and a validation sets. The two runs acquired in the first session at each of the two
sites (four total) were incorporated into the training set. Similarly the remaining four rs-fMRI scans, those
corresponding to the two runs acquired in the second imaging session at that each site, were incorporated into
the validation set.
2.2.2 Yale dataset
Each imaging session (independent of site) consisted of a structural T1 weighted scan and six rs-fMRI scans
(eyes open and 6 min). T1-weighted 3D anatomical scans were acquired using a magnetization prepared rapid
gradient echo (MPRAGE) sequence: TR/TE = 2400/1.18 msec; flip angle = 8◦; 1 mm isotropic resolution and
the rs-fMRI scans with multiband echo-planar imaging: TR/TE = 1000/30 msec; flip angle=55◦; 75 slices;
acceleration factor = 5; Field of View = 22 cm; voxel size = 2 x 2 x 2 mm and 360 volumes [18].
Two of the six rs-fMRI scans from each imaging session were used as the test and retest. The imaging
sessions were divided in to training and validation sets in the same way as Figure 1.
2.3 Data Processing
Both Purdue and Yale datasets were processed with the same processing pipeline, as described below.
rs-fMRI data were processed using functions from AFNI [58] and FSL [59, 60] using in-house MATLAB code
following steps from [61]. Structural T1 images were first denoised using the filters described in [62, 63, 64]
(using FSL fsl_anat) to improve signal-to-noise ratio and effect bias-correction. Images also underwent intensity
normalization (AFNI 3dUnifize). Structural images were then segmented (FSL FAST) into gray matter (GM),
white matter (WM) and cerebrospinal fluid (CSF) tissue masks.
rs-fMRI BOLD timeseries were processed in the subject’s native space. The first four volumes were discarded
to remove spin history effects, leaving 290 volumes for processing. The 4D BOLD timeseries was then passed
through outlier detection (AFNI 3dToutcount), despiking (AFNI 3dDespike), slice timing correction (AFNI
3dTshift), and subsequently underwent volume registration (AFNI 3dvolreg) to the minimized bounding volume.
The rs-fMRI BOLD timeseries were then aligned to the T1 structural scan (AFNI align_epi_anat.py). Voxel-
wise spatial smoothing was applied independently within each of the GM, WM and CSF masks, using a 4mm
full-width-at-half-maximum isotropic Gaussian Kernel (AFNI 3dBlurinMask). The resulting BOLD timeseries
were then scaled to a maximum (absolute value) of 200, and data were censored to remove outlier timepoints.
Censoring of individual rs-fMRI volumes occurred if the motion derivatives had a Euclidean norm [65] above
0.4. Censoring involved removal not only of the volume at which this high norm was observed, but also the
immediately preceding and following volumes, given that effects of motion may be carried across timepoints.
Entire rs-fMRI timeseries were discarded if more than 100 volumes (34% of the volumes) were censored. Only
the subjects for which all eight rs-fMRI scans survived motion censoring were included in the analysis.
Purdue dataset: Out of 23 subjects, a final pool of 18 subjects (144 rs-fMRI scans) was retained for analysis.
Three of the original 184 rs-fMRI scans—and their associated three subjects—were rejected due to excessive
motion. An additional two subjects were rejected due to poor registration to the template of at least one of the
sessions. Yale dataset: 11 out of 12 subjects were included. One subject was dropped after failure in the NIFTI
reconstruction of the raw DICOM images.
To assess the impact of global signal regression on the reconstruction procedure and subsequently identifi-
ability, all included fMRI runs were evaluated both after being detrended with (GSR) and without (NoGSR)
global signal regression. Each detrending (AFNI 3dDeconvolve) approach incorporated the following common
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regressors: (1) very low frequency fluctuations as derived from a bandpass [0.002-0.01Hz] filter (AFNI 1dBport);
(2) the 12 motion parameters, consisting of three linear translations [x,y,z], three rotations [pitch, yaw, roll]
and the corresponding set of first derivatives [66, 67]; and (3) the voxel-wise local neighborhood (40mm) mean
WM timeseries (AFNI 3dTproject) [68]. The data at this point represent the NoGSR dataset. Incorporation
of a fourth regressor source—the whole-brain mean GM timeseries—in the detrending stage results in the GSR
dataset.
For connectivity analysis on a regional basis, the grey matter brain atlas from [69] was warped to each
subject’s native space by linear and non-linear registration (AFNI auto_warp.py and 3dAllineate). This brain
parcellation consists of 278 regions of interest (ROIs). Note that data from the cerebellum (including a total
of 30 ROIs) were discarded, because the acquired data did not completely cover this structure for all subjects.
This resulted in a final GM partition of 248 ROIs.
A functional connectivity matrix (namely the functional connectome; FC) was computed for each rs-fMRI
scan through correlation of the mean time series from each of the 248 ROIs (MATLAB command corr). The
resulting square, symmetric FC matrices were not thresholded or binarized. Each FC matrix was ordered into
seven cortical sub-networks, as proposed by Yeo et al. [70], and an additional eighth sub-network comprising sub-
cortical regions was added [61].For each dataset (Purdue and Yale), this resulted in eight functional connectomes
per subject (four from each site; two training and two validation).
2.4 Differential Identifiability extended for Multi-Site studies
The upper triangular of each FC (test and retest) for the training data was vectorized and added to a matrix
where the columns were runs and the rows represent the functional connectivity patterns. Hence, this matrix
had
(
248
2
)
rows and N*4 columns (4 runs per subject; N subjects). Principal component analysis (PCA) was
used to extract M = N*4 principal components (i.e., functional connectivity eigenmodes) from the vectorized
training dataset (MATLAB command pca). The principal components (PCs) were arranged in descending
order of their explained variance. These PCs were then projected back into each subject’s FC space to obtain
individual reconstructed functional connectomes as analogously done by Amico et al. [51]. Below we extend
this approach for multi-site acquisitions.
For individual fingerprints of subjects within and across sites, the identifiability matrix (I) was created by
correlating the subjects’ test and retest FCs within and across the two sites. This gave rise to a multi-site
identifiability matrix, I which consisted of Pearson’s correlation coefficients. For the particular case of two
imaging sites, the test-retest combinations created four blocks (Iij) in the identifiability matrix I,
I =
[
I11 I12
I21 I22
]
where Iij contained Pearson’s correlation coefficient obtained by correlating FCs from the sitei test session with
the FCs from the sitej retest session. I11 and I22 represent the fingerprinting of the subjects within the two
sites and I12 and I21 represent the fingerprinting of the subjects across the two sites.
For each test-retest [sitei, sitej ] pair, differential identifiability (< Iijdiff >) was calculated from the block I
ij
following the procedure from [51]
< Iijdiff > = < I
ij
self > − < Iijothers >
where
< Iijself > =
1
N
N∑
k=1
Iijself (k)
Iijself (k) = I
ij
kk , ∀ k = 1, 2, . . . , N
where N is the number of subjects (N=18 for Purdue dataset; N=11 for Yale dataset).
Iijself , defined as self identifiability, is a vector of length N and contains the main diagonal elements I
ij
self (k)
of the block Iij , and denotes the correlation between the repeat visits of the same subject. The average of the
main diagonal elements for the block Iij , < Iijself >, represents the overall self correlation for the [sitei, sitej ]
pair.
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< Iijothers > =
1
N
N∑
k=1
Iijothers(k)
Iijothers(k) =
1
2
(
1
N − 1
N∑
l=1
Iijkl +
1
N − 1
N∑
l=1
Iijlk
)
, ∀ l 6= k
For the k-th subject Iijothers(k) is an element of the vector I
ij
others and is obtained by the average of the k-th
row and k-th column, excluding the main diagonal entry of the block Iij , and defines the average correlation of
the k-th subject’s FCs (test and retest) with all other subjects. < Iijothers > is the average of all I
ij
others(k) of the
block Iij , and defines an overall mean correlation between visits of different subjects for the [sitei, sitej ] pair.
For visits associated with the [sitei, sitej ] pair, < Iijdiff > characterizes the difference between the average
within-subject FC similarity and the average between-subject FC similarity. The higher the value of < Iijdiff >,
the stronger is the overall fingerprinting of the population for the [sitei, sitej ] pair.
To maximize the fingerprinting of the population across all the [sitei, sitej ] visit pairs, the average of the
four < Iijdiff > values was used, where
<< Idiff >> =
1
n
n∑
i=1
n∑
j=1
< Iijdiff >
Here, n=2 is the number of sites for both Purdue and Yale datasets.
Multi-site differential identifiability << Idiff >> is then maximized by the selection of subsets of m PCs
from the total number (M = N*4) of PCs obtained from the training set. For each subset of the firstm PCs, the
subjects’ test-retest FCs were reconstructed, and << Idiff >> was calculated from these data. The optimal
number of PCs, m*, maximizes the value of << Idiff >>, namely << I∗diff >>, as given by [51]:
<< I∗diff >> = argmaxm∈M << Idiff >> (m)
The m* PCs were used to reconstruct the individual FCs (for both visits—i.e., test and retest) for the
training and validation sets. The identifiability matrices computed from the original and reconstructed data
for each of the training and validation sets were then compared.
Analogously, when focused on a particular [sitei, sitej ] visit pair, we may obtain mij∗ as
< Iij ∗diff > = argmaxmij∈M < I
ij
diff > (m)
2.5 Statistical Analysis
Differential Identifiability (Iijdiff ) was computed for each [sitei, sitej ] pair from I
ij as follows
Iijdiff = I
ij
self − Iijothers
For the k-th subject the value of Iijdiff (k) was calculated as
Iijdiff (k) = I
ij
self (k)− Iijothers(k)
Iijdiff (k) characterizes the differential identifiability on a subject level and quantifies the difference between
the k-th subject’s FC self identifiability and its similarity with other subjects’ functional connectomes. The
higher the value of Iijdiff (k), the higher is the identifiability of the k-th subject among the cohort.
Pairwise comparisons were done on the distributions of Iijdiff obtained from the original and reconstructed
data, for both the training and validation sets, using the Wilcoxon signed rank test followed by a Bonferroni
correction on each subset of tests (e.g., four tests were conducted on the each of the NoGSR and GSR training
and validation sets, so a correction for four tests was performed). All such analyses were conducted in R [71].
Any pairwise comparison was considered significant if pBonferroni < 0.05. Similar comparisons were also made
between the distributions of Iijdiff as obtained from reconstructions for original data with (GSR) and without
(NoGSR) global signal regression.
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Figure 1: Diagram of the resting-state fMRI acquisitions for both datasets. Subjects underwent two imaging
sessions (Training and Validation) at each of two MRI sites (Site1 and Site2), wherein each session comprised
two resting-state runs (test and retest). After quality checks, the Purdue dataset included 18 subjects and
the Yale dataset included 11 subjects. This setup produced a total of eight runs and associated functional
connectomes (FC) per subject.
The intraclass correlation coefficient (ICC) was used to assess the agreement of an edge (functional con-
nectivity value between two brain regions) between visits of subjects on each [sitei, sitej ] pair. ICC [72, 73]
is generally used to assess the agreement between measurements for different groups. The stronger the resem-
blance between the measurements, the higher is the ICC value. Furthermore, a bootstrap procedure was applied
when computing ICC to avoid biases induced by a small subset of the population. In each of 100 iterations
75% of the population was selected at random, and the ICC was calculated for each edge. The averages over all
iterations were used to compare the edgewise ICC values of the original and the reconstructed data. ICC values
for the resting-state functional networks of [74], for both the original and reconstructed data, were computed
by averaging over the ICC values for the edges that belonged to each functional network. Using the aforemen-
tioned bootstrap procedure, edgewise ICC was also computed from all 4 visits across the two sites and these
edgewise ICC were averaged over each brain region from [69] to compare the reproducibility, between training
and validation sets, of connectivity in each brain region across the original and reconstructed data. This entire
edgewise ICC procedure was repeated for each of the GSR and NoGSR modalities.
3 Results
The Purdue dataset used for this study consisted of two fMRI sessions (each session consisted of test and retest
pair of rs-fMRI scans) per subject on two different sites. After quality checks, 18 subjects with eight FCs per
subject were used for Purdue dataset (see Methods). Building upon [51], we here expanded the concept of
identifiability for multiple acquisitions on multiple sites. We evaluated this method by splitting our dataset (see
Figure 1) into training and validation sets. The training dataset consisted of four FCs per subject (test-retest
at site1, test-retest at site2). Analogously, the validation dataset consisted of another four FCs per subject (for
the same subjects as the training dataset; test-retest at site1, test-retest at site2).
When assessing the Purdue training dataset, FCs were decomposed and subsequently reconstructed based
on PCA by using each subset of first m number of components out of the total (M = 72). For each number of
PCA components m, << Idiff >> was computed from the reconstructed data (see Methods) and compared
to << Idiff >> obtained from original data. Figure 2 shows << Idiff >> computed from the original and,
iteratively, from the reconstructed data as a function of (m), the number of PCs preserved. << Idiff >>
peaked at m* = 21 for NoGSR and m* = 22 for GSR datasets. These m* PCs extracted from the training set
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were used as a fixed orthogonal connectivity basis (i.e. PCA loadings) to reconstruct the functional connectomes
(denoted by Recon) of the training and validation sets for comparing identifiability obtained from the original
FCs (Orig).
When looking at < Iijdiff > for different [sitei, sitej ] visit pairs for NoGSR and GSR, we found different
optimal numbers of components (mij). Within-site configurations peaked at 29 and 31 components respectively
(NoGSR) and at 35 components (GSR). Between-sites configurations both peaked at 20 components (NoGSR)
and at 21 components ((GSR)). Briefly, more components were included in the optimal reconstruction (and
hence more variance was preserved) for within-site configurations whereas less components were included for
between-site configurations (and hence less variance was preserved) for optimal identifiability. A summary of
< Iijdiff > and the corresponding m
ij∗ for all configurations is shown in Table 1.
Identifiability matrices (I) consisting of Pearson’s correlation coefficient between FCs of subjects’ test and
retest visits across and within the two sites were computed, expanding on [51]. The identifiability matrices
obtained from reconstructed FCs using m* PCs were compared to the ones obtained from original data. Figure
3 illustrates that the identifiability matrices obtained from optimally reconstructed functional connectomes
outperformed the original FCs. The individual fingerprint of the subjects (main diagonal of each block Iij)
within and across the sites were always higher at the optimal reconstruction for both NoGSR and GSR datasets.
Differential Identifiability (Iijdiff )) for each [sitei, sitej ] pair was computed from I
ij blocks (see Methods).
The distributions of Iijdiff obtained from original and optimally reconstructed data were compared. Figure 4
shows that the distributions of Iijdiff for each [sitei, sitej ] pair was significantly higher (pBonferroni < 0.05,
Wilcoxon signed rank test) after optimal reconstruction of the data, indicating higher identifiability of the
subjects among the cohort. This result held for both the NoGSR and GSR cases.
The group averages of original and optimally reconstructed FCs using m* PCs were computed. Figure
5 shows that the group average of original and reconstructed functional connectomes were almost identical,
indicating that the optimal PCA reconstruction preserved the main group-level characteristics of the functional
connectomes for both NoGSR (Figure 5 A-B) and GSR (Figure 5 C-D) datasets.
ICC was used to assess the reproducibility of edges in functional connectomes between visits of subjects within
and across the two sites. The average ICC value, over 100 iterations obtained from the bootstrap procedure (see
Methods for details), from original and optimally reconstructed FCs were compared. ICC for each functional
network was computed by averaging over ICC values for all the edges that belonged to a functional network.
Figures 6,S1 show the edgewise ICC averaged over 100 iterations for the original and the reconstructed data.
The edgewise ICC largely increased after optimal reconstruction for almost all edges (Tables 2, 3) for each
[sitei, sitej ] pair for NoGSR (Figures 6,S1 A-B) and GSR (Figures 6,S1 C-D) datasets. Figure 7 shows that the
average ICC for each functional network in the reconstructed data was also higher than in the original data.
When integrating test-retest FC data from both imaging sites, we measured edgewise ICC, pooling all four
visits per subject. Figure 8 shows the edgewise ICC and histograms for average ICC for each brain region
(using the atlas from [69]) for the original and reconstructed data in the validation set. Figure 9 presents a
brain rendering overlaid with the averaged edgewise ICC values of each brain region as computed from all four
test-retest visits across the two sites using the validation dataset. The edgewise ICC and value per brain region
for optimally reconstructed data indicated higher reproducibility of the functional connectomes. Both edgewise
and average brain region ICC values increased after optimal reconstruction from m* PCs, indicating higher
reproducibility and identifiability of the reconstructed functional connectomes as compared to the original ones.
Notably, all these findings were replicated in the Yale dataset. The results obtained for the Yale dataset are
shown in Supplementary material (see Figures S2, S3, S4 and S5 and Table S1). Specifically, Figure S2 shows
<< Idiff >> as a function of the number of PCs (m) and it peaks at m* = 12 for both NoGSR and GSR. The
identifiability matrices obtained from reconstructed FCs using these m* PCs as compared to the original ones
are shown in Figure S3. Figures S4, S5 depicts the edgewise ICC results when pooling all four visits together.
The effect of number of fMRI volumes on multi-site differential identifiability was assessed. To that end,
processed BOLD time-series were shortened (by dropping fMRI volumes) to mimic different scan lengths. For
each scan length evaluated, FCs were estimated, decomposed and subsequently reconstructed based onm* PCs.
Optimal multi-site differential identifiability (<< I∗diff >>) was computed from optimally reconstructed FCs
and compared to that obtained from original FCs. Figure 10 shows that the method presented in this study
improved << I∗diff >> for both Purdue and Yale datasets for NoGSR and GSR for all scan lengths evaluated.
In order to assess the generalizability of the optimal orthogonal basis for each dataset, a leave-one-out
experiment was performed. Briefly, each subject’s FCs were reconstructed using the m* PCs when all the
sessions of that subject were excluded from the PCA framework. For each dataset (Purdue and Yale), the
optimally reconstructed FCs of each subject were compared to the leave-one-out reconstructed FCs. Histograms
of the correlations of optimally reconstructed FCs from training vs leave-one out for all subjects are shown for
Purdue and Yale datasets in the Figure 11. Median values were 0.79 for Purdue NoGSR, 0.77 for Purdue GSR,
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Figure 2: Purdue dataset. Multi-site differential identifiability (<< Idiff >> ∗100) and differential identifi-
ability of each [sitei, sitej ] pair, (< Iijdiff > ∗100) for training data as a function of the number of principal
components (PCs) used for reconstruction for resting-state data without global signal regression (NoGSR; (A)
and (B)); and with global signal regression (GSR; (C) and (D)). In all figures solid lines denote << Idiff >> and
< Iijdiff > as computed from the original FCs, whereas lines with circles denote the differential identifiability for
reconstructed FCs as a function of m, the included number of components. In (A) and (C), the gray (shaded)
area denotes the 95% confidence interval for << Idiff >> over 100 random permutations of the test-retest FC
pairs at each value of m. It may be observed that the benefit of reconstruction on differential identifiability
was not dependent on the exclusion/inclusion of global signal regression.
0.74 for Yale NoGSR and 0.73 for Yale GSR.
4 Discussion
Recently the concepts of brain fingerprinting and identifiability [75] have been investigated based on repeated
measures of individual whole-brain estimates of resting-state functional connectivity [41, 42] and between fMRI
tasks [43, 49, 56]. More recently, Amico et al. [51] introduced the concept of an identifiability matrix to assess
the fingerprinting of a dataset through a functional denominated identifiability score (see Methods). Further
they introduced a data-driven method to uncover identifiability in whole-brain functional connectomes (FCs)
based on principal component decomposition and subsequent reconstruction. Here, we extended this framework
for multi-site repeated measurements experiments and show how high identifiability on an inter-scanner basis
is achievable at the whole-brain level, as well as at the pairwise level for functional edges. This approach to
uncover identifiability was equally effective for rs-fMRI data processed with and without global signal regression.
Results indicate that the individual fingerprints obtained from optimally reconstructed FCs were robust, and
improved identifiability among the cohort. Further, the method improved the reproducibility of the functional
connectivity profiles across visits, both on an edgewise and functional network basis. We discuss below all the
results related to the Purdue dataset.
Multi-site differential identifiability << Idiff >> was used as a quality function to maximize the finger-
printing of individual subjects within a cohort by exploring connectivity subspaces over a range of M principal
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Figure 3: Purdue dataset. Identifiability matrices (I) of the original (Orig) and reconstructed (Recon) data for
the Training, (A) and (C), and Validation, (B) and (D) sets of resting-state functional connectomes without
global signal regression (NoGSR; (A) and (B)) and with global signal regression (GSR; (C) and (D)). The
Identifiability matrix (I) has a blockwise structure where each block is Iij , representing the identifiability
for the [sitei, sitej ] pair. Note that identifiability was meaningfully improved across sites regardless of the
exclusion/inclusion of global signal regression.
Table 1: Purdue dataset. Maximum percentage differential identifiability (< Iij∗diff > ∗100), number of principal
components for each [sitei, sitej ] pair (mij∗), explained variance (R2), mean (µ) and standard deviation (σ)
of edgewise ICC values for Original (Orig) and optimally reconstructed (Recon) for Training datasets without
global signal regression (NoGSR) and with global signal regression (GSR).
[sitei, sitej ] < Iij∗diff > m
ij∗ R2 ICC µOrig ICC σOrig ICC µRecon ICC σRecon
NoGSR
[site1, site1] 45.1 29 0.82 0.46 0.20 0.75 0.12
[site1, site2] 31.0 20 0.74 0.14 0.24 0.34 0.22
[site2, site1] 31.5 20 0.74 0.20 0.23 0.44 0.22
[site2, site2] 45.7 31 0.84 0.44 0.20 0.72 0.11
GSR
[site1, site1] 43.6 35 0.84 0.35 0.24 0.77 0.13
[site1, site2] 30.8 21 0.73 0.18 0.25 0.49 0.22
[site2, site1] 32.8 21 0.73 0.17 0.25 0.53 0.20
[site2, site2] 45.5 35 0.84 0.42 0.23 0.81 0.08
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Figure 4: Purdue dataset. Box plots of Differential Identifiability (Iijdiff ) computed from each block of the
Identifiability matrix (i.e., Iij) for the original (Orig) and optimally reconstructed (Recon) data without global
signal regression (NoGSR; (A) and (B)) and with global signal regression (GSR; (C) and (D)). Values of
Pearson’s r that are significantly higher (pBonferroni < 0.05, Wilcoxon signed rank) for Recon relative to Orig are
marked by double asterisks. Note that distributions of Iijdiff were found to be unaffected by exclusion/inclusion
of global signal regression.
Table 2: Purdue dataset. Percentage of positive and negative edgewise intra-class correlation coefficient (ICC)
values (computed for each FC edge and averaged over 100 iterations; see Methods for Bootstrap procedure) of
original (Orig) data that were converted to positive or negative edgewise ICC in reconstructed (Recon) data for
resting-state functional connectomes without global signal regression (NoGSR).
[sitei, sitej ] Purdue Training Set Purdue Validation Set
[site1, site1]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 0.28 99.72 Negative 0.00 100.00
Positive 0.0 100.00 Positive 0.00 100.0
[site1, site2]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 20.56 79.44 Negative 7.72 92.28
Positive 1.85 98.15 Positive 0.65 99.34
[site2, site1]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 9.75 90.25 Negative 10.50 89.50
Positive 0.47 99.53 Positive 0.72 99.28
[site2, site2]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 0.00 100.00 Negative 0.61 99.39
Positive 0.00 100.00 Positive 0.02 99.98
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Figure 5: Purdue dataset. Evaluation of PCA reconstruction at the optimal number of components (m* =
21) for resting-state functional connectomes (FCs) data without global signal regression (NoGSR; (A) and
(B)) and (m* = 22) with global signal regression (GSR; (C) and (D)). Left-to-right in each of (A)-(D): the
group averaged FC of the original (Orig) data; the group averaged FC of the reconstructed (Recon) data; the
scatter plot (for all edges) of the Recon group-averaged FC (y-axis) vs. the Orig group-averaged FC (x-axis).
Again, exclusion/inclusion of global signal regression did not alter the benefit of the reconstruction to enhance
identifiability.
Table 3: Purdue dataset. Percentage of positive and negative edgewise intra-class correlation coefficient (ICC)
values (computed for each FC edge and averaged over 100 iterations; see Methods for Bootstrap procedure) of
original (Orig) data that were converted to positive or negative edgewise ICC in reconstructed (Recon) data for
resting-state functional connectomes with global signal regression (GSR).
[sitei, sitej ] Purdue Training Set Purdue Validation Set
[site1, site1]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 0.08 99.92 Negative 0.00 100.00
Positive 0.01 99.99 Positive 0.00 100.00
[site1, site2]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 10.61 89.39 Negative 2.78 97.22
Positive 0.46 99.54 Positive 0.18 99.82
[site2, site1]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 4.80 95.20 Negative 6.34 93.66
Positive 0.27 99.73 Positive 0.80 99.20
[site2, site2]
Recon Recon
Orig Negative Positive Orig Negative Positive
Negative 0.00 100.00 Negative 0.00 100.00
Positive 0.00 100.00 Positive 0.00 100.00
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Figure 6: Purdue dataset. Scatter plots of averaged (100 iterations) intra-class correlation coefficient (ICC)
values, computed over each FC edge, for the reconstructed (Recon) data (y-axis) versus the edgewise ICC for
the original (Orig) data (x-axis). Plots are presented for data without global signal regression (NoGSR; (A)
and (B)) and with global signal regression (GSR; (C) and (D)). In each plot, quadrants are colored for clarity
of the effect of reconstruction on ICC values. Blue represents positive values in both Orig and Recon; green
represents negative Orig and positive Recon; black represents negative values for both Orig and Recon; and red
represents positive Orig and negative Recon. Note that the vast majority of ICC values have been made more
positive by the reconstruction process.
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Figure 7: Purdue dataset. Intra-class correlation coefficient (ICC) values for each functional network, computed
as the average of edgewise ICC over each of Yeo’s resting-state functional networks in the original (Orig) and
reconstructed (Recon) data for Training and Validation sets on resting-state functional connectomes without
global signal regression (NoGSR; (A) and (B)) and with global signal regression (GSR; (C) and (D)). Yeo’s
resting functional networks [74]: Visual (VIS), Somato-Motor (SM), Dorsal Attention (DA), Ventral Attention
(VA), Limbic system (L), Fronto-Parietal (FP), Default Mode Network (DMN), and subcortical regions (SUBC).
Once again, no meaningful effect of exclusion/inclusion of global signal regression is observed on the benefit
from reconstruction to enhance identifiability.
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Figure 8: Purdue dataset. Averaged (100 iterations; see Methods for bootstrap details) intra-class correlation
coefficient (ICC) values, computed for each FC edge from four visits across two sites, for the Validation set orig-
inal (Orig; (A) and (B)) and reconstructed (Recon; (C) and (D)) data without global signal regression (NoGSR;
(A) and (C)) and with global signal regression (GSR; (B) and (D)). Note that the benefit from reconstruction
to enhance identifiability is, again, not dependent on exclusion/inclusion of global signal regression.
components. The identifiability of a connectivity profile of a subject relies on the fact that individual subjects
are expected to be most similar to themselves across visits or scanning sessions, relative to others. We used
a continuous identifiability score as defined by [51] for individual fingerprinting of subjects in test-retest ses-
sions for two sites. The continuous identifiability score, < Iijdiff >, quantified the difference between average
within-subject similarity and average between-subject similarity for a single [sitei, sitej ] visit pair. << Idiff >>
quantified the overall fingerprinting of the population across all test-retest visits. << Idiff >> was then max-
imized over subsets of M PCs to find the m* PCs that maximized differential identifiability and provided the
optimal orthogonal basis to reconstruct the FCs. For both the NoGSR and GSR datasets, << Idiff >> and
< Iijdiff > (Figure 2) showed a significant improvement over the identifiability score computed from the original
FCs. The higher value of average differential identifiability indicates stronger overall individual fingerprinting
of the population.
When assessing < Iijdiff > and m
ij∗ (see Table 1), it can be seen that there are differences in the proportion
of the dimensionality of the data that are kept for maximizing identifiability. In particular, visit pairs including
different sites (i.e., [site1, site2] and [site2, site1]) had mij∗ values very close to the number of subjects (i.e., 16)
whereas visit pairs including just one site (i.e., [site1, site1] and [site2, site2] were able to keep a larger number of
components, indeed approximately the number visits within an imaging site (i.e., twice the number of subjects).
These results emphasize how important it is to formalize a data-driven framework for reconstruction of FCs that
is not based on fixing certain number of components or ultimately a percentage of variance, since identifiability
might peak at very different configurations depending on multiple factors, including number of subjects, number
of imaging sites, baseline similarity between test-retest on the sites, etc.
Identifiability matrices (I) computed from optimally reconstructed data outperformed those computed from
the original data. Identifiability matrices consisted of Pearson’s correlation coefficient between FCs correspond-
ing to subjects’ test and retest visits, within and across the two sites. The main diagonal of each of the four
blocks (Iij) consisted of correlations between visits of the same subject within and across the two sites. These
self correlations had higher values in I obtained from optimally reconstructed data as compared to the ones
obtained from original data (Figure 3). One of the noteworthy facts about Figure 3 is the substantial increase
in self correlations for the challenging problem of test-retest visits between the two sites. This indicates stronger
individual fingerprints of subjects after optimal reconstruction of the FCs, not only in repeated visits within
the same site, but also among visits across two sites.
Statistically higher values for the distributions of Iijdiff for all test-retest [sitei, sitej ] pairs of the reconstructed
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Figure 9: Purdue dataset. Brain rendering of intraclass correlation coefficient (ICC), computed from all four
visits across the two sites for the Validation set original (Orig; (A) and (C)) and reconstructed (Recon; (B) and
(D)) data without global signal regression (NoGSR; (A) and (B)) and with global signal regression (GSR; (C)
and (D)). The strength per brain region—computed as the mean of edgewise ICC values (ICC computed for
each FC edge and averaged over 100 iterations; see Methods for Bootstrap procedure)—provides an assessment
of overall reproducibility of the functional connections of each brain region. FC reproducibility was appreciably
improved, regardless of exclusion/inclusion of global signal regression.
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Figure 10: Optimal multi-site differential identifiability (<< I∗diff >> ∗100) as a function of the number of
fMRI volumes used for reconstruction for resting-state Purdue and Yale datasets without global signal regression
(NoGSR; (A) and (C)) and with global signal regression (GSR; (B) and (D)). It may be observed that the
benefit of reconstruction on differential identifiability was not dependent on the exclusion/inclusion of global
signal regression.
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Figure 11: Histograms of similarity between optimally reconstructed FCs (complete dataset for PCA framework) and
with leave-one-out (LOO) reconstructed FCs. (A) Purdue without global signal regression (NoGSR), (B) Purdue with
global signal regression (GSR), (C) Yale NoGSR and (D) Yale GSR.
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data as compared to the original data illustrated stronger fingerprinting of the population. Iijdiff quantified the
differential identifiability on a subject level for the test-retest [sitei, sitej ] pairs. Higher Iijdiff values indicated
improved identifiability of subjects. Differential identifiability increased for all subjects within the same site
visits, and also between the two sites after optimal reconstruction of the FCs. No difference was found in the
reconstructed data between distributions for NoGSR and GSR Iijdiff , suggesting that both approaches benefit
from this framework, both within and between-sites in a similar way.
The group averages of the original and optimally reconstructed FCs were almost identical, indicating that the
main group level features of the functional connectivity profiles were preserved by the optimal reconstruction.
The m* PCs that maximized the << Idiff >> obtained from the training data, were used as an optimal
orthogonal basis to reconstruct the functional connectivity profiles for subjects’ test and retest sessions in both
the training and validation sets. In general PCA is used to transform a set of correlated variables into a set
of linearly uncorrelated variables, namely the principal components. The principal components are arranged in
descending order of their explained variance and provide a new basis to represent the data. Keeping the subset of
the first m* PCs helps to provides a simpler representation of the data through dimensionality reduction while
still retaining critical information. Here we rely on the fact, as pointed out by [51], that the highest variance
principal components carry cohort-level functional connectivity information, while lower variance PCs carry
finer subject-level functional connectivity information, and the lowest variance PCs carry information regarding
noise and artifacts. By using the set of first m* PCs, which maximized averaged differential identifiability, for
reconstruction provided a denoised version of the original FCs by keeping the cohort and finer subject level
functional connectivity information.
To assess identifiability at a finer grain perspective, we considered the pairwise intraclass correlation coeffi-
cient (ICC) at the level of functional edges. Optimally reconstructed FCs systematically showed increased ICC
values as compared to original FCs. At the meso-scale of looking at resting-state networks and their interac-
tions, analogous ICC increases were found. In this study the groups were the test-retest visits within a site or
between the two sites, whereas the measurements were the values of each functional connectivity edge from all
subjects. The reconstructed FCs represent a denoised version of the original data, having lower variance between
measurements on different groups. ICC values in Figures 6-9 and Tables 2-3 indicated higher reproducibility of
the functional connectivity profiles after optimal reconstruction. The reproducibility of the edges also helped to
distinguish subjects and augment identifiability. In other words, higher ICC values led to higher identifiability
of the functional connectivity edges. There was a notable increase in ICC values of the reconstructed data
for the challenging problem of between-site test-retest visit pairs. Thus, the significant increase in ICC values
for the reconstructed data denoted higher identifiability in all test-retest visit pairs for both NoGSR and GSR
datasets after optimal reconstruction with m* PCs.
Notably, these findings were replicated in a second independent dataset, here denominated the Yale dataset
(see Figures S2, S3, S4 and S5 and Table S1). Indeed, << Idiff >> reached even higher values when compared
to the Purdue dataset. It is possible that this is because of the identically configured imaging sites as well as
because of the shorter TR. Both characteristics might facilitate higher identifiability scores.
When assessing the effect of scan lengths on multi-site differential identifiability, we noticed that the optimally
reconstructed FCs systematically provided higher levels of << I∗diff >> for both datasets, with and without
GSR, and for all scan lengths evaluated (see Figure 10). These multi-site results are in the line of those observed
in [51] for single-site evaluations and emphasize not only the importance of maximizing identifiability but also
the generalizability of this extended framework to different imaging sites, TRs as well as scan lengths or number
of fMRI volumes acquired.
The modest cohort-sizes of the two datasets assessed in this paper (Purdue N = 18, Yale N = 11) limited
our ability to further explore the universality of the sets of orthogonal basis obtained at the optimal recon-
struction levels. A leave-one-out procedure (Figure 11) showed that both sets of orthogonal basis had limited
generalizability, with Purdue (the largest cohort) having higher generalizability than Yale (the smallest one).
These results suggest that cohort-size could be critical for this venue. Further work with large inter-scanner
datasets should uncover the plausibility of obtaining truly generalizable sets of orthogonal components for
single- and multi-scanner fMRI datasets that would optimally reconstruct unseen subjects while preserving
their connectivity fingerprints [76].
This work has several limitations. A limitation of the method is that this data-driven method requires the
availability of test-retest sessions on all subjects and each site, which is usually not available in cross-sectional
clinical studies. A limitation of the study is the modest sample size and small number of available sites. However,
several multi-site fMRI studies were performed with less than 10 subjects [11, 10, 15, 16, 17]. A larger multi-site
study involving more subjects and sites will help to generalize the results. Further, better acquisition parameters
for rs-fMRI may improve the results of the study.
This study expanded on the emerging field of fingerprinting in resting-state functional connectomes (FCs), by
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opening it to a less controlled scenario wherein repeated measurements are obtained from different imaging sites.
To do so, it extended a recently proposed method to assess and ultimately improve identifiability in multi-site
studies. Future studies could use this method to examine the reproducibility of fingerprinting in resting-state
functional networks and structural connectivity across more than two sites. Another avenue of exploration
would be to investigate the reliability of graph theory measures (e.g., clustering coefficient, characteristic path
length, modularity, etc.) in the denoised FCs. Further use of this extended PCA methodology could be used
to denoise T1 and T2 structural images at the voxel level by reconstructing test-retest MNI registered volumes
at the optimal level of differential identifiability. Another important investigation would be to test the method
presented in this study on scanners from different vendors, allowing combination of data for larger multi-site
studies.
Multi-site fMRI studies have great appeal as a means of generating larger datasets, but the site-dependent
variability can mask the advantages of such studies. Individual fingerprinting is a critical and emerging field in
resting-state functional connectivity. Here we evaluated fingerprinting of the subjects in test-retest visit pairs,
within and across two sites. We presented a framework based on principal component analysis to denoise the
FCs and improve identifiability. We used principal components that maximized differential identifiability on
the training data as an orthogonal basis to reconstruct subjects’ individual FCs for training and validation
datasets. These optimally reconstructed FCs resulted in substantial improvement in individual fingerprinting
within same-site visit pairs and also for the challenging problem of between-site visits, relative to the original
data. Optimally reconstructed FCs systematically showed a notable increase in ICC values as compared to
the original FCs, at the levels of functional edges, resting-state networks, and network interactions. Results
showed that it is possible to use the data-driven method presented in this study to improve identifiability in
the functional connectivity domain for multi-site studies. This would pave the way to pool subjects recruited
at different sites, allowing for better assessments of brain structure and function in the healthy and diseased
brain.
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Figure S1: Purdue dataset. Averaged (100 iterations) intra-class correlation coefficient (ICC) values, computed
for each FC edge, for the original (Orig) and reconstructed (Recon) on the Training and Validation sets, for
resting-state functional connectomes without global signal regression (NoGSR; (A) and (B)) and with global
signal regression (GSR; (C) and (D)). Edges are arranged by Yeo’s resting-state functional networks [74].
As before, notable benefit is observed for the reconstruction to enhance identifiability, independent of the
exclusion/inclusion of global signal regression.
Table S1: Yale dataset. Maximum percentage differential identifiability (< Iij∗diff > ∗100), explained variance
(R2) and number of principal components for each [sitei, sitej ] pair (mij∗) for Training datasets without global
signal regression (NoGSR) and with global signal regression (GSR).
[sitei, sitej ] < Iij∗diff > m
ij∗ R2
NoGSR
[site1, site1] 45.1 18 0.75
[site1, site2] 35.3 11 0.63
[site2, site1] 39.1 12 0.65
[site2, site2] 44.4 16 0.72
GSR
[site1, site1] 47.1 19 0.76
[site1, site2] 40.9 11 0.64
[site2, site1] 42.6 12 0.66
[site2, site2] 47.5 19 0.76
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Figure S2: Yale dataset. Multi-site differential identifiability (<< Idiff >> ∗100) and differential identifiability
of each [sitei, sitej ] pair, (< Iijdiff > ∗100) for training data as a function of the number of principal components
(PCs) used for reconstruction for resting-state data without global signal regression (NoGSR; (A) and (B)); and
with global signal regression (GSR; (C) and (D)). In all figures solid lines denote << Idiff >> and < I
ij
diff > as
computed from the original FCs, whereas lines with circles denote the differential identifiability for reconstructed
FCs as a function of m, the included number of components. In (A) and (C), the gray (shaded) area denotes
the 95% confidence interval for << Idiff >> over 100 random permutations of the test-retest FC pairs at
each value of m. It may be observed that the benefit of reconstruction on differential identifiability was not
dependent on the exclusion/inclusion of global signal regression.
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Figure S3: Yale dataset. Identifiability matrices (I) of the original (Orig) and reconstructed (Recon) data for the
Training, (A) and (C), and Validation, (B) and (D) sets of resting-state functional connectomes without global
signal regression (NoGSR; (A) and (B)) and with global signal regression (GSR; (C) and (D)). The Identifiability
matrix (I) has a blockwise structure where each block is Iij , representing the identifiability for the [sitei, sitej ]
pair. Note that identifiability was meaningfully improved across sites regardless of the exclusion/inclusion of
global signal regression.
Edgewise ICC Validation Set (four runs across two sites)
NoGSR GSR
NoGSR GSR
(A)
(C)
(B)
(D)
O
ri
g
R
ec
on
1
Figure S4: Yale dataset. Averaged (100 iterations; see Methods for bootstrap details) intra-class correlation
coefficient (ICC) values, computed for each FC edge from four visits across two sites, for the Validation set orig-
inal (Orig; (A) and (B)) and reconstructed (Recon; (C) and (D)) data without global signal regression (NoGSR;
(A) and (C)) and with global signal regression (GSR; (B) and (D)). Note that the benefit from reconstruction
to enhance identifiability is, again, not dependent on exclusion/inclusion of global signal regression.
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Figure S5: Yale dataset. Brain rendering of intraclass correlation coefficient (ICC), computed from all four
visits across the two sites for the Validation set original (Orig; (A) and (C)) and reconstructed (Recon; (B) and
(D)) data without global signal regression (NoGSR; (A) and (B)) and with global signal regression (GSR; (C)
and (D)). The strength per brain region—computed as the mean of edgewise ICC values (ICC computed for
each FC edge and averaged over 100 iterations; see Methods for Bootstrap procedure)—provides an assessment
of overall reproducibility of the functional connections of each brain region. FC reproducibility was appreciably
improved, regardless of exclusion/inclusion of global signal regression.
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