Sleep is consistently concentrated to a specific time of the day. Its timing and consolidation depend on the interplay between a homeostatic and a circadian process of sleep regulation [1] [2] [3] . Sleep propensity rises as a homeostatic response to increasing wake time, whereas a circadian clock determines the specific time when sleep will probably occur. This two-process regulation of sleep also determines which specific sleep stage will be manifested, and the circadian process governs tightly the manifestation of rapid eye movement sleep (REMS) [1, 4] . The role of the hypothalamic suprachiasmatic nucleus (SCN) in the circadian gating of sleep and wakefulness has been unequivocally established by lesion studies [5] , but its role in the timing of specific sleep stages has remained unknown. Using a forced desynchrony paradigm that induces the stable dissociation of the ventrolateral (vl) and dorsomedial (dm) SCN, and a jetlag paradigm that induces desynchronization between these SCN subregions, we show that the SCN can time the occurrence of specific sleep stages. Specifically, the circadian regulation of REMS is associated with clock gene expression within the dmSCN. We provide the first neurophysiological model for the disruption of sleep architecture that may result from temporal challenges such as rotational-shift work and jetlag.
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Results

REMS Propensity Is Associated with Clock Gene Expression within the Dorsomedial SCN
The role of the SCN in the circadian regulation of sleep has been widely supported by a variety of experimental approaches including neuroanatomical lesions and tract tracing involving SCN efferent projections to sleep centers [5] [6] [7] . The circadian regulation of specific sleep stages, in particular the remarkable faithfulness of REMS propensity to the circadian nadir of core body temperature (CBT), has been widely supported by studies in humans in which the circadian and homeostatic regulation of sleep are experimentally desynchronized from each other by exposing subjects to rest-activity cycles different from 24 hr [4, 8] . Under this forced desynchrony protocol, slow-wave sleep (SWS) shows a tight synchronization with the scheduled sleep episodes, whereas REMS propensity free-runs with the endogenous circadian period. Although these studies clearly implicate a circadian oscillator in the regulation of REMS, the role of the master circadian clock within the SCN on the circadian gating of REMS or other sleep stages has been confounded by the fact that SCN lesions completely abolish the sleep-wake circadian rhythm.
We have recently developed a rat model of circadian forced desynchrony that displays the key features of forced desynchronized human subjects, including the desynchronization of sleep stages [9, 10] . Rats exposed to a 22 hr light-dark (LD) cycle exhibit two rhythms of locomotor activity: one rhythm is entrained to the LD cycle, whereas the other rhythm free-runs with a period longer than 24 hr. In these animals, NREMS and SWS show a dual periodicity in synchrony with the entrained and free-running activity bouts; however, REMS only exhibits a single, free-running rhythm phase-locked to the nadir of the free-running CBT rhythm [9] . In the forced desynchronized rat (FDR), the entrained locomotor activity rhythm is associated with the rhythmic expression of the clock genes Per1, Per2, and Bmal1 within neurons in the retinorecipient vlSCN. In contrast, the free-running locomotor activity rhythm is associated with the rhythmic expression of these genes within neurons in the dmSCN [10] . On the basis of these results, we hypothesized that the desynchronization of sleep stages could emerge from the desynchronized activity of these anatomically and functionally distinct SCN subregions [11, 12] . To test this possibility, we implanted 22 hr FDRs with electroencephalographic (EEG) electrodes. Locomotor activity was continuously monitored through infrared detectors and after desynchronization was confirmed, animals were sacrificed during one of two conflicting phases of the locomotor activity rhythms. One of these phases occurs when the subjective day of the free-running rhythm coincided with the night of the entrained rhythm; the other phase occurs when the subjective night of the free-running rhythm coincided with the day of the entrained rhythm. Brains were removed, frozen, and processed for in situ hybridization for the clock gene Per1. As we have previously shown [10] , the RNA levels for this gene showed high (daytime) values during the 22 hr light phase only within the vlSCN ( Figure 1A ) and during the free-running subjective day only within the dmSCN ( Figure 1B) . Scoring of the EEG recordings during the last hour before sacrifice showed a statistically positive correlation between REMS intensity and the level of expression within the dmSCN (linear regression analysis, n = 6, R 2 = 0.6885, p = 0.0413, Figure 1C ). The occurrence of REMS was not associated with daytime clock gene expression within the vlSCN, given that REMS intensity was not associated with vlSCN Per1 expression (linear regression analysis, n = 6, R 2 = 0.5043, p = 0.1138, Figure 1C ). SCN subregions. In Wistar rats, a 6 hr delay in the LD cycle mimicking a westward transmeridional flight induces a quick phase delay of the vlSCN characterized by rapid entrainment to the new phase. This has been determined by measuring both the rhythm in action potential frequency [13] and in Per1 expression as reported by luciferase bioluminescence [14] . In contrast, the dmSCN requires three to six cycles, depending on the delaying protocol, to reach the new phase. We tested the prediction that transient desynchronization between the vl-and dmSCN induced by a 6 hr delay would lead to desynchrony between SWS and REMS. Rats implanted with EEG electrodes and intraperitoneal temperature sensors were exposed to a 24 hr LD cycle. Entrainment was confirmed by monitoring continuous locomotor activity, and the rats were then exposed to a 6 hr delay of the LD cycle achieved by extending the light phase by 6 hr (day 0), followed by 12 hr of darkness and then 12 hr of light (day 1). After the end of this delayed light phase, animals were released into constant darkness (day 2). This protocol has been shown to induce the immediate (day 0) delay of the ventral SCN and a slower delay of the dorsal SCN, which does not reach the new phase until 6 days after the shift [13] . As predicted by our hypothesis, SWS showed an immediate adjustment after the phase delay, whereas REMS required several days to adjust to the delay ( Figure 2A ). The phase transitions are more clearly seen in Figure 2B , in which the evolution of delta power and REMS acrophases on the days before and after the delay of the LD cycle are depicted. Before the phase delay, the phase angle difference between the REMS and delta power acrophases was w2 hr. Immediately after the phase shift, this phase angle difference was reduced to less than an hour. The normal phase relationship was not reestablished until at least 3-5 days after the phase delay. This is confirmed by the analysis of the difference between these acrophases throughout the days, which shows a statistically significant reduction on days 1-2 compared to the days before the shift and days 3-5 after the shift (one-way repeated-measures ANOVA with time as a single factor, n = 5, F = 4.47, p = 0.007, and Tukey contrasts, Figure S1 available online). Interestingly, total sleep appeared to undergo a quick delay similar to that seen for SWS; such a phenomenon is consistent with the rapid delay of the locomotor activity rhythm (data not shown).
The slower phase delay of REMS relative to SWS and total sleep produces a transient abnormal circadian sequence of sleep stages that increases REMS propensity at early stages of the subjective day. Consistent with this idea, we detected instances in which REMS occurs directly after a wake state without the normal transition through NREMS ( Figure 2C ). Although rare (approximately ten total observations out of seven phase-delayed animals), these wake-REMS transitions were never observed in the same animals before the delay of the LD cycle or after the delay was completed, day 6 and beyond.
CBT is under tight circadian regulation and its circadian nadir is typically linked to high REMS propensity, even under forced desynchrony [8, 9] or spontaneous internal desynchronization [15, 16] . Previous data from our laboratory indicated that in the FDR, CBT shows a strong free-running component coupled to the free-running rhythm of REMS [9] . Because locomotor-activity-induced heat production can mask the CBT rhythm, we ''demasked'' the temperature data by subtracting the temperature increment due to the activity just before the intraperitoneal temperature was recorded. The nadir of this activity-independent CBT remained in phase with the acrophase of REMS throughout the delay protocol (data not shown; one-way repeated-measures ANOVA with time as a single factor, n = 5, F = 1.68, p = 0.22). This was also confirmed by the fact that the 95% confidence interval for the phase difference between the CBT nadir and the REMS acrophase always included the zero value, even on the first and second day after the phase delay, indicating that the circadian phase of these two events was statistically undistinguishable throughout the jetlag paradigm. 
Discussion
Here, we show that the activity of the dmSCN, as determined by the expression of the clock gene Per1, is associated with REMS intensity. Although the role of the SCN as a master circadian pacemaker gating the occurrence of sleep and wakefulness has been recognized for decades [5] [6] [7] 17] , our study suggests that the SCN can also control sleep architecture by regulating the circadian sequence of specific sleep stages. Furthermore, the present study shows that the manifestation of specific sleep stages throughout the circadian cycle is associated with the activity of anatomically identifiable neuronal oscillators within the SCN. In the rat, the vl-and dmSCN, also known as the core and shell, respectively, are recognized as functionally distinct subregions, showing differences in histochemistry, cytoarchitecture, and afferent and efferent projections [11, 12, 18] . Our study exploits both a forced desynchrony paradigm and jetlag-like protocol to demonstrate a link between this subregional organization and the regulation of sleep architecture. This is consistent with the notion that the vl-and dmSCN are associated with the circadian regulation of sleep and SWS, whereas the circadian regulation of REMS relies solely on the activity of the dmSCN.
Early human studies that dissociated the circadian and homeostatic regulation of sleep using spontaneous internal desynchronization in constant environmental conditions showed a striking dependence of REMS propensity on the phase of the circadian pacemaker [15] . This circadian REMS propensity was also tightly associated with the rising phase of the CBT circadian nadir [16] . The use of forced desynchrony protocols in humans, in which the circadian and homeostatic regulation of sleep can be dissociated in a stable and predictable manner, confirmed this relationship between body temperature and REMS and provided further evidence for a stronger homeostatic control of SWS ( [16] and reviewed in [1, 4] ). Results in the rat from our laboratory later confirmed this differential regulation of sleep stages as well as the tight association between the CBT nadir and the presence of REMS [9] . The present study offers a neuroanatomical basis for the circadian gating of CBT and REMS, given that our CBT rhythm remained tightly associated to the REMS propensity rhythm.
Prior to our study, Deboer et al. [19] showed that the electrical activity of the SCN in vivo, as recorded by multiple-unit activity, is associated with specific sleep stages. The authors show that the action potential frequency of SCN neurons is positively correlated with the occurrence of REMS and negatively correlated with slow-wave activity and that this correlation is present irrespective of the circadian time at which the recording is performed. These results are interpreted as evidence for afferent input from sleep centers to the SCN. Although it is not known whether these changes in electrical activity are correlated with changes in the expression of clock genes within the SCN, our results suggests that these sleepstage-associated changes in electrical activity are transient changes that do not reflect the circadian pattern of gene expression. Nevertheless, it is important to note that whereas our study is focused on subregional gene expression, multiple-unit-activity recordings in vivo do not discriminate between vl-and dmSCN neurons.
In view of previous studies showing transient uncoupling between the ventral and the dorsal SCN after abrupt phase shifts of the LD cycle [13, 14] , the transient desynchronization of sleep stages after an abrupt phase delay of the LD cycle is consistent with our hypothesis of SCN subregional circadian (A) Actograms representing the daily course of total sleep, REMS, SWS, CBT, and locomotor activity of an animal exposed to an abrupt 6 hr phase delay of its 12:12 LD cycle. Lights-OFF time was delayed by 6 hr on day 0, and this was followed by one 12:12 cycle of the new LD schedule (day 1) before release into constant darkness (day 2). White and gray areas represent the times of lights ON and OFF, respectively. (B) The time-course change of the acrophase of REM and delta power before and after the 6 hr delay in the LD cycle (day 0). Points represent means 6 the standard error (n = 5). Blocks of days marked with different letters denote statistically significant differences (one-way ANOVA) in the acrophase difference between the two stages. (C) An example of a spontaneous transition from wake to REMS in an animal that underwent a phase delay under the conditions shown in (A). Representative EEG and EMG recordings are shown for each vigilance state; the wake-to-REMS transition (arrow) is shown in the bottom traces.
gating of sleep stages. Furthermore, our results point to the dramatic effects that transmeridional travel may have on sleep quality. Immediately after the delay of the LD cycle, the normal phase relationship between SWS and REMS is disrupted so that REMS is relatively phase advanced to SWS and sleep onset. This result is indeed expected by the well-known regulation of REMS by a circadian oscillator that is relatively resilient to phase shifting stimuli. Nevertheless, thus far the important prediction that SWS should phase shift more rapidly than REMS after abrupt phase shifts has only been tested once (E. Vivaldi, Universidad de Chile, personal communication). The abnormal circadian sequencing that results from our jetlag protocol leads to spontaneous wake-to-REMS transitions. This short latency to REMS is typical of narcoleptic patients and animal models of narcolepsy [20] . Given the known role of sleep on learning processes, the transient disruption of the normal circadian sequence of sleep stages we observe may account for the known learning deficits that result from phase shifting circadian rhythms in animals [21] [22] [23] .
Direct and indirect SCN efferent projections reach both sleep-promoting regions including the ventrolateral preoptic area and median preoptic nucleus, as well as wake-promoting regions such as orexinergic network of the lateral and posterior hypothalamus and the noradrenergic locus coeruleus [5] [6] [7] . This strategic neuroanatomical position is coherent with a preeminent role of the SCN in the master circadian control of the sleep-wake cycle. Furthermore, SCN input to both wake-and sleep-promoting regions is consistent with a ''bidirectional'' role of the rat master circadian pacemaker, in which the SCN promotes sleep during the subjective day and wake during the subjective night [5] . Our study not only supports a sleep-promoting role for the SCN but also suggests, as lesion studies have suggested before [24] , that this sleep-promotion is stage specific, so that not only the occurrence of sleep but also the occurrence of specific sleep stages is gated by the SCN circadian pacemaker.
In summary, our results support a preeminent role of the master circadian pacemaker within the SCN in the circadian regulation of not only the sleep-wake cycle but also specific sleep states as well. The desynchronization of subregional neuronal oscillators within the SCN both by forced desynchrony and by a jetlag-like protocol are consistent with a subregion-specific regulation of sleep stages, in which the circadian gating of REMS relies on the activity dmSCN. Our studies highlight the importance of neuronal coherence within the SCN's master circadian clock. They also constitute direct evidence that circadian internal desynchronization associated with rotational shift-work or with jetlag can induce internal desynchrony of sleep stages and provide the first model for the neuroanatomical bases of this disruption of sleep architecture.
Experimental Procedures Animals
All experiments were approved by the Animal Care and Use Committee of the University of Washington. Male Wistar rats, two months old on arrival, were purchased from Charles River (Raleigh, NC, USA) and used for all the experiments.
Sleep Stages and Clock Gene Expression in the Forced
Desynchronized Rat Animals were housed individually in transparent polycarbonate cages (20 3 25 3 22 cm) were maintained under a symmetrical LD cycle of 11 hr of light and 11 hr of dark. Light consisted of cool white light (100-150 lux) and darkness of dim red light (less than 1 lux). Locomotor activity was continuously monitored by a system consisting of two crossed infrared beams and binned every 15 min. After 10-15 days under the 22 hr LD cycle, desynchronization was confirmed by the appearance of two statistically significant rhythmic components of locomotor activity as determined by periodogram analysis. Nondesynchronized rats were removed from the study, and desynchronized animals were anesthetized during the light phase of the LD cycle and implanted with low impedance cortical electrodes for EEG recordings and electromyographic (EMG) electrodes as previously described [9] . After recovery, cortical electrical activity, EMG activity, and locomotor activity was recorded for at least 15 days before the animals were sacrificed. On the basis of the locomotor activity recordings, animals were sacrificed in one of two phases of the desynchrony protocol. The first group of animals was sacrificed during the phase in which the 22 hr lightand-rest phase of the entrained rhythm coincided with the subjective night of the free-running rhythm. The second group of animals was sacrificed during a phase in which the 22 hr dark-and-active phase for the entrained rhythm coincided with the subjective day of the free-running rhythm. These two phases were chosen because clock gene expression in the SCN shows high vlSCN and low dmSCN Per1 expression or vice versa [10] and because REMS propensity is expected to be low and high in these two phases, respectively [9] . Animals were sacrificed by decapitation and the brains were quickly removed and frozen until they were processed with radioactive in situ hybridization as previously described [25] . Hybridized brain sections were exposed to autoradiographic film, and the images were scanned and quantified with the ImageJ software. Templates for the dm-and vlSCN were used for sections from all animals and the optical density of each SCN subregion was normalized to the background optical density within the hypothalamus. The normalized optical density values were correlated with the percentage of REMS within the last hour before sacrifice with least-squares linear regression analysis (n = 6).
Transient Desynchronization by Abrupt Phase Shifts of the LD Cycle
Animals were housed under the same conditions as above but under a 24 hr symmetrical LD cycle. Animals were implanted with EEG and EMG electrodes and with intraperitoneal temperature sensors (Thermochrone iButtons, Dallas Semiconductor, Dallas, TX, USA). After recovery, cortical electrical activity, EMG activity, and locomotor activity was recorded for at least 11 days before the animals were subjected to an abrupt delay of the LD cycle. This delay was achieved by extending the light phase by 6 hr on one cycle (day 0), followed by 12 hr of darkness and then 12 hr of light (day 1). After the end of this delayed light phase, animals were released into constant darkness. Locomotor activity, CBT, and EEG and EMG activity were recorded for an additional 9 days. At the conclusion of the experiment, animals were sacrificed by CO 2 anesthesia, temperature sensors were recovered, and the data (sampled every 15 min) were downloaded onto a PC computer for analysis.
Analysis of Sleep Stages
The vigilance states of wakefulness, NREMS and REMS were determined offline in 10 s epochs by an experimenter masked to the circadian phase of the animal. Wakefulness is characterized by fast, low-amplitude EEG waves in coincidence with high EMG activity. NREMS is associated with slow high-amplitude EEG waves. REMS is characterized by fast, lowamplitude EEG waves, appearance of theta waves (visualized through a fast Fourier transform) and lack of EMG activity. SWS (EEG frequencies of 0.5-4.0 Hz) was identified through fast Fourier transform, which was normalized to the power calculated for NREMS episodes. The percentage of time spent in each state was calculated for every 10 min. The percentage data, normalized to the top 85 th percentile found in a 10 min interval, was plotted as raster plots or actograms in which the daily profile for each variable is plotted on a horizontal axis and successive 24 hr data blocks are stacked vertically. Delta power was calculated as the product of percent of delta activity (0.5-4 Hz) and duration of NREMS within a 10 min bin. We calculated sleep-stage acrophases with the El Temps software (http:// www.el-temps.com/) through cosinor analysis, using a least-squares method to fit a cosine curve to the time series of each variable. This results in a single time point indicating the time of the daily peak of the specific sleep stage.
Analysis of Core Body Temperature and Locomotor Activity CBT and locomotor activity temperature data points were expressed as deviation from each animal's daily mean. Activity data were normalized to the 85 th percentile of each animal's daily maximum. So that the effect of locomotor activity on CBT could be accounted for, it is necessary to eliminate the activity-dependent increase of CBT. We performed a least-squares linear regression analysis with total locomotor activity within 15 min as an independent variable and the CBT recording at the end of that 15 min interval as a dependent variable, as previously described [9] . This analysis encompassed over 4 days of recordings in animals subjected to a 12:12 LD before the abrupt phase shift. Because all time points across a day are considered, this regression analysis is independent of circadian temperature control and describes the overall relationship between activity and temperature. On the basis of the best-fit linear equation, each 15 min CBT value was demasked by subtracting the temperature increase that was accounted for by the locomotor activity. The difference between the measured CBT and activity-dependent CBT results in an activity-independent temperature. Changes in this latter value reflect the circadian modulation of CBT irrespective of the levels of locomotor activity. The nadir of circadian temperature was calculated by inverting normalized activity-independent temperature and calculating the acrophase of this function.
Phase Shifting of Sleep Stages after an Abrupt Phase Delay
We calculated the average difference between SWS and REMS by taking the daily acrophase difference between delta power and REMS in an individual animal. The acrophase differences among five animals (n = 5) were averaged and binned into 2-to 3-day windows. The first window includes 1-3 days before phase delay (days 23 to 21). The second window includes the first and second days (days 1 and 2) after the day of the phase delay. The third and fourth windows include days 3-5 and 6-8, respectively. A one-way repeated-measures ANOVA with time window as the factor was used for analyzing the progression of the delta power-REMS phase differences. The same type of analysis was performed for the phase differences between REMS acrophase and the nadir of activity-independent CBT.
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