Abstract-A new layered encoding scheme is proposed to effectively generate a random vector with prescribed joint density that induces a latent Gaussian tree structure. The encoding algorithm relies on the learned structure of tree to use minimal number of common random variables to synthesize the desired density, which we argue such algorithm is also computationally efficient. We characterize the achievable rate region for the rate tuples of multi-layer latent Gaussian tree, through which the number of bits needed to simulate such Gaussian joint density are determined. The random sources used in our algorithm are the latent variables at the top layer of tree along with Bernoulli sign inputs, which capture the correlation signs between the variables. In latent Gaussian trees the pairwise correlation signs between the variables are intrinsically unrecoverable. Such information is vital since it completely determines the direction in which two variables are associated. As a by-product of determining the achievable rate region, we quantify the amount of information loss due to unrecoverable sign information. It is shown that maximizing the achievable rate-region is equivalent to finding the worst case density for Bernoulli sign inputs where maximum amount of sign information is lost.
I. INTRODUCTION
Consider the problem of simulating an output with prescribed joint density. Such method can be used for prediction applications, i.e., given a set of inputs we may want to compute the output response statistics. This is done using a random number generator to simulate input, which is used in a stochastic system to generate the desired output density. The question is how to design such algorithm and what is the complexity of such scheme. In this scenario, there might be couple of facets for defining the complexity of an output simulation scheme, where we explain here.
In his seminal paper [1] , Wyner, characterized the minimum amount of common randomness needed to approximate the joint density between a pair of random variables X and Y to be C(X, Y ) = min PW along the same problem, define the notion of resolvability of a channel, which is roughly defined as the minimal required randomness to generate output statistics in terms of a vanishing total variation distance between the synthesized and prescribed joint densities. Resolvability of a channel is found to be a very intuitive description of common randomness in our settings, since it can be related to channel quality in terms of its noise power, and the more noisier the channel the less number of common random bits needed to simulate the output [2] . Along the same line, Cuff in [3] completely characterized the achievable rate regions needed to synthesize a memoryless channel, where he also used the total variation distance metric to show the quality of the proposed scheme. Similar to the above works, we also used the input code-rate to define the complexity of our encoding systems, since minimizing such rates results in reducing the number of common random bits needed to generate the output statistics. In [4] , [5] , the authors aim to define the common information of n dependent random variables, to further address the same question in this setting. They resort to the same scenario as Wyner [1] did, i.e., considering one random variable to define such common randomness. Also, in [6] the authors completely characterize the common information between two jointly Gaussian vectors, as a function of some singular values that are related to both joint and marginal covariance matrices of two Gaussian random vectors. However, they still divide the random vector into two groups, which makes it similar to Wyner's scenario.
Unlike the two-variable cases, in more general cases, it is more intuitive to consider several random inputs, to capture the common randomness of n dependent random variables. Furthermore, the inputs may also have some dependency structure that needed to be further characterized. In such general settings, another natural aspect of complexity, i.e., computational complexity of an encoding scheme comes to the picture. We argue that computational complexity is directly related to sparsity of dependency structure between both input and output random variables. We aim to address the synthesis problem for a case where the prescribed output statistics induces a latent Gaussian tree structure, and show that how the sign information can be introduced, which can further characterize the achievable rate regions.
Let X = {X 1 , X 2 , ..., X n } be the n observed variables, while the set of variables Y = {Y 1 , Y 2 , ..., Y k } are hidden to us. The goal of any inference algorithm is to recover the hidden parameters related to those k hidden nodes (k may be unknown). Consider a special subset of graphical models, known as latent Gaussian trees, in which the underlying structure is a tree and the joint density of the variables is captured by a Gaussian density. The Gaussian graphical models are widely studied in the literature because of a direct correspondence between conditional independence relations occurring in the model with zeros in the inverse of covariance matrix, known as the concentration matrix.
There are several works such as [7] , [8] that have proposed efficient algorithms to infer the latent Gaussian tree parameters. In fact, Choi et al., proposed a new recursive grouping (RG) algorithm along with its improved version, i.e., ChowLiu RG (CLRG) algorithm to recover a latent Gaussian tree that is both structural and risk consistent [7] , hence it recovers the correct value for the latent parameters. They introduced a tree metric as the negative log of the absolute value of pairwise correlations to perform the algorithm. Also, Shiers et al., in [9] , characterized the correlation space of latent Gaussian trees and showed the necessary and sufficient conditions under which the correlation space represents a particular latent Gaussian tree. Note that the RG algorithm can be directly related to correlation space of latent Gaussian trees in a sense that it recursively checks certain constraints on correlations to converge to a latent tree with true parameters.
These methods have been shown successful in estimating latent parameters in terms of both computational complexity and consistency. However, regardless of which inference algorithm is used, complete inference of the correct correlation signs (sign of edge-weights) from the observed data is impossible in latent Gaussian trees, since there is an intrinsic singularity issue with such models. It turns out that the sign singularity in latent Gaussian trees is due to the fact that these models in general are non-identifiable, whereas, a regular (non-singular) model is defined to be both identifiable and having a positive definite metric [10, p. 10]. We find that quantifying such information loss can further help us to characterize the achievable rate region of rate tuples for latent sign and latent variable inputs. In fact, by modeling the latent Gaussian tree as a multi-layer communication channel, we propose an encoding scheme to generate the observable vector as an output, using the latent and sign variables as the inputs to the channel. Such layered approach is simple in a sense that by relying on a latent Gaussian tree structure, it uses smaller number of parameters to generate the output vector. We will discuss such efficiency through the following example. Consider a Gaussian tree shown in Figure 1 . We may think of this Gaussian tree as a communication channel, where information flows from a Gaussian source Y (1) ∼ N (0, 1) through three communication channels p Xi|Y (1) (x i |y (1) ) with independent additive Gaussian noise
as a binary Bernoulli random variable as another input to the channel, which reflects the sign information of pairwise correlations. Define ρx i y = E[XiY ] as true correlation values between the input and each of the three output. For the channel in Figure 1 , one may assume that B
(1) = 1 to show the case with ρ xiy = ρ xiy , while B
(1) = −1 captures ρ xiy = −ρ xiy , where ρ xiy and ρ xiy , i ∈ {1, 2, 3}, are the recovered correlation values using certain inference algorithm such as RG [7] . It is easy to see that both recovered correlation values induce the same covariance matrix Σ x , showing the sign singularity issue in such a latent Gaussian tree. Our goal is to characterize the achievable rate region and through an encoding scheme to synthesize Gaussian outputs with density q X (x) using only Gaussian inputs and through a channel with additive Gaussian noise, where the synthesized joint density q X (x) is indistinguishable from the true output density p X (x) as measured by total variation metric [3] . In particular, we characterize the common information [1] as C(X) = infỸ I(X;Ỹ), where I(X;Ỹ) is the mutual information between the output X and the input vectorỸ = {Y, B}. This corresponds to finding the minimum achievable rate to synthesize the Gaussian output.
Suppose for a moment, instead of using the tree structure, we simply used three independent normalized Gaussian inputs and by passing them through a filter, i.e., linear combination of inputs, we produce the desired output vector. While such setting seems appealing, note that more common information (in terms of common random bits) needed to produce the desired statistics. This is due to the high quality of the channel (see channel resolvability [2] ), i.e., the linear filter, which is noise-free that makes the common information maximized (since the input-output mutual information will be maximized). In contrast, our framework exploits the tree structure to further reduce rates needed for simulation. Moreover, to characterize the channel shown in Figure 1 , one may need to introduce only three parameters ρ xiy , one for each edge, while the aforementioned naive approach needs nine parameters (basically each input is connected to all the outputs) to capture the dependency structure of output variables. This computational efficiency will become more evident in more general and larger Gaussian trees, since in that case the naive approach faces with O(n 2 ) parameters while our approach only needs O(n+k) parameters (in the order of edge-set cardinality of the tree), where n and k are the number of outputs, and latent inputs, respectively. Such efficiency is captured by sparsity structure of transition matrix A B between the input and output.
In characterizing C(X) under latent Gaussian tree assumption, we show that such quantity is only a function of output joint density. Hence, given output it cannot be further optimized. However, we show that to obtain the maximum rate region to synthesize the output, one may minimize I(X; Y), which in turn will be equivalent to maximizing the conditional mutual information I(X; B|Y), hence, showing the maximum amount of lost sign information. In such settings, we show that the input B and the output X are independent, by which we provide another reason on why previous learning approaches [7] , [9] are incapable of inferring the sign information.
The rest of the paper is organized as follows. Section II gives the problem formulation and models the sign singularity in latent Gaussian trees. We show a direct relation between the number of latent inputs and the needed sign input variables. Main results of the paper regarding achievable rate region are discussed in Section III. We first show that for any general Gaussian tree the common information C(X) is only a function of output statistics. Then, under certain conditions, we propose general formula for the input-output mutual information in such structures. Finally, through three elaborative examples we discuss our encoding scheme and characterize the achievable rate regions for each case. We conclude the paper in Section IV.
II. PROBLEM FORMULATION A. The signal model of a latent Gaussian tree
Here, we suppose a latent graphical model,
as the set of hidden variables, and X = [X 1 , X 2 , ..., X n ] as the set of observed variables. We also assume that the underlying network structure is a minimal latent Gaussian tree [7] , therefore, making the joint probability P (X, Y ) be a Gaussian joint density N (µ, Σ xy ), where the covariance matrix Σ xy induces tree structure G T (V, E, W ), where V is the set of nodes consisting of both vectors X and Y; E is the set of edges; and W is the set of edge-weights determining the pairwise covariances between any adjacent nodes. In a minimal Gaussian tree we assume all the hidden variables have at least three neighbors [7] , which results in ignoring all those singular cases where there can be arbitrarily redundant hidden variables added to the model without changing the observed joint density p X (x). We consider normalized variances for all variables X i ∈ X, i ∈ {1, 2, ..., n} and Y j ∈ Y, j ∈ {1, 2, ..., k}. Such constraints do not affect the channel structure, and hence the independence relations captured by Σ xy . Without loss of generality, we also assume µ = 0, this constraint does not change the amount of information carried by the observed vector. In order to quantify the amount of lost sign information we model our problem as shown in Figure 2 . In fact, we introduce a vector B = {B 1 , ..., B m }, with each B i ∈ {−1, 1} being a binary Bernoulli random variable with parameter π i = p(B i = 1) as another input to the channel, which captures the sign information of pairwise correlations. Assume Y and B as the input vectors, X as the output vector, and the noisy channel to be characterized by the conditional probability distribution P X|Y,B (x|y, b), the signal model for such a channel can be written as follows,
where A B is n × k channel gain matrix that also carries the sign information vector B, and
is the additive noise vector, with a diagonal covariance matrix Σ z , where the diagonal entries σ 2 zi are the variances of Z i .
B. Studying the properties of sign information vector B
As an example, consider the channel shown in Figure 1 . Given enough samples from each of the outputs X 1 , X 2 , and X 3 , one can estimate the pairwise correlations ρ xixj , i, j ∈ {1, 2, 3} and use existing learning algorithms such as RG [7] to solve the corresponding signal model in (1) and to recover the values corresponding to correlations ρ yxi , i ∈ {1, 2, 3}. Hence, we can completely characterize the entries in the matrix A B (up to sign), and the variances regarding additive Gaussian noise variables Z 1 , Z 2 , and Z 3 . However, one can only partially infer the sign, by observing the sign values corresponding to each ρ xixj , i, j ∈ {1, 2, 3}. In particular, such an approach leads us into two equivalent cases with sign inputs b (1) or −b (1) , with the latter obtained by flipping the signs of all correlations ρ yxi , i ∈ {1, 2, 3}. From [9] , we know for the channel shown in Figure 1 , we should have ρ x1x2 ρ x1x3 ρ x2x3 > 0. Hence, there are totally two cases for ρ xixj , i = j, i, j ∈ {1, 2, 3} based on such constraint; either all of them are positive, or two of them are negative and the third one is positive. As a result, one can classify the sign singularity for the broadcast channel shown in Figure 1 into four groups, each consisting of two instances corresponding to b (1) or −b (1) . For example, suppose we are given enough samples to infer the latent structure shown in Figure 1 , in which all the pairwise correlations ρ x1x2 , ρ x1x3 , and ρ x2x3 are derived as positive values. However, we cannot further decide on whether all pairwise correlations ρ yxi , i ∈ {1, 2, 3} are positive, or all of them are negative, i.e., the ambiguity to choose between b
(1) or −b (1) . Figure 3 shows each group consisting of two Gaussian trees, in which the inferred correlation signs for ρ yxi , i ∈ {1, 2, 3} are based on the signs of ρ xixj , i, j ∈ {1, 2, 3}. Thus one may see that given only the observable vector X, there is not enough information to distinguish b from −b, hence the correlations sign information is partially lost. In Theorem 1, whose proof can be found in [11] , we characterize the size and dependency relations of sign vectors for any general minimal latent Gaussian tree.
Theorem 1: (1) The correlation values ρ yxi in regard to the outputs X i that are connected to a single input, say Y , share an equivalent sign class, i.e., they either all belong to B = b or B = −b.
(2) Given the cardinality of input vector Y = {Y 1 , Y 2 , ..., Y k } is k, then there are totally 2 k minimal Gaussian trees with isomorphic structures, but with different correlation signs that induce the same joint density of the outputs, i.e., equal p X (x).
For example, in a Gaussian tree shown in Figure 1 , there is only one hidden node Y (1) , and we already know by previous discussions that there are two latent Gaussian trees with different sign values for B (1) , which induce the same output joint density p X (x). In more general cases the problem of assigning correlation sign variables is more subtle, where we clarify the approach using two examples, next. to capture the correlation signs ρ x1y1 and ρ x2y1 , and B
(1) 2 for the correlation signs ρ x3y2 and ρ x4y2 . We introduce B 12 as the sign of ρ y1y2 . Note that the link between the variables Y 1 and Y 2 are in both groups with common correlation sign, so we anticipate that B 12 should be dependent on both B 2 . Since we need to maintain the correlation signs regarding ρ xixj , i ∈ {1, 2}, j ∈ {3, 4}, hence the product B 
III. MAIN RESULTS
A. Maximum achievable rate region to generate the output X In [1] , a common information of variables in X is defined to be the minimum rate among all possible sources, through which we can generate the outputs X with joint densityp X (x) that is asymptotically close (measured by KL-distance) to the true joint density p X (x). Let us defineỸ = {Y, B}, then the formalized problem has the following form:
I(X;Ỹ), s.t., p X,Ỹ (x,ỹ) induces a minimal Gaussian tree
Note that all of the mutual information values should be evaluated under a given Gaussian tree G T (V, E, W ). However, for simplicity we drop this notation in their expressions. In this setting, by Theorem 2, whose proof can be found in [11] , we show that regardless of the underlying Gaussian tree structure, there is no room to minimize I(X;Ỹ). Theorem 2: Given p X (x) ∼ N (0, Σ x ) and the settings in (2), the mutual information I(X;Ỹ) is only a function of Σ x and if the observable nodes are only leaf nodes, the mutual information is given by,
where for each X i , we choose two other nodes X ji , X ki , where all three of them are connected to each other through Y Xi (i.e., one of their common ancestors), which is one of the hidden variables adjacent to X i . Remark 1: Intuitively, given Σ x and any three outputs that have a common latent variable as their input, the correlation values between each output and the input is fixed, since varying one correlation results in varying the other correlations in the same direction, hence making the pairwise correlation between the other outputs change, which is impossible. Also, as we may observe from Theorem 2, given X i we may end up with several options for X ji and X ki . However, it can be shown that in a subspace of correlations corresponding to latent Gaussian trees [9] , all those distinct options result in a same value for the term ρ xixj i ρ xix k i /ρ xj i x k i .
Remark 2: By (1), one may see that changing the sign vector B does not influence the output vector X, hence we can show that I(X; B) = 0. For example, consider the star model in Figure 1 . Since the input elements Y i ∈ Y have zero means, so the conditional density becomes as p X|B (x|b) ∼ N (0, Σ x|b ). By varying B i ∈ B we are just flipping the conditional density around the origin, which does not change the corresponding conditional entropy h(X|B), hence making X and B independent. From the equality I(X;Ỹ) = I(X; B) + I(X; Y|B) and above arguments, we know I(X;Ỹ) = I(X; Y|B), which explains why previous learning algorithms have neglected the sign ambiguity carried by the sign vector B by assuming that the sign information is given and aiming to infer the model. 
The result in Theorem 2 combined with (4), suggests that by minimizing I(X; Y), one may eventually maximize I(X; B|Y) , i.e., quantifying the maximum amount of information loss on the sign input B.
B. Synthesis of the Gaussian output vector X given p X (x)
In this section we provide mathematical formulations to address the following fundamental problem: using channel inputs Y and B, what are the rate conditions under which we can synthesize the Gaussian channel output X, with a given p X (x). We propose an encoding scheme, as well as the corresponding bounds on achievable rate tuples.
Suppose we transmit input messages through N channel uses, in which t ∈ {1, 2, ..., N } denotes the time index. We define Y (l) t [i] to be the t-th symbol of the i-th codeword,
is the codebook cardinality, transmitted from the existing k l sources at layer l. Here, we define the source to be at layer l, if the shortest path from source to output passes through l links. Also, we assume there are k l sources Y (l) j present at the l-th layer, and the channel has L layers. We can similarly define B (l) t [k] to be the t-th symbol of the k-th codeword, with
is the codebook cardinality, transmitted from the existing k l sources at layer l. For sufficiently large rates
] and as N grows the output density of synthesized channel converges to p X N (x N ) , i.e., N i.i.d realization of the given output density p X (x). In other words, the average total variation between the two joint densities vanishes as N grows [3] ,
where q(x 1 , ..., x N ) is the synthesized channel output, and E||.|| T V , represents the average total variation. In this situation, we say that the rates (R Y , R B ) are achievable [3] . For example, for the channel shown in Figure 1 we may compute the synthesized output as,
where M B = 2 N RB and M Y = 2 N RY are the total number of input messages for sources B and Y, respectively. Also, the distribution p X|Y,B (x t |y t [i]b t [k]) represents each channel use t for corresponding input messages, and can be computed via signal model in (1) .
In the following sections, we provide three case studies through which we obtain achievable rate regions to synthesize the output statistics p X (x). Here, for simplicity of notation, we drop the symbol index and use Y . . .
A special case for such broadcast channel is shown in Figure  1 , where the channel has only three outputs X 1 , X 2 , and X 3 . Due to soft covering lemma and the results in [3] we have the following Theorem, whose proof can be found in Appendix A.
Theorem 3: For the broadcast channel characterized by (7), the following rates are achievable,
Note that the sum of the rates R Y (1) + R B (1) is lower bounded by I(X; Y (1) , B (1) ), which by Theorem 2 is fixed. However, the minimum rate for R Y (1) is achieved by min Y (1) I(X; Y (1) ). In the following Theorem we prove that the optimal solution occurs when B
(1) is uniformly distributed. Theorem 4: The optimal solution to the optimization prob-
The proof relies on the results shown in [12] . One can show that given Y
(1) = y, the broadcast model in (7) becomes a bipolar signaling scheme with S 1 = [α 1 y, α 2 y, ..., α n y] and S 2 = −S 1 . Now, simply by putting T = −I n , where T is an orthonormal matrix and using S 2 = TS 1 , one can map the signals to each other. Also, we may normalize the noise variances to satisfy all the constraints shown in [12] . This can be simply done by introducing n × n diagonal matrix M with m ii = 1/σ zi , through which the new signal model becomes X = MX = MS i + MZ, i ∈ {1, 2}, where Z i ∈ Z = MZ are noises with unit variance. Since such model is circular symmetric [12] , hence, π * = 1/2. 2) Channel Synthesis with 4 outputs and 2 inputs: Consider the channel shown in Figure 4a . In this case, we are given two hidden inputs Y 
1 , B
2 , B 12 } with B 12 = B
1 B
2 , completely determined by B 2 , which may act independently. We may write,
where for j ∈ {1, 2}, (k, l) ∈ {(1, 2), (3, 4)}, which shows each group of outputs corresponding to each of the inputs.
Here, two inputs Y (1) 2 , in which γ 12 determines the degree of correlation and is learned by certain inference algorithms, e.g., RG or CLRG [7] . Note that the dependency relation of symbols Y is Gaussian. Hence, one may divide the codebook C into two parts S i , i ∈ {1, 2}, in which each part follows a specific Gaussian density with covariance values E[Y
2,t . Note that such sub-block encoding guarantees the independence between the synthesized output vector and the sign input vector B. The achievable region can be obtained from (8) , and by replacing Y (1) with {Y
1 , Y
2 } and B (1) with {B
2 }. The achievability of the rates can be shown using similar steps as taken in the proof of Theorem 3.
In the following Lemma, whose proof can be found in [11] , we showed that the optimal solution (π * 1 , π * 2 ) to arg max π1,π2 I(X; B|Y) is at (1/2, 1/2).
Lemma 1: For the channel shown in Figure 4a , we have,
1 |Y
2 ). (2) The optimal solution for the maximization problem arg max π1,π2 I(X; B|Y) happens at π * 1 = π * 2 = 1/2. Intuitively, for the first part in Lemma 1, we may divide the structure shown in Figure 4a into two substructures each similar to the star topology shown in Figure 1 (but with only two outputs). Hence, we may use the results in Theorem 4 to prove the second part of the lemma.
3) Multi-Layered Channel Synthesis: Here, we address those channels with multi-layer inputs. Figure 5 shows the general encoding scheme to be used to synthesize the output vector. At each layer i, we defineỸ (i) = {Y (i) , B (i) } to be the combination of input vectors. This situation is a little more subtle than the previous single-layered cases, since we need to be cautious on defining the rate regions. Figure 4b , in which the Gaussian tree has two layers of inputs. Similar as previous cases we may write the encoding scheme, through which we can write the pairwise covariance between inputs at the first layer as E[Y 
l,t , in which k = l ∈ {1, 2, 3, 4}. By the previous example, we know that the input vector Y 
l,t , k = l ∈ {1, 2, 3, 4}. Now, for each subset, at the second layer we are dealing with the case shown in Figure 4a , which has been resolved. Thus, the lower bound on the possible rates in the second layer are,
This is due to the fact that we compute subsets of codebook for each realization of B (1) . Hence, in general the output at the l-th layer Y (l) is synthesized by Y (l+1) and B (l+1) , which are at layer l + 1. Therefore, we only need Gaussian sources at the top layer L and Bernoulli sources B (l) for each layer l to gradually synthesize the output that is close enough to the true observable output, measured by total variation. Moreover, once again we can see that at each layer, we are facing a sub-tree structure to simulate the output using the inputs at the upper layer. This way, the transition matrix A B has small number of non-zero entries due to small number of links at each sub-tree. In particular, at each layer the number of nonzero entries is O(|Y (l) | + |Y (l+1) |), with |Y| defining the cardinality of the vector Y. Overall, one may see that our approach has linear computational complexity with respect to the number of outputs |X| = n. As pointed out before, this makes our approach computationally efficient compared to a naive approach where O(n 2 ) links are introduced to perform the synthesis.
IV. CONCLUSION
We formulated a Gaussian synthesis problem through layered forwarding channels to synthesize the observed data. We studied the sign singularity of current latent Gaussian trees, which results in partially losing the correlation signs information in the recovered model. Then we deduced an interesting conclusion under which maximizing the achievable rate region also resulted in quantifying the maximum amount of lost information on pairwise correlation signs. Through three different case studies we found the achievable rate regions to correctly synthesize the Gaussian output, satisfying specific set of constraints. In the future, we aim to investigate those channels with arbitrary number of layers and having one or several outputs acting as internal variables for the underlying latent Gaussian tree structure.
APPENDIX A ACHIEVABILITY PROOF OF THEOREM 3
The proof relies on the procedure taken in [3] . Note that our encoding scheme should satisfy the following constraints,
|| T V < where the first constraint is due to the underlying star model characterized in (7) . The second one is to capture the intrinsic ambiguity of the latent Gaussian tree (i.e., the star model) to capture the sign information. Condition 3) is due to the assumption of a given Gaussian density P X (x) ∼ N (0, Σ X ) for the output vector. Conditions 4) and 5) are due to corresponding rates for each of the inputs Y (1) and B (1) . And finally, condition 6) is the synthesis requirement to be satisfied.
First, we generate a codebook C ofỹ N sequences, with The indices y and b are chosen independently and uniformly from the codebook C. As can be seen from Figure 6 , the channel P X|Ỹ is in fact consists of three independent channels P Xi|Ỹ , i ∈ {1, 2, 3}. The joint density has the following form,
P X (x t |ỹ t (y, b))]
Note that γ X N ,Y (1) ,B (1) already satisfies the constraints 1), 4), and 5) by construction. Next, we need to show that it satisfies the constraint 6). The marginal density γ x N can be deduced by the following,
We know if R B (1) +R Y (1) ≥ I[X;Ỹ ], then by soft covering lemma [3] we have,
which shows that γ X N satisfies constraint 6). For simplicity of notations we use P X instead of N t=1 P X (x t ), since it can be understood from the context.
Next, let's show that γ X N , nearly satisfies constraints 2) and satisfies 3). We need to show that as N grows the synthesized density γ X N ,B approaches 1 |C B | P X , in which the latter satisfies both 2) and 3). In particular, we need to show that the total variation E||γ X N ,B (1) − 1 |C B | P X || vanishes as N grows. After taking several algebraic steps similar to the ones in [3] , we should equivalently show that the following term vanishes, as N → ∞,
Note that given any fixed b ∈ C B the number of Gaussian codewords is |C Y | = 2 N R Y (1) . Also, one can check by the signal model defined in (7) that the statistical properties of the output vector X given any fixed sign value b ∈ C B does not change. Hence, for sufficiently large rates, i.e., R Y (1) ≥ I[X; Y (1) ], and by soft covering lemma, the term in the summation in (12) vanishes as N grows. So overall the term shown in (12) vanishes. This shows that in fact γ X N nearly satisfies the constraints 2) and 3). Hence, let's construct another distribution using γ X N ,Y (1) ,B (1) . Define, It is not hard to see that such density satisfies 1) − 5). We only need to show that it satisfies 6) as well. We have,
where N = ||γ X N − P X || T V . Both terms in (15) vanish as N grows, due to (12) and (11), respectively. Note that, (13) is due to [3, Lemma V.I]. Also, (14) is due to [3, Lemma V.II], by considering the terms p X N ,Y (1) ,B (1) and γ X N ,Y (1) ,B (1) as the outputs of a unique channel specified by γ Y (1) |X N ,B (1) , with inputs p X N ,B (1) and γ X N ,B (1) , respectively. Remark 4: For cases other than the broadcast channel, we know by previous discussions that the input vector Y follows a mixture Gaussian model, hence, the joint density p X,Y becomes a mixture Gaussian as well. However, similar arguments as in the broadcast channel hold to show the achievable region for such cases. Only this time the lower bounds on the rates is computed under the mixture Gaussian assumption.
