The formula for the multiplicity of two generalized polynomials on time scales  by Liu, Hsuan-Ku
Applied Mathematics Letters 25 (2012) 1420–1425
Contents lists available at SciVerse ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
The formula for the multiplicity of two generalized polynomials on
time scales
Hsuan-Ku Liu ∗
Department of Mathematics and Information Education, National Taipei University of Education, Taiwan
a r t i c l e i n f o
Article history:
Received 22 February 2010
Received in revised form 6 December 2011
Accepted 9 December 2011
Keywords:
Time scale
Generalized polynomial
Multiplicity formula
q-difference equation
Differential equation
a b s t r a c t
The theory of approximate solutions is lack of a development on the area of nonlinear
differential equations on time scales. One of the difficulties for developing a theory of
series solutions for the homogeneous equations on time scales is that a formula for the
multiplication of two generalized polynomials is not easily found. In this paper we present
the formula for the multiplicity of two generalized polynomials on time scales.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
On time scales, differential equations as well as their analytic and numerical solutions play an important role in various
fields of science and engineering, since their solutions can provide more insight into the physical aspects of the problems.
One of the difficulties for developing a theory of series solutions for linear or nonlinear homogeneous equations on time
scales is that the formula for the multiplication of two generalized polynomials is not easily found. If a time scale has
constant graininess, Haile and Hall [1] provided an exact formula for the multiplicity of two generalized polynomials. Using
the obtained results the series solutions for linear dynamic equations are proposed on the time scales R and T = hZ
(difference equations with step size h). On generalized time scales, Mozyrska and Pawłuszewicz [2] presented the formula
for the multiplicity of the generalized polynomials of degree one and degree n ∈ N.
In this paperwe present a formula for themultiplicity of two generalized polynomials on the time scalewithµ∆ = c > 0
(a constant) and on qZ = qZ ∪ {0}, where qZ = {qn|n ∈ Z}. The obtained results can be used to find the series solution of
the difference equations on a time scale. In future studies we intend to extend the use of the variational iteration method to
nonlinear q-difference equations, nonlinear q-difference differential equations, or nonlinear partial q-difference equations.
2. Preliminaries to time scales and q-calculus
A time scale is an arbitrary nonempty closed subset of the real numbers. The calculus of time scales was initiated by
Hilger [3] in order to create a theory that can unify discrete and continuous analysis. In this section we introduce the delta
derivative and the generalized polynomials by starting to define the forward and backward jump operators on time scales.
Let T be a time scale. For t ∈ T we define the forward jump operator σ : T → T by σ(t) := inf{s > t | s ∈ T}, while
the backward jump operator ρ : T → T by ρ(t) := sup{s < t | s ∈ T}. The gain function µ : T → [0,∞) is defined by
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µ(t) := σ(t) − t . Let 0 < q < 1 and use the notations qN = {qn|n ∈ N} and qN = qN ∪ {0}, where N denotes the set of
positive integers. Let a and q be real numbers. The q-shift factorial [4] is defined by (a; q)0 = 1 and (a; q)n =n−1k=0(1−aqk),
n ∈ N.
Assume f : T→ R is a function and let t ∈ T. Then f is differentiable at t with f △(t) = f (σ (t))−f (t)
µ(t) if f is continuous at t
and t is right-scattered. Hence the q-derivative [5] at t is defined by
f ∆(t) = f (t)− f (qt)
µ(t)
and f ∆(0) = lim
n→∞
f (qn)− f (0)
qn
,
where µ(t) = (1− q)t is the graininess function, f : qN → R is a continuous function and t ∈ qN.
On the time scale T, the generalized polynomials hk(·, s) : T→ R are defined recursively as follows:
h0(t, s) = 1, hk+1 =
 t
s
hk(τ , s)△τ .
Hence, we get the following properties: for each fixed s,
(1) h0(s, s) = 1 and hk(s, s) = 0, k > 0.
(2) the delta derivative of hk with respective to t satisfies h
△
k (t, s) = hk−1(t, s), k ≥ 1.
(3) h∆
j
k (t, s) = hk−j(t, s) if k ≥ j and h∆jk = 0 if k < j.
By computing the recurrence relation the q-polynomials can be represented as
hk(t, s) = Π k−1ν=0
t − sqν
ν
j=0
qj
on qN [5].
3. The multiplicity of two generalized polynomials
The purpose of this section is to propose a product rule of two generalized polynomials on a time scale as follows.
Theorem 3.1. Let T be a time scale with µ∆ = c ≠ 0 a constant and hi, hj be two generalized polynomials on T. Let t, α ∈ T.
The product of two polynomials hi and hj can be obtained as follows.
hi(t, α)hj(t, α) =
i+j
k=j
F(k, j)hσ
j
i+j−k(α, α)hk(t, α),
where
F(k, j) =

j
l=0
k−j
s=1
(−1)i−1bs(r)r s(l+1)− i(i+1)2 , for k > j,
1, for k = j,
bs(r) =

α≠s
1≤α≤i
1
(r−s − r−α) , b1(r) = 1 and r = 1+ c.
Proof. Since h∆lj (t, α) = 0 if l > j, h∆jj (α, α) = 1, h∆lj (α, α) = hj−l(α, α) = 0 if l < j, applying the Leibniz formula
[5, Theorem 1.32] to (hi(t, α)hi(t, α))∆
k
yields
(hihj)∆
k =
k
l=0
 
Λ∈S(k)l
hΛi (α, α)
 h∆lj (α, α) = 
Λ∈S(k)j
hΛi (α, α),
where S(k)j is the set consisting of all possible strings of length k, containing exactly j times σ and k− j times∆. Let li denote
the position of ith∆ that occurred. Since there are exact j times σ for eachΛ in S(k)j , the first∆ is in one position from 0 to
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j+ 1, the second∆ is in one position from l1+ 1 to j+ 2, and so on. Since f σ∆(t) = (1+µ∆(t))f ∆σ (t) for any f on the time
scale T and µ∆ = c (a constant), we have

Λ∈S(k)j
hΛi (α, α) =
j+1
l1=1
 
Λ∈S(k−l1)j−l1+1
h(σ
l1−1∆)Λ
i (α, α)

=
j+1
l1=1
j+2
l2=l1+1
 
Λ∈S(k−l2)j−l2+2
h(σ
l1−1∆)(σ l2−l1−1∆)Λ
i (α, α)

=
j+1
l1=1
j+2
l2=l1
· · ·
k
lk−j=lk−j+1+1
h(σ
l1−1∆)(σ l2−l1−1∆)···(σ lk−j−lk−j+1−1∆)
i (α, α)
=
j+1
l1=1
j+2
l2=l1
· · ·
k
lk−j=lk−j+1+1

l1−2
m1=0
(1+ (µ∆)σm1 )hσ l1−1i−1
(σ l2−l1−1∆)···(σ lk−j−lk−j+1−1∆)
(α, α)
=
j+1
l1=1
j+2
l2=l1
· · ·
k
lk−j=lk−j+1+1
(1+ c)l1−1h(σ l2−2∆)···(σ lk−j−lk−j+1−1∆)i−1 (α, α)
=
j+1
l1=1
j+2
l2=l1
· · ·
k
lk−j=lk−j+1+1
(1+ c)l1−1(1+ c)l2−2 · · · (1+ c)lk−j−k+jhσ ji+j−k(α, α)
= F(k, j)hσ ji+j−k(α, α),
where
F(k, j) =
j+1
l1=1
j+2
l2=l1
· · ·
k
lk−j=lk−j+1+1
(1+ c)l1−1(1+ c)l2−2 · · · (1+ c)lk−j−k+j.
Therefore, we have
(hihj)(t, α) =
∞
k=0
(hihj)∆
k
(α, α)hk(t, α) =
∞
k=0
 k
l=0
 
Λ∈S(k)l
hΛi (α, α)
 h∆lj (α, α)
 hk(t, α)
=
i+j
k=j
 
Λ∈S(k)j
hΛi (α, α)
 hk(t, α) = i+j
k=j
(F(k, j)hσ
j
i+j−k(α, α))hk(t, α)
by using the Taylor’s formula [5, Theorem 1.113]. To find the close expression of F(k, j), we define mi = li − i, i = 1,
2, . . . , k− j then
F(k, j) =
j
m1=0
j+2
l2=m1+2
· · ·
k
lk−j=lk−j+1+1
(1+ c)m1(1+ c)l2−2 · · · (1+ c)lk−j−k+j
=
j
m1=0
j
m2=m1
j+3
l2=m2+3
· · ·
k
lk−j=lk−j+1+1
(1+ c)m1+m2(1+ c)l3−3 · · · (1+ c)lk−j−k+j
=
j
m1=0
j
m2=m1
j
m3=m2
· · ·
k
lk−j=lk−j+1+1
(1+ c)m1+m2+m3 · · · (1+ c)lk−j−k+j
...
j
m1=0
j
m2=m1
j
m3=m2
· · ·
j
mk−j=mk−j+1
(1+ c)m1+m2+m3+···+mk−j .
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Define r = 1+ c and i = k− j. We have
F(k, i) =
k−i
m1=0
k−i
m2=m1
k−i
m3=m2
· · ·
k−i
mi=mi−1
rm1+m2+m3+···+mi
= a0r0 + a1r1 + a2r2 + · · · + ai(k−i)r i(k−i).
Given l > 0, then coefficient al is equal to the number of solutions for the following problems
m1 +m2 +m3 + · · · +mi = l,
m1 ≤ m2 ≤ m3 ≤ · · · ≤ mi,
0 ≤ mα ≤ k− i, α = 1, 2, . . . , i.
To find the number of solutions for this problem, it is equivalent to consider the integer partition problem as follows:
Partitions of an integer into i parts
and each part is not greater than k− i.
The bivariate generating function G(x, y), that captures the essence of this integer partition problem, is
G(x, y) = (1+ xy+ (xy)2 + · · ·)(1+ x2y+ (x2y)2 + · · ·) · · · (1+ xiy+ (xiy)2 + · · ·)
= 1
(1− xy)
1
(1− x2y) · · ·
1
(1− xiy) = 1+ f1(x)y+ f2(x)y
2 + · · · + fk−i(x)yk−i + · · ·
for which the coefficient of xlyk−i is the desired solution. Hence, we get
F(k, i) = 1+ f1(x)+ f2(x)+ · · · + fk−i(x)
= G(r, 0)+ ∂
∂y
G(r, 0)+ · · · + 1
(k− i)!
∂k−i
∂yk−i
G(r, 0) =
k−i
l=0
1
l!
∂ l
∂yl
G(r, 0).
To find the partial derivatives of G(x, y), we consider the partial fraction expression of G(x, y) with respective to y; on the
other words,
G(x, y) = 1
x
i(i+1)
2
1
(x−1 − y)
1
(x−2 − y) · · ·
1
(x−i − y) =
(−1)i
x
i(i+1)
2
1
( y− x−1)
1
( y− x−2) · · ·
1
( y− x−i)
= (−1)ix− i(i+1)2

b1(x)
( y− x−1) +
b2(x)
( y− x−2) + · · · +
bi(x)
( y− x−i)

.
For any s, 1 ≤ s ≤ i, we have
( y− x−s)x i(i+1)2 G(x, y) = (−1)i

b1(x)
y− x−s
y− x−1 + · · · + bs(x)+ · · · + bi(x)
y− x−s
y− x−i

which implies that
bs(x) = (−1)i( y− x−s)x i(i+1)2 G(x, y)|y=x−s .
As a result, the partial fraction of G(x, y) is expressed as
G(x, y) = (−1)ix− i(i+1)2

b1(x)
( y− x−1) +
b2(x)
( y− x−2) + · · · +
bi(x)
( y− x−i)

,
where bs(x) = (−1)i( y− x−s)x i(i+1)2 G(x, y)|y=x−s =

α≠s
1≤α≤i
1
(x−s−x−α) . Therefore, we have
∂ l
∂yl
G(r, y) = (−1)ir− i(i+1)2
i
s=1
(−1)l(l!)bs(r)( y− r−s)−(l+1)
and
∂ l
∂yl
G(r, 0) = (−1)ir− i(i+1)2
i
s=1
(−1)l(l!)bs(r)(−r−s)−(l+1).
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This implies that
F(k, i) =
k−i
l=0
1
l!
∂ l
∂yl
G(r, 0) =
k−i
l=0
1
l! (−1)
ir−
i(i+1)
2
i
s=1
(−1)l(l!)bs(r)(−r−s)−(l+1)
=
k−i
l=0
i
s=1
(−1)i+lr− i(i+1)2 bs(r)(−r−s)−(l+1). 
Example 3.2. Consider the multiplication of h1(t, α) and h0(t, α);
h1(t, α)h0(t, α) =
1
k=0
F(k, 0)h1−k(α, α)hk(t, α)
= F(0, 0)h1(α, α)h0(t, α)+ F(1, 0)h0(α, α)h1(t, α) = h1(t, α),
where F(1, 0) =0l=01s=1(−1)0bsr s(l+1)−1 = b1r0 = b1.
Nowwe consider the production rule of of two generalized polynomials on qZ = qZ∪{0}. Using Theorem3.1wepropose a
production rule of two generalized polynomials on qZ. Hence the remainder is to derive a production rule of two generalized
polynomials at 0.
Theorem 3.3. Let hi(t, 0) and hj(t, 0) be two q-polynomials at zero. We have
hi(t, 0)hj(t, 0) = (q
i+1; q)j
(q; q)j hi+j(t, 0).
Proof. Since
hi+j(t, 0) =
i+j−1
ν=0
t
ν
µ=0
qµ
,
we have
hi+j(t, 0) =
 i−1
ν=0
t
ν
µ=0
qµ


i+j−1
ν=i
t
ν
µ=0
qµ
 = hi(t, 0)

j−1
ν=0
ν
µ=0
qµ
j−1
ν=0
ν
µ=0
qµ
 t j

i+j−1
ν=i
1
ν
µ=0
qµ

= hi(t, 0)

j−1
ν=0
t
ν
µ=0
qµ


j−1
ν=0
ν
µ=0
qµ

i+j−1
ν=i
1
ν
µ=0
qµ
 = hi(t, 0)hj(t, 0)

j−1
ν=0
ν
µ=0
qµ
ν+i
µ=0
qµ
 .
This implies that
hi(t, 0)hj(t, 0) =

j−1
ν=0
ν+i
µ=0
qµ
ν
µ=0
qµ
 hi+j(t, 0) =
j−1
ν=0
(1− qυ+i+1)
(1− qυ+1) hi+j(t, 0) =
(qi+1; q)j
(q; q)j hi+j(t, 0). 
Proposition 3.4. Let hi(t, 0) and hj(t, 0) be any two generalized polynomials on qZ. We have
hi(t, 0)hj(t, 0) = hj(t, 0)hi(t, 0).
Proof. By Theorem 3.3, it suffices to show that
(qi+1; q)j
(q, q)j
= (q
j+1; q)i
(q, q)i
.
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Suppose i > j, we have
(qi+1; q)j
(q, q)j
− (q
j+1; q)i
(q, q)i
= (1− q
j+1) · · · (1− qi+j)
(1− q) · · · (1− qi) −
(1− qi+1) · · · (1− qi+j)
(1− q) · · · (1− qj)
= (1− q
j+1) · · · (1− qi+j)
(1− q) · · · (1− qi) −
(1− qi+1) · · · (1− qi+j)(1− qj+1) · · · (1− qi)
(1− q) · · · (1− qj)(1− qj+1) · · · (1− qi) = 0. 
4. Conclusion
On time scales a great deal of effort has been made on problems of difference equations. What seems to be lacking,
however, is the formula for themultiplication of two generalized polynomials.We present the formula for themultiplication
of two generalized polynomials with µ∆ = c which overcomes the difficulties for developing a theory of series solutions
for the nonlinear differential equations on qZ. Precisely, using the developed formula, the variational iteration method and
the homotopy perturbation method on R could be extended to solving nonlinear difference equations on qZ [6] or other
time scales with µ∆ = c. Applying the extended methods to study real-world problems, which are modeled as a nonlinear
q-difference equation, becomes a new issue.
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