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Re´sume´
On s’inte´resse aux proprie´te´s asymptotiques de la suite des discre´tisations uniformes d’un
home´omorphisme du cercle. On e´tudie leurs de´pendances en les proprie´te´s arithme´tiques du
nombre de rotation de l’home´omorphisme en question. En particulier, on conside`re la structure
des cycles pe´riodiques, leurs distributions spatiales et le temps de stabilisation du processus
de discre´tisation.
Abstract
We are interested in asymptotic properties of the sequence of uniform discretizations of
circle homeomorphisms. We investigate their dependance on arithmetic properties of the rota-
tion number of the homeomorphism. In particular, we are interested in the structure of periodic
cycles, their spatial distributions and the stabilisation time of the discretization process.
1 Introduction
Soit f : (M,d) → (M,d) un home´omorphisme d’un espace me´trique vu comme syste`me dy-
namique. Une discre´tisation de ce syste`me, avec une pre´cision ε > 0, consiste en la donne´e d’un
ensemble fini de points Eε ⊂M et d’une projection Pε :M → Eε, qui ve´rifie d(Pε(x), x) ≤ ε, pour
tout x ∈ M . De plus, on suppose qu’il existe une constante C > 0 telle que min{d(x, y) : x, y ∈
Eε} > Cε, c’est-a`-dire que l’ensemble Eε n’est pas “trop dense” dans M par rapport a` la pre´cision
ε. Ceci de´finit une application discre`te fε = Pε ◦ f : Eε → Eε, qui approche l’home´omorphisme
f quand ε tend vers 0. L’application fε ainsi construite sera aussi appele´e “une discre´tisation” du
syste`me continu f :M →M .
L’e´tude des discre´tisations est importante particulie`rement du point de vue des simulations
nume´riques, qui constituent un outil puissant dans l’analyse des syste`mes dynamiques. Dans ce
cas, l’espace M , e´tant souvent une varie´te´ riemannienne, est automatiquement remplace´ par un
ensemble fini de points, qui forment l’univers de l’ordinateur. Les valeurs de l’application f sont
aussi arrondies pour qu’elles puissent eˆtre traite´es par l’arithme´tique finie de la machine. Il faut
quand meˆme souligner que notre mode`le de discre´tisation uniforme est purement the´orique. En
particulier, il est bien diffe´rent des standards IEEE rencontre´s dans la grande majorite´ des ordi-
nateurs, ou` les nombres re´els sont repre´sente´s sous le format flottant (floating-point arithmetics).
En pratique la pre´cision n’est pas la meˆme dans chacun des points de l’espace. Elle est concentre´e
autour de ze´ro et devient de moins en moins importante quand le nombre que l’on veut repre´senter
grandit.
Fixons une discre´tisation fε : Eε → Eε. L’ensemble Eε e´tant fini, l’orbite de tout point x ∈ Eε
est pre´pe´riodique sous l’action de fε. La dynamique de l’application fε est donc caracte´rise´e par :
• le nombre de cycles pe´riodiques, ainsi que leurs longueurs,
• la taille des bassins d’attraction des cycles (nombre de points attire´s par un cycle donne´),
• le temps de stabilisation (i.e. le nombre minimal d’ite´rations de fε ne´cessaire pour envoyer tout
point de l’ensemble Eε sur le cycle pe´riodique correspondant).
La question la plus naturelle qui se pose est de de´terminer si le comportement asymptotique,
quand ε → 0, des grandeurs mentionne´es ci-dessus, refle`te en un certain sens les proprie´te´s de la
dynamique continue de de´part.
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Dans [14] et [15], on trouve une discussion autour d’un phe´nome`ne particulie`rement inte´ressant,
qui se produit lorsque l’on discre´tise un syste`me chaotique. Nombreuses simulations nume´riques
montrent, que dans ce cas les proprie´te´s (asymptotiquement quand ε→ 0) de la famille des appli-
cations discre`tes (fε) ne de´pendent pas du choix du diffe´omorphisme f , mais qu’elles sont plutoˆt
communes a` la dynamique chaotique elle-meˆme. Par exemple, le nombre de cycles pe´riodiques
de l’application fε est typiquement de l’ordre de ln(#Eε), la longueur de la plus longue orbite
pe´riodique est de l’ordre de
√
#Eε, le temps de stabilisation est de l’ordre de
√
#Eε, etc. Ceci cor-
respond aux proprie´te´s asymptotiques, quand N →∞, des applications ale´atoires d’un ensemble a`
N e´le´ments dans lui-meˆme. On peut donc espe´rer que, en un certain sens, la dynamique chaotique
soit bien approche´e par la dynamique ale´atoire. En pratique, au lieu de calculer l’orbite exacte
d’un point x ∈ Eε sous l’action de fε, on pourrait choisir ses images conse´cutives dans l’ensemble
Eε au hasard. Ce processus doit s’arreˆter au moment de la premie`re re´pe´tition, car le caracte`re
entie`rement de´terministe de la dynamique de fε oblige le point x a` suivre la trajectoire de´ja` de´finie.
On peut s’attendre donc a` ce que l’ensemble de points ainsi obtenu ressemble a` une orbite typique
de l’application discre`te fε.
L’exemple classique de l’application f : [0, 1[→ [0, 1[, x 7→ 2x (mod 1) montre qu’il faut tout de
meˆme rester prudent. Pour tout N ∈ N, on de´finit EN = {k/2N : k = 0, 1, . . . , 2N − 1} et on pose
fN = f|EN : EN → EN . On remarque, que pour tout N ∈ N, tout point de l’ensemble EN sera
envoye´ sur le point fixe 0, apre`s au plus N ite´rations de l’application fN . Le syste`me continu f est
cependant chaotique, ce qui implique qu’il posse`de une dynamique extreˆmement riche. Dans ce cas
particulier, la de´ge´ne´rescence de la dynamique discre`te provient bien suˆr de la re´lation arithme´tique
entre l’action de f et la de´finition de l’ensemble EN .
Dans ce travail, on s’inte´resse aux proprie´te´s des discre´tisations uniformes des home´omorphismes
du cercle. Conside´rons S1 comme l’intervalle [0, 1[ avec les extremite´s identife´es et pour tout N ∈
N, introduisons l’ensemble de discre´tisation EN = {k/N : k = 0, 1, . . . , N − 1}, a` N e´le´ments
uniforme´ment distribue´s sur le cercle. On de´finit la projection PN : S
1 → EN associe´e, PN (x) =
k/N si et seulement si (2k − 1)/2N ≤ x < (2k + 1)/2N , (mod 1), k = 0, 1, . . . , N − 1. On a
donc construit une suite de discre´tisations fN = PN ◦ f , N ∈ N, dont on va e´tudier les proprie´te´s
asymptotiques, quand N tend vers l’infini. Dans cet article, on montre que le comportement des
discre´tisations d’un home´omorphisme f de´pend des proprie´te´s arithme´tiques de son nombre de
rotation.
Soit Homeo+(S
1) (resp. Diff+
r(S1), r ∈ N ∪ {∞, ω}) le groupe des home´omorphismes (resp.
diffe´omorphismes de classe Cr) du cercle pre´servant l’orientation. On note respectivement qN (f)
et TN (f) la longueur des cycles pe´riodiques et le temps de stabilisation de la N -ie`me discre´tisation
fN de l’home´omorphisme f ∈ Homeo+(S1) (lecteur pourra se reporter au paragraphe 2 pour
voir les de´finitions pre´cises). Notre objectif principal est de comprendre la discre´tisation d’un
diffe´omorphisme typique dont le nombre de rotation est irrationnel. Nous commenc¸ons cependant
par le cas plus e´le´mentaire, ou` ce nombre est rationnel.
The´ore`me A.1 Soit f ∈ Homeo+(S1) un home´omorphisme du cercle de nombre de rotation
rationnel.
1. Si f est de nombre de rotation pq et posse`de au moins une orbite pe´riodique stable, alors
pour tout N suffisamment grand, on a qN (f) = q.
2. Dans l’ensemble des home´omorphismes semi-stables de nombre de rotation pq , il existe un
ensemble ouvert dense d’home´omorphismes pour lesquels il existe une sous-suite (Nk)k∈N de
discre´tisations ve´rifiant qNk(f) = q pour tout k ∈ N.
Afin de pre´senter le re´sultat concernant le temps de stabilisation on introduit les notations
suivantes. Soit φ, ψ : N → R+ deux fonctions positives. Par φ ≍ ψ on notera le fait que φ et ψ ont
asymptotiquement le meˆme ordre de croissance a` l’infini, c’est-a`-dire qu’il existe deux constantes
a, b > 0 telles que a ≤ φ(N)/ψ(N) ≤ b pour tout N ∈ N. Par un e´le´ment “ge´ne´rique” d’un espace
topologique on comprend tout e´le´ment d’un ensemble contenant un ensemble de type Gδ dense
dans cet espace.
The´ore`me A.2 Soit pq ∈ Q. Pour un home´omorphisme ge´ne´rique dans l’ensemble des home´omor-
phismes de nombre de rotation pq on a TN (f) ≍ lnN .
Avant de traiter le cas des home´omorphismes de nombre de rotation irrationnel, on introduit
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la terminologie qui nous permettera de parler de deux notions diffe´rentes de “comportement ty-
pique” de leurs discre´tisations. On note Homeo
R\Q
+ (S
1) (resp. Diff+
r,R\Q(S1)) le sous-ensemble des
home´omorphismes (resp. diffe´omorphismes de classe Cr) du cercle pre´servant l’orientation, dont
le nombre de rotation est irrationnel. Soit XW ⊂ HomeoR\Q+ (S1) l’ensemble des home´omorphismes
de nombre de rotation irrationnel ve´rifiant une certaine proprie´te´ W .
• On dit que la proprie´te´ W est Cr-ge´ne´rique (typique au sens de Baire) dans la famille des
diffe´omorphismes de nombre de rotation irrationnel, si l’ensemble XW contient un ensemble
de type Gδ dense dans Diff+
r,R\Q(S1).
• On dit que la proprie´te´W est Cr-pre´valente (typique au sens de Kolmogorov) dans la famille
des diffe´omorphismes de nombre de rotation irrationnel, si pour une famille de classe C1
a` k parame`tres, u : [0, 1]k → Diff+r(S1), de diffe´omorphismes de classe Cr, contenant des
diffe´omorphismes irrationnels, ge´ne´rique, on a mk({t ∈ [0, 1]k : u(t) ∈ XW }) > 0, ou` mk
de´signe la mesure de Lebesgue dans Rk.
Les deux the´ore`mes suivants montrent les diffe´rences entre les comportements ge´ne´rique et
pre´valent des discre´tisations des diffe´omorphismes irrationnels du cercle.
The´ore`me B Fixons deux fonctions φ1, φ2 : N → R+ telles que limN→∞ φ1(N) = +∞ et
limN→∞ φ2(N)/
√
N = 0.
1. Soit r ∈ {0} ∪ N ∪ {∞, ω}. La proprie´te´ lim infN→∞ qN (f)φ1(N) = 0 est Cr-ge´ne´rique dans l’en-
semble des diffe´omorphismes irrationnels du cercle.
2. Les proprie´te´s lim supN→∞
TN (f)
φ2(N)
= +∞ et lim infN→∞ TN (f)N = 0 sont Cω-ge´ne´riques dans
l’ensemble des diffe´omorphismes irrationnels du cercle.
The´ore`me C Soit ε > 0 fixe´. La proprie´te´ qN (f) ≥ KN 12+ε , ou` K > 0 est une constante ne
de´pendant pas de N , est Cr-pre´valente, 3 ≤ r ≤ ω, dans l’ensemble des diffe´omorphismes irration-
nels du cercle.
Dans la preuve du The´ore`me B, on s’appuie sur l’analyse des discre´tisations des diffe´omorphismes
de nombre de rotation rationnel semi-stable, pour en de´duire, graˆce aux arguments classiques dans
des espaces de Baire, le comportement d’un diffe´omorphisme irrationnel ge´ne´rique. Le The´ore`me
C de´crit le comportement des discre´tisations des diffe´omorphismes de nombre de rotation diophan-
tien, ce qui permet de supposer que les diffe´omorphismes irrationnels du The´ore`me B posse`dent
les nombres de rotation qui se laissent bien approcher par des rationnels.
Dans le paragraphe 7, en s’appuyant sur des re´sultats nume´riques, on discute aussi le comporte-
ment pre´valent du temps de stabilisation et du nombre de cycles pe´riodiques (que l’on note rN (f))
des discre´tisations d’un tel diffe´omorphisme. Notamment on propose la conjecture suivante :
Conjecture Soit ε > 0. Les proprie´te´s qN (f) ≍ TN (f) ≍ N 12+ε et rN (f) ≤ K, ou` K > 0
est une constante ne de´pendant pas de N , sont Cr-pre´valentes, 3 ≤ r ≤ ω, dans l’ensemble des
diffe´omorphismes irrationnels du cercle.
La comparaison de cette conjecture avec la the´orie des applications ale´atoires des ensembles finis
montre que la dynamique “la plus irrationnelle” (diophantienne) sur S1 peut eˆtre asymptotiquement
conside´re´e comme “ale´atoire”.
On s’inte´resse aussi a` la distribution spatiale des cycles pe´riodiques de l’application discre`te fN .
On prouve notamment, que si f : M → M est un home´omorphisme uniquement ergodique d’une
varie´te´ compacte M , alors la distribution spatiale des cycles pe´riodiques des applications (fN )N∈N
associe´es, approche celle de l’unique mesure de probabilite´ f -invariante. En particulier, dans le cas
des home´omorphismes du cercle on obtient la proposition suivante :
Proposition D Soit f ∈ Homeo+(S1) un home´omorphisme uniquement ergodique et soit µ l’unique
mesure de probabilite´ f-invariante. Alors la distribution des cycles pe´riodiques des applications (fN )
sur S1 tend vers celle de la mesure µ quand N tend vers l’infini.
La structure de cet article est la suivante. Dans le paragraphe 2, on pre´cise la notion de
discre´tisation et on fait les premie`res remarques concernant la structure des cycles pe´riodiques
des applications fN . Le paragraphe 3 est entie`rement consacre´ a` l’e´tude de l’exemple des rota-
tions euclidiennes du cercle. L’e´tude des discre´tisations des home´omorphismes ayant des orbites
pe´riodiques fait l’objet des paragraphes 4 et 5 - il en re´sulte la preuve des The´ore`mes A. Graˆce au
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the´ore`me de Baire, dans le paragraphe 6, on prouve l’existence de diffe´omorphismes de nombre de
rotation irrationnel, dont les discre´tisations he´ritent des proprie´te´s asymptotiques du cas rationnel
semi-stable. On en de´duit l’e´nonce´ du The´ore`me B. Le cas des diffe´omorphismes irrationnels dio-
phantiens, contenant la preuve du The´ore`me C et la discussion autour de la Conjecture, est de´crit
dans le paragraphe 7. Le paragraphe 8 est consacre´ a` la preuve d’une version plus ge´ne´rale de la
Proposition D. Le dernier paragraphe donne des de´tails sur les simulations nume´riques effectue´es
pendant la re´alisation de ce travail. On y trouve e´galement une comparaison entre les re´sultats
nume´riques obtenus et les re´sultats the´oriques pre´sente´s dans cet article.
Remerciments. Je tiens a` remercier Etienne Ghys pour m’avoir fait decouvrir le proble`me des
discre´tisations et pour ses nombreuses remarques qui m’ont aide´ dans ce travail.
2 Notations et premie`res remarques
Soit S1 le cercle unite´ de´fini comme le quotient R/Z et soit Π : R → S1 la projection canonique
associe´e. Sur S1 on conside`re la me´trique quotient provenant de la me´trique euclidienne | · | dans R,
c’est-a`-dire si x, y ∈ S1 et x˜, y˜ ∈ R sont des releve´s de x et y a` R, on pose |x−y| = mink∈Z |x˜−y˜+k|.
On utilisera aussi la notation dS1 pour la distance induite sur S
1 par | · |.
On note Homeo+(S
1) (resp Diff+
r(S1), r ∈ N∪ {∞, ω}) le groupe des home´omorphismes (resp.
diffe´omorphismes de classe Cr) du cercle qui pre´servent l’orientation. Sur Homeo+(S
1), on note
alors d0 la distance qui de´finit la topologie C
0. De meˆme, par dr, r ∈ N∪{∞}, on note la distance
engendrant la topologie Cr sur Diff+
r(S1). Dans Diff+
ω(S1) on conside`re la topologie C∞. Pour
f ∈ Homeo+(S1) donne´, on note Per(f) l’ensemble de ses points pe´riodiques et Fix(f) l’ensemble
de ses points fixes. Par Rλ : S
1 → S1, λ ∈ [0, 1[, on notera la rotation euclidienne d’angle 2piλ sur
S1.
Par releve´ a` R de l’home´omorphisme du cercle f , on de´signe tout home´omorphisme
f˜ : R → R, tel que f ◦ Π = Π ◦ f˜ sur R. Le releve´ d’un home´omorphisme f ∈ Homeo+(S1) donne´
est de´fini a` une translation entie`re pre`s. Le releve´ ve´rifiant f˜(0) = f(0) ∈ [0, 1[ sera appele´ le
releve´ canonique de l’home´omorphisme f . Par R˜λ : R → R, λ ∈ [0, 1[, on notera donc le releve´
canonique de la rotation Rλ, i.e. la translation x 7→ x+ λ dans R.
Soit f ∈ Homeo+(S1) et f˜ : R → R son releve´ canonique. Soit x˜ ∈ R. Sachant que la limite
ci-dessous existe pour tout home´omorphisme f et qu’elle ne de´pend pas de x˜ ∈ R, on de´finit le
nombre de rotation ρ de l’home´omorphisme f :
ρ(f) = lim
n→∞
f˜n(x˜)− x˜
n
.
Cet invariant topologique donne des renseignements concernant la dynamique de l’home´omorphisme
en question. L’application ρ : Homeo+(S
1)→ R est continue pour la topologie C0 et ρ(f) = pq ∈ Q
si est seulement si f posse`de au moins une orbite pe´riodique (de longueur minimale q si on suppose
p, q premiers entre eux). Pour plus de re´sultats concernant le nombre de rotation ρ on pourra se
reporter par exemple a` [11] ou [9].
Dans cet article on appellera home´omorphisme rationnel tout home´omorphisme du cercle
de nombre de rotation rationnel, et home´omorphisme irrationnel tout home´omorphisme qui
n’est pas rationnel. On note respectivement HomeoQ+(S
1) et Homeo
R\Q
+ (S
1) les familles des home´o-
morphismes rationnels et irrationnels. Les notations Diff+
r,Q(S1) et Diff+
r,R\Q(S1) correspondantes
seront adopte´es au cas de diffe´omorphismes.
On suppose que les fractions qui repre´sentent des nombres de rotation apparaissant dans cet
article, sont toujours re´duites. Soit f ∈ HomeoQ+(S1), tel que ρ(f) = pq , et soit f˜ : R → R son
releve´ canonique. Supposons que f n’est pas conjugue´ a` la rotation R p
q
et que f˜q(x˜)− R˜p(x˜) ≥ 0
(resp. f˜q(x˜)− R˜p(x˜) ≤ 0) pour tout x˜ ∈ R. Dans ce cas, on dit que l’home´omorphisme rationnel f
est semi-stable infe´rieurement (resp. semi-stable supe´rieurement). Tout home´omorphisme
rationnel qui est semi-stable ou conjugue´ a` une rotation, sera appele´ parabolique. Tout home´o-
morphisme rationnel qui n’est pas parabolique sera appele´ stable.
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On de´crit maintenant le processus de discre´tisation qu’on se propose d’e´tudier. Pour toutN ∈ N,
on introduit l’ensemble de discre´tisation E˜N = { kN , k ∈ Z} ⊂ R et la projection P˜N : R → E˜N
donne´e par
P˜N (x) =
k
N
si x ∈
[
2k − 1
2N
,
2k + 1
2N
[
, k ∈ Z. (1)
On pose EN = P (E˜N ) ⊂ S1 et on de´finit la projection PN : S1 → EN de manie`re que la relation
PN ◦ Π = Π ◦ P˜N soit ve´rifie´e sur E˜N . Si on conside`re S1 comme l’intervalle [0, 1] ou` on identifie
les extre´mite´s, on a tout simplement :
PN (x) =


0 si x ∈ [0, 12N [ ∪ [ 2N−12N , 1[ ,
k
N si x ∈
[
2k−1
2N ,
2k+1
2N
[
, k = 1, 2, . . . , N − 1.
(2)
Soit f ∈ Homeo+(S1). Pour tout N ∈ N, on de´finit une application discre`te fN : EN → EN ,
donne´e par la formule fN = PN ◦ f , qu’on va appeler la N-ie`me discre´tisation de l’home´o-
morphisme f . Si f˜ : R → R est un releve´ a` R de l’home´omorphisme f , on appellera l’application
discre`te f˜N = P˜N ◦ f˜ : E˜N → E˜N le releve´ a` E˜N de l’application fN , associe´ a` f˜ .
Pour un home´omorphisme f ∈ Homeo+(S1) donne´, on veut e´tudier les proprie´te´s asympto-
tiques, quand N tend vers l’infini, de la dynamique des applications discre`tes fN ainsi construites.
On remarque tout d’abord que meˆme si f est un home´omorphisme, l’application fN : EN → EN
n’est pas ne´cessairement bijective. Deux points diffe´rents de l’ensemble EN , dont les images sous
l’action de f sont proches, peuvent avoir meˆme image par fN . On remarque quand meˆme que fN
pre´serve l’ordre des points de EN sur le cercle au sens faible suivant : pour tout f˜ : R → R releve´
de f et f˜N : E˜N → E˜N qui lui est associe´, on a f˜N (x˜) ≤ f˜N (y˜) pour tout x˜, y˜ ∈ E˜N tels que x˜ < y˜.
Le fait que l’ensemble EN soit fini pour tout N ∈ N implique que l’orbite de tout point x ∈ EN
sous l’action de fN aboutit a` un cycle pe´riodique γ(x) ⊂ EN . Apre`s au plus N −1 ite´rations, toute
la dynamique de l’application discre´tise´e fN est concentre´e sur un ensemble CN ⊂ EN , qui est
l’union disjointe des cycles pe´riodiques de fN :
CN =
⋃
x∈EN
γ(x) =
N⋂
n=0
f nN (EN ) ⊆ . . . ⊆ f 2N (EN ) ⊆ fN (EN ) ⊆ EN .
L’ensemble CN est toujours non vide et peut eˆtre de´fini comme l’ensemble maximal au sens de
l’inclusion parmi tous les sous-ensembles de EN sur lesquels fN est bijective.
Soit C˜N = {x + k : x ∈ CN , k ∈ Z} ⊂ E˜N le releve´ a` R de l’ensemble CN . Le lemme suivant
affirme, que pour tout N ∈ N fixe´, tous les cycles dans CN sont du meˆme type :
Lemme 2.1 Soient f ∈ Homeo+(S1) et N ∈ N fixe´s. Alors il existe un couple d’entiers (pN , qN ),
premiers entre eux, pN ≥ 0, qN ≥ 1, tel que pour f˜ : R → R, le releve´ canonique de f et
f˜N : E˜N → E˜N , le releve´ de fN associe´, on a f˜ qNN (x˜) − x˜ = pN , pour tout x˜ ∈ C˜N (CN e´tant
l’union des cycles de type (pN , qN )).
Preuve. Pour N ∈ N fixe´, CN est un ensemble fini de points de S1 et l’action de fN sur CN
pre´serve l’ordre des points de CN sur le cercle au sens strict, car elle est bijective. Ceci implique
qu’il existe g ∈ Homeo+(S1) tel que g|CN = fN |CN , d’ou` CN ⊂ Per(g). On en de´duit l’affirmation
du lemme, car on sait que toutes les orbites pe´riodiques d’un home´omorphisme du cercle pre´servant
l’orientation donne´, sont du meˆme type (voir par exemple [11], Proposition 11.1.5, p. 390). 
Le nombre rationnel pNqN ainsi obtenu est un e´quivalent discret du nombre de rotation ρ(f) de
l’home´omorphisme f . En effet, on a :
Proposition 2.2 Pour tout f ∈ Homeo+(S1), la suite (pNqN )N∈N ve´rifie
lim
N→∞
pN
qN
= ρ(f). (3)
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Preuve. On remarque que la de´finition (1) de la projection P˜N : R → E˜N implique, que pour
tout home´omorphisme f ∈ Homeo+(S1) et tout x˜ ∈ E˜N on a
(R˜− 12N ◦ f˜)(x˜) ≤ f˜N (x˜) ≤ (R˜ 12N ◦ f˜)(x˜). (4)
Fixons f ∈ Homeo+(S1) et N ∈ N. Les ine´galite´s (4) impliquent que ρ(R− 12N ◦ f) ≤
pN
qN
≤
ρ(R 1
2N
◦ f), car le ”nombre de rotation” associe´ a` l’application discre`te fN est e´gal a` pN/qN .
D’autre part, on sait que pour tout home´omorphisme f , l’application ρf : λ 7→ ρ(Rλ ◦ f) est
continue et croissante. Ceci implique∣∣∣∣ρ(f)− pNqN
∣∣∣∣ ≤ ρ(R 12N ◦ f)− ρ(R− 12N ◦ f) N→∞−→ 0. (5)

L’estimation (5) et les proprie´te´s du nombre de rotation entraˆınent :
Corollaire 2.3
• Supposons que ρ(f) ∈ R \Q. Alors limN→∞ qN (f) = +∞.
• Supposons que ρ(f) = pq ∈ Q et que f posse`de au moins une orbite pe´riodique stable. Alors
il existe N0 ∈ N, tel que pour tout N ≥ N0, on a pN = p et qN = q.
• Supposons que ρ(f) = pq ∈ Q et que f soit semi-stable supe´rieurement (resp. infe´rieurement).
Alors il existe N0 ∈ N, tel que pour tout N ≥ N0, on a pNqN ≤
p
q (resp.
pN
qN
≥ pq ).

Pour terminer ce pargraphe, on introduit une autre caracte´ristique des discre´tisations, le temps
de stabilisation, que l’on va noter TN (f). Pour tout home´omorphisme f ∈ Homeo+(S1) et tout
N ∈ N on de´finit :
TN = TN (f) = min{k : fNk(EN ) = CN}.
Autrement dit, TN est de´fini comme le plus petit nombre d’ite´rations de l’application fN ne´cessaire
pour envoyer tout point x ∈ EN sur le cycle pe´riodique γ(x) ⊂ CN correspondant. A partir de
la TN -ie`me ite´ration, l’action de fN se stabilise en une bijection de l’ensemble CN . On a bien suˆr
TN (f) ≤ N − 1, pour tout f ∈ Homeo+(S1) et tout N ∈ N.
Soit y, z ∈ S1. Par ]y, z[⊂ S1 on note un intervalle (ouvert) du cercle aux extre´mite´s y et z,
obtenu en parcourant le cercle dans la direction de son orientation canonique, partant du point y.
Pour un home´omorphisme f ∈ Homeo+(S1) et y, z ∈ S1 on introduit aussi
T y,zN (f) = max{k : ∃x ∈ EN∩]y, z[, ∀i 6= j dans {1, . . . , k}, fNi(x) 6= fNj(x) et f iN (x) ∈]y, z[ },
qui de´signe la longueur de la plus longue trajectoire injective de l’application fN : EN → EN
contenue dans l’intervalle ]y, z[. On conside`re T y,zN comme une fonction de N ∈ N.
Dans le pargraphe 5, on va poursuivre l’e´tude du temps de stabilisation de la discre´tisation
d’un home´omorphisme du cercle. En particulier, on verra qu’avant d’e´tudier le comportement de
la suite (TN (f))N∈N, il est souvent utile d’e´tudier les suites (T
y,z
N (f))N∈N ou` y, z ∈ Per(f). On
remarque deux faits suivants dont on se servira dans cet e´tude.
Remarque 1 Soient f, g1, g2 ∈ Homeo+(S1) et y, z ∈ S1. Supposons que pour tout x˜ ∈]y˜, z˜[⊂ R on
ait g˜1(x˜) ≥ f˜(x˜) ≥ g˜2(x˜) > x˜. Alors , pour tout N ∈ N, on obtient T y,zN (g1) ≤ T y,zN (f) ≤ T y,zN (g2).
Remarque 2 Supposons que Fix(f) 6= ∅ et soit y, z ∈ Fix(f). Supposons que ]y, z[⊂ S1 \Fix(f).
Alors le comportement asymptotique de l’application T y,zN (f), quand N tend vers l’infini, ne de´pend
que du comportement de l’home´omorphisme f au voisinage des points fixes y et z. En effet, fixons
U(y) = [y, w1[ et U(z) =]w2, z] des voisinages dans [y, z] de y et z respectivement. On peut e´crire
T y,zN = T
y,w1
N + T
w1,w2
N + T
w2,z
N .
Comme f n’a pas de point fixe dans [w1, w2], fN aussi est sans point fixe dans [w1, w2] pour tout
N ∈ N suffisamment grand. On remarque que la condition (4) implique θw1,w2+ (N) ≤ Tw1,w2N ≤
θw1,w2− (N), ou`
θw1,w2+ (N) = min{k : (R˜ 12N ◦ f˜)
k(w˜1) ≥ w˜2},
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θw1,w2− (N) = min{k : (R˜− 12N ◦ f˜)
k(w˜1) ≥ w˜2}.
De plus, si N1 < N2 on a
θw1,w2+ (N1) ≤ θw1,w2+ (N2) ≤ Tw1,w2N2 ≤ θ
w1,w2
− (N2) ≤ θw1,w2− (N1).
Fixons N0 ∈ N tel que f˜ − id > 12N0 sur [w˜1, w˜2]. Pour tout N ≥ N0, on obtient θ
w1,w2
+ (N0) ≤
Tw1,w2N ≤ θw1,w2− (N0), et Tw1,w2N est borne´ inde´pendamment de N .
3 Exemple de la rotation
Ce paragraphe est consacre´ a` l’e´tude de l’exemple le plus simple d’home´omorphisme du cercle,
celui de la rotation Rα : x 7→ x + α (mod 1), α ∈]0, 1[. On introduit les notations suivantes :
[x] = Ent[x] de´signe la partie entie`re d’un nombre re´el x ; pour a et b deux entiers positifs on note
PGCD(a, b) le plus grand diviseur commun et a|b le fait que a divise b.
On remarque d’abord, que pour tout N ∈ N et tout α ∈]0, 1[, l’application discre`te (Rα)N :
EN → EN est encore une rotation, restreinte a` l’ensemble EN ,
(Rα)N : x 7→ x+
Ent[Nα+ 12 ]
N
(mod 1).
Ceci implique que CN = EN et l’ensemble EN est l’union des rN cycles pe´riodiques de l’application
(Rα)N , tous de meˆme longueur qN . Il est facile de voir que N = qNrN pour tout N ∈ N, et si
Nα+ 12 > 0, on a
rN = PGCD([Nα+
1
2
], N). (6)
Tout renseignement concernant la dynamique discre`te est donc donne´ par la suite (rN )N∈N, des
nombres de cycles des discre´tisations.
Dans le cas d’une rotation irrationnelle, le re´sultat suivant a e´te´ e´nonce´ dans [5] et [13] :
The´ore`me 3.1 Soit Rα : S
1 → S1, α ∈ R \ Q, une rotation irrationnelle du cercle et (rN )N∈N,
la suite des nombres de cycles des discre´tisations de Rα. Alors pour tout x ∈ [0, 1] on a
lim
N→∞
#
({
1
r1
, 1r2 , . . . ,
1
rN
}
∩ [0, x]
)
N
=
6
pi2
∑
1
n≤x
1
n2
.
Ce the´ore`me peut eˆtre reformule´ de manie`re plus explicite comme suit :
The´ore`me 3.1’ Soit (rN )N∈N, la suite des nombres de cycles pe´riodiques des discre´tisations de la
rotation irrationnelle Rα : S
1 → S1. Alors pour tout c ∈ N on a
lim
N→∞
#{M ≤ N : rM = c}
N
=
6
pi2c2
.
Notons qu’aucun des deux articles cite´s ci-dessus ne pre´sente de preuve directe de ce the´ore`me,
le re´sultat servant juste comme une illustration dans l’analyse des mode`les probabilistes de discre´-
tisation e´tudie´s. L’expression de la suite (rN ) donne´e par (6) nous ame`ne a` donner une troisie`me
version de l’e´nonce´ du the´ore`me, faisant appel a` la the´orie ge´ome´trique des nombres. Pour cela
de´finissons dans le plan R2 une re´gion
Bα = {(x, y) ∈ R+ × R+ : αx− 12 < y ≤ αx+ 12} . (7)
L’e´galite´ (6) implique, que pour tout N ∈ N suffisamment grand on a rN = PGCD(N, y(N)), ou`
y(N) ∈ N est de´fini comme l’unique entier positif, tel que (N, y(N)) ∈ Bα. Une version e´quivalente
du The´ore`me 3.1 peut eˆtre alors e´nonce´e ainsi :
The´ore`me 3.1” Soit α ∈]0, 1[ un nombre irrationnel et Bα ⊂ R+ × R+ une re´gion dans le plan,
donne´e par (7). Alors, pour tout c ∈ N, on a
lim
N→∞
#{(a, b) ∈ N2 ∩Bα : PGCD(a, b) = c, a ≤ N}
N
=
6
pi2c2
.
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La preuve d’un re´sultat un peu plus ge´ne´ral a e´te´ donne´e par T. Estermann dans [6], on peut aussi
se reporter a` [17].
On prouve maintenant un re´sultat analogue a` celui du The´ore`me 3.1, de´crivant le comportement
de la suite (rN ) associe´e a` une rotation rationnelle (on pourra comparer avec [17]).
Proposition 3.2 Soit p, q ∈ N, premiers entre eux, p < q, et (rN )N∈N, la suite des nombres de
cycles des discre´tisations de la rotation rationnelle R p
q
du cercle.
• Si N < q2p , alors rN = N .
• Si N ≥ q2p est de la forme N = kq, k ∈ N, alors rN = k.
• Sinon, alors rN ∈ {1, 2, . . . , [ q2 ]} et de plus
lim
N→∞
#{M ≤ N : rM = c}
N
=


2
cq
∑[ [q/2]c ]
r=1
ϕ(r)
r si c = 2, . . . , [
q
2 ],
2
q
∑[q/2]
r=1
ϕ(r)
r si c = 1 et 2 6 |q,
2
q
∑[q/2−1]
r=1
ϕ(r)
r +
ϕ(q/2)
q2 si c = 1 et 2|q,
(8)
ou` ϕ(r) = #{1 ≤ j ≤ r : PGCD(j, r) = 1} de´signe la fonction d’Euler.
Preuve. Les deux premie`res affirmations de la proposition sont trivialement satisfaites au vu de
la repre´sentation (6) de rN . Pour de´montrer la troisie`me, on e´tudie les diviseurs des coordonne´es
des points de N2 dans la re´gion B p
q
. On introduit une famille de 2[ q2 ] + 1 demi-droites paralle`les,
contenues dans la re´gion ferme´e B p
q
, donne´es par :
d0 : px− qy = 0, d+r : px− qy = r, d−r : px− qy = −r,
avec x > 0, r = 1, 2, . . . , [ q2 ]. Tout point contenu dans B pq , dont les deux coordonne´es sont entie`res,
appartient a` une de ces droites.
On remarque que les points a` deux coordonne´es entie`res appartenant a` la droite d0 corres-
pondent exactement a` la sous-suite des discre´tisations de´crite par la deuxie`me affirmation de
notre proposition. La sous-suite de la suite (rN ) associe´e prend toutes les valeurs de N et cha-
cune d’elles une seule fois (rN = k pour N = kq, le point de d0 associe´ e´tant (kq, kp)). De ce fait
les discre´tisations correspondant a` la droite d0 n’affectent pas la distribution asymptotique de la
suite (rN ). On s’inte´ressera donc aux droites d
+,−
r , r = 1, 2, . . . , [q/2].
Lemme 3.3 Si (a, b) ∈ N2∩ (d+r ∪d−r ), r ∈ {1, 2, . . . , [ q2 ]}, alors PGCD(a, b)|r. De plus pour tout
c ∈ N divisant r, on a
lim
N→∞
#{(a, b) ∈ N2 ∩ d+r : PGCD(a, b) = c, a ≤ N}
N
=
#{1 ≤ j ≤ r : PGCD(j, r) = c}
rq
.
La meˆme distribution est valable pour la droite d−r .
Preuve. On conside`re le cas de la droite d+r , r = 1, 2, . . . , [
q
2 ], le cas de d
−
r e´tant analogue. Dans
ce qui suit, (a, b) de´signe toujours un e´le´ment de N2. Le fait que (a, b) appartienne a` la droite d+r
implique ap− bq = r, d’ou` on de´duit imme´diatement que PGCD(a, b)|r. On remarque aussi que
• si (a, b) ∈ d+r , alors (a+ kq, b+ kp) ∈ d+r pour tout k ∈ N,
• si (a1, b1), (a2, b2) ∈ d+r , avec a1 < a2, alors il existe k ∈ N, tel que a2−a1 = kq et b2−b1 = kp.
Soit (a0, b0) ∈ N une des solutions de a0p − b0q = 1, d’ou` PGCD(a0, b0) = 1 et (ra0, rb0) ∈ d+r .
Pour tout j ∈ N on a
PGCD(ra0 + jq, rb0 + jp) = PGCD(j, r).
Ceci montre que la suite (PGCD(a, b)), (a, b) ∈ N2 ∩ d+r , est finalement pe´riodique et aboutit sur
le cycle {PGCD(j, r) : j = 1, . . . , r}. Il en re´sulte la distribution limite annonce´e dans le lemme.

Revenons a` la preuve de la proposition. Pour faciliter les notations, une fois p/q ∈ Q fixe´ on
pose B = Bp/q et B
N = B ∩ {x ≤ N}. Fixons c ∈ {1, 2, . . . , [q/2]}. Pour la plus grande clarete´
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des formules on notera toutes les variables avec un prime (’) apre`s la division par c : N ′ = N/c,
r′ = r/c etc.
A chaque point (a, b) ∈ N2 ∩ BN , tel que PGCD(a, b) = c, il correspond un point (a′, b′) ∈
N2 ∩B[N ′] dont les coordonne´es sont premie`res entre elles. On remarque aussi que (a′, b′) ∈ d+,−r′ ,
ou` r′ ∈ {1, 2, . . . , [[q/2]′]}. Notons
mr(N) = #{(a, b) ∈ N2 ∩BN ∩ (d+r ∪ d−r ) : PGCD(a, b) = 1},
pour r = 1, 2, . . . , [ q2 ] et tout N ∈ N. On a donc :
#{(a, b) ∈ N2 ∩BN : PGCD(a, b) = c} =
[[q/2]′]∑
r′=1
mr′ ([N
′]) .
D’apre`s le lemme pre´ce´dent, on a la distribution suivante :
lim
N→∞
mr(N)
N
=


2ϕ(r)
rq r = 1, 2, . . . , [q/2]− 1,
2ϕ(r)
rq r = [q/2] et 2 6 |q,
ϕ(r)
rq r = [q/2] et 2|q.
(9)
On remarque que lorsque q est pair, la droite d+q/2 reste en dehors de la re´gion Bp/q, tandis que
quand q est impair les deux droites d+,−[q/2] restent a` l’inte´rieur de Bp/q, d’ou` la diffe´rence entre ces
deux cas dans la formule ci-dessus. Cette distribution implique, que pour tout c ∈ {1, 2, . . . , [ q2 ]}
on obtient
lim
N→∞
#{M ≤ N : rM = c}
N
= lim
N→∞
#{(a, b) ∈ N2 ∩BN : PGCD(a, b) = c}
N
=
lim
N→∞
1
N
[[q/2]′]∑
r′=1
mr′([N
′]) = lim
N→∞
[N ′]
N
[[q/2]′]∑
r′=1
mr′([N
′])
[N ′]
=
2
cq
[[q/2]′]∑
r′=1
ϕ(r′)
r′
.
De la meˆme manie`re on de´duit de (9) la distribution limite (8) dans le cas c = 1. 
Remarque. La Proposition 3.2 montre que la distribution asymptotique de la suite (rN )N∈N,
associe´e a` la rotation rationnelle R p
q
, ne de´pend que de q. De plus, si on fixe c ∈ N et on fait
tendre q vers l’infini, on obtient la distribution limite 6pi2c2 , comme dans le cas irrationnel. Pour
un nombre irrationnel α ∈]0, 1[ fixe´, on voudrait donc “approcher” la re´gion Bα par des re´gions
B pn
qn
, ou` limn→∞ pn/qn = α, pour trouver directement la distribution annonce´e dans le The´ore`me
3.1. Le mieux que nous sachions faire est de justifier ce passage a` la limite dans le cas d’un
nombre irrationnel α, qui se laisse bien approcher par des rationnels, c’est-a`-dire sous l’hypothe`se
d’existence d’une suite des rationnels (pn/qn)n∈N, tendant vers α et ve´rifiant limn→∞ |αqn−pn|q2n =
0. L’ensmeble des irrationnels α admettant cette proprie´te´ est malheureusement de mesure de
Lebesgue nulle dans [0, 1].
4 Home´omorphismes rationnels - longueurs des cycles
Ce paragraphe est consacre´ a` l’e´tude de la suite des longueurs des cycles discre´tise´s dans le
cas d’home´omorphismes admettant des orbites pe´riodiques. On s’inte´ressera surtout au comporte-
ment des home´omorphismes paraboliques, qui n’ont que des orbites pe´riodiques semi-stables. En
effet, l’ensemble de ces home´omorphismes appartient a` l’adhe´rence de l’ensemble Homeo
R\Q
+ (S
1)
dans Homeo+(S
1) et dans le paragraphe 6, on verra que typiquement (au sens de Baire) des
home´omorphismes irrationnels he´ritent les proprie´te´s des discre´tisations des home´omorphismes ra-
tionnels paraboliques.
Le Corollaire 2.3 laisse supposer que dans le cas d’un home´omorphisme rationnel parabolique,
les longueurs des cycles des applications fN peuvent diverger vers l’infini. On va montrer cependant
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qu’un home´omorphisme ayant des orbites pe´riodiques semi-stables ge´ne´rique, posse`de la proprie´te´
suivante :
Proprie´te´ Q. On dit qu’un home´omorphisme f ∈ HomeoQ+(S1) posse`de la Proprie´te´ Q, s’il existe
une sous-suite fNk : ENk → ENk , k ∈ N, de discre´tisations pour laquelle on a pNkqNk = ρ(f).
Comme, pour tout N ∈ N, les entiers pN et qN sont premiers entre eux, la Proprie´te´ Q im-
plique l’existence d’une sous-suite de discre´tisations, dont les cycles pe´riodiques sont de longueur
constante, e´gale a` la longueur des orbites pe´riodiques de l’home´omorphisme en question. On re-
marque que tout home´omorphisme f ∈ HomeoQ+(S1), ayant une orbite pe´riodique constitue´e de
points rationnels, posse`de trivialement cette proprie´te´. Ceci est ve´rifie´ pour un ensemble dense,
mais d’inte´rieur vide, des home´omorphismes rationnels paraboliques. Pour tout pq ∈ Q soit F+p/q
(resp. F−p/q) l’ensemble des home´omorphismes de nombre de rotation
p
q semi-stables infe´rieurement
(resp. supe´rieurement). La proposition suivante montre que l’ensemble des home´omorphismes pa-
raboliques admettant la Proprie´te´ Q est meˆme plus grand - il contient un ensemble ouvert et dense
dans chacun des ensembles F+,−p/q .
Proposition 4.1 Pour tout nombre rationnel pq ∈ Q il existe un ensemble U+p/q ⊂ F+p/q (resp.
U−p/q ⊂ F−p/q) ouvert et dense dans F+p/q (resp. F−p/q) des home´omorphismes posse´dant la Proprie´te´
Q.
Avant de proce´der a` la preuve de la proposition, on demontrera le lemme suivant, dont on aura
besoin pour construire les ensembles U+,−p/q .
Lemme 4.2 Conside´rons le tore q-dimensionnel Tq obtenu par identification usuelle des points
du bord de [0, 1]q. Pour tout γ ∈ Tq notons Tγ : Tq → Tq la translation x 7→ x+ γ (mod 1). Alors
il existe un ensemble ouvert et dense Uˆq ⊂ Tq tel que pour tout γ ∈ Uˆq, l’orbite positive O+γ (0)
du point 0 ∈ Tq sous l’action de Tγ intersecte une infinite´ de fois chacun des ensembles ]0, 12 [q et
] 12 , 1[
q.
Preuve. On commence par de´finir les deux ensembles suivants :
Vq = {γ ∈ Tq : O+γ (0)∩]0, 12 [q 6= ∅} et Wq = {γ ∈ Tq : O+γ (0)∩] 12 , 1[q 6= ∅}.
Il est clair que Vq et Wq sont ouverts dans T
q. On va montrer qu’il sont aussi denses. Soit γ0 ∈ Tq
un point dont toutes les coordonne´es (en tant qu’un point de [0, 1[q) sont rationnelles. Il existe donc
un entier m ∈ N tel que Tmγ0 (0) = mγ0 (mod 1) = 0 ∈ Tq. Conside´rons l’application Sm : Tq → Tq
donne´e par Sm(γ) = mγ (mod 1). La restriction de Sm a` un voisinage suffisamment petit de γ0 est
un diffe´omorphisme, d’ou` son image sera un voisinage de 0. Ceci implique que dans tout voisinage
de γ0 il existe un point γ¯0 tel que Sm(γ¯0) = T
m
γ¯0 (0) ∈]0, 12 [q. L’ensemble Vq est donc dense dans le
tore et de la meˆme manie`re on prouve la densite´ de Wq.
Pour de´montrer notre lemme il suffit de prouver que si γ ∈ Vq (respectivement γ ∈ Wq) alors
#{m∈N : Tmγ (0)∈]0, 12 [q} = +∞ (respectivement #{m∈N : Tmγ (0)∈] 12 , 1[q} = +∞). Dans ce cas
on pourra poser Uˆq = Vq ∩Wq.
Conside´rons le tore Tq en tant qu’un groupe de Lie. Il est facile de voir que pour tout γ ∈ Tq,
l’adhe´rence de l’orbite de 0 sous l’action de Tγ est un sous-groupe ferme´ et alors une sous-varie´te´
(une union finie de tores) de dimension k, 0 ≤ k ≤ q. Soit γ ∈ Vq et notons Σγ = Oγ(0).
Si dim(Σγ) = 0 alors c’est un ensemble fini de points qui sont permute´s sous l’action de Tγ et
trivialement la semi-orbite positive O+γ (0) rencontre ]0, 12 [q une infinite´ de fois. Si dim(Σγ) ≥ 1,
alors Σγ∩]0, 12 [q est un ensemble non de´nombrable. Comme l’orbite Oγ(0) est dense dans Σ, elle
rencontre ]0, 12 [
q un nombre infini de fois. D’autre part, pour tout m ∈ N on a Tmγ (0) = 1−T−mγ (0)
(mod 1). Ceci, avec le fait que 0 ∈ Oγ(0), implique que la semi-orbite positive (tout comme la
semi-orbite ne´gative) est dense dans Σγ elle-aussi, et alors elle rencontre ]0,
1
2 [
q une infinite´ de fois.
Le meˆme raisonnement s’applique dans le cas de l’ensemble Wq. 
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Preuve de la Proposition 4.1 Fixons pq ∈ Q. On va pre´senter d’abord l’ide´e de la preuve de
l’existence de l’ensemble U+p/q ⊂ F+p/q. D’apre`s le Corollaire 2.3 on sait que pour tout home´omor-
phisme f ∈ F+p/q et tout N ∈ N on a pNqN ≥ ρ(f) =
p
q . Si on veut que f posse`de la Proprie´te´ Q, il
suffit que l’on prouve l’existence d’une sous-suite (Nk)k∈N telle que
pNk
qNk
≤ ρ(f) pour tout k ∈ N .
Soit N ∈ N, f˜ : R → R le releve´ canonique de f et f˜N : E˜N → E˜N le releve´ associe´ de
l’application fN . Pour prouver que
pN
qN
≤ ρ(f), il suffit que l’on trouve un point x ∈ S1 et un
point xN ∈ EN tels que leurs releve´s ve´rifient x˜N ≤ x˜ et f˜kN (x˜N ) ≤ f˜k(x) pour tout k ∈ N. Il
faut donc s’assurer que l’orbite discre´tise´e ne puisse pas “sauter” au-dessus de la vraie orbite de
f , c’est-a`-dire qu’elle reste toujours “a` gauche” par rapport a` cette deuxie`me. On va prouver que
ce saut n’est pas possible de`s que l’home´omorphisme f posse`de une orbite pe´riodique (γ1, . . . , γq)
ve´rifiant PN (γi) ≤ γi pour tout i = 1, . . . , q. Le Lemme 4.2 nous aidera a` prouver, que l’ensemble
des home´omorphismes admettant une orbite pe´riodique qui satisfait a` cette proprie´te´ pour une
infinite´ d’entiers N ∈ N, contient un ouvert dense dans F+p/q.
Soit Uˆq ⊂ Tq l’ensemble donne´ par le Lemme 4.2. On de´finit U+p/q (resp. U−p/q) l’ensemble
des diffe´omorphismes semi-stables infe´rieurement (resp. supe´rieurement), admettant une orbite q-
pe´riodique (γ1, . . . , γq) qui, vue comme un point du tore T
q, appartient a` Uˆq. D’apre`s le lemme
pre´ce´dent, l’ensemble Uˆq est ouvert et dense dans le tore, ce qui implique que U
+,−
p/q ainsi construit
est ouvert et dense dans F+,−p/q . Il reste a` montrer que tout f ∈ U+,−p/q posse`de la Proprie´te´ Q.
Soit f ∈ U+p/q et γ = (γ1, . . . , γq), γi 6= γj pour i 6= j, une orbite pe´riodique de f , appartenant
a` Uˆq. Le Lemme 4.2 affirme l’existence d’une sous-suite (Nk)k∈N, telle que pour tout k ∈ N
(Nkγ1, . . . , Nkγq) ∈]0, 12 [q (mod 1).
Fixons k ∈ N. Le fait que Nkγi ∈]0, 12 [, (mod 1), implique que pour tout i = 1, . . . , q il existe un
entier nik ∈ {0, 1, . . . , Nk − 1} tel que n
i
k
Nk
< γi <
2nik+1
2Nk
, d’ou` PNk(γi) =
nik
Nk
< γi. On voit donc que
la projection PNk de´place l’orbite γ “a` gauche” sur S
1. Soit f˜ : R → R le releve´ canonique de f et
f˜Nk : E˜N → E˜N le releve´ associe´ de l’application fNk . On obtient
f˜Nk
(
n1k
Nk
)
= P˜Nk
(
f˜
(
n1k
Nk
))
≤ P˜Nk
(
f˜(γ1)
)
= P˜Nk (γ2) < γ2 = f˜(γ1),
f˜ 2Nk
(
n1k
Nk
)
= P˜Nk
(
f˜
(
P˜Nk
(
f˜
(
n1k
Nk
))))
≤ P˜Nk
(
f˜(f˜(γ1))
)
= P˜Nk (γ3) < γ3 = f˜
2(γ1),
et par re´currence f˜ mNk (
n1k
Nk
) < f˜m(γ1) pour tout m ∈ N. On peut donc e´crire
f˜ mNk
(
n1k
Nk
)
− n1kNk
m
+
n1k
Nk
− γ1
m
<
f˜m(γ1)− γ1
m
,
d’ou`
pNk
qNk
= lim
m→∞
f˜ mNk
(
n1k
Nk
)
− n1kNk
m
≤ lim
m→∞
f˜m(γ1)− γ1
m
= ρ(f).
On obtient alors
pNk
qNk
≤ ρ(f). D’autre part, f est un home´omorphisme semi-stable infe´rieurement,
donc le Corollaire 2.3 donne l’ine´galite´ inverse. Cela donne la Proprie´te´ Q pour l’home´omorphisme
f . La de´monstration dans le cas ou` f ∈ U−p/q est analogue, ce qui conclut la preuve de la proposition.

Soit f ∈ Homeo+(S1) un home´omorphisme de nombre de rotation rationnel p/q ∈ Q et soit
N ∈ N tel que qN (f) > q. On vient de voir que dans ce cas toute orbite pe´riodique de l’appli-
cation discre`te fN doit effectuer ”un saut” au-dessus d’un point pe´riodique de l’home´omorphisme
f . Ceci permet d’enoncer le re´sultat suivant concernant le nombre de cycles pe´riodiques d’une
discre´tisation.
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Proposition 4.3 Soit f ∈ Homeo+(S1) un home´omorphisme de nombre de rotation rationnel
p/q. Supposons que f posse`de un nombre fini de points pe´riodiques. Soit N ∈ N tel que qN > q.
Alors le nombre de cycles pe´riodiques de l’application discre`te fN est majore´ par le nombre de
points pe´riodiques de f .
Preuve. Supposons que qN > q. Soit x ∈ CN . Il existe deux points y1, y2 ∈ Per(f) tels qu’il
n’y a pas d’autre point pe´riodique de f dans l’intervalle ]y1, y2[ et tels que y1 ≤ x < y2. Soit
f˜ : R → R le releve´ canonique de f , f˜N : E˜N → E˜N le releve´ associe´ de l’application fN et y˜1, y˜2, x˜
les releve´s de trois points en question. Si on avait f˜m(y˜1) ≤ f˜mN (x˜) ≤ f˜m(y˜2) pour tout m ∈ N, on
aurait qN = q. Ceci implique qu’il existe un entier k ≥ 0 tel que f˜(f˜k−1N (x˜)) ∈ [f˜k(y˜1), f˜k(y˜2)] et
f˜kN (x˜) 6∈ [f˜k(y˜1), f˜k(y˜2)]. Il existe alors un point y ∈ Per(f) tel que f˜kN (x˜) = PN (y). Il est aussi
facile de voir que si x′ ∈ CN engendre un autre cycle pe´riodique dans CN , alors son orbite ne passe
pas par PN (y). On obtient une application injective qui a` chaque orbite pe´riodique de l’application
discre`te fN associe un point pe´riodique de f . 
Pour terminer ce pargarphe on construit un exemple d’un home´omorphisme de nombre de ro-
tation rationnel, n’admettant pas la Proprie´te´ Q.
Exemple. On va pre´senter la construction d’un home´omorphisme du cercle f de nombre de rota-
tion 12 , tel que la suite (qN )N∈N tend vers l’infini avec N . On verra que la construction pre´sente´e
ci-dessous s’appuie sur la non existence de la de´rive´e de l’home´omorphisme f en les points de
l’orbite pe´riodique. Il est tre`s probable que la Proprie´te´ Q soit satisfaite par tout diffe´omorphisme
du cercle de classe C1.
L’ide´e principale de la construction de f repose sur deux faits qui de´coulent du Lemme 4.2
et de la Proposition 4.1. Premie`rement, l’orbite pe´riodique de f doit eˆtre de la forme (γ, 1 − γ),
γ ∈ R \ Q. De plus, pour que toute orbite pe´riodique de l’application discre`te fN puisse “sauter”
au-dessus de l’orbite (γ, 1− γ), il faut s’assurer que pour tout N ∈ N il reste assez d’espace entre
celle-ci et l’ensemble EN . Comme les points des ensembles EN sont rationnels, on choisira donc γ
irrationnel diophantien.
Soit γ =
√
2
4 . On sait que pour tout p/q ∈ Q on a |γ − pq | ≥ 16q2 . Bien suˆr 1 − γ posse`de la
meˆme proprie´te´. On va construire f de manie`re que (γ, 1 − γ) soit son unique orbite pe´riodique.
On commence par de´finir f au voisinage de cette orbite :
f(x) =


1−
√
2
4 − 10−3|
√
2
4 − x|2 si x ∈ [
√
2
4 − 110 ,
√
2
4 ],
1−
√
2
4 + 10|
√
2
4 − x|
1
2 si x ∈]
√
2
4 ,
√
2
4 +
1
10 ],
(10)
et par une formule analogue, en e´changeant 1−
√
2
4 et
√
2
4 , sur l’intervalle [(1−
√
2
4 )− 110 , (1−
√
2
4 )+
1
10 ].
On prolonge f en un home´omorphisme du cercle de sorte que f soit de classe C1 et concave sur
S1 \ {γ, 1 − γ}. Par construction, γ et 1 − γ sont les seuls points fixes de f2 (les seuls points
pe´riodiques de f) et f2 est concave sur S1 \ {γ, 1 − γ}. L’orbite (γ, 1 − γ) est donc semi-stable
infe´rieurement, attractive “a` gauche” et re´pulsive “a` droite”. On va prouver que si N ∈ N est
suffisamment grand et x ∈ EN , alors f 2N (x) > x, ce qui implique que f n’admet pas la Proprie´te´
Q.
Fixons N ∈ N grand, disons N > 100. On a deux possibilite´s. Soit PN (γ) > γ et PN (1− γ) <
1− γ, soit PN (γ) < γ et PN (1− γ) > 1− γ. Suposons que l’on soit dans ce premier cas et notons
PN (γ) =
k
N , PN (1− γ) = N−kN .
• Soit x ∈]1−
√
2
4 − 5N , 1−
√
2
4 [∩EN . On a∣∣∣∣∣
√
2
4
− f(x)
∣∣∣∣∣ = 10−3
∣∣∣∣∣1−
√
2
4
− x
∣∣∣∣∣
2
< 10−3
25
N2
<
1
24N2
.
D’autre part, la proprie´te´ diophantienne donne |
√
2
4 − 2k−12N | ≥ 16(2N)2 = 124N2 , d’ou` f(x) ∈] 2k−12N ,
√
2
4 [
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ce qui implique que fN (x) =
k
N >
√
2
4 . De plus |
√
2
4 − kN | ≥ 16N2 , d’ou`∣∣∣∣∣1−
√
2
4
− f(fN (x))
∣∣∣∣∣ = 10
∣∣∣∣∣
√
2
4
− k
N
∣∣∣∣∣
1
2
>
1
N
,
ce qui implique que f2N (x) > 1 −
√
2
4 > x. De meˆme manie`re on prouve que f
2
N (x) > x pour
x ∈]
√
2
4 − 5N ,
√
2
4 [∩EN .
• Pour x ∈ (]
√
2
4 − 110 ,
√
2
4 − 5N [ ∪ ]1 −
√
2
4 − 110 , 1 −
√
2
4 − 5N [) ∩ EN il est facile de prouver que
f2N (x) > x car sur cet ensemble on a f
′(x) < 15000 et donc x est fortement attire´ par l’orbite
pe´riodique.
• Soit x ∈ (]
√
2
4 ,
√
2
4 +
1
10 [ ∪ ]1−
√
2
4 , 1−
√
2
4 +
1
10 [)∩EN . On remarque que dS1(x, {
√
2
4 , 1−
√
2
4 }) ≥ 16N2
et l’orbite pe´riodique est suffisamment re´pulsive pour que f2N (x) > x.
• Notons I = {x ∈ S1 : dS1(x, {
√
2
4 , 1 −
√
2
4 }) > 110}. Soit x ∈ I ∩ EN . Le fait que f soit de classe
C1 sur I implique qu’il existe une constante C > 0, qui ne de´pend pas de N , telle que
|f2N (x)− f2(x)| <
∣∣∣∣f
(
f(x)− 1
2N
)
− 1
2N
− f2(x)
∣∣∣∣ ≤ C + 12N .
D’autre part on a f2 − id > ε > 0 sur I, ou` ε > 0 ne de´pend pas de N . Alors pour N > C+3ε on a
|f2(x)− x| > C+3N , ce qui implique que pour tout N suffisamment grand f2N (x) > x.
Le raisonnement syme´trique s’applique au cas ou` PN (γ) < γ et PN (1− γ) > 1− γ. L’home´omor-
phisme f ne satisfait pas la Proprie´te´ Q. De plus, de l’analyse effectue´e ci-dessus on peut de´duire
que limN→∞ qN = +∞.
5 Home´omorphismes rationnels - temps de stabilisation
Dans ce paragraphe, on poursuit l’analyse des home´omorphismes rationnels. Pour un home´omor-
phisme f ∈ Homeo+(S1) fixe´, on va e´tudier le temps de stabilisation des discre´tisations de f , en
fonction de la finesse N ∈ N de la discre´tisation. On s’inte´ressera surtout a` son comportement
asymptotique quand N tend vers l’infini. Nous commenc¸ons cependant par l’e´tude du comporte-
ment de l’application T y,zN (f), introduite dans le paragraphe 2, ou` ]y, z[ est une composante connexe
de S1 \ Per(f).
Tout d’abord on pre´sente le lemme suivant, dont la preuve est un simple calcul, qui sera un
outil dans ce qui suit.
Lemme 5.1 Soit Λ(x˜) = λx˜ + b, λ > 1, b > 0, une transformation line´aire de R. Fixons δ > 0.
Soit x˜ ∈]− bλ , δ[. Alors pour tout c ∈ R tel que Λ(x˜)− x˜ > |c|, on a
min{k ∈ N : (R˜c ◦ Λ)k(x˜) > δ} = Ent
[
1
lnλ
(
ln
(
δ +
b+ c
λ− 1
)
− ln
(
x˜+
b+ c
λ− 1
))]
+ 1.
Preuve. On remarque que si x˜ > − bλ , alors Λ(x˜) > 0 et Λ(x˜) − x˜ > 0. Soit c ∈ R tel que
Λ(x˜)− x˜ > |c|. Il est facile de voir que pour tout k ∈ N on a
(R˜c ◦Λ)k(x˜) = λkx˜+(λk−1+ . . .+λ+1)(b+ c) = λkx˜+ λ
k − 1
λ− 1 (b+ c) = λ
k
(
x˜+
b+ c
λ− 1
)
− b+ c
λ− 1 .
Les hypothe`ses du lemme impliquent que x˜+ b+cλ−1 > 0, d’ou` il existe k ∈ N tel que (R˜c ◦Λ)k(x˜) > δ.
De plus, si c’est le cas on a forcement λk > (δ+ b+cλ−1 )(x˜+
b+c
λ−1 )
−1, d’ou` l’affirmation du lemme. 
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On commence notre analyse par le cas d’un home´omorphisme ayant un point fixe isole´. Soit
f ∈ Homeo+(S1) et y ∈ Fix(f) un point fixe isole´ de f . Supposons qu’il existe un voisinage V ⊂ S1
du point y et deux constantes b ≥ a > 0, telles que
a|x˜− y˜| ≤ |f˜(x˜)− x˜| ≤ b|x˜− y˜|, (11)
pour tout x ∈ V . On dira alors que l’home´omorphisme f est transverse a` l’identite´ en y.
Lemme 5.2 Soit f ∈ Homeo+(S1) un home´omorphisme tel que Fix(f) 6= ∅. Soit y ∈ Fix(f) un
point fixe isole´, et ]w1, w2[ un voisinage de y qui ne contient pas d’autre point fixe de f . Supposons
que f soit transverse a` l’identite´ en y. Alors on a Tw1,w2N (f) ≍ lnN .
Preuve. Dans notre cas particulier, le comportement de f est du meˆme type dans ]w1, y] et dans
[y, w2[. Graˆce a` la deuxie`me remarque faite a` la fin du pargraphe 2, il suffit donc de montrer que
T y,wN (f) ≍ lnN , ou` w est un point dans ]y, w2[.
Sans perte de ge´ne´ralite´ on peut supposer que f˜(x˜) − x˜ > 0 pour tout x ∈]y, w2[. Notons
φ1, φ2 : [y˜, w˜2[→ R deux fonctions line´aires donne´es par φ1(x˜) = a(x˜− y˜) et φ2(x˜) = b(x˜− y˜).
Fixons w ∈]y, w2[ et N ∈ N. Tout point x ∈ EN∩]y, w[ tel que f˜(x˜)− x˜ < 12N , est fixe´ par fN .
Il est donc e´vident que la plus longue trajectoire injective de fN contenue dans ]y, w[ sera celle du
point
xN = min{x ∈ EN∩]y, w[: f˜(x˜)− x˜ ≥ 12N }.
La condition (11) implique que xN ∈
[
y + 12N(Λ−1) , y +
1
2N(λ−1)
[
. Notons y1 = y1(N) et y2 = y2(N)
l’extremite´ gauche et droite de cet intervalle respectivement. Les estimations (4) et (11) donnent
min
{
k ∈ N : (R˜ 1
2N
◦ (φ2 + id))k(y˜2) > w˜
}
≤ T y,wN ≤ min
{
k ∈ N : (R˜− 12N ◦ (φ1 + id))
k(y˜1) > w˜
}
.
Comme φ1 et φ2 sont line´aires, le Lemme 5.1 entraˆıne que T
y,w
N (f) croˆıt logarithmiquement. 
Soit toujours f ∈ Homeo+(S1) admettant un point fixe isole´ y ∈ Fix(f). Supposons maintenant
qu’il existe un voisnage V ⊂ S1 de y, deux constantes b ≥ a > 0 et un entier n ≥ 2, tels que
a|x˜− y˜|n ≤ |f˜(x˜)− x˜| ≤ b|x˜− y˜|n, (12)
pour tout x ∈ V . On dira que f est tangent a` l’identite´ en y et l’exposant n sera appele´ l’ordre
de contact entre f et l’identite´ en y. Ceci implique en particulier que f est diffe´rentiable en y et
que f ′(y) = 1.
On demontrera le lemme suivant.
Lemme 5.3 Soit f ∈ Homeo+(S1) tel que Fix(f) 6= ∅ et soit y ∈ Fix(f) un point fixe isole´.
Supposons que f soit tangent a` l’identite´ en y avec l’ordre de contact n ≥ 2. Alors Tw1,w2N (f) ≍
N
n−1
n .
Preuve. Comme dans la preuve du lemme pre´ce´dent, il suffit de montrer que T y,wN (f) ≍ N
n−1
n ,
ou` w est un point dans ]y, w2[. Encore une fois, sans perdre de ge´ne´ralite´, on peut supposer que
f˜(x˜)− x˜ > 0 pour tout x ∈]y, w2[. Notons φ1, φ2 : [y˜, w˜2[→ R deux fonctions donne´es par φ1(x˜) =
a(x˜ − y˜)n et φ2(x˜) = b(x˜ − y˜)n. En choisissant w ∈]y, w2[ suffisamment proche de y, on peut
construire deux home´omorphismes g1, g2 ∈ Homeo+(S1), tel que g˜i(x˜) = x˜+ φi(x˜), i = 1, 2. On a
g˜1 ≤ f˜ ≤ g˜2 sur [y˜, w˜]. Il suffit donc de prouver que T y,wN (gi) ≍ N
n−1
n , i = 1, 2.
Pour simplifier les notations supposons que y = 0 ∈ S1 et conside´rons un home´omorphisme
g : S1 → S1 donne´ sur l’intervalle [0, w[⊂ S1 par g(x) = x + φ(x), ou` φ(x) = axn. Il faut que l’on
prouve que T 0,wN (g) ≍ N
n−1
n inde´pendamment de la constante a > 0.
Fixons N ∈ N et pour tout k ∈ N ∪ {0} notons
AkN = {x ∈]0, w[: 2k−12N ≤ φ(x) < 2k+12N } = {x ∈]0, w[: φ−1( 2k−12N ) ≤ x < φ−1( 2k+12N )}.
L’ensemble EN ∩ A0N est fixe´ par gN et pour tout k ∈ N et x ∈ [0, w[ on a gN (x) = x + kN si
et seulement si x ∈ AkN . Ceci implique que toute orbite de l’application discre`te gN , traversant
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l’intervalle AkN , passe dans son interieur un temps e´gal a` Ent[
N|AkN |
k
] ou Ent[N|A
k
N |
k
]+1, ou` on note
|AkN | la longueur de AkN . On obtient donc l’estimation suivante (voir figure 1) :
k(N)∑
k=1
Ent
[
N |AkN |
k
]
+ TwN ,wN (g) ≤ T 0,wN (g) ≤
k(N)∑
k=1
Ent
[
N |AkN |
k
]
+ k(N) + TwN ,wN (g), (13)
ou` wN = φ
−1( 2k(N)+1
2N
) ∈]0, w[ et k(·) : N → N sera de´fini dans ce qui suit.
φ
ΛN
︸ ︷︷ ︸
ΣN
︸ ︷︷ ︸
Fix(fN )
︸ ︷︷ ︸
T
wN ,w
N
y
zN
w¯N w
...
...
2k(N)+1
2N
2k+1
2N
2k−1
2N
1
2N
AkN
· · · · · ·
zN+1 zN
∼k(N+1)
∼k(N)
(N+1)z− 1
2
Nz− 1
2
(φ−1)′
0 φ(w)
Fig. 1 – Repre´sentation de TN (f) et construction de la suite k(N) associe´e.
On remarque que les termes de la somme dans (13) sont non nuls seulement si N |AkN | ≥ k. Ceci
nous indique la fac¸on de de´finir la fonction k(N). La convexite´ de φ sur ]0, w[ implique
(φ−1)′( 2k−1
2N
) ≥ N |AkN | =
φ−1( 2k+1
2N
)− φ−1( 2k−1
2N
)
1
N
≥ (φ−1)′( 2k+1
2N
).
Pour que la condition N |AkN | ≥ k soit ve´rifie´e pour tout k = 1, 2, . . . , k(N), de´finissons pour tout
N ∈ N assez grand
k(N) = max{k : (φ−1)′( 2k+1
2N
) ≥ k}. (14)
Cette de´finition entraˆıne imme´diatement que (φ−1)′( 2k(N)+1
2N
) > k(N) et (φ−1)′( 2k(N)+3
2N
) ≤ k(N)+
1. Introduisant une suite (zN )N∈N par la relation suivante (voir figure 1)
(φ−1)′(zN ) = NzN − 1
2
, (15)
on peut aussi repre´senter k(N) sous la forme
k(N) = Ent[NzN − 12 ] = Ent[(φ−1)′(zN )].
En meˆme temps il est facile de voir qu’on peut modifier la suite (zN ) en exigeant (φ
−1)′(zN ) = NzN ,
ce qui facilite le calcul et ne change pas l’ordre de croissance k(N) ≍ (φ−1)′(zN ).
L’estimation (13) montre que pour trouver l’ordre de croissance de T 0,wN (g) il faut estimer
l’ordre des trois termes suivants : k(N), TwN ,wN (g) et ΣN (g) =
∑k(N)
k=1
N|AkN |
k
. On commence par le
deuxie`me. Posons w¯N = φ
−1(zN ), ou` zN est donne´ par (15). On a
|w¯N − wN | ≤
∣∣φ−1( 2k(N)+3
2N
)− φ−1( 2k(N)+1
2N
)
∣∣ ≤ k(N)+1
N
,
d’ou` TwN ,wN (g) ≤ T w¯N ,wN (g) + k(N). Soit λN = φ′(w¯N ). On a
1
λN
=
1
φ′(w¯N )
=
1
φ′(φ−1(zN ))
= (φ−1)′(zN ) = NzN − 1
2
∈]k(N), k(N) + 1[.
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Ceci implique λN ∈] 1k(N)+1 , 1k(N) [. Comme φ est convexe, on a aussi
g(x) ≥ x+ ΛN (x) = x+ λN (x− w¯N ) + zN
pour tout x ∈ [w¯N , w[. Cette analyse permet de majorer TwN ,wN (g), avec l’aide de Lemme 5.1, de
la manie`re suivante :
TwN ,wN (g) ≤ T w¯N ,wN (g) + k(N) ≤ T w¯N ,wN (ΛN + id) + k(N) =
Ent
[
1
ln(1 + λN )
(
ln
(
w +
zN − λN w¯N − 12N
λN
)
− ln
(
w¯N +
zN − λN w¯N − 12N
λN
))]
+ k(N) + 1 =
Ent
[
1
ln(1 + λN )
ln
(
1 + (w − w¯N ) λN
zN − 12N
)]
+ k(N) + 1 ≤
Ent
[
1
ln(1 + 1
k(N)+1
)
ln
(
1 + (w − y) N
k(N)2
)]
+ k(N) + 1. (16)
En ce qui concerne l’estimation de ΣN (g), on a
k(N)∑
k=1
1
k
(φ−1)′( 2k−1
2N
) ≥ ΣN (g) =
k(N)∑
k=1
φ−1( 2k+1
2N
)− φ−1( 2k−1
2N
)
k
N
≥
k(N)∑
k=1
1
k
(φ−1)′( 2k+1
2N
). (17)
Dans notre cas particulier ou` φ(x) = axn, il est facile de voir que k(N) ≍ N n−12n−1 . De plus
l’estimation (16) implique que l’ordre de croissance de TwN ,wN (g) est au plus e´gal a` N
n−1
2n−1 lnN .
Dans l’estimation de T 0,wN (g), l’ordre dominant en N vient alors de la somme ΣN (g). Effectivement,
reprenons les ine´galite´s (17) :
k(N)∑
k=1
1
nk
(
2k + 1
2N
) 1−n
n
≤ ΣN (g) ≤
k(N)∑
k=1
1
nk
(
2k − 1
2N
) 1−n
n
.
Comme les se´ries
∑∞
1
1
k (2k ± 1)
1−n
n convergent, ceci implique que ΣN (g) ≍ N n−1n . Les ine´galite´s
(13) entraˆınent l’ordre N
n−1
n de croissance de T 0,wN (g). Ceci conclut la preuve du lemme. 
Remarque. L’ide´e ge´ne´rale permettant d’obtenir les diverses estimations dans la preuve du
Lemme 5.3 marche pour tout home´omorphisme g ∈ Homeo+(S1) qui peut eˆtre repre´sente´ dans un
voisinage “a` droite” [y, w[ de son point fixe isole´ y ∈ Fix(g) sous la forme g = id+ φ, ou` φ est une
fonction de classe C1, croissante, convexe et telle que limx→y+ φ′(x) = 0. En particulier, l’exposant
n ≥ 2 apparaˆıssant dans la de´finition de tangence a` l’identite´ peut eˆtre remplace´ par un nombre
re´el α > 1 et une version modifie´e du lemme sera toujours vraie.
Maintenant on s’inte´resse plus ge´ne´ralement aux home´omorphismes ayant de points pe´riodiques.
Soit f ∈ Homeo+(S1) un home´omorphisme de nombre de rotation ρ(f) = p/q. Dans ce cas fq ad-
met de points fixes et on peut alors parler de tangence ou transversalite´ de fq par rapport a`
l’identite´ en un point pe´riodique isole´ de f .
Proposition 5.4 Soit f ∈ HomeoQ+(S1) un home´omorphisme rationnel, ayant un nombre fini de
points pe´riodiques. Supposons que ρ(f) = pq , avec p et q premiers entre eux.
(i). Si fq est transverse a` l’identite´ en tout point y ∈ Per(f), alors TN (f) ≍ lnN .
(ii). Si le maximum des ordres de contact entre fq et l’identite´ sur l’ensemble des points
pe´riodiques de f est e´gal a` n (n ≥ 2), alors TN (f) ≍ N n−1n .
Preuve. Dans le cas d’un home´omorphisme f ∈ HomeoQ+(S1) ayant des points fixes, comme
#Fix(f) <∞, on de´duit l’e´nonce´ de la proposition directement des Lemmes 5.2 et 5.3.
Supposons maintenant que ρ(f) = pq , q ≥ 2. On remarque que l’home´omorphisme f est lip-
schitzien au voisinage de l’ensemble de ses points pe´riodiques. Notons par L > 0 la constante de
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Lipschitz correspondante. Pour tout N ∈ N suffisamment grand et tout x ∈ EN suffisamment
proche de l’ensemble Per(f), on a
|(fN )q(x)− fq(x)| ≤ c
2N
,
ou` c = L
q−1
L−1 ne de´pend pas de N . On remarque que ceci implique
|(fN )q(x)− (fq)N (x)| ≤ c+ 1
2N
,
pour tout x ∈ EN . On en de´duit facilement qu’une orbite injective de (fN )q ne peut effectuer qu’un
nombre fini, majore´ inde´pendamment de N , de tours autour du cercle.
Pour prouver notre proposition, il est donc suffisant de calculer l’ordre maximal de la longueur
d’une orbite de l’application fN , qui fait un seul tour de S
1 :
T 1N (f) = max
x∈EN
{k : f iN (x) 6= f jN (x) pour i 6= j, i, j = 0, 1, . . . , k, et |f˜kN (x˜)− x˜| < 1},
ou` f˜N : E˜N → E˜N est un releve´ canonique de l’application fN et x˜ un releve´ du point x.
Sur l’ensemble BN = {x ∈ S1 : |fq(x)−x| > c2N }, l’estimation de T 1N (f) est la meˆme que celle de
TEnt[N/c](f
q), qui est donne´e par les deux lemmes cite´s ci-dessus et qui correspond a` celle e´nonce´e
dans la proposition. Pour N ∈ N suffisamment grand, le comple´mentaire dans S1 de l’ensemble
BN est inclus dans une union d’intervalles de cercle, chacun contenant un point fixe de f
q. Les
longueurs de ces intervalles peuvent eˆtre majore´es par :
(i). λN−1, avec λ > 0 ne de´pendant pas de N , dans le cas transverse ;
(ii). λN−
1
n , avec λ > 0 ne de´pendant pas de N , dans le cas de la tangence d’ordre n.
On voit donc que T 1N (f) est d’ordre 1 sur S
1 \ BN dans le premier cas et d’ordre au plus N n−1n
dans le deuxie`me. Ceci conclut la preuve de la proposition. 
La Proposition 5.4 et le raisonnement pre´sente´ dans sa preuve permettent d’e´noncer les corol-
laires suivants :
Corollaire 5.5 Soit f ∈ Homeo+(S1) un home´omorphisme de nombre de rotation rationnel
ρ(f) = pq , ayant un nombre fini de points pe´riodiques et tel que f
q est transverse a` l’identite´
en tout point y ∈ Per(f). Alors il existe une constante C > 0, ne de´pendant pas de N , telle que
qN (f) < C lnN pour tout N ∈ N.
Corollaire 5.6 Soit f ∈ Diffω,Q+ (S1) un diffe´omorphisme analytique, de nombre de rotation
rationnel, semi-stable. Il existe un entier n ≥ 2 tel que TN (f) ≍ N n−1n .
On remarque que le premier de ces deux corollaires comple`te en un sens l’e´nonce´ du The´ore`me
A.1.
6 Diffe´omorphismes irrationnels - le cas ge´ne´rique
Dans ce paragraphe, on va montrer l’existence de diffe´omorphismes irrationnels dont les discre´ti-
sations he´ritent des proprie´te´s des discre´tisations des diffe´omorphismes paraboliques. On prouve que
ce comportement est ge´ne´rique au sens de Baire dans l’ensemble des diffe´omorphismes irrationnels.
Introduisons d’abord quelques notations. Pour tout N ∈ N, soit
E∗2N = {(2k + 1)/2N : k = 0, 1, . . . , N − 1} ⊂ E2N ⊂ S1,
l’ensemble des points de discontinuite´ de la projection PN . On de´finit aussi les ensembles
DN = {f ∈ Homeo+(S1) : f(EN ) ∩ E∗2N = ∅}, et D =
⋂
N∈N
DN .
On remarque que tous les ensembles DN , N ∈ N, sont ouverts et denses non seulement dans
Homeo+(S
1), mais aussi dans l’ensemble des home´omorphismes de nombre de rotation irrationnel,
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ainsi que dans chaque ensemble Fp/q, p/q ∈ Q, des home´omorphismes paraboliques de nombre
de rotation p/q. De meˆme si on se restreint aux diffe´omorphismes du cercle de classe Cr et si on
s’inte´resse aux ensembles DN ∩Diff+r(S1).
On cherche a` e´noncer un re´sultat concernant le comportement ge´ne´rique de la suite (qN )N∈N
associe´e aux discre´tisations d’un diffe´omorphisme irrationnel. Un tel diffe´omorphisme f n’admet pas
d’orbite pe´riodique et cette “non pe´riodicite´” de l’action continue se refle`te dans le comportement
des discre´tisations du diffe´omorphisme f . On observe notamment que les longueurs qN des cycles
pe´riodiques de l’application discre`te fN : EN → EN tendent vers l’infini avec N . On prouve
maintenant, que dans le cas d’un diffe´omorphisme irrationnel ge´ne´rique, cette divergence vers
l’infini peut eˆtre aussi lente qu’on veut.
The´ore`me 6.1 Soit ψ : N → R+ une fonction croissante, telle que limN→∞ ψ(N) = +∞. Soit
r ∈ {0} ∪ N ∪ {∞, ω}. Alors dans l’ensemble des diffe´omorphismes irrationnels de classe Cr, il
existe un ensemble de type Gδ dense de diffe´omorphismes qui ve´rifient
lim inf
N→∞
qN (f)
ψ(N)
= 0. (18)
Preuve. Soit Xr l’adhe´rence de l’ensemble des diffe´omorphismes irrationnels de classe Cr dans
l’ensemble de tous les diffe´omorphismes de classe Cr. Outre les diffe´omorphismes irrationnels,
l’ensemble Xr contient tous les diffe´omorphismes rationnels paraboliques. Muni de la topologie
induite par celle de Diff+
r(S1), Xr est un espace de Baire. Il est facile de voir que Diff+
r,R\Q(S1)
est un Gδ dense dans X
r.
Pour tout N ∈ N, on introduit une application HN : Homeo+(S1)→ R de´finie par
HN (f) =
qN (f)
ψ(N)
.
On voit facilement que l’application HN est localement constante, et donc continue, sur DN . On
de´finit maintenant l’application limite H : Homeo+(S
1)→ [0,∞] par
H(f) = lim inf
N→∞
HN (f) = lim inf
N→∞
qN (f)
ψ(N)
.
Puisqu’elle est limite infe´rieure de fonctions continues sur D, H est semi-continue supe´rieurement
sur D.
L’ensemble Dr = D ∩ Xr est un Gδ dense dans Xr. Comme Xr est un espace de Baire, Dr
avec la topologie induite l’est aussi. L’application H est semi-continue supe´rieurement sur Dr, ce
qui implique que (H|Dr )−1(0) est un Gδ dans Dr. On verra que cet ensemble est aussi dense dans
Dr.
Premie`rement, on remarque que si un home´omorphisme parabolique f admet la Proprie´te´ Q
indtroduit dans le pargraphe 4, alors H(f) = 0. C’est un simple corollaire de l’existence d’une sous-
suite constante dans la suite (qN (f))N∈N. Soit F rp/q l’ensemble des home´omorphismes paraboliques
de nombre de rotation p/q ∈ Q et de classe Cr. La Proposition 4.1 affirme l’existence d’un ouvert
dense (dans F rp/q) U
r
p/q ⊂ F rp/q des home´omorphismes admettant la Proprie´te´ Q. L’ensemble D ∩
Urp/q est un Gδ dense dans F
r
p/q. De plus, il est contenu dans (H|Dr )
−1(0) pour tout p/q ∈ Q.
Comme
⋃
p/q∈Q F
r
p/q est dense dans X
r, ceci implique que la pre´image (H|Dr )−1(0) est dense dans
Dr = D ∩Xr.
D’autre part, Dr est un Gδ dense dans X
r, d’ou` H−1(0) ∩Xr contient un Gδ dense dans Xr.
De plus, l’ensemble Diff+
r,R\Q(S1) des diffe´omorphismes irrationnels de classe Cr est un Gδ dense
dans Xr, alors H−1(0) ∩ Diff+r,R\Q(S1) contient un ensemble Gδ dense dans Diff+r,R\Q(S1). Ceci
conclut la preuve du the´ore`me.

Le meˆme type de raisonnement permet de prouver des re´sultats concernant le temps de stabilisa-
tion du processus de discre´tisation. Dans ce cas, on va utiliser l’analyse pre´sente´e dans le paragraphe
pre´ce´dent, et en particulier le Corollaire 5.6. On se place alors dans le cadre des diffe´omorphismes
analytiques du cercle Diff+
ω(S1).
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The´ore`me 6.2 Soit ψ : N → R+ une fonction positive telle que limN→∞ ψ(N)/
√
N = 0. Alors
dans l’ensemble des diffe´omorphismes irrationnels de classe Cω il existe un ensemble Gδ dense de
diffe´omorphismes ve´rifiant
lim sup
N→∞
TN (f)
ψ(N)
= +∞ et lim inf
N→∞
TN (f)
N
= 0.
Preuve. Le raisonnement est analogue a` celui de la preuve du the´ore`me pre´ce´dent. Soit Xω
l’adhe´rence de l’ensemble des diffe´omorphismes analytiques irrationnels. Pour tout N ∈ N, on intro-
duit deux applications H1N ,H
2
N : Diff+
ω(S1)→ R+ de´finies par H1N (f) = TN (f)/ψ(N) et H2N (f) =
TN (f)/N , ainsi que les applications limites H
1 et H2 donne´es par H1(f) = lim supN→∞H
1
N (f)
et H2(f) = lim infN→∞H2N (f) a` valeurs dans [0,+∞]. Chacune des applications HiN , i = 1, 2, est
continue sur l’ensemble DN et donc les H
i, i = 1, 2, sont continues sur D.
L’ensemble Dω = D ∩ Xω est un Gδ dense dans Xω et les applications Hi, i = 1, 2, sont
semi-continues respectivement infe´rieurement et supe´rieurement sur Dω. Ceci implique, que les
ensembles (H1|Dω )
−1(∞) et (H2|Dω )−1(0) sont de type Gδ dans Dω et donc aussi dans Xω. De plus,
graˆce au Corollaire 5.6, on sait que tout diffe´omorphisme parabolique appartenant a` Dω, appartient
a` l’intersection des deux pre´images conside´re´es. D’autre part, l’ensemble des diffe´omorphismes
paraboliques appartenant a` Dω est dense dans Xω. Ceci implique que l’ensemble (H1|Dω )
−1(∞) ∩
(H2|Dω )
−1(0) est non seulement de type Gδ, mais aussi dense dans Xω. On conclut la preuve de la
meˆme manie`re que celle du the´ore`me pre´ce´dent. 
Le The´ore`me B pre´sente´ dans l’introduction est un corollaire imme´diat des The´ore`mes 6.1 et 6.2.
Remarque. Le raisonnement pre´sente´ dans les preuves de deux derniers the´ore`mes permet aussi
d’e´tudier le comportement des discre´tisations de diffe´omorphismes irrationnels ge´ne´riques dans des
familles de diffe´omorphismes. Soit E un espace me´trique complet et se´parable (on a besoin d’un
espace de Baire) et soit u : E → Diff+r(S1) une application continue. Supposons que u(E) ∩
Diff+
r,R\Q(S1) 6= ∅ et que
• les diffe´omorphismes paraboliques appartenant a` u(E) sont denses dans l’adherence de l’en-
semble des diffe´omorphismes irrationnels appartenant a` u(E) ;
• les diffe´omorphismes appartenant a` l’ensemble D sont denses dans les ensembles de diffe´o-
morphismes paraboliques et irrationnels appartenant a` u(E).
Dans ce cas, on peut prouver qu’un diffe´omorphisme irrationnel ge´ne´rique he´rite les proprie´te´s
des diffe´omorphismes paraboliques appartenant a` u(E). Les deux conditions ci-dessus ne sont pas
difficiles a` satisfaire car l’ensemble des diffe´omorphismes irrationnels de classe Cr est d’inte´rieur
vide et l’ensemble D est un Gδ dense dans les ensembles des diffe´omorphismes irrationnels et
paraboliques.
7 Diffe´omorphismes diophantiens - le cas pre´valent
On dit qu’un nombre irrationnel α satisfait une condition diophantienne de type (C, ε) si
∀ p
q
∈ Q
∣∣∣∣α− pq
∣∣∣∣ ≥ Cq2+ε , (19)
ou` C et ε sont des constantes positives ne de´pendant que de α. Pour un ε > 0 fixe´, l’ensemble
D(ε) des nombres qui sont diophantiens de type (C, ε) pour un certain C > 0, est de mesure de
Lebesgue pleine dans ]0, 1[.
Dans ce paragraphe, on s’inte´resse aux discre´tisations des diffe´omorphismes f ∈ Diff+r(S1),
r ≥ 3, dont le nombre de rotation α ∈ R\Q satisfait une condition diophantienne. Par le the´ore`me
de Denjoy, le diffe´omorphisme en question est conjugue´ a` la rotation Rα correspondante (ceci est
vrai pour tout diffe´omorphisme du cercle irrationnel continuˆment diffe´rentiable, dont le logarithme
de la de´rive´e est a` variation borne´e, cf. par exemple [11]). De plus cette conjugaison est de classe
C1, ce qui est ve´rifie´ par tout diffe´omorphisme de nombre de rotation diophantien et de classe de
diffe´rentiabilite´ au moins C2+δ, δ > 0 (voir par exemple [9] et [12]). On montrera que le compor-
tement des discre´tisations d’un tel diffe´omorphisme diffe`re de celui pre´sente´ dans le paragraphe
pre´ce´dent.
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R
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Fig. 2 – Une discre´tisation uniforme d’un diffe´omorphisme f = h−1◦Rα◦h, conjugue´ a` la rotation,
est e´quivalente a` une discre´tisation non uniforme de la rotation elle-meˆme.
Supposons que f soit conjugue´ a` la rotation Rα par un diffe´omorphisme h. On remarque que,
pour tout N ∈ N fixe´, l’e´tude de la discre´tisation uniforme du diffe´omorphisme f sur l’ensemble EN
revient a` celle de la discre´tisation de Rα sur l’ensemble E
h
N = h(EN ), la projection P
h
N : S
1 → EhN
e´tant de´finie par PhN = h ◦ PN ◦ h−1. On en de´duit imme´diatement le the´ore`me suivant :
The´ore`me 7.1 Soit f un diffe´omorphisme de classe C2+δ, δ > 0, de nombre de rotation α ∈ R\Q
qui satisfait une condition diophantienne du type (C, ε). Alors il existe une constante K > 0, ne
de´pendant pas de N , telle que
∀ N ∈ N, qN ≥ KN 12+ε . (20)
Preuve. Notons h le diffe´omorphisme conjugant f a` la rotation Rα. Pour tout N ∈ N, les cycles
pe´riodiques de l’application discre`te fN : EN → EN sont de type (pN (f), qN (f)), tout comme ceux
de l’application (Rα)
h
N : E
h
N → EhN . Comme le diffe´omorphisme h est de classe C1, on a
max
x∈S1
|h(x)− h(x+ 1
2N
)| ≤ max
x∈S1
|h′(x)| 1
2N
= ‖Dh‖ 1
2N
.
Ceci implique que maxx∈S1 |PhN (x)−x| ≤ ‖DH‖2N . Un raisonnement analogue a` celui de la preuve de
la Proposition 2.2 nous ame`ne a` l’ine´galite´ suivante :∣∣∣∣α− pNqN
∣∣∣∣ ≤ ρ(R ‖Dh‖
2N
◦Rα)− ρ(R− ‖Dh‖2N ◦Rα) =
‖Dh‖
N
.
D’autre part, la condition diophantienne (C, ε) donne∣∣∣∣α− pNqN
∣∣∣∣ ≥ Cq 2+εN .
On rassemble les deux ine´galite´s ci-dessus pour obtenir l’assertion du the´ore`me. 
On va montrer maintenant que les proprie´te´s des discre´tisations des diffe´omorphismes irration-
nels diophantiens sont pre´valentes dans Diff+
r,R\Q(S1), r ≥ 3. Introduisons l’espace
Fr1 ([0, 1]k) = {u ∈ C1([0, 1]k,Diff+r(S1)), u−1(HomeoR\Q+ (S1)) 6= ∅}
de familles de classe C1 a` k parame`tres de diffe´omorphismes de classe Cr, contenant des diffe´o-
morphismes irrationnels. On conside`re sur cette espace la topologie induite par la convergence
uniforme. Notons aussi mk la mesure de Lebesgue dans R
k. Dans [8] on trouve le re´sultat suivant :
The´ore`me 7.2 (Herman) Soit 3 ≤ r ≤ ω et u : [0, 1] → Diff+r(S1) une famille appartenant a`
Fr1 ([0, 1]) telle que ρ ◦ u : [0, 1]→ [0, 1] n’est pas constante. Posons
Y = {t ∈ [0, 1] : u(t) est Cr−2 conjugue´ a` la rotation irrationnelle}.
Alors m1[Y ] > 0. De plus, si Z ⊂ [0, 1] est un bore´lien de mesure nulle, alors m1[ρ ◦ u(Z)] = 0.
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On remarque que par le the´ore`me de Denjoy l’ensemble Y contient tout diffe´omorphisme ir-
rationnel de nombre de rotation diophantien appartenant a` u. De plus, pour tout ε > 0 fixe´,
l’ensemble D(ε) des nombres diophantiens de type (C, ε) avec une constante C > 0, est de mesure
pleine dans [0, 1]. Le the´ore`me de Herman implique en particulier que m1[(ρ ◦ u)−1(D(ε))] > 0. La
proposition suivante comple´tera la preuve du The´ore`me C e´nonce´ dans l’introduction.
Proposition 7.3 Fixons ε > 0. Soit k ∈ N et 3 ≤ r ≤ ω. Alors il existe un ensemble ouvert et
dense F˜ ⊂ Fr1 ([0, 1]k) tel que toute famille u ∈ F˜ ve´rifie
mk
[{t ∈ [0, 1]k : ρ(u(t)) ∈ D(ε)}] > 0. (21)
Preuve. Pour tout s = (s1, . . . , sk) ∈ [0, 1]k et tout i = 1, . . . , k on note
usi (·) = u(s1, . . . , si−1, ·, si+1, . . . , sk) : [0, 1]→ Diff+r(S1).
Posons
F˜ = {u ∈ Fr1 ([0, 1]k) : ∃t ∈ [0, 1]k ∀i = 1, . . . , k, ρ ◦ uti : [0, 1]→ [0, 1] n’est pas constante}.
Par la continuite´ de l’application ρ, l’ensemble F˜ est clairement ouvert. On montrera qu’il est
aussi dense dans Fr1 ([0, 1]k). Soit u ∈ Fr1 ([0, 1]k). On remarque que par la de´finition meˆme, il existe
t = (t1, . . . , tk) ∈ [0, 1]k tel que ρ(u(t)) ∈ R \ Q. Pour tout δ > 0 de´finissons une application
φδ : [0, 1]
k → R donne´e par
φδ(s1, . . . , sk) = δ
1
k
k∑
i=1
(si − ti).
Soit uδ ∈ Fr1 ([0, 1]k) une famille de diffe´omorphismes donne´e par uδ(s) = Rφδ(s)◦u(s) ∈ Diff+r(S1).
On remarque que ρ(uδ(t)) = ρ(u(t)) ∈ R \Q, d’ou` uδ ∈ Fr1 ([0, 1]k). De plus d(u, uδ) ≤ δ.
On va prouver que uδ appartient a` F˜ pour tout δ suffisamment petit. Plus pre´cisement on
montrera que ρ ◦ (uδ)ti n’est pas constante pour tout i = 1, . . . , k. Si i ∈ {1, . . . , k} est tel que
ρ ◦ uti n’est pas constante, alors par continuite´ de ρ, pour tout δ petit, on obtient que ρ ◦ (uδ)ti
n’est pas constante. Soit j ∈ {1, . . . , k} tel que ρ ◦utj est constante sur [0, 1]. On a donc ρ ◦utj(s) =
ρ ◦ utj(tj) = ρ(u(t)) = α ∈ R \ Q pour tout s ∈ [0, 1]. Mais dans ce cas l’application ρ ◦ (uδ)tj ne
peux pas eˆtre constante car :
• ρ ◦ (uδ)tj(tj) = ρ(uδ(t)) = ρ(u(t)) = α est irrationnel.
• Pour tout s ∈ [0, 1], s 6= tj , on a ρ ◦ (uδ)tj(s) = ρ(Rφδ(s) ◦ utj(s)). Mais pour tout f ∈
Homeo+(S
1), l’application t 7→ ρ(Rt ◦ f) est strictement croissante en tout point t tel que
ρ(Rt ◦ f) ∈ R \Q. Comme φδ(s) 6= 0 et ρ(utj(s)) = α, on a ρ ◦ (uδ)tj(s) 6= α.
Ceci implique que l’ensemble F˜ est ouvert et dense dans Fr1 ([0, 1]k). On va prouver maintenant
que toute famille u ∈ F˜ ve´rifie (21). Fixons ε > 0. Soit u ∈ F˜ et t ∈ [0, 1]k tel que ρ ◦ uti : [0, 1]→
[0, 1] n’est pas constante pour tout i = 1, . . . , k. Pour tout i il existe donc l’intervalle Ii ⊂ [0, 1]
contenant ti et tel que pour tout s ∈ I = I1× . . .× Ik, l’application ρ ◦usi n’est pas constante pour
tout i = 1, . . . , k. Pour tout m ∈ N notons
Jm =
{
(s1, . . . , sk−1) ∈ I1 × . . .× Ik−1 : m1[tk ∈ Ik : ρ ◦ u(s1, . . . , sk−1, tk) ∈ D(ε)] ∈
[
1
m+1
,
1
m
[}
.
On a Jm ∩ Jm′ = ∅ pour m 6= m′ et par le the´ore`me de Herman
⋃
m∈N Jm = I1 × . . . × Ik−1. On
en de´duit qu’il existe m0 ∈ N tel que mk−1[Jm0 ] > 0. De plus, par de´finition de Jm0 , pour tout
s ∈ Jm0 on a m1[(ρ◦u)−1(D(ε))∩({s}×Ik)] ≥ 1/(m0+1). Ceci implique que mk[(ρ◦u)−1(D(ε))∩
(Jm0 × Ik)] > 0, ce qui conclut la preuve de la proposition. 
Pour comple´ter ce paragraphe on va pre´senter une discussion autour d’une conjecture qui semble
eˆtre confirme´e par les simulations nume´riques effectue´es.
Conjecture 7.4 Soit ε > 0 fixe´ et soit 3 ≤ r ≤ ω. Les proprie´te´s suivantes sont Cr-pre´valentes
dans des familles de diffe´omorphismes irrationnels :
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• qN (f) ≍ TN (f) ≍ N 12+ε , ce qui est l’ordre de croissance minimal pre´vu par le The´ore`me 7.1 ;
• rN (f) ≤ C, ou` C > 0 est une constante qui ne de´pend pas de N ∈ N et rN de´signe le nombre
de cycles pe´riodiques de l’application discre`te fN .
On a de´ja` vu qu’une discre´tisation uniforme du diffe´omorphisme f peut eˆtre conside´re´e comme
une discre´tisation de la rotation Rα sur un ensemble E
h
N non uniforme´ment distribue´ sur S
1. On
sait par ailleurs (cf. par exemple [16] et [10]) que si on demande qu’une orbite O(x) de la rotation
diophantienne Rα soit 1/N -se´pare´e sur S
1, sa longueur maximale sera d’ordre N
1
2+ε quand N tend
vers l’infini, c’est-a`-dire
max{k ≥ 1 : min
i 6=j, 1≤i,j≤k
|Riα(x)−Rjα(x)| > 1N } ≍ N
1
2+ε . (22)
Dans ce contexte, la conjecture dit que si le diffe´omorphisme h qui de´forme l’ensemble de discre´tisa-
tion est assez re´gulier et n’est pas trop particulier, alors le comportement des discre´tisations (Rα)
h
N
refle`te celui de la rotation elle-meˆme. Notamment, si on supposait que toute orbite discre´tise´e
OhN (x), x ∈ EhN , restait C˜/N -proche de la vraie orbite O(x) pendant suffisamment longtemps
(C˜ > 0 une constante ne de´pendant pas de N), on aurait l’analogue de l’estimation (22) pour
l’application discre`te (Rα)
h
N . Ceci, au vu du The´ore`me 7.1, impliquerait la premie`re affirmation de
la conjecture. Pour justifier la deuxie`me, on remarque que (22) implique aussi que toute orbite de
longueur d’ordre N
1
2+ε contient deux points dont la distance sur le cercle est borne´e par C/N , ou`
la constante C > 0 ne de´pend pas de N .
Mais il existe des diffe´omorphismes h pour lesquels les affirmations de la conjecture sont fausses.
Il suffit de reprendre l’exemple de la discre´tisation uniforme d’une rotation irrationnelle e´tudie´ dans
le paragraphe 3 (ici h = id). On peut peut-eˆtre expliquer cette diffe´rence de comportement par le
fait qu’une orbite discre´tise´e non uniforme´ment OhN (x) approche en ge´ne´ral mieux la vraie orbite
O(x) de Rα qu’une orbite ON (x) correspondant a` une discre´tisation uniforme. Dans le cas uniforme
on a :
(Rα)N (x)−Rα(x) = Ent[Nα+
1
2
]
N
− α = ∆N ,
inde´pendamment de x ∈ EN . Ceci implique qu’a` chaque ite´ration la distance entre les Rα-ite´re´s
et (Rα)N -ite´re´s augmente du meˆme facteur |∆N |. Cependant, dans le cas d’une discre´tisation non
uniforme, on peut espe´rer que les diffe´rences apparaissant a` chaque ite´ration vont se compenser le
long la trajectoire de sorte que les orbites OhN (x) et O(x) restent “pre´s” l’une de l’autre.
Pour conclure ce paragraphe on remarque une certaine analogie entre le comportement de la
suite des discre´tisations d’un diffe´omorphisme diophantien et la the´orie des applications ale´atoires
des ensembles finis. Pour tout N ∈ N soit XN = {1, 2, . . . , N} et AN = XXNN l’ensemble de toutes
les applications de l’ensemble XN dans lui meˆme. On conside`re la probabilite´ PN uniforme sur
AN et on note EN l’espe´rance associe´e. Pour tout a ∈ AN et tout x ∈ XN on de´finit les grandeurs
suivantes :
• γ(a) le nombre de cycles pe´riodiques de l’application a : XN → XN ;
• γ¯(a) le nombre de points appartenant a` tous les cycles de l’application a ;
• δ(a, x) la longueur du cycle pe´riodique de l’application a contenu dans l’orbite de x ;
• β(a, x) la longueur maximale de l’orbite injective de l’application a partant de x ;
Dans [3] (section 14.5, p. 412), on trouve la preuve du re´sultat suivant :
The´ore`me 7.5 Quand N tend vers l’infini, on a EN (γ) ≍ lnN et EN (γ¯) ≍ EN (δ) ≍ EN (β) ≍√
N .
L’e´tude des applications ale´atoires comme mode`le de la structure de cycles pe´riodiques des
applications chaotiques a e´te´ propose´e par D. Ruelle. L’ide´e principale consiste a` dire que si la
dynamique du syste`me en question est suffisamment complique´e et impre´visible, on peut pour
l’approcher choisir “au hasard” les images de points (jusqu’a` la premie`re re´pe´tition - ensuite l’orbite
doit suivre la trajectoire de´ja` de´termine´e). Le lecteur se reportera a` [14] pour une discussion plus
de´taille´e de ce proble`me ainsi que pour des re´fe´rences supple´mentaires.
Notre conjecture affirme que la dynamique discre`te induite par des diffe´omorphismes diophan-
tiens est dans un sens “asymptotiquement ale´atoire”. Il est remarquable que ce phe´nome`ne persiste
dans la dimension 1 ou` la dynamique doit tenir compte de l’ordre naturel des points provenant de
la droite re´elle.
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8 Proprie´te´s ergodiques des discre´tisations
On s’inte´resse maintenant a` la distribution spatiale des orbites des discre´tisations. On se place
dans un cadre plus ge´ne´ral suivant. Soit M une varie´te´ riemannienne compacte et notons dM la
distance correspondante. Pour tout N ∈ N on se donne un ensemble fini de points EN ⊂M et une
projection PN : M → EN . A tout home´omorphisme f : M → M on peut associer la suite de ses
discre´tisations de´finies par fN = PN ◦f|EN . Supposons que cette discre´tisation est “uniforme”, c’est-
a`-dire qu’il existe une constante K > 0, ne de´pendant pas de N , telle que dM (x, PN (x)) < K/N
pour tout x ∈M . Dans l’introduction on a propose´ une condition additionnelle de l’unformite´ de la
discre´tisation : l’existence d’une constante C > 0 telle que minx,y∈EN dM (x, y) > C/N . Elle n’est
pas vraiment ne´cessaire dans la preuve de notre re´sultat, mais elle semble raisonnable pour que le
mode`le discret approche le syste`me continue avec la meˆme pre´cision, inde´pendamment du point de
l’espace choisi.
Rappelons la de´finition de la convergence faible de mesures. Soit X un espace me´trique et
(νn)n∈N une suite de mesures de probabilite´, bore´liennes sur X. On dira que cette suite converge
faiblemet vers une mesure bore´lienne ν si
lim
n→∞
∫
X
φdνn =
∫
X
φdν
pour toute fonction continue et borne´e φ : X → R.
On a le re´sultat suivant :
Proposition 8.1 Soit f :M →M un home´omorphisme uniquement ergodique et soit µ l’unique
mesure de probabilite´ f-invariante. Pour tout N ∈ N, soit γN ⊂ EN un cycle pe´riodique de la
N -ie`me discre´tisation fN : EN → EN de l’home´omorphisme f . Soit µN la mesure de probabilite´
uniforme´ment distribue´e sur le cycle γN . Alors on a une convergence faible µN → µ, quand N tend
vers l’infini, inde´pendamment du choix du cycle γN a` chaque instant N ∈ N.
En pratique, la proposition implique que pour tout sous-intervalle I ⊂ S1 fixe´, le nombre de
points d’un cycle γN appartenant a` I, divise´ par la longueur de ce cycle qN , converge quand N
tend vers l’infini vers la mesure µ(I) de cet intervalle. Si on fixait une de´composition du cercle
en M ∈ N intervalles de meˆme longueur 1/M et si on comptait le nombre de points d’un cycle
discre´tise´ γN (ou` N ≫ M) dans chacun des intervalles, alors l’histogramme associe´ approcherait
la densite´ de la mesure f -invariante µ.
Comme f est uniquement ergodique, le the´ore`me ergodique de Birkhoff implique que l’orbite
sous l’action de f de µ-presque tout point x ∈ M est distribue´e dans M selon la mesure µ. Ceci
n’explique pas le phe´nome`ne pre´sente´ dans la proposition, car pour tout N ∈ N, toute fN -orbite
est contenue dans l’ensemble EN , qui est fini et donc en ge´ne´ral de µ-mesure nulle.
De plus, P. Go´ra et A. Boyarsky remarquent dans [7] que meˆme si une application f : [0, 1]→
[0, 1] admet plusieurs mesures invariantes, on observe toujours que les orbites discre´tise´es refle`tent
la distribution de celle qui est absolument continue par rapport a` la mesure de Lebesgue. Ceci
est aussi valable dans le cas ou`, apre`s quelques ite´rations seulement, l’orbite discre´tise´e devient
comple`tement diffe´rente de l’orbite de l’application continue f , correspondant au meˆme point de
de´part.
Ce phe´nome`ne a e´te´ explique´ de manie`re tre`s intuitive par Boyarsky [4] par l’argumentation
suivante. Soit f : [0, 1]→ [0, 1] une application ayant une mesure ergodique µ, absolument continue
par rapport a` la mesure de Lebesgue, de support total. Dans ce cas, il n’existe pas d’autre mesure
absolument continue, f -invariante, de support total. Alors il existe x ∈ [0, 1], dont l’orbite O(x)
sous l’action de f est dense dans [0, 1] et distribue´e selon la mesure µ. Soit ON (xN ) une orbite de la
discre´tisation fN de l’application f . Supposons que la longueur de l’orbite ON croisse vers l’infini
quand N augmente. Fixons ε > 0. Comme O(x) est dense dans [0, 1], il existe un point f i1(x) ∈
O(x), tel que |f kN (xN )−f i1+k(x)| < ε, pour k = 0, 1, . . . , n1−1. Meˆme si |f n1N (xN )−f i1+n1(x)| ≥ ε,
on trouve un autre point f i2(x) ∈ O(x), tel que |f kN (xN )− f i2+k(x)| < ε, pour k = n1, . . . , n2− 1,
etc. On voit ici l’importance du fait, que la mesure µ soit de support total. Graˆce a` cette proprie´te´,
l’orbite O(x) peut approcher tout point de l’orbite discre´tise´e, avec une pre´cision arbitraire fixe´e
au de´part. On obtient donc une suite des segments θ1, . . . , θj , de longueurs n1, . . . , nj , de l’orbite
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O(x), qui suivent a` ε-pre`s les segments θ1N , . . . , θ
j
N correspondants de l’orbite discre´tise´e ON (xN ).
Quand la discre´tisation fN devient de plus en plus fine, les longueurs n1, . . . , nj deviennent de
plus en plus grandes. Comme l’orbite entie`re O(x) est distribue´e selon la mesure µ et celle-ci est
l’unique mesure absolument continue f -invariante, alors la distribution des longs segments de O(x)
converge faiblement (uniforme´ment avec leur longueur) vers µ. Ceci implique que, pour N ∈ N
suffisamment grand, l’orbite discre´tise´e ON (xN ) est “a` ε-pre`s” distribue´e selon la densite´ de µ.
Dans le cas d’un home´omorphisme uniquement ergodique d’une varie´te´ compacte on n’a pas
besoin de de´tailler cette analyse. Avant de pre´senter la preuve de notre proposition, on rappelle la
version partielle suivante d’un the´ore`me de Prohorov.
The´ore`me 8.2 (Prohorov) Soit X un espace me´trique compact et Π une famille de mesures
de probabilite´ de´finies sur la σ-alge`bre bore´lienne de X. Alors Π est faiblement re´lativement com-
pacte, c’est-a`-dire toute sous-suite de mesures appartenant a` Π contient une sous-suite faiblement
convergente (non ne´ce´ssairement dans Π).
Preuve de la Proposition 8.1. Pour tout N ∈ N on note CN ⊂ EN , l’ensemble sur lequel
l’action de la N -ie`me discre´tisation de f est bijective. Soit µN une mesure de probabilite´ uni-
forme´ment distribue´e sur un cycle pe´riodique γN ⊂ CN . On obtient une suite (µN )N∈N de mesures
de probabilite´ et on veut montrer qu’elle converge faiblement vers µ quand N tend vers l’infini.
Fixons N ∈ N. L’application fN : CN → CN est bijective et on peut la prolonger en un
home´omorphisme gN de la varie´te´ M . En chaque point x ∈ CN on a |f(x)− fN (x)| ≤ KN , d’ou` on
peut construire la suite d’applications gN de sorte qu’elle tende vers f dans la topologie C
0 quand
N tend vers l’infini. Pour tout N ∈ N la mesure µN est invariante pour gN .
La varie´te´ M e´tant compacte, le the´ore`me de Prohorov implique que toute sous-suite de la
suite (µN ) contient une sous-suite faiblement convergente. De plus, comme les mesures µN sont
gN -invariantes et la suite (gN ) converge vers f , les mesures limites sont f -invariantes. L’unique
ergodicite´ de f permet d’identifier chaque mesure limite avec µ. Ceci implique que la suite (µN )
converge faiblement vers µ. 
On remarque que dans le cas particulier d’un home´omorphisme uniquement ergodique du cercle,
on obtient la Proposition D e´nonce´e dans l’introduction.
9 Simulations nume´riques
Ce dernier paragraphe est consacre´ a` la description des simulations nume´riques effectue´es au
cours de ce travail. Nous avons e´te´ amene´s a` e´tudier les repre´sentants de deux familles particulie`res
d’home´omorphismes du cercle.
Famille PL. C’est une famille d’home´omorphismes line´aires par morceaux, de´pendant des pa-
rame`tres L ∈]1,+∞[ et a ∈ [0, 1[, donne´s par
∀ x ∈ [0, 1[, fL,a(x) = Ra ◦ hL(x) = hL(x) + a (mod 1),
ou` hL(x) = Lx pour 0 ≤ x ≤ 1L+1 et hL(x) = xL + L−1L pour 1L+1 ≤ x < 1.
Famille ARN. C’est une famille de diffe´omorphismes analytiques de´pendant des parame`tres
a ∈ [0, 1[ et b ∈ [0, 12pi [, donne´s par
∀ x ∈ [0, 1[, fa,b(x) = x+ b sin(2pix) + a (mod 1).
Notons que c’est une famille classique de diffe´omorphismes du cercle. Elle a e´te´ e´tudie´e par
V.I.Arnold, cf. par exemple [1].
En ite´rant une application f donne´e a` l’aide d’un ordinateur, il faut tenir compte de deux
types d’erreurs qui apparaissent. Premie`rement, l’ordinateur travaille dans un cadre discret. Ceci
veut dire qu’en introduisant notre mode`le discret du cercle, on remplace par un ensemble fini
des points non pas l’intervalle [0, 1] lui-meˆme, mais un espace qui est de´ja` une discre´tisation de
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cet intervalle. Un deuxie`me type d’approximation vient du fait que si le calcul de la valeur de
l’application f ne´cessite plusieurs e´tapes, non seulement la valeur finale, mais aussi chacune des
valeurs interme´diaires est arrondie. Malgre´ tout, la grande diffe´rence d’ordre de grandeur entre la
pre´cision des calculs nume´riques (1015 points dans l’intervalle [0, 1]) et la finesse des discre´tisations
conside´re´es (107 points au maximum) permet de supposer que ces deux types d’erreurs n’ont pas
eu d’influence sur les re´sultats nume´riques obtenus.
Lorsqu’on effectue des simulations nume´riques jusqu’a` une pre´cisionNmax donne´e, on n’examine
pas en ge´ne´ral les discre´tisations correspondant a` toutes les valeurs 1 < N < Nmax. On choisit
plutoˆt une sous-suite (Nk), k = 1, . . . , kmax, dont on espe`re qu’elle va repre´senter toute la famille
(fN ) e´tudie´e. Il faut s’assurer ici, que la suite (Nk) choisie reste insensible aux e´ventuelles proprie´te´s
arithme´tiques de l’application f , ce qui pourrait affecter les re´sultats obtenus. Dans nos simulations,
on a conside´re´ des suites de discre´tisations de la forme Nk = kN0+ ε0, k = 1, . . . , kmax, ou` N0 ∈ N
e´tait une grandeur de base et ε0 un e´le´ment ale´atoire distribue´ uniforme´ment sur l’ensemble fini
N∩]− N02 , N02 [.
On pre´sente maintenant le sche`ma des simulations nume´riques effectue´es. On fixe l’application
f qu’on veut e´tudier.
1. On se donne la finesse initiale N ∈ N de la discre´tisation.
2. On code par V 1 = [1, . . . , N ] l’ensemble de discre´tisation EN ; a` chaque point
k
N ∈ EN ,
k 6= 0, on associe k ∈ {1, . . . , N − 1} ; on associe N a` 0 ∈ EN .
3. On e´value l’home´omorphisme f sur l’ensemble EN et on applique la projection PN . Le meˆme
processus de codage donne un vecteur V 2 = [(V 2)1, . . . , (V 2)N ], ou` (V 2)i ∈ {1, . . . , N} code
la valeur fN (
i
N ), i = 1, . . . , N . On obtient donc une matrice A de taille 2×N , dont les deux
lignes sont constitue´es des vecteurs V 1 et V 2 respectivement, qui porte toute l’information
sur l’action de l’application fN sur l’ensemble EN .
4. On de´termine l’ensemble CN . On re´duit la matrice A en ne prenant que les colonnes de A dont
les nume´ros apparaissent comme e´le´ments de la deuxie`me ligne. La matrice A1 ainsi obtenue
code l’ensemble fN (EN ) et la dynamique de fN sur cet ensemble. On ite`re ce processus (on
obtient ainsi a` chaque i-e`me ite´ration la matrice Ai codant l’ensemble f
i
N (EN )) jusqu’au
premier moment j(N) ∈ {1, . . . , N − 1} tel que Aj(N) = Aj(N)+1. Le premier rang de Aj(N)
code alors l’ensemble CN et sa longueur donne le cardinal de CN . On obtient aussi le temps
de stabilisation TN = j(N) de la discre´tisation.
5. On choisit un point dans l’ensemble CN (par exemple celui qui est code´ par le plus petit
nombre). A l’aide de la matrice Aj(N), on suit son orbite sous l’action de fN pour de´terminer
pN et qN .
6. Etant donne´ la matrice Aj(N), on peut choisir un ou plusieurs cycles pe´riodiques de fN et
de´terminer leur distribution spatiale dans [0, 1).
7. On augmente le finesse N de la discre´tisation et on re´pe`te les e´tapes 2-7.
Les re´sultats typiques de nos simulations sont pre´sente´s sur les figures ci-dessous.
La figure 3 illustre l’affirmation de la Proposition 2.2 - la convergence du nombre de rotation
discret vers le vrai nombre de rotation de l’home´omorphisme que l’on discre´tise. On remarque que
bien que la suite (pN/qN )N∈N soit convergente, son comportement en fonction de N est plutoˆt
chaotique. De plus, la vitesse de cette convergence est donne´e uniquement par l’estimation (5).
E´tant donne´ un home´omorphisme f ∈ Homeo+(S1), l’application ρ : t 7→ ρ(Rt ◦ f) est continue
et croissante, mais en ge´ne´ral constante presque partout. Son comportement complique´ rend dif-
ficile l’estimation de la grandeur de |ρ(f) − pN/qN |. Pour la meˆme raison, il n’est pas e´vident de
de´crire explicitement une sous-suite (Nk)k∈N qui correspondrait a` une suite (pNk/qNk) convergeant
“raisonnablement” vite vers ρ(f).
On peut remarquer tout de meˆme une certaine re´gularite´ dans la suite (qN )N∈N de longueurs de
cycles discre´tise´s. Supposons qu’un nombre rationnel pq approche bien le nombre de rotation ρ(f).
Alors des rationnels de la forme akbk , ou` ak et bk sont premiers entre eux et proches de kp et kq
respectivement, sont de bons candidats, au sens de la Proposition 2.2, pour apparaˆıtre aussi dans
la suite (pNqN ). Ceci implique que les valeurs de la suite (qN ) auront une tendance a` s’accumuler
autour des points kq, k ∈ N. Effectivement, on trouve souvent ce phe´nome`ne de “quantification”
dans nos simulations nume´riques - cf. figure 4.
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(b)
(a)
Fig. 3 − La convergence du nombre de rotation discret vers le vrai nombre de rotation. En haut
un exemple d’home´omorphisme appartenant a` la famille PL (L = 1.76 et a = 0.2215, nombre de
rotation e´gal a` 0.3400058...), en bas un diffe´omorphisme de la famille ARN (a = 0.081 et b = 0.08,
nombre de rotation e´gal a` 0.0127268...).
(a) (b)
Fig. 4 − La longueur des cycles de discre´tisations en fonction du nombre de points du mode`le
discret. A` gauche l’home´omorphisme de la famille PL avec L = 1.76, a = 0.2215, a` droite le
diffe´omorphisme de la famille ARN avec a = 0.081, b = 0.08.
En regardant les figures 3 et 4 on s’aperc¸oit qu’il existe deux types de graphes associe´s aux
discre´tisations. L’image obtenue peut eˆtre plutoˆt “continue” (figures 3a et 4a) ou bien “discre`te”
(figures 3b et 4b). Il n’est pas clair de de´finir les proprie´te´s du syste`me continu responsables de
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l’appartenance de ses discre´tisations a` l’une des deux cate´gories (cf. aussi le travail de C. Beck et
G. Roepstorff [2]).
La figure 5 illustre partiellement les re´sultats du pargraphe 5. Nous avons e´tudie´ ici le compor-
tement du temps de stabilisation de la discre´tisation dans la famille PL. Nous avons fixe´ la valeur
du parame`tre L = 2 et nous avons varie´ le parame`tre a. La figure 5a correspond au cas a = 0.19 ou`
l’home´omorphisme associe´ a le nombre de rotation e´gal a` 1/3, stable. Le comportement logarith-
mique du temps de stabilisation a e´te´ pre´vu par la Proposition 5.4. De meˆme sur la figure 5b, ou`
a = 0.2 et le nombre de rotation toujours e´gal a` 1/3 devient semi-stable infe´rieurement. La figure
5c correspond au cas a = 0.20001, que l’on peu conside´rer irrationnel, ou` le nombre de rotation
est e´gal a` 0.3380667.... On voit qu’une petite perturbation du parame`tre entraˆıne un changement
radical du comportement des discre´tisations. En meˆme temps on remarque que le comportement
reste le meˆme pour N suffisamment petit (< 0.5× 105), avant que la finesse de la discre´tisation ne
se rende pas compte de l’irrationnalite´ de l’home´omorphisme e´tudie´.
(c)
(b)
(a)
Fig. 5 − Comportement logarithmique du temps de stabilisation dans la famille PL avec L = 2 et
(a) a = 0.19, (b) a = 0.2, (c) a = 0.20001
La dernie`re figure pre´sente les discre´tisations d’un diffe´omorphisme de nombre de rotation irra-
tionnel diophantien. On constate en outre, que TN ≍ qN et que TN se comporte asymptotiquement
comme une puissance de N . Ceci est bien diffe´rent du cas de l’home´omorphisme pre´sente´ sur la
figure 5c, ou` la suite (TN ) associe´e semble admettre des sous-suites line´aires en N ainsi que des
sous-suites a` croissance seulement logarithmique. De plus, le nombre de cycles pe´riodiques des
discre´tisations de la figure 6 est toujours infe´rieur ou e´gal a` 3. Dans la grande majorite´ des cas
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Fig. 6 – Comportement du temps de stabilisation des discre´tisations du diffe´omorphisme diophan-
tient f qui est conjugue´ a` la rotation R√2/2 par h(x) = (2 sin t)
−1 sin(2tx− t) + 1/2 avec t = 1.42.
(> 94% des valeurs de N e´tudie´es) on trouve un seul cycle pe´riodique. On peut donc conside´rer
que la figure 6, e´tant typique en ce qui concerne les diffe´omorphismes diophantiens e´tudie´s, donne
des “motivations nume´riques” a` la Conjecture 7.4.
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