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INTRODUCTION 
Tissue characterization and boundary discrimination between tissue types are 
among the most difficult problems encountered in ultrasonic evaluation and 
differentiation of materials. Much variability exists between biological specimens while 
variation in key features across tissue boundaries is minimal. 
To date, both the medical and agribusiness sectors have focused on real-time 
ultrasonics - an instrumentation-based approach which is primarily diagnostic in nature 
often with limited data access and manipulation and often requiring visual interpretation 
by a trained expert. New applications wi11like1y require sophisticated data processing 
not only to improve visual interpretation, but so the entire process of diagnosis can be 
automated. 
We have been examining a variety of domain transformations, and signal 
analysis and clarification techniques in the quest to develop adaptive and multivariate 
algorithms that highlight and classify critical features of the underlying morphology of 
tissues probed by an ultrasonic pulse. More specifically we are investigating the 
Hilbert, wavelet and short-time Fourier transforms; as well as split spectrum, cepstrum, 
higher order spectra analysis; also neural network based classification, and phase and 
statistical techniques, such as nearest neighbor correlation. Results are encouraging, 
particularly the combination of Hilbert data transform, split spectrum, and statistical 
processing. 
This report if broken into two parts. The first focuses on individual techniques 
with potential application to ultrasonic methods of tissue characterization. The second 
combines the best techniques on a set of test files to demonstrate any improved ability 
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to characterize tissue types and interfaces. The individual techniques tested included 
the Hilbert transform, the short-time Fourier transform, the wavelet transform, spread 
spectrum and phase analysis. 
HILBERT TRANSFORM 
Through the use of the Hilbert transform, one can create an analytic complex 
signal - similar to that derived from the phase quadrature detection of an analog signal -
from a real valued digital signal that results from the sampling of a time domain analog 
signal. The real and imaginary components can be combined to form a magnitude 
function or related through the arctangent to form the phase. The magnitude is 
important for automated event detection. The phase provides potentially useful 
information on phase changes that occur at boundary areas. 
In reviewing the data processed by the Hilbert transform (Fig. 1), it is clear that 
while events are enhanced in a way that aids automated classification, magnitude and 
phase data in their present form are not sufficient to accurately determine boundaries or 
tissue type. A Significant effort is still required to classify indications within the tissue. 
The best realm to pursue this study is the frequency domain and since the statistics are 
clearly non-gaussian, development of techniques that are localized in time is most 
important. 
WAVELET TRANSFORM 
The result of a wavelet transform is a set of hierarchical levels of increasing 
(twice the previous level) detail highlighting features with various degrees of 
smoothness. For two sample data sets the decomposition is shown for six different 
levels (Fig. 1). Certain levels were then selected to highlight features that potentially 
would lead to a reconstruction of the signal with enhanced separation of material 
anomalies and boundaries. 
As can be seen in the reconstructions and even the individual decompositions, 
there is limited if any enhancement in critical characteristics necessary for classification 
achieved in either of the ultrasonic test samples. While this wavelet transform 
implementation had some limitations in frequency resolution and similarity of 
construction compared with that of an ultrasonic waveform, the biggest problem appears 
to stem from the similarity of anomaly and boundary signals in shape, scale and size. 
This is true in part because the signal observed is very much the product of the 
convolution of the transducer with the original signal. This convolution so constrains 
and affects the response that a technique which is only sensitive to changes in scale of a 
factor of two (inherent in wavelet transforms using a pyramid algorithm) would appear 
to be inherently insensitive to small variations between anomalies and anomalies and 
boundaries. No doubt this can be improved with selection of a wavelet that is tailored 
to reflect specific features in the data set that are to be highlighted, but this is largely a 
matter of trial and error with complications. The inherent coarseness of typical 
hierarchial implementations remains a difficulty for our applications. This is a problem 
the short-time Fourier transform can overcome. 
STFT or SHORT TIME FOURIER TRANSFORM 
The short-time Fourier Transform, while not as sensitive as the wavelet 
transform to the changes in resolution required with frequency changes, does provide a 
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Fig. 1. Hilbert Tranform Combinations (on the left) constructed from anilmal tissue 
interfaces (testfile #40)(a) to yield the Envelope(b), Phase(c), and exceptional Phase(d). 
and (on the right) Wavelet Decomposition (a) and Reconstructions (b). 
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method of localized signal analysis in both time and frequency domains. It is also 
potentially easier to implement as overlapping FFf techniques can be applied. The 
particular implementation of the STFf selected employed a hamming window whose 
width was constructed in such a way that critical features were not smeared in time and 
yet there was sufficient frequency resolution to highlight spectral variations across the 
data set. The window was then indexed across the data set at intervals on the order of 
the wavelength of the transducer center frequency in samples. The data was then 
plotted on a contour plot (Fig. 2). 
Analysis of processed data sets indicates the strength of the STFf in localizing 
features in time while allowing window sizing that provides sufficient frequency 
resolution. Clearly on the contour plots of the STFT there are indications that 
anomalies within a tissue type (meat in this case) have a narrower spectrum than that of 
major boundary indications. This is to be expected (based primarily on feature size) 
and can probably be highlighted with broadband transducers with lower center 
frequencies. Even as it stands the data suggest that the spectrum of the of various 
anomalies and interfaces provides a method for highlighting certain critical features. A 
potential candidate technique to use in highlighting these features is split spectrum 
processing. 
SPLIT SPECTRUM PROCESSING 
Split spectrum processing in this application is based on the premise that key 
features of interest have a broad spectrum that differentiates them from other data (most 
usually some type of noise). The technique consists of breaking up the entire spectrum 
of a signal into a number of windows and then recombining these spectral elements in 
such a way that features with a broad spectral signature are highlighted and those with a 
narrow bandwidth are diminished. The methods for recombination are varied but 
perhaps the most widely employed are the arithmetic and geometric mean. The 
applicability of SSP to tissue feature enhancement stems from the fact that a major 
interface provides a broad spectrum return while imbedded tissue has a potentially 
narrower spectral signature. 
In our implementation, the results of the short-time Fourier analysis were used 
to define three frequency bands that when combined would enhance boundary 
determination. While a larger number of overlapping windows would likely have 
improved performance, a mi~imum of three windows, focusing on the central, lower 
and higher frequency extremes and combined with a geometric mean recombination 
technique, clearly demonstrates the potential benefits of what is loosely defined here as 
split spectrum processing. The availability of additional overlapping windows would 
have allowed the use of the arithmetic mean for recombination. This approach is best 
for assuring features are not lost because of the absence of a signal component in one of 
the frequency windows. However, designing fewer specific windows and then using 
the geometric mean for recombination can be very effective for discrimination based on 
frequency content. The filtered time domain signals are shown in Fig. 2 along with the 
results of combining (using the geometric mean) the rectified time domain waveforms. 
Comparing the signals before and after processing, it is clear that SSP has highlighted 
the boundaries while minimizing anomalous indications through the central meat 
regions. 
HOMOMORPHIC 
Homomorphic signal processing techniques are useful on nonlinear systems that 
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Fig. 2. Ultrasonic Waveforms and Contour Plots of their Short-time Fourier Transforms 
(on the left). Split Spectrum Processing of testfile #40 showing original waveform (a), 
filtered by 3 frequency windows (b) and geometric mean recombination (c). 
obey a generalized principle of superposition that can be represented by algebraically 
linear transformations between input and output vector spaces. A conversion is required 
prior to and after linear processing that highlights signal characteristics. Homomorphic 
signal processing has been utilized successfully in image processing for contrast 
enhancement and dynamic range compression, in speech processing to separate voiced 
from fricative and plosive sounds, and seismic processing to separate the seismic 
wavelet from the impulse train that contains information about the structure of the 
earth's crust. 
Ultrasonic propagation in tissue is thought to be much like seismic penetration of 
the earth's crust. Both signals hypothetically represent the convolution of the original 
wave packet and characteristic material signals. Therefore, homomorphic signal 
processing involving deconvolution should yield separable components which can be 
filtered. The transformation involves conversion to the frequency domain, performing 
the complex logarithm in that domain, performing an inverse fft (yielding the complex 
cepstrum), and then selective filtering, often involving low and high time components. 
The result is then inverted (FFT -> EXP -> iFFT) to yield the homomorphically 
processed signal. 
In our application filtering the complex cepstrum on the basis of low and high 
time components did not appear to separate the original pulse from the remaining 
material signature resulting in a sharpening of the boundary layer information. There 
appears to be loss of energy as there is little signal information remaining from areas of 
significant depth in the tissue. A variety of different windows were attempted as well 
as depth dependent amplification, but to date the problem of energy delivery represents 
a significant hurdle. Difficulties with our methodology and its limitations with respect 
to providing uniqueness in the homomorphic transformation, could be masking certain 
signal characteristics. A phase unwrapping routine incorporating subtraction of linear 
phase could assure uniqueness and improve performance of this technique. Future 
application of a transducer array could possibly provide the receive sensitivity combined 
with original pulse power required to implement this approach. 
HIGHER-ORDER SPECTRAL AND/OR STATISTICAL ANALYSIS 
Higher-order spectral and/or statistical analysis can be of value in tissue 
discrimination, as indicated by our study. Statistical analysis of tissue spectral 
signatures provides a method of feature extraction that can be used for differentiating 
inclusions from major tissue boundary regions. In particular, measures of skewness 
and the mean of the power spectra demonstrate (for our test data) consistent differences 
in value for probable inclusion and boundary regions even in difficult to discriminate 
adjacent locations (Table 1). For inclusions, the mean frequency of the return pulse 
averages -2.3 MHz and a normalized measure of skewness averages -525. This 
contrasts with respective values of - 1.9 MHz and - 9 for reflection from boundaries. 
Variance does not appear to be a useful measure of discrimination, but kurtosis was 
shown to be of value within a data set and indicates greater "peakness" for boundary 
pulse reflections. 
Coupled with the statistical analysis, the bispectra was examined in inclusion and 
boundary regions and highlighted visually in contour plots. This showed a broader 
spectral response for boundary layers than inclusions, with a significant absence of low 
frequency components in included areas. 
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Fig. 3. Ultrasonic Test files #39 (a) and #42 (b) highlighting central meat region and 
fat/bone boundary layers. 
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Taken together, these statistical methodologies provide a logical overlay on 
previous techniques, enhancing discrimination between anomalous inclusions and 
boundary regions while augmenting location determination in the tissue types examined. 
COMBINATION TECHNIQUES 
The usefulness of the various techniques utilized to highlight critical features and 
their relative independence in implementation, suggested that the best techniques be 
combined to provide a final processed result that can easily be utilized to classify 
features automatically. In particular, the Hilbert transform provided a signal envelope 
that aided automated event detection, while the short-time fourier transform allowed the 
construction of spectral windows for feature enhancement through the use of split 
spectrum processing. One item that we neglected to consider was compensation for the 
decay introduced by the medium into the signal returning from increasing depth in the 
material. Once filtering is performed it is possible to apply time compensation without 
'noise amplification. For our processed result, the transformation will be a simple linear 
ramp. The final results of combining the various techniques are shown in Fig. 3. Note 
the clear definition between boundary and meat/fat region. 
Although the purpose of utilizing these techniques was to aid automated 
classification procedures, it is possible to construct an image which demonstrates 
visually the enhancement obtained by processing the original A scans. The visual 
image is developed by constructing a contour plot similar to a B scan across a cross 
section of an animal rib section. The results of the various processing steps clearly 
show the enhanced features, indicating a central meat region bounded by animal fat and 
bone tissue. 
CONCLUSION 
While this study was not exhaustive, it does provide a body of knowledge useful 
in determining a starting point for detailed studies in applying ultrasonics to the 
scanning of tissue - particularly for boundary determination (e.g., fat/meat and tooth 
gum). The results are encouraging and suggest that the goal of automated tissue 
characterization can be realized. Noticeably missing from these analyses is an 
examination of the application of connectionist models to tissue characterization. In 
part this is due to our past work with neural networks and the desire to study domain 
transformation that might highlight signal characteristics. 
Table I Tissue Spectra Statistical Analysis for Inclusion and Boundary Regions. 
Testfile# Location Type Mean Variance Skew Kirtosis 
41(c,d) 5001-5512 Incl 2.2M .002 145.5 -455,000 
41(a,b) 5251-5762 Bound 1.9M .005 10.1 -137,000 
41(a,b) 3201-3712 Inel 2.2M .003 136 -206,000 
42(e,f) 5151-5662 Inel 2.5M .003 1296 -71,000 
42(e,f) 3101-3712 Bound 1.9M .033 8.2 -3000 
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