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ABSTRACT
Intermediate-mass main sequence stars have large radiative envelopes overlying con-
vective cores. This configuration allows internal gravity waves (IGWs) generated at
the convective-radiative interface to propagate towards the stellar surface. The sig-
natures of these waves can be observed in the photometric and spectroscopic data
from stars. We have studied the propagation of these IGWs using two-dimensional
fully-non-linear hydrodynamical simulations with realistic stellar reference states from
the one-dimensional stellar evolution code, Modules for Stellar Astrophysics (MESA).
When a single wave is forced, we observe wave self-interaction. When two waves are
forced, we observe non-linear interaction (i.e. triadic interaction) between these waves
forming waves at different wavelengths and frequencies. When a spectrum of waves
similar to that found in numerical simulations is forced, we find that the surface IGW
frequency slope is consistent with recent observations. This power law is similar to
that predicted by linear theory for the wave propagation, with small deviations which
can be an effect of nonlinearities. When the same generation spectrum is applied to 3
M models at different stellar rotation and ages, the surface IGW spectrum slope is
very similar to the generation spectrum slope.
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1 INTRODUCTION
The propagation of internal gravity waves, or IGWs, within
the confinement of the Earth’s atmosphere is a well-
researched topic (Staquet & Sommeria 2002; Fritts &
Alexander 2003; Sutherland 2010). However, their properties
in celestial objects and in particular, stars, are not clearly
understood. Most importantly, the role of IGWs in the trans-
port of angular momentum and energy within the radiation
zones of stars has been the focus of significant research for
a variety of stellar systems such as solar-like stars with con-
vective envelopes and radiative cores (Rogers & Glatzmaier
2005; Barker & Ogilvie 2010), more massive stars with ra-
diative envelopes and convective cores (Rogers et al. (2013),
Edelmann et al. (2019)) and evolved stars (Fuller et al.
2014).
The generation of a broad spectrum of IGWs in stars
has been mainly attributed to convective processes. One of
the earliest works on this was by Press (1981), which in-
vestigated the formation of IGWs through Reynolds stress
? r.p.ratnasingam2@newcastle.ac.uk
arising from turbulent convection. The source terms for gen-
eration were originally derived in Goldreich & Keeley (1977)
for sound waves. Many works that followed such as Goldre-
ich & Kumar (1990), Kumar et al. (1999) and Lecoanet &
Quataert (2013) extended this formulation. Another possi-
ble IGW generation model is the plume model. In a more
recent publication, Pinc¸on et al. (2016) theoretically investi-
gated how convective plumes generate an IGW spectrum as
a function of plume size and incursion time. Edelmann et al.
(2019) found that three-dimensional numerical simulations
of a star with a convective core and a radiative envelope
agreed with the theoretical spectrum in Pinc¸on et al. (2016).
IGWs in stars can either be inward-traveling waves or
outward-travelling waves, depending on the location of the
convection zones. At zero-age main sequence (ZAMS), stars
up to 1.6 M have radiative cores and convective envelopes
while stars with masses above 1.6 M tend to have radiative
envelopes and convective cores. Higher mass stars usually
develop intermediate or surface convection zones as they age,
which also produce inward-traveling IGWs. In this work,
however, we consider only stars with convective cores and
radiative envelopes.
© 2018 The Authors
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When considering only linear propagation of IGWs in
stars, they are expected to undergo two main processes in
the linear regime; amplitude increase due to density strati-
fication and damping due to radiative diffusion. The ampli-
tude also varies due to the spreading out of waves (geometric
effect) and the Brunt–Va¨isa¨la¨ frequency, but to a lesser de-
gree. The collection of effects mentioned above affects the
shape of the surface IGW spectrum. If the amplitude of a
particular IGW exceeds a nonlinearity threshold, this wave
can break, leading to a large amount of angular momentum
transfer and mixing. Press (1981) combined the linearised
versions of the Bousinesseq equations and anelastic equa-
tions with Wentzel-Kramers-Brillouin (WKB) theory to for-
mulate a linear propagation equation for IGWs in stars, with
radiative diffusion taken into account. Zahn et al. (1997)
used this formulation to investigate the angular momentum
transport in the solar interior. More recently, Ratnasingam
et al. (2019) showed that with the application of linear the-
ory to IGWs, the fraction of waves that become non-linear
varies depending on the stellar mass, age, metallicity and
generation spectra for intermediate-mass to massive stars.
When nonlinearity is considered, one of the possible in-
teractions that can occur is triadic interaction. Generally,
triad interactions refer to a two-wave interaction to gener-
ate a third wave. When this process occurs at a very high
rate due to the interacting wave amplitudes being large, in-
teraction between the third wave and the initial waves pro-
duces even more waves rapidly, which can be considered as
the wave breaking process. Barker & Ogilvie (2010) showed
that tidal interactions between a solar-like star and a planet
in an orbit can cause efficient wave breaking when a partic-
ular criterion is satisfied. Rogers et al. (2012) showed that
the IGWs and their non-linear interactions of IGW can con-
tribute to the reversal of stellar surface rotation.
The main aim of this work is to investigate the proper-
ties of IGWs at the surface of stars with radiative envelopes
and convective cores. It will serve as an extension to Rat-
nasingam et al. (2019), which considered linear IGWs only.
We achieve this aim by running two-dimensional (2D) an-
nulus simulations of the radiative zones with different IGW
generation spectra. The background reference states are ob-
tained from the one-dimensional (1D) stellar evolution code
MESA (Paxton et al. 2011). This work uses realistic back-
ground stellar thermal diffusivities, whilst previous works on
IGW simulation (Rogers & Glatzmaier 2005; Rogers et al.
2013; Edelmann et al. 2019) use much higher thermal dif-
fusivities to maintain numerical stability. Furthermore, we
were able to use the full extent of the radiation zone, exclud-
ing sub-surface convection zones, which has not been done
in previous work due to the large density variation from the
core to the surface.
This paper is structured into 5 sections. Section 2 is
on background theory which connects the non-linear simu-
lations done for this paper to the work done on linear theory.
This section ends with a subsection on the different genera-
tion spectra of IGWs tested in this work. Section 3 explains
the work done to resolve the IGWs in our simulations. Sec-
tion 4 describes our results for monochromatic wave simula-
tions, two-wave simulations and multiple wave simulations.
The final section of the paper summarises and concludes this
work.
2 BACKGROUND THEORY AND METHODS
2.1 Nonlinear Simulations
Our non-linear simulations were run using a pseudo-spectral
code written for solving the Navier-Stokes equations in the
anelastic approximation (Eq. (1) – Eq. (3)), within the geom-
etry of an equatorial slice of the chosen stellar model (Rogers
& Glatzmaier 2005). The equations are solved using a finite-
difference scheme in the radial direction and the Fourier
spectral method in the azimuthal direction. The Adams-
Bashforth timestepping method is applied to the non-linear
terms while the Crank-Nicolson method is applied to the
linear terms. The equations are
∇ · ρv = 0, (1)
∂v
∂t
= −(v · ∇)v − ∇
(
P
ρ
)
− Cgrˆ + 2(v × zˆΩ) (2)
+ ν
(
∇2v + 1
3
∇(∇ · v)
)
,
∂T
∂t
= −(v · ∇)T + (γ − 1)Thρvr (3)
− vr
(
∂T
∂r
− (γ − 1)Thρ
)
+
1
cvρ
∇ · (cpκρ∇T) + 1cvρ∇ · (cpκρ∇T).
where ρ, T and P are the perturbation density, tempera-
ture and pressure respectively whilst the same quantities
with an over-line represent reference state quantities which
vary only with radius. velocity, vr and the tangential veloc-
ity, vθ , together form the velocity vector, v. The negative
inverse density scale height is represented by hρ. The rota-
tional angular velocity and viscosity are represented by Ω
and ν. The adiabatic constant, γ is set to be 5/3. The spe-
cific heat capacity at constant volume, specific heat capacity
at constant pressure and thermal diffusivity are represented
by cv , cp and κ respectively. The reference state gravity is
represented by g. The co-density, C, is
C = − 1
T
(
T +
1
gρ
∂T
∂r
P
)
. (4)
The temperature perturbation, T , was set to zero at both the
bottom and top boundaries of the simulation domain. The
radial velocities, vr , were set to zero at the top boundary
and forced at the bottom boundary to mimic wave genera-
tion. For the horizontal velocities, vθ at the top boundary,
a stress-free boundary condition was imposed. At the bot-
tom boundary, the divergence-free mass-flux condition (see
Eq. (1)) ensures that vθ is forced because in our simula-
tions, we set vr through the streamfunction, ψ (see Eq. (15)
in Section 2.3).
To simplify computations, we introduce a streamfunc-
tion, ψ, which is defined through its relation with the radial
and horizontal velocities:
vr =
1
ρr
∂ψ
∂θ
; vθ = − 1
ρ
∂ψ
∂r
. (5)
This allows us to write Eq. (2) in terms of vorticity, defined
as ∇ × v, which reduces the number of equations needed
to be solved and ensures that the divergence-free mass flux
criterion is fulfilled by construction.
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We use MESA to generate a models of a 3 M star at
various ages, which are used as the reference state for our
simulations. Stellar metallicity, Z, was set to be equal to the
solar value of Z = 0.02. The mixing length parameter was
set as 1.8 and the convective overshoot profile was set to ex-
ponential. The Brunt–Va¨isa¨la¨ frequency, N, was calculated
as in Rogers et al. (2013):
N2 =
g
T
(
dT
dr
− (γ − 1)Thρ
)
. (6)
The sign of the Brunt–Va¨isa¨la¨ frequency was used to deter-
mine the extent of the radiation zone defined by
N(r)2 > 0. (7)
This means that for all the models that we have used, the
simulation domain starts at the top of the convective core
and ends at the base of the surface convection zone. For a 3
M star at ZAMS, this covers the range from 16% to 99% of
the total stellar radius. In our simulations, this whole region
is divided into 1500 grids in the radial direction and 1024
grids in the horizontal direction.
2.2 Linear Theory
Application of linear theory to investigate IGWs has been
done extensively in the field of oceanography (Sutherland
2010). The general idea is to linearise hydrodynamical equa-
tions and introduce a wave-like ansatz to solve the linearised
equations. In the context of stellar parameters, one of the
earliest works was done by Press (1981), which focused on
solar-like stars. In our work, we follow similar steps, starting
with the linearised hydrodynamical equations in the anelas-
tic approximation:
∇ · ρv = 0, (8)
∂v
∂t
= −∇
(
P
ρ
)
− Cgrˆ (9)
∂T
∂t
= −vr
(
∂T
∂r
− (γ − 1)Thρ
)
(10)
We ignore the pressure term in eq. (4), which leads to a
set of equations that conserve energy (Brown et al. 2012).
We also do not consider rotational, thermal diffusion or vis-
cous effects. In cylindrical coordinates, this two-dimensional
analysis allows us to set the z-derivatives to zero. The three
equations shown above can then be reduced to one second-
order differential equation with vr (r) as the evolving term:
0 =
∂2α
∂r2
+
(
N2
ω2
− 1
)
m2
r2
α
+
−ρ
−1/2 ∂
2
(
ρ1/2
)
∂r2
+
∂hρ
∂r
 α
+
1
4r2
α (11)
where α = vr ρ
1/2r3/2. We have used a wave ansatz of the
form vr (r, θ, z) ∝ vr (r)eimθe−iωt , where m is the horizontal
wavenumber1, ω is the angular frequency and θ is the angu-
lar coordinate in the equatorial plane. Generally, in the radi-
ation zone, there will be regions where the oscillatory term
(OT),
(
N2/ω2 − 1
)
m2/r2, dominates and regions where the
density term (DT),
[
−ρ−1/2∂2
(
ρ1/2
)
/∂r2 + ∂hρ/∂r
]
, dom-
inates. When the ratio of OT to DT is less than 1, an
IGW loses its wavelike behaviour and the approximate ra-
dius where this ratio is exactly equal to 1 is called the turning
point. The importance of this will be discussed in Section 4.
To investigate the linear behaviour of IGWs in the radi-
ation zone, we neglect the DT2 and the last term3 in Eq (11).
Applying the WKB approximation to the remaining form of
the equation allows us to determine the dependence of radial
IGW amplitude as follows:
vr ∝ ρ−1/2 r−1 (N2 − ω2)−1/4. (12)
Applying the same procedure to the anelastic equations in
three dimensions, using spherical harmonics, gives a similar
dependence of vr on ρ but slightly different dependence on
r, as follows:
vr ∝ ρ−1/2 r−3/2 (N2 − ω2)−1/4. (13)
Comparing the results in 2D and 3D, we obtain a simple con-
version factor of r1/2. Therefore, in 2D, we expect waves to
have higher surface amplitudes due to this geometric effect.
2.3 Generation Spectra
In order to mimic the generation of IGWs by convection
without the added computational cost, we investigate three
different prescriptions for the spectrum of waves forced at
the innermost boundary of the radiation zone. The waves are
forced as perturbations to the radial velocity, which depend
on the frequency and wavenumber in the following manner:
vr,0(ω, `) ∝ ωamb (14)
where the values of a and b for different prescriptions are
shown in Table 1 (Ratnasingam et al. 2019).For spectrum
Rbreak, we have given two values for ”a” as this spectrum is
one with a broken power law with a transition at 30 µHz.
The forcing of these spectra in our simulations was done
using cosine functions, as shown below:
ψ = Agenrcρc
Nm∑
m=1
mb−1 cos(2pimx)
N f∑
i=1
(
ωi
ωc
)a
cos(ωi t), (15)
where ψ is the same as in Eq. (5). The terms, Nm and Nf are
the number of discrete wavenumbers and frequencies (con-
strained by the resolution of our simulations). The convec-
tive turnover frequency, ωc is defined as uc/rc , where uc is
1 We use the term, wavenumber to represent m and kh , which is
m/r , interchangeably in this paper and in all cases, we make it
clear which one we are referring to.
2 With the assumption that IGW wavenumber varies much more
rapidly than the background density, which is equal to a locally
Boussinesq approximation.
3 This term is always smaller than
(
N2/ω2 − 1
)
m2/r2 as ω is
always smaller than N , and m is always bigger than 1.
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Spectra a b
Kumar et al. (1999)[K] -2.17 1
Lecoanet & Quataert (2013)[LD] -4.25 2.5
Rogers et al. (2013)[Rbreak] -0.6/-2.4 -0.9
Table 1. The table shows how a and b in Eq. (14), are defined
for different works (Ratnasingam et al. 2019). The flat spectrum
represents one with no dependence on ω or `. The letters shown
in square brackets will be used to represent its respective spec-
trum. For spectrum Rbreak, we have given two values for ”a” as
this spectrum is one with a broken power law with a transition
at 30 µHz.
Model Integrated Flux (Units of Fconv)
ZAMS (no rotation) 0.025
ZAMS (Ω = 0.796µHz) 0.016
ZAMS (Ω = 12.73µHz) 0.021
midMS 0.049
TAMS 0.094
Table 2. The integrated flux for all the models in this work cal-
culated using Eq. (16). Both Ω in the table refer to the rotation
rate of the models, whilst midMS and TAMS refer to middle-
of-the-Main-Sequence and Terminal-Age-Main-Sequence models
respectively.
the convective velocity provided by the mixing length the-
ory (MLT) formulation in MESA and rc is the extent of the
convection zone. For a 3M star at ZAMS, this value is ap-
proximately 0.0485 µHz and varies insignificantly between
the models we have used. The stellar density at the bot-
tom of the radiation zone is defined as ρc respectively. To
keep the energy input for the different generation spectrum
constant, we introduce the constant, Agen. This value is cal-
culated from matching the volume-averaged mixing length
velocity in the convection zone, provided by MESA, with
the integrated vr,gen over all the tested wavenumbers and
frequencies.
We work primarily with Spectrum Rbreak in this paper
for reasons explained in Section 4. One of the concerns with
using this type of forcing is whether it matches the expected
convective flux, given that the convective turnover frequency
is 0.0485 µHz. In Rogers et al. (2013), the wave flux was
found to be roughly 10−2 of the convective flux, Fconv = ρcu3c .
Using the work done in Zahn et al. (1997), Kiraga et al.
(2003) and Alvan et al. (2014), the total integrated wave
flux is calculated as follows:
Fw =
∫ N
ω
∫
m
ρ
v2r (kh, ω)
khω
Vg(kh, ω) dm dω (16)
=
∫ N
ω
∫
m
ρr
N2
ωv2r
√
N2 − ω2
m2
dm dω, (17)
where Vg is the group velocity. To account for how wave
forcing is a smooth process which occurs over the convective-
radiative interface, we calculated the integrated wave flux
close to the bottom boundary of the simulation domain (and
not at the exact boundary), for all of our models, and present
them in Table 2. The integrated wave flux was found to be
consistent with the results seen in Rogers et al. (2013). For
the monochromatic wave forcing, these are test cases, which
means we do no expect realistic stellar convection of a 3M
star to produce waves with such amplitudes/fluxes.
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Figure 1. The smallest radial wavelengths that can be resolved
with four grid points as a function of radius and wave frequency
in µHz. The contour lines represent regions where the maximum
wavenumber is equal to the value indicated next to the lines.
3 RESOLVING INTERNAL GRAVITY WAVES
We want to limit our conclusions and investigation to waves
which can be both resolved numerically and do not dissipate
completely due to thermal diffusion and viscosity. First, we
discuss the resolution limit. Low-frequency IGWs have short
radial wavelengths, which can be difficult to resolve numer-
ically. We estimate the resolving power of our simulations
using the dispersion relation of IGWs, which is
kr =
m
r
√(
N2
ω2
− 1
)
, (18)
where kr is the radial wavenumber of an IGW. The radial
wavelength, λr , of an IGW is then 2pi/kr . To find the grid
spacing required to resolve an IGW in the vertical direction,
we calculate the ratio of radial wavelength to grid spacing,
dr, for a given horizontal wavenumber, m, and angular fre-
quency, ω, using
λr
dr
=
1
dr
2pir
m
√
ω2
N2 − ω2 . (19)
Figure 1 shows the maximum IGW wavenumber that
can be resolved for a frequency range of 5 µHz to 100
µHz inside the propagation cavity, using a minimum resolu-
tion requirement of four grid cells per vertical wavelength,
λr/dr = 4. The smaller resolving power at lower frequen-
cies is due to lower frequency waves having smaller vertical
wavelengths. The increase in resolving power with increas-
ing radius is due to increasing vertical wavelengths, caused
by decreasing Brunt–Va¨isa¨la¨ frequency (see Section 4). Very
close to the surface, the Brunt–Va¨isa¨la¨ frequency increases
very rapidly before dropping to zero, causing the resolving
power to decrease. From the plot, one can see that we can-
not reliably resolve lower frequency and larger wavenumber
waves, especially at small radii. Applying a similar proce-
dure in the horizontal direction shows that even the smallest
wavelengths used in this paper are resolved by more than 50
grid points.
Another limit affecting IGWs is given by thermal dif-
fusion and viscosity. The latter in particular had to be in-
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creased beyond its stellar values for numerical reasons. We
expect IGWs with high wavenumbers and low frequencies
to be affected primarily and we use a dimensional analysis
argument to roughly estimate the largest IGW wavenum-
ber before an IGW is completely dissipated by viscous ef-
fects/thermal diffusion. This means to match the dimensions
of viscosity/thermal diffusivity, we use the wavelength and
frequency. We chose the total wavelength corresponding to
the total wavenumber,
(
k2r + k
2
h
)0.5
and the angular wave
frequency, ω respectively and under the assumption that
kr >> kh, we obtain
mmax =
(
2pi
max(ν, κ)
r2ω3
N2 − ω2
)1/2
, (20)
where mmax is the maximum wavenumber before waves are
completely dissipated by thermal diffusion or viscosity and
the max function selects the larger of the two arguments.
Along the radial path of a 10 µHz wave, the minimum
value of mmax is found to be 6. For all frequencies above
10 µHz, mmax was found to be higher and thus, taking into
account the numerical resolution limit and the thermal diffu-
sion/viscosity limit, we chose an optimal frequency range of
10 µHz to 500 µHz and a wavenumber range of 1 to 20 for all
analysis in the following sections. Note that this range is de-
pendent on the type of the radial and angular discretisation
(i.e. finite-difference and spectral) we have used.
4 RESULTS
4.1 Monochromatic Wave Analysis
4.1.1 Single wave validation
As IGWs propagate through the stably-stratified layer of
a star, they experience numerous effects: they are affected
by the density stratification, dissipated by thermal diffusion
and they interact with the varying Brunt–Va¨isa¨la¨ frequency.
They may also experience non-linear wave-wave interactions
and if their amplitudes are sufficiently large, wave breaking
may occur.
To start off our investigation on IGWs in the radiation
zone, we forced single monochromatic IGWs at the bottom
boundary of the domain. We set the background viscosity to
a constant value 1× 1012 cm2 s−1. The simulations were run
for a time of 720 wave cycles for a forced wave with an ampli-
tude of 1000 cm s−1, frequency of 120 µHz and wavenumber
of m = 3. Note that the magnitude of the amplitude was
chosen based on the range for bulk velocities (100 cm s−1 to
10000 cm s−1) in the convection zone predicted by MLT for
this stellar model.
Figure 2 shows the radial velocity profile of a 120 µHz,
m = 3 wave as a function of radius. The red line repre-
sents results from the fully non-linear simulation while the
blue line represents the solution from Eq. (11) solved using a
tridiagonal matrix solver with the top and bottom boundary
values set to match the boundary values of the hydrodynam-
ical simulation. Although the simulation is fully nonlinear,
the good matching between the red line and the blue line
here can be attributed to three factors. First, the forced
wave experiences very little radiative damping due to its
high frequency (Ratnasingam et al. 2019). Second, varying
the explicit viscosity in the domain produced no observable
changes to the waveform, meaning it is not in the regime
where viscous damping is relevant. Finally, the forced wave
has a low nonlinearity parameter,
 = kr
vr
ω
, (21)
as defined in Ratnasingam et al. (2019). We find that  does
not exceed 0.00127 anywhere in the domain. Thus, we do
not expect the forced wave to experience strong non-linear
effects ( = 1). However, these waves might still undergo
weak non-linear interactions, as seen in later sections.
4.1.2 Nonlinear simulations of monochromatic waves
Figure 3 shows a time snapshot of temperature perturbation
and horizontal velocity profiles for the same wave discussed
in the previous section. We can see how forcing a single wave
at the bottom boundary leads to the evolution of perturba-
tion quantities forming wave-like structures. The tempera-
ture perturbations and the horizontal velocities are out of
phase by pi/2 rad, as expected.
In a non-linear system, we expect forcing single waves
at the bottom boundary to lead to self-interaction. Thus, to
investigate this, we look at how energy is transfered between
waves of different wavenumbers. In Fig. 4, we show wave am-
plitudes as functions of stellar radius and wavenumbers for
a forced wave at 120 µHz and m = 3. The forced wave has
an amplitude of 100 cm s−1 in panel (a), 1000 cm s−1 in
panel (b) and 1000 cm s−1 but with no non-linear terms in
panel (c). In Fig. 4(a), we observe a wave at m = 6, which is
an indication of energy transfer from larger wavelengths to
smaller wavelengths. Despite having a very low nonlinearity
parameter ( ≤ 0.000126), there is still energy transfer occur-
ring. Increasing the amplitude to 1000 cm s−1 ( ≤ 0.00126)
causes more waves to be generated at larger m, as shown
in Fig. 4(b), whilst switching off the non-linear terms com-
pletely removes waves at higher wavenumbers, as shown in
Fig. 4(c). As expected, this shows that the non-linear wave
self-interaction transfers energy from larger scales to smaller
scales and the energy transfer rate is dependent on the forced
wave amplitude.
To quantify the rate of energy transfer as a function of
wave amplitude, we compare the amplitudes of the higher
harmonics for the two different forcing amplitudes. Table 3
shows the ratio of harmonic amplitudes from the simulations
with the stated forcing amplitude (100 cm s−1, 1000 cm s−1
and 10000 cm s−1) to the harmonic amplitudes from the
simulation with the lowest forcing amplitude (100 cm s−1).
At the zeroth harmonic (m = 3) order, the ratio of harmonic
amplitudes increases by the same order of magnitude as the
increase in the forcing amplitude, as expected. At the first
harmonic order (m = 6), the ratio of amplitudes is 100 and
at the second harmonic order (m = 9), it is 1000. Running
another simulation with a forcing of 10000 cm s−1, we find
the ratios of harmonic amplitudes amplitudes to be 104 at
m = 6 and 106 at m = 9. This indicates that the energy
transfer to higher wavenumbers is larger for higher forced
wave amplitudes and it is proportional to A2(h+1)r , where
Ar is the ratio of amplitudes between the forced waves and
h is the harmonic order. The factor of 2 comes from the
MNRAS 000, 1–17 (2018)
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Figure 2. Radial velocities against the radius of the star in units of the total stellar radius. The red line represents solutions from the
fully non-linear hydrodynamical simulation. The blue line represents solution from solving Eq. (9) as a boundary value problem (BVP).
The y-axis of the plot is a symmetric log plot which uses linear scaling between -10 and 10, and log scaling outside this range.
Figure 3. Colour plots of different parameters at a t = 60 wave cycles for a wave forced at f = 120 µHz and m = 3; temperature (in
Kelvin) and horizontal velocity (in cm s−1). The x and y -axes represent the cartesian x and y coordinates in units of total stellar radius.
The temperature and horizontal velocities can be seen to be out of phase by 90 degrees.
dimensional argument that wave energy is proportional to
the square of velocity.
Moving to energy transfer between waves in frequency
space, Fig. 5 shows vertical velocity amplitudes at different
radii and frequencies for the m = 3 (Fig. 5(a)) and m = 6
(Fig. 5(b)) as well as amplitudes averaged over all wave-
lengths (Fig. 5(c)), for the simulation with a 120 µHz, m = 3
wave, forced with an amplitude of 1000 cm s−1. The Brunt–
Va¨isa¨la¨ frequency profile has been plotted (white line) in the
bottom panel. We find two main results from this analysis.
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Ratio of harmonic amplitudes
Forcing Amplitude/cm s−1 m = 3 m = 6 m = 9
100 1 1 1
1000 10 102 103
10000 100 104 106
Table 3. The table shows the approximate ratio of harmonic
amplitudes between stated forcing amplitudes (left column) and
the lowest forcing amplitude, which is 100 cm s−1. These ratios
are approximate averages over the whole simulation regime. The
forced wavenumber is m = 3, whilst the first harmonic is m = 6
and the second harmonic is m = 9.
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Figure 4. Spatial Fourier transform of the radial velocities at
t = 60 wave cycles at different radii for a wave forced at 120 µHz
and m = 3. The top panel (a) represents simulations results with
a wave forced at an amplitude of 100 cm s−1 whilst the middle
panel (b) represents simulation results with a wave forced at an
amplitude of 1000 cm s−1. The bottom panel (c) represents simu-
lation results with no non-linear terms forced at an amplitude of
1000 cm s−1.
First, forcing a wave close to a cavity mode frequency4 pro-
duces more efficient energy transfer to different cavity mode
frequencies. For example, from Fig. 5(a), we can see that
at approximately 235 µHz, a fundamental mode (stationary
wave with zero nodes) can be observed and at 160 µHz, the
first harmonic cavity mode (stationary wave with 1 node).
Second, weakly non-linear interactions between waves allow
energy transfer to waves at frequencies that are integer mul-
tiples of the forced wave frequency. In Fig. 5(b), we observe
a wave at 240 µHz, which is indicative of triadic interactions.
The peak with two nodes seen at 200 µHz is likely to be the
result of a daughter wave interaction with a cavity mode.
4 By cavity mode frequency, we mean the eigenfrequencies of the
system. These frequencies result from the eigenmode solution of
the linear Navier-Stokes equations. These are stationary waves
which are also referred to as g-modes in asteroseismology.
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Figure 5. Radial velocities as functions of stellar radius and fre-
quency for a wave forced at 120 µHz and m = 3. Panel (a) shows
the radial velocities at a wavenumber m = 3, panel (b) is for
m = 6 and panel (c) shows the wavenumber-averaged radial ve-
locities. The white line in panel (c) indicates the Brunt–Va¨isa¨la¨
frequency profile for this stellar model. We observe waves at fre-
quencies lower than the forced wave frequency, which is likely
related to the interaction between these waves and the varying
Brunt–Va¨isa¨la¨ frequency profile.
Figure 6 shows line plots of the radial velocity spec-
trum at the top of the radiation zone (r/rstar = 0.99 and
r/rstar = 0.90)5. Past numerical simulations of stellar inte-
riors that included the convective core and resolved IGWs
have been limited to r = 0.9 for numerical stability, which
is why we include the spectrum this radius for comparison
purposes. The spike with the green line indicates the forc-
ing frequency. The propagation of this wave to the surface
causes similar peaks at r = 0.90 (blue line) and r = 0.99
(red line), as expected. The slope in logarithmic frequency
space was found to be -1.106 at 90% the total radius and -
1.643 at 99% the total radius. At lower frequencies, thermal
diffusion dominates, leading to waves being damped over a
short distance. Thus, the presence of wave structures at low
frequencies show that the transfer of energy from high fre-
quency waves to low frequency waves occurs locally, as seen
in Fig. 5(a) and Fig. 6.
Fixing the wavenumber at m = 3, we study the evolution
of the radiation zone with two other forced frequencies: one
at 10 µHz and the other at 50 µHz. In both cases, the forced
wave amplitude was set to 1000 cm s−1. Figure 7 shows the
frequency spectra for a wave forced at 50 µHz, similar to
Fig. 5. Looking at the frequency spectrum at m = 3 (top
panel), we see the waves modes that resonate with the cavity
being generated. At m = 6 (middle panel), we see a wave at
100 µHz but no resonant cavity modes are generated. In the
bottom panel, we observe peaks at integer multiples of 50
5 We will refer to r/rstar as r from here on unless stated otherwise.
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Figure 6. Temporal Fourier transforms of the radial velocities at
three different radii for a wave forced at 120 µHz and m = 3. The
radii given in the legend are in units of the total stellar radius. The
dashed lines represent straight line fits to log10(vr ) and log10(freq).
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Figure 7. Radial velocities as functions of stellar radius and fre-
quency for a wave forced at 50 µHz and m = 3. Panel (a) shows
the radial velocities at a wavenumber m = 3, panel (b) is for m = 6
and panel (c) shows the wavenumber-averaged radial velocities.
The white line in panel (c) indicates the Brunt–Va¨isa¨la¨ frequency
profile for this stellar model
µHz. This is a clear feature of triadic interaction. Taking two
slices of the plot in Fig. 7 shows that at 90% the total radius
of the star, the frequency slope is -1.931, whilst at 99%, the
slope is -2.072.
When a wave with a frequency of 10 µHz and m = 3
is forced at the bottom boundary, this wave can be seen
to damp over a very short distance as shown in Fig. 9(a).
However, at m = 3, almost all the cavity modes are forced.
At m = 6 (panel (b)), triadic interactions close to the bottom
boundary allow a wave of 20 µHz to be formed, which then
excites cavity modes at higher frequencies. Also, one can see
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Figure 8. Temporal Fourier transforms of the radial velocities at
three different radii for a wave forced at 50 µHz and m = 3. The
radii given in the legend are in units of the total stellar radius. The
dashed lines represent straight line fits to log10(vr ) and log10(freq).
The vertical straight lines represents frequencies 50 µHz, 100 µHz
and 150 µHz.
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Figure 9. Radial velocities as functions of stellar radius and fre-
quency for a wave forced at 10 µHz and m = 3. Panel (a) shows
the radial velocities at a wavenumber m = 3, panel (b) is for m = 6
and panel (c) shows the wavenumber-averaged radial velocities.
The white line in panel (c) indicates the Brunt–Va¨isa¨la¨ frequency
profile for this stellar model.
that at m = 6, there is no cavity mode at 100 µHz, which
can be a reason behind the lack of cavity modes in Fig. 7(c).
Finally, in Fig. 10, we can see that the frequency slopes
are -3.197 and -3.146 for the cases of r = 0.9 and r = 0.99
respectively. This slope is even steeper than that in the case
of the 50 µHz wave.
To summarise, we found that when single waves are
forced at the bottom of the radiation zone with very low
nonlinearity parameter, non-linear energy transfer occurs
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Figure 10. Temporal Fourier transforms of the radial velocities
at three different radii for a wave forced at 10 µHz and m = 3. The
radii given in the legend are in units of the total stellar radius. The
dashed lines represent straight line fits to log10(vr ) and log10(freq).
from the forced wave to waves with different frequencies and
wavelengths. The two main energy transfer mechanisms are
triadic interaction and cavity mode interaction. Moreover,
we found that the slope of the frequency spectrum becomes
steeper with smaller forced wave frequency.
4.2 Two-Wave Analysis
In a system with multiple forced waves, there will be in-
teractions between different waves in addition to wave self-
interactions, as discussed in the previous section. These non-
linear interactions can lead to generation of waves at differ-
ent frequencies and wavelengths. We investigate this non-
linear wave-wave interaction by forcing two different waves
at the bottom of the radiation zone; one at 10 µHz, m = 3
and another at 50 µHz, m = 5. Both waves were forced with
the same amplitude of 1000 cm s−1.
Figure 11 shows the frequency spectra of the wave am-
plitudes in the radiation zone for different wavenumbers.
Looking at the top panel of the figure which shows the
wavenumber-averaged wave amplitudes, we observe several
distinct features. First, we see clear standing modes at fre-
quencies which are integer multiples of 50 µHz up to the
Brunt–Va¨isa¨la¨ frequency limit in the domain. These are
waves generated from the self-interaction of the forced 50
µHz wave, as discussed in the the previous section. Fig-
ure 11(c) shows that the 50 µHz forced wave is generated
at the correct frequency and additionally, grows in ampli-
tude as it propagates through the radiation zone.
The second feature of panel (a) is we see the 10 µHz
forced wave being damped over a very short radial distance.
Looking at the frequency spectrum at m = 3 (Fig. 11(b)),
we see that the damping of 10 µHz occurs rapidly in the
radiation zone and the pattern of IGWs is similar to that
seen in Fig. 9 for the single forced wave.
Finally, the interaction between the two forced waves
produces waves at wavenumbers that are non-integer mul-
tiples of 3 and 5. Looking at Fig. 11(d), which shows the
frequency spectrum at m = 8, we see waves near 40 µHz and
60 µHz spanning the whole simulation domain, which are
expected from triadic interaction. We also observe waves at
frequencies lower than 40 µHz and higher than 60 µHz. One
possible explanation for the formation of these waves is cav-
ity mode interaction, as discussed in the previous section.
Another explanation is non-linear interaction between sec-
ondary waves. Waves formed from non-linear interactions
between the forced waves can then interact to form new
waves with a different wavenumber and frequency. Thus,
we found that non-linear interaction between two different
waves leads to the formation of waves at a whole range of
other wavenumbers and frequencies.
4.3 Multiple-Wave Analysis
Currently, we do not have a complete understanding on how
core convection processes generate a spectrum of gravity
waves at the convective-radiative boundary. The spectra de-
scribed in Section 2.3 are a selection of predictions from
different numerical simulations and theoretical studies. To
study the effect of these different excitation spectra on the
waves in the radiative zone, we forced a range of waves at the
bottom boundary of our system with frequencies between 10
µHz and 500 µHz and m = 1 − 20 6.
We found that for the cases of spectrum K and spec-
trum LD, the slope of the frequency spectrum was so steep
that more than 50% of the energy in waves was in frequen-
cies less than 10 µHz. Waves with such low frequencies are
damped over very short distances, which means that they
do not directly contribute to the surface spectrum. In ad-
dition to this, spectrum K and spectrum LD were derived
for stars with convective envelopes, which makes the work
done in Rogers et al. (2013) more relevant for this investiga-
tion. Thus, we work here with just one generation spectrum;
Rbreak.
Figure 12 shows frequency spectra at two different radii
for the generation spectrum, Rbreak, where panel (a) shows
the radial velocity amplitudes (vr ), panel (b) shows the tan-
gential velocity amplitudes (vθ) and panel (c) shows the tem-
perature perturbation amplitudes (T), at r = 0.98 (red line)
and r = 0.90 (green line). Simulations was run for at least
100 wave cycles, for the wave with the smallest frequency
and wavenumber (10 µHz, m = 1) for all the models in this
work and we found that for this wave to reach an amplitude
that is constant up to 5%, the total time elapsed less than
40 wave cycles. This particular wave is chosen as an example
here as it takes the longest time to reach equilibrium. We will
be using r to represent r/rstar from here on. As mentioned in
Section 1, previous work on anelastic simulations of stellar
interiors do not extend the simulation domain beyond 90%
of the total stellar radius for numerical stability. We have
included the spectrum at this radius to be compared with
the spectrum at the surface (r = 0.98). For all the quan-
tities shown in the figure, the frequency slopes at r = 0.98
and r = 0.90 are similar. These frequency slopes are negative
close to the stellar surface, with the values being −0.43/−2.23
6 We only consider waves with frequencies more than 10 µHz
because to resolve waves down to 1 µHz with four grid points, we
need at least 12000 grid points in the radial direction, which is
approximately 10 times the current resolution of our simulations.
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Figure 11. Wave amplitudes as a functions of stellar radius and wave frequency. Panel (a) shows the wave amplitudes averaged over
wavelengths with the Brunt–Va¨isa¨la¨ frequency profile overplotted in white. Panel (b) to panel (e) shows the wave amplitudes at m = 3,
m = 5, m = 8, m = 3 and m = 10 respectively.
(low frequency/high frequency regime)7 for radial velocities,
−1.35/−3.07 for temperature perturbations and −1.53/−3.29
for tangential velocities. Linear theory shows that the fre-
quency slope for the radial velocities is related to the fre-
7 The high frequency regime is defined from 50 µHz to 150 µHz
and the low frequency regime is defined from 10 µHz to 50 µHz.
quency slope of the tangential velocities by approximately a
factor of ω−1 through the following relation:
vθ
vr
=
(
N2
ω2
− 1
) 1
2
(22)
≈ N
ω
, (23)
where the approximation in the second line is true for fre-
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Figure 12. Temporal Fourier transforms of the (a) radial veloc-
ities, (b) tangential velocities and (c) temperature perturbations
at the generation radius (black line), r = 0.90 (green line) and r
= 0.98 (red line), for a 3 M ZAMS star with no rotation. The
red dotted-dash lines represent the fit done to the spectrum at
r = 0.98 between 10 µHz and 50 µHz, and between 50 µHz and
150 µHz. The vertical blue lines represent the upper frequency
limit in the observational data used in Aerts & Rogers (2015) to
compare against numerical results.
quencies much smaller than the Brunt–Va¨isa¨la¨ frequency.
From the ratio of the exponents we can see that this re-
lation is approximately satisfied in both the high and low
frequency regimes in our simulation results. Furthermore,
comparing the slope of IGWs seen here with observational
results from Bowman et al. (2019), we see that our tangen-
tial velocity slopes are within the observational prediction
range. We have included the upper frequency limit of ob-
servational data from Aerts & Rogers (2015) as a reference
point in our plots and we can see that our frequency slopes
are for IGW frequencies below this observational limit. This
limit has been increased to a larger frequency in Bowman
et al. (2019).
Contrary to the expected effect due to the density strat-
ification, both the radial velocity amplitudes in panel (a) and
the temperature perturbation amplitudes in panel (c) at r
= 0.98 are lower than those at r = 0.90. This is likely an
artefact of the impermeable upper boundary condition for
these quantities. In panel (b), we see the tangential veloci-
ties to be higher at r = 0.98 compared to those at r = 0.90,
exhibiting a trend that is opposite to those shown by the
radial velocities and temperature perturbations. This is due
to the top boundary condition for tangential velocities being
stress-free.
To obtain a better understanding of the trend exhibited
by the radial and tangential velocities, we compare our re-
sults with the work done in Ratnasingam et al. (2019), where
a simple linear model was used to investigate the change in
IGW amplitude throughout propagation. This model was
created by linearising the Navier-Stokes equations and ap-
plying the WKB approximation in a spherical geometry with
a locally Boussinesq, but globally anelastic approximation,
which allows for the effect of damping to be included. In this
work, we followed the same procedure in two-dimensional
cylindrical coordinates, resulting in Eq. (11), and applied the
WKB approximation to the whole equation. Wave damping
is assumed to be caused by viscosity or radiative diffusion,
depending on which effect is stronger. Figure 13 shows the
radial and tangential velocity spectra at two different radii
from the non-linear simulation (red line) and linear model
(blue line).
At r = 0.90, the non-linear spectra for vr and vθ matches
the linear spectra very well, in terms of the expected fre-
quency slope, as seen in panel (a) and (b). At r = 0.98,
there is a clear mismatch between the linear (blue lines) and
non-linear (red lines) amplitudes for both the radial and tan-
gential velocities. As discussed above, the IGW amplitudes
near the surface are reduced due to the boundary condi-
tions. However, we see that the slopes match remarkably
well, from the green lines, which show the linear model pre-
dictions multiplied by a certain factor so that it overlays the
numerical simulation results. The linear model has a cut-off
at 140 µHz, which is the smallest Brunt–Va¨isa¨la¨ frequency
in the simulation domain. At the lowest frequencies, there
is significantly more energy in the full non-linear simula-
tion spectrum, which is likely due to local non-linear energy
transfer (as seen in Fig. 5(a) and Fig. 6).
4.3.1 Rotation and Age Analysis
Convective processes are known to be affected by rotation.
In the case of stellar convection, Rogers et al. (2013) showed
that the spectrum of gravity waves due to core convection
for a 3 M varies when rotation is introduced to the system.
We ran non-linear simulations with two of the rotational
velocities and their corresponding wave spectra from that
paper to study the effect of rotation on gravity waves in the
radiation zone. Note that we consider the tangential velocity
to be the best proxy to compare with observational results
(which mainly work with surface brightness variation) and
not temperature, as the relation between temperature varia-
tion and surface brightness variation is not well-understood.
Thus, we only show tangential velocity results from here on.
The stellar angular velocities used here are 0.796 µHz
and 12.73 µHz, referred to as models U3 and U8 in Rogers
et al. (2013). The critical stellar angular velocity is 60
µHz, so our fastest rotating model is at 20% of the criti-
cal velocity or break-up velocity. For Ω = 0.796 µHz, the
generation spectrum has a frequency slope of −1.43/−2.27
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Figure 13. The radial and tangential velocity spectra at r = 0.9 (first column) and r = 0.98 (second column). The blue lines represent
the spectra from linear theory and the green dashed lines represent the linear spectra multiplied by a constant factor to match the
non-linear amplitudes.
and for Ω =12.73 µHz, the generation spectrum has a fre-
quency slope of −1.07/−2.36. For zero rotation, the slope is
−1.55/−2.41. Figure 14 shows the tangential velocity spec-
tra at r = 0.98 for three different stellar angular velocities,
which are Ω = 0.0 µHz (red line), Ω = 0.796 µHz (green
line) and Ω = 12.73 µHz (black line). In all cases, the sur-
face spectra for the tangential velocities were found to have
a steeper slope than the those at generation. However, com-
paring the slopes at different stellar angular velocities, we
found all slopes at both the low and high frequency ranges
to be very similar.
To investigate IGWs in stellar models at different ages,
we begin by noting that the work done in Ratnasingam et al.
(2019) showed that at different stellar ages, the slope of the
frequency spectrum at the surface is dependent mainly on
the generation spectrum. Here, we have kept the generation
spectrum constant for all three models of a 3 M : Zero-
Age Main Sequence (ZAMS), middle-of-the-Main-Sequence
(midMS) and Terminal-Age-Main-Sequence (TAMS). This
fixes the radial velocity spectrum at the inner boundary for
all three models but not the tangential velocity spectrum.
Locally, tangential velocities and radial velocities are related
by Eq. 22. Thus, the tangential velocity generation spectrum
varies between the different models by the same amount the
Brunt–Va¨isa¨la¨ frequency varies between the models at gen-
eration. However, in Fig. 15, which shows the Brunt–Va¨isa¨la¨
frequency (N), thermal diffusivity (K) and density (ρ) pro-
files of all three stellar models as functions radius in units
of the solar radius (r) and in units of total stellar radius
(rstar), panels (a) and (b) show that there is little difference
between the Brunt–Va¨isa¨la¨ frequencies at generation for the
different stellar models, leading to the tangential velocity
profiles at generation being similar too.
Figure 16 shows the surface tangential velocity spec-
tra, defined at 98% of the total stellar radius, for the three
different stellar ages. There are a few distinct features seen
in this plot. The first feature is that the amplitudes of all
waves at the surface decrease as the star ages. This occurs
due to a few different factors. The first factor is that older
stars are larger causing IGWs to travel farther from gen-
eration and reach the surface with lower amplitudes than
those in younger stars. This spreading out of waves is ex-
pected to cause the IGW amplitudes to decrease as r−1 in
2D. The second factor is that all IGWs experience extra
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Figure 14. Temporal Fourier transforms of the tangential velocities close to the stellar surface (r = 0.98) for 3 M ZAMS star with no
rotation (red line), Ω = 0.796 µHz (green line) and Ω = 12.73 µHz (black line). The generation spectrum when Ω = 0.796 µHz has a slope
of -0.5/-2.35 and when Ω = 12.73 µHz, the slope is -0.25/-1.95. For zero rotation, the slope is the same as Rbreak. The vertical blue line
represents the upper frequency limit in the observational data used in Aerts & Rogers (2015) to compare against numerical results.
damping due to them losing their wave-like properties at
the turning point (see Section 2.2) in the radiation zone.
For older stars, the turning point is located at a lower frac-
tion of their total radius. To understand this better, we look
at the top panel of Fig. 18, which shows the ratio between
the oscillatory terms(OT) and the remaining density terms
(DT) in Eq. (11) as functions of the total stellar radius for a
40 µHz, m = 1 wave in different stellar models. The turning
point location is indicated by the ratio = 1 (horizontal black
line). We can observe that the wave maintains its oscillatory
property (indicated by the ratio > 1) for a larger propor-
tion of the radiation zone in younger stars. This can also
be observed in the bottom panel of Fig. 18, which shows the
horizontal velocity amplitude at 40 µHz, m = 1, for different
stellar models, where the waves initially show an oscillatory
behaviour followed by a decaying behaviour.
The second feature of Fig. 16 is the stationary mode
peaks become more prominent for older stars. This effect is
caused by the decreasing average Brunt–Va¨isa¨la¨ frequency
as the star ages, as seen in panels (a) and panels (b) of
Fig. 15. As a result, the high wavenumber waves undergo
rapid damping causing only the low wavenumber waves to
reach the surface. This can be seen in Fig. 17, which shows
the surface IGW spectra at different horizontal wavenum-
bers, for the (a) ZAMS model and the (b) TAMS model.
Waves with horizontal wavenumbers up to m = 6 are still
contributing to the total spectrum for a ZAMS star (panel
(a)) whilst only waves up to m = 3 contribute to the total
spectrum for TAMS star (panel (b)). In fact, this is also a
contributing factor to the decreasing amplitudes of all waves
in older stars, as discussed in the previous paragraph.
A third distinguishing feature appears at lower frequen-
cies (12 µHz 6 f 6 20 µHz). The surface IGW spectrum for
the TAMS model shows a positive slope whilst those for the
ZAMS and midMS models show negative slopes. This is be-
cause low-frequency waves are damped more efficiently by
the broad Brunt–Va¨isa¨la¨ frequency spike near the interface,
as seen in Fig. 15(a) for the TAMS model.
The final feature of Fig. 16 is that the frequency slopes
at high frequencies (50 µHz to 150 µHz) are similar for all
models close to the stellar surface. They were found to be
one order of magnitude larger than the frequency slope for
the radial velocities. The surface radial velocity slopes were
found to be similar those at generation. Note that although
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Figure 15. The Brunt–Va¨isa¨la¨ frequency (top panel), thermal diffusivity (middle panel) and density (bottom panel) profiles as a function
of stellar radius as a unit of total solar radius for stellar models of a 3 M at ZAMS (red line), midMS (blue line) and TAMS (green
line).
the linear fits for these spectra were done visually as least-
square fits are perturbed by the strong peaks, observational
methods such as pre-whitening involves the analysis of stel-
lar IGW spectra without these peaks. Thus, we find that
our result is consistent with observational results (Aerts &
Rogers 2015; Ramiaramanantsoa et al. 2018; Bowman et al.
2019). For the list of all the frequency slopes for the stellar
models in this paper, please refer to Table 4.
5 CONCLUSION AND DISCUSSION
We ran two-dimensional simulations of the evolution of stel-
lar radiation zones, in which IGWs were forced at the bottom
boundary. Since the convection zone was not included, we
are able to simulate the radiation zone up to 99% of the stel-
lar radius and implement realistic thermal diffusivities. We
started the investigation with a series of validation tests by
investigating monochromatic IGW forcing. We found that
for different forced wave frequencies, the waves self-interact
through triadic interactions and also resonate with station-
ary modes within the cavity if the forced wave frequency is
close to a stationary mode frequency.
Our main conclusion is we find that the surface IGW
frequency slopes broadly match those predicted by linear
theory and reflect the generation spectrum. Furthermore,
we find that up to 20% the critical velocity of a star, stellar
rotation (in this case, solid body rotation) does not affect
the surface IGW frequency slope. For these simulations, we
took into account the effect of rotation on both the slope
of the generation spectrum, using results from Rogers et al.
(2013) and the rotation of the radiation zone.
Another result of our investigation is that the surface
IGW frequency slopes are similar at different stellar age.
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Figure 16. Temporal Fourier transforms of the tangential velocities close to the stellar surface (r = 0.98) for 3 M ZAMS star (red
line), 3 M midMS star (blue line) and 3 M TAMS star (green line). The solid vertical lines represent the minimum Brunt–Va¨isa¨la¨
frequency of the respective models. The linear fits (dashed-dotted lines) show the general trend of the spectrum and were not done using
a least-square fit method.
Frequency Slopes Low-Frequency High-Frequency
ZAMS (Ω = 0.0 µHz)
Generation Spectra -1.55 -2.4
Surface Spectra -1.53 -3.29
ZAMS (Ω = 0.796 µHz)
Generation Spectra -1.43 -2.27
Surface Spectra -1.53 -3.40
ZAMS (Ω = 12.73 µHz)
Generation Spectra -1.07 -2.41
Surface Spectra -1.35 -3.12
midMS
Generation Spectra -1.55 -2.4
Surface Spectra -1.69 -3.29
TAMS
Generation Spectra -1.55 -2.4
Surface Spectra 5.10 -3.20
Table 4. The table shows the frequency slopes of the tangential
velocity amplitudes for all the models used in this work. The gen-
eration spectra is defined at the bottom boundary of the radiation
zone and the surface spectra is defined at r = 0.98 rstar.
Note that we used the same generation spectrum for three
different stellar models (i.e. ZAMS, midMS and TAMS). We
also find that for older stars, the IGW amplitudes are not
only lower, they have more distinct peaks in their spectra.
In summary, our results show that the surface frequency
slopes are consistent with the 2D hydrodynamical simu-
lations of stellar interiors (Rogers et al. 2013) and obser-
vational results to-date (Aerts & Rogers 2015; Ramiara-
manantsoa et al. 2018; Bowman et al. 2019). We find the
most recent observational work, Bowman et al. (2019), which
found that the frequency slope magnitudes of IGW signa-
tures from a variety of blue supergiants (BSGs) are less than
3.5, to be the most compelling comparison to our results.
This is due to the large number and variety of stars (i.e. O–
and B– type stars), and their argument that the variability
of the surface IGW spectrum does not have any dependence
on metallicity.
However, there are a few differences between our models
and blue supergiants, which requires further investigation.
First, BSGs are more evolved and more massive. Both stel-
lar age and mass has been shown to cause high variability
in observed surface IGW spectra and we expect the same to
happen at generation. Thus, studying the effect of age and
mass on generation spectra will be highly beneficial. Sec-
ond, the chemical composition, size and rotational speed of
MNRAS 000, 1–17 (2018)
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Figure 17. Tangential velocity amplitudes at different frequen-
cies for horizontal wavenumbers up to 6. Panel (a) represents a
ZAMS model whilst panel (b) represents a TAMS model. The ver-
tical black lines represent the minimum Brunt–Va¨isa¨la¨ frequencies
in the respective model.
these BSGs are expected to be different from our models.
With chemical composition and size, we expect IGWs to be
damped more in these supergiants but the frequency slope
should not affected. However, BSGs possess differential ro-
tation, which is expected to cause frequency shifts in the
surface IGW spectrum. Finally, BSGs are three-dimensional
structures, although 3D simulations do not promise more
accurate results in the framework of this paper (i.e. not in-
cluding the convection zone), extension of this work to 3D
can allow us obtain a better understanding of wave propa-
gation in 3D. Mainly, as shown in Section 2.2, linear theory
predicts that the surface IGW amplitudes for 3D should de-
crease by a factor of ω−0.5 compared to 2D.
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