Let L m,n denote the convex set of completely positive trace preserving operators from C m×m to C n×n , i.e quantum channels. We give a necessary condition for L ∈ L m,n to be an extreme point. We show that generically, this condition is also sufficient. We characterize completely the extreme points of L 2,2 and L 3,2 , i.e. quantum channels from qubits to qubits and from qutrits to qubits.
Introduction
Denote by C m×n , H m ⊃ H m,+ ⊃ H m,+,1 the space of complex m × n matrices, m × m hermitian matrices, the cone of nonnegative definite matrices and the set of density matrices respectively. For A ∈ C m×m we denote A ≥ 0 if and if A ∈ H m,+ . Let [m] = {1, . . . , m} for any positive integer m. Recall that L : C m×m → C n×n is called completely positive if
Observe that
L is called quantum channel if L is completely positive and L : H m,+,1 → H n,+,1 . This is equivalent to the statement that
i.e. L is trace preserving: tr L(X) = tr X for all X ∈ C m×m . Denote by L m,n the convex set of all quantum channels L : H m,+,1 → H n,+,1 . The aim of this note is to study the extreme points of L m,n . We reprove and extend some of the results in [12, 11] . Some related results are discussed in [2, 1, 14, 15, 4] . The paper is organized as follows. In Section 2 we state Choi's theorem, characterizing a completely positive operator L : C m×m → C n×n in terms of a suitable matrix representation Z(L) in C mn×mn , and point out a relation between rank Z(L) and the number of summands in the representation (1.1) of L. In Section 3 extreme points of the compact convex set L m,n are considered. We give a necessary and sufficient condition for L to be an extreme point of L m,n in terms of the null space of the matrix Z(L). In particular, it is shown that if L ∈ L m,n is an extreme point of L m,n then rank Z(L) ∈ [m]. Conversely, in Section 4 we show that a generic L ∈ L m,n with rank Z(L) = m is an extreme point of L m,n . Information on L when rank Z(L) ≤ m is also given. In Section 5 we give a dimension condition on L ∈ L m,n so that L(H m,+,1 ) contains a density matrix of rank at most p. In Section 6 we fully characterize the extreme points of L 2,2 , namely we show that L ∈ L 2,2 is an extreme point of that set if and only if either L is a unitary similarity transformation, or rank Z(L) = 2 and L is not a convex combination of two distinct unitary similarity transformations. In Section 7 we characterize the extreme points of L 3,2 . Section 8 contains a brief discussion of entropy of quantum channels.
Preliminary results
Let F be the field of real or complex numbers R, C respectively. Recall that the standard inner product in C mn given as u, v = v * u corresponds to the inner product U, V = tr V * U in C n×m , which is preserved under the isomorphism φ m .
Let S m (F), A m (F) ⊂ F m×m be the F subspases of symmetric and skew-symmetric matrices respectively. So S m (F) × A m (F) is viewed as a linear space of tuples (A, T ), i.e.
Recall that H m can be identified with S m (R) × A m (R) as follows. We view a hermitian matrix H = S + iT , where S = [s ij ], T = [t ij ] ∈ R m×m are real symmetric and skew symmetric matrices respectively. So ψ : H m → S m (R) × A m (R) is given by S + iT → (S, T ) ∈ S m (R) × A m (R).
We next observe that C m×m is the following complexification of H m . Namely C ∈ C m×m is uniquely represented as S + iT , where S ∈ S m (C), T ∈ A m (C). So we have the linear map ψ m : C m×m → S m (C) × A m (C) that is given as above. The standard inner product on C m×m that is given by C 1 , C 2 = tr C * 2 C 1 induces the standard inner product on S m (C) × A m (C) (S 1 , T 1 ), (S 2 , T 2 ) := tr(S This is the standard inner product on C m 2 . Note that on H m and S m (R) × A m (R) this inner product is real valued.
Denote by L(H m , H n ) the set of all linear transformations from
The spaces L t (H m , H n ) and L u (H m , H n ) are called the spaces of trace preserving and unital transformations respectively. The following result is well known and we bring its proof for reader's convenience.
Lemma 1

1.
In particular L is a quantum channel if and only if L ∨ is a completely positive unital map.
Hence L is trace preserving if and only if L ∨ is unital. This proves 1. Choose a basis in H m so that I m is one of the elements of the basis. Then L is unital if L(I m ) = I n and the images of other basis vectors by L are arbitrary. This proves the second equality in 2. The first equality in 2 follows from the first equality in 1 and the second equality in 2.
Assume that L is given by (1.1). Then
This establishes the expression of L ∨ . Now (1.3) is equivalent to L ∨ being completely positive and unital. ✷ Clearly, L ∈ L(H m , H n ) extends to a linear transformation from C m×m to C n×n , which we denote by L, and no confusion will arise. Clearly,
Hence, with any L ∈ L(H m , H n ) we can associate the following matrix
The following theorem is well known. It includes Choi's necessary and sufficient condition for a completely positive operator [2] , which is part 4 of this theorem. We bring its proof for completeness.
1. Let λ 1 , . . . , λ l be the l nonzero eigenvalues of Z(L) with the corresponding orthonormal eigenvectorsB 1 , . . . ,B l . Then
So Z(L ∨ ) has rank l, l nonzero eigenvalues λ 1 , . . . , λ k with with the corresponding orthonormal eigenvectors B * 1 , . . . , B * l .
Assume that
4. An operator L : C m×m → C n×n is completely positive if and only if the matrix Z(L) is nonnegative definite. 
Assume that L is completely positive and nonzero. Then for any representation
is hermitian, nonnegative definite, rank one and tr Z(L A ) = tr A * A. That is, the nonzero eigenvalue of Z(L A ) is tr A * A. Clearly, Z(aL A ) = aÂ(Â) * for a ∈ R. Assume that a ∈ R \ {0}. Then rank Z(aL A ) = 1 and the nonzero eigenvalue of Z(aL A ) is a tr A * A. Vice versa, if Z ∈ H mn and rank Z = 1 then Z = auu * for a ∈ R \ {0}, u ∈ C mn \ {0}. Hence Z = Z(aL A ) where A = φ m (u).
Recall that we defined l = rank Z(L).
. The above arguments yield (2.3). This establishes 1.
The arguments of the proof of Lemma 1 show that (2.4) follows from (2.3).
we deduce that Z(L ∨ ) has rank l, l nonzero eigenvalues λ 1 , . . . , λ l and corresponding orthonormal eigenvectors B * 1 , . . . , B * l . This establishes 2.
Assume now that L has a representation (1.1), where we assume that each
Recall that λ i λ j u * j u i = tr A * j A i . This establishes 5. Assume we have a decomposition (1.1) and (2.5), then we have the decomposition (2.6) where
Then the spectral decomposition (2.6) is unique up to a permutation of summands. This shows that the representation (1.1) of L, where the conditions (2.5) hold is unique up to the change (1.2) and the order in the summation in (1.1). This establishes 6. ✷ Note that Choi's theorem characterizes completely positive L ∈ L(H m , H n ) by considering a hermitian matix Z(L), which has (mn) 2 real parameters. So Z(L) induces a corresponding matrix M ∈ R n 2 ×m 2 which we discussed above.
3 Extreme points of quantum channels I Theorem 2 and Lemma 1 yield. 
Theorem 3 Let
Proof. Let C(m, n) be given by (3.1). Clearly, C(m, n) is closed. Since for any T ∈ C(m, n) the trace of T is m and
Clearly,
Let L have the form (1.1), and assume that the conditions (2.5) hold. Let u k+1 , . . . , u mn be an orthonormal basis of eigenvectors of Z(L) corresponding to the zero eigenvalue. Consider the subspace
We claim the above set is k 2 dimensional subspace in H mn . Indeed, by assuming that u 1 , . . . , u mn are standard orthonormal vectors in C mn we get that U(u k+1 , . . . ,
We now give a necessary and sufficient condition for an extremality of L ∈ L m,n . 
are linearly independent on U(u m+1 , . . . , u mn ).
Proof. Suppose first that W ∩ U(u k+1 , . . . , u mn ) = {0}. Then the proof of Theorem 4 yields that L is not extreme. Suppose now that W ∩U(u k+1 , . . . ,
. . , u mn ). As U = 0 we obtain a contradiction to our assumption that W ∩ U(u k+1 , . . . , u mn ) = {0}.
Suppose that k = m. Since dim U(u m+1 , . . . , u mn ) = m 2 the assumption W ∩ U(u m+1 , . . . , u mn ) = {0} is equivalent to the assumptions that the m 2 linear functionals (3.5) are linearly independent on U(u m+1 , . . . ,
Proof. Consider the convex set L ∨ m,n ∈ L(H n , H m ). This is the convex set of completely positive unital transformations. Clearly, L is an extreme point of L m,n if and only if L ∨ is an extreme point in L ∨ m,n . Assume that L is of the form (1.1) such that A 1 , . . . , A k are linearly independent. Then L ∨ is given by part 3 of Lemma 1. [2, Theorem 5] 
for k > m are linearly dependent in C m×m , the above theorem yields Theorem 4. This is noted in [12, 11] .
Extreme points of quantum channels II
The aim of this section is to show that most L ∈ L m.n,k , where k ∈ {⌈ m min(m,n) ⌉, . . . , m}, are extreme points of L m,n,k . For that we need to recall a few notions of algebraic and semi-algebraic geometry in R N . A good reference on semi-algebraic geometry is [3] .
Denote by R[R N ] the ring of polynomials with N variables over R.
A semi-algebraic set is a finite union of basic sets, where each basic set is (
The image of a semi-algebraic set by a polynomial map F :
The orthonormality condition is equivalent to the following system of quadratic equations.
(4.2) Hence, the set of K orthonormal vectors in C M is a real algebraic variety in R 2kM .
Observe next that H M can be identified with R M 2 . Hence the set H M,+ is a semi-algebraic set given by the inequalities: all principal minors of X ∈ H M are nonnegative. The set of all nonnegative definite matrices of order M of rank k Proof. Consider the equality (1.3). Since rank
and L m,n,k is nonempty. Assume now that 1 ≤ n < m. Let x 1 , . . . , x m be an orthonormal basis in C m . Let
Suppose that L ∈ L m,n,k , where k satisfies (4. 
Assume that
Proof. 
are linearly dependent if and only if all minors of order k 2 of C are zero. To show that this condition is not satisfied for all X, Y ∈ R nkm we need to produce a set of k matrices B 1 , . . . , B k ∈ C n×m such that the k 2 matrices B * i B j , i, j ∈ [k] are linearly independent. Let y ∈ C n be a vector of unit length. Let e 1 , . . . , e m ∈ R m be the standard orthonormal basis in R m . Define B i = ye ⊤ i , i = 1, . . . , k. Then B * i B j = e i e ⊤ j . Clearly, B * 1 B 1 , . . . , B * k B k are linearly independent. 3. The results of 2 yield that there exist B 1,l , . . . , B k,l satisfying the following conditions. First, B * i,l B j,l for i, j ∈ [k] are linearly independent for each l. Second, lim l→∞ B i,l = A i for i ∈ [k]. Hence we can assume without loss of generality that
and l ∈ N. Hence the first condition of (4.6) holds. Similarly, the third condition of (4.6) holds. As
we deduce the second condition of (4.6).
✷
Theorem 9
Let m, n, k ∈ N and assume that k ∈ {⌈ m min(m,n) ⌉, . . . , m}. Then
The set of extreme points Z ∈ C(m, n) of rank m is a nonempty open semi-
algebraic set in C(m, n) ∩ R(mn, m) o , each of whose connected components is of dimension 2m 2 (n − 1).
. Consider all B ∈ C nk×m of the form (4.4). Then k i=1 B * i B i = I m if and only if B * B = I m . So the set of all B ∈ C nk×m satisfying B * B = I m is an algebraic variety in V ⊂ R 2nkm given by quadratic polynomials. We now define F : C nk×m → H mn . Namely
Again, this map is a polynomial map, where each coordinate is quadratic. Clearly, F (V ) = C(m, n, k). Hence C(m, n, k) is semi-algebraic. Let C(m, n, k) ′ be all nonextreme points of C(m, n) which are in C(m, n, k). Let V ′ ⊂ V be the following strict subvariety of V . Namely, it consists of all B ∈ V , such that the k 2 blocks 2. Since L m,n and C(m, n) are isomorphic, (Theorem 3), Lemma 5 implies that X ∈ C(m, n, m) o is an extreme point if and only if the following condition hold. Let Y(X) ⊂ H mn be the set of hermitian matrices whose kernel contains the kernel of X. Then the m 2 linear functionals given by (3.5) on Y(X) are linearly independent. We first show that C(m, n, m
It is straightforward to show that
Clearly, the m 2 linear functionals (3.5) are linearly independent on Y(X).
Recall that R(mn, m) o is a manifold of dimension m 2 (2n − 1). Assume that X ∈ C(m, n, m) o is an extreme point. Let T (X) be the tangent hyperplane to R(mn, m) o at X. Then Y(X) is an m 2 dimensional subspace of T (X). As the m 2 linear functionals given by (3.5) on Y(X) are linearly independent it follows that these m 2 conditions are linearly independent on T (X). Observe next that The following theorem characterizes the sets of extreme points of L m,n which belong to special L m,n,k .
Theorem 10 Let
2 ≤ m, n ∈ N. Denote k 0 := ⌈ m min(m,n) ⌉. Assume that k ∈ {k 0 , . . . , m}. Then 1. Suppose that L ∈ L m,n with rank Z(L) = k is not an extreme point. Then L is a convex combination of some L 1 , L 2 ∈ L m,n,k−1 . 2. Each L ∈ L m,n,k 0 is an extreme point of L m,n . 3. L ∈ L m,n with rank Z(L) = k 0 + 1
is not an extreme point if and only if it is a convex combination of two distinct extreme points given in 2.
Proof. Assume that L ∈ L m,n and rank
∈ H mn is nonzero and satisfies the conditions tr W ij = 0 for i, j ∈ [m]. Furthermore, the null space of W contains the null space of Z(L). Consider the matrix Z(L) + tW . It is straightforward to see that there exists ǫ > 0 such that for each t ∈ [−ǫ, ǫ] the matrix Z(t) := Z(L)+tW is nonnegative definite. Since tr W = 0 it follows that there exists
Suppose that L ∈ L m,n,k 0 +1 and rank Z(L)
Assume now that L is not an extreme point. Combine 1-2 to deduce that L is a convex combination of two extreme points given in 2. ✷ Definition 11 Let 2 ≤ m, n ∈ N. L ∈ L m,n is called decomposable if the following conditions are satisfied. There exist two unitary matrices U ∈ C m×m , V ∈ C n×n and p, q ∈ N, p + q = m with the following properties. LetL ∈ L m,n be given
the above equality holds.
(It is straightforward to see thatL is indeed quantum channel if L 1 , L 2 are quantum channels.)
The following Lemma gives sufficient conditions for a decomposable quantum channel to be a nonextreme point in L m,n .
Lemma 12
Let L ∈ L m,n be a decomposable channel as defined in Definition 11. Then L is not an extreme point if one of the following conditions hold.
. HenceL and L are not extreme. This proves 1. 2 is proved similarly.
We now show 3. Assume that rank Z(
Assume for simplicity of notation that A 1 , . . . , A l are linearly independent. Denote by P m ⊂ H m,+,1 the set of all pure states in H m,+,1 , i.e. all rank one hermitian matrices of order m with trace one. Then L(P m ) contains a nonzero matrix of rank at most min(n, l). Let e 1 , . . . , e m ∈ R m be the standard basis in R m .
Assume that l ≥ 2. Define
Each matrix in L(P m ) has rank at most min(n, l).
contains a nonzero matrix of rank strictly less than min(n, l). More precisely, let p be the smallest positive integer satisfying
Then L(P m ) contains a nonzero matrix of rank p at most. In particular, L(P m ) contains a matrix of rank one if r ≥ (n − 1)(l − 1) + 1.
Hence L(xx * ) = 0 which is impossible. This establishes 2.
Let Φ(n, l, p) ⊂ C n×l be the complex variety of matrices of rank at most p (< min(n, l)). It is well known that this is an irreducible variety of complex dimension p(n+l−p). (Choose first p rows linearly independent, and all other rows to be linear combinations of the first p rows.) Let Ψ ⊂ C n×l be a subspace of complex dimension d. Then Φ(n, l, p)∩Ψ = {0} if p(n+l−p)+d ≥ nl+1. Note that the set of all M (x) for x ∈ C m is a subspace of dimension r. Clearly (min(n, l)−1)(n+l−min(n, l)+1)+r ≥ nl + 1 if and only if r ≥ max(n, l) − min(n, l) + 2. Furthermore, there exists a nonzero M (x) of rank at most p, where p is the minimal solution of (5.2). The results of this section essentially appear also in [12] , but the approach there is different.
Then one of the following conditions hold.
1. L(H 2,+,1 ) = {R}, where R is rank one hermitian matrix of trace one.
L(H 2,+,1 ) is the convex hull of two distinct rank one hermitian matrices
More precisely, there exist two orthogonal rank one matrices 
2 ) = 0 and rank Z(L) = 2 yields that
Suppose first that y = 0, i.e. L(e 1 e ⊤ 2 ) = 0. Then L(e 2 e ⊤ 2 ) is a rank one matrix. If L(e 2 e ⊤ 2 ) = e 1 e ⊤ 1 we are in the case 1 of our theorem. If L(e 2 e ⊤ 2 ) = e 1 e ⊤ 1 we are in the case 2 of our theorem.
Assume now that y = 0. Since we assume that rank Z(L) = 2 it follows that |y| < 1. We now discuss the conditions when L(H 2,+,1 ) contains a rank one matrix C different from e 1 e ⊤ 1 . Assume that L(B) = C, B ∈ H 2,+,1 . So B is a solution to the minimal problem discussed in beginning of the proof. If rank B = 2 then B is a convex combination of two rank one matrices B 1 , B 2 ∈ H 2,+,1 . Since λ 2 (·) is a concave function on H 2 it follows that rank L(B 1 ) = rank L(B 2 ) = 1. Hence we deduce that if L(H 2,+,1 ) contains at least two different rank one matrices L(B) is a rank one matrix for some B of the form B = (v,w) ⊤ (v, w), |v| 2 + |w| 2 = 1, w = 0. Observe
Suppose first that c = 1. Then s = 0 and det L(B) > 0 for v = 0. For v = 0 we obtain that B = e 2 e ⊤ 2 . Then L(e 2 e ⊤ 2 ) = e 2 e ⊤ 2 . This corresponds to the case 3 of our theorem. (Note that here R 1 and R 2 are orthogonal.)
Assume now that c < 1. Then det L(e 2 e ⊤ 2 ) = (1 − c)c − |s| 2 = (1 − c)|y| 2 > 0, so rank L(e 2 e ⊤ 2 ) = 2. So it is enough to consider the above rank one matrix B with v, w = 0. Taking into account the equality (1 − c)(c − |y 2 |) = |s| 2 we deduce.
If s = 0, i.e. c = |y| 2 , then det L(B) > 0. This corresponds to the case 4 of our theorem. Suppose that s = 0. Then L(B) has rank one for a unique value of w ′ = s y(1−c) . Since |w| < 1 we deduce that |w| 2 c < c. Hence L(e 2 e ⊤ 2 ) can not be a convex combination of R 1 = e 1 e ⊤ 1 and R 2 = L(B). This corresponds to case 3 of our theorem. ✷ Theorem 10 yields.
3. Clearly,
Then there exist pure states B ∈ H 3,+,1 , C ∈ H 2,+,1 such L(B) = C. By choosing orthonormal bases e 1 , e 2 , e 3 ∈ C 3 , f 1 , f 2 ∈ C 2 such that B = e 1 e * 1 , C = f 1 f * 1 we can assume that
3) where c, e ∈ [0, 1] and |x| 2 ≤ c, |y| 2 ≤ e. Furthermore, we can assume that
be the standard basis in C 4 . 
Proof. Assume that L ∈ L 3,2,3 . Observe first that there is no A ∈ C 2×3 such that A * A = I 3 . Hence rank Z(L) ∈ {2, 3}. So the value of l in Theorem 13 is either 2 or 3. Corollary 14 yields that there are pure states B ∈ H 3,+,1 , C ∈ H 2,+,1 so that L(B) = C. Choose orthonormal bases e 1 , e 2 , e 3 and f 1 , f 2 in C 3 and C 2 respectively so that A = e 1 e * 1 , B = f 1 f * 1 . Assuming that e 1 , e 2 , e 3 and f 1 , f 2 are the standard bases in C 3 and C 2 respectively we obtain that Z(L) is of the form (7.3). Hence c, e
Since the diagonal entries of N are nonnegative we deduce that |x| 2 ≤ c, |y| 2 ≤ e. We now show that by changing an orthonormal basis in C 3 to e 1 ,ẽ 2 ,ẽ 3 we may assume that x = 0. Suppose that x = 0. Let w := −ȳe 2 +xe 3 . Then
Letẽ 2 := 1 w w andẽ 3 be a unit vector orthogonal to e 1 ,ẽ 2 . Assuming that e 1 ,ẽ 2 ,ẽ 3 is now the standard basis in C 3 we deduce that Z(L) has the form (7.3) with x = 0.
1. Clearly, |y| ≤ √ e ≤ 1. Assume that |y| = 1. Then e = 1 and 1 − e = 0. As
If W 22 is a rank one matrix then rank Z(L) = 1 + rank diag(0, W 22 , 0) = 2 and L is extreme. Suppose rank W 22 = 2. So W 22 = tU 1 + (1 − t)U 2 , t ∈ (0, 1) for some distinct rank one matrices U 1 , U 2 ∈ H 2,+,1 . Then L is nonextreme since Z(L) equals to:
This proves part 1. 2. Assume now that |y| ∈ [0, 1). Let N be defined by (7.6) , where x = 0. Then N = Z(M ) for some M ∈ M 1−|y| 2 . If rank N = 1 then rank Z(L) = 2 and L is extreme. Suppose now that rank N = 2. Assume M is nonextreme in
4 , i = 1, 2. Clearly P 1 , P 2 ∈ C(2, 2). Denote Q i ∈ H 6,+ the matrix obtained from Z(L) be replacing the submatrix Z(L 2 ) by P i respectively. Lemma 20 yields that Q 1 , Q 2 ∈ H 6,+ . Clearly, Q 1 , Q 2 ∈ C(3, 2) and
and L is nonextreme. Assume now that M is an extreme point in M 1−|y| 2 . a. Suppose that y = 0. Then N = Z(L 2 ). Assume first that the range of N contains a nonzero vector zg 2 + wg 4 . Multiplying this vector by a suitably small, positive scalar and applying Lemma 20 we can assume that N 1 := N − (zg 2 + wg 4 )(zg 2 + wg 4 ) * ≥ 0. Let G 1 , G 2 be obtained from Z(L) by replacing the entries (1, 4) , (1, 6) , (4, 1), (6, 1) by the following entries respectivelȳ z, y +w, z,ȳ + w −z, y −w, −z,ȳ − w.
(Recall that y = 0.) Since N 1 ≥ 0 Lemma 20 that G 1 , G 2 ∈ C(3, 2). As Z(L) = 1 2 (G 1 + G 2 ) we deduce that Z(L) is nonextreme in C(3, 2). Hence L is nonextreme.
Vice versa, assume that L is nonextreme. So L = 1 2 (L 1 +L 2 ) for someL 1 ,L 2 ∈ L 3,2 . Let G i = Z(L i ) for i = 1, 2. Since Z(L 2 ) was extreme in M 1 it follows that G 1 , G 2 are obtained from Z(L) by replacing the entries (1, 4) , (1, 6) , (4, 1), (6, 1) with the entries given by (7.7), where y = 0 and (z, w) ⊤ = 0. Hence Z(L 2 ) − (zg 2 + wg 4 )(zg 2 + wg 4 ) * ≥ 0. Therefore the range of Z(L 2 ) contains a nonzero vector zg 2 + wg 4 .
b. Assume now that |y| ∈ (0, 1). Suppose first that there exists (z, w) ⊤ = 0 such that the two inequalities (7.5) hold. Let G 1 , G 2 be obtained from Z(L) by replacing the entries (1, 4), (1, 6), (4, 1), (6, 1) with the entries given by (7.7). It is straightforward to see that G 1 , G 2 ∈ C(3, 2). As Z(L) = 1 2 (G 1 + G 2 ) we deduce that L is nonextreme.
Vice versa, assume that L is nonextreme and M is extreme in
Since M is extreme in M 1−|y| 2 it follows that G 1 , G 2 are obtained from Z(L) by replacing the entries (1, 4) , (1, 6) , (4, 1), (6, 1) with the entries given by (7.7) and (z, w) ⊤ = 0. Apply Lemma 20 to G 1 and G 2 to deduce (7.5) . ✷
Remarks on the additivity conjectures
Recall that for a density matrix X ∈ H n,+,1 the von Neumann entropy S(X) := − tr X log X [10] . Clearly, S(X) ≥ 0 and S(X) = 0 if and only if X is a pure state, i.e. rank X = 1. The minimum entropy output of a quantum channel L ∈ L m,n is defined as S min (L) := min
S(L(X)).
Clearly, S min (L) ≥ 0 and equality holds if and only if L(H m,+,1 ) contains a pure state. Given two quantum channels L i ∈ L m i ,n i for i = 1, 2 it is well known that one can define a tensor product L 1 ⊗ L 2 , which is a quantum channel in L m 1 m 2 ,n 1 n 2 [13] . The minimal characterization of S min (·) yields
The famous additivity conjecture claimed equality in the above inequality. See [13] for several equivalent forms of this conjecture. It was shown in [7] that the minimum entropy output of a quantum channel is locally additive. Hastings gave a nonconstructive counterexample to the additivity conjecture [8] . A detailed analysis of Hastings' counterexamples show that it exists in a very high dimension [6] . So it is of great interest to find counterexamples to the additivity conjecture in small dimensions. An obvious question is: do the additivity conjectures hold for any pair L 1 , L 2 ∈ L 2,2 , i.e. qubit channels? For Holevo capacity the additivity holds if L 1 ∈ L 2,2 is unital, (L 1 (I 2 ) = I 2 ), and L 2 ∈ L n,n is arbitrary [9] .
Corollary 22 Let L j ∈ L m j ,2,m j be a quantum channel from qu-m j to qubit of Choi rank at most m j for j = 1, 2 . Then
In particular, the minimum entropy output is additive in this case. 
We do not know if the Holevo capacity is additive for two qubit channels if neither of the channels is unital.
