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Abstract
Nessyahu and Tadmor’s central scheme (J. Comput. Phys, 87(1990))
has the benefit of not using Riemann solvers or characteristic decom-
position for solving hyperbolic conservation laws and related convec-
tion diffusion equations. But the staggered averaging causes large
dissipation when the time step size is small comparing to the mesh
size. The recent work of Kurganov and Tadmor (J. Comput. Phys,
160(2000)) overcomes the problem by use of a variable control volume
and obtains a semi-discrete non-staggered central scheme. Motivated
by this work, we introduce overlapping cell averages of the solution
at the same discrete time level, and develop a simple alternative tech-
nique to control the O(1/∆t) dependence of the dissipation. Semi-
discrete form of the central scheme can also be obtained to which the
TVD Runge-Kutta time discretization of Shu and Osher (J. Comput.
Phys, 77(1988)) can be applied. This technique is essentially inde-
pendent of the reconstruction and the shape of the mesh, thus could
also be useful for unstructured mesh. The overlapping cell represen-
tation of the solution also opens new possibilities for reconstructions.
Generally more compact reconstruction can be achieved. We demon-
strate through numerical examples that combining two classes of the
overlapping cells in the reconstruction can achieve higher resolution.
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1 Introduction
The central Nessyahu and Tadmor (NT) scheme provides a black box solution
to nonlinear hyperbolic conservation laws and other closely related equations
by use of the staggered average to avoid dealing with the solutions within the
Riemann fans. When supplied with high order accurate non-oscillatory re-
construction techniques (e.g., MUSCL [32], ENO [10] etc), various variations
of the central schemes can be developed to solve different problems.
In Liu and Tadmor [25], a third order non-oscillatory central scheme is
developed. In Levy, Puppo and Russo [20, 21, 22], a series of central WENO
schemes have been developed with increased order of accuracy. In Jiang et.
al. [11], a general procedure is introduced to develop central schemes on
non-staggered grid. Convex higher order ENO scheme without characteristic
decomposition or staggered grids has been developed in Liu and Osher [23].
Since the central schemes usually use staggered average, the time step size
cannot be passed to zero. One can easily see this by assuming the flux of the
hyperbolic conservation laws is zero, then what the central scheme does is
conservative rezoning at every time step, which will gradually smear out the
solution as the number of iteration increases. Similar situation occurs in the
2D conservative front tracking and is overcome by use of space-time cells in
Glimm et. al. [8]. Central schemes typically require the approximation of the
flux integrated over time which in turn requires the evaluation of the flux at
middle time steps. In Bianco, Puppo and Russo [5], the natural continuous
extension of Runge-Kutta method (Zennaro [34]) is used in the evaluation of
the flux integral which greatly improves the efficiency for higher order central
schemes. In Arminjon and St-Cyr [1], solutions in previous time levels are
used in the prediction of the flux at middle time steps which reduces the
computational cost in multi space dimension.
In [15], Kurganov and Tadmor introduce a new kind of central scheme
without the large dissipation error related to the small time step size by
use of a variable control volume whose size depends on time step size. By
passing the limit as time step size goes to zero, the semi-discrete central
scheme scheme can be developed. This allows the central scheme to be used
for a larger class of equations where time step size has to be small comparing
to the mesh size. This also results in a non-staggered central scheme and
allows the use of TVD Runge-Kutta time discretization methods of Shu and
Osher [29]. Higher order semi-discrete central schemes are developed, e.g. in
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Kurganov and Petrova [17], Kurganov and Levy[14].
In this paper, we introduce an alternative technique to control the dissi-
pative error of central schemes. The major idea is to introduce overlapping
cell representation of the solution. An immediate advantage is that the time
discretization becomes simple by use of the TVD Runge-Kutta method. Also
by use of a time step size dependent convex combination of the overlapping
cell averages, the O(1/∆t) dependent dissipative error can be easily con-
trolled. The computational cost related to the use of overlapping cell averages
should be compensated by these benefits and by more efficient reconstruction
methods using the combined information from the overlapping cell averages.
Bryson and Levy [6] develop high order central WENO schemes for multi-
dimensional Hamilton-Jacobi equations which use a diagonal reconstruction
strategy to project the solution at old evolution points to the regular grid
points. A similar strategy is also used in our 2D diagonal line method in or-
der to take full advantage of the information from the combined overlapping
cells.
In section 2 we will introduce the 1D formulation of the central scheme
on overlapping cells and introduce the technique to control the dissipative
error related to small time steps. In section 3 we discuss the application
to advection diffusion equations for which small time step size is usually
required for explicit schemes. The reconstruction procedures with ENO [10]
or MUSCL [32] for 1D overlapping cells are discussed in section 4. In section
5, we extend the techniques to 2D and develop a simple diagonal line method.
1D and 2D Numerical examples are shown in section 6.
2 Central Schemes for Scalar Conservation
Law in One Space Dimension
Consider 1D conservation law
∂u
∂t
+ ∂f(u)
∂x
= 0, (x, t) ∈ R × (0, T )
u(x, 0) = u0(x), x ∈ R.
(1)
Let {xi} be a uniform partition in R, with ∆x = xi+1 − xi. Denote xi+1/2 =
1
2
(xi + xi+1). Let Ui approximate the cell average
∫ xi+1/2
xi−1/2
u(x, t)dx and Ui+1/2
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approximate the cell average
∫ xi+1
xi
u(x, t)dx. Denote Uni = Ui(tn), U
n
i+1/2 =
Ui+1/2(tn). By applying a MUSCL or ENO reconstruction for the two sets of
cell averages, one obtains a function µn(x) which is piece-wise polynomial for
cells {(xi−1/2, xi+1/2) : i = 0,±1,±2, · · ·} and a function νn(x) which is piece-
wise polynomial for cells {(xi, xi+1) : i = 0,±1,±2, · · ·}. For conservation
purpose of the NT scheme, they should satisfy 1
∆x
∫ xi+1/2
xi−1/2
µn(x)dx = Uni and
1
∆x
∫ xi+1
xi
νn(x)dx = Uni+1/2. Let ∆tn = tn+1− tn be the current time step size,
the NT scheme can be written as follows for one time step
Un+1i =
1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx− ∆tn
∆x
[f(νn(xi+1/2))− f(νn(xi−1/2))],
Un+1i+1/2 =
1
∆x
∫ xi+1
xi
µn(x)dx− ∆tn
∆x
[f(µn(xi+1))− f(µn(xi))].
(2)
Note that this is only first order in time. The higher order time discretiza-
tion can be obtained by applying the TVD time discretization procedure of
Shu and Osher [29]. Kurganov and Tadmor [15] point out that since the
numerical dissipation from 1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx does not depend on ∆tn, the
accumulative error will depend on O(1/∆t), the total number of time steps
in the computation. Therefore when ∆t is very small, e.g. ∆t = O(∆x2)
for convection diffusion equations, the numerical dissipation becomes large.
This is easily seen if f(u) ≡ 0, then what the central scheme does is conser-
vative rezoning at every time step, which will smear out the solution with
the number of iterations increasing. By choosing the size of the control vol-
ume (xi, xi+1) proportional to ∆t as in [15], this O(1/∆t) dependence can be
removed and by passing the limit as ∆t → 0, semi-discrete central schemes
can be developed. Here we introduce another easy modification of the NT
scheme to remove the O(1/∆t) dependence of the error taking advantage of
the overlapping cell representation Uni and U
n
i+1/2. The idea is to use a time
dependent weighted average of 1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx and Uni in (2), which will
not change the order of accuracy of the scheme. In fact the difference be-
tween them is the local dissipation error. Suppose ∆tn ≤ ∆τn and ∆τn is an
upper bound for the current time step size due to the CFL restriction. The
one time step form of the new central scheme can be formulated as follows
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Un+1i = θ(
1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx) + (1− θ)Uni −
∆tn
∆x
[f(νn(xi+1/2))− f(νn(xi−1/2))],
Un+1i+1/2 = θ(
1
∆x
∫ xi+1
xi
µn(x)dx) + (1− θ)Uni+1/2−
∆tn
∆x
[f(µn(xi+1))− f(µn(xi))],
(3)
where θ = ∆tn/∆τn. Note that when θ = 1, it becomes the NT scheme
represented on overlapping cells. One can also obtain the following semi-
discrete form by moving Uni and U
n
i+1/2 to the left hand side and multiplying
both side by 1
∆tn
, then passing the limit as ∆tn → 0
d
dt
Ui(tn) =
1
∆τn∆x
∫ xi+1/2
xi−1/2
νn(x)dx− 1
∆τn
Uni −
1
∆x
[f(νn(xi+1/2))− f(νn(xi−1/2))],
d
dt
Ui+1/2(tn) =
1
∆τn∆x
∫ xi+1
xi
µn(x)dx− 1
∆τn
Uni+1/2−
1
∆x
[f(µn(xi+1))− f(µn(xi))].
(4)
Note that this semi-discrete form doesn’t need to explicitly evaluate the
jump values of νn(x) and µn(x) across their respective cell edges (which is one
of the features of the NT scheme), thus is more convenient to use for finite
volume representations in multi space dimension with unstructured mesh.
See Figures 1, 2 and 3. To study the non-oscillatory property of the scheme
(3), denote TV {Un+1i } =
∑
i |Un+1i+1 − Un+1i | as the total variation of Un+1i .
We say a scheme is TVD from time tn to tn+1 if
max {TV {Un+1i }, TV {Un+1i+1/2}} ≤ max {TV {Uni }, TV {Uni+1/2}} < ∞.
We have the following theorem.
Theorem 1 Let the schemes (2) and (3) start from the same time tn with
the same initial values Uni and U
n
i+1/2. If the scheme (2) is TVD from time
step tn to tn+∆τn, then the scheme (3) is also TVD from time tn to tn+∆tn,
for any ∆tn ∈ [0, ∆τn].
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xi xi+1
un(x)
Un+1i+1/2
un(x)
Figure 1: Nessyahu and Tadmor’s central scheme
Proof: Note that the first equation of (3) can be rewritten as
Un+1i = θ{ 1∆x
∫ xi+1/2
xi−1/2
νn(x)dx− ∆τn
∆x
[f(νn(xi+1/2)− f(νn(xi−1/2)]}+
(1− θ)Uni .
This is a convex combination of the Un+1i calculated from the scheme (2) with
time step size ∆τn and U
n
i . Since the scheme (2) is TVD for time step size
∆τn, therefore the U
n+1
i computed by the scheme (3) satisfies TV {Un+1i } ≤
max {TV {Uni }, TV {Uni+1/2}} < ∞. Similarly from the second equation of
(3) we conclude that Un+1i+1/2 computed by (3) satisfies
TV {Un+1i+1/2} ≤ max{TV {Uni }, TV {Uni+1/2}}.
The proof is complete. 2
Remark. The proof follows closely the strategy used in [29]. If we change
the definition of total variation to TV {Un+1i } =
∑
2i=0,±1,±2,··· |Un+1i −Un+1i−1/2|,
Theorem 1 is still true following a similar argument. These two versions of
the theorems provide us some insights into two reconstruction procedures:
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xi−1 xi xi+1/2 xi+1
Uni−1
Uni−1/2
Uni
Uni+1/2
Uni+1
xi−1/2
Figure 2: One dimensional overlapping cells
one is standard to reconstruct for the two classes of cell averages {Uni : i =
0,±1,±2, · · ·} and {Uni+1/2 : i = 0,±1,±2, · · ·} separately; the other mixes
the two classes in the reconstruction. We will discuss more for the second
one in the following sections.
Note that in (3),
θ( 1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx) + (1− θ)Uni
= Uni +
∆tn
∆τn
( 1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx− Uni ).
and ∆τn = O(∆x) is due to the CFL restriction for the NT scheme. Therefore
the local dissipative error now has a factor of ∆tn and the cumulative error
will not be degenerated by choosing very small ∆tn. It will be interesting to
see the first order correspondence of (3) relative to the Lax-Friedrich scheme,
Un+1i = θ
Un
i−1/2
+Un
i+1/2
2
+ (1− θ)Uni − ∆tn∆x {f(Uni+1/2)− f(Uni−1/2)}
= Uni − ∆tn∆x/2{F ni+1/4 − F ni−1/4},
where F ni+1/4 =
1
2
{f(Uni ) + f(Uni+1/2)}+ ∆x/22∆τn (Uni − Uni+1/2). This is the Lax-
Friedrich flux with diffusive coefficient ∆x
2∆τn
(see e.g. Shu [28]), which should
be chosen to be larger than maxu |f ′(u)| in order for the flux F ni+1/4 to be a
monotone flux. Therefore the modified Lax-Friedrich scheme can be viewed
as the Godunov scheme with an approximate Lax-Friedrich Riemann solver.
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xi xi+1
µn(x)
µn(x)
Uni+1/2
Un+1i+1/2
xi+1/2 xi+3/2
νn(x)
νn(x)
Uni+1
Un+1i+1
Figure 3: Central scheme on overlapping cells allows a convex combination
of the cell averages
When θ = 1, i.e. ∆tn = ∆τn, it becomes the original non-staggered Lax-
Friedrich scheme.
Following [29], a predictor-corrector time discretization procedure is TVD
provided that the two one-step schemes in the procedure are both TVD,
therefore the fully discretized second order version of the scheme (3) can be
obtained conveniently as follows.
Predictor:
U˜n+1i =
θ
∆x
∫ xi+1/2
xi−1/2
νn(x)dx + (1− θ)Uni − ∆tn∆x [f(νn(xi+1/2))− f(νn(xi−1/2))],
U˜n+1i+1/2 =
θ
∆x
∫ xi+1
xi
µn(x)dx + (1− θ)Uni+1/2 − ∆tn∆x [f(µn(xi+1))− f(µn(xi))].
(5)
Corrector:
Uˆn+2i =
θ
∆x
∫ xi+1/2
xi−1/2
ν˜n+1(x)dx + (1− θ)U˜n+1i − ∆tn∆x [f(ν˜n+1(xi+1/2))− f(ν˜n+1(xi−1/2))],
Uˆn+2i+1/2 =
θ
∆x
∫ xi+1
xi
µ˜n+1(x)dx + (1− θ)U˜n+1i+1/2 − ∆tn∆x [f(µ˜n+1(xi+1))− f(µ˜n+1(xi))].
(6)
Average:
Un+1i =
1
2
{Uni + Uˆn+2i },
Un+1i+1/2 =
1
2
{Uni+1/2 + Uˆn+2i+1/2}.
(7)
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Remark. In some high order TVD Runge-Kutta methods of [29], the time
step size cannot have CFL factor 1 which requires that θ has to be adjusted
correspondingly. For example, in one form of the 4th order TVD Runge-
Kutta method, the CFL factor is 2/3, which implies that ∆tn should satisfy
∆tn ≤ 2/3∆τn when applying it to the semi-discrete scheme (4).
3 Central Schemes for Convection Diffusion
Equation in One Space Dimension
Consider the convection diffusion equation
∂u
∂t
+ ∂f(u)
∂x
= ∂
∂x
(a(u, x, t)∂u
∂x
), (x, t) ∈ R× (0, T )
u(x, 0) = u0(x), x ∈ R,
(8)
where a(u, x, t) ≥ 0. Following the work of Kurganov and Tadmor [15], we
can discretize equation (8) as follows
Un+1i = θ(
1
∆x
∫ xi+1/2
xi−1/2
νn(x)dx) + (1− θ)Uni −
∆tn
∆x
[f(νn(xi+1/2))− f(νn(xi−1/2))]
+∆tn
∆x
[a(Uni+1/2, xi+1/2, tn)
Uni+1−Uni
∆x
− a(Uni−1/2, xi−1/2, tn)
Uni −Uni−1
∆x
],
Un+1i+1/2 = θ(
1
∆x
∫ xi+1
xi
µn(x)dx) + (1− θ)Uni+1/2−
∆tn
∆x
[f(µn(xi+1))− f(µn(xi))]
+∆tn
∆x
[a(Uni+1, xi+1, tn)
Un
i+3/2
−Un
i+1/2
∆x
− a(Uni , xi, tn)
Un
i+1/2
−Un
i−1/2
∆x
],
(9)
where θ = ∆tn/∆τn, ∆τn is maximum time step size determined by the CFL
restriction for the hyperbolic part of the equation (8), ∂u
∂t
+ ∂f(u)
∂x
= 0.
We have the following stability theorem.
Theorem 2 Let the schemes (2) and (9) start from the same time tn with the
same initial values Uni and U
n
i+1/2. If the scheme (2) is TVD from time step
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tn to tn +∆τn, then the scheme (9) is also TVD from time tn to tn +∆tn, for
any ∆tn ≤ ∆τn∆x2∆x2+2an∆τn , with an = sup{a(Uni+1, xi+1, tn), a(Uni+1/2, xi+1/2, tn) :
i = 0,±1,±2, · · ·}.
Proof: Note that the first equation of (9) can be rewritten as
Un+1i = θ{ 1∆x
∫ xi+1/2
xi−1/2
νn(x)dx− ∆τn
∆x
[f(νn(xi+1/2))− f(νn(xi−1/2))]}+
(1− θ − (a(U
n
i+1/2
,xi+1/2,tn)+a(U
n
i−1/2
,xi−1/2,tn))∆tn
∆x2
)Uni +
∆tna(Uni−1/2,xi−1/2,tn)
∆x2
Uni−1 +
∆tna(Uni+1/2,xi+1/2,tn)
∆x2
Uni+1.
The condition of the theorem will ensure that the coefficient of Uni is non-
negative. Therefore Un+1i in (9) is a convex combination of the U
n+1
i calcu-
lated from the scheme (2) with time step size ∆τn, U
n
i , U
n
i−1 and U
n
i+1. Since
the scheme (2) is TVD for the time step size ∆τn, therefore the U
n+1
i com-
puted by the scheme (9) satisfies TV {Un+1i } ≤ max {TV {Uni }, TV {Uni+1/2}} <
∞. Similarly for the second equation of (9) and the proof is complete. 2
4 Reconstruction in One Space Dimension
For separation of the two classes of the cells, we will denote V ni = U
n
i+1/2, i =
0,±1,±2, · · · with their supporting cells Di = (xi, xi+1). Correspondingly,
the cells supporting Uni will be denoted as Ci = (xi−1/2, xi+1/2). The most
straight forward way of reconstruction is to do it for cell class {Ui} and {Vi}
separately. Since there is no overlapping of cells within {Ui} or within {Vi},
standard reconstruction methods, e.g. MUSCL, ENO etc, can be used.
4.1 High Order Reconstruction Using Combined Cells
The interesting question is what happens if we combine cells {Ui} and {Vi}
in the reconstruction. Let’s consider for example the reconstruction for the
cell with cell average Uni . For simplicity we only use the information from
overlapping cells adjacent to cell Ci or with overlap to Ci, see Fig. 4. A 4th
order polynomial can be written as
p4(x) = a0 + a1(x− xi) + a2(x− xi)2 + a3(x− xi)3 + a4(x− xi)4.
Central Schemes on Overlapping Cells 11
Ci−1 Ci Di Ci+1
Uni−1
V ni−1
Uni
V ni
Uni+1
Di−1
Figure 4: One dimension overlapping cells with change of notation
Adapting the strategy of Abgrall [3] to overlapping cells, we may simply
let 1
∆x
∫
Cj
p4(x)dx = U
n
j , j = i, i± 1 and 1∆x
∫
Dj
p4(x)dx = V
n
j , j = i, i− 1 to
find the coefficients. For example,
a0 =
1
30
[Uni−1 + U
n
i+1 + 46U
n
i − 9(V ni−1 + V ni )],
a1 =
1
3∆x
[Uni−1 − Uni+1 − 5(V ni−1 − V ni )],
a2 = − 12∆x2 [Uni−1 + Uni+1 + 14Uni − 8(V ni−1 + V ni )],
a3 = − 23∆x3 [Uni−1 − Uni+1 − 2(V ni−1 − V ni )],
a4 =
2
3∆x4
[Uni−1 + U
n
i+1 + 6U
n
i − 4(V ni−1 + V ni )].
(10)
There are many possible 3rd order polynomials
p3(x) = a0 + a1(x− xi) + a2(x− xi)2 + a3(x− xi)3
defined in this stencil of overlapping cells. For example, a symmetric one is
defined by enforcing the cell averages at cells Ci and Ci−1 ∪ Ci ∪ Ci+1 which
gives
a0 = − 124 [Uni−1 + Uni+1 − 26Uni ],
a2 =
1
2∆x2
[Uni−1 + U
n
i+1 − 2Uni ], (11)
Then use least square fit (see e.g., Barth and Frederickson [4]) on cells Di−1
and Di, which gives the rest of the two coefficients.
a1 =
1
3∆x
[(Uni−1 − Uni+1)− 5(V ni−1 − V ni )],
a3 =
4
3∆x3
[−1
2
(Uni−1 − Uni+1) + (V ni−1 − V ni )]. (12)
In order to verify the accuracy of the reconstructions using combined
overlapping cells, we build a test scheme as follows.
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The simplest way to take advantage of these locally constructed high
order polynomials is to combine them with a low order polynomial, using
proper smooth indicators to turn on the high order polynomial in a smooth
region and turn off it in a non-smooth region. This follows the works of
Liu, Osher and Chan [24], Liu and Tadmor [25], Levy, Puppo and Russo
[21] and Kurganov and Petrova[17]. For example, let pl(x) be the linear
polynomial having the given cell averages in cells Ci−1 and Ci and pr(x) be
the linear polynomial having the given cell averages in cells Ci and Ci+1. Let
p(x) = w3p3(x) + wlpl(x) + wrpr(x) where w3, wl, wr are some non-negative
weights satisfying w3+wl+wr = 1, thus p(x) also conserves the cell averages.
In order to determine the weights, let IS3, ISl, ISr be the corresponding
smooth indicators so that IS3 = 1/[(∆xa3)
4 + ], ISl = 1/[IS3 + (p
′
l)
4 + ],
and ISr = 1/[IS3 + (p
′
r)
4 + ]. Let w = IS3 + ISl + ISr, then finally let
w3 = IS3/w, wl = ISl/w, wr = ISr/w. It is easy to verify that these weights
satisfies the ENO principle as defined in Liu, Osher and Chan [24] in the
sense that in smooth regions they satisfy the accuracy requirement while in
non-smooth regions w3 = O(∆x
4), enough to control p3(x), and wl and wr
will shift the weights to the flatter linear polynomial.
Remark. The accuracy test for this scheme is included which helps verify
the accuracy of the reconstructions for combined overlapping cells. Similar
reconstruction using p5(x) has also been done with expected accuracy on
smooth test problems. These simple reconstructions also seem to work fine
for various test problems for Euler equation.
4.2 Compact Quadratic ENO Reconstruction Using Com-
bined Overlapping Cells
Note that in Fig. 4, there affords a full ENO stencil for quadratic polynomials.
In order to obtain a quadratic polynomial
p2(x) = a0 + a1(x− xi) + a2(x− xi)2
in cell Ci, there are 3 possible stencils of overlapping cells to choose from,
namely, {Ci−1, Di−1, Ci}, {Di−1, Ci, Di} or {Ci, Di, Ci+1}. Viewing the cell
averages as point values at their respective cell centers, The Newton divided
difference (Harten et. al.[10]) can be used as the smooth indicator to pick
one stencil which contains the smoothest data. For example, if the stencil
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{Di−1, Ci, Di} is chosen, then the quadratic polynomial can be constructed
by letting 1
∆x
∫
Di−1
p2(x)dx = V
n
i−1,
1
∆x
∫
Ci
p2(x)dx = U
n
i and
1
∆x
∫
Di
p2(x)dx =
V ni . For example, the formula for the coefficients of p2, given the cell averages
of p2, A0, A1, A2, at 3 different cells of size h and cell center positions xi +
ξ0, xi + ξ1, xi + ξ2 can be written as follows
a2 =
1
ξ2−ξ1 [
A2−A0
ξ2−ξ0 − A1−A0ξ1−ξ0 ],
a1 =
A1−A0
ξ1−ξ0 − (ξ1 + ξ0)a2,
a0 = A0 − ξ0a1 − (ξ20 + h
2
12
)a2.
(13)
Remark. The quadratic ENO Reconstruction using combined overlapping
cells for (3) is tested for many problems in this paper and provides good
robustness and resolution. It is also used for a compact diagonal line method
for 2D.
4.3 Linear ENO and MUSCL Reconstructions Using
Combined Overlapping Cells
Following the previous discussion, It is straight forward to apply the second
order ENO or MUSCL linear reconstructions for cell Ci using only the closest
overlapping cells, Di−1 and Di, see Fig. 4. For a volume conserving linear
polynomial p2(x) = a0 + a1(x − xi) with a0 = Uni , the only thing left is to
determine the slope a1 using information from cells Di−1 and Di. The nu-
merical experiments show that these combined local reconstructions produce
better resolution than those reconstructed separately for each class of cells.
5 Two Space Dimension
Consider the system of conservation laws in two space dimension
∂u
∂t
+
∂f(u)
∂x
+
∂g(u)
∂y
= 0, (x, y, t) ∈ R2 × (0, T ). (14)
Assuming a uniform rectangular mesh with mesh size ∆x×∆x, and cell center
positions xi,j = (xi, yj) = (i∆x, j∆x). Let U
n
i,j denote the cell average of u in
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Uni−1,j−1
Figure 5: Two dimensional (staggered) overlapping cells
the cell centered at xi,j at time level tn. The most common staggered mesh
would be to shift the original mesh along the vector ( 1
2
∆x, 1
2
∆x), thus a cell
centered at xi,j will be shift to a new cell centered at yi,j = xi,j +(
1
2
∆x, 1
2
∆x).
By assigning the cell averages V ni,j of u to the new cell at the same time level
tn, we obtain overlapping cell average representation of the function u. See
Fig. 5, the original cells are bounded by solid lines while the shifted staggered
cells are bounded by dashes. To simplify the terminology, we will frequently
call the original cell centered at xi,j the cell of U
n
i,j and call the overlapping
cell centered at yi,j the cell of V
n
i,j.
Suppose in each cell we have a reconstructed polynomial which conserves
the cell average. Let µn(x, y) be a piecewise polynomial reconstructed on the
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original cells of Uni,j s.t.
1
∆x2
∫
cell of Ui,j
µn(x, y)dxdy = Uni,j,
and νn(x, y) be the piecewise polynomial reconstructed on the shifted stag-
gered cells of V ni,j s.t.
1
∆x2
∫
cell of Vi,j
νn(x, y)dxdy = V ni,j.
We can write the 2D central scheme analogous to (3) as follows
Un+1i,j = θ(
1
∆x2
∫
cell of Ui,j
νndxdy) + (1− θ)Uni,j−
∆tn
∆x2
∫
∂(cell of Uni,j)
(f(νn), g(νn)) · nds,
V n+1i,j = θ(
1
∆x2
∫
cell of Vi,j
µndxdy) + (1− θ)V ni,j−
∆tn
∆x2
∫
∂(cell of V ni,j )
(f(µn), g(µn)) · nds.
(15)
where n denotes unit outer normal of the corresponding cell boundary, θ =
∆tn/∆τn ≤ 1, ∆tn = tn+1− tn is the actual time step size, ∆τn is determined
by the CFL restriction of the NT scheme. The evaluation of the fluxes
integrated along the cell boundary can be evaluated with the quadrature, see
e.g. Levy, Puppo and Russo [22]. One can also obtain a semi-discrete form
by moving Uni,j and V
n
i,j to the left hand side and multiplying both side by
1
∆tn
, then passing the limit as ∆tn → 0. Therefore the TVD Runge-Kutta
methods of Shu and Osher [29] can be used to obtain a fully discretized
scheme with suitable order of accuracy in time.
As in the 1D case, the reconstruction can be done for each class of cells
separately or for combined overlapping cells. The second order reconstruction
for combined overlapping cells is particularly simple. For example, for the
cell of Uni,j, the volume conserving linear polynomial can be written as
p1(x) = U
n
i,j + a1 · (x− xi,j),
where x = (x, y). The gradient a1 can be determined by choosing two
smoothest cells from the cells of Uni−1,j , V
n
i−1,j, U
n
i,j+1, V
n
i,j, U
n
i+1,j , V
n
i,j−1, U
n
i,j−1
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or V ni−1,j−1, or choose two only from the overlapping cells of V
n
i−1,j , V
n
i,j, V
n
i,j−1
or V ni−1,j−1. See Fig. 5.
By introducing overlapping cell averages for the staggered mesh at each
time level, finite volume implementation with regular or irregular staggered
mesh becomes easier with the TVD Runge-Kutta time discretization methods
of [29]. Also notice that the semi-discrete form of (15) does not contain any
explicit evaluation of the jump values at cell boundaries.
5.1 A Third Order Diagonal Line Method in 2D
In order to take full advantage of the information on overlapping cells as in
Fig. 5, an efficient line by line reconstruction would be to go along the diago-
nal direction since each of the the diagonal lines passes through the centroid
of 5 overlapping cells adjacent to cell of Uni,j. We can set a local coordinate
ξ, η as in Fig. 5, which is a rigid rotation of the x, y coordinate clock-wisely
pi/4 angle followed by a shift to the cell center. The (ξ, η) coordinate for a
fixed point with coordinate (x, y) is
ξ =
√
2
2
(x− xi)−
√
2
2
(y − yj),
η =
√
2
2
(x− xi) +
√
2
2
(y − yj).
(16)
The conservation laws (14) can be written as
∂u
∂t
+
∂F (u)
∂ξ
+
∂G(u)
∂η
= 0, (17)
where F (u) =
√
2
2
f(u)−
√
2
2
g(u), G(u) =
√
2
2
f(u) +
√
2
2
g(u).
Now assume the solution is piecewise constant (the cell averages) repre-
sented in the 2D overlapping cells. If we look at the cross-section of this
piecewise constant solution on the ξ-axis, we obtain a one dimensional piece-
wise constant solution on the overlapping cells along ξ-axis, see the upper
graph of Fig. 6. Viewing these constants as the corresponding cell averages of
the solution on the 1D overlapping cells along ξ-axis, we can then apply the
reconstruction procedures discussed in previous sections to obtain a local 1D
polynomial µni,j(ξ) for the cell of U
n
i,j along ξ-direction. Note that there are
exactly 5 overlapping cells along ξ-axis, thus the quadratic ENO reconstruc-
tion discussed in Section 4.2 can be applied here to construct the second order
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Uni+1,j+1
V ni−1,j−1
η−1/2
Figure 6: Overlapping cells along two diagonal lines
polynomial µni,j(ξ) on interval (ξ−1/2, ξ1/2) within the cell of U
n
i,j. Note that
we are going to set such a local coordinate for every cell. The corresponding
parameters in the upper graph of Fig. 6 are ξk = k∆ξ with ∆ξ =
√
2∆x. It
is important to recognize the scale difference between ∆x and ∆ξ because it
will affect the CFL restriction which will be discussed in a moment. Simi-
larly looking at the cross-section of the solution along the η-axis we obtain
a 1D piecewise constant solution defined as in the lower graph of Fig. 6 with
parameters ηk = k∆ξ, thus we can apply the quadratic ENO reconstruction
to obtain a quadratic polynomial µ˜ni,j(η) defined on the interval (η−1/2, η1/2)
within the cell of Uni,j. We can apply the same procedure for the cell of V
n
i,j to
obtain two local quadratic polynomial νni,j(ξ) defined on its local ξ-axis and
ν˜ni,j(η) defined on its local η-axis.
Following the work of Kurganov and Tadmor [15], we can write the semi-
discrete 2D scheme based on (4) as follows
d
dt
Ui,j(tn) = −DξF (V n)i,j −DηG(V n)i,j,
d
dt
Vi,j(tn) = −DξF (Un)i,j −DηG(Un)i,j, (18)
where −DξF (V n)i,j is an approximation to −∂F (u)∂ξ at the cell centroid of
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the cell of Uni,j which is a correspondence to the right hand side of the first
equation of the 1D semi-discrete central scheme (4). It is similar for the
others. These flux derivatives can be written down explicitly as follows
−DξF (V n)i,j = 1∆τn∆ξ{
∫ 1
2
∆ξ
0 ν
n
i−1,j(ξ)dξ +
∫ 0
− 1
2
∆ξ ν
n
i,j−1(ξ)dξ}−
1
∆τn
Uni,j − 1∆ξ [F (νni,j−1(0))− F (νni−1,j(0))],
−DηG(V n)i,j = 1∆τn∆ξ{
∫ 1
2
∆ξ
0 ν˜
n
i−1,j−1(η)dη +
∫ 0
− 1
2
∆ξ ν˜
n
i,j(η)dη}−
1
∆τn
Uni,j − 1∆ξ [G(ν˜ni,j(0))−G(ν˜ni−1,j−1(0))],
(19)
and
−DξF (Un)i,j = 1∆τn∆ξ{
∫ 1
2
∆ξ
0 µ
n
i,j+1(ξ)dξ +
∫ 0
− 1
2
∆ξ µ
n
i+1,j(ξ)dξ}−
1
∆τn
V ni,j − 1∆ξ [F (µni+1,j(0))− F (µni,j+1(0))],
−DηG(Un)i,j = 1∆τn∆ξ{
∫ 1
2
∆ξ
0 µ˜
n
i,j(η)dη +
∫ 0
− 1
2
∆ξ µ˜
n
i+1,j+1(η)dη}−
1
∆τn
V ni,j − 1∆ξ [G(µ˜ni+1,j+1(0))−G(µ˜ni,j(0))].
(20)
Remark on the CFL Restriction. We can write the semi-discrete 2D
method into fully discrete form with forward Euler time discretization. For
example, the first equation of (18) can be written as
Un+1i,j = θ · { 1∆ξ [
∫ 1
2
∆ξ
0 ν
n
i−1,j(ξ)dξ +
∫ 0
− 1
2
∆ξ ν
n
i,j−1(ξ)dξ]−
∆τn
∆ξ
[F (νni,j−1(0))− F (νni−1,j(0))]}+
θ · { 1
∆ξ
[
∫ 1
2
∆ξ
0 ν˜
n
i−1,j−1(η)dη +
∫ 0
− 1
2
∆ξ ν˜
n
i,j(η)dη]−
∆τn
∆ξ
[G(ν˜ni,j(0))−G(ν˜ni−1,j−1(0))]}+
(1− 2θ) · Uni,j,
(21)
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where θ = ∆tn/∆τn ≤ 1, ∆tn = tn+1− tn is the time step size for the forward
Euler discretization. On each diagonal direction the line method can afford
a CFL factor (w.r.t. ∆ξ) at most 0.5 ensuring that the center Riemann fan
doesn’t reach the cell boundary, which is the essential property of the 1D
NT scheme. Since ∆ξ =
√
2∆x, this translates to a CFL factor of no more
than
√
2/2 for choosing ∆τn. But for this line method, we may NOT be
able to choose θ up to 1 any more. In fact, the coefficient in front of Uni,j is
1− 2θ. Therefore in order to make sure the combination is convex (following
a similar argument in the proof of Theorem 1) we need 1 − 2θ ≥ 0, which
implies θ ≤ 1
2
or ∆tn ≤ 12∆τn. Note that this implies the actual CFL factor
for choosing ∆tn is at most
√
2/4 w.r.t. ∆x, but surprisingly we can choose
a larger ∆τn than the 1D central scheme ! This gives us a larger range of
control of the dissipation. Remember ∆tn, the actual time step size will not
increase the dissipation as it shrinks to zero following a similar argument as
in 1D case.
Remark. If the right hand side of the equation (14) is not zero, e.g., a
diffusive term, the spatial discretization for the right hand side doesn’t have
to be along the diagonal direction. A discretization form for the right hand
side as in section 3 can be simply added to the right hand side of the scheme
(18), which should be studied in the future.
6 Numerical Experiments
Example 1. We test the accuracy of the scheme (4) with various reconstruc-
tion methods and the scheme in section 4.1 for the 1D linear translation
equation
ut + ux = 0, x ∈ [0, 2],
u(x, 0) = 1 + sin(pix), x ∈ [0, 2],
with periodic boundary condition. We set θ = ∆tn/∆τn = 0.5 except in the
4th order case, ∆τn = ∆x/2. The final time is T = 2. Corresponding order
(up to 3) of TVD Runge-Kutta time discretization is used for each test.
In Table 1, we show the l1 error e1 and l∞ error E1 using (4) with linear
ENO reconstruction separately for two classes of cells. In Table 2, we show
the l1 error e2 and l∞ error E2 using (4) with linear ENO reconstruction for
combined overlapping cells. It is interesting to study the ratios e1/e2 and
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∆x 1/10 1/20 1/40 1/80 1/160 1/320
l1 error e1 0.130 0.0499 0.0141 0.00379 0.00103 0.000273
order - 1.38 1.82 1.90 1.88 1.92
l∞ error E1 0.147 0.0647 0.0273 0.0113 0.00459 0.00185
order - 1.18 1.24 1.27 1.30 1.31
Table 1: Numerical errors using central scheme on overlapping cells with
ENO linear reconstruction on two cell classes separately. θ = ∆tn/∆τn = 0.5.
E1/E2 listed in Table 2. In Table 3, we show the l1 error e3 and l∞ error
E3 using (4) with quadratic ENO reconstruction separately for two classes
of cells. In Table 4, we show the l1 error e4 and l∞ error E4 using (4) with
quadratic ENO reconstruction for combined overlapping cells. The ratios
e3/e4 and E3/E4 are listed in Table 4. From these 4 tables we can see that
the accuracies are all within expectation. Also it seems that the error when
using reconstruction for combined overlapping cells is about 1/r times the
error when using reconstruction for two classes of cells separately, where r
is the order of accuracy of the scheme. This is clearly related to the smaller
distance between two overlapping cell centers. In Table 5, we show that the
test scheme in section 4.1 achieves the designed accuracy.
Next we conduct a convergence test for the diagonal line method in Sec 5.1
for the following 2D translation equation
ut + (2u)x + uy = 0, (x, y) ∈ (0, 1)× (0, 1), t ∈ [0, 1],
u(x, y, 0) = sin(2pix + 4piy) + 1
3
cos(2piy), (x, y) ∈ (0, 1)× (0, 1),
with periodic boundary condition. The initial data is chosen to contain
different frequencies and yet not to have any symmetry w.r.t. the axises
or diagonal lines. Also the convection direction is chosen not parallel to
any of these axises. The l1 and l∞ error (for the cell averages since the 1D
reconstruction procedure can not fully recover a 2D function to the 3rd order
accuracy) at the final time T = 1 are shown in Table 6. Clearly the l1 error
of the diagonal line method essentially meets the expected third order of
accuracy.
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∆x 1/10 1/20 1/40 1/80 1/160 1/320
l1 error e2 0.0910 0.0264 0.00728 0.00197 0.000526 0.000138
e1/e2 1.43 1.89 1.94 1.92 1.96 1.98
l∞ error E2 0.0908 0.0406 0.0171 0.00702 0.00285 0.00115
E1/E2 1.62 1.59 1.60 1.61 1.61 1.61
Table 2: Numerical errors using central scheme on overlapping cells with
ENO linear reconstruction on combined cells. θ = ∆tn/∆τn = 0.5.
∆x 1/10 1/20 1/40 1/80 1/160 1/320
l1 error e3 0.0117 0.00147 0.000184 2.30e-05 2.88e-06 3.60e-07
order - 2.99 3.00 3.00 3.00 3.00
l∞ error E3 0.00940 0.00118 0.000148 1.85e-05 2.32e-06 2.90e-07
order - 2.99 3.00 3.00 3.00 3.00
Table 3: Numerical errors using central scheme on overlapping cells with
ENO quadratic reconstruction on two cell classes separately. θ = ∆tn/∆τn =
0.5.
∆x 1/10 1/20 1/40 1/80 1/160 1/320
l1 error e4 0.00406 0.000506 6.32e-05 7.89e-06 9.86e-07 1.23e-07
e3/e4 2.88 2.91 2.91 2.92 2.92 2.93
l∞ error E4 0.00319 0.000400 4.99e-05 6.23e-06 7.77e-07 9.71e-08
E3/E4 2.95 2.95 2.97 2.97 2.99 2.99
Table 4: Numerical errors using central scheme on overlapping cells with
compact ENO quadratic reconstruction on combined cells. θ = ∆tn/∆τn =
0.5.
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∆x 1/10 1/20 1/40 1/80 1/160 1/320
l1 error 0.000438 3.31e-05 3.10e-06 2.81e-07 1.76e-08 1.10e-09
order - 3.72 3.41 3.46 4.00 4.00
l∞ error 0.000342 2.59e-05 2.43e-06 2.21e-07 1.38e-08 8.63e-10
order - 3.72 3.41 3.46 4.00 4.00
Table 5: Numerical errors using the test scheme in Sec 4.1 with ∆tn =
min{1
2
∆τn, ∆x
4/3}.
∆x, ∆y 1/20 1/40 1/80 1/160 1/320 1/640
l1 error 0.231 0.0359 0.00464 0.000583 7.30e-05 9.22e-06
order - 2.69 2.95 2.99 3.00 2.99
l∞ error 0.379 0.0619 0.00875 0.00127 0.000203 3.66e-05
order - 2.61 2.82 2.78 2.65 2.47
Table 6: Convergence test for the diagonal line method in Sec 5.1 with ∆τn =
0.6∆x/
√
5, ∆tn = 0.48∆τn.
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Example 2. We test the numerical dissipation for 1D Burgers equation
ut + (
1
2
u2)x = 0, x ∈ [0, 2]
with periodic boundary condition. The initial value is given as
u(x, 0) = 1 + sin(pix), x ∈ [0, 2]
With ∆x = 0.02, and final time T = 0.7. we compute the solution with
scheme (4) using second order ENO reconstruction separately for two classes
of cells. In Fig.7, we fix ∆τn = ∆x/4 and choose ∆tn = ∆τn,
1
2
∆τn and
1
10
∆τn
and ∆τ 2n, and the corresponding results are shown clock-wisely starting from
the upper left one. We find that the resolutions among them are about the
same. As a comparison, in Fig.8, we compute the same problem again with
the same set of ∆tn’s, but with ∆τn = ∆tn. It is clear that the numerical
dissipation becomes larger and larger as ∆τn → 0. Only the solution in one
class of the overlapping cells is shown in the graphs throughout this section
unless specified.
Example 3. We test a hyperbolic-parabolic equation [15] using scheme
(9) with compact quadratic ENO reconstruction for combined overlapping
cells. The equation (8) is set with f(u) = u2, a(u, x, t) = 0 if |u| ≤ 0.25;
a(u, x, t) = 0.1 if |u| > 0.25. The initial value is
u0(x) =


1, − 1√
2
− 0.4 < x < − 1√
2
+ 0.4,
−1, 1√
2
− 0.4 < x < 1√
2
+ 0.4,
0, otherwise.
The final time is T = 0.7. We choose ∆τn = ∆x/2.4 by the the CFL
restriction of the hyperbolic part of the equation. The actual time step size is
∆tn = ∆x∆τn. We compute it with two mesh sizes ∆x = 1/15; ∆x = 1/125,
and the results are shown in Fig. 9. Clearly the small time step size doesn’t
seem to degenerate the results.
Example 4. The nonlinear Buckley-Leverett problem (with a non-convex
flux). The equation is ut + f(u)x = 0, with f(u) = 4u
2/(4u2 + (1 − u)2).
Initially, u = 1 in [−1/2, 0] and u = 0 elsewhere in the computational do-
main [−1, 1]. We want to see if the central scheme on overlapping cells with
compact quadratic ENO reconstruction on combined overlapping cells con-
verges to the entropy solution. In Fig. 10 the computational result with
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Figure 7: Comparative results for Burgers equation. ∆x = 0.02, ∆τn =
1
4
∆x,
T = 0.7. Clock-wisely from upper left: ∆tn =
1
4
∆x, 1
8
∆x, 1
40
∆x, 1
16
∆x2.
∆x = 1/40 is plotted against the correct solution at T = 0.4. We choose
∆τn = 0.1∆x. On the left, ∆tn = 0.5∆τn, on the right, ∆tn = 0.01∆τn.
There seems to be no major difference between them. Next we replace the
ENO reconstruction with the MUSCL reconstruction on combined overlap-
ping cells. The results are shown in Fig. 11 and they also seem to converge
to the right solution. Another Riemann problem with non-convex flux (see
[10]) is f(u) = 1
4
(u2−1)(u2−4) with initial data u(x, 0) = ul for x ∈ [−1, 0);
u(x, 0) = ur for x ∈ (0, 1]; We show the results computed with central scheme
on overlapping cells using compact quadratic ENO reconstruction on com-
bined overlapping cells. On the left of Fig. 12, ul = 2, ur = −2; on the right,
ul = −3, ur = 3.
Example 5. We compute the Euler equation with Lax’s initial data. ut +
f(u)x = 0 with u = (ρ, ρv, E)
T , f(u) = (ρv, ρv2 + p, v(E + p))T , p = (γ −
1)(E − 1
2
ρv2), γ = 1.4.
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Figure 8: Comparative results for Burgers equation. ∆x = 0.02, T = 0.7,
∆tn = ∆τn. Clock-wisely from upper left: ∆τn =
1
4
∆x, 1
8
∆x, 1
40
∆x, 1
16
∆x2.
Initially, the density ρ, momentum ρv and total energy E are 0.445, 0.311, 8.928
in (0, 0.5); 0.5, 0, 1.4275 in (0.5, 1). We use central scheme (4) with quadratic
ENO reconstruction. The density profile is shown at time T = 0.16, ∆x =
1/100, ∆τn is chosen with CFL factor = 0.4. On the left of Fig.13, reconstruc-
tion is done separately for the two classes of cells; on the right reconstruction
is done for combined overlapping cells. The right ones seem to have better
resolution. We also compute them with many different ∆tn ∈ (0, ∆τn] and
the results are very similar.
Example 6. Sod problem for Euler equation. Initially, the density, ve-
locity, pressure are 1, 0, 1 in (−6, 0); 0.125, 0, 0.1 in (0, 6). We use central
scheme on overlapping cells with compact quadratic ENO Reconstruction on
combined overlapping cells, ∆x = 0.06, ∆τn chosen with CFL factor 0.35,
∆tn =
1
2
∆τn or 0.01∆τn. The density, velocity and pressure profiles are
shown in Fig. 14 at final time T = 2. We can see that there is no degeneracy
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Figure 9: Hyperbolic-parabolic problem computed with central scheme on
overlapping cells with compact ENO quadratic reconstruction on combined
cells, ∆τn = ∆x/2.4, ∆tn = ∆x∆τn. “o”: ∆x = 1/15; “-”: ∆x = 1/125.
by choosing very small time step size in the last graph.
Example 7. We compute the Shu-Osher problem [30] in order to test
the resolution of the central schemes with different reconstructions. It is the
Euler equation with initial data
(ρ, v, p) = (3.857143, 2.629369, 10.333333), for x < −4,
(ρ, v, p) = (1 + 0.2sin(5x), 0, 1), for x ≥ −4.
The density is plotted at T = 1.8. In Fig. 15, the density is computed using
central scheme with MUSCL linear reconstruction, with ∆x = 1/40, CFL
factor 0.45 for ∆τn and ∆tn =
1
2
∆τn. On the left, the reconstruction is done
for two classes of cells separately; on the right, the reconstruction is done for
combined overlapping cells. Clearly, the right one has better resolution.
In Fig. 16, the density is computed using central scheme with ENO
quadratic reconstruction, with ∆x = 1/20, CFL factor 0.45 for ∆τn and
∆tn =
1
2
∆τn. On the left, the reconstruction is done for two classes of cells
separately; on the right, the reconstruction is done for combined overlapping
cells. The time discretization is the 3rd order TVD Runge-Kutta method.
When ∆tn is getting smaller, the graphs are very similar to the ones shown.
We recompute this example with the same methods with ∆x = 1/40 in
Fig. 17.
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In Fig. 18, we put the Shu-Osher problem in 2D in the domain [−5, 5]×
[−0.25, 0.25] such that initially all quantities are constant along y direction
while in the x direction they are given as in the 1D case, ∆x = ∆y = 1/40,
∆τn chosen with CFL factor 0.6. The 2D Euler equation can written as
ut + f(u)x + g(u)y = 0,
u = (ρ, ρvx, ρvy, E)T ,
f(u) = (ρvx, ρ(vx)2 + p, ρvxvy, vx(E + p))T ,
g(u) = (ρvy, ρvxvy, ρ(vy)2 + p, vy(E + p))T ,
p = (γ − 1)(E − 1
2
ρ((vx)2 + (vy)2)), γ = 1.4.
We compute it with the diagonal line method with compact quadratic
ENO reconstruction for combined overlapping cells. The density profile along
the line y = 0 is plotted at T = 1.8 with two ∆tn values, 0.48∆τn and
0.1∆τn. The results are very similar to each other which clearly shows that
the dissipation is essentially independent of the actual time step size ∆tn.
Also the resolution is very close to the right figure in Fig. 17, which shows
that our 2D line method has almost as high resolution as its 1D version.
Example 8. Woodward and Colella problem [33] for Euler equation. Ini-
tially, the density, momentum, total energy are 1, 0, 2500 in (0, 0.1); 1, 0, 0.025
in (0.1, 0.9); 1, 0, 250 in (0.9, 1). We use central scheme on overlapping cells
with compact quadratic ENO reconstruction on combined overlapping cells,
∆x = 1/400, ∆τn is chosen with CFL factor 0.45, ∆tn =
1
2
∆τn or 0.01∆τn.
The density, velocity and pressure profiles are shown in Fig. 19 at final time
T = 0.01 and in Fig. 20 at times T = 0.03 and 0.038. The density peak at
graph (A) of Fig. 19 seems to be quite close to the fine solution (computed
with ∆x = 1/2000.) Also in (D) of Fig. 19 the small time step size doesn’t
affect the density peak at all.
Example 9. Double Mach reflection [33]. A planar Mach 10 shock is
incident on an oblique wedge at a pi/3 angle. The air in front of the shock has
density 1.4, pressure 1 and velocity 0. The boundary condition is described
in [33]. We compute the problem with central scheme on overlapping cells
using diagonal line method with compact quadratic ENO reconstruction on
combined overlapping cells. The density and pressure profiles are plotted at
final time T = 0.2 in Fig. 21 with 50 equally spaced contours. The first two
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graphs are computed with ∆x = 1/60, and the third graph is computed with
∆x = 1/120.
Example 10. 2D Riemann problems. We compute two 2D Riemann prob-
lems (see [19]) for Euler equation with central scheme on overlapping cells
using diagonal line method with compact quadratic ENO reconstruction on
combined overlapping cells.
The computational domain is [0, 1]×[0, 1]. The initial states are constants
within each of the 4 quadrants. Counter-clock-wisely from the upper right
quadrant, they are labeled as (ρi, v
x
i , v
y
i , pi), i = 1, 2, 3, 4. In Fig. 22, the
initial data are ρ1 = 1.1, v
x
1 = 0, v
y
1 = 0, p1 = 1.1, ρ2 = 0.5065, v
x
2 = 0.8939,
vy2 = 0, p2 = 0.35, ρ3 = 1.1, v
x
3 = 0.8939, v
y
3 = 0.8939, p3 = 1.1, ρ4 = 0.5065,
vx4 = 0, v
y
4 = 0.8939, p4 = 0.35. We compute it with ∆x = 1/200, ∆τn chosen
with CFL factor 0.6 and ∆tn = 0.4∆τn. The density and pressure contours
are shown at final time T = 0.25.
In Fig. 23, the initial data are ρ1 = 1.5, v
x
1 = 0, v
y
1 = 0, p1 = 1.5,
ρ2 = 0.5323, v
x
2 = 1.206, v
y
2 = 0, p2 = 0.3, ρ3 = 0.138, v
x
3 = 1.206, v
y
3 = 1.206,
p3 = 0.029, ρ4 = 0.5323, v
x
4 = 1.206, v
y
4 = 1.206, p4 = 0.3. We compute it
with ∆x = 1/400, ∆τn chosen with CFL factor 0.6 and ∆tn = 0.4∆τn. The
density and pressure contours are shown at final time T = 0.3.
7 Concluding Remarks.
We have developed central schemes on overlapping cells which simplify the
time discretization. By use of a convex combination of the two classes of
overlapping cell averages, the O(1/∆t) dependent dissipation error can be
removed. We also show that combining the two classes of overlapping cells
in reconstruction, if properly done, will not cause any problem. In fact,
it improves the accuracy and resolution of the scheme. The techniques we
have developed could be easily applied to unstructured staggered grids. All
these benifits should be able to compensate for the extra computational cost
associated with the use of overlapping cells.
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Figure 10: Buckley-Leverett Problem computed with central scheme on over-
lapping cells with compact quadratic ENO reconstruction on combined over-
lapping cells. ∆x = 1/40, T = 0.4, ∆τn = 0.1∆x. Left: ∆tn = 0.5∆τn.
Right: ∆tn = 0.01∆τn.
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Figure 11: Buckley-Leverett Problem computed with central scheme on over-
lapping cells with MUSCL reconstruction on combined overlapping cells.
∆x = 1/40, T = 0.4, ∆τn = 0.1∆x. Left: ∆tn = 0.5∆τn. Right:
∆tn = 0.01∆τn.
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Figure 12: Riemann problems with non-convex flux, ∆x = 1/40. Left: ul =
2, ur = −2, ∆τn = 0.15∆x, ∆tn = 12∆τn. Right: ul = −3, ur = 3, ∆τn =
0.02∆x, ∆tn =
1
2
∆τn.
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Figure 13: Comparative results for Lax’s Problem computed by Central
scheme on overlapping cells, ∆x = 1/100, ∆τn chosen with CFL factor 0.4,
∆tn = 0.5∆τn by default. Left: ENO quadratic reconstruction separately
for two classes of cells, (A1)density; (B1)velocity; (C1)pressure; (D1)density,
∆tn = 0.01∆τn. Right: compact ENO quadratic reconstruction for com-
bined overlapping cells, (A)density; (B)velocity; (C)pressure; (D)density,
∆tn = 0.01∆τn.
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Figure 14: Sod Problem, ∆x = 0.06, T = 2, ∆τn chosen with CFL factor 0.35,
∆tn =
1
2
∆τn by default. (A)Density; (B)Velocity; (C)Pressure; (D)Density,
∆tn = 0.01∆τn.
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Figure 15: Shu-Osher Problem computed with Central schemes on overlap-
ping cells using MUSCL reconstruction with minmod limiter, ∆x = 1/40,
∆tn =
1
2
∆τn, ∆τn chosen with CFL factor 0.45. Left: reconstruction done
separately for two cell classes. Right: reconstruction done for combined over-
lapping cells.
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Figure 16: Shu-Osher Problem computed with Central schemes on overlap-
ping cells using quadratic ENO reconstruction, ∆x = 1/20, ∆tn =
1
2
∆τn,
∆τn chosen with CFL factor 0.45. Left: reconstruction done separately for
two cell classes. Right: reconstruction done for combined overlapping cells.
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Figure 17: Shu-Osher Problem computed with Central schemes on overlap-
ping cell, ∆x = 1/40, ∆tn =
1
2
∆τn, ∆τn chosen with CFL factor 0.45. Left:
reconstruction done separately for two cell classes. Right: reconstruction
done for combined overlapping cells.
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Figure 18: 2D Shu-Osher Problem computed with central scheme on over-
lapping cells using diagonal line method with compact quadratic ENO re-
construction on combined overlapping cells, ∆x = ∆y = 1/40, ∆τn chosen
with CFL factor 0.6. The density profiles along y = 0 are shown. Left:
∆tn = 0.48∆τn; Right: ∆tn = 0.1∆τn.
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Figure 19: Woodward and Colella Problem computed with central scheme on
overlapping cells with compact quadratic ENO reconstruction for combined
overlapping cells, ∆x = 1/400, T = 0.01, ∆τn chosen with CFL factor 0.45,
∆tn =
1
2
∆τn by default. (A) density; (B)velocity; (C)pressure; (D)density,
∆tn = 0.01∆τn.
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Figure 20: Woodward and Colella Problem computed with central scheme on
overlapping cells with compact quadratic ENO reconstruction for combined
overlapping cells, ∆x = 1/400, ∆τn chosen with CFL factor 0.45 , ∆tn =
1
2
∆τn. On the left, T = 0.03, (A) density; (B)velocity; (C)pressure. On the
right, T = 0.038, (A1) density; (B1)velocity; (C1)pressure.
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Figure 21: Double Mach reflection computed with central scheme on over-
lapping cells using diagonal line method with compact quadratic ENO recon-
struction on combined overlapping cells, ∆y = ∆x, ∆τn chosen with CFL
factor 0.6, ∆tn = 0.4∆τn. Upper: density, ∆x = 1/60; Middle: pressure,
∆x = 1/60; Lower: density, ∆x = 1/120.
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Figure 22: 2D Riemann problem 1. ∆x = ∆y = 1/200, ∆τn chosen with
CFL factor 0.6, ∆tn = 0.4∆τn. Left: density; Right: pressure
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Figure 23: 2D Riemann problem 2. ∆x = ∆y = 1/400, ∆τn chosen with
CFL factor 0.6, ∆tn = 0.4∆τn. Left: density; Right: pressure
