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Résumé
Soit f une fraction rationnelle de degré d ≥ 2. McMullen et Sullivan ont introduit
l’espace de Teichmüller dynamique Teich(f), qui est une variété complexe de dimension
au plus 2d − 2, et qui paramétrise la classe de conjugaison quasiconforme de f dans
l’espace des modules ratd via une application holomorphe Ψ : Teich(f) → ratd. Nous
donnons une nouvelle construction élémentaire de Teich(f), et nous prouvons que Ψ est
une immersion, ce qui répond à une question posée par McMullen et Sullivan. Ce dernier
résultat nous permet d’obtenir des preuves simplifiées de résultats dus à Makienko et
Levin sur la rigidité de f sous une hypothèse d’expansivité le long de l’orbite critique.
Dans une seconde partie, nous construisons une famille d’exemples d’endomorphismes
polynômiaux de P2(C) ayant un domaine errant. Nos exemples sont des produits fibrés,
de la forme
(z, w) 7→
(
z + z2 + pi
2
4 w +O(z
3), w − w2 +O(w3)
)
.
De plus, on construira des exemples à coefficients réels où le domaine errant intersecte
R2.
Abstract
Let f be a rational map of degree d ≥ 2. McMullen and Sullivan introduced the
dynamical Teichmüller space Teich(f), which is a complex manifold of dimension at most
2d−2. It paramtrizes the quasiconformal conjugacy class of f in the moduli space ratd via
a holomorphic map Ψ : Teich(f)→ Ratd. We give a new and elementary construction of
Teich(f), and we prove that the parametrization Ψ is an immersion, answering a question
of McMullen and Sullivan. This last result enables us to give simplified proofs of rigidity
results of Makienko and Levin under the assumption of expansion along the critical orbit.
In a second part, we construct a family of examples of polynomial endomorphisms of
P2(C) with a wandering domain. Our examples are skew-products, of the form
(z, w) 7→
(
z + z2 + pi
2
4 w +O(z
3), w − w2 +O(w3)
)
.
Moreover, we will construct examples with real coefficients where the wandering domain
intersects R2.
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“But then science is nothing but a series of questions that lead to more questions, which is
just as well, or it wouldn’t be much of a career path, would it ?"
Sir Terry Pratchett
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Introduction
Cette thèse est constituée de deux parties distinctes. La première, comprenant les chapitres
1 et 2, porte sur l’étude infinitésimale des déformations d’un système dynamique complexe f :
P1 → P1. La seconde, constituée du chapitre 3, porte sur la construction de systèmes dynamiques
polynômiaux P : P2 → P2 ayant un domaine errant.
Historique
Origines de la dynamique complexe
La dynamique complexe est un sujet riche, qui remonte au xixe siècle. Une des premières
motivations vient de la méthode de Newton pour calculer numériquement des racines de poly-
nôme : si f : C → C est un polynôme, il est désormais classique que l’itération de la fraction
rationnelle
Nf : z 7→ z − f(z)
f ′(z)
converge très rapidement vers les racines de f pour des valeurs initiales suffisamment proches.
Une question naturelle apparait alors : peut-on comprendre la dynamique globale de Nf ,
c’est-à-dire : dispose-t-on d’une description des comportements possibles des suites Nnf (z0) pour
les différents choix de points de départ z0 ∈ C ? Plus généralement, qu’en est-il dans le cas d’une
fraction rationnelle arbitraire ?
La théorie de Fatou et Julia
Dans la première moitié du xxe siècle, Fatou et Julia ont développé une théorie élégante pour
aborder cette question. La notion fondamentale est la dichotomie suivante, entre ensemble de
Julia (correspondant à la partie chaotique de la dynamique) et ensemble de Fatou (correspondant
à la partie stable de la dynamique) :
Définition 1. Soit f : P1 → P1 une fraction rationnelle. L’ensemble de Fatou, noté F(f),
est le plus grand ouvert sur lequel la famille des itérées {fn, n ∈ N} est normale. Une compo-
sante de Fatou est une composante connexe de l’ensemble de Fatou. L’ensemble de Julia est le
complémentaire J (f) = P1 −F(f) de l’ensemble de Fatou.
Ces ensembles ont un sens dynamique, puisqu’ils sont tous les deux complètement invariants :
f−1(J (f)) = J (f) et f−1(F(f)) = F(f). Autrement dit, si un point z0 appartient à l’ensemble
de Fatou, alors son image f(z0) ainsi que toutes ses préimages appartiennent également à l’en-
semble de Fatou (et de même pour l’ensemble de Julia). On peut alors voir facilement que f
envoie toute composante de Fatou sur une autre composante de Fatou.
Dès que le degré (topologique) d de la fraction rationnelle f est supérieur ou égal à 2, l’en-
semble de Julia n’est pas vide. En fait, on a le résultat classique suivant :
Théorème 1 (Julia, Fatou). L’ensemble de Julia est un compact non vide, sans point isolé. Il
est soit d’intérieur vide, soit la sphère de Riemann P1 toute entière.
vii
viii Introduction
Les techniques centrales dans cette partie de la théorie viennent essentiellement de l’analyse
complexe en une variable. Le théorème de Montel sur les familles normales et le lemme de
Schwarz-Pick en sont les exemples les plus importants.
Le théorème de non-errance de Sullivan
La dynamique complexe était plus ou moins tombée en désuétude jusque dans les années 70,
où l’apparition des ordinateurs permit les premières représentations d’ensembles de Julia. C’est à
cette époque que Mandelbrot réalisa les premières images de l’ensemble éponyme, qui représente,
dans l’espace des paramètres c ∈ C, l’ensemble des valeurs de c pour lesquelles l’ensemble de Julia
du polynôme quadratique z 7→ z2 + c est connexe. Par la suite, Douady et Hubbard notamment
ont largement contribué au développement et à la diffusion de la dynamique complexe.
C’est également vers cette période que Sullivan résolut un problème central posé par Fatou
en introduisant de nouveaux outils, qui se révèleront par la suite être extrêmement puissants :
Théorème 2 (Pas de domaine errant, Sullivan [Sul85]). Soit f une fraction rationnelle. Toute
composante de Fatou de f est prépériodique.
Une conséquence majeure de ce résultat est qu’il suffit alors d’étudier la dynamique dans les
composantes de Fatou invariantes pour comprendre toute la dynamique de l’ensemble de Fatou.
Or, il existe une classification exhaustive et explicite des dynamiques possibles dans ce cas (voir
la définition 2.1.7 et le théorème 2.1.8).
L’outil essentiel utilisé par Sullivan est le théorème d’Ahlfors-Bers, qui est à la base de la
théorie de Teichmüller, et qui avait déjà été utilisé avec succès dans l’étude des groupes kleiniens.
Ce théorème établit une bijection entre une certaine classe d’homéomorphismes de la sphère de
Riemann P1, et un type d’objet appelé forme de Beltrami, qui vit naturellement dans un espace
de Banach complexe (voir la section 1.5 pour les définitions rigoureuses).
L’idée de la preuve est la suivante : supposons par l’absurde qu’il existe une fraction rationnelle
ayant un domaine errant. A l’aide du théorème d’Ahlfors-Bers, on construit alors une application
holomorphe injective
Ψ : V → Ratd
où V est un ouvert d’un C-espace vectoriel de dimension infinie, et Ratd est l’ensemble des
fractions rationnelles de degré fixé d = degf . Mais comme Ratd est de dimension finie, ceci est
clairement impossible, d’où une contradiction.
Un peu plus précisément, le théorème d’Ahlfors-Bers permet d’établir une correspondance
entre les homéomorphismes h : P1 → P1 (dans un certaine classe de régularité, appelée quasi-
conforme) tels que h◦f ◦h−1 soit une fraction rationnelle dans Ratd, et la boule unité Bel(f) des
formes de Beltrami invariantes par f (dans un sens à préciser, voir la section 1.5). On obtient
ainsi une paramétrisation holomorphe naturelle de la classe de conjugaison quasiconforme de f
dans Ratd, par l’application (holomorphe)
Ψ : Bel(f) −→ Ratd
µ 7−→ hµ ◦ f ◦ h−1µ
(nous passons ici sous silence une question technique de normalisation). Cette paramétrisation
n’est pas injective, mais la preuve de Sullivan consiste à montrer que si f a un domaine errant,
alors il existe un sous-ensemble V ⊂ Bel(f) "trop grand" sur lequel elle est injective.
L’introduction de ces techniques a eu de nombreuses autres applications, dont par exemple
l’obtention par Shishikura de la borne optimale (à savoir 2d − 2) sur le nombre de cycles non-
répulsifs que peut avoir une fraction rationnelle de degré d ≥ 2.
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Théorie de Teichmüller et dynamique complexe
Un des aspects les plus intéressants de la dynamique complexe rationnelle vient du fait que
l’espace des paramètres est suffisamment petit pour que l’on puisse en faire une étude fructueuse.
Les outils introduits par Sullivan permettent de construire des sous-familles intéressantes de
l’espace Ratd des fractions rationnelles de degré d, qui s’identifie naturellement à un ouvert de
l’espace projectif P2d+1(C), et est donc naturellement muni d’une structure de variété complexe
de dimension finie.
Espace de Teichmüller dynamique
En s’inspirant de la théorie de Teichmüller classique, qui décrit les déformations topologiques
de la structure complexe d’une surface de Riemann, McMullen et Sullivan ont introduit dans
[MS98] la notion d’espace de Teichmüller dynamique Teich(f) associé à une fraction rationnelle
f (en fait, ils ont développé cette théorie dans le cas beaucoup plus général des correspondances,
qui inclue notamment la dynamique des groupes kleiniens). Plus récemment, N. Fagella et C.
Henriksen ont construit dans [FH08] un espace de Teichmüller dynamique dans la contexte de la
dynamique d’une fonction entière transcendante f : C→ C.
Notons ratd l’espace des modules des fractions rationnelles de degré d, c’est-à-dire l’espace
Ratd des fractions rationnelles de degré d quotienté par l’action par conjugaison du groupe des
transformations de Möbius Aut(P1).
L’espace Teich(f), dont la construction repose de manière cruciale sur le théorème d’Ahlfors-
Bers, est une variété complexe de dimension finie, simplement connexe, avec une application
holomorphe naturelle
ΨT : Teich(f)→ ratd
dont l’image est exactement la classe de conjugaison quasiconforme de f dans ratd. McMullen et
Sullivan ont obtenu une description explicite de Teich(f) en termes de produits de polydisques
et d’espaces de Teichmüller de certaines surfaces de Riemann associées à f . Ces surfaces sont de
la forme Ω/f , où les Ω sont certains ouverts de l’ensemble de Fatou invariants par f et tels que
f : Ω → Ω a des orbites discrètes ; de plus, elles sont complètement décrites par le nombre et
le type de composantes périodiques de Fatou de f , ainsi que par le nombre d’orbites critiques
dans ces composantes. On a notamment une formule explicite pour la dimension de Teich(f)
selon la dynamique de f . Par ailleurs, McMullen et Sullivan ont prouvé que l’application ΨT
était localement injective, ce qui donne donc une idée de la géométrie de la classe de conjugaison
de f dans ratd. Dans la perspective d’affiner la compréhension de cette paramétrisation, deux
questions ont été soulevées dans [MS98] :
— L’image de ΨT peut-elle s’accumuler sur elle-même dans ratd ?
— L’application ΨT est-elle une immersion ?
Dans [Bra92], Branner répond par l’affirmative à la première question : il existe en effet
des polynômes cubiques dont la classe de conjugaison a une géométrie très compliquée, et qui
notamment s’accumule sur elle-même.
La réponse à la seconde question est également positive. A. Epstein en a une preuve non
publiée ; P. Makienko a également une preuve similaire de ce résultat, même s’il n’est pas énoncé
en tant que tel, dans [Mak10], théorème 10 p.17. Nous présentons dans [Ast14] une approche
différente, qui est retranscrite ici dans le chapitre 2 :
Théorème 3 ([Ast14]). L’application ΨT : Teich(f)→ ratd est une immersion.
De plus, on reconstruira de manière élémentaire la variété complexe Teich(f), sans utiliser
certains résultats difficiles de théorie de Teichmüller ([EM88]). En effet, Teich(f) est d’abord
défini comme un quotient de Bel(f) par une certaine relation d’équivalence (voir section 2.4.2).
Si l’on note pi : Bel(f)→ Teich(f) l’application quotient, nous allons redémontrer :
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Théorème 4 ([MS98], [Ast14]). Il existe une unique structure complexe sur Teich(f) qui fasse
de pi : Bel(f)→ Teich(f) une application holomorphe. Pour cette structure, pi est une submersion
scindée.
Notons cependant que si nous récupérons avec cette construction la formule donnant la di-
mension de Teich(f) en fonction de la dynamique de f , nous n’obtenons en revanche pas la
description globale de Teich(f) discutée dans [MS98], qui est un résultat beaucoup plus fort,
mais que l’on ne peut pas espérer obtenir seulement par des arguments locaux et infinitésimaux.
On présentera également une légère modification d’une version due à McMullen (non publiée,
mais disponible dans [McM14]) de la preuve du théorème de non-errance de Sullivan. Cette preuve
est de nature purement infinitésimale, et consiste essentiellement à étudier la différentielle de
l’application ΨT .
Espaces de déformation d’Epstein
Une autre application de la théorie de Teichmüller dans un contexte dynamique est la théorie
des espaces de déformation d’Epstein, introduite dans sa thèse [Eps93] (voir également [Eps09]).
L’idée est la suivante : on se donne une fraction rationnelle f , et deux ensembles finis A ⊂ B ⊂
P1, avec f(A) ⊂ B. On s’intéresse au portrait f|A : A→ B. Pour que cela ait un sens dynamique,
il faut que les points marqués dans A et B soient des points dynamiquement remarquables ;
concrètement, cela veut dire que ce seront des cycles et des morceaux d’orbites critiques. L’espace
de déformation d’Epstein DefBA(f) est une sous-variété analytique de l’espace de Teichmüller
Teich(P1 −B), qui va paramétrer holomorphiquement une famille de fractions rationnelles g de
même degré que f qui auront le même portrait que f sur des ensembles finis A′ et B′. Plus
précisément, pour tout g dans cette famille, il existera des homéomorphismes quasiconformes
φ, ψ tels que φ|A = ψ|A et tels que le diagramme suivant commute :
(P1, A)
f //
φ

(P1, B)
ψ

(P1, φ(A))
g // (P1, ψ(B))
Ainsi, si par exemple A contient un cycle C = (z, f(z), . . . , fp(z)), on peut suivre ce cycle sur
tout DefBA(f) et on a une fonction holomorphe ρC : Def
B
A(f) → C donnée par le multiplicateur
de ce cycle. On peut alors se demander si étant donnés plusieurs cycles distincts C1, . . . , Ck, les
fonctions ρCi sont indépendantes.
Un autre sujet d’intérêt est l’étude des relations critiques : supposons qu’il existe deux valeurs
critiques v1, v2 et deux entiers n1, n2 ∈ N tels que fn1(v1) = fn2(v2). On peut marquer cette
relation, c’est-à-dire choisir A pour qu’il contienne les fk(v1) et fm(v2) avec k < n1 et m < n2.
On peut alors écrire de manière naturelle dans DefBA(f) une équation du lieu où cette relation
critique est préservée. La question est alors de savoir si ce lieu est une variété lisse, et si étant
données plusieurs relations critiques, ces sous-variétés sont transverses.
La théorie d’Epstein permet de répondre à ces questions à travers une analyse infinitésimale :
on dispose d’une description explicite du plan cotangent T ∗0 Def
B
A(f) en termes de différentielles
quadratiques. Si l’on s’intéresse par exemple au multiplicateur ρC d’un cycle, la stratégie consiste
à trouver une (classe de) différentielle quadratique représentant la différentielle DρC . En com-
binant cette description et la description du plan cotangent, il obtient par exemple le résultat
suivant :
Théorème 5 (Transversalité des cycles non répulsifs, [Eps09]). Soit C1, . . . , Ck des cycles non-
répulsifs, de multiplicateurs différents de 0 et 1. Alors les fonctions multiplicateurs ρCi sont
transverses, c’est-à-dire que les différentielles DρCi(0), 1 ≤ i ≤ k, sont linéairement indépen-
dantes.
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Nous renvoyons le lecteur à [Eps09] pour d’autres énoncés de transversalité concernant les
relations critiques ou les cycles paraboliques. La transversalité a des applications pour l’étude
du lieu de bifurcation, voir par exemple [BE09] et [Gau12].
La philosophie est donc que les espaces de déformation DefBA(f), et plus largement les espaces
construits à l’aide de théorie de Teichmüller, sont le bon cadre pour étudier les déformations
infinitésimales de la dynamique. En partant de ce principe, nous avons retranscrit dans le langage
des espaces de Teichmüller l’analyse faite dans la série d’articles [Mak01], [Mak05], [Mak10],
[Lev11]. Ceci nous permet d’obtenir des preuves plus courtes et conceptuellement plus simples.
Notons qu’Avila a également proposé une approche différente du même problème dans [Avi02].
L’idée est la suivante : une certaine expansion le long d’une orbite critique est un obstacle à
pouvoir déformer topologiquement (de manière non triviale) la dynamique d’une fraction ration-
nelle f : P1 → P1. Van Strien a prouvé dans [vS00] un résultat qui va dans ce sens, dans le cas
où les orbites critiques sont capturées par des compacts hyperboliques invariants (cas dit Misiu-
rewicz). Nous nous intéresserons ici à une classe de fractions rationnelles vérifiant une propriété
plus faible d’expansion le long d’orbites critiques.
Plus précisément :
Définition 2. Une valeur critique v est dite sommable si la série∑
n≥0
‖Dfn(v)‖−1
est finie (la norme est celle de la métrique sphérique).
On aura également besoin pour des raisons techniques de la définition suivante :
Définition 3. Un compact K est appelé un C-compact si toute fonction continue sur K peut
être uniformément approchée sur K par des restrictions de fonctions holomorphes au voisinage
de K.
On rappelle que l’espace de Teichmüller paramètre la classe de conjugaison topologique, et
a une dimension au plus égale à dim ratd = 2d − 2. L’existence d’obstructions à déformer f
se traduit donc par une baisse de la dimension de Teich(f) par rapport à 2d − 2. Le résultat
suivant dit que sous certaines hypothèses techniques (qui sont plutôt faibles, et notamment
toujours vérifiées dans le cas polynômial), chaque valeur critique sommable fait baisser de un la
dimension de l’espace Teich(f) :
Théorème 6 ([Mak10]). Soit f une fraction rationnelle qui a r valeurs critiques sommables,
dont l’ensemble de Julia est un C-compact et qui n’a pas d’anneaux de Herman. Alors
dim Teich(f) ≤ 2d− 2− r.
Notons que l’énoncé présent dans [Mak10] ne suppose pas l’absence d’anneaux de Herman.
Cependant, la preuve s’appuie sur un résultat (le théorème A p. 14) qui est faux en présence
d’anneaux de Herman (voir la proposition 2.3.6). Il est cependant probable que l’on puisse se
passer de cette hypothèse.
L’idée de notre preuve est simple : il y a une immersion
Φ : Teich(f)→ DefBA(f).
À chaque valeur critique sommable v, nous allons associer une différentielle quadratique qv qui
va représenter une forme linéaire non nulle dans T ∗0 Def
B
A(f), qui sera orthogonale à l’image
ImDΦ([0]) (ici, [0] est le point base dans l’espace DefBA(f)). De plus, ces formes linéaires seront
linéairement indépendantes. On obtient ainsi avec seulement de l’analyse fonctionnelle linéaire
une majoration de la dimension de la variété complexe Teich(f) par 2d− 2− r.
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Théorie de Teichmüller infinitésimale
Pour mener à bien ce programme d’étude infinitésimale des déformations d’une fraction ra-
tionnelle f à l’aide de théorie de Teichmüller, il faut bien sûr comprendre la théorie infinitésimale
des espaces de Teichmüller. L’objet du chapitre 1 sera d’établir un formalisme et des résultats
analytiques permettant de manipuler correctement les objets représentant les vecteurs tangents
et cotangents aux espaces de Teichmüller.
Champs de vecteurs quasiconformes
Deux types d’objets apparaissent naturellement dans la description du plan tangent à un
espace de Teichmüller : les différentielles de Beltrami et les champs de vecteurs quasiconformes.
Les différentielles de Beltrami présentent l’avantage de n’avoir presque aucune contrainte de
régularité (ce sont des objets vivant dans un espace L∞). Par définition, un champ de vecteur
est quasiconforme si ∂ξ (au sens des distributions) est une différentielle de Beltrami L∞. Si l’on
se donne une partition d’un ouvert Ω = Ω1 unionsqΩ2 ⊂ P1, on peut donc scinder une différentielle de
Beltrami µ sur Ω par rapport à cette partition :
µ = µ1Ω1 + µ1Ω2 ,
où 1Ωi désigne la fonction caractéristique de Ωi. En revanche, les champs de vecteurs quasi-
conformes sont des objets ayant une régularité assez délicate (ce sont des champs de vecteurs
continus, mieux que α-Hölder pour tout α < 1 mais qui ne sont en général pas Lipschitz). Il est
donc problématique d’écrire une décomposition de la forme :
ξ = ξ 1Ω1 + ξ 1Ω2
en garantissant que les ξ 1Ωi restent quasiconformes (d’autant plus que pour les applications
dynamiques, le bord des ouverts Ωi sera typiquement fractal et n’aura aucune régularité). Pour
des raisons de continuité, une condition nécessaire (mais a priori non suffisante) est que ξ s’annule
sur les frontières ∂Ωi.
On peut en revanche s’attendre à ce que si ξ tend vers 0 suffisamment rapidement en s’ap-
prochant du bord des Ωi, on puisse garantir que 1Ω1ξ soit quasiconforme. Le résultat principal
du chapitre 1 est le résultat suivant, qui permet de surmonter cette difficulté :
Théorème A ([Ast14]). Soit Ω un ouvert hyperbolique de P1 et ξ un champ de vecteur quasi-
conforme sur Ω. Les propriétés suivantes sont équivalentes :
i) On a ‖ρΩ(ξ)‖L∞(Ω) ≤ 4‖∂ξ‖L∞(Ω), où ρΩ est la métrique hyperbolique sur Ω
ii) Le champ de vecteur ξ est hyperboliquement borné
iii) Il existe une extension quasiconforme ξˆ de ξ sur tout P1 avec ξˆ = 0 sur ∂Ω
iv) L’extension ξˆ(z) = ξ(z) si z ∈ Ω et 0 sinon est quasiconforme sur P1, et ∂ξˆ(z) = 0 pour
presque tout z /∈ Ω.
Différentielles quadratiques
Une différentielle quadratique sur une surface de Riemann S est une section du fibré T ∗S ⊗C
T ∗S. Ces objets interviennent naturellement en théorie de Teichmüller, puisque le plan tangent à
l’espace de Teichmüller d’une surface de Riemann S est le dual topologique de l’espace Q(S) des
différentielles quadratiques holomorphes sur S et intégrables. En pratique, les différentielles de
diverses grandeurs intéressantes définies sur des espaces de Teichmüller seront donc représentées
par des (classes de) différentielles quadratiques. Epstein a par exemple prouvé un raffinement de
l’inégalité de Fatou-Shishikura sur la finitude des cycles non répulsifs, en comptant de plusieurs
façons différentes la dimension d’un certain espace de différentielles quadratiques ([Eps99]).
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Dans le premier chapitre, on passera en revue quelques résultats classiques sur les diffé-
rentielles quadratique, et notamment quelques manipulations algébriques intrinsèques qui per-
mettent de simplifier et de conceptualiser des calculs qui seraient autrement pénibles. Par exemple,
on peut apparier de manière intrinsèque une différentielle quadratique q intégrable et une forme
de Beltrami µ pour obtenir une (1, 1) forme différentielle alternée q · µ que l’on peut intégrer
naturellement sur S. De manière similaire, on peut apparier une différentielle quadratique q
contre un champ de vecteur ξ pour obtenir une (1, 0)-forme différentielle, dont on peut prendre
l’intégrale sur une courbe ou le résidu en un point.
Dans le cadre dynamique, l’opérateur ∇f = Id − f∗ (où f∗ désigne le poussé en avant) joue
un rôle important dans l’étude infinitésimale des déformations de f . En effet, on verra que le
plan cotangent à différents espaces de déformations (notamment l’espace de Teichmüller dyna-
mique et les espaces de déformation d’Epstein) s’identifie à un espace quotient de différentielles
quadratiques par l’image de ∇f sur un espace approprié. Ainsi, savoir si la différentielle d’une
certaine grandeur dynamique est nulle ou non reviendra à déterminer si une équation du type
∇fφ = q
d’inconnue φ, a une solution dans un espace approprié. On s’intéressera donc à des questions
d’analyse fonctionnelle comme l’étude du noyau de l’opérateur ∇f , la question de savoir si son
image est fermée, etc. Par exemple, si l’on note Q(K) l’espace des différentielles quadratiques
intégrables et holomorphes en dehors d’un compact K, et Vf l’ensemble des valeurs critiques de
f , on verra que la densité de ∇fQ(K) dans Q(K ∪ Vf ) est une obstruction à l’existence d’un
mouvement holomorphe dynamique de K.
On introduira également un espace de déformation lié à un compact invariant K, et une
différentielle quadratique représentant la différentielle de l’exposant de Lyapunov d’une mesure
ergodique sur K, généralisant ainsi partiellement le formalisme de [Eps09] et [Eps99].
Domaines errants en dimension supérieure
Comme on l’a expliqué, la preuve du théorème de non-errance de Sullivan utilise de manière
cruciale deux ingrédients : le fait qu’une fraction rationnelle f vive naturellement dans un espace
de paramètres de dimension finie (les fractions rationnelles de même degré), et le théorème
d’Ahlfors-Bers.
Si l’on considère une fonction transcendante f : C→ C à la place d’une fraction rationnelle,
le premier ingrédient n’est plus disponible. Il est alors connu que l’on peut effectivement avoir
un domaine errant : la première construction est due à Baker ([Bak76]). Nous verrons que si on
retire le second ingrédient, c’est-à-dire si l’on considère un système dynamique même polynômial
en dimension supérieure, on peut également avoir des domaines errants.
Après le premier exemple de Baker, Herman ([Her84]) et Sullivan ([Sul85]) ont donné des
exemples plus simples. Notons que dans le cas où f est une fonction entière transcendante n’ayant
qu’un nombre fini de singularités, il existe un espace de déformation naturel de dimension finie, et
dans ce cas Eremenko et Lyubich ([EL92]) et Goldberg et Keen ([GK86]) ont démontré que f ne
peut pas avoir de domaines errants. Plus récemment, Bishop a construit un exemple de fonction
entière transcendante dont les singularités sont bornées ayant un domaine errant ([Bis15]). Dans
tous ces exemples, le domaine errant a une orbite non bornée.
En dynamique réelle, la question de l’existence ou non de domaines errants a également une
longue histoire. Elle remonte à la théorie de Denjoy sur la linéarisation des difféomorphismes du
cercle ([Den32]) : un difféomorphisme de classe C2 de nombre de rotation irrationnel ne peut pas
avoir d’intervalle errant, mais il existe des contre-exemples en classe C1. Pour des applications de
l’intervalle, la non-existence de domaine errant pour les applications unimodales de Schwartzienne
négative a été prouvée par Guckenheimer ([Guc79]). Ce résultat a été par la suite généralisé à
diverses classes d’applications du cercle ou de l’intervalle dans [Lyu89], [BL89], et [MDMVS92].
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Le problème de l’existence des domaines errants a également été traité en dynamique non-
archimédienne, en particulier dans les travaux de Benedetto ([Ben05]) et Trucco ([Tru09]).
La question de l’existence de domaines errants pour des applications rationnelles en dimension
supérieure est naturelle, et a été mise en avant par de nombreux auteurs à partir des années
90 (voir par exemple [FS01]). Dans [FS98], Fornaess et Sibony ont construit un exemple de
biholomorphisme de C2 ayant un domaine errant, mais cet exemple était encore transcendant.
Plus récemment, Lyubich a suggéré d’utiliser une technique de dynamique en dimension un,
l’implosion parabolique, pour essayer de construire un exemple d’endomorphisme polynômial
fibré ayant un domaine errant, c’est-à-dire une application de la forme :
P (z) = (f(z) + aw, g(w))
où a ∈ C, f et g sont des polynômes et f(z) = z + z2 +O(z3).
La dynamique des produits fibrés est riche et a été étudiée par de nombreux auteurs (voir
[Lil04], [Jon99], [BTFP13], [Duj14], [PV14]).
Dans le chapitre 3, nous allons expliquer comment effectivement réaliser cette construction.
Ce chapitre est tiré du travail [ABD+14], en collaboration avec X. Buff, R. Dujardin, H. Peters
et J. Raissy.
Notre résultat est le suivant :
Théorème 7 ([ABD+14]). Il existe des polynômes de la forme f(z) = z + z2 + O(z3) tels que
pour tout polynôme de la forme g(w) = w − w2 +O(w3), le produit fibré
P (z, w) =
(
f(z) +
pi2
4
w, g(w)
)
a un domaine errant, qui s’accumule sur la droite invariante {w = 0}.
Notons que si l’on choisit g de manière à ce que son degré soit égal à celui de f , l’application
P se prolonge en un endomorphisme polynômial holomorphe sur P2(C).
De plus, on construira des exemples où P aura des coefficients réels, et où le domaine errant
intersectera R2. Notons enfin que ces domaines errants seront bornés, avec une orbite bornée.
Chapitre 1
Différentielles quadratiques et champs
de vecteurs
Dans ce chapitre, nous présentons une étude d’objets intervenant en théorie de Teichmüller :
formes de Beltrami, différentielles quadratiques, champs de vecteurs quasiconformes. Ces diffé-
rents objets interviennent dans la description des espaces tangents et cotangents des espaces de
Teichmüller, et vont donc jouer un rôle important dans l’étude des déformations infinitésimales
d’un système dynamique f . Ce chapitre sera consacré à une étude purement analytique et non
dynamique.
On étudiera l’action de certaines différentielles quadratiques comme formes linéaires sur un
espace de champs de vecteurs continus, ainsi que l’obstruction à représenter une telle forme
linéaire par une différentielle quadratique. Cette étude aura des applications techniques dans le
chapitre suivant. Le résultat principal du chapitre est le théorème 1.3.
1.1 Généralités
Les notations et conventions suivantes seront utilisées dans toute la suite :
— S est une 1-variété complexe, qui n’est pas nécessairement connexe. Le terme surface de
Riemann imdiquera toujours que l’on suppose que S est connexe.
— P1 est la sphère de Riemann.
— Ω est un ouvert hyperbolique de P1 (éventuellement non connexe : dans ce cas, le fait que
Ω soit hyperbolique signifie que toutes ses composantes connexes sont hyperboliques).
— f : P1 → P1 est une fraction rationnelle de degré d ≥ 2.
— Si S est hyperbolique, ρS est la métrique hyperbolique sur S. Si S n’est pas connexe, ρS
désigne la métrique hyperbolique de chaque composante connexe de S. Plus précisément,
si v ∈ TsS est un vecteur tangent attaché à un point s ∈ S, alors ρS(s; v) est la longueur
de v mesurée dans la métrique hyperbolique de la composante connexe de S contenant s.
Si ξ est un champ de vecteur sur S, ρS(ξ) désigne la fonction s 7→ ρS(s; ξ(s)).
Dans toute cette section, la régularité des objets que l’on considère (différentielles quadra-
tiques, champs de vecteurs, etc.) n’est sauf mention explicite du contraire que mesurable. Dans
les applications, la régularité sera systématiquement précisée (holomorphe, méromorphe, C1,
continue, localement intégrable, L∞...).
Cependant, comme on définira un ∂ de certains objets (voir définition 1.1.3), les objets dont
on prendra le ∂ seront supposés avoir une plus grande régularité. Cette hypothèse de régularité
sera alors systématiquement explicitée.
Définition 1.1.1. Une différentielle quadratique sur une surface de Riemann S est une section du
fibré T ∗S⊗T ∗S (produit tensoriel sur C). Autrement dit, c’est un champ de formes quadratiques
complexes sur les plans tangents.
1
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Définition 1.1.2. Si µ est une section de Hom(TS, TS), i.e. une section du fibré des endomor-
phismes anti-C-linéaires des plans tangents, et z ∈ S, alors |µ|(z) désigne la norme de l’endo-
morphisme µ(z) de TzS. Ainsi, |µ| est une fonction bien définie sur S. Si µ est une telle section
vérifiant la propriété |µ| ∈ L∞(S), on dit que µ est une différentielle de Beltrami. Si de plus
‖µ‖L∞(S) < 1, on dit que µ est une forme de Beltrami.
Plus généralement, il sera utile de définir :
Définition 1.1.3. Soit k ∈ Z. Notons Γ(T ∗S⊗k) l’espace des sections de (T ∗S)⊗k si k ≥ 0, et
l’espace des sections de (TS)⊗|k| si k < 0 (produits tensoriels sur C).
En coordonnées locales, on écrit φ = φ(z)dzk si k ≥ 0 et φ = φ(z) d
dz|k| si k < 0. Parfois,
par abus de notations, on notera également φ = φ(z)dzk même si k < 0. Dans de nouvelles
coordonnées w = h−1(z), le changement de coordonnées s’écrit : φ = φ ◦h(w)h′(w)kdwk si k ≥ 0
et φ = φ ◦ h(w)h′(w)k d
dwk
si k < 0.
En général, une connexion est nécessaire pour définir la différentielle d’une section d’un fibré.
Rappelons cependant que si φ est une section d’un fibré vectoriel holomorphe E sur une surface
de Riemann S avec une régularité suffisante, alors il existe une définition intrinsèque de ∂φ ne
nécessitant pas de connexion. Dans ce cas, ∂φ est naturellement une section du fibré Λ0,1(TS)⊗E.
Définition 1.1.4. Soit φ une section d’un fibré vectoriel holomorphe E sur une surface de
Riemann S. On peut écrire localement φ = hψ, où h est une fonction et ψ est une section locale
holomorphe de E. On définit alors, si h est L1loc et ∂h (au sens des distributions) est L
1
loc :
∂φ := ∂h⊗ ψ.
Ici, ∂h désigne la dérivée au sens des distributions de h. On dira que la section φ est faiblement
dérivable lorsque le h de la définition ci-dessus est dans L1loc et que ∂h au sens des distributions
est L1loc. On vérifie sans peine que cette définition est indépendante du choix de section locale.
Remarque 1.1.5. Attention : si E = Ω1,0(S) est le fibré des formes différentielles de type (1, 0),
cette définition ne coïncide pas tout à fait avec la définition habituelle du ∂. En effet, si ω ∈
Ω1,0(S), ∂ω dans le sens classique est une (1, 1)-forme différentielle alternée, tandis que ∂ω dans
le sens de la définition précédente est une forme sesquilinéaire. Cependant, on peut passer de
l’une à l’autre par un isomorphisme canonique (en antisymétrisant).
Soit φ ∈ Γ(E) une section faiblement dérivable. Voici des cas particuliers qui nous intéresse-
ront :
— Si E = TS et φ ∈ Γ(E) (i.e. φ est un champ de vecteurs), alors ∂φ est une différentielle
de Beltrami.
— Si E = T ∗S, alors ∂φ est une forme sesquilinéaire. Après antisymétrisation elle devient
une forme volume que l’on peut naturellement intégrer sur S.
En coordonnées locales, si φ = φ(z)dzk, alors ∂φ = ∂φ∂z (z)dz ⊗ dzk.
Définition 1.1.6. Soit φ ∈ Γ(T ∗S⊗m) et ψ ∈ Γ(T ∗S⊗n), où m,n ∈ Z.
— φ ·ψ définit naturellement une section de (T ∗S)⊗m+n, donnée par soit par une contraction
soit par un produit tensoriel, selon les signes de m et n.
— Supposons que ψ soit faiblement dérivable. Alors φ · ∂ψ définit naturellement une section
de Λ0,1(TS) ⊗ (T ∗S)⊗m+n de la façon suivante : écrivons localement ∂ψ = ψ1 ⊗ ψ2 où
ψ1 ∈ Ω0,1(S) et ψ2 ∈ Γ((T ∗S)⊗n), et posons φ · ∂ψ := ψ1 ⊗ (φ · ψ2).
Lorsque m + n = 1, φ · ∂ψ est une forme sesquilinéaire sur S. Quitte à antisymétriser, elle
définit de manière canonique une forme volume sur S. On peut donc intégrer cet objet sur S.
Notons que l’antisymétrisation définit un isomorphisme canonique entre formes sesquilinéaires
et formes volumes en dimension complexe 1 ; on identifiera donc φ · ∂ψ à une forme volume.
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Supposons que φ et ψ s’écrivent en coordonnées locales φ = φ(z)dzm et ψ = ψ(z)dzn.
Alors :
φ · ψ = φ(z)ψ(z)dzm+n
φ · ∂ψ = φ(z)∂ψ
∂z
(z)dzm+ndz
Cela rend évidentes les propriétés suivantes, qui justifient la notation · :
φ · (ψ · ξ) = (φ · ψ) · ξ
φ · ψ = ψ · φ
∂(φ · ψ) = (∂φ) · ψ + φ · ∂ψ
On utilisera donc par la suite ces propriétés sans justification supplémentaire.
Voici quelques cas particuliers notables :
— Si q est une différentielle quadratique et ξ est un champ de vecteurs, alors q · ξ est une
(1, 0)-forme différentielle et peut donc être naturellement intégrée sur des courbes, et
possède une notion bien définie de résidu.
— Si q est une différentielle quadratique et µ est une différentielle de Beltrami, alors q ·µ est
une forme sequilinéaire. Après antisymétrisation, elle devient une (1, 1)-forme différentielle
alternée et peut donc être intégrée sur S. Ceci inclut le cas où µ = ∂ξ, où ξ est un champ
de vecteur.
— Si q est une différentielle quadratique et ξ est un champ de vecteurs, alors ∂q · ξ est aussi
une forme sesquilinéaire, et donc définit une forme volume après antisymétrisation.
Traditionnellement, on écrit les formes de Beltrami en coordonnées sous la forme µ = µ(z)dzdz .
Nous conserverons cette notation. Cependant, dans le cadre du formalisme développé plus haut,
une notation légèrement plus cohérente aurait été µ = µ(z)dz ⊗ ddz .
Exemple 1.1.7. — Soit ξ le champ de vecteur défini par ξ(z) = z2 ddz . Alors
∂ξ = 2z
dz
dz
.
— Soit q la différentielle quadratique définie par q = dz
2
z . Alors :
|q| = |dz|
2
|z|
q · ξ = z
2
z
dz
q · ∂ξ = 2z
z
dz ∧ dz
Définition 1.1.8. Soit ξ un champ de vecteurs sur une surface de Riemann S. On dit que ξ
est quasiconforme si ∂ξ (au sens des distributions) est une différentielle de Beltrami. Autrement
dit, ξ est quasiconforme s’il existe une différentielle de Beltrami µ ∈ L∞ telle que pour toute
différentielle quadratique lisse sur P1,∫
P1
∂q · ξ = −
∫
P1
q · µ.
Proposition 1.1.9 (Stokes pour les champs de vecteurs quasiconformes). Soit U un ouvert de
P1 dont le bord est de classe C1 par morceaux, q une différentielle quadratique de classe C1 au
voisinage de U et ξ un champ de vecteur quasiconforme sur P1. Alors∫
U
q · ∂ξ +
∫
U
ξ · ∂q =
∫
∂U
q · ξ
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Démonstration. Si ξ est un champ de vecteur de classe C1, c’est une application directe du
théorème de Stokes classique. En effet, q ·ξ est une (1, 0)-forme différentielle donc d(q ·ξ) = ∂(q ·ξ).
De plus, ∂(q ·ξ) = ∂q ·ξ+q ·∂ξ. On déduit le cas général où ∂ξ n’existe qu’au sens des distributions
par un raisonnement par densité : soit ξ un champ de vecteur quasiconforme et ξn une suite de
champ de vecteurs de classe C1 au voisinage de U qui converge uniformément vers ξ sur U (une
telle suite existe car ξ est continu). Alors ξn converge vers ξ en tant que distribution sur U , donc
∂ξn converge vers ∂ξ au sens des distributions (par continuité de l’opérateur ∂ pour la topologie
des distributions). Comme on sait que la distribution ∂ξ est en fait une différentielle de Beltrami
L∞, on en déduit que pour toute différentielle quadratique test φ (c’est-à-dire lisse et à support
compact dans U), on a :
lim
n→∞
∫
U
φ · ∂ξn =
∫
U
φ · ∂ξ
Mais comme les différentielles quadratiques lisses à support compact sont denses pour la norme
L1, ceci est encore vrai pour tout différentielle quadratique φ intégrable sur U , donc pour q.
Ainsi, limn→∞
∫
U q · ∂ξn =
∫
U q · ∂ξ et comme ξn converge uniformément sur U , on a aussi
lim
n→∞−
∫
U
ξn · ∂q +
∫
∂U
q · ξn = −
∫
U
ξ · ∂q +
∫
∂U
q · ξ.
Définition 1.1.10. Soit S une surface de Riemann, z0 ∈ S et ξ(z0) ∈ Tz0S. Si q est une
différentielle quadratique méromorphe ayant un pôle simple en z0, on définit le résidu de q · ξ en
z0 comme le résidu de q · ξ˜ en z0, où ξ˜ est un champ de vecteur holomorphe au voisinage de z0
avec ξ(z0) = ξ˜(z0).
Cette définition ne dépend pas du choix de ξ˜.
Proposition 1.1.11. Soit Ω ⊂ P1 un ouvert à bord lisse, et q une différentielle quadratique
méromorphe au voisinage de Ω dont les pôles sont simples et inclus dans un ensemble fini P ⊂ Ω.
Soit ξ un champ de vecteur quasiconforme sur Ω, qui se prolonge continûment sur Ω. Alors :∫
Ω
q · ∂ξ = 2ipi
∑
z∈P
Res(q · ξ, z)−
∫
∂Ω
q · ξ
Démonstration. Comme dans la proposition 1.1.9, commençons par prouver le résultat dans le
cas où ξ est régulier ; on traitera le cas général par densité. Supposons donc que ξ est un champ
de vecteur lisse défini au voisinage de Ω et que ξ est holomorphe au voisinage de chaque z ∈ P .
Let U = Ω −⋃zi∈P Di, où Di désigne un disque lisse centré en zi ∈ P suffisamment petit pour
qu’il soit inclus dans Ω et que ξ soit holomorphe sur chaque Di. Alors d’après la proposition
1.1.9 : ∫
Ω
q · ∂ξ =
∫
U
q · ∂ξ = −
∫
∂U
q · ξ
De plus : ∫
∂U
q · ξ =
∫
∂Ω
q · ξ −
∑
zi∈P
∫
∂Di
q · ξ.
Comme ξ est holomorphe sur tous les disques Di, la formule des résidus donne :∫
∂U
q · ξ =
∫
∂Ω
q · ξ − 2ipi
∑
zi∈P
Res(q · ξ, zi).
Ceci achève la preuve dans le cas où ξ est lisse et holomorphe au voisinage de P .
Remarquons que ces champs de vecteurs sont denses dans l’espace des champs de vecteurs
sur Ω muni de la topologie de la convergence uniforme. En effet, en travaillant en coordonnées
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locales, la condition d’être holomorphe au voisinage de P est vérifiée par les champs de vec-
teurs localement constants dans ces coordonnées, et cette condition est clairement dense pour la
convergence uniforme parmi les champs de vecteurs lisses, qui sont eux-mêmes denses dans les
champs de vecteurs continus.
De plus, le terme droit de l’égalité − ∫∂Ω q · ξ + 2ipi∑zi∈P Res(q · ξ, zi) dépend continument
de ξ pour la convergence uniforme. Le même argument de densité que celui de la preuve de la
proposition 1.1.9 donne la continuité séquentielle du terme de gauche
∫
Ω q · ∂ξ par rapport à ξ,
ce qui achève la preuve.
Remarquons que dans le cas particulier où Ω = ∆ et q = dz
2
z , on retrouve la formule de
Cauchy-Pompéiu.
Il est souvent naturel de travailler modulo transformation de Möbius, c’est-à-dire modulo
les biholomorphismes de la sphère de Riemann P1. Cependant, travailler directement dans des
espaces quotients présente des désavantages : par exemple, l’espace ratd obtenu en quotientant
l’espace Ratd des fractions rationnelles de degré d ≥ 2 par Aut(P1) perd la structure de variété
complexe : c’est un orbifold. On préfèrera donc travailler dans des espaces normalisés de manière
à être transverses à l’action de Aut(P1).
Dans tout le reste, Z désignera un triplet de points de P1.
Définition 1.1.12. Un champ de vecteur ξ sur P1 sera dit Z-normalisé s’il s’annule sur Z.
1.2 Généralités sur les différentielles quadratiques
Définition 1.2.1. Soit q une différentielle quadratique. On note |q| la métrique hermitienne
associée à la forme quadratique réelle définie par |q|s : TsS 3 v 7→ |q(s; v)|. On dit que q est
intégrable si
∫
S |q| est finie ; dans ce cas, on note
‖q‖ =
∫
S
|q|.
On notera Q(S) l’espace des différentielles quadratiques holomorphes sur S.
On vérifie facilement qu’une différentielle quadratique méromorphe est intégrable au voisinage
d’un pôle si et seulement si ce pôle est simple.
Définition 1.2.2. Soit K ⊂ P1 un ensemble compact. On note Q(K) l’espace des différentielles
quadratiques intégrables, holomorphes en dehors de K.
Par exemple, lorsqueK ⊂ P1 est un ensemble de mesure de Lebesgue nulle, alorsQ(P1−K) et
Q(K) sont canoniquement isomorphes. Si l’on note L1(K) l’espace des différentielles quadratiques
L1 sur K pour la mesure de Lebesgue (sans demander plus de régularité que le fait d’être
mesurable), on a alors :
Q(K) ' Q(P1 −K)⊕ L1(K).
L’espace Q(K) est non-trivial si K contient au moins 4 points. C’est un espace de Banach.
Définition 1.2.3. Soit S1 et S2 deux surfaces de Riemann, et f : S1 → S2 une application
holomorphe non constante. Soit q une différentielle quadratique sur S2. Le tiré en arrière de q
par f est :
f∗q(z;u) = q(f(z);Df(z) · u).
Si q est holomorphe sur S2, alors f∗q est une différentielle quadratique holomorphe sur S1 − Vf ,
où Vf désigne l’ensemble des valeurs critiques de f .
En coordonnées,
f∗q(z) = q ◦ f(z)f ′(z)2.
6 Différentielles quadratiques et champs de vecteurs
Définition 1.2.4. Soit S1 et S2 deux surfaces de Riemann, et f : S1 → S2 un revêtement
ramifié holomorphe. Soit q une différentielle quadratique sur S1. Le poussé en avant de q par f
est (lorsque la somme converge localement uniformément) :
f∗q =
∑
i
g∗i q
où les gi sont les branches inverses de f .
Les deux propositions suivantes sont classiques, et peuvent être prouvées de façon élémentaire
en travaillant en coordonnées.
Proposition 1.2.5. Soit q une différentielle quadratique rationnelle sur P1 dont les pôles sont
inclus dans un ensemble P , et f une fraction rationnelle. Alors f∗q est encore une différentielle
quadratique rationnelle, dont les pôles sont inclus dans f(P ) ∪ Vf .
Proposition 1.2.6. Soit q une différentielle quadratique intégrable sur P1, et f : P1 → P1
une fraction rationnelle non constante. Alors f∗q est une différentielle quadratique rationnelle
intégrable.
Proposition 1.2.7. Toute différentielle quadratique méromorphe sur P1 a au moins 4 pôles
comptés avec multiplicité.
Définition 1.2.8. Une différentielle quadratique sur P1 sera dite élémentaire si elle est méro-
morphe et si elle a exactement 4 pôles, tous simples.
D’après la proposition suivante, les différentielles quadratiques ayant exactement quatre pôles
simples sont donc en quelque sorte les plus "simples" possibles parmi les différentielles quadra-
tiques méromorphes sur P1. Nous allons voir qu’elles jouent un rôle particulier.
Proposition 1.2.9. Soit A ⊂ P1 un ensemble fini. L’espace Q(A) des différentielles quadratiques
intégrables, holomorphes sur P1 −A est de dimension max(cardA− 3, 0).
En particuliers, les différentielles quadratiques élémentaires à pôles prescrits forment une
droite vectorielle complexe. Nous allons voir que cette droite a des éléments privilégiés. Bien
sûr, on peut toujours normaliser en prenant une différentielle quadratique de norme L1 unitaire ;
nous allons voir qu’il existe une autre façon naturelle de choisir une différentielle quadratique
élémentaire à pôles (ordonnés) prescrits.
Définition 1.2.10. Soit z1 6= z2 deux points de P1. On note ωz1,z2 l’unique 1-forme méromorphe
ayant exactement deux pôles simples sur P1, avec un résidu 1 en z1 et −1 en z2. Si (z1, z2, z3, z4) ∈
(P1)4 sont distincts, on note
qz1,z2,z3,z4 = ωz1,z2 ⊗ ωz3,z4 .
Notons qu’en coordonnées, ωz1,z2 =
(z1 − z2)
(z − z1)(z − z2)dz et
qz1,z2,z3,z4 =
(z1 − z2)(z3 − z4)
(z − z1)(z − z2)(z − z3)(z − z4)dz
2.
Remarquons également que qz1,z2,z3,z4 dépend de l’ordre des zi.
L’intérêt principal de ce type particuliers de différentielles quadratiques est donné par la
proposition suivante :
Définition 1.2.11. Soit zi ∈ P1, 1 ≤ i ≤ 4 quatre points distincts. On note BR(zi) leur
birapport.
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Proposition 1.2.12. Soit vi ∈ TziP1, 1 ≤ i ≤ 4. Alors
4∑
i=1
Res(q · vi, zi) = d
dt
log BR(zi + tvi).
Autrement dit, la différentielle quadratique qz1,z2,z3,z4 encode la variation relative du birapport
des points zi, c’est-à-dire leur "position à biholomorphisme de P1 près". Nous renvoyons le lecteur
à [Eps09] pour une preuve de cette proposition.
Définition 1.2.13. Si f est une fraction rationnelle, on notera ∆f = Id− f∗ et ∇f = Id− f∗,
où f∗ et f∗ désignent respectivement le tiré en arrière des champs de vecteurs par f , et le poussé
en avant des différentielles quadratiques par f , suivant les notations de [Eps09].
1.3 Scindement de champs de vecteurs quasiconformes
Définition 1.3.1. Soit S une surface de Riemann hyperbolique et ξ un champ de vecteurs sur
S. On dit que ξ est hyperboliquement borné sur S si et seulement si ρ(ξ) ∈ L∞(S), où ρ désigne
la métrique hyperbolique de S.
Théorème 1.3.2. Soit ξ un champ de vecteur continu sur P1, quasiconforme et hyperbolique-
ment borné sur un ouvert hyperbolique Ω de P1, et nul en dehors de Ω. Alors ξ est globalement
quasiconforme sur P1.
De plus, on a ‖ρ(ξ)‖L∞(Ω) ≤ 4‖∂ξ‖L∞(Ω).
Démonstration. Le point clé est le lemme suivant :
Lemme 1.3.3. Soit q une différentielle quadratique intégrable de classe C∞ sur Ω, et ξ un champ
de vecteurs quasiconforme hyperboliquement borné sur Ω. Supposons que ξ ·∂q soit intégrable sur
Ω. Alors : ∫
Ω
∂ξ · q = −
∫
Ω
ξ · ∂q
Démonstration. Soit Ωi la famille (au plus dénombrable) des composantes connexes de Ω. Pour
tout i, choisissons un point zi ∈ Ωi arbitraire. Soit δ(z) = dΩi(z, zi) pour tout z ∈ Ωi, où dΩi est
la distance hyperbolique sur Ωi. Soit φ : R+ → R+ une fonction lisse telle que φ(x) = 1 pour
x ∈ [0, 1] et φ(x) = 0 pour x ≥ 2. Pour tout n ∈ N, définissons φn : Ω→ R+ par
φn(z) = φ
(
δ(z)
n
)
.
Soit µ = ∂ξ.
Soit q une différentielle quadratique comme dans l’énoncé du lemme. Comme φnq est à
support compact dans Ω, on a :∫
Ω
µ · (φnq) = −
∫
Ω
ξ · ∂(φnq) =
∫
Ω
ξ · (φn∂q) + ξ · (q · ∂φn)
De plus,
∫
Ω ξ ·(q ·∂φn) =
∫
Ω q ·(ξ ·∂φn). Calculons maintenant la norme L∞ de la différentielle
de Beltrami ∂φn · ξ. Comme δ est une fonction localement lipschitz sur Ω, elle a des dérivées au
sens des distributions localement bornées. On a :
∂φn =
1
n
φ′(δ/n)∂δ.
Soit z ∈ Ω et u ∈ TzP1. On a ∂φn · ξ(z) : u 7→ ∂φn(u)ξ(z), et la norme de cet endomorphisme
pour n’importe quelle métrique hermitienne est |∂φn · ξ|(z). On peut donc travailler avec la
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métrique hyperbolique ρΩ. Comme δ est 1-lipschitz pour la métrique hyperbolique sur Ω, la
dérivée ∂δ a presque partout une norme hyperbolique inférieure ou égale à 1. On a :
∂φn · ξ(z;u) = 1
n
φ′
(
δ(z)
n
)
∂δ(z;u)× ξ(z)
ρΩ(∂φn · ξ(z;u)) ≤ supR+ |φ
′|
n
‖ρΩ(ξ)‖L∞(Ω)ρΩ(u)
|∂φn · ξ(z)| ≤ supR+ |φ
′|
n
‖ρΩ(ξ)‖L∞(Ω).
Et donc : ‖∂φn · ξ‖L∞ = O(1/n) et
∣∣∫
Ω q · (ξ · ∂φn)
∣∣ ≤ ‖q‖L1‖∂φn · ξ‖L∞ = O(1/n).
On en déduit : ∫
Ω
∂ξ · (φnq) =
∫
P1
(∂ξ · q)φn = −
∫
Ω
φn(ξ · ∂q) +O(1/n)
donc ∫
Ω
(∂ξ · q)φn = −
∫
Ω
φn(ξ · ∂q) +O(1/n)
Par hypothèse, ξ ·∂q et |q| sont integrables, donc on peut appliquer le théorème de convergence
dominée : ∫
Ω
∂ξ · q = −
∫
Ω
ξ · ∂q.
Si l’on se donne maintenant une différentielle quadratique q de classe C∞ sur P1, sa restriction
à Ω vérifie les hypothèses du lemme précédent. On a donc :∫
P1
µ · q = −
∫
P1
ξ · ∂q,
où µ = ∂ξ sur Ω et 0 ailleurs. Ceci signifie exactement que ∂ξ = µ au sens des distributions, ce
qui montre la première assertion.
Pour le second point : appelons ξ˜ = p∗ξ le champ de vecteur tiré en arrière par un revêtement
universel p : ∆ → Ω envoyant 0 sur un point z0 ∈ Ω arbitraire. La proposition 1.1.11 appliquée
à ξ˜ donne :
Res
(
dz2
z
· ξ˜, 0
)
= dz(ξ˜(0)) =
1
2ipi
∫
∆r
∂ξ˜(z) · dz
2
z
+
1
2ipi
∫
Sr
ξ˜(z) · dz
2
z
où ∆r et Sr désignent respectivement le disque de rayon r et le cercle de rayon r. Mais comme
par hypothèse ρ(ξ˜) ≤ C, le second terme converge vers 0 quand r tend vers 1. On en déduit :
dz(ξ˜)(0) =
1
2ipi
∫
∆
∂ξ˜(z) · dz
2
z
et donc
ρ∆(ξ˜)(0) = 2|ξ˜(0)| ≤ 2 1
2pi
‖dz
2
z
‖L1(∆)‖∂p∗ξ‖L∞ .
Comme ‖dz2z ‖L1(∆) = 4pi et ∂p∗ξ = p∗∂ξ, on en déduit
ρ∆(ξ˜)(0) = ρΩ(ξ)(z0) ≤ 4‖∂ξ‖L∞(Ω).
Comme z0 est arbitraire, ceci conclue la preuve de la seconde assertion.
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Ce résultat dit que si un champ de vecteur quasiconforme sur Ω est hyperboliquement borné,
alors on peut le recoller en dehors de Ω avec le champ de vecteur nul, et ce recollement est encore
quasiconforme. Le résultat suivant fournit un peu plus que la réciproque. Nous aurons besoin du
lemme suivant :
Lemme 1.3.4. Soit Ω un ouvert hyperbolique de P1, et X un ensemble dénombrable dense dans
∂Ω. Soit (Xn) une suite croissante de parties finies de X avec ∪nXn = X et cardXn ≥ 3
pour tout n ∈ N, et notons Ωn = P1 − Xn. Alors la métrique hyperbolique ρn de Ωn converge
simplement sur Ω vers la métrique hyperbolique ρ de Ω.
Démonstration. Soit z ∈ Ω et notons pi : ∆ → Ω un revêtement universel de Ω envoyant 0 sur
z. Pour n ∈ N, soit pin : ∆ → Ωn un revêtement universel envoyant encore 0 sur z. L’inclusion
i : Ω ⊂ Ωn se relève en une application ψn : ∆ → ∆ fixant 0 et telle que pin ◦ ψn = i ◦ pi = pi.
D’après le lemme de Schwarz, |ψ′n(0)| ≤ 1 et donc |pi′(0)| ≤ |pi′n(0)|.
De plus, la famille (pin) évite l’ensemble X1 de cardinal 3, et donc forme une famille normale
d’après le théorème de Montel. Soit φ une limite d’une suite extraite convergente de (pin). Comme
pour tout n ∈ N, |pi′n(0)| ≥ |pi′(0)| > 0, φ n’est pas constante, donc est ouverte. Donc φ(∆) est un
ouvert de P1, connexe, contenant z mais disjoint de X. Donc φ(∆) est inclus dans la composante
connexe de P1 − X = P1 − ∂Ω contenant z, c’est-à-dire Ω. De même, le lemme de Schwarz
appliqué à φ : ∆→ Ω montre que |φ′(0)| ≤ |pi′(0)|. Autrement dit, pour tout n ∈ N :
lim sup
m→∞
|pi′m(0)| ≤ |pi′(0)| ≤ |pi′n(0)|
et donc limn→∞ |pi′n(0)| = |pi′(0)|. On a donc montré que limn→∞ ρn(z) = ρ(z), et z ∈ Ω est
arbitraire, ce qui achève la preuve.
Proposition 1.3.5. Soit ξ un champ de vecteur quasiconforme sur P1, et qui s’annule sur un
compact K. Soit Ω une composante connexe hyperbolique de P1 −K. Alors :
‖ρΩ(ξ)‖L∞(Ω) ≤ 4‖∂ξ‖L∞(Ω)
où ρΩ est la métrique hyperbolique sur Ω.
Démonstration. Soit (Xn)n∈N une suite croissante de parties finies de ∂Ω dont l’union est dense
dans ∂Ω, avec cardXn ≥ 3. Alors d’après le lemme 1.3.4, la métrique hyperbolique ρn associée
à Ωn = P1 − Xn converge simplement vers la métrique hyperbolique ρ associée à Ω sur Ω. Il
suffit alors de montrer que pour tout n ∈ N, supΩ ρn(ξ) ≤ 4‖∂ξ‖L∞(Ω). Ceci découlera du lemme
suivant :
Lemme 1.3.6. Soit ξ un champ de vecteurs quasiconforme sur une surface de Riemann compacte
S, s’annulant sur un ensemble fini P (de cardinal au moins 3). Alors la restriction ξ|S−P est
hyperboliquement bornée sur Ω = S − P .
Démonstration du lemme 1.3.6. Comme ρΩ(ξ) est une fonction continue sur Ω = S −P , il suffit
de montrer que ρΩ(ξ) est bornée au voisinage de chaque point z ∈ P . Soit donc z0 ∈ P , et r > 0
tel que le disque épointé Dr(z0) de centre z0 et de rayon r soit inclus dans Ω (c’est-à-dire ne
rencontre pas d’autres points de P ). Alors par le lemme de Schwarz, la métrique hyperbolique
associée à Ω est plus petite que celle associée à Dr(z0), donc on a, pour tout z ∈ U = Dr(z0) :
ρΩ(ξ)(z) ≤ ρU (ξ)(z) ≤ C ′|z − z0| log |z − z0|−1.
La deuxième inégalité est une estimation de la métrique hyperbolique du disque épointé au
voisinage de z0 (voir par exemple [GL00] ou [Hub06]), la constante dépendant de r. Par ailleurs,
ξ a un module de continuité en − log  par quasiconformalité (cf [GL00], théorème 7 p. 56), donc
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il existe une constante C (ne dépendant que de ξ et du choix de coordonnée) telle que dans la
coordonnée z :
|ξ(z)| = |ξ(z)− ξ(z0)| ≤ C|z − z0| log |z − z0|−1.
On obtient donc, pour tout z ∈ Dr(z0)
ρΩ(ξ)(z) ≤ C,
ce qui achève la preuve du lemme.
En appliquant le lemme 1.3.6 à ξ sur Ωn, on en déduit qu’il existe une constante Cn > 0
telle que ρΩn(ξ) ≤ Cn sur Ωn. Le théorème 1.3.2 appliqué à ξ sur Ωn permet d’obtenir une borne
indépendante de n :
‖ρΩn(ξ)‖L∞(Ωn) ≤ 4‖∂ξ‖L∞(Ωn) ≤ 4‖∂ξ‖L∞(P1).
Donc par passage à la limite, on en déduit que :
‖ρΩ(ξ)‖L∞(Ω) ≤ 4‖∂ξ‖L∞(P1),
et une deuxième application du même théorème permet d’en déduire finalement
‖ρΩ(ξ)‖L∞(Ω) ≤ 4‖∂ξ‖L∞(Ω).
En combinant les résultats du théorème 1.3.2 et de la proposition 1.3.5, on obtient :
Théorème A. Soit Ω un ouvert hyperbolique de P1 et ξ un champ de vecteur quasiconforme
sur Ω. Les propriétés suivantes sont équivalentes :
i) On a ‖ρΩ(ξ)‖L∞(Ω) ≤ 4‖∂ξ‖L∞(Ω), où ρΩ est la métrique hyperbolique sur Ω
ii) Le champ de vecteur ξ est hyperboliquement borné
iii) Il existe une extension quasiconforme ξˆ de ξ sur tout P1 avec ξˆ = 0 sur ∂Ω
iv) L’extension ξˆ(z) = ξ(z) si z ∈ Ω et 0 sinon est quasiconforme sur P1, et ∂ξˆ(z) = 0 pour
presque tout z /∈ Ω
Corollaire 1.3.1. Soit Ω un ouvert hyperbolique de P1 et ξ un champ de vecteur quasiconforme
qui s’annule sur P1 − Ω. Soit Ω = ⊔i Ωi une partition dénombrable de Ω en ouverts Ωi. Alors
ξ =
∑
i
ξi
où ξi est un champ de vecteur quasiconforme qui coïncide avec ξ sur Ωi et s’annule en dehors de
Ωi.
Démonstration. D’après le point iv) du théorème A, les champs de vecteurs ξi sont quasicon-
formes.
Le résultat suivant est un théorème dû à Bers et Lakic. Sa démonstration utilise classiquement
une certaine suite régularisante introduite par Ahlfors (le "mollifier d’Ahlfors"), voir [GL00],
théorème 9 p. 63. La suite régularisante φn de la preuve du théorème 1.3.2 remplace cette suite
régularisante.
Corollaire 1.3.2 (Théorème de densité de Bers-Lakic). Soit K un compact de P1 contenant
au moins 3 points, et Z un ensemble dense dans K. L’espace des différentielles quadratiques à
pôles simples dans Z est dense (pour la norme L1) dans l’espace des différentielles quadratiques
intégrables holomorphes en dehors de K.
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Démonstration. Il suffit de montrer que toute forme linéaire continue sur l’espace des différen-
tielles quadratiques intégrables sur P1 et holomorphes sur Ω annulant toutes les différentielles
quadratiques méromorphes à pôles simples dans K est nulle. Une telle forme linéaire peut être
représentée par une différentielle de Beltrami sur P1, d’après le théorème de Hahn-Banach. Soit
donc µ une différentielle de Beltrami et ξ un champ de vecteurs quasiconforme tel que µ = ∂ξ,
et supposons que ∫
P1
q · ∂ξ = 0
pour toute différentielle quadratique à pôles simples dans K. Soit A ⊂ Z un ensemble de cardinal
3 : quitte à ajouter à ξ un champ de vecteur holomorphe, on peut supposer que ξ s’annule sur
A. Alors d’après la proposition 1.1.11 appliquée avec Ω = P1, q une différentielle quadratique
ayant des pôles simples exactement en A et en z ∈ Z\A, on voit que ξ doit s’annuler en z. Par
continuité, ξ s’annule donc sur K. Donc d’après le théorème A, ξ est hyperboliquement borné
sur Ω. Soit q une différentielle quadratique intégrable et holomorphe sur Ω. En particuliers, q est
C∞ et intégrable sur Ω, et le lemme 1.3.3 donne :∫
Ω
q · ∂ξ = −
∫
Ω
∂q · ξ = 0.
De plus, d’après le théorème A, on a ∂ξ = 0 presque partout sur K, donc :∫
K
q · ∂ξ = 0,
ce qui achève la preuve.
Définition 1.3.7. Une différentielle de Beltrami µ sur une surface de Riemann S est infinitési-
malement triviale si
∫
S q · µ = 0 pour toute différentielle quadratique q holomorphe sur S.
Cette terminologie vient du fait que l’espace tangent au point base de l’espace de Teichmüller
de S, T0Teich(S), s’identifie canoniquement au quotient de l’espace des différentielles de Beltrami
sur S par le sous-espace des différentielles de Beltrami infinitésimalement triviales (voir [GL00]
ou [Hub06]). Nous reviendrons sur ce point dans le chapitre suivant.
Corollaire 1.3.3. Soit S une surface de Riemann hyperbolique et µ ∈ bel(S). Alors µ est
infinitésimalement triviale si et seulement si il existe un champ de vecteur quasiconforme ξ sur
S tel que µ = ∂ξ et
ρ(ξ)‖L∞(S) ≤ 4‖∂ξ‖L∞(S)
Démonstration du corollaire 1.3.3. Soit µ une différentielle de Beltrami sur S qui est infinitési-
malement triviale. Soit pi : ∆→ S un revêtement universel. Soit q ∈ Q(∆). On a :∫
∆
q · pi∗µ =
∫
S
pi∗q · µ = 0.
Donc pi∗µ ∈ Bel(∆) est infinitésimalement triviale. On a montré dans la preuve du corollaire
1.3.2 que ceci implique que pi∗µ est de la forme ∂ξ, où ξ est un champ de vecteurs quasiconforme
sur P1 s’annulant en dehors de ∆. Donc d’après le théorème A, ξ est hyperboliquement borné
sur ∆, et ‖ρ∆(ξ)‖L∞(∆) ≤ 4‖∂ξ‖L∞(∆).
Il suffit maintenant de prouver que ξ passe au quotient en un champ de vecteurs sur S.
Soit γ un élément du groupe de Galois de pi. Il suffit de prouver que ξ est γ-invariant. Comme
γ est une isométrie pour la métrique hyperbolique, ξ − γ∗ξ est hyperboliquement borné. De
plus, ξ − γ∗ξ est holomorphe puisque ∂ξ − γ∗∂ξ = 0 sur ∆. Mais le seul champ de vecteur
holomorphe et hyperboliquement borné sur ∆ est le champ de vecteurs identiquement nul : ξ est
donc invariant par γ. Donc, ξ passe au quotient en un champ de vecteur ξˆ sur S, tel que ∂ξˆ = µ
et ‖ρS(ξˆ)‖L∞(S) ≤ 4‖∂ξˆ‖L∞(S).
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Réciproquement, supposons que µ = ∂ξˆ où ξˆ est un champ de vecteurs quasiconforme sur
S tel que ‖ρS(ξˆ)‖L∞(S) ≤ 4‖∂ξˆ‖L∞(S). Soit q ∈ Q(S). D’après le théorème 4 p. 50 de [GL00],
l’opérateur de poussé en avant pi∗ : Q(∆) → Q(S) est surjectif, donc on peut supposer que
q = pi∗φ, où φ ∈ Q(∆). Comme pi∗µ est de la forme pi∗µ = ∂pi∗ξˆ, où pi∗ξˆ est un champ de vecteur
quasiconforme hyperboliquement borné sur ∆, on a
∫
∆ φ · pi∗µ = 0. Donc :∫
S
q · µ =
∫
∆
φ · pi∗µ = 0
ce qui prouve que µ est infinitésimalement triviale sur S.
1.4 Différentielles quadratiques et dual des champs de vecteurs
Nous introduisons ici l’espace dual des champs de vecteurs continus, que l’on va relier à un
certain espace de différentielles quadratiques intégrables. Plus précisément, l’espace de champs
de vecteurs tests considéré sera celui des champs de vecteurs continus sur la sphère de Riemann.
Nous allons voir que pour certaines différentielles quadratiques q, ∂q définit de manière naturelle
une forme linéaire sur cet espace de champs de vecteurs tests. Il sera parfois utile de manipuler
ces formes linéaires plutôt que des différentielles quadratiques.
Les deux résultats importants de cette section sont le théorème 1.4.8, qui servira à inverser
l’opérateur ∂ pour associer une différentielle quadratique à une forme linéaire, et la proposition
1.4.11, qui permet de voir comment se poussent en avant ces formes linéaires.
Commençons par développer un peu de formalisme. Rappelons qu’une forme linéaire sur
l’espace des fonctions continues sur un compact s’identifie naturellement aux mesures de Radon.
Ici, on s’intéresse aux formes linéaires sur l’espace des champs de vecteurs continus. La description
intrinsèque de ces objets fait donc intervenir à la fois des mesures de Radon mais aussi des formes
différentielles.
Définition 1.4.1. On note Γ(TP1)∗ l’espace des formes linéaires continues sur l’espace des
champs de vecteurs continus sur P1, muni de la topologie de la norme uniforme. Le support de
u ∈ Γ(TP1)∗ est le complémentaire de l’union des ouverts ω ⊂ P1 tels que 〈u, ξ〉 = 0 pour tout
champ de vecteurs ξ à support dans ω. Si h ∈ C0(P1,C) et u ∈ Γ(TP1)∗, alors hu ∈ Γ(TP1)∗
est définie par
〈hu, ξ〉 = 〈u, hξ〉.
Proposition 1.4.2. SoitM l’espace des mesures de Radon complexes sur P1, et A = C0(P1,C).
L’application
M⊗A Ω1,0(P1)→ Γ(TP1)∗
µ⊗ α 7→
(
ξ 7→
∫
P1
α(ξ)dµ
)
est un isomorphisme de A-module, et donc aussi de C-espace vectoriel.
Remarque 1.4.3. Comme Ω1,0(P1) est un A-module de rang 1 (on peut en effet construire une
(1, 0)-forme continue ne s’annulant pas sur P1), tout élément de Ω1,0(P1) ⊗AM peut s’écrire
sous la forme α⊗A µ, où α ∈ Ω1,0(P1) et µ ∈M.
Démonstration. L’application considérée est clairement un morphisme injectif de A-module. Il
suffit donc de justifier qu’il est surjectif. Soit u ∈ Γ(TP1)∗.
Si le support de u est inclus dans un domaine de carte (U, z), il est facile de vérifier à l’aide
du théorème de Riesz que u peut s’écrire sous la forme u = dz ⊗A µ, où µ est une mesure de
Radon de support inclus dans U . A l’aide d’une partition de l’unité, on ne perd pas de généralité
à supposer que ce soit le cas.
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On identifiera donc dans la suite Γ(TP1)∗ à Ω1,0(P1)⊗AM.
Définition 1.4.4. Soit f une fraction rationnelle et soit u = α⊗ µ ∈ Γ(TP1)∗ telle que ‖α‖‖Df‖ ∈
L1(|µ|) (dans la métrique sphérique). Alors on définit le poussé en avant de u, noté f∗u, par :
〈f∗u, ξ〉 = 〈u, f∗ξ〉 =
∫
P1
α(f∗ξ)dµ.
On voit alors que f∗u ∈ Γ(TP1)∗.
En particuliers, si u ∈ Γ(TP1)∗ a un support K qui ne rencontre pas Crit(f), alors f∗u est
bien défini et a comme support f(K). Notons que l’opérateur linéaire f∗ n’est pas continu, et
n’est défini que sur un sous-espace dense de Γ(TP1)∗.
Définition 1.4.5. Soit q une différentielle quadratique intégrable. On dit que q est régulière si
l’application
∂q : ξ 7→ −
∫
P1
q · ∂ξ
est continue sur l’espace des champs de vecteurs quasiconformes (muni de la topologie de la
norme du supremum associée à la métrique sphérique). Si c’est le cas, ∂q se prolonge par densité
de façon unique en une forme linéaire continue sur l’espace des champs de vecteurs continus et
définit un élément de Γ(TP1)∗, que l’on note encore ∂q.
Notons que si q s’écrit en coordonnées q = h(z)dz2, alors q est régulière si et seulement si ∂h∂z
(au sens des distributions) est une mesure complexe de Radon. C’est le cas en particulier pour
toutes les différentielles quadratiques méromorphes à pôles simples, dont le ∂ est une somme de
diracs.
Une conséquence immédiate du lemme de Weyl est que si q est une différentielle quadratique
régulière telle que ∂q a un support inclus dans un compact K, alors q est holomorphe en dehors
de K.
Définition 1.4.6. Introduisons les notations suivantes :
— Notons R(P1) l’espace des différentielles quadratiques intégrables sur P1 et régulières.
— Notons H(P1) l’espace des champs de vecteurs holomorphes sur P1.
Remarque 1.4.7. L’espace H(P1) est de dimension complexe 3. On peut vérifier facilement que
ce sont exactement les champs de vecteurs s’écrivant en coordonnées affines sous la forme ξ =
P (z) ddz , où P est un polynôme de degré inférieur ou égal à 2.
Le théorème suivant permet de déterminer quand il est possible de résoudre l’équation ∂q = u,
avec u ∈ Γ(TP1)∗. D’après la définition de ∂q, il est évident que ∂q ∈ H(P1)⊥. Le résultat
important est l’autre inclusion.
Ce résultat de surjectivité du ∂ est lié à la simple connexité de P1. On pourrait probablement
énoncer un résultat plus général faisant intervenir la cohomologie de Dolbeault, mais nous n’en
aurons pas besoin.
Théorème 1.4.8 (Résolution du ∂). Soit Z un triplet de points de P1, et Γ(TP1)∗Z l’ensemble
des éléments de Γ(TP1)∗ de support inclus dans Z. Alors
Γ(TP1)∗ = ∂R(P1)⊕ Γ(TP1)∗Z .
Corollaire 1.4.1. On a :
∂R(P1) = H(P1)⊥
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Démonstration du corollaire 1.4.1. Soit Z un triplet de points de P1. Soit u ∈ H(P1)⊥. D’après
le théorème 1.4.8, on peut écrire
u = ∂q + u′
où q ∈ R(P1) et u′ ∈ Γ(TP1)∗ a un support inclus dans Z. Comme u et ∂q appartiennent à
H(P1)⊥, on a aussi u′ ∈ H(P1)⊥. En considérant les champs de vecteurs de la forme ξ = P (z) ddz ,
où P décrit les polynômes de degré 2 s’annulant en exactement deux points de Z, on vérifie alors
que u′ = 0, ce qui montre que H(P1)⊥ ⊂ ∂R(P1).
Démonstration du théorème 1.4.8. Soit u ∈ Γ(TP1)∗. On a vu que l’on ne perd pas de généralité
à écrire u sous la forme u = α⊗µ, où µ est une mesure de Radon complexe et α une (1, 0)-forme
différentielle continue. De plus, quitte à écrire µ comme une somme de deux mesures de Radon
µ1 et µ2 et à traiter séparément α⊗µ1 et α⊗µ2, on ne perd pas non plus de généralité à supposer
que le support de µ est disjoint d’au moins un point de Z.
Pour y ∈ P1, notons φy l’unique différentielle quadratique à pôles simples et inclus dans
Z ∪ {y}, telle que l’application
TyP
1 → C
v 7→ Res(φy · v, y)
coïncide avec αy en tant qu’élément de T ∗yP1. L’existence et l’unicité d’une telle différentielle
quadratique est une conséquence du fait que l’espace des différentielles quadratiques élémentaires
à pôles dans Z ∪{y} est une droite vectorielle de dimension complexe un, et qu’une différentielle
quadratique méromorphe sur P1 avec exactement trois pôles tous simples est nulle. Soit q la
différentielle quadratique définie par :
q =
∫
P1
φydν(y).
Nous allons maintenant travailler dans une coordonnées affine z dans laquelle Z = {0, 1,∞},
où ∞ n’est pas dans le support de ν. Soit α = a(z)dz l’expression de la forme différentielle α
dans la coordonnée z : a est une fonction continue sur C. Dans ces coordonnées, l’expression de
q est :
q =
1
2ipi
∫
P1
a(y)
(
1
z − y +
y − 1
z
− y
z − 1
)
dν(y)
=
1
2ipi
∫
P1
a(y)
y(y − 1)
z(z − 1)(z − y)dν(y).
L’expression de la première ligne montre que q est intégrable sur tout compact de C, et la
seconde que q est intégrable au voisinage de l’infini (puisque q est méromorphe au voisinage de
l’infini, et que q(z) = O( 1
z3
), ce qui implique que q n’a au pire qu’un pôle simple à l’infini). Donc
q est intégrable sur P1.
La fin de la preuve du théorème repose sur le lemme :
Lemme 1.4.9. La différentielle quadratique q est régulière et ∂q − u a un support inclus dans
Z.
Démonstration du lemme. Soit ξ un champ de vecteur quasiconforme, et notons K le support
de la mesure ν.
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On a : ∫
P1
q · ∂ξ =
∫
P1
(∫
K
φydν(y)
)
· ∂ξ
=
∫
K
(∫
P1
φy · ∂ξ
)
dν(y)
=
∫
K
2ipi ∑
Z∪{y}
Res(φy · ξ)
 dν(y)
=
∫
K
α(y)ξ(y)dν(y) +
∫
K
(
2ipi
∑
Z
Res(φy · ξ)
)
dν(y).
Soit u′ ∈ Γ(TP1)∗ définie par :
〈u′, ξ〉 = 2ipi
∑
z∈Z
∫
K
Res(φy · ξ, z)dν(y)
Clairement u′ a un support inclus dans Z. On a donc :∫
P1
q · ∂ξ =
∫
K
α(ξ)(y)dν(y) + 〈u′, ξ〉
= 〈α⊗ ν, ξ〉+ 〈u′, ξ〉.
Donc q est régulière, et ∂q = u + u′ où u′ a un support inclus dans Z, ce qui achève la preuve
du lemme.
Le lemme ci-dessus montre que Γ(TP1)∗ = ∂R(P1)+Γ(TP1)∗Z . Il ne reste donc qu’à montrer
que la somme est directe. Mais si q est une différentielle quadratique régulière telle que ∂q ait
un support inclus dans le triplet Z, ceci impliquerait que q est holomorphe en dehors de Z
et intégrable, et donc que q ait au plus trois pôles tous simples. Donc q = 0, et on a bien
∂R(P1)⊕ Γ(TP1)∗Z .
Proposition 1.4.10. Soit q une différentielle quadratique régulière et f une fraction rationnelle.
Alors f∗q est régulière.
Démonstration. Soit q une différentielle quadratique régulière : on peut supposer que ∂q = α⊗ν.
Soit Z un triplet de points quelconque de P1. Le lemme 1.4.9 donne :
q =
∫
P1
φydν(y)
où φy est une différentielle quadratique élémentaire à pôles dans Z ∪ {y}. On en déduit :
f∗q =
∫
P1
f∗φydν(y)
Soit ξ un champ de vecteur quasiconforme. On a :∫
P1
f∗q · ∂ξ =
∫
P1
(∫
P1
f∗φydν(y)
)
· ∂ξ
=
∫
P1
(∫
P1
f∗φy · ∂ξ
)
dν(y)
=
∫
P1
2ipi ∑
z∈Z∪{y}
Res(f∗φy · ξ, z)
 dν(y).
La dernière expression définit bien une forme linéaire continue.
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Proposition 1.4.11. Soit q une différentielle quadratique régulière, et f une fraction rationnelle.
Supposons que f∗∂q et ∂f∗q soient bien définies comme éléments de Γ(TP1)∗. Alors supp (∂f∗q−
f∗∂q) ⊂ Vf .
Démonstration. Soit ξ un champ de vecteur quasiconforme qui s’annule sur un voisinage de
Vf . Alors f∗ξ est encore un champ de vecteur quasiconforme (nul au voisinage de Crit(f)) et
∂f∗ξ = f∗∂ξ. Donc :
〈∂f∗q, ξ〉 = 〈f∗∂q, ξ〉,
et donc 〈f∗∂q−∂f∗q, ξ〉 = 0. D’où le résultat par définition du support d’un élément de Γ(TP1)∗.
Nous allons maintenant énoncer et prouver un théorème dû à Makienko, qui servira à prouver
l’absence de différentielles quadratiques régulières invariantes.
Définition 1.4.12. Un compact K ⊂ P1 est appelé un C-compact s’il vérifie la propriété
suivante : toute fonction continue sur K peut être approchée uniformément par des restrictions
à K de fonctions holomorphes sur un voisinage de K.
Notons qu’un C-compact doit nécessairement être d’intérieur vide. La proposition suivante
(voir [Mak10]) donne plusieurs conditions suffisantes pour qu’un compact soit un C-compact. Sa
preuve est basée sur le théorème de Vitushkin.
Proposition 1.4.13. Soit K un compact de P1. Chacune des propriétés suivantes implique que
K est un C-compact :
i) K est de mesure de Lebesgue nulle.
ii) K est inclus dans une union finie de frontières de composantes de P1 −K.
Un C-compact doit nécessairement être d’intérieur vide, mais peut avoir une mesure de Le-
besgue positive (le théorème suivant est d’ailleurs vide lorsque ce n’est pas le cas). Il s’appliquera
donc typiquement dans le cas ii) de la proposition ci-dessus.
Théorème 1.4.14 (Makienko, [Mak10]). Soit K un C-compact, et q une différentielle quadra-
tique régulière à support dans K. Alors q = 0 (Lebesgue presque partout).
Démonstration. Soit q une différentielle quadratique régulière à support dans un C-compact K.
Nous allons prouver que ∂q = 0 en tant qu’élément de Γ(TP1)∗. Par définition d’un C-compact,
les champs de vecteurs continus sur K peuvent être approchés uniformément sur K par des
champs de vecteurs holomorphes au voisinage de K. Comme le support de ∂q est inclus dans K,
il suffit de prouver que ∂q annule tous les champs de vecteurs lisses et holomorphes au voisinage
de K. Soit ξ un tel champ de vecteur, et soit U un voisinage de K sur lequel ξ est holomorphe.
On a :
〈∂q, ξ〉 =
∫
P1
q · ∂ξ
〈∂q, ξ〉 =
∫
U
q · ∂ξ +
∫
P1−U
q · ∂ξ
Comme le support de q est inclus dans K, on a
∫
P1−U q ·∂ξ = 0. Comme ξ est holomorphe sur U ,
on a
∫
U q · ∂ξ = 0. Donc ∂q, ξ〉 = 0 et donc ∂q = 0. Donc q est holomorphe sur P1 tout entière,
et donc q = 0.
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1.4.1 Calculs de poussé en avant
Soit ν une mesure de Radon, et α une (1, 0)-forme différentielle. Supposons que f∗(α ⊗ ν)
existe : on sait alors que f∗(α ⊗ ν) peut s’écrire sous la forme β ⊗ λ, avec β ∈ Ω1,0(P1) et
λ ∈M. Dans cette section, nous allons calculer β et λ en fonction de α, ν et f . Ce calcul est une
adaptation du cadre classique du poussé en avant f∗(hν) d’une mesure hν à densité par rapport
à ν (où h est alors une fonction et non pas une forme différentielle).
En particulier, nous verrons que sous une certaine condition sur la mesure ν, λ sera à densité
par rapport à ν.
Commençons par rappeler la notion de jacobien d’une mesure. Cette notion peut se définir
dans un cadre plus général, mais dans un souci de simplicité nous donnerons des définitions
correspondant au cadre qui nous intéresse.
Définition 1.4.15. Soit ν une mesure de Radon sur un compact K, et f : K → K une applica-
tion continue n’ayant jamais plus de d préimages. On définit la mesure tiré en arrière f∗ν par :
pour tout φ ∈ C0(K), ∫
K
φd(f∗ν) =
∫
K
(f∗φ)dν =
∫
K
∑
y∈f−1(z)
φ(y)dν(z)
Lemme 1.4.16. Si A est un borélien sur lequel f|A est injective, alors f∗ν(A) = ν(f(A)).
Démonstration. Soit A un tel borélien. On a :
f∗ν(A) =
∫ ∑
y∈f−1(x)
1A(y)dν(x) = ν(f(A)).
La dernière égalité vient du fait que si x /∈ f(A), alors∑y∈f−1(x) 1A(y) = 0 et si x ∈ A, alors par
injectivité de f sur A, il n’y a qu’une seule préimage y ∈ A et donc ∑y∈f−1(x) 1A(y) = 1.
Le cas qui nous intéresse est lorsque f est une fraction rationnelle de degré d et K est un
compact invariant de P1.
Définition 1.4.17. Soit ν une mesure de Radon sur P1, de support K invariant par f . On dit
que ν est régulière pour f si pour tout borélien A ⊂ K, ν(A) = 0 implique que ν(f(A)) = 0.
De manière équivalente, d’après le lemme 1.4.16, une mesure ν est régulière si et seulement
si f∗ν est absolument continue par rapport à ν.
Définition 1.4.18. Soit ν une mesure régulière par rapport à f sur K. On définit son jacobien
(noté Jν) par rapport à f par :
Jν =
d(f∗ν)
dν
(au sens de Radon-Nykodim).
Exemple 1.4.19. Si K = {0} est un point fixe de f , alors la mesure ν = δ0 (dirac en 0) est
régulière pour f sur K et son jacobien est la fonction Jν : 0 7→ 1.
Si K = S1, que f(z) = zd et que ν est la mesure de Lebesgue, alors ν est régulière et Jν = d.
Dans toute la suite, ν désignera une mesure régulière pour f sur K.
Définition 1.4.20. On définit l’opérateur de Ruelle (ou opérateur de transfert) associé à ν par :
Lν :L1(ν)→ L1(ν)
g 7→
x 7→ ∑
y∈f−1(x)
g(y)
Jν(y)

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Insistons sur le fait que l’opérateur Lν agit sur un espace de fonctions (qui sont en réalité
des fonctions densités pour la mesure ν). Son intérêt est justifié par la propriété suivante :
Proposition 1.4.21. Soit g ∈ L1(ν). Alors f∗(gν) = Lν(g)ν. En particuliers, si ν est invariante,
alors Lν(1) = 1.
Démonstration. Soit h une fonction continue sur K. Nous allons montrer que :∫
hLν(g)dν =
∫
hf∗(gν).
On a : ∫
hLν(g)dν =
∫
h(x)
∑
y∈f−1(x)
g(y)
Jν(y)
dν(x)
=
∫ ∑
y∈f−1(x)
h(f(y))g(y)
Jν(y)
dν(x)
=
∫
h(f(x))g(x)
Jν(x)
Jν(x)dν(x)
=
∫
hf∗(gν).
Dans l’avant dernière égalité, on a utilisé la définition de Jν , à savoir que∫ ∑
y∈f−1(x)
φ(y)dν(x) =
∫
φ(x)Jν(x)dν(x)
pour toute fonction φ ∈ L1(ν).
Pour le reste de la proposition : le fait que Lν(1) = 1 quand f∗ν = ν est un cas particuliers
du résultat que l’on vient de démontrer.
Définition 1.4.22. On définit l’opérateur de Ruelle modifié associé à ν par :
L˜ν :α 7→
∑
i
g∗i α
Jν ◦ gi =
∑
i
g∗i α
g∗i Jν
pour tout α ∈ Ω1,0(P1), où les gi sont les branches inverses de f .
En coordonnées,
L˜ν :α 7→
x 7→ ∑
y∈f−1(x)
α(y)
Jν(y)f ′(y)
 .
Insistons sur la différence entre l’opérateur de Ruelle Lν et l’opérateur de Ruelle modifié L˜ν :
le premier est un opérateur sur un espace de fonctions, et l’autre sur un espace de (1, 0)-formes
différentielles.
Proposition 1.4.23. Soit u = α ⊗ ν ∈ Γ(TP1)∗, et f une fraction rationnelle. Supposons que
f∗u existe et que ν est régulière pour f . Alors
f∗u = L˜ν(α)⊗ ν.
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Démonstration. Soit X un champ de vecteur continu. On a :
〈f∗u,X〉 =
∫
K
α(f∗X)dν
=
∫
K
α(y)
X ◦ f(y)
f ′(y)
dν(y)
=
∫
K
α(y)
X ◦ f(y)
f ′(y)
dν(y)
=
∫
K
Lν
(
α
f ′
)
Xdν(y)
=
∫
K
L˜ν(α)Xdν(y)
= 〈L˜ν(α)⊗ ν,X〉.
Rappelons qu’un compact K invariant est dit hyperbolique de constante A > 1, s’il existe
une métrique pour laquelle pour tout z ∈ K, ‖Dfn(z)‖ ≥ An.
Proposition 1.4.24. Soit ν une mesure de Radon régulière pour f , de support K hyperbolique
invariant, et u ∈ Γ(TP1)∗ de la forme u = α ⊗ ν. Il existe une unique solution v à l’équation
cohomologique
∇fv = u
et elle est de la forme v = β ⊗ λ où λ ∈M est absolument continue par rapport à ν.
Démonstration. Commençons par remarquer que comme K est hyperbolique, il ne contient pas
de point critique et donc les poussés en avant fn∗ u sont bien définis. Soit A =
1
λ > 1 une constante
d’hyperbolicité pour K, et ‖ · ‖ une métrique associée. On a donc :
sup
K
‖(fn)∗X‖ ≤ λn sup
K
‖X‖
et donc par dualité, ‖fn∗ u‖ ≤ λn‖u‖. Donc la série v =
∑
n≥0 f
n∗ u converge normalement, et il
est facile de vérifier que c’est l’unique solution de l’équation cohomologique.
Par ailleurs, la formule de la proposition 1.4.23 montre que v est de la forme β ⊗ ν, où β est
une forme différentielle (pas nécessairement continue).
1.5 Formes de Beltrami et théorème d’Ahlfors-Bers
Jusqu’à présent, les objets que l’on a étudiés (différentielles de Beltrami, différentielles qua-
dratiques, champs de vecteurs quasiconformes) correspondent à la théorie infinitésimale des es-
paces de Teichmüller, comme on le verra dans le chapitre suivant. Leur étude relève de l’analyse
fonctionnelle linéaire.
Par opposition, les objets au coeur de cette section, à savoir les formes de Beltrami, vont
relever de l’analyse non-linéaire. Il convient de penser aux différentielles de Beltrami comme à
des vecteurs tangents à l’ouvert des formes de Beltrami, même si ces deux types d’objets vivent
dans le même espace. Nous allons maintenant mentionner sans preuve le théorème fondamental
à la base de la théorie de Teichmüller, à savoir le théorème d’Ahlfors-Bers.
Définition 1.5.1. Un homéomorphisme quasiconforme φ : P1 → P1 est un homéomorphisme
dont les dérivées ∂φ et ∂φ (au sens des distributions) sont L2loc, tel que la forme de Beltrami
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associée µ = ∂φ−1 ◦ ∂φ soit dans la boule unité de L∞. On notera K(φ) sa dilatation maximale,
définie par :
K(φ) =
1 + ‖µ‖L∞
1− ‖µ‖L∞ ≥ 1.
Remarque 1.5.2. En coordonnées, µ = ∂φ(z)∂φ(z)
dz
dz .
En particulier, si φ est un homéomorphisme quasiconforme, alors K(φ) = 1 équivaut à µ = 0
et donc au fait que φ soit une transformation de Möbius.
Il existe d’autres caractérisations équivalentes de la quasiconformité, que nous ne mention-
nerons pas ici. Cette classe de fonctions possède des propriétés analytiques particulières, et a été
beaucoup étudiée. Mentionnons par exemple le fait qu’un homéomorphisme quasiconforme est
1
K -Hölder.
Définition 1.5.3. Soit µ une forme de Beltrami. L’équation de Laplace-Beltrami, d’inconnue
un homéomorphisme quasiconforme φ : P1 → P1, est :
∂φ = µ ◦ ∂φ.
Théorème 1.5.4 (Morrey-Ahlfors-Bers). Soit µ une forme de Beltrami. L’équation de Laplace-
Beltrami admet une solution, qui est unique à post-composition par une transformation de Möbius
près.
De plus, si λ 7→ µλ est une famille holomorphe (respectivement continue) de formes de Bel-
trami, et que φλ est l’unique solution de l’équation de Laplace-Beltrami de paramètre µλ nor-
malisée pour fixer 0, 1,∞, alors pour tout z ∈ P1, l’application λ 7→ φλ(z) est holomorphe
(respectivement continue).
Définition 1.5.5. Soit f : S1 → S2 une fonction holomorphe entre surfaces de Riemann, et µ
une forme de Beltrami sur S2. On définit le tiré en arrière de µ par f de la façon suivante :
f∗µ(z) := µ ◦ f(z)f
′(z)
f ′(z)
.
On vérifie sans peine que cette définition est indépendante des coordonnées. En particulier,
l’opérateur de tiré en arrière (par une application holomorphe) est une isométrie pour la norme
L∞.
La proposition suivante est une observation cruciale : elle permet de traduire la condition
qu’un homéomorphisme quasiconforme φ conjugue une fraction rationnelle à une autre fraction
rationnelle en une condition linéaire et fermée sur la forme de Beltrami correspondante.
Proposition 1.5.6. Soit f : P1 → P1 une fraction rationnelle, et µ une forme de Beltrami sur
P1. Soit φ un homéomorphisme quasiconforme dont la forme de Beltrami est µ. Alors l’application
φ ◦ f ◦ φ−1 est une fraction rationnelle si et seulement si µ = f∗µ.
Pour éviter de travailler en quotientant par l’action du groupe Aut(P1) des transformations
de Möbius (qui présente le désavantage de ne pas toujours donner des espaces réguliers), on
préfèrera souvent normaliser les solutions de l’équation de Laplace-Beltrami, d’où la convention
suivante :
Définition 1.5.7. Soit Z ⊂ P1 un triplet de points. Un homéomorphisme quasiconforme φ :
P1 → P1 est dit Z-normalisé si φ fixe Z point par point.
En d’autres termes, le théorème d’Ahlfors-Bers établit une bijection canonique entre formes
de Beltrami et homéomorphismes quasiconformes (à composition par une transformation de
Möbius près). Cette correspondance est à la base de la théorie de Teichmüller, puisqu’elle permet
d’obtenir une structure complexe héritée de la structure complexe de la boule unité de L∞, dans
laquelle vivent les formes de Beltrami. La dépendance holomorphe par rapport au paramètre
est également un point crucial. De plus, les formes de Beltrami sont des objets extrêmement
maniables qui présentent deux grands avantages :
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— Ils n’ont quasiment aucune contrainte de régularité (seulement d’être L∞ et de norme
strictement inférieure à 1), ce qui permet de les recoller sans problème
— Ils se tirent en arrière de manière isométrique par une fonction holomorphe.
Concluons ce chapitre en remarquant que le théorème d’Ahlfors-Bers est un résultat profond
d’analyse en une variable complexe, qui ne se généralise pas de manière satisfaisante en dimension
supérieure. Cette absence de généralisation explique la spécificité de la théorie de Teichmüller à
la dimension un, et également (a posteriori) le fait que le théoreme de non-errance de Sullivan
(voir le théorème 2.4.28 et le chapitre 3) ne se généralise pas en dimension supérieure.
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Chapitre 2
Espaces de déformation d’Epstein et de
Teichmüller
Nous allons appliquer dans ce chapitre l’étude analytique du chapitre précédent à des ques-
tions dynamiques. De manière générale, on étudiera de manière infinitésimale l’espace des dé-
formations d’un système dynamique f à l’aide de théorie de Teichmüller. Les résultats les plus
importants de ce chapitre sont le théorème 2.4.38, qui porte sur la construction de l’espace de
Teichmüller Teich(f), le théorème 2.4.2.4 qui affirme que Teich(f) s’immerge dans les fractions
rationnelles, et les théorèmes 2.6.2 et 2.6.5 qui en sont des conséquences. Nous redonnons égale-
ment une preuve rapide du théorème de Sullivan sur la non-existence de domaines errants pour
les fractions rationnelles en dimension un (théorème 2.4.28). L’objet du chapitre suivant sera de
construire des contre-exemples à ce théorème en dimension supérieure.
2.1 Rappels de dynamique complexe en dimension un
Le lecteur est supposé être familier avec les bases de la dynamique complexe en dimension un.
Nous rappellerons cependant ici quelques notions et résultats fondamentaux que l’on utilisera de
manière répétée par la suite. Nous renvoyons le lecteur à [Mil06] ou [CG93] pour une introduction
à la dynamique complexe en dimension un, et pour les preuves de tous les résultats énoncés dans
cette section.
Définition 2.1.1. Soit f une fraction rationnelle de degré d ≥ 2. On définit l’ensemble de Fatou
F(f) comme le plus grand ouvert sur lequel la famille des itérées de f forme une famille normale.
Une composante de Fatou est une composante connexe de l’ensemble de Fatou. L’ensemble de
Julia J (f) est son complémentaire.
Théorème 2.1.2. L’ensemble de Julia est un compact non vide et complètement invariant (c’est-
à-dire que J (f) = f−1(J (f)). Il est soit d’intérieur vide, soit la sphère de Riemann P1 toute
entière.
Le théorème suivant est une description importante de l’ensemble de Julia :
Théorème 2.1.3. L’ensemble de Julia est exactement l’adhérence des cycles répulsifs de f .
En fait, les cycles répulsifs constituent la très grande majorité des points périodiques :
Théorème 2.1.4 (Inégalité de Fatou-Shishikura). Soit f une fraction rationnelle de degré d ≥ 2.
Il existe au plus 2d− 2 cycles non répulsifs.
Théorème 2.1.5. Si une composante de Fatou U est complètement invariante, alors l’ensemble
de Julia est exactement la frontière de U .
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Proposition 2.1.6. On suppose ici que f est un polynôme. Alors le bassin d’attraction de l’infini
est une composante de Fatou complètement invariante.
Définition 2.1.7. Soit U une composante de Fatou invariante.
— On dit que U est une composante de Fatou attractive s’il existe un point fixe z0 ∈ U de
multiplicateur de module strictement compris entre 0 et 1.
— On dit que U est une composante de Fatou superattractive s’il existe un point fixe z0 ∈ U
de multiplicateur nul.
— On dit que U est un une composante de Fatou parabolique si la frontière de U contient
un point fixe de multiplicateur égal à 1.
— On dit que U est un disque de Siegel si U est simplement connexe et que f|U : U → U est
holomorphiquement conjuguée à une rotation d’angle irrationnel.
— On dit que U est un anneau de Herman si U est un anneau de module fini et que f|U :
U → U est holomorphiquement conjuguée à une rotation d’angle irrationnel.
Dans le cas d’une composante attractive, tout point de U converge vers le point fixe par
itération de f . De plus, il existe une coordonnée holomorphe définie au voisinage du point fixe
z0 qui conjugue la dynamique à la multiplication par λ ∈ ∆, où λ est le multiplicateur de z0.
De même, tout point de U converge vers z0 dans le cas superattractif et parabolique. Dans
le cas superattractif, la forme normale holomorphe près de z0 est donnée par z 7→ zk, pour un
certain k ≥ 2. Le cas parabolique est plus subtil, et nous y reviendrons plus en détail dans le
chapitre suivant. Il existe des coordonnées holomorphes (appelées coordonnées de Fatou) qui
conjuguent la dynamique à la translation de un sur un voisinage de z0 intersecté avec U (mais
pas sur un voisinage complet de z0).
Enfin, mentionnons le fait que toute composante attractive ou parabolique contient toujours
au moins une orbite critique.
Théorème 2.1.8 (Classification des composantes de Fatou invariantes, Fatou). Soit U une
composante de Fatou invariante. Alors U est de l’un des types suivants : attractive, superattrac-
tive, parabolique, un anneau de Herman ou un disque de Siegel. De plus, pour chacune de ces
possibilités, il existe une fraction rationnelle ayant une telle composante de Fatou.
Le théorème suivant ([Sul85]) est un résultat fondamental. Nous en donnerons une preuve
auto-contenue (voir théorème 2.4.28) qui s’inspire fortement de la présentation de McMullen
dans les notes [McM14]. En conjonction avec le théorème de classification précédent , il permet
d’obtenir une description complète et très explicite de la dynamique possible dans l’ensemble de
Fatou d’une fraction rationnelle en dimension complexe un.
Théorème 2.1.9 (Pas de domaine errant, Sullivan [Sul85]). Soit f une fraction rationnelle.
Toute composante de Fatou de f est prépériodique.
Définition 2.1.10. Un exemple de Lattès est une fraction rationnelle f telle qu’il existe un
revêtement ramifié holomorphe de degré fini φ : C/Λ → P1 de la sphère par un tore complexe
C/Λ et un endomorphisme affine f˜ : C/Λ→ C/Λ tel que le diagramme suivant commute :
C/Λ
f˜ //
φ

C/Λ
φ

P1
f // P1
Les exemples de Lattès forment une famille bien comprise d’exceptions à plusieurs résultats.
Leur ensemble de Julia est toute la sphère, mais certaines d’entre elles possèdent un paramètre
complexe de déformation puisqu’elles possèdent un champ de droite invariant (voir la définition
ci dessous et le théorème 2.4.24). Dans ce cas, on parle alors d’exemples de Lattès flexibles. Nous
renvoyons le lecteur à [Mil06] pour une discussion détaillée des exemples de Lattès.
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Les exemples de Lattès flexibles sont également les seules fractions rationnelles qui admettent
des différentielles quadratiques rationnelles intégrables invariantes (voir proposition 2.3.2).
Définition 2.1.11. Un champ de droites invariant est une forme de Beltrami invariante par f
dont le support est inclus dans l’ensemble de Julia J (f).
La conjecture suivante est centrale en dynamique complexe. Elle est équivalente à la généricité
de l’hyperbolicité pour les fractions rationnelles.
Conjecture 2.1.12 (Pas de champs de droite invariants, McMullen). Les exemples de Lattès
flexibles sont les seules fractions rationnelles ayant un champ de droites invariant.
Notons que l’existence de champs de droites invariants implique que l’ensemble de Julia J (f)
est de mesure de Lebesgue positive. Lorsque J (f) n’est pas P1 toute entière, J (f) est d’intérieur
vide et la question de savoir si dans ce cas J (f) pouvait avoir une mesure de Lebesgue positive
est longtemps restée ouverte. On sait maintenant que la réponse à cette question est oui : il existe
même des polynômes quadratiques dont l’ensemble de Julia a une mesure de Lebesgue positive,
d’après un théorème dû à X. Buff et A. Chéritat ([BC12]).
Définition 2.1.13. Soit f une fraction rationnelle. On notera Cf l’ensemble des points critiques
de f , et Vf = f(Cf ) l’ensemble de ses valeurs critiques.
2.2 Divergences invariantes
Définition 2.2.1. Soit K ⊂ P1 un compact de mesure de Lebesgue nulle. Notons D(K) l’espace
des différentielles quadratiques méromorphes sur P1−K avec un nombre fini de pôles dans P1−K
qui sont tous simples, quotienté par le sous-espace des différentielles quadratiques intégrables.
On appelle D(K) l’espace des divergences le long de K.
Soit f une fraction rationnelle ; supposons que K = f(K). Alors l’opérateur de poussé en
avant f∗ passe au quotient et définit un endomorphisme linéaire (que l’on notera encore f∗) de
D(K).
Définition 2.2.2. Soit une fraction rationnelle f et K un compact invariant. On note Df (K)
l’espace des divergences invariantes le long de K, c’est-à-dire l’espace des points fixes de f∗ :
D(K)→ D(K).
Remarque 2.2.3. L’opérateur ∇f = Id − f∗ induit une application linéaire naturelle de Df (K)
dans Q(K ∪ Vf )/∇fQ(K). C’est un point essentiel, puisque l’on verra que Q(K ∪ Vf )/∇fQ(K)
représente, dans un certain sens, le plan cotangent aux mouvements holomorphes dynamiques
de K.
Si q est une différentielle quadratique méromorphe en dehors de K et ayant un nombre fini
de pôles, tous simples, en dehors de K, alors on notera [q]K sa classe de divergence le long de K.
Supposons maintenant que K ⊂ C, comme ce sera le cas concrètement lorsque l’on travaillera
en coordonnées. Soit q une différentielle quadratique holomorphe en dehors de K, ayant un pôle
au plus triple à l’infini. A priori, on ne peut pas parler de la divergence de q le long de K à cause
de ce pôle triple. Cependant, il existe une manière canonique d’associer à q une divergence le
long de K bien définie. En effet, si l’on fixe un triplet Z ⊂ C arbitraire, il est facile de voir que
l’on peut trouver une unique différentielle quadratique qZ telle que :
— qZ est holomorphe en dehors de Z ∪ {∞}
— qZ a des pôles simples en Z
— qZ − q est holomorphe au voisinage de l’infini.
Ceci vient essentiellement du fait que les différentielles quadratiques dz
2
z−zi , où zi ∈ Z, sont linéai-
rement indépendantes et ont un pôle triple à l’infini.
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Définition 2.2.4. La différentielle quadratique q − qZ est appelée la Z-normalisation de q.
On définit alors la classe de divergence le long de K de q comme celle de sa Z-normalisation
q − qZ , et on la note encore [q]K ou [q] s’il n’y a pas d’ambiguïté. Il est facile de voir que cette
classe de divergence est indépendante du choix de triplet Z (puisque qZ n’a que des pôles simples
dans C).
Exemple 2.2.5. Soit f une fraction rationnelle fixant 0 avec un multiplicateur non nul. Alors
la divergence
[
dz2
z2
]
0
est invariante. Cependant, si f(z) = z2, alors f∗ dz
2
z2
= 12
dz2
z2
, et donc la
divergence
[
dz2
z2
]
0
n’est pas invariante. Nous verrons plus tard que cette divergence est en fait
indépendante des coordonnées z utilisées dans sa définition.
Nous allons prouver le lemme suivant sur le pôle obtenu en poussé en avant une différentielle
quadratique ayant un pôle double. On travaillera dans une coordonnée z ; on ne perd pas de
généralité à supposer que y et f(y) sont dans C.
Lemme 2.2.6. Soit une fraction rationnelle f , et et y ∈ P1 tel que f(y) /∈ Vf . Soit z une
coordonnée affine dans laquelle y, f(y) ∈ C. Soit q = dz2
(z−y)2 +Oz→y(1). Alors
f∗q =
(
1
(z − f(y))2 −
f ′′(y)
f ′(y)2
1
z − f(y)
)
dz2 +Oz→f(y)(1).
Démonstration. Si q a un pôle double en y, alors f∗q a un pôle au plus double en f(y). On peut
donc écrire :
f∗q =
(
a
(z − f(y))2 +
b
z − f(y)
)
dz2 +Oz→f(y)(1).
Il s’agit de calculer a et b. Pour cela, rappelons que si η est un champ de vecteur méromorphe
au voisinage de y et f(y), on a :
Res(f∗q · η, f(y)) = Res(q · f∗η, y). (2.2.1)
Commençons par calculer a. Si l’on pose ηa = (z − f(y)) ddz , on a d’une part :
Res(f∗q · ηa, f(y)) = Res
(
a
dz
(z − f(y)) , f(y)
)
= a.
D’autre part, d’après 2.2.1 :
Res(f∗q · ηa, f(y)) = Res(q · f∗ηa, y)
= Res
(
dz2
(z − y)2 ·
z − f(y)
f ′(z)
d
dz
, y
)
= Res
(
f(z)− f(y)
z − y
1
f ′(z)
dz
z − y , y
)
= 1.
Donc a = 1.
De même, posons ηb = ddz . On a :
Res(f∗q · ηb, f(y)) = Res
(
b
dz
z − f(y) , f(y)
)
= b.
De plus :
Res(f∗q · ηb, f(y)) = Res(q · f∗ηb, y)
= Res
(
dz2
(z − y)2 ·
1
f ′(z)
d
dz
, y
)
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Or :
1
f ′(z)(z − y)2 =
1
(z − y)2
1
f ′(y) + (z − y)f ′′(y) + o(z − y)
=
1
f ′(y)(z − y)2
(
1− f
′′(y)
f ′(y)2
(z − y) + o(z − y)
)
=
1
f ′(y)(z − y)2 −
f ′′(y)
f ′(y)2
1
z − y +Oz→y(1).
Donc :
Res(q · f∗ηb, f(y)) = Res
(
1
(z − y)2 ·
1
f ′(z)
dz, y
)
= − f
′′(y)
f ′(y)2
= b.
Remarque 2.2.7. Le coefficient a = 1 est intrinsèque, et est un nombre indépendant du choix de
coordonnée z. Par contre, le coefficient b dépend du choix de coordonnée.
2.3 Différentielles quadratiques invariantes
Les deux propositions suivantes sont classiques et sont des résultats fondamentaux, utilisés
de manière cruciale par exemple pour construire les espaces de déformation d’Esptein.
Proposition 2.3.1. Soit q une différentielle quadratique rationnelle à pôles simples sur P1. Alors
‖f∗q‖ ≤ ‖q‖. De plus, il y a égalité si et seulement si
f∗f∗q = f∗f∗q = dq.
Proposition 2.3.2. Soit f une fraction rationnelle qui n’est pas un exemple de Lattès, et q
une différentielle quadratique rationnelle à pôles simples sur P1. Alors ∇fq = q − f∗q = 0 si et
seulement si q = 0.
Exemple 2.3.3. Soit fc(z) = z2 + c, c ∈ C, et q une différentielle quadratique rationnelle à
pôles simples. Alors ‖q‖ = ‖f∗q‖ si et seulement si q(z) = q(−z) pour tout z ∈ P1. Cependant,
comme aucun polynôme ne peut être un exemple de Lattès, on a toujours q 6= f∗q.
On verra cependant plus tard qu’il existe des polynômes quadratiques f et des différentielles
quadratiques rationnelles intégrables q de norme unitaire, telles que q − f∗q soit de norme arbi-
trairement petite.
Nous allons maintenant nous intéresser aux points fixes de l’opérateur de poussé en avant f∗
sur différents espaces de différentielles quadratiques.
Définition 2.3.4. Soit f une fraction rationnelle. On notera Λf l’adhérence de la grande orbite
critique de f , et Ωf = P1 − Λf .
Définition 2.3.5. Un anneau de rotation pour f est une composante connexe de Ωf qui est un
anneau de module fini et sur laquelle f est conjuguée à une rotation irrationnelle.
Un cycle d’anneaux de rotation pour f de période p est une famille de composantes (A, . . . , fp−1(A))
de Ωf qui sont toutes des anneaux de rotation pour fp.
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Ces anneaux de rotations sont exactement les anneaux dans les disques de Siegel et les
anneaux de Herman qui sont délimitées par des adhérences d’orbites critiques.
On peut associer à chaque anneau de rotation A une différentielle quadratique q ∈ Q(Ωf )
invariante par f de la manière suivante : soit φ une coordonnée linéarisante pour f sur A, qui
redresse A sur un anneau droit AR = {1 < |z| < R}. Soit q˜ ∈ Q(AR) : alors q = φ∗q˜ est invariante
par f si et seulement si q˜ est invariante par rotation. On vérifie sans problème que q˜ = dz
2
z2
est
invariante par rotation ; de plus, q˜ est intégrable sur AR. Donc q = φ∗q˜ (étendue par 0 en dehors
de A) est invariante et intégrable.
De plus, à une constante multiplicative près, c’est la seule : en effet, on peut développer tout
élément de Q(AR) en série de Laurent :
q˜ =
(∑
n∈Z
anz
n
)
dz2
et l’invariante par rotation s’écrit q˜(eiαz)e2iα = q˜(z), d’où l’on tire :∑
z∈Z
ane
2iαzneinα =
∑
n∈Z
anz
n
et donc an = 0 pour tout n 6= −2. En particulier, on voit qu’il n’existe pas de différentielle
quadratique invariante par rotation intégrable au voisinage de 0.
Dans le cas d’un cycle d’anneaux de rotation (A, . . . , fp(A)) , le raisonnement précédent
fournit une différentielle quadratique q ∈ Q(A) invariante par fp. On vérifie sans problème que
Q =
∑p
k=1 f
k∗ q est invariante par f (et elle n’est pas nulle puisque les supports des fk∗ q sont
essentiellement disjoints).
La proposition suivante implique que ces points fixes sont les seuls parmi les différentielles
quadratiques intégrables sur l’ensemble de Fatou. De plus, à part dans le cas où f est un exemple
de Lattès flexible, la conjecture "pas de champs de droites invariants" impliquerait que ce sont
les seules différentielles quadratiques invariantes.
Proposition 2.3.6. Les seules différentielles quadratiques invariantes par f dans Q(Ωf ) sont
les exemples construits ci-dessus.
Démonstration. Soit q ∈ Q(Ωf ) une différentielle quadratique invarinte. Alors |q| est une mesure
invariante sur Ωf ⊂ F(f), à densité par rapport à la mesure de Lebesgue. Soit U une composante
de Fatou périodique dont la grande orbite a une masse positive pour |q|. Alors U ne peut pas être
une composante attractive, superattractive ou parabolique, puisque la seule mesure invariante sur
la grande orbite d’une telle composante est une somme de diracs le long du cycle correspondant.
Il ne reste donc que la possibilité d’un disque de Siegel ou d’un anneau de Herman. Une telle
composante de Fatou n’est jamais complètement invariante pour des raisons de degré local. Soit
V une composante de f−1(U) qui ne fait pas partie du cycle de composantes auquel appartient
U . L’invariance de q impose que
∫
f−n(V ) |q| soit égale à
∫
V |q| ; or les ouverts f−n(V ) sont tous
disjoints. Donc
∫
V |q| = 0 puisqu’on a supposé q intégrable.
Ainsi, q s’annule partout sauf éventuellement sur un cycle de disques de Siegel ou d’anneaux
de Herman. L’analyse précédente montre que les seules différentielles quadratiques invariantes
intégrables que l’on peut obtenir sont alors celles associées à un cycle d’anneaux de rotation.
Remarque 2.3.7. Dans le cas où l’ensemble de Julia a une mesure de Lebesgue positive, il se
pourrait a priori qu’il existe des différentielles quadratiques intégrables invariantes supportées
par l’ensemble de Julia. Cependant, si c’est le cas, alors l’opérateur dual du poussé en avant
f∗ sur les différentielles quadratiques intégrables, à savoir le tiré en arrière f∗ sur les formes de
Beltrami, a un point fixe µ tel que
∫
P1
q · µ 6= 0. Comme q est identiquement nulle sur Ωf , ceci
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implique que µ est un champ de droites invariant. A part dans le cas où f est un exemple de
Lattès, cette situation est conjecturée être impossible, et l’on sait dans de nombreux cas qu’il
n’y a effectivement pas de champs de droites invariants.
Théorème 2.3.8 (Makienko). Soit f une fraction rationnelle qui n’est pas un exemple de Lattès
flexible, et K un C-compact invariant inclus dans son ensemble de Julia. Alors si q ∈ Q(K) est
régulière et invariante par f , et si q s’annule sur tout anneau de Herman éventuel de f , on a
q = 0.
Démonstration. Soit q ∈ Q(K) régulière et invariante. La proposition 2.3.6 implique que le
support de q doit être inclus dans l’ensemble de Julia J (f). Si J (f) 6= P1, alors q doit s’annuler
sur J (f) − K d’après le principe des zeros isolés. Comme K est un C-compact, le théorème
1.4.14 implique que q = 0.
Dans le cas où J (f) = P1, si q ∈ Q(K) est une différentielle quadratique intégrable invariante,
alors ou bien q s’annule sur P1 −K ou bien q a des zéros discrets dans P1 −K. Dans le premier
cas, le théorème 1.4.14 implique encore que q = 0. Dans le second cas, q|q| définit un champ de
droite invariant, et q est holomorphe sur l’ouvert non vide P1 −K ⊂ J (f). Alors le lemme 3.16
(p. 49) de [McM94] implique que f est un exemple de Lattès flexible.
Un cas particulier important de ce résultat est le cas polynômial :
Corollaire 2.3.1. Soit f un polynôme de degré d ≥ 2. Alors si q ∈ Q(Jf ) est invariante et
régulière, on a q = 0.
Démonstration. D’après le principe du maximum, un polynôme ne peut pas avoir d’anneaux de
Herman. De plus, l’ensemble de Julia est exactement la frontière du bassin d’attraction de l’infini
qui est une composante connexe de P1 −Jf = Ff , donc d’après la proposition 1.4.13, Jf est un
C-compact.
2.4 Espace de Teichmüller
2.4.1 Espace de Teichmüller d’une surface
Nous rappelons ici les définitions et quelques propriétés fondamentales des espaces de Teichmül-
ler de surfaces de Riemann. Nous référons le lecteur à [GL00] ou [Hub06] pour une introduction
à la théorie des espaces de Teichmüller.
2.4.1.1 Définition
L’espace de Teichmüller d’une surface de Riemann S est une variété complexe (possiblement
de dimension infinie) qui paramétrise les déformations quasiconformes de la structure complexe
de S.
Définition 2.4.1. Soit S une surface de Riemann hyperbolique. Soit φ : S → S ′ un homéomor-
phisme quasiconforme. On dit que φ est isotope à l’identité relativement à la frontière idéale de
S s’il existe une isotopie (φt)t∈[0,1] admettant un relèvement (Φt : ∆→ ∆)t∈[0,1] tel que φ1 = φ,
φ0 = Id, et pour tout t ∈ [0, 1], Φt(S1) = S1.
Si S n’est pas hyperbolique, tout homémorphisme quasiconforme φ isotope à l’identité est
isotope à l’identité relativement à la frontière idéale.
Définition 2.4.2. Notons :
— Bel(S) l’espace des formes de Beltrami sur S
— QC(S) le groupe des homéomorphismes quasiconformes sur S
— QC0(S) le sous-groupe normal de QC(S) des éléments isotopes à l’identité relativement
à la frontière idéale de S
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— Mod(S) = QC(S)/QC0(S) le groupe modulaire de S.
Définition 2.4.3. L’espace de Teichmüller de S, noté Teich(S), est le quotient de Bel(S) par
QC0(S).
Théorème 2.4.4. Il existe une unique structure complexe sur Teich(f) qui rende holomorphe la
projection pi : Bel(S)→ Teich(S). Pour cette structure complexe, pi est une submersion scindée.
Définition 2.4.5. Soit S une surface de Riemann. On noteN(S) le sous-espace des différentielles
de Beltrami µ sur S telles que pour toute différentielle quadratique q ∈ Q(S), ∫S q · µ = 0.
Théorème 2.4.6. Le plan tangent de Teich(S) est donné par :
T0Teich(S) = bel(S)/N(S) ' Q(S)∗
Voir par exemple [GL00], théorème 6 p. 140.
En général, la dimension de Teich(S) est infinie (en fait Teich(S) est de dimension finie
précisément lorsque S est de type fini, c’est-à-dire est obtenue à partir d’une surface de Riemann
compacte en retirant un nombre fini de points). L’espace Q(S) est réflexif si et seulement si il est
de dimension finie, donc dans le cas d’une surface de Riemann de type fini (et seulement dans
ce cas), on a T ∗0 Teich(S) ' Q(S). Cependant, on a toujours une injection isométrique naturelle
i : Q(S)→ T ∗0 Teich(S) par bidualité. Il convient donc de penser aux différentielles quadratiques
comme à des formes linéaires sur des espaces de Teichmüller, voire à des différentielles de fonctions
définies sur des espaces de Teichmüller. Nous verrons dans la suite de nombreux exemples.
Définition 2.4.7. La distance de Teichmüller est définie par :
dT ([µ], [ν]) = inf logK(φ
−1
µ ◦ φν),
où [µ] et [ν] ∈ Teich(S) et l’infimum porte sur l’ensemble des homéomorphismes quasiconformes
dont les formes de Beltrami sont des représentants respectifs de [µ] et [ν].
Cette distance a été beaucoup étudiée. On peut notamment montrer qu’il s’agit d’une mé-
trique de Fincher complète, dont la forme infinitésimale coïncide avec la norme quotient déduite
de L∞. Il s’agit également de la métrique de Kobayashi de Teich(S).
2.4.1.2 Espaces de Teichmüller marqués et mouvement holomorphes
Définition 2.4.8. Soit E ⊂ P1 un ensemble fermé contenant au moins 3 points. On définit
Teich(P1, E) comme Bel(P1) quotienté par la relation d’isotopie relativement à E.
Exemple 2.4.9. L’espace Teich(P1,P1) s’identifie à Bel(P1). Si E est fini, Teich(P1, E) s’iden-
tifie à Teich(P1 − E).
Théorème 2.4.10. L’espace Teich(P1, E) s’identifie canoniquement à Teich(P1−E)×Bel(E).
Voir [Eps93] ou [Mit00] pour une preuve. En particulier, si E a une mesure de Lebesgue nulle,
alors Teich(P1, E) s’identifie canoniquement à Teich(P1 − E).
Rappelons également la notion de mouvement holomorphe :
Définition 2.4.11. Soit X ⊂ P1. Un mouvement holomorphe de X paramétré par une variété
complexe Λ est une application h : X × Λ→ P1 tel que :
— Pour tout x ∈ X, l’application h(x, ·) : Λ→ P1 est holomorphe
— Pour tout λ ∈ Λ, l’application h(·, λ) : X → P1 est injective
— Il existe λ0 ∈ Λ tel que h(·, λ0) est l’injection X → P1.
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Proposition 2.4.12. Soit E ⊂ P1 un ensemble fermé contenant un ensemble Z de cardinal 3.
On définit un mouvement holomorphe de E paramétré par Teich(P1, E) de la manière suivante :
hE :E × Teich(P1, E)→ P1
(x, [µ]) 7→ φZµ (x)
où φZµ est un représentant quasiconforme de [µ] fixant Z point par point.
Ce mouvement holomorphe est en fait, à factorisation près, le seul mouvement holomorphe
de E :
Théorème 2.4.13. Soit E un ensemble fermé de P1, et h : E × Λ → P1 un mouvement
holomorphe. Alors il existe une unique application holomorphe φ : Λ → Teich(P1, E) envoyant
le point base dans Λ sur le point base dans Teich(P1, E), tel que pour tout x ∈ E et λ ∈ Λ,
h(x, λ) = hE(x, φ(Λ))
Voir [Mit00].
2.4.2 Espace de Teichmüller d’une fraction rationnelle
Nous allons maintenant présenter les espaces de Teichmüller de fractions rationnelles, dont
la théorie est calquée sur celle des espaces de Teichmüller de surfaces. Cette notion d’espace de
Teichmüller "dynamique" a été introduite par McMullen et Sullivan dans [MS98].
2.4.2.1 Définition
On notera Ratd l’espace des fractions rationnelles complexes de degré d, et ratd son quotient
par l’action par conjugaison du groupe des transformations de Möbius. Si f ∈ Ratd, on note
O(f) l’orbite de f pour l’action du groupe des transformations de Möbius : c’est une sous-variété
de Ratd de dimension 3.
Définition 2.4.14. Notons :
— Bel(f) l’espace des formes de Beltrami sur P1 invariante par f
— QC(f) le groupe des homéomorphismes quasiconformes sur P1 commutant avec f
— QC0(f) le sous-groupe normal de QC(f) des éléments isotopes à l’identité via une isotopie
uniformément quasiconforme dans QC(f)
— Mod(f) = QC(f)/QC0(f) le groupe modulaire de f .
Définition 2.4.15. L’espace de Teichmüller de f ∈ Ratd est Teich(f) = Bel(f)/QC0(f).
Nous allons redémontrer l’analogue des théorèmes 2.4.4 et 2.4.6 dans le contexte des espaces
de Teichmüller dynamiques.
Comme dans le cas des espaces de Teichmüller de surfaces, il existe une métrique naturelle
sur Teich(f) :
Définition 2.4.16. On définit la (pré)distance de Teichmüller sur Teich(f) par :
dT ([µ], [ν]) = inf logK(φ
−1
µ ◦ φν)
où l’infimum porte sur les homéomorphismes quasiconformes φµ et φν dont la forme de Beltrami
associée est un représentant de [µ] et [ν] respectivement.
On vérifie aisément l’inégalité triangulaire et la symétrie pour cette prédistance. Le fait que
dT définisse bien une distance sera prouvé dans la proposition 2.4.37.
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Définition 2.4.17. Soit Z ⊂ P1 un ensemble de cardinal 3. Soit ΨZ : Bel(f) → Ratd l’appli-
cation définie par ΨZ(µ) = φZµ ◦ f ◦ (φZµ )−1, où φZµ est l’unique homéomorphisme quasiconforme
associé à µ ∈ Bel(f), et qui fixe Z.
L’application ΨZ passe au quotient en une application Ψ : Bel(f)→ ratd indépendante de Z
et en des applications ΨZT : Teich(f) → Ratd et ΨT : Teich(f) → ratd (également indépendante
de Z).
2.4.2.2 Différentielle de ΨZT
Si λ 7→ fλ est une courbe holomorphe dans Ratd passant par f0 = f , alors f˙ = dfλdλ |λ=0 est
une section du fibré f∗TP1, et Df−1 ◦ f˙ est un champ de vecteurs méromorphe sur P1, dont
les pôles sont inclus dans Crit(f) et de multiplicité au plus celle des points critiques de f . En
notant T (f) le C-espace vectoriel des tels champs de vecteurs, on obtient ainsi un isomorphisme
canonique de TfRatd dans T (f). Dans toute la suite, on identifiera donc TfRatd à T (f).
On notera aussi aut(P1) l’espace des champs de vecteurs holomorphes sur P1 et O(f) l’en-
semble des fractions rationnelles de degré d conjuguées à f par une transformation de Möbius.
D’après [BE09], proposition 1, O(f) est une sous-variété de dimension complexe 3 de Ratd, et
TfO(f) = ∆faut(P1) ⊂ T (f).
Proposition 2.4.18. Soit ξ un champ de vecteur quasiconforme sur P1 tel que ∂ξ ∈ bel(f).
Alors ∆fξ ∈ T (f). Si de plus on suppose que ξ s’annule sur un ensemble Z de cardinal 3, alors :
DΨZ(0) · ∂ξ = −∆fξ.
Démonstration. Un calcul simple montre que pour presque tout z /∈ Crit(f), ∂f∗ξ = f∗∂ξ. Donc
d’après le lemme de Weyl, ∆fξ = ξ−f∗ξ est holomorphe sur P1−Crit(f). Comme ξ est continue,
on a ∆fξ = O(1/f ′) au voisinage de Crit(f), donc ∆fξ a en tout point critique c de f un pôle
d’ordre au plus la multiplicité de c comme point critique de f ; donc ∆fξ ∈ T (f).
Par ailleurs, si µλ ∈ bel(f) est une courbe analytique passant par 0, avec µλ = λ∂ξ + o(λ),
alors on a :
φZµλ = Id + λξ + o(λ)
où φZµλ est l’unique homéomorphisme quasiconforme associé à µλ fixant Z (voir [GL00] ou
[Hub06]). Si l’on différentie par rapport à λ la relation
φZµλ ◦ f = fλ ◦ φZµλ ,
on obtient alors :
ξ ◦ f = f˙ +Df(ξ),
où f˙ = dfλdλ |λ=0. Ce qui s’écrit encore :
η := Df−1(f˙) = −∆fξ.
On notera DΨ(0) : bel(f) → T (f)/TfO(f) comme le quotient à l’arrivée de l’application
linéaire DΨZ(0) : bel(f)→ T (f). Cette application ne dépend pas du choix de Z.
Proposition 2.4.19. Soit ξ un champ de vecteur quasiconforme sur P1 tel que ∂ξ ∈ bel(f). Les
propriétés suivantes sont équivalentes :
i) ∂ξ ∈ kerDΨ(0)
ii) ∆fξ ∈ ∆faut(P1)
iii Il existe h ∈ aut(P1) tel que ξ − h s’annule sur Λf
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Démonstration. Les deux premiers points sont équivalents d’après [BE09], proposition 1.
iii)⇒ ii) : si ξ−h s’annule sur Λf , alors comme Λf est invariant ∆f (ξ−h) s’annule aussi sur
Λf . Donc ∆f (ξ − h) est un champ de vecteurs méromorphe (d’après la proposition précédente)
s’annulant sur l’ensemble Λf qui n’est pas discret, donc ∆f (ξ − h) = 0 par le principe des zéros
isolés.
ii) ⇒ iii) : si ∆f (ξ − h) = 0, alors ξ − h doit s’annuler sur Vf , par continuité de ξ − h.
Donc (fk)∗(ξ − h)(v) = (ξ − h)(v) = 0 pour tout k ≥ 0. De plus, si fp(z) = v ∈ Vf , alors
(fp)∗(ξ − h)(z) = 0 = (ξ − h)(z). Donc (ξ − h) s’annule sur la grande orbite critique de f , donc
sur Λf par continuité.
Notons que si l’on normalise ξ en imposant qu’il s’annule sur un ensemble Z invariant par f
de cardinal 3, alors la proposition 2.4.19 reste vraie en remplaçant h par 0 dans les points ii) et
iii), et DΨ(0) par DΨZ(0) dans le point i).
On aura également besoin de la différentielle de ΨZ en un point arbitraire de Bel(f). On
rappelle le fait suivant de théorie de Teichmüller (cf [Hub06]) :
Définition 2.4.20. Soit ψ un homéomorphisme quasiconforme de P1. Pour toute forme de
Beltrami, on note ψ∗µ la forme de Beltrami correspondant à φµ ◦ ψ, où φµ est une forme de
Beltrami associée à µ.
On notera aussi ψ∗ = (ψ−1)∗.
Proposition 2.4.21. Pour tout homéomorphisme quasiconforme ψ, l’application ψ∗ est biholo-
morphe.
Nous aurons besoin de considérer seulement ici des applications ΨZf : Bel(f) → Ratd et
ΨZg : Bel(g)→ Ratd associées à des fractions rationnelles f et g différentes. Dans toute la suite,
il n’y aura pas de confusion possible et les indices f et g seront omis.
Proposition 2.4.22. Soit µ ∈ Bel(f) et ψ l’homéomorphisme quasiconforme associé fixant Z.
Soit g = φ ◦ g ◦ φ−1. Alors
DΨZf (µ) = DΨ
Z
g (0) ◦Dφ∗(µ)
En particuliers, rgDΨZf (µ) = rgDΨ
Z
g (0).
Démonstration. Il suffit de remarquer que pour tout φ0 et φλ associés à des éléments µλ et µ0
de bel(f) :
φλ ◦ f ◦ φ−1λ = (φλ ◦ φ−10 ) ◦ φ0 ◦ f ◦ φ−10 ◦ (φλ ◦ φ−10 )−1
ce qui peut encore s’écrire :
ΨZf (µλ) = Ψ
Z
g (φ∗µλ)
si l’on a pris soin de supposer que φλ et φ0 fixent Z. Il suffit alors de prendre une courbe analytique
µλ de bel(f), et de différentier en λ = 0.
2.4.2.3 Calcul de dimension
Le but de cette section est de montrer que ΨZ : Bel(f)→ Ratd est de rang constant.
Définition 2.4.23. On dit qu’un point critique est acyclique s’il n’est pas prépériodique. On
dit que deux points critiques sont dans la même classe critique fermée acyclique si les deux sont
acycliques et dans l’ensemble de Fatou et que les adhérences de leurs grandes orbites critiques
coïncident.
Le point clé pour appliquer le théorème du rang est le décompte suivant de dimension :
34 Espaces de déformation d’Epstein et de Teichmüller
Théorème 2.4.24. Soit f une fraction rationnelle de degré d ≥ 2. Alors
rgDΨ(0) = nH + nJ + na − np
où nH est le nombre de cycles d’anneaux de Hermann de f , nJ est le nombre de champs de
droites invariants ergodiques, na est le nombre de classes critiques fermées acycliques, et np est
le nombre de cycles paraboliques.
Définition 2.4.25. Soit f : S → S une application holomorphe, où S est une surface de
Riemann. Notons Mf (S) l’espace des différentielles de Beltrami invariantes par f , et Nf (S) le
sous-espace deMf (S) des différentielles de Beltrami de la forme ∂ξ, où ξ est un champ de vecteur
quasiconforme hyperboliquement borné sur S.
Définition 2.4.26. Soit (Si)i∈I une famille (au plus dénombrable) de 1-variétés complexes Si.
Le produit restreint Π∗i∈IM(Si) est défini par :
{(µi)i∈I , sup
i∈I
‖µi‖L∞(Si) <∞}
Théorème 2.4.27. Soit f une fraction rationnelle, et Ω un ouvert complètement invariant. Soit
Ω =
⊔
i Ωi une partition de Ω en ouverts Ωi complètement invariants par f . Alors
Mf (Ω)/Nf (Ω) ' Π∗iM(Ωi)/N(Ωi)
Démonstration. Il est clair que l’on a Mf (Ω) = ΠiM(Ωi).
Soit ∂ξ ∈ Nf (Ω). Alors d’après le corollaire 1.3.1, on a :
ξ =
∑
i
ξi
où ξi est un champ de vecteur quasiconforme qui coïncide avec ξ sur Ωi, et tel que ξi = 0 en
dehors de Ωi. Ceci montre que Nf (Ω) = ΠiNf (Ωi).
Donc Mf (Ω)/Nf (Ω) =
⊕
iMf (Ωi)/Nf (Ωi).
Enfin, nous aurons besoin d’utiliser le théorème de classification des composantes de Fatou,
qui est un corollaire du théorème de Sullivan sur la non-existence de domaines errants. Notons
que McMullen (voir [McM14] )a donné une preuve directe et purement infinitésimale du théorème
de Sullivan, qui notamment n’utilise pas de théorie Teichmüller dynamique. Sa preuve est basée
sur l’utilisation de champs de vecteurs quasiconformes. Nous allons en doner ici une version un
peu raccourcie à l’aide du théorème A.
Théorème 2.4.28 (Pas de domaines errants, Sullivan). Soit f une fraction rationnelle de degré
d ≥ 2. Alors f n’a pas de domaine errant.
Comme dans les autres versions de la preuve du théorème de Sullivan, l’argument est gran-
dement simplifié par le lemme suivant, dû à Baker :
Lemme 2.4.29 (Lemme de Baker). Supposons que (Ωn)n∈N est un domaine errant. Alors pour
n assez grand, Ωn est simplement connexe et f|Ωn est univalente.
Démonstration du théorème 2.4.28. Supposons que f ait un domaine errant. D’après le lemme
de Baker, il existe une composante de Fatou U dans l’orbite de ce domaine errant qui soit
simplement connexe.
On peut construire des différentielles de Beltrami invariantes sur P1 en choisissant des dif-
férentielles de Beltrami µ sur U et en les tirant en arrière par f et par les branches de f−1 le
long du domaine errant, et en les prolongeant par 0 en dehors de l’orbite du domaine errant. On
a le droit de tirer en arrière par les branches inverses de f puisque d’après le lemme de Baker,
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f|fn(U) est univalente pour tout n ∈ N∗. Ainsi, la donnée d’une différentielle de Beltrami sur
U détermine de manière unique une différentielle de Beltrami invariante sur P1. Considérons
l’espace vectoriel V ⊂ bel(f) des différentielles de Beltrami obtenues de cette manière à partir
de formes de Beltrami sur U de la forme :
µ|U = φ∗
(
n∑
k=1
akkz
k−1dz
dz
)
où les ak sont des nombres complexes et φ : U → ∆ est une coordonnée uniformisante.
Lemme 2.4.30. Soit µ ∈ V et soit ξ un champ de vecteurs quasiconforme sur P1 tel que µ = ∂ξ.
Si ξ est hyperboliquement borné sur U , alors µ = 0.
Démonstration. Il suffit de montrer ceci pour ξ˜ = φ∗ξ, puisque la propriété d’être hyperbolique-
ment bornée est invariante par le biholomorphisme φ. On a :
ξ˜(z) =
(
n∑
k=0
akz
k − h(z)
)
d
dz
où h est holomorphe sur ∆.
Si ξ˜ est hyperboliquement borné, alors il s’étend continûment par 0 sur le cercle unité S1.
Donc h s’étend continûment sur le cercle unité via la formule :
hˆ(z) =
n∑
k=0
akz
k =
n∑
k=0
ak
zk
et donc :
hˆ(z) =
{
h(z) si z ∈ ∆∑n
k=0
ak
zk
sinon
est holomorphe sur tout P1. Comme hˆ coincide avec z 7→∑nk=0 akzk en dehors de ∆, ceci implique
que tous les ak doivent être nuls, et donc que µ = 0 sur U . Alors, par définition de µ, on en
déduit que µ = 0 sur P1.
D’après le théorème A, on a prouvé que si µ ∈ V est infinitésimalement triviale sur U , alors
µ = 0. De plus, d’après la proposition 2.4.19, si µ ∈ kerDΨZ(0), alors µ est infinitésimalement
triviale sur U . On a donc construit un sous-espace V ⊂ bel(f) de dimension infinie tel que
V ∩ kerDΨZ(0) = {0}. Ceci contredit le fait que DΨZ(0) a un rang fini.
Notons que cette preuve n’utilise que de l’analyse fonctionnelle linéaire, et ne nécessite en
fait pas l’information que l’application linéaire bel(f) 3 ∂ξ 7→ f∗ξ− ξ ∈ T (f) est la différentielle
DΨZ(0), mais seulement la description de son noyau et le fait qu’elle ait un rang fini. En parti-
culier, nous n’avons utilisé que la "version infinitésimale" du théorème d’Ahlfors-Bers, à savoir
la résolution de l’équation ∂ξ = µ.
On aura également besoin des lemmes suivants :
Lemme 2.4.31. Soit Ω un ouvert hyperbolique de P1 (pas nécessairement connexe) et f : Ω→ Ω
un revêtement holomorphe de Ω, tel que Ω/f soit une surface de Riemann (connexe). Alors la
projection pi1 : Ω→ Ω/f induit un identification :
Mf (Ω)/Nf (Ω) 'M(Ω/f)/N(Ω/f).
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Démonstration. Il est clair que Mf (Ω) ' M(Ω/f). Prouvons que tout élément de Nf (Ω) passe
au quotient en un élément de N(Ω/f) : soit µ = ∂ξ ∈ Nf (Ω), de ξ est hyperboliquement borné.
Nous allons prouver que ξ est f -invariant et donc passe au quotient en un champ de vecteur sur
Ω/f . Comme µ est f -invariant et f : Ω→ Ω est un revêtement, ξ− f∗ξ est un champ de vecteur
holomorphe. De plus, ξ−f∗ξ est aussi hyperboliquement borné puisque f est une isométrie pour
la métrique hyperbolique de Ω. En relevant via un revêtement universel au disque unité ∆, il est
facile de voir qu’un tel champ de vecteur doit être identiquement nul. Donc ξ est f -invariant et
µ passe au quotient en un élement de N(Ω/f).
Soit µ = ∂ξ ∈ N(Ω/f). Comme l’application pi1 : Ω → Ω/f est un revêtement entre sur-
faces de Riemann hyperboliques, c’est une isométrie locale pour les métriques hyperboliques, et
donc ξ1 = pi∗1ξ est un champ de vecteur quasiconforme hyperboliqment borné, qui est invariant
par f par construction. D’après le théorème A, ξˆ1 prolongé par 0 en dehors de Ω est encore
quasiconforme (et invariant) et µ = ∂ξˆ1 ∈ Nf (Ω). Ceci prouve que Nf (Ω) ' N(Ω/f).
Lemme 2.4.32. Soit U une composante périodique de Ωf , de période p ∈ N∗. Soit Ω l’ouvert
complètement invariant de Ωf engendré par U . Alors la restriction à U induit un isomorphisme
Mf (Ω)→Mfp(U), envoyant Nf (Ω) sur Nfp(U). En particulier,
Mf (Ω)/Nf (Ω) 'Mfp(U)/Nfp(U)
Démonstration. Toute différentielle de Beltrami µ ∈ Mf (Ω) est invariante par f donc par fp.
Réciproquement, si µ est une différentielle de Beltrami sur U invariante par fp, alors µ se prolonge
en une différentielle de Beltrami µ˜ invariante sur Ωi de la manière suivante : si V est une
composante de Ωi, alors il existe k ∈ N (défini à un multiple de p près) tel que fk|V : V → U .
On définit alors µ˜|V = (fk)∗µ, et cette définition est valide si V est sur le cycle de U puisque
µ = (fp)∗µ.
Cette identification envoie Nf (Ω) sur Nfp(U) puisque si µ = ∂ξ ∈ Mf (Ω), alors ξˆ(z) =
ξ(z) si z ∈ U et 0 sinon est tel que ∂ξˆ = µ|U d’après le théorème A, et donc µ|U ∈ Nfp(U).
Réciproquement, prouvons que la restriction Nf (Ω)→ Nfp(U) est surjective : soit µ ∈ Nfp(U).
Comme on a prouvé que Mf (Ω) → Mfp(U) est surjective, il existe une extension µ˜ ∈ Mf (Ω)
qui prolonge µ à Ω, et µ˜ restreinte à chaque composante V de Ω est obtenue par un tiré en
arrière de la forme (f−m ◦ fn)∗µ. De plus, par définition de Ωf , les branches (f−m ◦ fn)∗µ
sont des revêtements de composantes de Ω, et donc sont des isométries locales pour la métrique
hyperbolique de Ω. Comme µ ∈ Nfp(U), il existe un champ de vecteur quasiconforme ξ sur U
tel que ∂ξ = µ et ξ est hyperboliquement borné sur U . Donc, sur chaque composante de Ω,
µ˜ = ∂((f−m ◦ fn)∗ξ), et (f−m ◦ fn)∗ξ est hyperboliquement bornée sur cette composante. Donc
µ˜ ∈ Nf (Ω).
Lemme 2.4.33. Soit µ une différentielle de Beltrami invariante par une fonction holomorphe
g. Dans chacun des deux cas suivants : g(z) = e2ipiαz, α /∈ Q, et g(z) = zd, d ≥ 2, µ est alors
invariante par toutes les rotations, et s’écrit en coordonnées locales :
µ(reit) = c(r)e2it
dz
dz
Démonstration. La preuve est une modification de la preuve classique de l’ergodicité des rotations
d’angles irrationnels.
Commençons par le cas d’une rotation d’angle irrationnel : g(z) = e2ipiαz. Soit µ une diffé-
rentielle de Beltrami invariante par g. On a, en coordonnées :
µ(z) = g∗µ(z) = e−4ipiαµ(e2ipiαz) (2.4.1)
En développant en séries de Fourier le long des cercles |z| = r, on voit que µ doit être de la
forme
µ(reit) = c(r)e2it
dz
dz
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où c est une fonction L∞.
En effet, si l’on note cn(r) le nème coefficient de Fourier de t 7→ µ(reit), on déduit de 2.4.1
que pour tout n ∈ Z :
cn(r)e
4ipiα = cn(r)e
2inpiα
Comme α /∈ Q, ceci implique que cn(r) = 0 pour tout n 6= 2 et pour tout r ∈ (0, 1). Donc, si l’on
pose c(r) := c2(r), on obtient :
µ(reit) = c(r)e2it
dz
dz
(2.4.2)
En particulier, la différentielle de Beltrami µ est invariante par rotation, et on vérifie aisément
que toute différentielle de Beltrami invariante par rotation doit être de cette forme.
Si l’on suppose maintenant que g(z) = z2, d ≥ 2, et que µ est invariante par g, alors µ est
invariante par toutes les branches de g−n ◦ gn, et donc par toutes les rotations d’angles 2kpidn , for
all k ∈ N :
µ(z) = e−4ikpi/d
n
µ(e2ikpi/d
n
z).
De même, en développant en série de Fourier le long des cercles centrés en 0, on obtient :
µ(reit) = c(r)e2it
dz
dz
.
Lemme 2.4.34. Soit A(R) l’anneau {1 < |z| < R}, et ∆ le disque unité. Soit g(z) = e2ipiαz une
rotation d’angle irrationnel. Alors :
i) dimMg(A(R))/Ng(A(R)) = 1
ii) dimMg(∆)/Ng(∆) = 0.
Démonstration. Soit µ une différentielle de Beltrami invariante par g. On a, en coordonnées :
µ(z) = g∗µ(z) = e−4ipiαµ(e2ipiαz)
Soit r > 0 fixé, et notons cn(r) les coefficients de Fourier de la fonction 2pi-périodique t 7→ µ(reit).
Par identification, on obtient, pour tout n ∈ Z :
cn(r)e
4ipiα = cn(r)e
2inpiα
Comme α est irrationnel, on en déduit que cn(r) = 0 pour tout n 6= 2, et donc que µ(reit) =
c(r)e2it dzdz : µ est donc en fait invariant par toutes les rotations. Si l’on considère un champ de
vecteur ξ de la forme
ξ(reit) = h(r)reit
d
dz
où h : R+ → R+ est une fonction dont la dérivée au sens des distributions est une fonction L∞,
on vérifie que
∂ξ(reit) = rh′(r)e2it
dz
dz
.
Donc si µ(reit) = c(r)eit dzdz , alors si l’on appelle h l’unique primitive de r 7→ c(r)/r s’annulant
en r = 1 et ξ(reit) = rh(r)eit ddz , on a bien ∂ξ = µ au sens des distributions, et ξ est un champ
de vecteur quasiconforme sur tout P1 s’annulant sur le cercle unité.
D’après le théorème A, ceci implique que µ ∈ Ng(∆) et que µ ∈ Ng(A(R)) si et seulement
si h(R) = 0. On en déduit que Mg(∆) = Ng(∆) et que Ng(A(R)) est de codimension 1 dans
Mg(A(R)).
Nous sommes maintenant à même de démontrer le théorème 2.4.24.
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Démonstration du théorème 2.4.24. Comme kerDΨ(0) = Nf (F) = Nf (Ωf ) d’après la proposi-
tion 2.4.19, où F est l’ensemble de Fatou de f et J son ensemble de Julia, on a :
bel(f)/ kerDΨ(0) = (FixJ ⊕Mf (F))/Nf (F)
où FixJ désigne l’espace des éventuels champs de droites invariants de f .
Si c est un point critique de f , alors l’adhérence de sa grande orbite est égale à l’union de
l’ensemble de Julia J , d’un ensemble dénombrable et d’un ensemble dénombrable de cercles lisses
(si l’orbite de c rencontre un cycle superattractif, de Siegel ou d’anneaux de Herman). Donc Λf
coïncide avec J à un ensemble de mesure de Lebesgue négligeable près. Donc Mf (F) s’identifie
canoniquement à Mf (Ωf ). On en déduit :
Fix(f)/ kerDΨ(0) = FixJ ⊕Mf (Ωf )/Nf (Ωf )
Considérons la relation d’équivalence sur l’ensemble des composantes connexes de Ωf qui
identifie deux composantes connexes si et seulement si elles sont dans la même grande orbite,
et soit Ωi les classes de cette relation. Les Ωi forment une partition de Ωf en ouverts disjoints
complètement invariants. D’après le théorème 2.4.27, on a :
rgDΨ(0) = dim FixJ +
∑
i
dimMf (Ωi)/Nf (Ωi).
Chaque composante de Ωi est envoyée par fn pour n assez grand dans une composante de
Fatou périodique U (même si les composantes de Ωi ne sont pas elles même nécessairement prépé-
riodiques). Calculons dimMf (Ωi)/Nf (Ωi) selon la nature de la composante de Fatou périodique
qu’elle rencontre. Il y a 5 cas à distinguer, selon la nature de cette composante U . Notons ni le
nombre de classes critiques fermées acycliques rencontrant la grande orbite de U .
a) Le cas d’un cycle attractif
Si U est une composante d’un bassin attractif et Ωi rencontre U , alors Ωi est la grande orbite
de U privée de l’ensemble dénombrable des points des orbites critiques attirés par ce cycle et du
cycle lui-même. Donc toute composante de Ωi est prépériodique à U −Λf . Ainsi, f|Ωi : Ωi → Ωi
agit discrètement, et Xi = Ωi/f est une surface de Riemann. Dans une coordonnée linéarisante
pour fk sur le bassin immédiat d’attraction (où k ∈ N∗ est la période du cycle et ρ est son
multiplicateur), notons A = {|ρ| ≤ z < 1}. C’est un domaine fondamental pour l’action de f sur
le cycle de composantes de Fatou V contenant U , et A − Λf est un domaine fondamental pour
l’action de f sur Ωi. Donc Xi est le tore X = A/f privé d’un nombre fini ni de points, égal au
nombre de points de l’ensemble post-critique dans A, c’est-à-dire le nombre de classes critiques
fermées rencontrant V .
D’après les lemmes 2.4.32 et 2.4.31, dimMf (Ωi)/Nf (Ωi) = dimM(Xi)/N(Xi). Comme Xi
est un tore privé d’un nombre fini de points, tout champ de vecteur quasiconforme hyperboli-
quement borné sur Xi s’étend en un champ de vecteur quasiconforme s’annulant sur les points
marqués. Donc le quotient M(Xi)/N(Xi) est exactement le plan tangent à l’espace de Teichmül-
ler de Xi, qui a une dimension égale au nombre ni de points marqués (voir par exemple [Hub06]).
b) Le cas d’une composante parabolique
Si U est un bassin parabolique et Ωi rencontre U , alors Ωi est la grande orbite de U privée de
la grande orbite des points critiques qui sont capturés par U . En particuliers, toute composante
de Ωi est itérée après un nombre fini d’itérations sur U privé d’un ensemble dénombrable de
points, et est donc prépériodique. De plus, f|Ωi : Ωi → Ωi agit discrètement, donc Xi = Ωi/f
est une surface de Riemann, qui est isomorphe à X = U/fp privé des classes de grandes orbites
critiques intersectant U , où p est la période du cycle parabolique associé à U .
Via une coordonnée de Fatou, l’action de fp sur U est conjuguée à celle de z 7→ z + 1 sur un
demi-plan supérieur, donc X est isomorphe à un cylindre, et Xi est isomorphe à un cylindre privé
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d’un nombre fini ni de points correspondant aux ni grandes orbites critiques capturées par U .
Donc X est isomorphe à la sphère de Riemann privée de deux points a1 et a2, et Xi est isomorphe
à la sphère de Riemann privé de ni + 2 points a1, . . . , ani+2 où les aj , j ≥ 2, correspondent aux
grandes orbites critiques rencontrant U .
La projection pi : Ωi → Xi induit un isomorphisme entre Mf (Ωi)/Nf (Ωi) et M(Xi)/N(Xi),
d’après les lemmes 2.4.32 et 2.4.31. Par ailleurs, les éléments de M(X) sont de la forme ∂ξ, où ξ
est un champ de vecteur quasiconforme s’annulant sur a1 et a2, et comme l’espace des champs de
vecteurs holomorphes sur P1 est de dimension 3, M(Xi)/N(Xi) s’identifie à
⊕
3≤j≤ni+2 TajP
1,
qui est un espace de dimension ni−1. Remarquons que ni−1 ≥ 0 car il existe toujours au moins
un point critique attiré dans le bassin parabolique.
c) Le cas d’un disque de Siegel
Si U est un disque de Siegel, alors l’intersection entre Λf et le cycle de U consiste en une union
finie de ni cercles lisses, où ni est le nombre de classes critiques acycliques fermées capturées par le
cycle de disque de Siegel (on peut avoir ni = 0). Donc toute composante de Ωi est prépériodique
et est itérée en temps fini soit sur un anneau périodique Ai inclus dans U (si ni 6= 0), soit sur le
disque de Siegel périodique tout entier si ni = 0. Dans les deux cas, notons V cette composante
de périodique de Ωi sur laquelle est itérée toute composante de Ωi.
D’après le lemme 2.4.32, l’espace Mf (Ωi) s’identifie à l’espace Mfp(V ) des différentielles
de Beltrami sur V et invariantes par fp|V , où p est la période du cycle de U , et de même
Nf (Ωi) s’identifie à Nfp(V ). Une coordonnée φ linéarisante pour fp conjugue fp : V → V à
g(z) = e2ipiαz sur le disque unité ou un anneau A(R), où α est un nombre de rotation irrationnel.
Donc d’après le lemme 2.4.34, dimMf (Ωi)/Nf (Ωi) = 1 si ni 6= 0 et 0 sinon. On obtient donc∑
j∈J dimMf (Ωj)/Nf (Ωj) = ni.
d) Le cas d’un anneau de Hermann
Ce cas de figure est très semblable au précédent : Ωi consiste encore en la grande orbite d’un
anneau invariant. La seule différence est que même s’il n’y a pas de points critiques acycliques
dans l’anneau de Hermann, les composantes de Ωi sont prépériodiques à un anneau et non pas à
un disque, et donc dimMf (Ωi)/Nf (Ωi) = 1. On obtient donc :
∑
j∈J dimMf (Ωj)/Nf (Ωj) = ni+1
où ni est le nombre de classes critiques fermées acycliques capturés par U .
e) Le cas d’un cycle superattractif
Si U est un une composante du bassin d’attraction d’un cycle superattractif, alors Λf ∩U est
une union dénombrable d’équipotentielles (qui sont des cercles lisses) et du cycle superattractif
lui-même.
Supposons dans un premier temps qu’il n’y ait aucun point critique capturé par le cycle
superattractif. Alors il y a une unique classe Ωi qui intersecte U , et c’est la grande orbite de U
toute entière. D’après le lemme 2.4.32,Mf (Ωi)/Nf (Ωi) 'Mfp(U)/Nfp(U), où p est la période de
U . Via une coordonnée de Böttcher, fp|U : U → U est conjugué à g(z) = zk, k ≥ 2. Si µ ∈Mg(∆),
alors µ est invariante par g et donc par toute branche de g−n ◦ gn. Donc µ est invariante par
toutes les rotations d’angle rationnel. Comme dans la preuve du lemme 2.4.34, on en déduit que
µ est invariant par toutes les rotations et donc queMg(∆) = Ng(∆). Donc s’il n’y a pas de points
critiques attiré par le cycle superattractif, alors dimMf (Ωi)/Nf (Ωi) = 0.
Supposons maintenant que ni > 0, où ni est le nombre de classes critiques fermées acycliques
rencontrant U . Appelons rj , j ≤ ni, le rayon maximal en coordonnées de Böttcher parmi les
cercles correspondant à une classe d’équivalence feuilletée de points critiques acycliques, numé-
rotées par ordre décroissant. Notons A(r, r′) l’anneau {r′ < |z| < r}. Soit Ωj ⊂ Ωf une classe
rencontrant U . Alors pour toute composante V de Ωj , il existe une unique branche de f−k◦f l qui
envoie V sur l’anneau A(rj−1, rj) (avec la convention r−1 = 1). Par un raisonnement similaire
au lemme 2.4.32, Mf (Ωj) s’identifie alors à l’espace des différentielles de Beltrami sur A(rj−1,rj )
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invariantes par toutes les branches de f−n ◦ fn, n ∈ N. Donc via les coordonnées de Böttcher,
Mf (Ωi) s’identifie à l’espace Mg(A) des différentielles de Beltrami invariantes par rotation sur
un anneau A, et on en déduit dimMf (Ωi)/Nf (Ωi) = 1. Donc
∑
j∈J dimMf (Ωj)/Nf (Ωj) = ni.
En récapitulant, chaque composante de Fatou périodique U apporte une contribution de
dimension ni, où ni est le nombre de classes critiques fermées acycliques rencontrant U , sauf
les anneaux de Herman qui apportent une contribution ni + 1 et les bassins paraboliques qui
apportent une contribution ni − 1.
De plus et par définition, les champs de droites invariants ergodiques forment une base de
l’espace FixJ des champs de droites invariants, donc dim FixJ = nJ . Donc on obtient bien :
rgDΨ(0) = nH + nJ + na − np.
2.4.2.4 Structure complexe
Rappelons la version suivante du théorème du rang constant (pour une référence, voir [Bou07],
p. 53).
Théorème 2.4.35 (Théorème du rang constant). Soit Ψ : U → F une application holomorphe,
où U est un ouvert d’un espace de Banach complexe E et F est une variété complexe de dimension
finie. Supposons que rankDΨ = r soit constante sur U . Alors pour tout x0 ∈ U , il existe un germe
de difféomorphisme analytique χ : (F,Ψ(x0)) → (TΨ(x0)F, 0) et un germe de difféomorphisme
analytique φ : ImDΨ(x0)⊕ kerDΨ(x0)→ E tel que pour tout (u, v) ∈ ImDΨ(x0)⊕ kerDΨ(x0)
au voisinage de φ−1(x0),
χ ◦Ψ ◦ φ(u, v) = u.
Corollaire 2.4.1. Soit Ψ : U → F vérifiant les hypothèses du théorème ci-dessus. Alors pour
tout z0 ∈ Ψ(U), la fibre M = Ψ−1(z0) est une sous-variété de Banach de E, de codimension r et
dont l’espace tangent en x0 ∈ Ψ−1(z0) est Tx0M = kerDΨ(x0).
Démonstration. Avec les notations du théorème du rang constant, on a Ψ(x) = z0si et seulement
si χ ◦ Ψ(u, v) = χ(z0) = u, où (u, v) = ψ−1(x), ce qui équivaut à ψ(χ(z0), v)) = x. Comme ψ
est un (germe de) difféomorphisme, ceci fournit une carte locale en x0 pour M , qui est donc une
sous-variété de Banach modelée sur kerDΨ(x0).
La première application du théorème 2.4.24 est que ΨZ a un rang constant :
Corollaire 2.4.2. Soit f une fraction rationnelle, Z un triplet de points et µ ∈ Bel(f). Alors
rgDΨZ(0) = rgDΨZ(µ).
Démonstration. Il est clair que nf , np et nH sont invariants par conjugaison quasiconforme.
Le nombre nJ est également invariant puisqu’un homéomorphisme quasiconforme preserve les
ensembles de mesure de Lebesgue nulle (voir [GL00]). Donc si φ : P1 → P1 conjugue quasicon-
formément f à une autre fraction rationnelle g, alors φ∗ envoie les champs de droite invariants
par f sur les champs de droites invariants par g. Le lemme 2.4.22 conclue la preuve.
Rappelons que QC(f) est le groupe des homéomorphismes quasiconformes de P1 commutant
avec f .
Définition 2.4.36. On notera BQC(f) l’espace des formes de Beltrami correspondant aux élé-
ments de QC(f). De même, on notera BQC0(f) l’espace des formes de Beltrami associées aux
éléments de QC0(f).
Notons que l’on a BQC0(f) ⊂ BQC(f) ⊂ Bel(f).
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Corollaire 2.4.3. L’espace BQC(f) est une sous-variété de Banach de Bel(f), d’espace tangent
au point base égal à l’espace Nf (Ωf ) des différentielles de Beltrami de la forme ∂ξ, où ξ est un
champ de vecteurs quasiconforme invariant par f .
Démonstration. L’espace des formes de Beltrami associées aux homéomorphismes quasicon-
formes commutant avec f est exactement la fibre Ψ−1(f). Mais d’après le corollaire précédent,
ΨZ a un rang constant sur Bel(f), donc d’après le théorème du rang constant, (ΨZ)−1(f)
est une sous-variété de Banach de codimension finie, dont l’espace tangent au point base est
kerDΨ(0) = Nf (Ωf ). De plus, Nf (Ωf ) est aussi l’espace des formes de Beltrami de la forme ∂ξ,
où ξ est un champ de vecteurs quasiconforme invariant par f , d’après la proposition 2.4.19.
Notons qu’en particulier, BQC(f) est localement connexe par arc au point base. Donc tout
élément de BQC(f) suffisamment proche du point base appartient en fait à BQC0(f).
Proposition 2.4.37. La prémétrique de Teichmüller est une métrique.
En particulier, ceci implique que Teich(f) est un espace séparé.
Démonstration. Soir [µ] et [ν] des points de Teich(f) tels que dT ([µ], [ν]) = 0. Ceci signifie qu’il
existe une suite de représentants φn et ψn de [µ] et [ν] respectivement tels que la dilatatation
maximale de φn ◦ ψ−1n tende vers 1.
Les fractions rationnelles g = φn◦f◦φ−1n et h = ψn◦f◦ψ−1n ne dépendent pas des représentants
φn et ψn. Comme les coefficients de Beltrami de φn ◦ ψ−1n tendent vers 0 dans la topologie L∞,
on en déduit que φn ◦ ψ−1n converge uniformément vers l’identité, et donc que g = h et que tous
les φn ◦ ψ−1n appartiennent à QC(f). Comme par hypothèse les formes de Beltrami associées à
φn ◦ ψ−1n tendent vers 0, on en déduit que pour n suffisamment grand elles appartiennent à un
voisinage connexe par arc de 0 dans BQC(f), et donc dans BQC0(f).
Ceci signifie exactement que [µ] = [ν] dans Teich(f).
Théorème 2.4.38. Il existe une unique structure de variété complexe sur Teich(f) faisant de la
projection pi : Bel(f) → Teich(f) une application holomorphe. Pour cette structure complexe, pi
est une submersion scindée.
Démonstration du théorème 2.4.38. Soit µ ∈ Bel(f). D’après le théorème du rang constant 2.4.2,
il existe des germes de biholomorphismes φ : (ImDΨZ(µ) ⊕ kerDΨZ(µ), 0) → (Bel(f), µ) et
χ : (Ratd, g)→ (Ratd, g) tels que χ◦ΨZ◦φ(u, v) = u pour tout (u, v) ∈ ImDΨZ(µ)⊕kerDΨZ(µ),
où g = φµ ◦ f ◦ φ−1µ .
En particulier, ΨZ ◦φ(u1, v1) = ΨZ ◦φ(u2, v2) si et seulement si u1 = u2 ; de plus, si l’on note
µi = φ(ui, vi), 1 ≤ i ≤ 2, alors ΨZ(µ1) = ΨZ(µ2) si et seulement si φZ1 ◦ (φZ2 )−1 ∈ QC(f) où φZi
est l’homéomorphisme quasiconforme correspondant à µi et fixant Z.
Rappelons que pi : Bel(f)→ Teich(f) est l’application quotient.
Lemme 2.4.39. Pour µ1 et µ2 dans Bel(f) suffisamment près du point base, on a pi(µ1) = pi(µ2)
si et seulement si u1 = u2.
Preuve du lemme 2.4.39. En effet, si pi(µ1) = pi(µ2), alors φZ1 ◦(φZ2 )−1 ∈ QC0(f) et en particulier
φZ1 ◦ (φZ2 )−1 ∈ QC(f), donc u1 = u2. Si l’on suppose maintenant que u1 = u2, alors ψ :=
φZ1 ◦(φZ2 )−1 ∈ QC(f), et il s’agit prouver qu’en fait ψ ∈ QC0(f). Soit φZi (t) les homéomorphismes
quasiconformes correspondant à µi(t) = φ(tui, tvi), 1 ≤ i ≤ 2 et t ∈ [0, 1], et ψt = φZ1 (t) ◦
(φZ2 )(t)
−1. Puisque pour tout t ∈ [0, 1], µi(t) = φ−1(tui, tvi), on a ψt ∈ QC(f), et ψ0 = Id.
Les applications t 7→ µi(t) sont analytiques, donc d’après la version paramétrique du théorème
d’Ahlfors-Bers c’est aussi le cas des applications t 7→ φZi (t). Donc, pour tout z ∈ P1, l’application
t 7→ ψt(z) = φZ1 (t) ◦ (φZ2 )(t)−1(z) est continue et ψt est une isotopie à l’identité à travers des
éléments de QC(f). De plus, comme les φZi (t) ont une dilatation uniformément bornée, c’est
aussi le cas de ψt. 1 Donc ψ = ψ1 ∈ QC0(f), ce qui achève la preuve du lemme.
1. Notons cependant que le coefficient de Beltrami de ψt ne dépend pas a priori continument de t.
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Lemme 2.4.40. La paramétrisation φ : Bel(f) → ImDΨZ(µ) ⊕ kerDΨZ(µ) passe au quotient
en une paramétrisation φ˜ : ImDΨZ(µ)→ Teich(f) qui donne à Teich(f) une structure de variété
topologique. De plus, pi : Bel(f)→ Teich(f) est une application fibrée.
Preuve du lemme 2.4.40. Soit µ ∈ Bel(f), et  > 0 suffisamment petit pour que le disque D(µ, )
soit contenu dans le domaine de définition des coordonnées locales φ−1 fournies par le théorème
du rang constant. Considérons l’application p˜i : ImDΨZ(µ) ⊕ kerDΨZ(µ) → Teich(f) definie
par p˜i = pi ◦ φ. D’après le lemme 2.4.39, il existe une application φ˜ : ImDΨZ(µ) → Teich(f)
telle que p˜i(u, 0) = φ˜(u), et cette application est une bijection sur son image. De plus, elle est
continue puisque pi et φ sont continues. Donc, quitte à restreindre, c’est un homéomorphisme sur
son image. Ceci fournit donc paramétrisation locale φ˜ qui fait commuter le diagramme suivant :
Bel(f)
φ //
pi

ImDΨZ(µ)⊕ kerDΨZ(µ)
pi1

Teich(f)
φ˜ // ImDΨZ(µ)
où pi1 est la projection sur la première coordonnée. Puisque d’après la proposition 2.4.37 l’espace
Teich(f) est séparé, ceci prouve que c’est une variété topologique. De plus, ce diagramme signifie
exactement que pi est une application fibrée.
Nous allons maintenant prouver qu’il existe une structure complexe sur Teich(f) qui rende
l’application quotient pi holomorphe. Ce sera une conséquence du lemme suivant :
Lemme 2.4.41. Soit X une variété topologique, M une variété complexe, et h : X → M une
application continue tel que pour tout x ∈ X il existe des paramétrisations φ et ψ qui fassent
commuter le diagramme suivant :
(Cn, 0)
i //
φ

(Cn × Cm, 0)
ψ

(X,x)
h // (M,h(x))
(l’application i étant l’injection linéaire canonique). Alors il existe une structure complexe sur X
qui rend h holomorphe.
Démonstration du lemme 2.4.41. Soit φ1, φ2 and ψ1, ψ2 des paramétrisations de X et M respec-
tivement, dont les images respectives ont une intersection non vide. Nous allons prouver que la
fonction de transition φ−12 ◦ φ1 est holomorphe. En effet, le diagramme suivant commute :
(Cn, 0)
i //
φ1

(Cn × Cm, 0)
ψ1xx
Φ

X
h //M
(Cn, 0)
i //
φ2
OO
(Cn × Cm, 0)
ψ2
ff
On a donc Φ(x, 0) = (φ(x), 0) pour tout x ∈ Cn (suffisamment près de 0), où φ = φ−12 ◦φ1 est une
fonction de transition pour X, et Φ = ψ−12 ◦ψ1 est une fonction (holomorphe) de transition pour
M . En particulier, φ est holomorphe. Ceci prouve que les cartes φi forment un atlas complexe.
Par construction, f est holomorphe pour cet atlas.
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Retournons maintenant à la preuve du théorème. D’après le lemme 2.4.39, l’application ΨZT :
Teich(f) → Ratd satisfait les conditions du lemme 2.4.41, où les paramétrisations de X =
Teich(f) sont celles du lemme 2.4.40. Donc, il existe une structure complexe sur Teich(f) qui
rende l’application ΨZT : Teich(f)→ Ratd holomorphe. De plus, le diagramme suivant :
Bel(f)
φ //
pi

ImDΨZ(µ)⊕ kerDΨZ(µ)
pi1

Teich(f)
φ˜ // ImDΨZ(µ)
prouve que pi est une submersion holomorphe scindée. Clairement, il y a au plus une telle structure
complexe sur Teich(f).
Nous allons maintenant prouver que l’espace de Teichmüller s’immerge dans l’espace des
paramètres. Ce résultat est le but de [Ast14].
Théorème B. L’application ΨZT : Teich(f) → Ratd est une immersion, dont l’image est trans-
verse à O(f).
Démonstration. D’après le corollaire 2.4.2 il suffit de montrer que c’est une immersion en 0. Par
définition, on a ΨZ = ΨZT ◦ pi, et donc
DΨZ(0) = DΨZT ([0]) ◦Dpi(0)
L’injectivité de DΨZT ([0]) est alors équivalente à la propriété : kerDΨ
Z(0) = kerDpi(0).
D’après la proposition 2.4.19, kerDΨZ(0) = Nf (Ωf ), et d’après le corollaire 2.4.3, kerDpi(0) =
Nf (Ωf ), ce qu’il fallait démontrer.
On peut maintenant prouver le corollaire 2.4.4, qui concerne la description des espaces tan-
gents et cotangents T0Teich(f) and T ∗0 Teich(f).
Corollaire 2.4.4. On a l’identification suivante :
T0Teich(f) = bel(f)/{∂ξ, ξ = f∗ξ}
T ∗0 Teich(f) = Q(Λf )/∇fQ(Λf ).
Démonstration. La première partie est une conséquence directe du corollaire 2.4.3.
Comme Teich(f) est une variété de dimension finie, il suffit de montrer que(
Q(Λf )/∇fQ(Λf )
)∗
s’identifie à T0Teich(f).
Soit E = Q(Λf ), et F = ∇fQ(Λf ). Comme F est fermé, le dual topologique de E/F est
F⊥ ⊂ E∗. On a E∗ = Bel(P1)/N(Ωf ). De plus, F⊥ = ker ∆f , puisque ∆f : E∗ → E∗ est
l’opérateur adjoint de ∇f . Donc :
(E/F )∗ = {µ ∈ bel(f)}/{µ ∈ Nf (Ωf )} = T0Teich(f)∗
Notons que l’on en déduit en particulier que Q(Λf )/∇fQ(Λf ) a une dimension finie, inférieure
ou égale à 2d− 2.
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2.5 Espace de déformation d’Epstein
Dans cette section, nous présentons la théorie des espaces de déformations d’Epstein (voir
[Eps09], [Eps93] et [BE09]), qui lui a permis entre autre d’obtenir des résultats fondamentaux
sur la transversalité du lieu dans l’espace des paramètres où certaines relations critiques sont
préservées.
L’idée est la suivante : on se donne deux ensembles finis A et B tels que A ⊂ B et f(A) ⊂ B,
et l’on s’intéresse à f|A : A→ B. Pour que cela ait un sens dynamique, il faut que A soit composé
de cycles ou de morceaux d’orbites critiques de f . On veut décrire les fractions rationnelles g
pour lesquelles on a un diagramme :
(P1, A)
f //
φ

(P1, B)
ψ

(P1, φ(A))
g // (P1, ψ(B))
où φ et ψ sont des bijections, avec φ|A = ψ|A.
On va construire une variété complexe DefBA(f), qui va paramétriser holomorphiquement des
fractions rationnelles de la forme g = φ◦f◦ψ−1, où φ|A = ψ|A et φ et ψ sont des homéomorphismes
quasiconformes. On obtient ainsi un espace plus grand que Teich(f), qui paramétrise les fractions
rationnelles de la forme g = φ ◦ f ◦ φ−1. Plus précisément, on verra qu’il y a une immersion
naturelle de Teich(f) dans les espaces DefBA(f).
2.5.1 Définition et généralités
Définition 2.5.1. Soit A ⊂ B ⊂ P1 deux ensembles finis. On définit $A,B : Teich(P1, B) →
Teich(P1, A) l’application d’oubli, qui est induite par l’identité
Id : bel(P1 \A)→ bel(P1 \B).
Définition 2.5.2. Soit A,B ⊂ P1 deux ensembles finis tels que A ⊂ f−1(B) et Vf ⊂ B. Comme
f : P1 − f−1(B) → P1 − B est un revêtement, on peut tirer en arrière par f toute structure
complexe sur P1 −B pour obtenir une structure complexe sur P1− f−1(B) et donc sur P1 −A.
Cette application de tiré en arrière passe au quotient et définit une application holomorphe
σf,A,B : Teich(P
1, B)→ Teich(P1, A).
Définition 2.5.3. Soit A,B ⊂ P1 des ensembles finis, tels que
— A ⊂ B ∩ f−1(B)
— cardA ≥ 3
— Vf ⊂ B.
On définit DefBA(f) = {τ ∈ Teich(P1, B), $A,B(τ) = σf,A,B(τ)}
Proposition 2.5.4. La codifférentielle de $A,B est l’injection D$A,B(0) : Q(A) → Q(B). La
codifférentielle de σf,A,B est le poussé en avant Dσf,A,B(0) = f∗ : Q(A)→ Q(B).
Voir [Eps09].
Théorème 2.5.5. Soit f une fraction rationnelle de degré d ≥ 2 qui n’est pas un exemple de
Lattès. Alors l’espace DefBA(f) est une sous-variété de Teich(P1, B), de dimension cardB−A et
de plan cotangent Q(B)/∇fQ(A).
Démonstration. D’après le théorème des fonctions implicites, il suffit de montrer que Dσf,A,B −
D$A,B est surjective. Or d’après la proposition 2.5.4 et la proposition 2.3.2, l’application duale
D∗σf,A,B − D∗$A,B : Q(A) → Q(B) est injective (puisque f n’est pas un exemple de Lattès),
ce qui achève la preuve. Le fait que la dimension soit égale à cardB − A vient du fait que
dimQ(B) = cardB − 3, dimQ(A) = cardA− 3, et de l’injectivité de ∇f sur Q(A).
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Il y a une application holomorphe naturelle ΦA,B : DefBA(f) → ratd donnée par [µ] 7→ g =
ψ ◦ f ◦φ−1, où ψ est un homéomorphisme quasiconforme associé à [µ] et φ est un second homéo-
morphisme quasiconforme associé à σf,A,B([µ]) = $A,B([µ]). On peut montrer (voir [Eps09]) que
la classe de g dans ratd ne dépend pas du choix des représentants φ et ψ. Comme dans le cas
de l’espace de Teichmüller dynamique, on peut relever cette application en une application holo-
morphe ΦZA,B : Def
B
A(f)→ Ratd par le choix d’un ensemble Z ⊂ A de cardinal 3, en normalisant
φ et ψ par la condition de fixer Z point par point.
Si λ 7→ [µλ] est une courbe holomorphe dans DefBA(f) représentée par un homéomorphisme
quasiconforme ψλ, et
fλ = ψλ ◦ f ◦ φ−1λ = ΦZA,B([µλ]) ∈ Ratd,
un calcul simple montre que :
η := Df−1 · f˙ = f∗ψ˙ − φ˙ (2.5.1)
(on rappelle que la notation f˙ désigne la dérivée par rapport à λ en λ = 0).
Théorème 2.5.6. L’application ΦZA,B : Def
B
A(f) → Ratd est une immersion holomorphe si A
ne contient pas de cycles paraboliques.
Voir [Eps09] pour la preuve. Une conséquence majeure de ce résultat est que l’on peut trans-
férer tous les résultats de transversalités prouvés dans l’espace DefBA(f) à Ratd.
On suppose maintenant qu’on a choisi A de façon à ce que A ne contienne pas de cycle
parabolique. Soit φ un homéomorphisme quasiconforme de P1, dont la forme de Beltrami µ est
f -invariante : alors g = φ−1 ◦ f ◦ φ est une fraction rationnelle. En particulier, si l’on note [µ]
la classe de µ dans Teich(P1 − B), on voit que [µ] ∈ DefBA(f). Autrement dit, il existe une
application naturelle Φ : Teich(f) → DefBA(f). Cette application est holomorphe. A. Epstein
a une preuve non publiée du fait que cette application est une immersion, et en a déduit que
l’application ΨZT : Teich(f)→ Ratd est une immersion, à l’aide du théorème 2.5.6.
Nous suivons ici un cheminement logique différent : on a démontré directement que ΨZT était
une immersion, donc comme ΨZT = ΦA,B ◦ Φ, on en déduit le corollaire suivant :
Corollaire 2.5.1. Supposons que f ne soit pas un exemple de Lattès et que A ne contienne pas
de cycles paraboliques. Alors l’application Φ : Teich(f)→ DefBA(f) est une immersion.
Notons que la codifférentielle de Φ est l’application linéaire naturelle
DΦ(0)∗ : Q(B)/∇fQ(A)→ Q(Λf )/∇fQ(Λf )
induite par l’inclusion Q(B)→ Q(Λf ).
En particulier, son noyau est :
kerDΦ(0)∗ =
(
Q(B) ∩∇fQ(Λf )
)
/∇fQ(A).
2.6 Application : valeurs critiques sommables
Définition 2.6.1. Une valeur critique v d’une fraction rationnelle f est dite sommable si la série∑
n≥0 ‖Dfn(v)‖−1 converge (la norme est celle de la métrique sphérique).
Théorème 2.6.2 (Makienko, [Mak05], [Mak10]). Soit f une fraction rationnelle qui n’est pas
un exemple de Lattès, a r valeurs critiques sommables vi, aucun anneau de Herman et telle que
l’adhérence des orbites des vi sont des C-compacts. Alors
dim kerDΦ(0)∗ ≥ r.
En particulier, dim Teich(f) ≤ 2d− 2− r.
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Démonstration. Soit uv ∈ Γ(TP1)∗ une forme linéaire non nulle de support inclus dans le sin-
gleton {v}, où v est une valeur critique sommable. Soit wn =
∑n
k=0(f
k)∗uv : wn est bien définie
puisque comme v est sommable, fn(v) /∈ Crit(f) pour tout n ∈ N. La condition de sommabilité
implique que wn converge dans Γ(TP1)∗ vers un élément w vérifiant ∇fw = uv.
Soit Z ⊂ P1 un 3-cycle répulsif de f . D’après le théorème 1.4.8, il existe une différentielle
quadratique q ∈ Q(K ∪Z) et r1 ∈ Γ(TP1)∗ de support inclus dans Z telles que w = ∂q+ r1. On
obtient donc :
∇f∂q = uv −∇fr1,
le terme de droite étant une forme linéaire de support inclus dans Z∪{v}, car f(Z) = Z. D’après
la proposition 1.4.10, f∗q est régulière et d’après la proposition 1.4.11, on a : supp (∂∇fq) ⊂
Vf ∪ Z : donc ∇fq ∈ Q(Vf ∪ Z).
Les r valeurs critiques sommables fournissent r différentielles quadratiques linéairement in-
dépendantes, par injectivité de ∇f (théorème 2.3.8) et unicité dans le théorème 1.4.8. Ces diffé-
rentielles quadratiques appartiennent par construction à
Q(B) ∩∇fQ(Λf ) ⊂ kerDΦ(0)∗.
(en effet, ici A = Z et donc Q(A) = {0}).
En particulier, ce théorème affirme que si toutes les valeurs critiques sont sommables, que f
n’a pas d’anneaux de Herman et que son ensemble de Julia est un C-compact (ces deux dernières
propriétés étant automatiquement vérifiées si f est un polynôme), alors f n’a pas de champs de
droites invariants (cf. conjecture 2.1.12).
Nous allons maintenant donner une preuve simplifiée d’un résultat de Levin (voir [Lev11]).
Soit λ 7→ fλ une famille holomorphe à un paramètre de fractions rationnelles de degré d ≥ 2.
On rappelle les notations suivantes :
η = Df−1 · dfλ
dλ |λ=0
∈ T (f)
est un champ de vecteur méromorphe à pôles inclus dans Crit(f), de multiplicités au plus celles
des points critiques de f . L’espace vectoriel complexe T (f) des tels champs de vecteurs a une
dimension égale à 2d+ 1 et s’identifie canoniquement à TfRatd.
On notera aussi :
ηn = Df
−n · d(fλ)
n
dλ |λ=0
.
Ainsi, η = η1.
Lemme 2.6.3. On a :
ηn =
n−1∑
k=0
(fk)∗η
Démonstration. Nous allons procéder par récurrence. Supposons que pour un certain n ∈ N :
ηn =
n−1∑
k=0
(fk)∗η.
On a :
ηn+1 = Df
−(n+1) · d
dλ |λ=0
fn+1λ
ηn+1 = Df
−(n+1) ·
(
f˙ ◦ fn +Df ◦ fn · ( ˙fn)
)
ηn+1 = (f
n)∗η +Df−n · ( ˙fn)
ηn+1 = (f
n)∗η + ηn.
D’où le résultat par récurrence.
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Une conséquence de cette formule est que si v est une valeur critique sommable, alors ηn(v)
converge :
Définition 2.6.4. Si v est une valeur critique sommable, on note
ξ(v) =
∞∑
k=0
(fk)∗η(v) ∈ TvP1.
Une façon de penser à ces vecteurs ξ(vi) est comme un ratio limite entre une dérivée dyna-
mique (par rapport à z) et paramétrique (par rapport à λ).
On rappelle que l’application ∇f : Q(K) → Q(K ∪ Vf ), K étant un compact invariant de
l’ensemble de Julia, est injective dans chacun des deux cas suivants :
— f n’a pas de champs de droites invariants
— K est un C-compact et f n’a pas d’anneaux de Herman.
Théorème 2.6.5 (Levin, [Lev11]). Supposons que f soit une fraction rationnelle qui a r valeurs
critiques sommables (vi)1≤i≤r, et que si i 6= j, vi ne soit pas dans l’orbite de vj. Suposons aussi
que ∇f soit injective sur Q(K), où K est l’adhérence des orbites des vi. L’application linéaire
V : T (f)→
⊕
1≤i≤r
TviP
1
η 7→ (ξ(vi))1≤i≤r
a un rang maximal, c’est-à-dire égal à r.
Démonstration. Soit A = Z un cycle répulsif de cardinal 3 de f . Soit B = A∪Vf . Comme dans la
preuve du théorème 2.6.2, à chaque valeur critique sommable vi on va associer une différentielle
quadratique intégrable qi telle que ∇fqi ∈ Q(B). D’après le théorème 2.5.5, la dimension de
DefBA(f) est égale au nombre de valeurs critiques de f , donc en particulier est supérieure à r.
D’après le théorème 2.5.6, il suffit donc de montrer que la restriction de V à l’image de DΦZA,B(0)
a un rang égal à r. Pour η ∈ ImDΦZA,B(0), on a η = 0 sur Z et donc (fn)∗η = 0 sur Z pour tout
n ∈ N. De plus, il suffit de prouver le résultat en remplaçant les vecteurs ξ(vi) par les nombres
complexes
d
dt |t=0
log BR(z1, z2, z3, vi + tξ(vi)) = Res(φi · ξ, vi)
où Z = {z1, z2, z3}, BR est le birapport, et φi est la différentielle quadratique élémentaire de
pôles z1, z2, z3, vi codant la différentielle logarithmique du birapport (voir proposition 1.2.12).
En effet, l’application TviP1 3 v 7→ Res(φi · v, vi) ∈ C est un isomorphisme.
Soit donc η = DΦZA,B(0) · [µ], où η ∈ T (f) et [µ] ∈ T0DefBA(f).
On posera
BZi ([µ]) :=
d
dt |t=0
log BR(z1, z2, z3, vi + tξ(vi)),
où ξ(vi) ∈ TviP1 est associé à η et à [µ] ∈ T0DefBA(f).
Soit qi,0 = φi, et soit ui ∈ Γ(TP1)∗ la forme linéaire de support {vi} définie par TviP1 3 v 7→
Res(φi · v, vi) ∈ C. Comme dans la preuve du théorème 2.6.2, on pose wi =
∑
n≥0 f
n∗ ui, et qi la
différentielle quadratique régulière telle que ∂qi = wi. Par construction,
qi =
∑
n≥0
qi,n
où qi,n est une différentielle quadratique élémentaire ayant des pôles en fn(vi) et en B = Z ∪Vf ,
et tel que ∂qi,n = fn∗ ∂qi,0.
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Remarqons que ∑
n∈N
Res(qi,n · η, fn(vi)) = BZi ([µ]).
En effet, par définition,
〈fn∗ ui, η〉 = Res(qi,n · (fn)∗η, fn(vi)) =
d
dt
log BR (z1, z2, z3, vi + t((f
n)∗η)(vi)) ,
et ξ(vi) =
∑
n≥0((f
n)∗η)(vi).
Si λ 7→ [µλ] est une courbe holomorphe de DefBA(f) tangente à [µ] ∈ T0DefBA(f) au point base,
on peut relever λ 7→ [µλ] en une courbe holomorphe de représentants λ 7→ µλ, et les solutions
normalisées ψλ des équations de Beltrami associées vérifient que ∂ψ˙ = ∂ ddλψλ est un représentant
de [µ].
Le lemme suivant va permettre de déterminer une représentation naturelle de la forme linéaire
BZi en termes de différentielles quadratiques :
Lemme 2.6.6. Soit µ = ∂ψ˙ un représentant de [µ] ∈ T0DefBA(f). On a :∫
P1
∇fqi · µ =
∑
n∈N
Res(qi,n · η, fn(vi)).
Démonstration du lemme 2.6.6. Pour tout n ∈ N, la forme différentielle qi,n · η est méromorphe
sur P1, donc la somme de ses résidus est nulle : donc
Res(qi,n · η, fn(v)) = −
∑
z∈Z∪Cf
Res(qi,n · η, z).
Donc : ∑
n∈N
Res(qi,n · η, fn(vi)) = −
∑
n∈N
∑
z∈Z∪Cf
Res(qi,n · η)
D’après 2.5.1, on a η = f∗ψ˙ − φ˙, et φ˙ = ψ˙ sur A = Z. Donc pour tout z ∈ A et pour tout
n ∈ N :
Res(qi,n · η, z) = Res(qi,n · (f∗ψ˙ − ·ψ), z) = Res(f∗qi,n · ψ˙, f(z))− Res(qi,n · ψ˙, z).
Donc :
−
∑
n∈N
∑
z∈A
Res(qi,n · η, z) =
∑
z∈A
Res(∇fqi · ψ˙, z).
De plus, pour tout c ∈ Vf :
−
∑
c∈Cf
Res(qi,n · η, c) = −
∑
c∈Cf
Res(qi,n · (f∗ψ˙ − φ˙), c)
= −
∑
c∈Cf
Res(qi,n · f∗ψ˙, c)
= −
∑
v∈Vf
Res(f∗qi,n · ψ˙, v)
=
∑
v∈Vf
Res(∇fqi,n · ψ˙, v)
et donc :
−
∑
n∈N
∑
c∈Cf
Res(qi,n · η, c) =
∑
v∈Vf
Res(∇fqi · ψ˙, v).
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Pour résumer, on a donc :∑
n∈N
Res(qi,n · η, fn(vi)) =
∑
z∈B
Res(∇fqi · ψ˙, z).
Il suffit alors pour conclure d’appliquer la proposition 1.1.11, qui affirme que∑
z∈B
Res(∇fqi · ψ˙, z) =
∫
P1
∇fqi · ∂ψ˙.
Retournons maintenant à la preuve du théorème 2.6.5. D’après le lemme ci-dessus, on a donc :
BZi ([µ]) =
∫
P1
∇fqi · [µ]
pour tout [µ] ∈ DefBA(f). Autrement dit, la classe de la différentielle quadratique ∇fqi dans
Q(B)/∇fQ(A) représente la forme linéaire BZi : T0DefBA(f) → C. Or, les classes des r différen-
tielles quadratiques ∇fqi sont linéairement indépendantes dans T ∗0 DefBA(f) = Q(B)/∇fQ(A),
par injectivité de ∇f (voir théorème 2.3.8). Donc, les r formes linéaires BZi sont linéairement
indépendantes, ce qui équivaut au fait que l’application V ait un rang égal à r.
2.7 Déformation de mesures
Dans cette section, nous introduisons un espace de déformation DefK(f) analogue dans un
certain sens à l’espace de déformation d’Epstein DefBA(f), où K est un compact invariant arbi-
traire (en particulier, pas nécessairement fini). La grande différence réside dans le fait que nous
ne pouvons garantir en général que DefK(f) est muni d’une structure de sous-variété analytique.
Par contre, tout mouvement holomorphe dynamique de K se factorise par DefK(f), donc si l’on
suppose a priori l’existence d’un mouvement holomorphe dynamique paramétré par une variété
complexe Λ, on pourra toujours supposer que Λ ⊂ DefK(f). On a alors une description du plan
cotangent T ∗0 Λ en termes de différentielles quadratiques.
Si l’on se donne une mesure de Radon invariante ergodique ν sur un compact hyperbolique K,
on construira une (classe de) différentielle quadratique représentant la différentielle de l’exposant
de Lyapunov de ν. Cette construction (de nature purement formelle) généralise la construction
d’une classe de différentielle quadratique représentant la différentielle du multiplicateur d’un
cycle (voir [Eps09]).
2.7.1 Mouvements holomorphes dynamiques et espaces de déformation
Définition 2.7.1. Soit f une fraction rationnelle et K un compact invariant par f . Soit h :
K × Λ → P1 un mouvement holomorphe de K. On dit que h est un mouvement holomorphe
dynamique s’il existe une application holomorphe Λ 3 λ 7→ fλ ∈ Ratd telle que pour tout λ ∈ Λ,
pour tout z ∈ K :
hλ ◦ f(z) = fλ ◦ hλ(z).
De plus, on dira que h est admissible si les valeurs critiques de fλ dépendent holomorphique-
ment de λ, et si λ 7→ fλ est une immersion.
Définition 2.7.2. Soit K un compact invariant par f . On notera :
— $K : Teich(P1,K ∪ Vf )→ Teich(P1,K) l’application d’oubli
— σf,K : Teich(P1,K ∪ Vf )→ Teich(P1,K) l’application de tiré en arrière
— DefK(f) = {τ ∈ Teich(P1,K ∪ Vf ), $K(τ) = σf,K(τ)}
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La définition de DefK(f) est calquée sur celle des espaces de déformations d’Epstein. Cepen-
dant, lorsque K est de cardinal infini, il n’est pas clair en général que DefK(f) est une sous-
variété complexe de Teich(P1,K ∪ Vf ). Ce serait notamment le cas si l’application $K − σf,K
était Fredholm (on fait ici un abus de notation : la soustraction n’est définie que localement et
en coordonnées). Ceci nous amène à la question suivante :
Question : Sous quelle condition sur un compact K invariant par f peut-on garantir l’exis-
tence d’une constante CK > 0 telle que l’application ∇f : Q(K)→ Q(K ∪ Vf ) vérifie
‖q‖ ≤ CK‖∇fq‖ (2.7.1)
pour tout q ∈ Q(K) ?
Nous verrons que même lorsque ∇f : Q(K) → Q(K ∪ Vf ) est injective, il n’existe pas
nécessairement une telle constante lorsque K est de cardinal infini.
Il reste par contre vrai que tout point de DefK(f) correspond à un triplet (φ, ψ, g), g étant
une fraction rationnelle, faisant commuter le diagramme suivant :
(P1,K)
f //
φ

(P1,K ∪ Vf )
ψ

(P1, φ(K))
g // (P1, ψ(K ∪ Vf ))
Soit Z ⊂ K un ensemble de cardinal 3. On notera ΨZK : DefK(f) → Ratd l’application qui
au triplet (φ, ψ, g) associe g, où φ et ψ sont normalisées en fixant ponctuellement Z. Si DefK(f)
contient une variété complexe Λ, alors ΨZK : Λ→ Ratd est holomorphe.
La proposition suivante, qui est une application dynamique du théorème 2.4.13, dit essentielle-
ment que DefK(f) est l’ensemble universel paramétrant tout mouvement holomorphe dynamique
admissible de K.
Proposition 2.7.3. Soit (h, λ 7→ fλ) un mouvement holomorphe dynamique admissible. Soit
φ : Λ → Teich(P1,K ∪ Vf ) l’application holomorphe fournie par le théorème 2.4.13. Alors pour
tout λ ∈ Λ, φ(λ) ∈ DefK(f), et fλ = ΨZK ◦ φ(λ).
Démonstration. Si φ(λ) ∈ Teich(K ∪ Vf ) est représenté par un homéomorphisme quasiconforme
ψλ, on sait par hypothèse que ψλ◦f = fλ◦ψλ sur K. Soit χλ l’unique représentant de σf,K(φ(λ))
tel que gλ = ψλ◦f ◦χ−1λ soit holomorphe sur P1−Vf . L’application gλ est continue et holomorphe
en dehors d’un ensemble fini, donc est holomorphe sur tout P1 : gλ est donc une fraction ration-
nelle. Ses valeurs critiques (avec multiplicité) sont les éléments de ψλ(Vf ), c’est-à-dire les mêmes
que celles de fλ. De plus, elle est homotope à fλ. Donc fλ = gλ, et ψλ ◦f = χλ ◦f sur K ; comme
f(K) = K, on en déduit que ψλ coïncide avec χλ sur K, et donc que σf,K(τ) = $f,K(τ).
Dans la suite, on s’intéressera seulement à des petites déformations de f . Étant donnée
la proposition 2.7.3, si Λ est une variété complexe de dimension k ≤ 2d − 2 paramétrant un
mouvement dynamique holomorphe admissible de K, alors pour des considérations locales on ne
perd pas de généralité à supposer que Λ est un petit polydisque de dimension k dans DefK(f).
Si c’est le cas, alors
T0Λ ⊂ ker(Dσf,K(0)−D$K∪Vf ,K(0)),
et tout élément de Q(K ∪ Vf )/∇fQ(K) définit naturellement une forme linéaire sur T0Λ.
Corollaire 2.7.1. Soit K un compact invariant. Supposons que ∇fQ(K) soit dense dans Q(K∪
Vf ). Alors il n’existe pas de mouvement holomorphe dynamique admissible non-trivial de K.
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Démonstration. Soit trois points zi ∈ K, 1 ≤ 1 ≤ 3, et z ∈ K − {zi}. La différentielle au point
base de la fonction B : Λ 3 λ 7→ log BR(z1 : z2 : z3 : z) est représentée par la classe de qz1,z2,z3,z
dans Q(K ∪ Vf )/∇fQ(K) (voir proposition 1.2.12). Donc, si Q(K ∪ Vf )/∇fQ(K) est trivial,
aucun point ne bouge, et donc tout mouvement holomorphe admissible est en fait trivial.
Ainsi, si par exemple K = J , on obtient l’obstruction suivante à la J -stabilité : si ∇fQ(J )
est dense dans Q(J ∪ Vf ) alors f n’est pas J -stable.
2.7.2 Transformée de Beurling-Ahlfors
Dans toute cette section, K désigne un compact invariant par f , de mesure de Lebesgue
nulle, et h : K × Λ → P1 un mouvement holomorphe dynamique admissible, paramétré par
Λ ⊂ DefK(f).
Soit ν une mesure de Radon invariante ergodique pour f , à support inclus dans K. On note
νλ = (hλ)∗ν. Pour tout λ ∈ Λ, νλ est une mesure de Radon invariante et ergodique pour fλ. On
note Lν(λ) l’exposant de Lyapunov de νλ pour fλ. La fonction Lν est donc bien définie, et est
harmonique sur Λ.
Rappelons le fait suivant classique en théorie du potentiel :
Théorème 2.7.4. Soit ν une mesure de Radon de support K compact dans C. Soit
u(z) =
1
2pi
∫
C
log |z − y|dν(y).
Alors u est une fonction sous-harmonique, harmonique en dehors de K, et ddcu = ν (au sens
des courants).
La fonction u s’appelle le potentiel logarithmique de la mesure ν.
Théorème 2.7.5. Soit ν une mesure de Radon invariante par f , de support K ( P1. Soit z
une coordonnée affine dans laquelle K ⊂ C. La classe de divergence le long de K
B(ν) =
[∫
C
dν(y)
(z − y)2dz
2
]
est indépendante de la coordonnée z. De plus, si
∫
K ‖Df‖−2dν < +∞ elle est invariante par f .
Remarquons que si K est hyperbolique, il est inclus dans l’ensemble de Julia J (f), et donc
K ne peut pas être P1 tout entière, et dans ce cas on pourra donc bien trouver une carte affine
dans laquelle K ⊂ C. De plus, seule la classe de divergence de q est bien définie (indépendante
des coordonnées ). La notation B(ν) fait référence à la transformation de Beurling-Ahlfors, qui
fait également intervenir une convolution avec 1
z2
.
Démonstration. Montrons que la divergence B(ν) ne dépend pas du choix de coordonnées z.
Remarquons que si l’on note u le potentiel logarithmique de ν (dans la coordonnée z), alors
2pi
∂2
∂z2
u(z) =
∫
C
dν(y)
(z − y)2 .
Soit w = φ(z) une nouvelle coordonnée affine dans laquelle K ⊂ C, et posons ψ = φ−1.
Il suffit de montrer que les différentielles quadratiques ∂
2
∂z2
u(z)dz2 et ∂
2
∂w2
u ◦ ψ(w)dw2 diffèrent
d’une différentielle quadratique intégrable sur K. On a :
∂
∂w
u(ψ(w)) = ψ′(w)
∂u
∂z
(ψ(w))
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∂2
∂w2
u(ψ(w)) = ψ′′(w)
∂u
∂z
(ψ(w)) + (ψ′(w))2
∂2u
∂z2
(ψ(w)).
Donc :
∂2
∂w2
u ◦ ψ(w)dw2 − ∂
2u
∂z2
(z)dz2 =
ψ′′(w)
ψ′(w)2
∂u
∂z
(z)dz2
avec ψ(w) = z.
Or, ∂u∂z =
∫
C
dν(y)
z−y , et ψ est un changement de carte holomorphe, donc
ψ′′(w)
ψ(w)2
∂u
∂z (z)dz
2 est une
différentielle quadratique intégrable au voisinage de K. Donc la divergence est bien inchangée
par changement de cartes.
Soit q =
∫
C
dν(y)
(z−y)2dz
2 une différentielle quadratique représentant B(ν) (dans une coordonnée
z choisie telle que f−1(K) ⊂ C). Montrons que sa divergence est invariante. Commençons par
calculer f∗q :
f∗q(z) =
∑
x∈f−1(z)
1
f ′(x)2
∫
C
dν(y)
(x− y)2dz
2
=
∫
C
∑
x∈f−1(z)
dν(y)
f ′(x)2(x− y)2dz
2
=
∫
C
f∗
(
dz2
(z − y)2
)
dν(y)
=
∫
C
(
1
(z − f(y))2 +
f ′′(y)
f ′(y)2
1
z − f(y)
)
dν(y)dz2 + φ
où φ est une différentielle quadratique qui a des pôles au plus simples aux valeurs critiques de
f , et un pôle au plus double en f(∞) /∈ K : donc la divergence de φ le long de K est nulle.
Pour la dernière égalité, on a utilisé le lemme 2.2.6. Par ailleurs, la différentielle quadratique∫
C
f ′′(y)
f ′(y)2
1
z−f(y)dν(y)dz
2 est intégrable au voisinage de K puisque par hypothèse,
‖Df‖−1 ∈ L2(ν).
Donc la divergence de q est bien invariante.
Rappelons que si [q] est une divergence invariante le long de K, ∇f [q] définit naturellement
un élément de
Q(K ∪ Vf )/∇fQ(K)
et définit donc naturellement un élément de T ∗0 Λ.
Définition 2.7.6. Si Φ : Λ → C est une fonction holomorphe, on dira qu’une divergence in-
variante code la différentielle DΦ(0) si elle représente cette différentielle dans T ∗0 Λ. Dans le cas
d’une fonction Φ : Λ → R qui est R-différentiable, on dit qu’une divergence invariante [q] code
la différentielle DΦ(0) si pour tout [µ] ∈ T0Λ,
DΦ(0) · [µ] = <
(∫
P1
∇f [q] · [µ]
)
.
Théorème 2.7.7. Soit K un compact hyperbolique invariant, et ν une mesure de Radon in-
variante régulière de support K. Alors la divergence B(ν) code la différentielle de l’exposant de
Lyapunov de ν, DLν(0).
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Démonstration. Soit ν une mesure de Radon comme dans les hypothèses du théorème.
Il suffit de prouver le théorème pour un représentant de ∇fB(ν) : on travaillera donc avec
un représentant φ ∈ Q(Vf ∪ Z).
Rappelons quelques notations : si [µ] ∈ T0Λ est représenté par ∂ξ, où ξ est un champ de
vecteur quasiconforme, alors les valeurs de ξ (Z-normalisé) sur K ne dépendent que de [µ] et
non du choix du représentant. De plus, ξ est le champ de vecteur correspondant au mouvement
holomorphe de K :
ξ =
dhλ
dλ |λ=0
.
Si l’on note η = Df−1 · dfλdλ ∈ TfRatd la déformation infinitésimale correspondante, c’est-à-dire
η = DΦZK(0) · [µ], on a la relation suivante sur K :
η = f∗ξ − ξ,
et η est un champ de vecteur méromorphe, dont les pôles sont exactement les points critiques de
f avec la même multiplicité.
Lemme 2.7.8. Il existe un représentant q de B(ν) tel que ∇fq ∈ Q(Vf ∪ Z) et
DLν(0) · [µ] = −<
 ∑
y∈Cf∪Z
Res(q · η, y)

Démonstration. Notons que dans la preuve de ce lemme, on effectuera des calculs en coordonnées
et que le représentant exhibé (et encore moins sa construction) n’est pas nécessairement naturel.
Ce n’est pas gênant puisque la conclusion du théorème porte sur un objet qui est lui bien défini :
la divergence B(ν).
Commençons par calculer DLν(0) · [µ]. Observons que comme K est hyperbolique, pour
tout λ ∈ Λ et pour tout y ∈ K, f ′λ ◦ hλ(y) 6= 0. Donc pour tout y ∈ K, log |f ′λ ◦ hλ(y)| =
< (log f ′λ ◦ hλ(y)) est bien définie (et est indépendante du choix de la branche de logarithme
complexe, qui peut dépendre de y). De plus, on a :
d
dt
log |f ′t ◦ ht(y)| = <
(
d
dt
log f ′t ◦ ht(y)
)
= <
(
f ′′(y)
f ′(y)
ξ(y) +
f˙ ′(y)
f ′(y)
)
.
(la différentiation étant réelle).
Comme (λ, y) 7→ log |f ′λ ◦ hλ(y)| est intégrable par rapport à ν en y et analytique en λ, on
peut dériver sous l’intégrale :
DLν(0) · [µ] =
∫
K
d
dλ
log |f ′λ ◦ hλ(y)|dν(y) (2.7.2)
=
∫
K
<
(
f ′′(y)
f ′(y)
ξ(y) +
f˙ ′(y)
f ′(y)
)
dν(y). (2.7.3)
Soit q2 =
∫
K
dν(y)
(z−y)2 , Z-normalisé de manière à n’avoir comme pôles en dehors de K que 3
pôles simples en Z : q2 est un représentant de B(ν).
D’après le lemme 2.2.6,
∇fq2 =
∫
K
f ′′(y)
f ′(y)2
dν(y)
(z − f(y))dz
2 + φ2
où φ2 ∈ Q(Vf ∪ Z).
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Soit u ∈ Γ(TP1)∗ définie par :
〈u,X〉 =
∫
K
f ′′(y)
f ′(y)
X ◦ f(y)
f ′(y)
dν(y) = f∗(
f ′′
f ′
⊗ ν).
Ainsi, u est bien définie puisque K est hyperbolique, et donc ne contient pas de points critiques.
D’après la proposition 1.4.24, il existe v ∈ Γ(TP1)∗ telle que ∇fv = −u, et une différentielle
quadratique régulière q1 ∈ Q(K ∪ Vf ) telle que le support de ∂q1 − v soit contenu dans Z. En
particulier, si l’on pose q = q1 + q2, on a ∇fq ∈ Q(Vf ∪ Z) et q représente B(ν). De plus, q1 est
de la forme :
q1 =
∫
K
q1(y)dν(y)
où q1(y) ∈ Q(Vf ∪ Z ∪ {y}).
On a :
−
∑
z∈Cf∪Z
Res(q · η, z) = −
∑
z∈Cf∪Z
∫
K
Res
(
(q1(y) +
dz2
(z − y)2 ) · η, z
)
dν(y)
=
∫
K
Res(q1(y) · η, y)dν(y) +
∫
K
Res
(
dz2
(z − y)2 · η, y
)
dν(y)
=
∫
K
Res(q1(y) · (f∗ξ − ξ), y)dν(y) +
∫
K
Res
(
dz2
(z − y)2 · η, y
)
dν(y)
Par ailleurs, on a :
η(z) = η(y) + (z − y)
(
f˙ ′(y)
f ′(y)
− f˙(y)f
′′(y)
f ′(y)2
)
+O(z − y)
et donc
Res
(
dz2
(z − y)2 · η, y
)
=
f˙ ′(y)
f ′(y)
− f
′′(y)
f ′(y)2
f˙(y).
En réinjectant, on en déduit :
−
∑
z∈Cf∪Z
Res(q · η, z) = 〈v, f∗ξ − ξ〉+
∫
K
f˙ ′(y)
f ′(y)
− f
′′(y)
f ′(y)
η(y)
= 〈u, ξ〉+
∫
K
f˙ ′(y)
f ′(y)
+
f ′′
f ′
(y)ξ(y)− f
′′
f ′
(y)f∗ξ(y)dν(y)
En utilisant la définition de u, c’est-à-dire :
〈u, ξ〉 =
∫
K
f ′′
f ′
(y)f∗ξ(y)dν(y),
on a donc :
−
∑
z∈Cf∪Z
Res(q · η, z) =
∫
K
(
f ′′(y)
f ′(y)
ξ(y) +
f˙ ′(y)
f ′(y)
)
dν(y).
Le lemme est alors prouvé, au regard de l’équation 2.7.2.
Retournons maintenant à la preuve du théorème 2.7.7. D’après le lemme ci-dessus, il existe
un représentant q de B(ν) tel que ∇fq ∈ Q(Vf ∪ Z) et
DLν(0) · [µ] = −<
 ∑
y∈Cf∪Z
Res(q · η, y)
 .
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Or, si y ∈ Z, η(y) = f∗ξ(y)− ξ(y), et donc :
Res(q · η, y) = Res(q · (ξ − f∗ξ), y).
De plus, si c ∈ Cf est un point critique, et que cλ est un point critique de fλ dépendant
holomorphiquement de λ, tel que c = c0, on a :
d
dλ |λ=0
fλ(cλ) =
dfλ
dλ |λ=0
(c).
Donc :
−
∑
y∈Cf∪Z
Res(q · η, y) =
∑
y∈Cf∪Z
Res(q · (ξ − f∗ξ), y)
=
∑
y∈Vf∪Z
Res(∇fq · ξ, y)
=
∫
P1
∇fq · ∂ξ.
La dernière égalité vient de la proposition 1.1.11 et du fait que ∇fq ∈ Q(K ∪ Vf ). Pour achever
la preuve du théorème, rappelons que la quantité∫
P1
∇fq · ∂ξ
ne dépend ni du représentant q de B(ν), ni du représentant ∂ξ de [µ] ∈ T0Λ.
2.8 Sommes de Birkhoff de différentielles quadratiques
Dans cette section, nous allons nous intéresser au comportement des sommes de Birkhoff :
Snq =
1
n
∑
k≤n−1
fk∗ q
où q ∈ Q(Λf ).
L’intérêt de ces sommes vient notamment du fait que Snq converge vers 0 (dans Q(Λf )) si et
seulement si q ∈ ∇fQ(Λf ), c’est-à-dire si et seulement si q représente la forme linéaire triviale
dans T ∗0 Teich(f) (voir [Mak10]).
Ainsi, dans le cas des polynômes quadratiques, on pourrait reformuler la conjecture "pas
de champ de droite invariants" de la façon suivante : notons qc une différentielle quadratique
élémentaire ayant un pôle en c et trois pôles sur un 3-cycle de fc.
Conjecture 2.8.1. Soit c ∈ C tel que c ∈ J (fc), où fc(z) = z2 + c. Alors Snqc converge vers 0.
Nous allons étudier le comportement de Snq en l’absence de champs de droite invariants. On
montrera notamment que dans le cas où K est l’adhérence d’une orbite critique capturée par un
cycle attractif, la propriété 2.7.1 n’est pas vérifiée.
L’outil principal est le résultat suivant de théorie ergodique :
Théorème 2.8.2 (Lemme ergodique de la moyenne). Soit T : X → X un opérateur non-
dilatant d’un espace de Banach X, et Snx = 1n
∑n−1
k=0 T
kx. Il y a exactement trois possibilités
(mutuellement exclusives) :
— Snx admet une suite extraite convergeant faiblement vers 0 : alors x ∈ (Id− T )X et Snx
converge en fait vers 0 en norme
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— Snx admet une suite extraite convergeant faiblement vers y 6= 0 : alors y est un point fixe
de T et Snx converge en fait vers y en norme
— Snx n’a aucune valeur d’adhérence faible dans X.
Proposition 2.8.3. Soit q ∈ Q(Λf ). La suite ‖Snq‖ converge vers une limite l avec l ≤ ‖[q]‖T ,
la norme de [q] ∈ T ∗0 Teich(f) pour la métrique de Teichmüller.
Démonstration. Soit q ∈ Q(Λf ). Commençons par montrer que n‖Snq‖ vérifie la propriété de
sous-additivité
(n+ p)‖Sn+pq‖ ≤ n‖Snq‖+ p‖Snq‖.
ce qui implique classiquement que ‖Snq‖ converge vers son infimum. Soit n, p ∈ N. On a :
(n+ p)Sn+pq =
n+p−1∑
k=0
fk∗ q
=
n−1∑
k=0
fk∗ q + f
n
∗
p−1∑
k=0
fk∗ q
et donc, comme ‖f∗q‖ ≤ ‖q‖ pour toute différentielle quadratique intégrable q :
(n+ p)‖Sn+pq‖ ≤ n‖Snq‖+ p‖Spq‖.
Il reste maintenant à montrer que la limite de ‖Snq‖ est inférieure à la distance de q à
∇fQ(Λf ). Soit  > 0, et soit φ1, φ2 ∈ Q(Λf ) telles que q = ∇fφ1 + φ2, avec ‖φ2‖ ≤ δ + , où
δ := d(q,∇fQ(Λf )). On a :
Snq = ∇fSnφ1 + Snφ2,
et ‖∇fSnφ1‖ = O( 1n), et limn→∞ ‖Snφ2‖ ≤ ‖φ2‖. Donc :
lim
n→∞ ‖Snq‖ ≤ δ + ,
et comme  est arbitraire, on a
lim
n→∞ ‖Snq‖ ≤ δ.
Rappelons la définition suivante :
Définition 2.8.4. On appellera anneau de rotation toute composante connexe de Ωf qui est un
anneau de module fini inclus dans un anneau de Herman ou un disque de Siegel.
Si Ω ⊂ P1 est un ouvert complètement invariant par f , notons Fix(f∗,Ω) l’espace des diffé-
rentielles quadratiques invariantes par f dans Q(Ω).
Proposition 2.8.5. Soit Ω ⊂ Ωf la grande orbite d’un anneau de rotation, et q ∈ Q(Ω). Alors
Q(Ω) = Fix(f∗,Ω) ⊕∇fQ(Ω) et Snq converge vers la projection de q sur Fix(f∗) parallèlement
à ∇fQ(Ω).
Démonstration. D’après le lemme ergodique moyen, si q ∈ Q(Ω) est tel que Snq ne converge
pas vers 0, alors q /∈ ∇fQ(Ω). Par ailleurs, l’analyse faite dans la section 2.4.2.3 montre que
dimQ(Ω)/∇fQ(Ω) = 1, et l’opérateur f∗ : Q(Ω) → Ω admet exactement une droite de vecteur
propre. Donc Q(Ω) = Fix(f∗,Ω) ⊕ ∇fQ(Ω) et le reste est une application directe du lemme
ergodique de la moyenne.
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Proposition 2.8.6. Soit Ω ⊂ Ωf l’intersection de Ωf et de la grande orbite du bassin d’attraction
d’un cycle attractif, superattractif ou parabolique, et q ∈ Q(Ω). Alors ou bien q ∈ ∇fQ(Ω) et
Snq converge vers 0, ou bien Snq n’a aucune valeur d’adhérence faible dans Q(Ω). Dans le second
cas, la suite de mesures |Snq| converge faiblement-* vers une somme de diracs équidistribués le
long du cycle, de masse totale |[q]|T .
Démonstration. Supposons que q ∈ Q(Ω) et q /∈ ∇fQ(Ω). Alors Snq ne converge pas vers 0, et
comme f∗ : Q(Ω)→ Q(Ω) n’a pas de points fixes non nuls, la suite de différentielles quadratiques
Snq n’a aucune valeur d’adhérence faible dans Q(Ω) d’après le lemme ergodique moyen.
Cependant, par compacité faible-*, la suite de mesures |Snq| admet au moins une valeur
d’adhérence, que l’on notera ν. Cette valeur d’adhérence ne peut pas être nulle, et est une
mesure de Radon invariante, de support inclus dans l’adhérence Ω. Comme tout point du bassin
d’attraction converge vers le cycle, le support de ν est en fait inclus dans le cycle lui-même et
la frontière du bassin, qui est incluse dans l’ensemble de Julia J . Or ν ne peut pas charger
l’ensemble de Julia : en effet, pour n’importe quel ensemble A ⊂ P1 tel que f−1(A) ⊂ A, la suite∫
A |Snq| est décroissante, donc converge vers ν(A) et est majorée par∫
A
Sn|q| = 1
n
∑
k≤n−1
∫
f−n(A)
|q|.
Soit U un ouvert de Ω tel que f−1(U) ⊂ U (on peut par exemple construire un tel ouvert en
prenant un domaine fondamental D, et en posant U =
∑
n≥0 f
−n(D)). Posons A = (P1−Ω)∪U :
alors A est un voisinage de la frontière ∂Ω. De plus, la suite
∫
f−n(A) |q| converge vers 0. Donc
ν(A) = 0 et donc ν(∂Ω) = ν(J (f)) = 0.
Ceci prouve que ν est une mesure supportée par le cycle et invariante, donc elle ne peut
qu’être une somme de diracs équidistribuée le long du cycle. Par ailleurs, la masse totale de |Snq|
décroit, donc elle converge, et donc ne dépend pas de la suite extraite. Donc la suite de mesures
|Snq| n’a qu’une valeur d’adhérence faible-*, donc converge.
Corollaire 2.8.1. Supposons que f n’ait pas de champ de droites invariant. Alors pour tout
q ∈ Q(Λf ), la suite de mesures |Snq| converge faiblement-* vers une mesure de Radon invariante,
qui ne dépend que de la classe de q dans Q(Λf )/∇fQ(Ω), et de masse totale inférieure à ‖[q]‖T .
Démonstration. Comme f n’a pas de champ de droites invariants, il n’y a pas de différentielles
quadratiques invariantes intégrables supportées par son ensemble de Julia J (f). Il suffit alors
d’appliquer les propositions ci-dessus.
58 Espaces de déformation d’Epstein et de Teichmüller
Chapitre 3
Domaine errant en dimension
supérieure
Le but de ce chapitre est de prouver le théorème 3.1.2, qui fournit une famille d’exemples
d’endomorphismes polynômiaux de C2 ayant un domaine errant (voir [ABD+14]). On rappelle
qu’en dimension complexe un, le théorème de non-errance de Sullivan (théorème 2.4.28) affirme
qu’une fraction rationnelle ne peut pas avoir de domaines errants. Le théorème 3.1.2 montre donc
que la situation est différente en dimension supérieure.
3.1 Généralités
3.1.1 Énoncé
Le résultat principal du chapitre est :
Théorème 3.1.1. Il existe des polynômes de la forme f(z) = z + z2 + O(z3) tel que pour tout
polynôme g de la forme g(w) = w − w2 +O(w3), le produit fibré
P (z, w) =
(
f(z) +
pi2
4
w, g(w)
)
ait un domaine errant, qui s’accumule sur la droite invariante {w = 0}.
En particulier, on peut choisir le polynôme g de sorte qu’il ait le même degré que celui de f .
Alors P se prolonge holomorphiquement en une application sur P2(C). De plus, on fournira une
famille d’exemples à coefficients réels dont le domaine errant intersecte R2. Enfin, notons qu’il
s’agit du premier exemple de domaine errant d’orbite bornée : en effet, la question de trouver un
exemple de fonction transcendante entière ayant un domaine errant d’orbite bornée est ouverte.
Plus précisément, la condition requise sur f est que son application de Lavaurs de phase 0,
noté Lf , ait un point fixe attractif. L’application de Lavaurs sera définie précisément dans la
section 3.2. Pour l’instant, précisons seulement qu’il s’agit d’une application holomorphe trans-
cendante Lf : Bf → C définie sur le bassin parabolique de f . On associera canoniquement une
telle application Lf à tout polynôme f de la forme f(z) = z + z2 + O(z3), et l’application Lf
dépendra holomorphiquement de f .
L’énoncé complet du théorème précédent est donc :
Théorème 3.1.2. Soit un polynôme de la forme f(z) = z + z2 + O(z3) dont l’application de
Lavaurs de phase 0 a un point fixe attractif. Alors pour tout polynôme g de la forme g(w) =
w − w2 +O(w3), le produit fibré
P (z, w) =
(
f(z) +
pi2
4
w, g(w)
)
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Figure 3.0.1 – Un domaine errant pour la fonction transcendente z 7→ z−sin(z)+2pi. L’ensemble
de Julia est la frontière entre la partie jaune et la partie noire. L’orbite d’un point du domaine
errant est représentée en blanc.
a un domaine errant, qui s’accumule sur la droite invariante {w = 0}.
Nous verrons dans la section 3.2 comment construire des polynômes f : C→ C dont l’appli-
cation de Lavaurs vérifie cette condition, qui n’est donc pas vide. Plus précisément, on montrera :
Proposition 3.1.3. Il existe des polynômes de la forme f(z) = z+z2 +O(z3) dont l’application
de Lavaurs a un point fixe attractif, dans chacune des deux familles suivantes :
— fa(z) = z + z2 + az3, avec a ∈ C
— fb(z) = z + z2 + bz4, avec b ∈ R
De plus, dans la seconde famille, le point attractif que l’on construira sera réel.
3.1.2 Stratégie
Le mécanisme à la base de la construction est le suivant : on veut construire un produit fibré
P (z, w) tel qu’il existe une suite extraite d’itérées Pmk qui converge sur un ouvert U vers un
point limite (zˆ, 0) non prépériodique.
Proposition 3.1.4. Supposons qu’il existe un ouvert U et une suite d’entiers mk →∞ tels que
Pmk converge sur U vers un point (zˆ, 0) non prépériodique. Alors P a un domaine errant.
Démonstration. On peut supposer que l’ouvert U est connexe, quitte à le restreindre. Commen-
çons par prouver que U est dans l’ensemble de Fatou. Par normalité, il suffit de prouver que
la famille totale des itérées {Pn, n ∈ N} est bornée (uniformément en n) sur U . Ceci vient du
fait que l’infini est (super)attractif pour P et donc si une orbite de P est non bornée, alors elle
converge vers l’infini. Or l’existence d’une valeur d’adhérence finie (zˆ, 0) empêche ce comporte-
ment.
Soit donc Ω0 la composante de Fatou dans laquelle U est inclus, et pour i ∈ N, posons
Ωi = P
i(Ω0). Il s’agit de montrer que si i 6= j, alors Ωi 6= Ωj . Remarquons que si Pmk converge
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Figure 3.1.1 – Projection sur la droite {w = 0} d’une orbite (en noir) dans un domaine errant.
Le point de départ est dessiné en bleu, en haut à droite. Les points rouges forment l’ensemble
ω-limite de l’orbite (on verra que ce sont exactement l’union des points fixes attractifs de Lf et
de {0}). Les points verts correspondent aux points d’une suite extraite convergente.
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w
z
(0, 0)
U
f
Pm1Pm2
(zˆ, 0)
Figure 3.1.2 – Schéma de la dynamique de P pour (z, w) ∈ C×Bg. Chaque boîte est un ouvert
de C2 inclus dans une composante de Fatou différente.
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Figure 3.1.3 – Illustration du théorème 3.1.5 pour f(z) = z + z2 + 0.95z3 et g(w) = w − w2.
Le bassin parabolique Bf est coloré en gris. Il est invariant par f , mais pas par fw := f + pi24 w
pour w 6= 0. L’application de Lavaurs Lf est définie sur Bf . Les points z0 = −0.05 + 0.9i
et leurs images Lf (z0) sont indiqués. Les autres points sont les points zk qui sont définis par
P ◦k(z0, wn2
)
=
(
zk, wn2+k
)
pour 1 ≤ k ≤ 2n + 1 et wm = g◦m(1/2). Si n est assez grand, les
points z2n+1 sont proches de Lf (z0). A gauche : n = 5, il y a 11 points rouges. A droite : n = 10,
il y a 21 points bleu.
vers (zˆ, 0) sur U , alors Pmk converge en fait vers (zˆ, 0) sur Ω0 tout entier : en effet, par le
théorème d’Arzela-Ascoli, Pmk admet au moins une valeur d’adhérence en tant que suite de
fonctions holomorphes sur Ω0. De plus, toute valeur d’adhérence de cette suite est une fonction
holomorphe sur Ω0, coïncidant avec la fonction constante égale à (zˆ, 0) sur U , donc en fait Pmk
converge vers la fonction constante égale à (zˆ, 0) sur tout Ω0.
Par conséquent, pour tout i ∈ N, la suite Pmk converge sur Ωi vers P i(zˆ, 0) = (f i(zˆ), 0). Or,
comme (zˆ, 0) est supposé avoir une orbite infinie, on a donc que si i 6= j, P i(zˆ, 0) 6= P j(zˆ, 0), et
donc Ωi 6= Ωj .
Ceci prouve bien que la suite de composantes (Ωn)n∈N = (Pn(Ω0))n∈N est errante.
La stratégie pour réaliser un produit fibré ayant cette propriété est d’adapter une technique
de dynamique classique en une variable, l’implosion parabolique. Le point clé de la construction
est fourni par la proposition suivante :
Théorème 3.1.5 (théorème clé). Lorsque n→∞, la suite d’applications
C2 3 (z, w) 7→ P ◦2n+1(z, g◦n2(w)) ∈ C2
converge localement uniformément dans Bf × Bg vers l’application
Bf × Bg 3 (z, w) 7→
(Lf (z), 0) ∈ C× {0}.
La démonstration est plutôt technique et calculatoire, et fera l’objet de la section 3.5. Elle
nécessitera la construction de coordonnées adaptées, les coordonnées de Fatou approchées, que
l’on définira dans la section 3.4.
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Nous allons maintenant prouver le résultat principal 3.1.2 à partir du théorème clé 3.1.5.
Démonstration du théorème 3.1.2. On suppose ici que le théorème 3.1.5 est démontré, et que f, g
sont des polynômes comme dans l’énoncé du théorème 3.1.2.
Soit ξ ∈ Bf un point fixe attractif de l’application de Lavaurs Lf . Soit V un disque centré en
ξ, choisi de telle façon à ce que Lf (V ) soit relativement compact dans V . Alors L◦kf (V ) converge
vers ξ quand k →∞. Soit W b Bg un disque arbitraire.
Notons pi1 : C2 → C la projection sur la première coordonnée, c’est-à-dire pi1(z, w) := z.
D’après le théorème 3.1.5, il existe n0 ∈ N tel que pour tout n ≥ n0,
pi1 ◦ P ◦(2n+1)(V × g◦n2(W )) b V.
Soit U une composante connexe de l’ouvert P−n20
(
V × g◦n20(W )).
Au vu de la proposition 3.1.4, il suffit de prouver le lemme suivant :
Lemme 3.1.6. La suite (P ◦n2)n≥0 converge localement uniformément vers (ξ, 0) sur U .
Démonstration du lemme 3.1.6. Une récurrence facile montre que pour tout entier n ≥ n0,
P ◦n
2
(U) ⊆ V × g◦n2(W ). (3.1.1)
En effet, ceci est vrai par définition pour n = n0. Supposons maintenant que l’inclusion est vraie
pour n ≥ n0. Alors
pi1 ◦ P ◦(n+1)2(U) = pi1 ◦ P ◦(2n+1)
(
P ◦n
2
(U)
)
⊂ pi1 ◦ P ◦(2n+1)
(
V × g◦n2(W )
)
⊂ V,
d’où l’on déduit (3.1.1).
Par conséquent, la suite (P ◦n2)n≥0 est uniformément bornée, et donc normale, sur U . Par
ailleurs, toute valeur d’adhérence de cette suite de fonctions est de la forme (z, 0) pour un certain
z ∈ V . De plus, (z, 0) est une valeur limite (associée à une suite extraite (nk)) si et seulement si(Lf (z), 0) est une valeur limite (associée à la suite extraite (1 + nk)). On en déduit que l’ensemble
des valeurs d’adhérence est totalement invariant par Lf : V → V , et doit donc être réduit au
point attractif ξ de Lf , ce qui achève la preuve.
3.2 Dynamique parabolique en une variable
Nous allons effectuer dans cette section un aperçu de la théorie classique de la dynamique
parabolique locale en une variable, et notamment de l’implosion parabolique. Dans un souci de
simplicité, et comme ce sera suffisant pour prouver le théorème 3.1.2, nous nous restreindrons au
cas d’un polynôme avec un point fixe parabolique simple.
Dans le reste de cette section, f : C→ C est un polynôme de la forme
f(z) = z + a2z
2 + a3z
3 +O(z4) avec a2 ∈ C \ {0}.
Dans la coordonnée Z = −1/(a2z), l’expression de f devient
F (Z) = Z + 1 +
b
Z
+O
(
1
Z2
)
avec b = 1− a3
a22
.
Choisissons R > 0 suffisamment grand pour que F soit univalente sur C\D(0, R), et que l’on ait
sup
|Z|>R
∣∣F (Z)− Z − 1∣∣ < 1
10
, sup
|Z|>R
∣∣F ′(Z)− 1∣∣ < 1
10
. (3.2.1)
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Notons HR le demi-plan droit HR :=
{
Z ∈ C ; <(Z) > R} et −HR le demi-plan gauche
correspondant.
Enfin, notons log : C \R− → C la branche principale du logarithme.
3.2.1 Coordonnée de Fatou attractive
Lorsque <(Z)→ +∞,
F (Z)− b log(F (Z)) = Z + 1 + b
Z
+O
(
1
Z2
)
− b log
(
Z + 1 +
b
Z
+O
(
1
Z2
))
= Z − b logZ + 1 +O
(
1
Z2
)
.
L’application F est univalente sur le demi-plan droit HR et pour Z ∈ HR, on a :
F ◦m(Z)− b log(F ◦m(Z)) = Z − b logZ +m+O(1) quand m→ +∞.
Il s’ensuit que la suite d’applications univalentes
HR 3 Z 7−→ F ◦m(Z)−m− b logm ∈ C
est normale et converge localement uniformément vers une application univalente ΦF : HR → C
vérifiant
ΦF ◦ F = T1 ◦ ΦF avec T1(Z) = Z + 1.
De plus,
ΦF (Z) = Z − b logZ + o(1) quand <(Z)→ +∞.
En transférant ceci à la coordonnée initiale, on voit que la suite d’applications Bf → C définies
par
z 7−→ − 1
a2 · f◦m(z) −m− b logm (3.2.2)
converge localement uniformément vers une coordonnée de Fatou attractive φf : Bf → C qui
semi-conjugue f : Bf → Bf à T1 : C→ C, c’est-à-dire que φf ◦ f = T1 ◦ φf , et qui vérifie
φf (z) = − 1
a2z
− b log
(
− 1
a2z
)
+ o(1) quand <(−1/z)→ +∞.
La restriction de φf au pétale attractif
P attf :=
{
z ∈ C ; <
(
− 1
a2z
)
> R
}
coïncide avec z 7→ ΦF
(−1/(a2z)), donc est univalente.
De plus, la convergence dans (3.2.2) est localement uniforme par rapport à f dans l’ouvert
B = {(f, z), z ∈ Bf}, ce qui prouve le résultat suivant :
Proposition 3.2.1. L’application φf dépend holomorphiquement de f .
La figure 3.2.1 (appelée l’échiquier parabolique de f), illustre le comportement de la coordon-
née de Fatou attractive prolongée à tout Bf pour f1(z) = z+ z2 + z3 qui a deux points critiques
c± := (−1± i√2)/3. Le bassin parabolique Bf est coloré de la façon suivante :
— bleu si =(φf (z)) > =(φf (c+)),
— rouge si =(φf (z)) < =(φf (c−)),
— vert si =(φf (c−)) < =(φf (z)) < =(φf (c+)).
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Figure 3.2.1 – A gauche : le bassin parabolique Bf . La coordonnée de Fatou attractive φf est
univalente sur chaque case. Elle envoie chaque case bleue sur un demi-plan supérieur, chaque
case rouge sur un demi-plan inférieur et chaque case verte sur une bande horizontale. Le point
parabolique 0 et les points critiques c± sont représentés. A droite : l’image de φf . Les points
φf (c
±) sont représentés.
3.2.2 Coordonnée de Fatou répulsive
Lorsque <(Z)→ −∞,
F
(
Z + b log(−Z)) = Z + b log(−Z) + 1 + b
Z + b log(−Z) +O
(
1
Z2
)
= (Z + 1) + b log(−Z − 1) +O
(
1
Z2
)
.
Il s’ensuit que si R > 0 est suffisamment grand et <(Z) < −R, alors
F ◦m
(
(Z −m) + b log(m− Z)) = O(1) quand m→ +∞.
Si c’est le cas, la suite d’applications univalentes
−HR 3 Z 7−→ F ◦m(Z −m+ b logm) ∈ C
converge localement uniformément vers une application ΨF : −HR → C vérifiant
ΨF ◦ T1 = F ◦ΨF .
De plus,
ΨF (Z) = Z + b log(−Z) + o(1) quand <(Z)→ −∞.
En transférant ceci à la coordonnée initiale, on voit que
C 3 Z 7−→ f◦m
(
− 1
a2 · (Z −m+ b logm)
)
∈ C (3.2.3)
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converge localement uniformément vers une paramétrisation de Fatou répulsive ψf : C → C qui
semi-conjugue T1 : C→ C à f : C→ C, c’est-à-dire que ψf ◦ T1 = f ◦ ψf , et qui vérifie
− 1
ψf (Z)
= Z + b log(−Z) + o(1) quand <(Z)→ −∞.
La restriction de ψf au demi-plan gauche −HR coïncide avec Z 7→ −1/
(
a2ΨF (Z)
)
, et est donc
univalente. L’image P repf := ψf (−HR) est appelée un pétale répulsif.
La preuve de la proposition suivante est similaire au cas attractif (voir [BÉE13], section 5
pour les détails).
Proposition 3.2.2. L’application ψf dépend holomorphiquement de f .
3.2.3 Application de Lavaurs
Pour σ ∈ C, l’application de Lavaurs de phase σ est l’application
Lf,σ := ψf ◦ Tσ ◦ φf : Bf → C avec Tσ(Z) = Z + σ.
Pour la preuve du théorème 3.1.2, nous aurons seulement besoin de l’application de Lavaurs
Lf := Lf,0 := ψf ◦φf de phase 0. L’intérêt des applications de Lavaurs vient du résultat suivant,
dû à Pierre Lavaurs (voir [Lav89]) :
Théorème 3.2.3 (Lavaurs). Soit f : C → C un polynôme de la forme f(z) = z + z2 + O(z3)
lorsque z → 0. Pour ε ∈ C, posons fε(z) := f(z) + ε2. Soit (εn)n≥0 une suite de nombres
complexes et (mn)n≥0 une suite d’entiers, telles que
pi
εn
−mn → σ ∈ C quand n→ +∞.
Alors la suite de polynômes f◦mnεn converge localement uniformément sur Bf vers Lf,σ.
Il sera également intéressant de considérer l’application
Ef := φf ◦ ψf : Uf → C avec Uf := ψ−1f (Bf ).
La paramétrisation répulsive ψf semi-conjugue Ef : Uf → C à Lf : Bf → C.
Les propositions 3.2.1 et 3.2.2 impliquent que Ef etLf dépendent analytiquement de f :
Proposition 3.2.4. Les applications Ef et Lf dépendent holomorphiquement de f .
Notons que Ef commute avec T1 :
Ef ◦ T1 = φf ◦ ψf ◦ T1 = φf ◦ f ◦ ψf = T1 ◦ φf ◦ ψf = T1 ◦ Ef .
Donc, le revêtement universel exp : C 3 Z 7−→ e2piiZ ∈ C \ {0} semi-conjugue Ef : Uf → C à une
application
ef : Uf → C \ {0} avec Uf := exp(Uf ) ⊂ C \ {0}.
L’application ef a des singularités effaçables en 0 et ∞, et se prolonge donc en une application
ef : Ûf → P1, où Ûf := Uf ∪ {0,∞} ⊂ P1. L’application ef : Ûf → Ĉ est appelée l’application
de corne associée à f . Comme l’a observé Adam Epstein dans sa thèse [Eps93], cette application
de corne est une application de type fini (voir la définition 3.2.5 ci-dessous).
La figure 3.2.2 illustrate le comportement de l’application Ef pour f(z) = z + z2 + z3.
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Figure 3.2.2 – Comportement de l’application Ef pour f(z) = z+z2 +z3. Le domaine Uf a deux
composantes connexes, l’une contenant un demi-plan supérieur et l’autre un demi-plan inférieur.
Le domaine est divisé en cases selon le comportement de Ef . La restriction de Ef à chaque case
est univalente. L’image des cases bleues est le demi-plan supérieur bleu à droite. L’image des
cases rouges est le demi-plan inférieur rouge à droite. L’image des cases vertes est la bande verte
horizontale à droite.
3.2.4 Applications de type fini
Soit h : W → X une application analytique entre variétés complexes de dimension un,
éventuellement non connexes. On dit que x ∈ X est une valeur régulière pour h si pour un
certain voisinage U de x, h|V : V → U est un homéomorphisme pour chaque composante V de
h−1(U), et une valeur singulière pour h sinon. Notons que l’ensemble S(h) des valeurs singulières
est fermé. Rappelons que w ∈W est un point critique si la dérivée de h en w est nulle, et qu’alors
h(w) ∈ X est une valeur critique. On dit que x ∈ X est une valeur asymptotique si h tend vers
x le long d’un chemin sortant de tout compact de W . On montre à l’aide d’outils élémentaires
de théorie des revêtements que l’union des valeurs critiques et des valeurs asymptotiques est
dense dans S(h). En particulier, tout point isolé de S(h) est une valeur critique ou une valeur
asymptotique.
Définition 3.2.5. Une application holomorphe h : W → X entre variété complexes de dimension
1 est dite de type fini si
— h n’est nulle part localement constante,
— h n’a pas de singularités effaçables isolées,
— X est une union finie de surfaces de Riemann compactes, et
— S(h) est finie.
Si h : W → X est une application de type fini avec W ⊆ X, on dit que h est une application
de type fini sur X.
Soit f : P1 → P1 un polynôme, et soit φf : Bf → C une coordonnée de Fatou attractive
définie sur le bassin parabolique d’un point fixe de f de multiplicateur 1 et soit ψf : C→ P1 une
paramétrisation de Fatou répulsive associée. Posons
Ef = φf ◦ ψf : Uf → C avec Uf = (ψf )−1(Bf ).
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Enfin, posons Ûf = exp(Uf ) ∪ {0,∞} et soit ef : Ûf → Ĉ défini par
exp ◦Ef = ef ◦ exp .
Le résultat suivant est énoncé dans [BÉE13], Proposition 7.3.
Proposition 3.2.6. L’application ef : Ûf → P1 est une application de type fini sur P1. Ses
valeurs singulières sont :
— 0 et ∞, qui sont des valeurs asymptotiques de ef , et
— les images par exp ◦φf des orbites critiques de f contenues dans Bf , qui sont les valeurs
critiques de ef .
3.3 Applications de Lavaurs avec un point fixe attractif
Le but de cette section est de construire des polynômes f : C → C dont l’application de
Lavaurs a un point fixe attractif. Ainsi, on aura prouvé que la condition du théorème 3.1.2 n’est
pas vide.
3.3.1 Exemples cubiques
Dans cette partie, nous allons construire la première de deux familles de polynômes f dont
l’application de Lavaurs a des points attractifs. Ici, la famille en question sera de degré 3, soit le
plus petit degré possible (l’application de Lavaurs de z 7→ z + z2 ne convenant pas). Soit a ∈ C,
et soit fa : C→ C le polynôme cubique défini par
fa(z) = z + z
2 + az3.
Nous allons prouver que si r > 0 est suffisamment proche de 0 et a ∈ D(1−r, r), alors l’application
de Lavaurs Lfa : Bf → C a un point fixe attractif. Remarquons que comme Lfa commute avec
fa, il y a alors une infinité de tels points fixes.
Posons
Ua := ψ−1fa (Bfa), Ea := φfa ◦ ψfa : Ua → C.
C’est un ouvert qui contient un demi-plan supérieur et un demi-plan inférieur. Remarquons que
ψfa : Ua → Bfa semi-conjugue Ea à Lfa . Comme ψfa est univalente dans un demi-plan gauche, il
suffit de prouver que Ea a un point fixe attractif dont la partie réelle est arbitrairement proche
de −∞. Comme Ea commute avec la translation de 1, il suffit de prouver que Ea : Ua → C a un
point fixe attractif.
l’ouvert Ua est invariant par T1 et l’application Ea commute avec T1. L’ensemble
U := {(a, Z) ∈ C× C ; Z ∈ Ua}
est un ouvert de C2 et l’application
E : U 3 (a, Z) 7→ Ea(Z) ∈ C
est analytique. Le revêtement universel
exp : C 3 Z 7→ e2piiZ ∈ C \ {0}
semi-conjugue Ea à une application
ea : Ua → C \ {0} avec Ua := exp(Ua) ⊂ C \ {0}.
L’ouvert Ua est un voisinage de 0 et∞ dans C\{0}. L’application ea a des singularités effaçables
0 et ∞, voir la preuve du lemme 3.3.1 ci-dessous, et se prolonge donc en une application ea :
Ûa → P1, où Ûa := Ua ∪ {0,∞} ⊂ P1. On pose
Û :=
{
(a, z) ∈ C× P1 ; z ∈ Ûa
}
.
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Figure 3.3.1 – Comportement de Lf pour f(z) = z+z2+0.95z3. A gauche : l’ensemble des points
z ∈ Bf dont l’image par Lf reste dans Bf . La restriction de Lf au domaine blanc borné est un
revêtement de C\Bf . A droite : l’application de Lavaurs Lf a deux ensembles complexe conjugués
de points fixes. Les points fixes de Lf sont indiqués en rouge et leurs bassins d’attraction en bleu
(pour l’un de ces points fixes, et en vert pour les autres).
Lemme 3.3.1. Les points 0 et ∞ dans P1 sont des points fixes de ea : Ûa → P1. Ces deux points
fixes ont un multiplicateur égal à e2pi2(1−a).
Démonstration. Lorsque =(Z)→ +∞, on a :
− 1
ψfa(Z)
= Z + (1− a) log(−Z) + o(1)
où log est la branche principale du logarithme. Remarquons que log(−Z) = log(Z) − pii as
=(Z)→ +∞. Donc,
Ea(Z) = φfa ◦ ψfa(Z) = Z + (1− a) log(−Z) + o(1)
− (1− a) log(Z + (1− a) log(−Z) + o(1))+ o(1)
= Z + (1− a) log(Z)− pii(1− a)− (1− a) log(Z) + o(1)
= Z − pii(1− a) + o(1).
Par conséquent, comme z = exp(Z)→ 0, on a :
ea(z) = e
2piiZ · e2pi2(1−a)+o(1) = e2pi2(1−a)z · (1 + o(1)),
d’où l’on déduit que 0 est un point fixe de ea de multiplicateur e2pi
2(1−a). Un argument similaire
prouve que ∞ est aussi un point fixe de ea de multiplicateur e2pi2(1−a).
En particulier, on voit que pour a = 1, l’application e1 a des points fixes multiples en 0 et
∞.
Lemme 3.3.2. La multiplicité de 0 et ∞ comme points fixes de e1 est 2.
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Démonstration. L’application e1 : Û1 → P1 est une application de type fini dans le sens d’Epstein
(voir la section 3.2.4). Donc chaque pétale attractif en 0 ou en∞ doit capturer une orbite infinie
d’une valeur singulière de e1. En effet, si ce n’était pas le cas, la composante B du bassin immédiat
contenant ce pétale éviterait les valeurs singulières de e1. La restriction e1 : B → B serait alors
un revêtement et la coordonnée de Fatou attractive correspondante s’étendrait en un revêtement
φ : B → C. Ceci forcerait B à être isomorphe à C, ce qui est impossible puisque B est inclus
dans C \ {0}.
D’après la proposition 3.2.6, l’application de type fini e1 admet exactement deux valeurs
critiques (les images des valeurs critiques de f1 par l’application exp ◦φf1) et deux valeurs sin-
gulières fixes qui sont respectivement 0 et ∞. Il s’ensuit que le nombre de pétales attractifs en 0
plus le nombre de pétales attractifs en ∞ est au plus 2. Donc ce nombre doit être égal à 2, d’où
le résultat.
Lorsque l’on perturbe a proche de 1, le point fixe multiple en 0 se scinde en une paire
de points fixes de ea : l’un en 0 avec multiplicateur e2pi
2(1−a) et un autre que l’on note ξ(a),
avec multiplicateur ρ(a). Nous allons utiliser un calcul classique de résidus pour estimer ce
multiplicateur. Soit γ un petit lacet autour de 0. La formule de Cauchy donne :
1
1− e2pi2(1−a) +
1
1− ρ(a) =
1
2pii
∫
γ
dz
z − ea(z) −→a→1
1
2pii
∫
γ
dz
z − e1(z) ∈ C.
On en déduit :
1
1− ρ(a) =
1
2pi2(1− a) +O(1) quand a→ 1.
Observons maintenant que
ρ(a) ∈ D ⇐⇒ <
(
1
1− ρ(a)
)
>
1
2
,
et de même,
a ∈ D(1− r, r) ⇐⇒ <
(
1
2pi2(1− a)
)
>
1
4pi2r
.
Par conséquent, lorsque r > 0 est suffisamment proche de 0 et a ∈ D(1− r, 1), on en déduit que∣∣ρ(a)∣∣ < 1, donc ξ(a) est un point fixe attractif.
Soit finalement Z(a) une préimage de ξ(a) par exp, c’est-à-dire exp
(
Z(a)
)
= ξ(a). Alors pour
a suffisamment proche de 1, Z(a) est un point fixe de Ea. En effet, remarquons que Ea
(
Z(a)
)−Z(a)
est un entier qui ne dépend pas du choix de préimage Z(a). Donc, il suffit de prouver que
lim
a→1
Ea
(
Z(a)
)− Z(a) = 0.
Nous allons le voir de la manière suivante. La fonction Ea − Id est périodique de période 1, donc
est de la forme ua ◦ exp pour un certaine fonction ua : Ûa → C. La fonction
u : Û 3 (a, z) 7−→ ua(z) ∈ C
est analytique, donc continue. Donc,
lim
a→1
Ea
(
Z(a)
)− Z(a) = lim
a→1
u
(
a, ξ(a)
)
= u(1, 0) = lim
=(Z)→+∞
E1(Z)− Z = 0.
La dernière égalité vient du lemme 3.3.1. Ceci prouve que pour a suffisamment proche de 1, Z(a)
est un point fixe de Ea de multiplicateur ρ(a), ce qui achève la preuve de la première partie de
la proposition 3.1.3.
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3.3.2 Exemples réels
Dans cette section, nous allons prouver la deuxième partie de la proposition 3.1.3, à savoir
l’existence de polynômes dans la famille fb(z) := z+ z2 + bz4 dont l’application de Lavaurs a un
point fixe attractif réel.
Plus précisément, nous allons chercher un paramètre b ∈ (−8/27, 0) tel que l’application de
Lavaurs Lfb ait un point fixe critique dans R ∩ Bfb .
Étant donnée la construction du domaine errant, ceci impliquera que le produit fibré associé
a une composante de Fatou errante qui intersecte R2.
Schéma de la preuve. Posons
b := −1 + 2c
4c3
avec c ∈ [−3/2,−1/2], fc(z) := z + z2 − 1 + 2c
4c3
z4.
Lorsque c décrit l’intervalle (−3/2,−3/4), le paramètre correspondant b décroit de −4/27 à
−8/27 et quand c croit de −3/4 à −1/2, le paramètre b croît de −8/27 à 0. Le point c est un
point critique du polynôe fc. Par conséquent,
degc φfc = degc T1 ◦ φfc = degc φfc ◦ fc = (degfc(c) φfc) · (degc fc) ≥ 2.
Donc, c est un point critique de φfc , et donc un point critique de Lfc .
Fait 1 : lorsque c ∈ (−3/2,−1/2], le point critique c appartient au bassin parabolique Bfc .
Fait 2 : la fonction L : (−3/2,−1/2]→ R définie par L(c) := Lfc(c) est continue.
Fait 3 : L(−1/2) > 0.
Fait 4 : il existe une suite cn convergeant vers −3/2 avec L(cn) < cn.
Ces quatre faits sont suffisants pour prouver la proposition. En effet, la fonction c 7→ L(c)− c
prend une valeur strictement positive en c = −1/2 et prend des valeurs strictement négatives
arbitrairement proche de −3/2. Comme elle est continue, on déduit du théorème des valeurs
intermédiaires qu’elle s’annule en au moins un point de (−3/2,−1/2).
Une expérience numérique suggère que la fonction L(c) − c s’annule pour une valeur de c
proche de −0.586. Ainsi, pour
f(z) = z + z2 − 0.2136z4
l’application de Lavaurs Lf : Bf → C a un point fixe (super)attractif.
Démonstration du fait 1. Il suffit de montrer que z < fc(z) ≤ 0 pour z ∈ [c, 0). En effet, si ce
n’est pas le cas, la suite (fnc (c))n≥0 reste dans [c, 0) et est décroissante, donc elle doit converger
vers le seul point fixe dans [c, 0], c’est-à-dire le point fixe parabolique 0.
Pour voir que fc − Id > 0 sur [c, 0), remarquons que si c ∈ [−3/2,−1/2], alors b ∈ [−8/27, 0]
et si z ∈ [c, 0), alors
1 + bz2 ≥ 1 + bc2 = 1
2
− 1
4c
≥ 1
2
+
1
4
· 2
3
=
2
3
.
Donc :
fc(z)− z = z2 + bz4 = z2 · (1 + bz2) ≥ 2
3
z2 > 0.
Pour voir que fc ≤ 0 sur [c, 0), il suffit de prouver que g(z) := 1 + z + bz3 ≥ 0 sur [c, 0).
Comme précédemment, si c ∈ [−3/2,−1/2] et z ∈ [c, 0), on a :
g′(z) = 1 + 3bz2 ≥ 1 + 3bc2 = −1
2
− 3
4c
≥ −1
2
+
3
4
· 2
3
= 0.
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Figure 3.3.2 – Le graphe de la fonction L : (−32 ,−12)→ R, qui intersecte la diagonale. Quand
c tend vers −32 , L(c) accumule tout l’intervalle f(R) = (−∞, x] avec x := 2716 + 98
√
3 ' 3.63.
Chaque intersection avec la diagonale correspond à un paramètre c ∈ R pour lequel l’application
de Lavaurs Lfc a un point fixe superattractif.
Donc, g est croissante sur [c, 0) et comme
g(c) = 1 + c+ bc3 =
3
4
+
1
2
c ≥ 0.
la preuve du fait 1 est achevée.
Démonstration du fait 2. Pour c ∈ C \ 0 on peut considérer la coordonnée de Fatou attractive
φfc et la paramétrisation de Fatou répulsive ψfc de fc (normalisée avec la même convention que
dans la section 3.2). Les formules (3.2.2) et (3.2.3) définissant φfc et ψfc comme limites montrent
que φfc et ψfc prennent des valeurs réelles sur l’axe réel. Posons
B := {(c, z) ∈ (C \ {0})× C ; z ∈ Bfc}.
Les propositions 3.2.1 et 3.2.2 impliquent que
B 3 (c, z) 7→ φfc(z) ∈ C,
(
C \ {0})× C 3 (c, Z) 7→ ψfc(z) ∈ C
sont continues, ainsi que leur composition
L : B 3 (c, z) 7→ ψfc ◦ φfc(z).
Par ailleurs, pour c ∈ (−3/2, 1/2], le point (c, c) appartient à B et donc on en déduit que la
fonction L : c 7→ L(c, c) est continue sur (−3/2,−1/2].
Démonstration du fait 3. Soit c = −1/2, de sorte que f := f−1/2 est le polynôme quadratique
z 7→ z+z2. La paramétrisation de Fatou répulsive envoie les réels suffisamment proche de −∞ sur
des points de R+ qui sont proches de 0. Comme f(R+) = R+ et comme ψf (z) = f◦m ◦ψf (z−m)
pour tout m ≥ 0, on voit que ψf (R) = R+. Par conséquent, L(−1/2) = ψf ◦ φf (−1/2) > 0.
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Démonstration du fait 4. Commençons par étudier le comportement de φfc(c) lorsque c est
proche de −3/2. Posons c = −32 + t. On calcule :
fc(c) =
3
4
c+
1
2
c2 = −3
4
t+O(t2).
Soit Φ(c) := φfc(c). Alors le développement asymptotique de φfc (voir section 3.2.1) en 0 donne :
Φ(c) = φfc ◦ fc(c)− 1 =
4
3t
− log
(
4
3t
)
− 1 + o(1)
Donc, la suite d’applications (Φn) définies par :
Φn(u) := Φ
(
−3
2
+
4
3(n+ u)
)
− n+ log n+ 1
converge uniformément vers l’identité sur les compacts de R.
Considérons maintenant l’application f := fc0 pour c0 := −3/2.
Figure 3.3.3 – Le graphe de la fonction f(z) := z + z2 − 427z4 et les premières itérées du point
critique c′ := 34(1 +
√
3).
Les points fixes de f sont 0, ξ := −3
√
3
2 et ξ
′ := 3
√
3
2 . Les point critiques de f sont c0 = −32 ,
c′ := 34(1 +
√
3) et c′′ := 34(1−
√
3). On voit que
f◦2(c′) < ξ < c0 < c′′ < 0 < c′ < ξ′ < f(c′).
Donc, f envoie l’intervalle (−∞, ξ) dans lui-même et les orbites de tout point de cet intervalle
convergent vers −∞. En particulier, l’orbite de c′ converge vers −∞. De plus, f − Id ≥ 0 sur
[0, c′], et f est croissante sur [0, c′]. Donc, on peut définir une suite (c′m)m≥0 par récurrence en
posant c′0 := c′ et pour m ≥ 0,
c′m+1 ∈ (0, c′), f(c′m+1) = c′m.
Cette suite est décroissante et converge vers un point fixe de f , donc converge vers 0.
Fixons m0 suffisamment grand pour que x := c′m0 appartienne au pétale répulsif P
rep
f . Alors
f◦(m0+2)(x) < ξ. Soit ε > 0 suffisamment petit pour que pour tout c ∈ (c0, c0 + ε), le point x
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appartienne au pétale répulsif de fc et f◦m0+2c (x) < ξ(c), où ξ(c) est le plus petit point fixe réel
de fc. En particulier, pour tout m ≥ m0 + 2, on a : f◦m(x) < ξ(c) < c.
Pour c ∈ (c0, c0 + ε), posons
Ψ(c) := ψ−1fc (x)
et
Ψn(u) := Ψ
(
−3
2
+
4
3(n+ u)
)
.
Remarquons que Ψ(c) = X0 + O(t) comme x est dans le pétale répulsif de fc et ψc dépend
continument de c. Donc, on a Ψn(u) = X0 +O(1/n).
D’après le théorème des valeurs intermédiaires, ceci implique pour n assez grand, l’équation
Φn(u) = Ψn(u) + {log n}
admet au moins une solution un ∈ (X0− 1, X0 + 2), où {log n} désigne la partie fractionnaire de
log n.
Posons alors :
cn := −3
2
+
4
3(n+ un)
, sn := blog nc.
On a :
φfcn (cn) = Φn(un) + n− log n− 1
= Ψn(un) + {log n}+ n− log n− 1
= Ψn(un) + n− sn − 1.
Donc :
L(cn) = ψfcn ◦ φfcn (cn)
= ψfcn
(
Ψn(un) + n− sn − 1
)
= ψfcn
(
ψ−1fcn (x) + n− sn − 1
)
= f◦(n−sn−1)cn (x).
Enfin, comme n− sn − 1 > m0 pour n suffisamment grand et comme f◦m(x) < c pour tout
m ≥ m0 + 2 et pour tout c ∈ (c0, c0 + ε), on en déduit que L(cn) = f◦(n−sn−1)cn (x) < cn pour n
assez grand. Ceci achève la preuve du fait 4.
3.4 Construction de coordonnées de Fatou approchées
Dans cette section, nous allons construire des coordonnées de Fatou approchées adaptées à
notre cadre de dynamique fibrée. On considère des polynômes f, g : C→ C de la forme :
f(z) = z + z2 + az3 +O(z4), g(w) = w − w2 +O(w3).
On pose
fw(z) = f(z) +
pi2
4
w.
On veut montrer qu’il existe des coordonnées ϕw et ϕg(w) qui en un certain sens sont des approxi-
mations des coordonnées de Fatou de f dans des domaines bien choisis, et tels que ϕg(w)◦fw◦ϕ−1w
ressemble à une translation. Ces changements de variables sont normalisés de façon à ce que
ϕg(w) ◦ fw ◦ ϕ−1w soit défini dans une région qui sera presque une bande verticale de largeur 1
et sera proche d’être la translation de vecteur
√
w/2. Ces coordonnées seront données par des
formules explicites : dans ce sens notre approche est similaire à celle de [BSU12].
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3.4.1 Notation
Les notations suivantes seront utilisées dans le reste de cette section ainsi que dans la suivante
(voir aussi la figure 3.4.1).
Tout d’abord, fixons R > 0 suffisamment grand pour que F : Z 7→ −1/f(−1/Z) soit univa-
lente sur C \D(0, R), et
sup
|Z|>R
∣∣F (Z)− Z − 1∣∣ < 1
10
, sup
|Z|>R
∣∣F ′(Z)− 1∣∣ < 1
10
.
Appelons HR le demi-plan droit HR :=
{
Z ∈ C ; <(Z) > R} et −HR le demi-plan gauche
−HR :=
{
Z ∈ C ; <(Z) < −R}. Définissons le pétale attractif P attf par
P attf =
{
z ∈ C ; <
(
−1
z
)
> R
}
Alors :
— la restriction de la coordonnée de Fatou attractive φf au pétale attractif P attf est univa-
lente, et
— la restriction de la paramétrisation ψf au demi-plan gauche −HR est univalente.
Nous utiliserons la notation ψ−1f seulement pour la branche inverse ψ
−1
f : P
rep
f → −HR de ψf
dans le pétale répulsif P repf := ψf (−HR). Rappelons que
φf ◦ f = T1 ◦ φf , f ◦ ψf = ψf ◦ T1,
φf (z) ∼ −1
z
quand <
(
−1
z
)
→ +∞, ψf (Z) ∼ − 1
Z
quand <(Z)→ −∞.
Ensuite, pour r > 0 on pose Br := D(r, r) et on fixe r > 0 suffisamment petit pour que
Br ⊂ Bg, g(Br) ⊂ Br.
Dans le reste du chapitre, on supposera que w ∈ Br, et donc g◦m(w)→ 0 lorsque m→ +∞. La
notation
√
w désigne la branche de la racine carrée sur Br qui a une partie réelle positive.
Enfin, on fixe un réel positif
1
2
< α <
2
3
. (3.4.1)
La raison de ce choix d’intervalle de valeurs pour α sera explicité durant la preuve. Pour w ∈ Br,
posons
rw := |w|(1−α)/2 −→
w→0
0, Rw := |w|−α/2 −→
w→0
+∞.
Soit R w le rectangle
R w :=
{
Z ∈ C ; rw
10
< <(Z) < 1− rw
10
and − 1
2
< =(Z) < 1
2
}
, (3.4.2)
et soit Dattw et D
rep
w les disques
Dattw := D
(
Rw,
Rw
10
)
, Drepw := D
(
−Rw, Rw
10
)
.
Dans cette section, la notation O(h) désigne une quantité qui est définie pour w ∈ Br suffi-
samment proche de 0 et qui est bornée par une C · h, où C est une constante indépendante de
w. De même, o(h) désigne une quantité telle que o(h)/h converge vers zero lorsque w → 0.
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3.4.2 Propriétés des coordonnées de Fatou approchées
Notre but dans ce paragraphe est d’énoncer précisément les propriétés des coordonnées de
Fatou approchées, de manière axiomatique. Les constructions de ces coordonnées ainsi que la
preuve du fait qu’elles vérifient ces propriétés seront présentées dans la suite.
Nous affirmons qu’il existe une famille de domaines (Vw) et d’application d’univalentes (ϕw :
Vw → C) paramétrées par w ∈ Br, vérifiant les propriétés suivantes :
Propriété 1 (Comparaison avec les coordonnées de Fatou attractives). Lorsque w → 0 dans
Br,
Dattw ⊂ φf
(
Vw ∩ P attf
)
, sup
Z∈Dattw
∣∣∣∣ 2√w · ϕw ◦ φ−1f (Z)− Z
∣∣∣∣ −→ 0.
Ceci signifie que 2√
w
ϕw est une approximation des coordonnées de Fatou du côté attractif. Il
existe une propriété similaire du côté répulsif :
Propriété 2 (Comparaison avec les coordonnées de Fatou répulsives). Lorsque w → 0 dans Br,
on a :
1 +
√
w
2
·Drepw ⊂ ϕw
(
Vw ∩ P repf
)
et
sup
Z∈Drepw
∣∣∣∣ψ−1f ◦ ϕ−1w (1 + √w2 Z
)
− Z
∣∣∣∣ −→ 0.
Enfin, la dernière propriété affirme que 2√
w
ϕw est presque une coordonnée de Fatou :
Propriété 3 (Conjugaison approchée à une translation). Lorsque w → 0 dans Br, on a :
R w ⊂ ϕw(Vw), fw ◦ ϕ−1w (R w) ⊂ Vg(w)
et
sup
Z∈R w
∣∣∣∣ϕg(w) ◦ fw ◦ ϕ−1w (Z)− Z − √w2
∣∣∣∣ = o(w).
Pour améliorer la présentation de la preuve, qui comporte plusieurs changement de coordon-
nées, on adoptera les conventions suivantes :
— les caractères d’imprimerie (comme z, Vw, . . . ) seront utilisés pour les objets auxquels on
pense comme vivant dans les coordonnées initiales ;
— les lettres cursives (comme Z, R w, . . . ) seront utilisées pour les objets auxquels on pense
comme vivant dans les coordonnées de Fatou approchées
— la coordonnée Z sera utilisées pour la coordonnée de Fatou exacte.
On écrira donc des expressions comme φf (z) = Z ou ϕw(z) = Z.
Le produit fibré P fixe l’origine et laisse invariante la droite complexe {w = 0}. On peut
poser la question de l’existence d’autres courbes paraboliques invariantes près de l’origine, dans
le sens d’Écalle et Hakim (voir [Éca85] et [Hak98]).
Question. Existe-t-il des applications holomorphes ξ± : Br → C telles que ξ±(w) → 0
lorsque w → 0 et telles que fw ◦ ξ±(w) = ξ± ◦ g(w) pour w ∈ Br ?
Nous nous contenterons d’un résultat plus faible :
Lemme 3.4.1. Soit ζ± : Br → C défini par
ζ±(w) = ±c1
√
w + c2w avec c1 =
pii
2
, c2 =
api2
8
− 1
4
.
Alors,
fw ◦ ζ±(w) = ζ± ◦ g(w) +O(w2).
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0 0
1
χw(Z)'Z
Dattw D
rep
w
Rw −Rw
ϕw◦ψf (Z)'1+
√
w
2
Z
−R
ϕw ψf
φf
ψw
R
Q w := χ−1w (R w)
|w|1/4
1− |w|1/4
10
Sw
rw
10
1− rw10
0
R w
χw(Sw)
ϕw◦φ−1f (Z)'
√
w
2
Z
P attf
ζ+(w)
ζ−(w)
Vw P
rep
f
Figure 3.4.1 – Les différents changements de coordonnées utilisés dans la preuve.
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Démonstration. Un calcul élémentaire montre que
fw ◦ ζ±(w) = ±c1
√
w +
(
c2 + c
2
1 +
pi2
4
)
w ± (ac31 + 2c1c2)w
√
w +O(w2).
D’autre part √
g(w) =
√
w − 1
2
w
√
w +O(w2),
donc
ζ ◦ g(w) = ±c1
√
w + c2w ∓ c1
2
w
√
w +O(w2).
On déduit le résultat du choix de c1 et c2 puisque
c2 + c
2
1 +
pi2
4
= c2, ac
3
1 + 2c1c2 = −
c1
2
.
Soit ψw : C→ P1 \ {ζ+(w), ζ−(w)} le revêtement universel défini par
ψw(Z) :=
ζ−(w) · e2piiZ − ζ+(w)
e2piiZ − 1 = ic1
√
w cot(piZ) + c2w. (3.4.3)
La restriction de ce revêtement universel est univalente sur une bande verticale
S0 :=
{
Z ∈ C ; 0 < <(Z) < 1},
et son inverse est donné par
ψ−1w (z) =
1
2pii
log
(
z − ζ+(w)
z − ζ−(w)
)
.
Dans cette formule, log(·) désigne la branche du logarithme définie sur C \ R+ et telle que
log(−1) = pii.
Pour w ∈ Br, soit χw : S0 → C l’application définie par
χw(Z) := Z −
√
w(1− a)
2
log
(
2 sin(piZ)
pi
√
w
)
, (3.4.4)
où la branche du logarithme est ici définie sur 1√
w
(C \R−) et s’annule en 1.
Considérons maintenant
Sw :=
{
Z ∈ C ; |w|1/4 < <(Z) < 1− |w|1/4}
et son image par ψw :
Vw := ψw(Sw) ⊂ C.
Lemme 3.4.2. Si w ∈ Br est suffisamment proche de 0, alors χw : Sw → C est univalente. De
plus, χw est proche de l’identité dans le sens suivant :
si Z ∈ Sw ∩ {Z, =(Z) < 1} alors χw(Z) = Z +O
(
|w|1/2 log |w|
)
= Z + o(rw).
Démonstration. Remarquons que
χ′w(Z) = 1−
√
w(1− a)pi
2
cot(piZ), sup
Z∈Sw
∣∣cot(piZ)∣∣ ∈ O (|w|−1/4) .
Par conséquent,
sup
Z∈Sw
∣∣χ′w(Z)− 1∣∣ ∈ O (|w|1/4) .
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Si χw(Z1) = χw(Z2), alors
|Z2 − Z1| =
∣∣(χw(Z1)− Z1)− (χw(Z2)− Z2)∣∣ ≤ sup
[Z1,Z2]
∣∣χ′w(Z)− 1∣∣ · |Z2 − Z1|.
Lorsque w est suffisamment proche de 0, le supremum est inférieur à 1 et on a nécessairement
Z1 = Z2.
La seconde assertion du lemme est une conséquence directe de la définition de χw et du fait
que sur Sw ∩ {=(Z) < 1}, |sin(piZ)| ≥ c |w|1/4 pour une certaine constante c.
On supposera dorénavant que w est suffisamment proche de 0 pour que χw : Sw → C soit
univalente.
Définition 3.4.3. Les coordonnées de Fatou approchées ϕw sont les applications
ϕw := χw ◦ ψ−1w : Vw → C avec w ∈ Br.
Nous allons montrer que ces coordonnées de Fatou approchées vérifient les propriétés 1, 2
and 3.
3.4.3 Comparaison avec la coordonnée de Fatou approchée
Dans ce paragraphe, nous prouverons que les coordonnées de Fatou approchées ϕw vérifient
la propriété 1, c’est-à-dire que lorsque w → 0 dans Br, Dattw ⊂ φf (Vw) et
sup
Z∈Dattw
∣∣∣∣ 2√w · ϕw ◦ φ−1f (Z)− Z
∣∣∣∣ −→ 0. (3.4.5)
Rappelons que Rw = |w|−α/2, rw = |w|1/2Rw = |w|(1−α)/2, et Dattw = D(Rw, Rw/10).
Démonstration de la propriété 1.
Étape 1. Commençons par prouver que Dattw ⊂ φf (Vw). Remarquons que Rw → +∞ lorsque
w → 0, et donc Dattw ⊂ φf (P attf ) pour w proche de 0. Si z ∈ φ−1f (Dattw ), alors
φf (z) = −1
z
+ o
(
1
z
)
= O (Rw) .
De plus,
ζ±(w) = ±pii
2
√
w
(
1 + o(1)
)
,
ζ±(w)
z
= O (rw) .
En particulier,
log
(
z − ζ+(w)
z − ζ−(w)
)
= log
(
1− ζ
+(w)
z
)
− log
(
1− ζ
−(w)
z
)
= −ζ
+(w)
z
+
ζ−(w)
z
+O
(
r2w
)
= −pii
√
w
z
+O
(
r2w
)
.
Comme α > 1/2, on a r2w = |w|1−α = o
(|w|1/2), et il s’ensuit que
Z :=
1
2pii
log
(
z − ζ+(w)
z − ζ−(w)
)
= −
√
w
2z
+O
(
r2w
)
= −
√
w
2z
+ o
(
|w|1/2
)
. (3.4.6)
Donc, la partie réelle de Z est comparable à rw et comme |w|1/4 = o (rw), on en déduit que
Z ∈ Sw, donc z = ψw(Z) ∈ Vw pour w ∈ Br suffisamment proche de 0.
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Étape 2. Nous allons maintenant prouver (3.4.5). Remarquons que
sup
Z∈Dattw
∣∣∣∣ 2√w · ϕw ◦ φ−1f (Z)− Z
∣∣∣∣ = sup
z∈φ−1f (Dattw )
∣∣∣∣ 2√w · ϕw(z)− φf (z)
∣∣∣∣ .
Observons d’abord que quand w tend vers 0, le domaine φ−1f (D
att
w ) tend aussi vers 0. Donc, si
z ∈ φ−1f (Dattw ), alors
φf (z) = −1
z
− (1− a) log
(
−1
z
)
+ o(1).
Par ailleurs,
2 sin(piZ)
pi
√
w
=
2√
w
(
Z + o(Z)
)
= −1
z
+ o
(
1
z
)
.
Donc, avec l’estimation (3.4.6) on en déduit que
ϕw(z) = χw(Z) = Z −
√
w · (1− a)
2
log
(
2 sin(piZ)
pi
√
w
)
= −
√
w
2z
+ o
(
|w|1/2
)
−
√
w · (1− a)
2
log
(
−1
z
+ o
(
1
z
))
=
√
w
2
(
−1
z
− (1− a) log
(
−1
z
)
+ o (1)
)
=
√
w
2
(
φf (z) + o(1)
)
,
(3.4.7)
ce qui achève la preuve.
3.4.4 Comparaison avec les coordonnées de Fatou répulsives
Dans ce paragraphe, nous allons prouver la propriété 2, c’est-à-dire que lorsque w → 0 in Br,
D ′w := 1 +
√
w
2
·Drepw ⊂ ϕw
(
Vw ∩ P repf
)
et
sup
Z∈Drepw
∣∣∣∣ψ−1f ◦ ϕ−1w (1 + √w2 Z
)
− Z
∣∣∣∣ −→ 0.
La preuve est comparable à celle de 1.
Démonstration de la propriété 2.
Étape 1. Commençons par prouver que pour w ∈ Br suffisamment proche de 0, le disque D ′w
est inclus dans ϕw(Vw). Remarquons que si l’on note encore rw = |w|1/2Rw = |w|(1−α)/2, on a
D ′w = D
(
1−
√
wRw
2
,
rw
20
)
.
Comme α > 1/2, on a |w|1/4 = o(rw). De plus, <(
√
w) >
√
2
2 |w|1/2 pour w ∈ Br, et donc
D ′′w := D
(
1−
√
wRw
2
,
rw
10
)
⊂ Sw.
De plus,d’après le lemme 3.4.2, χw(Z) = Z + o(rw) pour Z ∈ D ′′w, donc
D ′w ⊂ χw(D ′′w) ⊂ χw(Sw) = ϕw(Vw).
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Étape 2. Étant donné Z ∈ Drepw , on pose
X := χ−1w
(
1 +
√
w
2
Z
)
.
Remarquons que
√
wZ a un module égal à rw. Posons aussi
z := ϕ−1w
(
1 +
√
w
2
Z
)
= ic1
√
w cot(piX ) + c2w. (3.4.8)
D’après le lemme 3.4.2 on a
X − 1 =
√
w
2
Z · (1 + o(1)) = O(rw),
et donc
cot(piX ) = cot
(
pi(X − 1)) = 2
pi
√
wZ
(
1 + o(1)
)
.
En se souvenant que c1 = pii/2, d’après (3.4.8) on peut déduire :
z =
2ic1
piZ
· (1 + o(1)) avec 2ic1
piZ
= − 1
Z
∈ D
(
|w|α/2, |w|
α/2
2
)
.
Donc, lorsque w ∈ Br est suffisamment proche de 0, z ∈ P repf et
ψ−1f (z) = −
1
z
− (1− a) log
(
1
z
)
+ o(1).
De plus,
2 sin(piX )
pi
√
w
= −2 sin(pi(X − 1))
pi
√
w
= − 2√
w
(√
w
2
Z · (1 + o(1))) = 1
z
+ o
(
1
z
)
.
Enfin, comme dans (3.4.7), on calcule :
Z =
2√
w
(
χw(X )− 1
)
= −1
z
+ o(1)− (1− a) log
(
1
z
+ o
(
1
z
))
= ψ−1f (z) + o(1)
= ψ−1f ◦ ϕ−1w
(
1 +
√
w
2
Z
)
+ o(1).
ceci achève la preuve de la propriété 2.
3.4.5 Propriété de translation approchée
Dans ce paragraphe, nous prouverons que les coordonnées de Fatou approchées ϕw vérifient
la propriété 3, c’est-à-dire : lorsque w → 0 dans Br, on a les inclusions R w ⊂ ϕw(Vw) et
fw ◦ ϕ−1w (R w) ⊂ Vg(w) (rappelons que le rectangle R w a été défini en (3.4.2)), et
sup
Z∈R w
∣∣∣∣ϕg(w) ◦ fw ◦ ϕ−1w (Z)− Z − √w2
∣∣∣∣ = o(w).
Esquisse de preuve. Soit
ψ0 := ψw, ψ
2 := ψg(w), χ
0 := χw, and χ2 := χg(w).
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Pour surmonter la difficulté venant du fait que fw ◦ ζ± n’est pas exactement égal à ζ± ◦g (voir le
lemme 3.4.1), plutôt que de travailler directement avec ψ2 ◦fw ◦ψ−10 , on introduit un changement
de coordonnées intermédiaire
ψ1 : C 3 Z 7→ fw
(
ζ−(w)
) · e2piiZ − fw(ζ+(w))
e2piiZ − 1 ∈ P
1(C) \ {fw(ζ+(w)), fw(ζ−(w))}.
Soit H la bande verticale
H :=
{
Z ∈ C ; −1 < =(Z) < 1}.
Nous verrons qu’il existe des relevés F 0 : Sw → C, F 1 : H → C et une application F : R w → C
telles que le diagramme suivant commute :
R w
F // C
Q w
F 0 //
χ0
OO
ψ0

F 0(Q w)
ψ1

F 1 // Sg(w)
ψ2

χ2
OO
ψ0(Q w) fw
//
ϕw
==
Vg(w) id
// Vg(w).
ϕg(w)
bb
Étape 1. Prouvons que R w ⊂ ϕw(Vw) = χ0(Sw) et que
sup
Z∈R w
∣∣ϕ−1w (Z)∣∣ = O (|w|α/2) .
Posons Q w := (χ0)−1(R w) ⊂ Sw.
Étape 2. Nous allons définir F 0 sur Sw et prouver que pour Z ∈ Q w,
F 0(Z) = Z +
√
w
2
+
pi(1− a)w
4
cot(piZ) + o(w). (3.4.9)
En particulier, pour w suffisamment proche de 0, F 0(Z) = Z+O
(|w|1/2), et donc F 0(Q w) ⊂ H .
Étape 3. On définit F 1 sur H et on prouve que pour Z ∈ H ,
F 1(Z) = Z + o(w).
En particulier, pour w suffisamment proche de 0, F 1 ◦ F 0(Z) = F 0(Z) + o(w), d’où l’on déduit
que
F 1 ◦ F 0(Q w) ⊂ Sg(w) donc fw ◦ ϕ−1w (R w) ⊂ Vg(w).
Étape 4. On utilise χ0 et χ2 pour éliminer le troisième terme dans le terme de droite de (3.4.9).
Plus précisément, on définit F sur R w et on prouve que pour Z ∈ R w,
F (Z) = Z +
√
w
2
+ o(w).
La propriété 3 est alors prouvée.
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3.4.5.1 Démonstration de l’étape 1
On prouve que R w ⊂ ϕw(Vw) et que
sup
Z∈R w
∣∣ϕ−1w (Z)∣∣ = O (|w|α/2) .
Soit R ′w ⊂ Sw le rectangle
R ′w :=
{
Z ∈ Sw ; rw
20
< <(Z) < 1− rw
20
and − 1 < =(Z) < 1
}
,
avec comme précédemment rw := |w|(1−α)/2. On voit que R w ⊂ R ′w et la distance entre les
frontières est rw/20. Par ailleurs, d’après le lemme 3.4.2, pour Z ∈ R ′w, χw(Z) = Z + o(rw). Il
s’ensuit que χw(∂R ′w) entoure R w, et donc
R w ⊂ χw(R ′w) ⊂ χw(Sw) = ϕw(Vw),
ce qu’il fallait montrer.
Pour prouver l’estimation sur ϕ−1w (Z), posons Q w := χ−1w (R w). Comme ϕw = χw ◦ ψ−1w , on
voit que ϕ−1w (R w) = ψw(Q w). La suite d’inclusions précédente montre que Q w ⊂ R ′w. Donc, de
ψw(Z) = ic1
√
w cot(piZ) + c2w,
on déduit que
sup
Z∈R w
∣∣ϕ−1w (Z)∣∣ = sup
Z∈Qw
∣∣ψw(Z)∣∣ ≤ sup
Z∈R ′w
∣∣ψw(Z)∣∣
= O
(
|w|1/2
rw
)
+O(w) = O
(
|w|α/2
)
.
Ceci achève la preuve de l’étape 1.
3.4.5.2 Démonstration de l’étape 2
On définit F 0 sur Sw et on prouve que pour Z ∈ Q w,
F 0(Z) = Z +
√
w
2
+
pi(1− a)w
4
cot(piZ) + o(w) = Z +O
(
|w|1/2
)
.
Étape 2.1. Commençons par définir F 0. Il sera pratique de poser w = ε2 pour que les dévelop-
pements limités par rapport à
√
w deviennent des développement limités en ε. Soit
ζ±0 (ε) := ζ
±(ε2) = ±c1ε+ c2ε2, ζ±1 (ε) := fε2 ◦ ζ±0 (ε) and ζ±2 (ε) := ζ± ◦ g(ε2).
Fixons r1 > 0 suffisamment petit pour que la seule préimage de 0 par f dans D(0, 2r1) soit 0.
Choisissons r2 > 0 tel que pour ε ∈ D(0, r2), la seule préimage de ζ±1 (ε) := fε2(ζ±0 )() par fε2
dans D(0, r1) soit ζ±0 (ε). La fonction
(z, ε) 7−→ fε2(z)− ζ
+
1 (ε)
z − ζ+0 (ε)
· z − ζ
−
0 (ε)
fε2(z)− ζ−1 (ε)
se prolonge holomorphiquement à ∆ := D(0, r1)×D(0, r2) et ne s’y annule pas. De plus, elle est
constante égale à 1 pour ε = 0. On pose
u : (z, ε) 7−→ 1
2pii
log
(
fε2(z)− ζ+1 (ε)
z − ζ+0 (ε)
· z − ζ
−
0 (ε)
fε2(z)− ζ−1 (ε)
)
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où la branche du logarithme est choisie pour que u(z, 0) ≡ 0. Considèrons l’application F 0 définie
sur Sw par
F 0(Z) := Z + u
(
ψ0(Z), ε
)
.
Alors, pour Z ∈ Sw, on pose
z := ψ0(Z) ∈ Vw et donc Z = 1
2pii
log
(
z − ζ+0 (ε)
z − ζ−0 (ε)
)
.
Lorsque Z prend ses valeurs dans Sw, z évite les points ζ±0 (ε) et reste dans un petit disque centré
en 0, donc fε2(z) évite les points ζ
±
1 (ε) = fε2
(
ζ±0 (ε)
)
. On peut donc définir
Z1 :=
1
2pii
log
(
fε2(z)− ζ+1 (ε)
fε2(z)− ζ−1 (ε)
)
où la branche est choisie pour que
Z1 − Z = u(z, ε) = u
(
ψ0(Z), ε
)
= F 0(Z)− Z.
On a donc :
ψ1 ◦ F 0(Z) = ψ1(Z1) = fε2(z) = fε2 ◦ ψ0(Z).
En d’autres termes, le diagramme suivant commute :
Sw
F 0 //
ψ0

C
ψ1

Vw
fw
// P1(C).
Étape 2.2. Nous allons maintenant prouver que pour (z, ε) ∈ ∆, on a l’estimation suivante :
2piiu(z, ε) = 2c1ε− 2c1(1− a)εz +O(εz2) +O(ε3).
En effet, observons que :
fε2(z)− ζ+1 (ε)
z − ζ+0 (ε)
· z − ζ
−
0 (ε)
fε2(z)− ζ−1 (ε)
=
f(z)− f(ζ+0 (ε))
z − ζ+0 (ε)
· z − ζ
−
0 (ε)
f(z)− f(ζ−0 (ε)) ,
d’où
2piiu(z, ε) = log
(
1− f(ζ+0 (ε))/f(z)
1− ζ+0 (ε)/z
)
− log
(
1− f(ζ−0 (ε))/f(z)
1− ζ−0 (ε)/z
)
.
Rappelons que ζ±0 (ε) = ±c1ε+ c2ε2, donc
f
(
ζ±0 (ε)
)
= ±c1ε+ c3ε2 +O(ε3) avec c3 := c2 + c21.
Comme u est holomorphe sur ∆ et u(z, 0) ≡ 0, u admet un développement de la forme : u(z, ε) =
u1(z)ε+ u2(z)ε
2 +O(ε3) sur ∆. Pour déterminer u1 et u2 on écrit
log
(
1− f(ζ±0 (ε))/f(z)
1− ζ±0 (ε)/z
)
= ±c1 ·
(
− 1
f(z)
+
1
z
)
· ε
+
(
− c3
f(z)
− c
2
1
2
(
f(z)
)2 + c2z + c212z2
)
· ε2 +O(ε3),
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et en considérant la différence entre les deux expressions on obtient :
2piiu(z, ε) = 2c1 ·
(
1
z
− 1
f(z)
)
· ε+O(ε3)
= 2c1ε− 2c1(1− a)εz +O(εz2) +O(ε3).
Étape 2.3. Nous allons maintenant prouver (3.4.9). Si Z ∈ Q w et
z := ψ0(Z) = ic1ε cot(piZ) + c2ε2 = ic1ε cot(piZ) + o(ε),
on déduit de l’étape 1 de la preuve (voir (3.4.10)) que z = O (|ε|α). Comme α > 1/2 on voit que
O(εz2) = O
(|ε|1+2α) ⊂ o(ε2). 1 Donc, pour Z ∈ Q w,
u
(
ψ0(Z), ε
)
=
2c1
2pii
ε− c
2
1 · (1− a)
pi
ε2 cot(piZ) + o(ε2)
=
ε
2
+
pi(1− a)ε2
4
cot(piZ) + o(ε2).
Comme F 0(Z) = Z + u
(
ψ0(Z), ε
)
, on obtient l’estimation souhaitée (3.4.9), ce qui achève la
preuve de l’étape 2.
3.4.5.3 Preuve de l’étape 3
Nous allons définir F 1 sur la bande verticale H et prouver que
F 1(Z) = Z + o(w).
L’idée est que comme la distance
∣∣ζ±2 − ζ±1 ∣∣ est bien plus petite que ∣∣ζ+1 − ζ−1 ∣∣, (ψ2)−1 ◦ ψ1 est
très proche de l’identité.
Étape 3.1. Commençons par définir F 1. Soit µ1 : P1(C) → P1(C) et µ2 : P1(C) → P1(C) les
transformations de Möbius définies par (rappelons que ε =
√
w) :
µ1(z) :=
z − ζ+1 (ε)
z − ζ−1 (ε)
, µ2(z) :=
z − ζ+2 (ε)
z − ζ−2 (ε)
.
La transformation de Möbius µ := µ2 ◦ µ−11 : P1(C)→ P1(C) envoie µ1 ◦ ζ+2 (ε) sur 0, µ1 ◦ ζ−2 (ε)
to ∞ et fixe 1. Posons
δ+ := µ1 ◦ ζ+2 (ε) =
ζ+2 (ε)− ζ+1 (ε)
ζ+2 (ε)− ζ−1 (ε)
, δ− :=
1
µ1 ◦ ζ−(ε) =
ζ−2 (ε)− ζ−1 (ε)
ζ−2 (ε)− ζ+1 (ε)
.
Remarquons que
ζ±2 (ε)− ζ±1 (ε) = O
(
ε4
)
alors que ζ±2 (ε)− ζ∓1 (ε) = ipiε ·
(
1 + o(1)
)
,
donc
δ+ = O
(
ε3
)
, δ− = O
(
ε3
)
.
Donc, l’image de la bande horizontale H = {−1 < =(Z) < 1} par la fonction exponentielle
exp : C 3 Z 7→ e2piiZ ∈ C \ {0}
1. C’est à cause de ce calcul qu’on a fait le choix de borne inférieur pour α.
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évite δ+ et 1/δ− et µ : exp(H ) → C \ {0} se relève en une application F 1 : H → C telle que le
diagramme suivant commute :
H F
1
//
ψ1

exp

C
ψ2

exp

P1(C)
µ // P1(C)
P1(C)
id
//
µ1
OO
P1(C).
µ2
OO
Comme µ(1) = 1, le choix de relevé est complètement déterminé par F 1(0) = 0.
Étape 3.2. Nous allons estimer F 1(Z) − Z. Comme µ(δ+) = 0, µ(1/δ−) = ∞ et µ(1) = 1, on
en déduit que
µ(z) = z · 1− δ
−
1− δ+ ·
1− δ+/z
1− δ−z .
Par conséquent,
F 1(Z)− Z = log(1− δ−)− log(1− δ+) + log(1− δ+/z) + log(1− δ−z),
où log est la branche principale du logarithme sur C \R− (les arguments des quatre logarithmes
sont proches de 1). Comme δ+ = O
(
ε3
)
and δ− = O
(
ε3
)
, on en déduit que
sup
Z∈H
∣∣F 1(Z)− Z∣∣ = O (ε3) ⊂ o(ε2) = o(w),
ce qu’il fallait démontrer.
Étape 3.3. Prouvons que F 1 ◦ F 0(Q w) ⊂ Sg(w). Tout d’abord, on a vu dans l’étape 1 que
Q w ⊂ R ′w. Comme w est petit, ∣∣g(w)∣∣1/4 = |w|1/4 + o(|w|1/4) ,
hence R ′w ⊂ Sg(w) et la distance entre les frontières est comparable à |w|1/4. Comme F 1◦F 0(Z) =
Z +O
(|w|1/2) sur Q w et |w|1/2 = o (|w|1/4), on voit que F 1 ◦ F 0(Q w) ⊂ Sg(w).
On en déduit que
fw ◦ ϕ−1w (R w) = fw ◦ ψw(Q w) = ψg(w)
(
F 1 ◦ F 0(Q w)
) ⊂ ψg(w)(Sg(w)) = Vg(w),
ce qui achève la preuve de l’étape 3.
3.4.5.4 Démonstration de l’étape 4
Nous allons définir F sur R w et prouver que
F (Z) = Z +
√
w
2
+ o(w).
Soit
F := χ2 ◦ (F 1 ◦ F 0) ◦ (χ0)−1 : R w → C,
tel que le diagramme suivant commute :
R w
F // C
Q w F 0
//
χ0
OO
F 0(Q w) F 1
// Sg(w).
χ2
OO
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Pour Z ∈ Q w, posons
v(Z) :=
√
w
2
+
pi(1− a)w
4
cot(piZ) =
√
w
2
+ o
(
|w|1/2
)
,
où la seconde égalité se déduit du fait que cot(piZ) = O(r−1w ) sur Q w. Écrivons alors
F
(
χ0(Z)
)
= χ2 (Z + v(Z) + o(w))
= Z + v(Z) + o(w) +
√
g(w)(1− a)
2
· log
(
2 sin
(
piZ + piv(Z) + o(w)
)√
g(w)
)
. (3.4.10)
En utilisant √
g(w) =
√
w +O (w2) =
√
w +O
(
|w|3/2
)
,
et avec le même argument que dans le lemme 3.4.2, on voit que le logarithme dans (3.4.10) est
O(log |w|). On en déduit donc :
F
(
χ0(Z)
)
= Z + v(Z)−
√
w(1− a)
2
log
(
2 sin
(
piZ + piv(Z)
)
pi
√
w
)
+ o(w),
par conséquent :
F
(
χ0(Z)
)− χ0(Z) = v(Z)− √w(1− a)
2
log
(
sin
(
piZ + piv(Z)
)
sin(piZ)
)
+ o(w).
De l’estimation v(Z) =
√
w/2 + o
(|w|1/2), on déduit
sin
(
piZ + piv(Z)
)
sin(piZ)
=
sin(piZ) +
pi
√
w
2
cos(piZ) + o
(
|w|1/2
)
sin(piZ)
= 1 +
pi
√
w
2
· cot(piZ) + o
(
|w|1/2
)
.
Enfin :
F
(
χ0(Z)
)− χ0(Z) = √w
2
+
pi(1− a)w
4
cot(piZ)
−
√
w(1− a)
2
· pi
√
w
2
cot(piZ) + o(w)
=
√
w
2
+ o(w).
Ceci achève la preuve de l’étape 4, et donc de la propriété 3 des coordonnées de Fatou approchées.
3.5 Preuve du résultat clé
Le but de cette section est de prouver le théorème clé 3.1.5.
3.5.1 Notations
Soit Cf un compact inclus dans Bf et Cg un compact inclus dans Bg. Il s’agit de montrer
que la suite d’applications
C2 3 (z, w) 7→ P ◦2n+1(z, g◦n2(w)) ∈ C2
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converge uniformément sur Cf × Cg vers l’application
Cf × Cg 3 (z, w) 7→
(Lf (z), 0) ∈ C× {0}.
Pour (z, w) ∈ Cf × Cg et pour m ≥ 0, posons
wm := g
◦m(w).
Cette suite converge uniformément vers 0 sur Cg, donc la difficulté consiste à prouver que la
première coordonnée converge uniformément vers Lf (z).
Dans ce but, nous allons devoir estimer plusieurs quantités qui dépendent d’un entier k ∈
[0, 2n+ 1] (correspondant à un itéré m = n2 + k ∈ [n2, (n+ 1)2]). Nous adoptons la convention
suivant laquelle la notation o(·) or O(·) désigne une estimation uniforme sur Cf × Cg, et ne
dépendant que de n, c’est-à-dire une estimation uniforme en k ∈ [0, 2n+ 1].
Pour m2 ≥ m1 ≥ 0, posons
fm2,m1 := fwm2−1 ◦ · · · ◦ fwm1 avec fw(z) := f(z) +
pi2
4
w.
Par convention, une composition vide est l’identité, donc fm,m = id. Ainsi :
P ◦2n+1
(
z, g◦n
2
(w)
)
=
(
f(n+1)2,n2(z), w(n+1)2
)
donc nous devons prouver que
f(n+1)2,n2(z) = Lf (z) + o(1).
3.5.2 Schéma de la preuve
Rappelons que R > 0 a été choisi suffisamment grand pour que F : Z 7→ −1/f(−1/Z) vérifie
sup
|Z|>R
∣∣F (Z)− Z − 1∣∣ < 1
10
, sup
|Z|>R
∣∣F ′(Z)− 1∣∣ < 1
10
. (3.5.1)
Le pétale répulsif P repf est l’image de −HR par l’application univalente ψf , et la notation ψ−1f
est réservée pour la branche inverse ψ−1f : P
rep
f → HR.
Posons
kn := bnαc = o(n) où 1
2
< α <
2
3
comme dans (3.4.1).
La preuve sera découpée en quatre propositions que l’on énoncera indépendamment, corres-
pondant aux trois parties de la transition entre n2 et (n+1)2 itérées. Les preuves seront données
dans les sections 3.5.4 à 3.5.7.
Commençons par montrer que pour les kn premières itérations, l’orbite reste proche d’une
orbite de f (la borne α < 2/3 est utilisée ici).
Proposition 3.5.1 (Entrée dans le batteur à oeufs). Soit z ∈ Cf et soit xιn défini par xιn :=
fn2+kn,n2(z).
2
Alors, xιn ∼ −1/kn, d’où xιn ∈ Bf pour n suffisamment grand. De plus,
φf (x
ι
n) = φf
(
f◦kn(z)
)
+ o(1) quand n→ +∞.
Les deux propositions suivantes ont pour objet la phase où le nombre d’itération est compris
entre n2 + kn et (n+ 1)2 − kn.
2. L’exposant ι désigne incoming (entrant), et dans la proposition 3.5.4 ci-dessous, o désigne outgoing (sortant).
Cette convention a été introduite dans [BSU12].
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Proposition 3.5.2 (Longueur de transition). Lorsque n→∞,
2n ·
n2+2n−kn∑
m=n2+kn
√
wm
2
 = 2n− 2kn + o(1). 3
Proposition 3.5.3 (Passage dans le batteur à oeufs). Soit (xιn)n≥0 une suite telle que x
ι
n ∼
−1/kn, et donc xιn ∈ Bf pour n suffisamment grand. Posons
xon := f(n+1)2−kn,n2+kn (x
ι
n) .
Alors, xon ∼ 1/kn, et donc xon ∈ P repf pour n suffisamment grand. De plus, lorsque n→∞,
ψ−1f (x
o
n) = φf (x
ι
n) + 2n ·
n2+2n−kn∑
m=n2+kn
√
wm
2
− 2n+ o(1) = φf (xιn)− 2kn + o(1).
La dernière proposition est similaire à la proposition 3.5.1.
Proposition 3.5.4 (Sortie du batteur à oeufs). Soit (xon)n≥0 une suite contenue dans P
rep
f telle
que ψ−1f (x
o
n) = −kn +O(1) quand n→ +∞. Alors
f(n+1)2,(n+1)2−kn (x
o
n) = f
◦kn (xon) + o(1) quand n→ +∞.
Démonstration de la proposition 3.1.5. Commençons par la proposition 3.5.1 : si z ∈ Cf , alors
xιn := fn2+kn,n2(z)
vérifie xιn ∼ −1/kn et quand n→ +∞,
φf (x
ι
n) = φf
(
f◦kn(z)
)
+ o(1) = φf (z) + kn + o(1).
D’après la proposition 3.5.3,
xon := f(n+1)2−kn,n2+kn (x
ι
n) = f(n+1)2−kn,n2(z)
vérifie xon ∼ 1/kn et quand n→ +∞,
ψ−1f (x
o
n) = φf (z) + kn − 2kn + o(1) = φf (z)− kn + o(1).
Enfin, comme φf (z)−kn+o(1) = −kn+O(1), la proposition 3.5.4 implique que quand n→ +∞,
f(n+1)2,n2(z) = f(n+1)2,(n+1)2−kn (x
o
n) = f
◦kn (xon) + o(1).
Ceci achève donc la preuve de la proposition 3.1.5 puisque
f◦kn (xon) = f
◦kn ◦ ψf ◦ ψ−1f (xon) = ψf
(
ψ−1f (x
o
n) + kn
)
= ψf
(
φf (z) + o(1)
)
= Lf (z) + o(1).
3. Rappelons que
√
w est la racine carré qui a une partie réelle positive.
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3.5.3 Comparaison avec l’implosion parabolique classique
Les propositions 3.5.1, 3.5.3 et 3.5.4 restent valides si au lieu de travailler avec la suite(
wm := g
◦m(w)
)
, on utilise la suite (w′m) définie par
w′m :=
1
n2
if n2 ≤ m ≤ (n+ 1)2 − 1.
Dans ce cas, la seule modification nécessaire est dans la proposition 3.5.2 qui doit être remplacée
par :
2n ·
n2+2n−kn∑
m=n2+kn
√
w′m
2
 = 2n ·
n2+2n−kn∑
m=n2+kn
1
2n
 = 2n− 2kn + 1 + o(1).
En suivant la preuve de la proposition 3.1.5, on obtient :
f
◦(2n+1)
1/n2
(z) = ψf
(
φf (z) + 1 + o(1)
)
= f ◦ Lf (z) + o(1).
On peut donc voir que dans notre contexte non autonome, où la dynamique décélère lentement
au fur et à mesure que l’orbite passe dans le batteur à oeufs, il faut exactement une itération
supplémentaire pour faire la transition que dans le cas classique en dimension un.
3.5.4 Longueur de transition
Dans ce paragraphe, nous allons prouver la proposition 3.5.2, qui concerne seulement la
dynamique de g. Il s’agit de montrer que
n2+2n−kn∑
m=n2+kn
√
wm
2
= 1− kn
n
+ o
(
1
n
)
quand n→ +∞.
Rappelons que φg : Bg → C désigne la coordonnée de Fatou attractive de g. Pour tout k ≥ 0, on
a :
φg(wn2+k) = φg(w) + n
2 + k = n2 + k +O(1). 4
Par conséquent, pour k ∈ [kn, 2n− kn] on a :
wn2+k = φ
−1
g
(
n2 + k +O(1)
)
=
1
n2 + k +O(log n)
et
√
wn2+k =
1√
n2 + k +O(log n)
=
1
n
− k
2n3
+O
(
log n
n3
)
.
Il s’ensuit que
2n−kn∑
k=kn
√
wn2+k =
2n− 2kn + 1
n
− 2n(2n− 2kn + 1)
4n3
+O
(
log n
n2
)
= 2− 2kn
n
+ o
(
1
n
)
ce qui achève la preuve.
4. Rappelons que les notations o(·) et O(·) signifient que les estimations sont uniformes sur Cf × Cg et par
rapport à k ∈ [0, 2n+ 1].
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3.5.5 Entrée dans le batteur à oeufs
Dans ce paragraphe, nous allons prouver la proposition 3.5.1, c’est-à-dire : si z ∈ Cf et
xιn := fn2+kn,n2(z), alors, quand n→ +∞,
xιn ∼ −
1
kn
, φf (x
ι
n) = φf
(
f◦kn(z)
)
+ o(1).
3.5.5.1 Entrée dans le pétale attractif
Fixons κ0 ≥ 1 suffisamment grand pour que
f◦κ0(Cf ) ⊂ P attf .
Pour chaque k ≥ 0 fixé, la suite de polynômes (fwn2+k)n≥0 converge localement uniformément
vers f . Il s’ensuit que pour tout k ∈ [1, κ0], la suite fn2+k,n2 converge uniformément vers f◦k sur
Cf . En particulier, si n est suffisamment grand, alors
fn2+k,n2(Cf ) ⊂ Bf pour k ∈ [1, κ0], et fn2+κ0,n2(Cf ) ⊂ P attf .
De plus, comme fn2+κ0,n2(z) est proche de f
κ0(z), alors pour n suffisamment grand on a également
kn >
10∣∣fn2+κ0,n2(z)∣∣ pour z ∈ Cf . (3.5.2)
3.5.5.2 L’orbite reste dans le pétale attractif
Nous allons maintenant prouver que si n est suffisamment grand et k ∈ [κ0, kn], alors
fn2+k,n2(Cf ) ⊂ P attf .
Pour cela, nous allons travailler dans la coordonnée Z = −1/z. Pour m ≥ 0, considèrons la
fraction rationnelle Fm définie par :
Fm(Z) := − 1
fwm(−1/Z)
= F (Z)− pi
2wm · [F (Z)]2
4 + pi2wm · F (Z) .
Il faut penser à la fraction rationnelle Fm comme à une perturbation de F . Remarquons pourtant
que le terme d’erreur Fm(Z)−F (Z) n’est pas négligeable par rapport à F (Z) quand Z →∞, et
donc il faut contrôler précisément pour quelles valeurs de Z cette erreur est effectivement petite.
Comme F (Z) ∼ Z quand z →∞ et comme wn2+k ∈ O(1/n2) pour k ∈ [0, kn], on a :
sup
|Z|=R
∣∣Fn2+k(Z)− F (Z)∣∣ = o(1) and sup
|Z|=2kn
∣∣Fn2+k(Z)− F (Z)∣∣ = O(k2nn2
)
= o(1).
En particulier, d’après le principe du maximum et le choix de R (voir (3.5.1)) pour n suffisamment
grand, si k ∈ [0, kn] alors
sup
R<|Z|<2kn
∣∣Fn2+k(Z)− Z − 1∣∣ < 110 .
Une récurrence facile sur k montre que pour tout k ∈ [κ0, kn] et pour tout z ∈ Cf ,
− 1
fn2+k,n2(z)
∈ D
(
− 1
fn2+κ0,n2(z)
+ k − κ0, k − κ0
10
)
⊂ {Z ∈ C ; <(Z) > R and |Z| < 2kn}. (3.5.3)
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En effet, l’hypothèse de récurrence est clairement vraie pour k = κ0 et si elle est vraie pour
k ∈ [κ0, kn − 1], alors
− 1
fn2+k+1,n2(z)
= Fn2+k
(
− 1
fn2+k,n2(z)
)
∈ D
(
− 1
fn2+k,n2(z)
+ 1,
1
10
)
⊂ D
(
− 1
fn2+κ0,n2(z)
+ k − κ0 + 1, k − κ0
10
+
1
10
)
.
Si Z appartient à ce dernier disque, alors
<(Z) > <
(
− 1
fn2+κ0,n2(z)
)
+ k − κ0 + 1− k − κ0 + 1
10
> R+
9
10
(k − κ0 + 1) > R
et en utilisant (3.5.2),
|Z| <
∣∣∣∣− 1fn2+κ0,n2(z)
∣∣∣∣+ k − κ0 + 1 + k − κ0 + 110 < 110kn + 1110kn < 2kn.
Ceci montre que fn2+k,n2(z) ∈ P attf pour tout k ∈ [κ0, kn] et pour tout z ∈ Cf .
3.5.5.3 Estimations en coordonnée de Fatou attractive
Nous allons enfin prouver que pour k ∈ [0, kn]
φf
(
fn2+k,n2(zn)
)
= φf
(
f◦k(z)
)
+ o(1).
Ceci est clairement vrai pour k ∈ [1, κ0] puisque pour chaque k, la suite (fn2+k,n2) converge
uniformément vers f◦k sur Cf . Il suffit donc de prouver cette estimation pour k ∈ [κ0, kn].
On a : φ′f (z) ∼ 1/z2 as z → 0 in P attf . Par ailleurs, on a vu dans (3.5.3) que pour k ∈ [κ0, kn],∣∣∣∣ 1fn2+k,n2(zn)
∣∣∣∣ ≤ 2kn.
Il s’ensuit que pour k ∈ [κ0, kn − 1] et z ∈ Cf ,
sup
Ik
|φ′f | ∈ O(k2n) avec Ik :=
[
f ◦ fn2+k,n2(z), fn2+k+1,n2(z)
]
,
et donc
φf
(
fn2+k+1,n2(z)
)
= φf
(
f
(
fn2+k,n2(z)
)
+
pi2
4
wn2+k
)
= φf ◦ f
(
fn2+k,n2(z)
)
+ wn2+k · sup
Ik
|φ′f | ·O(1)
= φf
(
fn2+k,n2(z)
)
+ 1 +O
(
k2n
n2
)
.
Par conséquent, pour k ∈ [κ0, kn],
φf
(
fn2+k,n2(z)
)
= φf
(
fn2+κ0,n2(z)
)
+ k − κ0 +O
(
k3n
n2
)
= φf
(
f◦κ0(z)
)
+ k − κ0 + o(1)
= φf
(
f◦k(z)
)
+ o(1),
où la seconde inégalité vient de l’estimation fn2+κ0,n2(z) = f
◦κ0(z) + o(1) et du fait que k3n =
O
(
n3α
)
puisque α < 2/3.
En prenant k = kn, on en déduit que
φf (x
ι
n) = φf
(
fn2+kn,n2(z)
)
+ o(1) = φf (z) + kn + o(1) = kn +O(1)
et donc, xιn ∼ −1/φf (xιn) ∼ −1/kn. La preuve de la proposition 3.5.1 est alors achevée.
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3.5.6 Passage dans le batteur à oeufs
Dans cette section, nous allons prouver la proposition 3.5.3, c’est-à-dire : si (xιn)n≥0 est une
suite telle que xιn ∼ −1/kn et si
xon := f(n+1)2−kn,n2+kn (x
ι
n) ,
alors, quand n→ +∞,
xon ∼
1
kn
, ψ−1f (x
o
n) = φf (x
ι
n) + n ·
n2+2n−kn∑
m=n2+kn
√
wm
− 2n+ o(1).
La preuve utilise les coordonnées de Fatou approchées construites dans la section 3.4. On re-
prendra toutes les notations développées dans cette section (en particulier les propriétés 1, 2 et
3).
ϕwm+1
ϕvon ◦ ψf (Drepvon )
Zm
' +
√
wm
2
Zm+1
ϕwm
ϕvιn ◦ φ−1f (Dattvιn )
xιn ∼ − 1kn xon ∼ 1kn
φ−1f (D
att
vιn
) ψf (D
rep
von
)
fwm
Figure 3.5.1 – L’application ϕwm+1 ◦ fwm ◦ ϕ−1wm est proche de la translation de vecteur
√
wm
2 .
Démonstration. Soit vιn := wn2+kn dans Br pour n suffisamment grand.
Étape 1. Si xιn ∼ −1/kn, alors pour n suffisamment grand, xιn ∈ P attf . Posons Yn := φf (xιn) et
remarquons que
Yn ∼ − 1
xιn
∼ kn ∼ nα ∼ |vιn|−α/2 et donc Yn ∈ Dattvιn pour n suffisamment grand.
D’après la propriété 1, pour n suffisamment grand, xιn = φ
−1
f (Yn) ∈ Vvιn et
2√
vιn
· ϕvιn(xιn) =
2√
vιn
· ϕvιn ◦ φ−1f (Yn) = Yn + o(1) = φf (xιn) + o(1). (3.5.4)
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Étape 2. Nous allons maintenant prouver par récurrence sur m que pour tout m ∈ [n2 +kn, (n+
1)2 − kn],
fm,n2+kn(x
ι
n) ∈ Vwm
et
Zm := ϕwm ◦ fm,n2+kn(xιn) = ϕwn(xιn) +
m−1∑
j=n2+kn
(√
wm
2
+ o
(
1
n2
))
.
En effet, pour m = n2 + kn, on a : wm = vιn et d’après l’étape 1,
fm,n2+kn(x
ι
n) = x
ι
n ∈ Vvιn = Vwm ,
donc l’hypothèse de récurrence est vraie dans ce cas.
Supposons maintenant que l’hypothèse de récurrence soit vraie pour un certain m ∈ [n2 +
kn, (n+ 1)
2 − kn − 1]. D’après l’étape 1,
ϕvιn(x
ι
n) =
√
vιn
2
· (φf (xιn) + o(1)) = kn2n + o
(
kn
n
)
. (3.5.5)
De plus,
√
wm =
1√
n2 +O(n)
=
1
n
+O
(
1
n2
)
.
Il s’ensuit que
Zm =
kn
2n
+ o
(
kn
n
)
+ (m− n2 − kn) ·
(
1
2n
+O
(
1
n2
))
=
m− n2
2n
+ o
(
kn
n
)
,
et donc
kn
2n
+ o
(
kn
n
)
≤ <(Zm) ≤ 1− kn
2n
+ o
(
kn
n
)
, =(Zm) = o(1).
Comme rwm = |wm|(1−α)/2 ∼ kn/n, on voit que pour n suffisamment grand, Zm ∈ R wm . D’après
la propriété 3,
fm+1,n2+kn(x
ι
n) = fwm ◦ fm,n2+kn(xιn) ∈ Vwm+1
et
Zm+1 = φwm+1 ◦ fwm ◦ φ−1wm(Zm) = Zm +
√
wm
2
+ o(wm)
= ϕvιn(x
ι
n) +
m−1∑
j=n2+kn
(√
wj
2
+ o
(
1
n2
))
+
√
wm
2
+ o
(
1
n2
)
= ϕvιn(x
ι
n) +
m∑
j=n2+kn
(√
wj
2
+ o
(
1
n2
))
.
Étape 3. Nous allons maintenant traiter le cas où m := (n+ 1)2 − kn ; posons
von := w(n+1)2−kn , x
o
n := f(n+1)2−kn,n2+kn(x
ι
n).
D’après l’étape 2 de la preuve, xon ∈ Vvon et
ϕvon(x
o
n) = ϕvιn(x
ι
n) +
n2+2n−kn∑
j=n2+kn
(√
wj
2
+ o
(
1
n2
))
. (3.5.6)
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En particulier, en utilisant (3.5.5) et la proposition 3.5.2 on obtient
ϕvon(x
o
n) =
kn
2n
+ o
(
kn
n
)
+ 1− kn
n
+ o
(
1
n
)
= 1− kn
2n
+ o
(
kn
n
)
(3.5.7)
Posons
Xn :=
2√
von
· (ϕvon(xon)− 1) et donc ϕvon(xon) = 1 + √von2 ·Xn.
Comme 2/
√
von ∼ 2n, de (3.5.7) on déduit que Xn = −kn · (1 + o(1)). Comme de plus kn ∼
(von)
(1−α)/2 il s’ensuit que pour n suffisamment grand, Xn ∈ Drepvon . On calcule alors :
ψ−1f (x
o
n) = ψ
−1
f ◦ ϕ−1von
(
1 +
√
von
2
·Xn
)
= Xn + o(1)
=
2√
von
·
ϕvιn(xιn) +
n2+2n−kn∑
j=n2+kn
√
wj
2
+ o( 1
n
)
− 1

=
2√
von
·
√vιn
2
(
φf (x
ι
n) + o(1)
)
+
n2+2n−kn∑
j=n2+kn
√
wj
2
+ o( 1
n
)
− 1

= φf (x
ι
n) + 2n ·
n2+2n−kn∑
j=n2+kn
√
wj
2
− 2n+ o(1)
où l’on déduit la première ligne de la propriété 2, la seconde ligne suit de (3.5.6), la troisième
ligne de la propriété 1, et la dernière ligne vient de vιn ∼ von ∼ 1n2 . Ceci achève la preuve.
3.5.7 Sortie du batteur à oeufs
Dans ce paragraphe, nous allons prouver la proposition 3.5.4, c’est-à-dire : si (xon)n≥0 est une
suite contenue dans le pétale P repf et si
ψ−1f (x
o
n) = −kn +O(1),
alors, quand n→ +∞,
f(n+1)2,(n+1)2−kn (x
o
n) = f
◦kn (xon) + o(1).
Posons xon,0 := xon et pour k ∈ [1, kn], posons
xon,k := f(n+1)2−kn+k,(n+1)2−kn (x
o
n)
3.5.7.1 Dans le pétale répulsif
Soit κ1 un entier tel que pour tout n ≥ 0,
<(ψ−1f (xon))+ kn +R < κ1.
Nous allons prouver par récurrence sur k que pour n suffisamment grand, si k ∈ [0, kn−κ1], alors
xon,k ∈ P repf , ψ−1f (xon,k) = ψ−1f (xon) + k + k ·O
(
k2n
n2
)
.
Tout d’abord, l’hypothèse de récurrence est clairement vraie pour k = 0. Supposons donc
qu’elle est vérifiée pour un certain k ∈ [0, kn− κ1− 1]. Comme dans la proposition 3.5.1, comme
α < 2/3 et k ≤ kn, kO(k2n/n3) ⊂ o(1). Il s’ensuit que pour n suffisamment grand,
<(ψ−1f (xon,k)) = <(ψ−1f (xon))+ k + o(1) < k + κ1 − kn −R ≤ −R− 1.
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Comme xon,k+1 = fw(n+1)2−kn+k(x
o
n,k) = f(x
o
n,k) + o(1) et f ◦ψf = ψf ◦ T1, quitte à choisir n plus
grand s’il le faut, xon,k+1 appartient au pétale répulsif P
rep
f .
Ensuite, comme
(ψ−1f )
′(z) ∼ 1
z2
quand z → 0 in P repf ,
comme dans la proposition 3.5.1 on voit que
ψ−1f (x
o
n,k+1) = ψ
−1
f
(
f(xon,k) +O
(
1
n2
))
= ψ−1f ◦ f(xon,k) +O
(
1
n2
∣∣xon,k∣∣2
)
= ψ−1f (x
o
n,k) + 1 +O
(
k2n
n2
)
= ψ−1f (x
o
n) + k + 1 + (k + 1) ·O
(
k2n
n2
)
,
d’où le résultat par récurrence.
3.5.7.2 Sortie du pétale répulsif
D’après l’étape précédente, on a :
ψ−1f (x
o
n,kn−κ1) = ψ
−1
f (x
o
n) + kn − κ1 + o(1) = ψ−1f ◦ f◦kn−κ1(xon) + o(1).
En appliquant ψf des deux côtés, on obtient :
xon,kn−κ1 = f
◦kn−κ1(xon) + o(1).
Comme la suite de polynômes f(n+1)2,(n+1)2−κ1 converge localement uniformément vers f
◦κ1 , on
en déduit que
xon,kn = f(n+1)2,(n+1)2−kn (x
o
n) = f
◦kn(xon) + o(1),
ce qui achève la preuve de la proposition 3.5.4.
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