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CONSTRUCTION OF VECTOR VALUED
MODULAR FORMS FROM JACOBI FORMS
Jae-Hyun Yang
Abstract. We give a geometrical construction of the canonical automorphic factor
for the Jacobi group and construct new vector valued modular forms from Jacobi
forms by differentiating them with respect to toroidal variables and then evaluating
at zero.
1 Introduction
For given two fixed positive integers n and m, we let
Hn := {Z ∈ C
(n,n) | Z = tZ, ImZ > 0 }
be the Siegel upper half plane of degree n and let Γn be the Siegel modular group
of degree n. Let
Pm,n := C[W11, · · · ,Wmn], W = (Wkl) ∈ C
(m,n)
be the ring of polynomial functions on C(m,n). Here C(n,n) (resp.C(m,n)) denotes
the space of all complex n × n (resp.m× n)-matrices ( see notations below ). For
any homogeneous polynomial P ∈ Pm,n, we define the differential operator P (∂W )
on C(m,n) as follows:
P (∂W ) := P
(
∂
∂W11
, · · · ,
∂
∂Wmn
)
.
In this paper, the author proves that if P is a homogeneous pluriharmonic poly-
nomial in Pm,n and f ∈ Jρ,M(Γn) (see Definition 3.1) is a Jacobi form of index
M with respect to a rational representation ρ of the general group GL(n,C), then
the following function
P (∂W ) f(Z,W )
∣∣∣
W=0
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yields a vector valued modular form with respect to a new rational representation
of GL(n,C). For a precise detail, we refer to Definition 5.1 and Main Theorem
in section 5. In [M-N-N] (cf. pp 147-156), the authors proved the similiar result
for theta functions. Our result is a generalization of their result because theta
functions are special examples of Jacobi forms.
This paper is organized as follows. In section 2, we provide a geometrical con-
struction of the canonical automorphic factor for the Jacobi group. In section 3,
we review Jacobi forms and establish the notations. In section 4, we review pluri-
harmonic polynomials and obtain some properties to be used in the subsequent
sections. In section 5, we shall prove the main theorem. In section 6, we obtain
two identities by applying the main theorem to Jacobi forms.
Notations: We denote by Z, R and C the ring of integers, the field of real
numbers, and the field of complex numbers respectively. Γn := Sp(n,Z) denotes
the Siegel modular group of degree n. The symbol “:=” means that the expression
on the right is the definition of that on the left. We denotes by Z+ the set of
all positive integers. F (k,l) denotes the set of all k × l matrices with entries in a
commutative ring F . For a square matrix A ∈ F (k,k) of degree k, σ(A) denotes
the trace of A. For A ∈ F (k,l) and B ∈ F (k,k), we set B[A] = tABA. For any
M ∈ F (k,l), tM denotes the transpose matrix of M . En denotes the identity
matrix of degree n.
2 The Canonical Automorphic Factor for the Jacobi Group
Let m and n be two fixed positive integers. It is well known that the automor-
phism group Aut (Hm+n) of the Siegel upper half plane of degree m + n is given
by
Aut (Hm+n) = Sp(m+ n,R)/{±Em+n}.
We observe that Hn is a rational boundary of Hm+n (cf. [N]). The normalizer
N(Hn) := {σ˜ ∈ Aut(Hm+n) : σ˜(Hn) ⊂ Hn } of Hn is given by
N(Hn) = P (Hn)/{±Em+n},
where
P (Hn) : = {g ∈ Sp(m+ n,R) : g(Hn) ⊂ Hn }
= {[σ, u, (λ, µ, κ)] ∈ Sp(m+ n,R)} .
Here we put
[σ, u, (λ, µ, κ)] :=


A 0 B A tµ−B tλ
uλ u uµ uκ
C 0 D C tµ−D tλ
0 0 0 tu−1

 ,
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where σ =
(
A B
C D
)
∈ Sp(n,R), u ∈ GL(m,R), λ, µ ∈ R(m,n) and κ ∈ R(m,m).
If
(
Z tW
W T
)
∈ Hm+n with Z ∈ Hn, W ∈ R
(m,n) and T ∈ Hm, we simply
write
(Z,W, T ) :=
(
Z tW
W T
)
.
We denote the symplectic action of N(Hn) on (Z,W, T ) by
g · (Z,W, T ) := (Z˜, W˜ , T˜ ), g ∈ N(Hn).
It is easy to see that (Z˜, W˜ , T˜ ) is of the form
Z˜ = σg(Z),
W˜ = a(g;Z)(W ) + b(g;Z),
T˜ = mg(T ) + c(g;Z,W ),
where σg ∈ Aut (Hn), mg ∈ Aut (Pm),
a(g; ·) : Hn −→ GL(C
(m,n)) holomorphic,
b(g; ·) : Hn −→ C
(m,n) holomorphic,
c(g; ·, ·) : Hn × C
(m,n) −→ Hm holomorphic.
Here Pm := {Y ∈ R
(m,m) | Y = tY > 0 } is an open convex cone in R
m(m+1)
2 and
we set
Aut (Pm) :=
{
ξ ∈ GL(C(m,m))
∣∣∣∣ ξ(Pm) = Pm
}
.
Remark 2.1. In [PS], Piateski-Sharpiro called the mapping (Z,W, T ) 7−→ (Z˜, W˜ , T˜ )
a quasilinear transformation.
From now on, we set
Hn,m := Hn × C
(m,n).
We observe that g = [σ, u, (λ, µ, κ)](mod {±Em+n}) ∈ N(Hn) acts on Hn,m by
(Z,W ) 7−→ (σg(Z), a(g;Z)(W ) + b(g;Z)).
The subgroup of N(Hn) consisting of elements g = [σ, u, (λ, µ, κ)](mod {±Em+n})
with the property
mg = Identity on Hm
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is called the Jacobi group, denoted by GJ . It follows immediately from the defini-
tion that
GJ = {[σ, Em, (λ, µ, κ)] ∈ P (Hn)}.
It is easy to see that GJ is the semidirect product of Sp(n,R) and H
(n,m)
R
, where
H
(n,m)
R
:= {[En, Em, (λ, µ, κ)] ∈ P (Hn)}
is the nilpotent 2-step subgroup of P (Hn), called the Heisenberg group. For some
results on H
(n,m)
R
, we refer to [Y1]-[Y2].
Now we consider another subgroup G˜ of GJ . By the definition, G˜ consists of
elements of GJ whose action is of the following form:
(Z,W, T ) 7−→ (σg(Z), a(g;Z)(W ), T + c(g;Z,W )), c(g;Z, 0) = 0.
Lemma 2.2. The map
J : G˜×Hn −→ GL(C
(m,n))
defined by
J(σ˜, Z) := a(σ˜;Z), σ˜ ∈ G˜, Z ∈ Hn
is a factor of automorphy for G˜.
Proof. It is easy to prove it. We leave its proof to the reader. 
We note that the mapping
(2.1) A(g, (Z,W )) := c(g;Z,W ), g ∈ GJ , (Z,W ) ∈ Hn,m
is a summand of automorphy, i.e.,
(2.2) A(g1g2, (Z,W )) = A(g1, g2 · (Z,W )) +A(g2, (Z,W )),
where g1, g2 ∈ G
J and (Z,W ) ∈ Hn,m. We let
KC ⊂ GL(C
(m,n))
be the complex Lie group generated by the linear mapping
{
a(g;Z) : g ∈ GJ
}
.
Then KC is isomorphic to GL(n,C).
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Lemma 2.3. Let
ρ : GL(n,C) −→ GL(Vρ)
be a finite dimensional holomorphic representation of GL(n,C) on a finite dimen-
sional complex vector space Vρ and let χ : C
(m,n) −→ C× be a character on the
additive group C(m,m). Then the mapping Jρ : G˜×Hn −→ GL(Vρ) defined by
Jρ(σ˜, Z) := ρ(J(σ˜, Z)), σ˜ ∈ G˜, Z ∈ Hn
is a factor of automorphy for G˜. Furthermore the mapping
Jχ,ρ(g, (Z,W )) := χ(c(g;Z,W )) ρ(a(g;Z)), g ∈ G
J
is a factor of automorphy for the Jacobi group GJ with respect to χ and ρ.
Proof. The proof of this first statement is obvious. The proof of the second state-
ment follows immediately from the fact that A(g, (Z,W )) := c(g;Z,W ) is a sum-
mand of automorphy (cf. (2.1) and (2.2)) and that Jρ is a factor of automorphy
for G˜. 
Definition 2.4. Jρ and Jχ,ρ are called the canonical automorphic factor for G˜
with respect to ρ and the canonical automorphic factor for GJ with respect to χ
and ρ respectively.
3 Jacobi Forms
In this section, we establish the notations and define the concept of Jacobi
forms.
Let
Sp(n,R) = {M ∈ R(2n,2n) | tMJnM = Jn }
be the symplectic group of degree n, where
Jn :=
(
0 En
−En 0
)
.
It is easy to see that Sp(n,R) acts on Hn transitively by
M < Z >:= (AZ +B)(CZ +D)−1,
where M =
(
A B
C D
)
∈ Sp(n,R) and Z ∈ Hn.
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For two positive integers n and m, we recall that the Jacobi group GJ :=
Sp(n,R)⋉H
(n,m)
R
is the semidirect product of the symplectic group Sp(n,R) and
the Heisenberg group H
(n,m)
R
endowed with the following multiplication law
(M, (λ, µ, κ)) · (M ′, (λ′, µ′, κ′)) := (MM ′, (λ˜+ λ′, µ˜+ µ′, κ+ κ′ + λ˜ tµ′ − µ˜ tλ′))
with M,M ′ ∈ Sp(n,R), (λ, µ, κ), (λ′, µ′, κ′) ∈ H
(n,m)
R
and (λ˜, µ˜) := (λ, µ)M ′. It is
easy to see that GJ acts on Hn,m := Hn × C
(m,n) transitively by
(3.1) (M, (λ, µ, κ)) · (Z,W ) := (M < Z >, (W + λZ + µ)(CZ +D)−1),
where M =
(
A B
C D
)
∈ Sp(n,R), (λ, µ, κ) ∈ H
(n,m)
R
and (Z,W ) ∈ Hn,m.
Let ρ be a rational representation of GL(n,C) on a finite dimensional complex
vector space Vρ. Let M ∈ R
(m,m) be a symmetric half-integral semi-positive defi-
nite matrix of degree m. Let C∞(Hn,m, Vρ) be the algebra of all C
∞ functions on
Hn,m with values in Vρ. For f ∈ C
∞(Hn,m, Vρ), we define
(f |ρ,M[(M, (λ, µ, κ))])(Z,W )
(3.2) := e−2piiσ(M[W+λZ+µ](CZ+D)
−1C) × e2piiσ(M(λZ
tλ+2λtW+(κ+µtλ)))
× ρ(CZ +D)−1f(M < Z >, (W + λZ + µ)(CZ +D)−1),
where M =
(
A B
C D
)
∈ Sp(n,R), (λ, µ, κ) ∈ H
(n,m)
R
and (Z,W ) ∈ Hn,m.
Definition 3.1. Let ρ and M be as above. Let
H
(n,m)
Z
:= { (λ, µ, κ) ∈ H
(n,m)
R
|λ, µ ∈ Z(m,n), κ ∈ Z(m,m) }.
A Jacobi form of index M with respect to ρ on Γn is a holomorphic function
f ∈ C∞(Hn,m, Vρ) satisfying the following conditions (A) and (B):
(A) f |ρ,M[γ˜] = f for all γ˜ ∈ Γ
J
n := Γn ⋉H
(n,m)
Z
.
(B) f has a Fourier expansion of the following form :
f(Z,W ) =
∑
T≥0
half-integral
∑
R∈Z(n,m)
c(T,R) · e2pii σ(TZ) · e2piiσ(RW )
with c(T,R) 6= 0 only if
(
T 1
2
R
1
2
tR M
)
≥ 0.
If n ≥ 2, the condition (B) is superfluous by Ko¨cher principle ( cf. [Z] Lemma
1.6). We denote by Jρ,M(Γn) the vector space of all Jacobi forms of indexM with
respect to ρ on Γn. Ziegler ( cf. [Z] Theorem 1.8 or [E-Z] Theorem 1.1 ) proves that
the vector space Jρ,M(Γn) is finite dimensional. For more results on Jacobi forms
with n > 1 and m > 1, we refer to [Y3]-[Y6] and [Z].
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4 Pluriharmonic Polynomials
We review pluriharmonic polynomials of matrix arguments and collect some
properties to be used in the next section ( cf. [K-V] and [M-N-N] ).
Let n and m be two positive integers and let Pm,n := C[W11,W12, · · · ,Wmn]
be the ring of complex valued polynomials on C(m,n). For any homogeneous poly-
nomial P ∈ Pm,n, we put
(4.1) P (∂W ) := P
(
∂
∂W11
, · · · ,
∂
∂Wmn
)
.
Let S be a positive definite symmetric rational matrix of degree m. Let T := (tpq)
be the inverse of S. For each i, j with 1 ≤ i, j ≤ n, we denote by △i,j the following
differential operator
(4.2) △i,j :=
m∑
p,q=1
tpq
∂2
∂Wpi ∂Wqj
, 1 ≤ i, j ≤ n.
A polynomial P on C(m,n) is said to be harmonic with respect to S if
(4.3)
n∑
i=1
△i,iP = 0.
A polynomial P on C(m,n) is called pluriharmonic with respect to S if
(4.4) △i,jP = 0, 1 ≤ i, j ≤ n.
If there is no confusion, we just write harmonic or pluriharmonic instead of har-
monic or pluriharmonic with respect to S. Obviously a pluriharmonic polynomial
is harmonic. We denote by Hm,n the space of all pluriharmonic polynomials on
C(m,n). The ring Pm,n of polynomials on C
(m,n) has a symmetric nondegenerate
bilinear form < P, Q >:= (P (∂W )Q)(0) for P, Q ∈ Pm,n. It is easy to check that
< , > satisfies
(4.5) < P, QR >=< Q(∂W )P, R >, P,Q,R ∈ Pm,n.
Lemma 4.1. Hm,n is invariant under the action of GL(n,C)×O(S) given by
(4.6) ((A,B), P (W )) 7−→ P ( tBWA), A ∈ GL(n,C), B ∈ O(S).
Here O(S) := {B ∈ GL(m,C) | tBSB = S } denotes the orthogonal group of the
quadratic form S.
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Proof. See corollary 9.11 in [M-N-N]. 
Remark 4.2. In [K-V], Kashiwara and Vergne investigated an irreducible de-
composition of the space of complex pluriharmonic polynomials defined on C(m,n)
under the action of (4.6). They showed that each irreducible component τ ⊗ λ
occurring in the decomposition of Hm,n under the action (4.6) has multiplicity
one and the irreducible representation τ of GL(n,C) is determined uniquely by
the irreducible representation of O(S).
Lemma 4.3. If P is pluriharmonic, then we have
P (∂W ) e
σ(WC tWS−1) = P (2S−1WC) eσ(WC
tWS−1)
for all complex symmetric matrix C ∈ C(n,n) of degree n. We recall that σ(A)
denotes the trace of a square matrix.
Proof. We set h(W ) := σ(WC tWS−1). We observe that h(∂W )P = 0. Indeed,
h(W ) =
∑
i,k,l,m
WikcklWmltmi
=
∑
k,l
ckl

∑
i,m
tmiWmlWik


=
∑
k,l
cklhlk.
Thus h(∂W )P =
∑
k,l ckl (hlk(∂W )P ) =
∑
k,l ckl△l,kP = 0. We put ϕ(W ) :=
eh(W ). Then f(W ) := ϕ(W + A) = ϕ(W )ϕ(A)η(W ), where A ∈ C(m,n) and
η(W ) := eσ(2WC
tAS−1).
P (∂W )ϕ(W )
∣∣∣
W=A
= P (∂W )f(W )
∣∣∣
W=0
= ϕ(A) (P (∂W )ϕ(W )η(W ))
∣∣∣
W=0
= ϕ(A)P (∂W )η(W )
∣∣∣
W=0
.
Indeed, since h(∂W )P = 0, we have
P (∂W ) (ϕ(W )η(W ))
∣∣∣
W=0
=< P, ϕ · η >=< ϕ(∂W )P, η >
=
∞∑
n=0
1
n!
< hn(∂W )P, η >
=< P, η >= P (∂W )η(W )
∣∣∣
W=0
.
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By an easy computation, we obtain
P (∂W ) η(W ) = P (2S
−1AC) η(W ).
Finally, we have
P (∂W )ϕ(W )
∣∣∣
W=A
= ϕ(A) · P (2S−1AC) η(0).
Hence we obtain the desired result. 
5 Proof of Main Theorem
Throughout this section we fix a rational representation ρ of GL(n,C) on a
finite dimensional complex vector space Vρ and a positive definite symmetric, half-
integral matrix M of degree m once and for all.
We set S := (2M)−1. As in the previous section, we denote by Hm,n the vector
space of all pluriharmonic polynomials with respect to S on C(m,n). According
to Lemma 4.1, there exists an irreducible subspace Vτ ( 6= 0) invariant under the
action of GL(n,C) given by (4.6). We denote this represetation by τ . Then we
have
(5.1) (τ(A)P )(W ) = P (WA), A ∈ GL(n,C), P ∈ Vτ , W ∈ C
(m,n).
The action τˆ of GL(n,C) on V ∗τ is defined by
(5.2) (τˆ(A)−1ζ)(P ) := ζ(τ( tA−1)P ),
where A ∈ GL(n,C), ζ ∈ V ∗τ and P ∈ Vτ .
Definition 5.1. Let f ∈ Jρ,M(Γn) be a Jacobi form of index M with respect to
ρ on Γn. Let P ∈ Vτ be a homogeneous pluriharmonic polynomial. We put
(5.3) fP (Z) := P (∂W )f(Z,W )
∣∣∣
W=0
, Z ∈ Hn, W ∈ C
(m,n).
Now we define the mapping
fτ : Hn −→ V
∗
τ ⊗ Vρ
by
(5.4) (fτ (Z))(P ) := fP (Z), Z ∈ Hn, P ∈ Vτ .
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Definition 5.2. A holomorphic function f : Hn → Vρ is called a modular form
of type ρ on Γn if
f(M < Z >) = ρ(CZ +D)f(Z), Z ∈ Hn
for all M =
(
A B
C D
)
∈ Γn. If n = 1, the additional cuspidal condition will be
added. We denote by [Γn, ρ] the vector space of all modular forms of type ρ on
Γn.
Main Theorem. Let τ and τˆ be as before. Let f ∈ Jρ,M(Γn) be a Jacobi form.
Then fτ (Z) is a modular form of type τˆ ⊗ ρ, i.e., fτ ∈ [Γn, τˆ ⊗ ρ].
Proof. Let
f(Z,W ) =
∑
T,R
c(T,R) e2piiσ(TZ) · e2piiσ(RW )
be a Fourier expansion of f(Z,W ). Then we have
P (∂W )f(Z,W ) =
∑
T,R
P (2pii tR) · c(T,R) · e2piiσ(TZ+RW )
and
(5.5) fP (Z) := P (∂W )f(Z,W )
∣∣∣
W=0
=
∑
T,R
P (2pii tR) · e2piiσ(TZ) · c(T,R)
Since f ∈ Jρ,M(Γn), we have the following transformation law
(5.6) f(M<Z>,W (CZ+D)−1) = e2piiσ(MW (CZ+D)
−1C tW ) ·ρ(CZ+D)f(Z,W )
for all M =
(
A B
C D
)
∈ Γn. Applying P (∂W ) to (5.6), according to Lemma 4.3,
we have
P (∂W )f(M < Z >,W (CZ +D)
−1)
= P (4piiMW (CZ +D)−1C) e2piiσ(MW (CZ+D)
−1C tW )
× ρ(CZ +D)f(Z,W ) + h(Z,W ) + e2piiσ(MW (CZ+D)
−1C tW )
×
∑
T,R
P (2pii tR) · ρ(CZ +D)c(T,R) · e2piiσ(TZ+RW ),
where h(Z,W ) is a Vρ-valued function on Hn,m whose restriction to W = 0 van-
ishes. Here we used the fact that (CZ + D)−1C is a complex symmetric matrix
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of degree n and Lemma 4.3. If we evaluate this at W = 0, P being homogeneous,
we have
(5.7) P (∂W )f(M < Z >,W (CZ +D)
−1)
∣∣∣
W=0
=
∑
T,R
P (2pii tR) · e2piiσ(TZ) · ρ(CZ +D)c(T,R).
On the other hand,
P (∂W )f(M < Z >,W (CZ +D)
−1)
∣∣∣
W=0
=P (∂W )
∑
T,R
c(T,R)e2piiσ(T ·M<Z>) · e2piiσ(RW (CZ+D)
−1)
∣∣∣
W=0
=
∑
T,R
P (2pii tR t(CZ +D)−1) · e2piiσ(T ·M<Z>) · c(T,R).
Thus according to (5.7), we have
(5.8)
∑
T,R
P˜ (2pii tR) · e2piiσ(T ·M<Z>) · c(T,R)
=
∑
T,R
P (2pii tR) · e2piiσ(TZ) · ρ(CZ +D)c(T,R),
where P˜ (W ) := P (W t(CZ +D)−1). By (5.5), (5.8) implies
(5.9) fP˜ (M < Z >) = ρ(CZ +D)fP (Z),
that is,
(5.10) (fτ (M < Z >))(P˜ ) = ρ(CZ +D)fτ (Z)(P ).
Since P˜ = τ( t(CZ +D)−1)P , we have from (5.9)(
(τˆ−1 ⊗ 1Vρ)(CZ +D)fτ (M < Z >)
)
(P )
=
(
(1Vτ∗ ⊗ ρ)(CZ +D)fτ (Z)
)
(P ),
where 1Vτ ∗ (resp. Vρ) denotes the trivial representation ofGL(n,C) on V
∗
τ ( resp. Vρ).
Hence we obtain
(5.11) fτ (M < Z >) = (τˆ ⊗ ρ)(CZ +D)fτ (Z)
for all M =
(
A B
C D
)
∈ Γn. Therefore fτ is a Hom(Vτ , Vρ)-valued modular form
of type τˆ ⊗ ρ. 
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6 Applications
In this final section, we obtain important identites by applying the main theorem
to two special Jacobi forms.
(I) Let S ∈ Z(2k,2k) be a positive definite symmetirc, unimodular even matrix of
degree 2k. We choose an integral matrix c ∈ Z(2k,m) such that tcSc is positive
definite. We consider the following theta series
θS,c(Z,W ) :=
∑
λ∈Z(2k,n)
epiiσ(S(λZ
tλ+2λ t(cW ))).
Then θS,c ∈ Jk,M(Γn) with M :=
1
2
tcSc (cf. [Z], p. 212). We write f(Z,W ) :=
θS,c(Z,W ). Then by Main Theorem, fτ is a Hom(Vτ ,C)-valued modular form of
type τˆ⊗detk. Furthermore, according to (5.9), for any homogeneous pluriharmonic
P with respect to (2M)−1 = ( tcSc)−1, we obtain the following identity∑
λ∈Z(2k,n)
P (2pii tcSλ t(CZ +D)−1) · epiiσ(Sλ(AZ+B)(CZ+D)
−1 tλ)
= {det (CZ +D)}k
∑
λ∈Z(2k,n)
P (2pii tcSλ) · epiiσ(SλZ
tλ)
for all M =
(
A B
C D
)
∈ Γn and Z ∈ Hn.
(II) In [Z], Ziegler defined the Eisenstein series E
(n)
k,M(Z,W ) of Siegel type. LetM
be a half integral positive definite symmetric matrix of degree m and let k ∈ Z+.
We set
Γn,0 :=
{(
A B
C D
)
∈ Γn
∣∣∣∣∣ C = 0
}
.
Let R be a complete system of representatives of the cosets Γn,0\Γn and Λ be a
complete system of representatives of the cosets Z(m,n)/(ker (M)∩Z(m,n)), where
ker (M) := {λ ∈ R(m,n) | M · λ = 0 }. The Eisenstein series E
(n)
k,M is defined by
E
(n)
k,M(Z,W ) :=
∑
 
A B
C D
!
∈R
det (CZ +D)−k · e2piiσ(MW (CZ+D)
−1C tW )
·
∑
λ∈Λ
e2piiσ(M((AZ+B)(CZ+D)
−1 tλ+2λ t(CZ+D)−1 tW )),
where (Z,W ) ∈ Hn,m. Now we assume that k > n + m + 1 and k is even.
Then according to [Z], Theorem 2.1, E
(n)
k,M(Z,W ) is a nonvanishing Jacobi form in
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Jk,M(Γn). By Main Theorem, (E
(n)
k,M)τ is a Hom(Vτ ,C)-valued modular form of
type τˆ ⊗ detk. We define the automorphic factor j : Sp(n,R)×Hn −→ GL(n,C)
by
j(g, Z) := cZ + d, g =
(
a b
c d
)
∈ Sp(n,R), Z ∈ Hn.
Then according to (5.9), for any homogeneous pluriharmonic polynomial P with
respect to (2M)−1, we obtain the following identity
det j(M,Z)k
∑
γ∈R
∑
λ∈Λ
det j(γ, Z)−k · P (4piiMλ tj(γ, Z)−1) · e2piiσ(M·γ<Z>·
tλ)
=
∑
γ∈R
∑
λ∈Λ
det j(γ,M < Z >)−k · P (4piiMλ tj(γM,Z)−1) · e2piiσ(M·γM<Z>·
tλ)
for all M ∈ Γn and Z ∈ Hn.
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