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Beyond the Standard Model scenarios with extensions of the Higgs sector typically predict new
resonances that can undergo a series of cascade decays to detectable Standard Model particles. On
the one hand, sensitivity to such signatures will contribute to the full reconstruction of the extended
Higgs potential if a new physics discovery will be made. On the other hand, such cascade decays
could be dominant decay channels, thus being potentially the best motivated signatures to achieve a
new physics discovery in the first place. In this work we show how the long short-term memory that
is encoded in the cascade decays’ phenomenology can be exploited in discriminating the signal from
the background, where no such information is present. In parallel, we demonstrate for theoretically
motivated scenarios that such an approach provides improved sensitivity compared to more standard
analyses, where only information about the signal’s final state kinematics are included.
I. INTRODUCTION
The search for new physics beyond the Standard Model
(SM) of particle physics is the main driver of the phe-
nomenology programme at the Large Hadron Collider
(LHC). The current negative outcome of beyond the SM
(BSM) searches seems to suggest that new degrees of
freedom are either too heavy or too weakly coupled to be
experimentally accessible at this stage in the LHC pro-
gramme.
If new physics is related to the top quark and Higgs
boson sector, as is expected in most concrete ultraviolet
(UV) completions of the SM that tackle the shortcom-
ings of the SM such as insufficient CP violation or TeV
scale naturalness, another phenomenologically interest-
ing avenue arises: New exotic scalar bosons could be
dominantly produced through SM-Higgs like gluon fu-
sion, Fig. 1(a). If this production mode is relevant as
a consequence of sizeable Yukawa couplings (or phases),
unitarity typically implies a large decay probability into
top quarks when kinematically accessible.1 However, it
is known [3–8] that large accidental interference of QCD-
induced tt¯ production with the scalar state can create
a significant distortion of the on-shell resonance signal.
When including constraints from dark matter searches,
low energy experiments, flavor physics, 125 GeV Higgs
signal strength measurements and exotic Higgs searches
as done in Ref. [9], motivated UV completions such as the
two-Higgs-doublet model (2HDM, for a review see [10])
are forced into parameter regions that are particularly
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1Decays into massive quarks are typically further enhanced due to
symmetry considerations such as custodial isospin [1] or CP prop-
erties of the new scalar state [2].
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FIG. 1: Representative gluon fusion diagrams for the produc-
tion of an exotic scalar Hi and subsequent decay into either
H3 → tt¯ (a) or scalar decays H3 → H2h (b).
impacted by these interference effects.
This could mean that new physics is already present at
the energy scales presently being explored by the LHC,
yet interference renders the signal difficult to detect in
the best motivated tt¯ channel. If this is the case, sen-
sitivity to these models can be restored using di-Higgs
final states. While these final states can be enhanced by
constructive signal-signal interference in concrete UV ex-
tensions of the Higgs sector [9], the significantly reduced
sensitivity to such signatures will mean that new physics
discoveries will be pushed into the LHC’s high luminosity
(HL) phase.
In scenarios with a richer scalar phenomenology, multi-
Higgs production from cascade decays of a new scalar de-
gree of freedom into a 125 GeV SM Higgs h and another
BSM scalar boson are possible. These signatures arise in,
e.g., the next-to-minimal 2HDM [11] (N2HDM) with siz-
able cross sections and provide an important phenomeno-
logical input for the reconstruction of the extended Higgs
potential. In scenarios like the complex 2HDM, such sig-
natures directly probe alignment of the 125 GeV Higgs
boson with fluctuations around the electroweak vacuum
independent from decoupling of additional states [12] and
are therefore theoretically well motivated. Depending on
the mass of the final state exotic Higgs boson, such cas-
cade signatures also arise in the NMSSM [13, 14].
In this work we focus on decays of heavy scalars
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2H3 → H2h, Fig. 1 (b), where we identify the 125 GeV
SM Higgs boson as the lightest scalar degree of freedom,
H1 = h. We are specifically interested in the parameter
region where mH3 > mH2 +mh and mH2 > 2mt, i.e. the
region of parameter space where the decay
H3 → H2h, with H2 → tt¯, h→ bb¯ (1)
is open and sizeable. Such final states are experimen-
tally challenging due to b-jet combinatorics and a signif-
icant amount of missing energy that renders the recon-
struction of resonances difficult. While distinct kinemat-
ical correlations that are induced by the cascade decay
structure can be accessed through observables like the
‘stransverse mass’ (Cambridge MT2) [15, 16], an analy-
sis strategy based on rectangular combinations of collider
observables might be too restrictive to obtain the highest
statistical signal yield for a given background rejection2.
In parallel, the particular hierarchy of the branchings of
Eq. (1) induces a ‘timescale’ for the signal events which is
not present for the contributing background. While phe-
nomenological analyses aim to perform an appropriate
clustering of the final state’s kinematics on a statistical
level, they typically do so without accessing the event’s
memory imprint directly.
Fingerprinting the relevance of this memory for signal
vs. background discrimination is the focus of this work.
We will access this memory by means of recurrent neural
networks (RNNs) and show its relevance by comparing
this setup against other signal-background discrimination
methodologies.
This paper is organised as follows. In Sec. II A, we
quickly motivate the use of RNNs for the physics problem
that we study in this paper and outline our analysis setup
in Sec. II B. Sec. II C gives an overview of the different
strategies that we employ and Sec. II D compares the
efficacy of those strategies. We summarise and conclude
in Sec. III.
II. CASCADING MEMORY
A. General remarks and context
RNNs are networks designed to train on a sequence
of time ordered events rather than spatially distributed
values. In the case under consideration in this work, we
employ an RNN to identify the flow of particles in the
showering and branching after a collision event.
The architecture of the recurrent network allows it to
connect a piece of information to the previous piece of
information learnt, the classic example being connecting
the end of the sentence to the beginning.
2Shower and event deconstruction are alternative all-information
approaches to discriminate hadronically decaying top quarks and
Higgs bosons from backgrounds [17–19].
RNNs are widely used in translation (many-to-many),
music generation (one-to-many) and sentiment classifi-
cation or reading joined up handwriting (many-to-one)
applications. Depending on the task, recurrent neural
networks might have different architectures. Our case is
most similar to the structure of a many-to-one situation
where the many represents the string of events as parti-
cles decay into each other and the one is the nature of the
hard particles created in the initial event in the collider.
The RNN is a machine learning network where nodes
are replaced by units, individual gates rather like logic
gates but made up of algorithms consisting of fixed com-
binations of algebraic and smooth activation functions, as
well as weights connecting those functions. These units
are then distributed across the network in the same way
nodes would form a normal neural network, with freedom
in the choice of architecture, for example the number of
layers and the number of units in each layer etc.
The input is split into time ordered components like
the consecutive words in a sentence and each word is
fed in an ordered fashion into the first layer of units,
consecutively from left to right. Within each layer of the
network, each unit produces an activation and an output
which are fed to the next layer, however the output is
also fed sideways to the right in the same layer so that
the input into each unit contains information about the
previous words in the sentence only.
In our case the words are replaced by the parameters
of jets/leptons/missing energy with the time ordering re-
placed by pT ordering.
The weights are then varied during training using the
same gradient descent algorithms used for normal neu-
ral network training, and the global minimum of the
cost/error function is searched for (and hopefully ob-
tained). Updating weights requires propagation through
the network of derivatives of both the cost/error function
and the co-dependence of weights upon each other. The
required chain-rule multiplication of many such deriva-
tives increases the risk of gradients vanishing or blowing
up. Hence, memorizing a longer sequence is a challeng-
ing task in traditional RNNs. Long Short Term Memory
(LSTM) units can be used to construct a particular class
of RNN, which address these issues and remembers in-
formation for a longer period [20]. LSTM and closely
related Gated Recurrent Unit (GRU) [21] networks have
a gated structure that regulates the passage of informa-
tion through the unit. The LSTM architecture therefore
stabilises the way that the units change their behaviour
as weights are updated.
Applications of RNNs to jet physics have emerged in
recent years. LSTMs have been in use for flavour tag-
ging [22, 23], substructure studies [24–26], hardware anal-
ysis [27, 28] and event-level classifiers [29]. Various deep
learning techniques to classify light-flavoured and heavy-
flavoured jets are compared in [22]. Particle tracks and
vertices are used as the classifying features of the net-
work. A comparison study comparing RNNs to deep neu-
ral networks, LSTMs and outer recursive networks, while
3Process Cross Section [fb]
pp→ tt¯bb¯ 1215.050
pp→ tt¯(h→ bb¯) 22.007
pp→ tt¯(Z → bb¯) 6.096
pp→ bbb¯b¯W+W− 2.561
pp→ bbb¯b¯ZZ 0.014
TABLE I: Inclusive cross sections for background processes at
a 13 TeV LHC, where tt¯bb¯, tt¯h and tt¯Z normalisations include
K-factors 1.8 [30], 1.17 [31] and 1.2 [32], respectively.
exploiting their prowess in tracing the full event history,
was performed in this paper. The classification of jets
(up quark initiated vs down quark initiated) using their
electric charge was attempted in [25]. Convolutional, re-
current and recursive neural networks were used to train
the network. The approach followed in [29] is to investi-
gate the analogy between the way RNNs perform natural
language processing to training on jet physics. Jets de-
rived from sequential clustering algorithms, are fed into
the network and is used for classification purpose.
B. Event data and pre-processing
In this work we consider on the cascade decay signature
pp→ H3 → (H2 → tt¯→ `+`′−bb¯+ /ET ) + (h→ bb¯) , (2)
i.e. we feed in the two leptons, four b jets and the missing
energy as the discriminating features of the signal. Pseu-
dorapidity η, azimuthal angle φ, transverse momentum
pT and energy E parameters are used to embed the in-
formation to the network. We focus on 13 TeV collisions.
The signature of two leptons, four b-tagged jets and miss-
ing energy arises when the tops decay to b quarks, lep-
tons and neutrinos, thus providing a range of correlations
and a cluster history that is not (fully) present for the
contributing background processes, which include
• pp→ tt¯bb¯,
• pp→ tt¯(Z → bb¯),
• pp→ tt¯(h→ bb¯),
• pp→ bbb¯b¯W+W−,
• pp→ bbb¯b¯ZZ.
Out of these the tt¯bb¯ production is by far the most dom-
inant contribution, see Tab. I.
The signal is modelled with FeynRules [33, 34] and
we generate signal and background events with MadE-
vent [35–37] and MadSpin [38, 39]. The generated
events are showered with Pythia8 [40] and outputted
in the HepMC format [41]. We use FastJet [42, 43]
for clustering jets, interfaced through the reconstruction
mode of MadAnalysis [44–47]. All jets are clustered
with the anti-kT algorithm [48] of radius 0.4 with the
requirement that they have a transverse momentum of
pT (j) > 20 GeV , (3)
and a pseudorapidity of
|η(j)| < 4.5 . (4)
B-jets are selected with efficiency of  = 0.8 and in the
central part of the detector within
|η(jb)| < 2.5 . (5)
The final state leptons are selected if
pT (`) > 5 GeV and |η(`)| < 2.5 . (6)
Subsequently, we impose isolation criteria, where a lepton
is considered isolated if the total pT of the jets within the
light lepton’s cone radius R =
√
(∆η)2 + (∆φ)2 = 0.3
is less than 20% of the lepton’s transverse momentum
pT (`). The event is accepted if exactly two leptons and
four b-tagged jets are identified, otherwise vetoed. The
missing transverse momentum is evaluated as the oppo-
site to the four-momenta sum of jet and lepton tracks in
the plane perpendicular to the beam and its magnitude
is considered as the missing transverse energy.
The production of tt¯bb¯ provides the largest background
contribution. bbb¯b¯Z is many orders of magnitude smaller,
and we will not consider it further. Event numbers are
re-scaled to a sum of 69000 events before passed to the
neural network with an equal number of signal events for
training.
C. Architectures
Before we turn to an application of the RNN strategy
to analyse an actual N2HDM scenario, we would like to
quantify the information gain that becomes available by
using RNN as opposed to other strategies that do not di-
rectly access the memory of the signal event decay chain.
To this end the data was trained using two different net-
works to assess the importance of long and short term
memory on the classification score, i.e. we compare the
performance of the RNN with that of a deep neural net-
work (DNN). Models are built using Tensorflow2.1 [49]
and trained using Nvidia GeForce GTX 1080Ti and
RTX 2080Ti on the CUDA 10.2 platform [50]. We use
81% of events for training, 9% for validation and 10% for
testing.
The RNN network is trained for many different ar-
chitectures - we vary the number of GRU (LSTM) layers
from one to nine, while the number of RNN units are also
varied from 10 to 100. Default parameters are used in the
GRU/LSTM units, and Tanh activation is applied to the
units while the sigmoid function is used as the recur-
rent activation. Weights are initialized using Glorot [51]
4FIG. 2: Figures showing the background rejection of LSTM and DNN networks for signal efficiencies of 10% and 30%. The
signal is generated with different masses for each case and MH3 > MH2 +mh. The width of H3 is set to 10% of its mass, while
the width of H2 is calculated assuming 100% branching into top quarks. Note that these assumptions predominantly influence
the normalisation and not the efficiency of the networks. For each signal case, the network is trained along with the background
events for a luminosity of 500/fb. The LSTM network has one LSTM layer of 45 units, a dropout rate of 0.1 and learning rate
of 0.001, while the DNN network has two fully connected layers of 80 units and a learning rate of 0.001. The mass scans are
performed using Monte-Carlo truth particles before showering and particle reconstruction. The networks use 10000 events split
into training, testing and validation sets. Runs with the width of H3 set to 30% of its mass produced comparable results.
uniform initializers in the GRU/LSTM units while or-
thogonal initializers are used in the recurrent states. A
dropout parameter of 0.1 is used between the layers to
avoid overfitting.
The DNN is trained using identical hyper-parameters
(without dropout). The number of layers and the number
of units are varied as in the RNN. Weights of the DNN
are also initialized using Glorot [51] and ReLU [52] ac-
tivation was given to the layers.
Both the RNN and the DNN are optimized using the
Adam [53] algorithm using categorical cross-entropy with
a learning rate of 0.001 and default beta parameters,
which are the exponential decay rates for the first (0.9)
and second-moment estimates (0.99), respectively. The
networks are trained for 100 epochs with early patience
of 10. The output layer is activated using softmax [54]
activation to obtain the class probability (binary cross-
entropy with the output layer activated using a sigmoid
function produces similar results).
D. Performance comparison and physics
To check whether an LSTM/GRU network provides
additional sensitivity in events with long decay chains,
we perform a scan over signal configurations with masses
MH3 , MH2 ∈ [410, 950] GeV and H3 width at 10% and
30% of MH3 . LSTM and DNN networks are trained on
each signal sample evaluating the background rejection
of the network when minimum signal efficiencies of 10%
and 30% are required. The model-independent scan over
masses considers directly the MC-truth information with-
out showering or realistic selection criteria to clarify the
5FIG. 3: Sensitivity in the MH3 − MH2 plane displayed as
the final signal cross section σS required to achieve S/
√
B =
2 (95% C.L.). We scan over the mass parameters with the
requirement MH3 > MH2 + 125 GeV and fixed branching
ratios BR(H3 → H2h) = 0.5 and BR(H2 → tt¯) = 1.
a priori usability of both types of neural networks for the
considered cascade decays. The LSTM network shows an
improved performance compared to the DNN, especially
when larger signal efficiencies are required as shown in
Fig. 2. The kinematical observables of the final state
particles largely depend on the mass of the different res-
onant structures in the BSM. Therefore the networks are
able to better discriminate from the SM background for
larger H2, H3 masses that lead to a more pronounced cas-
cade decay phenomenology. This leads to the reduction
of the background and opens up the possibility of exclud-
ing points the parameter space of concrete scenarios. In-
cluding effects from showering and hadronisation (which
creates additional sources of missing energy from me-
son decays), and realistic acceptance criteria Eqs. (3)-(6),
we show sensitivity projections for the HL-LHC (3/ab)
as a function of MH3,2 in Fig. 3. As the background
rapidly falls with MH3 mass hypothesis we are sensitive
to smaller cross sections at higher mass.
Given the RNN network’s enhanced sensitivity to the
cascade decay’s phenomenology, we can further discuss
its relevance for motivated scenarios beyond the generic
scan of Fig. 3. To this end, we focus on the N2HDM
as a prototype scenario that predicts the signature of
Eq. (2). Relevant coupling points are obtained by scan-
ning the parameter space of the N2HDM using Scan-
nerS [11, 55–58] and requiring the branching ratios of
the scalars BR(H3 → H2h), BR(H2 → tt¯) and the
pseudo-scalar BR(A → tt¯) to be larger than 0.5.3 To
3CMS and ATLAS are searching for charged [59, 60] and neutral
Higgs bosons [61–63], which can provide additional sensitivity to
this parameter region.
demonstrate the sensitivity that is available through the
GRU/LSTM setup, we focus on a N2HDM parameter
point with MH2 = 480 GeV, MH3 = 722 GeV and widths
4.9 GeV and 45 GeV for H2 and H3, respectively. This
point has a cross section of 3.43 fb and passes the branch-
ing requirements with BR(H3 → H2h) = 0.52. QCD
corrections for the signal are included via reweighting to
the Higgs Cross Section Working group values [64] (see
also [65, 66]) for the scale choice of µ = MH3/2. Again,
we include the effects of showering as well as additional
sources of missing energy that arise from hadronisation
and meson decays.
As usual in machine learning, the performance of the
classifiers are visualised using the Receiver Operating
Characteristics (ROC) curves. Histograms of the class
probability values are also plotted to check how well the
predicted probability values are separated for a given
classification threshold. Again, we train the networks
with different hyperparameters and ROC curves of net-
works with good performance on both training and vali-
dation data are shown in Fig. 4. We find that the RNN
always shows a slightly better discrimination. This leads
us to the conclusion that the splitting history encoded in
the event indeed provides relevant information that al-
lows one to discriminate the background from the signal
in a slightly more nuanced way. While the cascade de-
cay leaves discriminating features in the final state kine-
matic information which are used by the DNN to per-
form the classification, the quicker convergence of the
RNN setup demonstrates that this information is more
efficiently learned through an adapted architecture that
reflects the branching hierarchy directly.
A strong test of our setup is its capability to isolate
the resonance structures from the provided input data in
the presence of the significant degradation from missing
energy. We define a reconstructed MH3 by adding the
four-momenta of the two leptons and the four b-tagged
jets of highest pT as well as the missing transverse mo-
mentum. Similarly, MH2 is defined from two leptons and
a pair of b-tagged jets incompatible with the 125 GeV
Higgs mass, 125± 10 GeV. We can use these definitions
to check that we indeed get a peak-like structures af-
ter training and selection. The reconstructed masses are
shown in Fig. 5, before and after the application of an
LSTM network to select events. Although the resonance
structure becomes significantly distorted due the sizeable
missing energy that arises from a range of sources, the
resonance peaks are visible, and the backgrounds are sig-
nificantly reduced in a signal-like selection.
To determine the sensitivity quantitatively, we per-
form an analysis of signal and background rates after the
application of the LSTM. The cross sections obtained
after the LSTM selection which is chosen to maintain
a large σS/σB (σS and σB are the signal and back-
ground cross sections after selection, respectively). This
is done to minimise impact of background systematics
which we neglect in this study. Subsequently, we perform
a pseudo-measurement by evaluating the signal (back-
6(a) (b)
(c) (d)
FIG. 4: (a) Loss curves for training and validation data for LSTM, GRU and DNN along with (b) ROC curves for each case
for the N2HDM benchmark masses (see text). Class probability values for the (c) RNN cases and for (d) DNN. The LSTM
(GRU) consist of one layer of 45 units which result in comparable performance while the DNN which is built with two dense
layers of 80 units. The latter provides slightly poorer discrimination of signal against background and requires more epochs to
minimise the loss function.
ground) number of events S (B) at an extrapolated in-
tegrated luminosity of 3/ab and determining the signifi-
cance S/
√
B. For an LSTM network of one layer with 45
units we obtain a significance of 5.3 based on a rate of
S/B ' 0.09. Performing the same analysis with a DNN
network of two dense layers with 80 units each, the signifi-
cance is S/
√
B = 4.1 at S/B ' 0.08. This shows that the
DNN is slightly more vulnerable to background system-
atics, while the GRU/LSTM architecture is essential to
claim a new physics discovery in this channel at the HL-
LHC. Finally, for comparison, we additionally perform a
simple cut-and-count analysis to conclude our compari-
son of different approaches. Besides the selection crite-
ria, additional cuts are imposed on the missing energy
requiring /ET > 30 GeV. The search region is further
constrained by applying cuts on the transverse momen-
tum of final state particles. The four b-jets must satisfy
staggered cuts pT (b1) > 100 GeV, pT (b2) > 70 GeV,
pT (b3) > 65 GeV and pT (b4) > 50 GeV, while for the
leptons similarly pT (`1) > 30 GeV and pT (`2) > 10 GeV
were imposed. A Higgs compatible pair is reconstructed
by requiring the invariant mass of a pair of b-jets to
be within 125 ± 10 GeV. If more than one possible
pairs are identified, the one with the smallest separa-
tion ∆R is selected and if no candidate pair is found
the event is vetoed. The reconstructed Higgs must sat-
isfy pT (h) > 120 GeV and the invariant mass of the re-
maining two b-jets is restricted to mbb > 80 GeV. The
aforementioned cuts result in a smaller S/B ratio com-
pared to the network approaches, evaluated as 0.04 which
corresponds to a significance of 2.1. This poorer perfor-
mance highlights the relevance of using as much informa-
tion as possible in discriminating signal from background
as given by the LSTM/GRU and DNN networks to gain
7FIG. 5: Example histograms with and without the LSTM neural network for an N2HDM set of couplings with MH2 = 480 GeV,
MH3 = 722 GeV and widths 4.9 GeV and 45 GeV for H2 and H3, respectively. The LSTM network used had one LSTM layer
of 45 units, a dropout rate of 0.1 and learning rate of 0.001.
sensitivity to new physics scenarios such as the N2HDM
at the LHC.
III. DISCUSSION AND CONCLUSIONS
The search for new physics beyond the Standard Model
in scenarios with exotic scalars in cascade decays can be
subject to interference effects in the best motivated top
final states if additional scalars are heavy. In this case,
multi-Higgs production can come to the rescue, as it will
provide additional sensitivity to the ‘standard’ SM-like
Higgs searches. Furthermore, gaining sensitivity to such
decays is crucial for the reconstruction of the underly-
ing microscopic theory. Particularly motivated in this
context are decays of a heavy Higgs state into a pair of
different mass Higgs bosons, one of which is the 125 GeV
state. Such signatures probe particular aspects of the
models’ UV structure such as 2HDM alignment or an
extension of the 2HDM scalar sector, thus also helping
to discriminate between different model hypotheses if a
discovery is made.
In this work we have exploited the memory imprinted
by cascade decay patterns of a heavy state through a
chain of decay steps into SM matter. We have demon-
strated that RNNs which access this memory in a partic-
ularly adapted way exhibit superior discriminative power
than ‘ordinary’ DNNs, which would need to learn the de-
cay steps indirectly through correctly pairing final state
objects. In general, this results in a slightly reduced sen-
sitivity of DNN networks for the considered physics case.
In parallel, the DNN performance results from a longer
learning period while the RNNs pick up the available in-
formation rapidly. To highlight the physical relevance of
this approach we have considered a parameter point of
the N2HDM model space, that could be observed in the
cascade decay channel using the RNN approach with a
significance of over 5σ at the HL-LHC. The RNN archi-
tecture is particularly relevant for this parameter point
to be able to claim a discovery at the LHC. While we
have focused on a particular decay chain, our results can
be expected to generalise to the other UV scenarios such
as the NMSSM where the scalar mass scales are different,
and H2 would lie below the 125 GeV boson with direct
8decays H2 → bb¯. We leave this for future work.
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