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Abstract. We formulate conditions for convergence of Laws of Large Num-
bers and show its links with of the parts of mathematical analysis such as
summation theory, convergence of orthogonal series. We present also applica-
tions of the Law of Large Numbers such as Stochastic Approximation, Density
and Regression Estimation, Identification.
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List of symbols and denotations
x, y, . . ., α, β, . . .− real numbers,
x, y, . . . -vectors, always column
A, B, . . . -matrices,
xT , AT , . . . -transposition of vector, matrix
A, B, . . . -events, subsets of some space of elementary events Ω,
Ac, A¯ -composition of event A,
A∩B, A∪B, A △ B respectively product, union and the symmetric difference
of two sets A and B,
ω element of the space of elementary events - elementary event, ω ∈ Ω
P (A) -probability of an event A,
I(A)(ω) =
{
1, if ω ∈ A
0, if ω /∈ A -indicator function of the event A, often denoted
simply by I(A),
X , Y , Z, . . . -random variables,
X,Y, . . . -random vectors,
EX , EY , . . . -expectations of the random variables,
σ(X), σ(Y),σ(X,Y, Z) -σ− fields generated respectively by the random variable
X , random vector Y, random variables X,Y, Z,
A, B, C, . . . -denotations of σ− fields,
E(X |F) -conditional expectation with respect to the σ− field F ,
P (A|G) -conditional probability with respect to the σ− field G,
{xi}i≥1, {Yi}i≥0, {Ai}i≥2 -sequences respectively, of real numbers, random
variables, events,
N,R,Z,C –sets respectively, of natural numbers, real numbers, integers and
complex numbers,
#A -cardinality of the set A,
|A| - Lebesgue measure of the set A.
{X < x}, {∑Xi converges } -shortened denotation of the events {ω : X(ω) < x},
{ω :∑Xi(ω) converges} ,
x+ =
{
x if x ≥ 0
0 if x < 0
-other words positive part of x.
a.e., a.s. - respectively almost everywhere, almost surely. Refers to events that
have zero measures or probabilities.
vii

Preface
By iterative we mean those random phenomena that can be presented in the
following form:
Next observation = function of (the present observation) + correction,
It means that the information based on the knowledge collected so far, comple-
mented by the actually observed ”correction” is the base of the knowledge about
the future behavior of the examined random phenomenon.
A typical example of such ”iterative” approach is the so-called law of large
numbers, or behavior of the averages of observed measurements. More precisely,
if the measured quantities are denoted by xi, i = 1, 2, . . ., then their averages are
yn =
x1+···+xn
n . In an obvious way the sequence {yn}n≥1 can be presented in one
of the following forms:
yn+1 = yn +
1
n+ 1
(xn+1 − yn),
yn+1 = (1− 1
n+ 1
)yn +
1
n+ 1
xn+1.
In probability theory, such iterative forms appear quite often, although we do
not always use them, or even are not aware that a given quantity can be presented
in such, iterative way.
On the other hand, it is well known that some Markov processes can be pre-
sented in an ’iterative’ way. In particular, processes connected with filtration prob-
lems (corrections are here called innovation processes), or some processes appearing
in the analysis of queuing systems can be naturally presented in an iterative way.
Such Markov processes not necessarily converge (or more generally stabilize their
behavior) as the number of iterations tends to infinity. The behavior of such pro-
cesses for large values of indices can be very complex and sometimes exceeds the
scope of this monograph. We will not consider such general situations.
Instead, we will concentrate on iterative procedures converging to nonrandom
constants. The number of random phenomena, that can be described by such
procedures is so large that not all of them will be analyzed here. We will concentrate
here on:
• laws of large numbers (LLN) and their connections to mathematical anal-
ysis and In particular, to the theory of summability and the theory of
orthogonal series,
• some procedures of stochastic approximation,
• some procedures of density estimation,
• some procedures of identification.
The title refers to the laws of large numbers and their applications in technology
and statistics. Typical applications of the laws of large numbers in technology or
physics are applications in the theory of measurements. Suppose that we are given
a series of measurements of some quantity. Then, if some relatively mild conditions,
under which the measurements were performed, are satisfied, the arithmetic means
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of the measured values can be considered as good approximations of the measured
quantity. It is worth noticing that this approximation is getting better if the number
of measurements is greater.
The typical applications of LLN in statistics are estimators. Usually, we ob-
serve, that the larger the sample the estimator is based upon, the closer the value
of an estimator is to the theoretical value of the parameter. This basic property is
called consistency (of an estimator). In fact, the fact that LLN can be applied is
the base on which one states that the given estimator is strongly consistent or not.
Other rather typical applications of LLN are the so-called Monte Carlo meth-
ods and based on them, simulations. Monte Carlo methods are used in numerical
methods to estimate values of some difficult to find constants (given by, say, hard
to compute integrals) and also in physics to estimate, hard to get directly, con-
stants used in the description of physical phenomena, mainly, but not necessarily,
in statistical physics.
Variants of LLN are used in estimation theory, measurement theory, Monte
Carlo methods or statistical physics described above are simple. In most cases, one
assumes that random variables used there are independent identically distributed
(i.i.d.). Convergence problem then is very simple. Necessary and sufficient condi-
tions guaranteeing, that a random variable in question satisfy LLN, are known and
simple. They will be discussed in sections 2.1.1 and 3.1.1 of chapter 3. Difficulties
associated with say Monte Carlo methods lie elsewhere. Namely, they lie in defining
estimator with good properties or finding such physical experiment that could be
easily simulated and in which the estimated constant would appear. Discussion of
these problems would lead us too far from probability theory and would require a
separate book. The reader interested in Monte Carlo methods or stochastic simu-
lations, we refer to the monographs of R. Zielin´ski [Zie70] and D. W. Heermann
[Hee97].
To be consistent with the title we decided to present three applications of
LLN important in technology (identification, density estimation) or stochastic op-
timization (stochastic approximation). These applications can be also considered
as parts of mathematical statistics, less known and less obviously associated with
LLN. Moreover, we were able to indicate formal similarities in the description and
formulation of these problems and convergence problems appearing in LLN. It turns
out that the methods developed in chapter 2, can be applied in chapter 3 dedicated
to the laws of large numbers as well as in chapters 4, 5, 6 dedicated respectively
to stochastic approximation, kernel methods of density estimation or identification
methods. On the other hand, each of the mentioned applications contains dozens
of cases. Each of these applications is extensively described in the literature. Thus,
it is impossible to present it exhaustively. On should write the separate volumes to
make such presentation. Besides, it is not the aim of this book.
As it was already stated above the aim of the author was to present problems
connected with LLN and indicate their connection with classical parts of mathemat-
ical analysis such as summation theory, convergence theory of orthogonal series. As
it was mentioned before the aim of the author was relatively extensive presenting
of problems associated with LLN and indicate strong bonds with classical sections
of mathematical analysis and at the same time indicate that laws of large numbers
are the base for intensively developing sections of statistics such as stochastic op-
timization nonparametric estimation or adaptive identification. We are convinced
that many statisticians working in stochastic optimization or nonparametric esti-
mation are not aware of how closely they are in their research to classical problems
of analysis. Similarly, mathematicians working in the theory of summability or
orthogonal series are not aware that their results can have practical applications.
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The author wanted to visualize those facts to both groups of researchers. To do
this, one must not be mired in the details.
Basically, the book was written for students of mathematics or physics or for
the engineers applying mathematics. The author assumes that the reader knows the
basic course of probability and elements of mathematical statistics. Nevertheless,
some important notions and facts that are important to the logic of the argument
were recalled. The book is written as a mathematical text that is facts are presented
in the form of theorems. Proofs of the majority of theorems are presented in the
main bulk of the book. Some of the proofs that are less important or are longer
are shifted to the appendix. The facts that came from deeper or more complicated
theories are recalled without proofs.
The aims of the book are different and depend on the reader. Students are
exposed here to interesting applications of mathematics that make them aware
that many issues coming from different sections of mathematics can be treated by
the same methods. The book makes mathematicians or statisticians realize that
the methods developed specially for one section of mathematics can be useful in
the other. Finally, those readers that do not work in stochastic optimization or
nonparametric estimation are acquainted with those sections of statistics.
It should be underlined that neither of the topics raised in the book is ex-
hausted. What seems to be the book’s advantage is that it presents a unified
approach to different, at first sight, applications. We use, in fact the same basic
theorems to prove convergence of some orthogonal series, procedures of stochastic
approximation, iterative procedures of density estimation or iterative procedures of
identification.
Another advantage of the book seems to be great number and variety of exam-
ples illustrated by drawings made basically by MathCad and Mathematica. Looking
at these examples one can get an idea of how effective are the discussed methods
or how quick is the convergence in the described random phenomenon.

CHAPTER 1
Overview of the most important random
phenomena.
Instead of an introduction, we will present the most important random phenom-
ena called sometimes pearls of probability (see, e.g. Hoffman-Jorgensen [HJ94]).
By pearls of probability, we mean laws of large numbers (LLN), central limit theo-
rem (CLT) and the law of iterated logarithm (LIL). In the sequel, we will show that
these phenomena can be presented in an iterative form so that problems appearing
in their analysis lie naturally within the scope of this monograph. Not all of these
problems could be solved by the simple methods developed in this book. Sometimes
one should refer to more advanced means. Mathematical problems appearing in the
analysis of these pearls of probability are connected mainly with convergence. The
types of convergence considered in probability are recalled in appendix 4.
In the three subsequent sections, we will present the three random phenomena
mentioned above, point out analogies and differences between them and present
some of the related open problems. As it will turn out that the forms of these
phenomena are very similar. The differences concern properties of some of the
parameters and the types of convergence that these phenomena obey. So first we
will present these random phenomena and later we will return to general questions.
1. Laws of Large numbers
Let {Xn}n≥1 be a sequence of the random variables having expectations. Let
us denote mn = EXn;n ≥ 1.
Definition 1. We say that the sequence {Xn}n≥1 satisfies weak (strong) law
of large numbers (briefly WLLN (SLLN)), if
YN =
∑N
n=1(Xn −mn)
N
→ 0; when N →∞,
where convergence is either in probability (for the WLLN) or with probability 1 (for
the SLLN).
Remark 1. On considers also the so-called generalized LLN, that is, sequences
of the random variables that are summable by the so-called Riesz method. More
precisely, we say that the sequence {Xn}n≥1 satisfies weak (strong) generalized law
of large numbers (briefly WGLLN, SGLLN) with weights {αi}i≥0, if
YN =
∑N−1
i=0 αi (Xi+1 −mi+1)∑N−1
i=0 αi
−→ 0,when N −→∞,
where, as before, convergence is in probability for the WGLLN and with probability
1 for the SGLLN. We will return to this definition in section 3
Remark 2. Following intentions of this book we will present the random se-
quence {YN}N≥1 in a recursive (iterative) form. Namely, we have :
1
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YN+1 =
N
N+1YN +
1
N+1 (XN+1 −mN+1), or equivalently in slightly different more
general forms:
YN+1 = (1− µN )YN + µN (XN+1 −mN+1),(1.1)
YN+1 = YN + µN ((XN+1 −mN+1)− YN ) ,(1.2)
where µN =
1
N+1 . In the sequel, we will be interested in the convergence of the
sequence {YN} to zero, and also a convergence of the series
∑
N≥1 µN (XN+1 −
mN+1). The form (1.1) will be more useful in examining convergence, while (1.2)
will be more useful in analyzing stochastic approximation procedures since due to
it one can easily notice the connections between the stochastic approximation and
laws of large numbers.
Example 1. As the first example of the application of the law of large numbers,
let us consider the problem of measuring the unknown quantity m. As the result of
independent, and performed in the same conditions, measurements, we obtain ob-
servations: x1, x2, . . . , xn. We assume the following model of taking measurement:
xi = m+ εi, Eεi = 0, i = 1, 2, . . . , n.
If one can assume that the sequence of measurements xi, i = 1, 2, . . . , n satisfies
SLLN, then the sequence of quantities
{
x1+···+xn
n
}
n≥1 converges almost surely to
Exi = m. Hence, the postulate to approximate the measured quantity by the mean
of the measurements makes sense.
Example 2. Another more spectacular example of the application of LLN con-
cerns estimating the number of fish in the pond. Suppose that we would like to get
information on the number of fish without emptying the pond which would inevitably
kill the fish. To this end, we release N marked fish (those can be fish of the other
species) to the pond. Next, we perform n catches with return. Each time we note
if the caught fish was marked or not. Let M be the unknown number of fish in the
pond. Let us denote:
Xi =
{
1 if in i-th catch there was a marked fish
0 otherwise.
.
Notice that EXi = P (Xi = 1) =
N
N+M . If one can assume that the sequence
{Xi}i≥1 satisfies LLN, then for sufficiently large n we have approximate equality:∑n
i=1Xi
n
=
number of caught marked fish
n
= fraction of marked fish ≈ N
N +M
.
Now it is elementary to solve this equality for M .
Example 3 (identification). In the last example, let us consider the following
time series (i.e. solution of the following recursive equation):
Xi+1 = αXi + ζi+1, x0 = xo, i ≥ 0.
We assume that random variables {ζi}i≥1 form an i.i.d. (independent identically
distributed) sequence with zero expectations. Let us suppose that we are given ob-
servations {Xi}i≥1 and using only them, we would like to estimate the value of
parameter α. Can one find a sequence of functions of these observations that would
converge to α ? It turns out that if one assumes that the sequences {Xiζi+1}i≥1
and
{
X2i
}
i≥1 satisfy strong law of large numbers and moreover , that EX
2
i 6= 0,
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then such a sequence is defined by the following formula:
an =
∑n
i=1XiXi+1∑n
i=1X
2
i
.
To be convinced let us notice that Xi+1Xi = αX
2
i + ζi+1Xi. Moreover, as it can
be easily noticed, for every i ≥ 1, Xi is a function of ζj for j ≤ i (other words is
σ(ζ1, . . . , ζi) measurable), hence EXiζi+1 = 0. As a result we have
an =
α 1n
∑n
i=1X
2
i +
1
n
∑n
i=1Xiζi+1
1
n
∑n
i=1X
2
i
−→
n→∞
α,
with probability 1.
The above-mentioned examples underline how important is to be sure that a
given sequence satisfies or not a version of the LLN.
Under what assumptions a given sequence of the random variables {Xi}i≥1
satisfies a version of the law of large numbers will be presented in detail in chapter
3.
In this part we will present only one simulation illustrating the law of large
numbers. It will illustrate the example 3. First, there were generated N = 300000
observations of {Xi}i≥1 with α = .99 and the sequence of {ζi}i≥1 consisting an i.i.d.
sequence with normal distribution N(0, 3). Then one created sequence {an}n≥1 as
in the example 3. The behavior of this sequence is presented below where however,
only the sequence {a100∗j}3000j=1 is presented.
2. Central limit theorem
Let {Xn}n≥1 be a sequence of the random variables with the finite second
moments. Let us denote mn = EXn, vn = var(Xn).
Definition 2. We say that the sequence {Xn}n≥1 satisfies central limit theo-
rem (CLT), if the following auxiliary sequence :
YN =
∑N
n=1(Xn −mn)√
var(
∑N
n=1Xn)
,
converges in distribution to a random variable N(0, 1) (normal with zero mean and
variance equal 1).
Remark 3. ∀N ≥ 1 : EYN = 0, var(YN ) = 1.
Remark 4. Again as before we can present elements of the sequence {YN} in
an iterative way. Namely:
YN+1 = (1− µN )YN + µ′N (XN+1 −mN+1),
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where we denoted : µN = 1−
√
var(
∑N
n=1 Xn)
var(
∑N+1
n=1 Xn)
, µ
′
N =
√
1
var(
∑N+1
n=1 Xn)
. Notice that if
random variables {Xn} are independent, then : YN =
∑N
n=1(Xn−mn)√∑N
n=1 vn
. It is easy then
to notice that under some additional technical assumptions concerning variances vi
of the random variables Xi we get: µn ≈ vn+12∑n+1i=1 vi , and µ
′
n =
1√∑n+1
i=1 vi
.
Remark 5. Notice also that if the random variables {Xn}n≥1 posses variances
and are not correlated, then var(
∑N
n=1Xn) = N var(X1). Moreover, we have:
YN =
√
N
ν1
[
1
N
N∑
n=1
(Xn −mn)
]
.
Assuming that the sequence {Xn}n≥1, satisfies CLT or equivalently that the se-
quence {YN}N≥1 converges weakly to normal (N(0, 1)) random variable and re-
membering that, 1N
∑N
n=1(Xn−mn)→ 0, as N →∞ (i.e. LLN is satisfied) we see
that, the fact that CLT is satisfied to tell us something about the speed of convergence
in LLN.
2.0.1. Criteria for the sequence of independent random variables to satisfy CLT.
Proposition 1. Let {Xn}n≥1 be a sequence of i.i.d. random variables having
greater than zero variance. Then the sequence {Xn}n≥1 satisfies CLT.
Proof. Let us denote EX1 = m and var(X1) = σ
2. Let ϕ(t) be a character-
istic function of the random variable X1−EX1σ . Since the variance of this random
variable is equal to 1 and its expectation is equal to 0 we have ϕ(t) = 1− t22 +o(t2).
Let ψn(t) be the characteristic function of the random variable: Yn =
∑n
i=1(Xi−m)
σ
√
n
.
Obviously it is related to function ϕ in the following way: ψn(t) = ϕ
n( t√
n
). Let us
consider logarithm of this function and recall that log (1− x) = −x+ o(x), we get:
logψn(t) = n log(1 − t
2
2n
+ o(
t2
n
)) = − t
2
2
+ no1(
t2
n
).
Hence it can be easily seen that for fixed t we have: lim
n→∞
ψn(t) = exp(− t22 ). Now
it is enough to recall that exp(− t22 ) is the characteristic function of the normal
distribution with zero mean and variance equal to 1. 
Theorem 1 (Lindeberg). Let {Xn}n≥1 be a sequence of independent random
variables having finite second moments. Let us denote: mn = EXn, σ
2
n = var(Xn),
s2n =
∑n
i=1 σ
2
i . If the sequence {Xn}n≥1 satisfies the following condition:
∀ǫ > 0 : lim
N→∞
1
s2N
N∑
n=1
E (Xn −mn)2 I(|Xn −mn| > ǫsN) = 0,
then the sequence {Xn}n≥1 satisfies CLT.
Proof. Proof of this theorem is somewhat complicated and is present in every
more detailed textbook on probability. In particular, one can find it in e.g. [Fel69]

We will illustrate the Central Limit Theorem with the help of the following
example.
Example 4. We consider a sequence of independent observations drawn from
exponential distribution Exp(1) i.e. having density I(x ≥ 0) exp(−x). Let us
denote these observations by {Xi}i≥1. It is elementary to notice that EX = 1
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and var(X) = 1. We constructed histograms of the random variables : let Ti =
Xi − 1, i ≥ 1, η4i = T4i+T4i+1+T4i+2+T4i+32 , η10i = 1√10
∑9
k=0 T10i+k, η25i =
1
5
∑24
k=0 T25i+k, η100i =
1
10
∑99
k=0 T100i+k, where i ranges in the first case between
1, . . . , 25000. In the second case between 1, . . . , 10000, in the third case between
1, . . . , 4000 and between 1, . . . , 1000 in the last case. Those of the readers who are
not familiar with the notion of the histogram we refer to the beginning of chapter 5.
The results were divided by respectively 25000, 10000, 4000 and 1000. The following
figures were obtained for random variables respectively: η4i η10i, η25i and η100i
η4 η10
η25 η100
3. Law of iterated logarithm
Let {Xn}n≥1 be a sequence of the random variables with finite second moments.
Let us denote mn = EXn, vn = var(Xn) and s
2
n = var(
∑n
i=1Xi)
Definition 3. We say that the sequence {Xi}i≥1 satisfies Law of Iterated
Logarithm (LIL), if:
lim inf
n→∞
∑n
i=1(Xi −mi)√
2s2n log log s
2
n
= 1,
lim inf
n→∞
∑n
i=1(Xi −mi)√
2s2n log log s
2
n
= −1.
Law of iterated logarithm is in fact a statement about the speed of convergence
in LLN. This time one can estimate this speed quite precisely (compare remarks con-
cerning CTG in particular 5). It can be clearly seen if one assumes, that {Xn}n≥1
is a sequence of uncorrelated random variables with zero mean a identical variances
equal σ2. If for this sequence LIL is satisfied then we have:
lim inf
n→∞
∑n
i=1Xi
σn
√
n
2 log logn
= 1 and lim inf
n→∞
∑n
i=1Xi
σn
√
n
2 log logn
= −1,
since log lognlog log(nσ2)
∼= 1 for any σ2 > 0 .
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LIL is not satisfied by any sequences of the random variables. Majority of
results concern sequences of independent random variables (see e.g. papers of
[HW41], [Str65b], [Str65a], were known earlier results were generalized). There
exist also results concerning sequences of dependent random variables e.g. so-called
martingale differences (for the definition of martingales see Appendix 7 page127).
Moreover, one can present random variables
Zn =
∑n
i=1(Xi −mi)√
2s2n log log s
2
n
,
in an iterative way. Namely, we have:
Zn+1 =
(
1− dn+1 − dn
dn+1
)
Zn +
1
dn+1
(Xn+1 −mn+1),
where we denoted
dn =
√
2s2n log log s
2
n,
similarly, as it was done in the previous section when we discussed CLT. Unfortu-
nately, , as before, the iterative form helps in the analysis, only a little. Methods
presented in chapter 2 should be modified and improved in order to be applied in
the analysis of LIL or CLT. It is a challenge for the astute reader. To analyze LIL
and CLT other methods were developed that not necessarily utilize iterative forms.
These methods are not in the main course of this book hence we will present them
briefly just to give the readers the scent of the difficulties associated with examining
these two random phenomena.
As it was mentioned the majority of papers dedicated to LIL concern the case
of independent random variables. This group of papers again can be divided on the
group when the case of identical distributions is concerned. One should mention
here in this group the following Hartman Wintnera Theorem [HW41]
Theorem 2. Let {Xn}n≥1 be a sequence of independent random variables hav-
ing identical distributions and such that Then EX1 = 0, EX
2
1 = σ
2 < ∞. Then
this sequence satisfies LIL.
To give a foretaste of the difficulties that appear while proving LIL we present
proof of the simplified version of the law of iterated logarithm for the i.i.d. sequence
of the random variables having Normal N (0, 1) distribution in Appendix 9 .
The figure below presents simulation connected with LIL. Sequence marked
green denotes the sequence of partial sums of independent identically distributed
random variables having zero means and positive finite variances. The sequence
marked blue denotes partial sums of independent identically distributed random
variables having zero means and having no variances. More precisely, we took
random variables having distribution as sgn(C)
√|C|, where C has Cauchy distri-
bution. Let us notice that the law of iterated logarithm can be interpreted in the
following way. Let: Sn =
∑n
i=1Xi : n ≥ 1. If the sequence {Xn}n≥1 satisfy LIL,
then for any ε > 0, the events
Gn =
{
Sn /∈ (−(1 + ε)σ
√
2n log logn, (1 + ε)σ
√
2n log logn)
}
,
will occur an only finite number of times with probability 1. Moreover, also with
probability 1 infinite number of times we will have:
Sn > (1 − ε)σ
√
2n log logn
and
Sn < −(1− ε)σ
√
2n log logn.
Hence the first of these sequences (green one) rather satisfies LIL ( by Hartman-
Wintner Theorem we know that it satisfies). However the second sequence (blue)
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rather does nor satisfy. This is so since the sequence of partial sums reaches far
beyond the area (−σ√2n log logn, σ√2n log logn), despite very large number of
observations (approximately 8 ∗ 106).
Results if this simulation as far as the ’blue’ sequence is concerned can be
justified and supported by the following theorem that is, in fact, a reverse of the
law of iterated logarithm.
Theorem 3 (V. Strassen). Let {Xn}n≥1 be a sequence of independent random
variables having identical distributions. If with a positive probability we have:
(3.1) lim inf
n→∞
|∑ni=1Xi|√
2n log logn
<∞,
then EX21 <∞ and EX1 = 0.
Proof of this theorem is placed in Appendix 12.
4. Iterative form of random phenomena
Let us sum up the problems presented in previous sections. Let be given a
sequence of the random variables {Xi}i≥1. In the case of LLN one has to find
conditions under which the sequence
{
X¯i
}
i≥1 generated by the iterative procedure:
(4.1) X¯n+1 = (1− µn)X¯n + νn(Xn+1 − EXn+1), n ≥ 0,
and initial condition X¯0 = 0 converges almost surely to zero. For the LLN we
have νn = µn, n ≥ 0. Sequence {µn}n≥0 is defined for the LLN as µn = 1n+1 , n ≥ 0,
while for the generalized LLN as any sequence of positive numbers such that
(4.2) µ0 = 1, µn ∈ (0, 1), when n ≥ 1 and
∑
n≥0
µn =∞.
As far as the law of iterated logarithm is concerned, we have to give condi-
tion under which the sequence of the random variables generated by the procedure
(4.1) is bounded with probability one. One has to find also the limits: lim sup
n→∞
X¯n
and lim inf
n−→∞ X¯n. Number sequences {µn}n≥0 and {νn}n≥0 are in this case the fol-
lowing: µn =
dn+1−dn
dn+1
≡ O( 12(n+1) ), νn = 1dn+1 , where dn =
√
2s2n log log s
2
n,
s2n = var(
∑n
i=1Xi), when n ≥ 3 and dn = 1, n = 0, 1, 2.
In the case of CLT one has to give conditions under which sequence of the ran-
dom variables generated by the iterative procedure (4.1) converges in distribution
to the Normal one. Number sequences {µn}n≥0 and {νn}n≥0 are in this case given
by µn =
sn+1−sn
sn+1
, νn =
1
sn
, where s2n is defined in the same way as in the case of
law of iterated logarithm.
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Let us notice that the differences between these problems can be reduced to
considering number sequences {µi}i≥0 and {νi}i≥0, (different sets for a different
problem) and also considering a different type of convergence. The form of the
recursive equation is the same in all these three cases. As it will turn out in
chapter 3 due to such a general approach and getting acquainted with the general
properties of iterative procedures, that we were able to depart from the traditional
assumptions traditionally assumed in the case of LLN (independence of elements
of the sequence {Xi}i≥1, considering more general number sequences {µi}i≥0 than
the traditional µi =
1
i+1 ). Can one do the same in the case of CLT or LIL? It is
not known. If it can be done, then it is very difficult and the methods developed
in this book are not sufficient.
CHAPTER 2
Convergence of iterative procedures
In this chapter, we have included facts, methods, tools and mental schemes
that will be used in the sequel. It is essential, very important for the farther parts
of the book.
1. Auxiliary facts
Proposition 2. Let X be nonnegative and integrable random variable and let
F , be its cumulative distribution function (cdf). Then,
EX =
∫ ∞
0
P (X > t)dt =
∫ ∞
0
(1− F (t))dt.
Proof. Integrating by parts we have for T > 0:
∫ T
0 xdF (x) = TF (T ) −∫ T
0 F (x)dx= −T [1−F (T )]+
∫ T
0 [1−F (x)]dx. However T [1−F (T )] = T
∫∞
T dF (x) <∫∞
T
xdF (x)→ 0, as T →∞, since ∫∞
0
xdF (x) <∞. 
Remark 6. The above mentioned proposition has its discrete version. Namely,
notice that
∑∞
i=1 I(X ≥ i) = integer part of nonnegative random variable X ( for
random variables assuming nonnegative integer values we have X =
∑∞
i=1 I(X ≥ i)
with probability 1). Hence, we have for all elementary events:
(1.1)
∞∑
i=1
I(X ≥ i) ≤ X < 1 +
∞∑
i=1
I(X ≥ i).
Thus, we see that nonnegative random variable X is integrable if and only if∑
i≥0
P (X ≥ i) <∞.
Moreover, for random variables assuming nonnegative integer values we have:
(1.2) EX =
∑
i≥1
P (X ≥ i).
As an immediate application of this remark, we have the following interesting
proposition.
Proposition 3. Let {Xn}n≥1 be a sequence of independent random variables
having identical distributions. Moreover, let us assume that E |X1| =∞. Then
∀k > 0 :
∑
i≥1
P (|Xi| ≥ ki) =∞,
and
lim sup
n→∞
|Xn|
n
=∞.
Proof. We see that for any k > 0 random variable |X1| /k also is not inte-
grable. Hence, we have: ∑
i≥1
P (|X1| ≥ ki) =∞,
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basing on the remark 6. Since {Xn}n≥1 have the same distributions we have∑
i≥1
P (|Xi| ≥ ki) =∞.
Now we apply assertion ii) of Borel-Cantelli lemma (see Appendix 3) and deduce
that the events {|Xi| ≥ ki} , i ≥ 1 occur infinite number of times for any k. This
means however that lim sup
n→∞
|Xn|
n =∞. 
It turns out that in the case of any random variables having finite expectations
we have:
EX =
∫ ∞
0
[1− F (x) + F (−x)]dx,
and that the necessary condition for the existence of expectation is the following
one:
lim
x→−∞xF (x) = limx→∞x[1 − F (x)] = 0.
There exist a generalization of the statement 2, namely:
Proposition 4. If X is a nonnegative random variable possessing moment of
order α ≥ 1, then :
EX α = α
∫ ∞
0
xα−1[1− F (x)]dx.
Proof. Proof will be omitted. It is very similar to the proof of the proposition
2. 
In order to formulate theorems concerning almost sure convergence of the se-
quences of the random variables, and formulate conditions in terms of moments of
these random variables it is useful to remember about the following simple facts :
Lemma 1 (Fatou). Let {Xi}i≥1 be a sequence of nonnegative, integrable random
variables. Then
E lim inf
i→∞
Xi ≤ lim inf
i→∞
EXi.
Theorem 4 (Lebesgue’a). Let {Xi}i≥1 be a monotone, nonnegative sequence
of the random variables ( i.e. Xi ↑ X or Xi ↓ X a.s.), then
EXn −→
n→∞
EX.
Proof. Proof of the Lebesgue theorem as well as of Fatou’s lemma one can
find in any book on analysis containing a theory of integration. One can find it in
e.g. [ Loj73]. 
Corollary 1. If the series
∑
i≥1E |Xi| converges, then the series
∑
i≥1Xi
converges almost surely.
Proof. A sequence of the random variables {∑ni=1 |Xi|}n≥1 is increasing al-
most surely, hence by the Lebesgue theorem, if only the sequence of its expecta-
tions converges to a finite limit, then the sequence converges almost surely to an
integrable limit, that is obviously finite almost surely. Hence, the series
∑
i≥1Xi
converges absolutely for almost every ω. In particular, it converges also condition-
ally. 
It will turn out that the following notion of uniform integrability of the family
of the random variables and its properties are of use.
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Proposition 5. Let us assume that the sequence {Xn}n≥1 converges in prob-
ability to X, and moreover , that for some α > 1
sup
n
E |Xn|α <∞,
then
E lim
n→∞
Xn = lim
n→∞
EXn,
and
E |Xn −X | →
n→∞ 0.
Proof. Can be found in Appendix 6. 
2. A few numerical lemmas
The lemmas presented below come mainly from papers [Sza79], [Sza87] and
[Szabl79(2)].
We will start by recalling some basic facts.
Proposition 6. ∀ x ∈ R : exp(−x) ≥ 1− x.
Proof. follows directly convexity of the function exp(−x). 
Proposition 7. Let {an}n≥1 be a number sequence.
i) If
∃N ∀n ≥ N : an ≥ 0 or an ≤ 0,
then an infinite product
∏
i≥1(1 + an) converges if and only if, the series
∑
i≥1 an
converges.
ii) If the series
∑
i≥1 an and
∑
i≥1 a
2
n are convergent then convergent is also
the infinite product
∏
i≥1(1 + an).
Proof. Can be found in e.g. second volume of [Fih64] 
Lemma 2. Let {di}i≥1, {ǫi}i≥1, {λi}i≥1 be three nonnegative number sequences
such that:
∃N ∀n≥N dn+1 ≤ λnmax(dn, ǫn).
If only
sup
n,k
n∏
i=k
λi <∞, and ∀k :
n∏
i=k
λi →
n→∞ 0,
then:
lim inf
k→∞
dksup
n≥k
n∏
i=k
λi ≤ lim sup
k→∞
ǫksup
n≥k
n∏
i=k
λi.
Proof. Let us denote Jn,k =
∏n
i=k λi, qk = sup Jn,k. From assumptions it
follows that ∀k Jn,k →
n→∞
0, and that sup
k
qk < ∞. If lim inf
k→∞
ǫksup
n
∏n
i=k λi = ∞
then, the lemma is true. Let us assume that this quantity is finite. Let us suppose
also that the lemma is not true. Then there exists such constant θ and a sequence
{ki} of naturals that dkiqki ≥ θ > lim inf
k→∞
ǫkqk. Let us denote M = {i : diqi ≥ θ}.
By definition of the upper bound we have ∃j ∀i ≥ j : qiǫi < θ. Let us set K =M∩
{i : i ≥ j} ∩ {n : n ≥ N}, k = inf K. k exists and belongs to K, since K is a subset
of natural numbers. Let us take any m ∈ K such that m > k. Then we have m > j
and
qm−1ǫm−1 < θ ≤ qmdm ≤ qmλm−1max(dm−1, ǫm−1)
≤ qm−1max(dm−1, ǫm−1).
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Hence qm−1dm−1 ≥ θ. It means that m − 1 ∈ K. Similarly one can show that
m− 2, . . . ,m− (m− k− 1) ∈ K. Since m was selected to any member of K greater
than any k we see that ∀m ≥ k, m ∈ K. This is however, impossible since taking n
big enough, to satisfy Jn,kdk sup qm < θ (our assumptions assure that it is possible)
and using definition of the set K we get:
θ ≤ qn+1dn+1 ≤ max(qn+1Jn,kdk, qn+1Jn,kǫk, . . . , qn+1Jn,nǫn)
≤ max(qn+1Jn,kdk, sup
m≥k
ǫmqm) < θ.
since obviously by the definition of Jn,k and qk, n ≥ k ≥ 1 we have
qn+1Jn,i = Jn+1,i ≤ qi for 1 ≤ i ≤ n.
Thus, K has to be finite. 
Lemma 3. Let {µn}n≥0 be a number sequence such that
i) µ0 = 1, µn ∈ (0, 1), n ≥ 1,
∑
n≥0 µn =∞, µn →n→∞ 0,
Let further {xn}n≥0 and {bn}n≥0 be such nonnegative number sequences, that
ii)
xn+1 = (1− µn)xn + µnbn, n = 0, 1, . . . .
Then:
lim inf
n→∞
bn ≤ lim inf
n→∞
xn ≤ lim inf
n→∞
xn ≤ lim inf
n→∞
bn.
Proof. We will prove first inequality lim inf
n→∞
xn ≤ lim inf
n→∞
bn. Let us take ε ∈
(0, 1) and consider inequality
xn+1 ≤ (1 − εµn)xn.
It is true, when (ε− 1)µnxn + µnbn ≤ 0 or equivalently, when
xn ≥ bn
1− ε
df
= ǫn.
Let us now suppose, that xn < ǫn. We have then
xn+1 = (1− µn)xn + µnbn < (1− µn)ǫn + µnbn = (1− εµn)ǫn.
Hence in both cases for any ε ∈ (0, 1) we have:
xn+1 ≤ (1− εµn)max(xn, ǫn).
Since
∑
n≥0 µn =∞ and µn −→n→∞ 0, we have lim infn→∞ (1 − εµn) > 0, and moreover ,
∀k ∈ N : ∏Nn=k(1 − εµn) →N→∞ 0 and
sup
N≥k
N∏
n=k
(1− εµn) = (1 − εµk).
Now we apply Lemma 2 and get
∀ε ∈ (0, 1) : lim sup
n→∞
(1− εµn)xn ≤ lim sup
n→∞
(1− εµn)ǫn.
Since, that µn → 0 it is easy to get desired inequality.
We will prove now inequality lim inf
n→∞
bn ≤ lim inf
n→∞
xn. Firstly, let us notice
that if lim inf
n→∞
bn = 0, then there is nothing to prove. Hence, let us assume that
lim inf
n→∞ bn > 0 and let j be the smallest index for which bj > 0. Then let us notice
that ∀n > j : xn > 0. For n > j let us denote zn = 1/xn. We have then:
zn+1 =
zn
(1− µn) + µnbnzn .
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Let us consider inequality
zn+1 =
zn
(1− µn) + µnbnzn ≤ (1− εµn)zn,
for some 1 > ε > 0. It is true, when
zn ≥ 1 + ε− εµn
bn(1− εµn)
df
= ǫn.
Further for zn < ǫn we have
zn+1 <
ǫn
(1− µn) + µnbnǫn = (1− εµn)ǫn,
since function f(x) = xA+Bx is decreasing for x > 0 when A,B > 0, and Moreover,
ǫn was defined in such way as to satisfy equation:
1
(1− µn) + µnbnǫn = (1− εµn).
Hence, in both cases
zn+1 ≤ (1− εµn)max(zn, ǫn).
Thus, utilizing Lemma 2, we get
lim sup
n→∞
zn =
1
lim inf
n−→∞
xn
≤ lim sup
n→∞
ǫn =
1 + ε
lim inf
n−→∞
bn
.
Since ε was any number this proves our inequality. 
Corollary 2. Let {µn}n≥0 be a sequence considered in lemma 3. Let us
assume that
∃N ∀n ≥ N : bn ≥ 0 and 0 ≤ xn+1 ≤ (1 − µn)xn + µnbn.
Then
lim inf
n→∞
xn ≤ lim sup
n→∞
bn.
Proof. Let us denote by tn, n ≥ N a solution of the iterative equation
tn+1 = (1− µn)tn + µnbn,
with an initial condition tN = xN . Let us suppose further, that for k = N,N +
1, . . . , n we have tk ≥ xk. Of course, we have also
tn+1 = (1− µn)xn + µnbn ≥ xn+1.
Thus, by the indiction assumption we deduce that ∀n ≥ N : xn ≤ tn. Hence, using
lemma 3 we get:
lim inf
n→∞
xn ≤ lim inf
n→∞
tn ≤ lim inf
n→∞
bn.

Definition 4. Positive number sequence {µi}i≥0, satisfying assumption i) of
the lemma 3 we will call normal.
Lemma 4. Let the sequence {µn}n≥0 be normal. Let us assume that the se-
quences {xn}n≥0 and {bn}n≥0 are such that
∃N ∀n ≥ N : xn+1 = (1 − µn)xn + µnbn.
Then the following statements are equivalent:∑
n≥0
µnbn is convergent⇐⇒ xn →
n→∞
0 and
∑
n≥0
µnxn is convergent.
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Proof. First let us add side by side the equality xn+1 = (1−µn)xn+µnbn for
n = N, . . . ,M . We get then
∑M
n=N xn+1 =
∑M
n=N xn−
∑M
n=N µnxn+
∑M
n=N µnbn,
which after little algebra reduces to the following equality:
(2.1) xM+1 − xN = −
M∑
n=N
µnxn +
M∑
n=N
µnbn.
Proof of the implication ⇐=. Taking N = 0 in the above identity, passing with M
to infinity and taking into account assumptions, we get convergence of the series∑
n≥0 µnbn .
Proof of the implication =⇒. Let us denoteGn =
∑
i≥n µibi andDn = xn+Gn.
For n ≥ N let us add Gn+1 to both sides of equality xn+1 = (1 − µn)xn + µnbn.
We obtain then:
Dn+1 = (1− µn)xn +Gn = (1− µn)Dn + µnGn.
Let us denote further dn = |Dn| and gn = |Gn|. We have then
dn+1 ≤ (1− µn)dn + µngn.
Now we apply corollary 2 and deduce that lim
n→∞
Dn = 0, since of course lim
n→∞
Gn = 0,
consequently we have lim
n→∞
gn = 0. Further, since lim
n→∞
Gn = 0, we get lim
n→∞
xn = 0.
To prove convergence of the series
∑
n≥0 µnxn we utilize identity (2.1), assumed
convergence of the series
∑
n≥0 µnbn and proved convergence to zero of the sequence
{xn} . 
The following corollary can be deduced from the above-mentioned lemma.
Corollary 3. Let {µn}n≥0 be a normal sequence i.e. considered in lemma 3.
Let us assume that
∃N ∀n ≥ N : bn ≥ 0 and 0 ≤ xn+1 ≤ (1 − µn)xn + µnbn,
then the following implication is true:∑
n≥0
µnbn is convergent⇒ xn →
n→∞
0 and
∑
n≥0
µnxn is convergent.
Proof. At the beginning, we argue as in the proof of the Corollary 2 in-
troducing sequence {tn} such that xn ≤ tn, n ≥ 0. Next we apply Lemma 4 to
iterative equality defining sequence {tn}n≥1. We infer that convergence of the series∑
n≥1 µnbn implies convergence of the sequence {tn}n≥1 to zero and convergence
of the series
∑
n≥1 µntn. Remembering that the sequences {xn}n≥1 and {bn}n≥1
are nonnegative it is now elementary to get the assertion. 
Corollary 4. Let sequences {µn}n≥0,
{
µ
′
n
}
be normal. Let us assume that
the sequences {xn}n≥0,
{
x
′
n
}
n≥0
and {bn}n≥0 are such that:
∃N ∀n ≥ N : xn+1 = (1 − µn)xn + µnbn+1,(2.2)
x
′
n+1 = (1− µ
′
n)x
′
n + µ
′
nbn+1.(2.3)
If for some positive constant M the series∑
n≥0
µnbn+1 and
∑
n≥0
(µn −Mµ′n)bn+1,
are convergent, then the sequences {xn}n≥0 and
{
x
′
n
}
n≥0
are convergent to zero,
while series
∑
n≥0 µnxn and
∑
n≥0 µ
′
nx
′
n are convergent.
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Proof. Since the series
∑
n≥0 µnbn+1 is convergent and the sequence {µn}n≥0
is normal, then the sequence {xn} converges to zero, and the series
∑
n≥0 µnxn
is convergent on the base of Lemma 4. Further, since together with the series∑
n≥0 µnbn+1 converges the series
∑
n≥0(µn −Mµ
′
n)bn+1, hence by Lemma 4 and
equality (2.3) we deduce that the sequence
{
x
′
n
}
converges to zero, and the series∑
n≥0 µ
′
nx
′
n converges. 
We will show that from Lemma 4 follows well known Kronecker’s Lemma. Let
{xi}i≥1 be a sequence real numbers, while {ai}i≥1 increasing to infinity sequence
positive numbers. Let us denote
mn =
∑n
i=1 xi
an
.
Let us notice that the sequence {mn}n≥1 satisfies the following recurrent relation-
ship:
mn+1 = (1− (an+1 − an)/an+1)mn + xn+1/an+1.
Let us denote µn = (an+1 − an)/an+1. Let us notice also that 1 > µn > 0 and∏n
i=1(1 − µi) = a1an+1 → 0, as n → ∞. Hence,
∑
i≥1 µi = ∞. Thus, one can
apply Lemma 4 and get the following lemma, that is in fact a generalization of the
Kronecker’s Lemma .
Lemma 5. Series
∑
n≥1 xn/an is convergent if and only if, sequence
{∑n
i=1 xi
an
}
n≥1
converges to zero and the series
∑
n≥1
(
1
an
− 1an+1
)∑n
i=1 xi is convergent.
Remark 7. Kronecker’s Lemma is in fact the following corollary:
If the series
∑
n≥1 xn/an is convergent, then the sequence
{∑n
i=1 xi
an
}
n≥1
converges
to zero.
3. Summability
Summability theory, it is a part of the analysis that assigns some numbers or
functions (if one deals with a function sequence) to divergent sequences. These
numbers (or functions) are called their limits or sums (in the case of a series).
Recall that an infinite series can be understood as a sequence of its partial sums.
There exist in the literature many different methods (i.e. ways to assign these
numbers or functions) of summing sequences (summing of series it is nothing else
than summing of the sequence of its partial sums). Of course, every reasonable
method of summability should have the following property:
sequences or series that converge should be summed to its limits.
Summability methods satisfying this condition will be called regular. The following
theorem of Toeplitz is true:
Theorem 5 (Toeplitz). Let T = [tij ]i,j≥0 be an infinite matrix having nonneg-
ative entries. Let us consider the following summation method of the {qn}n≥0.
Qn =
∞∑
k=0
tnkqk;n ≥ 0.
This method is regular if and only if:
lim
n→∞
∞∑
k=0
tnk = 1,(3.1)
∀k ≥ 0 : lim
n→∞
tnk = 0.(3.2)
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Proof. Necessity. Let us take constant sequence i.e. qn = q, n = 0, 1, 2, . . ..
Then we have Qn = q
∑∞
k=0 tnk. The method is regular i.e. Qn → q, for n → ∞,
hence the condition (3.1) must be satisfied. To show the necessity of (3.2), let us
take the following sequence: let us fix k, then qn = 0 for n 6= k and qk = q 6= 0.
Then of course Qn = qtnk. Regularity implies that Qn −→
n→∞
0. Hence, (3.2) must
also be satisfied.
Sufficiency. Let qn −→
n→∞
q. Let us take any ε. By K let us denote such index
that for k > K : |qk − q| < ε. We have then
Qn = q
∞∑
k=0
tnk +
K∑
k=0
tnk(qk − q) +
∑
k>K
tnk(qk − q).
Moreover, ∣∣∣∣∣
K∑
k=0
tnk(qk − q)
∣∣∣∣∣ ≤ max0≤k≤K |qk − q|
K∑
k=0
tnk → 0,
as n→∞, since we have (3.2) and∣∣∣∣∣∑
k>K
tnk(qk − q)
∣∣∣∣∣ ≤ ε∑
k≥K
tnk → ε,
for n→∞, by (3.1). 
3.1. Cesa`ro methods of summation. Cesa`ro methods are the very popular
methods of summing divergent sequences. We will be concerned mostly with the
so-called Riesz methods of summation mainly because of its strong connection with
laws of large numbers. It turns out that the Cesa`ro method of order 1 is the same
as the Riesz’s method with weights equal to 1. Moreover, as it will turn out due to
some properties of the Cesa`ro methods it will be possible to prove in a simple way
a basic inequality for the orthogonal series (see Lemma 8).
Let us denote
(3.3) Aαn =
(
n+ α
n
)
, α 6= −1,−2, . . . .
As it can be easily shown coefficient Aαn is equal to the coefficient by the n−th
power of x in the power series expansion of (1− x)−1−α. Let {qn}n≥0 be a number
sequence. Let us define sequence {qαn}n≥0 using relationship:
(3.4)
∑
n≥0
qαnx
n df=
∑
n≥0 qnx
n
(1− x)α .
The following quantity
(3.5) Qαn =
qαn
Aαn
,
is called n−th Cesa`ro mean of order α of the sequence {qn}n≥0 , briefly n−th
(C,α)−mean. Let us consider Cesa`ro summation methods, that is (C,α) summa-
tion methods for α > −1. Their most important features are collected in the lemma
below.
Lemma 6. Let be given sequence {qn}n≥0. For all α > −1 we have:
i) Qαn =
1
Aαn
∑n
k=0 A
α−1
n−kqk.
ii)
∑n
k=0A
α
k = A
α+1
n .
iii) ∃ 0 < K1 < K2, ∀n ≥ 1 : K1 < A
α
n
nα < K2,
Aα−1n−k
Aαn
= O( 1n ).
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iv) ∀β > 0 : Qα+βn = 1Aα+βn
∑n
k=0 A
β−1
n−kA
α
kQ
α
k .
In particular, Qα+1n =
1
Aα+1n
∑n
k=0A
α
kQ
α
k .
v) Methods (C,α) are regular for all α > 0.
vi) If the sequence {qn}n≥0 is (C,α) summable for some α > −1, then it is
also (C,α+ β) summable for β > 0.
vii) Let sn =
∑n
k=0 qk, n ≥ 0, be the sequence of partial sums of the series∑
k≥0 qk. Let S
α
n be the n−th Cesa`ro of order α mean of the sequence {sn}n≥0 .
Then:
(3.6) Sαn =
1
Aαn
n∑
k=0
Aαn−kqk.
In particular, S0n = sn;n ≥ 0.
Proof. Using well known formula for the product of two series and formula
(3.5) we get assertion i). Using formula∑
k≥0
qα+βk x
k =
∑
k≥0 qkx
k
(1− x)α
1
(1− x)β
=
∑
k≥0
qαk x
k
∑
j≥0
Aβ−1j x
j ,
and then using formula for the product of power series we get assertion iv). Asser-
tion ii) we get by the straightforward, easy algebra. Assertion iii) we get with the
help of the following estimation:
logAαn =
n∑
k=1
log(1 +
α
k
) =
n∑
k=1
α
k
+
n∑
k=1
O(
1
k2
)
= α logn+ αC + o(1) +
n∑
k=1
O(
1
k2
),
where C denotes Euler’s constant. Hence,
|logAαn − α logn| ≤ |α|C + o(1) +
∣∣∣∣∣
∞∑
k=1
O(
1
k2
)
∣∣∣∣∣ ≤ K,
where K denotes some positive constant. Hence, we have the first assertion of iii).
In order to get the second one, let us notice that:
Aα−1n−k/A
α
n = O
(
(n− k)α−1
nα
)
= O
(
1
n
)
.
Assertions v) and vi) follow straightforwardly (since we have tnk =
Aα−1n−k
Aαn
for 1 ≤
k ≤ n and 0 for the remaining k) from the properties ii), iii) and iv), and also from
Toeplitz’s theorem 5. Thus, it remained to prove assertion vii). We have:
AαnS
α
n =
n∑
k=0
Aα−1n−k
k∑
j=0
qj =
=
n∑
j=0
qj
n∑
k=j
Aα−1n−k =
=
n∑
j=0
qjA
α
n−j ,
by the property ii). 
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Corollary 5. Let {qn}n≥0 be a number sequence. We have then:
Qα+1n =
∑n
k=0 A
α
k qk
Aα+1n
,(3.7)
A0n = 1, A
1
n = n+ 1, A
2
n =
(n+ 2)(n+ 1)
2
,
q1n =
n∑
i=0
qi and Q
1
n = q
1
n/(n+ 1),
q2n =
n∑
i=0
(n+ 1− i)qi, Q2n =
2
n+ 2
n∑
i=0
(
1− i
n+ 1
)
qi.(3.8)
Proof. It follows directly from formula (3.3) and assertion i) of Lemma 6. 
3.2. Riesz’s summation method. Among different summation methods,
the Riesz’s method is interesting from the point of view of this book, since the
sequence of Riesz’s means can be presented in a recursive form.
Definition 5. We say that the sequence {qi}i≥0 is summable by the Riesz’s
method with the sequence of (nonnegative) weights {αi}i≥0, if the sequence{∑i
j=0 αjqj/
∑i
j=0 αi
}
i≥1
is convergent.
Remark 8. If the sequence of weights {αi} consists of 1, then, as it can be
easily seen, Riesz’s method is equivalent in this case to the Cesa`ro method of order
1.
Below we will give a sufficient condition of the regularity of Riesz’s method,
and also will present a useful lemma exposing essential features of this method.
Let {αi}i≥0 be a nonnegative number sequence, such that
α0 = 1,
∑
i≥0
αi =∞.
For every such sequence we will define a sequence {µi}i≥0 in the following way:
(3.9) µ0 = 1;µi =
αi∑i
k=0 αk
, i ≥ 1.
Proposition 8. i) ∀i ≥ 1 µi ∈ (0, 1).
ii) Every sequence {µi}i≥0 satisfying i), uniquely defines the sequence {αi} and
α0 = 1.
iii)
∑
i≥0 αi =∞⇐⇒
∑
i≥0 µi =∞.
iv)
∑
i≥0 µi =∞, µn →n→∞ 0⇐⇒ max1≤i≤nαi/
∑n
i=0 αi →n→∞ 0.
Proof. Assertion i) follows directly from equality (3.9). Assertion ii): Solving
sequentially equalities (3.9) with respect αi, we get: α0 = 1; αi = µi/
∏i
j=1(1−µj);
i ≥ 1. Assertion iii): from ii) we have
n∑
i=0
αi =
αn
µn
= 1/
n∏
i=1
(1− µi) ≥ exp(
n∑
i=1
µi).
Hence, if
∑
i≥0 µi = ∞, then
∑
i≥0 αi = ∞. On the other hand if
∑
i≥0 αi =
∞, then ∏i≥1(1 − µi) = 0, that implies condition ∑i≥0 µi = ∞. Assertion iv):
implication ⇐ is obvious. Implication ⇒. If
lim inf
n→∞ max1≤i≤n
αi/
n∑
i=0
αi = δ > 0,
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then there exists such sequence of indices k, such that :
k > k0 αink /
nk∑
i=0
αi > δ/2 > 0.
However, if sup ink < ∞, then it is impossible by assertion iii) and condition∑
i≥0 αi =∞, if however ink →k→∞∞, then
αink /
nk∑
i=0
αi ≤ αink /
ink∑
i=0
αi = µink
and µink > δ/2 > 0 that is also impossible by the fact that the condition µn →n→∞
0. 
Remark 9. Let us notice that the conditions: µn ≥ 0 and
∑
i≥0 µi = ∞
are necessary and sufficient for the regularity of Riesz’s method. It easily follows
Toeplitz’ theorem and the lemma 8.
The relationship between {αi}i≥0 and {µi}i≥0 will be denoted in the following
way: {µi} = {αi}, and {̂µi} = {αi}. Sequence{αi}i≥0 will be called conjugate
with respect to the sequence {µi}i≥0 .
One can easily calculate using formulae (3.9), that
{1} =
{
1
i+ 1
}
, {i+ 1} =
{
2
i+ 2
}
,
{(i+ 1)2} =
{
(i+ 1)2∑i
j=0(j + 1)
2
}
=
{
6(i+ 1)
(i+ 2)(2i+ 3)
}
,
{exp(αi)} =
{
exp(α)− 1
exp(α)− exp(−iα)
}
;α > 0,
{1, q/(1− q), q/(1− q)2, . . .} = {q} ; q ∈ (0, 1) and so on.
Let {xi}i≥1 be a sequence of real numbers. Having given sequence {αi}i≥0, we
define the following sequences :
x0 = 0, xi =
∑i−1
j=0 αjxj+1∑i−1
j=0 αj
, i ≥ 1,(3.10)
s0 = 0, si =
i−1∑
j=0
µjxj+1, i ≥ 1,(3.11)
si =
∑i
j=0 αjsj∑i
j=0 αj
, i ≥ 0,(3.12)
ŝi =
i∑
j=0
µjxj , .i ≥ 0(3.13)
Sequence {xi}i≥0 it is, as it can be seen, the sequence of Riesz’s means of
numbers {xi}i≥1 with respect to the sequence {αi}i≥0, sequence {si}i≥0 it is the
sequence of partial sums of the series
∑
i≥0 µixi+1, sequence {si}i≥0 it is the se-
quence of Riesz’s means of the sequence {si}i≥0, while the sequence {ŝi}i≥0 it is
the sequence partial partial sums of the series
∑
i≥0 µixi. The mutual relationships
between those means are exposed in the Lemma below.
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Lemma 7. i) ∀i ≥ 0 : ŝi = si,
ii) let us assume additionally, that
∑
i≥0 µ
2
i x
2
i+1 < ∞,
∑
i≥0 µix
2
i < ∞, then
we have:
iia) xi → 0 as i → ∞ if and only if, when series
∑
i≥0 µixixi+1
converges,
iib)
∑n
j=0 αjx
2
j∑
n
j=0 αj
−→
n→∞
0.
0pt2cmiic) Let vn
df
=
∑n
j=0 αj(sj−sj)2∑n
j=0 αj
and κn
df
=
∑n
j=0 αjs
2
j∑n
j=0 αj
−s2n. Then ∀n ≥ 1 κn ≥ 0,
and Moreover, both νn −→
n→∞ 0 and
∑
n≥1 µn+1vn < ∞, as well as and κn →n→∞ 0
and
∑
n≥1 µn+1κn <∞.
Proof. i) Let us notice that the sequences {xn} and {si} satisfy the following
recursive equations:
(3.14) xi+1 = (1 − µi)xi + µixi+1; i ≥ 1,
(3.15) si+1 = (1− µi+1)si + µi+1si+1; i ≥ 0.
Let us add side by side equality (3.14) for i = 0, 1, . . . , n. We will get then: xn+1 =
x¯0 − sˆn+ sn+1. Taking into account definition of the sequence {x¯i}, we get finally:
(3.16) sn+1 = sˆn + x¯n+1.
Let us now perform the same operation on the equality (3.15). We will get then:
(3.17) s¯n+1 = −
n∑
i=0
µi+1s¯i +
n∑
i=0
µi+1si+1.
Now notice that sˆ0 = s¯0 and let us make an induction assumption, that sˆi = s¯ifor
i ≤ n. Now let us put in (3.17) instead si, the value that follows from (3.16). We
get then:
s¯n+1 = −
n∑
i=0
µi+1s¯i +
n∑
i=0
µi+1sˆi +
n∑
i=0
µi+1x¯i+1 = sˆn+1.
ii) Let us calculate squares of both sided of (3.14)
x2i+1 = (1 − 2µi + µ2i )x2i + 2µi(1 − µi)xixi+1 + µ2ix2i+1.
We apply now Lemma 4 except that the roˆle of the sequence {µn}n≥0 will now
be played by the {µi(2 − µi)}. Let us notice that the series
∑
i≥0 µ
2
i xixi+1 is
convergent, since we have∣∣∣∣∣∣
∑
i≥0
µ2i xixi+1
∣∣∣∣∣∣ ≤
√∑
i≥0
µi |x|2
√∑
i≥0
µ3ix
2
i+1.
Hence the lemma can be used. Assertion iia) is a simple consequence of the lemma
and the assumptions. In order to prove assertion iib) let us present yn =
∑n
j=0 αjx
2
j∑
n
j=0 αj
in a recursive form. We have:
yn+1 = (1− µn+1)yn + µn+1x¯2n+1.
Using assumed convergence of the series
∑
n≥1 µnx¯
2
n and using Lemma 4 we get
immediately the assertion. In order to prove iic) let us present vn again in a
recursive form:
(3.18) vn+1 = (1− µn+1)vn + µn+1(sn+1 − s¯n+1)2.
Remembering about relationship (3.16) and the relationship in i) we see that
sn+1 − s¯n+1 = x¯n+1 − µn+1x¯n+1.
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And again using Lemma 4 and assumptions ii) we get convergence of the sequence
{vn}n≥1 to zero and also the convergence of the series
∑
n≥1 µn+1vn. Let us con-
centrate now on the sequence {κn}. Let us denote: Kn =
∑n
j=0 αjs
2
j∑n
j=0 αj
. We have:
(3.19) Kn+1 = (1 − µn+1)Kn + µn+1s2n+1.
Calculating squares on both sides of the identity (3.15) we get:
(3.20) s¯2n+1 = (1− µn+1)2s¯2n + 2µn+1(1− µn+1)s¯nsn+1 + µ2n+1s2n+1.
Subtracting side by side (3.20) from (3.19) we get:
κn+1 = Kn+1 − s¯2n+1 =(3.21)
= (1− µn+1)κn + µn+1(1− µn+1)(s¯2n − 2s¯nsn+1 + s2n+1) =(3.22)
= (1− µn+1)κn + µn+1(1− µn+1)x¯2n+1.(3.23)
Now it is easy to get the assertion using again Lemma 4 and convergence of the
series
∑
i≥1 µix¯
2
i . 
Let us recall that in probability theory, we often meet the problem of almost
sure convergence of the sequences of the random variables of the form
{
Yn =
∑n
i=1 Xi
n
}
,
where {Xi}i≥1 is the sequence of some random variables. We say then that the
strong law of large numbers is satisfied by the sequence {Xi}i≥1. However the
sequence {Yn} can be viewed as the sequence of Riesz’s means of the sequence of
the random variables {Xi}i≥1 with respect to the weight sequence {1}. Let us now
recall Remark following definition 1. We extend the notion of LLN in the following
way:
Definition 6. Let {Xi}i≥1 be a sequence random variables such that ∀i ≥ 1 :
E |Xi| < ∞. For for some sequence positive numbers {αi}i≥0 the following se-
quence: {∑n−1
i=0 αi (Xi+1 − EXi+1)∑n−1
i=0 αi
}
n≥1
,
is almost surely (in probability) convergent, then we say that the sequence {Xi}i≥1
satisfies generalized strong (weak) law of large numbers with respect to the sequence
{αi}i≥0 .
Hence the generalized strong laws of large numbers are nothing else than sum-
ming of some sequences of the random variables by the Riesz’s method with some
weights. Let us notice that from the Lemma 4 it follows that the fact that SLLN
is satisfied is strictly connected with the almost sure convergence of some series
composed of the random variables. Examining the almost sure convergence of a
series under very general assumptions concerning random variables {Xn}n≥1 is
very difficult and there are not many results concerning this question. There ex-
ist, however many results stating strong convergence of such series under some
additional assumptions concerning this sequence, such as independence, or lack of
correlation. There exists, as it turns out one more extremely important class of
sequences {Xn}n≥1 constituting the intermediate case between independence, and
a lack of correlation. Namely, the class of ’martingale differences ’. In the sequel,
we will present series of results concerning almost sure convergence of a series of
the random variables, under the assumption, that the random variables {Xn}n≥1
are either martingale differences or are uncorrelated (that is orthogonal in other
terminology). Let us recall by the way, that the problem of convergence of the
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so-called orthogonal series is sometimes presented in more general, not only prob-
abilistic context. We will present its partial solution. By the way, we will try the
methods presented above, by examining the almost sure convergence of orthogonal
and others, connected with them, functional series. The notions of martingale and
martingale difference we discuss in Appendix 7.
4. Convergence of series of the random variables
In this section we will present a few results concerning almost sure convergence
of the following series
(4.1)
∑
i≥1
Xi,
where {Xn}n≥1 is the sequence of martingale differences with respect to filtration
{Gn}n≥1. In particular, sequence {Xn}n≥1 can consist of independent random
variables. When random variables have variances we have immediately:
Theorem 6. If the sequence {Xn}n≥1 consists of martingale differences with
respect to {Gn}n≥1 and
∑
i≥1 var(Xi) < ∞, then the series (4.1) converges almost
surely.
Proof. It is enough to notice, that the sequence of partial sums of the series
(4.1) is a martingale with respect to filtration {σ(X1, . . . , Xn)}n≥1, bounded in L2,
hence a.s. convergent. 
There exists an extension of this theorem that is coming from Doob.
Theorem 7. If the sequence {Xn}n≥1 consists of martingale differences with
respect to {Gn}n≥1, then for almost every elementary event ω we have:∑
i≥1
E(X2i |Gi−1) <∞ ⇒ series
∑
i≥1
Xi converges.
If additionally we assume that E
(
sup
n
|Xn|2
)
< ∞, then we have also the
following implication that is satisfied for almost all ω:
series
∑
i≥1
Xi converges. ⇒
∑
i≥1
E(X2i |Gi−1) <∞ .
Proof. Let us assume that X1 = 0 (one can always assume so, it will not
affect convergence). Let us fix K > 0. Let TK be the smallest natural number n
such that
∑n+1
i=1 E(X
2
i |Gi−1) > K, if such n exists and TK =∞, if there is not such
n. TK is a stopping time (see Appendix 8), since the event {TK ≤ n} depends only
on random variables E(X2i |Gi−1) for i = 1, . . . , n. Let S(TK)n =
∑n
i=1XiI(TK ≥
i).
{
S
(TK)
n
}
n≥1
is a martingale and the sequence {XiI(TK ≥ i)}i≥1 consist of
martingale differences, since random variable I(TK ≥ n) = 1 − I(TK ≤ n − 1) is
Gn−1−measurable and we have:
E (XnI(TK ≥ n)|Gn−1) = I(TK ≥ n)E (Xn|Gn−1) = 0 a.s. .
Because there is no correlation between the variables {XiI(TK ≥ i)}i≥1 we have:
E
(
S(TK)n
)2
= E
n∑
i=1
X2i I(TK ≥ i) = E
n∑
i=1
E
(
X2i I(TK ≥ i)|Gi−1
)
= E
n∑
i=1
I(TK ≥ i)E
(
X2i |Gi−1
)
= E
min(TK ,n)∑
i=1
E
(
X2i |Gi−1
) ≤ K,
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since we have not reached yet the moment when the sum under the expecta-
tion exceeds K. Martingale
{
S
(TK)
n
}
n≥1
is bounded in L2, hence convergent. If
TK = ∞, notice, that then the series
∑
i≥1Xi is convergent. Further, we have{∑
i≥1E(X
2
i |Gi−1) <∞
}
=
⋃∞
K=1 {TK =∞}, hence indeed on the event{∑
i≥1E(X
2
i |Gi−1) <∞
}
series
∑
i≥1Xi is convergent.
In order to get the second assertion for the fixed K > 1, let us consider random
variable TK defined in the following way: TK is the smallest natural number n
such that |∑ni=1Xi| > K or 0, if such natural number does not exist. TK is a
stopping time. Let us denote: STKn =
∑n
i=1XiI(TK ≥ i). If TK > n, then of course(
STKn
)2 ≤ K2, if TK ≤ n, then(
STKn
)2
= (STK−1 +XTK )
2 ≤ 2 (STK−1)2 + 2sup
n
(Xn)
2
≤ 2K2 + 2sup
n
(Xn)
2 ,
since TK is the first number n such that |Sn| > K, hence earlier, that is e.g. at
TK − 1 we had |STK−1| ≤ K.
Because of assumptions Esup
n
X2n <∞ and random variables {XiI(TK ≥ i)}i≥1
are martingale differences we have
∞ > sup
n
E(STKn )
2 =
∑
i≥1
EX2i I(TK ≥ i).
Moreover, we have:∑
i≥1
E
(
X2i I(TK ≥ i)
)
= E
∑
i≥1
I(TK ≥ i)E(X2i |Gi−1).
This means that series
∑
i≥1 I(TK ≥ i)E(X2i |Gi−1) is almost surely convergent. In
particular, the event {TK =∞} implies convergence of the series
∑
i≥1E(X
2
i |Gi−1).
Finally, lest us notice, that the event
{
series
∑
i≥1Xi is convergent
}
=
⋃∞
K=1 {TK =∞} . 
Now we will apply this theorem to special random variables, namely variables
of the form I(Bi), where {Bi}i≥1 is some sequence of events such that Bi ∈ Gi. Let
us notice that the variables {I(Bi)− P (Bi|Gi−1)}i≥2 are martingale differences.
We have the following statement being generalization of assertion i) of the Borel-
Cantelli’ Lemma (see Appendix 3):
Proposition 9. i) Event
∑
i≥2 P (Bi|Gi−1) <∞ implies∑
i≥1 I(Bi) <∞, or equivalently {Bi : f.o.} .
ii) Event
∑
i≥2 P (Bi|Gi−1) =∞ implies then limn→∞
∑n
i=1 I(Bi)∑
n
i=2 P (Bi|Gi−1) = 1.
Proof. Since the sequence Mn =
∑n
i=2 [I(Bi)− P (Bi|Gi−1)], n ≥ 2 is a mar-
tingale, then from the beginning of the previous theorem it follows that it converges,
if only series
∑
i≥2 E
[
(I(Bi)− P (Bi|Gi−1))2 |Gi−1
]
converges. But we have:
E
[
(I(Bi)− P (Bi|Gi−1))2 |Gi−1
]
= P (Bi|Gi−1) (1− P (Bi|Gi−1)).
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Let us denote for brevity:
Yn =
n∑
i=2
P (Bi|Gi−1) ,
Zn =
n∑
i=1
I(Bi),
An =
n∑
i=2
P (Bi|Gi−1) (1− P (Bi|Gi−1)), n = 2, 3, . . . .
Of course, convergence of the sequence {Yn}n≥2 implies convergence of the sequence
{An}n≥2. In other words convergence of the sequence {Yn}n≥2 implies convergence
of the series
∑
i≥1 I(Bi).
Let us suppose now, that
∑
i≥2 P (Bi|Gi−1) =∞. There are the following possibil-
ities. Either sequence {An}n≥2 is convergent, then martingale {Mn}n≥2 is conver-
gent and now it is easy to get the assertion. However, if the sequence {An}n≥2 is
divergent, then we argue in the following way. Let us consider the sequence
Wn =
n∑
i=1
Mi −Mi−1
1 +Ai
.
It is martingale, since random variable Ai is Gi−1 measurable. We have
E
(
(Wn −Wn−1)2|Gn−1
)
= (1 +An)
−2(An −An−1)
and
(1 +An)
−2(An −An−1) ≤ (1 +An−1)−1 − (1 +An)−1.
Hence the series ∑
n≥2
E(Wn −Wn−1)2|Gn−1)
is convergent. It means that the series
∞∑
i=1
Mi −Mi−1
1 +Ai
is a convergent martingale. For every elementary event belonging to the event∑
i≥1
P (Bi|Gi−1) (1− P (Bi|Gi−1)) =∞
 ,
we apply Kronecker’s Lemma, getting MnAn → 0, when n → ∞. Consequently
remembering that An ≤
∑n
i=2 P (Bi|Gi−1). we see that
Mn∑n
i=2 P (Bi|Gi−1)
→ 0, that is
∑n
i=1 I(Bi)∑n
i=2 P (Bi|Gi−1)
→ 1,
when n→∞. 
We have also the following theorem:
Theorem 8. Let {Xn}n≥1 be a sequence adapted to the filtration {Gn}n≥1 (i.e.
Xn jest Gn measurable). Then the series
∑
i≥1Xi converges almost surely on an
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event such that for some constant C > 0:∑
i≥1
P (|Xi| > C|Gi−1) <∞,(4.2)
series
∑
i≥1
E (XiI(|Xi| ≤ C)|Gi−1) converges,(4.3)
and
∑
i≥1
var (XiI(|Xi| > C)|Gi−1) <∞.(4.4)
Proof. Let A denote an event defined by the relationships (4.2), (4.3), (4.4).
Since (4.2) is true, then using Proposition 9 we see that events {|Xi| > C}i≥1 will
happen only a finite number of times, hence the series∑
i≥1
XiI(|Xi| > C)
is convergent. Further, it means that events
{∑
i≥1Xi, converges
}
and{∑
i≥1XiI(|Xi| ≤ C) converges
}
are identical on A. Since we have (4.3), then of
course we have also∑
i≥1
Xi, converges
 =
∑
i≥1
XiI(|Xi| ≤ C)− E (XiI(|Xi| ≤ C)|Gi−1) converges
 .
Series ∑
i≥1
XiI(|Xi| ≤ C)− E (XiI(|Xi| ≤ C)|Gi−1)
is a martingale, that converges by Theorem 7, since we have (4.4). 
When we deal with random variables that are independent the theorem can be
reversed. Namely, we have:
Theorem 9 (Ko lmogorov’s three series). Let {Xn}n≥1 be a sequence of in-
dependent random variables. Series
∑
n≥1Xn converges if and only if, for some
K > 0 the following three series are convergent:∑
n≥1
P (|Xn| > K),(4.5a) ∑
n≥1
EXKn ,(4.5b) ∑
n≥1
var(XKn ),(4.5c)
where we denoted
XKn =
{
Xn gdy |Xn| ≤ K
0 gdy |Xn| > K .
Proof. Implication ⇐ is obvious. We apply Theorem 8 and remember, that
for independent random variables one has to substitute conditional expectations by
unconditional ones.
Implication ⇒, that is, let us assume that the series ∑n≥1Xn is convergent.
It means, in particular, that lim
n→∞Xn = 0 almost surely. This fact on its side,
implies that the events {(|Xn| > K)}n≥1 will happen only a finite number of times.
Independence and assertion iii) of the Borel-Cantelli’ Lemma give convergence of
the series (4.5a). In order to show the convergence of the remaining series let us
consider symmetrization of the random variables XKn , n ≥ 1, i.e. let us consider
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their independent copies
(
XKn
)′
, n ≥ 1 and random variables Xsn = XKn −
(
XKn
)′
.
Of course, convergence of the series
∑
n≥1X
K
n implies convergence of the series∑
n≥1X
s
n. We have also |Xsn| ≤ 2K for all n ∈ N. Now we apply the second part
of Theorem 7 and deduce that
∑
i≥1 var(X
K
i ) <∞, since
E((Xsn)
2 |σ(X1, . . . , Xn−1)) = 2 var(XKn ).
Further convergence of the series
∑
i≥1 var(X
K
i ) implies convergence of the series∑
i≥1(X
K
i −EXKi ), which connected with the convergence of the series
∑
i≥1X
K
i
gives convergence of the series (4.5b). 
4.1. Orthogonal series. Orthogonal series it is an interesting class of func-
tional series. It was intensively examined in 1920-60 by many excellent mathe-
maticians such as Menchoff, Steinhaus, Kaczmarz, Zygmund, Riesz, Hardy and
Littlewood. Some of their results will be possible to get directly from the pre-
sented above lemmas and theorems concerning convergence number sequences. The
present chapter can be viewed as the ”test for the usefulness of methods developed
above”.
Since there exist strong links of the present subsection with the mathematical
analysis we will present first the problem of convergence of orthogonal series gen-
erally using terminology accepted in the analysis. Later we shall confine ourselves
to probabilistic terminology.
Let on the measure space ([a, b],B([a, b]), µ(.)), (where B([a, b]) is Borel σ-field
of the segment [a, b], and µ some finite measure on B) be defined the following
functions:
φi : [a, b]→ R;
∫
[a,b]
|φi(x)|2 µ (dx) = 1,∫
[a,b]
φi(x)φj(x)µ(dx) = 0; i, j = 1, . . . ; i 6= j.
The cases a = −∞ and b =∞ are allowed.
Such sequence of functions is called orthonormal system . For any of functions
f ∈ L2([a, b],B([a, b]), µ(.)) we define series
Sf =
∑
i≥1
ciφi,
where ci =
∫
[a,b]
f(x)φi(x)µ(dx). Does the series Sf has any connection with the
function f ? It turns out that it converges in L2 to f if and only if, the following
Parseval’s identity is satisfied:∫
[a,b]
f2(x)µ(dx) =
∑
i≥1
c2i .
Does it converge almost everywhere to f ? It turns out that not always. Moreover,
it turns out, that the answer depends:
(1) on coefficients {ci}i≥1 ; more precisely, on the speed, with which they
converge to zero
(2) on the form of the functions {φi}i≥1 constituting the orthonormal system.
We will present now two theorems concerning those two points.
On the way we will use the following conventions and notation:
• all considered below logarithms will be with base 2,
• log+ x = max(log x, 1), for x > 0,
• log+ ab = log(a/b) when (a/b) ≥ 2 and 1 if (a/b) ∈ [0, 2) or b = 0.
As far as the first property, we have the following result.
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Theorem 10 (Rademacher-Menchoff’s). Let be given an orthonormal system
{φi}i≥1. If the real sequence {ci}i≥1 is such that
(4.6)
∑
i≥1
c2i log
2 i <∞,
then the functional series
∑
i≥1 ciφi(x) converges for almost every (mod µ) x ∈
[a, b].
Proof of this theorem is elementary, although not simple. It is based on the
following lemma.
Lemma 8. Let {θi(x)}∞i=1 be a sequence of mutually orthogonal functions de-
fined on ([a, b],B([a, b]), µ(.)). Let Si =
∑i
j=1 θj. Then:
(4.7)
∫ b
a
(
max
1≤i≤n
S2i
)
dµ(x) ≤ O(log2 n)
n∑
i=1
∫ b
a
θ2i dµ(x).
Proof. Let us set S0 = 0. By νn(x) let us denote an index (possibly depending
on x), not greater than n, such that.:
max
0≤i≤n
|Si| = |Sνn |.
Let us denote by Sαk the k− th (C,α) mean, α > −1. Let us notice also, that from
formula (3.6) it follows that Sk is equal to the k−th (C, 0) mean of our series. Let
us apply assertion iv) of Lemma 6. We will get:
max
0≤i≤n
|Si| = |Soνn | ≤
νn∑
k=0
A
−1/2
νn−kA
−1/2
k
∣∣∣S−1/2k ∣∣∣ ≤
≤
√√√√ νn∑
k=0
(
A
−1/2
νn−k
)2 n∑
k=0
(
A
−1/2
k S
−1/2
k
)2 df
= δn(x).
Taking advantage of assertion iii) of Lemma 6 we get A
−1/2
k = O
(
k−1/2
)
and
further:
νn∑
k=0
(
A
−1/2
νn−k
)2
= 1 +
νn−1∑
k=0
O(
1
νn − k ) = O(log(νn)) ≤ O(log n).
Further, using assertion vii) of Lemma 6 and the above mentioned estimation we
get: ∫ b
a
δ2n(x)dµ(x) ≤ O(log n)
n∑
k=0
∫ b
a
 k∑
j=1
A
−1/2
k−j θj(x)
2 dµ(x) =
= O(log n)
n∑
k=0
k∑
j=1
(
A
−1/2
k−j
)2 ∫ b
a
θ2j (x)dµ(x) =
= O(log n)
n∑
j=1
∫ b
a
θ2j (x)dµ(x)
1 + n∑
k=j+1
O
(
1
n− k
) =
= O(log2 n)
n∑
j=1
∫ b
a
θ2j (x)dµ(x).

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Proof of the Rademacher-Menchoff theorem. In order to prove The-
orem 10 let us denote rn =
∑∞
i=n ciφi. We have:∫ b
a
r22ndµ(x) =
∞∑
i=2n
∫ b
a
c2iφ
2
i dµ(x) =
1
(log 2n)
2
∞∑
i=2n
(log 2n)2c2i
∫ b
a
φ2i dµ(x) ≤
1
(log 2n)
2
∞∑
i=2n
(log i)2c2i
∫ b
a
φ2i dµ(x) ≤
C
n2
,
where C =
∑
i≥2 (log i)
2
c2i
∫ b
a φ
2
i (x)dµ(x).Thus, the series
∑
n≥1
∫ b
a r
2
2ndµ(x) is con-
vergent, and consequently sequence {r2n}n≥1 converges almost everywhere to zero.
This means that also the subsequence {S2n}n≥1 of the sequence of partial sums
{Si}i≥1 of the series
∑
i≥1 ciφi(x) converges almost everywhere. In order to show,
that the sequence {Si}i≥1 converges almost everywhere, it is enough to show, that
the functional sequence :
max
2n<i≤2n+1
(Si − S2n)2
converges to zero almost everywhere. We have however on the basis of Lemma 8:∫ b
a
max
2n<i≤2n+1
(Si − S2n)2dµ(x) ≤
[
log(2n+1 − 2n)]2 2n+1∑
j=2n+1
c2j
∫ b
a
φ2jdµ(x)
= n2
2n+1∑
j=2n+1
c2j
∫ b
a
φ2jdµ(x).
Moreover, we have:∑
n≥1
(log 2n)2
2n+1∑
j=2n+1
c2j
∫ b
a
φ2jdµ(x) ≤
∑
n≥1
2n+1∑
j=2n+1
(log j)
2
c2j
∫ b
a
φ2jdµ(x)
=
∑
j≥3
(log j)2 c2j
∫ b
a
φ2jdµ(x) <∞.
A hence sequence max
2n≤i<2n+1
(Si − S2n)2 converges almost everywhere to zero. 
In order to illustrate the second point, we quote the following second Menchoff’s
Theorem:
Theorem 11 (Menchoff). For every non-increasing number sequence
{
c2i
}
i≥1,
and satisfying conditions
∑
i≥1 c
2
i < ∞ and
∑
i≥1 c
2
i log
2 i = ∞ it is possible to
construct such orthonormal system {φi}i≥1, that the series
∑
i≥1 ciφi(x) is almost
everywhere divergent!
Proof of this theorem is very complex. It can be found e.g. in the book of
Alexits [Ale61].
Above mentioned theorems state, that if only sequence of coefficients
{
c2i
}
i≥1 is
monotone, then condition (4.6) guaranteeing convergence of the series
∑
i≥1 ciφi(x),
cannot be improved. It turns out, however, that when the sequence
{
c2i
}
i≥1 is not
monotone, then this condition can be improved. In 1965 Tandori in the paper
[Tan65] replaced condition (4.6) with the condition
(4.8)
∑
k=3
c2k log k log+
1
c2k
<∞.
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It turns out that this condition and (4.6) are equivalent, when the sequence
{
c2i
}
i≥1
is non-increasing Mo´ricz and Tandori have improved slightly condition (4.8) for the
first time in the paper [MT94] and then in the paper [MT96], namely it turned
out, that if only ∃ε ∈ (0, 2] :∑
n≥0
∑
k∈Z(n)
c2k (log k)
ε
(
log+
2An
c2k
)2−ε
<∞,
where
Z(n) =
{
2n + 1, 2n + 2, . . . , 2n+1
}
, An =
∑
k∈Z(n)
c2k,
then the orthogonal series
∑
k≥1 ckφk(x) is convergent.
Hence only for some orthogonal systems, one can expect equivalence of con-
vergence in L2 and almost sure convergence. What are those systems? A great
achievement of mathematical analysis of the 60−ties was Carleson’s Theorem stat-
ing, that system of trigonometric functions has this property. And what about
other, broader classes of such orthogonal systems?
Let us notice that the fact that we have considered so far space ([a, b],B([a, b]),
µ(.)) is not very important. Orthogonality can be defined on any finite measure
space. It is also not important that the measure µ could have been not normalized.
Hence, one can consider some probability space (Ω,F , P ) and the above mentioned
problems express in probabilistic terms. Namely, the roˆle of functions {φi}i≥1
satisfy sequences {Xi} of uncorrelated random variables having variances equal to
1 and zero (for i ≥ 2) expectations. Roˆle of functions f would be played by the
sums
∑
i≥1 ciXi such that
∑
i≥1 c
2
i < ∞. The question about almost everywhere
convergence of the orthogonal series would concern classes of sequences {Xi}i≥1, for
which convergence in L2 of the series
∑
i≥1 ciXi implies almost sure convergence.
Finally, let us notice, that there exists a strict connection between orthogo-
nal series, and generalized, strong laws of large numbers for uncorrelated random
variables. Namely, let {Xi}i≥1 be a sequence uncorrelated random variables, and∑
i≥1 ciXi let be any orthogonal series, constructed with the help those random
variables. Let further {µi}i≥0 be any sequence positive numbers, satisfying as-
sumption i) of Lemma 3, i.e. normal sequence. Let {αi}i≥0 = {µi}i≥0. Let us
denote:
T0 = 0; Tn =
∑n−1
i=0 αici+1Xi+1/µi∑n−1
i=0 αi
;n ≥ 1,(4.9a)
S0 = 0; Sn =
n∑
i=1
ciXi;n ≥ 1,(4.9b)
S¯n =
∑n
i=0 αiSi∑n
i=0 αi
;n ≥ 0.(4.9c)
In view of the above mentioned considerations it is clear, that the sequence
{Ti}i≥0 is a sequence of Riesz’s means of the sequence {ci+1Xi+1/µi}i≥0 of un-
correlated random variables with respect to the sequence of weights {αi}i≥0 and
satisfies the following iterative equation:
(4.10) Tn+1 = (1 − µn)Tn + cn+1Xn+1.
As it follows from the auxiliary lemmas presented in sections 2 and 3 there exists
a strict connection between almost surely convergence of the series
∑
i≥1 ciXi, and
almost surely convergence to zero of the sequence {Ti}i≥0.
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Conversely, having given a sequence of Riesz’s means
{
X¯n =
∑n−1
i=0 αiXi∑n−1
i=0 αi
}
n≥1
of the sequence of uncorrelated random variables {Xi}i≥1 with respect to sequence
{αi}i≥1, we can present it in a recursive form:
X¯n+1 = (1 − µn)X¯n + µnXn+1.
And again, there appears orthogonal series
∑
i≥0 µiXi+1.
As it follows from lemmas presented in sections 2 and 3, examining of conver-
gence of Riesz’s means requires examining of the convergence of some series, and
examining of convergence of the series is connected with examining the convergence
of some Riesz’s means.
In order to briefly describe properties of Riesz’s means of orthogonal series, let
us introduce also the following sequence of indices {nk}k≥1 defined in the following
way:
(4.11)
nk+1∑
j=nk+1
µj = O(1); k ≥ 1.
We have the following simple, general lemma.
Lemma 9. Let be given converging in L2 orthogonal series
∑
i≥1 ciXi and
normal number sequence {µi}i≥0. Let sequences of the random variables {Ti}i≥0,
{Si}i≥0,
{
S¯i
}
i≥0 be defined relationships respectively (4.9a), (4.9b), (4.9c). Then:
(1) series
∑
i≥0 µiET
2
i is convergent and series
∑
i≥0 µiT
2
i is convergent a.s.,
(2) S¯n =
∑n
i=0 µiTi a.s. for n = 0, 1, . . . ,
(3)
∑n
i=0 αiT
2
i∑
n
i=0 αi
−→
n→∞
0 a.s.,
(4) Tnk −→
k→∞
0 a.s.,
(5) Let Vn =
∑n
i=0 αiS
2
i∑n
i=0 αi
− (S¯n)2. Then almost surely Vn −→
n→∞ 0 and the series∑
i≥1 µiVi is convergent,
(6) Subsequence {Snk}k≥1 converges almost surely to some square integrable
random variable if and only if, the series
∑
i≥0 µiTi converges almost
surely,
(7) Tn −→
n→∞ 0 a.s. if and only if the series
∑
i≥1 µiTiXi+1 converges almost
surely,
(8) If almost surely Tn −→
n→∞
0, then almost sure convergence of the sequence
{Sn}n≥0 to some square integrable random variable is equivalent to the a.s.
convergence of the subsequence {Snk}k≥1 to the same random variable.
Before we will present proof of this lemma, we will make a few remarks.
Remark 10. Let us notice that assertions 4 and 6 remain true, if the subse-
quence {nk}k≥1 was defined in the following way: 1/
∑nk+1
j=nk+1
µj −→
k→∞
0. On the
other hand assertion 8 remain true, if the subsequence {nk}k≥1 was defined by the
relationship:
∑nk+1
j=nk+1
µj −→
k→∞
0.
Remark 11. Assertion 6 together with assertion 2 are strictly connected with
Zygmund’s theorem concerning Riesz summability of orthogonal series (see [Ale61],
th.. 2.8.7). Let us recall that this theorem states, that Riesz summability of the
orthogonal series with some weights that converges in L2 is equivalent to convergence
of some subsequences (defined by the system of weights) of the sequence of partial
sums. Strictly speaking, Zygmund understands Riesz summability of series in a
slightly different way, namely he defines summability to s of the series
∑
i≥0 ui
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with respect to some increasing weight sequence {λn}n≥0 as the convergence to s of
the sequence {
n∑
k=0
(1 − λk
λn+1
)uk
}
n≥1
.
We leave it to the reader as a simple exercise to check, that this definition and
considered above definition 5 are equivalent as far as the series are concerned,
when one takes λn =
∑n−1
i=0 αi. Using Zygmund’s terminology, Zygmund’s Theo-
rem states, that orthogonal series
∑
i≥0 ciφi(x), whose coefficients satisfy condition∑
i≥0 c
2
i < ∞, is summable almost everywhere with respect to sequence {λn}n≥0 if
and only if, the following subsequence sequence of partial sums
{∑nk
i=≥0 ciφi(x)
}
k≥1
is convergent almost surely, here sequence of indices {nk} is defined with the help
of the following condition:
1 < q ≤ λnk+1
λnk
≤ r,
where 1 < q ≤ r are some real numbers. We will show that this theorem is in fact
equivalent to assertions 6 and 2 of the lemma. It can be deduced arguing in the
following way. Firstly, from assertion 2 we know, that the sequence of partial sums
of the series
∑
i≥1 µiTi constitutes also a sequence respective Riesz’s means of par-
tial sums of the orthogonal series. Assertion 6 gives an equivalence of summability
of the series
∑
i≥1 µiTi and the convergence of the respective subsequence of the
sequence of partial sums of the orthogonal series. Thus, it remained to check, if
the subsequence defined in assertion 6 is the same, as in Zygmund’s theorem. Let
us denote λn =
∑n−1
i=0 αi. Let {αi} = {µi}. Then, as it follows from the proof of
proposition 8 we have:
λn =
n−1∏
i=1
(1− µi)−1 ≥ exp(
n−1∑
i=0
µi).
Hence, using inequality 11−x ≤ 1 + x + 3x2 that is true for all x ≤ 2/3 and taking
k big enough that µnk ≤ 2/3 (it is possible, since the sequence {µn} converges to
zero), we get:
r ≥ exp
nk+1−1∑
j=nk+1
µj + 3
nk+1−1∑
j=nk+1
µ2j
 ≥ nk+1−1∏
i=nk+1
(1 + µi + 3µ
2
i ) ≥
≥
nk+1−1∏
i=nk+1
(1− µi)−1 = λnk+1/λnk ≥ exp(
nk+1−1∑
j=nk+1
µj) ≥ q > 1,
where
q = exp(lim inf
k→∞
nk+1−1∑
j=nk+1
µj), r = exp(lim inf
k→∞
nk+1−1∑
j=nk+1
µj).
Sequence{nk} defined by (4.11) satisfies conditions of Zygmund’s theorem.
Remark 12. It is easy to get the following observation basing on assertion
2: orthogonal series is absolutely summable by the Riesz’s method if and only if,
series
∑
i≥1 µi |Ti| is convergent almost surely. This statement and a few corollaries
following it constitute the main subject of the paper [OT81].
Remark 13. Let us take µi =
1
i+1 ; i ≥ 0. Then the assertion 5 states, that
Vn =
∑n
i=0 S
2
i
n+ 1
− (S¯n)2
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converges almost surely to zero. Let us transform a bit this quantity. It is not
difficult to notice, that
Vn =
∑n
i=0 (Si − S)2
n+ 1
− (S¯n − S)2 ,
where by S we denoted the limit in L2 of the our orthogonal series. Hence, one can
notice, that if
(
S¯n − S
)2 −→
n→∞
0 almost surely, then and∑n
i=0 (Si − S)2
n+ 1
−→
n→∞
0
almost surely. This observation means, that Cesa`ro summability of order 1 of the
orthogonal series is equivalent to its strong summability. For Fourier series, this
theorem was formulated by Hardy and Littlewood., and later generalized by Zyg-
mund. (See comments and observations in [Ale61] p. 111).
Remark 14. Continuing analysis of the case µi =
1
i+1 ; i ≥ 0 let us consider
a sequence {Xi}i≥1 of the random variables with zero expectations and finite vari-
ances. More precisely, let us assume: var(Xi) = σ
2
i . Let us set also ci =
1
i+1 ; i ≥ 1.
Let us consider also sequence
{
X˜n
}
n≥1
of Cesa`ro means of order 2 created from
variables {Xi}i≥1. It is not difficult to notice, that
X˜n =
2
n(n+ 1)
n∑
i=1
(n− i)Xi
and moreover, that the sequence
{
X˜n
}
n≥1
satisfies recurrent relationship:
X˜n+1 = (1− 2
n+ 2
)X˜n +
2
(n+ 2)
X¯n.
Hence we have
X˜2n+1 ≤ (1−
2
n+ 2
)X˜2n +
2
(n+ 2)
X¯2n.
Consequently , if the series
∑
n≥1
1
nX¯
2
n is convergent with probability 1, then the se-
quence
{
X˜2n
}
n≥1
converges with probability 1 to zero. Since EX¯2n =
1
n2
∑n
i=1 σ
2
i we
see that if only series
∑
n≥0
1
n3
∑n
i=1 σ
2
i is convergent, then the sequence {Xn}n≥1
is (C, 2) summable. This corollary will be generalized in Theorem 21.
Remark 15. From assertion 3 it follows that e.g.
T¯n =
n∑
i=0
αiTi/
n∑
i=0
αi −→
n→∞
0,
almost surely hence, that e.g. S¯n −→
n→∞
S a.s. if and only if,
n∑
i=0
αiS¯i/
n∑
i=0
αi −→
n→∞
S.
Simple proofs of these facts we leave to the reader as an exercise.
Proof. In the proof we will use Lemma 7. In order to prove assertion 1 let us
notice that the sequence {Tn}n≥0 satisfies a recurrent relationship (4.10). Let us
calculate squares of both sides of this equation and let us calculate the expectation
of both sides. We get then
ET 2n+1 = (1− µn)2ET 2n + c2n+1EX2n+1.
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Since that orthogonal series
∑
i≥1 ciXi is convergent in L2, the series
∑
i≥1 c
2
iEX
2
i
is convergent. On the base of Lemma 4 we deduce that the series∑
n≥0
(2µn − µ2n)ET 2n =
∑
n≥0
(1 − (1− µn)2)ET 2n =
∑
n≥0
µn(1 + 1− µn)ET 2n
is convergent. This series has positive summands and that it is a sum of two
series also having positive summands. Hence, we deduce that series
∑
n≥0 µnET
2
n
converges. Further, on the basis of corollary 1 we deduce almost sure convergence
of the series
∑
n≥0 µnT
2
n .
Assertion 3 is a simple consequence of the assertion 1 and Lemma 4.
In order to prove assertion 4 let us notice that the sequence {Tnk}k≥1 can be
presented in the following recursive form:
(4.12) Tnk+1 = (1 − ηk)Tnk + ηkWk,
where we have defined:
1− ηk =
nk∑
i=0
αi/
nk+1∑
i=0
αi
and
Wk =
∑nk+1
i=nk+1
αici+1Xi+1/µi∑nk+1
i=nk+1
αi
; k = 1, 2, . . . .
Since, quadratic function is convex we have:
T 2nk+1 ≤ (1 − ηk)T 2nk + ηkW 2k .
Let us apply now Corollary 3 of Lemma 4 and Corollary 1 of Lebesgue’ Theorem
that from the convergence of the number series
∑
k≥1 ηkEW
2
k will follow the conver-
gence of the sequence {Tnk} to zero with probability 1. Checking of the convergence
of this sequence we leave to the reader as an exercise.
Assertion 6 follows, firstly from observation, that
Snk − Tnk =
nk−1∑
i=0
µiTi,
from which it follows, in the light of the assertion 4, that {Snk} converges if and
only if, the sequence
{∑nk−1
i=0 µiTi
}
converges almost surely. But on the other
hand, we have :
sup
nk+1≤i<nk+1
∣∣∣∣∣∣
i∑
j=nk+1
µjTj
∣∣∣∣∣∣
2
≤
 nk+1∑
j=nk+1
µj
 nk+1∑
j=nk+1
µjT
2
j
 −→
k→∞
0
almost surely because of the assertion 1 and the definition of the sequence {nk}.
Hence, we have showed, that the sequence
{∑nk−1
i=0 µiTi
}
converges with probabil-
ity 1 if and only if, the series
∑∞
i=0 µiTi converges.
Assertion 8 follows directly assertion 6 and the identity: Sn+1 = Tn+1 + S¯n.
Finally assertion 2, 5 and 7 are repetitions of respective assertions of Lemma
7. 
To end this dedicated to the orthogonal series section we will impose some
additional conditions to be satisfied by the orthogonal system and we will show, that
one can substantially weaken Menchoff’s condition, in order to guarantee almost
sure convergence of the orthogonal series. Namely, we will assume, that orthogonal
system, i.e. the sequence {Xn}n≥1 of uncorrelated, standardized random variables
is weakly multiplicative .
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Definition 7. Sequence of the random variables {Xn}n≥1 is called q weakly
multiplicative, if :
∀1 ≤ i1 < i2 <, . . . , < iq : EXi1Xi2 · · ·Xiq = 0.
It turns out that for weakly multiplicative systems one can weaken in a sense
the inequality (4.7). More precisely, we have the following theorem presented in
the paper [Gap72]:
Theorem 12 (Gaposzkin). Let 2 < p ≤ r, where r is even number. If the
sequence {Xn}n≥1 of the random variables is r weakly multiplicative and if p 6= r,
then additionally it is orthogonal, and Moreover, if :
∀k ≥ 1 : E |Xk|p ≤M,
for some M > 0, then
(4.13) ∀n ≥ 1 : E
∣∣∣∣∣
n∑
i=1
ciXi
∣∣∣∣∣
p
≤ Ap
(
n∑
i=1
c2i
)p/2
,
where Ap is constant depending only on p.
We present this Theorem without proof. It is important since it turns out,
that the condition of convergence in L2 of the orthogonal series, i.e. the condi-
tion
∑
i≥1 c
2
i < ∞ implies almost sure convergence of this series. During the last
30 years, there appeared a few papers where orthogonal series with a system of
functions weakly multiplicative were examined. The papers: [Re´v66], [Gap67],
[LS78], [Bor81], [Mo´r83b], [Mo´r76] should be mentioned in the first place. We
will not discuss these papers in detail. We refer to them, astute readers. Let us
only notice, that from the conditions defined Gaposhkin’s theorem it follows that
the smallest possible number r is 4. Let us notice also, that be able to use a theory
based on the Gaposhkin’s theorem one has to assume the existence of moments of
order greater than 2 of elements of the sequence {Xn}n≥1.
Below we will present the class of orthogonal systems, for which one does not
have to assume the existence of moments of order greater than 2. It will be the
system slightly ’more than 4 weakly multiplicative’. Unfortunately, one does not
get almost sure convergence of the respective orthogonal series, under assumed L2
convergence. However, sufficient condition, assuring convergence is substantially
weaker than the condition (4.6). The orthogonal system that we will analyze will
be called systems PSO. It consists of orthonormal random variables {Xn}n≥1, sat-
isfying two additional conditions. It will turn out, that analysis of the convergence
of series with PSO can be performed with the help of methods that are already
developed. It is simple and constitutes a good exercise of application of methods
presented in the previous section.
In order to briefly present these conditions let us introduce the following deno-
tations:
Hn,m = span(Xn+1, . . . , Xm) for 0 ≤ n < m ≤ ∞.
Set Hn,m is a set of the random variables, that one can present as linear combina-
tions (when m < ∞) or limits of such combinations, in L2 (when m = ∞) of the
random variables Xi for i ∈ [n+ 1,m]. Conditions that were mentioned above are
the following:
(S) ∃C > 0 ∀n ∈ N, U ∈ H0,n, Z ∈ Hn,∞ : EU2Z2 ≤ CEU2EZ2,
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∀n, k ∈ N, 1 ≤ k < n, Z ∈ H0,k, T ∈ Hk,n, U ∈ H0,n,
W ∈ Hn,∞, EW 2 <∞ : EZTUW = 0(O)
Orthogonal system, satisfying conditions (S) and (O) will be called pseudo-
square orthogonal (briefly PSO).
Remark 16. Let us notice that random variable U ∈ H0,n one can decompose
on U1 ∈ H0,k and U2 ∈ Hk,n and the condition
∀n, k ∈ N, 1 ≤ k < n, Z ∈ H0,k, T ∈ Hk,n, U1 ∈ H0,k, U2 ∈ Hk,n
W ∈ Hn,∞, EW 2 <∞ : EZTU1W = 0, EZTU2W = 0(O)
implies condition (O).
Remark 17. Let us notice that the following conditions:
(O1) ∀i, j, k, l ∈ N, i 6= j, i 6= k, i 6= l, k 6= l : EXiXjXkXl = 0
(S1) ∃C > 0 ∀i 6= j : EX2iX2j ≤ CEX2i EX2j .
imply conditions (O) and (S).
It is so, since firstly for Z ∈ H0,k, T ∈ Hk,n, U1 ∈ H0,k the product ZTU1 is
a linear combination of products of the form XiXjXl where indices i, j, l exclude
equality i = j = l. Hence, condition (O1) implies that EZTUXm = 0 for m > n,
which leads to (O). It remained to show that the condition (S) is implied by the
conditions (O1) and (S1). Let us notice that the condition (O1) causes, that the ex-
pression EU2Z2 will contain only monomials of the form of the form α2i β
2
jEX
2
iX
2
j ,
if we assumed that U =
∑n
i=1 αiXi, Z =
∑
j≥n+1 βjXj. Now we apply condition
(S1) and present EU2Z2 as a product of
∑n
i=1 α
2
iEX
2
i times
∑
j≥n+1 β
2
jEX
2
j .
Remark 18. Systems consisting of standardized, independent random, or stan-
dardized martingale differences (see section 7) are PSO.
Remark 19. System of trigonometric functions defined on the space (< 0, 1 >
,B(< 0, 1 >), |.|), where |.| denotes Lebesgue’s measure is not PSO, since condition
(O1) is not satisfied by this sequence.
Let {Xn}n≥1 be, as usual, orthonormal system and let Sn =
∑n
i=1 ciXi be
n−th partial sum of some orthogonal series ∑i≥1 ciXi. Moreover, let us denote :
2(1)(n) = 2n; n ≥ 0, 2(k)(n) = 22(k−1)(n); k ≥ 2, n ≥ 0.
We have the following two lemmas:
Lemma 10. Let us assume that system orthonormal {Xn}n≥1 satisfies condition
(S). Then:
∀k ∈ N : Sn → S if and only if, when Snk → S,
for some random variable S possessing variance.
Lemma 11. Let us assume that the sequence random variables {Xn}n≥1 is PSO
and Moreover, let us assume, that sup
i≥1
|ci| ln i <∞. Then
∀k ∈ N : Sn → S if and only if, when S2(k)(n) → S,
for some random variable S possessing variance.
We will present common proof of those two lemmas.
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Proof. In both cases we have to assume convergence in L2 of the considered
series, i.e. to assume convergence of the series
∑
i≥1 c
2
i . If the sequence of coeffi-
cients {ci} would satisfy the condition of Rademacher-Menchoff Theorem, then our
lemmas would be true. Hence, let us suppose, that
∑
i≥1 c
2
i ln
2 i = ∞. Moreover,
let c1 = 1. It will not influence the convergence of the series. Let us denote
(4.14) µ0 = 1, µi = |ci+1| /(1 + sup
i≥1
|ci|), i ≥ 1,
in the case of the proof of Lemma 10 and
µ0 = 1, µi = c
2
i+1 ln
2(i+ 1)/(1 + sup
i≥1
c2i ln
2 i), i ≥ 1,
in the case proof of Lemma 11. Given such sequences {µi}i≥0 let us define sequences
{Ti}i≥0 using formula (4.9a). By the way we take 0/0 as 0. Let {αi}i≥0 = {µi}i≥0.
We will apply assertion 7 Lemma 9, in order to show, that Tn →
n→∞
0 a.s. In both
cases we have to prove, that series:
(4.15)
∑
i≥0
ci+1TiXi+1
is convergent. Let us consider the situation from Lemma 11. Let n > k be two
natural numbers. Xn+1 ∈ Hn+1,∞, Tn ∈ H0,n Xk+1 ∈ Hk+1,n, Tk ∈ H0,k. Hence,
ETkXk+1TnXn+1 = 0 by the condition (O). Moreover,ET
2
nX
2
n+1 ≤ CET 2nEX2n+1 <
∞ by condition (S). Hence, random variables {TiXi+1}i≥1 are orthogonal. Hence,
one can apply Rademacher-Menchoff Theorem to the series (4.15). This series will
be converging a.s. if the number series∑
i≥0
c2i+1 ln
2(i+ 1)ET 2i X
2
i+1
will be convergent. We have, however µi ≈ O(1)c2i+1 ln2(i+1) since sup
i≥1
|ci| ln i <∞.
Hence, on the basis of assumptions (S) we deduce that the considered series is
convergent, since the series
∑
i≥0 µiET
2
i is convergent. The series
∑
i≥0 µiET
2
i is,
however convergent on the basis of assertion 1 of Lemma 9. In order to prove,
that Tn →
n→∞
0 a.e. under the assumptions of the Lemma 10, let us consider the
following sequence random variables:
Zn =
n−1∑
i=0
αi(ci+1TiXi+1/µi)/
n−1∑
i=0
αi, n ≥ 1.
Let us consider now recursive forms of the sequences
{
T 2i
}
i≥0 and
{
T 2i − 2Zi
}
i≥0.
We have:
T 2n+1 = (1− µn)2T 2n + 2cn+1(1− µn)TnXn+1 + c2n+1X2n+1,
Zn+1 = (1− µn)Zn + cn+1TnXn+1,
T 2n+1 − 2Zn+1 = (1− µn)(T 2n − 2Zn) + c2n+1X2n+1−
µn(1− µn)T 2n − 2cn+1µnTnXn+1.
Series ∑
n≥0
c2n+1X
2
n+1,
∑
n≥0
µn(1 − µn)T 2n ,
∑
n≥0
cn+1µnTnXn+1
are convergent on the basis of assumptions, definition of the sequence {µn}n≥0 and
assertion 1 of Lemma 9. Hence, sequence
{
T 2n − 2Zn
}
n≥0 converges to zero a.s..
Moreover, we have for the sequence {Zn} :
Z2n+1 ≤ (1− µn)Z2n + µn(c2n+1T 2nX2n+1/µ2n).
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Remembering, that the sequence {µn} is defined in this case by the formula (4.14),
we deduce, that the series∑
n≥0
c2n+1T
2
nX
2
n+1/µn = O(1)
∑
n≥0
µnT
2
nX
2
n+1,
is almost surely convergent on the basis of assertion 1 of Lemma 9 and assumptions
(S). Hence, the sequence {Zn}n≥1, and consequently sequence {Tn}n≥1, converge
a.s. to zero. Having proved convergence Tn →
n→∞
0 a.s., we use now assertion 8
of Lemma 9. Hence, let us examine subsequences of the indices {nk}k≥1 in both
situations. In the case of Lemma 10 we have:
nk+1+1∑
j=nk+1
|cj | = O(1),
or in particular
O(1)k =
nk∑
i=0
|ci| ≤ √nk
√√√√ nk∑
j=1
c2j .
Hence O(1)k2 ≤ nk, k ≥ 1, since
∑
j≥1 c
2
j <∞. In the case of Lemma 11 we have:
nk+1+1∑
i=nk+1
c2i ln
2 i = O(1).
Thus, we have:
ln2 nk
nk+1+1∑
j=nk+1
c2j ≤
nk+1+1∑
j=nk+1
c2j ln
2 j = O(1) ≤ ln2 nk+1
nk+1+1∑
j=nk+1
c2j .
On the base of this inequality we deduce that
∑
k≥1 1/ ln
2 nk < ∞, or 1/ ln2 nk =
o(1/k), since the sequence {nk} is increasing. Thus, nk ≥ o(1)[2
√
k].
Now one can define new orthogonal series
∑
j≥0 c
′
jX
′
j, by putting:
(c′k)
2 =
nk+1+1∑
j=nk+1
c2j , X
′
j =
1
c′k
nk+1+1∑
j=nk+1
cjXj .
Let us notice that a new orthonormal sequence
{
X ′j
}
satisfies condition (S), when
the sequence {Xn}n≥1 satisfies this condition. Similarly the new orthonormal se-
quence
{
X ′j
}
is PSO, when the sequence {Xn}n≥1 is PSO. It remained to check, if
sup
n≥1
∣∣∣c′n∣∣∣ lnn <∞. We have, however:
(
c
′
k
)2
ln2 k ≤
(
c
′
k
)2
k ≤
(
c
′
k
)2
ln2 nk ≤
nk+1∑
j=nk+1
c2j ln
2 j = O(1).
Moreover, let us notice, that k−th partial sum of the series ∑i≥0 c′iX ′i is nk−th
partial sum of the series
∑
i≥1 ciXi. Hence, we can apply previous considerations
and deduce, that Sn →
n→∞
S a.s. if and only if, Snnk →k→∞ S a.s. In particular,
we have in the case of Lemma 10: Sn →
n→∞
S a.s. if and only if, S(n2)2 →
n→∞
S ,
while in the case of Lemma 11: Sn →
n→∞
S a.s. if and only if S2n →
n→∞
S a.s. since
√
n2 = n. Further, we can again introduce new orthogonal series and repeat the
same argument,. and so on any, a finite number of times. 
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These lemmas are the base of the theorem, whose proof will not be presented
because of lack of space and the fact, that it is not difficult however not too short,
and not probabilistic. Its probabilistic essence is contained in lemmas 11 and 10.
The main idea of the proof can be reduced to the decomposition of the series
on the so-called lacunary series, that is partial ones. For every of such lacunary
series, we prove convergence, making use of Lemma 11 and respective version of
the Rademacher-Menchoff’s Theorem. Proof can be found in the paper [Sza91].
In order to formulate briefly this theorem, let us introduce the following notation:
ln(1) n = log+ n; ln
(j) n = log+(ln
(j−1) n), n, j ∈ N.
Theorem 13. Let {Xn}n≥1 be PSO system. Then, if for some k ∈ N :∑
i≥1 c
2
i (ln
(k) i)2 <∞, then orthogonal series∑i≥1 ciXi is convergent almost surely.
Remark 20. The above-mentioned theorem was formatted and proved by P.
Re´ve´sz in 1966 (see [Re´v66]) under somewhat different but equivalent condition
imposed on a multiplicative system of orthogonal functions. We quote it to show
that in fact, it follows from the two Lemmas mentioned above just providing another
proof of this Theorem based on methods developed in this book.
Remark 21. Gaposhkin in [Gap67] showed that assertion of theorem 13 can be
strengthened. Namely, one can drop condition for some k ∈ N : ∑i≥1 c2i (ln(k) i)2 <
∞. More precisely, Gaposhkin showed that every PSO system satisfies condition
(4.13) with p = 4.
CHAPTER 3
Laws of Large Numbers
In this chapter, we will give a few criteria for LLN weak and strong to be
satisfied. Generally speaking, we will consider generalized laws of large numbers
in the sense of definition 6. Since, the classical case, i.e., constant weights {αi}i≥0
is the most important, sometimes we will present only those versions of laws of
large numbers, leaving to the reader formulation and proving more general version.
In any case, if we will talk about LLN without mentioning weights we will mean
constant weights equal to 1.
Methods and results on which we will base proofs respective theorems were
presented in the previous chapter
It is worth to mention, that in 1967 appeared a classical book entitled ”The
Laws of Large Numbers” by Pa´l Re´ve´sz [Re´v67]. We will not, of course, quote
all theorems from this book. For completeness, we will quote only a few the most
important ones.
1. Necessary condition
We will start with the following simple sufficient condition.
Proposition 10. If the sequence {Xn}n≥1 satisfies SLLN (resp. MLLN), then
the sequence {Xn/n}n≥1 converges to zero in probability (resp. with probability 1).
Proof. Let us denote Sn =
∑n
i=1Xi. To fix notations let us consider the
case of SLLN. Since {Sn/n}n≥1 converges in probability do finite limit, then also
{Sn+1/n}n≥1 converges to the same limit. Hence, and sequence {(Sn − Sn+1)/n}n≥1
converges to zero. But of course we have (Sn+1 − Sn) /n = Xn/n. Similarly we
argue in the case of MLLN. 
2. Weak laws of large numbers
In this section, we will prove a few criteria concerning weak laws of large num-
bers under different assumptions concerning sequence random variables {Xn}n≥1.
2.1. For independent random variables. First, we will assume that ran-
dom variables in question may not have variances.
2.1.1. Have identical distributions. Let us start with the results presented in
the paper [JOP65].
Theorem 14. If only αn∑n
i=0 αi
−→ 0 and ∑ni≥1 αi → ∞, when n −→ ∞ (i.e.
when sequence
{
αn∑
n
i=0 αi
}
n≥0
is normal), then the sequence {Xn}n≥1 of independent
random variables having identical distributions satisfies WLLN if and only if,
(2.1) lim
T→∞
TP {|X1| ≥ T } = 0 and lim
T→∞
∫
|x|≤T
xdF exists,
1 where F is cumulative distribution function (cdf) of the random variable X1.
1It follows from Pitman’s theorem that these conditions are equivalent to the existence of
the first derivative if the characteristic function of the random variable X1.
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Proof. Necessity condition is proved in the book [Loe´55], hence we will not
prove it. Now let us assume that the condition (2.1) is satisfied. Let us con-
sider Xk,n = XkI(|Xk| ≤
∑n−1
i=0 αi/αk−1), that is random variable Xk cut at
the level
∑n−1
i=0 αi/αk−1. Moreover, let us denote: Sn =
∑n
i=0 αiXi+1, Snn =∑n−1
i=0 αiXi+1,n. Let us recall that the condition αn/
∑n
i=0 αi → 0, n→∞ implies
that max
0≤i≤n
αi/
∑n
i=0 αi → 0, n → ∞ (assertion iv) of Proposition 8). Thus, in
particular, taking into account conditions (2.1) we get:
(2.2) lim
n→∞ max0≤i≤n
(∑n−1
j=0 αj
αi
P
(
|X | >
∑n−1
j=0 αj
αi
))
= 0.
Since αn∑n
i=0 αi
−→ 0, n −→∞ and including identity of distributions of the sequence
{Xi}i≥1 we get for sufficiently large n:
P (Snn 6= Sn) ≤
n∑
i=1
P (Xi+1,n 6= Xi)
=
n∑
i=1
P (|X1| ≥
n−1∑
j=0
αj/αi−1) ≤ ε
n−1∑
k=0
αk∑n−1
i=0 αi
= ε,
where ε is such number, that
max
0≤i≤n
(∑n−1
j=0 αj
αi
P (|X1| >
∑n−1
j=0 αj
αi
)
)
< ε.
This particular choice of ε is possible since we have (2.2). Hence, it is enough to
consider Snn instead Sn. We have:
E
Snn∑n−1
i=0 αi
=
1∑n−1
i=0 αi
n−1∑
k=0
αk
∫
|x|<∑n−1i=0 αi/αk
xdF −→ κ,
where κ denotes the second of the limits in (2.1). Moreover, by integrating by parts
we get:
1
T
∫
|x|<T
x2dF =
1
T
[
−T 2P (|X | ≥ T ) + 2
∫
0≤x<T
xP (|X | ≥ x)dx
]
−→ 0,
when T −→∞. In particular, we have:
(2.3) lim
n→∞
max
0≤i≤n
(
αi∑n−1
j=0 αj
∫
|x|≤∑n−1j=0 αj/αi
x2dF
)
= 0.
Thus:
var
Snn∑n−1
i=0 αi
=
1(∑n−1
i=0 αi
)2 n−1∑
i=0
α2i var(Xi+1,n)
≤ 1(∑n−1
i=0 αi
)2 n−1∑
i=0
α2i
∫
|x|≤∑n−1j=0 αj/αi
x2dF
≤ 1(∑n−1
i=0 αi
)2 n−1∑
i=0
α2i ε
∑n−1
j=0 αj
αi
= ε,
where ε is such number, that
max
0≤i≤n
(
αi∑n−1
j=0 αj
∫
|x|≤∑n−1j=0 αj/αi
x2dF
)
≤ ε.
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Figure 1. Law of large numbers for iid random variables not possesing expactations
Now it remains to apply Chebyshev inequality (see Appendix 2), in order to get
assertion. 
Example 5. We will illustrate this theorem by the following example. One took
N = 1000000 observations of the random variables {ξi}i≥1 of the form ξi = Siζi,
where the random variables Si and ζi are independent, having identical distributions
and P (S1 = −1) = P (S1 = 1) = 1/2, ζ1 has cdf Fγ(x), where
(2.4) Fγ(x) =
{
0, gdy x ≤ 1
1− 1xγ , gdy x > 1
.
We have assumed γ = 1.05. Hence, E |ξ1| =∞. Moreover, we took αi = (i+1)2; i ≥
0, that is one examined convergence of the sequence
{
Xn =
∑n
i=1 i
2ξi/
∑n
i=1 i
2
}
n≥1.
The conditions given in theorem 14 are satisfied, since distribution ξ1 is symmetric
hence the second of the limits in condition (14) exists, Further, TP (|ξ1| > T ) =
TP (ζ1 > T ) = T
1
T 1.05 =
1
T .05 → 0, when T → ∞. One obtained the following plot
where the values of variable Xn were marked every 100 observations.
Example 6. As far as speed of convergence is concerned true is the following
Katz’ Theorem being generalization earlier Erdo¨s Theorem.
Theorem 15 (Katz). Let {Xi}i≥1 be a sequence of independent random vari-
ables having identical distributions such that EX1 = 0. Then E |X1|t <∞ for some
t ≥ 1 if and only if,: ∑
n≥1
nt−2P
(∣∣∣∣∑ni=1Xin
∣∣∣∣ ≥ ε) <∞
for any ε > 0.
Proof. see [Re´v67]. 
2.1.2. Having different distributions. For simplicity, we will be concerned with
only classical case, i.e. when weights are equal to 1. In this situation, we have
classical Gniedenko&Kolmogorov Theorem [GK54]
Theorem 16 (Gniedenko-Kolmogorov). Sequence {Xi}i≥1 satisfies SLLN if
and only if, :
n∑
k≥1
P (|Xk −m(Xk)| ≥ n) →
n→∞ 0,
1
n2
n∑
k≥1
∫
|x|≤n
(x−m(Xk))2 dFk(x) →
n→∞
0,
42 3. LAWS OF LARGE NUMBERS
where Fk(x) is cdf of a random variable Xk and m(Xk) is its median.
Proof. Sketch of the proof. Proof of necessity of the above-mentioned condi-
tions is somewhat arduous and strongly uses the properties of characteristic func-
tions hardly mentioned in this book. We will not present here this proof of necessity,
since, one would have to present in detail needed properties of characteristic func-
tions. It is presented, e.g. in [Re´v67].
Proof of sufficiency of the conditions defined in this theorem is somewhat typ-
ical, it utilizes the truncation method, used already e.g. in the proof of theorems
14.
Let us denote:
X ′k = Xk −m(Xk),
F ′k(x) = P (X
′
k < x) = Fk(x+m(Xk)),
X ′′k,n =
{
X ′k gdy |X ′k| ≤ n
0 gdy |X ′k| > n ,
An =
1
n
n∑
i=1
(
m(Xi) + EX
′′
i,n
)
,
ζ′n =
1
n
n∑
i=1
X ′i, ζ
′′
n =
1
n
n∑
i=1
X ′′i ,
Bn = {ω : ζ′n(ω) = ζ′′n(ω)} .
We have of course
P (Bn) ≤
n∑
i=1
P (|X ′i| > n) =
n∑
i=1
∫
|x|>n
dF ′i (x).
For any ε we have
P (|ζn −An| ≥ ε) = P (Bn)P (|ζn −An| ≥ ε|Bn) + P (Bn)P (|ζn −An| ≥ ε|Bn).
Further we have
P (Bn)P (|ζn −An| ≥ ε|Bn) ≤ P (|ζ′′n − Eζ′′n | ≥ ε) ≤
var(ζ′′n)
ε2
≤ 1
ε2
n∑
i=1
E (X ′′i )
2
.
Hence on the basis of assumptions, for any ε > 0 we have:
P (|ζn −An| ≥ ε) ≤ 1
ε2n2
n∑
i=1
∫
|x|≤n
x2dF ′k(x) +
n∑
i=1
∫
|x|>n
dF ′i (x)→ 0,
when n→∞ . 
As far as speed convergence is concerned in this the case, the following Katz’
Theorem is true
Theorem 17. Let {Xi}i≥1 be a sequence of independent random variables with
zero expectations, such that:
∃t ∈ {3, 4, . . .} ∃C > 0 ∀k ∈ {1, 2, . . .} : E |Xk|t ≤ C,
then:
P
(∣∣∣∣∑ni=1Xin
∣∣∣∣ ≥ ε) = O( 1nt−1
)
,
for any ε > 0.
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Proof. Proof of this theorem is presented in [Re´v67]. It is somewhat tedious
and that is why we will not present it here. 
2.2. For random variables possessing variances.
Proposition 11. If
var
(∑N
n=1 αnXn∑N
n=1 αn
)
→ 0;N →∞,
for some sequence {αn}n≥1 satisfying conditions Theorem 14, then {Xn}n≥1 satis-
fies WGLLN .
Proof. By Chebyshev’s inequality we have:
P
(∣∣∣∣∣
∑N
n=1 αn(Xn − EXn)∑N
n=1 αn
∣∣∣∣∣ > ε
)
≤ E
(∑N
n=1 αn(Xn − EXn)∑N
n=1 αn
)2
/ε2
= var
(∑N
n=1 αnXn∑N
n=1 αn
)
/ε2.
Hence, if
var
(∑N
n=1 αnXn∑
N
n=1 αn
)
−→
N→∞
0, then
∀ε > 0 : P
(∣∣∣∣∣
∑N
n=1 αn(Xn − EXn)∑N
n=1 αn
∣∣∣∣∣ > ε
)
−→
N→∞
0.

Example 7. In particular, if e.g. {Xn} are uncorrelated and have identi-
cal variances, then the sequence {Xn}n≥1 satisfies the weak law of large numbers
(SLLN). Since, we have, then var
(∑N
i=1Xi
)
=
∑N
i=1 var(Xi), hence var
(∑N
i=1 Xi
N
)
= var(X1)N −→N→∞ 0.
Example 8. When {Xn} are uncorrelated and var(Xn) ≈ nα; α < 1, then the
sequence {Xn}n≥1 satisfies the weak law of large numbers (WLLN). Since arguing
in the similar fashion, we have:
var
(∑N
n=1Xn
N
)
≈
∑N
n=1 n
α
N2
≈ N
α+1
(α+ 1)N2
−→
N→∞
0,
if only α < 1. This example we will illustrate by the following simulation. One
took N = 4000000 observations {τi}Ni=1 of the random variables of the form τi =
iβ(ξi − Eξi), where the random variables {ξi} are independent and have the same
distributions with cdf given by (2.4) for γ = 73 . One took β =
6
14 . Let us notice
that then var(τi) =
γ
(γ−2)(γ−1)2 i
2β, hence α = 2β = 67 . One obtained the following
course of averages Yn =
1
n
∑n
i=1 τi, n ≥ 1. Again, as before sampling at every K =
200, i.e. number of iteration = number on the plot times 200. As one can see the
convergence is rather very slow.
3. Strong laws of large numbers
Let us notice that Lemmas 4 and 7 supply tools to examine the conditions under
which generalized, strong laws of large numbers is satisfied. As we mentioned before,
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Figure 2. Weak law of large numbers for independent random variables having in-
creasing variances
the sequence of Riesz’s means
{
X¯n =
∑n−1
i=0 αiXi+1∑n−1
i=0 αi
}
n≥1
of the sequence {Xi}i≥1
with respect to the sequence {αi}i≥0 satisfies the following recursive equation:
X¯n+1 = (1 − µn)X¯n + µnXn+1,
where {µi}i≥0 = {αi}i≥0.
Remark 22. Let us notice also, that for sequences of the random variables
{Xi}i≥1, having second moments and satisfying conditions:∑
i≥0
µ2iX
2
i+1 <∞ a.s. ,∑
i≥1
µiX¯
2
i <∞ a.s. ,
convergence of the sequence
{
X¯n
}
n≥1 to zero one can prove in two ways.
Firstly, one can prove convergence a.s. of the series
∑
n≥1 µnX¯nXn+1, which in the
light of Lemma 7, is equivalent to proving convergence a.s. of the sequence
{
X¯n
}
to zero.
Secondly, one can prove convergence a.s. of the series
∑
i≥0 µiXi+1, which in light
of Lemma 4 implies convergence a.s. sequence
{
X¯n
}
to zero.
Remark 23. If we choose the second method proposed in the previous remark,
to have almost sure convergence of the series
∑
i≥0 µiXi+1, we have also almost
sure convergence series of the form
∑
i≥0 µ
′
iXi+1, where the sequence is normal
{µ′i}i≥0 is selected, that e.g. number series∑
i≥1 |µi − βµ′i|E |Xi+1| is convergent for some β (compare corollary 4). Let us
recall that a bit different sequences {µi}i≥0 and {µ′i} may imply very different con-
jugate {αi} and {α′i} such that {αi} = {µi} and {α′i} = {µ′i}. Hence, e.g. if we have
proven convergence of the series
∑
i≥1
Xi
i , then of course sequence
{∑n
i=1 Xi
n
}
n≥1
converges to zero. On the other hand, since series
∑
i≥1
Xi
i converges, then con-
verges also series
∑
i≥1
2Xi
i+1 (why? and what else has to be assumed about the
moments? we leave it as an exercise to the reader), hence converges to zero also
sequence
{∑n
i=1 iXi∑n
i=1 i
}
n≥1
(we have {i+ 1} =
{
2
i+2
}
). Similarly, one can show that
the sequence
{∑n
i=1 i
2Xi∑
n
i=1 i
2
}
n≥1
converges a.s. to zero. Why? and what additional
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technical assumptions have to be made? Formulation and justification of respective
simple fact again we leave to the reader.
3.1. For independent random variables.
3.1.1. Having identical distributions. We will start with the classical Kolmogorov’s
result. Proof of this theorem will not be however classical in the sense, that it is
different from the original Kolmogorov’s proof and uses theorems on reverse mar-
tingale convergence and 0− 1 Hewitt-Savege’ law;
Theorem 18 (Kolmogorow). If {Xn}n≥1 are independent random variables
having identical distributions, in order that it satisfied SLLN it is necessary and
sufficient that E |X1| <∞.
Proof. Let us denote Sn =
∑n
i=1Xi, B−n = σ(Sn, Sn+1, . . .) , n = 1, 2, . . . .
Let us notice that Sn = E(Sn|B−n) =
∑n
i=1E(Xi|B−n) = nE(X1|Bn) a.s., since
E(X1|Bn) = E(Xi|Bn) a.s. for i ≤ n because of symmetry. Hence,
E(X1|B−n) = Sn/n a.s. .
Moreover, we have of course
E(E(X1|B−n+1)|B−n) = E( Sn−1
n− 1 |B−n) =
(n− 1)E(X1|B−n)
n− 1 = E(X1|B−n),
since of course B−n ⊇ B−n−1, n = 1, 2, . . .. Further, we have E |E(X1|B−n)| ≤
E |X1|. Hence, one can make use of Theorem 46. Now we deduce, that the se-
quence {Sn/n} converges with probability 1. Let L denote this the limit. Events
{ω : L(ω) < x} are symmetric in the sense of definition 15. Now by 0 − 1 Hewitt-
Savege’ law (see Appendix 11) it follows that the probability of this event is 0 or 1.
In other words cdf of a random variable L is a jump function having one jump, that
is the random variable L has degenerated distribution. Consequently there exists
such constant c, that P (L = c) = 1. Being aware that we have also convergence in
L1 (family of the random variables {Sn/n}n≥1 is uniformly integrable see Appendix
6), we have: c = EL = lim
n→∞
E Snn = EX1.
Let us suppose now, that the sequence {Sn/n} converges almost surely to a
finite limit In such a case this sequence on the basis of Proposition 10, as well as
the sequence {Xn/n} converges to a finite limit (equal to zero). If E |X1| = ∞,
then as we know by Proposition 3 we would have lim sup
n→∞
|Xn|
n = ∞. Hence, we
must have E |X1| <∞. 
In the sequel, we will consider necessary and sufficient conditions for the SGLLN
to be satisfied under the assumption, that E |X1| < ∞. It will be the result of B.
Jamison, S. Orey and W. Pruitt from the paper [JOP65] .
Let {αi}i≥0, α0 = 1 be a sequence weights, a {Xi}i≥1 sequence independent
random variables having identical distributions. We will consider a sequence:
Mn =
∑n−1
i=0 αiXi+1∑n−1
i=0 αi
and examine its convergence with probability 1 to a constant. Let us recall that
the sequence {Mn}n≥1 satisfies the following recurrent relationship:
(3.1) Mn+1 = (1 − µn)Mn + µnXn+1.
Let us denote {αi}i≥0 = {µi}i≥0, i.e. µi = αi/
∑i
k=0 αk, i ≥ 1.
Remark 24. If
∑
i≥0 αi < ∞ or equivalently
∑
i≥0 µi < ∞, then the conver-
gence of the sequence {Mn} is equivalent to the convergence of the series
∑
i≥0 αiXi+1.
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This series except for the trivial case of degenerated distribution of the random vari-
able X1 cannot converge to a constant. Hence, if
∑
i≥0 αi < ∞, then LLN is not
satisfied.
Remark 25. Thus, let us assume that
∑
i≥0 µi = ∞. If LLN is satisfied, i.e.
the sequence of the random variables {Mn}n≥1 converges to a constant, then from
the identity (3.1) it follows that µn → 0, as n→∞ and moreover, that µnXn+1 → 0
with probability 1, as n→∞.
Let N(x), x > 0 denote the number of those n, for which 1/x ≤ µn−1, i.e.
N(x) = #
{
n : 1µn−1 ≤ x
}
.
Proposition 12. Let
(3.2) N(x) =
∑
n≥1
I (x ≥ 1/µn−1) ,
then the function N(x) is a nondecreasing step function, with jumps of size 1, at
values of the sequence
{
1
µn−1
}
n≥1
.
Proof. Obvious. It follows directly from the definition. 
We have also the following lemma.
Lemma 12. If the sequence {Mn}n≥1 defined by the relationship (3.1) converges
to a constant, then
∀c > 0 : EN (c |X1|) <∞.
Proof. We saw already that, convergence of the sequence {Mn} to a constant
implies convergence of the sequence {µnXn+1}n≥1 to zero with probability 1. In
other words, the event {µn |Xn+1| > ε} occurs a finite number of times, for every
ε > 0. From assertion iii) of the Borel-Cantelli Lemma (see Appendix 3) it follows
that taking into account independence of the random variables Xi, i > 0 we have∑
i≥0
P (µi |Xi+1| ≥ ε) <∞.
Due to the assumption of the same distributions of the random variables {Xn}n≥1
the last condition can be presented the following way, due to formula(3.2), :∑
i≥0
∫
|x|≥ε/µi
dF (x) =
∫ ∑
i≥1
I(|x| ≥ ε/µi−1)dF (x) =
∫
N
( |x|
ε
)
dF (x),
where F denotes cdf of the random variable X1. 
Theorem 19. Let {Xn}n≥1 be a sequence of independent random variables
having identical distributions, and such that E |X1| < ∞, and let {αi}i≥0 be a
sequence of positive weights. Sequence{Xn}n≥1 satisfies generalized MLLN with
weights {αi}i≥0 if and only if,
(3.3) lim inf
x→∞
N(x)
x
<∞,
where we denoted:
N(x) = #{n :
∑n−1
i=0 αi
αn−1
≤ x},
for positive x.
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Proof. Without loss of generality, let us assume that the random variables
{Xn}n≥1 have zero expectations. The main idea of the proof consists on considering
”truncated” random variables {Yn}n≥1 defined in the following way:
Yn = XnI
(
|Xn| <
∑n−1
i=0 αi
αn−1
)
.
We have: ∑
n≥1
P (Yn 6= Xn) =
∑
n≥1
P
(
|Xn| ≥
∑n−1
i=0 αi
αn−1
)
=
=
∑
n≥1
P
(
|X1| ≥
∑n−1
i=0 αi
αn−1
)
= E
∑
n≥1
I
(
|X1| ≥
∑n−1
i=0 αi
αn−1
)
= EN(|X1|).
We utilized here identity of distributions of the variables {Xn}n≥1, part ii) of Propo-
sition 12 and the formula 1.2. Hence, if EN(|X1|) < ∞, then from Borel-Cantelli
Lemma, it will follow, that it is enough to examine random variables {Yn}n≥1.
However condition (3.3) guarantees, that E |X1| < ∞ ⇒ EN(|X1|) < ∞. Let us
denote
Tn =
n−1∑
i=0
αiYi+1/
n−1∑
i=0
αi.
Let us also notice, that since the events {Yi 6= Xi}i≥1 have occured only a finite
number of times, we must have EYn → EX1, when n→∞. Thus, if we will show,
that
(3.4)
n−1∑
i=0
αi(Yi+1 − EYi+1)/
n−1∑
i=0
αi → 0 a.s.
as n → ∞, then the generalized strong law of large numbers will be satisfied, i.e.
we will have the following convergence
n−1∑
i=0
αi(Xi+1 − EXi+1)/
n−1∑
i=0
αi → 0 a.s.
as n → ∞. From Lemma 4 it follows that for the condition (3.4) to be satisfied it
is enough that the series
(3.5)
∑
i≥1
µi(Yi+1 − EYi+1),
converge almost surely, whereas usually we denoted µn = αn/
∑n
i=0 αi. The se-
quence of partial sums of this series is (taking into account independence of the
random variables {Yi}i≥1) a martingale. Hence, it is enough to, e.g., that the series
(3.6)
∑
i≥1
µ2i var(Yi+1)
and the respective martingale are being convergent almost surely and consequently
strong law of large numbers is being satisfied. Let us examine the condition (3.6).
We have: ∑
i≥1
µ2i
∫
R
x2I(|x| < 1/µi)dF (x)
=
∫
R
x2
∑
i≥1
µ2i I(|x| < 1/µi)
 dF (x),
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where we denoted by F (x) the cdf of random the variable X1. We have further:∑
i≥1
µ2i I(|x| < 1/µi) =
∑
{i:|x|<1/µi}
µ2i .
From the remark concerning jumps of the function N(x), it follows that:∑
{i:|x|<1/µi≤z}
µ2i =
∫
|x|<y≤z
dN(y)
y2
.
In the last integral let us integrate by parts. We get, then:∫
|x|<y≤z
dN(y)
y2
=
N(z)
z2
− N(|x|)
x2
+ 2
∫
|x|<y≤z
N(y)
y3
dy.
Let us notice also, that
N(z)
z2
= −
∫ ∞
z
d(
N(t)
t2
)
= −
∫ ∞
z
dN(t)
t2
+ 2
∫ ∞
z
N(t)
t3
dt ≤ 2
∫ ∞
z
N(t)
t3
dt.
Hence ∫
|x|<y≤z
dN(y)
y2
≤ 2
(∫
z
N(t)
t3
dt+
∫
|x|<y≤z
N(y)
y3
dy
)
= 2
∫ ∞
|x|
N(y)
y3
dy.
Thus, we have:∑
i≥1
µ2i
∫
R
x2I(|x| < 1/µi)dF (x) ≤ 2
∫
x2
∫ ∞
|x|
N(y)
y3
dydF (x) ≤
2
∫
R
x2
∫ ∞
|x|
M
y2
dydF (x) = 2
∫
R
x2
M
|x|dF (x) = 2ME |X1| ,
where we denoted sup
x>0
N(x)
x =M . Hence, we have shown, that series (3.5) converges,
consequently, that the generalized strong law of large numbers is satisfied.
Let us concentrate now on the sufficient condition. We will prove indirectly. Let
us assume that lim sup
x→∞
N(x)
x =∞. It means that there exists such number sequence
{xi}i≥1, that N(xk)xk →∞, as k →∞. Hence, we can select such a sequence {fk}k≥1
of positive numbers, summing to one such that
∑
i≥1 xifi < ∞ and
∑
i≥1 fiN(xi)
=∞. Treating sequence {fi} as step sizes of some some random variable |X1|, we
see that E |X1| < ∞, however that EN (|X1|) = ∞. The last condition does not
allow that SLLN be satisfied in the light of Lemma 12. 
Remark 26. Notice that in the classical case, i.e. when µn = 1/(n+1), n ≥ 0
we have N(x) = ⌊x⌋, i.e. N(x) is equal to the largest integer not exceeding x. We
have, then of course lim sup
x→∞
N(x)
x ≤ 1.
Example 9. The above mentioned Theorem will also be illustrated by the fol-
lowing example.
Let {ξi}i≥1 be a sequence of independent random variables having identical distri-
butions. Let us assume that ξ1 ∼ Fγ(x), γ > 1, where Fγ is defined by (2.4). Then
of course we have Eξ1 =
γ
γ−1 . Further, let µi =
4(i+1)
(i+2)2 ; i ≥ 0, i.e.
{
4(i+1)
(i+2)2
}
=
{(i + 1)2} and Xn =
∑n
i=1 i
2ξi/
∑n
i=1 i
2. In this example we took γ = 54 , i.e.
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Figure 3. Strong law of large numbers for independent random variables not poss-
esing variances
Eξ1 = 5. Moreover, let us notice that ξ1 does not have a variance. In order to
omit technical difficulties we presented on the plot only every K = 200’th average
(i.e. X200n; n = 1, ...). Hence, the plot is based on N = 2000000 observations.
Let us notice also, that convergence is rather slow. It follows from the fact, that
distribution of the random variable ξ1 has the so-called ”fat tails”, i.e. function
1− Fγ(x) slowly decreases as x→∞. It means simply that relatively often we get
very large values of ξi. To illustrate this, below we present a table of numbers of
records of observations {ξi} and values of these records that is the table of num-
bers (m,Mm), where these numbers are defined recursively m(0) = 0, m(1) = 1,
m(n+ 1) = min{j : ξj > Mm(n)} and ξn =Mm(n).
3 14 15 17 42 189 327 99184 101942 461831
−2.20 −0.27 0.68 1.21 39.55 102.11 4602.51 9292.62 73342.5 84457
As one can see the first record happened to observation 3 and had valued −2.2, the
second in the 14-th observation and had value −.27 and so on. Finally, the 11-th
record happened to observation 13338828 and had value equal 87444 .
3.1.2. Having different distributions. Recall that in the case of identical distri-
butions of the sequence of independent random variables, it was sufficient to assume
the existence of expectations to get MLLN (compare theorem 18) to be satisfied
by {Xn}n≥1. The case of different distributions is different. It turns out that even
the existence of second moments is not enough. It turns out that these moments
must satisfy some additional conditions. This case will be treated in a whole in the
next section together with the case of dependent elements of the sequence {Xn}n≥1.
Whereas here we will present examples of sequences of independent random vari-
ables, not satisfying MLLN. Interesting and instructive examples presented below,
are modifications of examples taken from the book of Re´ve´sz [Re´v67].
Example 10. Let sequence
{
σ2n
}
n≥1 will be such sequence of positive numbers,
that
(3.7)
∑
n≥1
σ2n
n2
=∞.
Let sequence {Xn}n≥1 be a sequence independent random variables having the fol-
lowing distributions:
P (Xn = n) = P (Xn = −n) = σ
2
n
2n2
,
P (Xn = 0) = 1− σ
2
n
n2
,
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when σ2n ≤ n2 and
P (Xn = σn) = P (Xn = −σn) = 1
2
,
when σ2n > n
2. Let us notice that EXn = 0, var(Xn) = σ
2,
n and Moreover,
P (|Xn| ≥ n) ≥ σ2n/n2. From the last estimation, it follows that P ( limn→∞
∣∣Xn
n
∣∣ = 0)
= 0, in other words necessary condition for the SLLN to be satisfied is not satisfied
(see Proposition 10). Thus, we have constructed a sequence of independent ran-
dom variables with given variances, that is not satisfying SLLN. Condition (3.7)
indicates how quickly variances of elements of the sequence of independent random
variables have to increase, so that MLLN is not satisfied for this sequence.
In connection with the previous example, there appears a question, can one
select the sequence of weights in such a way, as to make a sequence of independent
random variables having increasing variances satisfy a generalized SLLN. It turns
out that one can give a similar condition to (3.7), imposed on the speed with which
variances of elements of the sequence {Xn}n≥1 increase, so that for any system of
weights generalized SLLN is not satisfied.
To describe this situation more precisely, let us consider the sequence {Xn}n≥1
of independent random variables such that EXn = 0, var(Xn) = σ
2
n. We have the
following simple lemma.
Lemma 13. min var(
∑n
i=1 aiXi) = 1/
∑n
i=1 1/σ
2
i , where the minimum is taken
over all systems of positive numbers {ai}ni=1, such that
∑n
i=1 ai = 1.
Proof. We have
1 =
n∑
i=1
ai =
n∑
i=1
aiσi
1
σi
≤
√√√√ n∑
i=1
a2iσ
2
i
√√√√ n∑
i=1
1/σ2i .
Remembering, that var(
∑n
i=1 aiXi) =
∑n
i=1 a
2
iσ
2
i , we see that var(
∑n
i=1 aiXi) ≥
1/
∑n
i=1 1/σ
2
i . It is known, that equality in inequality Schwarz that we applied
satisfies, when aiσi = λ/σi; i = 1, . . . , n for some λ. Hence, taking into account
condition 1 =
∑n
i=1 ai, when ai = η/σ
2
i , where η = 1/
∑n
i=1 1/σ
2
i . We have more-
over ,
var(
n∑
i=1
Xiη/σ
2
i ) = η
2
n∑
i=1
σ2i /σ
4
i = 1/
n∑
i=1
1/σ2i .

Having this lemma let us assume, that our sequence of the random variables
{Xn}n≥1 is such that
(3.8)
∑
i≥1
1
σ2i
<∞.
Then of course we would have for any system of weights {ain}i≥1 such that ∀n =
1, 2, . . .
∑n
i=1 ain = 1,
var(
n∑
i=1
ainXi) ≥ 1/
n∑
i=1
1/σ2i ≥ 1/
∑
i≥1
1
σ2i
> 0.
If the sequence {Xn}n≥1 satisfied generalized SLLN , then of course respective se-
quence of averages (i.e. the sequence
∑n
i=1 ainXi) would converge with probability
to zero. In particular, the sequence of variances of its elements would converge to
zero, which is impossible in this case. Thus, the sequence of independent random
variables having variances satisfying condition (3.8) does not satisfy any generalized
SLLN.
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3.2. For random variables possessing variances.
3.2.1. For uncorrelated random variables. Properties of the sequence of aver-
ages
{
X¯i
}
i≥1 are described in Lemmas 7 and 9. For convenience, we will recall
below, these results compiled in one, new lemma.
Lemma 14. If the series
∑
i≥1 µ
2
iEX
2
i+1 is convergent, then:
i) series
∑
i≥0 µiX¯
2
i is convergent almost surely,
ii) sequence
{∑n
i=1 αiX¯
2
i∑
n
i=1 αi
}
n≥1
converges almost surely to zero,
iii) X¯n −→
n→∞
0 if and only if, series
∑
i≥0 µiX¯iXi+1 is convergent almost surely,
iv) Let {nk}k≥1 be a sequence of indices defined by the relationship
∑nk+1
i=nk+1
µi =
O(1), then X¯nk −→
k→∞
0 almost surely.
Proof. Proofs of i), ii), iii), iv) are repetitions of proofs of assertions 1, 3, 7,
4 of Lemma 9. 
Remark 27. Let us notice that having assumed convergence of the series of
assertion i) Lemma 14 one can prove (making use of the iterative form, the proper-
ties of the sequence {µi}i≥0 and of Lemma 4) not only convergence of the sequence
of assertion ii) of this lemma, but also the convergence of e.g. sequence
∑n
i=1 αi
(∑i
j=0 αj
)k−1
X¯2i(∑n
j=0 αj
)k

n≥1
for k = 1, 2, . . . .
Moreover, we have of course Menchoff ’ Theorem 10 to examine of the general
case of the sequence {Xn}n≥1 and Theorem 43 (Doob) for examining of the case
of the sequence {Xn}n≥1 consisting of martingale differences, which are used to
examine almost sure convergence of the sequence
{
X¯n
}
n≥1 ,together with Lemma
4 gives the following theorem.
Theorem 20. Let the sequence {Xn}n≥1 consist of uncorrelated random vari-
ables having finite second moments.
If series
∑
i≥1 µ
2
iEX
2
i+1 (ln i)
2
is convergent
or if convergent is the series
∑
i≥1 µ
2
iEX
2
i+1 and additionally sequence {Xn}n≥1
consist of martingale differences, then:
(1) X¯n −→
n→∞
0 almost surely
(2) series
∑
i≥1 µiXi+1 converges almost surely to some square integrable ran-
dom variable S.
If additionally system {Xn}n≥1 is PSO (see page. 35), then we have Lemma
11, and if additionally we know, that supn≥1 µn lnn <∞, then we get Theorem 13.
As a corollary, we have a classical theorem concerning the sequence of indepen-
dent random variables that satisfy SLLN.
Corollary 6. Let {Xi}i≥1 be a sequence independent random variables having
finite variances such that
∑
i≥1 var(Xi)/(i + 1)
2 < ∞. Then sequence {Xi}i≥1
satisfies SLLN.
Proof. It follows from previous theorems, since, firstly the sequence {Xi}i≥1
is a sequence of martingale differences, secondly we took µi = 1/(i+ 1). 
Example 11. The simplest application of Theorem 20, is to consider a sequence
{Xn}n≥1 with zero expectations and increasing variances e.g. following the scheme
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: var(Xn) ≈ nαlnβ n . Then, as it follows from the above mentioned theorems, the
sequence{
Yn =
∑n
i=1 Xi
n
}
n≥1
converges almost surely to zero, if only: either α < 1, or if
α = 1 and β > 3 in the general (uncorrelated) case and either α < 1, or α = 1 and
β > 1 of the case of martingale differences. Good illustration of SLLN in this case
is the example and simulation discussed in example 8. In order to find out, how the
value of the coefficient α influences the quality of convergence we will present new
simulation. We took the same random variables, as in example 8 with the small
difference that now β = 314 , that is α =
6
14 < 0.5. Again, as before, we expose every
1 hundredth observation, i.e. for J = 200, 400, . . . , 4000000 we present yJ
Much more interesting is, however the usage of the above mentioned theorem
to examine the of speed convergence in ”ordinary” LLN. More precisely, let us as-
sume, that we are interested in speed of convergence of the sequence
{∑n
i=1 Xi
n
}
n≥1
to zero. This means that we want to find such, an increasing number sequence
{χn}n≥1, that the sequence{
χn
∑n
i=1 Xi
n
}
n≥1
converges almost surely to zero. Such considerations will be per-
formed in the next example.
Example 12. Let us consider, sequence of uncorrelated random variables {Xi}i≥1
such that EXi = 0, EX
2
i = 1; i ≥ 1. Let us set
Yn =
∑n
i=1Xi√
n ln(n+ 1) ln ln2(n+ 2)
;n ≥ 1.
Hence χn =
√
n
ln(n+1) ln ln2(n+2)
. Let us present Yn in the iterative form.
Yn+1 = (1 − νn)Yn + Xn+1√
(n+ 1) ln(n+ 2) ln ln2 (n+ 3)
where
νn = 1−
√
n ln(n+ 1) ln ln2(n+ 2)
(n+ 1) ln (n+ 2) ln ln2(n+ 3)
≈ 1
2n
+
1
2n lnn
+ o(
1
n lnn
).
Since, the series
∑
n≥1
1
n ln(n+1) ln ln2(n+2)
converges, we deduce that if only addi-
tionally we will assume, that the sequence {Xn}n≥1 is the sequence of martingale
differences, then sequence {Yn}n≥1 converges almost surely to zero.
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On the other hand, however, if one does not assume, that the sequence {Xn}n≥1
consists of martingale differences, then knowing, that the series∑
n≥1
1
n ln(n+ 1) ln ln2(n+ 2)
ln2 n,
does not converge then on the basis of Menchoff’ Theorem 10 we deduce that series∑
n≥1
Xn/
√
n ln(n+ 1) ln ln2(n+ 2)
may not converge almost surely, although it does converge in mean square. It de-
pends on further properties of distributions of variables {Xi}i≥1, not only on the
properties of their second moments. Similarly the sequence {Yn} may converge al-
most surely, or may not depending on the properties of the sequence {Xi}i≥0. Fol-
lowing assertion iv) of Lemma 9 there exists a subsequence of the sequence {Yn}n≥1
that converges almost surely. From the form of the sequence {νn} we deduce that
the sequence {nk} can be chosen to be
{
2k
}
. Hence, on the basis of assertion iv)
of the above mentioned lemma, we deduce that Y2k −→
k→∞
0 almost surely. Moreover,
from assertion ii) we infer, for example, that the sequence
{∑n
i=1 Y
2
i /
√
i√
n
}
converges
almost surely to zero. Strict justification of this fact, we leave to the reader as an
exercise.
Let us now suppose, that weights {αi}i≥0 are constant. Hence, µi = 1i+1 , i ≥ 0,
X¯n =
1
n
∑n
i=1Xi. Following remark 27 under the assumption, that series
∑
µiX¯
2
i
is convergent with probability 1, it follows that
∑n
i=1 i
2X¯2i
n3 → 0 with probability 1
(k = 1, αi = i
2). Let β will be any nonnegative number. From assertion iii) of
Lemma 6 we have:
Aβ+1n = O(n
β+1),
n∑
i=1
(
Aβ−1n−i
)2
=
n∑
i=1
(
Aβ−1i
)2
=
n∑
i=1
O(i2β−2) = O(n2β−1).
Hence,
√∑
n
i=1(A
β−1
n−i)
2
n3/2
Aβ+1n
∼= O(1) and consequently with probability 1 we have:
∣∣∣∣∣
∑n
i=1A
β−1
n−i iX¯i
Aβ+1n
∣∣∣∣∣ ≤
√∑n
i=1
(
Aβ−1n−i
)2
n3/2
Aβ+1n
√∑n
i=1 i
2X¯2i
n3
→ 0; n→∞.
Hence comparing above mentioned expression with assertion iv) of Lemma 6 we see
(taking α = 1 and β > 1), that the sequence {Xn}n≥1 is (C, β) summable for β > 1.
We have thus proved the following Theorem, being a generalization of Theorems 1
and 2 of the paper [Mo´r83a].
Theorem 21. If {Xn}n≥1 is a sequence of the random variables such that∑
n≥1
EX2n
(n+ 1)2
<∞,
∑
n≥1
EX¯2n
n+ 1
<∞,
where X¯n =
1
n
∑n
i=1Xi, then the sequence {Xn}n≥1 is (C,α) summable for α > 1.
Remark 28. Of course, if we will assume, that the sequence {Xn}n≥1 consists
of orthogonal random variables, then the first of the conditions of the above men-
tioned theorem entails the second one (compare assertion Lemma 14). Hence, in
this case we get precisely above mentioned theorems of the quoted paper.
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To end this part let us recall, that for the uncorrelated random variables con-
dition
∑
n≥1
EX2n
(n+1)2 <∞ is not sufficient for SLLN to occur. It is so since we have
the following theorem.
Theorem 22. Let
{
σ2n
}
n≥1 be a sequence of positive numbers such that series
: ∑
n≥1
EX2n ln
2(n+ 1)
n2
is divergent, and a number sequence
{
σ2n
n2
}
n≥1
is non-increasing. Then one can con-
struct the probability space and define a sequence {Xn}n≥1 of uncorrelated random
variables with zero expectations such that EX2n = σ
2
n, n ≥ 1 and with probability 1
lim inf
n→∞
∣∣∣∣∑ni=1Xin
∣∣∣∣ =∞.
Proof. Is long and complicated, one can find it in the paper [Tan72]. 
3.2.2. For correlated random variables. Lemmas 7 and 9 supply tools for better
analysis of this of the case. We have the following theorem:
Theorem 23. If the following series
(3.9)
∞∑
n=1
µ2n var(Xn+1),
∞∑
n=1
µn
√
var(Xn+1) var(Xn),
are convergent, where we denoted as usually Xn =
∑n−1
i=0 αiXi+1/
∑n−1
i=0 αi, {αi}
= {µi}, then {Xn}n≥1 satisfies generalized SLLN with weights {αi} .
Proof. Let {Xi}i≥1 be a sequence of the random variables possessing vari-
ances. Without loss of generality one can assume, that EXi = 0. It is easy to
notice, that the sequence
{
Xn
}
satisfies the following recurrent relationship:
Xi+1 = (1− µi)Xi + µiXi+1.
We multiply side by side this identity by itself, obtaining:
X
2
i+1 = (1− µi(2− µi))X
2
i + 2(1− µi)µiXiXi+1 + µ2iX2i+1.
Now we use numerical lemma 4 of chapter 2 and see that X
2
i converges to zero
almost surely, when the series
∑
i≥0 µ
2
iX
2
i+1 and
∑
i≥0 µiX iXi+1 converge almost
surely. Now it is enough to apply Schwarz’ inequality to the series
∑
i≥0 µiX iXi+1
and use corollary 1 of Lebesgue’ Theorem. 
If we set αi =
1
i+1 ; i = 0, 1, . . ., then from this Theorem follows evident corol-
lary.
Corollary 7. If the following series
∑
i≥1
var(Xi)/i
2,
∑
i≥1
1
i
√√√√var(Xi+1) var(1
i
i∑
k=1
Xk
)
are convergent, then the sequence {Xi}i≥1 satisfies SLLN.
Example 13. Let {Xi}i≥1 will consist of the following random variables:
i)
EXi = 0; i ≥ 1, |cov(Xi, Xj)| ≤
{
C(max(i, j))α for |i− j| ≤ 4
0 for |i− j| > 4 , α < 1,
3. STRONG LAWS OF LARGE NUMBERS 55
ii)
EXi = 0 ; i ≥ 1 |cov(Xi, Xj)| ≤ C
2|i−j|
; i, j ≥ 1.
It turns out that the sequences of i) and ii) satisfy SLLN. To show this, let
us notice that estimation E
∣∣X¯n∣∣2, examining convergence of series ∑i≥1 E|Xi|2i+1 is
essential. In the case i) we have:
E
∣∣X¯n∣∣2 = 1
n2
E(
n∑
i=1
Xi)
2 ≤
≤ C
n2
(
n∑
i=1
iα + 2
n∑
i=2
iα + 2
n∑
i=3
iα + 2
n∑
i=4
iα + 2
n∑
i=5
iα))
≤ 9C
n1−α
.
Hence for this case we have
∞∑
n=1
var(Xn+1)/n
2 ≈
∞∑
n=1
Cn−(2−α),
while for the second
∞∑
n=1
1
n
√√√√var(Xn+1) var( 1
n
n∑
i=1
Xi) ≈
∞∑
n=1
C
n1−α/2+1/2−α/2
.
The first of these series converges, when 2 − α > 1, or α < 1, while the second
series,when 3/2− α > 1, i.e. when α < 1/2.
In of the case ii) we have:
E
∣∣X¯n∣∣2 = 1
n2
E(
n∑
i=1
Xi)
2
≤ 1
n2
(nC + 2C
1
2
(n− 1) + 2C 1
4
(n− 2) + . . .+ 2C 1
2n−1
(n− (n− 1)))
≤ 3C
n
.
Hence
√
E
∣∣X¯n∣∣2 ≈ O(1/√n). Thus, the series ∑i≥1 1n+1√E ∣∣X¯n∣∣2√E ∣∣X2n+1∣∣
converges.
Remark 29. Analyzing the above mentioned example, it is easy to notice, that
the strong law of large numbers is satisfied also by the following sequences {Xi}i≥1
of dependent random variables:
EXi = 0 ; i ≥ 1, |cov(Xi, Xj)| ≤ C
η(|i− j|) ; i, j ≥ 1,
where the function η satisfies the condition: series
∑
n≥1
1
n3/2
√∑n
i=1
1
η(i) is con-
vergent. It entails, that EX¯2n ≤ Cn
∑n
i=1
1
η(i) . It is also not difficult to notice,
that functions η satisfying these conditions are e.g. η(x) = |x|β ;β > 0, η(x) =
log1+γ(1 + |x|); γ > 0, and so on. Below we will generalize this example. Random
variables satisfying the above mentioned conditions will be called quasi-stationary.
Theorem 23 gives possibility of getting the laws of large numbers for dependent
random variables. Conditions for ”dependence” can be expressed in terms of the
covariances of the random variables {Xn}n≥1. Theorem 23 provides quick, ”easy to
apply” convergence criteria. In order to present more subtle ones for SLLN to be
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satisfied by dependent random variables in concise form, one has to assume more
about the mutual dependence of the elements of the sequence {Xn}n≥1. Hence,
let us consider an important class of the random variables, namely the so-called
quasi-stationary random variables.
Definition 8. Random variables {Xn}n≥1 are quasi-stationary, if i) ∀n ≥ 1:
E |Xn|2 <∞, ii) ∀i, j ≥ 1 :
|cov(Xi, Xj)| ≤ ρ(|i− j|)
√
var(Xi) var(Xj),
for some sequence {ρ(i)}i≥0 nonnegative numbers such, that ρ(0) = 1.
For such sequences we will give a generalization of Lemma 8, and also Rademacher-
Menshoff’s Theorem 10. Let us suppose, that {Xn}n≥1 is the sequence of quasi-
stationary random variables with zero expectations, such that var(Xi) = σ
2
i ,
|cov(Xi, Xj)| ≤ ρ(|i− j|)σiσj . Let us introduce also the following denotations:
Rn = [rij ]1≤i,j≤n = [ρ(|i− j|)]1≤i,j≤n , ξTn = [β1σ1, . . . , βnσn].
We have the following generalization of Lemma 8.
Lemma 15. Let us denote Si =
∑i
j=1 βjXj :i = 1, 2, . . . , n. We have
E max
1≤i≤n
S2i =M(n) ≤ O
(
log2 n
)( n∑
i=0
ρ(i)
)
n∑
i=1
β2i σ
2
i .
Proof. Let ν(ω) will be the smallest index such that
max
1≤i≤n
S2i = S
2
ν .
Repeating part of arguments and calculations from the proof of Lemma 8 we get:
S2ν ≤
 ν∑
j=1
A
−1/2
ν−j A
−1/2
j
∣∣∣S−1/2j ∣∣∣
2 ≤ ν∑
j=1
(
A
−1/2
ν−j
)2 n∑
j=1
(
A
−1/2
j
∣∣∣S−1/2j ∣∣∣)2 .
(3.10)
ν∑
j=1
(
A
−1/2
ν−j
)2
= 1 +
ν∑
j=1
O(
1
ν − j ) = O(ln ν) ≤ O(lnn).
ES2k =
 n∑
i=1
β2i σ
2
i + 2
∑
1≤i<j≤n
βiβj cov(Xi, Xj)
 ≤
≤ ξTnRnξn ≤ λnξTn ξn,
where λn denotes the greatest eigenvalue of matrix Rn (its spectral norm). Since,
that spectral norm does not exceed any other matrix norm (compare theorem. 6.1.3
in [Lan69]) we have:
ES2k ≤ 2
(
n−1∑
i=0
ρ(i)
)
n∑
i=1
β2i σ
2
i ,
since we have
‖Rn‖ = max
1≤i≤n
n∑
j=1
rij = max
1≤i≤n
2 i−1∑
j=0
ρ(j) +
n−1∑
j=i
ρ(j)
 ≤ 2 n−1∑
j=0
ρ(j).
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Moreover, :
E
n∑
j=1
(
A
−1/2
j
∣∣∣S−1/2j ∣∣∣)2 = n∑
j=1
E
(
A
−1/2
j S
−1/2
j
)2
=
=
n∑
j=1
E
(
j∑
k=1
A
−1/2
j−k βkXk
)2
≤
≤ 2
n∑
j=1
j−1∑
i=0
ρ(i)
j∑
k=1
β2kσ
2
k
(
A
−1/2
j−k
)2
≤
≤ 2
n∑
k=0
ρ(k)
n∑
k=1
β2kσ
2
k
(
O (1) +O
(
1
2
)
+ . . .+O
(
1
k
))
≤
≤ O(log n)
n∑
k=0
ρ(k)
n∑
k=1
β2kσ
2
k.
Combining (3.10) and the above mentioned result we get assertion of our lemma. 
Having this lemma it is easy to get Theorem similar to Rademacher-Menchoff’s
Theorem.
Theorem 24. Let {Xn}n≥1 be a sequence of quasi-orthogonal random variables
such that var(Xi) = σ
2
i , |cov(Xi, Xj)| ≤ ρ(|i− j|)σiσj . If series∑
i≥1
β2i σ
2
i log
2 i
i∑
j=0
ρ(j)
is convergent, then series
∑
i≥1 βiXi is convergent with probability 1.
Using this theorem and making use of Lemma 4 one can easily get the following
result.
Corollary 8. Let {Xn}n≥1 be a sequence of quasi-orthogonal random vari-
ables such that var(Xi) = σ
2
i , |cov(Xi, Xj)| ≤ ρ(|i− j|)σiσj . If series∑
i≥1
α2i−1(∑i−1
j=0 αj
)2σ2i log2 i i∑
j=0
ρ(j)
is convergent, then the sequence
{∑n
i=1 αi−1Xi∑n
i=1 αi−1
}
n≥1
is convergent with probability 1
to zero.
Also from Theorem 24 it is easy also to get the following facts.
Proposition 13. Let {Xn}n≥1 be a sequence of quasi-orthogonal random vari-
ables such that var(Xi) = σ
2
i , |cov(Xi, Xj)| ≤ ρ(|i− j|)σiσj. Let {βi}i≥1 be a
number sequence such that convergent is series:∑
i≥1
β2i σ
2
i .
Then with probability 1 we have
∑n
i=1 βiXi = O(log n
√∑n
i=1 ρ(i)).
Further from this Proposition follows the following one:
Proposition 14. Let {Xn}n≥1 be a sequence of quasi-orthogonal random vari-
ables such that var(Xi) = σ
2
i , |cov(Xi, Xj)| ≤ ρ(|i− j|)σiσj . If the series
(3.11)
∑
i≥1
σ2i
i2
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is convergent, then with probability 1
lim
n→∞
∑n
i=1 (Xi − EXi)
n log(n+ 1)
√∑n
i=0 ρ(i)
= 0.
This proposition was proved by other methods in the of paper [Mo´r85]. In
this paper there is also another proof of Lemma 15, and what is more construction
of such sequence {Xn}n≥1 orthogonal random variables, for which condition (3.11)
is satisfied, and
lim inf
n→∞
1
nλn
∣∣∣∣∣
n∑
i=1
(Xi − EXi)n≥1
∣∣∣∣∣ =∞
with probability 1 for every sequence {λn} such, that lim
n→∞λn/ logn = 0.
SLLN for correlated random variables will be illustrated by the following ex-
ample:
Example 14. Let sequences of the random variables {ξi}i≥1be the solutions of
difference equations of the form
ξi+1 =
q−1∑
j=0
γjξi−j + ζi+1; i ≥ 0,
where the sequence {ζi}i≥1 consists of uncorrelated random variables having zero
means and identical finite variances and the values ξ−q+1, . . . , ξ0 are given. Se-
quence of such solutions are called autoregressive time series of order q briefly
AR(q)- sequence. If additionally solutions of the algebraic equation
xq − γ0xq−1 − . . .− γq−1 = 0
lie inside unit circle the complex plane, then respective time series is called station-
ary.
One considered stationary AR(2)−sequence {ξi}i≥1 with zero mean
3500 observations were made. Values of averages {Si}with selected numbers
were the following: S100 = 0, 179; S500 = 0, 02; S1000 = 0, 033; S2000 = −0, 004;
S3500 = −0, 003
Variability of those averages we will illustrate by the following plots
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3.2.3. Global Central Limit Theorem Almost Surely. As the second, not a typ-
ical example of application of SLLN we will discuss result presented in the paper
[Sza97] concerning the so-called local and global central limit theorems almost
surely. This result is a generalization of results from papers [Bro88], [CFR93],
[Sch91]. These papers concern phenomena noticed by Brosamler in the first of
these papers. We mean the so-called local central limit theorem almost surely
(LCTGAS). More precisely, let {Xi}i≥1 be a sequence independent random vari-
ables having identical distributions. Let us denote
Sk =
k∑
i=1
Xi, k = 1, 2, . . . .
Let us select two sequences of real numbers {αi}i≥1 and {βi}i≥1 such that αi ≤ βi
; i ≥ 1. Let pk = P (αk ≤ Sk < βk). Let us set:
ηk =
{
I(αk≤Sk<βk)
pk
, gdy pk 6= 0
1, gdy pk = 0
,
where I(A) is the characteristic function of the event A. It turns out that selecting
proper assumptions concerning random variables {Xi}i≥0, and also sequences {αi}
and {βi}, we observe convergence:
(3.12)
1
lnn
n∑
k=1
ηk
k
−→
n→∞
1
with probability 1. Brosamler first noticed this phenomenon for sequences {Xi}i≥0
having second moments and sequences {αi} and {βi} of the following of the form:
αk = −∞, βk = xσ
√
k, k ≥ 1, where x is any real number, σ2 is a variance of
variable X1. More precisely, in Brosamler’s Theorem the following convergence:
(3.13)
1
lnn
n∑
k=1
I(Sk ≤ xσ
√
k) −→
n→∞ Φ(x),
was proved with probability 1, here Φ(x) is distribution Normal N(0, 1). However
remembering that on the basis of CLT (see 2) sequence {pk} converges in this case
just to Φ(x) one can notice clear connection between convergence (3.12) a (3.13).
The phenomenon shown in (3.13) was called global central limit theorem almost
surely (GCTGAS). During following years one generalized and improved this result.
In particular, one considered conditions, under which we have convergence (3.12).
The result of Csa`ki, Fo¨ldes and Re´ve´sz of the paper [CFR93] concerns just this
type of convergence. In the paper [Sza97] this result has been generalized, some
other of similar type results has been proved estimating also the speed with which
these convergences happen. More precisely, one was able to find an increasing
number sequence {γk} such that the sequence
γn
1
lnn
n∑
k=1
ηk − 1
k
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still converges to zero with probability 1. In obtaining this result one used Lemma
9. The result of the paper [Sza97] is the following:
Theorem 25. Let sequence {Xi}i≥0 be a sequence independent random vari-
ables having identical distributions such that EX1 = 0, EX
2
1 = σ
2, E |X1|3 < ∞.
Moreover, let us suppose, that
either 1) distribution random variable X1 has bounded density and the following
conditions are satisfied by sequences {αk}, {βk} and {pk} :
βk − αk ≤ ck,where c is some constant,
n∑
k=1,pk 6=0
1
k2pk
= O(lnn),
or: 2) sequences {αk}, {βk} and {pk} satisfy the conditions:
βk − αk ≤ c
√
k,where c is some constant,
n∑
k=1,pk 6=0
ln k
k3/2pk
= O(lnn),
then:
Example 15.
Theorem 26. a) series
∑
i≥1
1
i ln+ i
(ηi − 1) converges with probability 1,
(ln+ x
df
= max(log x, 1) : x > 0)
b) 1An
∑n
i=0 aiηi+1 −→n→∞ 1 with probability 1, where we denoted:
ai =
lnν+(i+ 1)
i+ 1
: i = 0, 1, . . . ,
for ν > −1 and 1An
∑n
i=0 ai ln+ ln+(i + 1)ηi+1 −→n→∞∞ 1 for ν = −1, and An =∑n−1
i=0 ai.
c) 1n
∑n
i=1
ηi−1
ln+ i
−→
n→∞
0 with probability 1.
If additionally we assume, that the sequence {pk} is such that lim inf
k−→∞
1
pk
< ∞,
then
d) with probability 1 for γ > 23 :
ln
1/4
+ n
lnγ+ ln+ n
1
ln+ n
n∑
k=1
ηk − 1
k
−→
n→∞
0,
and Moreover, series ∑
i≥1
1
i ln
3/4
+ i ln+ ln
γ
+ i
(ηi − 1)
converges with probability 1.
Proof. The proof uses two fundamental facts taken from the paper [CFR93].
Namely, by assumptions of this theorem we have the following estimation:
var(ηn) ∼= 1
pn
(3.14)
var(
1
ln+ n
n∑
i=1
ηi
i
) ≈ O( 1
ln+ n
),(3.15)
var(
n∑
i=1
ηi − 1
i
) ≈ O(ln+ n).(3.16)
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We will prove assertion d) first. Let us denote
Zn =
ln
1/4
+ n
lnγ+ ln+ n
1
ln+ n
n∑
k=1
ηk − 1
k
=
1
ln
3/4
+ n ln
γ
+ ln+ n
n∑
k=1
ηk − 1
k
.
It is easy to check, that the sequence {Zn}n≥1 satisfies for large n recurrent rela-
tionship
Zn+1 = (1− 1
2(n+ 1) ln+(n+ 1)
+ vn+1)Zn +
ηn+1 − 1
(n+ 1) ln
3/4
+ n ln
γ
+ ln+ n
,
where vn = o(
1
n ln+ n
). On the base of (3.16) we deduce that
(3.17) var(Zn) ∼= O( 1
ln
1/2
+ n ln
2γ
+ ln+ n
).
Hence the series ∑
n≥1
1
(n+ 1) ln+(n+ 1)
Z2n
converges with probability 1. Moreover, it is easy to notice, that the series∑
n≥1
(ηn+1 − 1)2(
(n+ 1) ln
3/4
+ n ln
γ
+ ln+ n
)2
converges with probability 1. Thus, on the base of Lemma 9 we deduce that the
sequence {Zn}n≥1 converges with probability 1 to zero if and only if, series∑
n≥1
ηn+1 − 1
(n+ 1) ln
3/4
+ n ln
γ
+ ln+ n
Zn
converges with probability 1. We have however been using (3.14) and (3.17):∑
n≥1
√
var (ηn+1 − 1)
(n+ 1) ln
3/4
+ n ln
γ
+ ln+ n
√
var (Zn)
≤
∑
n≥1
√
1/pn+1
(n+ 1) ln
3/4
+ n ln
γ
+ ln+ n
√
O(
1
ln
1/2
+ n ln
2γ
+ ln+ n
) <∞.
Hence Zn →
n→∞
0 with probability 1.
In order to get the second part of assertion d) let us notice that the series∑
n≥1
1
(n+ 1) ln+(n+ 1)
√
EZ2n
converges, since we have (3.17). Hence, it converges with probability 1 together
with the series ∑
n≥1
1
(n+ 1) ln+(n+ 1)
Zn.
Now we apply Lemma 4 and infer, that the series
∑
i≥1
1
i ln
3/4
+ i ln+ ln
γ
+ i
(ηi − 1) con-
verges almost surely.
In order to prove assertion a), b) and c) we use the main result of the pa-
per [CFR93]. Namely, with assumptions theorems it follows that the sequence{
1
ln+ n
∑n
i=1
ηi−1
i
}
n≥1
converges to zero with probability 1. Taking into account
(3.15) we deduce that the series
(3.18)
∑
n≥1
1
n ln+ n
1
ln+ n
n∑
i=1
ηi − 1
i
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converges with probability 1. Let us denote Bi =
∑i−1
j=0
1
j+1 . It is known, that
ln+ n−Bn ∼= 0.577 for large n. Denoting
αn =
1
n+ 1
, µn =
1
(n+ 1)Bn+1
, Yn = ηn − 1, Y n = 1
Bn−1
n∑
i=1
Yi
i
,
we see that Y n →
n→∞
0 a.s., and series
∑
n≥1 µnY n converges a.s. hence on the basis
of Lemma 4 we deduce that also the series
∑
n≥1 µnYn+1 converges with probability
1.
It remained to show, that series the
∑
n≥1
∣∣∣µn − 1(n+1) ln+(n+1) ∣∣∣ |Yn+1| converges
almost surely. It is however very easy, since∣∣∣∣µn − 1(n+ 1) ln+(n+ 1)
∣∣∣∣ ∼= const(n+ 1) ln2+(n+ 1) ,
and E |Yn| ≤ 1 + E |ηn| = 2.
The idea of the proof of assertions b) and c) is very similar and we will not
present those proofs with all the details. Let us denote Ai =
∑i
j=1 ai−1 ∼=
lnν+1+ i
ν+1
for ν > −1 and ln+ ln+ i for ν = −1. Hence, for ν > −1 µi ∼= ν+1(i+1) ln+(i+1) and µi∼= 1(i+1) ln+(i+1) ln+ ln+(i+1) . On the base of already proved assertion a) we deduce
that series ∑
i≥1
µiYi+1
is convergent almost surely for all ν ≥ −1. Hence, on the basis of Lemma 4 we
deduce, from the convergence to zero of the sequence Y n, that in this case takes
the form described in assertion b). Similarly, on the basis of the proven assertion a)
changing definition of the random variables Yi =
ηi−1
ln+ i
and elements of the sequence
ai = 1 and µi =
1
i+1 we deduce convergence to zero of the sequence Y n =
1
n
∑i
j=1 Yi
i.e. we have assertion c). 
4. Monte Carlo methods
4.1. Monte Carlo methods. Let us start with an example. Suppose, that
we want to estimate values of some, complicated integrals over the composite area.
More precisely, let us suppose, that we are interested in calculating∫
V
f(x)dx
df
= I,
where V is some bounded subset of Rd. Suppose further, that we can to find
such number a > 0, that V ⊂< 0, a >ddf= B. Let X will be d−dimensional ran-
dom variable having uniform distribution on B. Let us consider random variable
Y = f(X)I(X ∈ V ). Notice that EY = 1ad I. Let us generate sequence of indepen-
dent observations random vector X, that is {Xi}i≥1. This sequence in a natural
way generates a sequence of the random variables {Yi}i≥1. The assumptions of
Theorem 18 are satisfied and we can deduce, that 1n
∑n
i=1 Yi −→n→∞
1
ad
I with proba-
bility 1. Since, also assumptions of proposition 1 are satisfied we can e.g. estimate
necessary number of observations to ensure a given accuracy with probability not
less than any given beforehand number.
As a concrete example let us consider d = 1, f(x) =
√
1− x4, V =< 0, 1 >. In
other words, we want to estimate integral I =
∫ 1
0
√
1− x4dx. To do so, we gen-
erate sequence of independent observations of variables Xi∼ U(0; 1) and consider
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sequence
{
Yi =
√
1−X4i
}
. Of course, we have EY1 = I. Now one has to find the
minimal number n for which condition:
(4.1) P (
∣∣∣∣∣ 1n
n∑
i=1
Yi − I
∣∣∣∣∣ ≤ 0, 01) ≥ 0.98,
is satisfied. Using CTG we get:
P (
∣∣∣∣∣ 1n
n∑
i=1
Yi − I
∣∣∣∣∣ ≤ 0, 01) ≈ 2Φ(0.1
√
n√
V
),
where V is here the variance of the random variable Y , and Φ(x) = 1√
2π
∫ x
0
exp(− t22 )dt
is the so-called Laplace function. Because of the condition (4.1) we have
√
n ≥
100
√
V Φ−1(0, 49) ≈ 233√V . Let us estimate now the quantity V . We have
V = EY 2 − I2 = ∫ 1
0
(1 − x4)dx − I2. Let us notice that for x ∈< 0, 1 > we
have
√
1− x4 ≥ √1− x2 and consequently we see that I ≥ ∫ 10 √1− x2dx = 14π.
Hence, V ≤ 45 −
(
1
4π
)2
= 0, 18315. Hence, n ≥ 2332 ∗ 0, 18315 = 9943, 03. In
other words it is enough perform n = 9944 observations of the random variables
Y (trivial task, if it is to performed on today’s computer), in order to be sure
with probability not less than .98 that quantity 1n
∑n
i=1 Yi approximates unknown
integral
∫ 1
0
√
1− x4dx with accuracy not greater than 0, 01.
Let us pay attention to the following features of the above-mentioned example:
(1) versions of SLLN and of CTG used in the above-mentioned example were
very simple
(2) potential complications and difficulties were connected with:
(a) generating sequences of independent random variables having iden-
tical distributions uniform on < 0, 1 >,
(b) generating sequences of independent random variables {Yi}, whose
expectations we would like to estimate.
Mentioned above features characterizes the majority of tasks of Monte Carlo
method, that is estimating values of unknown quantities (most often in the form
of expectations of some random variables) with the help of computer simulations.
Similar features can be found in typical problems of stochastic optimization. That
is to say finding minima of functions of the form g(y) = EF (y,X).
As it was mentioned before strictly probabilistic part of such tasks is rather
simple and typical. Usually it concerns the application of simple versions of laws of
large numbers and central theorems limit (point 1.). Difficulties in this type of tasks
are connected with the use of good and efficient generator of pseudo-random number
generator (point 2.a.) and possibly by setting the problem that has translated the
usually deterministic problem into the probabilistic language (point 2.b.).
It is worth to mention, that estimated quantities can have a form of solutions
of the system of deterministic equations (generally nonlinear) or finding extreme
values of some functions or functionals.
Similar features one finds also in problems of stochastic optimization and para-
metric estimation. Generally speaking and also simplifying, one has to find zeros of
maxima of the functions g(y) = EF (y,X) in the situation when one cannot observe
values of functions g, but only values F (y,Xi) for any y and i where {Xn}n≥1 is
the sequence independent random variables having identical, known distributions.
If we give up the recursive form of such problem, then for fixed y we observe the se-
quence of values {F (y,Xi)}ni=1. Quantity 1n
∑n
i=1 F (y,Xi) approximates g(y) with
accuracy depending on n. There exist numerical methods, that allow deducing
where approximately lies zero of examined function by knowing its approximate
64 3. LAWS OF LARGE NUMBERS
values. Similarly, in the case of seeking a maximum of some function whose values
cannot be observed directly. It is now enough to apply these methods for observed
approximations of values g(yk), k = 1, . . . ,m.
Difficulties here are connected with the choice of the right numerical method
and not with the probabilistic model of this problem. It is here very simple. A
detailed presentation of this type of applications would lead us too far in numerical
methods.
In the next chapter we will consider similar tasks, but for the more complicated,
not a typical version of the probabilistic model. Namely, we will consider iterative
(or recurrent) versions. Or using other words, we will assume additionally that for
the given point y one can observe only finite (often equal to one) number of values
of the sequence {F (y,Xi)}. If additionally, one would depart from requirements of
identity of distributions and independence of elements of the sequence {Xn}n≥1,
then we have precisely considered below the problem of stochastic approximation,
or having specially chosen function F the problem of density estimation considered
in the next chapter.
CHAPTER 4
Stochastic approximation
1. Introduction
Stochastic approximation concerns the following problems. Let us assume that
there is given a function f (as yet of one variable) f : R→R, not necessarily con-
tinuous, but such, that:
∃θ ∈ R : (∀x > θ : f(x) > 0 (f(x) < 0))& (∀x < θ : f(x) < 0 (f(x) > 0)) ,
or other words, on the left and on the right from some point θ the function has
different signs. Let us further suppose, that values of functions f are not observed
straightforwardly. More precisely, every observed value of these functions is bur-
dened with some random error. In other words, for every point x we observe the
quantity
yi(x) = f(x) + ηi(x), i ≥ 1,
where ηi(x) is a random variable such that ∀x Eηi(x) = 0. Notice that its dis-
tribution may depend on x. The aim of stochastic approximation procedures is to
find point θ, using only the observed values
{yi; i ≥ 1} .
Stochastic approximation procedures are based on the following idea. Suppose,
that in n -theorem step we have some estimator xn of the point θ and let us assume,
that the function f is positive to the right of θ and negative to the left. If it happens,
that the observed value at this (estimated so far), point xn is less than zero, then
we increase estimator a bit (more precisely by µnyn+1(xn), where µn ∈ R+ and
generally µn < 1), if however the observed value is greater than zero, then the
estimator will be decreased a bit (more precisely by −µnyn+1(xn), where µn ∈ R+
and generally µn < 1).
In other words, considered algorithm can be presented in the following way:
(1.1) xn+1 = xn − µnyn+1(xn).
In the present chapter we will examine if and if so then, how quickly this procedure
converges do θ.
There exist stochastic approximation procedures concerned, so to say, with the
problem of minimization of functions in random conditions. We will discuss such
procedures in subsection 5.
Let us see in some examples, that indeed procedures (1.1) are convergent.
Example 16. In the first example the function, whose zero is sought, it is the
function f(x) = (x− 3) exp(−.1(x− 3))
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having the plot presented above. One made N = 5000 observations ξ1, . . . , ξN
of the random variables having Normal N (0, 4) distribution and one considered
procedure of the form
(1.2) yi = yi−1 − 1
i
(f(yi−1) + ξi) ; y0 = 0.
As the result of its operation, we got yN = 2, 9232. The course of iterations had
the following plot:
.
Example 17. In the second example, one considered similar function f , namely
f(x) = (x− 3) exp(−(x− 3))
having a plot as above. Similarly, as before, one took N = 5000 observations
of the random variables ξ1, . . . , ξN having Normal N (0, 4) distributions and one
considered procedure 1.2 with initial condition y0 = 1. As the result of operating
this procedure one got xN = 9, 27, and the course of iterations was the following:
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.
Example 18. Why don’t we observe convergence here (or in fact we observe
very slow convergence) and what is to be done in order to improve this convergence.
It will follow from the presented in the sequel mathematical analysis of the stochastic
approximation procedures.
Example 19. In the next example, we will seek quantiles of distribution on
the basis of observations of the random sample drawn from this distribution. This
example is different from the previous ones in that now random disturbances of the
function values (whose zero, we are looking for) will depend in this case on the
values of the estimator. In particular, situation considered in this example we will
look for the .85 quantile of the distribution N (0, 2). To do so, we fix the number
of iterations N = 5000, next we generate a sequence ξ1, . . . , ξN of independent
observations from this distribution. Let us define the following function
v(x, z) =
{
1, gdy x ≤ z
0, gdy x > z
.
Let us notice that Ev(ξ1, z) = Fξ(z), where Fξ denotes cdf of the random variable
ξ1. Hence, one can write
v(ξi, z)− .85 = Fξ(z)− .85 + ζi(z),
where we denoted ζi(z) = v(ξi, z)−Fξ(z). The roˆle of disturbances play in this case
random variables {ζi(z)}, and Fξ(z)− .85 is a function, whose zero is sought. We
have here ∀z ∈ R : Eζi(z) = 0. We will consider the following procedure
zi = zi−1 − 1
i
(v(ξi, zi−1)− .85) ; z0 = 0.
Let us notice that the sequence of the random variables ζi(zi−1) is a sequence of
martingale differences, i.e. if we denote Gi = σ(z0, . . . , zi), then E(ζi(zi−1)|Gi) = 0
almost surely. Theoretical value the quantile we are looking for is equal 2.07029.
After N = 5000 iterations one obtained zN = 1.6145. Hence, convergence was very
bad. It follows also from the plot illustrating this example:
.
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In order to improve the performance of the procedure instead of the
{
µi =
1
i+1
}
,
one took a sequence
{
µ
′
i =
1
(i+1).75
}
and the following procedure was considered:
zxi = zxi−1 − µ′i (v(ξi, zxi−1)− .85) ; zx0 = 0.
As the plot below shows substantial improvement of the quality of convergence was
observed. In particular, we got zxN = 2.0002.
The stochastic approximation procedure was proposed in 1951 by Robbins and Monro
in the paper [RM51] in the simplest version and its mean-squares convergence was
proved. In the next 48 years, the idea personated in this paper was improved and
generalized many times. Moreover, it became an inspiration and the origin of sev-
eral branches of applied mathematics. There exist a few books dedicated to stochas-
tic approximation. One of the eldest is undoubtedly is the monograph of Nevelson
and Chasminskij [NC72]. There exists also very good monograph of J. Koronacki
[Kor89] in Polish dedicated to stochastic approximation and based on it the so-
called stochastic optimization. The approach presented in this monograph differs
from the one followed in this book in the assumptions imposed on the disturbances.
In the monograph of Koronacki most often it is assumed that the disturbances are
martingale differences that (see. definition page. 127 in Appendix 7) or are inde-
pendent.
Indeed it is a very important class of disturbances however the above mentioned
assumption turns out to be unnecessary in many cases. Moreover, it seems, that
approach presented below is more natural (at least for the not very experienced
reader) since it exploits connections of stochastic approximation with laws of large
numbers. In fact, it turns out, that stochastic approximation is somewhat as a
connection of laws of large numbers with deterministic procedures of finding zeros
or minima of functions. These deterministic problems are discussed in every book
on numerical methods like e.g. [DM65][Ral75]. Problems of finding minima in
different spaces and with different restrictions are discussed e.g. in monographs
[FSW77] and [Lue73].
There exists extremely rich literature concerning stochastic approximation and
problems that grew on its ground. In this book, we will present only the main chain
of problems that can be derived from the main idea of Robbins and Monro. As far
as the related problems are concerned, we will refer the reader to the literature.
We hope that after understanding the main ideas the reader will be able to study
all related to stochastic approximation problem without great difficulties.
In the sequel, we will use the following denotations and conventions.
2. THE SIMPLEST VERSION 69
x denotes vector, usually the column with coordinates xi, x
′ - its transposition.
x′y is thus a scalar product of vectors x and y i.e. the quantity
∑
i xiyi. Let us
denote also |x| = √x′x.
2. The simplest version
Let f : Rm → Rm will be such function, that:
∃θ ∈ Rm, δ > 0, ∀x ∈Rm : (x − θ)′f(x) ≥δ |x− θ|2 ,(2.1)
∃κ1, κ2 > 0, ∀x ∈ Rm : |f(x)| ≤ κ1 |x− θ|+ κ2.(2.2)
Moreover, let {ξi}i≥1 be a sequence of random vectors such that the series
(2.3)
∑
i≥0
µiξi+1
converges almost surely for some normal sequence {µi}i≥0.
Let us consider procedure of the form:
(2.4) x0 = xo, xn+1 = xn − µn(f(xn) + ξn+1);n ≥ 0.
Remark 30. Notice that the second of the above-mentioned conditions, i.e.
(2.2), states, that the function f ’grows not faster than linearly’, or possibly (if
κ1 = 0) does not exceed a constant for large of x. Whereas the first of these
conditions, i.e. (2.1) states, that the function f grows ’at least linearly’ for large x,
not excluding the closest neighborhood of the point θ. Particularly important in the
proof of the below mentioned theorems will turn out the fact of ’linear estimation’
of the function’s f behavior. If the coordinates of the vector f are differentiable,
and Jf denotes the Jacobi matrix of mapping f , then condition (2.1) implies, that
eigenvalues of the matrix Jf are at a point θ all not less than δ.
Remark 31. Let us recall that the sequence of Riesz’s means
{
X¯n
}
n≥1 of the
sequence {Xn}n≥1 with respect to sequence weights {αn}n≥0 = {̂µn}n≥0 can be
presented in the following way:
X¯n+1 = (1− µn)X¯n + µnXn+1, n ≥ 0 with the condition X¯0 = 0.
It is not difficult to notice, that one can also present the above mentioned recurrent
relationship in another way. Namely,
(2.5) X¯n+1 = X¯n − µn
(
X¯n −Xn+1
)
, n ≥ 0 with the condition X¯0 = 0.
Let us assume that ∀n ≥ 1 : EXn = θ and let us denote ξn = θ−Xn, f(x) = x− θ.
Recursive equation (2.5) will now assume the following form:
X¯n+1 = X¯n − µn
(
f
(
X¯n
)
+ ξn+1
)
, n ≥ 0 with the condition X¯0 = 0.
Let us recall that phenomenon of convergence of the sequence
{
X¯n
}
n≥1 to θ we
called the law of large numbers. The conditions assuring this are discussed in chap-
ter 3. This remark indicates thus strong connections of laws of large numbers with
stochastic approximation. In the light of the above-mentioned observations, the fact
that strong laws of large numbers are satisfied is nothing else but a.s. convergence
of stochastic approximation procedures with linear function f .
We have the following theorem:
Theorem 27. Let us assume that the function f satisfies conditions (2.1), (2.2)
for some point θ ∈ Rm, while disturbances {ξi}i≥1 satisfy condition (2.3) with some
normal sequence {µi}i≥0. Then procedure (2.4) converges almost surely to the point
θ.
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Proof. Let us denote Sn =
∑
i≥n µiξi+1. It follows the assumption that
the sequence {Sn}n≥1 converges almost surely to zero. Moreover, we have Sn =
Sn+1 + µnξn+1. Let us subtract Sn+1 + θ from both sides of procedure (2.4). We
get then:
(2.6) xn+1 − θ − Sn+1 = xn − θ − Sn − µnf(xn).
Let us denote: dn = |xn − θ − Sn|. Multiplying both sides of equality (2.6) by its
transposition and using definition of dn, we get:
(2.7) d2n+1 = d
2
n − 2µn(xn − Sn − θ)
′
f(xn) + µ
2
n|f(xn)|2.
Taking advantage assumption (2.1) we get :
(xn − Sn − θ)
′
f(xn) ≥ δ |xn − θ|2 − S
′
nf(xn) =
= δ |xn − Sn − θ + Sn|2 − S′nf(xn) =
= δd2n + 2δ(xn − Sn − θ)
′
Sn + δ |Sn|2 − S′nf(xn) ≥
≥ δd2n − 2δdn |Sn|+ δ |Sn|2 − S
′
nf(xn).
Now let us notice that |xn − θ| = |xn − Sn − θ + Sn| ≤ dn + |Sn|. Hence, we have
further
(xn − Sn − θ)
′
f(xn) ≥ δd2n − 2δdnηn + δη2n − ηn(κ1dn + κ1ηn + κ2) =
= δd2n − dnηn(2δ + κ1)− ηn(κ2 + κ1ηn − δηn),
where we denoted ηn = |Sn|. Moreover, we have:
|f(xn)|2 ≤ (κ1 |xn − θ|+ κ2)2 ≤
≤ (κ1dn + κ1ηn + κ2)2 ≤ 3(κ21d2n + κ21η2n + κ22).
Thus, we have recurrent relationship:
d2n+1 ≤ (1− 2µnδ + 3µ2nκ21)d2n + 2µndnηn (2δ + κ1)+
+2µnηn(κ2 + κ1ηn − δηn) + 3µ2n(κ21η2n + κ22)
df
= (1− 2µnδ + 3µ2nκ21)d2n + µndngn + µnhn,
where
gn = 2ηn(2δ + κ1), hn = 2ηn(κ2 + κ1ηn − δηn) + 3µn(κ21η2n + κ22).
Let us notice that gn −→
n→∞
0 and hn −→
n→∞
0 almost surely, since the sequences
{ηn}n≥1 and {µn}n≥1 converge to zero almost surely. Let us consider the first N
such that the quantity (1 − 2µnδ + 3µ2nκ21) is positive. Since, µn −→n→∞ 0, N exists.
Let us now examine now, for which dn the following inequality is satisfied:
(1− 2µnδ + 3µ2nκ21)d2n + µndngn + µnhn ≤
≤ (1− µnδ + 3µ2nκ21)d2n df= λnd2n.
Of course it happens, when δd2n − dngn − hn ≥ 0. That is, when dn ≥ ǫn, where ǫn
is a positive root of the equation:
(2.8) δx2 − xgn − hn = 0
Since, that gn, hn −→
n→∞
0 almost surely, ǫn −→
n→∞
0 almost surely. Moreover, for
dn ≤ ǫn and for n ≥ N we have:
d2n+1 ≤ (1− 2µnδ + 3µ2nκ21)ǫ2n + µnǫngn + µnhn =
λnǫ
2
n − µnδǫ2n + µnǫngn + µnhn = λnǫ2n.
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Hence, in both cases we have:
(2.9) d2n+1 ≤ λnmax(d2n, ǫ2n).
Let us now notice that
∀k ≥ 1 :
n∏
i=k
λi ≤ exp(−
n∑
i=k
µi(δ − 2µiκ2n) −→
n→∞
0,
since the sequence {µi}i≥0 is normal. Thus, assumptions Lemma 2 are satisfied. We
deduce, that dn −→
n→∞
0 almost surely, and since Sn −→
n→∞
0, hence and |xn − θ| −→
n→∞
0 almost surely. 
3. Remarks and commentaries
Remark 32. Let us notice that if there are no disturbances, i.e. ∀n ≥ 0 : Sn =
0, then we have a procedure:
(3.1) xn+1 − θ = xn − θ − µnf(xn).
Estimating similarly as above and using same denotations, we get:
d2n+1 ≤ (1− 2µnδ + 3µ2nκ21)d2n + 3µ2nκ22.
If additionally we assume that the function f Lipschitz i.e., that κ2 = 0, then we
have estimation:
d2n+1 ≤ (1 − 2µnδ + 3µ2nκ21)d2n.
Iterating this inequality from i = N do n− 1 we get:
d2n ≤ d2N
n−1∏
i=N
(1 − 2µiδ + 3µ2iκ21) ≤ d2N exp(−
n−1∑
i=N
µi(2δ − 3µiκ21)).
Hence we can conclude, that in order to ensure convergence of the procedure (3.1),
the sequence {µn}i≥0 does not have to converge to zero. Its best choice is a con-
stant sequence, satisfying inequality 0 < µi <
2δ
3κ21
. It confirms known property of
deterministic procedures ’seeking zeros of functions’ (comp. e.g. [Ral75]).
Remark 33. If, however κ2 6= 0, sequence µn must converge to zero, in order
to guarantee convergence of the sequence dn to zero.
Remark 34. Condition (2.3) is e.g,. satisfied, when the random variables
{ξi}i≥1 are martingale differences such that sup
n
Eξ2n < ∞, a sequence {µi}i≥0 is
such that
∑
i≥0 µ
2
i < ∞. These are the typical, appearing in the majority of theo-
rems concerning convergence of stochastic approximation procedures. Developed in
chapter 2 methods of summing the series of dependent random variables, enable to
extend class sequences {ξi}i≥1and {µi}i≥0 .
Remark 35. Let us notice also, that assumption that the disturbances {ξi}i≥1
have to satisfy condition (2.3) can be weakened a little, by subtracting from both
sides of (2.4) θ and the equation:
(3.2) ζn+1 = (1− µn)ζn + µnξn+1.
It is easy to notice, that ζn =
∑n−1
i=0 αiξi+1∑n−1
i=0 αi
; n ≥ 1 where {αi} = {µi}. Hence, instead
of demanding that instead the series (2.3), converges a.s. we demand that the se-
quence {ζn}n≥1 converges to zero, that we demand that the sequence of disturbances
{ξn}n≥1 satisfies generalized laws of large numbers. We will get them after a little
algebra:
xn+1 − θ − ζn+1 = xn − θ − ζn − µn(f(xn) + ζn),
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(compare with the formula (2.6)) and further we argue as above, assuming, that
the sequence {ζn}n≥0 converges almost surely to zero. This would lead to slight
complications in estimation similar to presented above that lead to formula (2.7).
Remark 36. Let us notice that in turn that the sequence {Sn} converges to
zero more quickly than is the convergence of the sequence {µn}n≥0 to zero. Hence,
the choice of the sequence ” of amplifiers” {µn}n≥0 has to be a compromise: the
slower this sequence converges to zero, more quickly converges to zero the sequence{∏n
i=N (1− 2µiδ + 3µ2iκ21)
}
n≥N . On the other hand more quickly sequence {µn}n≥0
converges to zero, the quicker is the convergence of the sequence {Sn}n≥1 to zero.
Remark 37. It follows from the above mentioned considerations that one can
distinguish so to say two aspects of the convergence of the procedure (2.4):
-deterministic, associated with the deterministic procedure:
(3.3) yn+1 = yn − µnf(yn),
finding zero of functions the f and
-random, associated with ’averaging’ of the disturbances {ξi}i≥1 .
To ensure quick convergence of the procedure (3.3) it is suggested that the se-
quence {µn}n≥0 converges to zero as slow as possible (in the extreme case when
κ2 = 0 it can be constant). On the other hand, the random aspect of convergence of
the procedure (2.4) requires that the sequence {µi}i≥0 converged to zero as quickly
as possible. Hence, it seems that a reasonable choice of the sequence {µi}i≥1 is the
following:
first, we keep sequence relatively slowly converging to zero, in order to reach the area
close to the solution as quickly as possible, then we increase the rate with which the
sequence {µi}i≥0 decreases to zero in order to start ’averaging’ the noises.
One could of course reason more subtly basing on the estimation (2.9). It is
not difficult then to notice, that the speed of the deterministic aspect is connected
with the speed of convergence to zero of the sequence
n∏
i=k
λi ∼= exp(−2δ
n∑
i=k
µi).
The speed of the random aspect is connected with the speed of convergence to zero of
the sequence
{
ǫ2n
}
n≥0, which on its side is associated with the speed of convergence
of expectations of this sequence that is roughly {µn}n≥1 .
Since, the demand of such choice of the sequence, to make the two sequences
{exp(−2δ∑ni=k µi)} and {µn}n≥0 possibly quickly simultaneously converge to zero
contains a contradiction, it seems that the only reasonable choice of the sequence
{µn}n≥0 is to select it to be of the form µn = a/(n + 1) for suitable constant a.
Let us notice that such choice gives exp(−2δ∑ni=k µi) ∼= An−2δa for some A. How
to select coefficient a? Well in such a way as to make 2δa > 1. The choice of
coefficient a and estimation of the speed of convergence of stochastic approximation
procedures were subjects of research of many mathematicians. Precise analysis of
the possible choice of {µi}i≥0 can be found in papers by Fabian [Fab60], Kushner
and Gavin [KG73], Koronacki [Kor80].
4. Extensions and generalizations
So far we have assumed that the function f satisfied a condition:
(4.1) ∃θ ∈ Rm,δ > 0 ∀x ∈Rm : (x− θ)′ f(x) >δ |x− θ|2
It turns out that this condition can be weakened relatively substantially: namely
function f does not have to be almost linear in the neighborhood of point θ, as
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it was assumed in condition (4.1), but it is enough, that the condition (4.1) is
satisfied outside every ringlike neighborhood of the point θ. More precisely, now
we will assume instead condition (4.1) that the following condition is satisfied:
(4.2) ∃θ ∈ Rm, ∀1>ε > 0 : inf
1/ε≥|x−θ|≥ε
(x− θ)′ f(x) > 0.
Remark 38. Condition (4.2) is equivalent to the following one:
∃θ ∀ε ∈ (0, 1) ∃δ> 0 : 1/ε ≥ |x− θ| ≥ ε(4.3)
⇒ (x− θ)′ f(x) ≥δ(ε) |x− θ|2 .
Proof. The fact that the condition (4.3) is implied by the condition (4.2), is
obvious. In order to show, that from the condition (4.2) follows condition (4.3), let
us consider quantity (x−θ)
′
f(x)
|x−θ|2 . If limes inferior of this quantity over all x satisfying
1/ε ≥ |x− θ| ≥ ε is greater than zero, then indeed the condition (4.2) implies a
condition (4.3). Hence, let us suppose, that limes inferior is equal zero. Then for
every χ > 0 there would exist a point xχ, satisfying inequality 1/ε ≥ |xχ−θ| ≥ ε
and such that (xχ − θ)′f(xχ) ≤ χ |xχ−θ|2 ≤ χ/ε2. Taking into account freedom
of choice of χ and the closeness of the set {x : ε ≤ |x− θ| ≤ 1/ε}, ε ∈ (0, 1), This
inequality, contradicts condition (4.2). 
Moreover, let us suppose, that the following condition concerning the function
f :
(4.4) ∃κ1, κ2 > 0 ∀x ∈ Rm : |f(x)| ≤ κ1 |x− θ|+ κ2,
is also satisfied. Further, let us assume almost sure convergence of the series
(4.5)
∑
i≥0
µiξi+1.
The sequence {µi}i≥0 is assumed to be normal.
Let us consider procedure of the form:
(4.6) x0 = xo, xn+1 = xn − µn(f(xn) + ξn+1);n ≥ 0.
Theorem 28. Suppose that the function f satisfies conditions (4.3), (4.4) for
some θ ∈ Rm, and noises {ξi}i≥1 satisfy condition (4.5) for any normal sequence
{µi}i≥0. Let us suppose also, that the sequence {xn}n≥1 is bounded with probability
1, that is, there exists such random variable M , that P (sup
n≥1
|xn| ≤ M) = 1. Then,
the procedure (4.6) converges almost surely to the point θ.
Proof. Let us set, as before, Sn =
∑
i≥n µiξi+1. We know that {Sn}n≥1
converges almost surely to zero, by assumption. Let us subtract Sn+1 + θ from
both sides of procedure (4.6). We get then:
(4.7) xn+1 − θ − Sn+1 = xn − θ − Sn − µnf(xn).
Let us denote: dn = |xn − θ − Sn|. Multiplying both sides of (4.7) by their trans-
position and using definition dn we get:
(4.8) d2n+1 = d
2
n − 2µn(xn − Sn − θ)
′
f(xn) + µ
2
n|f(xn)|2.
Taking advantage of assumptions (4.2), (4.4) we get :
(xn − Sn − θ)
′
f(xn) ≥ (xn − θ)
′
f(xn)− |Sn| |f(xn)| ≥
≥ −ηn (κ1 |xn − θ|+ κ2) ≥
≥ −ηnκ1dn − η2nκ1 − ηnκ2,
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where we denoted as before ηn = |Sn|. Moreover, we have:
|f(xn)|2 ≤ (κ1 |xn − θ|+ κ2)2 ≤
≤ (κ1dn + κ1ηn + κ2)2 ≤
≤ 3(κ21d2n + κ21η2n + κ22).
We have thus recurrent relationship:
d2n+1 ≤ (1 + 3µ2nκ21)d2n + 2µndnηnκ1 + 2µnκ1η2n + 2µnηnκ2 + 3µ2n(κ21η2n + κ22)
df
= (1 + 3µ2nκ
2
1)d
2
n + µndngn + µnhn.
Let us notice that gn −→
n→∞
0 and hn −→
n→∞
0 a.s.. Let us consider the function
Kn(υ) =
√
(1 + 3µ2nκ
2
1)υ
2 + µnυgn + µnhn.
We have of course: ∀υ ≥ 0 : Kn(υ) ≥ υ a.s. and Kn(υ) −→
n→∞
υ. Moreover, let us
notice that:
dn ≤ υ ⇒ dn+1 ≤ Kn(υ).
If however, we will assume, that 1/ε ≥ |xn − θ| ≥ ε, then we have:
d2n+1 = d
2
n − 2µn(xn − Sn − θ)
′
f(xn) + µ
2
n|f(xn)|2
≤ (1 − 2µnδ(ε) + 3µ2nκ21)d2n + µndng
′
n(ε) + µnhn,
where we denoted g
′
n(ε) = ηn (2δ(ε) + κ1). Let ǫn(ε) will be positive root equation:
(4.9) δ(ε)x2 − xg′n(ε)− hn = 0.
Let us notice that because of properties of the sequences
{
g
′
n(ε)
}
and {hn} we
see that ∀ε > 0 : ǫn(ε) −→
n→∞
0 a.s. Arguing as in the proof of previous theorem we
get for 1/ε ≥ |xn − θ| ≥ ε :
d2n+1 ≤ (1− µnδ(ε) + 3µ2nκ21)max
(
d2n, ǫ
2
n(ε)
)
,
or equivalently, that
(4.10) dn+1 ≤ λn(ε)max(dn, ǫn(ε)),
where we denoted: λn(ε) =
√
1− µnδ(ε) + 3µ2nκ21. Let us notice also, that
(4.11) ∀ε > 0
n∏
i=0
λi(ε) −→
n→∞
0 a.s., sup
n>k
n∏
i=k
λi(ε) <∞ a.s..
Let us take any 1/M(ω) ≥ ε > 0. Let ι will be such random index, that for i ≥ ι
ηi ≤ ε4 . Let further υ will be such a positive number, and ι1 such random index,
that for i > ι1
ε
4
≤ υ < 3ε
4
; Ki(υ) ≤ 3ε
4
.
Let finally ι2 be such a random index, that for i ≥ ι2 :
λi(υ − ε
4
) < 1, ǫi(υ − ε
4
) ≤ 3ε
4
.
From assumptions it follows that indices ι, ι1 and ι2 are finite almost everywhere.
Let ι∗ will be the first after max(ι, ι1, ι2) random moment such that dι∗ < 3ε4 . From
our assumptions it follows that ι∗ < ∞ a.s. Since if it was otherwise, i.e. such ι∗
would not exist, then we would have for all k > max(ι, ι1, ι2) always inequalities
2/ε > 1/ε ≥M ≥ |xk − θ| ≥ 3
4
ε− 1
4
ε =
ε
2
,
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which is impossible because we have (4.10) and the property (4.11). If |xι∗ − θ| ≥
υ − ε4 , then
dι∗+1 ≤ λι∗(υ − ε
4
)max(dι∗ , ǫι∗(υ − ε
4
) <
3ε
4
and consequently
|xι∗+1 − θ| ≤ dι∗+1 + ηι∗+1 < ε,
if |xι∗ − θ| < υ − ε4 , then
dι∗ ≤ |xι∗ − θ|+ θι∗ < υ − ε
4
+
ε
4
= υ
hence dι∗+1 <
3ε
4 , that is also |xι∗+1 − θ| < ε. Arguing in the similar way for
dι∗+1, dι∗+2 and so on, we get ∀k ≥ 1 dι∗+k < 3ε4 , |xι∗+k − θ| < ε. Hence, the
sequence {xn} converges almost surely. 
In the sequel of this chapter, we will try to understand the behavior of the
procedure from example 17. If analyzing closely the function f(x) ”whose zeros
are sought ” by this procedure, we notice, that for x > 4 values of this function
decrease very quickly to zero. For x ≈ 12 we have f(x) ≈ 1. 1107 × 10−3, that
is practically zero. In connection with this one can state, that practically the set
of zeros of the function f(x) contains the subset {x : x ≥ 12}. Consequently , the
procedure is convergent to one of these zeros! In order to analyze more precisely,
such and similar situations first we have to, consider the problem of boundedness
in L2 and with probability 1 of stochastic approximation procedures.
4.1. Boundedness. The result that we will prove below will concern a bit
more general situation than the one considered in the procedure (2.4). Instead, we
will have to impose some restrictions on distributions of {ξn}n≥0. Let us notice that
so far the only assumption imposed on distributions of noises was the requirement
of convergence of the series
∑
i≥1 µiξi, or even more generally, basing on Remark
35, fulfillment of the generalized strong laws of large numbers by the noises {ξi}i≥1.
Now we will assume that noises {ξn}n≥0 can depend on the previously found esti-
mators x1, . . . ,xn−1 of the point θ. More precisely, we will consider procedure of
the form:
(4.12) xn+1 = xn − µn (f(xn) + ξn+1(xn)) ;n ≥ 0,x0 = x0,
wherein the sequence of the disturbances we will be assumed to satisfy:
(4.13) E (ξn+1(xn)|Fn) = 0, ∃L > 0 : E
(
|ξn+1(xn)|2 |Fn
)
≤ L(1 + |xn|2),
where we denoted Fn = σ(x0, . . . ,xn). We will be concerned with conditions, under
which this procedure is bounded in L2. Let us suppose also, that the function f
satisfies condition (2.2). Let us multiply both sides of the equation (4.12) by its
transposition and let us calculate the expectation of both sides. Let us denote
by Dn = E |xn − θ|2. We get then utilizing first of the assumptions 4.13 and the
property |xn|2 ≤ 2 |xn − θ|2 + 2 |θ|2
(4.14) Dn+1 ≤ Dn−2µnE(xn−θ)′f(xn)+µ2n(L(1+2Dn+2 |θ|2)+2κ21Dn+2κ22).
From this inequality follows the following lemma:
Lemma 16. Let disturbances {ξn}n≥1 satisfy conditions (4.13). Let us suppose
also, that the normal sequence {µn}n≥0 satisfies additionally a condition :
(4.15)
∑
n
µ2n <∞,
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while the mapping f satisfies a condition:
(4.16) ∀x : (x− θ)′f(x) ≥ 0,
and condition (2.2). Then sequence {xn}n≥0, of random vectors generated by the
procedure (4.12) is bounded in L2 and with probability 1.
Proof. On the base of inequality (4.14) and assumptions (4.16) of this lemma
we get recurrent relationship:
Dn+1 ≤ Dn(1 + qµ2n) + Cµ2n,
where we denoted
C = L(1 + 2 |θ|2) + 2κ22, q = 2(L+ κ21).
In order to show boundedness of the sequence {Dn}, let us denote Pn =
∏∞
i=n(1 +
qµ2i ). Elements of the sequence {Pn} are finite by our assumptions, and Moreover,
they decrease. Let us denote also ∆n = DnPn. We have:
∆n+1 ≤ Pn+1
(
Dn(1 + qµ
2
n) + Cµ
2
n
) ≤ ∆n + P0Cµ2n.
Now it is easy to deduce, that ∆n ≤ P0C
∑n−1
i=0 µ
2
i . Thus, indeed the sequences
{∆n}n≥1 and {Dn}n≥1 are bounded. In order to show boundedness with probability
1 of the sequence {|xn − θ|}, let us introduce denotation
Yn = Pn |xn − θ|2 + P0C
∑
i≥n
µ2i .
We have
E(Yn+1|Fn) ≤ Pn+1
(
|xn − θ|2 (1 + qµ2n) + Cµ2n
)
+ P0C
∑
i≥n+1
µ2i
≤ Pn |xn − θ|2 + P0C
∑
i≥n
µ2n = Yn
Hence the sequence {Yn}n≥1 is a nonnegative supermartingale Hence, on the basis
of Doob’s Theorem 43, converges almost surely to finite limit. 
Thus, we see, that boundedness of the sequence of approximations under rather
loose requirements concerning mappings f (assumptions (4.16) and (2.2)) already
requires some ordered probabilistic structure of disturbances {ξn} (assumption of
being martingale differences). One can expect, that in the more complicated cases
of stochastic approximation procedures this assumption to will be also active.
Remark 39. Let us notice also, that assumptions (4.13) may not be imposed
to guarantee the almost sure convergence, if it was known, that mapping f satisfied
condition (2.1) or (4.3).
There exists a way to omit those intensified requirements concerning distur-
bances, and aiming to get boundedness of stochastic approximation procedures.
Namely, if we found a bounded set V , in which the unknown parameter would lie
for sure, then one could consider the following procedure:
if in the n−theorem iterative step the quantity
pn = xn − µn (f(xn) + ξn+1(xn))
lied inside the set V , then as xn+1 we take pn, if we have pn /∈ V then for xn+1
we take some point of V.
It remains to select this point. We have great freedom and it would be good
to select this point properly. It turns out that if the set V is bounded, closed and
convex and if for xn+1 we would take orthogonal projection πn of the point pn =
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xn − µn (f(xn) + ξn+1(xn)) on V , then for any point a ∈ V |pn − a| ≥ |πn − a|.
In other words, if instead of procedure (4.12) we consider the procedure:
(4.17) xn+1 =
{
pn = xn − µn (f(xn) + ξn+1(xn)) , when pn ∈ V
πn = projection pn onV, when pn /∈ V ,
then we can do the analysis of the convergence of these procedures and make use
of ordinary, considered earlier, estimation. This fact follows the following lemmas.
Lemma 17. Let K will be sphere, and V a closed, convex subset of Rd. Let
further p ∈ K\V , and further let π be a orthogonal projection of p on V . If the
center of the sphere K lies in the set V , then π ∈K.
Proof of this lemma is purely geometrical and is based on the following auxiliary
lemma:
Lemma 18. Let K ⊂ Rd will be sphere, and C ⊂ Rd closed, convex cone with
apex at the center of the sphere. Let further p ∈ K\C, and let π be an orthogonal
projection of p on C. Then π ∈K.
Proof. Proof of this fact is very simple, that is why we will only sketch it.
Let a denote the center of the sphere K. Let us first consider the two-dimensional
situation. Remembering, that orthogonal projection is also the point ofK closest to
the projected point p, we show the truthfulness of the assertion in a two-dimensional
situation with ease. Next, let us consider the general situation and we will argue
as follows. First, let us notice that the three points π, p and a do not lie on one
straight line. Hence, one can draw a three-dimensional plane by them and reduce
the situation to a two-dimensional one.
Let us return to the proof of lemma 17. Let a denote center of the sphere.
Through every point d of the set V \K let us draw a ray da. Collection of these
rays forms a cone C with apex at a. We will show that C ∩K ⊂ V . Let c be any
point of the set C ∩K and let Rc will be the ray passing through c. It follows from
the construction of the cone that there exists point d ∈V \K lying on Rc. From
convexity of V it follows that the segment da ⊂V . However, from the definition
of the set V \K it follows that c ∈ da. Hence, indeed C ∩K ⊂ V . Moreover, we
have V = (V ∩ C) ∪ (V \C). Taking into account the construction of the cone it
is clear, that the set V \C lies inside the sphere K. Let us consider now any point
c ∈V ∩ C ⊂ C. It is clear that the distance cp is smaller than the distance of
a point p from its projection on C (denoted by p′). From Lemma 18 It follows,
that p′ ∈ K ∩ C ⊂ V . Hence, for every point d ∈V ∩ C we can indicate a point
p′ ∈ K ∩ V , that lies closer to p than d. Hence, and projection of p on V must lie
inside K. 
The assumption that the unknown θ lies inside some known set and, that
because of this one has to look for θ in this particular set is equivalent to the
assumption, that there exist restrictions imposed on the position of the point θ.
This leads us to stochastic approximation procedures with restrictions. As it turns
out this class of procedures was and is well known and examined. In particular, the
so-called Kiefer -Wolfowitz version of these procedures turned out to be important
and led to the creation of a new chapter of numerical methods called stochastic
optimization. We will return to these problems in sections 6.1 and 6.3.
5. More complex procedures
Let us notice that so far disturbances of observations were coming as if from an-
other source than the values of estimators, i.e. points {xn}. One cannot thus apply
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existing methods to examine the convergence discussed above procedure estimating
given quantile of unknown distribution. Let us recall this example (example 19) :
{ξn}n≥1 was a sequence of independent random variables drawn from the Normal
distribution(generally having cdf F ). Observations at point x were given by the
formula: Zi(x) = I(ξi < x) − .85 (generally Zi(x) = I(ξi < x) − α). Let us notice
that we have here EZi(x) = F (x) − .85 (generally EZi(x) = F (x) − α), or even
we have here somewhat stronger property that E (Zi(x)|ξi−1, . . . , ξ1) = F (x)− .85.
Hence, let us write
Zi(x) = F (x)− α+ ζi(x),
where the sequence of the random variables {ζi(x)}n≥1 has the following property
Eζi(x) = 0 or more generally :
E (ζi(x)|ξi−1, . . . , ξ1) = 0 a.s.
Let us recall the used above procedure :
xi = xi−1 − 1
i
Zi(xi−1); x0 = xo; i ≥ 1.
We have here
E (Zi(xi−1)− F (xi−1) + α|xi−1, . . . , x1) = 0
and
E (Zi(xi−1)− F (xi−1) + α|ξi−1, . . . , ξ1) = 0,
since of course σ (xi, . . . , x1) ⊂ σ (ξi . . . , ξ1), i ≥ 1. This is a property defining the
martingale difference with respect to the filtration {σ (ξ1, . . . , ξn)}n≥1 (compare
definition 11 and situation considered in the previous section in Lemma 16).
In the sequel we will assume, that the normal sequence {µn}n≥0 satisfies addi-
tionally condition:
(5.1)
∑
n≥1
µ2n <∞.
Remark 40. Let us notice that instead of one function f , whose zero has been
sought, one can use a sequence of functions {fn}n≥1 such that, we have e.g.
(5.2) ∃θ ∈Rm,∃ {δn}n≥1 ∀x ∈Rm : (x− θ)
′
fn(x) > δn |x− θ|2 ; lim infn→∞ δn > 0
and
∃ {κ1n}n≥1 , {κ2n}n≥1 , ∀x ∈ Rm : |fn(x)| ≤ κ1n |x− θ|+ κ2n,(5.3)
lim inf
n→∞
(κ1n + κ2n) <∞.(5.4)
Let us consider the procedure:
(5.5) xn+1 = xn − µnFn(xn, ξn), n ≥ 1.
Let us denote
Gn(x) = E (Fn(x, ξn)|ξn−1, . . . , ξ0) .
We have theorem:
Theorem 29. Let us assume that functions {Gn(x)}n≥1 satisfy conditions
(5.2) and (5.3) at some point θ. Let us suppose also, that noises
ζn(x) = Fn(x, ξn)−Gn(x),n = 1, 2, . . . ,
satisfy the condition:
(5.6) E
(
|ζn(x)|2 |ξn−1, . . . , ξ1
)
≤ Ln(1 + |x|2), a.s. supLn < 0 a.s.
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Then, under the assumption, that the normal sequence {µi}i≥0 satisfies assumptions
(5.1), the procedure (5.5) converges almost surely do θ.
Proof. Let us notice firstly, that assumptions of Lemma 16 would be satisfied,
if only denotations were changed. In such case our procedure is bounded with
probability 1 and also in L2. Following this fact and the conditions (5.3) and
(5.6) we get boundedness with probability of the sequences
{
E |ζn(xn)|2
}
n≥1
and{
|Gn(xn)|2
}
n≥1
and consequently convergence of the following series.∑
n≥1
µ2n |ζn(xn)|2 and
∑
n≥1
µ2n |Gn(xn)|2 .
Having proven this fact, we see that the sequence the {∑ni=0 µiζi+1(xi)}n≥1 is
a martingale convergent in L2, hence also almost surely. Thus, the sequence of
random vectors {Sn =
∑
i=n µiζi+1(xi)}n≥1 converges almost surely to zero. Sub-
tracting Sn+1 from both sides of the procedure (5.5) we get recurrent relationship
combining only functions Gn. Further, we proceed as in the proof of theorem
27. 
Procedures of this type, i.e. with functions fn depending on iteration number,
and also possibly with disturbances depending on the iteration number and so far
obtained estimator, are used in the so-called identification of discrete stochastic
processes. The problem of identification will be discussed in chapter 6. In this
section, we will present, however a theorem on the convergence of the procedure
that is a generalization of Theorem 29 and useful just for identification purposes,
and also in problems of the so-called stochastic optimization discussed briefly below.
In order to do it swiftly, we will prove a few useful numerical lemmas.
Lemma 19. Let us assume that number sequence {dn}n≥1satisfies recurrent
relationship:
(5.7) d2n+1 ≤
[
1− 2δnµn + µ2nγn
]+
d2n + µngndn + µnhn,
where {gn}n≥1, {hn}n≥1, {δn}n≥1 and {γn}n≥1 are some number sequences, satis-
fying the following assumptions:
lim inf
n→∞
δn > 0; lim
n→∞
µnγn = 0.
Then the following recursive relationship is satisfied:
dn+1 ≤ λnmax(dn, ǫn),
where λn =
√
1− µnδn + µ2nγn, and the sequence {ǫn}n≥1 consists of positive roots
of the equations:
ǫ2nδn − ǫngn − hn = 0;n ≥ 1;
In particular, if gn −→
n→∞ 0, hn −→n→∞ 0, then dn −→n→∞ 0.
Proof. The proof was already a few times presented (without this particu-
lar statement) when we presented proofs of theorems on convergence stochastic
approximation procedures. 
Lemma 20. Let us assume that number sequence {dn}n≥1 satisfies recurrent
relationship:
(5.8) d2n+1 ≤
[
1− 2δnµn + µ2nγn
]+
d2n + µngndn + µnhn,
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where {gn}n≥1, {hn}n≥1, {δn}n≥1 and {γn}n≥1 are some number sequences, satis-
fying the following assumptions:
δn = δ
′
n + δ
′′
n ; lim inf
n→∞
δ
′
n > 0; lim
n→∞
µnδ
′
n = 0,(5.9)
∞ > sup
m>n
∣∣∣∣∣
m∑
i=n
µiδ
′′
i
∣∣∣∣∣ ; limn→∞µnδ′′n = 0;(5.10)
0 = lim
n→∞
µnγn.(5.11)
Then, the following recursive relationship is satisfied by {dn}n≥1:
dn+1 ≤ λnmax(dn, ǫn),
where λn =
√
Mn
Mn+1
(1− µnδ′n exp(2µnδ′′n) + µ2nγn exp(2µnδ′′n)), ǫn = τn/Mn, τn is
a positive root of the equation:
τ2nδ
′
n exp(2µnδ
′′
n)− τngn exp(µnδ
′′
n)
√
Mn+1 − hnMn+1 = 0,
and
Mn = lim inf
m→∞
exp
(
−2
m∑
i=n
µiδ
′′
i
)
.
Proof. Let us denote: Mmn = exp(−2
∑m
i=n µiδ
′′
i ). Let N1 be the first natural
number such that
∣∣∣µnδ′′n∣∣∣ < 1/2. From assumptions it follows that N1 is finite.
Further, let N will be such index, that for n ≥ N : 1 − 2δnµn + µ2nγn ≥ 0.
Again from assumptions it follows that N is a finite number. Taking advantage
of Proposition 6, let us notice that for n ≥ max(N,N1) we have:
(5.12) d2n+1 ≤ exp(−2µnδ
′′
n)d
2
n + (−2µnδ
′
n + µ
2
nγn)d
2
n + µngndn + µnhn.
Let us set: d∗n = dn
√
Mn. Let us multiply both sides of (5.12) byM
m
n+1, m > n+1.
We get then
Mmn+1(dn+1)
2 ≤Mmn+1d2n exp(−2µnδ
′′
n) + (−2µnδ
′
n + µ
2
nγn)d
2
nM
m
n+1+
+µngndnM
m
n+1 + µnhnM
m
n+1 =
=Mmn d
2
n(1− 2µnδ
′
n exp(2µnδ
′′
n) + µ
2
nγn exp(2µnδ
′′
n))+(5.13)
+µngn exp(µnδ
′′
n)
√
Mmn+1
√
Mmn d
2
n + µnhnM
m
n+1.
Let us denote
g∗n = gn sup
m>n
exp(µnδ
′′
n)
√
Mmn+1, h
∗
n = hn sup
m>n
Mmn+1,
δ∗n = δ
′
n exp(2µnδ
′′
n), γ
∗
n = γn exp(2µnδ
′′
n)
and let us pass with m to infinity in (5.13). We get then:(
d∗n+1
)2 ≤ (1− 2µnδ∗n + µ2nγ∗n) (d∗n)2 + µng∗nd∗n + µnh∗n.
Now we apply Lemma 19 and see, that d∗n+1 ≤ λ∗nmax(d∗n, ǫ∗n), where
λ∗n =
√
1− µnδ∗n + µ2nγ∗n and ǫ∗n is a positive root of the equation:
x2δ∗n − xg∗n − h∗n = 0.
Returning to ’without star’ variables we get assertion lemma. 
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Theorem 30. Let us assume that functions {Gn(x)}n≥1 satisfy conditions
(5.9) and (5.3) at some point θ. Let us suppose also, that noises ζn(x) = Fn(x, ξn)−
Gn(x) satisfy condition (5.6). Then, under the assumption, that normal sequence
{µi}i≥0 satisfies assumptions (5.1), the procedure (5.5) converges almost surely do
θ.
Proof. Is similar to the proof of Theorem 29, with the proviso that it exploits
Lemma 20. 
Remark 41. Let us notice that in likewise way one can prove other, similar
theorems concerning convergence, combining different assumptions dealing with the
form of functions {Fn}n≥1 and disturbances. In particular, instead of Theorem 30,
one can consider theorems similar to Theorems 27 and 28.
6. Complements
6.1. Introduction to stochastic optimization. The procedures for seeking
zeros of the system of functions discussed so far are called Robbins-Monro proce-
dures. Procedures of searching for extremes of the systems of functions in the
random environment are called Kiefer-Wolfowitz procedures since this type of pro-
cedures appeared for the first time in the paper of Kiefer and Wolfowitz [Kie52].
We will be concerned in a moment with one-dimensional versions of procedures of
this type.
Let us assume that there is given a function ψ : R→R, whose minimum is at
point θ. We would like to find this point, but we cannot observe values of functions
ψ. Instead, these values can be measured disturbed i.e. with certain random error.
Let us take into account convergent to zero sequence {cn}n≥1 of positive numbers
and let us assume, that the function ψ is a differentiable function, having derivative
satisfying so-called global Lipschitz condition. Let us notice that values of functions
ψˆn(x) =
ψ(x+ cn)− ψ(x− cn)
2cn
converge to ψ′(x) at every point x ∈ R. As stated above values of functions ψˆ can
not be observed straightforwardly, but only one can observe values of functions
Ψn(x) = ψ(x) + ξn,
where {ξn} is a sequence of the random variables with zero mean and finite vari-
ances. Point θ will be estimated with the help of the sequence:
(6.1) xn+1 = xn − µn
(
Ψ2n+1(xn + cn)−Ψ2n(xn − cn)
2cn
)
.
Let us assume that the series
(6.2)
∞∑
n=1
µn(ξ2n+1 − ξ2n)
cn
converges with probability 1. If, e.g., in the simplest situation random variables
{ξn} are martingale differences having jointly bounded variances, then it is enough
to assume that e.g.
(6.3)
∞∑
n=1
(
µn
cn
)2
<∞.
to get convergence.
Let us expand function ψ(x+ cn) at some point x. We have
ψ(x+ cn) = ψ(x) + cnψ
′
(x) + rn(x),
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where rn(x) is a residue satisfying condition |rn(x)| ≤ c2nL, where L is a global
Lipschitz constant, whose existence we postulated. Hence,
ψˆn(x) =
ψ(x + cn)− ψ(x − cn)
2cn
= ψ
′
(x) +Rn(x),
where |Rn(x)| ≤ cnL.
Let us notice that from the previously discussed theorems it follows that to
make the procedure (6.1) convergent one needs, that:
(6.4) ∀ε > 0 : 1/ε ≥ |x− θ| ≥ ε⇒ ∃δ(ε) : (x− θ)ψˆn(x) ≥ δn(ε)(x− θ)2,
(6.5) ∃κ1, κ2, ∀n ≥ 1,
∣∣∣ψˆn(x)∣∣∣ ≤ κ1n |x− θ|+ κ2n.
Let us notice however, that in the first case we have for 1/ε ≥ |x− θ| ≥ ε:
(x− θ)ψˆn(x) = (x − θ)ψ′(x) + (x − θ)Rn(x) ≥
(x− θ)ψ′(x) − |x− θ|2 cnL/ε.
Hence, if the gradient of the function ψ satisfies a condition:
∀ε > 0 : 1/ε ≥ |x− θ| > ε⇒ ∃δ′(ε) : (x− θ)ψ′(x) ≥ δ′(ε)(x − θ)2,
then condition 6.4 is satisfied with constant δn(ε) = δ
′
(ε) + δ
′′
n(ε), where δ
′′
n(ε) =
−cnL/ε. Similarly postulate of the existence of global Lipschitz constant implies
satisfaction of the condition 6.5. Thus, following the standard way, as in the proofs
of the previous two theorems on the convergence of stochastic approximation pro-
cedures, we reach the true estimation for 1/ε ≥ |xn − θ| ≥ ε:
(6.6) d2n+1 ≤ [1− 2µnδn(ε) + µ2nκ1n]+d2n + µndngn(ε) + µnhn(ε),
where
dn = |xn − θ −Gn| , Gn =
∑
i≥n
µi
ξ2i+1 − ξ2i
ci
,
and sequences {gn(ε)} and {hn(ε)} depend on the sequences {µn}, {δn(ε)}, {κ1n},
{κ2n} and have property:
∀ε > 0 : gn(ε) −→
n→∞
0;hn(ε) −→
n→∞
0
with probability 1. Thus, one can argue as in the proof of Theorem 30 (with
sequence δn depending on ε), using Lemma 20, and get convergence of the sequence
{dn} to zero with probability 1. In order to apply this lemma, one has to assume,
that the condition (5.10) (i.e. sup
n
∣∣∣∑n−1i=0 µiδ′′i+1∣∣∣ < ∞ a.s. and µnδn+1 → 0, n →
∞) is satisfied. Remembering the form of the sequence
{
δ
′′
n(ε)
}
n≥1
it is easy to
notice, that this condition will be satisfied when:
(6.7)
∑
n≥1
µncn <∞.
Thus, we have sketched the proof the following theorem:
Theorem 31. . Let number sequences {µn}n≥0 and {cn}n≥0 be chosen in such
a way that they satisfy the conditions (5.1, 6.3, 6.7). Let us suppose also, that
disturbances {ξn} are such that the condition (6.3) guarantees convergence of the
series (6.2). Let us assume further that the function ψ : R→R is differentiable
at every point and that its derivative satisfies the global Lipschitz condition, and
6. COMPLEMENTS 83
also conditions (6.4, 6.5) with the selected sequence {cn}. Then the procedure (6.1)
converges with probability 1 do θ.
Remark 42. Conditions (6.3) and (6.7) that are to be satisfied by the sequences
of coefficients {µi}i≥0 and {ci}i≥0 are known and appear already in the above men-
tioned paper of Kiefer and Wolfowitz. Proof of Theorem 31 is of course different.
It is interesting, however, this classical theorem was proved as a particular case of
application of Theorem 30.
Remark 43. We would like to remind in this place, that the procedure (6.1)
was an inspiration for many other authors to find the extension, generalization,
and improvements of the classical procedure. As a result, this procedure was a
germ, around which arose new branch of numerical methods namely stochastic op-
timization. There exists huge literature dedicated to it. It will be partially discussed
in section 6.3.
6.2. Speed of convergence. Let us notice that the presented so far theorems
enable to examine the speed of convergence in LLN. Let us consider a recursive form
of LLN, i.e.
(6.8) Xn+1 = (1 − µn)Xn + µnXn+1,
where {Xi}i≥1 is the sequence of the random variables with zero expectation. It is
known, that if the sequence {µi}i≥0 satisfies the conditions:
(6.9) µ0 = 0, µn ∈ (0, 1),
∑
i≥0
µi =∞,
then sequence
{
Xn
}
n≥1 can be expressed by the formula:
(6.10) Xn =
∑n−1
i=0 αiXi+1∑n−1
i=0 αi
,
where α0 = 1, αn = µn/
∏n
i=1(1−µi), n ≥ 1. Now let {βn}n≥1 will be some strictly
increasing number sequence. Let us notice that if we denote: Zn = βnXn, then we
get recurrent relationship:
(6.11) Zn+1 = (1 + γn)(1− µn)Zn + βnµnXn+1,
where we denoted for symmetry of formulae γn = (βn+1 − βn)/βn, whose conver-
gence can be examined by the known methods.
Using similar technic one can estimate the speed of convergence of stochastic
approximation procedures.
More on this topic of speed of convergence of stochastic approximation proce-
dures one can find e.g. in the papers: [Fab67] and [Rup82]. In particular, one can
find conditions to be imposed on functions f , under which for γ < 1/2 the sequence
{nγ(xn − θ)}n≥1 converges to zero almost surely.
There exist also papers dedicated to the problem of stopping stochastic approx-
imation procedures, that is to the following problem. Let us consider the procedure
(5.5). One has to find such stopping moment (see Appendix 8) τ , such that with
probability, not less than δ > 0 the following condition was satisfied:
|xτ − θ| < ε,
where ε and δ are given beforehand numbers. Unfortunately, satisfactory stopping
rule τ was not found so far. Many attempts to find such a stopping rule were
undertaken. Their description can be found in e.g. [Far62], [Sie73] or [Yin90].
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As far as connections stochastic approximation procedures with the Central
Limit Theorem is concerned, we have the following particular result.
Let us consider one-dimensional stochastic approximation procedure:
(6.12) Xn+1 = Xn − a
n+ 1
(f(Xn) + ξn+1) ,
with function f satisfying the following condition:
∀ǫ > 0 : sup
|x−θ|>ǫ
f(x)(x − θ) > 0,(6.13)
∃κ1, κ2 : |f(x)| ≤ κ1|x− θ|+ κ2,(6.14)
∃B > 0 : f(x) = B(x − θ) + δ(x),(6.15)
δ(x) = o(x− θ), if x→ θ.
Theorem 32. Let will be given a stochastic approximation procedure (6.12)
with function f satisfying conditions (6.13, 6.14, 6.15). Let us suppose additionally,
that {ξi}i≥0 is a sequence of independent random variables with zero expectations
and variances equal to σ2.
If
aB >
1
2
,
then sequence random variables
(6.16)
√
n(Xn − θ)
has asymptotically Normal distribution:
N(0,
a2σ2
2aB − 1).
Proof. One can find in [NC72]. It is not very simple and elementary that is
why we do not present it here. 
6.3. Trends in developments. Observation expressed in Remark 37 is the
base of the division of the set of problems and methods associated with a stochastic
approximation. Namely, assuming the simple stochastic structure of noises (most
often independence, more seldom the fact, martingale difference assumption and
some assumption concerning the existence of moments) one considers more and
complicated cases of functions f (in Robbins-Monro version of stochastic approxi-
mation procedures ) and also of functions Ψ (in Kiefer-Wolfowitz version). As far as
Robbins-Monro version is concerned the generalizations and extensions went mainly
into the direction of considering functions that have many zeros. Procedures look
for any of them. Even more, procedures approach the set of zeros of such functions
and then in the limit we are able to give the probability distribution on this set.
There exists a series of papers dedicated to these problems. To mention only a few
more interesting. These are first of all papers of H. Kushner [Kus72], [KG73],
[J.72], [KS84].
As far as methods of minimization in random conditions are concerned, i.e. ex-
tensions of stochastic approximation procedures in Kiefer-Wolfowitz version again
there exists many papers dedicated to this problem. As it was stated before the set
of these extensions created new branch of numerical mathematics -stochastic opti-
mization. There exists very rich literature dedicated to this discipline. Application
of various methods of deterministic optimization turns out very fruitful. Probably
one can risk a statement, that every known and proven optimization method (see
e.g. monograph [FSW77]) has already its stochastic counterpart. One can mention
here papers of Ruszczyn´ski and others [NPR98], [PRS98], [EKR97], [Rus97],
[ER96], [RS86a], [RS86b].
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Problems of boundedness of stochastic approximation procedures and also sto-
chastic approximation procedures utilizing information on the position of the looked
for point, that was briefly discussed in subsection 4.1, were also generalized and ex-
tended and consist an important part of the stochastic optimization. The problem
of utilizing existing information to search for zeros, or minima of functions are
very tempting, and moreover , obtained there results very important. It is worth to
mention that in the case of deterministic methods of minimization one distinguishes
the bounds of equality and inequality type. One distinguishes also the fact if in-
equality restrictions form a convex set or not. Finally, there exist typical methods
of solving optimization problems with restrictions such as the method of Lagrange
multiplier, a method of penalty functions, a method of admissible directions. The
point is that the methods of stochastic optimization are classified in the same way
as the deterministic ones. One has developed stochastic counterparts of the above
mentioned method, of solving these problems. Thus, the detailed discussion of sto-
chastic optimization extends far beyond this book. We refer the interested reader
to e.g. [Rus84], [KC78], [KS84], [KS74], [KG74], [Rus80].
Finally, let us mention also, that there exists also other direction of generaliza-
tion and extension stochastic approximation procedures. Namely, we mean stochas-
tic approximation procedures in infinite dimensional spaces. Such procedures are
most often constructed and used to find functions having defined properties: find-
ing zero of a mapping in some functional space into itself (in the case of generalized
Robbins-Monro procedure) or minimizing functional (in the case of generalization
of Kiefer-Wolfowitz procedure). Historically, it was already Dvoretzki in 1956 in the
paper [Dvo56] considered a similar situation. Further, one should mention papers
of Schmetterer [Sch58], Venter [Ven67] or Yin [Yin92]. Problems of convergence
of such procedures are difficult and will not be presented here. There exists, how-
ever, one exception. Namely, we mean iterative procedures of density and regression
estimation and also some iterative procedures of identification. We will dedicate
to these problems in the next two chapters. It turns out that although procedures
of density and regression estimation constitute a separate branch of nonparamet-
ric estimation, we can view their iterative versions as stochastic approximation
procedures in Robbins-Monro versions acting in infinite dimensional spaces.

CHAPTER 5
Density and Regression estimation
In this chapter, the so-called kernel methods of density and regression estima-
tion are discussed.
1. Basic ideas
Any density function will be called kernel . Let hence K(x) be any kernel.
Function Fy,h(x) =
1
hK(
x−y
h ) has the following property:
(1.1) ∀y ∈ R, h > 0,
∫
R
Fy,h(x)dx = 1,
hence is also a kernel. If h < 1, then the plot of the function Fy,h is, if compared
with the plot of the function K, shifted by y and ”restricted to values in the
neighborhood of the point y” i.e. e.g., in the case when the support of the density
K is bounded, then the support of the function Fy,h is a subset of support of the
function K. e.g. if H(x) =
{
0 if x < 0
1 if x ≥ 0
(1.2) K(x) =
{
1− |x| for |x| ≤ 1
0 for |x| > 1
-1 1 2 3 4
0.5
1.0
1.5
2.0
2.5
3.0
i.e. it has the plot as on the above figure drawn in red, while the function
3K(3(x− 2)) has the plot presnted above in blue.
Example 20. In the sequel, the following general theorem will be of use.
Theorem 33. Let f and g be two Lebesgue integrable functions. Then
i)
∫
R
|f(x)g(y − x)| dx ≤ ∫
R
|f(x)| dx ∫
R
|g(x)| dx (Young inequality ),
and moreover, if additionally we assume, that
∫
R
g(x)dx = 1, then
ii) lim
h↓0
∫
R
∣∣∫
R
1
hf(x)g(
y−x
h )dx − f(y)
∣∣ dy = 0,
If additionally the function gˆ(x) = sup
|y|≥|x|
|g(y)| is integrable, then
iii) lim
h↓0
∫
R
1
hf(y)g(
y−x
h )dy = f(x) for almost all x ∈ R.
Proof. Can be found in the book[DG88] (see theorem. 1 on page 16). The
proof is not probabilistic and is based on (particularly on the assertion iii)) of the
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Lebesgue Theorem on density points (see, e.g. textbook of  Lojasiewicz [ Loj73])
and that is why we will not give it here. 
We have also the following generally theorem, being in fact version Lemma
Scheffe´’s (see Appendix 13)
Theorem 34. (Glick) Let {fn} be a sequence of density estimators of the den-
sity f . If fn → f in probability (with probability 1) for almost all x as n → ∞,
then
∫
R
|fn(x)− f(x)| dx→ 0 in probability (with probability 1) as n→∞.
Proof. On can to find in the paper [Gli74]. It is very similar to the proof of
Scheffe´’s Lemma presented in the Appendix 13. 
Let us fix some kernel K(x). Let us suppose now, that we make N observations
of some random variable X having a density f(x), obtaining a number sequence
x1, . . . , xN . Let h = h(N) be some sequence of positive numbers, decreasing to zero
together with N . Let us consider function
(1.3) f˜N(y) =
1
N
N∑
i=1
1
h
K
(
y − xi
h
)
.
It is a density, since we have
∀N ∈ N, y ∈ R : f˜N (y) ≥ 0,
∫
R
f˜N (y)dy = 1.
In order to analyze relationship of this function with the density function f , let us
consider the problem from the probabilistic point of view. Let be given sequence
X1, . . . , XN of independent random variables having the same distribution with the
density f . Let us consider random variables:
(1.4) fN (y) =
1
N
N∑
i=1
1
h(N)
K
(
y −Xi
h(N)
)
.
It is clear, that for ∀n ∈ N and ∀y ∈ R : fN (y) ≥ 0 with probability 1. Moreover,∫
R
fN (y)dy = 1 with probability 1. fN (y) is a random variable, whose one of the
realizations is f˜N (y).
Let us calculate sequence {φN} Fourier transformations of functions fN(y). We
have:
φN (t) =
∫
R
fN (y) exp(ity)dy =
1
N
N∑
i=1
∫
R
1
h(N)
K
(
y −Xi
h(N)
)
exp(ity)dy,
but ∫
R
1
h(N)
K
(
y −Xi
h(N)
)
exp(ity)dy =
∫
R
K(z) exp (itXi + itzh(N)) dz.
Denoting ϕ(t) =
∫
R
K(z) exp(itz)dz, we get:
φN (t) = ϕ(th(N))
1
N
N∑
i=1
exp(itXi).
Let us notice that ∀t ∈ R : ϕ(th(N)) −→
N→∞
ϕ(0) =
∫
K(z)dz = 1 (since K is density
and h(N) → 0, when N → ∞). Moreover, taking into account, that random
variables {Xi}i≥1 are independent, they satisfy LLN in version of Kolmogorov’s
(see theorem. 18) and so we see that
∀t ∈ R : 1
N
N∑
i=1
exp(itXi) −→
N→∞
ϕX(t)
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almost surely, where by ϕX(t) we denoted characteristic function of the random
variable X1. Thus, the sequence of the random variables{fn(y)}n≥1 converges for
almost every ω in the distributive sense (as a function of y) to the distribution of
the random variable X1(see Appendix B particularly Theorem 51). It means, e.g.,
that
(1.5) ∀x∈R :
∫ x
−∞
fn(y)dy −→
n→∞
∫ x
−∞
f(y)dy almost surely.
It turns out that there exists a rich literature concerning density estimation and
one can give deeper and more detailed theorem on convergence.
Remark 44. Let us notice that in order to show weak convergence (i.e. in
fact, convergence of characteristic functions) of the sequence of densities to limiting
density, one does not have to assume independence of observations. As it turned
out from the above calculations, it was enough, that the law of large numbers was
satisfied for random variables {Yi = exp(itXi)}i≥1 for every t ∈ R. Further, to get
this law of large numbers, satisfied it is enough (as it follows e.g. from Theorem
23), that covariances cov(Yi, Yj) decreased with |i− j| sufficiently quickly to zero.
How to check this, depends on the particular form of the sequence of the random
variables {Xi}i≥1. In any case it is enough only of two-dimensional distributions
of this sequence.
Remark 45. The other way of density estimation, mentioned in section 2, is
the estimation with the help of histograms. The histogram can be obtained in the
following way. Let us assume, that we are interested in estimating the density of
the random variable X. To this end
a) we observe N independent realizations of this random variable getting values
x1, x2, . . ., xN .
b) we divide the interval of variability of the random variable X on k ≥ 2
disjoint subintervals with the help of points y1, y2, . . ., yk−1. Next we count how
many points among x1, . . . , xN fell into every of the subintervals ∆j
df
=< yj−1, yj),
j = 1, . . . , k, where we assumed for simplicity y0 = −∞ and yk = ∞. In other
words, let us calculate: numbers nj = # {xi : xi ∈ ∆j}. Histogram it is a step that
on ∆j assumes value
nj
N . In other words Histogram(y) =
∑k
j=1
nj
N I(∆j)(y).
It is not difficult to notice, that the better histogram approximates the density
of a random variable the greater must be the number of observations N , and the
number of intervals k. However the ratio N/k should also be great. The point is
that every one of the intervals ∆j should contain sufficiently many observations
(there should be satisfied modified law of large numbers).
A drawback of the density estimation with the help histograms is, of course, the
fact, that the histogram is a step function, hence discontinuous. Much better results
we get using kernel methods described in this chapter.
Let us start by analyzing a few examples. In each of them, the estimation was
based on n = 5000 simulations.
Example 21. We assume in this example n = 5000, h(n) = n−.5. The esti-
mated density was the density of the uniform distribution on the segment < 0, 1 >,
density distribution U(0, 1). Two estimation were done : the first with the kernel
given by the formula (1.2) (plotted in red), and the second with the so-called Cauchy
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kernel, that is the function 1π(1+x2) was taken to be a kernel (was plotted in blue).
.
As one can see an improvement in the quality of estimators one could be ob-
served.
Example 22. In this example density function of the exponential distribution
Exp(1), that is function exp(−x) for x ≥ 0 was estimated. Parameter n and kernels
were the same, as in the previous example. One set h(n) = n−.4. As in the previous
example, estimator obtained with the help of triangular kernel was plotted in red,
while in blue the one obtained with the help Cauchy kernel.
Example 23. In this example density function of the arc sinus distribution that
is the function 1
π
√
1−x2 for |x| < 1 was estimated. Parameter n and kernels were
the same, as in the previous example. One took h(n) = n−.3. As in the previous
example in red was plotted estimator obtained with the help of triangular kernel,
while in blue with the help Cauchy kernel.
Remark 46. Let us notice that calculation and reasoning used to justify mean-
ingfulness of the kernel estimator (1.4) is universal in this sense, that it refers
also to random variables not having densities. This argumentation can be the
base for considerations of kernel estimators of cumulative distribution functions.
Namely, denoting by FK the cumulative distribution function kernel K i.e. FK(x) =
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−∞K(z)dz, we get from formula (1.5)
1
n
n∑
i=1
FK
(
x−Xi
hn
)
→
n→∞ FX(x),
with probability 1, where FX denotes cumulative distribution function random vari-
able X1. As simulations show, this method is good, efficient and, as it was men-
tioned, universal. As it seems the first one, who noticed the possibilities embedded
in this method of cdf estimation was Azzalini (1981) (see [Azz81]). It seems also,
that this method is rather a little known and requires research.
We will illustrate it by the following example. One took N = 6000 observations
discrete random variable
X =

−1 with probability 1/8
0 with probability 4/8
2 with probability 2/8
3 with probability 1/8
.
We took either FK(x) = 1/2 + arctan(x)/π, or
FK =

0 for x < −√5
3
√
5
20
(
x− 115x3 + 2
√
5
3
)
for −√5 ≤ x < √5
1 for x ≥ √5
,
i.e. so-called Epanechnikov’s kernel. The results were presented in the figure below.
Here estimator with Cauchy kernel is plotted in red, estimator with Epanechnikov’s
kernel was plotted in blue, and cdf of the random variable X was plotted in black.
One took h(N) = N−.4
.
1.1. Properties of the basic estimator. Since the main aim of this chapter
is not the exhausting presentation of methods of density estimation, but only to
indicate that there exists strong connections of these issues with problems in the
laws of large numbers and relatively precise analysis of this variant of the density
estimation method, that can be presented in the iterative form. Consequently , we
will very briefly present main results of more than 30 years of research dedicated
to density estimation. A series of books as well as long review articles dedicated to
this problem was written. Density estimation methods, as it turns out, one split
into two big sets. Basing on mean square error
MISE(h, n) = E
∫
(fn(y)− f(y))2 dy,
and basing on the so-called L1−error
MI(L1)E = E
∫
|fn(y)− f(y)| dy.
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Of course, one can consider other metrics in functional spaces and there exist papers
considering them, but the two metrics defined by the above mentioned formulae
are the most important and about 99% of the literature is dedicated to them.
Among the works on density estimation basing onMISE let us mention monograph
of Silverman [Sil86] and a few papers among them, the eldest as well as a few
the newest since they contain references to the earlier appears: [Ros56],[Par62],
[KL94], [SHD94], [TS92], [TS80], [MM97], [Par98], [WJ95].
As far as the second measure of errors one has to mention nomography of
[DG88].
We will now present a few general properties of this estimation method, and
then briefly some results concerning the optimal choice of the sequence of coefficients
{h(N)}N≥1 i.e. the so-called ”window width” (or ”band width”) and of the form
of the kernel.
Let X1, . . . , Xn be a sequence n i.i.d. random variables, having density f .
Previously we considered estimator
(1.6) fn(y) =
1
n
n∑
i=1
1
hn
K
(
y −Xi
hn
)
,
where {hn} is non-increasing number sequence, convergent to zero. In d-dimensional
version this estimator has the following form:
(1.7) fn(y) =
1
n
N∑
i=1
1
hdn
K
(
y −Xi
hdn
)
,
where y ∈Rd a {X1, . . . ,Xn} is a simple random sample of d−dimensional
vectors with the density f(x).
The basic properties of this estimator are presented by the following lemmas
and Theorems.
Lemma 21. Estimator (1.7) has the following properties:
i)
Efn(y) =
∫
1
hdn
K
(
y − x
hn
)
f(x)dx =
∫
K(x)f(y − hdnx)dx,
b(y)
df
= Efn(y) − f(y) =
∫
K(x)
(
f(y − hdnx)− f(y)
)
dx
ii)
var(fn(y)) =
1
n
[∫
1
h2dn
K2
(
y − x
hdn
)
f(x)dx− (Efn(y))2
]
=
1
n
[∫
1
hdn
K2(x)f(y − xhdn)dx−
(∫
K(x)f(y − hdnx)dx
)2]
.
iii)
MISE(h, n) = E
∫
(fn(y) − f(y))2 dy +
∫ (
var(fn(y)) + b
2(y)
)
dy
Proof. First equalities of both assertions one gets on the basis of assumptions
on the sameness of distributions of variables X1, . . . , Xn. Further, equalities follow
from an elementary change of variables in respective integrals and from the fact,
that the mean square error is equal to the sum of the variance and the square of
bias. 
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Theorem 35 (Devroye). [DG88]Let K be any kernel on Rd. Let us denote
Jn =
∫
R
|fn(y)− f(y)| dy. Then the following statements are equivalent:
i) Jn −→
n→∞
0 mod P , for some density f ,
ii) Jn −→
n→∞
0 mod P , for any density f,
iii) Jn −→
n→∞
0 almost surely, for any f ,
iv) Jn −→
n→∞
0 exponentially (i.e. for any ε > 0 there exist such r and n0, that
P (Jn > ε) ≤ exp(−rn), for any n ≥ n0) for any f ,
v) lim
n→∞
hn = 0, lim
n→∞
nhdn =∞.
Proof. Proof of this theorem is somewhat long and not very instructive It can
be found in the bookL. Devroye, L. Gyo¨rfi: [DG88]. 
Further considerations, we will lead for the sake of clarity for the one-dimensional
case. We will select the best bandwidth and best kernel among all kernels satisfying
the following conditions:
∫
tK(t)dt = 0,
∫
t2K(t)dt
df
= κ2 <∞,
∫
K2(t)dt <∞
i.e. kernels having zero mean, possessing variances and ”square integrable”.
It turns out that in order to be able to talk about optimal bandwidth one has
to assume, that estimated density is smooth, more precisely has square integrable,
continuous second derivative.
Hence let us suppose, that the estimated density f has continuous second de-
rivative, i.e. one can expand f at any point in Taylor series in the following way:
f(y − xhn) = f(y)− xhnf ′(y) + 1
2
x2h2nf
′′(y) + o(x2h2n).
Using this expansion and basing on Lemma 21 we get:
b(y) = −hnf ′(y)
∫
tK(t)dt+
1
2
h2nf
′′(y)κ2 + o(h2n) =
=
1
2
h2nf
′′(y)κ2 + o(h2n),
var(fn(y)) =
1
n
[
1
hn
f(y)
∫
K2(t)dt+ f ′(y)
∫
tK2(t)dt+ o(1)− (f(y) +O(h2n))2] =
=
1
nhn
f(y)
∫
K2(t)dt+O(
1
n
).
Summarizing, we have the following statement.
Proposition 15. Asymptotically (i.e. for large n) the best (in the sense of
minimum of mean square error) bandwidth is
(1.8) hmin =
[ ∫
K2(t)dt
nκ4
∫
(f ′′(y))2 dy
]1/5
.
The best (in the same sense) kernel, is the Epanechnikov’s kernel KE :
(1.9) KE(t) =
{
3
4
√
5
(1 − 15 t2) , if |t| ≤
√
5
0 , if |t| > √5 .
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Sketch of the proof. Basing on the above-mentioned calculations, we have
approximately:
var(fn(y)) + b
2(y) ∼= 1
nhn
f(y)
∫
K2(t)dt+
1
4
h4n (f
′′(y))2 κ4,
MISE(h, n) ∼= 1
nhn
∫
K2(t)dt+
1
4
h4nκ
4
∫
(f ′′(y))2 dy.(1.10)
As it is easy to check by differentiating, the band with h minimizing the above
mentioned expression is (1.8). Let us put now this quantity to (1.10). We get then
5
4
n−4/5
(∫
(f ′′(y))2 dy
)1/5
κ4/5
(∫
K2(t)dt
)4/5
.
As it can be seen, the quantity
κ4/5
(∫
K2(t)dt
)4/5
=
(
κ
∫
K2(t)dt
)4/5
.
depends on of the form of the kernel. Hence, the best kernel would minimize the
quantity
(1.11) κ
∫
K2(t)dt.
Let us recall now, that when random variable X has a density fX(x), expectation
m and variance σ2, then the random variable Y = X−mσ has the density fY (y) =
σfX(m + σy), expectation zero and variance equal to 1. Let us denote K˜(y) =
κK(κy). We have∫ [
K˜(y)
]2
dy =
∫
κ2K2(κy)dy = κ
∫
K2(x)dx.
Hence quantity (1.11) does not depend on the variance of the kernel and hence on
the choice of the optimal kernel, we can select kernels having variance equal to 1
and of course satisfying remaining conditions, that were imposed on the considered
kernels. Hodges and Lehman in the paper [HL56] solved the problem of choosing
the density minimizing the quantity
∫
K2(x)dx under conditions
∫
K(x)dx = 1 and∫
x2K(x)dx = 1. It turned out, that this density is the so-called Epanechnikov’s
density (1.9). 
Epanechnikov’s density has the following plot:
. Let us consider a functional C(K) =
(∫
t2K(t)dt
)1/2 ∫
K2(t)dt defined for sym-
metric kernels. As we remember for Epanechnikov’s kernel this functional assumes
its smallest value equal ∫ √5
−√5
(KE(t))
2
d =
3
5
√
5
.
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In the above mentioned monograph of Silverman [Sil86] one defines the following
quantity
eff(K) =
C(KE)
C(K)
=
3
5
√
5
1(∫
t2K(t)dt
)1/2 ∫
K2(t)dt
,
called kernel’s effectiveness or effectiveness of the kernel K. This parameter was
calculated for several substantially different symmetric kernels. It turned out that,
from this point of view the difference e.g. between Epanechnikov’s kernel and the
rectangular one equal to 1/2 for |t| ≤ 1 was very small. Summarizing effectiveness
of many popular kernels is close to 1 and in any case greater than 0.9.
Proposition 15 has unfortunately only theoretical meaning, since it is not
known how much is
∫
(f ′′(x))2 dx. Jones, Marron, and Sheather in a review paper
[JMS96], discuss different estimation methods of this parameter on the basis the
same measurements, that are used for the density estimation. During the last 20
years, many of such estimators we constructed. We will not discuss this problem
since density estimation is not the main subject of this book. We refer the reader
to the literature.
1.2. Modifications. Since, those considered density estimators were in of the
iterative form, further analysis will be dedicated to the following modifications of
the basic estimator, whose iterative form nicely fits the assumptions of this book.
Namely, let us consider instead of the estimator (1.6) the following one:
(1.12) fˆn(y) =
1
n
n∑
i=1
1
hi
K
(
y −Xi
hi
)
,
where sequence {hi} is some, convergent to zero sequence of positive numbers,
while {Xn}n≥1 is a sequence of independent random variables having same one-
dimensional distributions, possessing density. This estimator has the following
recursive form:
(1.13) fˆn+1(y) =
(
1− 1
n+ 1
)
fˆn(y) +
1
(n+ 1)hn+1
K
(
y −Xn+1
hn+1
)
.
Let us introduce also the following denotation for the sake of brevity:
f¯n(y) = Efˆn(y).
Taking the expectation of both sides of tha equality (1.13) we get
f¯n+1(y) =
(
1− 1
n+ 1
)
f¯n(y) +
1
(n+ 1)hn+1
EK
(
y −Xn+1
hn+1
)
(1.14)
=
(
1− 1
n+ 1
)
f¯n(y) +
1
(n+ 1)
∫
R
K(z)f(y − zhn+1)dz.
Let us denote Gn = σ(X1, . . . , Xn). In further analysis of the estimator fˆn the
following lemma will be of use>
Lemma 22. If sup
n
∫
R
K2(z)f(y − zhn)dz < ∞ and function sup
|y|≥|x|
K(y) is in-
tegrable and random variables {Xn}n≥1 are independent, then
i)
(1.15) EK2
(
y −Xn
hn
)
= hn
∫
R
K2(z)f(y − zhn)dz,
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ii)
E
∣∣∣∣∫
R
Wn−1(y)
[
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
)]
dy
∣∣∣∣2 ≤(1.16)
≤ hnE
(∫
R
W 2n−1(y)dy
)∫
R
K2(z)dz,
E
{∫
R
Wn−1(y)
[
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
)]
dy
}
= 0,(1.17)
where Wn−1(y) is measurable with respect to Gn−1 random variable such that
E
∫
R
W 2n−1(y)dy <∞,
iii)
1
hn
EK
(
x−Xn
hn
)
−→
n→∞
f(x),
for almost all x ∈ R.
Proof. i) We have:
EK2
(
y −Xn
hn
)
=
∫
R
K2
(
y − x
hn
)
f(x)dx =
= hn
∫
R
K2(z)f(y − zhn)dz,
after change of variables z = (y − x)/hn.
ii) Moreover, we have:
E
∣∣∣∣∫
R
Wn−1(y)
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))
dy
∣∣∣∣2 ≤
≤ E
∣∣∣∣∣∣
√∫
R
W 2n−1(y)dy
∫
R
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
dy
∣∣∣∣∣∣
2
=
= E
(∫
R
W 2n−1(y)dy
∫
R
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
dy
)
=
= E
(∫
R
W 2n−1(y)dyE
(∫
R
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
dy|Gn−1
))
=
= E
(∫
R
W 2n−1(y)dy
∫
R
E
((
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
|Gn−1
)
dy
)
Taking advantage of the fact, that var(X) ≤ EX2 and the property i) we get:
E
(∫
R
W 2n−1(y)dy
∫
R
E
((
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
|Gn−1
)
dy
)
≤
≤ hnE
(∫
R
W 2n−1(y)dy
∫
R
∫
R
K2(z)f(y − hnz)dzdy
)
=
= hnE
∫
R
W 2n−1(y)dy
∫
R
K2(z)dz.
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In above-mentioned calculations, we used Schwarz inequality and the properties
conditional expectation. Knowing, that one can interchange integration with re-
spect to y and calculating expectation on the basis of (1.16), we change this order
in (1.17) and we get:
E
∫
R
Wn(y)
(
K
(
y −Xn+1
hn+1
)
− EK
(
y −Xn+1
hn+1
))
dy
=
∫
R
E
(
Wn(y)E
(
K
(
y −Xn+1
hn+1
)
− EK
(
y −Xn+1
hn+1
)
|Gn
))
dy = 0.
iii) is a simple consequence of the formula
1
hn
EK(
x−Xn
hn
) =
∫
R
K(z)f(x− zhn)dz,
and assumed convergence hn −→
n→∞
0 and assertion iii) of Theorem 33. 
The following theorem we get immediately.
Theorem 36. If sequence {Xn}n≥1 consists of i.i.d. random variables, number
sequence {hn}n≥1 is such that∑
n≥1
1
n2hn
<∞ and sup
n
∫
R
K2(z)f(y − hnz)dz <∞,
for almost all y, then:
(1.18) fˆn(y)− Efˆn(y) −→
n→∞
0 a.s.for almost all y ∈ R,
(1.19)
∫
R
(
fˆn(y)− Efˆn(y)
)2
dy −→
n→∞
0 a.s.,
(1.20)
∫
R
∣∣∣fˆn(y)− f(y)∣∣∣ dy −→
n→∞
0 a.s..
(1.21) fˆn(y) →
n→∞
f(y) a.s.for almost all y ∈ R,
Proof. Let us denote Tn(y) = fˆn(y)−Efˆn(y). Taking the expectation of both
sides of (1.13) and subtracting from both sides of this equation we get:
Tn+1(y) =
(
1− 1
n+ 1
)
Tn(y)+
+
1
(n+ 1)hn+1
(
K
(
y −Xn+1
hn+1
)
− EK
(
y −Xn+1
hn+1
))
.
Let us consider sequence
{∑N
n=0
1
(n+1)hn+1
(
K
(
y−Xn+1
hn+1
)
− EK
(
y−Xn+1
hn+1
))}
N≥1
.
It is a martingale with respect to filtration {GN}N≥1. This martingale is convergent
for example, when the series:∑
n≥1
1
n2h2n
EK2
(
y −Xn
hn
)
convergent is. Taking advantage of our assumption and assertion i) of Lemma 22,
we see that this series is convergent, if only series
∑
n≥1
1
n2hn
is convergent. It is
so since we assumed this convergence. Hence, we have (1.18).
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To show (1.19) let us denote additionally Mn =
∫
T 2n(y)dy. For the sequence
of the random variables {Mn} we get the following recurrent relationship:
Mn+1 =
(
1− 1
n+ 1
)2
Mn+(1.22)
+
2(1− 1n+1 )
(n+ 1)hn+1
∫
Tn(y)
(
K
(
y −Xn+1
hn+1
)
− EK
(
y −Xn+1
hn+1
))
dy+
+
1
(n+ 1)2h2n+1
∫ (
K
(
y −Xn+1
hn+1
)
− EK
(
y −Xn+1
hn+1
))2
dy.
Let us apply property (1.17) of Lemma 22 for Wn = Tn and assertion 1.16 of this
lemma. We get then the following recurrent relationship
EMn+1 =
(
1− 1
n+ 1
)2
EMn +
1
(n+ 1)2h2n+1
×
×
∫
E
(
K
(
y −Xn+1
hn+1
)
− EK
(
y −Xn+1
hn+1
))2
dy ≤
≤
(
1− 1
n+ 1
)2
EMn +
1
(n+ 1)2h2n+1
×
×hn+1
∫ ∫
K2(z)f(y − zhn+1)dzdy,
Taking advantage of assumptions and the convergence of the series
∑
n≥1
1
n2hn
on the basis of Lemma 4 we see that the sequence {EMn}n≥0 converges to zero.
Further, let us consider sequence random variables:
(1.23)
{
N∑
n=1
1
nhn
∫
Tn−1(y)
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))
dy
}
N≥1
.
Taking advantage of assertion (1.17) of Lemma 22 we see it is a martingale with
respect to filtration {GN}N≥1. This martingale converges almost surely, if for ex-
ample
∞∑
n=1
1
n2h2n
E
(∫
Tn−1(y)
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))
dy
)2
<∞.
On the base of assertion (1.16) of Lemma 22 we see, that this condition is satisfied,
when ∞∑
n=1
1
n2hn
EMn−1
∫
K2(z)dz <∞.
This condition is satisfied, since the sequence {EMn} converges to zero. Hence,
returning to the relationship (1.22), on the basis of Lemma 4 we deduce that the
sequence of the random variables {Mn} converges to zero almost surely, when con-
verge the following series
∞∑
n=1
1
n2h2n
∫ (
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
dy
and ∞∑
n=1
2(1− 1n )
nhn
∫
Tn−1(y)
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))
dy.
Almost everywhere convergence of the second one was already above proved. Con-
vergence almost everywhere of the first one follows from the observation, that its
elements are positive, the inequality var(X) ≤ EX2 and the equality (1.15).
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We will prove (1.21) by showing, that Efn(y) −→
n→∞
f(y) for almost all y ∈ R . To
show this, let us notice that from formula (1.12) follows relationship
Efˆn(y) =
1
n
n∑
i=1
E
(
1
hi
K
(
y −Xi
hi
))
.
From assertion iii) Lemma 22 it follows that E
(
1
hi
K(y−Xihi )
)
−→
i→∞
f(y) for almost
all y, hence basing on Lemma 7 we get assertion.
To get (1.20), it is enough to recall assertion (1.21) and Scheffe´’s Lemma. 
Remark 47. The above-mentioned theorem, slightly differently formulated and
with different proofs appear in papers of different authors (Deheuvels 1974 [Deh74],
Wolverton & Wagner 1969[WJ69], Yamato 1971 [Yam71]), Davies 1973 [Dav73],
Carrol 1976[Car76], Ahmad &Lin 1976[AL76], Devroye 1979 [Dev79], Wegman
& Davies 1979[WD79] and so on). The above-mentioned formulation and proof
seems to be simple and Moreover, use only the means developed in this book.
Remark 48. Let us notice, that in order to show convergence with probability
1 of the sequence of estimators, we assumed independence of the sequence of ob-
servations {Xi}i≥1. It was necessary to show the convergence some of the series
(of the series whose sequence of partial sums is the sequence (1.23)). Convergence
of this series not necessarily one has to examine by martingale methods. Pos-
sibly such convergence could have been proved without supposing independence of
observations, using other methods (for example described in chapter 2). One has
to estimate covariance cov
(
K
(
x−Xi
hi
)
,K
(
x−Xj
hj
))
. But this requires knowledge
(partial) of two-dimensional distributions of the sequence {Xn}n≥1.
Example 24. As an example, let us consider sequence random variables having
bimodal density, being a mixture of two Normal distributions N(0, 1) and N(4, .5),
with weights respectively 14 and
3
4 . One performed N = 3000 iterations Sequence{hi}i≥0
was chosen to be: hi = i
−.35; i ≥ 1. On the figure below one shows plot of the den-
sity and its estimator based on N observations obtained by the iterative method with
Cauchy kernel:
2. Introduction to regression estimation
Let us consider a sequence of independent realizations of the two-dimensional
random variable (X,Y ), i.e. the sequence
{(X1, Y1), . . . , (Xn, Yn)}. Let us assume that the random variable X has density f .
Regression function r(x) of the random variable Y on X that is r(x) = E(Y |X = x)
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will be estimated with the help of the following estimators:
(2.1) rˆn(x) =
∑n
i=1 YiK
(
x−Xi
hn
)
∑n
i=1K
(
x−Xi
hn
) ,
where, as before, K is some kernel, a hn is number sequence convergent to zero.
Let us see how it works.
Example 25. In this example, as a kernel we take Epanechnikov’s one. Se-
quence of observations will be simulated with the help of the sequence
{(X1, Y1), . . . , (Xn, Yn)}, where
Yi = r(Xi) + 0.5 ∗ ξi,
while sequences of the random variables {Xi}i≥1 and {ξi}i≥1 are independent. As-
sume that the function r(x) is defined by r(x) = x2, while in the second example
r1(x) =

−1 for x < −1
x for |x| ≤ 1
1 for x > 1
. Sequences {Xi}i≥1 and {ξi}i≥1 are the sequences
of independent variables having distributions N(0, 2). Number of observations n is
equal to 1000, h(n) = n−.4. One obtained then, for the functions
r(x) = x2 and for r1
.
2.1. Simple regression estimator. We will be concerned with the case of
one-dimensional random variables X and Y and firstly we will analyze estimator
(2.1), as n (number of observations) diverges to ∞, K(x) is a fixed kernel, and
the number sequence {hn}n≥1 converges to zero, in such a way that nhn −→n→∞ ∞.
Moreover, let us denote φn(x) =
1
n
∑n
i=1
1
hn
K
(
x−Xi
hn
)
. On the base of material of
the previous section, we know, that the sequence φn converges pointwise, and also
in the distributive sense to the density φ of the random variable X1. We have the
following theorem:
Theorem 37.
(2.2) ∀A ∈ B :
∫
A
rˆn(x)φn(x)dx −→
n→∞
∫
A
r(x)φ(x)dx.
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Proof. Let us calculate the Fourier transform of the function (see denotations
in Appendix 4)
Hn(x) = rˆn(x)φn(x) =
1
nhn
n∑
i=1
YiK
(
x−Xi
hn
)
.
We have:
Ĥn(t) =
∫
R
rˆn(x)φn(x) exp(itx)dx
=
1
nhn
n∑
i=1
∫
R
YiK
(
x−Xi
hn
)
exp(itx)dx,
but
∫
R
1
hn
K
(
x−Xi
hn
)
exp(itx)dx =
∫
R
K(z) exp(itXi + itzhn)dz. Let us denote
ϕ(t) =
∫
R
K(z) exp(itz)dz. Hence:
Ĥn(t) = ϕ(thn)
1
n
n∑
i=1
Yi exp(itXi).
Let us notice that ∀t ∈ R : ϕ(thn) −→
n→∞
ϕ(0) = 1 (since K is a density). Moreover,
because random variables {(Xi, Yi)}i≥1 are independent, they satisfy LLN and we
see that
∀t ∈ R : 1
n
n∑
i=1
Yi exp(itXi) −→
n→∞
EY1 exp(itX1) =
= Er(X1) exp(itX1) =
∫
R
r(x)φ(x) exp(itx)dx.
Hence sequence of the random variables {rˆn(x)φn(x)}n≥1 converges for almost every
elementary event ω in the distributive sense to r(x)φ(x). It means, e.g., that we
have formula (2.2) (see Theorem 51 on page 139). 
2.2. Recursive regression estimator. Similarly as in the case of density
estimation, one can consider iterative forms of regression estimators, i.e. estimators
of the form:
(2.3) R̂n(x) =
∑n
i=1
1
hi
YiK
(
x−Xi
hi
)
∑n
i=1
1
hi
K
(
x−Xi
hi
) .
The fact, that the sequence
{
1
n
∑n
i=1
1
hi
K
(
x−Xi
hi
)}
n≥1
converges under suitable
assumptions to the density of the random variable X1, was shown before. Let us
now denote elements of this sequence as before
φn(x) =
1
n
n∑
i=1
1
hi
K
(
x−Xi
hi
)
.
Let us denote also
Qn(x) =
1
n
n∑
i=1
1
hi
YiK
(
x−Xi
hi
)
.
Hence R̂n(x) =
Qn(x)
φn(x)
. We will show that, under similar assumptions as in the sec-
tion 1.2, the sequence
{
1
n
∑n
i=1
1
hi
YiK
(
x−Xi
hi
)}
n≥1
almost surely converges point-
wise to r(x)φ(x). First, let us notice that this sequence can be written in the
following recursive form:
(2.4) Qn+1(x) = (1− µn)Qn(x) + µnTn+1(x),
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where we denoted, µn =
1
n+1 , Tn+1 =
1
hn+1
Yn+1K
(
x−Xn+1
hn+1
)
. Let us denote also
v(x) = E(Y 2|X = x), s2 = EY 2.
As before, let Gn = σ(X1, Y1, . . . , Xn, Yn) and Q¯n(x) = EQn(x).
The sequence
{
Q¯n(x)
}
n≥1 satisfies the following recursive relationship:
Q¯n+1(x) = (1− µn)Q¯n + µn 1
hn+1
Er(Xn+1)K
(
x−Xn+1
hn+1
)
=(2.5)
= (1− µn)Q¯n + µn
∫
R
K(z)r(x− zhn+1)f(x− zhn+1)dz.
The lemma below and following it Theorem are very similar to respectively Lemma
22 and Theorem 36.
Lemma 23. If sup
n
∫
R
K2(z)v(x−zhn)f(x−zhn)dz <∞ and function sup
|y|≥|x|
K(y)
is integrable, then
i)
(2.6) EY 2nK
2(
x−Xn
hn
) = hn
∫
R
K2(z)v(x− zhn)f(x− zhn)dz,
ii)
E
∣∣∣∣∫
R
Wn−1(x)
[
YnK
(
x−Xn
hn
)
− E
(
r(Xn)K
(
x−Xn
hn
))]
dx
∣∣∣∣2(2.7)
≤ hns2E
(∫
R
W 2n−1(x)dx
∫
R
K2(z)dz
)
and
(2.8) E
[∫
R
Wn−1(x)
(
YnK(
x−Xn
hn
)− E
(
r(Xn)K(
x−Xn
hn
)
))
dx
]
= 0,
where Wn−1(x) is measurable with respect to Gn−1 random variable and such that
E
(∫
R
W 2n−1(x)dx
)
<∞.
iii)
1
hn
E
(
YnK(
x−Xn
hn
)
)
−→
n→∞
r(x)f(x)
for almost all x ∈ R.
Proof. i) We have:
EY 2nK
2
(
y −Xn
hn
)
=
∫
R
K2
(
y − x
hn
)
v(x)f(x)dx = hn
∫
R
K2(z)v(y−zhn)f(y−zhn)dz,
after change of variables z = (y − x)/hn.
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ii) We have:
E
∣∣∣∣∫
R
Wn−1(y)
(
YnK
(
y −Xn
hn
)
− Er(Xn)K
(
y −Xn
hn
))
dy
∣∣∣∣2 ≤
≤ E
∣∣∣∣∣∣
√∫
R
W 2n−1(y)dy
∫
R
(
YnK
(
y −Xn
hn
)
− Er(Xn)K
(
y −Xn
hn
))2
dy
∣∣∣∣∣∣
2
=
= E
(∫
R
W 2n−1(y)dy
∫
R
(
YnK
(
y −Xn
hn
)
− Er(Xn)K
(
y −Xn
hn
))2
dy
)
= E
(∫
R
W 2n−1(y)dyE
(∫
R
(
YnK
(
y −Xn
hn
)
− Er(Xn)K
(
y −Xn
hn
))2
dy|Gn−1
))
= E
(∫
R
W 2n−1(y)dy
∫
R
E
((
YnK
(
y −Xn
hn
)
− Er(Xn)K
(
y −Xn
hn
))2
|Gn−1
)
dy
)
≤ E
(∫
R
W 2n−1(y)dy
∫
R
ν(Xn)K
2
(
y −Xn
hn
)
dy
)
=
= hnE
(∫
R
W 2n−1(y)dy
∫
R
∫
R
K2(z)v(y − hnz)f(y − hnz)dzdy
)
= hns
2E
(∫
R
W 2n−1(y)dy
∫
R
K2(z)dz
)
In the above-mentioned calculations, we used Schwarz inequality and the properties
of the conditional expectation and inequality var(Z) ≤ EZ2 true for any random
variable Z. Knowing that one can exchange integration with respect to y and and
calculating expectation, on the basis of (2.7) we change the order of integration in
(2.8) and get:
E
∫
R
Wn(y)
(
YnK
(
y −Xn+1
hn+1
)
− Er(Xn)K
(
y −Xn+1
hn+1
))
dy
=
∫
R
E
(
Wn(y)E
(
YnK
(
y −Xn+1
hn+1
)
− Er(Xn)K
(
y −Xn+1
hn+1
)
|Gn
))
= 0.
iii) is simple consequence of the formula 1hnEYnK(
x−Xn
hn
) =
∫
R
K(z)r(x −
hn)f(x − zhn)dz, assumed convergence hn −→
n→∞
0 and assertion iii) of Lemma
33. 
Immediately we have the following theorem.
Theorem 38. If sequence {hn} is such that
∑
n≥1
1
n2hn
<∞ and
sup
n
∫
R
K2(z)v(y − zhn)f(y − hnz)dz <∞
for almost all y, then
(2.9) Qn(y)− EQn(y) −→
n→∞
0 a.s.for almost all y ∈ R
(2.10)
∫
R
(Qn(y)− EQn(y))2 dy −→
n→∞
0 a.s.
(2.11) R̂n(y) →
n→∞
r(y) a.s. for almost all y ∈ R
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Proof. Firstly, let us notice that our assumptions guarantee satisfaction of
assumptions of Theorem 36. Hence, we have fˆn(y) →
n→∞
f(y) a.s. for almost all
y ∈ R and ∫
R
∣∣∣fˆn(y)− f(y)∣∣∣ dy −→
n→∞ 0 a.s. Let us denote Un(y) = Qn(y)−EQn(y).
Taking expectation of both sides (2.4) and subtracting those integrals from both
sides of this equality we get:
Un+1(y) = (1 − 1
n+ 1
)Un(y) +
1
(n+ 1)hn+1
×
×
(
Yn+1K
(
y −Xn+1
hn+1
)
− EYn+1K
(
y −Xn+1
hn+1
))
.
Let us consider sequence{
N∑
n=0
1
(n+ 1)hn+1
(
Yn+1K
(
y −Xn+1
hn+1
)
− EYn+1K
(
y −Xn+1
hn+1
))}
N≥1
.
It is a martingale with respect to filtration {GN}N≥1. It is convergent for example,
when the series
∑
n≥1
1
n2h2n
EY 2nK
2
(
y−Xn
hn
)
is convergent. Taking advantage of
assumptions and assertion i) of Lemma 23 we see that this series is convergent,
if only series
∑
n≥1
1
n2hn
is convergent. It so because of assumptions concerning
{hn}. Hence, we have (2.9).
In order to show (2.10) let us denote additionallyWn =
∫
U2n(y)dy. For the sequence
of the random variables {Wn} we get the following recurrent relationship:
Wn+1 = (1− 1
n+ 1
)2Wn +
2(1− 1n+1 )
(n+ 1)hn+1
×(2.12)
×
∫
R
Un(y)
(
Yn+1K
(
y −Xn+1
hn+1
)
− EYn+1K
(
y −Xn+1
hn+1
))
dy+
+
1
(n+ 1)2h2n+1
∫
R
(
Yn+1K
(
y −Xn+1
hn+1
)
− EYn+1K
(
y −Xn+1
hn+1
))2
dy.
Since we have an assertion (2.8) of Lemma 23 applied to Wn = Un we have the
following recurrent relationship
EWn+1 = (1− 1
n+ 1
)2EWn +
1
(n+ 1)2h2n+1
×
×
∫
E
(
Yn+1K
(
y −Xn+1
hn+1
)
− EYn+1K
(
y −Xn+1
hn+1
))2
dy
≤ (1− 1
n+ 1
)2EWn +
1
(n+ 1)2h2n+1
×
×hn+1
∫ ∫
K2(z)v(y − zhn+1)f(y − zhn+1)dzdy.
Hence on the basis of Lemma 4 we see that the sequence {EWn}n≥0 converges to
zero. Further, let us consider sequence random variables:
N∑
n≥1
1
nhn
∫
Un−1(y)
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))
dy

N≥1
.
Taking advantage of the property (2.8) of Lemma 23 we see that it is a martingale
with respect to filtration {Gn}. This martingale this converges almost surely, if
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only for example
∞∑
n=1
1
n2h2n
E
(∫
Un−1(y)
(
YnK
(
y −Xn
hn
)
− EYnK
(
y −Xn
hn
))
dy
)2
<∞.
On the base of assertion 2.7 of Lemma 23 one can see, that this condition is satisfied
when
∞∑
n=1
1
n2hn
EWn−1
∫
K2(z)dz <∞.
This condition is satisfied, since the sequence {EWn} converges to zero and the
series
∑
n≥1
1
n2hn
is convergent. Hence, returning to the relationship (2.12) on the
basis of Lemma 4 we deduce that the sequence random variables {Wn} converges
to zero almost surely, when converge the following series
∞∑
n=1
1
n2h2n
∫ (
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))2
dy
and
∞∑
n=1
2(1− 1n )
nhn
∫
Tn−1(y)
(
K
(
y −Xn
hn
)
− EK
(
y −Xn
hn
))
dy.
Convergence almost everywhere of the second one was already proven above. The
convergence almost everywhere of the first series, follows observation, that its el-
ements are positive, inequality var(Z) ≤ EZ2 true for any random variable and
from the equality (2.6).
(2.11) will be proved by showing, that EQn(y) −→
n→∞
r(y)f(y) for almost all
y ∈ R . In order to show this, let us notice that from formula (2.5) it follows on the
basis of Lemma 7, that
EQn(y) =
1
n
n∑
i=1
E
(
1
hi
YiK
(
y −Xi
hi
))
.
Moreover, from Lemma 23 it follows that E
(
1
hi
YiK(
y−Xi
hi
)
)
−→
i→∞
r(y)f(y) for
almost all y, hence basing on lemma 7, we get assertion. 
Example 26. Sequence of two-dimensional observations of the random vari-
ables was taken as before, N = 5000. Observations of the random variables {Xi}i≥1
having distribution being a mixture of Normal distributions (as in example 24). As
the second coordinate of our two-dimensional vector we took the transformed first
coordinate, i.e., more precisely, one took Yi = f(Xi) + ξi ; i = 1, . . . , N . Function
f was equal to
f(x) =

−1 + .2 ∗ (x+ π2 ) for x < −π/2
sinx for −π/2 ≤ x ≤ π/2
1 + .2 ∗ (x− π2 ) for x > π/2
,
while sequence {ξi}i≥1 consisted of i.i.d. having Normal distribution N(0, 1). Hence,
as it can be seen E(Y |X) = f(X) almost surely. The sequence{hi} was such as win
the example 24. After N iterations one obtained:
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In the figure above both regression function and its estimator were plotted.
Remark 49. To finish this section let us notice that regression estimator (2.3)
can be viewed as a weighted mean (Riesz’s mean) of points {Yi} with weights being
random functions
{
1
hi
K(x−Xihi )
}
. Hence, one can present regression estimator in
the iterative form
(2.13) Rˆn+1(x) = (1−Mn(x))Rˆn(x) +Mn(x)Yn+1,
where we denoted :
Mn(x) =
1
hn+1
K
(
x−Xn+1
hn+1
)
∑n+1
i=1
1
hi
K
(
x−Xi
hi
) .
Formula (2.13) differs from the so far considered ones in that : a) weights are now
as it was mentioned, random variables correlated with ”averaged variables” {Yi}i≥1,
b) these weights are also functions of some random variables, that is we deal with
indexed families of ”random weights”. The theory of such averages (far reaching
generalizations of Riesz’s means) is waiting for development!
CHAPTER 6
Iterative methods of identification
The issue of identification concerns the following problems. Suppose, that we
observe some stochastic processes Y = {yi}i∈I , where I is some set of indices ( e.g.
time instances). Y is interesting for us for some reasons. If e.g. it is a sequence
of prices of some shares on the stock exchange that we are interested in, then it
is obvious, that we are interested in this process, and we even would like to know
about it that much so as to be able to predict its future values. It is not difficult to
give other, less egocentric reasons for which some processes can be interesting for
us. E.g. vector yi can contain information on the levels of water in different points
of some river basin at the moment i. It is clear, that it is extremely important for
the whole community residing in a given territory is to predict the values of this
vector in the future moments of time. Prediction is the next stage. First one has
to define a reasonably reliable model of this process that is to dutifully it.
The problem of identification is very broad and complex. It appears in different
branches of system engineering and control theory. A broad discussion of issues of
identification would require a separate book. Besides, one would have to introduce
reader in issues of control theory, particularly in the stability theory of differential
equations. In this chapter, we want to indicate applications of ideas developed
previously in chapters 4 and 5. We do not even pretend to bring a comprehensive
identification of the problem. We will only indicate partial problems associated with
it, that can be attacked by methods presented in this book. In total in both parts
of the present chapter will mainly present examples of identification indicating, by
the way, theoretical problems. For the reader not interested much in identifications,
such presentation is enough. Readers more interested in identification are referred
to literature. It is very vast and it is impossible to mention all positions dedicated to
those issues. As we already mentioned, in order to understand well these problems,
one has to get knowledge of notions and results associated with control theory.
That is why we advice interested in identification readers to get familiar with this
theory.
We will distinguish parametric and nonparametric identification.
1. Parametric identification
1.1. Estimating functions. The problem of parametric identifications can
be set in the following way. Let be given observations of the process Y. We assume,
that this process is generated with the help of the following procedure:
(1.1) yn+1 = Hn(yn,p, ξn);n ∈ I,
where {ξn}n∈I is some sequence of random vectors, and functions {Hn}n∈I are
known. Suppose that the values of Y are assumed to be in Rd. Equation (1.1)
represents the so-called parametric model of the identified process. Unknown is
only the value of the parameter vector p, assumed values in some subset P ⊆Rq.
One would like to find p. Of course, one can imagine more complex models of
the processes that we are interested in. One has to remember that we have only
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a finite number of measurements of the values of the process at our disposal. If
the model contains too many parameters, then having limited a number of obser-
vations, confidence intervals of parameters will be very large. May it be better to
construct a model with a smaller number of parameters and determine them more
precisely? Such questions always accompany those who deal with identification.
When choosing model it is good to the member, that often excellent results are
obtained considering only simple models of type ARMA of order 2 or 3 for the
process itself, or for differences of order at most 3. It is shown emphatically by
examples from the book of Box and Jenkins [BJ83].
On the other hand, sometimes we have a sufficiently long sequence of obser-
vations at our disposal, or even limitless in this sense, that observations come at
every time instant (the so-called observations on-line), then, of course, it is tempt-
ing to consider the more precise model. Generally, we will assume, that information
about the process’ model are contained in the form of the sequence of the so-called
estimating functions {Fi(Yi,p)}i∈I , where Yi = {yi,yi−1, . . . ,y0}. The notion of
estimating equations and functions has a long history, that will not be discussed
here in detail. We will mention only, that these notions were discussed are in the
papers: [Dur62], [Sza75], [Sza88a], [Sza87], [Sza79], [GC87], [GT89], [GK91],
[HL97]. For the purpose of this book we will define estimating function in the fol-
lowing way: a mapping Fi:R
d × . . .× Rd︸ ︷︷ ︸
i+1 times
× Rq → Rq that is differentiable with
respect to the last argument and satisfies the following conditions:
∀pˆ ∈ P :EpˆFi(Yi, pˆ) = 0(1.2)
∀pˆ ∈ P : detEpˆ ∂Fi(Yi, pˆ)
∂pˆT
6= 0(1.3)
∀pˆ ∈ P : detEpˆFi(Yi, pˆ)FTi (Yi, pˆ) 6= 0(1.4)
is called an estimating function based on i + 1 first observations. In the above
mentioned formula Epˆ(.) denotes expectation under the assumption, that ”the true
parameter ” is pˆ, that is with respect to distribution in which we set pˆ instead p.
The equation:
Fi(Yi,p) = 0
is called an estimating equation.
What is the connection of the model (1.1) with the estimating function? Gener-
ally, one can state that one model can lead to many different of estimating functions.
For example, we can take:
F
(1)
i (Yi, pˆ) = yi − EpˆHi−1(yi−1, pˆ, ξi−1), i ≥ 2
if d = q, or
F
(2)
i (Yi, pˆ) = wi(pˆ)
(
yi − EpˆHi−1(yi−1, pˆ, ξi−1)
)
, i ≥ 2
F
(3)
i (Yi, pˆ) =
i∑
j=2
wj(pˆ)
(
yj − EpˆHj−1(yj−1, pˆ, ξj−1)
)
, i ≥ 2,
where {wi(pˆ)} are some q × d -matrices with coordinates depending on pˆ. Of
course, it may happen, that for functions F
(2)
i will not satisfy condition (1.3) then
one has to give up this estimating function and select the other, modified one.
Generally, model of the process is something given, unalterable. As far as the
choice of estimating functions we have some freedom. We will not discuss these
issues.
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In the present chapter, we will assume that the sequence of estimating functions
has been already somehow chosen.
Let us notice that if Fi is estimating function, then so is also Λ(pˆ)Fi for
nonsingular. matrix Λ of order q. In order to avoid such trivial situations, and
also because we are going to compare different estimating functions, it would be
reasonable to normalize them somehow. To this end we will further assume that
(1.5) Ep
∂Fi(Yi, pˆ)
∂pˆT
∣∣∣∣
pˆ=p
= I.
We will introduce an order inside the set of estimating functions based on i
observations in the following way. Let be given two estimating functions Fi and
Gi, basing on the same number of observations and satisfying condition (1.5).
Then function estimating Fi is called not worse (better) than estimating function
Gi, when:
(1.6) ∀pˆ ∈Rq : tr
{
EpˆFi(Yi, pˆ)F
T
i (Yi, pˆ)
}
≤ (<)tr
{
EpˆGi(Yi, pˆ)G
T
i (Yi, pˆ)
}
,
where tr(A) denotes trace of matrix A.
One introduces also partial order in the set of estimating functions in a similar
way. Namely, Fi is not worse estimating function than Gi, if:
(1.7) ∀pˆ ∈Rq : matrix EpˆFi(Yi, pˆ)FTi (Yi, pˆ)−EpˆGi(Yi, pˆ)GTi (Yi, pˆ)
is negatively semidefinite. It is obvious that if Fi is not worse than Gi in the sense
of partial order given by (1.7), then it is also not worse in the sense of linear order
given by (1.6). It turns out that in the sense of partial order there exists, by some
regularity conditions, a maximal element. Namely, we have the following theorem:
Theorem 39. Let Φ(Yi, pˆ) will be the density of the probability distribution of
observations Yi. Let us assume that Φ is differentiable with respect to pˆ and that
matrix V(pˆ) =
{
E
[
∂ ln Φ(Yi,pˆ)
∂pˆT
∂ ln Φ(Yi,pˆ)
∂pˆ
]}−1
exists. Then the estimating function
M(Yi, pˆ) =
∂ lnΦ(Yi, pˆ)
∂pˆT
is the maximal in the sense of partial order introduced by (1.7). In other words, for
every estimating function Fi(Yi, pˆ) satisfying condition (1.5) the matrix:
EpˆFi(Yi, pˆ)F
T
i (Yi, pˆ)−V(pˆ)
is positively semidefinite. Moreover, this matrix is a zero matrix if and only if:
Fi(Yi, pˆ) = Λ(pˆ)M(Yi, pˆ)
for some matrix Λ having elements depending only on pˆ.
Proof. Sketch of the proof. We have 0 = EpˆFi(Yi, pˆ) =
∫
Fi(Yi, pˆ)Φ(Yi, pˆ)dYi.
Differentiating with respect to pˆ and assuming the possibility of changing the order
of integration and differentiation we get:
0 =
∫ (
∂
∂pˆT
Fi(Yi, pˆ)
)
Φ(Yi, pˆ)dYi +
∫
Fi(Yi, pˆ)
(
∂
∂pˆT
Φ(Yi, pˆ)
)
dYi.
But ∫
∂
∂pˆT
Fi(Yi, pˆ)Φ(Yi, pˆ)dYi = Epˆ
∂
∂pˆT
Fi(Yi, pˆ) = I,
on the basis of assumptions. Hence
I =
∫
(−Fi(Yi, pˆ))Φ(Yi, pˆ)
∂
∂pˆT
lnΦ(Yi, pˆ)dYi.
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Now we apply generalized by Cramer [Cra46], Schwarz inequality to vectors:
−Fi(Yi, pˆ)Φ1/2(Yi, pˆ) and Φ1/2(Yi, pˆ)M(Yi, pˆ). As a corollary we get a state-
ment, that the matrix:
I−
∫
Fi(Yi, pˆ)F
T
i (Yi, pˆ)Φ(Yi, pˆ)dYi×
∫
Φ(Yi, pˆ)M(Yi, pˆ)M
T (Yi, pˆ)dYi
is negatively semidefinite. It is easy to get an assertion utilizing this fact and
remembering that
∫
Φ(Yi, pˆ)M(Yi, pˆ)M
T
(Yi, pˆ)dYi = V
−1(pˆ). 
Remark 50. The above-mentioned theorem indicates, that the best estimating
equation is the so-called maximum likelihood equation. Hence, we get different,
other than the traditional justification of the use of the maximum likelihood method.
Let us assume that there is given a sequence of observed values of estimating
functions {Fi(Yi, pˆ)}i≥1. Let us pay attention, that on the basis of our assump-
tions, equations
EpFi(Yi, pˆ) = 0,
as functions of pˆ have one common zero equal to p. Hence, one can use stochastic
approximation methods, in order to estimate this zero. In chapter 4 many different
versions of stochastic approximation were discussed. Some of them are really well
fitted to be applied in this case. Particularly useful seem to be a procedure (5.5) and
the stating its convergence Theorem 29. We will illustrate its use for parametric
identification by the following examples.
Example 27. Suppose, that process {yi}i≥1 is generated by the system defined
by the relationship:
(1.8) yi+1 = f(yi; p) + ζi; i ≥ 0,
where f(x; p) =
{
px , gdy x < p
p2/2 + px/2 , gdy x ≥ p , that is function f has e.g. for
p = .9 the following plot.
. In order to be able to analyze further this
procedure of identification of this system, we will assume, that p > 0. Moreover,
it is not difficult to notice, that to make the system stable with probability 1, one
has to assume that, p < 1. It follows from the fact, that for p > 1 it would happen,
that for some i we would have yi < 0 and ξi not very large. Then yi+1 would be
also negative and with positive probability yi+1 << yi,. and so on. the subsequent
values of the sequence {yi} could decrease to −∞. Let us notice that we have then
Eyi+1 = pEyiI(yi < p) +
p2
2
+
p
2
EyiI(yi ≥ p) =
= pEyi +
p
2
(p− EyiI(yi ≥ p)).
{ζi}i≥0 is the sequence of the random variables having zero mean and finite vari-
ance not unnecessarily independent. Other assumptions concerning sequence {ζi}
will be given in the sequel. They will be concerned with ensuring convergence
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of respective stochastic approximation procedures. Generally, these assumptions
will impose that the sequence {ζi} will satisfy strong laws of large numbers. How
to translate this requirement on assumptions concerning of covariance functions
K(n, k) = cov(ζn, ζk), given is e.g. in theorem 23 or its generalization. The prob-
lem is to find a point p, defining function f , on the basis of sequence of observations
{yi}i≥0. To appreciate this ability of getting information about the distribution from
the sequence random variables by stochastic approximation, we will plot sequence
{yi}i≥0 simulated for p = .9 and the sequence {ζi}i≥0, consisting of the time series
of type ARMA(2,2). Parameter p was estimated with the help of a simple stochastic
approximation procedure:
qi+1 = qi − 1
i+ 1
(yi+1 − f(yi; qi)).
For p = .9 one obtained the following plot of iterations:
Convergence of this procedure followed from the modified Theorem 30. This
modification is set in this that we split functions Fn on Gn = E(Fn|Fn−1) and Fn−
Gn, since additive noises do not depend on the present value of the estimator. This
modification is thus in the spirit of Theorem 27. Besides, one has to utilize Theorem
23. On the base of Theorem 23 it is somewhat easy to show that series
∑
i≥1
1
i+1 ζi
is convergent with probability 1, remembering that the covariance function of the
ARMA process is dominated by the exponential function. Finally, we will mention
only, that when applying Theorem 29 one used equality:
(q − p)(f(yi; q)− f(yi; p)) = |p− q|2 χ(yi; p, q),
where
χ(x; p, q) =

x ,when x < min(p, q)
x
2 +
p+q
2 +
max(p,q)(x−max(p,q)
2(max(p,q)−min(p,q)) , when min(p, q) ≤ x < max(p, q)
x
2 +
p+q
2 , when x ≥ max(p, q)
.
It is easy to notice, that
(1.9) χ(x, p, q) ≥

x , gdy x < min(p, q)
x+min(p,q)
2 , gdy min(p, q) ≤ x < max(p, q)
x
2 +
p+q
2 , gdy x ≥ max(p, q)
df
= η(x, p, q).
Quantity χ(yi, p, q) or its lower bound η(yi, p, q) given in the formula (1.9) we treat
as δ appearing in Theorem 30 and we decompose δ in the following way Eη(yi, p, q)+
η(yi, p, q)−Eη(yi, p, q). In order to be able to make use of this theorem one has to
show that i) limi→∞Eη(yi, p, q) > 0 and ii) series
∑
i≥0
1
i+1 (η(yi, p, q)−Eη(yi, p, q))
is bounded almost surely. Property ii) is intuitively obvious. In order to make
the discussed series convergent, one has to show, that var(η(yi, p, q)) is bounded,
which in the face of assumed stationarity of the process {yi} is obvious and also for
example to show, that the covariance function of the process {η (yi, p, q)} decreases
exponentially, which again confronted with the fact that the process {yi} is Markov
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should be satisfied. To show condition i) is may be a bit more complex. Let us leave
it to the interested reader. Let us notice only that fact that limi→∞Eη(yi, p, q) 6= 0
is connected with the stationarity of the process {yi} and also with the fact that
limi→∞ var(ζi) > 0.
Example 28. Let the process {yi}i≥0 will be generated with the help of the
recursive equation:
(1.10) yi+3 = 1.6yi+2 − 1.475yi+1 + .7605yi + ζi+3,
y0, y1, y2 are given numbers, and {ζi}i≥0 is sequence independent random variables
having N(0, 1) distributions. Information that is at our disposal, consists of a
sequence of observations Y = {yi}i≥0 of our process (1.10). This data one can e.g.
put in the following plot in the so-called phase coordinates (yi, yi+1).
.
As one can deduce from these plots it would be rather difficult to deduce that the
values of parameters characterizing process Y are (1.6,−1.475, .7605). The issue
of identification lies just in finding these parameters on the base of the sequence
of observations Y. Vector of parameters aT = (1.6,−1.475, .7605) will be recreated
with the help of one of the following procedures:
(1.11) bi+1 = bi +
1
i + 1
vi(yi+3 − bTi vi);b0 = (0, 0, 0)T ; i ≥ 0,
or
(1.12) ai+1 = ai +
2
i+ 1
(
1
i+ 1
i∑
k=0
vkv
T
k )
−1vi(yi+3 − aTi vi); a0 = (0, 0, 0)T ; i ≥ 0,
where we denoted vi = (yi+2, yi+1, yi)
T . The results were the following:
a) for the procedure (1.11)
b) for the procedure (1.12):
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. As one can observe the convergence was relatively quick. The justification of
convergence is supplied by Lemma 20 and modification based on it. We used the
procedure defined in Theorem 29. We will not provide details. In chapter 4 there
were presented many different stochastic approximation procedures, whose conver-
gence have similar proofs and that one can easily modify and extend. The use of
Lemma 20 seems to be crucial in this case, since a characteristic feature of both
discussed procedures is the fact, that matrix ∂∂aT
(
vi(yi+3 − vTi a)
)
= viv
T
i is of
order 1, hence condition:
(a− α)T vivTi (a − α) ≥δi |a− α|2 ; lim
i→∞
δi > 0
is not satisfied. Instead, one can notice, that matrix Eviv
T
i is nonsingular. Hence,
one can decompose sequence {δi} in the following way: δi = δ′i + δ
′′
i , lim
i→∞
δ
′
i > 0,
series
∑
i≥0 µiδ
′′
i is convergent a.s. and lim
i→∞
µiδ
′
′
i = 0 a.s. so that one can apply
Lemma 20.
To finish this part dedicated to parametric identification let us mention the
following problem. It concerns the construction of ”optimal” identification proce-
dures. Namely, let us treat a given sequence of estimating functions {Fi}i≥1 as
a sequence of ”elementary estimating functions”. Suppose, that we will use these
functions to recursive estimation utilizing procedures of stochastic approximation,
as it was done in the above-mentioned examples. Can one, and if so, then how to
improve or modify data coming from estimating functions, in order to accelerate
the convergence of the respective stochastic approximation procedure. The prob-
lem is important and non-trivial. Partial result in this direction was presented is in
the paper [?]. It was assumed there, that together with every estimating function,
we have at our disposal some auxiliary information in the following of the form.
Namely, let us assume, that
∀i ≥ 1∃k ≤ i : E(F(Yi, pˆ)|Yk)|pˆ=p = 0
The problem, that was aimed to be solved in the discussed paper was : how to find
sequence of ”weights” - random variables that depend on the measurements up to
moment k(i) and pˆ so that respective identification procedure with new estimating
functions of the form
F˜i(Yi, pˆ) = wi(Yk(i)pˆ)F(Yi,p)
converge quicker (the quickest?!). We will not go into details here. Let us mention
only that such ”weights ” were found. It turns out that they have a relatively
simple form when k(i) = i− 1.
2. Nonparametric identification
We want to indicate in this part, the possibilities of using methods of regression
estimation for identification. The general idea behind this method of identification
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is the following. Suppose, that some stochastic processes {xi}i≥1 is generated, by
the following recursive equation:
xi+1 = f(xi) + ξi,
where the sequence {ξi}i≥1 consists of independent random variables (more pre-
cisely, it is enough to assume, that this sequence this is a sequence of martingale
differences) having zero expectations. Then, of course, we have:
E(xi+1|xi) = f(xi).
In one word function f is a regression of ”the next” on ”the previous” observation
of the process. Sequence of observations {xi} of this process contains information
about its way of generation. Wherein we do not have to parametrize function f
and seek ”the true values of parameters” as we were doing in the previous section.
The only constraint is independence (and integrability of course) of the sequence of
disturbances {ξi}. It is worth to notice, that distributions of these variables do not
have to be identical! The whole procedure is, however sensitive on the assumption
of independence (more precisely on ”being a martingale difference”). That is if
this sequence consists of dependent random variables, then a function f cannot
be obtained by the density estimation method. The parametric method described
above should be used instead. The examples below show that is is so indeed.
Example 29. Let us return to example 27 and we will assume, that pro-
cess {yi}i≥1 generated is with the help equation (1.8) with sequence of distur-
bances {ξi}i≥1 consisting of independent random variables having Normal distri-
bution ξi ∼ N(0, 1 + sin2 i).
The nonparametric estimator obtained after N = 6000 iterations are presented
in red. The same estimator obtained after N = 3000 iterations are presented in
green, while the estimated function was plotted in blue. We chose density Cauchy
distributions as the kernel, and coefficient α = .5.
Example 30. In the second example regression function is substantially more
complex. It would require many parameters in order to parametrize . That is if one
wanted to use stochastic approximation one should use its multidimensional version
(converging slower of course). Namely, as a regression function, we took function
h(x) =

.8x ,when x < −2
−.4 +−.8(x+ 2) , when −2 ≤ x < 0
1 , when 0 ≤ x < .5
1− .9x ,when x > .5
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After N = 6000 iterations we get the following estimator of the function h
(plotted in blue). The process was disturbed by the noise as in the previous example.
The value of the parameter α and the kernel were also identical as before.
Example 31. In the above-mentioned example, one can notice the superiority
of the kernel method over parametric methods. These are not, as it turns out very
sensitive on the assumptions of independence of disturbances appearing in the pro-
cesses equation. In the next example, we will consider the process that was analyzed
in example 29 with the proviso that we will assume this time, that disturbing noises
are slightly correlated.
Example 32. Namely, we will assume, that the noise {ξn} is generated by the
moving average process of order 3, i.e. ξn = ζn+.3ζn−1−.2ξn−2, where the sequence
{ζn} is a sequence of independent random variables having Gaussian distribution
N(0, 1). The one obtained after N = 6000 iterations is the following result:
For the sake for clarity the estimated function was again plotted in blue.
Remark 51. Examples considered in the previous and this section clearly show
that parametric methods are substantially quicker. Practically after 200 -300 iter-
ations we got already reasonable approximations of estimated parameters Applying
of nonparametric methods of estimation requires 1000 or more iterations, to make
the estimator visibly approximating estimated function. It is not very surprising.
One should expect this. The nonparametric estimation has to ”examine the shape
of the estimated function” and ”to find approximated values of parameters”. In the
case of parametric estimation, the first of these problems are already solved.

APPENDIX A
Calculus of probability
1. Probability continuity
Let (Ω,F , P ) be a probability space. Let us consider sequence of events {Ai}i≥1 ⊂
F . We have the following statement:
Proposition 16. i) If the sequence of events {Ai}i≥1 is non-decreasing i.e.
∀i ≥ 1: Ai ⊆ Ai+1, then P (
⋃∞
i=1 Ai) = limi→∞
P (Ai),
ii) If the sequence of events {Ai}i≥1 is non-increasing i.e. ∀i ≥ 1: Ai ⊇ Ai+1, then
P (
⋂∞
i=1 Ai) = limi→∞
P (Ai).
Proof. It is easy to notice, that assertion i) and ii) are equivalent due de
Morgan’s laws. Hence, we will prove assertion i). Let us denote C1 = A1, C2 =
A2 − A1, . . . ., Cn+1 = An+1 − An, . . . Events {Ci}i≥1 are disjoint, and Moreover,
we have:
∞⋃
i=1
Ai =
∞⋃
i=1
Ci.
Hence, by the countable additivity of probability, we get:
P (
∞⋃
i=1
Ai) =
∞∑
i=1
P (Ci).
Moreover, let us notice, that event Ci+1 and Ai are also disjoint and Ai+1 =
Ci+1 ∪ Ai. Hence, P (Ci+1) = P (Ai+1)− P (Ai), i = 1, 2, . . .. Thus,
∑n
i=1 P (Ci) =
P (An). In other words
∑∞
i=1 P (Ci) = limi→∞
P (Ai). 
Remark 52. One can easily show, that the property of probability continuity
is equivalent to the properties of countable additivity. One part of this equivalence
was already shown. It remained to show, that from probability continuity follows
countable additivity. This easy task we leave to the reader.
2. Chebyshev inequality
Let X be a random variable with expectation EX and variance var(X). Cheby-
shev inequality states:
(2.1) ∀ε > 0 : P (|X − EX | ≥ ε) ≤ var(X)
ε2
.
This inequality appears often in the following equivalent form:
(2.2) ∀k > 0 : P
(
|X − EX | < k
√
var(X)
)
> 1− 1
k2
.
The proof is based on the so-called inequality Markov
(2.3) ∀ǫ > 0 : P (Y ≥ ǫ) ≤ EY
ǫ
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that is true for nonnegative, integrable random variables. Now we set Y = E (X − EX)2,
ǫ = ε2 in. Markov’s inequality one obtains by taking the expectation of both sides
of the inequality:
I(Y ≥ ǫ) ≤ Y
ǫ
,
true for all values Y ≥ 0 (make a plot!).
3. Borel-Cantelli Lemma
Let {Ai}i≥1 will be a family of events. Let us denote
lim inf
i→∞
Ai =
∞⋂
i=1
∞⋃
j=i
Aj .
Sometimes the event lim sup
n→∞
An will be denoted {An : i.o.} coming from ”infin-
itely often”. Complementary event to {An : i.o.} is an event
⋃∞
i=1
⋂∞
j=iA
c
j . Events
of such form are called lower union of events {Aci}. Sometimes it is denoted as
lim inf
n→∞
Acn, or {Acn : f.o.} coming from the words ”finitely often”.
Lemma 24 (Borel-Cantelli). i) If
∑∞
i=1 P (Ai) <∞ then,
P (lim inf
i→∞
Ai) = 0.
ii) If events {Ai}i≥1 are independent and
∑∞
i=1 P (Ai) =∞,
then P (lim inf
i→∞
Ai) = 1.
iii) If P (lim inf
i−→∞
Ai) = 1 and event Ai are independent,
then
∑∞
i=1 P (Ai) <∞.
Proof. i). Let us denote Ci =
⋃∞
j=iAj . We have Ci+1 ⊆ Ci. Hence,
P (lim supAi) = P (
⋂∞
i=1 Ci) = limi→∞
P (Ci). Moreover, P (Ci) ≤
∑∞
j=i P (Aj) → 0,
as i → ∞, since ∑∞i=1 P (Ai) < ∞. ii) We have lim infi→∞ Ai = ⋃∞i=1⋂∞j=iAcj .
Let us denote Di =
⋂∞
j=iA
c
j . From the property of probability continuity we
have: P ( lim sup
i→∞
Ai) = lim
i→∞
P (Di), since Di ⊆ Di+1. Moreover, since the events
{Ai} are independent, we have P (Di) =
∏∞
j=i P (A
c
j) =
∏∞
j=i(1 − P (Aj)) ≤
exp(−∑∞j=i P (Aj)) = 0. iii) Basing on considerations from point ii) P (lim infn−→∞Ai)
= 1 implies, that lim
i→∞
P (Di) = 1. But then we have: P (Di) =
∏∞
j=i(1−P (Aj)). If∑∞
i=1 P (Ai) = ∞, then as it follows from point ii) we would have limi→∞P (Di) = 0,
hence we must have
∑
i≥1 P (Ai) <∞. 
Remark 53. Let us notice that the event {Ai : f.o.} is equivalent to the event{∑
i≥1 I(Ai) <∞
}
. Similarly the event {Ai : i.o.} is equivalent to the event{∑
i≥1 I(Ai) =∞
}
.
4. Types of convergence of sequences of the random variables
Let (Ω,F , P ) be a probability space. Let the sequence {Xn}n≥0 of the random
variables be defined on it. We say that this sequence :
(1) -Converges with probability 1 to a random variable X , when
P{ω :Xn(ω) −→
n→∞
X(ω)} = 1. (We write, then Xn −→
n→∞
X with probabil-
ity 1 or a.(lmost) s.(urely ).
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(2) -Converges in probability to a random variable X , when ∀ǫ > 0 : P{ω :
|Xn(ω) − X(ω)| > ǫ} −→ 0 as n → ∞. (We write, then Xn −→
n→∞
X in
probability or mod P).
(3) -Converges in r -th mean to X (also with r-th mean, or simply in Lr)
(r > 0), if E|Xn − X |r → 0 for n → ∞. (We write, then Xn (r)→ X or
Xn
Lr→ X , as n→∞).
Remark: In of the case r = 2 we talk about mean-squares convergence!
(4) -Converges weakly to X ( according to cumulative distribution function
or in distribution), when the sequence Fn (of cdf’s of Xn ) converges to
FX (cumulative distribution function of X) at every continuity point of
the cumulative distribution function F . (We write, then Xn
∗→ X , where
in place of (*) we can put (w) or (D).
Remark 54. Let us denote by Ak the following event:
∞⋂
m=1
∞⋃
n=m
{ω :|Xn(ω)−X(ω)| >1
k
}.
Using the definition of the limit we see, that convergence with probability 1 of the
sequence {Xn} to X is equivalent to the fact that event
⋃∞
k=1 Ak has zero probability.
Since we have
∞⋃
k=1
Ak ⊃ Ak, k = 1, 2, . . .
then
P (
∞⋃
k=1
Ak) = 0 =⇒ P (Ak) = 0, k = 1, 2, . . . .
Let us notice now, that denoting Bm =
⋃∞
n=m{ω : |Xn(ω)−X(ω)| > 1k} we have
Bm+1 ⊂ Bm, m = 1, 2, . . . and Ak =
⋂∞
m=1Bm. Hence, once again from conti-
nuity of probability we get: lim
m→∞P (Bm) = 0. It remains to note, keeping in mind
definition of events Bm, that
Bm ⊃ {ω : |Xm(ω)−X (ω)| > 1
k
}.
Hence summarizing, if the sequence {Xn}n≥1 converges with probability 1 do X,
then
∀k ∈ N P (|Xm −X | > 1
k
) −→
m→∞
0,
that is a convergence with probability follows the convergence with probability 1.
Remark 55. The following example shows, that from the convergence in prob-
ability of a sequence one cannot deduce its convergence with probability 1. Let us
consider the following probability space : ([0, 1],B([0, 1]), |.|) and let us define on it,
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the following sequence of the random variables:
X0(ω) = 1;
X1(ω) =
{
1 for ω ∈ [0, 1/2)
0 for ω ∈ [1/2, 1] ;
X2(ω) =
{
0 for ω ∈ [0, 1/2)
1 for ω ∈ [1/2, 1] ;
X3(ω) =
{
1 for ω ∈ [0, 1/3)
0 for ω ∈ [1/3, 1] ;
X4(ω) =
{
1 for ω ∈ [1/3, 2/3)
0 for ω ∈ [0, 1/3) ∪ [2/3, 1] ;
X5(ω) =
{
1 for ω ∈ [2/3, 1]
0 for ω ∈ [0, 2/3) ;
X6(ω) =
{
1 for ω ∈ [0, 1/4)
0 for ω ∈ [1/4, 1] ;
X7(ω) =
{
1 for ω ∈ [1/4, 2/4)
0 for ω ∈ [0, 1/4) ∪ [2/4, 1] ; and so on
This sequence converges to zero in probability, since for 1 > ε > 0 we have:
P (|Xn| > ε) = P (Xn = 1), and {P (Xn = 1)} = {1, 12 , 12 , 13 , 13 , 13 , 14 . 14 , 14 , 14 , 15 , . . .}.
This sequence is however divergent at almost every point, since for fixed ω 6= 0, 1
the sequence {Xn(ω)}∞n=1 will contain infinitely many 1. On can notice it from e.g.
the figure below, where, for the clarity, values of functions X were multiplied by
decreasing coefficients.
Remark 56. Analyzing the above mentioned example, one can notice, that from
the sequence {X}n (convergent in probability), one was able to select a subsequence
convergent almost surely. Such sequence is e.g. the sequence {X0, X1, X3, X6, . . .}.
This observation can be generalized and we have the following theorem.
Theorem 40 (Riesz). Every convergent in probability sequence of the random
variables contains a subsequence convergent almost surely. Conversely, if any se-
quence of the random variables has the following property: each of its subsequences
contains a convergent almost surely subsequence, the sequence is convergent in prob-
ability!
Proof of this theorem one can find in e.g. [ Loj73].
Relationships between different types of convergence of sequences random vari-
ables:
convergence
almost surely
convergence
with r-th mean
⇒ convergence
in probability
⇒ convergence
in distribution
Moreover, if th sequence converges in Lr and r ≥ s, then also converges in Ls.
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Counterexamples:
(1) Let X have Cauchy distribution and Xn = X/n, n ≥ 1. Then of course
Xn → 0, n→∞ a.s. but E |Xn|r =∞ for n, r ≥ 1.
(2) Sequence considered in remark 55 converges with any mean to zero, but
of course, does not converge with probability 1.
Remark 57. The fact, that convergence with r−th mean implies convergence
in probability follows directly from Chebyshev inequality:
P (|Xn −X | > ǫ) ≤ E |Xn −X |r /ǫr.
Remark 58. The fact, that convergence in probability implies weak conver-
gence is given without the proof. Convergence in probability to a constant imply
convergence in probability to a constant.
To give other examples of the sequences that are convergent with probability
1, we will use Borel-Cantelli Lemma (see Appendix 3).
Using this lemma, we will give an example of convergent and divergent with
probability 1 sequence of the random variables.
Example 33. Let {Xn}n≥1 be the following sequence random variables:
Xn =
{
1 with probability 1/n2
0 with probability 1− 1/n2 .
Let us notice that we do not specify on which probability space this sequence is
defined and whether or not its elements are independent. From the Borel-Cantelli
Lemma, it follows that since:
∑
n≥1 P (Xn 6= 0) < ∞, hence with probability 1
the event {Xn 6= 0}n≥1 will happen only a finite number of times. In other words,
starting from some N (may be random), for all n ≥ N we will have, Xn = 0, that
is, a sequence {Xn}n≥1 will converge with probability 1 to zero.
Example 34. Let us consider now a sequence of independent random variables
{Xn}n≥1 having the following distributions:
Xn =
{
1 withprobability1/n
0 withprobability1− 1/n .
Now we have
∑
n≥1 P (Xn = 1) =∞, and Moreover, events {Xn = 1} are indepen-
dent, hence according to Borel-Cantelli Lemma with probability 1 these events will
happen infinite number of times. In other words, for almost every ω the sequence
{Xn(ω)} will have an infinite number of 1′s, that is the sequence cannot converge
to zero.
5. Conditional expectation
5.1. Definition and basic examples. Let (Ω,F , P ) be a probability space,
X- random variable defined on it and A ⊂ F some σ-field of subsets of Ω. If
σ(X)1 ⊂ A, then we say that the random variable X is A-measurable. Let us
assume that E |X | <∞ .
Remark 59. If A = σ(Y) for some random vector Y, then random variable X
is A-measurable if and only if, there exists Borel function g such, that X = g(Y)
a.s.
1σ(X) - a σ− field generated by the random variable X. i.e. σ(X) = σ
(
X−1(B) : B ∈ B1
)
,
B1 denotes here Borel σ−field of subsets on R
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Definition 9. Conditional expectation of a random variable X with respect
to σ-field A we call such A-measurable random variable (denoted E(X |A)), that
satisfies the following condition:
(5.1) E(Y E(X |A)) = E(Y X)
for every A-measurable random variable Y such, that E|XY | <∞.
Remark 60. If σ- field A = σ(Y ), for some random vector Y, then we write
E(X |Y) instead E(X |σ(Y)). (From the remark 59 it follows that there exists then
a Borel function h such that E(X |Y) = h(Y) a.s.) .
Example 35. Let A = {∅,Ω}. Then every random variable measurable with
respect to A is almost surely equal to a constant. E(X |A) is thus also equal to a
constant. Which one? From the condition (5.1) it follows immediately, that this
constant (let us call it e ) has to satisfy the condition :
∀y ∈ R : Eye = EyX.
Thus, we immediately deduce, that E(X |A) = EX a.s.
Example 36. Let (X,Y ) have joint density f(x, y). let us find E(X |Y ). We
have here A = σ(Y ), hence every random variable A−measurable is of the form
g(Y ) for some Borel functions g. E(X |Y ) is also of this form e.g. for the func-
tion h. One has to find this function. From the condition defining conditional
expectation we have for every Borel function g:∫∫
R2
xg(y)f(x, y)dxdy =
∫
R
g(y)h(y)fY (y)dy.
Hence
h(y) =
∫
R
x
f(x, y)
fY (y)
dx.
Interpretation: Let us consider the above mentioned formula and let us reshape its
right hand side slightly in the following way:
(5.2)
∫
R
x
f(x, y)
fY (y)
dx =
∫
R
xf(x, y)dxdy∫
R
f(x, y)dxdy
.
Next on the plane (x, y) let us consider a horizontal strip of width dy containing
line y = y0:
. The denominator of the
expression (5.2) is equal to ”sum of moments of mass f(x,y0)dxdy with respect to
the axis oy (multiplied by x)” that is equal to the moment (mechanical) of the strip
with respect to axis oy. The denominator is equal to the ’mass’ of this strip (sum
of masses f(x,y)dxdy along the line ox). The value of the conditional expectation at
point y0 that is h(y0) is thus equal to ”center of the mass of the strip with width
dy containing straight line y = y0”.
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Conditional expectation is just the curve joining ’centers of the masses’ of
parallel horizontal strips and the conditional variance is a curve joining moments
of inertia of such strips!!!
Remark 61. The values of the functions h(.) at point y are traditionally de-
noted E(X |Y = y). Analogously, we show, that:
E(w(X)|Y = y) =
∫
R
w(x)
f(x, y)
fY (y)
dx.
5.2. Properties.
(1) If E|X | <∞ then for any σ-field A E(X |A) exists and is defined uniquely
in the following sense: if Z1 and Z2 are two A- measurable random vari-
ables satisfying condition (5.1), then P (Z1 = Z2) = 1 or other in words
Z1 = Z2 a.s. .
Remark 62. Because of expressed in the above mentioned property
properties of the ambiguity of the A- measurable random variables satisfy-
ing condition (5.1) they are called versions of the conditional expectation
E(X |A).
(2) For every α, β∈ R and random variables X , Y such that E|X | < ∞,
E|Y | <∞ the following equality is satisfied:
E(αX + βY |A) = αE(X |A) + βE(Y |A).
Proof. For any A−measurable random variable T we have:
ET (αX + βY ) = ETE(αX + βY |A)).
Let us denote Z1 = E(αX + βY |A). On the other hand by linearity of
expectation we have:
ET (αX + βY ) = αEXT + βEY T.
Using(5.1) we get:
αEXT + βEY T = αETE(X |A) + βETE(Y |A) =
= ET (αE(X |A) + βE(Y |A)).
Random variable Z2 = αE(X |A) + βE(Y |A) is of course A-measurable
(as the sum of the random variables is a random variable). Hence, we
have
ET (αX + βY ) = ETZ1
and
ET (αX + βY ) = ETZ2
for any random variable A measurable T . Hence, by 1 it follows that Z1
= Z2 a.s. . 
(3) If X ≥ 0 a.s. and E|X | <∞, then E(X |A) ≥ 0 a.s.
for every σ-field A ⊂ F .
(4) E(E(X |A)) = EX a.s.
5. If E|X | < ∞ and A and B are two σ−fields such that A ⊂ B ⊂ F , then
E(E(X |B)|A) = E(X |A).
In particular, ifY1 andY2 are some random vectors, then E(E(X |(Y1,Y2))|Y1) =
E(X |Y1) a.s.
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6. If E|X | < ∞ and X is A−measurable random variable, then
E(X |A) = X a.s.
7. If E|X | < ∞ and Y is A−measurable random variable, then
E(Y X |A) = Y E(X |A) a.s.
8. If E|X | < ∞ and X is a random variable independent on (i.e. event {ω :
X(ω) < x} and A are independent for every x ∈ R and A ∈ A) and E|X |
< ∞, then
E(X |A) = EX a.s.
9. If E|X |2 < ∞, then
(5.3) min
Y
E(X − Y )2 = E(X − E(X |A))2,
where the minimum is taken with respect to all A -measurable random
variables.
Remark 63. This is the most important (from the point of view of the appli-
cation) property of the conditional expectation. Its importance will be better seen
if we, considered a particular case, namely if we assume, that A =σ(Z) for some
random vector. Then, as we remember all A- measurable random variables are of
the form g(Z). The property 5.3 will now take the following form:
(5.4) min
g−Borel function
E(X − g(Z))2 = E(X − E(X |Z))2.
In other words, conditional expectation is the best (in the mean-squares sense) ap-
proximation of the random variable X with the help of Borel functions of the vector
Z.
10. If E|X | < ∞, then for every A− measurable random variable Y and such
that, E|XY | <∞, random variables Y and X−E(X |A) are uncorrelated.
Proof. We have EY (X − E(X |A)) = E (Y E (X − E(X |A)|A)) = 0.
Remark 64. Conditional expectation (e.g. E(X |Y = y)) is a.s. equal to a
Borel functions minimizing expression: minE(X − h(Y ))2 = E(X − E(X |Y ))2.
Hereof its name (sometimes met) nonlinear regression!.
6. Uniform integrability
Definition 10. Class C of the random variables is called uniformly integrable,
if for every ε > 0 exists a constant K such, that ∀X ∈ C : E(|X | I(|X | > K)) < ε.
We have two important examples of such classes of the random variables.
Example 37. Let the family of the random variables C be defined by conditions:
∃p > 1;A ∈ (0,∞)∀X ∈ C : E|X |p < A, then C is uniformly integrable. It follows
then from by the following argument: for v ≥ K > 0 we have v ≤ K1−pvp. Hence,
for ∀X ∈ C we have
E (|X |I (|X | > K)) ≤ K1−pE (|X |pI (|X | > K)) ≤ K1−pA.
Example 38. Let the family of the random variables C be defined by the con-
ditions: ∃Y ≥ 0, E (Y ) <∞ :|X | ≤ Y , then C is uniformly integrable.
Because we have for K > 0 and X ∈ C
E (|X |I (|X | > K)) ≤ E(Y I (Y > K) .
We have also EY = E(Y I (Y > K) + E(Y I (Y ≤ K)). But Y I (Y ≤ K) is not
decreasing as a function of K and lim
K−>∞
Y I (Y ≤ K) = Y , Hence, by the so-called
Lesbesgue Theorem, we see, that E(Y I (Y > K)− > 0 when K− > ∞. In other
words, one can find K so that E (|X |I (|X | > K)) was sufficiently small.
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Another important example of the uniformly integrable family of the random
variables is supplied by the following statement:
Proposition 17. Let X will be integrable random variable defined on (Ω,F , P ).
Then the class of the random variables
{Y : ∃G ⊆ F , G is σ − field, such that Y is a version ofE(X |G)}
is jest uniformly integrable.
Proof. Let us take ε > 0 and select δ > 0 such that ∀F ∈ F :
P (F ) < δ implies, that E(|X | I(F )) < ε.
The fact that it can be done follows basic properties of Lebesgue integrals (see, e.g.
[ Loj73]). Let us select K so that E |X | /K < δ. Let Y be version of E(X |G) for
some σ−field G. By the Jensen’s inequality we have
(6.1) |Y | ≤ E(|X | |G), a.s. .
Hence E |Y | ≤ E |X |. Moreover, we have:
KP (|Y | > K) ≤ E |Y | ≤ E |X | ,
that
P (|Y | > K) ≤ δ.
We have {|Y | > K} ∈ G, hence by the property (6.1) we have:
|Y | I(|Y | > K) ≤ E (|X | I (|Y | > K) |G) ,
thus:
E(|Y | I(|Y | > K)) ≤ E(|X | I(|Y | > K)) < ε.

We have two very important theorems connected with the notion of uniform
integrability. The first one is a version known Lebesgue Theorem on bounded
passage to the limit under the integrals.
Theorem 41. Let {Xn}n≥1 be a sequence random variables and X a random
variable such that Xn → X in probability, as n → ∞. Moreover, let us suppose,
that
∀n ≥ 1 : |Xn| < K
for some positive constant K. Then
E |Xn −X | → 0, n→∞.
Proof. We have for k ∈ N,
∀n ≥ 1 : P (|X | > K + 1/k) ≤ P (|Xn −X | > 1/k),
hence P (|X | > K + 1/k) = 0.Thus,
P (|X | > K) = P
( ∞⋃
k=1
{|X | > K + 1/k}
)
= 0.
Let us select ε > 0 and n0 so that:
P (|Xn −X | > ε/3) < ε
3K
for n ≥ n0.
For n ≥ n0 we have:
E |Xn −X | = E (|Xn −X | I(|Xn −X | > ε/3)) + E (|Xn −X | I(|Xn −X | ≤ ε/3))
≤ 2KP (|Xn −X | > ε/3) + ε/3 ≤ ε,
since of course by the inequality |X | ≤ K we have |Xn −X | ≤ 2K. 
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Theorem 42 (on convergence in L1). Let {Xn}n≥1, X ∈ L1. Then E |Xn −X | →
0, as n→∞ (that is Xn → X in L1) if and only if,when i) Xn → X in probability,
ii) the family {Xn}n≥1 is uniformly integrable.
Proof. ⇐ Let us assume that the conditions i) and ii) are satisfied. Let us
fix K > 0 and let us introduce function:
ϕK(x) =

K gdy x > K
x gdy |x| ≤ K
−K gdy x < −K
.
Let us select ε > 0. From the properties of uniform integrability we can select K
so that
(6.2) E |ϕk(Xn)−Xn| < ε/3 and E |ϕK(X)−X | < ε/3,
since of course |ϕk(Xn)−Xn| = |Xn| I(|Xn| > K). Moreover, from inequality
|ϕK(x) − ϕK(y)| ≤ |x− y| it follows that ϕK(Xn) → ϕK(X) in probability. On
the base of Theorem 41 we can select n0 so that for n ≥ n0,
E |ϕK(Xn)− ϕK(X)| < ε/3.
Inequalities (6.2), the last inequality and triangle inequality give:
E |Xn −X | < ε.
⇒ Let Xn → X , as n → ∞ in L1. Let us select ε > 0 and n0 so that for
n ≥ n0 :
E |Xn −X | < ε/2.
The properties of Lebesgue integrals imply that one can select δ > 0, so that if only
P (F ) < δ, then
E |XI(F )| < ε/2, E |XiI(F )| < ε, i = 1, . . . , n0.
Since, the sequence {Xn}n≥1 is bounded in L1, we can select K so that
sup
n
E |Xn| < δK.
Then for n ≥ n0 we have P (|Xn| > K) < δ and
E(|Xn| I(|Xn| > K)) ≤
≤ E(|X | I(|Xn| > K)) + E(|Xn −X | I(|Xn| > K)) ≤ ε.
For i = 1, . . . n0 we have P (|Xi| > K) < δ and E(|XiI(|Xi| > K)|) < ε. Hence,
{Xn}n≥1 is uniformly integrable family. Moreover, we have
ǫP (|Xn −X | > ǫ) ≤ E |Xn −X | → 0, when n→∞.
Since the number ǫ was selected to be positive, we deduce that Xn → X in proba-
bility. 
Proof of Proposition 5. Condition sup
n
E |Xn|α <∞ implies, that the fam-
ily {Xn} is uniformly integrable (compare example 37), which together with the
assumed convergence in probability on the basis of the above mentioned theorems
gives assertion. 
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7. Discrete time martingales
7.1. Basic definitions and properties.
Proof. Let (Ω,F , P ) be probability space. Let us assume we are given also
an increasing sequence of σ−fields {Gi}i≥1, that is such that Gi ⊂ Gi+1 ⊂ F . Such
sequence of σ−fields is called filtration. 
Definition 11. Sequence of integrable random variables {Xi}≥1 is called mar-
tingale with respect to filtration {Gi}i≥1, if
∀i ≥ 1 : Xi is Gi measurable and E(Xi+1|Gi) = Xi a.s.
The sequence of the random variables {Yi}i≥1 is called sequence of martingale dif-
ferences3owa@ro´z˙nica martynga lowa with respect to {Gi}i≥1 if
∀i ≥ 1 : Yi is Gi measurable and E(Yi+1|Gi) = 0.
Remark 65. Let us notice that if a sequence {Xi}i≥1 is martingale, then the
sequence
{Xi+1 −Xi}i≥1 is a sequence of martingale differences. Similarly, if a sequence
{Yi}i≥1 is a sequence of martingale differences, then the sequence
{∑i
j=1 Yj
}
i≥1
is
a martingale.
Remark 66. If {Xn}n≥1 are martingale differences, then for i 6= j
cov(Xi, Xj) = 0.
Example 39. Let sequence {ξi}i≥1 consist of independent random variables
and let us assume, that Eξ1 = 0. Let Gi = σ(ξ1, . . . , ξi). Then, {ξi}i≥1 is a
sequence of martingale differences (of course with respect to filtration {Gi}i≥1).
Example 40. Let {Gi}i≥1 will be increasing sequence of σ−fields, X integrable
random variable. Then sequence Yi = E(X |Gi) is a martingale.
Definition 12. The sequence{Xi}i≥1 is called super(sub)martingale with re-
spect to {Gi}i≥1, if
E(Xi+1|Gi) ≤ (≥)Xi a.s.
Remark 67. If {Xi}i≥1 is supermartingale, to {−Xi} is submartingale.
Example 41. Let {Xi}i≥1 will be a martingale, such that ∀i ≥ 1 : E |Xi|α <∞,
for some α ≥ 1. Then Yi = |Xi|α is submartingale, since from Jensen’s inequality
we have E (|Xi|α |Gi−1) ≥ |E (Xi|Gi−1)|α = |Xi−1|α a.s.. Of course, every martin-
gale is simultaneously super and submartingale.
For submartingales we have the following very important theorem.
Theorem 43 (Doob). Every nonnegative supermartingale {Xi}i≥0 converges
(as i →∞) with probability 1 do finite, nonnegative random variable.
Proof of this theorem is based on the following inequalities of combinatorial
nature. Let us consider the finite number sequence X = {x1, . . . , xN}. Let a < b
be two fixed reals. The greatest number k ≤ N , such that it is possible to find a
sequence of indices
1 ≤ s1 < t1 < s2 < t2 < sk < tk ≤ N
such that
xsi < a, and xti > b, 1 ≤ i ≤ k
is called a number of upcrossings from below of the segment [a, b] by the sequence
X .
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Lemma 25 (upcrossing lemma). Let X = {x1, . . . , xN} be any number sequence
Let b > a be two reals, and H
(N)
a,b let denote the number of upcrossings from below
of the segment [a; b] by the sequence X . Then:
(7.1) (b − a)H(N)a,b ≤ (a− xN )+ +
N∑
i=1
I(i)(xi+1 − xi)
wherein I(i) takes only two values 0 and 1, and Moreover, the value I(i) is defined
only by values x1, . . . , xi.
Proof. Let us denote by τ1 the first moment, when X assumes a value less
than a, by τ2 the first after τ1 moment, when X assumes a value greater than b,
by τ3 the first after τ2 moment, when X assumes a value smaller than a and so
on. Let us notice that on the segment (τ2H , N) the sequence X will not upcross
the segment [a, b] from below (since it would have to reach a value below a before).
Besides, we have:
(b− a)H(N)a,b ≤
H∑
i=1
(xτ2i − xτ2i−1).
The situation is illustrated below:
Quantity I(t) is defined so that it changes its value from 0 to 1 or conversely only at
points τi i = 1, . . . , H . We define I(τ1) = 1. Hence, for example I(1) = 0, if τ1 > 1
and I(1) = 1, when τ1 = 1. These values are exposed on the figure above. To define
value I(N) let us consider two situations (also exposed on the figure above):
1) if on the segment (τ2H , N) sequence X not once will not assume values less
than a, then I(N) = 0,
2) if there exists after τ2H moment τ2H+1, at which X will assume value less
than a, to I(N) = 1.
Inequality 7.1 is true, if H
(N)
a,b = 0. Suppose, that H
(N)
a,b ≥ 1. Of course,
values of functions I(t) at a fixed time instant t is fully defined by values x1, . . . , xt,
wherein true is equality:
N−1∑
t=1
I(t)(xt+1 − xt) =
{ ∑H
i=1(xτ2i − xτ2i−1) in case 1∑H
i=1(xτ2i − xτ2i−1) + xN − xτ2H+1 in case 2
.
Hence we always have:
N−1∑
t=1
I(t)(xt+1 − xt) ≥
{
(b− a)H(N)a,b in case 1
(b− a)H(N)a,b − xτ2H+1 + xN in case 2
Since we always have xτ2H+1 < a, we get inequality (7.1). 
From of this lemma, it follows immediately the following corollary.
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Corollary 9. Let X = {Xi}Ni=1 will be finite supermartingale with respect
to filtration {Gi}Ni=1. Let further H(N)a,b be a random variable, denoting number of
upcrossing from below of the segment [a, b] by the supermartingale X during the
time interval [0;T ]. Then:
EH
(N)
a,b ≤
E(a−XN )+
(b− a) .
Proof. Let us notice that for the supermartingale X we have: E(I(t)(Xt+1−
Xt)|Gt) = I(t)(E(Xt+1|Gt) − Xt) ≤ 0 a.s., since I(t) is Gt−measurable random
variable. Hence,
(b− a)EH(N)a,b ≤ E(a−XN)+.

Proof of Theorem 43. Let us denote by A1 an event that lim inft→∞Xt =
∞, and by A2 an event that lim inft−→∞Xt < lim supt−→∞Xt. It is clear, that
A1 ∪A2 is the event that the supermartingale will not have a finite limit. But from
the condition limt−→∞ EXt < ∞ and Fatou’s Lemma (Lemma 1, p. 10) it follows
that P (A1) = 0. Let us denote by Q the of all rationals. The event A2 one can
present in the following form:
A2 =
⋃
p<q;p,q∈Q
{ω : lim inf
t→∞
Xt(ω) < p < q < lim inf
t→∞
Xt(ω)}.
Hence it is easy to deduce, that
A2 ⊆
⋃
p<q;p,q∈Q
{ω : H∞p,q(ω) =∞}.
Of course H∞p,q = limN−→∞H
(N)
p,q . From corollary 9 and from the fact, that
{Xn}n≥1 is a nonnegative sequence it follows that
EHNp,q ≤
p
q − p ,
since E(a−XN )+ ≤ p. Hence, on the basis of Fatou’s Lemma we have
EH∞p,q ≤
p
q − p ,
thus immediately, it follows that P (H∞p,q = ∞) = 0. and further, that P (A2) =
0. 
Remark 68. Let us notice that not necessarily lim
i→∞
EXi = E lim
i→∞
Xi.
7.2. Theorem about convergence.
Theorem 44. Let {Xi}i≥1 be supermartingale with respect to filtration {Gi}i≥1 ,such
that quantity EX−i = Emax(−Xi, 0) is bounded. Then with probability 1 it has (as
i → ∞) finite limit. If additionally for α > 1 lim
i→∞
E |Xi|α < ∞, to we also have
E lim
i→∞
Xi = lim
i→∞
EXi and lim
i→∞
E |Xi −X | = 0.
Proof. From condition sup
i
EX−i <∞ it follows on the basis of Fatou’s Lemma
(Lemma 1, p. 10), that Elim inf
i−→∞
X−i < ∞. Now we argue as in the proof Doob’s
Theorem 43 considering additionally an event lim inf
n−→∞
Xn = −∞, whose probability
is equal to zero, since Elim inf
i−→∞
X−i <∞. It remains to show, that if limi→∞E |Xi|
α
<
∞ for some α > 1, then E lim
i→∞
Xi = lim
i→∞
EXi. Having proven convergence of the
sequence {Xn}n≥1 to a finite limit it is enough now to recall Proposition 5. 
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Remark 69. Condition of finiteness of EX−i one can substitute by the condi-
tion of finiteness of E |Xi|α for some α ≥ 1.
Remark 70. Since, if the sequence {Xn}n≥1 is a supermartingale with respect
to some filtration, then the sequence {−Xn}n≥1 is a submartingale, hence from the
previous theorems it follows that if sup
n
EX+n <∞, then submartingale {Xn}n≥1 is
convergent with probability 1.
Submartingales have yet another, interesting property namely they satisfy the
so-called maximal inequality. This inequality we will use in the proof of the law of
iterated logarithm in the Appendix 9.
7.3. Maximal inequality.
Theorem 45 (Maximal inequality). Let {Xn}n≥0 be nonnegative submartin-
gale with respect to filtration {Gi}i≥0. Then for any c > 0 :
(7.2) cP (sup
k≤n
Xk ≥ c) ≤ EXn.
Proof. Let us denote F =
{
sup
k≤n
Xk ≥ c
}
, F0 = {X0 ≥ c}, F1 = {X0 < c,X1 ≥ c}
, . . . , Fn =
⋂n−1
j=0 {Xj < c}∩{Xn ≥ c}. Of course, we have F =
⋃n
i=0 Fi .The events
{Fi} are disjoint and Fi ∈ Gi for every i = 0, 1, . . . , n. Moreover, we have:
(7.3) E(XnI(Fk)) = E (E (Xn|Gk) I(Fk)) ≥ E(XkI(Fk)) ≥ cEI(Fk) = cP (Fk),
since on the event Fk we have Xk ≥ c. By I(Fk) we denoted here random variable,
that is equal to 1, when the event Fk is satisfied and 0 in the opposite case.
Inequalities (7.3) we add side by side and we use the fact, that I(F ) =
∑n
i=0 I(Fi).
We use the fact, that Xn is a nonnegative random variable, hence, that EXn ≥
EXnI(F ). 
At the end let us consider the sequence {Xn}n≤−1 having the following proper-
ties: for some filtration {Gn}n≤−1 we have: Xn is a Gn-measurable random variable
and E(Xn+1|Gn) = Xn for n = . . . − 3,−2,−1. Such sequence is called some-
times reversed martingale. Let us notice that if we consider this sequence for
n = −N, . . . ,−1 for some N > 1, then the ”upcrossing lemma”, i.e. Lemma 25 is
true and we have
EH
(N)
a,b ≤
E(a−X−1)+
(b− a) ,
for the number of upcrossings from below of the segment [a, b] by the sequence
X−N , . . . , X−1. Hence, it is easy to show (as in the proof Doob’s Theorem ), that
P (lim inf
n−→∞
X−n < lim sup
n→∞
X−n) = 0. Hence, we impose conditions that P ( lim
n→∞
X−n =
−∞∪ lim
n→∞
Xn = ∞) = 0, then we are able to state, that the sequence {Xn}n≤−1
converges as n→ −∞ to a finite limit. Hence, we have;
Theorem 46. Let {Xn}n≤−1 will be a reversed martingale. If sup
n
E |X−n| <
∞, then lim
n→∞
X−n exists and is finite with probability 1..
True is also the following fact.
Theorem 47. Let be given two filtrations {Gn}n≥1 and {Hn}n≤−1. Let further
Z will be integrable random variable. Then the families of the random variables
{E(Z|Gn)}n≥1 and {E(Z|Hn)}n≤−1
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are respectively martingale and reversed martingale with respect to respective filtra-
tions. Moreover, we have:
lim
n→∞
E(Z|Gn) = E(Z|G∞) a.s. and in L1,
lim
n→−∞
E(Z|Hn) = E(Z|H−∞) a.s. and in L1.
Proof. To check that these sequences are indeed martingales are trivial. These
sequences form a uniformly integrable family (see Appendix 6). Hence, they are
convergent almost surely and in L1. 
8. Stopping times
Let {Gi}i≥1 be a filtration.
Definition 13. Nonnegative integer valued random variable T is called stop-
ping time with respect to filtration {Gi}i≥1, if:
(8.1) ∀i ∈ N : {T ≤ i} ∈ Gi.
Remark 71. Let us notice that {T = i} ∈ Gi and {T ≥ i} = {T ≤ i− 1}c ∈
Gi−1. Hence, of course {T < i} ∈ Gi−1.
Let {Xn}n≥1 be martingale (or submartingale), a random variable T a stopping
time with respect to filtration {Gi}i≥1. Let us denote:
∀n ∈ N : X(T )n = Xmin(T,n) =
{
Xn gdy T ≥ n
XT gdy T < n
.
Proposition 18. i) If {Xn}n≥1 is a martingale, then also {X(T )n }n≥1 is a
martingale. Moreover, ∀n ∈ N : EX(T )n = EX1.
ii) If {Xn}n≥1 is a submartingale, then also {X(T )n }n≥1 is a submartingale.
Proof. We will prove only assertion i). Proof of ii) is almost identical. Firstly,
let us notice that X
(T )
n is a Gn− measurable random variable. It follows from the
fact, that we have X
(T )
n = XnI(T ≥ n) +XT I(T < n). Moreover, denoting X0 =
0 we have: ∣∣∣X(T )n ∣∣∣ =
∣∣∣∣∣
n∑
i=1
(Xi −Xi−1)I(T ≥ i)
∣∣∣∣∣ ≤
n∑
i=1
|Xi −Xi−1| .
Hence E
∣∣∣X(T )n ∣∣∣ <∞ for every n. Besides we have:
E(X(T )n |Gn−1) = E(XnI(T ≥ n)|Gn−1) + E(XT I(T < n)|Gn−1) =
= I(T > n− 1)Xn−1 +XT I(T ≤ n− 1) = X(T )n−1,
since I(T > n − 1) = I(T ≥ n) ∈ Gn−1, I(T ≤ n − 1) = I(T < n) and random
variable XT I(T < n) is Gn−1 measurable. It remained to show, that ∀n ∈ N :
EX
(T )
n = EX1. We have however EX
(T )
n = EX
(T )
n−1 = . . . = EX1. 
9. Proof of the law of iterated logarithm
Proof of this theorem is very complex and will not present it here in full gen-
erality. We will prove this result under additional assumption, that the respective
random variables have a normal distribution. Since, that value of σ2 is not essential
we will assume, that X1 ∼ N(0, 1). Let us denote
Sn =
n∑
i=1
Xi, h(n) =
√
2n log log n;n ≥ 3.
132 A. CALCULUS OF PROBABILITY
We start from easy relationship for normal random variables stating that:
E exp(ηX1) = exp(
1
2
η2).
Hence for Sn we have:
(9.1) E exp(ηSn) = exp(
1
2
η2n).
Let us now notice, that the function x 7−→ exp(ηx) is convex, hence the sequence
Yn = exp(ηSn) is a positive submartingale i.e. we have:
E(Yn+1|X1, . . . , Xn) ≥ Yn.
For nonnegative submartingales we have the following Doob’s maximal inequality
(see Appendix 7 formula(7.2)). Applying i to the sequence {Yn} and putting γ =
exp(ηc) > 0 and utilizing relationship (9.1) we get
P (sup
k≤n
Sk ≥ c) = P (sup
k≤n
exp(ηSn) ≥ exp(ηc)) ≤ exp(−cη) exp(1
2
η2n).
Let us select now η equal to be c/n. We get then:
P (sup
k≤n
Sk ≥ c) ≤ exp(−1
2
c2/n).
Let us now set n = Kj and cj = Kh(K
j−1) for some K > 1. We have then after
simple algebra using a definition of logarithm:
P ( sup
k≤Kj
Sk ≥ cj) ≤ exp(−1
2
c2j/K
j) =
1
(j − 1)K(logK)K .
Let us notice that
∑
j≥2
1
(j−1)K(logK)K < ∞. Hence, on the basis of the Borel-
Cantelli Lemma (see Lemma 3) the events
{
sup
k≤Kj
Sk ≥ cj
}
happen only a finite
number of times, hence starting from some large j we have for m ∈ [Kj−1,Kj]
Sm ≤ sup
m≤Kj
Sm ≤ cj = Kh(Kj−1) ≤ Kh(m),
since function h is non-decreasing. Hence, lim inf
n→∞
Sn
h(n) ≤ K, which, considering
freedom of K > 1, gives
lim inf
n→∞
Sn
h(n)
≤ 1.
It remained to show, that lim inf
n→∞
Sn
h(n) ≥ 1 since, the limit lim infn→∞
Sn
h(n) = −1 we will
get considering sequence −Sn. Hence, to show lim inf
n→∞
Sn
h(n) ≥ 1 let us consider an
event:
Fn =
{
SNn+1 − SNn > (1− ε)h(Nn+1 −Nn)
}
,
for some ε ∈ (0, 1) and N > 1. To calculate the probability of Fn we have to use
the following lemma about normal random variables:
Lemma 26. Let Y ∼ N(0, 1). Then
P (Y > x) ≤ φ(x)
x
,
P (Y > x) ≥ (x + 1
x
)−1φ(x),
where φ(x) is the density function of distribution N(0, 1).
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Proof. We have for the density φ : φ′(x) = −xφ(x). Hence,
φ(x) =
∫ ∞
x
yφ(y)dy ≥ x
∫ ∞
x
φ(y)dy = xP (Y > x),
that is we have the first assertion. Further, let us notice that
(
φ(y)
y
)′
= −(1 +
1
y2 )φ(y).
Hence:
φ(y)
y
=
∫ ∞
y
(1 +
1
x2
)φ(x)dx ≤ (1 + 1
y2
)
∫ ∞
y
φ(x)dx = (1 +
1
y2
)P (Y > y).
Thus, we have the second assertion.
Returning to the theorem’s proof, we have on the basis of the second assertion
of the just proved lemma :
P (Fn) = 1− φ(a) ≥ 1√
2π
(a+
1
a
)−1 exp(−a
2
2
),
where we denoted: a = (1−ε)√2 log log(Nn+1 −Nn). But (a+a−1) ≥ 2 for a ≥ 0
and.
exp(−a
2
2
) ∼= 1
(n logN)(1−ε)2
.
Hence ∑
n≥1
P (Fn) =∞.
Random variables {Xn}n≥1 are independent and events {Fn}n≥1 are independent.
On the base of the second part of Borel-Cantelli Lemma 3, we deduce that infinitely
many times we will have:
SNn+1 ≥ (1− ε)h(Nn+1 −Nn) + SNn .
Using just proved inequality
lim inf
n→∞
Sn
h(n)
≤ 1
applied to −Sn gives
SNn ≥ −h(Nn)
for sufficiently large n. Hence, we have:
SNn+1 ≥ (1 − ε)h(Nn+1 −Nn)− h(Nn).
Thus, we have:
lim inf
n→∞
Sn
h(n)
≥ lim inf
n→∞
SNn+1
h(Nn+1)
≥ (1− ε)
√
1− 1
N
− 1√
N
since
√
log log(Nn+1−Nn)
log logNn+1
∼= 1 for sufficiently large n. Now taking sufficiently large
N and small ε we see that indeed lim inf
n→∞
Sn
h(n) ≥ 1. 
10. Symmetrization
Definition 14. We say, that random variable Y has symmetric distribution,
when:
∀x ∈ R : P (Y < x) = P (−Y < x).
Let Y be symmetric random variable. Let us take any positive number M
and let us denote Y <M = Y I(|Y | ≤ M) and Y >M = Y I(|Y | > M). Of course,
Y = Y <M + Y >M . We have the following simple fact:
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Proposition 19. Random variables Y and Y >M − Y <M have the same dis-
tribution.
Proof. Let us denote Z = Y >M − Y <M . We have
P (Z < x) =
 P (Y < x) when x ≤ −MP (Y ≤ −M) + P (−x < Y < M) when −M < x ≤M
P (Y < x) when M < x
.
Let us notice now, that P (−x < Y < M) = P (x > −Y > −M) = P (−Y <
x)−P (−Y ≤ −M). However taking into account symmetry of the random variable
Y we have P (−Y ≤ −M) = P (Y ≤ −M) and P (−Y < x) = P (Y < x). Hence,
indeed P (Z < x) = P (Y < x). 
Let X be a random variable. Let X ′ be random variable independent of X and
having the same as X distribution. Let us consider random variable:
Xs = X −X ′.
It is called symmetrization of the random variable X.
Proposition 20. Random variable Xs has symmetric distribution.
Proof. Of course we have for any x P (Xs < x) = P (X −X ′ < x) = P (X ′ −
X < x) = P (−Xs < x). 
11. 0-1 laws
Let {Xn}n≥1 be a sequence of independent random variables. Let us denote
Gn = σ(Xn, Xn+1, . . .), G∞ =
∞⋂
n=1
Gn.
Kolmogorov’s Theorem states.
Theorem 48 ( Kolmogorov’s 0-1 law). Let A ∈ G∞. Then either P (A) = 0 or
P (A) = 1.
Proof. Let I(A)(ω) =
{
1 gdy ω ∈ A
0 gdy ω /∈ A . Notice that the sequence of the
random variables Zn = E(I(A)|X1, . . . , Xn) is a martingale with respect to filtra-
tion {σ(X1, . . . , Xn)}n≥1. From one side, considering the independence of σ−fields
σ(X1, . . .Xn) and G∞ for every n we have Zn = EI(A) = P (A). But on the other
hand, considering martingale convergence theorem, we get:
lim
n→∞Zn = E(I(A)|B∞) = I(A) a.s. ,
where by B∞ we denoted σ(
⋃n
i=1 σ(X1, . . . , Xi)). It is obvious, that G∞ ⊂ B∞.
Hence, I(A) = P (A). That is P (A) = 0 or 1. 
To formulate Hewitt-Savage law one has to define the notion of the symmetric
event. Let us denote R∞ set of sequences of reals. σ-field B∞ of Borel subsets of
R∞ is of the form B∞ = σ(
⋃∞
n=1 Bn), where Bn denotes σ-field of Borel subsets of
Rn .
Definition 15. Let {Xn}n≥1 be a sequence of the random variables. An event
B ∈ σ(Xn, n ≥ 1) is called symmetric, if there exists a Borel set C∞ ∈ B∞ such
that for every m ≥ 1 and every permutation {i1, . . . , im} of the set {1, . . . ,m} we
have
B = {ω : (X1(ω), . . . , Xm(ω), . . .) ∈ C∞} =
{ω : (Xi1 , . . . , Xim , . . .) ∈ C∞} .
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Theorem 49 (prawo 0-1 Hewitta-Savege’a). Let {Xn}n≥1 be a sequence of in-
dependent random variables having identical distributions. Then every event sym-
metric, belonging to σ(Xn, n ≥ 1) has probability 0 or 1.
Proof. Let B be a symmetric event. By the properties of measure it follows
that there exists a sequence of events Bn ∈ σ(X1, . . . , Xn), n ≥ 1 such that
(11.1) P (Bn △ B)→ 0, n→∞.
Let Cn and C∞ be such Borel subsets of respectively Rn and R∞, that
Bn = {ω : (X1(ω), . . . , Xn(ω)) ∈ Cn} and B = {ω : (X1(ω), . . . , Xn(ω), . . .) ∈ C∞} .
Let us define also the following event:
B
′
n = {ω : (Xn+1(ω), . . . , X2n(ω)) ∈ Cn}
and
B
′
= {ω : (Xn+1(ω), . . . , X2n(ω), X1, . . . , Xn, X2n+1, . . .) ∈ C∞} .
Taking into account independence and identity of distributions of elements of the
sequence {Xn}n≥1 we have: P (Bn) = P (B′n) and
(11.2) P (B
′
n ∩Bn) = P (Bn)P (B
′
n)→ P 2(B), n→∞.
Moreover, further arguing in the same way we have:
(11.3) P (B
′
n △ B
′
) = P (Bn △ B), n ≥ 1.
Symmetry of B implies:
P (B
′
n △ B
′
) = P (B
′
n △ B), n ≥ 1.
Taking into account (11.1), and (11.3) we see that:
P (B
′
n △ B)→ 0, n→∞.
this convergence confronted with (11.1) gives:
P (Bn ∩B′n)→ P (B).
On its sides the above mentioned convergence combined with (11.2) gives equality
P (B) = P 2(B) from which immediately follows assertion. 
12. Proof Strassen’s Theorem
Proof. The event described by (3.1) belongs to the so-called tail σ− field. By
the Kolmogorov’s 0-1 law (see Appendix 11) such σ-field contains only events whose
probability are equal either 0 or 1. Hence, this event is satisfied in fact for almost
all elementary events. In other words, we have to have:
lim
n→∞
∑n
i=1Xi
n
= 0,
with probability 1. Hence, on the basis of Kolmogorov’s Theorem discussed in
chapter 3 we must have X1 ∈ L1 and EX1 = 0. Thus, it remained to show, that
the condition (3.1) implies, that X1 ∈ L2. Let us notice that, without loss of
generality, that we can assume, that random variables Xi are symmetric (possibly
symmetrizing them). Let us assume, that EX2 = ∞. We will show that then
lim inf
n→∞
|∑ni=1 Xi|√
2n log logn
=∞.
Let us select M > 0. Let us denote X<M = XI(|X | ≤ cM ). We will select
constant cM so that E
(
X<M
)2 ≥ M . Let us denote for brevity Sn = ∑ni=1Xi,
S
′
n =
∑n
i=1X
<M and S
′′
n =
∑n
i=1X
>M . In the part of the Appendix dedicated to
symmetrization we have shown, that random variables X and X<M −X>M have
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the same distributions. Thus, random variables Sn and S
′
n − S
′′
n have the same
distributions. Hence, the following two events
(12.1)
∞⋂
i=1
∞⋃
n≥i
{
S
′
n > (Mn log logn)
1/2, Sn − S′n ≥ 0
}
and
(12.2)
∞⋂
i=1
∞⋃
n≥i
{
S
′
n > (Mn log logn)
1/2, Sn − S′n ≤ 0
}
,
have the same probability. It follows then from the fact, that Sn − S′n = S
′′
n , from
0−1 Hewitt-Savage law, we deduce that probability of every one of the two is either
0 or 1. Moreover, by the LIL applied to random variables X<M that have variances
we get :
P (
∞⋂
i=1
∞⋃
n≥i
{
S
′
n > (Mn log logn)
1/2
}
) = 1.
The event
⋂∞
i=1
⋃∞
n≥i
{
S
′
n > (Mn log logn)
1/2
}
is a sum of events (12.1) and (12.2),
hence
P (
∞⋂
i=1
∞⋃
n≥i
{
S
′
n > (Mn log log n)
1/2, Sn − S′n ≥ 0
}
) = 1.
Thus, we have
P (
∞⋂
i=1
∞⋃
n≥i
{
Sn > (Mn log logn)
1/2
}
) = 1,
for any M > 0. It simply means, that lim sup
n→∞
|∑ni=1 Xi|√
2n log logn
=∞. 
13. Scheffe´’s Lemma
Lemma 27. Let {fn}n≥1 be a sequence of nonnegative, integrable functions
defined on some measure space (S,S, µ), that are convergent almost surely to a
function f . Then
∫
S
|fn − f | dµ −→
n→∞
0 if and only if, when
∫
S
fndµ −→
n→∞
∫
S
fdµ.
Proof. ([Wil95]) Implication
∫
S
|fn − f | dµ −→
n→∞
0 =⇒ ∫
S
fndµ −→
n→∞
∫
S
fdµ
is obvious. Hence, let us consider the reverse one. To this end let us assume,
that
∫
S
fndµ −→
n→∞
∫
S
fdµ. Since we have (fn − f)− ≤ f , hence by the Lebesgue
Theorem on ”dominated passage to the limit under the sign of the integral” we
have as n −→∞ :
(13.1) lim
n→∞
∫
S
(fn − f)−dµ =
∫
S
lim
n→∞
(fn − f)−dµ = 0.
Next we have∫
S
(fn − f)+dµ =
∫
fn≥f
(fn − f) =
∫
fndµ−
∫
fdµ−
∫
fn<f
(fn − f)dµ.
Moreover, we have:∫
fn<f
(fn − f)dµ ≤
∫
S
(fn − f)−dµ −→
n→∞∞
0.
Hence: ∫
S
(fn − f)+dµ −→
n→∞
0.
This and (13.1) imply already the assertion. 
APPENDIX B
Digression on the theory of distributions
1. Space of sample functions
For simplicity and clarity of exposition, we will consider only functions of one
variable having complex values. The closure of the set {x ∈ R : f(x) 6= 0} is called
support of the function f . Sample functions are all functions that are infinitely
many times differentiable and having compact supports. The set of all sample
functions will be denoted by D.
The most important example of a sample function is the following: f(x) ={
exp( 1x2−1 ) , gdy |x| < 1
0 , gdy |x| ≥ 1 that has the following plot:
We have the following theorem:
Theorem 50. For any ε > 0 every continuous function f having bounded
support K can be uniformly approximated with accuracy ε by the function ϕ ∈ D.
ϕ can be selected in such a way that its support can be contained in any neighborhood
of the support of the function f .
The following topology is introduced in the set of sample functions D :
sequence of sample functions {ϕi}i≥1 converges to a sample function ϕ, if
i) there exists a compact set K such that suppϕi, ϕ ⊂ K, i = 1, 2, . . .
ii) derivatives of any order of functions ϕi converge uniformly to respective deriva-
tives of ϕ.
2. Distributions
Definition 16. Distribution T is called any complex valued, linear functional,
that is also continuous in D. Values of this functional will be denoted either as
T (ϕ) or as < T,ϕ >.
In other words, we have:
(1) T (αϕ1 + βϕ2) = αT (ϕ1) + βT (ϕ2)
(2) If {ϕi} has the limit ϕ, then T (ϕi) −→
i→∞
T (ϕ)
Remark 72. Distributions are the elements of the vector space D′ . The sum
and the product by the scalar are defined in the following way:
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a) (T1 + T2)(ϕ) = T1(ϕ) + T2(ϕ),
b) (λT )(ϕ) = λT (ϕ)
Example 42. Let f be a locally integrable function i.e. integrable on every
bounded measurable set. We define distribution Tf in the following way:
< Tf , ϕ >
df
=
∫
R
f(x)ϕ(x)dx,
for ϕ ∈ D. This integral has sense, since function ϕ and its support are bounded!
It is easy to check continuity of this functional.
Moreover, it turns out, that : Two functions f and g define the same functional
(Tf = Tg) if and only if, they are equal almost everywhere. Keeping this in mind
it is reasonable to identify locally integrable functions if they are equal almost
everywhere, and Moreover, it is also reasonable to identify distribution Tf with
locally integrable function f .
Example 43. Distribution δ defined by the equality:
< δ, ϕ >= ϕ(0)
we call Dirac’s delta distribution. One considers also distributions δ(a) defined by:
< δ(a), ϕ >= ϕ(a).
Example 44. Heaviside’s distribution H is defined in the following way:
< H,ϕ >=
∫ ∞
0
ϕ(x)dx.
On can identify it with the Heaviside’s function
H(x) =
{
1 , when x ≥ 0
0 , when x < 0
.
Sometimes we talk about unit jump.
Example 45. Let µ will be any measure on R. Then the integral∫
R
ϕ(x)dµ(x)
defines distribution Tµ. Hence, measures are distributions!
Definition 17. By the support of the distribution T (suppT ) we mean closed
set D is having such property that for every function ϕ having compact support
contained in the complement of D we have T (ϕ) = 0.
Remark 73. It is easy to show, that supp δ = {0} and suppH = [0,∞).
Definition 18. By the derivative of the distribution T we mean distribution
DT defined by the formula:
< DT,ϕ >= − < T,Dϕ > .
Remark 74. Every distribution has a derivative of any order! For example,
one can perform the following calculation:
< DH,ϕ >= − < H,Dϕ >
= −
∫ ∞
0
Dϕ(x)dx = −ϕ(x)|∞x=0
= ϕ(0) =< δ, ϕ >,
hence DH = δ!
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Definition 19. We say, that a sequence of distributions {Ti}i≥1is convergent
to distribution T , if ∀ϕ ∈ D :< Ti, ϕ >−→
i→∞
< T,ϕ >.
Remark 75. From the Lebesgue Theorem about the passage to the limit under
the sign of the integrals, one can deduce, that if a sequence of locally integrable
functions {fj}j≥1converges almost surely to f on every bounded set and moreover
, they are bounded by the locally integrable function g ≥ 0, then the sequence of
distributions Tfi converges to distribution Tf . Unfortunately, , not the other way
around. Since we have:
Theorem 51. If a sequence of distributions Tfi defined by an absolutely inte-
grable on R functions fi, and such that sup
i
∫
R
|fi| dx <∞ converges to distribution
Tf defined by the function f absolutely integrable, then on every Borel set A we
have: ∫
A
fi(x)dx −→
i→∞
∫
A
f(x)dx.
Proof. We will prove this theorem for bounded set and not directly. Hence,
suppose that there exists a Borel setA, number ε > 0 and a subsequence {ij}j≥1such
that ∀j ≥ 1 ∣∣∫A fij (x)dx − ∫A f(x)dx∣∣ ≥ ε. Firstly, let us notice that set A has
nonzero Lebesgue’s measure. Secondly, keeping this in mind, we have
∫
δA
|f(x)| dx =
0 and
∫
δA
∣∣fij (x)∣∣ dx = 0; j ≥ 1 where δA denotes the boundary of the set A. Hence,
one can assume, that the set A is closed. Hence, the characteristic function of the set
A i.e. I(A) is continuous on A. From the approximation Theorem about approxi-
mation 50 we see that one can approximate I(A) by φ ∈ D so that |I(A)− φ| ≤ ǫ.
Hence, we have
ε ≤
∣∣∣∣∫
A
(
fij (x) − f(x)
)
dx
∣∣∣∣ ≤
≤
∣∣∣∣∫ φ(x) (fij (x)− f(x)) dx∣∣∣∣+ ∣∣∣∣∫
A
(
fij (x) − f(x)
)
(1 − φ(x))dx
∣∣∣∣
≤
∣∣∣∣∫ φ(x) (fij (x)− f(x)) dx∣∣∣∣+ ǫ(sup ∫
R
∣∣fij ∣∣+ ∫
R
|f |).
The first summand converges following the assumption to zero. The second one
can be made sufficiently small, hence the contradiction. 
3. Tempered distributions
In order to be able to introduce Fourier transform one has to confine a bit the
notion of distribution and consider functionals. on slightly larger space of sample
functions. Namely, we introduce space S of C∞(R) class functions that quickly
converge to zero. Namely, S consists of functions f such that for any i, k ∈ N we
have lim
|x|→∞
|x|k ∣∣D(j)f(x)∣∣ = 0.
For example, functions exp(−α |x|2) for α > 0 belong to S. Of course, D ⊂ S.
A linear functional on D that can be continuously extended to S is called tempered
distribution.
Remark 76. Examples of tempered distributions are integrable functions, bounded
functions, and also functions, increasing to infinity not quicker than some polyno-
mial.
Remark 77. Every distribution that has bounded support is tempered.
Remark 78. If a distribution is tempered, then all its derivatives are tempered.
S ′ will denote set of all tempered distributions.
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4. Fourier transform
Let φ ∈ S. A Fourier transform Fφ of the function φ is a function defined by:
φˆ(t) =
∫
R
φ(x) exp(−itx)dx.
Remark 79. It turns out that φˆ ∈ S hence F : S → S and the transform
is mutually unique. It is linear and continuous. Similarly the inverse transform
defined by the formulae:
φ˜(t) =
1
2π
∫
R
φ(x) exp(itx)dx
Let T ∈ S ′x and φ ∈ Sλ. Then the Fourier transform FT of distribution T is
defined by the formula:
< FT, φ. >=< T,Fφ > .
Remark 80. It turns out that FT ∈ S ′ that is F : S ′ → S ′ . Moreover,
this mapping is continuous and linear and mutually unique. Thus, there exists an
inverse transform having similar properties.
Remark 81. Of course, one can insert space S in the space S ′ . It turns out
also that we have the following inclusion:
S ⊂ L2 ⊂ S ′ ,
and moreover, that F(L2) = L2.
Remark 82. Since, the Fourier transform is a continuous mapping of the rela-
tive spaces in themselves, one can deduce from the convergence of Fourier transform
the distributive convergence of respective distributions. We used this fact when e.g.
deriving formula (1.5) on page 89.
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