A three-dimensional (3D) lattice Boltzmann flux solver (LBFS) is presented in this paper for the simulation of both isothermal and thermal flows. The present solver combines the advantages of conventional Navier-Stokes (N-S) solvers and lattice Boltzmann equation (LBE) solvers. It applies the finite volume method (FVM) to solve the N-S equations. Different from the conventional N-S solvers, its viscous and inviscid fluxes at the cell interface are evaluated simultaneously by local reconstruction of LBE solution. As compared to the conventional LBE solvers, which apply the lattice Boltzmann method (LBM) globally in the whole computational domain, it only applies LBM locally at each cell interface, and flow variables at cell centers are given from the solution of N-S equations. Since LBM is only applied locally in the 3D LBFS, the drawbacks of the conventional LBM, such as limitation to uniform mesh, tie-up of mesh spacing and time step, tedious implementation of boundary conditions, are completely removed. The accuracy, efficiency and stability of the proposed solver are examined in detail by simulating plane Poiseuille flow, lid-driven cavity flow and natural convection. Numerical results show that the LBFS has a second order of accuracy in space. The efficiency of the LBFS is lower than LBM on the same grids. However, the LBFS needs very less non-uniform grids to get grid-independence results and its efficiency can be greatly improved and even much higher than LBM. In addition, the LBFS is more stable and robust.
Introduction
In general, for simulation of incompressible fluid flows, the Navier-Stokes (N-S) solver [1] [2] [3] [4] [5] [6] [7] [8] and the lattice Boltzmann equation (LBE) solver [9] [10] [11] [12] [13] are the two major solvers. Interestingly, these two kinds of solvers are established on different theoretical framework. The N-S solver is based on the direct discretization of the governing equations from macroscopic conservation laws while the LBE solver is based on the solution of the discrete LBE from statistical gas kinetic theory. The roots of both N-S and LBE solvers in their respective theoretical foundations credit themselves unique and distinctive features.
Among various N-S solvers, the commonly applied methods can be roughly classified into three groups: (1) the vorticity-stream-function approach (VSFA) [1] [2] [3] , (2) the artificial compressibility approach (ACA) [4] [5] [6] and (3) the projection approach (PA) [14] [15] [16] . The VSFA takes the vorticity and stream function as primary unknowns. The governing equations of the VSFA are reconstructed from the incompressible N-S equations by taking the curl of the momentum equations and introducing the stream function into the calculation of the vorticity. Due to its simplicity and ease in achieving high order of accuracy, the VSFA has attained considerable popularity for simulating two-dimensional (2D) incompressible flows. Unfortunately, due to the intrinsic 2D nature of the stream function, the VSFA is not efficient for three-dimensional (3D) computations. Unlike the VSFA, the ACA directly solves for velocity and pressure. This approach introduces an artificial compressibility term into the continuity equation so that the resultant equation system can be solved in a consistent way. Although it is initially proposed for simulating steady flows, extensions of the ACA for simulation of unsteady flows [6, 17] have also been conducted successfully. Most recently, Asinari et al. [50] proposed a link-wised artificial compressibility method (LW-ACA) by using the simple streaming-collision technologies originated from LBM [11, 12] . The most popular solver in this category is perhaps the PA, which directly solves the incompressible N-S equations. The PA usually introduces a two-stage fractional step technique to resolve the coupling problem between pressure and velocity. The pressure-correction or pressure-Poisson equation is derived and numerically solved to guarantee the divergence-free condition. With the aid of the fractional step technique, the PA attains a rigorous and complete theoretical foundation and does present a simple and accurate solver on Cartesian grids. However, due to the slow convergence of the pressure-Poisson equation, the overall computational efficiency of the PA may be degraded. In addition, as N-S equations are partial differential equations (PDEs), numerical discretization of the first and second order spatial derivatives should be carefully conducted by applying different schemes, which may be tedious and sophisticated for applications on non-uniform grids.
As compared with the N-S solvers, the LBE solvers have emerged as an alternative and powerful algorithm for simulating incompressible flows [13, [18] [19] [20] [21] [22] [23] . These solvers are based on mesoscopic kinetic equations and microscopic particle models and take the density distribution functions (DDFs) of each particle as primary unknowns. The macroscopic flow properties are evaluated from the collective behavior of microscopic particle distributions. One approach of this kind is to solve the LBE in partial differential form [24] [25] [26] [27] for the DDFs by applying the well-established numerical schemes, such as the finite difference method and the finite volume method. This method can be effectively applied on non-uniform grids and has the advantages of solving the first order partial differential equations. Its drawback is that much numerical dissipation is involved and the number of governing equations depends on the lattice velocity model, which would need more virtual memory for 3D computations with at least 15 equations. The dominated LBE solver is known as the lattice Boltzmann method (LBM) [9, 13, 23, 28, 29] , which has two simple processes of streaming and collision. As a mesoscopic particle method established on the gas kinetic theory, LBM has several distinctive advantages, such as intrinsic kinetic nature, simple algebraic manipulation, ease to implement and parallel computation. Due to these attractive features, LBM has been widely applied to simulate a variety of complex fluid flows in many different areas [10, 18, [30] [31] [32] [33] [34] [35] [36] . On the other hand, it should be indicated that LBM also has some drawbacks, such as limitation to the uniform grid and tie-up between the mesh spacing and time step. In addition, the implementation of Newman boundary conditions in LBM is indirect and needs complicated transformation from the velocity and pressure to DDFs. This is not a trivial job, especially for three dimensional cases.
From the above discussion, it can be seen that both N-S solvers and LBE solvers have their distinctive merits and drawbacks for simulation of incompressible flows. In the literature, great success has been achieved to remove their drawbacks by proposing many improved versions [26, [37] [38] [39] [40] 50] . However, due to their independent developments focusing on one individual theoretical framework, the improvement might be constrained and the intrinsic drawbacks of the N-S solvers and the LBE solvers may not be completely removed. Recently, to effectively combine the advantages of the N-S solvers and LBE solvers and eliminates some of their drawbacks, a 2D lattice Boltzmann flux solver (LBFS) [41] [42] [43] [44] [45] has been proposed. In the solver, the finite volume method is applied to solve N-S equations. The most attractive feature of the LBFS is that its fluxes at each interface are evaluated by weighted summations of the discrete DDFs obtained from the local application of LBM. Since the DDFs include equilibrium and non-equilibrium states, both the viscous and inviscid fluxes can be computed simultaneously. Through numerical experiments, it has been demonstrated that LBFS not only retains advantages of the N-S solvers and LBE solvers but also avoids the tedious discretization of second-order derivatives and the previously-discussed drawbacks of LBM.
In this series of work, we aim to develop a three-dimensional lattice Boltzmann flux solver (3D LBFS) for simulating both isothermal and thermal flows, which consistently combines the advantages of the N-S solvers and LBE solvers and further extends its applications from the 2D case to the practical 3D case. Since the 3D LBFS is a newly proposed solver based on LBM, it is also interesting to systematically examine its accuracy, efficiency and stability in comparison with the standard LBM. Like the 2D case, the 3D LBFS applies the finite volume method to solve N-S equations on non-uniform mesh, which will give the solution for density and velocity at cell centers. The evaluation of the macroscopic fluxes at each interface is made by local reconstruction of the thermal LBM, whose solutions are provided by double-distribution-function lattice Boltzmann (LB) model. The performance of the proposed solver will be investigated by its applications to simulate the 3D plane Poiseuille flow, the lid-driven cavity flow at the Reynolds numbers of 10 2 -10 3 and natural convection flow at the Rayleigh numbers of 10 2 -10 6 .
In Section 2, the standard thermal LB model is reviewed and the Chapman-Enskog analysis is also briefly revisited to show their connections with conservation laws. After that, the development of 3D LBFS is shown in Section 3. Section 4 examines the performance of the 3D LBFS in detail. Conclusions are given in Section 5.
Thermal lattice Boltzmann method
For incompressible thermal fluid flows, the evolution equations of the simplified thermal LBM with BGK approximation [28, 29] can be given by
where f α and g α are respectively the density distribution function and the internal energy distribution function; f eq α and g eq α are their corresponding equilibrium states; τ v and τ c are the single relaxation parameters determined by the dynamic viscosity and the thermal diffusivity; δ t is the streaming time step and e α is the particle velocity in the α direction; M and N are the total number of discrete particles used respectively for f α and g α . In this work, M and N are taken the same. According to the conservation laws, the density ρ, velocity u and internal energy e are evaluated from the zeroth and first moments of f α and g α :
Here, e = DRT/2, D is the dimension, R is the gas constant and T represents the temperature. For 3D computations, the commonly-used 15-bit lattice velocity model (D3Q15) shown in Fig. 1 is applied in this work, which is given by
The equilibrium distribution functions of f eq α and g eq α for the density and energy distribu- tion functions are respectively given by
Here, for the D3Q15 model given by Eq. (2.4), the coefficients w α and the sound speed c s are given as w 0 = 2/9, w 1−6 = 1/9 and w 7−14 = 1/72, c s = 1/ √ 3. The Chapman-Enskog (C-E) expansion analysis provides a solid foundation for the LB models of Eqs. (2.1)-(2.2) to simulate thermal flows, which guarantees accurate recovery of the macroscopic mass, momentum and energy equations. As shown in Refs. [42, 43] , by applying the C-E expansion analysis, Eqs. (2.1)-(2.2) can reproduce the following equations:
where Π and Q are the momentum flux tensor and thermal flux vector, respectively, which are defined by
In the above equations, the non-equilibrium terms of ε f (1) α and εg (1) α satisfy the following relationships [12, 29, 43] :
After some standard mathematical manipulations, equations (2.7)-(2.9) can recover the following differential equations, which are exactly the equations governing mass, momentum and energy conservations (without consideration of compression work and viscous heat dissipation) [12, 29, 43] ,
where ν is the kinematic viscosity and χ is the thermal diffusivity. When D3Q15 lattice velocity model is used, τ ν and τ c can be determined by [28] :
As can be seen, equations (2.7)-(2.9) are equivalent to equations (2.14)-(2.16). It means that the macroscopic flow filed can be predicted by directly solving Eqs. (2.7)-(2.9) and its fluxes can be modeled by lattice summations of equilibrium and non-equilibrium distribution functions. This feature is applied in the next section to develop the 3D LBFS.
3D lattice Boltzmann flux solver
In this section, a consistent and complete 3D LBFS is presented for simulation of both isothermal and thermal flows by solving Eqs. (2.7)-(2.9).
Governing equations and finite volume discretization
By including the external forcing term F E , the governing equations (2.7)-(2.9) for the flow and temperature field can be rewritten in a more general form [43] :
where
In the above equations, β and γ represent the x, y and z directions. As indicated in [43] , the external forcing term F E can be treated as a source term without affecting the accuracy of the flux evaluation. The cell-centered finite volume method is applied to solve Eq. (3.1) so that the macroscopic flow properties ρ, ρu and ρe can be updated at the cell center by marching in time. The fluxes are evaluated at the cell interface by local reconstruction of thermal LBM solutions. Integrating Eq. (3.1) over a control volume Ω i , we have
where dV i is the volume of the control cell, and dS k is the area of the k th control surface enclosed Ω i , n = (n x ,n y ,n z ) is the unit normal vector on the k th control surface. The detailed expression for the flux R k at a cell interface depends on the lattice velocity model. For 3D simulations, the D3Q15 lattice model is applied in the present study. In this situation, the flux R k can be given in detail as follows:
where q i , φ ij and ϕ i are given in the appendix. It can be seen that φ ij is symmetric and the final expressions of q i , φ ij and ϕ i are only simple algebraic combinations of the equilibrium and non-equilibrium DDFs. For numerical simulations, the key issue in the evaluation of the flux R k is to perform an accurate evaluation of f eq α , f ∧ α and g ∧ α at each cell interface. f eq α and f ∧ α are considered first. After that, the evaluation of g ∧ α is discussed.
Evaluation of f eq
α and f ∧ α at cell interface only involves the equilibrium distribution functions f eq α (r− e α δ t ,t−δ t ) and f eq α (r,t). Following the conventional LBM, f eq α (r −e α δ t ,t−δ t ) can be computed from the fluid density ρ and flow velocity u at the position of (r−e α δ t ) by applying Eq. (2.5). As shown in Fig. 2 , if r i , r i+1 and r are defined as the physical positions for the two cell centers and their interface, respectively, ρ and u at the location r−e α δ t can be calculated by interpolation with given flow properties at the cell centers. One possible interpolation formulation can be given as
6) where φ represents any macroscopic flow variable, such as ρ and u. Note that Eq. (3.6) is also applicable to other flow variables such as e. f eq α (r,t) can also be computed from ρ(r,t) and u(r,t) by applying Eq. (2.5). ρ(r,t) and u(r,t) are to be determined from mass and momentum conservation laws by streaming f eq α (r−e α δ t ,t−δ t ) in a short time step: (r −e α δ t ,t−δ t ) are calculated from ρ, u and e at the corresponding positions and time according to Eq. (2.6).
As indicated previously, ρ and u at the location r −e α δ t can be interpolated using Eq. (3.6). e can also be computed in the same way by applying Eq. (3.6). After ρ, u and e at (r −e α δ t ,t−δ t ) are obtained via interpolation, g eq α (r −e α δ t ,t−δ t ) can be calculated by using Eq. (2.6). g eq α (r,t) can also be computed from ρ(r,t), u(r,t) and e(r,t) according to Eq. (2.6). Note that ρ(r,t), u(r,t) have already been obtained by applying Eq. (3.7) . By streaming g eq α (r−e α δ t ,t−δ t ) in a short time step, the internal energy e(r,t) can be approximated by energy conservation law:
Once e(r,t) is computed, g eq α (r,t) can be calculated using Eq. (2.6). Subsequently, g ∧ α can be easily computed from Eq. (3.2g).
As shown above, for the evaluation of f ∧ and g ∧ , only equilibrium distribution functions f eq α and g eq α are involved. They stream to the cell interface within a short time interval δ t for the local reconstruction of f ∧ and g ∧ . This process can be performed independently on each interface which makes the present solver more flexible for applications on nonuniform grids. In addition, as only the equilibrium terms are involved, there is no need to store the distribution functions at each time step during the marching process, which saves much virtual memory, especially for 3D computations. After local reconstruction of thermal LBM solutions at the cell interface, f eq α , f ∧ α and g ∧ α can be easily computed. Then the flux R k at any interface can be effectively evaluated and Eq. (3.3) can be solved by applying efficient time marching schemes such as four stage Runge-Kutta method.
Computational sequence
Overall, the basic solution procedure of 3D LBFS can be summarized below:
(1) At first, we have to specify a streaming time step δ t . The choice of δ t should satisfy the constraint that the location of (r−e α δ t ) must be within either the cell Ω i or the cell Ω i+1 . From the above solution process, it can be seen that present LBFS is different from the conventional LBE solvers. It only applies the LBE solutions locally to construct the fluxes at each interface. As a finite volume method, the LBFS is also completely different from the recently proposed LW-ACM [50] , which applies perfect shift model in its solution process and is intrinsically a finite difference scheme.
Numerical results and discussion
In this section, the accuracy, efficiency and stability of the 3D LBFS is validated by numerical simulations of the plane Poiseuille flow, lid-driven cavity flow and the thermal natural convection flow in a square cube. Numerical results will be compared with both numerical and analytical solutions. Note that for all test cases, D3Q15 lattice velocity model is adopted and the energy equation given in Eq. (3.1) is not solved for isothermal cases since it has no effect on the flow field.
Plane Poiseuille flows between two parallel plates
The numerical accuracy of the 3D LBFS is examined by simulating the plane Poisseuille flow. This flow takes place in a rectangular domain with a size of −L/4 x,y L/4 and −L/2 z L/2. No-slip boundary condition is applied on upper and lower boundaries at z = ±L/2 while periodic boundary conditions are set on boundaries in both x and y directions. An external force F E = (F x ,0,0) is imposed on the fluid in this domain. With these conditions, the solution of this flow can be given analytically as:
where U max = F x L 2 /8ν. Four different uniform grids of 6×6×11, 11×11×21, 21×21×41 and 41×41×81 are applied to simulate this flow at the Reynolds number of Re=U max L/ν=40. The obtained results are measured by the L 2 norm, which is defined as: 2) where N total is the total number of grid points. Fig. 3 shows the present results of the u-velocity profile along the centerline of the flow domain. It can be seen that the present results agree well with the analytical solutions. Fig. 4 shows the L 2 norm of u versus mesh spacing h in the log scale. The slope of the line is 1.995, which shows that the accuracy of the 3D LBFS is the second in space. The velocity components in the y and z directions are in the order of 10 −16 , which also agree well with the analytical solutions. It is worth to point out that, in the numerical computations, the iterative time step can be set as large as 2.2h when the four-stage Runge-Kutta method is applied. This phenomenon indicates that the temporal stability of the present solver can be enhanced if more stable temporal schemes are applied.
3D lid-driven cavity flows
After validating the accuracy of the LBFS, the 3D lid-driven cavity flow illustrated in Fig. 5 is studied to examine the performance of the LBFS on both uniform and non- uniform grids. Particular attention will be paid on its accuracy, efficiency and stability, which will be compared in detail with the standard LBM. First, to validate the present solver for this flow problem, numerical simulations are carried out on a very fine non-uniform grid of 81×81×81. Three different Reynolds numbers of Re = ρU 0 L/µ = 100, 400 and 1000 are considered, where U is the velocity of the top lid and L is the length of the cavity. No-slip boundary conditions are applied at all walls. The parameters are set as U 0 = 0.1, L = 1 and ρ = 1. Initially, the flow field is at rest and the density in the domain is set as 1. Fig. 6 shows the u-and v-velocity components along the vertical centerlines of the cubic cavity. The numerical results of Ku et al. [46] and Ding et al. [47] are also included for comparison. Obviously, good agreements have been achieved, which successfully validates the reliability of the present solver in simulating 3D incompressible flows on non-uniform grids. To show the flow patterns of the liddriven cavity flows, three middle planes of the cube located at x = 0.5, y = 0.5 and z = 0.5 respectively are chosen. On each of these planes, the streamlines at Re=100, 400 and 1000 are displayed respectively in Figs. 7-9. The effects of the Reynolds numbers on the flow patterns in different planes can be clearly observed. As shown in Fig. 7 , the flow pattern on the z = 0.5 plane demonstrates that, when the Reynolds number is low (Re = 100), the primary vortex is generated in the upper half region and very small secondary vortices appear at the bottom corners. As Re is increased from 100 to 1000, the axis of this primary vortex gradually moves from the upper half region to the cavity center and the strength of the secondary vortices at the bottom corners is enhanced. From the flow patterns on the x = 0.5 and y = 0.5 planes shown in Figs. 8-9 , it can be observed that the strength of secondary vortices is also gradually enhanced as the Reynolds number increases. This also shows a strong 3D effect. All these observations were also founded and reported by Ku et al. [46] and Ding et al. [47] . After validation, the accuracy and efficiency of the LBFS are examined by comparing with the standard LBM on both uniform and non-uniform grids. Consider the numerical experiment on the uniform mesh of 81×81×81 first. The computation stops when the convergence criterion satisfies driven cavity flow at Re = 1000. It can be seen that good agreements have been achieved. This implies that, with the same grid resolutions, the LBFS and LBM have the same accuracy for the velocity fields in this case. Table 1 compares the efficiency and required virtual memory of these two methods. It is shown that the LBFS takes about 2.6 times of computational time of the LBM to get the final solutions on the same grids. This is because the LBFS needs additional time to do interpolations at each cell interface. Then, we investigate the efficiency of the LBFS and LBM when the grid-independence (converged) numerical results are achieved. Fig. 11 and Fig. 12 present the LBFS results of v-component and pressure, and the LBM results of the pressure on the centerline of the cavity at Re=1000 on three different grids. Here, the grids applied by LBFS are nonuniform. As shown in these two figures, the LBFS need a coarse mesh of 61×61×31 to get grid-independence results while the LBM requires a much finer mesh of 101×101×101. The efficiency of the LBFS and LBM on these two grids is compared in Table 2 . It can be seen that, when grid-independence results are obtained, the LBFS takes only 13.33% computational time of the LBM. The required virtual memory by the LBFS is reduced significantly to 6.69% as compared with the LBM. The pure stability of the LBFS is further examined without considering the accuracy of the numerical results. Table 3 shows the minimum computational mesh required by the LBFS for the lid-drive cavity flows at Re=400 and 1000. The requirements of the LBM are also included for comparison. As can be seen, the LBFS requires much less grids to get stable solutions. In addition, the stability of the LBFS can also be verified by comparing the grid-independence results. Fig. 13 compares the pressure contours of the LBFS and the LBM on z = 0.5 at Re = 1000. The pressure contours obtained by the LBFS are very smooth while those obtained by the LBM have unphysical oscillations in the upper two corners. Therefore, the stability and robustness of the LBFS are superior to the LBM. 
3D natural convection in a cubic cavity
The natural convection in a cubic cavity is studied here to further examine the performance of the present solver for 3D thermal flows. The schematic diagram of this flow problem is depicted in Fig. 14 . As can be seen, the fluid is filled in a cubic cavity, which is constituted by two vertical walls with different temperatures and four other adiabatic walls. The vertical wall at x = 0 is cooled with a lower temperature of T = 0 while that at x = 1 is heated with a higher temperature of T = 1 respectively. Other four walls are assumed to be adiabatic. No-slip boundary conditions are applied on all walls. The flow pattern of this problem is governed by the Prandtl number Pr and the Rayleigh number Ra, which are defined as: where L is the characteristic length of the cavity and V c = gβL·∆T is the characteristic thermal velocity which is constrained by the low Mach number limit. With the above definitions and the Boussinesq approximation, the buoyancy force in the z direction can be defined as
where T m is the average temperature of the cold and hot walls. Then, the external forcing term F E in Eqs. (3.1) and (3.3) can be given by F E = (0,0,0,−F b ,0). In this study, the Prandtl number is fixed at Pr = 0.71 while the Rayleigh number is varied from 10 3 to 10 6 . A grid size of 81×81 is used for simulations.
To quantitatively examine the heat transfer rate of this problem, the mean Nusselt number Nu mean in the y direction and the overall Nusselt number Nu overall at the isothermal walls are computed, which can be respectively defined as follows [47] : Table 4 shows the present results of the overall Nusselt number Nu overall on the heated wall (x = 1) at different Rayleigh numbers of 10 3 , 10 4 , 10 5 and 10 6 . Also included in this table are the numerical solutions of Fusegi et al. [48] and Ha et al. [49] . Note that the results of Fusegi et al. [48] were obtained by the third order QUICK scheme with high resolutions and can be taken as the benchmark solutions. It can be seen from the table that, for all the cases considered, the relative errors between the present results and those of Fusegi et al. [48] are within 1.3%. Obviously, good agreements have been achieved, which verify the reliability of the present solver. In addition, it can also be seen that, with the increase of Ra, the overall Nusselt number is gradually increased, which indicates the enhancement of the heat transfer rate all over the flow domain. To further explore the details of the heat transfer characteristic, the local Nusselt number distribution on the heated wall (x = 1) is displayed in Fig. 15 . It can be observed that, the local Nu number Figure 15 : Local Nusselt number distributions at the heated wall (x = 1) for the 3D natural convection in a cubic cavity. near the lower wall is higher than that close to the upper wall and its distribution is symmetric about the plane of y =0.5. As Ra is increased, the local Nusselt number at any physical point also increases. For the cases at high Rayleigh numbers of Ra=10 5 and 10 6 , the contours of Nu near y=0.5 are almost parallel to the y axis and have roughly uniform distribution in the z direction. Table 5 shows the representative quantities at the symmetric plane of y = 0.5 for all considered cases of Ra = 10 3 , 10 4 , 10 5 and 10 6 . These properties include the maximum horizontal speed u max on the vertical central line and its position z, the maximum vertical velocity w max on the horizontal central line and its position and the mean Nusselt number on the wall in the plane of y=0.5. Also included in this table are the solutions of Fusegi et al. [48] and Peng at al. [28] for comparison. It can be seen that the quantitative agreements between the present results and those published data are satisfactory. To more clearly demonstrate flow field information, Fig. 16 depicts the velocity profiles on the horizontal and vertical central lines in the symmetric plane (y = 0.5). The results of Fusegi et al. [48] at Ra = 10 5 and 10 6 and those of Ha et al. [49] at Ra = 10 5 are also included in this figure for comparison. Once again, good agreements are achieved. The temperature fields at this symmetric plane for all cases considered are depicted in Fig. 17 . As can be seen, the thermal boundary layers near the heated and cooled walls are becoming thinner as Ra is increased. In addition, the overall patterns at different Ra are very similar to those in 2D cases [43] . Fig. 18 further shows the 3D temperature field in a cubic cavity. Five different iso-surfaces at T=0.15, 0.25, 0.5, 0.75, and 0.85 are depicted in each figure. These iso-surfaces are concentrated to the region near upper-cooled and lower-heated walls as Ra is increased. This phenomenon is in good accordance with the temperature contours in 2D views as shown in Fig. 17 . The enhancement of the heat transfer rate at higher Rayleigh numbers is outstanding and the 3D effects on the temperature filed can also be observed.
Conclusions
In this paper, a 3D lattice Boltzmann flux solver (LBFS) is proposed for the simulation of both isothermal and thermal flows. The 3D LBFS applies the finite volume method (FVM) to solve the N-S equations for the macroscopic conservative variables at cell cen- ters. The fluxes are evaluated at each cell interface by local reconstruction of the LBM solutions. In this step, the relationships between the expressions of fluxes in the N-S equations and density distribution functions (DDFs) in the LBE, obtained from the multi-scale Chapman-Enskog expansion analysis, are applied. Since equilibrium and non-equilibrium terms are included in the DDFs, both the viscous and inviscid fluxes are computed simultaneously. Due to the local application of the LBM and the FVM, the 3D LBFS successfully combines the advantages of the N-S solvers and LBE solvers. The drawbacks of the conventional LBM, such as lattice uniformity, tie-up between time step and mesh spacing and tedious implementation of boundary conditions, can be removed in the present solver. In addition, the drawbacks of the incompressible N-S solvers, i.e., the velocity-pressure coupling and the requirement of staggered grid, are removed as well.
The performance of the LBFS is examined systematically by simulating the plane Poiseuille flows, lid-driven cavity flows and natural convection in a cube. First, it has been demonstrated that the accuracy of the LBFS is the second order in space. With the same computational grids, the numerical results of the LBFS and the standard LBM are also similar in quantity. Second, in terms of efficiency, the LBFS is about 2.6 times slower than the LBM due to additional interpolations at each cell interface for the flux computations. However, the computational efficiency of the LBFS is greatly improved when non-uniform is applied to get grid-independence solutions. For instance, for the lid-driven cavity flow at Re=1000, the LBFS takes only about 13.33% computational time and 6.69% virtual memory of the LBM to get converged results. In addition, the LBFS is also more stable than the LBM. The LBFS solutions of the pressure are very smooth while the pressure filed obtained by LBM has non-physical oscillations in the upper corners. Moreover, the capability of the 3D LBFS in simulating the natural convection in a wide range of Rayleigh numbers from 10 2 to 10 6 is also demonstrated. Given the performance mentioned above, it is believed that the LBFS has a high potential for solving various 3D isothermal and thermal flow problems in practice. 
