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Color constancy is the ability to perceive colors of objects, invariant to the color
of the light source. The aim for color constancy algorithms is first to estimate the
illuminant of the light source, and then correct the image so that the corrected image
appears to be taken under a canonical light source. The task of the automatic white
balance (AWB) is to do the same in digital cameras so that the images taken by a
digital camera look as natural as possible. The main challenge rises due to the ill-
posed nature of the problem, that is both the spectral distribution of the illuminant
and the scene reflectance are unknown.
Most common methods used for addressing the AWB problem are based on low-level
statistics assuming that illuminant information can be extracted from the image’s
spatial information. Nevertheless, in recent studies the problem has been approached
with machine learning techniques quite often and they have been proved to be very
useful.
In this thesis, we investigate learning color constancy using artificial neural networks
(ANNs). Two different artificial neural network approaches are utilized to generate
a new AWB algorithm by weighting some of the existing AWB algorithms. The
first approach proves to be better than the existing approaches in terms of median
error. On the other hand, the second method, which is better also from system
design point of view, is superior to others including the first approach in terms of
mean and median error. Furthermore, we also analyze camera sensor invariance by
quantifying how much the performance of the ANNs degrade when the test sensor
is different than the training sensor.
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11. INTRODUCTION
Computer vision aims to make computers understand images and video, or more
precisely, the ability to see. In computer vision problems, we take visual data x and
use them to infer something about the world w [25]. As a result, it deals with how
we can combine sensor-derived images, world knowledge and knowledge of the image
understanding to construct a model of the surrounding environment [11].
Computer vision problems are basically divided into 2 parts: low-level and high-level
vision tasks. The latter includes many fields such as object recognition, motion anal-
ysis and 3D reconstruction, whereas the former includes noise reduction, sharpening,
blurring and the famous 3A algorithms in a typical imagining pipeline of a digital
camera: Auto Exposure (AE), Auto Focus (AF) and Auto White Balance (AWB).
As explained in [12], AWB, also known as color constancy (CC), is the perceptual
ability to distinguish the color of an object even under a colored light; in other
words, we want to interpret the color of an object independently of the color of the
light source. Both correct and incorrect white balance are illustrated in Figure
1.1. The main reason why color constancy is so challenging is that it is an ill-posed
inverse problem, because both the spectral distribution of the illuminant and the
scene reflectance are unknown.
Computational color constancy algorithms aim to solve the problem in two steps.
Firstly, by using an AWB algorithm, they produce an estimate of the color of the
light source of a target image based on the assumption that the color of the light
source is uniform across the scene, then they correct the image so that the corrected
image appears to be taken under a canonical light source [14]. As explained in detail
in [22], the correction is achieved by using a diagonal model, known as von Kreis
Model, of illumination change:
~x′ = G · ~x, G =
w′R/wR 0 00 w′G/wG 0
0 0 w′B/wB
 (1.1)
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where ~w = [wR, wG, wB] is the linearized camera response under one illumination and
~w′ = [w′R, w
′
G, w
′
B] is the response under another illumination. The diagonal model
holds if given an image, we can convert all of its colors ~x from one illumination to
another. The diagonal elements of G are also known as white balance gains.
Figure 1.1 Correct vs. incorrect white balanced image
(Source: https: // photographylife. com/ what-is-white-balance )
There are basically two types of illuminant estimation algorithms. The first type
is static methods. They are based on low-level statistics assuming that illuminant
information can be extracted from an image’s spatial information. For example, grey
world or white patch algorithms. The second type is learning-based methods, which
requires a model to be trained and after to be used for the illuminant estimation.
For instance, color by correlation or gamut mapping. Hence, unlike static methods,
learning-based methods demand training images.
Auto white balance problem has been approached with machine learning techniques
quite often. For example in [31] and [1], they applied different regression methods
and in [7], [28] and [21] they addressed the problem by using neural networks. Neural
networks have been shown to be feasible in solving auto white balance problem.
In parallel with that, in this thesis, two different artificial neural network (ANN)
approaches are utilized to generate a new AWB algorithm by weighting some of the
existing AWB algorithms. The first approach proves to be better than the existing
approaches in terms of median error. On the other hand, the second method, which
is better also from system design point of view, is superior than all others including
the first approach in terms of mean and median error.
The rest of the thesis is organized as follows. Chapter 2 discusses briefly the basics of
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machine learning and auto white balance concept and algorithms. In Chapter 3, we
present the pre-processing, image features and ANN models in detail. In Chapter 4
we present our experimental results. Finally, the thesis is concluded in Chapter 5.
42. THEORETICAL BACKGROUND
This chapter provides the basic knowledge for machine learning and auto white
balance concepts that will be used throughout the thesis.
2.1 Machine Learning
Machine learning is one of the many areas in artificial intelligence. It is applied in
cases where a computer cannot be explicitly programmed with a set of instructions
to accomplish a task. Nonetheless, instead of having a set of instructions to solve a
problem, sometimes we can have an idea or acceptable amount of data that can be
used to construct a good and valuable approximation of the solution. The approx-
imation can be achieved by learning an efficient model using the available data or
past experience to make predictions. As a result, machine learning is about different
models for learning and different methods to learn with the models by adapting their
parameters from experience.Then, a computer program is said to learn if its perfor-
mance P at some tasks T improves with their own experience E [20]. For example,
for one of the most popular machine learning problems, hand writing recognition, T
is recognizing and classifying handwritten words within images, P can be percent of
words correctly classified and E can be a database of handwritten words with given
classifications. Some of other well-known and real world machine learning examples
also include face detection, customer segmentation and medical diagnostics.
There are two main subfields of machine learning; supervised learning and unsuper-
vised learning. In supervised learning, algorithms are trained on labeled examples
where the desired output is known. In other words, machine learning algorithms
using supervised learning methods learn by inspecting a set of inputs and expected
outputs to find out an efficient mapping function between them. There are sev-
eral supervised learning approaches and algorithms in the literature, such as multi-
layer perceptron, decision tree, logistic regression, support vector machine, k-nearest
neighbors algorithm and Naïve Bayes classifier. On the other hand, in unsupervised
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learning, algorithms operate on unlabeled examples where the desired output is
unknown. The purpose is to find interesting and potentially useful patterns and
structure within data by using the probability densities. There exist some unsuper-
vised learning techniques, yet the most widely used one is cluster analysis.
The two essential problems in supervised learning are regression and classification.
An example application for classification would be classifying emails as ’spam’ or
’not-spam’. A regression example would be estimating the price of a house. The
most simple regression model is linear regression. Suppose we have data of the
form (x1, y1), ..., (xn, yn), where n denotes the sample size and xi and yi are real
numbers with i in {1, ..., n}, the model predicts a quantitative response f(X) = Y
by assuming that there is approximately a linear relation between input X and
output Y. Then, the simple linear regression model has the form:
Y = β0 + β1X (2.1)
In the model, β0 and β1 are two unknown parameters. By training the model, we
want to estimate those parameters so that the linear model fits the available data
well and is a good approximation. The estimation is done by minimizing a loss
function. The loss function L is the sum of individual losses over the instances of
X. Let yˆi = βˆ0 + βˆ1xi be the prediction for Y based on the ith observation of X.
Then, ei = yi− yˆi represents the ith residual, where yi is the response variable. Then
the loss function can be defined as the sum of residuals:
L =
n∑
i=1
ei (2.2)
We aim to choose β0 and β1 to minimize the L. Therefore, one of the key issues
regression problems differ from each other is the choice of the loss function. The
most common and simplest one is residual sum of squares (RSS):
RSS =
n∑
i=1
e2i (2.3)
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On the other hand, classification is used for predicting qualitative responses. The
goal is to take an input vector and assign it to one of the available classes by con-
structing a model based on the training set and the class labels. Normally, the
classes are disjoint; thus, each input vector is only assigned to one class only. As
a result, the input space is separated into decision regions with boundaries called
decision boundaries or decision surfaces [5]. They are illustrated with green lines in
Figure 2.1.
Figure 2.1 Decision boundaries
(Source: http: // www. work. caltech. edu/ ~htlin/ program/ libsvm/ )
A simple classification system includes several phases. The first one is preprocessing,
which handles raw data obtained from a source to be properly utilized as an input,
because raw data can be incomplete, noisy or inconsistent. To that end, this phase
involves data related tasks, such as cleaning, integration, transformation, reduction
or discretization. The next phase is feature extraction. Features are domain specific
measurements containing relevant information in order to generate the best possible
representation of an input. To illustrate, in a fruit classification task, a feature vector
may include information about a fruit’s size, color, shape, etc. For classification tasks
we aim to generate feature vector representations with the highest intra-class and
the lowest inter-class similarity. The third phase is training, which was explained
earlier to build a model for prediction. Lastly, in the classification phase the system
assigns the input to one of the available classes according to a decision rule.
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As stated in [18], a classification problem has three fundamental parts. Firstly, the
relative frequency of the classes to occur in the population; i.e. the prior probability
distribution. Secondly, an implicit or explicit criterion that defines the mapping
between input/output relationship for separating the classes. Finally, a loss function
to penalize a wrong classification so that the total cost of misclassifications should
be minimized as is in the regression case. Thus, most of the classification tasks
based on the probability theory. A probabilistic model outputs a vector containing
the probability distribution over all classes that shows the degree of certainty of each
class.
After finalizing the training of a model and estimating the optimum parameters, we
can use the model for unseen data to make predictions. However, if we over-train the
model on the training data or use a model which is too complex, then it may only
learn and memorize the training set and will perform quite poorly when presented
with new data, which is called overfitting. Nonetheless, we want to create models
that are capable of generalizing so that the model can perform well on new unseen
data. The situation is illustrated in Figure 2.2. In the figure, from left to right
the models having different complexities have been trained on the training data.
The training error curve in the bottom box shows that it gets better and better
as the complexity increases. On the other hand, prediction error for new data
increases, as well. It can be observed from the top right graph the most complex
model ’memorized’ the training data, yet fails when new unseen data is presented.
However, the graph on the middle seems to follow a pattern instead of going through
each data point with less prediction error for new data. As a result, to create a good
model capable of generalizing, we should be careful about the complexity of the
model and when to stop training so that it does not overfit.
After generalizing the model, we should check for the performance assessment, which
is an essential aspect of machine learning to determine how well a model can per-
form. There are several performance evaluation methods exist in the literature, such
as resubstitution error rate or holdout error rate, yet the most common approach is
called cross validation, also known as K-fold cross validation, which is also utilized in
this thesis. In cross validation, first of all, a random permutation of the sample set
is generated, then we create a K-fold partition of the shuﬄed dataset. For each of K
experiments, we use (K-1) folds for training and the remaining fold for testing. The
process takes place K times and we calculate the test error estimate as an average of
test errors for each fold. An example case of 5-fold cross validation is illustrated in
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Figure 2.2 Overfitting example
(Source: http: // scott. fortmann-roe. com/ docs/ MeasuringError. html )
Figure 2.3. The process can be computationally expensive as it requires the design
of K classifiers. Nonetheless, it is generally unbiased [30]. If we perform cross vali-
dation with K is equal to the number of samples, the process is called leave-one-out
cross validation, which is considerably useful with small datasets, because K-fold
cross validation demands larger sample sizes. In practical applications K = 5 and
K = 10 are usual choices.
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Figure 2.3 5-Fold cross validation
(Source: http: // genome. tugraz. at/ proclassify/ help/ pages/ XV. html )
2.2 Color Constancy
As explained in detail in [29] and [15], the image values f = (R,G,B)T for a
Lambertian surface depend on the color of the light source e(λ) where λ is the
wavelength, the surface reflectance s(λ) and the camera sensitivity functions c(λ) =
(R(λ), G(λ), B(λ)) :
f =
∫
ω
e(λ)s(λ)c(λ)dλ (2.4)
where ω is the visible spectrum. With the assumption of the illumination of the
scene is uniform, the aim of color constancy algorithms is to estimate the color of
the light source e(λ):
e =
ReGe
Be
 = ∫
ω
e(λ)c(λ)dλ (2.5)
2.2.1 Color Constancy Algorithms
In this thesis we use four different static illuminant estimation methods, namely grey
world, grey world one count, shades-of-grey and weighted grey edge as our reference.
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Grey World Algorithm (GW)
The algorithm assumes that the average reflectance of the surfaces in an image scene
is achromatic [6]. In other words, the average pixel values of red, green and blue
components of an image are equivalent to each other:∫
s(λ, x)dx∫
dx
= k (2.6)
where k is a multiplicative constant chosen such that the illuminant color e has unit
length. As a result, the color of the light source can be estimated by computing the
average pixel value of an achromatic scene, where the reflected color gives the color
of the light source: ∫
f(x)dx∫
dx
=
1∫
dx
∫ ∫
ω
e(λ)s(λ, x)c(λ)dλdx (2.7)
= k
∫
ω
e(λ)c(λ)dλ = ke (2.8)
given the values f(x), where x is the spatial coordinate in the image. Furthermore,
since the algorithm is simple to implement and it has a very low computational cost,
it is vastly used for benchmarking. However, it tends to fail when the image scene
contains large colored areas, when the average scene is not grey, which leads to a
color cast. For example, a large red object would cause color error towards cyan.
Such an error is illustrated in Figure 2.4.
Grey World One Count Algorithm (GWOC)
The proposed algorithm is yet another version of the GW algorithm. However,
the algorithm counts each separate chromaticity only once. In other words, in
[R/G,B/G] chromaticity plane, each [R/G,B/G] that is present in the image frame
is counted only once. Hence, the algorithm performs better when the GW algorithm
tends to fail heavily where the large colored objects are presented in the field-of-view.
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Figure 2.4 An example showing the failure of the Grey World algorithm
Shades-of-Grey Algorithm (SoG)
Shades-of-grey algorithm is more general form of GW algorithm as it assigns different
weights to good and bad sides of GW algorithm assuming that the scene average is
shades of grey. As proved in [10], GW algorithm is a specific case of a Minkowski
norm given in below equation, where m and n are the dimensions of the image I :
∀c ∈ {R,G,B}, Ic(x, y) : psumc = p
√
1
mn
∑
Ipc (x, y) (2.9)
For p = 1 the equation is equal to the GW algorithm assumption, for p = ∞ it is
equal to Max-RGB algorithm, which assumes that the maximum response in the
components of an image arises from a white patch, the lightest patch to use as a
white reference [29]. However, this algorithm is not in the scope of this thesis. SoG
algorithm assumes the optimal illuminant estimate is between L1 and L∞. Although
how to choose the p value depends on the dataset, in [10], it was stated that when
p = 6, the algorithm is comparable to many advanced color constancy algorithms.
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Weighted Grey Edge Algorithm (WGE)
As it was proposed in [29], Grey-Edge algorithm is based on the fact that the largest
variation of the distribution of color derivatives is directed towards the light source
and the algorithm assumes that the average edge difference in a scene is achromatic:∫ |sσx(λ, x)|dx∫
dx
= g(λ) = k (2.10)
where the subscript x implies the spatial derivative at scale λ. Hence, the color of
the light source can be estimated from the average color derivative in the image
based on Equation 2.8
For WGE, the proposed algorithm in [15] aims to use the information that is based
on photometric features of distinct edge types such as material edges, shadow or
shading edges, specular edges and interreflection edges by implementing an iterative
weighting strategy to gradually increase the accuracy of the estimation of the color
of the light source and update edge weights accordingly:
(
∫
|ω(f)κfc,x(x)|pdx)
1
p = kec (2.11)
where ω(f) is a weighting function and κ is used for dictating the weights. Such
weighting scheme’s first iteration, second iteration and convergence is illustrated in
Figure 2.5, where the weight maps are color coded, such that dark red indicates a
high weight and dark blue indicates a low weight.
2.3 Artificial Neural Networks
An artificial neural network is a massively parallel distributed system consisting of
many simple processing units called neurons to model the way the brain performs
a particular task by acquiring knowledge from its environment through a learning
process [16]. The learning process is achieved by adjusting the synaptic weights of
the network. Artificial neural networks are useful to solve complex classification
tasks, because they are very fast due to its massively parallel distributed structure
and their ability to learn and generalize.
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Figure 2.5 WGE algorithm weight maps [15]
2.3.1 Perceptron
A perceptron forms the basis of the ANNs. It is a feedforward network that builds
linear decision boundaries. As illustrated in Figure 2.6, it has inputs represented by
synaptic weights, an adder for summing the input signals and an activation function
to determine the output of the system. In its simplest form, it can be defined as the
weighted sum of its inputs:
y =
n∑
j=1
wjxj + w0 (2.12)
where n is the number of inputs, and w0 is the intercept value coming from a bias unit
x0 = +1. The perceptron is activated by inputing of a pattern to its outputs. For
linear cases, we can use a binary threshold activation function (e.g. step function)
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Figure 2.6 A perceptron
(Source: https: // nl. wikipedia. org/ wiki/ Perceptron )
to determine the output. Then, we can decide the output of the system as:
o(x) = sgn(w · x) (2.13)
where
sgn(y) =
+1 if y > 0−1 otherwise (2.14)
On the other hand, to represent non-linear functions in general, we need non-linear
activation functions such as sigmoid or tanh, which are illustrated in Figure 2.7.
Sigmoid function takes real numbers and squashes them into range [0, 1], where at
0 it is not activated at all and at 1 it reaches maximum frequency, whereas tanh
function squashes real numbered numbers into range [−1, 1]:
sigmoid(x) =
1
1 + e−x
(2.15)
tanh(x) =
e2x − 1
e2x + 1
(2.16)
As a result, tanh can be considered as a scaled sigmoid function:
tanh(x) = 2sigmoid(2x)− 1 (2.17)
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Figure 2.7 Sigmoid vs. tanh
Several algorithms can be used for the training of a perceptron to discover an op-
timum weight vector so that the output predicts correct class labels. The most
common method is known as the perceptron learning rule, which always converges
to optimum weights in finite time if the classification problem is linearly separable
[26]. For this process, first we initialize the weights to small random values, gener-
ally between [−1,+1]. Then, perceptron is applied to each training example. If an
output is correctly classified, we do not change the weights, otherwise weights are
updated by adapting them at each iteration with:
wi ← wi +4wi (2.18)
where 4wi denotes:
4wi = α(t− o)xi (2.19)
In Equation 2.19 t is the target label of the current iteration’s training example, o
is the output of the perceptron, and α is a number generally between [0, 1] called the
learning rate, which controls how should the weights are updated at each iteration.
2.3.2 Multilayer Perceptron
Single perceptron is not able to solve complex tasks, because it is limited to linear
mapping. As a result, we need a more generic model that is capable to perform
arbitrary mappings. We can use perceptron to build a larger and more practical
structure, called multilayer perceptron (MLP). Hence, an MLP can also be described
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as a network of perceptrons. A typical MLP consists of an input layer, one or more
hidden layers and an output layer. The hidden layer is visible to neither the inputs
nor the outputs and allows the network to learn complex models by extracting useful
features from the inputs. Such a network with one hidden layer, also known as two-
layer perceptron, is shown in Figure 2.8. Furthermore, as proved in [8] and [17],
Figure 2.8 MLP with one hidden layer
an MLP with a single hidden layer represents a universal function approximator. A
two-layer perceptron can be written mathematically as:
y = f(x) = ϕ(b(2) +W (2)(ϕ(b(1) +W (1)x))) (2.20)
where x is a vector of inputs, y a vector of outputs, W (1) and W (2) are weights, b(1)
and b(2) are biases and ϕ is the activation function. In the equation, ϕ(b(1)+W (1)x)
forms the hidden layer and the rest of the formula constitutes the output layer.
2.3.3 Training an ANN
ANNs are trained for minimizing the loss function by learning the set of parameters
of the model θ = {W (∗), b(∗)}. The most common approach used for learning the
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parameters is called the stochastic gradient descent (SGD). The gradients of a loss
function are calculated by using the backpropagation (BP ) algorithm, then they are
fed to the SGD method with the aim of updating the weights.
Stochastic Gradient Descent
SGD algorithm updates the set of parameters θ incrementally after each epoch.
An epoch denotes the number of times all the training examples are used for one
forward pass and one backward pass. Unlike in usual gradient descent (GD), where
the gradient of the error is computed based on all of the training set, in SGD the
gradient of the error is calculated based on a single training sample so that we can
stochastically approximate the true error gradient. As a result, we can train an
ANN faster by using SGD, because we do not need to compute the gradient for the
entire training set for each epoch. In GD, the weights are updated as:
wj := w +4wj (2.21)
4wj = α
n∑
i=1
(target(i) − output(i))x(i)j (2.22)
where α is the learning rate. On the other hand, in SGD the weights are also
updated as in Equation 2.21, this time 4w is defined as:
4wj = α(target(i) − output(i))x(i)j (2.23)
Backpropogation
When we want to use SGD with multi-layer networks, we need to somehow compute
the gradient of the loss function. BP algorithm is the most common method used to
overcome this problem. In BP, we basically want to calculate the partial derivatives
∂L/∂w of the loss function L with respect to some weight w so that we can analyze
how fast the loss changes when we change the weights. Let us use mean squared
error (MSE) as our cost function. Then, MSE of one output neuron over all n
examples is:
L =
1
2
n∑
j=1
(tj − yj)2 (2.24)
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where t is the target label and y is the output of the perceptron. We scale L by 1
2
for mathematical convenience of Equation 2.30. In order to use SGD, we need to
calculate the error gradient.
4wkj = −α ∂L
∂wkj
(2.25)
where a node in layer k is connected to a node in layer j. We take the negative,
because weight changes are in the direction where the error is decreasing. By using
chain rule we get:
∂L
∂wkj
=
∂L
∂yj
∂yj
∂xj
∂xj
∂wkj
(2.26)
In Equation 2.26, xj is the weighted sum of the inputs being passed to jth node
and yj = f(xj) is the output of the activation function. As a result:
∂xj
∂wkj
= yk (2.27)
Let us consider the sigmoid function as our activation function, then its derivative
yields:
df(x)
dx
= f(x)(1− f(x)) (2.28)
Then, when we plug it in Equation 2.26, we get:
∂yj
∂xj
= yj(1− yj) (2.29)
Finally, we take the first partial derivative of the remaining part ∂L
∂yj
, which is the
derivative of Equation 2.24:
∂L
∂yj
= −(tj − yj) (2.30)
Overall, putting all things together, we form the algorithm for the output-layer case:
∂L
∂wkj
= −(tj − yj)yj(1− yj)yk (2.31)
For the propagation of the error, we can write the chain rule as:
∂L
∂yj
=
∑ ∂L
∂yj
∂yj
∂xj
∂xj
∂wkj
(2.32)
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In the Equation 2.32, if we donate the first two partial derivatives as δi and the rest
is the derivate of the weighted sum of the inputs wji:
∂L
∂yj
= −
∑
δiwji (2.33)
As a result, we can write the case for the hidden layers:
∂L
∂wkj
= −
∑
(δiwji)yj(1− yj)yk (2.34)
In the end, we can feed the gradient of the calculated error to the SGD algorithm.
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3. METHODOLOGY
In this chapter, the details of the implementation steps for the thesis work are
described. Throughout this chapter, the following steps will be covered respectively:
data preprocessing, feature extraction and ANN architectures.
3.1 Preprocessing
As briefly mentioned in Chapter 2.1, preprocessing is an important task to properly
utilize the input signal. In this section, preprocessing for color constancy and also
for classification will be briefly discussed.
3.1.1 Preprocessing for Color Constancy
Several non-idealities must be corrected from raw camera sensor input data for
the feasibility of the model given in Equation 1.1. Furthermore, since computa-
tional color constancy algorithms mentioned in Chapter 2.2.1 based on an analysis
of the image contents, it is essential to capture the necessary information of the
photographed image scene.
Exposure Control
Exposure control has a significant part in determining how well the information is
captured in the raw camera data, because it regulates how light or dark an image
appears when captured by a camera. There are several cases that result in loss
of information due to bad exposure control, such as quantization of pixel data to
zero due to too short exposure time, saturation of pixel data due to overexposure
and loss of detail due to motion blur resulting from long exposure time [22]. As a
result, we want the best exposed photographed image scene, possibly without loss
of information, for efficient and useful color constancy.
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Linearity of the Data
Since von Kreis Model assumes that the image data is linear, decent linearization
forms another important preprocessing step for color constancy. One of the causes
for non-linearity is called data pedestal, also known as black level. It refers to the
signal level of raw camera data resulting in complete darkness [22]. Another problem
is caused by the non-linearity of the dynamic range of the camera. To remove
this effect, we omit all saturated pixels from the AWB calculation, because they
do not contain the real white points anymore for that image area. White point
means that what is the RGB of the prevailing illumination in the linear sensor
RGB color space. If the scene has perfect achromatic surface, then it reflects the
illumination chromaticity, but the ground truth is defined regardless of the scene
contents including perfect achromatic surfaces or not. Hence, allowing saturated
image areas (e.g. some parts of bright sky that do not fit in the dynamic range of
the sensor) in the calculation will bias the result towards x1.0 white balance gains.
Color Shading
Color shading basically means the lack of color uniformity across the image. Hence,
colors from the center of an image may differ from that of the image corners [9].
Thus, it can disturb color appearance and effect the ideal performance of AWB
algorithms. As explained in [24] and [23], the effects can be reduced using digital
image processing. Both corrected and uncorrected color shading are illustrated in
Figure 3.1.
3.1.2 Preprocessing for Classification Task
Apart from preprocessing the data for color constancy, we also used a method for
improving the correct classification accuracy of the ANNs. The method which was
utilized is called histogram stretching. It is an image enhancement technique to
improve the contrast by stretching the dynamic range of an image according to a
mapping function. Generally, it is defined as:
O(x, y) = 255 · [I(x, y)−MIN ]
[MAX −MIN ] (3.1)
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Figure 3.1 Corrected vs. uncorrected color shading [9]
where O(x, y) is the output image pixel at coordinates x and y, I(x, y) is the input
image pixel at coordinates x and y, MIN is the minimum pixel value in the input
image and MAX is the maximum pixel value in the input image. This method
proved to be useful with Shi-Gehler dataset by increasing the correct classification
accuracy up to 5%. Nevertheless, for Intel datasets, it was observed that it did not
have a significant effect to compensate for the effort to employ it.
3.2 Feature Extraction
The key thing about the image features is that they will form the input of the neural
networks by containing enough information about the scene to allow discriminating
between different cases. Nonetheless, they should not have too much irrelevant
information, which can distract some algorithms. Most of the features are taken as
a reference from the works of [2].
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3.2.1 Color Histograms
Color histogram is broadly used in image retrieval problems. Nevertheless, it can
also be utilized as a feature for AWB problem as it represents the color distribution
of an image so that the system can understand the scene of the image up to a
certain point. To that end, RGB color histograms are preferred as a part of the
image feature vector. To compute the histogram, RGB color space is quantized into
3x3x3 equal bins and each of the original colors is mapped to a corresponding bin.
3.2.2 YCbCr Color Moments
As mentioned in [2], by transforming an image to the YCbCr color space, the lumi-
nance component and the chrominance components can be separated. As in color
histograms, YCbCr color moments can be employed to describe the color distribu-
tion of an image. Furthermore, as stated in [19], color moments are invariant under
photometric changes, which makes them proper feature candidates. To that end,
first four color moments is utilized as a part of the image feature vector.
3.2.3 Number of Colors
All of the 4 AWB algorithms used in this thesis take Grey World algorithm as their
basis. Thus, the color range gives us a good hint about if the Grey World assumption
holds or not. As a consequence, the number of distinct colors in an image is used to
represent the color range in the image feature vector.
3.2.4 Cast Indexes
The cast index intends to recognize the existence of a significant cast within the
image. In order to calculate the cast indexes, the image is transformed into the
YCbCr space, as a very strong cast will show one clear peak within the CbCr plane.
The means and variances of the Cb and Cr components (µCb and µCr, σ2Cb and σ2Cr)
are used to compute the color equivalence circle center C and its radius r, as well
as the two cast indexes D and Dσ:
C = (µCb, µCr) (3.2)
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r =
√
σ2Cb + σ
2
Cr (3.3)
D = C − r (3.4)
Dσ =
D
r
(3.5)
D is a measure of how far the color distribution is from the neutral axis and Dσ
quantifies the strength of the cast [2]. However, it should be mentioned that the
cast depends a lot on the sensitivity of the used camera sensor. When applied to
raw data, the cast depends heavily on the response of the sensor, on top of the
illumination and object surface color. So, it will not be invariant with respect to
changing properties of camera sensors. Even if normalized before cast calculation,
it does not tell whether the cast is due to illumination or object surface reflectance.
3.2.5 Number of Edges
The consistency of the edge-based AWB algorithms could be deteriorated if the scene
lacks details and edges. Furthermore, it would also allow separating the impact
from edges of different contrast. As a result, the number of edges in an image
provides reasonable information for the problem, as also one of the AWB algorithms
correlates with the edges. Nonetheless, it is good to mention that the problem
with binary edge image is the thresholding. Accumulating the values of edge image
(e.g. Sobel without thresholding, or simple high pass filter) into 1 value, and then
normalizing it with some value that corresponds to highly textured area, might work
more consistently and smoothly, without any steps in the behavior that might come
from thresholding. Furthermore, it would allow separating the impact from edges
of different contrast.
3.3 ANN Architectures
Two different approaches are experimented to find a better resulting algorithm than
GW, GWOC, SOG and WGE, which were presented earlier. Our approaches some-
how combine the illuminant estimate RGBs of those 4 AWB algorithms and generate
a weighted illuminant estimate. For both methods, we use ANNs consisting of two
layers; one hidden and one output layer. Image features generated by using the
methods mentioned in Chapter 3.2 contain 43 neighborhood attributes that act as
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inputs to the neural networks. For training, scaled conjugate gradient backpropa-
gation, which produces generally faster convergence, is used and for loss function,
cross-entropy method is preferred, as it is more suitable for classification problems.
It gives positive output and as the neuron gets better with training, the output gets
close to zero. Over all n examples, for a single neuron, it can be written mathemat-
ically as:
L = − 1
n
∑
x
[y ln(t) + (1− y) ln(1− t)] (3.6)
where t is the output from the neuron and the sum is over all training inputs, x
and y is the corresponding desired output. Then, generalizing the cross-entropy
method to many-neuron multi-layer networks is a trivial task. Furthermore, for the
activation function of the output layer, we use softmax function. It produces real
valued outputs in the range [0, 1] that add up to 1. As a result, it produces output
in the form of a probability distribution to construct a weighted average. For the
classification task, we take the position where the intensity is maximal in the output
of the softmax function. The function can simply be written as:
softmax(x) =
exi
n∑
j
exj
(3.7)
where xi is an output data and n is the number of total outputs. Furthermore, for
model assessment of each method, we prefer 5-fold cross validation. Moreover, one
design principle related to system stability, that is also good to keep in mind, is that
small change in input should cause only small change in output. If the system only
selects one AWB algorithm, it can happen that small change in the image framing
can make the system to switch to another AWB algorithm, creating a step change
in the colors. In other words, the system should not be impacted by so small image
details, otherwise it will be easily impacted by motion blur, small AF error, more
blurry optics, etc. error sources.
3.3.1 AWB Algorithm Weighting with Probabilistic Approach
The first method is used to classify images by the success of a color constancy
algorithm based on the image features defined earlier. The respective target for
each is a 4-element class vector with a 1 in the position of the associated color
constancy algorithm, (1, 0, 0, 0)T for Grey World, (0, 1, 0, 0)T for Grey World One
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Count, (0, 0, 1, 0)T for Shades of Grey and (0, 0, 0, 1)T for Weighted Grey Edge.
After calculating angular errors for each image and algorithm, for each image, the
algorithm with the lowest error rate is classified as the best one, and thereby the
target matrix is generated. The network is designed by using the target matrix to
train the network in order to produce the correct target classes for AWB algorithms.
Several experiments were conducted to determine the optimum number of neurons
for the hidden layer and for selecting the best model available for the artificial
neural network. It was found out that the model had the best accuracy between
bins 50 and 200. Nonetheless, the maximum accuracy is achieved by using 50 hidden
neurons. In the end, for Shi-Gehler dataset, 48% correct classification accuracy can
be achieved for the 4 class problem, where the random probability of selecting the
correct class is 25%. Furthermore, by using softmax transfer function in the output
layer, probability distribution over each AWB algorithm can be obtained. As a
result, AWB algorithm weighting becomes feasible, since the better the classification
accuracy the better the probability distribution over each AWB algorithm. In the
end, we can generate a fifth algorithm NN_AWB_1, which is a linear combination
of the white points of the 4 AWB algorithms. The weighting (linear combination)
is based on the outcome of the NN for a given frame. To make it more concrete,
let us assume that for one example frame the algorithms give white points [R,G,B]
and NN gives weights for each algorithm as below in Table 3.1. We get one white
Table 3.1 Example case of 1st method
GW GWOC SoG WGE
Red 120 130 140 150
WP Green 150 160 170 180
Blue 140 130 120 110
NN_result Probabilities 0.2 0.3 0.1 0.4
point for the NN_AWB_1 ([137,167,123] in this example case). Comparing that to
the ground truth white point, we get the angular error for NN_AWB_1, which can
be compared against GW, GWOC etc. results. This is done for all images in the
database.
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3.3.2 AWB Algorithm Weighting with Combining Separate
Neural Networks Approach
The second method involves having separate neural networks for each AWB algo-
rithm, with output nodes associated with different angular error ranges shown in
Table 3.2. We think that this method could work better due to having more con-
sistent correlation between image contents and the AWB algorithm performance.
In the first method there can be discontinuities coming from the fact that if some
other AWB algorithm is just slightly better, then that other AWB gets selected,
even though the image contents could be almost the same as in some other image in
which the order of the AWB algorithms is the opposite. Hence, instead of indicating
the right AWB, in this method, ANNs indicate the likelihood of success for each
AWB, but we need multiple ANNs instead of the 1 ANN that we have in the 1st
approach. In this case, the respective target for each is a 5-element class vector with
Table 3.2 Possible error classes and ranges
Error class (ec) 1 2 3 4 5
Angular error [0, 1) [1, 3) [3, 6) [6, 9) [9 , ∞)
a 1 in the position of the associated error class, just as in the 1st approach. For a
given image, we know the error class ec for each AWB algorithm, based on the NN
that is associated with each AWB algorithm. Similarly, we have the white points
from each AWB algorithm. To get neural network white point (NN_AWB_2) for
a given image, we select the white point(s) that correspond to the lowest ec, and
average them (if there is only one AWB algorithm in the lowest error class then
no averaging needed). To that end, we train 4 different neural networks; one for
each AWB algorithm. For Shi-Gehler dataset, general model accuracies for correct
classification are 35% for both GW and GWOC, 40% for SOG and 43% for WGE,
where the random probability of selecting the correct class is 20%.
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4. EXPERIMENTAL SETUP AND RESULTS
In this chapter, experimental setup and results are discussed in detail. The angular
error results are presented in tables. The implementation platform for this thesis
work was MATLAB. MATLAB’s Neural Network Toolbox is used in the implemen-
tation.
4.1 Datasets
The performance of AWB algorithms were tested on several datasets, one is re-
processed version of Shi-Gehler RAW dataset, which is considered as one of the
benchmarks and publicly available [27] and others are Intel’s own confidential datasets
having images from different camera sensors under different illumination conditions.
The Shi-Gehler RAW dataset contains 568 indoor and outdoor images taken using
Canon 5D and Canon 1D digital cameras with all settings in auto mode. The dataset
was originally provided by [13]. Each image contains a MacBeth colorchecker for
reference, which is illustrated in Figure 4.1. By using a MacBeth colorchecker we
can calculate the ground truth white points, because gray patches of the colorchecker
directly indicate the white points, since they reflect the illumination chromaticity
without altering it.
For this thesis, we only used Canon 5D images, whose spatial resolution is 2193 x
1460, because we did not want to mix images from different sensors. Moreover, they
have the black level of 129, which needs to be subtracted before any further process.
A set of example images of Shi-Gehler dataset are illustrated in Figure 4.2.
4.2 Error Measure
In this thesis, angular error is used to measure the error. The angle between the
RGB triplet of the ground truth illuminant e and the RGB triplet of the estimated
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illuminant eˆ can be defined as:
eAng = arccos(
eT eˆ
||e|| ||eˆ||) (4.1)
where ||.|| is the Euclidean norm. It is also good to note that the ground truth RGB
triplet is sensor-specific. In Section 4.3, we present the minimum, median, mean
and maximum of obtained angular errors.
Figure 4.1 MacBeth colorchecker
(Source: https: // luminous-landscape. com/ sinar-hy6 )
4.3 Results
For the Shi-Gehler dataset the results of each approach are show in Table 4.1.
The results look promising for NN_AWB_1 method, which was the results of AWB
algorithm weighting with probabilistic approach, as the median error is clearly better
than GWOC. It is safe to assume that there are a bunch of high error cases for
NN_AWB_1 that push the mean error a bit higher than the one of GWOC. On
the other hand, it can also be observed from the Table 4.1 that NN_AWB_2 is
clearly better than all other algorithms, including NN_AWB_1. It only fails to
beat GWOC on maximum error results.
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Figure 4.2 Example images of Shi-Gehler dataset
Furthermore, overall error distribution of NN_AWB_2 is illustrated in Figure 4.3
and the most problematic image, which contains large colored areas, is shown in
Figure 4.4. It can be analyzed that maximum error image is one of the several
isolated cases and as also the mean value suggests, most of the images are within 5
degree error range. As a result, NN_AWB_2 method proves to be very promising
even with average classification accuracy.
Table 4.1 Angular error results for the Shi-Gehler dataset
Algorithm Min Mean Median Max
GW 0.03 4.59 3.54 19.17
GWOC 0.05 3.68 2.91 16.44
SoG 0.08 5.83 3.09 36.18
WGE 0.04 5.20 2.04 33.39
NN_AWB_1 0.05 3.97 1.94 21.39
NN_AWB_2 0.02 3.41 1.72 24.41
In Table 4.2, Table 4.3, Table 4.4, Table 4.5, Table 4.6 and Table 4.7, results
of the Intel datasets are presented. Each dataset has images from different camera
sensors and scenes under various illuminations. There are 6 databases; from intel_1
to intel_6 and the numbers of images in each database are 69, 280, 196, 188, 72 and
78 respectively. Furthermore, as it can observed from the tables SoG algorithm yields
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Figure 4.3 Histogram of the angular errors of 2nd method for Shi-Gehler dataset
Figure 4.4 The most problematic image
very high error rate. This is because of the L norm we used. Nonetheless, instead of
finding the optimal norm, we decided to keep it, because the only difference to GW
is that brighter values get higher weight, and it seems that it does not suit well for
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those databases, but the ANN should be able to pick the images in which is does
work (e.g. the brightest objects are some white objects that reflect the illumination
chromaticity). If the L is decreased, it would just become more similar to GW, and
that does not really benefit the system.
As tables suggest, generally, NN_AWB_2 method significantly outperforms those
4 AWB approaches in terms of mean and median error, and even for some cases it
also outperforms in terms of minimum and maximum error.
4.3.1 Camera Sensor Invariance and Error Quantification
In practice we do not want to train the ANNs again when new camera module type
is used, because it is time consuming, expensive, and error prone to capture a new
training database that has good enough coverage. In this part we quantify how
much the performance of the ANNs degrade when the test sensor is different than
the training sensor. The challenge here is that we do not have exactly the same
raw image contents captured with multiple cameras. Nevertheless, in the end of this
part we should have a good idea of how much degradation happens, both in terms
of classification accuracy and NN_AWB_2 angular error. To that end, we trained
one ANN with one Intel database and tested on 5 others, and repeated so that all
databases get to be the training database in turns. AWB results are presented in
Table 4.8, Table 4.9, Table 4.10, Table 4.11, Table 4.12 and Table 4.13. Accura-
cies of the ANNs on providing the correct error are presented in Table 4.14, Table
4.15, Table 4.16, Table 4.17, Table 4.18 and Table 4.19. In the accuracy report,
the values are given in tuples as (Org/Inv) which means, Org value is the original
accuracy of an ANN tested by the same database, whereas Inv shows the accuracy
when tested by another database. The results clearly show the need for additional
work to gain invariance against changes in camera module properties. There is also
impact from the image contents, which is quite different between the databases. As
a result, we also experimented with 2 different camera sensors, Intel Saltbay’s and
Nikon D810, to also see the same metrics for a case when the image contents and
framing is almost the same, but camera properties are different. Then the impact
would only be from the change in camera properties. If the system instead has more
continuous weights for all algorithms, it is possible at least in principle to produce
more continuous changes when the framing changes. AWB results of this experi-
ment are presented in Table 4.20 and Table 4.21, and accuracies of the ANNs on
providing the correct error are presented in Table 4.22. However, from the results
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it can be analyzed that even in that conditions, the results clearly show the need for
additional work to gain invariance against changes in camera module properties.
Table 4.2 Angular error results for Intel_1 dataset
Algorithm Min Mean Median Max
GW 0.16 4.98 2.58 17.76
GWOC 0.19 6.36 4.82 21.66
SoG 7.36 12.18 11.46 23.18
WGE 0.76 5.54 4.28 22.84
NN_AWB_2 0.20 5.20 2.90 17.76
Table 4.3 Angular error results for Intel_2 dataset
Algorithm Min Mean Median Max
GW 0.10 4.74 4.62 12.29
GWOC 0.27 6.39 5.67 40.59
SoG 8.98 10.49 9.90 21.68
WGE 0.20 4.46 3.88 17.37
NN_AWB_2 0.19 4.03 3.66 15.47
Table 4.4 Angular error results for Intel_3 dataset
Algorithm Min Mean Median Max
GW 0.35 4.57 3.43 19.95
GWOC 0.29 8.25 6.48 39.13
SoG 8.39 11.70 9.83 21.31
WGE 0.34 4.63 3.28 22.03
NN_AWB_2 0.34 3.73 2.62 22.38
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Table 4.5 Angular error results for Intel_4 dataset
Algorithm Min Mean Median Max
GW 0.04 3.74 3.24 10.80
GWOC 0.11 8.96 6.16 44.06
SoG 13.05 15.88 14.34 24.52
WGE 0.04 6.00 4.67 24.12
NN_AWB_2 0.04 3.98 2.88 33.01
Table 4.6 Angular error results for Intel_5 dataset
Algorithm Min Mean Median Max
GW 0.09 9.87 9.71 20.44
GWOC 0.54 10.01 9.87 21.21
SoG 14.89 15.43 15.51 16.94
WGE 0.97 7.69 6.72 22.19
NN_AWB_2 0.09 7.40 6.82 18.85
Table 4.7 Angular error results for Intel_6 dataset
Algorithm Min Mean Median Max
GW 0.22 6.41 5.83 19.47
GWOC 0.23 8.53 7.73 36.87
SoG 13.02 16.27 15.44 20.23
WGE 1.15 6.75 6.49 16.82
NN_AWB_2 0.23 5.97 4.90 21.39
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Table 4.8 Angular error results for Intel_1 dataset for error quantification
Algorithm Min Mean Median Max
GW 0.16 4.98 2.58 17.76
GWOC 0.19 6.36 4.82 21.66
SoG 7.36 12.18 11.46 23.18
WGE 0.76 5.54 4.28 22.84
NN_AWB_intel_* 0.20 5.20 2.90 17.76
NN_AWB_intel_2 0.30 4.63 2.64 21.66
NN_AWB_intel_3 0.30 4.37 2.59 15.12
NN_AWB_intel_4 0.16 5.00 2.87 16.96
NN_AWB_intel_5 0.16 5.19 3.48 19.47
NN_AWB_intel_6 0.19 5.37 3.91 17.39
Table 4.9 Angular error results for Intel_2 dataset for error quantification
Algorithm Min Mean Median Max
GW 0.10 4.74 4.62 12.29
GWOC 0.27 6.39 5.67 40.59
SoG 8.98 10.49 9.90 21.68
WGE 0.20 4.46 3.89 17.37
NN_AWB_intel_* 0.19 4.03 3.66 15.47
NN_AWB_intel_1 0.22 4.59 4.23 19.28
NN_AWB_intel_3 0.21 4.59 4.11 19.28
NN_AWB_intel_4 0.16 4.41 3.84 19.28
NN_AWB_intel_5 0.10 4.59 3.89 28.19
NN_AWB_intel_6 0.10 4.89 4.31 29.92
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Table 4.10 Angular error results for Intel_3 dataset for error quantification
Algorithm Min Mean Median Max
GW 0.35 4.57 3.43 19.95
GWOC 0.29 8.25 6.48 39.13
SoG 8.39 11.70 9.83 21.31
WGE 0.34 4.63 3.28 22.03
NN_AWB_intel_* 0.34 3.73 2.62 22.38
NN_AWB_intel_2 0.10 4.63 3.84 22.38
NN_AWB_intel_1 0.35 5.37 4.42 24.96
NN_AWB_intel_4 0.36 4.57 3.48 18.06
NN_AWB_intel_5 0.37 5.40 3.58 25.54
NN_AWB_intel_6 0.17 5.10 3.77 39.13
Table 4.11 Angular error results for Intel_4 dataset for error quantification
Algorithm Min Mean Median Max
GW 0.04 3.74 3.24 10.80
GWOC 0.11 8.96 6.16 44.06
SoG 13.05 15.88 14.34 24.52
WGE 0.04 6.00 4.67 24.12
NN_AWB_intel_* 0.04 3.98 2.88 33.01
NN_AWB_intel_2 0.19 4.98 4.02 19.78
NN_AWB_intel_3 0.15 5.09 3.95 21.46
NN_AWB_intel_1 0.04 5.34 4.26 39.52
NN_AWB_intel_5 0.19 6.26 4.69 38.94
NN_AWB_intel_6 0.11 5.91 4.49 31.62
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Table 4.12 Angular error results for Intel_5 dataset for error quantification
Algorithm Min Mean Median Max
GW 0.09 9.87 9.71 20.44
GWOC 0.54 10.01 9.87 21.21
SoG 14.89 15.43 15.51 16.94
WGE 0.97 7.69 6.72 22.19
NN_AWB_intel_* 0.09 7.40 6.82 18.85
NN_AWB_intel_2 0.84 8.98 8.52 22.19
NN_AWB_intel_3 0.97 8.43 7.90 22.19
NN_AWB_intel_4 0.22 8.40 8.03 21.21
NN_AWB_intel_1 0.54 9.64 9.14 22.19
NN_AWB_intel_6 0.09 8.86 9.02 18.17
Table 4.13 Angular error results for Intel_6 dataset for error quantification
Algorithm Min Mean Median Max
GW 0.22 6.41 5.83 19.47
GWOC 0.23 8.53 7.73 36.87
SoG 13.02 16.27 15.44 20.23
WGE 1.15 6.75 6.49 16.82
NN_AWB_intel_* 0.23 5.97 4.90 21.39
NN_AWB_intel_2 0.32 6.26 5.75 19.47
NN_AWB_intel_3 0.32 6.65 6.23 21.39
NN_AWB_intel_4 0.36 6.26 5.40 19.72
NN_AWB_intel_5 1.14 7.66 7.65 17.57
NN_AWB_intel_1 0.22 7.34 6.77 21.03
Table 4.14 Accuracy report when intel_1 is used for training & others testing
Algorithm intel_2 intel_3 intel_4 intel_5 intel_6
GW 43.5 / 24.6 40.0 / 27.6 32.8 / 24.2 60.8 / 18.1 28.2 / 19.2
GWOC 31.8 / 25.4 33.7 / 23.0 36.0 / 20.3 53.1 / 20.7 24.2 / 24.3
SoG 99.5 / 94.0 96.6 / 92.1 100.0 / 88.7 100.0 / 59.7 100.0 / 81.2
WGE 41.7 / 25.2 33.7 / 24.8 28.8 / 22.5 36.7 / 18.9 23.8 / 24.1
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Table 4.15 Accuracy report when intel_2 is used for training & others testing
Algorithm intel_1 intel_3 intel_4 intel_5 intel_6
GW 34.6 / 28.2 40.0 / 33.6 32.8 / 24.7 60.8 / 23.2 28.2 / 23.9
GWOC 27.7 / 28.0 33.7 / 29.9 36.0 / 27.8 53.1 / 20.0 24.2 / 21.8
SoG 91.7 / 87.6 96.6 / 95.1 100.0 / 93.9 100.0 / 68.8 100.0 / 88.5
WGE 30.1 / 29.6 33.7 / 26.7 28.8 / 24.6 36.7 / 25.0 23.8 / 23.0
Table 4.16 Accuracy report when intel_3 is used for training & others testing
Algorithm intel_2 intel_1 intel_4 intel_5 intel_6
GW 43.5 / 29.2 34.6 / 25.6 32.8 / 22.6 60.8 / 22.1 28.2 / 24.3
GWOC 31.8 / 28.1 27.7 / 23.5 36.0 / 27.4 53.1 / 21.8 24.2 / 26.0
SoG 99.5 / 95.5 91.7 / 88.1 100.0 / 89.0 100.0 / 70.6 100.0 / 87.4
WGE 41.7 / 24.1 30.1 / 27.5 28.8 / 25.3 36.7 / 24.4 23.8 /25.3
Table 4.17 Accuracy report when intel_4 is used for training & others testing
Algorithm intel_2 intel_3 intel_1 intel_5 intel_6
GW 43.5 / 28.7 40.0 / 25.2 34.6 / 24.6 60.8 / 14.2 28.2 / 21.3
GWOC 31.8 / 27.0 33.7 / 27.8 27.7 / 23.1 53.1 / 12.7 24.2 / 25.2
SoG 99.5 / 99.6 96.6 / 97.5 91.7 / 95.7 100.0 / 100.0 100.0 / 100.0
WGE 41.7 / 23.1 33.7 / 24.9 30.1 / 25.9 36.7 / 26.0 23.8 /27.8
Table 4.18 Accuracy report when intel_5 is used for training & others testing
Algorithm intel_2 intel_3 intel_4 intel_1 intel_6
GW 43.5 / 16.4 40.0 / 15.8 32.8 / 16.6 34.6 / 16.9 28.2 / 24.3
GWOC 31.8 / 20.3 33.7 / 21.7 36.0 / 20.6 27.7 / 21.1 24.2 / 25.2
SoG 99.5 / 99.6 96.6 / 97.5 100.0 / 100.0 91.7 / 95.7 100.0 / 100.0
WGE 41.7 / 21.6 33.7 / 20.2 28.8 / 22.4 30.1 / 19.4 23.8 / 23.3
Table 4.19 Accuracy report when intel_6 is used for training & others testing
Algorithm intel_2 intel_3 intel_4 intel_1 intel_6
GW 43.5 / 24.7 40.0 / 26.0 32.8 / 20.9 60.8 / 28.6 34.6 / 20.2
GWOC 31.8 / 21.8 33.7 / 24.0 36.0 / 22.4 53.1 / 26.6 27.7 / 23.0
SoG 99.5 / 99.6 96.6 / 97.5 100.0 / 100.0 100.0 / 100.0 91.7 / 95.7
WGE 41.7 / 25.5 33.7 / 24.7 28.8 / 25.0 36.7 / 25.2 30.1 / 24.9
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Table 4.20 Angular error results for Saltbay dataset
Algorithm Min Mean Median Max
GW 0.07 4.43 4.38 19.68
GWOC 0.44 4.10 3.43 13.70
SoG 15.49 16.95 17.08 18.21
WGE 0.16 1.85 1.47 6.98
NN_AWB_2 0.16 1.78 1.45 7.37
Table 4.21 Angular error results for Nikon D810 dataset
Algorithm Min Mean Median Max
GW 0.09 6.28 5.80 27.01
GWOC 6.42 25.60 25.97 48.73
SoG 15.22 16.12 16.14 16.98
WGE 0.20 3.22 2.54 10.43
NN_AWB_2 0.09 3.18 2.26 10.43
Table 4.22 Accuracy report for Saltbay vs. Nikon D810
Algorithm Saltbay Nikon D810
GW 40.2 / 19.4 33.9 / 20.5
GWOC 36.9 / 22.7 93.1 / 7.9
SoG 100.0 / 100.0 100.0 / 100.0
WGE 50.4 / 26.4 42.3 / 18.5
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5. CONCLUSIONS
In this thesis, we have studied 2 different ANN architectures, namely probabilistic
approach and combination approach, to estimate of the color of the light source of a
target image. The motivation was to generate a new AWB algorithm by weighting
some of the existing AWB algorithms. 4 AWB algorithms were selected to use as
a reference, namely grey world, grey world one count, shades of grey and weighted
grey edge. Furthermore, we have analyzed camera sensor invariance by quantifying
how much the performance of the ANNs degrade when the test sensor is different
than the training sensor.
We used ANNs for the task, because in recent studies the problem has been ap-
proached with machine learning techniques quite often and they have been proved
to be very useful. Furthermore, one of the major advantages of using ANNs is that
their ability to generalize so that they can be used for unseen data to make accu-
rate predictions. Furthermore, neural networks are simple to implement and easy
to deploy on embedded systems that are used in real life applications such as smart
phones and digital cameras.
For computational color constancy, preprocessing is an important task. Several
non-idealities must be corrected from raw camera sensor input data for them to be
feasible. The most important things to consider for preprocessing step is exposure
control, linearity of the data and color shading. One needs to take care of non-
idealities before applying color constancy to an image.
To use as inputs to the ANNs, we extracted several features from the images. The
key thing about the image features is that they should contain enough information
about a given scene to allow discriminating between different cases. To that end, we
used color histograms, YCbCr color moments, number of colors, cast indexes and
number of edges to form the 43 neighborhood attributes to use as inputs.
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Two different approaches were experimented to find a better resulting algorithm
than those 4 AWB algorithms presented earlier. Both approaches somehow combine
the illuminant estimate RGBs of those 4 AWB algorithms and generate a weighted
illuminant estimate. The first method was used to classify images by the success of
a color constancy algorithm based on the image features defined earlier, whereas the
second method involves having separate neural networks for each AWB algorithm,
with output nodes associated with different angular error ranges. For both methods,
we used ANNs consisting of two layers; one hidden and one output layer. For
training, scaled conjugate gradient backpropagation was used and for loss function,
cross-entropy method was preferred. For the output layer, instead of traditional
sigmoid or tanh activation functions, softmax activation function were preferred to
produce output in the form of a probability distribution to construct a weighted
average, especially for the 1st method.
Approaches were trained and tested on 1 publicly available dataset, Shi-Gehler, and
several confidential Intel datasets in MATLAB environment. We evaluated the per-
formance of our approaches based on 5-fold cross validation error rate. The experi-
mental results proved that the first approach is better than the existing approaches
in terms of median error, while the second method, which is better also from system
design point of view, is superior to all others including the first approach in terms
of mean and median error.
We also analyzed camera sensor invariance and error quantification to see how much
the performance of the ANNs degrade when the test sensor is different than the
training sensor. To that end, we used 6 Intel datasets to train one ANN with one
database and tested on others, and repeated so that all databases get to be the
training database in turns. Furthermore, we also experimented with 2 different
camera sensors to also see the same metrics for a case when the image contents
and framing is almost the same, but camera properties are different. To that end,
we provided angular error reports as well as correct classification accuracies of the
experiments. The results clearly show the need for additional work to gain invariance
against changes in camera module properties.
To address that problem, if one can improve the neural networks’ classification
accuracy with a more descriptive feature set or with a better model, then the angular
error rates can get better. Similarly, better camera sensor invariance can be achieved.
For instance, convolutional neural networks (CNNs) can be implemented. Using
5. Conclusions 42
CNNs for AWB task is a quite new and popular idea. For instance, in [3], [4] and
[32], they use CNNs for illuminant estimation, which can be investigated for further
research.
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