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Abstract 
 
In order to have safe and economy construction, different sources of uncertainty should be 
properly characterized and considered in structural design and verification. Commonly, 
reliability analysis is being used to evaluate the consistency of design process, including the 
uncertainty. A full probabilistic approach is an appropriate tool to consider the aleatory 
portion of uncertainty. However, in dealing with epistemic uncertainty in reliability analysis, 
modern mathematical tools such as fuzzy logic is required. 
 
 
Unreinforced masonry (URM) is known as sustainable building material and is on the top of 
worldwide building materials consumed in residential buildings. In this thesis, based on the 
available information on material, probabilistic models including the involved uncertainty for 
masonry properties has been provided for reliability study. Furthermore, a new experimental 
procedure for initial shear and friction coefficient, which theoretically reduces epistemic 
uncertainty, has been introduced. 
 
 
The unreinforced masonry walls that are important structural members in typical masonry 
buildings have been chosen as the cases of reliability study. Different verification methods for 
combination of in-plane shear and compression according to various codes has been 
collected and direct deterministic equations to predict the capacity has been extracted. In 
order to identify uncertainty (inaccuracy in design models), the observed (experimental 
results) load-carrying capacity are compared with predicted values and then the relevant 
uncertainty in models has been derived. 
 
 
Several reliability analysis using only stochastic method and using fuzzy-randomness 
technique has been conducted. The effect of uncertainty on assessed reliability has been 
highlighted. Additionally, the distinction between linear and non-linear application of partial 
safety factors has been investigated. 
 
 
Finally, by means of 3D graphs the actual reliability level of various masonry walls designed 
according to the latest German National Annex code DIN EN 1996-1-1 /NA :2012-05 on 
different load situation has been illustrated.    
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Zusammenfassung 
 
 
Analyse von unbewehrten Mauerwerkskonstruktionen mit unscharfen Daten 
 
Ingenieurmethoden zur Überprüfung von unbewehrten Mauerwerkswänden unter 
Scheibenschub (Probabilistische und Fuzzy-Methoden)  
 
Um sichere und ökonomische Konstruktionen zu planen, sollten die Datenunschärfe mit 
ihren verschiedenen Quellen bzw. Ursachen richtig charakterisiert und bei der Tragwerks-
planung bzw. dem Nachweis berücksichtigt werden. Üblicherweise wird eine Zuverlässig-
keitsanalyse angewendet, um einen konsistenten Tragwerksentwurf einschließlich der Un-
schärfe zu beurteilen. Eine vollständige probabilistische Näherungslösung ist ein 
brauchbares Werkzeug, um aleatorische Unschärfe zu berücksichtigen. Für die Erfassung 
der epistemischen Unschärfe bei der Zuverlässigkeitsanalyse sind moderne mathematische 
Werkzeuge wie z.B. die Fuzzy-Set-Theorie erforderlich. 
 
Unbewehrtes Mauerwerk (URM) ist als nachhaltiges Baumaterial bekannt und weltweit an 
der Spitze der verbauten Baumaterialien in Wohngebäuden. In dieser wissenschaftlichen 
Arbeit, die sich auf die verfügbaren Informationen über das Material stützt, werden 
probabilistische Modelle, einschließlich der zugehörigen wahrscheinlichkeitsbasierten Un-
schärfen der Mauerwerkseigenschaften, für die Zuverlässigkeitsstudie zur Verfügung 
gestellt. Außerdem wurde ein neues experimentelles Verfahren für die Ermittlung der 
Haftscherfestigkeit und den Reibungsbeiwert eingeführt, um die (epistemische) Unschärfe zu 
reduzieren. 
 
Unbewehrte Mauerwerkswände, die wichtige Tragglieder in typischen Mauerwerksgebäuden 
sind, wurden für die Zuverlässigkeitsstudie ausgewählt. Verschiedene Nachweismethoden 
für die Kombination von Scheibenschub und Druckbeanspruchung wurden nach verschied-
enen Normen zusammengestellt und deterministische Gleichungen, zur Ermittlung der Trag-
fähigkeit herausgearbeitet. Um Unschärfe zu identifizieren (Ungenauigkeit der Modelle), 
werden die beobachtete Tragfähigkeit (experimentelle Ergebnisse) mit rechnerischen Werten 
verglichen, und daraus relevante Aussagen zur Modellunschärfe abgeleitet. 
 
Verschiedene Zuverlässigkeitsanalysen wurden zunächst mit stochastischen Methoden und 
danach mit einem fuzzy-randomness basierten Vorgehen geführt. Die Auswirkung der Un-
schärfe auf die bewertete Zuverlässigkeit wird herausgestellt. Zusätzlich wurde der Unter-
schied zwischen der linearen und nichtlinearen Anwendung zur Bestimmung von Teilsicher-
heitsfaktoren untersucht. 
 
Schließlich wird mithilfe von 3D-Graphen das Zuverlässigkeitsniveau von verschiedenen 
bemessenen Mauerwerkswänden nach dem letzten deutschen nationalen Anhang, DIN EN 
1996-1-1/NA:2012-05, für verschiedene Lastsituationen dargestellt. 
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 1 Introduction 
1.1 Motivation  
 
Safety and economy are key concepts for the design, serviceability and maintenance of 
buildings during a rational lifetime. The structural reliability links these concepts together. In 
general, the researchers and scientist assessing the reliability level of a model by observing 
the exceedance of limit state (failures) considering random behaviour for all parameters 
involved in the both action and resistance sides of related limit state.  
 
Selecting the most reliable method is an increasing demand form industry and users, since it 
indicates both economy and safety of a structure. In comparison between several codes or 
methods, the question is which code or method provides more reliable design for user? And 
in which level of reliability the designed structure stands?  
 
On the other hand, unreinforced masonry (URM) is recognized as reliable and safe building 
material. It has a long history and strong tie with worldwide residential buildings. Even now, 
masonry is considered as the most sustainable building material and various types of 
unreinforced masonry (URM) are the dominant wall material and deserve for continuous 
development in design to preserve the competitiveness among the building materials.  
 
However, the large scatter in some material properties and in particular in verification of URM 
structural elements reveals a large portion of uncertainty, which provoke code makers to 
increase the safety factors. Whereas, the direct interaction between the action and ultimate 
resistance in verification of unreinforced masonry complicates the design process 
significantly.  
 
In this context, the characterization of uncertainty in material and design of URM structural 
elements encourage for a full probabilistic verification as the most efficient solutions to 
obtaining the actual reliability level.  
 
1.2 Objective and Differentiation 
The new findings in material properties and some modifications in verification methods are 
reflected in new German National Annex of Eurocode [42]. This provides reasonable ground 
for evaluating the reliability level of the verification method and compare it with other existing 
methods. Among URM structural elements, walls bearing in-plane shear (which later will be 
refer to as URMW) have special importance and they will be case study in current work. The 
reliability assessment of URMW according to current NA code has not been performed 
before. In order to provide deeper insight, verification methods of URM structures from 
several other codes (i.e. EN 1990, DIN 1053-1, DIN 1053-100, DIN 1053-13 and DIN EN 
1996-1-1/NA.K) using the same inputs are compared and the reliability has been evaluated.  
 
Different types of unit material are considered in the codes. In this study the three most 
popular ones, which are Clay Brick (CB), Calcium Silicate (CS) and Autoclaved Aerated 
Concrete (AAC), has been considered. Slenderness also affect the behaviour and failure 
type of URMW, therefore two types of walls (cantilever with	߰ = 1 and fixed top with	߰ = 0.5) 
are concerned. 
 
1.3   Method and Procedure 
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Another key objective of the current study is proposing efficient and useful probabilistic 
uncertainty models and the required statistical parameters (type of distribution, mean, 
standard deviation) based on an extensive literature study and intensive probabilistic study. 
 
Due to lake of statistical database, some fundamental requirements of a full probabilistic 
investigation does not fulfil. For example, the uncertainty in resistance model of each failure 
mode may not be determined precisely. Although it has significant influence on reliability 
level. Moreover, probabilistic analysis may not be appropriate for inherent epistemic 
uncertainty in model and basic variables. Implementing the opinion of experts or applying 
analogue data from similar cases in case of deficit data, advocate utilising suitable tool. In 
this study, the Fuzzy and Fuzzy-Randomness has been exercised to deal with all means of 
uncertainty. 
 
1.3 Method and Procedure 
 
In order to characterize uncertainty and to assess the reliability level of masonry shear walls, 
the current study has taken the following steps forward. 
 
At first, a true understanding of masonry behaviour and strength interval is necessary. 
Chapter 2 introduce the material properties and the corresponding experiment set-up to 
evaluate them. With a focus on the determination of the in-plane shear capacity, the 
available statistical information from other literature has been collected and the appropriate 
probabilistic model has been proposed.   
 
In order to provide a scientific base for further reliability analysis, the fundamentals of the 
principles of statistics and reliability theory are reviewed shortly in chapter 3. This consist of 
description of basic variables and limit state function, probability of failure and a conceptual 
discussion on different methods of reliability assessment. A review on structural target 
reliability is also included. 
 
Without a precise definition of the actions and action effects, the result of reliability analysis is 
worthless. The required statistical parameters of the main actions on masonry buildings and 
in particular wind load, from available research reports have been collected and analysed in 
chapter 4. The partial factors and load combination are also discussed briefly. 
 
In Chapter 5 the deterministic models to predict the maximum in-plane shear capacity of 
URMW are discussed. Regarding to the direct interaction between the action and ultimate 
resistance, verification of unreinforced masonry become significantly complicate and needs 
special computing procedures. A key contribution here is providing explicit mathematical 
expression for ோܸௗ. The mathematical expression is named “direct deterministic solution”. 
This was necessary since, without an exact and accurate prediction model of the load-
carrying capacity, the evaluated reliability is not trustworthy. 
 
In reliability analysis, the precise statistical data and realistic models are required. The 
predicted load-carrying behaviour should be calibrated as closely as possible to the present 
boundary conditions, using model factor. Some recommendations for considering uncertainty 
(inaccuracy in predicted values) in probabilistic models can be derived from the literature; 
from comparing the observed (experimental reports) load-carrying behaviour with predicted 
value, then the relevant uncertainty may be identified. In this regard, Chapter 6 is a key 
contribution. The uncertainty of unreinforced masonry are analysed and the associated 
statistical distributions and parameters are proposed. 
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Based on statistical parameters and mathematical models established in chapter 4, 5 and 6, 
the full probabilistic reliability analysis of URMW has been organised in chapter 7. In this 
study, the reliability level has been analysed for different codes using the same partial safety 
factors (i.e. for material ߛெ = 1.5 and for wind ߛௐ = 1.5). A simplified load combination (i.e. 1.0 · ீܰ⨁ 1.5 · ܹ ) has been taken into account. 
In chapter 8, interval method and fuzzy set (cf. [136]), which is also a generalization of the 
intervals has been reviewed. α-݈݁ݒ݈݁	݋݌ݐ݅݉ܽݖܽݐ݅݋݊ which is an effective method in dealing 
with fuzzy numbers and has been stablished in Technical University of Dresden (cf. [99]) 
regarding to the fuzzy-randomness approach has been applied for verification of reliability of 
masonry structures. 
 
  
   
 
 
 2 Material Properties: Experimental Data, Uncertainty and 
Probabilistic Models  
2.1 Introduction 
 
Material properties are the most important basic variables in structural verification and 
reliability assessment. As the buildings are designed for different functions and occupations, 
the large variety of materials are used for assisting this need. A general classification 
according to type of units may be used for instance perforated Clay Bricks (CB), Calcium 
Silicate (CS), Autoclave Aerated Concrete (AAC), Hollow block Concrete (HC) and 
Lightweight block Concrete (LC). Please note that still a large variety in size, shape and 
characteristic strength are available for each of above mentioned groups. As an example, 
Large-sized units are getting more and more popular due to the increased efficiency in 
construction and therefore are being recognized by DIN EN 1996-1-1/NA [42]. 
 
Not only many different kinds of units exist, the variety of mortars is also considerable. 
Mortars can also be classified as General Purpose Mortar (GPM), Thin Layer Mortar (TLM) 
and Light weight Mortar (LM). Again, each group may be divided into different types (e.g. 
depending on the compressive strength). 
 
In order to acquire the material properties several methods are available. For instance, [122] 
declares that the most practicable samples are those taken from the building itself. Direct 
testing of specimens from the building has the advantage to include effects such as 
workmanship, actual three-dimensional layout, original materials and environmental 
influences. However, there are other concerns, which may limit the choices. 
 
The number of samples (sample size) is an important issue, the larger sample size, the 
closer material properties to reality. The implementation of the appropriate test method is 
another important issue to determine material properties. As an example, the initial shear 
strength determined according to current European standard gives nearly the half of the 
value according to former German test method (cf. [107]).  
 
Although direct sampling from the building would be ideal, it is a very time-consuming, 
expensive procedure, limited in number and therefore, not optimal for statistical processing 
that requires a relative large number of samples. For that reason, instead of direct sampling, 
masonry samples are re-built with original or new materials. Then the effect of time and 
workmanship in site are absent, but still they are the best alternative as tests on such 
samples are less time-consuming, less expensive and can be performed in relatively large 
numbers that is necessary to fit a probability distribution function on the material property.  
 
A review on literature shows that researchers have adapted different test set-up and various 
boundary conditions. In some cases some critical information of boundary conditions or 
material properties are not reported. Consequently, in most cases the available data are not 
comparable. Moreover, the available data are mostly about compressive load bearing 
capacity of masonry; the lake of information about other characteristics are obvious. 
 
For this reason and due to the evolution in design methods (e.g. tendency towards 
considering non-linearity in both material and analyse) and especially to fulfil the 
requirements of probabilistic methods, collection of all the statistical parameters (distribution, 
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mean and coefficient of variation) from experimental data in future work are appreciated. A 
little extra work may be a worthwhile price to pay to get data that are more accurate. Even if 
possible, specific international database and arrangement for recording and publishing 
experimental data should be organized.  
 
Following a short review on the material properties and their probabilistic modes are given. 
Special focus has been given to the material properties involving in the load carrying capacity 
of URM shear wall. 
 
Please note that the mean of the basic variables is derived from related experimental 
database. In lake of experimental data, the mean value may be calculated from the 
characteristic value recommended in Eurocode (assuming that these values are precisely 
equal to the fractiles i.e. 5% for materials and 95% for variable actions). Following tables 
gives the required mean-to-characteristic (μ௑ ܭ௑⁄ ) for certain distributions and several ܥ݋ݒ. 
 
 
Table 2.1: mean to characteristic ( μଡ଼ Kଡ଼⁄  ) for 95 % fractiles of distributions (Actions) 
Cov. 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 
Normal 
dist. 0.9240 0.8587 0.8021 0.7525 0.7086 0.6696 0.6346 0.6032 0.5747 
Lognormal 
dist. 0.9222 0.8529 0.7912 0.7363 0.6875 0.6442 0.6057 0.5715 0.5411 
Gumbel 
max dist. 0.9146 0.8427 0.7812 0.7281 0.6818 0.6410 0.6048 0.5725 0.5435 
 
 
 
Table 2.2: mean to characteristic ( μଡ଼ Kଡ଼⁄  ) for 5 % fractiles of distributions (Materials) 
Cov. 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 
Normal  
dist. 1.0896 1.1969 1.3275 1.4902 1.6984 1.9742 2.3568 2.9235 3.8489 
Lognormal 
dist. 1.0870 1.1842 1.2924 1.4125 1.5454 1.6921 1.8532 2.0297 2.2223 
Gumbel max 
dist. 1.0699 1.1502 1.2437 1.3536 1.4849 1.6444 1.8422 2.0941 2.4259 
 
 
 
 
 
2.2 Material Properties: Data Collection, Experiments 
 
Material properties are provided within the national design codes. Referring to the in plane 
shear load carrying of unreinforced masonry wall (URMW), the experiments may be 
classified in three categories: experiments on mortar, experiments on units and experiments 
on assemblage (masonry specimen). Moreover, as it is mentioned before (cf. [107]), fracture 
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energy, plastic and post-peak behaviour, in each test should be taken into account. Stress-
redistribution after the peak load as well as the anisotropic behaviour are considerable. 
Therefore, future research should put more emphasis on the anisotropic modelling and post 
peak behaviour of masonry. 
 
As the main concern in this study is URMW, thus those material properties that are relevant 
to their use in the mathematical model of shear wall such as compressive strength of 
masonry( ௞݂), initial shear strength ( ௩݂௞଴) tensile strength of units( ௕݂௧)and compressive 
strength of units( ௕݂௖) according to standards are discussed. Following some physical and 
mechanical properties of masonry has been provided: 
 
2.2.1 Tensile Strength of Units 
 
Under high compression, masonry may fail when the value of principal stress exceeds the 
tensile strength and the cracks may occur in (diagonal) plane of principal stress. Three 
different groups of tensile strength of unit could be distinguished according to test procedure: 
direct tensile strength, splitting tensile strength and flexural tensile strength. Figure 2.1 shows 
direct tensile strength and splitting tensile strength test method. The flexural tensile strength 
test set-up is similar to the Figure 2.3. 
 
According to [86] the tensile strength of clay bricks (CB) is best characterized by the splitting 
tensile strength while in the case of calcium silicate and AAC units, the direct tensile strength 
in the longitudinal direction are more appropriate. Test may be performed on a complete unit 
or on a prism that is cut out from unit, however, according to [119], the tensile strength 
derived from tests on prisms may differ from tests derived on the unit up to 35%.  
 
   
Figure 2.1: Left: direct tensile strength, Right: splitting tensile strength test method 
 
Testing of the tensile strength is difficult and expensive; but it is found that tensile strength 
may be described by a fractile of compressive strength. Thus in Germany, it is common to 
derive tensile strength with following formulation: 
 
 
௕݂௧,௜ = ܿ௜ ∙ ௕݂௖ 
 
(2.1) 
 
where 
௕݂௧,௜ is the calculated tensile strength,  
ܿ௜ is the reduction factor acc. to desire test method i (direct/ split), 
௕݂௖ is the compressive strength of unit. 
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2.2.2 Flexural Strength of Units 
 
[73] suggested that the tensile strength of masonry units both direct and flexural has an 
influence on the resistance of masonry under various stress conditions but is not normally 
specified except in relation to concrete blocks used in partition walls where typically a 
breaking strength of 0.05 N/mm² is required. 
 
The test may be performed on complete unit or a prism, which has been cut out from the 
unit. Frequently, a three point loading according to DIN EN 1015 [37]  is performed analogous 
to mortar specimens(see section 2.2.4 for details). 
Please note that to determine some material properties, especially flexural strength, tensile 
strength and modulus of elasticity dealing with prism is much easier than dealing with unit 
itself. Figure 2.2 shows an example of cut-plan to prepare the prisms. 
 
y 
x 
z Prism in  
x direction 
160 mm 
 
160 mm 
z y 
x 
z y 
x 
40 mm 
40 mm 
40 mm 
40 mm 
Prism in  
z direction 
z y 
x 
40 mm 
40 mm 
160 mm 
40 mm 
 
40 mm 40 mm  
Prism in  
y direction 
40 mm 
 
Figure 2.2: Example of cut-plan to prepare the prisms, dimensions in mm 
 
2.2.3 Compressive Strength of Units 
 
Normally, the manufacturer specifies the mean value of compressive strength of units. 
According to the code DIN EN 772-1 [41] masonry units with cavities, with a net value of the 
stressed area more than 35% of the bearing surface may be tested without removing or filling 
of cavities. Masonry units with a single hole are to be arranged with the hollow upward. The 
test may be done using complete unit or a prism that has been cut out from the unit. 
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The Eurocode covers specification for masonry units according to their material, for example, 
EN 771-2 for Calcium silicate masonry units, EN 771-3 for aggregate concrete masonry units 
(dense and lightweight aggregates), EN 771-4 for autoclaved aerated concrete masonry 
units, EN 771-5 for manufactured stone masonry units and so on. Section 2.3.1 gives an 
overview for the mean values of compressive strength of masonry units according to EN 
1996-1-1/NA [42]. 
  
2.2.4 Flexural Strength of Mortar 
 
According to DIN EN 1015 [37]  the flexural strength is tested by the hardened mortar, 
produced in moulds prisms, using a three point loading system up to failure. The 
recommended size of prism are 160 *40 *40 mm³. Figure 2.3 shows the test schema. 
 
After the flexural strength, the remaining pieces, if they are not damaged, may be used for 
the compressive strength test or splitting test. 
 
 
ℓ = 100 mm 
Φ10  
160  mm 
d 
=
  4
0 
 m
m
 
Φ10 
F 
 
Figure 2.3: Flexural Strength of prism, dimension in mm 
 
2.2.5 Compressive Strength of Mortar 
 
Testing of the compressive strength of mortar may be done according to EN 998. Test 
procedure is simple; the prisms are loaded in a hydraulic press until failure. Section 2.3.2 
gives an overview for the mean values of compressive strength of mortar. 
 
2.2.6 Compressive Strength of Masonry 
 
In order to estimate the compressive strength of masonry different methods and formulations 
based on strength of unit and mortar are available. One of the most reliable and convenient 
one is the method proposed by [93] which also has been used in Eurocode 6. The general 
equation is given bellow:  
  
௞݂ = ܽ ∙ ௨݂௡௜௧௕ ∙ ௠݂௢௥௧௔௥௖ 	 (2.2) 
 
where: 
௠݂  is the compressive strength of masonry, 
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௨݂௡௜௧  is the compressive strength of the unit (brick), 
௠݂௢௥௧௔௧ is the compressive strength of the mortar, 
ܽ, ܾ, ܿ are factors which characterise the kind of masonry. 
 
 
Table 2.3 shows parameters to determine the compressive strength of masonry from 
perforated clay bricks(CB), calcium silicate (CS) and hollow blocks with general purpose 
mortar (GPM) according to EN 1996-1-1/NA [42]. 
 
Table 2.3: Parameters to determine the compressive strength of masonry [42] 
Mean of unit compressive 
strength [N/mm²] Mortar type  
Parameter 
a b c 
2.5	£	 ௨݂௡௜௧ 	< 	10 NM II 0.68 0.605 0.189 NM IIa NM III 
0.70 
NM IIIa 
10		£	 ௨݂௡௜௧ 	< 	75 NM II 
a 0.69 
0.585 0.162 
NM IIa b 
0.79 NM III 
NM IIIa 
 
 
Commonly the compressive strength of masonry determined according to DIN EN 1052-1 
[30]. Figure 2.4 shows the test specimen, with five units tall. 
 
L s  
h s  
gauging for the 
length variation 
t s  
t m
o   
Steel plate 
1,3 2,4 1,2 3,4 
 
Figure 2.4: Specimen for compressive strength test acc. to DIN EN 1052-1 [30], dimension in mm 
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Counter 
body 
 
e 
e 
 
 
Specimens 
a) b) 
2.2.7 Initial Shear Strength of Masonry 
 
According to the one and only standard test method which is described in DIN EN 1052-3 
[35], the initial shear strength of masonry is derived from the strength of masonry specimens 
that are loaded up to failure. The specimens are tested in shear at a four-point loading test 
set-up. Two methods have been described: method A involves the examination of specimens 
at different pre-compression loads and calculate the initial shear strength by linear regression 
to an initial load of zero. Method B involves the examination of specimens without initial pre-
compression, and the determination of characteristic shear strength from a simplified or 
statistical evaluation of results. However, several researchers have reported that the test 
delivers very low mean value (almost half of the value obtained by the method according to 
the former German code DIN 18555-5 [29]) and large scatter (cf. [120] and [121]). Figure 2.5 
shows the two methods. 
  
Figure 2.5: a)Test set-up according to former German standard DIN 18555-5  [29] b)Test set-up for 
the evaluation of the shear strength, standard EN 1052-3 [35] 
 
The analytical calculation and FE modelling made by the author revealed that the test set-up 
contains sources of systematic epistemic uncertainty. In short, the effect of concentration of 
stresses and imposed bending at the mortar joint disturb the boundary conditions that lead to 
biased results. In order to overcome the problem, some modification proposed for EN 1052-3 
and a new test set-up method, known as BJ method, is recommended (cf. [107]).  
 
The main idea is providing real boundary conditions in a rather simple test set-up. The result 
is a Z-shape steel plate which is glued (or fastened in any other way) to the head of units as 
shown in  Figure 2.6. Figure -a shows the modified EN test framework and  Figure -b shows 
the same set-up for a couplet specimen that is the smallest masonry specimen. In both 
methods, to avoid concentration stress in mortar, the contact between steel and unit should 
end in appropriate distance from mortar, therefore, the length of steel plates are set about 
1/15 shorter than the dimension of unit. On the other hand, to nullify the bending moment, 
the outer side of steel should be stretched on top of the mortar joint, so that the imposed 
force and reaction force lie exactly in the same axe in the plane passing through the middle 
of mortar, thus the normal stress distribution in the joint remain uniform. This test set-up is 
compatible with different sizes and types of unit. Experiment may be performed with or 
without pre-compression.  The proposed test arrangement is named BJ test set-up since it is 
started in spirit of Bauschinger [6] who developed the first engineering test set-up and it is 
completed with support of my supervisor, Prof. Wolfram Jäger [107]. 
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Figure 2.6: Proposed test methods for the evaluation of the shear bond strength, a) BJ triplet set-up 
(modified EN), b) BJ couplet set-up [107] 
 
Table 2.4 shows parameters to determine the initial shear strength of masonry for different 
mortar types according to EN 1996-1-1/NA [42]. 
 
Table 2.4: Values for the initial shear strength of masonry f୴୩଴ without pre-load [42] 
Mortar type Mortar strength  [N/mm²] 
f୴୩଴ 
[N/mm²] 
Normal mortar 
2.5 0.08 
5.0 0.18 
10 0.22 
20 0.26 
Thin-layer mortar  
(thickness of 1 mm to 3 mm) -- 0.22 
Lightweight mortar --- 0.18 
 
 
2.2.8 Flexural Strength of Masonry 
 
Commonly, tensile strength has little contribution in masonry load carrying capacity. 
However, in case of out of plane shear (caused by earth pressure or wind) and especially for 
slender walls, the flexural strength should be taken into account. Depending to the imposed 
bending moment, normal or perpendicular to the bed joint, flexural strength of masonry is 
considered separately. The head joints are also found to have influence on flexural strength, 
therefore for design of a wall, the situation of head joints ((filled (SV) or un-filled (SU)) should 
be stated.  
 
According to the experimental results, the flexural strength has a wide scatter. That means a 
scientific revision is vital for the test procedure to identify (and if possible remove) the source 
of uncertainty. For more information please see DIN EN 1052-2 [31], DIN EN 1052-5 [34] and 
section 2.3.8. However, flexural strength of masonry is not concern of this study.  
 
 
a) b) 
2.3   Material Properties: Characteristic Values, Probabilistic Models, Uncertainty 
 
 
12   
 
2.3 Material Properties: Characteristic Values, Probabilistic 
Models, Uncertainty 
 
According to [57] most of the structural safety studies that have been conducted are based 
on an assumed probability distribution for the material as either a log-normal or an extreme 
distribution. This fact has been confirmed by DIN EN 1990:2010-12 [40] that for evaluation of 
reliability index states: 
“Lognormal or Weibull distributions have usually been used for material and structural 
resistance parameters and model uncertainties”.  
 
Schueremans [122] reviewed and rephrased some of material properties and the masonry 
material models in a useful way for probabilistic verification. Since the number of 
experimental data, especially for unit and mortar were sufficiently high, the provided 
database may be considered as a reliable source for further probabilistic studies and as a 
valid alternative for test results.  
 
 
In [87] for compressive strength of masonry units (within a given manufactured batch from 
nine types of clay bricks produced by four manufacturers the average of 1.01, with ܥ݋ݒ. of 
0.09 is reported. This is based on an assumed normal distribution of unit strength. However 
where all statistical parameters were not available the ܥ݋ݒ. was assumed to be 0.10, as a 
typical value for compressive strength of masonry units. 
 
In the same reference, for mortar according to a sample of size 87, the average of 2.18, with 
ܥ݋ݒ. of 0.21 has been obtained. Most of the fitted distributions have been passed 
Kolmogorov-Smirnov test, however the gamma, normal and Weibull distributions over-
estimate the lower tail of the histogram but the lognormal distribution provided a much better 
fit to the lower tail. 
 
In another study, [57] suggests the Weibull distribution for brittle strength and statistical size 
effect based, in a classical example. Following more findings of survey in literatures including 
the recommendations of DIN EN 1996-1-1/NA [42], for different types of unit and mortar are 
presented:  
 
 
2.3.1 Bricks 
 
Table 2.6 shows design values for the compressive strength of masonry units according to 
EN 1996-1-1/NA [42]. 
 
Table 2.5: Design values for the compressive strength of masonry [42] 
Compressive 
strength class of 
the bricks, plan 
elements and 
large blocks 
2 4 6 8 10 12 16 20 28 36 48 60 
Calculated 
minimum mean 
of compressive 
strength [N/mm²] 
2.5 5.0 7.5 10.0 12.5 15.0 20.0 25.0 35.0 45.0 60.0 75.0 
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Schueremans reported the material properties of a sort of handmade clay brick (ܮ · ܹ · ܪ =188 · 88 · 48	݉݉³) according to three sample types: the first samples are cores with 50 mm 
diameter and a height of 44 mm, the second sample type is made of couplet units and third 
type is prisms sawn from a single unit. The results are summarized below: 
 
 
Table 2.6: First samples: cores with 50mm diameter and height of 44 mm 
test symbol number of tests mean Cov. distrib. 
Compressive strength ( ௖݂)	[N/mm²] 51 6.34 37% LN / Pareto(GPD) 
 
 
The second type of test samples are couplets with a height of 120 mm, the test samples 
consist out of two bricks placed on top of each other, joined with a mortar bed joint. 
Considering the irregular shape, the test samples have been rectified with a standard mortar 
layer on top and bottom. The results of the compressive strength ( ௖݂), the Young’s modulus 
based on the compressive plate displacement and the fracture energy are given in Table 2.7. 
 
 
Table 2.7: Second samples: couplets with a height of 120 mm 
test symbol number of tests mean Cov. distrib. 
Compressive strength ( ௖݂)	[ܰ/݉݉²] 50 5.16 30% LN 
Young’s modulus (ܧ)[ܰ/݉݉²] 50 381 29% LN 
fracture energy ൫ܩ௙௖൯[ܰ݉݉/݉݉²] 50 2.28 41% LN 
 
 
 
Table 2.8: Third samples: prisms sawn from bricks 
test symbol number of tests mean Cov. distrib. 
Compressive strength ( ௖݂)	[N/mm²] 40 8.0 40% LN 
Young’s modulus (ܧ)[N/mm²] 38 1711 23% LN 
 
 
 
For probabilistic tensile model, the relationship in (2.1) may be used conveniently. Also [12] 
provided the stochastic models for the unit tensile strength given in the following table: 
 
 
 
 
 
2.3   Material Properties: Characteristic Values, Probabilistic Models, Uncertainty 
 
 
14   
 
Table 2.9: Probabilistic parameters for the unit tensile strength 
mortar group distribution mean [N/mm²] ܥ݋ݒ. 
CS (20/TLM) LN 1.47 26% 
CB (12/GPM)a LN 0.52 a 24% a 
AAC (4/TLM) LN 0.51 16% 
 
a splitting tensile strength 
 
 
2.3.2 Mortar 
 
Table 2.10 shows design values for the compressive strength of masonry mortar according 
to EN 1996-1-1/NA [42]. 
 
Table 2.10: Design values for the compressive strength of masonry mortar  
mortar 
group 
mortar type acc. DIN V 
18580 or DIN 1053-100 [36] 
mortar type acc. DIN 
EN 1996-1-1[43] 
compressive 
strength[N/mm²] [42] 
GPM 
II M 2.5 2.5 
IIa M 5 5.0 
III M 10 10.0 
IIIa M 20 20.0 
LM 
LM 21 M 5 5.0 
LM 36 M 5 5.0 
TLM DM M 10 10.0 
 
 
[122] summarized statistical parameters of some mortar properties. The results are given 
below: 
 
Table 2.11: First mortar sample: age 195 days 
test symbol number of tests mean Cov. distrib. 
Compressive strength ൫ ௖݂௬൯	[N/mm²] 108 8.31 21.6% trunc. N* / LN 
Young’s modulus (ܧ)[N/mm²] 107 410 18% trunc. N* 
flexural tensile strength ( ௧݂)[N/mm²] 53 2.60 19% trunc. N/LN 
 
*  truncated normal distribution 
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Table 2.12: Second mortar sample: age 160 days 
test symbol number of tests mean Cov. distrib. 
Compressive strength ( ௖݂௫)	[N/mm²] 20 3.92 15% -- 
Compressive strength ൫ ௖݂௬൯	[N/mm²] 35 4.97 15% -- 
Young’s modulus (ܧ)[N/mm²] 19 1388 44% -- 
 
 
 
2.3.3 Characteristic Compressive Strength of Masonry 
 
Parameters to determine the compressive strength of masonry from perforated bricks and 
sand-perforated and hollow blocks with normal masonry mortar reported by [97] are:  
 
Table 2.13: Collection of masonry properties, for concrete blocks [97] 
reference series 
(ܧ௫) [Gpa] ൫ܧ௬൯ [Gpa] ൫ܩ௫௬൯ [Gpa] ( ௫݂) [Mpa] ൫ ௬݂൯ [Mpa] ( ௩݂଴) [Mpa] (߮) [°] 
Mojsilovic & Marti (1994) 
Lurati et al. (1990) 
Lurati et al. (1990) 
Lurati et al. (1990) 
Lurati et al. (1990) 
Lurati et al. (1990) 
Hamid & Drysdale (1980) 
Hamid & Drysdale (1980) 
Drysdale & Khattab (1995) 
KZ 
ZSW 
B 
M1 
M2 
F 
UGR 
GR 
UNP 
12.4 
11.6 
11.6 
14.4 
15.5 
19.0 
– 
– 
13.3 
9.0 
9.4 
8.0 
12.3 
20.1 
12.4 
10.0 
4.5 
3.5 
3.8 
– 
6.6 
7.3 
5.9 
10.3 
5.6 
12.7 
9.1 
8.4 
19.3 
17.8 
13.9 
10.2 
13.4 
9.5 
9.0 
6.1 
6.6 
17.7 
15.6 
13.0 
9.6 
13.7 
9.8 
1.55 
0.5 
1.10 
1.0 
1.3 
1.2 
– 
– 
– 
30.6 
38.7 
33.0 
38.7 
38.7 
38.7 
– 
– 
– 
 
 
Table 2.14: Collection of masonry properties, for calcium silicate units [97] 
reference series 
(ܧ௫) [Gpa] ൫ܧ௬൯ [Gpa] ൫ܩ௫௬൯ [Gpa] ( ௫݂) [Mpa] ൫ ௬݂൯ [Mpa] ( ௩݂଴) [Mpa] (߮) [°] 
Mojsilovic & Marti (1994) 
Guggisberg & Thürlimann  
Guggisberg & Thürlimann 
KK 
11 
12 
10.8 
6.9 
10.2 
5.4 
4.3 
6.6 
4.3 
3.4 
4.4 
10.6 
10.4 
11.8 
7.5 
5.7 
7.3 
0.38 
0.27 
0.27 
36.9 
37.6 
40.4 
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Table 2.15: Collection of masonry properties, for clay bricks [97] 
reference series 
(ܧ௫) [Gpa] ൫ܧ௬൯ [Gpa] ൫ܩ௫௬൯ [Gpa] ( ௫݂) [Mpa] ൫ ௬݂൯ [Mpa] ( ௩݂଴) [Mpa] (߮) [°] 
Barth and Marti (1997) 
Mojsilovic´ and Marti (1994) 
Guggisberg & Thürlimann 
Guggisberg & Thürlimann 
Guggisberg & Thürlimann 
Guggisberg & Thürlimann 
Guggisberg & Thürlimann 
Guggisberg & Thürlimann 
Ganz & Thürlimann (1982) 
Hamid & Drysdale (1980, 82) 
KC 
KB 
2 
3 
4 
6 
8 
10 
K 
S 
6.7 
10.6 
7.0 
7.7 
3.1 
6.4 
16.1 
12.8 
6.3 
– 
2.0 
5.3 
1.6 
2.0 
1.4 
3.4 
10.7 
– 
1.3 
– 
2.6 
3.3 
1.1 
1.6 
0.9 
1.8 
4.8 
3.8 
3.2 
– 
9.3 
9.4 
7.9 
8.1 
4.9 
8.1 
16.3 
12.8 
7.6 
43.6 
3.2 
3.5 
2.3 
1.3 
1.9 
3.2 
11.0 
– 
1.8 
24.4 
0.71 
0.54 
0.17 
– 
0.33 
0.53 
– 
– 
0.06 
0.42 
20.9 
47.3 
35.4 
– 
31.4 
33.4 
– 
– 
40.0 
45.0 
 
 
 
Schueremans also used different types of test samples to determine the main material 
properties of the composite masonry. Three different specimen types are reported: the first 
specimens are small masonry pillars, the second type are cores drilled from wallets and the 
third type are small masonry wallets. The results are summarized below: 
 
Small masonry pillars contain 6 layers of bricks with total height of about 360 mm have been 
built. After 140 days, to obtain complete hardening of the hybrid mortar, these pillars have 
been subjected to a displacement controlled compressive test set up. The result of material 
properties are listed in Table 2.16. 
 
 
Table 2.16: first masonry prism: small masonry pillars 
test symbol number of tests mean Cov.% distrib. 
Compressive strength ൫ ௖݂௬൯	[N/mm²] 19 4.26 19% N / LN 
Young’s modulus (ܧ)[N/mm²] 18 1673 30% N 
fracture energy ൫ܩ௙௖൯[Nmm/mm²] 18 1.71 30% N 
 
 
The second type of test samples that has been used to derive the masonry material 
properties are cores drilled from wallets. The cores have a nominal diameter of 150 mm and 
a height of 300 mm, subjected to a uniaxial displacement controlled compressive test. The 
resulting material properties are listed in Table 2.17. A wider scatter with a similar residual 
strength has been noticed.   
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Table 2.17: second masonry prism: cores drilled from wallets 
test symbol number of tests mean Cov. distrib. 
Compressive strength ൫ ௖݂௬൯	[N/mm²] 5 4.54 17% -- 
Young’s modulus (ܧ)[N/mm²] 5 1690 41% -- 
fracture energy ൫ܩ௙௖൯[Nmm/mm²] 5 1.35 76% -- 
 
 
 
Three small masonry wallets with nominal sizes width × depth × height = 600×188× 600 mm 
are tested. The results of material properties are listed in Table 2.18 
 
Table 2.18: third masonry prism: small masonry wallets 
test symbol wallet 1 wallet 2 wallet 3 mean (µ) Cov. 
Compressive strength ൫ ௖݂௬൯	[N/mm²] 5.81 5.68 6.72 6.07 9.3% 
Young’s modulus (ܧ)[N/mm²] 1670 1585 1672 1642 3% 
Poisson ratio ௫ߴ௬ 0.28 0.13 0.13 0.19 31% 
Poisson ratio ߴ௬௭  0.15 0.20 0.25 0.19 31% 
fracture energy ൫ܩ௙௖൯[Nmm/mm²] 2.83 3.26 2.09 2.73 22% 
 
 
 
for modulus of elasticity and for softening modulus, [123] used a lognormal distribution with 
ܥ݋ݒ. = 5.89%. Furthermore, it is believed that the proper distribution for both unit and mortar 
compressive strength is lognormal distribution. Thus, considering equation (2.2) that 
masonry compressive strength is a product of unit and mortar strength, the appropriate 
distribution for masonry compressive strength should be the lognormal distribution. This fact 
is confirmed with (above-mentioned) experimental results. 
 
 
Table 2.19 summarizes the parameters and the model uncertainties have been used for 
compressive strength of big size masonry according to Eurocode 6 (cf. [63]). Please note in 
deterministic model the effect of thin layer mortar is neglected. 
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Table 2.19: parameters and the model uncertainties for compressive strength of big size masonry 
[63] 
unit type a
 1) b 1) ࢌ࢛࢔࢏࢚  [N/mm²] μࣂ 
ࢌ࢑ 
 [N/mm²] ࡯࢕࢜. (ࢌ࢛) ࡯࢕࢜. (ࣂ) ࡯࢕࢜. (ࢌ࢑) class2) 
Calcium silicate 0.23 1.33 
22.9 0.97 13.5 
0.07 0.13 0.16 
16 
29.5 0.97 18.8 20 
38.9 0.97 27.0 28 
Porous concrete 0.96 0.88 
2.9 0.98 2.4 
0.09 0.12 0.14 
2 
5.3 0.98 4.1 4 
7.5 0.98 5.5 6 
 
1) ௞݂ = ܽ ∙ ௨݂௡௜௧௕    
2) Characteristic compressive strength of the brick (common values) 
 
 
For compressive strength of historical masonry (mainly for clay bricks) [62] has reported a 
range of 17%	 ≤ ܥ݋ݒ.≤ 25% from other literatures. He also reported a significant deviation 
between experimental data and Eurocode 6 values. 
 
 
Schubert [118] made ample laboratory tests on masonry piers with different types of units 
with factory made pre-mixed mortar. The results of investigation on the proportionality factor 
between the compressive strength of mortar in the masonry, ௖݂,௝, and the strength ௖݂,௦ 
obtained in the standard test is summarized in Table 2.20.  
 
 
Table 2.20: data for proportionality factor ௖݂,௝/ ௖݂,௦: testing age 28 days  [118] 
unit number range mean 5% fractile 
calcium silicate bricks (KS) 21 0.49 - 1.09 0.77 0.42 
autoclaved aerated concrete blocks (AAC) 2 0.92 – 1.23 1.08 - 
perforated clay bricks (Hlz) 18 0.47 – 1.38 0.90 0.28 
lightweight aggregate concrete blocks (V,Hbl) 13 0.45 – 1.20 0.83 0.12 
 
 
The uncertainty that has to be applied on the mathematical model to correct for that error 
governs the whole problem. 
 
2.3.4 Characteristic Shear Strength of Masonry 
 
One of the most important factors that influence the behaviour and capacity of unreinforced 
masonry shear walls is the bond strength between the mortar and the units. Owing to the 
Mohr–Coulomb criterion, the bond strength itself depends on initial shear strength (adhesion) 
and the coefficient of friction as well as the level of normal stresses. The following material 
properties may be obtained from experiment: 
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· The initial shear strength (adhesion or ௩݂଴	݋ݎ	߬଴)  
· The friction coefficient (μ) 
· The shear modulus (ܩ), 
· the peak shear stress ( ௩݂,௠௔௫ 	݋ݎ		߬୫ୟ୶	),  
· the fracture energy for the mode II (shear) failure (ܩ௙,ூூ)  
 
 
Initial shear strength has been subject of several researches. This property will be discussed 
in section 2.3.5 with more details. Moreover, it is believed that friction coefficient (μ) is 
independent of the type and form of unit and mortar. Also little variation is reported for 
different masonry materials. In [49] a constant value of (μ) = 0.6 is suggested. 
 
Shear modulus (ܩ) is determined with a test set up similar to the Young’s modulus. The 
experimental results confirm the mathematical relation for calculation of shear modulus (ܩ), 
given in equation (2.3): 
 
ܩ = ܧ2 ∙ (1 + ߭)	 (2.3) 
 
It is assumed that the inelastic behaviour in shear can be described by fracture energy for 
the mode II (shear) failure (ܩ௙,ூூ) (cf. [90]). It is calculated as the surface under the stress-slip 
relationship, from peak stress and above the residual stress level (by the integral of the ߬	 − ߜ 
diagram in the absence of normal confining load). The mode II fracture energy also is called 
the friction level. 
 
 
Figure 2.7: Behaviour of masonry under shear and definition of mode II fracture energy GII f (c 
denotes the cohesion).[90] 
 
 
In [90] reported ܩ௙,ூூ 	= 	0.05 − 0.50	ܰ݉݉/݉݉ଶ and [130] reported ܩ௙,ூூ 	= 	0.06 −0.40	ܰ݉݉/݉݉ଶ. Test set-up influence the (ܩ௙,ூூ), for example [122] showed that the test with 
core specimens result more brittle behaviour and less ൫ܩ௙,ூூ൯than test with wallets.   
 
Meanwhile, depending to the bond strength and tensile strength of unit and mortar, different 
failure modes (such as bond failure, failure in mortar, tensile failure in the bricks and diagonal 
tensile failure of units) or any combination of them may be observed. (cf. [130] and DIN EN 
1052-3 [35]). 
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In case of shear tests or tensile tests, the number of test results are remarkably lower than in 
case of compressive tests, merely because these tests and their interpretation are far more 
complex than in case of compressive tests. This leads to extra uncertainty on the 
measurements, which is one of the reasons why the spread tends to be higher (cf. [122]). 
 
2.3.5 Characteristic Initial Shear Strength 
 
Schueremans [122] is performed a Monte Carlo back simulation for Coulomb’s friction law, 
assuming log-normal distribution for all random variables, then he obtained the statistical 
parameters for initial shear strength as ݉݁ܽ݊ = 0.5	ܽ݊݀	ܥ݋ݒ. = 30%. 
 
In [62] log-normal distribution for initial shear strength of ௩݂௞଴ = 0.22	with ݉௙ೡబ/ ௩݂௞଴ = 3.41	 
(i.e. ݉݁ܽ݊	 = 	0.75) and ܥ݋ݒ. ( ௩݂଴) = 35% assumed. 
 
2.3.6 Characteristic of Friction Coefficient 
 
A log-normal distribution for friction coefficient with ݉ஜ/μ௞ = 1.17	 and ܥ݋ݒ. ( ௩݂଴) = 19% for 
large size CS and AAC units is assumed [62]. An independency to type of material for friction 
coefficient observed in [122], then the log-normal distribution with ݉݁ܽ݊ = 0.8	and ܥ݋ݒ. =19% proposed. In current study, friction coefficient is set to constant value of μ = 0.6 . 
 
2.3.7 Characteristic Tensile Strength of Masonry 
 
Yet any in-plane shear resistance capacity provided by tensile strength of masonry is not 
accepted in Eurocode, for this reason, any portion of the wall subjected to vertical tensile 
stress should be excluded in calculating the effective area of the wall to resist against 
horizontal loads. This situation is called cracked state. It seems that, insignificant contribution 
in load-carrying capacity, wide variation in experimental results and question of durability has 
been provoked code writers to waiver tensile resistance capacity and gain more simplification 
and more safety margin in design instead. 
 
Despite of this, still tensile strength of units is one of the most important properties that 
controls tensile failure criterion for the in-plane shear verification. This subject will be 
discussed in chapter 5 in details.  
 
[122] has reported the result of a direct tensile experiment. The statistical summary are given 
in Table 2.21. In this context, [130] suggests a normal distribution type. 
 
 
Table 2.21: direct tensile strength test samples - diameter = 50 mm - age 85 days 
test symbol number of tests (n) mean (µ) Cov. distribution 
Tensile strength ( ௧݂)[ܰ/݉݉²] 56 0.28 56% LN / trunc. N* 
 
* Truncated normal distribution 
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2.3.8 Characteristic Flexural Strength of Masonry 
 
The flexural strength is depending to the type of mortar. As an example, Table 2.22 presents 
an overview of flexural strength for masonry thin layer mortar in Germany, suggested in 
[119]. The wide range in results is obvious, and the dispersion is even higher for other types 
of mortar. 
 
Table 2.22: Flexural tensile strength of masonry(perpendicular to bed joints) [119] 
unit material head joint ࢌࢌ࢒࢞,࢖ࢋ࢘ c value interval 
Perforated clay  Un-filled 0.28 0.26 ... 0.30 
Calcium silicate  -- 0.56 0.35 ... 0.73 
Lightweight concrete  -- 0.40 0.25 ... 0.81 
Concrete blocks filled 0.28 0.22 ... 0.44 
 
 
2.3.9 Characteristic Modulus of Elasticity of Masonry 
 
The modulus of elasticity in compression is commonly related to the compressive strength of 
masonry. For example in DIN 1053-1 [38] it is described by the following equation: 
 
 
ܧ௖ = ܿ ∙ ߪ଴ 
 
(2.4) 
 
where 
ܿ is the ratio factor which may be calculated according to available masonry in the 
region,  
ߪ଴ is the compressive strength of masonry [38].  
 
 
For example, Table 2.23 gives an overview on the c values for masonry in Germany 
suggested by [119]. 
 
Table 2.23: c values suggested for masonry in Germany [119] 
unit material c value c value interval 
Perforated clay  3500 3000 ... 4000 
Calcium silicate  3000 2500 ... 4000 
Lightweight concrete  5000 4000 ... 5500 
Concrete blocks 7500 6500 ... 8500 
 
 
 
  
   
 
 
 3 Conceptual Basic of Probabilistic  
3.1 Introduction 
 
Probability and Fuzzy are concepts that could be used for describing most of structural 
aspects such as: safety, actions, structural performance, consequences of uncertainty in 
design, workmanship cost, life cycle, and so on. The emphasis of this chapter is reviewing 
the conceptual basic of this knowledge and preparing a basis for further application. 
 
After 1970 many fundamental works is performed developing new format for structural codes 
based on probabilistic approach and reliability index (cf. [54], [2], CEB [15], JCSS [77], [78], 
Eurocode [40], ISO [75] and so on). In case of safety and reliability of design, three 
conventional approaches may be assumed: empirical and deterministic approach, 
probabilistic approach that undertakes the data from observations and Fuzzy approach that 
reflects the recommendation of experts. 
 
· Empirical and nominal approach ߙ − 
 
Considering a simplified mathematical model for a load-carrying system, which consist of 
only two deterministic parts: R associated for resistance and S for action loads (and both are 
positive and independent), a measure of global safety, ߛௌி , of the structural system could be 
described as: 
 
 
ߛௌி = ܴܵ > 1	
 
(3.1) 
 
In a frame of conventional deterministic approach, this safety factor was selected as basis for 
engineering deterministic verifications. 
 
· Probabilistic approach 
 
Historically, the first half of the twentieth century witnessed the revolution of probabilistic 
theory against determinism. In structural problems, it was observed that the variation in 
material properties and scatter in resistance of structural load-carrying element and deviation 
in dimension of members follow statistical rules and probability distribution function. Also in 
action side, different loads such as earthquake, wind and live loads have revealed a 
statistical form. Therefore, the probabilistic methods is found the best for handling the safety 
measures.  
 
The transmission from deterministic safety to probabilistic approach has been explained in 
[57]. The primary concern was the probability of failure of structures designed with resistance 
model, R, associated with a specified type of materials with arbitrary distributions and the 
applied load, S, which is also of a statistical nature. Yet there is a need for unification and 
modernization of older documents as well as considering new developments in methods and 
applications. 
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· Fuzzy and Fuzzy-Randomness Approach 
 
In civil engineering practice, the available data are frequently quite limited and of poor 
quality. These limitations create epistemic uncertainty, which have non-probabilistic nature. 
In order to derive predictions regarding structural behaviour and reliability, it is crucial to 
represent the uncertainty and imprecision appropriately according to the underlying real-
world information (cf. [7]).  
 
Fuzzy-Randomness which is a combination of probability and fuzzy is found a proper 
technique in dealing with uncertainty and reliability of structural problems. The α-levels 
discretization and optimization method, which first stablished in the Institute of Structural 
Analysis (ISD), Technical University of Dresden (cf. [99]), used to derive reliability of URM 
wall. This context will be discussed in detail in chapter 8. 
 
In current chapter first, the fundamental of statistics and probability including extreme value 
distribution, distribution fitting, random variables and uncertainty are reviewed. Then, the 
essential information in reliability, including assessment methods and structural target value 
are given.   
 
3.2 Definitions for Statistical Techniques 
 
Normally in scientific and engineering problem, bunches of numbers and data from 
observations or calculations (so-called population), are available. Instead of dealing with 
individual numbers that is quite un-convenient to handle, statistical methodologies are very 
powerful tools to collection, analysis, interpretation or explanation, and presentation of data.  
 
Despite of inherent uncertainty in both loading and strength parameters in structural 
verification, the parameters involved, have also revealed statistical regularity. for example, 
[89] recommended mathematical statistics since it offers methods for describing data 
samples with the aid of random variables. 
 
This provides the framework to apply probability theory in structural design and verification. 
Statistic methodologies and probability theory is applied to structural models mostly to 
measure safety and economic of constructions. The loads and resistance parameters are 
assumed continuous random variables and the statistical information are necessary to 
describe their probability laws. 
 
However it should be noted that due to difficulty of execution of experiments and high 
expense of collection of data, in some structural fields, lack of data exist and statistics rules 
do not fulfil. Following, a summary of several characteristics of a distribution and several 
distribution types regarding to structural field are given: 
 
3.3 Statistical Parameters 
 
Commonly, to distinguish between statistical information and random variables, three 
parameters namely central value, dispersion and distribution type are used. For the central 
value, the "weighted average" (i.e., weighted by the respective probability measures) would 
be of special interest; this weighted average is the mean value or the expected value of the 
data. For continuous statistical data with PDF, ݂ݔ(ݔ), the mean value is: 
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ܧ(ܺ) = න ݔ ∙ ௑݂(ݔ)݀ݔାஶ
ିஶ
		 (3.2) 
 
In order to indicate how widely or narrowly the values of the random variable are dispersed, 
some measure of dispersion are needed. If the deviations are defined relative to the mean 
value, then a suitable measure of the dispersion is the variance. For a continuous ܺ with 
PDF, ݂ݔ(ݔ), the variance of ܺ is: 
 
ݒܽݎ(ܺ) = ߪଶ(ܺ) = න (ݔ − μ௑)ଶ ∙ ௑݂(ݔ)݀ݔାஶ
ିஶ
		 (3.3) 
 
It was observed that based on the value of the variance or standard deviation itself, it may be 
difficult to state the degree of dispersion. Accordingly, a measure of the dispersion relative to 
the central value would be appropriate. For this reason, for ߤݔ	 > 	0, the coefficient of 
variation, ܥ݋ݒ., is defined as: 
 
ܥ݋ݒ(ܺ) = ߪ௑
μ௑
		 (3.4) 
 
The coefficient of variation is often a preferred and convenient non-dimensional measure of 
dispersion or variability. As it will be shown in 3.7, the value of coefficient of variation is one 
of the main tools accounting for the uncertainty. 
 
Another useful and important property of a random variable is the associated degree and 
direction of asymmetry. A measure of this asymmetry or “skewness” is the third central 
moment and is defined by: 
 
ܧ(ܺ − μ௑)ଷ = න (ݔ − μ௑)ଷ ∙ ௑݂(ݔ)݀ݔାஶ
ିஶ
		 (3.5) 
 
The above third moment would be zero if the PDF of the random variable is symmetric about 
the mean value ߤ௫; otherwise, it may be positive or negative. It will be positive if the values of 
ܺ above μ௫ are more widely dispersed than the dispersion of the values below μݔ. This case 
may also refer to as skewness to right. Conversely, this third moment will be negative if the 
relative degree of dispersion is reversed (skewness to left). This measure is required for 
fitting a probability distribution to the model uncertainty in chapter 6. 
 
Some useful distributions and further information regarding extreme value distributions are 
given in Appendix B. For more information please see [25],[26], [96], [11] and [109]. 
3.4 Parameter Estimation Methods 
 
The first challenge with numerical data is the estimation of the values of the parameters of 
the functions. In order to estimate distribution parameters based on available sample data, 
the following parameter estimation methods are available:  
 
· method of moments (MOM); 
· maximum likelihood estimates (MLE); 
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· least squares estimates (LSE); 
· method of L-moments. 
 
 
When very few test data are available for a particular material property (i.e. less than 50 
tests), there is very considerable statistical uncertainty about the parameters of the 
distribution, even if the distribution type is known. In this case, it is appropriate to use 
”Bayesian” estimating procedure to determine the parameters of the distribution (cf. [71]). 
 
3.5 Distribution Fitting 
 
Fitting the best distribution function is the second problem upon being confronted with 
numerical data. To compare different fitted of the extreme value distributions and select the 
best fitting model, the goodness of fit tests and distribution graphs may be used. 
 
This will not be described here in detail, for more information please see chapter 6 and the 
recommended literature such as [70], [25], [1], [22], [4], [3], [85], [109] and [56]. 
 
3.6 Definitions for Probabilistic Methods  
 
As it was explained before, because of the statistical nature of the data concerning the 
strength of a material or the loads to be designed for, the probabilistic approaches for 
structural verification may be established. [57] reported the early efforts made to formulate a 
definition of the safety factor in structural verification based on concept of probability of 
failure and reliability. Probability theory and structural reliability methods make it possible to 
select safety factors to be consistent with a desired level of performance (acceptably low 
probability of unsatisfactory. [109]. Following different aspects of probabilistic approach 
regards to reliability of structures are reviewed. 
 
3.6.1 Random Variable 
 
As [4] are defined, a random variable is a mathematical vehicle for representing an event in 
analytical form. In contrast to a deterministic variable that can assume a definite value, the 
value of a random variable may be defined within a range of possible values. In other words, 
a random variable may be considered as a mathematical function or rule that maps (or 
transform) events in a sample space into the number system (i.e., the real line). The mapping 
is unique, and mutually exclusive events are mapped into non-overlapping intervals on the 
real line, whereas intersecting events are represented by the respective overlapping intervals 
on the real line. The event ܣ is mapped into the real line through the random variable X, and 
thus can be identified, respectively, as indicated below: 
 
ܣ = ܽ < ܺ	 ≤ ܾ	 (3.6) 
 
Random variable ܣ denotes with a capital letter; the possible values denotes with a 
lowercase letters. If ܺ is a random variable, its probability distribution can always be 
described by its cumulative distribution function (CDF), which is denoted by: 
 
3.6   Definitions for Probabilistic Methods 
 
 
26   
 
ܨ௑ ≡ ܲ(ܺ ≤ ݔ)							݂݋ݎ	݈݈ܽ	ݔ	 (3.7) 
 
For a continuous random variable, the probability law is described in terms of the probability 
density function (PDF) denoted as ௫݂(ݔ) such that the probability of ܺ in the interval (ܽ, ܾ] is: 
 
ܲ(ܽ < ܺ ≤ ܾ) = න ௑݂(ݔ)݀ݔ௕
௔
= න ௑݂(ݔ)݀ݔ	 − 		න ௑݂(ݔ)݀ݔ௔
ିஶ
௕
ିஶ
	 (3.8) 
 
It follows then that the corresponding distribution function is: 
 
ܨ௑(ݔ) = ܲ(ܺ ≤ ݔ) = න ௑݂(ߩ)݀ߩ௫
ିஶ
	 (3.9) 
 
The equation (3.8)  can be re-written as: 
 
ܲ(ܽ < ܺ ≤ ܾ) = ܨ௑(ܾ) − ܨ௑(ܽ)	 (3.10) 
 
In assessment of structural reliability, random variables sometimes are termed “basic 
variables” (cf. ISO 2394 [75]).  
 
3.6.2 Limit state 
 
According to definition of EN 1990:2002 [50], Limit state is mathematical description for the 
structure, beyond the limit state the model no longer fulfils the relevant design criteria 
(ultimate or serviceability) and therefore (virtually) failure occurs. A general mathematical 
equation similar to (3.1) could be assumed for the structural model, which just consist of two 
independent linear random variables, resistance and load variables. In [2] this model is called 
Idealized case and is defined by: 
 
ܴ − ܵ > 0	 (3.11) 
 
In this case, the failure event is ܴ	 − 	ܵ	 ≤ 	0. The function ݃ = 	ܴ	– 	ܵ	 = 	0 is known as limit 
state function, which is the border between survival side and failure side. Figure 3.1 shows a 
graphical representation of the equation (3.11). In general, neglecting time effects, any failure 
criterion of a particular design situation containing finite variables can be written in multi-
dimensional limit state form: 
 
݃(ݔଵ, ݔଶ, ݔଷ, … ݔ௡) = ܴ(ݔଵ, ݔଶ, ݔଷ, … ݔ௠) − ܵ(ݔ௠ାଵ, ݔ௠ାଶ, … ݔ௡)	 (3.12) 
 
or simply: 
݃(ݔଵ, ݔଶ, ݔଷ, … ݔ௡) = 0	 (3.13) 
 
where the ݔ݅′s represent (for the moment) uncorrelated structural variables such as actions, 
material properties, geometrical dimensions and also factors which might represent the 
uncertainty in the physical model. (cf. [8]). In this case, the limit state is a “hyper plane”. In 
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[116] is specified in detail with an example, that the number of these parameters when 
describing the load or resistance is also a matter of judgement. Modern codes of practice for 
structural engineering design are almost exclusively presented in a “limit state” format (cf. 
[129]). 
 
 
Figure 3.1: graphical representation of the simplified limit state 
 
3.6.3 Probability of Failure 
 
As the design and verification of structures is often nondeterministic problem and different 
aspects of uncertainty are included, therefore the risk in design or in another word the 
“failure” is un-avoidable. The word "failure" is used for any kind of operational hazard caused 
by application of the load leading which violate the limit state function. However, the level of 
risk or number of failure is a discussing issue. The concept of a failure depending on the 
predefined limit state is applicable to both the safety and performance of structures.  
 
The stochastic nature of structural parameters may be used as a measure of safety with the 
probability of failure. The probability of failure in an idealized form for both resistance and 
action defined by: 
 
௙ܲ = ܲ(ܴ − ܵ ≤ 0)	 (3.14) 
 
[74] has established a theorem which conveniently is used to represent the probability of 
failure in terms of distribution functions of resistance and action. The limit state was 
considered to contain just two variables (R, S) the probability of failure is computed as: 
 
௙ܲ = ܲ(ܴ − ܵ ≤ 0) = න ܨோ(ݔ) ∙ ௌ݂(ݔ)݀௫ஶ
଴
	 (3.15) 
 
in which  
ܨோ is cumulative probability distribution function (CDF) in R, 
ௌ݂ is probability density function (PDF) for S. 
 
The equation (3.15) can be re-written for the cumulative probability distribution function of 
resistance (ܥܦܨோ) and probability density function of actions (ܲܦܨௌ) as: 
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௙ܲ = ܲ(ܴ − ܵ ≤ 0) = න ܪௌ(ݕ) ∙ ℎோ(ݕ)݀௬ஶ
଴
	 (3.16) 
 
The probability of failure also can be re-written according to [89] as: 
 
௙ܲ = ܲ(ܴ − ܵ ≤ 0) = න න ோ݂(ݔ) ∙ ௌ݂(ݔ)݀௫
஽ଵ
	 (3.17) 
 
in which ܦଵ the domain on the x-y plane, as shown in Figure 3.1 over which the double, 
integration is to be performed. Equation (3.15) can be derived from equation (3.17) by 
performing integration first with respect to y and then with respect to x whereas equation 
(3.16) can be obtained by integrating first with respect to x and then y.  
 
Finally [2] explains the probability of failure, as an absolute meaning, the likelihood of 
occurrence of some specified unfavourable state. For most present practical purposes, 
however, it would be adequate to interpret the failure probability in a relative sense 
(especially when the level of risk is very small); and the probability of failure is computed by a 
generalized equation as: 
 
௙ܲ = න…න ௫݂(ݔଵ,ݔଶ , ݔଷ, … ݔ௡)݀ݔଵ݀ݔଶ …݀ݔ௡	 (3.18) 
 
Please note that the risk or value of probability of failure in structural design is small (e.g. 
௙ܲ = 10ିହ). However the design is very sensitive to the value of probability of failure, in 
another word, little change in the value of probability of failure may cause significant change 
to safety factors, load combinations and outcome of design.  
 
௙ܲ = න…න ௫݂(ݔଵ,ݔଶ , ݔଷ, … ݔ௡)݀ݔଵ݀ݔଶ …݀ݔ௡	 (3.19) 
 
in which ௫݂ is the joint probability density function for ݔଵ, ݔଶ, … and the integration is performed 
over the region where ݃	 < 	0. If R and S both have normal distributions, for example, then: 
 
௙ܲ = ߔ
⎣
⎢
⎢
⎡
−	
μோ − μௌ
ටߪோ
ଶ + ߪௌଶ⎦⎥⎥
⎤
	 (3.20) 
 
where 
ߔ   is standard normal probability distribution,  
μோ  and μௌ  are the mean values for R and S,  
ߪோ and ߪௌ  are the standard deviations for R and S. 
 
 
Other distributions may be specified for R and S, for example, if R and Q both have 
lognormal distributions, using the alternative formulation and using the small-variance 
approximation leads to: 
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௙ܲ ≈ ߔ
⎣
⎢
⎢
⎡
−	
݈݊	(μோ/μௌ)
ටߪோ
ଶ + ߪௌଶ ⎦⎥⎥
⎤
	 (3.21) 
 
3.7 Uncertain Data 
 
Due to fluctuating surroundings conditions, all available quantities of material properties 
recorded from experiment are imprecise. With similar reasons, all the forecast values for 
predicting of load parameters are inaccurate. The predicting models in both load combination 
models and resistance models may be even more uncertain, due to additional approximation 
involved in the idealized model, which is used to simulate or describe the reality. This 
phenomenon is called uncertainty and is discussed in different fields of science.  
 
Within the probabilistic approach to structural safety and performance specification, a basic 
variable, X, may be characterized by two quantities, an “average” value and a “scatter 
measure”. The former corresponds to an expected value or mean, the latter to a distribution 
and coefficient of Variation, ܥ݋ݒ.. As it will be shown, probabilistic approach provides very 
suitable platform to implement uncertainty. The idea that statistical variation in a parameter 
could be considered in quantification of uncertainty and specifying design values is not new 
and many standards have recognized this for some time. 
 
Yet the method and the value used to treat the uncertainty is a major distinction between 
code proposals. The method, however, should consistent with the most modern and most 
practical concept of probability and the values for uncertainty should be reconsidered after 
any new research and continuously keep updated in any code revision. 
 
In general, the uncertainty may be classified in two main categories: epistemic uncertainty 
and aleatoric uncertainty. Epistemic uncertainty is objective information and is related to the 
insufficient data or lake of knowledge. The epistemic uncertainty may be decreased by 
raising the quality and quantity of observations. In contrast, aleatory uncertainty is a 
subjective case and is related to random and stochastic behaviour of individual elements 
when the same inputs yield scatter outcome of the same system. 
 
Figure 3.2 may illustrate the different methods to handle different types of uncertainty. 
Further information is given in chapter 8. 
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Figure 3.2: uncertainty treatment with respect to the classification, adapted from [99] 
 
Logically the uncertainty measurement intends to work toward reducing epistemic 
uncertainties to aleatoric uncertainties. [84] concludes to categorize the uncertainties within a 
model since it then becomes clear as to which uncertainties have the potential of being 
reduced.  
 
Depending on the application, there are several techniques and tools to estimate and 
maintain uncertainty and provide an acceptable accuracy in outcome. (cf. [9]). More recently, 
the efforts are made to gain better knowledge of the system by techniques such as 
Karhunen–Loève , polynomial chaos expansions and evidence theory. Here two common 
methods in structural reliability are illustrated:  
 
3.7.1 Model for Probabilistic Uncertainty  
 
A separate mathematical expression accounting for uncertainty in form of probability 
distribution added or multiplied to the original model may be appropriate tool to provide more 
realistic output. This model will be refer to as “uncertainty model” later on this study. If the 
uncertainty of a basic variable is judged to be important, e.g. by experience or by a sensitivity 
study, it shall be represented as a random variable, [75]. However as it will be shown later, 
particularly in structural design, the available data to specify the distribution function are not 
enough. (cf. [8]). 
 
Normally, a probabilistic model, represented by type distribution and the mean and 
covariance, is used to consider model uncertainty. For example, [63] reflected the uncertainty 
in the probabilistic model of compressive strength masonry due to the transformation of 
experimental data to a mathematical model. The following relationship was used to calculate 
the mean value and the coefficient of variation of the model uncertainties: 
 
ߠ௜ = (ݒ݈ܽݑ݁	݂ݎ݋݉	݁ݔ݌݁ݎ݅݉݁݊ݐ)௜ 	(ݒ݈ܽݑ݁	݂ݎ݋݉	݉݋݈݀݁)௜ 	 (3.22) 
where, 
݅ indicate any individual case, 
ߠ௜ is the uncertainty in any individual case. 
 
Uncertainty 
Fuzziness 
Fuzzy - Randomness 
Randomness 
Aleatory 
Uncertainty 
Epistemic 
Uncertainty 
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Then the model uncertainly has been considered as a product of model strength defined as: 
 
ℎ(ݔ) = 	ߠ ∙ ݂(ݔ)		 (3.23) 
 
where, 
݂(ݔ) is deterministic model with basic (random) variables, 
ߠ is probabilistic uncertainty model (statistical distribution with its parameters), 
ℎ(ݔ) is considered as realized probabilistic model. 
 
3.7.2 The Coefficient of Variation 
 
One of the most common methods of treating uncertainty is considering uncertainty in model 
dispersion. In another word, the uncertainty (both epistemic and aleatory), characterised by 
variability or scatter in the variable, is conveyed through its variance or coefficient of variation 
(ܥ݋ݒ.). This method has been conducted for material properties and load consequences in 
structural probabilistic verification. For example, [46] is tacitly assumed that all uncertainties 
in design are contained in the known probability distribution, ௑݂ , and used the coefficient of 
variation as a convenient dimensionless measure of uncertainty. In [2] also suggested the 
coefficient of variation as a convenient measure for this purpose.  
 
Coefficients of variation (Cov.) are adopted as the most convenient form for treating 
uncertainty because they are often less dependent on the mean than the standard deviation. 
Thus, it may be sufficient for many code purposes to assume constant Cov.'s. For example, 
[24] has suggested uncertainty in resistance, R, be regarded as a product of three variables 
as: 
 
ܥ݋ݒோ = ඥܥ݋ݒெଶ + ܥ݋ݒிଶ + ܥ݋ݒ௉ଶ		 (3.24) 
 
in which 
ܥ݋ݒெ is the “material Cov.”, a measure of the in-place material properties uncertainty, 
ܥ݋ݒி  is the “fabrication Cov.”, a measure of uncertainty in the construction process, 
ܥ݋ݒ௉ is the “professional Cov.”, a measure of the uncertainty associated with the 
professional assumptions adopted. (cf. [23]). 
 
These coefficients of variation would be completely or partially specified in the code. There 
will be illustrative reference to the specific case of masonry in chapter 6. 
   
3.8 Definitions for Structural Reliability 
3.8.1 Reliability Index 
 
In structural calculation, the probability of failure is very low (in range of 10ିସ to 10ି଻), for the 
sake of convenience, the probability of failure is transferred to another mathematical base 
which is called reliability index as defined in:  
 
ߚ = ߔିଵൣ1 −	 ௙ܲ൧	 (3.25) 
 
where 
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ߔ   is standard normal probability distribution.  
 
A review on reliability assessment methods has been provided in Appendix C. Reliability 
index, ߚ is a useful comparative measure of reliability and can serve to evaluate the relative 
safety of various design alternatives, provided that the first and second order statistics are 
handled consistently (cf. [46] and [18]). 
 
[57] explained the principles of safety analysis for ultimately load failure of relatively simple 
structures. However, it illuminate that for actual structural design, usually statically 
indeterminate and consisting of a large number of components, subject to complex loading 
conditions, reliability analysis would be more rational and practical if: 
 
(a) improvements were made in the representation of load sequences,  
(b) failure conditions were described more realistically,  
(c) the statistical variation of structural resistance and of applied load could be inferred with 
more confidence, and  
(d) simple design criteria were established which, although sufficiently practical to be applied 
in actual design, would take reliability concepts into account. 
 
 
Although in the presence of uncertainty, absolute reliability is an un-attainable goal. 
However, probability theory and reliability-based design provide a formal framework for 
developing criteria for design, which insure that the probability of unfavourable performance 
is acceptably small. 
 
3.8.2 Reliability Target in Structural Verification 
 
The reliability target in structural verification defines the acceptable level of probability of 
exceeding limit state (probability of structural failure). The probability of failure should be 
determined with regard to the usage of a structure, its lifetime, and other social and 
economic criteria in the region in which it is to be built.  
 
As an example Table 3.1 shows the proposed target reliability index in JCSS [80] for ultimate 
limit states.  
 
Table 3.1:tentative target reliability indexs β (and associated target failure rates) related to one year 
reference period and ultimate limit state JCSS [80] 
Relative cost of 
safety measure 
reliability indexs, β, acc. to consequences of failure 
small moderate great 
High 3.1 (PF≈10-3) 3.3 (PF≈5·10-4) 3.7 (PF≈10-4) 
Moderate 3.7 (PF≈10-4) 4.2 (PF≈10-4) 4.4 (PF≈5·10-6) 
Low 4.2 (PF≈10-5) 4.4 (PF≈5·10-6) 4.7 (PF≈10-6) 
 
 
The target of reliability depends on design working life as well. According to DIN EN 
1990:2002 [40] when the main uncertainly comes from actions that have statistically 
independent maxima in each year, the values of ߚ that is given for one year (ݐଵ), may be 
computed for different reference period (n years) using the following equation: 
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n
n )]([ 1
1 bb FF= -
	
(3.26) 
 
Design working life of structure is determined by category of constructions and is specified in 
associated reliability standard (cf. [32] and [75]). Similar relationship between the reliability 
index associated with two reference periods ݐ௡ (lifetime) and	ݐଵ (one year), is approximated 
by (cf. [122]): 
 
][
1
1
1 t
tn
n
-F×= bb
	
(3.27) 
 
A literature review for structural target reliability of verification is given in chapter 7. 
 
3.8.3 Reliability in Structural Codes of Practice 
 
Perhaps it was first Rackwitz (cf. [77] and [71]), who classify methods of structural reliability 
analysis and safety checking on the basis of the types of approximations that are made and 
the ways in which reliability is defined. He outlined three categories, termed Levels I to III. 
These levels are defined as follows: 
 
Level III: safety checking based on “exact” probabilistic analysis for entire structural systems, 
or structural elements, using a full distributional approach based on failure probabilities, 
possibly being derived from optimisation studies or assessed by other appropriate criteria. 
This is the approach proposed by [57] and later followed by [54]. The disadvantage of this 
method is that, the “exact” result will be obtained thorough solving a complex multiple integral 
expression. For practical engineering problems, the explicit analytical solution is not available 
and special numerical techniques such as Monte Carlo method should be implemented. 
Therefore, these methods are not suitable for normal design purposes, because of the 
theoretical and numerical difficulties. 
 
Level II: A design method incorporating safety checks only at a selected point (or points) on 
the failure boundary (as defined by the appropriate limit state equation in the space of the 
basic variables) rather than as a continuous process, as at Level III. This method is 
improved by Ditlevsen (cf. [45]).   
 
A Level II method involves the identification of this safety checking point by a suitable 
algorithm and the idealisation of the failure boundary in that region. Reliability levels are 
defined by safety indexs or equivalent “operational” or “notional” probabilities in the same 
sense as for Level III methods. This method was being widely used in previous researches. 
 
Level I: A design method in which appropriate levels of structural reliability are provided on a 
structural element basis (exceptionally on a structural basis), by the specification of a number 
of partial safety factors related to some pre-defined characteristic values of the basic 
variables. The designs in most of the codes of practice are in level I. These categories later 
confirmed other researchers e.g. [71]. This classification is slightly different from current 
definition given in Eurocode [50]. 
 
  
   
 
 4 Probabilistic Models for Structural Loads and Actions 
 
Perhaps the following explanation from EN 1990 clause 2.1 (1)P [50] is the best description 
for a reliable design process: 
 
“A structure shall be designed and executed in such a way that it will, during its intended life, 
with appropriate degrees of reliability and in an economical way 
- sustain all actions and influences likely to occur during execution and use, and  
- remain fit for the use for which it is required.” 
 
An “action” may be defined as the cause of effects such as internal forces, deformations, 
material deterioration and other short- or long-term effects. (cf. JCSS [80]). “Load” is an 
assembly of concentrated or distributed forces acting on the structure. Not only in 
deterministic design but also in probabilistic analyse, the actions have very critical role.  
 
The modelling of load actions depends on the type of load. Considering that in this study the 
in-plane shear behaviour of URMW is selected as case study, the relevant actions in this 
context (i.e. self-weight, live load and static effect of wind load) will be reviewed. Other loads 
and their effect are considered beyond this study. Please note that the above mentioned 
actions are governing almost all the URM buildings that serve the residential or office 
functions in vast regions of the world. 
 
Usually the horizontal imposed loads on masonry shear wall are earthquake or wind actions. 
Since the main concern in European codes of practice is effects of wind load, thus in current 
study the wind load are chosen for the reliability analysis. 
 
This section provides required action information regard to probabilistic verification of 
masonry structures. The incorporation of existing load data into a probabilistic model 
provides the means to develop consistent and realistic “action effect” corresponding to a 
reliability investigation. The result of survey on literature is summarized. The focus is on 
unreinforced shear walls but additional properties are also discussed. This includes statistical 
parameters and model uncertainties for actions.  
 
4.1 Probabilistic Model for Dead Load 
 
Dead loads or roughly speaking permanent loads mainly consist of self-weight of 
construction elements (i.e. both load bearing elements and non-structural elements including 
completion and finishing elements including services and machinery fixed permanently to the 
structure). Self-weight may be determined considering nominal dimensions and characteristic 
(or nominal) values of densities. Since these parameters (volume and density) have little 
variability with normal distribution. Thus, the characteristic value is defined as the mean 
(50%-quantile) in most codes. 
 
As it mentioned self-weight, ܩ determined as a product of the volume, ܸ and the density, ߛ. 
 
 
ܩ௜ = ௜ܸ ∙ ߛ௜ 
	
(4.1) 
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The coefficient of variation ܥ݋ݒ.ீ  of self-weight may be estimated using following 
approximation: 
 
 Cov.ୋଶ = Cov.௏ଶ+ 	Cov.ఊଶ 	 
	
(4.2) 
 
As an example [66]  reported small scatter of the density of ܥ݋ݒ.୚,௨௡௜௧ = 	3%. Table 4.1 
provide informative coefficients of variation from JCSS [80]. 
 
Table 4.1: Examples of coefficients of variation (indicative values only) [80] 
Material ܥ݋ݒ.ܸ ܥ݋ݒ. ߛ ܥ݋ݒ.ܩ 
Steel (rolled) 0.03 < 0.01 0.031 
Concrete (plate 300 mm thick, ordinary) 0.02 0.04 0.045 
Masonry un-plastered 0.04 0.05 0.064 
Timber (sawn beam 200 mm thick, dry) 0.01 0.10 0.100 
 
 
Please note that variability of non-structural members may considerably be greater than self-
weight of structural members (cf. CIB 115 [19]). It’s worth mentioning that [122] has taken 
normal distribution with ܥ݋ݒ. = 	9% for permanent vertical load. 
 
Most investigators feel that the probability distribution is normal or close to it. Many have 
assumed that the ratio of mean load to nominal load is unity and that the coefficient of 
variation ܥ݋ݒ. = 	0.06	 − 	0.15, with a typical value of 0.10 (cf. [46]). DIN EN 1990:2010-12 
[40] for evaluations of reliability index recommends normal distributions for self-weight. 
 
Dead loads can act favourably or unfavourably on a structure. However, it is considered as 
favourable fixed action in most of verifications as well as in-plane load-carrying capacity of 
URMW. While some researchers recommend a partial factor less than unity (cf. [46]), the 
current DIN EN 1996-1-1/NA in clause “NCI zu 6.2 (NA.10)” [42] recommends ாܰௗ = 	1.0 ·
ீܰ௞ in verification of URMW unless otherwise indicated. 
 
 
4.2 Probabilistic Model for Live Load 
 
The imposed load that particularly act on horizontal element may be considered as a free 
action applied within one storey at the most unfavourable part of the influence area. Where 
the loads on other storeys contribute to the resulting load effect, they may be considered as 
uniformly distributed (fixed) actions. In order to characterize the variability between and 
within defined areas for a deterministic design, the classification of imposed loads together 
with various load arrangements and load cases are given in codes of practice. 
 
In general, the total imposed load Q consists of the sustained (long-term) component q and 
the intermittent (short-term) component p. The sustained load q is always present while the 
intermittent component p may be absent and in fact may be active only very rarely (for 
example few days a year only).  
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Numerous load surveys have been conducted in recent years. Although most of these have 
focussed on office buildings, some data on residence, retail establishments and other 
occupancies are also available. As [17] are reported not all published surveys presented 
sufficient data, or data suitable for use. A summary of results from analyses of load survey 
data is presented in Table 4.2. 
 
Table 4.2: instantaneous sustained load parameters for occupational groups adapped from [17] 
occupational Group  
total surveyed 
area  
[m²]  
mean  
[kPa] 
standard deviation 
(for 18.58 [m²]) 
[kPa] 
Offices 353031.400 0.522 0.282 
Residences 1579.351 0.220 0.158 
Office lobbies 18952.212 0.287 0.124 
Patient rooms 7339.337 0.354 0.311 
Hospital laboratories and 
surgeries 
3158.702 0.680 0.388 
Hospitals and health clinics 16072.219 0.306 0.182 
School classrooms 2879.993 0.575 0.129 
Libraries-stack rooms 557.418 1.661 0.517 
Hotel guest rooms 62245.010 0.215 0.057 
Warehouses and storage 18301.891 3.423 2.777 
Merchant and retail:  
     upper floor 102193.300 0.575 0.455 
     first floor 11519.972 0.857 0.239 
     Industrial-light 73393.370 0.905 0.910 
     Industrial-heavy 6874.822 2.882 1.628 
 
 
The factors influencing the results of live load surveys are many and varied. However, to 
produce representative sustained live load parameters and compare the different surveys for 
different occupational groups, many of these limitations must been relaxed (cf. [124]). 
 
In order to transform their values into structural design loads it is necessary to consider 
spatial and temporal variability. [111] have proposed a linear probabilistic model for floor 
loads. Also [17] were conducted a simulation study to investigate the characteristics of the 
maximum sustained load. The assumptions of spatial homogeneity and temporal stationary 
of the sustained load and independence of load changes were adopted for the simulation. 
They reported that the sustained load L follows a gamma distribution (and is also 
approximately normal for large floor area). Similar information may be found in other 
literature (e.g. CIB 116 [20], JCSS [80]), but a detailed investigation goes beyond this study. 
 
An imposed load is usually described by a Gumbel distribution (cf. [80]). In addition, Gamma 
and exponential distributions are used for sustained and intermittent loads respectively.  
 
A coefficient of variation of 20% for payloads is recommended by [126] and [61] that is used 
in the study of calibration partial safety factors. 
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DIN EN 1990:2010-12 [40] for the evaluations of reliability index states:  
“For simplicity, when considering non-fatigue verifications, normal distribution have been 
used for variable actions. Extreme value distributions would be more appropriate.” 
 
 
4.3 Live to Dead Load Ratio and Load Combination 
 
[129] reported some estimation for live to dead load ratios that are mostly consistent with 
weightings assigned to live to dead load ratios for U.S. masonry structures, where 92% of 
masonry structures have L/G varying from 0.25 to 1.0. In that study, typical design live to 
dead load ratios (L/G) are vary depending on size and type of building. For example, for a 
2.7m high cavity brick wall supporting a residential floor with load width of 4.2 m the design 
live to dead load ratios are estimated as 0.45 and 0.20 for timber and RC floors, respectively. 
Clearly, for offices and other higher live load occupancies the live to dead load ratio will 
increase.  
 
Nowadays, typical masonry structures are made with reinforced concrete floors and therefore 
permanent loads (dead load) have a high proportion of acting vertical loads. Normal 
distribution is commonly recommended for dead loads. Although for the live loads a Gamma 
or Gumbel distribution is favourable, but Normal distribution is also valid. Especially for total 
acting vertical loads, a normal distribution may be appropriate. However, a relatively high 
scatter with ܥ݋ݒ. = 	10% for design vertical load is exercised. It is assumed that this 
simplification has minor impact in overall calculation. 
 
Besides, the aim of current study is investigation of the reliability level of mathematical 
expressions used to predict the resistance in the codes and the effect of combination of 
loads is not concern of this study. Therefore, similar to [122] the partial factors regarding to 
the load combination are dismissed. 
 
The simplified load combination in current study is set to 1.0 · ீܰ + 1.5 · ܹ. please note that 
this combination fulfils the requirements of German National Annex [42] for URM shear walls. 
  
4.4 Probabilistic Model for Wind Load 
 
The wind effect on the structures may be considered in various engineering aspects. The 
main aspect concerned with the design of structures is the horizontal load caused by wind 
flows around building.  
 
The insight about climate and physical wind structure may be found in other literatures (cf. 
CIB 193 [21]). Nevertheless, the forces and pressures, which the wind exerts on structures, 
are very interesting and discussing subject. The characteristics and variability of wind will be 
reviewed in this section, concerning the static response of the structure. Please note that in 
the most types of URM buildings, the dynamic and aero-elastic responses of the structure is 
negligible or the most severe quasi-static wind loading may be considered instead.  
 
 
One of the main parameters in the determination of wind actions on structures is the 
characteristic peak velocity pressure, ݍ௣. It is influenced by the regional wind speed, local 
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factors (e.g. terrain roughness and orography/terrain topography) and the height above 
terrain (see equation (4.4)). 
 
Normally, wind speed is described by values related to the characteristic 10 minutes mean 
wind velocity at 10 m above ground of a terrain. Data are collected over a long period of time 
and accumulate to form a statistical distribution. According to CIB 193 [21], the large body of 
available data show that the distribution of average wind speeds is very well modelled by the 
Weibull distribution. The shape parameter,ߙ (see section 3.1.1: Extreme Value Distributions 
Type III) varieties between 1.7 and 2.5 in most temperate areas. 
 
 
Detailed description of action effect of wind is given in various literature (e.g. [48], [47]). 
Eurocode 1991 Part 1.4 [51] also covers wind actions. The following relationship exists 
between the basic velocity and the basic pressure: 
 
 
ݍ௕ = ߩ2 ∙ ݒ௕ଶ 
	
(4.3) 
 
where 
ݒ௕ is the basic wind velocity given in the National Annex,  
ߩ is density of air (can be set to 1.25	݇݃/݉ଷ).  
 
 
the characteristic peak velocity pressure in height of ݖ is calculated from basic pressure by 
taking into account wind profile (terrain roughness factor) and gust factor due to following 
relationship: 
 
 
ݍ௣(z) = ݍ௕ ∙ ܥ௥ଶ(ݖ) ∙ (1 + 7ln ቀ zz଴ቁ) 
	
(4.4) 
 
It is believed that logarithmic wind profile is valid in Germany. Therefore, the recommended 
expression for terrain roughness in Eurocode 1991-1-4 is not accepted. Instead, the following 
equation is recommended: 
 
 
	ܥ௥(ݖ) = 0.19 ∙ ቀ ݖ଴0.05ቁ଴.଴଻ ∙ ݈݊ ൬10ݖ଴ ൰ ∙ ቀ ݖ10ቁఈ 
	
(4.5) 
 
where 
ݖ is the height above ground in meters,  
ݖ଴ is the roughness length according to Table NA.B.1 [39], 
ߙ is the profile exponent for the profile of the mean wind speed according to Table 
NA.B.1.  
 
 
for the determination of the external wind pressure, ݓ௘ on the structure following equation 
may be used: 
 
 
ݓ௘ 	= 	 ݍ௣(zୣ) ∙ ܿ௘(ݖ௘) ∙ ܿ௣௘ (4.6) 
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where 
ݍ௣ is peak velocity pressure,  
ݖ௘ is reference height, 
ܥ௘  exposure factor,  
ܥ௣௘  external pressure coefficient.  
 
 
Analogous, an expression for internal wind pressure may be proposed as: 
 
 
ݓ௜ 	= 	 ݍ௣(z௜) ∙ ܿ௜(ݖ௜) ∙ ܿ௣௜ 
	
(4.7) 
 
The wind force ܨ௪ acting on a structure or a structural component may be determined by 
using equation (4.8) 
 
 
ܨ௪ 	= 	 ݍ௣(z௜) ∙ ܿ௦ ∙ ܿௗ ∙ ௙ܿ ∙ ܣ௥௘௙  
	
(4.8) 
 
where 
ܥ௦ is size factor,  
ܥௗ  is dynamic factor, counts for wind induced vibrations,  
ܥ௙  is force coefficient, counts for the shape of the structure 
ܣ௥௘௙  is reference area (external surface parallel to the wind).  
 
 
The product of ܥ௦ܥௗ is called structural factor and for structures which are not susceptible to 
turbulence induced vibrations (i.e. most of URM building) is set to unity. 
 
For the extreme values of variable actions the extreme distribution type I (Gumbel) may in 
many cases, especially for climatic effects (snow and wind) adopted (cf. [69]). Grünberg also 
set the wind variation coefficient as ܥ݋ݒ.௪ = 0.16. 
 
According to JCSS [80], the resulting wind pressure ݍ should also be modelled by Gumbel 
distribution and the coefficient of variation should be double the coefficient of variation of the 
wind velocity. Also, [62] has implemented Gumbel distribution with the coefficient of variation 
ܥ݋ݒ.௪ = 0.16. 
 
 
4.4.1 Method of Reflecting Uncertainties of Wind Load 
 
In structural analysis, the wind velocity itself is widely recognised as a random variable. 
However, in the total model of the wind loading on a structure many more uncertainties are 
present. Some of these are of the "parameter uncertainty type", some of the "model 
inaccuracy type". Systematic research into all these uncertainties has never been made. In 
the following table, a number of the main model parameters have been listed and some 
subjective quantification mainly based on engineering judgement have been given. In 
addition to the model inaccuracy, a high amount of statistical uncertainty is present in the 
description of the velocity process, especially as far as the estimation of spectral densities 
and coherence functions are concerned. The uncertainty in the long term velocity can be 
estimated in a classical Bayesian manner on the basis of the number of observations. Other 
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uncertainties may arise if long term data has to be interpolated between various observation 
stations (cf. CIB 193 [21]).  
 
 
Table 4.3: Coefficient of variation in the mentioned parameter (parameter uncertainty) 
parameter symbol ࡯࢕࢜. 
roughness ݖ଴ 0.10 
mean velocity ௠ܸ(ݖ) 0.10 
turbulence intensity ܫ௨  0.10 
turbulence length ܮ௨ 0.30 
coherence parameters ܿଶ 0.30 
wind pressure coefficients ܿ௣, ௙ܿ , ܿெ 0.15 
 
*  the detailed information on parameters are given in [51] and [21]. 
 
Similar recommendation may be found in JCSS part 2: LOADS [80]. Generally, but not 
necessarily, the lognormal distribution is the recommended probability distribution function 
for each of the partial factors involved in wind action. 
 
 
The Gumbel distribution that is found to be the most common extreme distribution and the 
best-suited model probability to the wind load is taken into account for reliability analysis. The 
scatter of the 50-year extreme values by means of a coefficient of variation of 20% has been 
applied. Besides, additional uncertainty in form of lognormal distribution has been conducted.  
 
 
 
 
  
   
 
 5 Deterministic Formulation for In-Plane Shear Load 
Carrying Capacity of URM Walls 
5.1 Introduction 
 
Perhaps, the main function of structural URM wall is carrying the axial load. The behaviour of 
URMW under a pure axial force (centric load) has been subject of many scientific 
investigation. However, in real boundary condition, the interconnection of other structural 
elements (such as effect of floor slab on wall) or external horizontal forces (such as wind 
load) may cause some eccentricity, in-plane or out-of-plane of URM wall. The in-plane shear 
behaviour of URM wall is reviewed in this chapter. Besides, the axial failure of URM wall in 
attending in-plane shear load (flexural failure) is discussed briefly in section 5.5.  
 
In [60] a “model” has been defined as a mathematical expression relating one or more 
quantities of interest, e.g., the capacities of a structural component, to a set of finite basic 
variables (ݔଵ	, ݔଶ	, . . . , ݔ௡ ), e.g., material property constants, member dimensions, and 
imposed boundary conditions. The main purpose of the model is to provide a means for 
predicting the quantities of interest for given deterministic or random values of the basic 
variables. This definition is considered proper for the current study and the term “model” will 
be used for any mathematical relationship of shear capacity prediction of URMW.   
 
This chapter deals with the practical methods, permitted in different standards to verify the 
unreinforced masonry shear wall, which will be referred as URMW later on in this study. 
These standard methods consist of recent Eurocode, EN 1996-1-1: 2008 [49], which will be 
referred as EC6 and its German National Annex EN 1996-1-1/NA [42], which will be referred 
as NA later on as well as the method in the appendix K, which will be referred as NA.K. 
Some of previous German codes are also reviewed, such as DIN 1053-1 [33], which will be 
referred as DIN 1, DIN 1053-100 [36], which will be referred as DIN 100 and DIN 1053-13 
[38], which will be referred as E DIN 1053-13 in this study. 
 
Deterministic models are required not only for design of URMW but also for probabilistic and 
Fuzzy investigations that will be discussed in next chapters. Without deep understanding and 
explicit deterministic models on behaviour of URM shear wall, the full probabilistic and fuzzy 
analyse will not lead to credible outcome. Generally, in order to calculate the shear capacity 
of URMW, numerical methods and solver software are required; however though this 
chapter, the explicit expressions of shear capacity, namely “direct deterministic” are 
provided.   
 
Finally, in section 5.11 several exemplary walls were designed and the behaviour were 
demonstrated. 
 
5.1.1 Verification Methods, Theoretical Background 
 
There are many basic theoretical approaches to predict the in-plane shear capacity of URM 
wall. Refer to [86], the first studies on masonry shear strength goes back to Kelch & Norman 
(1931), Benjamin & Williams (1958), Vogt (1961), Zelger (1964) which focused on 
recalculation of experimental data and derived a shear strength ௩݂ directly from the test data. 
More recent studies in Germany are the works of [92], [125] and [86]. 
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Kranzler conducted massive FEM analyse and analytical calculations for various geometrical 
aspect ratio of wall considering several unit size and masonry materials. Meanwhile, he 
integrated the available method at the time and compared the outcome with experimental 
results. He suggested parameter ߰ accounts for the structural system of the wall and is 
illustrated in Figure 5.1 parameter ߰ particularly accounts the ratio of restraint at the top and 
the bottom of the panel according to the equations (5.1)and (5.2). In general, a distinction 
may be drawn between the two boundary cases: for totally (full) restraint at top and the 
bottom of the wall, ߰ = 0.5 and for cantilever wall with no restraint at the top of the wall 
߰ = 1.0.  
 
In addition, Kranzler states that most of the theoretical models are derived from the 
equilibrium at a single unit in the panel centre and assume small units compared to the panel 
dimensions. In the middle of the panel, the assumption of a diagonal shifted stress blocks 
with similar state of stress for adjacent units is justified. However, at the bottom and the 
corner areas of a panel (where the calculation of the bearing capacity is mostly done), the 
resulting state of stress is not the same as the assumed one. Therefore, he proposed 
additional criteria accounting for wall boundary conditions and size of units. For more detail 
please see ESECMaSE: D4.3 [52] and [86].   
 
 
߰ = 11 − ݁௢݁௨ > 0						for					|݁௨| > |݁௢|		
         
(5.1)   
 
 
߰ = 11 − ݁௨݁௢ > 0						for					|݁௢| > |݁௨|		
         
(5.2)   
 
where 
݁௢ is the eccentricity at the top of the wall, 
݁௨ is the eccentricity at the bottom of the wall. 
 
The ߰ parameter directly modify the slenderness of wall due to following equation: 
 
 
ߣ௩ 	= ߰ ∙ ℎ௪݈௪ 	
         
(5.3)   
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Figure 5.1: Adapting the mathematical model with real structural system according to [86] 
 
5.1.2 Failure Modes 
 
As [92] proposed the theory of shear failure in masonry walls and later expanded the theory 
in 1982 [93], several principal failure criteria may be counted:  
 
 
· Friction failure of the bed joint, which later in this document may be denoted as type 
R, 
· Tensile failure (cracking) of the units, denoted as type S,   
· Overturning of single unit, denoted as type K,   
· Compression failure of masonry (crashing) 
 
Two other failures criteria are explicitly mentioned by other researchers (cf. [86]). 
 
· Flexural (bending) failure of masonry, denoted as type Q. 
· Shear compression failure of masonry, denoted as type D,   
 
 
These failures may be categorized in two major types: global (overall) URMW failure and 
local (internal) URMW failure. In global failure, two main criteria are involved: overall flexure 
and overall friction (sliding). These failure modes are shown in Figure 5.2. Figure 5.3 shows 
the local friction failure mode (type R), tensile failure (cracking) of the units (type S) and bed 
joint crack expansion (flexural failure, type Q) of URM wall. These failures are the most 
dominant failure modes of URMW and the principles (especially the friction failure and tensile 
failure) are formed the frame of determination of shear strength, ௩݂௞ in the Eurocode 6. 
Figure 5.4 shows the behaviour of different shear failure types for an exemplary clay brick 
wall according to the DIN EN 1996-1-1/NA [42], detailed information and more examples will 
be discussed later in section 5.11. 
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Figure 5.2: Main global URMW failures: a) overall flexure (overturning),  b) overall friction (sliding)  
 
 
 
 
 
 
  
Figure 5.3: Main local URMW failures: a) friction failure,   b) tensile failure,   c) flexural failure 
(bending) 
 
 
 
V 
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V 
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Figure 5.4: Performance of different shear failures criteria for an exemplary URMW  
 
 
5.2 Linear Stress Distribution without Tensile Stress 
 
Yet any resistance capacity provided by tensile strength of masonry is not accepted in 
Eurocode. Consequently, any portion of the wall subjected to vertical tensile stress should be 
excluded from the effective area of the wall resists against horizontal loads. Therefore, 
depending on the value of eccentricity two cases may be assumed: first, the eccentricity is 
low and the entire length of wall is under compression, this situation is also referred to as un-
cracked state. Second, the eccentricity is high and part of the wall is under compression. 
This situation is called cracked state, similarly. Figure 5.5 outlines the cracked and un-
cracked states.  
The eccentricity ratio in the base of wall (bottom) in all cases may be calculated by: 
 
 
݁	 = ܯா஽
ாܰ஽
= 	 ாܸ஽ ∙ ℎ௪
ாܰ஽
	
         
(5.4)   
 
The mathematical expression of the two states, assuming a linear stress distribution, for the 
combination of vertical and horizontal loads is defined below: 
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Figure 5.5: Linear stress distribution of the compressed part of the wall, ignoring tension, a)un-
cracked state, b) cracked state 
 
for the case in which all the section is under compression (un-cracked state) the eccentricity 
should fulfil the following relationship: 
 
 0 ≤ ݁
݈௪
≤
16	
           
(5.5)   
and: 
 
݈௖,௟௜௡ = ݈௪	
   
(5.6) 
 
thus, components of compressive stresses block are taken from: 
 
 
ݍଶ,ଵ = ாܰ஽ݐ ∙ ݈௪ ∙ ൬1 ± 6. ݈݁௪ ൰		
  
(5.7) 
 
 
for the other case in which part of the section is under compression (cracked state): 
 16 < ݈݁௪ < 12	
        
(5.8)  
 
the compressed length may calculated by: 
 
 
݈௖,௟௜௡ = 1.5 ∙ (1 − 2 ∙ ݁/݈௪) ∙ ݈௪		
  
(5.9) 
 
Consequently, components of compressive stresses block may taken from: 
 
 
ݍଵ = 0		ܽ݊݀		ݍଶ = 2 ∙ ாܰ஽ݐ ∙ ݈௖,௟௜௡	    (5.10) 
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5.3 Standard Format and Semi Format 
 
In this study, the intention is to study the load bearing behaviour of URMW. To be able to 
trace the performance of each failure criteria in the entire load range some researchers 
exercised the relationships without associated physical dimension, which is called 
“normalized format” or “standardized format”. Dimensionless equations also provide uniform 
and comparable layout for graphs and figures with different quantities. For example, the 
shear performance of URMW with CB, AAC and CS on entire load interval could be 
demonstrated in one graph. The most important quantity in this regard, is axial normal load.  
 
On the other hand, the maximum of characteristic normal load may be assumed from 
equation (5.11). Therefore, the entire load range according to the normalized format 
(dimensionless) of characteristic normal load may be proposed by following interval:  
 
 
ாܰ௄,௠௔௫ = 		 ௞݂ ∙ ݐ ∙ ݈௪	
     
(5.11)  
 
 (0 < ݊ா௞ < 1	)		
     
(5.12)  
 
The normalized format (dimensionless) of design normal load may be defined as: 
 
 
݊ா஽ = ாܰ஽
ாܰ௄,௠௔௫ = ாܰ஽௞݂ ∙ ݐ ∙ ݈௪ < 1ߛெ 	
     
(5.13)  
 
Consequently, the entire load range for imposed normal load may be proposed by following 
interval: 
 
 (0 < ݊ா஽ < 1ߛெ 	)		
     
(5.14)  
 
Regarding to the partial factors, the normal design load consist of a simple linear 
combination of a permanent action and a leading variable action is:  
 
 
ாܰ஽ = 		 ߛீ ∙ ீܰ௞ + ߛொ ∙ ொܰ௞ 	
					
(5.15)  
 
the normalized format (dimensionless) may be represented as: 
 
 
݊ா஽ = ߛீ ∙ ீܰ௞ + ߛொ ∙ ொܰ௞
௞݂ ∙ ݐ ∙ ݈௪
= 	 ߛீ ∙ ݊ீ௞ + ߛொ ∙ ݊ொ௞ < 1ߛெ	
     
(5.16)  
 
In some literatures the ݊ீ௞ is used as abscissa that may be calculated by rephrasing the 
equation (5.16) as: 
 
 (5.17)  
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0 < ݊ீ௞ < ݊ீ௞,௠௔௫ = 1ߛெ ∙ (ߛீ + ߛொ ∙ ܴ)	
     
 
where ܴ is constant and represent the ratio of characteristic applied loads as: 
 
 
ܴ = ݊ொ௞
݊ீ௞
	
     
(5.18)  
 
Please note that the above equations describing very wide range of applicable normal load, 
while in most of the experiments, very low normal force, ݊, is exercised (e.g. 0 < ݊ < 0.4 ). 
For more  detail please see next chapter.  
 
Nevertheless, for horizontal load, ாܸ஽ and predicted shear capacity, ோܸ஽ the dimensions are 
taken into account ([MPa] or [N] and [mm]), subsequently it is possible to compare the 
predicted capacity regarding to variation of materials. This style of demonstration (n [-] vs. V 
[MPa]) is named, “semi format”. 
 
In some literatures, for shear loads also a normalized format (see equation (5.19)) has 
exercised. The style of presentation, n [-] vs. v [-], is called “standard format”. 
 
 
ݒா஽ = ாܸ஽
௞݂ ∙ ݐ ∙ ݈௪
= ߛா ∙ ாܸ௞
௞݂ ∙ ݐ ∙ ݈௪
	
  
(5.19)  
 
5.4 Characteristic Shear Strength of Masonry 
5.4.1 Shear strength due to EC6 
 
In EN 1996-1-1: 2008 [49] section 3.6.2, characteristic shear strength of masonry, ௩݂௞ using 
general purpose mortar or thin layer mortar or lightweight mortar with all joints to be 
considered as filled, is taken from the following equation:  
 
 
௩݂௞ = ௩݂௞଴ + 0.4 ∙ ߪ஽ 	≤ 0.065 ∙ ௕݂ 	݋ݎ	 ௩݂௟௧	                 (5.20) 
 
When the head joints remind unfilled, but with adjacent faces of the masonry units closely 
abutted together, ݂ ௩௞ is: 
 
 
௩݂௞ = 0.5 ∙ ௩݂௞଴ + 0.4 ∙ ߪ஽ 	≤ 0.045 ∙ ௕݂ 	݋ݎ	 ௩݂௟௧	  (5.21) 
 
In shell bedded masonry, where the units are bedded on two or more equal strips of general 
purpose mortar, each at least 30	݉݉ in width, ௩݂௞ may be taken from equation below: 
 
 
௩݂௞ = ݃ݐ ∙ ௩݂௞଴ + 0.4 ∙ ߪ஽ 	 ≤ 0.045 ∙ ௕݂ 	݋ݎ	 ௩݂௟௧ 	 
 
(5.22) 
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where 
௩݂௞଴ is the characteristic initial shear strength of masonry, should be determined from tests 
or the table 3.4 in [49],  
௩݂௟௧ is a limit to the value of ௩݂௞, 
ߢ ∙ ௕݂ is a limit to the value of ௩݂௞(ߢ	 = 	0.065	or	0.045), 
ߪ஽ is the design compressive stress perpendicular to the shear in the member at the 
level under consideration, using the appropriate load combination based on the 
average vertical stress over the compressed part of the wall providing shear 
resistance that is: 
 
 
ߪ஽ = ாܰ஽ݐ ∙ ݈௖,௟௜௡ 
  
(5.23) 
 
where 
ݐ is the thickness of the wall resisting the shear, 
݈௖,௟௜௡	 is the length of the compressed part of the wall, ignoring any part of the wall cross 
section that is in tension. Please see more explanation in section 5.2.  
 
 
Figure 5.6 shows the shear strength for a case study with ௩݂௞଴ = 	0.22	ܰ/݉݉ଶ fulfilling the 
condition of equation (5.21). As figure shows, the equation which simulates friction criteria is 
an increasing function; in spite of this the shear strength is limited with a constant value by 
the tensile failure in units. 
 
	
Figure 5.6: Characteristic shear strength of masonry due to EN 1996-1-1 
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5.4.2 Shear Strength due to EC6/NA 
 
In EN 1996-1-1/NA [42], the characteristic shear strength of masonry, ௩݂௞ for in-plane shear 
with satisfying the requirements of mortar joint, may be taken from the minimum of equations 
(5.24) and (5.25). For friction failure, the equation (5.24) is limit value: 
 
 
௩݂,௙௥௖ = ߙ ∙ ௩݂௞଴ + 0.4 ∙ ߪ஽ 
  
(5.24) 
 
and in case of tensile failure of units the limit value is taken from: 
 
 
௩݂,௧௘௡ = 0.45 ∙ ௕݂௧,௖௔௟ ∙ ඨ1 + ߪ஽
௕݂௧,௖௔௟ 
        
(5.25) 
 
where 
௩݂௞଴  the characteristic initial shear strength of masonry, should be determined from tests 
or the table NA.11 in the code,  
ߙ  is a coefficient for initial shear strength of masonry, considering the head joint 
situation as explained previously, 
௕݂௧,௖௔௟  is the computational tensile strength of unit. It may be assumed as a fraction of unit 
compressive strength, ௕݂௖, (from the table NA.3); in the NA section “NDP zu 3.6.2 (3)” 
it is assumed as: 
 
 
௕݂௧,௖௔௟ = 	0.020 ∙ ௕݂௖ for hollow concrete blocks, 
௕݂௧,௖௔௟ = 	0.026 ∙ ௕݂௖ for vertically perforated clay bricks with finger holes or grippers, 
௕݂௧,௖௔௟ = 	0.032 ∙ ௕݂௖ for solid blocks without finger holes or grippers, 
௕݂௧,௖௔௟ = ଴.଴଼ଶଵ.ଶହ ∙ ଵ
଴.଻ାቀ೑್೎
మఱ
ቁ
బ.ఱ ∙ ௕݂௖ 	 for AAC blocks with ܮ	 ≥ 	498	݉݉ and ܪ	 ≥ 	248	݉݉, 
 
௕݂௖ is the calculated mean compressive strength.  
 
The definitions of other parameters are given in section 5.4.1. If the head joints remind 
unfilled, but with adjacent faces of the masonry units closely abutted together, the halved 
value of characteristic initial shear strength of masonry, ௩݂௞଴, may be taken from table NA.11. 
Please note that the limit control of 0.065. ௕݂ or 0.045. ௕݂ is not applicable in NA: 2012-05. 
Figure 5.7 compares the two criteria (friction and tension) for different compressive strength 
classes of units. For tension relationship, ௕݂௧,௖௔௟ 		= 	0.026. ௦݂௧ is assumed. 
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Figure 5.7: Characteristic shear strength of masonry due to DIN EN 1996-1-1/NA (2012-05) [42]		
 
As the graph shows, in the most cases, tensile failure criterion generates lesser value and 
then it would be predominant formula for the shear strength. Please note that in NA, besides 
friction failure and tensile failure, other limitations are considered for special materials or 
geometries. This will be discussed further in section 5.9. 
 
5.4.3 Shear strength due to DIN 1053-1 
 
In DIN 1053-1 [33], two methods for verification namely, the simplified and the accurate 
methods are proposed. The simplified method is beyond of this study. However, in both 
methods, only friction criteria and tensile criteria are considered. In the accurate method, 
which is illustrated in section 7.9.5 of the code, the friction criteria is the same as equation 
(5.24). Likewise, tensile criteria is basically the same as equation (5.25). Please note that for 
introducing tensile criteria in this version of code, the given equation 16b is laid up with a 
mis-typing syntax. The correct relationship may be specified by the following equation: 
 
 
௩݂,௧௘௡ = 0.45 ∙ ߚோ௓ ∙ ඨ1 + ߪ஽ߚோ௓	 
          
(5.26) 
 
where 
ߚோ௓ is the computed unit tensile strength, which may assumed as: 
ߚோ௓ = 0.025	 ∙ ߚே௦௧ for hollow concrete blocks, 
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ߚோ௓ = 0.033	 ∙ ߚே௦௧ for vertically perforated clay bricks with finger holes or grippers, 
ߚோ௓ = 0.04	 ∙ ߚே௦௧ for solid blocks without finger holes or grippers, 
ߚே௦௧ Nominal value of the unit compressive strength (unit strength class).  
 
 
5.4.4 Shear strength due to DIN 1053-100 
 
In DIN 1053-100 [36] just two criteria similar to equations (5.24) and (5.25) are proposed. For 
tensile criteria the relation is: 
 
 
௩݂,௧௘௡ = 0.45 ∙ ௕݂௭ ∙ ඨ1 + ߪ஽
௕݂௭
		
          
(5.27) 
 
where 
௕݂௭ is the computed unit tensile strength, which may assumed as: 
௕݂௭ = 0.025	 ∙ ௕݂௞ for hollow concrete blocks, 
௕݂௭ = 0.033	 ∙ ௕݂௞ for vertically perforated clay bricks with finger holes or grippers, 
௕݂௭ = 0.04	 ∙ ௕݂௞ for solid blocks without finger holes or grippers, 
௕݂௞ is characteristic value of the unit compressive strength (unit strength class).  
 
 
5.4.5 Shear Strength due to DIN 1053-13 
 
DIN 1053-13 [38] was a transited standard that code committee proposed before immigration 
from German code (DIN) to European National Annex (NA), thus never became obligatory. In 
this code especial concern for the shear resistance of URMW was paid, considering the work 
of [86]. Currently the main content has been moved to appendix K of German National Annex 
[42]. 
 
In DIN 1053-13 [38] the equations of shear strength were not given explicitly. However, 
according to equations (28) and (30) inside the code, the following equation could be 
extracted.  
 
In case of friction failure the limit value for ௩݂ is: 
 
 
௩݂,௙௥௖ = ௩݂௞ଵ1 + μ + μ1 + μ ∙ ߪ஽ 	 
   
(5.28) 
 
and in case of tensile failure of units the limit value is: 
 
 
௩݂,௧௘௡ = ߙ ∙ ௕݂௧,௖௔௟ ∙ ඨ1 + ߪ஽,௔௩௘ߚ ∙ ௕݂௧,௖௔௟ 
    
(5.29) 
 
where 
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௩݂௞ଵ = ߢ ∙ ௩݂௞଴ is the computational characteristic initial shear strength of masonry; 
 ߢ = 1.25 for head joint without mortar, 
 ߢ = 2.0  for head joint with mortar, 
ߙ,ߚ are fractions to the value ௕݂௧,௖௔௟, according to Table 5.1 
௕݂௧,௖௔௟ is the calculated tensile strength of unit; 
ߪ஽,௔௩௘ is the average compressive stress perpendicular to the shear in the member under 
the level of consideration, using the appropriate load combination based on the 
average vertical stress over the length of the wall that is providing shear resistance; 
that is: 
 
 
ߪ஽,௔௩௘ = ாܰ஽ݐ ∙ ݈௪			     (5.30) 
  
 
Table 5.1: Coefficients for determining cross-section resistance at unit tensile failure 
Unit type ࢻ ࢼ ࢾ࢏ 
Hollow blocks 
0.25 
0.2 
0.025 
Perforated clay bricks 0.033 
units with finger holes or grips 
0.22 
0.033 
Solid blocks without finger holes or grips 0.040 
AAC 0.21 0.32 0.082 
 
 
 
Please note that in E DIN 1053-13, similar to NA, other limitations counting for special 
materials or geometries has been considered. These limitations will be discussed in section 
5.9. 
 
5.4.6 Shear Strength due to EC6/NA.K 
 
In the appendix K in EN 1996-1-1/NA [42], the characteristic shear strength of masonry, ௩݂௞ 
is taken from the minimum of equations (5.24) and (5.25). 
 
5.5  In-plane Flexural Failure 
 
The resistance of masonry walls to vertical loading is based on the geometry of the wall, the 
effect of the applied eccentricities and the material properties of the masonry. At the ultimate 
limit state, the design value of the vertical load applied to a masonry wall, ாܰௗ, shall be less 
than or equal to the design value of the vertical resistance of the wall, ோܰௗ, such that: 
 
 
tlfNN w
M
k
RdEd ×××=£ gf                           
 
(5.31)   
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The value of the reduction factor for slenderness and eccentricity, ߔ, based on a rectangular 
stress block (assuming plastic region in material strength) follows: 
 
 
wl
e×-= 21f                                 
 
(5.32)   
 
where, ݁ = ாܸ஽ ∙ ℎ௪ ாܰ஽⁄  is the eccentricity due to loads; solving equations (5.31) and (5.32) 
provides:  
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(5.33)   
 
For very large axial forces, the flexural failure is corresponding to the axial stress exceeding 
the masonry compressive strength. The flexural failure criteria as dominant failure mode 
rather than compression failure (crushing of masonry) is considered in [86]. This 
recommendation has been followed in this study. 
 
5.6 Maximum Shear Capacity  
 
A limitation on calculation of shear capacity is overturning failure of entire wall (global failure 
due rotation) and it may occur in very low normal force. Theoretically, this failure happens for 
eccentricities ݁ ݈௪⁄ > 	0.5 (i.e. when the resultant of the axial stress is located outside the 
cross section ignoring any tensile strength in the bottom of wall). Due to practical limitation, in 
most design guidelines, the maximum shear capacity is considered as: 
 
 
݁௠௔௫ = 	0.45	 ∙ ݈௪             
 
(5.34)  
 
This may lead to maximum shear capacity as: 
 
 
ாܸ஽,௠௔௫ = 920 ∙ ݈௪ℎ௪ ∙ ܭγ୑ ∙ ாܰ஽ 	        (5.35)  
 
In fact, this criteria controls the global overturning failure of entire wall (i.e. failure due wall 
toe rotation) regardless to material strength. Since the provided capacity is significantly 
higher than other criterions, it may refer to as “maximum shear capacity”. Moreover, this 
failure mode depends only on dimensions. In order to harmonize the equation by considering 
ߛெ = 1.5 as safety factor, an extra material uncertainty will be included to the model. 
Therefore, the correction factor ܭ = 4/3 = 1.33 is included to dismiss the material partial 
factor. 
 
Please note that various interpretation exist to determine the maximum capacity. For 
example, DIN EN 1996-1-1/NA [42], clause 7.2 (NA.9) for slender walls with ℎ௪ ݈௪⁄ > 	2.0 
under the common load combination (excluding accidental eccentricity and the creep 
eccentricity) specifies the following limitation on the resulting eccentricity: 
 
 (5.36)  
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݁௠௔௫,ே஺ = 13 	 ∙ ݈௪             
 
5.7 Basic Friction Failure  
 
Another limitation on calculation of maximum shear capacity is the basic friction law which 
was considered by [86]. It may be named “sliding shear capacity” and determined through 
the following equation: 
 
 
ோܸௗ,௕௔௦௜௖ = μߛெ ∙ ாܰ஽        (5.37)  
 
For common materials the friction coefficient is considered μ = 0.6. A mathematical 
comparison with equation (5.35) shows that only for squat wall the sliding failure may govern 
the maximum shear capacity, in fact it become dominate in slenderness of ℎ௪ ݈௪⁄ < 0.75. 
 
Please note that sliding criterion controls the global friction failure of entire wall, which may 
occur in very low normal force and it is not necessary to be checked for every case. 
Moreover, the basic friction failure and maximum shear capacity are mentioned just for the 
completeness of theoretical background. However, these are not considered for further 
verifications in this study. 
 
5.8 In-Plane Shear Performance of Masonry Wall in EC6  
 
According to EN 1996-1-1: 2008 [49] at the ultimate limit state the design value of the shear 
load applied to the masonry wall, ாܸ஽ 	, shall be less than or equal to the design value of the 
shear resistance of the wall, ோܸௗ, taking into account the linear stress distribution ݈௖,௟௜௡ , for 
the length of compressed part of the wall such that:  
 
 
ாܸ஽ ≤ ோܸௗ = 	 ௩݂௞ߛெ ∙ ݐ ∙ ݈௖,௟௜௡	
                                
(5.38)  
 
5.8.1 Direct Deterministic solution 
 
In ultimate limit state design, the choice of 	 ாܸ஽ = ோܸௗ, in some literatures is called “economic 
design” and in some literatures is called “full utilization” of capacity. In general the degree of 
utilization of resistance model may be considered as 	 ாܸ஽ = ߙ௨௧௟ ∙ ோܸௗ. The problem is that the 
degree of utilization varies with different stage of loading or during the time, therefore the 
degree of utilization remain unknown. For an optimum design, ߙ௨௧௟ = 	1.0 is a proper 
assumption. 
 
A common way for determining the design shear capacity of the URM wall is to perform 
iteration between ாܸ஽ 	and ோܸௗ	using proper software and special computing procedures. 
Another way is solving equation (5.38) and (5.6) or (5.9) simultaneously. This leads to explicit 
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mathematical expression for ோܸௗ. The resulting expression, which for most cases does exist, 
is called “direct deterministic solution”. 
 
As discussed in section 5.2, the mathematical expression of compressive length is changing 
in cracked and un-cracked zones. For that reason, in each zone for every failure criteria, an 
individual direct expression should be determined. Please note that, previously few 
researchers had developed such relationships for special cases, however, here a complete 
collection for future use is provided.   
 
5.8.2 Friction Failure due to EC6 
 
Considering cracked state (1 6⁄ < 	 ݁ ݈⁄ 	< 	1 2⁄ ) and solving equations (5.20), (5.38) and (5.9) 
yield to the following mathematical expression: 
 
 
 
ோܸௗ,௙௥௖,௖௥ ≥ 1ߛெ ∙ (1.5 ∙ ߙ ∙ ௩݂௞଴ ∙ ݐ ∙ ݈௪ + 0.4 ∙ ாܰ஽) − 3 ∙ ߙ ∙ ௩݂௞଴ ∙ ℎ௪ ∙ ݐߛெ ∙ ாܸ஽ாܰ஽	      (5.39)  
 
In the choice of	 ாܸ஽ = ோܸௗ, the direct relationship in semi format is: 
 
 
ோܸௗ,௙௥௖,௖௥ = 1.5 ∙ ߙ ∙ ௩݂௞଴ + 0.4 ∙ ݊ ∙ ௞݂
ߛெ + 3݊ ∙ ߙ ∙ ௩݂௞଴
௞݂
∙
ℎ௪
݈௪
∙ ݐ ∙ ݈௪	
           
(5.40)  
 
The eccentricity is determined by: 
 
 
݁
݈௪
= 0.4 ∙ ݊	 ∙ ௞݂ + 1.5 ∙ ௩݂௞଴
ߛெ ∙ ݊ ∙ ௞݂ ∙
݈௪
ℎ௪
+ 3 ∙ ௩݂௞଴	
   
(5.41)  
 
The calculated eccentricity should fulfil the requirement of cracked state, thus it should be 
controlled by equation (5.8). For common range of parameters, the equation usually does 
fulfil: 
 
 
ߙ ∙ ௩݂௞଴
௞݂
ߛெ ∙ ݈௪6 ∙ ℎ௪ − 0.4 	< 0 < ݊ 
 
(5.42)  
 
As it could be seen, the above expression for shear capacity is independent from the applied 
horizontal load ( ாܸ஽) and there is no need to run iteration or use solver programs. 
 
For the un-cracked state, the relatively high normal forces with all the section under pressure 
utilizes a huge friction resistance and therefore no friction failure in this range is likely to 
happen. However, for the sake of completeness, the semi format of shear failure is given as: 
 
 (5.43)  
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ோܸௗ,௙௥௖,௨௡	௖௥ = ݐ ∙ ݈௪ߛெ ∙ (ߙ ∙ ௩݂௞଴ + 0.4 ∙ ݊ ∙ ௞݂)	
           
 
The calculated eccentricity should be controlled by equation (5.5). But for normal range of 
variables the interval of eccentricity is 0.4	 < ݁ ⁄ ݈		 < 10, which is far from expected value. 
The eccentricity is determined by: 
 
 
݁
݈௪
= ℎ௪
ߛெ ∙ ݈௪
∙ (ߙ ∙ ௩݂௞଴
݊ ∙ ௞݂
+ 0.4)	
  
(5.44)  
 
Mathematically, the following non-equation for normal range of variables never satisfies: 
 
 
݊ < ߙ ∙ ௩݂௞଴௞݂ߛெ ∙ ݈௪6 ∙ ℎ௪ − 0.4 	< 0		
    
(5.45)  
 
 
5.8.3 Tensile Failure due to EC6 
 
In consideration of the given limit on ௩݂௞ , in equations (5.20) to (5.22) (ߢ. ௕݂ 	and	ߢ	 =
	0.065	or	0.045)	 and solving equation (5.38) yields: 
 
 
For the un-cracked state (0	 < 		݁/݈		 < 		1/6): 
 
tlfV w
M
b
uncrtenRd ××
×= g
k
,,    
 
(5.46)  
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(5.47)  
 
For the cracked state (1/6 < 		݁/݈		 < 		1/2) direct relationship in semi format is: 
 
w
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(5.48)  
The related eccentricity may be calculated by: 
 
 
3
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(5.49)  
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Thus the shear capacity of masonry shear wall regarding to tensile criteria for the entire load 
interval (0 < ݊ < 1	) is: 
 
 
ோܸௗ,௧௘௡ = min( ௧ܸ௘௡,௨௡௖௥ , ௧ܸ௘௡,௖௥) 
 
(5.50) 
 
Finally, the shear capacity according to EN 1996-1-1: 2008 [49] specified by equation below: 
 
 
ோܸௗ = min( ோܸௗ,௧௘௡ , ோܸ஽,௙௥௖)             
 
(5.51)  
 
5.9 In-Plane Shear Performance of Masonry Wall in EC6/NA 
 
In German National Annex of masonry design code DIN EN 1996-1-1/NA: 2012 [42], the 
main failure modes are friction failure of bed joint and diagonal tension failure in units as will 
be discussed in section 5.9.1 and 5.9.2. However depending on geometry of units and wall 
and properties of mortar, two other failure modes namely shear compression failure (in 
German: Schubdruckversagen) and overturning of single unit (in German: Fugenversagen 
am Einzelstein) are considered. Moreover, in-plane flexural failure should be remarked. 
 
The design value of the shear resistance for friction failure and tensile failure of units (in 
German: Querkrafttragfähigkeit in Scheibenrichtung) is given by: 
 
 
ாܸ஽ ≤ ோܸௗ௟௧ = 	 ௩݂௞ߛெ ∙ ݐܿ ∙ ݈௖௔௟	
 
(5.52)  
 
where 
ܿ is shear stress distribution factor and assigned as: 
 
 1.0																							for								ℎ/݈	 ≤ 1 
 0.5(1 + ℎ/݈)					for					1 < ℎ/݈ < 2 
 1.5																							for							ℎ/݈	 ≥ 2; 
 
݈௖௔௟ is the computational compressive length of wall. 
 
Under action of wind load, ݈௖௔௟ is calculated by: 
 
 
݈௖௔௟ = min	(98 ∙ ݈௪	, 43 ∙ ݈௖,௟௜௡)	       (5.53)  
 
in any other load actions, it is calculated by: 
 
 
 ݈௖௔௟ = ݈௖,௟௜௡     
 
(5.54)  
 
where ݈௖,௟௜௡	 is the compressed length of wall as discussed in section 5.2.  
 
Mathematically, equation (5.53) could be expanded into the following expressions: 
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݈௖௔௟ = 1.125. ݈௪																								݂݋ݎ							 ݈݁ ≤ 732 
 
(5.55)  
݈௖௔௟ = 2. (݈௪ − 2. ݁)																݂݋ݎ								 732 < ݈݁ ≤ 12	 
 
(5.56) 
 
In contrast with ݈௖,௟௜௡ in Eurocode 6, which defines the border of cracked and un-cracked 
state, ݈௖௔௟ 		does not concern any physical character. It only mathematically enlarges the 
computed shear capacity of masonry wall up to 30%. In other word, this is an implicit 
reduction of safety margin. 
 
The variation of ݈௖,௟௜௡	and ݈௖௔௟ 		 in acceptable range of eccentricity is presented in Figure 5.8. 
This is a normalized graph on the length of the wall versus eccentricity and may be used to 
determine the computational compressed length of ݈௖,௟௜௡	and ݈௖௔௟ 		 for any masonry wall.  
 
 
Figure 5.8: The behaviour of ݈௖,௟௜௡ and ݈௖௔௟ due to DIN EN 1996-1-1/NA (2012-05) [42] 
 
Before to express the direct equations of shear capacity of wall against wind load according 
to DIN EN 1996-1-1/NA: 2012 [42], three different zones should be distinguished:  
 
 
Zone 1, 
with (0	 ≤ 		݁/݈		 ≤ 		1/6) for relatively high normal imposed load: 
 
 ݈௖,௟௜௡ =	 ݈௪ 
 ݈௖௔௟ = 	1.125 ∙ ݈௪; 
 
 
Zone 2,  
with (1/6 < 		݁/݈ < 		7/32) for moderate normal imposed load: 
5.9   In-Plane Shear Performance of Masonry Wall in EC6/NA 
 
 
60   
 
 
 ݈௖,௟௜௡ = 	1.5 ∙ (݈௪ − 2 ∙ ݁) 
 ݈௖௔௟ = 	1.125 ∙ ݈௪ 
 
 
Zone 3,  
with (7/32		 ≤ 	݁/݈		 ≤ 		1/2) for relatively low normal imposed load: 
 
 ݈௖,௟௜௡ = 	1.5 ∙ (݈௪ − 2 ∙ ݁) 
 ݈௖௔௟ = 	2 ∙ (݈௪ − 2 ∙ ݁) 
 
 
In order to stablish direct equations for shear resistance, ோܸௗ in each zone every failure 
criteria should be considered separately. 
 
5.9.1 Friction Failure of Bed Joint (type R) due to EC6/NA:2012-05 
 
Analogous to the section 5.8.2, the direct shear capacity regarding to the friction criteria for 
economic design, ாܸ஽ = 	 ோܸௗ, could be derived. The equation (5.24) and (5.53) are 
implemented in (5.52) and the direct mathematical solution in semi format has derived as 
follow: 
 
Zone 1, with (૙	 ≤ 		ࢋ/࢒		 ≤ 		૚/૟): 
 
 
ோܸௗ,௙௥௖,ଵ = ݐ ∙ ݈௪ܿ ∙ ߛெ ∙ (ߙ ∙ ௩݂௞଴ + 0.4 ∙ ݊ ∙ ௞݂)	
           
(5.57)  
 
The related eccentricity is: 
 
 
݁
݈௪
= ℎ௪
ܿ ∙ ߛெ ∙ ݈௪
∙ (ߙ ∙ ௩݂௞଴
݊ ∙ ௞݂
+ 0.4)	
  
(5.58)  
 
In this interval, ݊ takes negative value:  
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(5.59)  
For common range of n, (i.e. 0	 < 	݊	 < 	1) the eccentricity is out of expected range, therefore 
the out-come of equation (5.59) is not accepted. The physical interpretation is that the friction 
failure in this zone is not likely to happen. 
 
 
Zone 2, with (૚/૟ < 		ࢋ/࢒ < 		ૠ/૜૛): 
 
The mathematical expression becomes a quadratic formula.  
 (5.60)  
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The discriminant of the quadratic equation for the common range of ݊ is negative and the 
equation does not produce real roots.  
 
Please note for very low value of ݊, real roots exist but they are out of range of assumed 
eccentricity. The physical interpretation is that due to relatively high normal force, the friction 
failure in this zone is not likely to happen. 
 
 
Zone 3, with ૠ/૜૛		 ≤ 		ࢋ/࢒		 ≤ 		૚/૛): 
 
For this interval, the mathematical solution to calculate the shear capacity is available and in 
semi format, expression is given below: 
 
 
ோܸௗ,௙௥௖,ଷ = 1.5 ∙ ߙ ∙ ௩݂௞଴ + 0.4 ∙ ݊ ∙ ௞݂0.75 ∙ ܿ ∙ ߛெ + 3݊ ∙ ߙ ∙ ௩݂௞଴
௞݂
∙
ℎ௪
݈௪
∙ ݐ ∙ ݈௪	
           
(5.61)  
 
The eccentricity could be calculated by: 
 
 
݁
݈௪
= 1.5 ∙ ߙ ௩݂௞଴ + 0.4 ∙ ݊	 ∙ ௞݂0.75 ∙ ܿ ∙ ߛெ ∙ ݊ ∙ ௞݂ ∙ ݈௪ℎ௪ + 3 ∙ ߙ ௩݂௞଴	
   
(5.62)  
 
A mathematical survey over the boundary of eccentricity reveals that the condition of 
7	/	32	 ≤ 	݁	/	݈ is always satisfied, the mathematical expression is: 
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(5.63)  
 
This agree with actual performance of a wall, that friction failure mostly occur while the 
applied normal force is low. 
5.9.2 Tensile Failure of Units (type S) due to EC6/NA:2012-05 
 
For determining the design shear capacity of wall in accordance with tension criteria, the 
equation (5.25) and (5.53) are implemented in (5.52); in choice of ாܸ஽ = ோܸௗ, direct 
mathematical solution is: 
 
 
Zone 1, with (૙	 ≤ 		ࢋ/࢒		 ≤ 		૚/૟): 
 
 ݈௖,௟௜௡ = 	 ݈௪ 
 ݈௖௔௟ = 	1.125 ∙ ݈௪; 
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ோܸௗ,௧௘௡,ଵ = 0.45 ∙ ௕݂௧,௖௔௟ߛெ ∙ ݐܿ ∙ 1.125 ∙ ݈௪ ∙ ඨ1 + ݊ ∙ ௞݂௕݂௧,௖௔௟ 
    
(5.64) 
 
Since the equations above are positive increasing functions, for all value of ݊ > 	0 the 
condition 0	 < ݁	/	݈ is satisfying. 
 
The eccentricity could be calculated by: 
 
 0 ≤	݁
݈
= 0.45 ∙ 1.125 ∙ ௕݂௧,௖௔௟
ߛெ ∙ ܿ ∙ ௞݂
∙
ℎ௪
݊ ∙ ݈௪
∙ ඨ1 + ݊ ∙ ௞݂
௕݂௧,௖௔௟ 
    
(5.65) 
 
	݊ may be calculated from: 
 
݊ଶ − ߢ ∙ ௞݂
௕݂௧,௖௔௟ ∙ ݊ − ߢ		 ≥ 0 
    
(5.66) 
where: 
 
 
ߢ = 	 ൬0.45 ∙ 1.125 ∙ ௕݂௧,௖௔௟ ∙ 6 ∙ ℎ௪
ߛெ ∙ ܿ ∙ ௞݂ ∙ ݈௪	
൰
ଶ
 
    
(5.67) 
 
For ݁/݈ = 1/6, it gives:  
 
݊௦ଵ = 	 ൬ ߢ ∙ ௞݂௕݂௧,௖௔௟൰ + ඨ൬ߢ ∙ ௞݂௕݂௧,௖௔௟൰
ଶ + 4 ∙ ߢ2 	     
(5.68) 
and 
 
௦ܸଵ = 	 ݊௦ଵ ∙ ݐ ∙ ݈௪ଶ ∙ ௞݂6 ∙ ℎ௪ 	     (5.69) 
 
Zone 2, with (૚/૟ < 		ࢋ/࢒ < 		ૠ/૜૛) 
 
 ݈௖,௟௜௡ = 	1.5 ∙ (݈௪ − 2݁) 
 ݈௖௔௟ = 	1.125 ∙ ݈௪ 
 
a cubic function with one variable (i.e. ݊) appears: 
 
 
02,,
2
2,,
3
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(5.70)  
where: 
 
 (5.71)  
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Unfortunately, still an explicit solution for equation (5.70) has not proposed. However since 
this interval is short, a linear interpolation between zone 1 and zone 3 may conveniently 
provide acceptable results. 
 
Zone 3, with (ૠ/૜૛		 ≤ 		ࢋ/࢒		 ≤ 		૚/૛) 
 
 ݈௖,௟௜௡ = 	1.5(݈௪ − 2݁) 
 ݈௖௔௟ = 	2(݈௪ − 2݁) 
 
the semi format will be: 
 
ோܸௗ,௧௘௡,ଷ = − 23 − 2݊ ∙ ௕݂௧,௖௔௟௞݂ + ඨ49 + ቀߛெ ∙ ܿ0.9 ∙ ݈௪ℎ௪ቁ
ଶ
∙ ൬1 + ݊ ∙ ௞݂1.5 ∙ ௕݂௧.௖௔௟൰
ቀߛெ ∙ ܿ0.9 ቁଶ ∙ 1௕݂௧.௖௔௟ ∙ ݈௪ℎ௪ − 4݊ଶ ∙ ௕݂௧.௖௔௟௞݂ଶ ∙ ℎ௪݈௪ ∙ ݐ ∙ ݈௪    
(5.75) 
 
 
regarding to limitation at ݁/݈ = 7	/	32	, ݊ should be: 
 
݊௦ଷ = 	18 ∙ ௕݂௧,௖௔௟ ∙ (0.9 ∙ ℎ௪)ଶ(ߛெ ∙ ܿ ∙ ݈௪)ଶ ∙ 7 ∙ ௞݂ ∙ ቌ3221 + ඨ൬3221൰ଶ + ൬ߛெ ∙ ܿ0.9 ∙ ݈௪ℎ௪൰ଶቍ 
  
(5.76) 
and 
 
௦ܸଷ = 	 ݊௦ଷ ∙ 7 ∙ ݐ ∙ ݈௪ଶ ∙ ௞݂32 ∙ ℎ௪ 	     (5.77) 
 
The boundary of ݁	/	݈	 < 	1/2 for the interval of 0	 < 	݊	 < 	1.0 is fulfilled. 
 
5.9.3 Shear Compression Failure (type D) due to EC6/NA:2012-05 
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According to [86], shear compression failure occurs when the compressive strength is 
exceeded in the diagonal strut. The overlap of the units is very important for this failure mode 
since it determines the angle of the diagonal compression. For element masonry with thin 
layer mortar in bed joint and overlapping of ݈௢௟ ℎ௨⁄ < 0.4 and high axial forces, the shear 
resistance at the base of the wall, in addition to detection by friction failure and tensile failure, 
is limited due to shear compression failure according to equation (5.78).  
 
 
ோܸௗ = 1ߛெ ∙ ܿ ∙ (ݐ ∙ ݈௖ ∙ ௞݂ − ߛெ ∙ ாܰ஽) ∙ ݈௢௟ℎ௨ 																								NA:	2012 − 05	(NA. 21)			
                  
(5.78)  
 
where 
 ݈௖ = 	 (݈௪ − 2e),  
 
݁ = ܯா஽
ாܰ஽
= 	 ாܸ஽
ாܰ஽
∙ ℎ௪	
         
(5.79)   
 
The direct relationship in semi format is: 
 
ோܸௗ = (1 − ߛெ ∙ ݊) ∙ ݐ ∙ ݈௪ ∙ ௞݂
ߛெ ∙ ܿ ∙
ℎ௨
݈௢௟
+ 2݊ ∙ ℎ௪݈௪ 																								 
 
(5.80)  
 
 
Figure 5.9: Shear compression for exemplary masonry wall with γ୑ = 1.0 acc. DIN EN 1996-1-1/NA 
(2012-05)[42] 
 
Please note that according to the definition, ݈௖ does not instruct any physical state (like 
cracked or un-cracked). Therefore, the behaviour of formula in large normal force (un-
cracked state) is questionable. Meanwhile this formula is designed for ߛெ = 1.5, and its 
validation for other partial factors is not proved. 
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Figure 5.10: Shear compression for exemplary wall with γ୑ = 1.5 acc. DIN EN 1996-1-1/NA (2012-
05) [42] 
 
5.9.4 Overturning of Single Unit (type K) due to EC6/NA:2012-05 
 
For element masonry with un-grouted head joints and aspect ratio of ℎ௨ > 	 ݈௨	 failure on 
single unit due to the opening of bed joint may occur. Thus, shear resistance according to 
equation (5.81) in addition to the equation (5.52) and if necessary according to (5.78) is 
limited.  
 
 
ோܸௗ = 43ߛெ ∙ ൮1 + ℎ௪ℎ௨2 ∙ ℎ௪ℎ௨ ൲ ∙ ݈௨ℎ௨ ∙ ݊ ∙ ݐ ∙ ݈௪ ∙ ௞݂ 
 
(5.81)  
 
This failure mode depends only on dimensions. In order to consider material uncertainty, the 
correction factor 4/3 = 1.33 was included to account for this fact. 
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Figure 5.11: Overturning of single unit for exemplary wall with γ୑ = 1.0 acc. DIN EN 1996-1-1/NA 
(2012-05) [42] 
 
5.10 In-plane Shear Performance in Other Codes 
5.10.1 In-plane shear performance in DIN 1053-1 
 
In DIN 1 the following simplified procedures are applied: 
 
 
ߛெ ∙ ߬ = ܿ ∙ ாܸ஽ݐ ∙ ݈௖.௟௜௡ 	≤ min	( ௧݂௘௡	, ௙݂௥௖)																								(݅݊		ܦܫܰ	1:	6.9.5	ܧݍ. (5))			 
 
(5.82)  
 
where shear strength, ( ௧݂௘௡	, ௙݂௜௖) are introduced in section 5.4.3. The relationship stated by 
equation (5.82) is similar to the procedure stated in EN 1996-1-1:2008 [49].  
The direct relationship of friction failure in semi format for the cracked state (1 6⁄ < ݁ ݈⁄ <1 2⁄ ) is: 
 
 
ோܸௗ,௙௥௖ = 1.5 ∙ ߙ ∙ ௩݂௞଴ + 0.4 ∙ ݊ ∙ ௞݂
ߛெ ∙ ܿ + 3݊ ∙ ߙ ∙ ௩݂௞଴
௞݂
∙
ℎ௪
݈௪
∙ ݐ ∙ ݈௪	
           
(5.83)  
 
Similar to previous arguments, friction failure in the un-cracked state is not likely to happen. 
The direct relationship in semi format of tensile failure for the un-cracked state (0 < ݁/݈	 ≤1/6) is: 
 
 (5.84) 
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ோܸௗ,௧௘௡,ଵ = 0.45 ∙ ௕݂௧,௖௔௟ߛெ ∙ ݐܿ ∙ ݈௪ ∙ ඨ1 + ݊ ∙ ௞݂௕݂௧,௖௔௟ 
    
 
In order to fulfil the eccentricity, 	݊ should satisfy the following non-equation: 
 
 
݊ଶ − ߢ ∙ ௞݂
௕݂௧,௖௔௟ ∙ ݊ − ߢ		 ≥ 0 
    
(5.85) 
where: 
 
ߢ = 	 ൬0.45 ∙ ௕݂௧,௖௔௟ ∙ 6 ∙ ℎ௪
ߛெ ∙ ܿ ∙ ௞݂ ∙ ݈௪	
൰
ଶ
 
    
(5.86) 
 
For ݁/݈ = 1/6, it gives:  
 
݊௦ଵ = 	 ൬ ߢ ∙ ௞݂௕݂௧,௖௔௟൰ + ඨ൬ߢ ∙ ௞݂௕݂௧,௖௔௟൰
ଶ + 4 ∙ ߢ2 	     
(5.87) 
and 
 
௦ܸଵ = 	 ݊௦ଵ ∙ ݐ ∙ ݈௪ଶ ∙ ௞݂6 ∙ ℎ௪ 	     (5.88) 
with 
 
݊	 ≥ ݊௦ଵ		
    
(5.89) 
 
 
Tensile failure for the cracked state(1 6⁄ < 	 ݁ ݈⁄ 	< 	1 2⁄ ) and 0 < ݊ < ݊௦ଵ may be calculated 
by: 
 
ோܸௗ,௧௘௡,ଶ = −ܤᇱ + √ܤᇱଶ + ܣ ∙ ܥA 	        (5.90)  
where: 
 
ܣ = 	 ቆ ߛெ ∙ ܿ ∙ ௞݂ ∙ ݈௪	1.5 ∙ 0.45 ∙ ௕݂௧,௖௔௟ቇଶ − 4 ∙ ℎ௪ଶ݊ଶ 	
    
(5.91) 
 
 
ܤᇱ = 	2 ∙ ℎ௪ ∙ ݈௪
݊
+ ℎ௪ ∙ ݈௪ ∙ ௞݂1.5 ∙ ௕݂௧,௖௔௟	
    
(5.92) 
 
 
ܥ = 	 ݈௪ଶ ∙ ቆ1 + ݊ ∙ ௞݂1.5 ∙ ௕݂௧,௖௔௟ቇ	
    
(5.93) 
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5.10.2 In-plane shear performance in DIN 1053-100 
 
The verification specified by:  
 
ாܸ஽ ≤ ோܸௗ = ݈௖௔௟ ∙ ݐܿ ∙ ௩݂௞	ߛெ 																									(ܦܫܰ	100	ܧݍݏ. (22), (23))		 
 
(5.94)  
 
where ௩݂௞ is introduced in section 5.4.2 and 5.4.4. The verification procedures for tensile 
failure and friction failure are identical with DIN EN 1996-1-1/NA:2012-05 [42] that were 
illustrated in section 5.9.1 and 5.9.2.  
 
5.10.3 In-plane shear performance in DIN 1053-13 
 
In this code the ߰ parameter (as it was explained in 5.1.1) has considered in calculation of 
slenderness: 
 
 
ߣ௩ 	= ߰ ∙ ℎ௪݈௪ 	
         
(5.95)   
 
The calculated slenderness,	ߣ௩ is used to determine shear stress distribution factor, ܿ´ as: 
  
 1.0																							݂݋ݎ								߰ ∙ ℎ/݈	 ≤ 1 
 0.5(1 + ߰ ∙ ℎ/݈)				݂݋ݎ					1 < ߰ ∙ ℎ/݈ < 2 
 1.5																					݂݋ݎ							߰ ∙ ℎ/݈	 ≥ 2. 
 
Therefore, the eccentricity to distinguish between cracked and un-cracked state may be 
calculated by following equation: 
 
 
݁ᇱ 	= ாܸ஽
ாܰ஽
∙ ߰ ∙ ℎ௪	
         
(5.96)   
 
In order to verify friction criteria (Eq.28, in E DIN 1053-13) the maximum value of basic 
friction (section 5.4.5) and following equation should be considered:  
 
 
ோܸௗ,௙௥௖ = 1ߛெ ∙ ܿ′ ∙ 11 + μ ∙ ( ௩݂௞ଵ	 ∙ ݈ᇱ௖,௟௜௡ ∙ ݐ + μ ∙ ாܰ஽) = ݈′௖,௟௜௡ ∙ ݐܿ′ ∙ ௩݂,௙௥	ߛெ  
 
(5.97) 
 
where ௩݂,௙௥ is introduced in equation (5.28). and ݈ᇱ௖,௟௜௡ is computed by replacing equation 
(5.96) instead of (5.4). The direct semi format of equation (5.97) in cracked state is: 
 
 
ோܸௗ,௙௥௖ = 1.5 ∙ ௩݂௞ଵ + μ ∙ ݊ ∙ ௞݂(1 + μ) ∙ ܿ′ ∙ ߛெ + 3݊ ∙ ௩݂௞ଵ
௞݂
∙
߰ ∙ ℎ௪
݈௪
∙ ݐ ∙ ݈௪ 
 
(5.98) 
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The verification procedure for tensile criteria (Eq.30 in E DIN 1053-13) is distinguished from 
other cods by replacing the whole wall length instead of compressed length in the 
relationship and is taken from:  
 
 
ோܸௗ,௧௘௡ = ݐ ∙ ݈௪ܿ′ ∙ ߙ ∙ ௕݂௧,௖௔௟ߛெ ∙ ඨ1 + ாܰ஽ߚ ∙ ௕݂௧,௖௔௟ ∙ ݐ ∙ ݈௪ = ݈௪ ∙ ݐܿ′ ∙ ௩݂,௧௘௡	ߛெ  
 
(5.99)   
 
where ௩݂,௧௘௡ is introduced in equation (5.29). As it can be seen, the equation (5.99) is in 
explicit format. Similar to EC6/NA, in addition to detection by friction failure and tensile failure 
two other limitations, namely shear compression failure and overturning of single unit are 
considered. 
 
For element masonry with thin layer mortar and overlapping of ݈௢௟ ℎ௨⁄ < 0.4 and high axial 
forces, the shear resistance at the base of the wall, is limited due to shear compression 
failure according to: 
 
 
ோܸௗ = 1ߛெ ∙ ܿ′ ∙ (ݐ ∙ ݈௖ᇱ ∙ ௞݂ − ߛெ ∙ ாܰ஽) ∙ ݈௢௟ℎ௨ 																									[38]	(Eq. 13)			
                  
(5.100)  
 
where 
 ݈௖ᇱ = 	 (݈௪ − 2݁ᇱ),  
 
 
The equation is similar to equation (5.80), thus the direct formulation in semi format may be 
obtained from the following equation: 
 
 
ோܸௗ = (1 − ߛெ ∙ ݊) ∙ ݐ ∙ ݈௪ ∙ ௞݂
ߛெ ∙ ܿ′ ∙
ℎ௨
݈௢௟
+ 2݊ ∙ ߰ ∙ ℎ௪݈௪ 																								 
 
(5.101)  
 
Moreover, for element masonry with un-grouted head joints and aspect ratio of ℎ௨ > 	 ݈௨	 the 
shear resistance due to overturning failure of single unit according to equation (5.102) is 
limited. As it can be seen, this equation is independent to ߰. 
 
 
ோܸௗ = 2ߛெ ∙ 3 ∙ ൬ ݈௨ℎ௨ 		+ ݈௨ℎ௪൰ ∙ ாܰ஽ 													[38]	ܧݍ. (33)									 
 
(5.102)  
 
This equation is equivalent to with equation (5.81). 
 
5.10.4 In-plane shear performance in EC6/NA.K 
 
The verification procedure is a combination of procedure of DIN 1 with inputs similar to E DIN 
1053-13 which the term ߰ should be considered in calculation of ℎ௪. In the code the 
parameter ߰ is considered in calculation of slenderness:   
 
 (5.103)   
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ߣ௩ 	= ߰ ∙ ℎ௪݈௪ 	
         
 
The calculated slenderness,	ߣ௩, will be used for calculation of ܿ value as well. The 
eccentricity to distinguish between cracked and un-cracked state may be calculated by 
following equation: 
 
 
݁ᇱ 	= ாܸ஽
ாܰ஽
∙ ߰ ∙ ℎ௪	
         
(5.104)   
 
The direct relationship of friction failure in semi format for the cracked state (1 6⁄ < ݁ ݈⁄ <1 2⁄ ) is: 
 
 
ோܸௗ,௙௥௖ = 1.5 ∙ ߙ ∙ ௩݂௞଴ + 0.4 ∙ ݊ ∙ ௞݂
ߛெ ∙ ܿ′ + 3݊ ∙ ߙ ∙ ௩݂௞଴
௞݂
∙
߰ ∙ ℎ௪
݈௪
∙ ݐ ∙ ݈௪	
           
(5.105)  
 
The direct relationship in semi format of tensile failure of the un-cracked state (0 < ݁ᇱ ݈⁄ <1/6) 
is: 
 
 
ோܸௗ,௧௘௡,ଵ = 0.45 ∙ ௕݂௧,௖௔௟ߛெ ∙ ݐܿ′ ∙ ݈௪ ∙ ඨ1 + ݊ ∙ ௞݂௕݂௧,௖௔௟ 
    
(5.106) 
 
In order to fulfil the eccentricity, 	݊ should satisfy the following non-equation: 
 
 
݊ଶ − ߢ ∙ ௞݂
௕݂௧,௖௔௟ ∙ ݊ − ߢ		 ≥ 0 
    
(5.107) 
where: 
 
ߢ = 	 ൬0.45 ∙ ௕݂௧,௖௔௟ ∙ 6 ∙ ߰ ∙ ℎ௪
ߛெ ∙ ܿ′ ∙ ௞݂ ∙ ݈௪	
൰
ଶ
 
    
(5.108) 
 
 
For ݁/݈ = 1/6, it gives:  
 
݊௦ଵ = 	 ൬ ߢ ∙ ௞݂௕݂௧,௖௔௟൰ + ඨ൬ߢ ∙ ௞݂௕݂௧,௖௔௟൰
ଶ + 4 ∙ ߢ2 	     
(5.109) 
and 
 
௦ܸଵ = 	 ݊௦ଵ ∙ ݐ ∙ ݈௪ଶ ∙ ௞݂6 ∙ ߰ ∙ ℎ௪ 	 (5.110) 
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with 
 
݊	 ≥ ݊௦ଵ		
    
(5.111) 
 
Tensile failure for the cracked state(1 6⁄ < 	 ݁ ݈⁄ 	< 	1 2⁄ ) and 0 < ݊ < ݊௦ଵ may be calculated 
by: 
 
 
ோܸௗ,௧௘௡,ଶ = −ܤᇱ + √ܤᇱଶ + ܣ ∙ ܥA 	        (5.112)  
where: 
 
ܣ = 	 ቆ ߛெ ∙ ܿ′ ∙ ௞݂ ∙ ݈௪	1.5 ∙ 0.45 ∙ ௕݂௧,௖௔௟ቇଶ − 4 ∙ (߰ ∙ ℎ௪)ଶ݊ଶ 	
    
(5.113) 
 
ܤᇱ = 	2 ∙ ߰ ∙ ℎ௪ ∙ ݈௪
݊
+ ߰ ∙ ℎ௪ ∙ ݈௪ ∙ ௞݂1.5 ∙ ௕݂௧,௖௔௟ 	
    
(5.114) 
 
ܥ = 	 ݈௪ଶ ∙ ቆ1 + ݊ ∙ ௞݂1.5 ∙ ௕݂௧,௖௔௟ቇ	
    
(5.115) 
 
Similar to E DIN 1053-13, two other limitations, namely shear compression failure and 
overturning of single unit are considered as well. 
 
For element masonry with thin layer mortar and overlapping of ݈௢௟ ℎ௨⁄ < 0.4 and high axial 
forces, the shear resistance at the base of the wall, is limited due to shear compression 
failure according to: 
 
 
ோܸௗ = 1ߛெ ∙ ܿ′ ∙ (ݐ ∙ ݈௖ᇱ ∙ ௞݂ − ߛெ ∙ ாܰ஽) ∙ ݈௢௟ℎ௨ 																								(NA. K. 6)			
                  
(5.116)  
where 
 ݈௖ᇱ = 	 (݈௪ − 2݁ᇱ),  
 
The equation is similar to equation (5.80), thus analogous the direct formulation in semi 
format may be obtained from the following equation: 
 
ோܸௗ = (1 − ߛெ ∙ ݊) ∙ ݐ ∙ ݈௪ ∙ ௞݂
ߛெ ∙ ܿ′ ∙
ℎ௨
݈௢௟
+ 2݊ ∙ ߰ ∙ ℎ௪݈௪ 																								 
 
(5.117)  
 
Moreover, for element masonry with un-grouted head joints and aspect ratio of ℎ௨ > 	 ݈௨	 the 
shear resistance due to overturning failure of single unit according to the following equation 
is limited.  
 
 
ோܸௗ = 2ߛெ ∙ 3 ∙ ൬ ݈௨ℎ௨ 		+ ݈௨ℎ௪൰ ∙ ாܰ஽ 																		(NA. K. 8)									 
 
(5.118)  
This equation is equivalent to with equation (5.81). 
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5.11 Design of Exemplary Walls 
 
From the experimental database given in Appendix A, six exemplary walls were selected in 
such a way to cover all types of units (i.e. CB, CS and AAC) and two different boundary 
conditions (i.e. of cantilever, ߰ = 1.0 and confined, ߰ = 0.5). Table 5.2 gives the test 
numbers; for example, CB 1 is refer to the test record 1 in Appendix A, which is a confined 
wall with ݈௪ · ℎ௪ = 2.2 · 2.5	[݉ଶ] made of Clay Bricks with ݈௨ · ݐ · ℎ௨ = 365 · 175 · 250	[݉݉ଷ]. 
The applied normal force, ௢ܰ௕௦ and observed shear resistance,	 ௢ܸ௕௦	 are 380 and 147 [kN] 
respectively. For other information, please see Appendix A.  
 
Table 5.2: the exemplary walls which are selected for design from experiments 
Unit type confined example ࣒ = ૙.૞ Cantilever example ࣒ = ૚.૙  
AAC 9 14 
CS 3 9 
CB 1 26 
 
 
The capacity of the experimental walls according to the main failure modes (i.e. Bending, 
type Q, friction failure, type R and tensile failure, type S) for different codes were calculated. 
The result is given in Appendix A. These data is used to determine model uncertainty, which 
will be discussed in next chapter. Following the graphical representation of the exemplary 
walls are given. 
 
5.11.1 Design of Exemplary Walls due to EC6/NA:2012-05 
 
In Figure 5.12 to Figure 5.18, the curves ௠ܸ௔௫ , ௌܸ, ோܸ 	and	 ொܸ illustrate the performance of 
different failure criteria due to DIN EN1996-1-1/ NA. ௠ܸ௜௡ is the overall shear capacity 
(designed) for a complete range of normal force (0	 ≤ ݊	 ≤ 1). ௣ܸ௥ௗ corresponds to the 
predicted capacity of the experiment at the same applied normal force, ௢ܰ௕௦. 
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Figure 5.12: Graphical representation of cantilever URMW (ψ= 1.0) designed due to DIN EN1996-1-
1/ NA, test No. CB 26 
 
 
 
Figure 5.13: Graphical representation of confined URMW (ψ= 0.5) designed due to DIN EN1996-1-
1/ NA, test No. CB 1  
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Figure 5.14: Graphical representation of cantilever URMW (ψ= 1.0) designed due to DIN EN1996-1-1/ 
NA, test No. CS 9 
 
 
Figure 5.15: Graphical representation of confined URMW (ψ= 0.5) designed due to DIN EN1996-1-
1/ NA, test No. CS 3  
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Figure 5.16: Graphical representation of cantilever URMW (ψ= 1.0) designed due to DIN EN1996-1-1/ 
NA, test No. AAC 14 
 
 
Figure 5.17: Graphical representation of confined URMW (ψ= 0.5) designed due to DIN EN1996-1-1/ 
NA, test No. AAC 9  
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Figure 5.18: Graphical representation of eccentricity of confined URMW (ψ= 0.5) due to DIN EN1996-
1-1/ NA, test No. AAC 9  
 
 
5.11.2 Comparative Design of Exemplary Walls  
 
Figure 5.19 to Figure 5.21 show the comparative behaviour of the exemplary walls designed 
according to different codes. For the sake of comparison, the partial safety of all walls are set 
to ߛெ = 1.5.  
 
 
Figure 5.19: Graphical representation behaviour of URMW (ψ= 0.5) designed due different codes, 
test No. CB 1 and γ୑ = 1.5. 
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Figure 5.20: Graphical representation behaviour of URMW (ψ= 0.5) designed due different codes, 
test No. CS 3 and γ୑ = 1.5. 
 
 
Figure 5.21: Graphical representation behaviour of URMW (ψ= 0.5) designed due different codes, 
test No. AAC 9 and γ୑ = 1.5. 
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 6 Probabilistic Models for URM Wall  
6.1 Specification of the Uncertainty in Structural Design  
 
The models used for deterministic structural verification are extremely idealised. In order to 
have a full probabilistic verification, it is necessary to include elements for subjective 
assessment of model uncertainty information. Moreover, statistical information on masonry is 
limited. This chapter discusses what should be done to prepare simplified deterministic 
models for a rational and realistic reliability assessment. In [24] it is concluded that much of 
the uncertainty in structural performance predictions is of a fundamentally non-statistical 
inherent character. However, it does not mean that structural performance is non-
probabilistic in nature. 
 
Dealing with model uncertainty in first step, requires a review on available theoretical bases. 
Several attempts has been done to quantify uncertainty. For instance, [44] has been 
suggested the idea that model uncertainty may be modelled by defining a suitably regular 
random vector field in the formulation space, irrespective of the uncertainty source. The 
vector field defines a deformation of the space by which the idealized limit state surface 
deforms randomly into “a possibly true” limit state surface. (also see [10]). 
 
A method for the analysis of structural reliability under incomplete probability information is 
set in [28]. The method is consistent with the philosophy of Ditlevsen's generalized reliability 
index and complements existing second-moment and full-distribution structural reliability 
theories. 
 
In [60] a Bayesian framework is presented for the development of multivariate probabilistic 
capacity models for structural components that properly account for all the prevailing 
uncertainties, including model errors arising from an inaccurate model form or missing 
variables, measurement errors, and statistical uncertainty. 
 
The characterization of uncertainty has been accepted by standards. For instance, JCSS [80] 
states: “Capturing the essential features of physical uncertainty in a load or in a structure 
property through a random variable model is perhaps the simplest way of modelling 
uncertainty and its effect on failure probability”.  
 
DIN EN 1990:2010-12 [40] for the evaluations of reliability index states: “Lognormal or 
Weibull distributions have usually been used for material and structural resistance 
parameters and model uncertainties”. 
 
Different sources of uncertainty in structural verification have been recognized and 
characterized by researchers. These sources are workmanship, geometry, material 
properties and resistance model. Two strategies for the characterization of uncertainty in 
resistance model may be considered. A general description based on review on literatures 
and expert opinion or rational and satisfying calculation to involve uncertainty in the specific 
form for URMW that is key contribution of this chapter. In this regard, dealing with model 
uncertainty requires a review on available experimental data. Following detailed review and 
discussion is given. 
 
General recommendation of the uncertainty in structural design including probabilistic models 
are discussed in section 6.1. Specific study with regard to the uncertainty of URMW, 
comprising different codes and materials and recommendations for uncertainty probabilistic 
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models are given in section 6.2. For more information in this context please see [46], [91], 
[62] and [45].  
 
6.1.1 Workmanship 
 
Quality workmanship has great influence on load bearing capacity in masonry construction. 
Some of workmanship defects which may affect reliability include: 
 
 
• misalignment of wall panels 
• excessive thickness of mortar joints 
• excessive variations in mortar thickness 
• deep furrowing of bed joints 
• incorrect proportioning and mixing of mortar 
• poor adjustment of the suction rate of bricks 
• disturbance of bricks after laying 
• poor protection of brick-work from weather 
 
 
Quality not only is changing from site to site but also may change from laboratory work. In 
order to identify correct uncertainty, the laboratory work should be managed under normal 
levels of construction quality. [58] has reviewed some of the experimental studies concerning 
various workmanship defects found in the literature. Regarding to the thickness of bed joints, 
[67] examined panel of brick masonry on 24 masonry buildings in Austin, Texas and 
suggests log-normal distribution for coefficient of variation in both bed joint thickness and 
vertical alignment of head joints. recently [98] is collected data on the thickness of the mortar 
joints in clay block masonry walls in Switzerland. They also recommend lognormal 
distribution for describing the probability distribution of both bed and head joint thickness. 
  
6.1.2 Geometry 
 
Geometrical quantities describe the shape, size and overall arrangement of structures, 
structural elements and cross-sections. The imperfection in the shape and geometry of the 
masonry construction as well as variation in unit size and mortar thickness may also affect 
the load bearing capacity. Depending to the quality of unit manufacturing and level of 
workmanship at erection on the site, adequate uncertainty should be considered in reliability 
study (cf. [98]).  
 
JCSS [80] indicate for the structure that deformation causes significant deviations from 
nominal values of geometrical quantities  they have to be considered in the design in 
principally the same way as imperfections. The effects of such deformations are generally 
denoted geometrically nonlinear or second order effects and should be accounted for. It also 
suggests that dimensional variables can be adequately modelled by the normal or lognormal 
distribution. 
 
In general, variability in overall geometry tends to be small. In the standards, the 
characteristic values usually correspond with the structural design defined as the mean 
dimensions. (50% quantile). [122] has taken normal distribution with ܥ݋ݒ. = 	0.4% for 
thickness of wall. [58] also has considered the strength reduction of misalignment of walls. 
 
In this study, the variability of the geometrical quantities are neglected in comparison with the 
variability associated with actions and material properties. Thus, geometrical quantities are 
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assumed to be non-random. However, where the deviation of certain geometrical quantities 
from specified values may have a significant effect on the behaviour and resistance of a 
structure, the geometrical quantities should be considered either explicitly as random 
variables or implicitly in the models for actions or structural properties. 
 
6.1.3 Material  
 
Material properties define the relationship between loads and deformation of structural 
element and are key parameters in design. In a full probabilistic verification not only the 
mean value (or characteristic value) of involved property is very important but also the 
statistical distribution and dispersion as well as model uncertainty are important. 
 
The quality of the estimation of the parameters depends on the test scope, with assumed 
independence experiments. The main masonry material properties and statistical models 
have been discussed in chapter 2. Here the opinion and observation of experts in material 
uncertainty is reviewed.  
 
In addition to the random behaviour of materials (i.e. aleatory uncertainty) JCSS [81] has 
mentioned some sources for epistemic uncertainty. These sources of uncertainty between 
measured properties of specimen and properties of the real structure should be minimized or 
eliminated in advance experiment: 
 
 
1. Systematic deviations identified in laboratory testing by relating the observed structural 
property to the predicted property, suggesting some bias in prediction. 
2. Random deviations between the observed and predicted structural property, generally 
suggesting some lack of completeness in the variables considered in the model. 
3. Uncertainties in the relation between the material incorporated in the structural sample 
and the corresponding material samples. 
4. Different qualities of workmanship affecting the properties of (fictitious) material samples, 
i.e. when modelling the material supply as a supply of material samples. 
5. The effect of different qualities of workmanship when incorporating the material in actual 
structures, not reflected in corresponding material samples. 
6. Uncertainties related to alterations in time, predictable only by laboratory testing, field 
 
 
Since the number of experiments is affecting accuracy of statistical parameters, for 
experiments with limited number, Bayesian evaluation for mean and standard deviation is 
recommended.   
 
Please also note that some material properties are correlated (e.g. relation of elastic module 
and compressive strength). In probabilistic verification, such dependency should be treated 
carefully. For more information please see [129], [134], [73].  
 
6.1.4 Load Models 
 
The main loads and statistical models involved in URMW verification have been discussed in 
chapter 4. The applied load is, in general, a random process (random function of time). Yet 
considering two aspects cause unavoidable uncertainty in loads: 
 
First, the occurrence of load (in period and in intensity) is usually complicated but the models 
for load take a regular pattern that the load occurs at equal intervals or at specified instants. 
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Especially, the statistical characterization of loads such as earthquake acceleration and 
strong wind is usually an extremely difficult task. However, this restriction should be relaxed 
in advanced.   
 
Second, the all loads applied to the structure in a sequence should be independent. 
Nevertheless, because of lack of information or because of required simplicity for design (for 
example, quasi-static analysis of a structure), a series of statistically dependent loads may 
be used (cf. [72]). 
 
Perhaps [24] was the first who regarded the uncertainty in load model. He assumed a typical 
load S as a product of two variables: total load T and a factor E representing the uncertainty 
in engineering analysis of the evaluation of the load effect. The measure of uncertainty for 
applied constant forces on the cross section (or member) is given as: 
 
ܥ݋ݒௌ = ටܥ݋ݒ்ଶ + ܥ݋ݒாଶ	 (6.1) 
 
in which ܥ݋ݒ் is the coefficient of variation of the total load, and ܥ݋ݒா, the “load effect Cov.” 
is a measure of the uncertainty in the structural analysis (including the spatial load 
distribution assumptions) which predicts the force applied to the member under a given load. 
(cf. [23]). 
 
 
[46] has extended the same method by assuming that the load effect ܳ௜ is related to the 
structural load through the relation: 
 
	
ܳ௜ = ܿ௜ ∙ ܤ௜ ∙ ܣ௜ 
	
(6.2) 
 
in which  
ܿ௜ is influence coefficient, 
ܤ௜ is modelling parameter, and  
ܣ௜ is structural load. 
 
It is assumed that the transformation from load to load effect is linear, and that ܿ௜, ܤ௜ and ܣ௜ 
are statistically independent. 
 
It is convenient from a conceptual point of view to define the various factors, which contribute 
to the overall uncertainty in the load effect on a member. In addition to the basic variability in 
the load, uncertainty arises from the load model, which transforms the actual spatially and 
temporally varying load into a statically equivalent uniformly distributed load (EUDL) which 
may be used for design purposes. The effects of this load modelling are reflected in the 
parameter ܤ௜ in equation (6.2), which may be assumed to have mean of unity and a ܥ݋ݒ. (ܤ௜) 
which reflects the uncertainty in the load modelling. 
Finally, uncertainties arise from the analysis which transforms the EUDL to a load effect, 
reflected in parameter ܿ௜. These would include two-dimensional idealizations of three 
dimensional structures, fixity of supports, rigidity of connections, continuity and so forth. 
Thus, ܥ݋ݒ. (ܿ௜) would, in general, depends on the load as well as the structure. The statistical 
parameters of the load effect are: 
 
	
μொ௜ = μ௖೔ ∙ μ஻௜ ∙ μ஺௜	
	
(6.3) 
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ܥ݋ݒொ೔ = ටܥ݋ݒ௖೔ଶ + ܥ݋ݒ஻೔ଶ + +ܥ݋ݒ஺೔ଶ 	
	
(6.4) 
 
In the absence of information to the contrary, ܤ௜ 	= 	1.0; ܥ݋ݒ. (ܿ௜) and ܥ݋ݒ. (ܤ௜) represent best 
professional estimates of the uncertainty due to load modelling and analysis. In another 
study, [113] assumed three level of uncertainty for loads (in general term): 
 
Table 6.1: General level of uncertainty for loads [113] 
LOAD Low variability Average variability High variability 
Coefficient of Variation 0.05 0.2 0.4 
 
 
 
6.1.5 Resistance Models  
 
A conventional mathematical model may be interpreted as a set of elements and rules that 
maps input variables into result variables. Nevertheless, besides to the incomplete 
knowledge, the engineering design model ought to be simple. The designers prefer to 
consider a wider margin of safety rather than taking into account complicated functions 
reflecting long term effect on capacity or considering uniform load distribution rather than 
actual distribution or assuming linearity in material and analyse versus nonlinearity that 
extremely increase the required efforts (cf. [24]). Such simplified model is thus a self-
contained entity that processes the uncertainty throughout the mapping. 
 
In terms of reliability theoretical consideration, model uncertainties are introduced as 
additional basic variable either multiplied or added to the limit state function. The common 
method for the quantification of model uncertainties, is comparing between the calculated 
resistance R୮୰ୣୢ୧ୡ୲	and observed in the experiment load	Robs.  
 
[129] estimated the uncertainty which is involved in prediction of compressive strength of 
masonry wall according to Australian standard (AS3700-2001). They defined model error 
(ME) as: 
 Model	Error = 	 Experimental	CapacityCapacity	Calculated	from	Predictive	Model	 (6.5) 
 
In different literatures this value has been refer to as: Model Factor, Model Inexactness, 
Measurement Error and even Statistical Uncertainty. It is important that equation (6.5) 
includes variability of both test procedures and specimen.  
 
In algorithmic terms, model uncertainty is far more difficult to gain satisfactory knowledge, 
and is interpreted as a separate concept (cf. [99]). In practice, model uncertainties are taken 
into account for the resistance component in a safe and simple approach. Moreover 
depending to limit state, the reliability indices may be very sensitive to the probability 
distribution for model error (cf. [129]). 
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The accuracy of estimation of model uncertainty depends to the practical independence 
experiments. In addition, the size of sample used to fit probability distributions to the model 
error has great influence, with small sample size cannot be full confidence that the “best fit” is 
a true and accurate representation of model error. The collection of more data may lead to 
better uncertainty probability model.  
 
If the number of laboratory tests are not large enough, determination of all statistical 
parameters based on small sample size is not recommended. In such situation, the 
uncertainty parameters from other (similar) design models as preliminary information may be 
considered. Another possibility is to increase the coefficient of variation of the dominant 
resistance values. 
 
In this context, the following suggestions to model uncertainty may be considered preliminary 
and general information. [59] suggested a lognormal distribution with ܥ݋ݒ. = 18% for 
resistance. ISO 2394 [75] recommends a lognormal or Weibull distribution for resistance 
when using their recommended target reliability index. In general term, [113] assumed three 
level of uncertainty for resistance model’s (see Table 6.2); Table 6.3 summarizes the 
recommendation of [62] for the statistical parameters of the model uncertainty for the 
calculation of big sized masonry. In addition, [62] recommends that the widest possible 
scope of boundary conditions of practical construction relevance, e.g. eccentricities, load 
range etc., were taken into account to ensure a realistic estimate of this parameter. Table 6.4 
summarizes the prior information for the update of the model uncertainties collected in [12]. 
Finally, Table 6.5 shows the recommendation of JCSS [79] for model uncertainties. 
 
Table 6.2: general level of uncertainty for resistance [113] 
Resistance Good Conditions Average Conditions  Poor Conditions 
Coefficient of Variation 0.05 0.10 0.15 
 
 
 
Table 6.3: Parameters for model uncertainties due to the calculation model [63] 
Model Masonry mean ࡯࢕࢜. 
Load carrying capacity of masonry 
 subjected to axial load 
Calcium Silicate unit1 1.0 0.17 
Porous concrete2 1.0 0.15 
Shear resistance3) 
Calcium Silicate unit1 1.0 0.10 
Porous concrete2 1.0 0.10 
 
1) ௠݂/ܧ0	 = 	1/900 
2) ௠݂ ܧ0⁄ = 1 525⁄  
3) Based on the JCSS probabilistic Model code [8] for concrete structures 
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Table 6.4: Prior information for the update of the model uncertainties [12] 
Material Failure mode mean Cov. Source 
All 
shear in general 
1.20a 25%a JCSS (2003) 
1.35b 16%b Löring (2005) 
flexure 1.20a 20%a JCSS (2003) 
CS 
flexure 
1.00 18% 
Glowienka(2007) AAC 1.00 14% 
CB 1.00c 20%c 
 
a  estimated from experience with concrete 
b estimated from experience with reinforced masonry 
c estimated based on CS and AAC units 
 
 
 
Table 6.5: JCSS Recommended Probabilistic Models for Model Uncertainties [79] 
Model type Distribution mean Cov. 
load effect calculation 
   moments in frames 
   axial forces in frame 
   shear forces in frames 
   moments in plates  
   forces in plates  
   stresses in 2D solids  
   stresses in 3D solids 
 
LN 
LN 
LN 
LN 
LN 
 N 
 N 
 
1.0 
1.0 
1.0 
1.0 
1.0 
0.0 
0.0 
 
0.1 
0.05 
0.1 
0.2 
0.1 
0.05 
0.05 
resistance models steel (static)  
   bending moment capacity  (1)  
   shear capacity 
   welded connection capacity  
   bolted connection capacity 
 
LN 
LN 
LN 
LN 
 
1.0 
1.0 
1.15 
1.25 
 
0.05 
0.05 
0.15 
0.15 
resistance models concrete (static) 
   bending moment capacity (1)  
   shear capacity 
   connection capacity 
 
LN  
LN  
LN 
 
1.2 
1.4 
1.0 
 
0.15 
0.25 
0.1 
 
(1)  including the effects of normal and shear forces. 
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6.2 Characterization of the Model Uncertainty in Design URM Wall 
 
Probability theory and reliability-based design provide a formal framework for developing 
criteria for design, which insures the probability of unfavourable performance is acceptably 
small. In masonry reliability analyses, the probability laws are seldom known precisely due to 
a general scarcity of data. In fact, it may be difficult in many instances to determine the 
probability densities for the individual variables. In some cases, only the first and second 
order moments, i.e. mean and variance, may be known with any confidence. Moreover, the 
limit state equation may be highly nonlinear in the basic variables. 
 
In favour of realistic verification of URM shear wall, among the other basic variables, the 
uncertainty in model behaviour should be considered. In this context, the work by [123] and 
[62] should be mentioned as previous successful attempts to identify model uncertainty.  
 
In order to consider the uncertainty of URMW, product of a separate probability distribution to 
the original model is used as discussed in chapter 3. Since the uncertainty model has direct 
influence on the assessed reliability level, thus to determine the type of distribution and 
statistical parameters extreme caution should be exercised.  
 
The predicted methods according to the different standards (i.e. DIN 1053-1, -100, -13, EC6, 
-NA, NA.K) are described in chapter 5. The predicted shear capacities using experimental 
data are presented in  Appendix A. For sake of completeness, the main applicable failure 
modes (Type S; R, Q) are also reported there. This information may be used for further 
investigation on individual failure types.  
 
 
In order to characterize uncertainty, the number of available experimental results and 
accuracy of recorded data are also major issues. The test data used herein for assessment 
of the model performance were collected from various sources, for example by [76] and 
ESECMaSE [52]. ESECMaSE is an extensive experiment program has been carried out 
during years 2004-2008, in corporations with several European partners, dealing with the 
shear bearing capacity and the deformation of masonry walls made of various types of units 
and mortar. 
 
The collected database are given in  Appendix A sorted by type of masonry units provide 
valuable reference for further probabilistic research. In total, 44 tests on CB specimens, 51 
tests on AAC and 34 tests on CS were collected and evaluated. In case of un-documented 
data in experimental reports, the colour background values in the table are assumed 
according to the related design code (the green background colour fields are updated 
according to DIN (2012) [DIN EN 1996-1-1/NA] [42]). In the calculation of uncertainty, all 
partial factors are dismissed. A MATLAB subroutine is written to calculate the uncertainty of 
all desired design codes for each individual test.  
 
Equation (6.6) is used to calculate the ratio (deviation) of the related experimental value to 
the predicted value:  
 
 
ߠ௧௘௦௧	௡௨௠௕௘௥	௜ = 	 ௢ܸ௕௦	,௜
௣ܸ௥ௗ	,௜ 
 
(6.6) 
 
As for example, for the case of Clay Brick test number 1, the value 1.0245 is used as 
uncertainty in prediction according to the code EN 1996-1-1/NA: 2012-05 [42].  
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6.2.1 Distribution Fitting for Uncertainty 
 
Traditionally, lognormal distribution is used to describe the probabilistic error model. 
However, the following investigations showed other distributions might be fitted more closely 
to the observed frequency of the data than lognormal distribution. 
 
The default behaviour of the frequency of occurrence of data is to have positive skewness 
(since the larger values tend to be farther away from the mean than the smaller values). 
Therefore, a short list of distribution types among about 50 different distribution types is 
nominated. The short list mainly contains the well-known, unbounded continuous 
distributions that may have a skew distribution to the right such as Lognormal, Gumbel max, 
Weibull, Frechet and Gamma. Normal distribution as a symmetrical distribution and Gumbel 
min in the case of negative skewness were also included. The method of maximum likelihood 
estimates (MLE) with accuracy of 10ିହ is used to fit distributions. The Kolmogorov-Smirnov 
method with equal probability selected to rank the goodness of fit tests. Shifting of 
distributions was allowed, as it will be shown later most of the best-fitted distributions among 
three parameter (3P) distributions occurred.  
 
Please note the recommendation of JCSS [80] for selecting the best distribution states:  
 
“If more than one distributions give equally good results (or if the goodness-of-fit tests are 
acceptable to the same significance level), it is recommended to choose the distribution that 
will result in the smaller reliability. This implies choosing distributions with heavy left tails for 
resistance variables (material properties, geometry excluding tolerances) and heavy right 
tails for loading variables (manufacturing tolerances, defects and loads)”. 
 
 
The characterization of uncertainty of a masonry shear wall designed according to the 
different standard methods was an interesting subject of current study that may be used as 
practical database of evaluating the reliability in masonry structures. With this work, the 
distribution type could be concluded with more confidence. 
 
However, the number of experiment is still not large enough to define the real behaviour of 
each individual failure mode (i.e. types R, S & Q). Even the proposed best-fitted distribution 
according to the type of material is just the observations of author to produce more insight 
regarding to uncertainty of URMW. It is recommended to enlarge the database by including 
other test results before proposing the final best-fitted distribution for uncertainty model. 
 
6.2.2 Possible Bias in Survey Sampling 
 
In a statistical study, it is important that the means of gathering measured data be reliable, 
accurate and appropriate for the study. A good sample is representative. This means that 
each sample should represent the attributes of a real member of population. In addition to 
the questions on the small size of the sample, other question raise about the involving error 
in current database. The possible error in data may occur during measurement processes 
that generate data, or when different sources provide data, or if the data has been 
"condensed" by another group instead of reporting primary source and so on. Therefore, the 
possible bias or error should be considered in statistical study.  
 
In current study, it was observed that few experiments show extremely low (or high) deviation 
from prediction with models. Therefore with engineering judgment, a refinement approach for 
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producing more representative database (by omitting the few records from database) is 
performed. This refinement had no influence on the skewness of data but it reduced scatter 
significantly and in some cases improved the mean value. 
 
In order to avoid any misuse or cognitive bias, the result of both initial database and the 
refined database are reported. 
 
Moreover, during the calculation of uncertainty it was revealed that nearly all of experiments 
in a very special range of axial force (let say 0.05	 ≤ ݊	 ≤ 0.2) are performed. Therefore, the 
calculated uncertainty cannot cover a full range of normal force (0	 ≤ ݊	 ≤ 1). For that reason, 
further investigations on masonry shear wall, theoretical and experimental are yet necessary 
to actualize the failure mechanisms and their probabilistic models of URM walls.  
 
 
Following the calculated statistical parameters of observed uncertainty in prediction of 
URMW for different types of material as well as the best-fitted uncertainty model for NA and 
DIN 1053-13 are given. EC6/NA is selected as current applicable standard in Germany. 
However, DIN 1053-13 was found more compatible with experimental results. 
 
6.2.3 Clay Brick 
 
In all test records the applied normal force is relatively low, the average normal force in the 
database is ݊௢௕௦,௔௩௘ = 0.17 and the maximum normal force in the database is ݊௢௕௦,௠௔௫ =0.29herefore, the calculated uncertainty could not be considered for the whole range of 
normal force (0<n<1). 
 
Following table shows the observed statistical parameters of model uncertainty in design of 
URMW with CB according to several standards.  
 
Table 6.6: Quantitative measures of uncertainty of designed URMW with CB 
material Clay Bricks (44 experiments) 
standard DIN 1053-1 DIN 1053-100 DIN 1053-13 EC6 /NA EC6 NAK 
min 0.75 0.707 0.675 0.707 0.706 0.84 
max 1.81 1.728 1.304 1.728 1.704 2.01 
mean 1.2588 1.2658 1.0450 1.2658 1.1670 1.4124 
Std. dev. 0.21 0.228 0.161 0.228 0.198 0.2394 
Cov. % 16.81% 18.02% 15.43% 18.02% 16.96% 17.0% 
skewness -0.12 -0.60 -0.56 -0.60 -0.11 -0.23 
 
 
 
As it can be seen: 
1. All the codes underestimate predictions that provide additional safety margin in design. 
2. The overall scatter of all models are considered acceptable. 
3. Skewness to left for all models are observed. 
4. No special relation between normal force and uncertainty is observed. 
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5. In all test records the applied normal force is relatively low, the average normal force in 
the database is ݊௢௕௦,௔௩௘ = 0.17 and the maximum normal force in the database is 
݊௢௕௦,௠௔௫ = 0.29. Therefore, the question arises that whether the calculated uncertainty 
could be considered for the whole range of normal force (0 < ݊ < 1). 
6. Samples 44 & 3 take relatively high predicted capacity (min uncertainty in the table).  
7. Samples 43, 42 & 25 take very low predicted capacity (max uncertainty in the table). 
8. NA prediction is the same as D 100 prediction. 
9. D 13 has the most compatibility with CB test results, with mean close to unit and lowest 
scatter, thus it is the best predictions model for CB. 
 
 
6.2.3.1 Probability Distribution Fitting for Uncertainty Model NA with CB 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. 
 
 
Figure 6.1: Distribution fitting for uncertainty design model NA with CB 
 
 
 
 
Histogram Normal Lognormal Weibull (3P) Gumbel Min
CB-NA
1,71,61,51,41,31,21,110,90,80,7
0,22
0,2
0,18
0,16
0,14
0,12
0,1
0,08
0,06
0,04
0,02
0
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Table 6.7: Distribution fitting for uncertainty design model NA with CB 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared  
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) a=9.52, b=1.87, g=-0.505 0.092 1 0.403 2 1.33 1 
Gumbel Min s=0.178, m=1.37 0.103 2 0.388 1 3.09 3 
Weibull a=5.88, b=1.35 0.134 3 0.662 3 1.61 2 
Normal s=0.228, m=1.27 0.135 4 0.815 4 3.63 4 
Gamma (3P) a=198.0, b=0.017, g=-2.03 0.144 5 0.944 6 3.68 6 
Lognormal(3P) s=0.031, m=2.0, g=-6.16 0.145 6 0.94 5 3.65 5 
Gamma a=30.8, b=0.041 0.157 7 1.28 7 5.47 7 
Lognormal s=0.196, m=0.218 0.176 8 1.5 8 6.86 8 
Frechet (3P) a=1.21E8, b=2.97E7,  g=-2.97E7 0.192 9 1.95 9 17.1 10 
Gumbel Max s=0.178, m=1.16 0.196 10 3.26 10 12.3 9 
 1) the calculated goodness of fit test 
 
 
1. Skewness to the left is obvious; therefore, Gumbel Min distribution and Weibull 
distribution have the best fitness among the two parameter’s distributions. 
2. Lognormal distribution may not be considered a good uncertainty model in this case.  
 
 
6.2.3.2 Probability Distribution Fitting for Uncertainty Model D 13 with CB 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. 
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Figure 6.2: Distribution fitting for uncertainty design model D 13 with CB 
 
Table 6.8: Distribution fitting for uncertainty design model D 13 with CB 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) a=14.6, b=1.97, g=-0.855 0.071 1 0.213 1 1.91 7 
Gumbel Min s=0.126, m=1.12 0.079 2 0.281 2 1.12 2 
Weibull a=7.05, b=1.11 0.103 3 0.313 3 2.23 8 
Lognormal  
(3P) s=0.027, m=1.8, g=-4.99 0.114 4 0.565 5 1.73 6 
Normal s=0.161, m=1.04 0.115 5 0.524 4 1.19 3 
Gamma (3P) a=214.0, b=0.011, g=-1.35 0.125 6 0.638 6 1.43 5 
Gamma a=42.0, b=0.025 0.134 7 0.836 7 0.989 1 
Lognormal s=0.164, m=0.031 0.148 8 0.971 8 1.21 4 
Frechet (3P) a=2.67E8, b=4.47E7,  g=-4.47E7 0.174 9 1.51 9 3.36 9 
Gumbel Max s=0.126, m=0.972 0.18 10 2.6 10 4.2 10 
 1) the calculated goodness of fit test 
 
1. Skewness to the left is observed; therefore, Gumbel Min distribution and Weibull 
distribution have the best fitness among two parameter’s distributions. 
2. Yet, lognormal distribution may not be considered a good uncertainty model in this case.  
Histogram Normal Lognormal Weibull (3P) Gumbel Min
CB-D13
1,281,21,121,040,960,880,80,72
0,22
0,2
0,18
0,16
0,14
0,12
0,1
0,08
0,06
0,04
0,02
0
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6.2.4 Clay Brick (refined database) 
 
Following table shows the observed statistical parameters of model uncertainty excluding the 
three samples from database (i.e. test No. 43, 42 & 25) in design of URMW with CB 
according to several standards.  
 
 
Table 6.9: Quantitative measures of uncertainty of designed URMW with CB (refined) 
material Clay Bricks (41 experiments) 
standard DIN 1053-1 DIN 1053-100 DIN 1053-13 EC6 /NA EC6 NAK 
min 0.75 0.71 0.68 0.71 0.71 0.84 
max 1.56 1.54 1.27 1.54 1.43 1.74 
mean 1.2292 1.2400 1.0294 1.2400 1.1391 1.3801 
Std. dev. 0.18 0.21 0.15 0.21 0.17 0.21 
Cov. % 15.0% 17.2% 15.1% 17.2% 15.0% 15.4% 
skew -0.66 -0.82 -0.62 -0.82 -0.77 -0.72 
 
 
 
As it can be seen: 
1. Three experiments (i.e. samples 25, 42 & 43) are excluded from database. 
2. NA predictions are identical with D 100 predictions. 
3. Despite mean value bigger than unity, all models predict with relatively low deviation from 
observations. This may indicate that the models are reliable but need calibration. 
4. D 13 has the most compatibility with CB test results, with mean close to unit and 
remarkable low scatter. In second position, EC6 is predicting well. 
5. The skewness to the left slightly increased.   
 
6.2.4.1 Probability Distribution Fitting for Uncertainty Model NA with CB (refined) 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. As it can be seen: 
Similar to NA, the skewness to the left increased slightly therefore, Gumbel Min distribution 
and Weibull distribution have the best fitness among other distributions. 
Yet, lognormal distribution may not be considered a good uncertainty model in this case.  
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Figure 6.3: Distribution fitting for uncertainty design model NA with CB 
 
Table 6.10: Distribution fitting for uncertainty design model NA with CB 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling 
Chi-Squared  
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Gumbel Min s=0.166, m=1.34 0.086 1 0.46 1 0.629 1 
Weibull (3P) a=4.63E7, b=7.47E6,  g=-7.47E6 0.088 2 0.496 2 0.702 2 
Weibull a=5.95, b=1.33 0.147 3 0.916 3 7.51 5 
Lognormal (3P) s=0.027, m=2.07, g=-6.7 0.148 4 1.13 4 10.3 9 
Normal s=0.213, m=1.24 0.156 5 1.13 5 10.2 8 
Gamma (3P) a=217.0, b=0.015, g=-1.98 0.169 6 1.3 6 12 10 
Gamma a=33.8, b=0.037 0.178 7 1.63 7 9.97 7 
Lognormal s=0.189, m=0.199 0.195 8 1.8 8 6.79 4 
Frechet (3P) a=1.60E8, b=3.73E7,  g=-3.73E7 0.207 9 2.19 9 6.67 3 
Gumbel Max s=0.166, m=1.14 0.223 10 3.83 11 9.47 6 
 
1) the calculated goodness of fit test 
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6.2.4.2 Probability Distribution Fitting for Uncertainty Model D 13 with CB (refined) 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given.  
As it can be seen: 
1. The skewness to the left increased slightly therefore, Gumbel Min distribution and Weibull 
distribution have the best fitness among other distributions. 
2. Yet, lognormal distribution may not be considered a good uncertainty model in this case.  
 
 
 
Figure 6.4: Distribution fitting for uncertainty design model D 13 with CB 
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Table 6.11: Distribution fitting for uncertainty design model D 13 with CB 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) a=93.8, b=11.6, g=-10.5 0.081 1 0.29 1 1.1 7 
Gumbel Min s=0.121, m=1.1 0.087 2 0.328 2 1.07 6 
Weibull a=7.16, b=1.09 0.113 3 0.398 3 0.685 5 
Normal s=0.155, m=1.03 0.128 4 0.615 4 0.335 3 
Lognormal(3P) s=0.029, m=1.66, g=-4.26 0.134 5 0.682 5 0.289 2 
Gamma (3P) a=233.0, b=0.01, g=-1.37 0.139 6 0.722 6 0.269 1 
Gamma a=44.1, b=0.023 0.148 7 0.916 7 0.683 4 
Lognormal s=0.16, m=0.017 0.16 8 1.03 8 2.4 8 
Frechet (3P) a=9.12E7, b=1.50E7, g=-1.50E7 0.176 9 1.5 9 5.89 10 
Gumbel Max s=0.121, m=0.96 0.197 10 2.66 10 5.38 9 
 1) the calculated goodness of fit test 
 
6.2.5 Calcium Silicate 
 
Following table shows the observed statistical parameters of model uncertainty in design of 
URMW with CS according to several standards.  
 
 
Table 6.12: Quantitative measures of uncertainty of designed URMW with CS 
material Calcium Silicate (34 experiments) 
standard DIN 1053-1 DIN 1053-100 DIN 1053-13 EC6 /NA EC6 NAK 
min 0.62 0.61 0.45 0.61 0.53 0.69 
max 1.30 1.41 1.26 1.41 1.29 1.49 
mean 0.980 1.0297 0.8613 1.0297 0.9384 1.1170 
Std. dev. 0.1944 0.2185 0.1991 0.2185 0.1985 0.2254 
Cov. % 19.8% 21.2% 23.1% 21.2% 21.2% 20.2% 
skew -0.44 -0.41 -0.40 -0.41 -0.41 -0.47 
 
 
 
As it can be seen: 
1. The overall scatter of all models are considered acceptable. 
2. All the codes have acceptable predictions (the overall mean is close to unit). 
3. Test No. 15, 25, 26, 27 & 31 take very high predicted capacity (min uncertainty in the 
table).  
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4. Test No. 8, 13 & 16 take very low predicted capacity (max uncertainty in the table).  
5. In all test records the applied normal force is very low the average normal force in the 
database (excluding test No. 15 with ݊௢௕௦ = 0.241) is ݊௢௕௦,௔௩௘ = 0.060. Therefore, the 
calculated uncertainty may not be appropriate for the whole range of normal force 
(0 < ݊ < 1). 
6. A skewness to the left observed. 
7. NA predictions are the same as D 100 predictions. 
8. D 13 and EC6 have the most compatibility with CS test results, with mean close to unit 
although in all of the models including D 13 and EC6, scatter is high. Regarding to 
scatter, EC6 predicts with lower variation. 
 
 
6.2.5.1 Probability Distribution Fitting for Uncertainty Model NA with CS 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. 
 
 
Figure 6.5: Distribution fitting for uncertainty design model NA with CS 
 
 
As it can be seen: 
1. The sample has skewness to the left; therefore, Weibull (3P) distribution, Gumbel Min 
distribution and normal distribution have the best fitness among other distributions.  
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2. lognormal and Gumbel max distributions may not be considered as good distributions in 
this case.  
Table 6.13: Distribution fitting for uncertainty design model NA with CS 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) α=7.0 β=1.35 γ=-0.228 0.087 1 0.345 1 0.211 4 
Gumbel Min σ=0.17  µ=1.13 0.103 2 0.425 2 0.623 5 
Normal σ=0.219  µ=1.03 0.113 3 0.529 4 0.103 1 
Lognormal (3P) σ=0.029 µ=2.02 γ=-6.49 0.113 4 0.571 5 0.126 2 
Gamma (3P) α=119.0 β=0.02 γ=-1.39 0.124 5 0.641 6 0.158 3 
Weibull α=4.89  β=1.11 0.129 6 0.463 3 0.778 6 
Gamma α=22.2  β=0.046 0.135 7 0.929 7 1.28 7 
Lognormal σ=0.229  µ=0.005 0.158 8 1.09 8 1.82 8 
Gumbel Max σ=0.17  µ=0.931 0.161 9 2.36 10 3.08 9 
Frechet (3P) α=1.84E8 β=3.78E7 γ=-3.78E7 0.193 10 1.52 9 4.12 10 
 1) the calculated goodness of fit test 
 
 
6.2.5.2 Probability Distribution Fitting for Uncertainty Model D 13 with CS  
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. 
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Figure 6.6: Distribution fitting for uncertainty design model D 13 with CS 
 
Table 6.14: Distribution fitting for uncertainty design model D 13 with CS 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared  
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) α=5.79 β=1.05  γ=-0.106 0.123 1 0.324 1 0.947 3 
Weibull α=4.42  β=0.933 0.145 2 0.52 3 1.7 6 
Normal σ=0.199  µ=0.861 0.148 3 0.467 2 1.04 4 
Lognormal (3P) σ=0.036  µ=1.71  γ=-4.67 0.158 4 0.548 4 0.915 2 
Gamma (3P) α=154 β=.016  γ=-1.65 0.159 5 0.575 5 1.46 5 
Frechet (3P) α=1.72E8 β=3.5E7  γ=-3.51E7 0.173 6 1.27 8 4.78 9 
Gamma α=18.7  β=0.046 0.177 7 0.877 6 0.619 1 
Lognormal σ=0.255  µ=-0.179 0.183 8 1.11 7 3.55 8 
Gumbel Max σ=0.155  µ=0.772 0.216 9 2.1 9 1.7 7 
Frechet α=3.96  β=0.721 0.232 10 2.77 10 4.99 10 
 
1) the calculated goodness of fit test 
 
 
As it can be seen: 
1. Weibull distribution and normal distribution have the best fitness among other 
distributions.  
2. Lognormal, Gumbel max and Frechet distributions may not be considered as good 
uncertainty models in this case. 
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6.2.6 Calcium Silicate (refined database) 
 
Following table shows the observed statistical parameters of model uncertainty excluding the 
three samples from database (i.e. test No. 15, 25, 26, 27 & 31) in design of URMW with CB 
according to several standards.   
 
Table 6.15: Quantitative measures of uncertainty of designed URMW with CS (refined) 
material Calcium Silicate (29 experiments) 
standard DIN 1053-1 DIN 1053-100 DIN 1053-13 EC6 /NA EC6 NAK 
min 0.78 0.82 0.71 0.82 0.74 0.89 
max 1.30 1.41 1.26 1.41 1.29 1.49 
mean 1.040 1.0970 0.9218 1.0970 0.9999 1.1872 
Std. dev. 0.1383 0.1558 0.1416 0.1558 0.1401 0.1585 
Cov. % 13.3% 14.2% 15.4% 14.2% 14.0% 13.3% 
skew 0.07 0.15 0.38 0.15 0.25 0.08 
 
 
As it can be seen: 
1. The overall scatter of all models has been reduced. 
2. All the codes have acceptable predictions (the overall mean is close to unit). 
3. The small skewness to the right observed. 
 
 
6.2.6.1 Probability Distribution Fitting for Uncertainty Model NA with CS (refined) 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. As it can be seen: 
 
 
1. Slightly skewness to the right has been detected. Therefore, Gumbel max distribution and 
lognormal distribution have the best fitness among other distributions.  
2. Normal, Gumbel min and Frechet distributions may not be considered as good 
uncertainty models in this case.  
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Figure 6.7: Distribution fitting for uncertainty design model NA with CS (refined) 
 
 
 
 
Table 6.16: Distribution fitting for uncertainty design model NA with CS (refined) 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared  
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull α=8.1  β=1.15 0.114 1 0.523 8 0.811 9 
Gamma α=49.6  β=0.022 0.115 2 0.317 2 0.239 2 
Weibull (3P) α=2.5  β=0.399  γ=0.743 0.115 3 0.311 1 0.502 6 
Lognormal (3P) σ=0.097  µ=0.456  γ=-
0.488 0.118 4 0.337 5 0.25 3 
Gamma (3P) α=31.6 β=0.027 γ=0.231 0.12 5 0.333 3 0.272 4 
Normal σ=0.156  µ=1.1 0.121 6 0.334 4 0.811 8 
Lognormal σ=0.141  µ=0.083 0.122 7 0.338 6 0.291 5 
Frechet (3P) α=8.97E7 β=1.19E7 γ=-1.19E7 0.147 8 0.483 7 0.61 7 
Gumbel Max σ=0.121  µ=1.03 0.155 9 0.648 9 0.177 1 
Gumbel Min σ=0.121  µ=1.17 0.17 10 1.06 10 4.92 10 
 1) the calculated goodness of fit test 
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6.2.6.2 Probability Distribution Fitting for Uncertainty Model D 13 with CS (refined) 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. As it can be seen: 
 
1. Slightly skewness to the right has been noticed. Therefore, Gumbel max distribution and 
lognormal distribution have the best fitness among other distributions.  
2. Normal, Gumbel min and Frechet distributions may not be considered as good 
uncertainty models in this case.  
 
 
 
Figure 6.8: Distribution fitting for uncertainty design model D 13 with CS (refined) 
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Table 6.17: Distribution fitting for uncertainty design model D 13 with CS (refined) 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling 
Chi-Squared  
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull α=7.67  β=0.966 0.128 1 0.662 8 0.229 3 
Normal σ=0.142  µ=0.922 0.131 2 0.401 2 0.172 1 
Gamma α=42.4  β=0.022 0.132 3 0.373 1 0.285 4 
Lognormal σ=0.15  µ=-0.093 0.14 4 0.406 3 0.39 6 
Lognormal  
(3P) 
σ=0.214  µ=-
0.449  γ=0.269 0.153 5 0.439 4 0.327 5 
Gamma (3P) α=4.94  β=0.066  γ=0.598 0.173 6 0.514 5 0.417 7 
Weibull (3P) α=1.7  β=0.265  γ=0.685 0.179 7 0.571 7 0.505 9 
Gumbel Max σ=0.11  µ=0.858 0.18 8 0.741 9 0.188 2 
Frechet (3P) α=1.34E+8  β=1.59E+7  γ=-1.59E+7 0.18 9 0.562 6 0.46 8 
Frechet α=7.62  β=0.84 0.226 10 0.914 10 2.72 10 
 
1) the calculated goodness of fit test 
 
 
6.2.7 Autoclaved Aerated Concrete 
 
Following table shows the observed statistical parameters of model uncertainty in design of 
URMW with AAC according to several standards.  
 
Table 6.18: Quantitative measures of uncertainty of designed URMW with AAC 
material AAC  (51 experiments) 
standard DIN 1053-1 DIN 1053-100 
DIN 1053-
13 EC6 /NA EC6 NAK 
min 0.57 0.54 0.65 0.54 0.53 0.64 
max 1.53 1.40 1.96 1.40 1.42 1.68 
mean 0.9496 0.9367 0.9916 0.9367 0.8483 1.0277 
Std. dev. 0.196 0.227 0.199 0.227 0.199 0.224 
Cov. % 20.6% 24.2% 20.0% 24.2% 23.4% 21.8% 
skew 0.57 0.34 2.61 0.34 0.74 0.67 
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As it can be seen: 
1. All the models have acceptable predictions, although most of them overestimate (a few 
percentage). That means those models reduce the safety margin. 
2. NA predictions is the same as D 100 predictions. 
3. D 13 model has the most compatibility with AAC test results, with mean close to unit and 
lowest coefficient of variation, even with an individual prediction with two times bigger 
than observation (test No. 11). 
4. For all the models except D 13, test No. 2 & 7 take relatively high predicted capacity (min 
uncertainty in the table), the observed normal force for both is ݊௢௕௦ = 0.422. The tests No. 
24 & 25 both with ݊௢௕௦ = 0.371 also are overestimating the resistance. Similar behavior is 
obvious for other samples with relatively high normal force (except samples 32 & 33). 
However, it needs more investigation to clarify whether or not the deviation of model is 
related with increasing the normal force.  
5. On the other hand, tests No. 10 & 11 take very low predicted capacity (max uncertainty in 
the table). 
6. In all test records the applied normal force is relatively low, the average normal force in 
the database is ݊௢௕௦,௔௩௘ = 0.19 and the maximum normal force in the database is 
݊௢௕௦,௠௔௫ = 0.42. Therefore, the question arises that whether or not the calculated 
uncertainty could be considered for the whole range of normal force (0 < ݊ < 1). 
7. Skewness to the right is observed. 
 
6.2.7.1 Probability Distribution Fitting for Uncertainty Model NA with AAC 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. 
 
As it can be seen: 
1. Slightly skewness to the right has been observed. Therefore, Gamma distribution and 
lognormal distribution have the best fitness among the other distributions.  
2. Normal, Gumbel max and Frechet distributions may not considered to be good 
uncertainty models in this case.  
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Figure 6.9: Distribution fitting for uncertainty design model NA with AAC 
 
 
Table 6.19: Distribution fitting for uncertainty design model NA with AAC 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) a=2.06, b=0.497, g=0.496 0.061 1 0.228 1 0.373 2 
Gamma (3P) a=7.14, b=0.086, g=0.321 0.067 2 0.257 3 0.259 1 
Lognormal s=0.242, m=-0.094 0.069 3 0.266 5 0.75 4 
Lognormal (3P) s=0.214, m=0.029,  g=-0.116 0.073 4 0.262 4 0.749 3 
Gamma a=17.1, b=0.055 0.075 5 0.249 2 1.46 8 
Frechet (3P) a=9.73E7, b=1.89E7, g=-1.89E7 0.081 6 0.314 6 0.962 5 
Weibull a=4.81, b=1.01 0.083 7 0.674 9 3.17 9 
Normal s=0.227, m=0.937 0.087 8 0.415 7 1.22 7 
Gumbel Max s=0.177, m=0.835 0.088 9 0.586 8 1.18 6 
Gumbel Min s=0.177, m=1.04 0.132 10 2.44 10 4.6 10 
 
1) the calculated goodness of fit test 
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6.2.7.2 Probability Distribution Fitting for Uncertainty Model D 13 with AAC 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. 
 
As it can be seen: 
1. Extreme skewness to the right has been noticed. Therefore, Frechet distribution, Gumbel 
Max distribution and Weibull distribution have the best fitness among the other 
distributions.  
2. Normal, lognormal and Gamma distributions may not be considered as good uncertainty 
models in this case.  
 
 
 
Figure 6.10: Distribution fitting for uncertainty design model D 13 with AAC 
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Table 6.20: Distribution fitting for uncertainty design model D 13 with AAC 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Frechet (3P) a=35.6, b=4.81, g=-3.9 0.099 1 0.659 1 1.62 2 
Frechet a=7.92, b=0.898 0.101 2 0.891 3 3.25 6 
Lognormal (3P) s=0.322, m=-0.701,  g=0.467 0.102 3 0.714 2 1.85 3 
Weibull a=7.83, b=1.03 0.107 4 3.64 10 2.89 4 
Gumbel Max s=0.155, m=0.902 0.114 5 1.25 6 2.89 5 
Gamma (3P) a=5.96, b=0.071, g=0.566 0.117 6 0.934 4 1.32 1 
Lognormal s=0.171, m=-0.024 0.127 7 1.03 5 3.66 7 
Weibull (3P) a=1.89, b=0.402, g=0.635 0.139 8 1.88 7 11.9 10 
Gamma a=24.9, b=0.04 0.155 9 1.94 8 8.76 8 
Normal s=0.199, m=0.992 0.177 10 2.42 9 8.97 9 
 1) the calculated goodness of fit test 
 
 
6.2.8 AAC (refined database) 
 
Following table shows the observed statistical parameters of model uncertainty excluding 
four experiments data (i.e. samples 2, 7, 10 & 11) from database in design of URMW with 
AAC according to several standards.  
 
Table 6.21: Quantitative measures of uncertainty of designed URMW with AAC (refined) 
material AAC (47 experiments) 
standard DIN 1053-1 DIN 1053-100 
DIN 1053-
13 EC6 /NA EC6 NAK 
min 0.67 0.60 0.74 0.60 0.59 0.73 
max 1.28 1.39 1.19 1.39 1.18 1.39 
mean 0.9420 0.9331 0.9704 0.9331 0.8383 1.0178 
Std. dev. 0.152 0.202 0.109 0.202 0.160 0.178 
Cov. % 16.2% 21.6% 11.2% 21.6% 19.0% 17.5% 
skew 0.06 0.34 0.13 0.34 0.28 0.25 
 
 
 
 
 
 
 
 
6.2   Characterization of the Model Uncertainty in Design URM Wall 
 
 
106   
 
 
As it can be seen: 
1. Meaningful improvement in standard deviation and coefficient of variation are noticed. 
2. Still, all models have little overestimating. 
3. Models D 13 and in second position, D 1 show the best compatibility with AAC. 
4. A little skewness to the right is observed; in fact, the models (especially D 1 & D 13) act 
more symmetry. 
 
6.2.8.1 Probability Distribution Fitting for Uncertainty Model NA with AAC (refined) 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. As it can be seen: 
 
1. Slightly skewness to the right has viewed. Therefore, Gamma distribution and lognormal 
distribution have the best fitness among the other distributions.  
2. Normal, Gumbel max and Frechet distributions may not be considered as good 
uncertainty models in this case.  
 
Figure 6.11: Distribution fitting for uncertainty design model NA with AAC (refined) 
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Table 6.22: Distribution fitting for uncertainty design model NA with AAC (refined) 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) a=1.93, b=0.42, g=0.56 0.073 1 0.271 2 0.708 2 
Gamma (3P) a=6.31, b=0.082, g=0.416 0.078 2 0.284 5 1.58 7 
Lognormal (3P) s=0.22, m=-0.114,  g=0.019 0.084 3 0.278 4 1.87 8 
Lognormal s=0.215, m=-0.092 0.084 4 0.277 3 1.87 9 
Gamma a=21.4, b=0.044 0.085 5 0.255 1 1.24 5 
Weibull a=5.42, b=0.999 0.091 6 0.672 9 1.45 6 
Frechet (3P) a=9.34E7, b=1.59E7,  g=-1.59E7 0.093 7 0.36 6 1.24 4 
Normal s=0.202, m=0.933 0.094 8 0.377 7 1.95 10 
Gumbel Max s=0.157, m=0.842 0.096 9 0.6 8 0.599 1 
Frechet a=5.36, b=0.816 0.138 10 0.934 10 1.15 3 
 1) the calculated goodness of fit test 
 
 
6.2.8.2 Probability Distribution Fitting for Uncertainty Model D 13 with AAC (refined) 
 
Following the graphical view and table of statistical parameters of several fitted distributions 
are given. As it can be seen: 
 
1. the fitted distributions are somehow symmetry. It is clear from following table that Gamma 
distributions and Normal distribution have the best fitness among the two parameter’s 
distributions. 
2. The extreme distributions such as Gumbel max and Frechet distributions are not 
recommended. 
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Figure 6.12: Distribution fitting for uncertainty design model D 13 with AAC (refined) 
 
 
Table 6.23: Distribution fitting for uncertainty design model D 13 with AAC (refined) 
Fitted  
distribution 
Parameters 
(fitted distribution) 
goodness of fit tests 
Kolmogorov-
Smirnov 
Anderson-
Darling Chi-Squared 
Statistic1) Rank Statistic1) Rank Statistic1) Rank 
Weibull (3P) a=2.85, b=0.315, g=0.69 0.055 1 0.152 1 1.54 3 
Gamma a=79.6, b=0.012 0.06 2 0.171 2 1.97 6 
Normal s=0.109, m=0.97 0.06 3 0.197 6 1.79 5 
Gamma (3P) a=55.4, b=0.015, g=0.165 0.062 4 0.178 3 2.01 7 
Lognormal (3P) s=0.074, m=0.372,  g=-0.484 0.062 5 0.184 4 2.85 8 
Lognormal s=0.111, m=-0.036 0.066 6 0.184 5 1.67 4 
Weibull a=10.5, b=1.01 0.076 7 0.602 8 0.735 1 
Frechet (3P) a=1.74E8, b=1.73E7,  g=-1.73E7 0.087 8 0.359 7 5.91 10 
Gumbel Max s=0.085, m=0.921 0.112 9 0.732 9 5.23 9 
Frechet a=10.3, b=0.91 0.124 10 0.807 10 1.42 2 
 1) the calculated goodness of fit test 
 
 
Histogram Gamma Lognormal Normal Weibull (3P)
AAC-D13
1,151,11,0510,950,90,850,80,75
0,16
0,14
0,12
0,1
0,08
0,06
0,04
0,02
0
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6.3 Conclusion 
 
The statistical parameters and the best-fitted distributions for 12 studies are summarized in 
the following table. For further reliability analysis, Gumbel min distribution for CB, lognormal 
distribution for AAC, Weibull distribution for CS are suggested. 
 
 
Table 6.24: proposing distribution for uncertainty in design of URMW due to NA and D 13 
sample Parameters Dist. 1 Dist. 2 Dist. 3 
CB D13 σ =.161 ; µ=1.04 Gumbel min Weibull normal 
CB-f D13 a σ =.155 ; µ=1.03 Gumbel min Weibull normal 
CB NA σ = .228; µ=1.27 Gumbel min Weibull normal 
CB-f NA a σ = .21; µ=1.24 Gumbel min Weibull normal 
AAC NA sk=.34; σ =.227; µ=.937 lognormal gamma Weibull 
AAC-f NA a sk=.34; σ =.202; µ=.933 lognormal gamma Weibull 
AAC D13 sk=2.6; σ =.20; µ=.991 Frechet Weibull Gumbel max 
AAC-f D13 a sk=.13; σ = .11; µ=.97 gamma normal lognormal 
CS NA σ =0.219; µ=1.03 Gumbel min normal Weibull 
CS-f NA a σ =0.156; µ=1.097 Weibull Gumbel max normal 
CS D13 σ =.199 ; µ=.861 Weibull normal Gumbel max  
CS-f D13 a σ =.141 ; µ=.9218 Weibull Gumbel max normal 
 a  refined database 
 
 
With the aid of new available software, the best-fitted distribution may be selected easily. In 
general, the 3P distributions may have the best compatibility with the statistical sample. 
Furthermore, it is found that for each individual combination of skewness, mean and 
standard deviation, a specific distribution type has the best fitness, which may not be 
appropriate for the other combination. That means defining a special distribution such as 
lognormal as a default distribution for uncertainty may not be a good assumption. According 
to the current observation, the lognormal distribution may not be the first-best fitted 
distribution in the most cases. This is however different from traditional belief which, 
prescribe lognormal distribution for any situation. Instead, the Weibull distribution is found to 
be very well adaptable distribution in most cases.  
 
Moreover, it was observed that the fitted distribution is very dependent to the skewness of 
statistical sample. The Gumbel min found to be the best distribution for skewness to the left 
(negative skewness). For symmetric statistical sample (or with very low skewness), Gamma 
distribution and normal distribution are more compatible. For skewness to the right (i.e. the 
expected skewness in most cases), depending to the extension of right tail and scatter, 
lognormal, Frechet and Gumbel max should be exercised.  
 
 
 
  
   
 
 
 7 Reliability Verification of URM Wall 
7.1 Introduction and Literature Review 
 
Despite significant use of masonry constructions to other building materials, the number of 
reliability studies of masonry structures are few so far. Moreover, the available studies on 
reliability of structural masonry mostly have been limited to the basic models only (cf. [46]). In 
recent years, the need of reliability studies for masonry is underlined. Nevertheless, most of 
the studies have been focused on masonry under axial forces.  
 
An extensive research looking for a general methodology to obtain objective safety values for 
existing structures is made in [122], and then the methodology is applied on unreinforced 
historical masonry structures under axial forces.  
 
In another case, study [123], utilised a combined model to evaluate the reliability of structural 
masonry elements using First Order Reliability Method (FORM) with the response surface 
technique. For four material properties stochastic parameters in a non-linear finite element 
analysis of masonry shear wall is applied. The design models available in EC6 are 
rephrased. Partial safety factors are omitted to allow these models to be used as the limit 
state formulation in a probabilistic approach. 
 
Figure 7.1 shows the evolution of the reliability index and probability of failure in function of 
the mean value of the horizontal force. The coefficient of variation is assumed constant. 
Finally, it is concluded that the error term has a major contribution to the total variability. The 
uncertainty that has to be applied on the mathematical model to correct for that error governs 
the whole problem.  
 
 
Figure 7.1: Reliability index and probability of failure versus the horizontal force [123] 
 
[128] have developed preliminary proof-of-concept techniques to estimate the structural 
reliability of masonry walls for vertical one-way bending and compression loading (see also 
[87] and [129]).  
 
Masonry walls subjected to in-plane or out of plane shear forces, which are the basic 
structural elements for the stiffening of a building against horizontal forces, rarely have been 
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investigated. Yet, [62] and [12] have developed some models to evaluate the structural 
reliability of masonry shear walls. [62] performed a reliability analysis on masonry walls made 
of large size units and thin layer mortar (see also [66]). Table 7.1 and Table 7.2 give 
overview on the assumed statistical parameters of the basic variables.  
 
 
 
Table 7.1: Basic variables in the structural reliability study suggested in [62]  
Basis variables 
Distributio
n 
parameter
s 
Material Remarks ݉௫,௜
ܺ௞,௜  Cov୶,୧ 
R
es
is
ta
nc
e 
Compressive strength f୫ Lognormal 1.32 1) 0.16 CS  
Lognormal 1.27 1) 0.14 AAC  
Tensile strength f୲ Lognormal 1.85 0.35 CS f୲/f୫ = 0.05 3)
Lognormal 1.70 0.30 AAC f୲/f୫= 0.10 3) 
coefficient of friction μ Lognormal 1.17 0.19 CS,AAC μ = 0.60 
Initial shear f୴଴ Lognormal 3.41 0.35 CS f୴୩଴ = 0.22 
Lognormal 3.41 0.35 AAC f୴୩଴ = 0.22 
Geometry of wall (L.B.H) Det. 1.00 - -  
M
od
el
 u
nc
er
ta
in
ty
 
Compressive strength 
Lognormal 1.00 0.16 CS  
Lognormal 1.00 0.11 AAC  
Shear strength Lognormal 1.00 0.10 CS,AAC  
Normal force N 
Normal 1.00 0.05 
-  
Bending moment M -  
Shear force   
A
ct
io
n 
Construction self-weight normal 1.00 0.06 -  
Live load 2) Gumbel 1.10 0.20 - residential 
Intermittent payload Gumbel 0.86 0.24 -  
Instantaneous value of the payload Gamma 0.20 1.00 - residential 
wind load 2) Gumbel 1.07 0.15 -  
Instantaneous value of the payload Gumbel 0.16 1.00 -  
Undesired eccentricity ea Normal - hef/1000 3) -  
 
1) Values based on the calculations in the study. In normative regulations different characteristic 
values may be defined. 
2) Distribution of the maximum extreme values for a period of 50 years 
3) Standard deviation without bending. 
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Table 7.2: Basic variables in the structural reliability study suggested in [12] 
 
Basis variables 
Distributio
n 
parameters 
Material ݉௫,௜
ܺ௞,௜  Cov୶,୧ 
R
es
is
ta
nc
e 
Compressive strength f୫ Lognormal 1.55 19% CS Lognormal 1.81 16% AAC 
Lognormal 1.43 17% CB 
Tensile strength f୲ Lognormal 1.84 26% CS Lognormal 1.55 16% AAC 
Lognormal 1.31 24% CB 
Initial shear f୴଴ Lognormal 2.14 35% TLM 
Lognormal 3.57 40% GPM 
Friction Coefficient µ Det. 1.33 19% all 
M
od
el
 u
nc
er
ta
in
ty
 sliding shear 
Lognormal 1.15 21% CS 
Lognormal 1.23 20% AAC 
Lognormal 1.24 19% CB 
diagonal tension 
Lognormal 1.21 21% CS 
Lognormal 1.14 17% AAC 
Lognormal 1.03 17% CB 
crushing Lognormal 1.00 20% all 
flexure 
Lognormal 1.00 18% CS 
Lognormal 1.05 15% AAC 
Lognormal 1.10 18% CB 
A
ct
io
n 
uncertainty on the shear load Lognormal 1.00 10% 
all 
uncertainty on the axial load Lognormal 1.00 5% 
Wind load v a,b Weibull 1.03 7% 
Live load Gumbel 1.10 20% 
Dead load normal 1.00 6% 
 a  observation period of 50 yrs 
b  ߬ = 	0.073 
 
One of the interesting investigations in development of a reliability based load combination 
for Eurocode 1990 is the SAKO report [115] and Expert Review on SAKO. In the study, a 
conventional model, so-called GENERIC model is developed. The resistance part is material 
independent cross-section of a structural member; in particular study, it can be replaced by 
any steel, concrete or masonry structural members. The model is carrying the load of three 
mutually independent actions: a permanent load, G, an imposed load, Q and climatic action, 
W (the characteristic values, ܩ௞, ܳ௞ and ௞ܹ denote appropriate load effects). The 
investigation assumes linear behaviour for structural members and actions.  
 
An economic design is conducted (ܴௗ = 	 ܧௗ). In case of generic structural member, it is 
assumed that the characteristic value ܴ௞ of the resistance R may be defined as the 5% 
fractile of R. the limit state model is: 
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݃(ܺ) = 	ܴ	–ܧ		 = 	ܴ	–	ߠா 	(ܩ଴ + 	ܳ଴ + 	 ଴ܹ) 
	
(7.1) 
where 
ߠ is uncertainty in action effects 
 
The study was done for determining the design value of load effect with three alternative 
combination rules are provided in EN 1990 [50] by expressions (6.10), (6.10a), (6.10b). The 
following single expression covers all the three combination rules provided in EN 1990: 
 
	
ܧௗ = 	ߦ ∙ ߛீ ∙ ܩ௞ + 	ߛொ ∙ ߰ொ ∙ ܳ௞ + 		ߛௐ ∙ ߰ௐ ∙ ௞ܹ 
	
(7.2) 
Partial and combination factors ߦ, ߛ	and	߰ in EN 1990 [50] have been used in this 
investigation and are summarized in Table 7.3. 
 
Table 7.3: Partial and combination factors ξ,γ and ψ in EN 1990  
Action Partial factors 
ࢽ 
Combination factor 
࣒ 
Reduction factor 
ࣈ 
Permanent G 1.35 1.0 0.85 
Imposed Q 1.5 0.7 - 
Climatic W 1.5 0.6 - 
 
 
The probabilistic model assumed for the global resistance factor and other parameters used 
in the reliability analysis for a generic cross-section are summarized in the following table: 
 
Table 7.4: Basic variables in the structural reliability study suggested by an independent technical 
expert review of partial factors for actions and load combinations in EN 1990 
Category and Name of basic variables Symbol Distribution Mean ۱ܗܞܠ,ܑ 
A
ct
io
ns
 
Permanent G0 Normal Gk 10% 
Imposed – 5 years Q0 Gumbel 0,2Qk 110% 
Imposed – 50 y. Q0 Gumbel 0,6Qk 35% 
Wind – 1 year W0 Gumbel 0,3Wk 50% 
Wind – 50 year W0 Gumbel 0,7Wk 35% 
M
at
er
ia
ls Concrete fc Lognormal fck +2sX 17% 
Reinforcing steel fy Lognormal fyk +2sX 5% 
Structural steel fs Lognormal fsk +2sX 8% 
Timer ft Lognormal ftk +2sX 15% 
un
ce
rt
ai
nt
y 
Action effect factor qE Lognormal 1,00 5% 
Concrete beam qR Lognormal 1,00 10% 
Concrete slab qR Lognormal 1,00 5% 
Concrete column qR Lognormal 1,20 15% 
Steel bending qR Lognormal 1,10 7% 
Composite bending qR Lognormal 1,10 10% 
Timber beam qR Lognormal 1,00 10% 
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The following figures show the results obtained from FORTRAN routines for Rackwitz-Fießler 
algorithm (Level II) and full-probabilistic method (Level III) made by the author. In this study 
two load ratios  ߯ = (ܳ௞ + ௞ܹ) (ܩ௞ + ܳ௞ + ௞ܹ)⁄  and ߢ = ௞ܹ ܳ௞⁄  are assumed. 
 
 
Figure 7.2: Reliability index β versus χ assuming EN combination rules for G, Q and W; for κ= 0.75, 
cov.R = 0.10 
 
 
Figure 7.3: Reliability index β versus χ assuming EN combination rules for G, Q and W; for κ= 0.75, 
cov.R = 0.15 
 
 
Despite all the efforts, little progress has been made in reliability assessment of masonry 
structure and there is still enough space toward accurate evaluation of masonry structural 
reliability.  
 
The current study focuses mainly on the reliability of masonry walls subjected to in-plane 
shear forces. In this chapter, at first, the target reliability in structural design will be reviewed 
and then the procedure and required statistical data to build the specific limit state for URM 
shear wall is explained. The deterministic prediction models form German codes and 
Eurocode described in chapter 5, have been taken for resistance part. The recommended 
probabilistic uncertainty models from chapter 6 are multiplied to the prediction models to 
 
β = 3.8
2.8
3.3
3.8
4.3
4.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 χ
β
6.10
6.10 a
6.10 b
 
β = 3.8
2.8
3.3
3.8
4.3
4.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 χ
β
6.10
6.10 a
6.10 b
7   Reliability Verification of URM Wall 
 
 
  115 
 
obtain the realistic outcome. Using the recommended probabilistic action models as well as 
uncertainty models that were mentioned in chapter 4, different limit states have been 
stablished and comprehensive reliability analysis is conducted. The procedure and results 
will be discussed in current chapter. At last, the comparative reliability level for URMW from 
different points of view is demonstrated. 
 
 
7.2 Structural Target Reliability Index 
 
Target reliability values controls cost of increasing safety and existing levels of safety. In this 
context, different codes encompass detailed specifications. For instance, Table 7.5 shows 
the proposed target reliability index in JCSS [80] for ultimate limit states. The values in the 
table are obtained based on cost benefit analysis for the public at characteristic and 
representative but simple example structures and are compatible with calibration studies and 
statistical observations. Table 7.6 also shows the proposed target reliability index according 
to ISO 2394 [75] 
 
 
Table 7.5:Tentative target reliability indexes β (and associated target failure rates) related to 50 
years reference period and ultimate limit state JCSS [80]. 
Relative cost of safety measure 
Reliability indexes, β, acc. to consequences of failure 
minor moderate large 
A (Large) 1.7 2.0 2.6 
B (Normal) 2.6 3.2 3.5 
C (Small) 3.2 3.5 3.9 
 
 
 
Table 7.6: Target reliability indexes, β, related to life time reference period and ultimate limit state 
ISO 2394 [75]. 
Relative cost of safety measure 
Reliability indexes, β, acc. to consequences of failure 
small some moderate great 
High 1 1.5 2.3 3.1 
Moderate 1.3 2.3 3.1 3.8 
Low 2.3 3.1 3.8 4.3 
 
 
 
[113] proposed a probabilistic code calibration method and has set the target reliability to 
ߚ் = 2.71 in order to determine the desired partial safety factor code in approximately the 
same safety level as in the existing Canadian code at the time. [23] found a value of ߚ் = 4.0 
to be consistent with certain codes. [122] reviewed some national and international codes for 
associated life time such as EC1: 1994; ISO 2394: 1998; ISO 12833: 1997; NBCC-part 4: 
1990; NEN6700: 1997 and reported target reliability values respectively as ߚ் 	=
	3.8; 	3.8; 3.8; 	3.6; 	3.5. [129] reported target reliability value for new Australian limit states 
codes as ߚ் 	= 	3.5 − 4. [133] recounted some developments towards full probabilistic design 
codes among them target reliability and probabilistic models for different basic variables. 
Another recommendation according to the former German standard DIN 1055-100 [32] is 
ߚ்,ଵ = 	4.7 for the first year observation and ߚ்,ହ଴ = 	3.8 for an observation period of 50 years. 
In single cases, the value may be reduced to ߚ் = 	3.2.  
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Target values of reliability index in DIN EN 1990:2002 [40] for various design situations, and 
for reference periods of 1 year and 50 years, are indicated in Table 7.7 and Table 7.8. The 
values of ߚ் in tables correspond to levels of safety for reliability class RC2 (see DIN EN 
1990:2002 [40] Annex B) structural members. 
 
Table 7.7: target reliability indexes, β, related to life time reference period and ultimate limit state 
DIN EN 1990:2002 for Class RC2 structural members [40] 
Limit State 
Reliability indexes, β, acc. to consequences of failure 
1 year 50 years 
Ultimate 4.7 3.8 
Fatigue - 1.5 to 3.8 1) 
Serviceability (irreversible) 2.9 1.5 
 1)  Depends on degree of inspect-ability, reparability and damage tolerance 
 
 
Table 7.8: Target reliability indexes, β, related to life time reference period and Reliability Class, DIN 
EN 1990:2002 table B2 [40] 
Reliability Class 1) 
minimum reliability indexes acc. to Reliability Class 
1 year 50 years 
RC1 5.2 4.3 
RC2 4.7 3.8 
RC3 4.2 3.3 
 1)  Three reliability classes RC1, RC2 and RC3 may be associated with the three consequences 
classes CC1 (Low), CC2 (medium) and CC3 (high). For more information see [40]  
 
 
It should be noted that the partial factors given in EN 1990 to EN 1999 is considered 
generally to lead a design to a structure with a β	value greater than 3.8 for a 50 years 
reference period. In current study ߚ = 3.8 is chosen as target value. However, in every 
design or verification, the target value can be meet rarely and nearly all the assessed 
reliability are either lower (not safe) or higher (not economy) than target value. To the author 
opinion, an individual real number (ߚ் 	 ∈ ℝ) may not represent the structural target reliability 
adequately. Instead, introducing an interval (with or without membership function), such as 
(ߚ	 ∈ ൣߚ்,௠௜௡	,ߚ்,௠௔௫൧ 	⊂ ℝ) may be more appropriate for this demand. The allowable variation 
is also a discussing subject, as an example [122] is reported a ܥ݋ݒ. (ߚ) = 0.05 for ߚ	 ≥ 3.0. 
However, further investigation on the target value and its variation was beyond of this study.  
 
7.3 Limit State and Reliability Verification of URM Wall 
 
“Constructing a stochastic model of variables means establishing a representation of their 
variability by the best-suited probability density”, [88] said. In the reliability analysis, 
information about the statistical properties of the variables involved in the limit state function 
for both the action and the resistance side (equation (7.3)) are required. The resistance part 
in this study is obtained by prediction shear capacity due to different failure modes. The 
involved uncertainty in resistance, ߠ௏ோ஽ is the deviation between observed capacity, ௢ܸ௕௦, 
from experiment with applied vertical load , ௢ܰ௕௦ and predicted value from standard, ௣ܸ௥ௗ, for 
the same vertical load (for detail information please see chapter 6). The information on all 
basic variables are summarized in Table 7.9. 
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 g(x	 ≤ 0) = ோܸ஽ ∙ ߠோ஽ −	 ாܸ஽ ∙ ߠா஽ 
 
(7.3) 
 
Please note that in general the limit state, (especially resistant part, ோܸ஽	∙	ߠோ஽	∙	) is combination 
of several basic variables each with different statistical distributions, therefore the outcome 
may be a “Mixture distribution” and may not represent a known statistical distribution. 
However, a graphical representation of the density distribution of limit state estimated by 
histogram may be illustrated as Figure 7.4 below: 
 
 
 
Figure 7.4: Two graphical representations of the same limit state 
 
7.4 Geometry of Resistance Model 
 
As an example, a simple family terrace house with the width of 6	݉ and length of 10	݉ has 
studied below. The thickness of surrounding walls is 0.30	݉ and thickness of staircase walls 
is 0.24	݉. The material characteristic and the geometry of the two walls are varied in such 
way to represent the same behaviour as reported in experiments.  
 
Figure 7.5 shows the influence area which is assumed for vertical load. In this study, only the 
weight of concrete slab is assumed as the dead load.  
 
7.5 Reliability Level of Designed URMW due to NA 
 
The reliability level of unreinforced masonry shear wall designed due to DIN EN 1996-1-1/NA 
[42] corresponding to the six exemplary walls that are introduced in section 5.11 (CB, CS and 
AAC, each one in two cases of cantilever and confined) are evaluated. It has to be 
highlighted that in this section lognormal distribution has been utilised concerning the 
uncertainty in resistance model.  
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Figure 7.5: Modelling strategies for masonry structures: (a) masonry sample 
 
7.5.1 The Influence of Non-Linear Partial Factor on the Model 
 
Figure 7.6 illustrates the deterministic performance of shear wall as well as probabilistic 
behaviour.in this figure, ܸܴ݀	(ߛெ = 1) represents the deterministic behaviour of URMW over 
the possible normal load interval (0 < ݊ா஽ < 1); ܸܴ(ݎܽ݊݀݋݉ݏ) has been obtained by 
introducing the random values of basic variables into the same deterministic model. One of 
the interesting aspect is the influence of uncertainty model, ߠ௏ோ, which will shift the 
ܸܴ(ݎܽ݊݀݋݉ݏ) to new position of ܸܴ ∗ ߠ௏ோ. It also changes the scatter. Ideally, each dot 
corresponds the capacity of a real URMW for certain normal load (݊ா஽(݅)). The curve 
ܸܧܦ(ߛெ = 1.5) represents the deterministic design procedure by implementing ߛெ = 1.5 to 
the deterministic model. The curve ܸܧ௠௘௔௡ is identifying the wind mean value. Finally, the red 
cross marks signify the product of random wind load and random wind uncertainty, ܸܧ௠ ∗
ߠ௏ா. 
 
Another interesting feature is the graphical appearance of non-linear effect of partial factor in 
the model. As it can be seen, applying partial factor in a linear manner, (e.g. applying ߛௐ for 
mapping design curve to wind load curve), only decrease the values in direction of y-axis. In 
contrast applying partial factor in a non-linear method, will transform both coordinates of 
original curve. As a result, for the case of URMW verification, applying ߛெ  in deterministic 
model will shrink the possible normal load interval to 0 < ݊ா஽ < 1/ߛெ ≅ 0.67.   
 
A further consequence may be misrepresenting the behaviour of designed structures. For 
example consider that the CB 1 wall need to be verified for normal load of ݊ = 0.6. For the 
real URMW, ݊ is acting favourably and capacity is increasing according to diagonal tensile 
curve. However, the design curve and the wind load curve show that the ݊ is acting un-
favourably and capacity is decreasing according to flexural curve (for ݊ > 0.667 there is no 
wind load). that means the model produce higher resistance and lower action. Consequently, 
the number of failures drop sharply. It will influence the reliability calculation; the evaluated 
reliability level are presented in Figure 7.7 to Figure 7.8. The information of assumed basic 
variables summarized in following table. 
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Figure 7.6: deterministic and random performance of URMW designed due to DIN EN1996-1-1/ NA,  
test No. CB 1  
 
 
 
Table 7.9: Statistical values assumed for basic variables in URM reliability evaluation 
Basic variable symbol material distribution ࢓ࢋࢇ࢔ ࡯࢕࢜. remark 
Masonry compressive strength ௞݂ all lognormal μ௙ 10% test 
unit calculated tensile strength fୠ୲,ୡୟ୪ all lognormal μ௙௕௧ ,௖௔௟ 20% test 
Coefficient of friction μ all deterministic 0.6 -- test 
Initial shear strength ௩݂௞଴ all lognormal μ௙௩଴ 35% test 
Normal force ܰா஽ all normal μ௡ 10%* Chap. 4 
Wind load ாܸ all Gumbel μ௏ா 20% Chap. 4 
Uncertainty of wind  load ߠ௏ா all lognormal 1 10% JCSS 
Uncertainty of Shear 
resistance ߠ௏ோ AAC lognormal 0.9367 24.2% Chap. 6 
Uncertainty of Shear 
resistance ߠ௏ோ CB lognormal 1.266 18% Chap. 6 
Uncertainty of Shear 
resistance ߠ௏ோ CS lognormal 1.0297 21.2% Chap. 6 
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Figure 7.7: Reliability of cantilever URMW (ψ= 1) designed due to DIN EN1996-1-1/ NA 
 
 
 
 
Figure 7.8: Reliability of URMW (ψ= 0.5) designed due to DIN EN1996-1-1/ NA 
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7.5.2 Applying the Partial Factor in Linear Manner in the Model 
 
Figure 7.9 explains a linear approximation method that may be used as an alternative case 
for a non-linear problem. In this strategy, a linear projection of 	ߛெ · ܸܧܦ has been used to 
determine the resistance model. The curve 	ߛெ ∗ ܸܧܦ represent the deterministic 
approximate resistance model (black line) and the blue dots correspond to the random 
behaviour. The procedure to obtain wind load is the same as previous section. The evaluated 
reliability level are presented in Figure 7.10 and Figure 7.11. The advantage is that the 
resistance model and action model have harmony performance. However, the linear 
projection does not match exactly with the real deterministic curve, which will lead to higher 
assessed reliability in general. Meanwhile, in case of flexural failure (last piece of the curve), 
the resistance drops sharply (with a quadratic ݊). Thus the loss of resistance is much higher 
than reduction in action; the lead to a fall down cure in assessed reliability. 
 
 
 
Figure 7.9: Deterministic and approximate random performance of URMW designed due to DIN 
EN1996-1-1/ NA,  test No. CB 1  
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Figure 7.10: Reliability of cantilever URMW (ψ= 1) designed due to DIN EN1996-1-1/ NA, 
approximate method 1 
 
 
 
Figure 7.11: Reliability of URMW (ψ= 0.5) designed due to DIN EN1996-1-1/ NA, approximate 
method 1 
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7.6 Effect of Model Uncertainties on Reliability Assessments 
 
In this section, the reliability behaviour of the previous masonry shear walls based on the 
best-fitted uncertainty distribution of the refined database determined in chapter 6, are 
evaluated. Following table shows the assumed basic variables for the resistance uncertainty 
model. The other basic variables and procedure have been taken from previous section. 
 
 
Table 7.10: Statistical values assumed for basic variables in URM reliability evaluation 
Basic variable symbol material distribution ࢓ࢋࢇ࢔ ࡯࢕࢜. remark 
Uncertainty of Shear 
resistance ߠ௏ோ AAC Weibull(3P) 0.9331 21.6% Chap. 6 
Uncertainty of Shear 
resistance ߠ௏ோ CB Gumbel min 1.24 17.2% Chap. 6 
Uncertainty of Shear 
resistance ߠ௏ோ CS Weibull 1.097 14.2% Chap. 6 
 
 
 
The uncertainty model has considerable influence on the evaluated reliability. In case of 
AAC, the uncertainty models are almost the same, therefore the evaluated reliability remain 
unaffected, see Figure 7.12. In case of CS, the ܥ݋ݒ. is reduced, thus higher reliability is 
expected. This effect is obvious in evaluated reliability of CS in Figure 7.13. In case of CB, 
the type of uncertainty distribution has changed. The lognormal distribution (with μ > 1) holds 
an increasing right tail (positive skewness), in contrast, the Gumbel-min possesses an 
decreasing left tail (negative skewness). Figure 7.14 shows the effect of model uncertainties 
on Reliability of URMW with CB. 
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Figure 7.12: The effect of model uncertainties on reliability of URMW with AAC 
 
 
Figure 7.13: The effect of model uncertainties on reliability of URMW with CS 
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Figure 7.14: The effect of model uncertainties on reliability of URMW with CB 
 
7.6.1 Linear Approximate Method for Non-Linear Models 
 
The linear approximation method expands the effect of model uncertainties. Figure 7.15 to 
Figure 7.17 demonstrate the results. 
 
 
Figure 7.15: The effect of model uncertainties on reliability of URMW with AAC, linear 
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approximation 
 
 
Figure 7.16: The effect of model uncertainties on reliability of URMW with CS, linear approximation 
 
 
Figure 7.17: The effect of model uncertainties on reliability of URMW with CB, linear approximation 
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7.7 Conclusion 
In this section the effect of random variation in data, which is named aleatory uncertainty, 
has been studied. This study indicated that the model used to describe (aleatory) uncertainty 
has significant influence on the results (in this study on reliability level of URM wall). 
Unfortunately, in many engineering problems (e.g. masonry structural elements) sufficient 
information to establish probabilistic model does not exist. Therefore, the verification models 
especially in full probabilistic analysis may produce inexact output and in order to select the 
appropriate model for uncertainty, extremely caution should be paid.  
 
The effect of linear and/or non-linear implementation of partial factors was studied too. 
Although, different deterministic verification methods may not provide significant difference in 
the outcome, but in a reliability analysis this effect is obvious. 
 
Finally, the reliability of different unreinforced masonry walls based on a full probabilistic 
analysis, according to current German national Annex of EC6 has been assessed.   
 
 
 
 
  
   
 
 8 Application of Fuzzy Analysis 
8.1 Introduction 
 
It was traditional to rely on the tools provided by probability theory to deal with problems in 
which uncertainty plays a substantive role. In recent years, however, it has become 
increasingly clear that dealing with uncertainty and imprecise data, conducting analysis 
based on a pure probability method is not adequate; since epistemic uncertainty does not 
have statistical nature, accordingly probabilistic methods are not suitable. 
 
Moreover, the structural reliability is dealing with very low level failure probability (e.g. 
௙ܲ ≈ 10ିହ). This makes the analysis of reliability very sensitive to input data, especially when 
the extreme value distributions have to be taken into account. In this regard, the role of 
model of uncertainty becomes very crucial. For instance, a small number of sample elements 
(as it happens usually in structural experiments) can lead to significant approximation 
(inaccuracy) in statistical parameters and therefore inaccurate results of probabilistic 
analysis.  
 
Nevertheless, the theory of fuzzy sets (cf. [136]) makes experiences and expert knowledge 
accessible to control undesired scatter or lack in data. Combination of stochastic modelling 
and fuzzy set provides even more powerful base for reliability analysis. The objective of this 
study is applying Fuzzy-Randomness method to assess the reliability of URMW subjected to 
in-plane shear load designed according to latest codes. 
 
General non-precise data in form of so called fuzzy numbers were considered in the 1980ies 
and first publications combining fuzzy imprecision and stochastic uncertainty came up, see 
[137] and [82]. In recent times, [99] have considered this fact from another point of view. The 
common classification of uncertainty (see section 3.9) is used to conclude that the aleatory 
part of uncertainty could be evaluated by probability theory. Since it satisfies statistical laws, 
possesses purely objective information content, and therefore may referred to as 
“randomness”. In contrast, “fuzziness” results from epistemic uncertainty, which is not 
characterized by random properties but subjective influences and is dealt with on the bases 
of fuzzy set theory. Fuzziness possesses subjective as well as objective information content. 
In most applications, engineers are confronted with both randomness and fuzziness. 
Because of incompleteness and imprecision, the observed uncertainty does not fulfil all of 
the preconditions of stochastic uncertainty, but exhibits partial stochastic properties. More 
information and examples could be found in [99] and [14]. 
8.2 Interval Data 
 
Many measurements (e.g. material strength) are connected with a remarkable amount of 
uncertainty. Another example is the working life time of a structure that in general may not be 
described by one real number because the end of the life time is not a precise number 
(ݔ଴ ∈ ℝ) but more or less non-precise. This kind of non-precise data may conveniently 
described by interval arithmetic. 
 
The intervals ([ܽ	, ܾ] ⊆ ℝ) are uniquely characterized by indicator functions, ܫ[௔	,௕]. The 
indicator function ܫ of a classical set ܣ is defined by: 
 
8   Application of Fuzzy Analysis 
 
 
  129 
 
 
	
ܫ஺(x) = 	 ቄ 1															for		ݔ ∈ ܣ		0															for		ݔ ∉ ܣ			 
	
(8.1) 
 
[131] (also cf. [132]) developed an approach to describe mathematically non-precise 
observations so-called non-precise numbers ݔ∗ (to distinguish non-precise numbers from 
(precise) real numbers, they will be marked by asterisks) are modelled by characterizing 
functions ߦ(ݔ), which characterize the imprecision of an observation. A characterizing 
function ߦ(ݔ) is a real function of a real variable with the following properties: 
 
(1)  ߦ ∶ 	ℝ → [0	, 1] 
(2) ∃		ݔ଴ ∈ ℝ ∶ 	ߦ(ݔ଴) = 1 
(3) ∀	ݔ଴ 	 ∈ (0	, 1] the set ܤఈ ∶= 	ݔ ∈ ℝ ∶ 	ߦ(ݔ) ≥ ߙ = [ܽఈ	,ܾఈ] is a finite closed interval,  
called ߙ-cut (α-level) of the ߦ(ݔ) 
 
 
[99] have also investigated extensions in order to account for non-stochastic uncertainty. 
Interval mathematics and convex modelling offer additional modelling techniques, although 
these only permit a binary assessment of the membership of elements to a set. More 
effective is the theory of rough sets, which takes into account the gray zone between 
membership and non-membership. Fuzzy set theory (see next section) additionally permits 
the assessment of gray-zone elements of a set based on a normalized scale ranging 
between zero and unity.  
 
8.3 Fuzzy Sets and Fuzzy Numbers 
 
The intervals could not describe some sort of the non-precise data sufficiently, for instance, 
the results of many observations with a continuum of grades of membership (for example, 
observations from colour intensity pictures of remote sensing). To be more specific, this non-
precise numbers may be described by so-called Fuzzy method. 
 
As [101] has reported the theoretical basis of fuzzy set first was introduced by [136] and later 
was extended by [5]. Here a quick review on Fuzzy set is given (cf. [16]). 
 
Let ܺ be a universal (convex, normalized) set, then a fuzzy set (or uncertain set), Ã of ܺ is 
defined by its membership function Ã	: 	ܺ	 → 	[0,1]. The membership function is at least 
segmentally continuous. From the uncertain set Ã , the crisp sets 
 
	Ãఈ௞ = 	 〈ݔ	 ∈ ܺ	|	Ã(ݔ) 	 ≧ 	 ߙ௞〉 
	
(8.2) 
 
It is called the α-level set of Ã for ߙ௞	 ∈ 	(0, 	1], and Ã଴ the closure of the set 〈ݔ	 ∈ ܺ	|	Ã(ݔ)	 >
	0	〉. It is assumed that ܺ is endowed with a topological structure; also, it is assumed that the 
universal set ܺ is a set of real numbers (i.e. ܺ = 	ℝ). The fuzzy set Ã is called a fuzzy 
number, if each Ãఈ is a nonempty closed interval for all ߙ	 ∈ 	(0, 	1], it will be denoted by 
ܨ(ℝ), the set of all fuzzy numbers defined on ℝ.  In fuzzy set theory, the characterizing 
function is called membership function. An especial and common kind of fuzzy number is the 
triangular fuzzy number with a linear membership function, which is denoted by triplet 
number, ܣሚ = 	 〈ܽ௟ ,ܽ,ܽ௥〉, where ܽ௟ ,ܽ,ܽ௥ are the left, the centre and the right spread values of 
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Ã, respectively; the centre,	ܽ, which may refer to as mean value has unit membership; see 
Figure 8.1–a.  
 
The membership function and the α-level set of a triangular fuzzy number Ã are defined in 
equation (8.3), where ܫ	(. ) is the indicator function. Ã is called a fuzzy point (crisp number) 
with value ݉, if its membership function is Ã(ݔ)	 = 	ܫ௠(ݔ). It is easy to see that, Ãఈ	 = 	݉ for 
all ߙ	 ∈ 	[0,1].  
 
	
 
	
(8.3) 
 
Figure 8.1–b, shows a general membership function, which can be any continuous convex 
function and fulfils the conditions (1) and (2) of intervals (section 8.2). In this regard, the non-
precise interval numbers are special fuzzy subsets of ℝ (or say fuzzy subsets are 
generalization of intervals). In every convex uncertain set Ã , each α-level set ܣఈ௞ is  an  
interval [ݔ௔ೖ௟ 	, ݔ௔ೖ௥] in which: 
 
	
ݔ௔ೖ௟ = min〈ݔ	 ∈ ܺ	|	Ã(ݔ) 	≥ 	 ߙ௞〉 
	
(8.4) 
 
	
ݔ௔ೖ௥ = max〈ݔ	 ∈ ܺ	|	Ã(ݔ) 	≥ 	 ߙ௞〉 
	
(8.5) 
 
Figure 8.1: a) membership function of triangular fuzzy number; b) general convex membership 
function of fuzzy number   
 
It should be mentioned that, in static and dynamic application non-convex fuzzy variables 
and non-convex fuzzy random variables might be appeared similar to Figure 8.2. [114] 
enhanced and developed methods for analysis and specification allow the modelling of 
uncertain data as non-convex fuzzy variables and nonconvex fuzzy random variables. This 
goal was achieved by developing a generalized discretization algorithm from extending the 
simulation methods of convex fuzzy random variables (see next section). 
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Figure 8.2: General membership function of a non-convex fuzzy set ෨ܺ 
 
Please note that, the (epistemic) uncertainty of a parameter is characterized and 
implemented into analysis by means of the “membership function”. Thus, defining 
membership function is a key step in calculation. Membership functions for structural 
parameters may be specified based on experiments. Besides the measured values, it is 
thereby necessary to take account of the extent of sampling, possible errors in 
measurements and other inaccuracies, estimates by experts, experience gained from 
comparable problems and so on (cf. [102]). 
 
 
Based on fuzzy set theory, [101] have developed and formulated a general method for fuzzy 
structural analysis in terms of the α-level optimization with the application of a modified 
evolution strategy. Please note that fuzzy verification is a sort of deterministic analysis. The 
aim of this approach was to supplement probabilistic methods in such a way that 
uncertainties in their natural form (characteristics) may be more appropriately accounted for.  
 
In first, step, according to the problem concerned, the user specifies the membership 
function, μ஺(ݔ), for each structural parameter or uncertain variable. Then, the realistic 
simulation of a structure with the aid of a crisp (or uncertain) algorithm applied to fuzzy 
values for input and model parameters may be performed. Several algorithms for static and 
dynamic fuzzy structural analysis have been adopted as a deterministic fundamental 
solution.  
By means of this realistic simulation algorithm complex loading processes are treated in an 
incremental-iterative manner under consideration of all essential nonlinearities. The fuzzy 
analysis algorithm maps ݊ fuzzy input values, ݔ෤௜ and ݌ fuzzy model values, ෥݉௥, into result 
values, Z෨ ୨, which are also fuzzy values. by means of the extension principle in combination 
with the Cartesian product between fuzzy sets (see e.g. [136] & [101]). However, the 
extension principle is hardly practicable in the case of complex mapping operators, as its 
application requires discretization of the support of the uncertain input set (e.g. using a point 
mesh). This leads to numerical problems. In order to develop a suitable method for 
processing fuzzy input values and fuzzy model parameters the concept of α-optimization is 
adopted by [101]. Following a short review is given: 
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8.4 α-Level Optimization of Fuzzy Values 
 
Fuzzy values may be discretized with the aid of α-level sets. The α-level sets ܣ௜  , ߙ௞	, ݅	 =
	1, … 	 ,݊ of the fuzzy input values ܣሚଵ, … 	 ,ܣሚ௜ , … 	 ,ܣሚ௡ form the n-dimensional crisp subspace ܺఈೖ, 
of the x-space. For ߙ௞ 	= 	0 the crisp support subspace is obtained. The crisp subspace ܺఈೖ 
for the two fuzzy input values ݔ෤ଵ = 	 ܣሚ and ݔ෤ଶ = 	ܤ෨  and the α-level ߙ௞ is presented in Figure 
8.1.  
 
If the fuzzy input values are convex uncertain sets, between which no interaction exists, an 
n-dimensional hyper-cuboid is obtained. Nonconvex fuzzy input values lead to a disjoint 
subspace ܺఈೖ. If interaction exists, the shape of the subspace ܺఈೖ generally departs from the 
shape of the n-dimensional hyper-cuboid.  
 
All fuzzy input values are discretized using the same number of α-levels ߙ௞	,݇	 = 	1, … 	 , ݎ. For 
each fuzzy input value ݔ෤௜ = 	 ܣሚ௜ on the level ߙ௞ the α-level set ܣ௝,ఈ௞  is then assigned to ݔ෤௜ and 
all ܣ௝,ఈ௞  form the crisp subspace ܺఈೖ. With the aid of the mapping operator 
ݖ = ݂	(ݔଵ, ݔଶ, … , ݔ௡) it is possible to compute elements of the α-level sets ܤ௝,ఈ௞ of the fuzzy 
result values  ̃ݖ௝ = 	ܤ෨௝ , ݆ = 	1, . . . ,݉ on the α-level ߙ௞. The mapping of all elements of ܺఈೖ 
yields the crisp subspace ܼఈೖ of the z-space. 
 
Once the smallest element ݖ௝,ఈೖ೗and the largest element ݖ௝,ఈೖೝ of  the  α-level  set  ܤ௝,ఈ௞ have 
been found, two points of the membership function ߤ൫ݖ௝൯ = μ஻ೕ൫௭ೕ൯ are known, see [101]. The 
search for the smallest and largest elements may be formulated as an optimization problem. 
The following objective functions must be satisfied: 
 
	
ݖ௝ = ݂(ݔଵ, ݔଶ, … , ݔ௡) 		⇒ 		ܯܽݔ	|	(ݔଵ, ݔଶ, … , ݔ௡) 	 ∈ ܺఈ௞ 
	
(8.6) 
 
	
ݖ௝ = ݂(ݔଵ, ݔଶ, … , ݔ௡) 		⇒ 		ܯ݅݊	|	(ݔଵ,ݔଶ , … , ݔ௡) 	 ∈ ܺఈ௞ 
	
(8.7) 
 
These equations are satisfied by the optimum points ݔ௢௣௧. For each fuzzy result value, 
precisely two optimum points in the crisp subspace ܺఈ௞ belong to each α-level ߙ௞. The 
optimization task for all α-levels ߙ௞ and all fuzzy result values ݖ௝ is referred to as α-level 
optimization. 
 
The optimization problem suggested by [101], for each of the ݉ fuzzy result values ̃ݖ݆	 on 
each of the ݎ	α-levels ߙ௞ must be solved twice, i.e. (2	 · 	݉	 · 	ݎ) times in total. Multiple solution 
for the optimization problem is necessary. The α-level optimization thus demands a robust 
optimization technique, which is independent of the type and behaviour of the objective 
function or restrictions and is capable of reliably finding global optima. Standard optimization 
methods are only partly suitable for this purpose. For this reason a compromise solution is 
developed by combining evolution strategy, the gradient method and the Monte-Carlo 
method. 
 
The combination of directed and non-directed search techniques is found to be 
advantageous compared with a purely directed search technique when seeking global 
optima; a mixed technique is less sensitive in relation to less "well-behaved" objective 
functions. By taking advantage of existing information concerning the behaviour of the 
objective function the number of "unnecessary'' computations of objective function values 
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(leading to poorer results) is reduced. If the available information is insufficient, random-
oriented methods are applied. Fuzzy numbers has been successfully used in design of steel 
and concrete structures as well as monitoring or damage indicating of the buildings. Fuzzy 
analysis is capable for static loading processes as well as dynamic processes. Fuzzy 
analysis not only takes into account the corresponding uncertainty in inputs, but also 
provides additional information in output for engineer. For detailed information and illustrative 
examples please see [101], [100] and [102]. 
 
The fuzzy structural analysis promote assessment of load-bearing behaviour under 
consideration of uncertainties. The “α-݈݁ݒ݈݁	݋݌ݐ݅݉݅ݖܽݐ݅݋݊	“ algorithm is quite promising 
technique in this regard. Some attempts has been done to use fuzzy analysis as alternative 
to stochastic methods (e.g. [104]). Nevertheless, the aleatory uncertainty need the 
probabilistic tool to handle. Therefore a combination of fuzzy and probability has been 
suggested and exercised by researchers. In following sections, fuzzy-randomness and its 
application fields will be explained.  
 
 
8.5 Verification of URMW with Fuzzy Data 
 
In this section, the shear walls, which were designed in section 5.11, with fuzzy input data 
are verified due to DIN EN1996-1-1/ NA. The analysis is done by α-level discretization 
method by the software WinFuz1 that is developed in TU Dresden. The fuzzy input data are 
given in the following tables. In order to define interval of material properties, the type of 
distribution and the scatter (coefficient of variation) of random variable has been taken into 
account. The interval of normal force, ݊ா஽, around each verification point has been set in 
such a way to provide a continuous interval over the range 0 < ݊ா஽ < 0.7. the other 
parameters are taken from Appendix A. 
 
Table 8.1: Assumed interval of material properties in Fuzzy verification. 
wall 
sample 
masonry compressive 
strength  
μ෤ࢌࡷ
∗  
unit tensile strength  
μ෤ࢌ࢈࢚  
masonry initial shear 
strength  
μ෤ࢌ࢜૙ 
CB 1 〈7.67, 7.9,8.15〉 〈0.582,0.61,0.652〉 〈0.111,0.12,0.136〉 
CB 26 〈4.73,4.85,5〉 〈0.57,0.6,0.64〉 〈0.465,0.5,0.568〉 
CS 3 〈17.305,17.76,18.315〉 〈1.42,1.49,1.59〉 〈0.1302,0.14,0.159〉 
CS 9 〈17.305,17.76,18.315〉 〈1.42,1.49,1.59〉 〈0.1302,0.14,0.159〉 
AAC 9 〈3.0,3.08,3.17〉 〈0.477,0.5,0.534〉 〈0.26,0.28,0.318〉 
AAC 14 〈2.79,2.84,2.95〉 〈0.811,0.85,0.91〉 〈0.107,0.115,0.131〉 
 
* μ෤ is Fuzzy membership function 
 
 
 
                                               
1 http://tu-dresden.de/die_tu_dresden/fakultaeten/fakultaet_bauingenieurwesen/sdt/software/fuzzy/fly.pdf 
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Table 8.2: Assumed interval of normal force in Fuzzy verification. (࢏) ࢔෥ࡱࡰ	(࢏)  (࢏) ࢔෥ࡱࡰ	(࢏) 
1 〈0.0, 0.005,0.0065〉 6 〈0.25,0.3,0.35〉 
2 〈0.0065,0.025,0.037〉 7 〈0.35,0.4,0.45〉 
3 〈0.037,0.05,0.065〉 8 〈0.45,0.5,0.55〉 
4 〈0.055,0.1,0.15〉 9 〈0.55,0.6,0.63〉 
5 〈0.15,0.2,0.25〉 10 〈0.63,0.667,0.73〉 
 
 
Figure 8.3 represents several fuzzy numbers that are used as input for verifications: 
 
Daniel Straub <straub@tum.de> 
 
 
 
Figure 8.3: Fuzzy input data, (a) CB 1, masonry compressive strength, (b) CB 1, unit tensile 
strength, (c) CB 1, masonry initial shear strength, and (d) normal force of i=9,	n෤୉ୈ = 〈0.55,0.6,0.63〉 
 
Figure 8.4 shows the result of fuzzy interval verifications for URMW CB 1 at several normal 
force intervals: 
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Figure 8.4: Fuzzy output data, of CB1 verification for several normal forces:  
(a) i=1,	n෤୉ୈ = 〈0.0,0.005,0.0065〉,(b) i=2,	n෤୉ୈ = 〈0.0065,0.025,0.037〉,(c) i=9,	n෤୉ୈ = 〈0.55,0.6,0.63〉 and 
(d) i=10,	n෤୉ୈ = 〈0.63,0.667,0.73〉,  
 
Figure 8.5 to Figure 8.10 show the result of fuzzy interval verifications over the entire normal 
force interval (in the following figures the red colour representing action loads, VED and blue 
colour representing resistance, VRD): 
 
 
Figure 8.5: Verification of URMW (CB 1) with Fuzzy data. 
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Figure 8.6: Verification of URMW (CB 26) with Fuzzy data. 
 
 
Figure 8.7: Verification of URMW (CS 3) with Fuzzy data. 
 
 
Figure 8.8: Verification of URMW (CS 9) with Fuzzy data. 
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Figure 8.9: Verification of URMW (AAC 9) with Fuzzy data. 
 
 
Figure 8.10: Verification of URMW (AAC 14) with Fuzzy data. 
 
 
8.6 Fuzzy Random Variables  
 
As it was mentioned before, combining fuzzy imprecision and stochastic uncertainty also 
have been investigated. In fact, the first comprehensive modelling of uncertainty was made 
possible by the development of the theory of fuzzy random variables. Randomness and 
fuzziness are thereby taken into consideration simultaneously; real-valued random variables 
and fuzzy parameters are included as special cases. For further information, the literature 
sources introduced in the [99] are remarkable. According to [103], the reasons for the 
existence of fuzzy randomness might be: 
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1. Although samples are available for a structural parameter, these are only limited in 
number. No further information exists concerning the statistical properties of the universe. 
2. The statistical data material possesses informal uncertainty, i.e., the sample elements are 
of doubtful accuracy or were obtained under unknown or non-constant reproduction 
conditions. 
3. The available sample elements were generated under reproduction conditions, which 
were non-constant but known in detail. 
 
 
For the purposes of numerical evaluation, a formulation based on α-discretization according 
to [101] has been developed in TU-Dresden and advantageously applied for structural 
reliability analysis. 
 
As it is shown in Figure 8.11, in this method, the randomness is ‘‘disturbed’’ by a fuzziness 
component. A fuzzy random variable ෨ܺ is a fuzzy set of real valued random variables ௝ܺ 
which are referred to as originals. Each original is described by probability density function, 
pdf, and probability distribution function, cdf; then the fuzzy probability distribution function 
෨ܲ(ݔ) of ෨ܺ is the fuzzy set of probability distribution functions of all originals ௝ܺ ∈ ෨ܺ with the 
corresponding membership values μ( ෨ܲ(ݔ)). This system of the ෨ܺ must satisfy the demands 
posed on a fuzzy σ-algebra. The fuzzy σ-algebra is a system of sets, formed from the fuzzy 
sets ܣሚ௜ on the fundamental set ܺ, which satisfies the following requirements: 
 
	
ܺ ∈ ෩्(ܺ)	 
	
(8.8) 
 
	
ܣሚ௜ ∈ ෩्൫ܺ൯ ⟹	ܣሚ௜
஼
∈ ෩्൫ܺ൯ 
	
(8.9) 
 
For α-level 	ܣሚ௜,ఈit holds: 
 
	
ܣሚ௜ ∈ ෩्൫ܺ൯ ⟹	ܣ௜,ఈ ∈ ෩्൫ܺ൯			∀	ߙ ∈ (0	, 1] 
	
(8.10) 
 
the formulation and assessment of the probability fuzzy sets ܣሚ௜ 	 in the fuzzy probability space 
෩्൫ܺ൯ 	 ∈ 	ℝ௡ 		 is problematic, but by means of ߙ −discretization the determination of ෨ܲ(ܣ௜) 
reduces to the determination of probabilities in the real space,	ℝ. Since the fuzzy set ܣሚ௜ is 
subdivided into the crisp sets ܣ௜,ఈ with ߙ ∈ (0	, 1], a fuzzy σ -algebra ෩्൫ܺ൯	is not required (a 
(BOOLEAN) σ -algebra ्൫ܺ൯	is sufficient). Finally, the fuzzy probability ෨ܲ(ܣ௜) of ܣ௜,ఈ is 
defined by: 
 
	
෨ܲ൫ܣ௜൯ =	
〈( ఈܲ൫ܣ௜൯;μ( ఈܲ൫ܣ௜൯))	|		 ఈܲ൫ܣ௜൯ = ൣ ఈܲ௟൫ܣ௜൯; ఈܲ௥൫ܣ௜൯൧;μ( ఈܲ൫ܣ௜൯) = ߙ	∀	ߙ ∈ (0	, 1]〉	
	
(8.11) 
 
The right-hand side of above equation will be evaluated for each α-level with the aid of the 
(real) measure probability. Regarding to equation (8.11) the probability density function, 
cumulative distribution and related parameters (mean, standard deviation …) for a fuzzy set 
may be determined. 
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Figure 8.11: Fuzzy probability density function,	 ሚ݂(ݔ) and fuzzy probability distribution function, ܨ෨(ݔ) 
of a one-dimensional continuous fuzzy random variable [99]. 
 
 
 
 
 
 
8.7 Reliability with Fuzzy Data 
 
Applying uncertain computational models with fuzzy model parameters result in a fuzzy limit 
state surface limit state, which may be expressed in the form: 
 
	
෤݃൫ݔ൯ = 0		 ≡ 		 〈(݃൫ݔ൯ = 0	; μ(݃൫ݔ൯ = 0)	|		ݔ ∈ ܺ〉	
	
(8.12) 
 
Similar to deterministic limit state, the fuzzy limit state surface subdivides the space of the 
fuzzy probabilistic basic variables into a fuzzy survival region and a fuzzy failure region. 
 
In order to compute the elements ݃൫ݔ൯ = 0,	it is necessary to discretize the fuzzy model 
parameters, i.e. selection of an α-level and selection of elements from the α-level sets. By 
this means, possible values of the fuzzy model parameters are defined. These values serve 
as input data to a (non-linear) analysis algorithm with which the crisp limit state surface 
݃൫ݔ൯ = 0	 may be computed. The respective analysis algorithm is referred to as the 
deterministic fundamental solution. The quality of the deterministic fundamental solution has 
a decisive influence on the results of the safety assessment; thus, the system behaviour of 
the structure has to be realistically numerically simulated. The assessment of the points ݔ in 
the space of the fuzzy probabilistic basic variables regarding failure or survival is carried out 
using membership functions. The membership function of the fuzzy failure region is given by: 
 
	
μ(݃൫ݔ൯ ≤ 0) 	= ቊ1																									∀	ݔ	|	݃൫ݔ൯ఈୀଵ ≤ 0
μ(݃൫ݔ൯ = 0																	݋ݐℎ݁ݎݓ݅ݏ݁ 	
	
(8.13) 
 
In this context, the fuzzy probability of failure may be expressed as: 
 
෨ܲ௙ = ܲ൫ ෨ܴ − ሚܵ ≤ 0൯	 (8.14) 
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Fuzzy reliability ߚ෨ is a fuzzy number and is defined as: 
 
	
ߚ෨ = 	 −߶( ෨ܲ௙) 
	
(8.15) 
 
where 
ߔ is standard normal probability distribution, 
෨ܲ௙ is the fuzzy failure probability. 
 
As it was explained before, the output of a fuzzy analysis is a fuzzy number. However, in 
current codes of practice, only real numbers are given as target of reliability measure. In 
order to interpret the fuzzy reliability index, ߚ෨, one may consider the following distinction (cf. 
[103]):  
 
1. The verification according to equation (8.15) is fulfilled, when none of the elements of ߚ෨ 
are smaller than target. That ensues: 
 
	
ߚఈୀ଴,௟ 	≥ 	ߚ்௔௥௚௘௧ 
	
(8.16) 
 
2. The verification according to (8.15) is not fulfilled, when all elements of ߚ෨ are smaller than 
target, i.e. when 
 
	
ߚఈୀ଴,௥ < 	 ߚ்௔௥௚௘௧ 
	
(8.17) 
 
3. The verification according to (8.15) is considered as “partially fulfilled”, when the target 
value is an element of ߚ෨, then it holds: 
 
	
ߚ்௔௥௚௘௧ 	 ∈ ߚ෨ 	∧ ߚఈୀ଴,௟ 	 ≠ 	ߚ்௔௥௚௘௧ 
	
(8.18) 
 
 
 
The further reference to the specific case of fuzzy structural reliability analysis are [7], [108], 
[135], [14], [68], [105], [103], [114], [110], [65] and [106].  
The probability of failure and reliability level of unreinforced masonry shear wall designed 
due [DIN EN 1996-1-1/NA [42] corresponding to the 6 exemplary walls that were introduced 
in section 5.11 (CB, CS and AAC, each one in two cases of cantilever and confined) has 
been assessed. In this study, the combination of fuzzy numbers for ݊ா஽(௜) according to Table 
8.2 and random variables according to Table  7.9 has been implemented. 
 
It has to be highlighted that in this section lognormal distribution has been utilised concerning 
the uncertainty in resistance model.  
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Figure 8.12:3D-Reliability of URMW (CB 1) with combination of Fuzzy and Random data designed due 
to DIN EN1996-1-1/ NA 
 
 
Figure 8.13: 3D-Failure probability of URMW (CB 26) with combination of Fuzzy and Random data 
designed due to DIN EN1996-1-1/ NA 
 
Figure 8.14: 3D-Reliability of URMW (CS 9) with combination of Fuzzy and Random data designed 
due to DIN EN1996-1-1/ NA 
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Figure 8.15: 3D-Failure probability of URMW (CS 3) with combination of Fuzzy and Random data 
designed due to DIN EN1996-1-1/ NA 
 
 
Figure 8.16: 3D-Reliability of URMW (AAC 9) with combination of Fuzzy and Random data designed 
due to DIN EN1996-1-1/ NA 
 
 
Figure 8.17: 3D-Failure probability of URMW (AAC 14) with combination of Fuzzy and Random data 
designed due to DIN EN1996-1-1/ NA 
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Figure 8.18: Reliability of  URMW (CB 26) with combination of Fuzzy and Random data designed 
due to DIN EN1996-1-1/ NA 
 
 
Figure 8.19: Reliability of URMW (CS 3) with combination of Fuzzy and Random data designed due 
to DIN EN1996-1-1/ NA 
 
 
Figure 8.20: Reliability of URMW (AAC 14) with combination of Fuzzy and Random data designed 
due to DIN EN1996-1-1/ NA 
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8.8 Conclusion 
 
In this section the effect of imprecision and incompleteness of data, which are submerged in 
epistemic uncertainty, has been studied. This study indicated that the epistemic uncertainty 
has major influence on the results (in this study on reliability level of URM wall). Therefore, 
the expert opinion should be a part of design to ensure the reliable outcome. It was also 
observed that fuzzy set is very powerful and convenient tool to implement the epistemic 
uncertainty, even though it demands numerical efforts.  
 
Since the uncertainty in engineering problems covers both epistemic and aleatory 
components, therefore a combination of fuzzy and randomness for specific analysis such as 
safety and reliability evaluation is recommended. 
 
Finally, the actual reliability of different unreinforced masonry walls, considering any kind of 
uncertainty and/or variation in parameters, according to current German national Annex of 
EC6 has been evaluated.   
 
 
 
  
   
 
 9 Conclusion and Outlook 
 
Numerous sources of uncertainty are involved in any engineering design. In current thesis, 
different sources of uncertainty in data and models used to analysis of unreinforced masonry 
has been studied. In order to characterize the uncertainty, useful probabilistic models has 
been derived. Assessment of reliability level has been found an efficient strategy to evaluate 
the design process comprising the uncertainty. In fact, there is widespread belief that the 
area of reliability will be the next to receive a high degree of emphasis. Generally, merely 
stochastic analysis is conducted to measure the reliability level. However in the framework of 
this doctoral research, interval input data and fuzzy analysis has been combined with 
traditional stochastic method. At the end, three-dimensional (3D) figures used to illustrate the 
level of reliability in different load situation. 
 
 
In chapter 2, the properties of masonry material are reviewed and experimental data, 
uncertainty and probabilistic models for material properties has been discussed. 
Unfortunately, for masonry material properties, except compressive strength, adequate data 
to build the statistical models is not available. In future, providing a guide line for executing 
and recording test result in a comparable manner is recommended, thus creating one large 
statistical population from different experimental reports become possible.  
 
 
Throughout this study, it was found that several experimental methods insert additional 
uncertainty in the result systematically. For instance the current European test method for 
initial shear test provide large scatter results and the test set up could be replaced by the 
new test set up has been proposed by author. Since material properties are the most 
important basic variables in structural verification and reliability assessment, and reducing 
the uncertainty in material properties lead to reliable design, therefore re-examination of test 
set-up of material strength is recommended for future researches.   
 
 
In chapter 3, concept of probabilistic and reliability analysis including the methods for 
calculation and implementation of uncertainty and assessment of reliability index has been 
reviewed. Some useful distributions and further information regards to extreme value 
distributions are given in Appendix B. Furthermore, in Appendix C, a comprehensive review 
on reliability assessment methods is provided for reader. In chapter 4, probabilistic models 
for structural loads and actions has been reported. 
 
 
The masonry structural elements are very complicated in material and performance. Shear 
wall with multi failure mechanism is even more complicated. Consequently, the mathematical 
expression of prediction capacity are not straightforward. Thus, the calculation of capacity 
needs too much mathematical efforts (sometimes the equation can be solved only by 
iteration). In order to avoid complexity in calculation, direct deterministic mathematical 
expressions for in-plane shear walls has been derived in chapter 5 that produce exact result. 
Moreover, direct deterministic solutions reduced the computing time especially in fuzzy 
calculation comprehensively. Meanwhile, the direct deterministic solutions has been 
collected from different methods of six codes of practice. Therefore, the direct deterministic 
solutions are assumed an important contribution of this study. It is recommended to derive 
the direct deterministic solutions to predict the capacity of other structural elements.   
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In chapter 6, probabilistic models for verification of URM wall have been proposed. As it was 
observed after reliability analysis, the choice of modelling strategy for uncertainty and the 
value of scatter has significant influence on the outcome. For material properties lognormal 
distribution with fixed coefficient of variation assumed. However as it was mentioned before, 
future research may focus on the study of variation and the type of distribution of material 
strength.  
 
The uncertainty in various verification methods according to several codes of practice also 
has been calculated in chapter 6. A database for model uncertainty with emphasis on 
unreinforced masonry shear walls is provided in Appendix A. This database may be 
extended for other field of structural verification. By means of this information, further 
scientific studies such as design by experiment could be organized for future. The possible 
bias in survey sampling may also be traced. Appendix A also provides very useful database 
to compare the performance of different codes in various situations. For example, it was 
observed that E DIN 1053-13 in general, exhibits better fitness with test results. Furthermore, 
with this database, the code-writers can observe the performance of a single failure criteria 
(i.e. tensile failure, friction failure etc.) for different materials and perform the necessary 
improvement in formulations.  
 
Despite many researches and progress in design, still the mathematical models to predict the 
shear capacity have deviation from experimental result. Further studies are required on in-
plane shear capacity to improve the prediction models. This is applied to prediction models of 
other structural capacities such as out-of-plane capacity and so on. In chapter 6, the 
distribution of uncertainties in each prediction model has been drawn according to available 
data. It was shown that the lognormal distribution might not be the first-best fitted distribution 
in the most cases. Clearly, the type of uncertainty distribution depends on the prediction 
model and input values as well as experimental data, thus assuming lognormal distribution 
for all models and materials is not a correct prescription. Then again, the population size was 
not satisfactory large for the final decision about the distribution type in current study. 
Therefore, the reliability in two cases (one for uncertainty with lognormal distribution and the 
other with the best fitted distribution) has been conducted. In future, more study should be 
organized to find out the best-fit uncertainty distribution for different cases.  
 
Lastly in chapter 8, a reliability analysis using fuzzy-randomness technique has been 
conducted. By means of 3D graphs, the reliability of different masonry walls in different load 
situation has been illustrated. In future, comparative reliability level considering the variation 
of one or more basic variable could demonstrate overall behaviour of models. This is an 
advantage to compare models, especially for the complex mathematical models or where too 
many basic variables are involved.   
 
In conclusion, in order to design a safe and economy building, the uncertainty in every phase 
(from beginning in evaluation of material strength up to prediction of structural capacity) 
should be considered. In many stages, the epistemic portion of uncertainty can be eliminated 
(or at least reduced) and the aleatory portion of uncertainty should be treated with a scientific 
base to gain both safe and economy masonry buildings. 
 
For the first time in current thesis, a combination of fuzzy and stochastic reliability 
assessment for unreinforced masonry shear walls has been implemented effectively. The 
results of this technique looks quite promising, but there are still some problems that need to 
be resolved. The general methodology, which is implemented for this study provide a 
comprehensive overview of safety of designed masonry shear walls. This methodology is 
applicable to a variety of problems, especially more complex structures may be dealt with.   
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 Appendix A. The result of experiments and verifications 
A.1 Tests on URM shear wall with perforated Clay Bricks 
Table A.1: The URMW with Clay Brick shear resistance experiments, part 1. 
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Table A.2: The URMW with Clay Brick shear resistance experiments, part 2. 
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Table A.3: The uncertainty of different failure modes in design of URMW with CB, part 1. 
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Table A.4: The uncertainty of different failure modes in design of URMW with CB, part 2. 
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Table A.5: The uncertainty of different failure modes in design of URMW with CB, part 3. 
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A.2 Tests on URM shear wall with Calcium Silicate 
Table A.6: The URMW with Calcium Silicate shear resistance experiments, updated. 
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Table A.7: The uncertainty of different failure modes in design of URMW with CS, part 1. 
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Table A.8: The uncertainty of different failure modes in design of URMW with CS, part 2. 
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A.3 Tests on URM shear wall with Autoclaved Aerated Concrete 
Table A.9: The URMW with AAC shear resistance experiments, part 1. 
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Table A.10: The URMW with AAC shear resistance experiments, part 2. 
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Table A.11: The uncertainty of different failure modes in design of URMW with AAC, part 1. 
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Table A.12: The uncertainty of different failure modes in design of URMW with AAC, part 2. 
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Table A.13: The uncertainty of different failure modes in design of URMW with AAC, part 3. 
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 Appendix B. Useful Statistical Distributions   
B.1 Normal and lognormal Distributions 
 
In this section, the most commonly distributions implemented for the structural reliability 
measures are presented.  
 
B.1.1 The Gaussian (or Normal) Distribution 
 
One of the best-known probability density functions that forming the familiar bell-shaped 
curve is the normal distribution. The probability density function, PDF, for a continuous 
random variable X, is given by: 
 
݂(ݔ) = 1
√2ߨ ∙ ߪ ݁ݔ݌ ቈ− (ݔ − μ)ଶ2 ∙ ߪଶ ቉ 							ݓ݅ݐℎ			 − ∞ ≤ ݔ	 ≤ 	+∞		 (B.1) 
 
where 	ߤ	ܽ݊݀	ߪ	are mean and standard deviation parameters respectively. This function may 
be normalized (or say standardized) by defining the standard normal variable ݖ as: 
 
ݖ = ݔ − μ
ߪ
		 (B.2) 
 
The standardized normal density function has unit standard deviation and zero mean. 
 
B.1.2 The Lognormal Distribution 
 
If the random variable ܻ	 = 	݈݋݃	ܺ is normally distributed, then ܺ is said to be log-normally 
distributed. Many researchers have been exercised this distribution as the best variable 
model of material properties. The PDF for a continuous random variable X, is given by: 
 
݂(ݔ) = 1
ݔ ∙ √2ߨ ∙ ߪ௟௢௚ 	 ݁ݔ݌ ൥− ൫ܮ݊ ݔ − μ௟௢௚൯ଶ2 ∙ ߪ௟௢௚ଶ ൩ 							ݓ݅ݐℎ			0 < ݔ		 (B.3) 
 
mean and standard deviation parameters can be determined from: 
 
μ௟௢௚ = ܮ݊( μ
√1 + ܥ݋ݒଶ) = ܮ݊( μଶඥμଶ + ߪଶ)	 (B.4) 
 
ߪ௟௢௚ = ඥܮ݊(1 + ܥ݋ݒଶ) = ඨܮ݊(1 + ߪଶߤଶ)		 (B.5) 
 
Appendix B   Useful Statistical Distributions 
 
 
  163 
 
 
Please note that a number of other distributions are available, such as: 
 
· The Bernoulli Sequence and the Binomial Distribution 
· The Geometric Distribution 
· The Negative Binomial Distribution 
· The Poisson Process and the Poisson distribution 
· The Exponential Distribution 
· The Gamma Distribution 
· The Beta Distribution 
 
and some of them are exercised in structural verification by individual researchers (cf. [56]). 
However, they are appeared rarely in structural probabilistic verification. 
 
B.2 Extreme Value Distributions  
 
The extremes (i.e., the maximum and minimum values) of natural phenomena or rare events 
have special importance in structural problems, especially in natural hazards where such 
events can have extremely negative consequences. For example, the maximum wind load or 
the maximum earthquake intensity expected at a region for assumed period, floods and 
snowfalls, extreme temperatures and so on. In order to assess the risks caused by these 
events, a number of well-known probabilistic models are developed. Following some of these 
models, which frequently referred to, along with basics of the extreme value theory, relevant 
to structural verification are reviewed. 
 
B.2.1 Extreme Value Theory 
 
Consider ܰ packs, each consist of ݉ bricks from the manufacturing process. The size of the 
largest brick in each pack is recorded. The data set is known as largest observation or “block 
maxima” and may be fitted by any distribution type. [55] was the first who showed that the 
proper distribution forms of the largest (and smallest) observation in a sample of given size 
are few and comparatively simple. Later [64] completed the theory for independent identically 
distributed random variables in his famous paper. This theory is called the asymptotic theory 
and is based on the “extremal types theorem” which is sometimes considered as a separate 
branch of statistics. Finally, it was Emil Gumbel who popularized the technique with the most 
notable publication in 1958 (cf. [70]). He showed that nearly every extreme events maybe fit 
to only three extreme value type distributions (although not comprehensive). Nowadays the 
three models, namely the Gumbel, Fréchet, and Weibull distributions along with the 
Generalized Extreme Value distribution, are widely used in all the branches of science and 
many industries and business analysts dealing with extreme events. Here, the basic of the 
extreme value theory is summarized: 
 
Consider population ܺ with known distribution of ௫݂(ݔ) and a sample of size ݊ from this 
population. Each observed value, ܺ௜, of the sample has the same distribution, but because of 
random sampling, has unpredicted value.  
 
ܨ௑ଵ(ݔ) = ܨ௑ଶ(ݔ) = ⋯ = ܨ௑௡(ݔ) = ܨ௑(ݔ)		 (B.6) 
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The maximum or minimum of set 	(ܺଵ,ܺଶ, … ,ܺ௡) under some circumstance is calculate able 
and will called extreme value as: 
 
௠ܻ௔௫ = ݉ܽݔ	(ܺଵ,ܺଶ, … ,ܺ௡)		 (B.7) 
 
and 
௠ܻ௜௡ = ݉݅݊	(ܺଵ,ܺଶ, … ,ܺ௡)		 (B.8) 
 
Assume a y which its value is bigger than ௠ܻ௔௫ 		, therefore all random variables from sample 
are less than y and the following distribution applies for ௠ܻ௔௫ 		. 
 
ܨ௒,௠௔௫(ݕ) = ܲ(ܺଵ < ݕ,ܺଶ < ݕ, … ,ܺ௡ < ݕ) = [ܨ௑(ݕ)]௡		 (B.9) 
 
and the corresponding PDF is: 
 
௒݂,௠௔௫(ݕ) = ݀ܨ௒,௠௔௫(ݕ)݀ݕ = ݊ ∙ [ܨ௑(ݕ)]௡ିଵ ∙ ௑݂(ݕ)		 (B.10) 
 
Similarly, the exact distribution of ௠ܻ௜௡		, can be derived as follows; In this case, if ௠ܻ௜௡ 		, the 
smallest among(ܺଵ,ܺଶ, … ,ܺ௡), is larger than y, then all the sample random variables must be 
individually larger than y. Hence, the survival function, which is the complement of the CDF, 
is: 
 1 − ܨ௒,௠௜௡(ݕ) = ܲ(ܺଵ > ݕ,ܺଶ > ݕ, … ,ܺ௡ > ݕ) = [1 − ܨ௑(ݕ)]௡		 (B.11) 
 
Thus, the CDF of ௠ܻ௜௡		 is: 
 
ܨ௒,௠௜௡(ݕ) = 1 − [1 − ܨ௑(ݕ)]௡		 (B.12) 
 
and the corresponding PDF is: 
 
௒݂,௠௜௡(ݕ) = ݀ܨ௒,௠௜௡(ݕ)݀ݕ = ݊ ∙ [1 − ܨ௑(ݕ)]௡ିଵ ∙ ௑݂(ݕ)		 (B.13) 
 
It is observed that for large ݊ the CDF of the largest value from an exponential population 
approaches the double exponential, in this case, this double exponential distribution is the 
asymptotic distribution of the largest value (or maxima).  
 
According to [70] there are three types of such asymptotic distributions depending on the tail 
behaviour of the initial PDFs; namely, as follows: 
 
Type I: The double exponential form, 
Type II: The single exponential form, 
Type III: The exponential form with an upper (or lower) bound. 
 
In the case of the smallest value from samples of size ݊, the corresponding distributions, 
PDF and CDF, would shift to the left as n increases. Analogously, three types of asymptotic 
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distributions depending on the tail behaviour (in the direction of the smallest value) of the 
PDF of the initial variation maybe considered as distribution of the smallest value (or 
minima). 
 
B.2.2 Extreme Value Distributions Type I 
 
The double exponential distribution, the limiting distribution for Gaussian data is often 
referred to as the Gumbel distribution also known as the Extreme Value Type I distribution. 
The CDF of the Type I distribution for the largest value is: 
 
ܨ௑,௠௔௫௜௠௔ 	(ݔ) = ݁ݔ ݌ൣ−݁ݔ݌൫−ߙ ∙ (ݔ − ݑ)൯൧		 (B.14) 
 
and its PDF is given by the following equation: 
 
௑݂,௠௔௫௜௠௔(ݔ) = ߙ ∙	݁ ݔ݌	[−ߙ ∙ (ݔ − ݑ)] ∙ ݁ݔ݌	[−݁ݔ݌(−ߙ ∙ (ݔ − ݑ))]		 (B.15) 
 
in which 
ݑ is the most probable value of x known as location parameter, 
ߙ	 is an inverse measure of the variation of x known as scale parameter. 
 
The standard deviation and mean of the largest value can be calculated as follows: 
 
ߪ = ߨ
ߙ ∙ √6	 (B.16) 
 
μ = ݑ + ߛ
ߙ
	 (B.17) 
 
in which 	ߛ	is Euler’s constant (= 0.577215664901532…). for smallest value double 
exponential distribution (Gumbel minima) CDF is: 
 
ܨ௑,௠௜௡௜௠௔(ݔ) = ݁ݔ݌	[−݁ݔ݌(ߙ ∙ (ݔ − ݑ))]	 (B.18) 
 
and PDF is: 
 
௑݂,௠௜௡௜௠௔(ݔ) = ߙ ∙	݁ ݔ݌	[ߙ ∙ (ݔ − ݑ)] ∙ ݁ݔ݌	[−݁ݔ݌(ߙ ∙ (ݔ − ݑ))]	 (B.19) 
 
with 
μ = ݑ − ߛ
ߙ
	 (B.20) 
B.2.3 Extreme Value Distributions Type II 
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Maurice Fréchet (1878-1973) was a French mathematician who had identified one possible 
limit distribution for the largest order statistic in 1927. The CDF Fréchet distribution, also 
known as the Extreme Value Type II distribution, is defined as: 
 
ܨ௑,௠௔௫௜௠௔(ݔ) = ݁ݔ݌(−ݔିఈ) 				݂݋ݎ	ݔ > 0	ܽ݊݀	ߙ > 0	 (B.21) 
 
In which ߙ	 is the shape parameter. It can be generalised to include a location parameter ݉ 
and a scale parameter ݏ	 > 	0 with the cumulative distribution function. 
 
ܨ௑,௠௔௫௜௠௔(ݔ) = ݁ݔ݌ ቀ−( ݏݔ −݉)ఈቁ 				݂݋ݎ	ݔ > ݉	ܽ݊݀	ߙ > 0	 (B.22) 
 
and the PDF is: 
 
௑݂,௠௔௫௜௠௔(ݔ) = ߙݏ ∙ ( ݏݔ −݉)ఈାଵ ∙ ݁ݔ݌ ቀ−( ݏݔ − ݉)ఈቁ	 (B.23) 
 
for ߙ > 	1 the mean value is: 
 
μ = ݉ + ݏ ∙ ߁(1 − 1
ߙ
)	 (B.24) 
 
and for ߙ > 	2 the standard deviation is: 
 
ߪ = ݏ ∙ ඨ߁ ൬1 − 2
ߙ
൰ − ቆ߁ ൬1 − 1
ߙ
൰ቇ
ଶ
	 (B.25) 
where Γ is Gamma function. 
 
B.2.4 Extreme Value Distributions Type III 
 
The Extreme Value Type III distribution, also known as Weibull distribution, first appeared in 
his papers in 1939 [134]. The distribution was originally developed for the problems arising in 
material sciences and relates to minima (smallest extreme value). The common version of 
the distribution has two parameters but it can be generalized by adding location parameter. 
The Weibull distribution is defined for ݔ	 > 	0 and other parameters except location parameter 
should take positive values. Location parameter can have any real value. The CDF 
distribution for ݔ	 > 	݉ is defined: 
 
ܨ௑,௠௔௫௜௠௔(ݔ) = 1 − ݁ݔ݌ ቀ−(ݔ −݉ݏ )ఈቁ 				݂݋ݎ	ݔ > ݉		ܽ݊݀	ߙ > 0		 (B.26) 
 
and its PDF is: 
 
௑݂,௠௔௫௜௠௔(ݔ) = ߙݏ ∙ (ݔ −݉ݏ )ఈିଵ ∙ ݁ݔ݌ ቀ−(ݔ − ݉ݏ )ఈቁ		 (B.27) 
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for ߙ > 	1 the mean value is: 
 
μ = ݉ + ݏ ∙ ߁(1 + 1
ߙ
)		 (B.28) 
 
and for ߙ > 	2 the standard deviation is: 
 
ߪ = ݏ ∙ ඨ߁ ൬1 + 2
ߙ
൰ − ቆ߁ ൬1 + 1
ߙ
൰ቇ
ଶ
		 (B.29) 
where Γ is Gamma function. 
 
B.2.5 Generalized Extreme Value 
 
The generalized extreme value, GEV, merges three simpler distributions into a single form, 
allowing a continuous range of possible shapes that includes all three of the simpler 
distributions. The following generalized extreme value equation is utilizing any one of those 
distributions to model a particular data set of block maxima for Gumbel (݇	 = 	0) and Fréchet 
(݇	 < 	0) distributions while ݇	 < 	0 corresponds to the Type III case "reversed" Weibull 
distributions. The reversed Weibull distribution is a quite rarely used model bounded on the 
upper side. The probability density function with location parameter ݉, scale parameter ݏ, 
and shape parameter ݇	 ≠ 	0 and 1 + ݇ ௫ି௠
௦
> 	0 is: 
 
௑݂,௠௔௫௜௠௔(ݔ) = 1ݏ ∙ (1 + ݇ ݔ −݉ݏ )ିଵିଵ௞ ∙ ݁ݔ݌ ൬−(1 + ݇ ݔ −݉ݏ )ିଵ௞൰		 (B.30) 
 
The mean of the GEV distribution is not finite when ݇	 ≥ 	1, and the variance is not finite 
when ݇ 	 ≥ 	1/2. The GEV distribution has positive density only for values of ܺ such that: 
 
݇ ∙
(ܺ − μ)
ߪ
> 	 −1		 (B.31) 
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 Appendix C. Reliability Assessment Methods  
C.1 Cornell’s method 
 
Consideration of safety for the structures designed with limit state criteria rather than 
allowable stress have been advocated as early as 1926 by [94] and developed by other 
researchers, until [23] (cf. [2], [24] and [57]) suggested one of the first explicit implementation 
of probabilistic methods in safety enhancement in code. The format is simple and familiar in 
use and appearance. The expected value of its resistance must be at least 	ߛ௦௙  times the 
expected value of the applied force: 
 
μோ > ߛ௦௙ ∙ μௌ	 (C.1) 
 
where 
μோ  The expected value of resistance, R is assumed to be a function of only the 
expected values of random variables, ݔଵ, ݔଶ, ݔଷ, … ݔ௠ , representing material 
properties and dimensions, 
μௌ The expected value of action, S is assumed to be a function of the 
ݔ௠ାଵ, ݔ௠ାଶ, … , ݔ௡ in action part, 
ߛ௦௙  The (central) safety factor is a function of the measure of uncertainty in the 
resistance and the uncertainty in the applied force, and a measure of the 
degree of reliability required. 
 
The theoretical basis depends solely on predictions of strength and applied force (mean 
values and on coefficients of variation). The statistical distribution functions are not regarded. 
All uncertainty will be accounted for through coefficients of variation. In addition, a measure 
of the degree of safety is required. In this regard, the probability of failure is defined as: 
 
௙ܲ = ܲ ቈ(ܴ − ܵ) − μ(ோିௌ)ߪ(ோିௌ) ≤ −μ(ோିௌ)ߪ(ோିௌ) ቉ = ܲ ቈܷ ≤ − 1ܿ݋ݒ(ோିௌ)቉ = ܨ௎(− 1ܿ݋ݒ(ோିௌ))	 (C.2) 
 
where 
ܷ is a standardized (zero mean, unit variance) random variable  
ܨ௎ is the unspecified cumulative distribution function 
 
 
Assuming, R and S both have normal distributions, the equation (3.20) gives: 
 
ߚ = μோ − μௌ
ටߪோ
ଶ + ߪௌଶ + 2 ∙ ߩோௌ ∙ ߪோଶ ∙ ߪௌଶ	 (C.3) 
 
where 
ߩோௌ is a the correlation between R and S. 
  
The equation (C.3) may be re-written in following form:  
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ߚ = μ(ோିௌ)
ߪ(ோିௌ) = 1ܿ݋ݒ(ோିௌ)	 (C.4) 
 
Solving equation (C.3) regarding to equation (C.1) leads to central (global) safety factor as: 
 
ߛ௦௙ = 1 + ߚ ∙ ටܿ݋ݒோଶ + ܿ݋ݒௌଶ + ߚ ∙ ܿ݋ݒோଶ ∙ ܿ݋ݒௌଶ1 − ߚଶ ∙ ܿ݋ݒோଶ 	 (C.5) 
 
where 
ߚ The degree of reliability required, 
ܿ݋ݒோ The estimation of uncertainty in resistance part, 
ܿ݋ݒௌ The estimation of uncertainty in applied force. 
 
 
Figure C.1 shows the central (global) safety factor calculated according to the Cornell’s 
relation (equation (C.5)) for reliability index of ߚ = 3.8. 
 
 
Figure C.1: Central Safety Factor for β=3.8 according to Cornell’s relation 
 
equation (C.5) is valid for: 
 
ܿ݋ݒ(ோ) ≤ 1ߚ	 (C.6) 
 
which implies a limitation on scatter (uncertainty) in resistance part. 
 
Please note that, the equation (C.4) is valid for R and S both having Gaussian distribution 
functions but it may be considered as approximation for other distributions with exponential 
tails. Furthermore, It is observed that if the risk level is high (say more than 10ିଷ	), the 
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calculated failure probability is not very much dependent to the type of the distribution. 
However, for a very small risk, (say less than	10ିହ	), the failure probability, could be quite 
sensitive to the type and the tail of distribution. Therefore in structural design (which deal with 10ି଻ 	< 	 ௙ܲ 	< 	10ିସ) the distribution type of basic variables are important and the Cornell’s 
method is not applicable. Moreover, in the real engineering problems, more than two basic 
variables are involving and the limit state function is similar to equation (3.12). The 
combination of basic variables in such case can lead to the non-probabilistic function of R 
and S. 
 
 
The conceptual framework for structural reliability and probability-based design described 
above, known as classical reliability theory, have been developed for the purpose of safety 
checking for any mathematical form of the failure criterion. The characterization of all 
methods are the same. They use simple linear algebra to describe the first and second 
moments of random variables including uncertainty. If the limit state is not linear, it will be 
replaced by a linearized model.  
 
C.2 Ravindra’s method 
 
[113] rephrased the equation (C.3) as: 
 
ߚ = ߛ௦௙ − 1
ටߛ௦௙ଶ ∙ ܥ݋ݒோ
ଶ + ܥ݋ݒௌଶ	 (C.7) 
 
where 
ߛ௦௙ = ஜೃஜೄ is the (central) safety factor 
Then Ravindra used a linearization of the square root function, for any x and y, by 
introducing a function ߙ = ߙ(ݔ	/	ݕ)	 defined by the relation: 
 (ݔଶ + ݕଶ)ଵଶ = (ݔ + ݕ) ∙ ߙ(ݔ ݕ)⁄ 	 (C.8) 
 
and proposed the safety index as: 
 
ߚ = ߛ௦௙ − 1
ߙ(ߛ௦௙ ∙ ܥ݋ݒோ + ܥ݋ݒௌ)	 (C.9) 
 
Central safety factor is: 
 
ߛ௦௙ = 1 + ߙ ∙ ߚ ∙ ܥ݋ݒௌ1 − ߙ ∙ ߚ ∙ ܥ݋ݒோ 	 (C.10) 
 
Equation (C.10) enables the definition of simple partial safety factor code formats as: 
 
ߛௌ = 1 + ߙௌ ∙ ߚ ∙ ܥ݋ݒௌ	 (C.11) 
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ߛோ = 11 − ߙோ ∙ ߚ ∙ ܥ݋ݒோ	 (C.12) 
 
It is shown that ߙ always lies between 0.707 and 1. The separation of functions representing 
the load effect S and the resistance R using equations (C.11) and (C.12) allow to reach a 
reasonable level of approximation. Safety checking then assumes the form:  
 
μோ ∙ (1 − ߙோ ∙ ߚ ∙ ܿ݋ݒோ) ≥ μௌ ∙ (1 − ߙௌ ∙ ߚ ∙ ܿ݋ݒௌ)	 (C.13) 
 
C.3 Linear FOSM (First-Order, Second-Moment Method) 
 
The above mentioned methods are generally referred to “first-order” methods because they 
require a first-order (linear) approximation of the failure criteria (limit state) in terms of the 
design variables. The linearization is done by the first two terms of Taylor expansion at the 
design point used for first and second moments of the random variables. Therefore, the term 
“Second-Moment Method” is included. 
 
Equation (C.14) describes a linearization of the limit state under consideration, which clearly 
is the approximation of equation (3.13) by the first two terms of Taylor expansion at the 
design point ܲ∗ = (ܺଵ∗,ܺଶ∗, … ,ܺ௡∗). 
 
ݖ = ݃(ܺଵ∗,ܺଶ∗, … ,ܺ௡∗) + ෍߲߲݃ݔ௜ ∙ (ݔ௜ − ݔ௜∗) = 0௡௜ୀଵ 	 (C.14) 
 
The point ܲ∗ is also called checking point. Multi failure criteria and time variation for random 
variables are neglected in this method. Most of the early approaches selected	ܲ∗ to equal the 
mean of basic variables. It follows by the rules of calculation for functions of first and second 
moments that the distribution of ܼ has mean:  
 
μ௭ ≅ ݃൫μ௫భ , μ௫మ , … , μ௫೙൯	 (C.15) 
 
Assuming the random variables to be statistically uncorrelated, the standard deviation in Z 
are approximated by: 
 
ߪ௭ ≅ ൥෍൬
߲݃
߲ݔ௜
൰
ଶ
∙ ܿ݋ݒ(ݔ௜)௡
௜ୀଵ
൩
ଵ
ଶ
	 (C.16) 
 
Using equation (C.4), the reliability index ߚ (in some studies, ߚ is termed the safety index) is 
defined by (C.17) is a measure of reliability since it gives the distance from the mean of limit 
state to the origin (see Figure C.2). Thus, method is also known as “Mean-Value Method”. 
 
β = 	 μ୸
σ୸
	 (C.17) 
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Figure C.2: Illustration of the Reliability Index Concept [46] 
 
Alternatively, a design has at least reliability ߚ if: 
 
μ௭ − ߚ ∙ ߪ௭ ≥ 0	 (C.18) 
 
Analogues to the Ravindra’s linearization, it is convenient to express σ୞ as a linear 
combination of the σ୧	. A useful and symmetrical expression is: 
 
ߪ௭ = 	෍ߙ௜ ∙ ߲߲݃ݔ௜௡௜ୀଵ ∙ ߪ௜	 (C.19) 
where, 
ߙ௜ = 	 ߲߲݃ݔ௜ 	 ∙ ߪ௜
ඨ∑ ൬
߲݃
߲ݔ௝
ߪ௝൰
ଶ
௡
௝ୀଵ 			
	
(C.20) 
 
Equation  (C.20) allows the separation of the contribution of variables and thus enables the 
development of simple partial safety factor code formats. Please note that the statistical 
distribution of random variables are not regarded in these methods. Although the theory does 
not give a complete description of the uncertainty in any particular variable, the extension of 
this idea has encouraged many researchers and code writers to develop probability-based 
structural codes. 
 
C.4 FORM (First-Order, Second-Moment Method) 
 
Mean value FOSM methods have two basic shortcomings. First, the limit state function is 
linearized at the mean values of the random variables. Using only two terms of Taylor series 
may cause significant errors for some non-linear limit states. Second, the mean value 
methods fail to be invariant to different mechanically equivalent formulations of the same 
problem. In effect, this means that S depends on how the limit state is formulated. This is a 
problem not only for nonlinear forms of limit state but also even in certain linear forms as, for 
example, when the loads (or load effects) counteract one another. [46] recognized that the 
linear expansion of limit state should take place not about the means but about a point on the 
failure surface ݃(ݔ) 	= 0, that is, in the upper tail of load parameter distributions and in the 
 
Z =g(xi) = 0 
µ Z 0 
β·σZ 
Safe side Failure 
side 
Probability 
of failure 
Pf 
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lower tail of resistance parameter distributions. Therefore, the main result of the recent 
efforts is that safety checking can be considered to be measuring the (random) distance from 
the mean to any point in the sample space of the structural variables on the surface 
representing the failure criterion. If the distance is measured towards the failure side a 
positive distance implies a safe outcome.  
 
Following the procedure will be itemized according to [46]: 
First, all random variables should transferred into a standardized space by: 
 
ݔ௜ = ܺ௜ − μ௜ߪ௜ 	 (C.21) 
 
is illustrated in Figure C.3,in this space the new variables has unit standard deviation and 
zero mean, therefore sometimes it is called the reduced space.   
 
 
Figure C.3: Formulation of Safety Analysis in (a Original and b) Reduced Variable Coordinates 
 
As it may be seen from Figure C.3, two new parameters, ߙௌ and ߙோ, are appeared. They 
represent the influence of the basic variable on the structural reliability; the larger ߙ௜, the 
larger the influence of related basic variable. Therefore, they are referred as “sensitivity 
factors” and can be determined for every basic variable. Because of the geometrical 
definition of ߙ௜, the following condition is always fulfilled: 
 
 
෍ ߙ௜
ଶ
௡
௜ୀଵ
= 1 
 
(C.22) 
 
In the reduced coordinates space, the new limit state is: 
 
ଵ݃(ݔଵ, ݔଶ, ݔଷ, … ݔ௡) = 0	 (C.23) 
 
a) b) 
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Failure is occurring when ଵ݃ 	< 	0 and reliability is defined as the shortest distance between 
the surface ଵ݃(ݔ) = 	0 and the origin. The design point ܲ∗ = (ܺଵ∗,ܺଶ∗, … ,ܺ௡∗) on ଵ݃(ݔ) 	= 	0 
must be determined by solving the following system of equations:  
 
ߙ௜ = 	 ߲߲݃ݔ௜ 	
ඨ∑ ൬
߲݃
߲ݔ௝
൰
ଶ
௡
௝ୀଵ 			
	
(C.24) 
 
 
ݔ௜
∗ = ߙ௜ ∙ ߚ	 (C.25) 
 
ଵ݃(ݔଵ∗, ݔଶ∗ , … , ݔ௡∗) = 0	 (C.26) 
 
This procedure is equivalent to linearizing the limit state equation in reduced variables at the 
point ܲ∗. In fact, it is an iteration searching for the direction cosines ߙ௜ which minimize ߚ. The 
real design values of the basic variables are obtained finally by inverse transformation into 
the original space by: 
 
ܺ௜
∗ = μ௜ + ݔ௜∗ ∙ ߪ௜ = μ௜ ∙ (1 − ߙ ∙ ߚ ∙ ܿ݋ݒ௜)	 (C.27) 
 
The original limit state at design point should fulfil the following equation: 
 
݃(ܺଵ∗,ܺଶ∗, … ,ܺ௡∗) = 0	 (C.28) 
 
The set of points (ݔଵ∗,ݔଶ∗, ݔଷ∗, … , ݔ௡∗) will fall in the upper range of the probability distributions 
for load parameters and the lower range for resistance variables. If necessary, load and 
resistance factors ߛ݅ for design corresponding to a prescribed reliability index ߚ may then be 
determined through: 
 
ߛ௜ = ܺଵ∗ܺ௡,௜ 		 (C.29) 
 
in which ܺ௡,௜ is the design value(or nominal) of the load or resistance parameter specified in 
the related code. This may be the load corresponding to a mean recurrence interval of N 
years, the mean maximum load during a reference period of T years, or any one of a number 
of other formulations.  
 
To calculate structural reliability under combined loading with FORM method, an iterative 
algorithm is formulated by [112]. Loads or any other actions upon structures are modelled as 
independent random sequences. The relevant limit state criterion is point wise approximated 
by a tangent hyper plane. 
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C.5 Including Information on Distribution Types 
 
The out-lined above methods are set to determine reliability of random variables with 
Gaussian distribution. [112] recognized that the approximation caused by non-normal 
distribution in algorithm may become more and more inaccurate if the original distribution 
becomes increasingly skewed. On the other side many structural problems involve random 
variables, which are clearly non-normal (see section B.2). 
 
The solution is to transform the non-normal variables into equivalent normal variables prior to 
the calculation such that both distributions match in the vicinity of the design point as much 
as possible. Therefore, this method is also referred to as “normal-tail approximation”. This 
transformation may be accomplished by approximating the true distribution of random 
variable ܺ by a normal distribution at the value ܺ∗ corresponding to a point on the failure 
surface. In order to determine the mean and standard deviation of the equivalent normal 
variable, [112] suggested the following equations for the approximating normal distribution: 
 
ߪ´ = ߮{ߔିଵ[ܨ(ݔ∗)]}
݂(ݔ∗) 	 (C.30) 
μ´ = ݔ∗ − ߪ´ ∙ ߔିଵ[ܨ(ݔ∗)]	 (C.31) 
 
where 
ݔ∗  is the approximation point, 
ܨ(ݔ∗)  is non-normal cumulative probability distribution function (CDF) in ݔ∗, 
݂(ݔ∗)  is non-normal density function (PDF) ) in ݔ∗, 
Φିଵ  is invers cumulative for standard normal distribution (CDF), 
߮  is probability density function (PDF) for the standard normal distribution, 
 
 
For the sake of completeness, a summary of Rackwitz & Fiessler algorithm, according to [46] 
is given here: 
 
 
1. Define the appropriate limit state function. 
2. Make an initial guess at the reliability index ߚ (or design parameter). 
3. Set the initial design point values ܺ௜∗ = μ௜ for all basic variables. 
4. Compute the mean and standard deviation of the equivalent normal distribution for 
those variables that are non-normal according to (C.30) and (C.31). 
5. Compute partial derivatives డ௚
డ௫೔
 evaluated at the point ܺ௜∗.  
6. Compute the direction cosines ߙ௜ using equation (C.20).  
7. Compute new values of ܺ௜∗ from equation (C.27) and repeat steps 4 through 7 until the 
estimates of ߙ௜ stabilize. 
8. Compute the value of ߚ necessary for limit state at design point (equation (C.28)). 
9. Repeat steps 4 through 8 until the values of 	ߚ on successive iterations differ by some 
small tolerance (say 0.05). Normally, convergence is obtained within 5 cycles or less, 
depending on the nonlinearity of the limit state equation. 
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C.6 SORM (Second-Order Reliability Method)) 
 
For non-linear limit state function it is possible to increase the accuracy of linearization, by 
taking into account higher-order terms in the Taylor series expansion (the curvature of the 
limit state function is determined by the quadratic terms of the Taylor series), which however, 
significantly increases the computational effort. The approach that is known as the second 
order reliability method (SORM) is a level II method, which is used to determine reliability at 
the design point. The limit state function may be specified in a standardized space according 
to [127] (also see [27]). 
 
[138] are investigated the ranges of the three parameters (i.e. the curvature radius at the 
design point, the number of random variables and the first-order reliability index) for which 
FORM/SORM is accurate enough. The results may help to judge when FORM is accurate 
enough, when SORM is required and when an accurate method such as the inverse fast 
Fourier transformation (IFFT) method is required. 
 
C.7 Monte Carlo Method 
 
The Monte Carlo in reliability analysis, is a technique which make a finite random sampling of 
the basic variables with their statistical properties and calculate the related limit state. The 
ratio of number of simulations which exceed the limit state, to total number of trails, is taken 
as probability of failure. This method, which is known as “frequency analysis”, described 
below: 
 
௙ܲ = ݊ݑܾ݉݁ݎ	݋݂	ݏ݅݉ݑ݈ܽݐ݅݋݊ݏ	ݓℎ݅ܿℎ	݃(ݔ) ≤ 0ݐ݋ݐ݈ܽ	݊ݑܾ݉݁ݎ	݋݂	ݐݎ݈ܽ݅ݏ  (C.32) 
 
Because the use of high performance computers to simulate models of the physical 
processes has become routine, the Monte Carlo method seems a powerful tool in dealing 
with complicated statistical processes that otherwise could not be handled. [83] examined the 
use of Monte Carlo methods for the evaluation of the distribution functions of load and 
resistance which, in practice, are complicated functions of various random variables. This 
technique is also recommend in [57]. 
 
If ݊ is the number of simulations, it is admitted that the frequency of failure events tends 
toward the probability of failure when n intend to infinity (n→∞). However, the minimum 
required number of total trials is related to the desired accuracy for probability of failure. [122] 
is reported some attempts has been done to evaluate the minimum required number of trails 
for example:   
 
ܰ	 ≥	
1
ܥ݋ݒ. ( ௙ܲ)ଶ			 ቤ1 − 1ܲ௙ቤ	 (C.33) 
 
Also [13] suggests that a first estimate for the number of simulations, N, for a given 
confidence level (e.g. ߙ	 = 	95%) in the failure probability may be obtained from: 
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ܰ	 ≥	
݈݊	(1 − ߙ)
௙ܲ 			
	 (C.34) 
 
To the author opinion, the number of trails may be chosen in consistent with the level of 
expected reliability. For example, the reliability ߚ = 2	 is correspond to ௙ܲ ≈ ଶଶଵ଴଴଴ about which 
means 22 failures out of 1000 trails. Here ݊ = 1000 trails is reasonable number for trails. For 
another case of ߚ = 5	, the failure probability will drop to ௙ܲ ≈ ଶ଼ଵ଴଴଴଴଴଴଴଴ which means 28 
failures out of 10	଼ trails. Here even ݊ = 10଻ trails is not enough, since it may lead to only 2 or 
3 failures and lower number of trails may not show any failure in limit state. Therefore, the 
following relationship to estimate the minimum number of trails is proposed: 
 
 
݊	 > 101 −ߔ(ߚ) 
 
(C.35) 
 
where 
ߔ is standard normal probability distribution  
 
 
The disadvantage of MC method is the computational effort that increases excessively with 
the number of variables. However with more sophisticated engineering problems, such as 
masonry design or verification of historic buildings using multiple basic variables are 
unavoidable. Furthermore, the basic variables often have various distribution types. 
Therefore, Monte Carlo method is proved to be best technique to solve the problem while the 
application of an analytical method is cumbersome. With Monte Carlo method, a deeper 
insight to the structural safety can be gained. Monte Carlo method can lead to the proof of 
actual reliability level than determined by the analysis according to other approximated 
methods. 
 
For the current analysis of masonry walls, the probability of failure of the function limit state is 
determined by means of Monte Carlo method. The Monte Carlo method is found the best 
technique to overcome the complexity of the limit state. Monte Carlo method takes all 
influence of variables (especially the tail effect in extreme distributions in a limit state with low 
probability of failure) and produce exact result.  
 
Nowadays, for reliability study, many software packages are available. In this study, several 
subroutines in FORTRAN and MATLAB have been written to calculate the probability of 
failure.  
 
C.8 Other Methods 
 
As structural reliability has become a discipline of international interest, various methods and 
techniques to estimate the reliability are developed and implemented by different 
researchers. [95] addressed the important issue of predicting the safety of structures. Yet, 
FORM and Monte Carlo methods are the most popular methods of analysing reliability. Table 
C.1 gives an overview of some of reliability methods.  
 
The Response Surface method proposed a few years ago for structural reliability problems 
(cf. [53]), represents under certain conditions a valid alternative for simulation. [123] used this 
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method to evaluate statistical parameters of structural basic variables and to quantify the 
contributions of the response uncertainty from different sources of uncertainty. 
 
[123] evaluated the reliability of structural masonry elements using the so called response 
surface technique, later (cf. [122]) he implemented Directional Adaptive Response surface 
Sampling (DARS), which is a full probabilistic method (level III). He also addressed Monte 
Carlo Adaptive Response surface Sampling (MCARS) and compared the results of different 
methods.  
 
 
 
Table C.1: Overview on some reliability methods [122] 
category Method or Technique 
Level III 
Analytical or Numerical integration  
Directional Integration 
Monte Carlo 
Directional Adaptive Response surface Sampling (DARS) 
Monte Carlo Adaptive Response surface Sampling (MCARS) 
Level II 
First Order Second Moment Method (FOSM) 
First Order Reliability Method (FORM) 
Second Order Reliability Method (SORM) 
Directional Sampling 
FORM/SORM with an adaptive Response Surface (ARS) 
 
 
 
 
For more information and structural engineering examples see [46], [71], [77], [127], and 
[117]. 
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