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RÉSUMÉ 
Bien que proposés pour la première fois en 1986, les mod ï s additifs générali-
sés, communément connus sous l'acronyme GAM , sont encore très peu utilisés en 
pratique en actuariat . Ceci s'explique en grande partie par la simplicité et l'effi-
cacité des modèles linéaires généralisés (GLM). ne problématique sous-j acente 
à l'ut ilisation d'un modèle t radi t ionn l GLM pour la ftéqu nee de sinistres est le 
t raitement réservé à l'exposit ion au risque. Puisque les primes d'assurance sont 
généralement acquises de façon proportionnelle à la durée contractuelle, deux as-
surés ayant de. profils identiques ne seraient pas considérés comme des risques 
équivalents dans le cas où leurs contrats respectifs ont des durées différentes. Pour 
répondre à cette problématique, ce mémoire présente comment les splines cubiques 
employées dans la construction d s modèles addi t ifs généralisés permettent une 
t rès grande flexibili té pour ajuster des données. Ces modèles, appliqués à des don-
nées d 'assuranc , permettent non seulement de traiter plus efficacement la durée 
d 'exposition, mais aussi d 'étudier l'impact conjoint de celle-ci avec le kilométrage 
exact parcouru sur le ri que de sinistres automobiles. L'analys montr que les 
GAM sont en mesure de capter des tendances dans les donné s que les modèles 
classiques actuellement utilisés en assurance ne réussissent pa à déceler. Finale-
ment, une structure tarifaire simple Pay-A s-You-Drive (PAYD) est propos'e. 
Mots-clés : modèl additif généralisé, modèle linéaire généralisé, GAM , GLM, 
spline cubique, modèle de comptage modèle de fréquence, tarification , tarification 
automobile, actuariat, assurance, réclamation, inférence statistique. 
CHAPITRE I 
INTRO DU CTI 0 N 
Dans le monde de l'assurance, le t ravail d 'un actuaire est de quantifier le plus jus-
tement possible le risque financier que représente un client ou un potentiel client . 
Avant même de songer à comment y parvenir, il est crucial de posséder des don-
nées sur lesquelles travailler. Bien que celles-ci se fon t rares dans certains . egments 
de l'a surance « incendie, accidents et risques divers» (lARD) , par exemple des 
données sur les sinistres résultant d 'inondations en assurance habitation , ce n 'est 
heureusement pas le cas en assurance automobile. 
Pour donner une idée, le Groupement des assureurs automobiles du Québec (GAA) , 
organisme qui s'occup notamment de la cueillette et de la compilation de donn ' es 
statistiques de l'ensemble des assureurs québécois , révèle dans son Plan statistique 
automobile de 2014 1 que 4 934 565 voitures de tourisme étaient assurées pour la 
responsabilité civile (chapitre A) au Québec en 2014. Pour ce chapitre, qui in-
clut principalement les sinistres payés aux véhicules des assurés non responsables 
d 'une collision qui s'est produite au Qu'bec, une fréquence d 3.68 % fu t enregis-
trée en 2014, ce qui équivaut exactem nt à 181 403 sinistres. À l'échelle mondiale, 
l'organisation WardsAuto (Sousanis, 2011) a estimé que plus d 'un milliard de vé-
hicules étaient en circulation dans le mond en 2010 . Ce. chiffres impressionnants 
1. Rapport sommaire 2014, GAA. https :/ / www.gaa.qc.ca/ do uments/ 99991A2F-S .pdf 
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démontrent bien toute la pertinence et l'importance du t ravail de l'actuaire en 
assurance auto , c'est-à-dire de bien quantifier ces risques pour offrir la meilleure 
protection aux clients sans mettre en danger la pérennité d la compagnie. 
Malgré l'abondance générale de données en assurance automobile, rares sont les 
assureurs qui possèdent des renseignements fiables sur l'utilisation de chaque vé-
hicule assuré. La plupart des assureurs utilisent aujourd 'hui une estimation du 
kilométrage annuel comme variable de tarification. Par contre, cet te estimation 
est habit uellement fournie par les clients. De plus, les compagnies d 'assurance dé-
finissent généralement un nombre faible de classes qui segmentent la variable du 
kilométrage (Schwartz , 2004). 
Depuis quelques années, de plus en plus d 'assureurs offrent un produit d 'assurance 
qui , de différentes façons, va incorporer des données sur les habitudes de conduite. 
Ces donnée peuvent être recueillies de différentes façons, par exemple via une 
application mobile ou encore un système GPS ( Global Positioning System) installé 
directement dans la voiture. 
L'objectif de ce mémoire est de montrer de quelle façon des modèles statistiques 
avancés, soient les modèles addit ifs généralisés (GAM), peuvent êtr extrêmement 
utiles pour comprendre et analyser l'impact qu 'ont certaines variables liées à la 
conduite sur le risque d'accident automobil . Dans ce mémoire, l'analyse sera 
portée sur le kilométrage exact parcouru et la durée d 'expo ition au risque. 
Dans un premier temps, ce présent chapitre couvrira les notions de base de l'as-
surance automobile et rappellera la théorie sur les modèles linéaires généralisés 
(GLM). P uis, le chapitre 2 introduira et couvrira exhaustivement la théorie sur 
les modèles additifs généralisés . Le chapitre 3 appliquera dir ctement les concepts 
développés au chapitre 2 dans un contexte actuariel où des donn' es recueillies par 
GPS serviront à la construction d 'une structure tarifaire en assurance automobile. 
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Finalement , le chapitre 4 concluera le mémoire. 
1.1 Prime pure et autres définitions préalables 
Cette section pré entera quelques définitions du jargon d l'assuranc g ' nérale et 
mettra la table au reste du chapitre. 
Exposition au risque : L'exposition au risque correspond à la durée pendant 
laquelle une personne a pu bénéficier d 'une couverture d 'assurance achetée auprès 
d 'un assureur. En assurance auto, les cont rats sont généralement d'une durée d 'un 
an. 
Fréquence : La fr' quence e t définie comme étant 1 nombre de sinistres par uni té 
d ' xposition. 
Sévérité : La sévéri té est définie comme le coût moyen d 'un sinistre. 
Prime pure : La prime pure correspond au coût moyen d 'assurance par unité 
d 'exposition . 
Il est t rès simple de montrer que la prime pure n 'est qu 'en fait la fréquence mul-
tiplié par la sévérité : 
Coûts totaux encourus Prime pure = ---------
b. unités d 'exposition 
b. d sinistres Coûts totaux encourus 
--------- x 
Nb. unités d 'exposition b. de sinistres 
= Fréquence x Sévérité . (1.1) 
Un des mandats des actuaires oeuvrant au sein d 'une compagnie d 'assurance est 
donc de déterminer la prime pure pour chaque assuré. Une des manièr s d'y parve-
nir serait de calculer (1.1) pour chacun des assurés. n telle pratiqu upposerait 
par contr que 1 passé est exactement garant du fu t ur , ce qui n'est pas très sensé. 
De plus, les gens qui soumettent une réclamation à leur assureur représentent 
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chaque année une minorité parmi l'en emble du portefeuill d 'assurés, ce qui fait 
que des probl ' rn s de données seraient rencontrés. 
Pour ces raisons on associe la prime pure à une variable aléatoire. Classiquement, 
l'espérance mathématique de la prime pure est modélisée à l'aide de modèles 
mathématiques qui permettent, une fois ajustés, de déterminer une prédiction 
pour la prime pure. 
Espérance mathématique : L'espérance mathématique es t la formalisation pro-
babiliste du concept de moyenne ari thmétique. Concrètement , l 'espérance d 'une 
variable aléatoire S, notée lE [S] est la valeur moyenne que l'on attendrait si l'on 
pouvait répéter la même expérience al ' atoire un très grand nombre de fois. 
Si l'on suppose que la fréquence, notée par Y, et la sévérité, notée par X, sont des 
variables aléatoires indépendantes, on a alors que 
JE [S] = JE [Y] lE [X ], 
où lE [S] est l'e pérance mathématique de la prime pure. 
Dans ce mémoire, on ne s' intére. s ra exclusivement qu 'à la fréquenc et à sa 
modélisation. Ainsi, pour l reste d l'ouvrage, lorsque le mot « prime» est utilisé, 
il fau t garder en tête que l'on est n train de parler de lE [Y]. Très souvent , en 
pratique, l'hypothèse que la fréquence de réclamations suive une loi de Poisson 
est effectuée. 
Loi de Poisson : La loi de Poisson est une loi de probabilité discrète qui a été 
proposée par le mathématicien français Siméon-Denis Poisson en 1837 dans son 
ouvrage « Recherches sur la probabili té des jugements en matière criminelle et en 
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matière civile ». La fonction de probabili té de Poisson est définie comme suit : 
{ 
,\Y e - "' . 0 1 2 
- 1- SI y = , , , ... Pr [Y = y] = y. 
0 sinon, 
(1.2) 
où ). est un nombre réel strictement positif et dit paramètre de la distribution de 
Poisson. 
Il peut être démontré que l'espérance mathématique et la variance de la loi de 
Poisson sont égales à la valeur de son paramètre. Ainsi, si Y,....., Poisson().) , on a 
l'égali té suivante : 
E [Y]= Var[Y] = À . 
1.2 Segmentation 
La segmentation en assurance est définie comme le processus par lequel l'assureur 
distingue les risques qu 'il accepte d 'assurer. Cette opéra tion est nécessaire, car 
elle permet de créer des classes homogènes de risque et de leur appliquer un t rai-
tement commun et adéquat . Par exemple, les assureurs distinguent généralement 
les hommes des femmes, les véhicules sport des véhicules familiaux, etc. 
Une segmentation efficace permet aux assureurs de se protéger contre l'antisélec-
tion, phénomène qui peut menacer la viabilité de n'importe quel joueur du monde 
de l' assurance. On parle d 'ant isélection lorsqu 'un assuré détient des informations 
sur son propre risque d 'accident qu 'un assureur ignore. Cette asym ' trie dans l'in-
formation peut se traduire en pertes impor tant s pour un assureur qui en est 
victime. 
Imaginons un exemple simple où deux assureurs, A et B, offrent une couverture 
pour dommages matériels survenus à la sui te d 'un accident d 'auto . L'assureur 
A offre la couver ture à un coût de 100 dollar . . Du côté de l'assureur B, le coût 
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est aussi de 100 dollars, mais une surcharge de 10% est applicable si la voiture 
principale est une voi ture sport ive. L'assureur B considère donc que conduire une 
voiture sportive représente un risque d 'accident plus élevé que conduire une voitur 
standard . Dans un exemple comme celui-ci, un assuré ayant une voiture sport qui 
magasin sa prime d 'assurance choisira l' assureur A en raison du prix inférieur . 
L'assureur A att irera ainsi beaucoup de conducteu~·s de voitures sportives et leur 
chargera une prime d 'assurance qui ne réfl.ète pas le« vrai » risque financier que ces 
assurés repr 'sentent. À terme, la compagnie A subira de grosses pertes et pourrait 
devoir se r tirer du marché, à moins bien sûr qu 'elle ne revoit sa segmentation et 
tarification en général. 
La prochaine section montrera d qu Ile façon les modèles linéaires généralisés 
permettent d 'intégrer la segmentation des risques dans une distribution de proba-
bilité choisie pour expliquer un phénomène aléatoire. 
1.3 Modèl s linéaires généralisés 
Les modèles linéaires généralisés (GLM), proposés par eider et Wedderburn 
(1972) , sont un généralisation du concept de régression linéaire. Dans un mo-
dèle de r 'gression linéaire, on tente d 'expliquer la valeur d 'une quantité inconnue 
(variable dépendante ou réponse) par une combinaison linéaire de d 'autres fac-
teurs (variables indépendantes ou explicatives). La combinaison linéaire implique 
que la variation de la variable répon e est directement proportionnelle à la varia-
tion d 'une variable explicative. D plus, le cadre classique de la régression linéaire 
suppose que la variable réponse suit une distribution normale (Wood 2006, section 
1.1.3). 
Or, il arrive souvent en pratique que ces hypothèses ne soient pas appropriées. 
L'idée derrière le GLM est justement de relaxer ces hypothèses . D une part, le 
--
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cadre théorique des GLM permet de supposer une loi de probabilité autre que 
la loi normale pour la variable dépendante . D'autre part , l'int roduction d 'une 
fonction de lien permet de modéliser une transformation de l'espérance de la 
variable réponse. 
1.3.1 St ructure général 
Concrètement , un modèle linéaire généralisé a la structure 
g(p,i) = fJo + fJ1X1i + fJ2X2i + {J3X3i + .. · + fltXti 
= X J J, (1.3) 
où /-Li = lE [Yi], X i est la i-ème ligne d 'une matrice de design formée par les variables 
explicatives x 1, j = 1, .. . , l , et f3 est un vecteur de paramètres à estimer. La fonction 
g est appelée fonction de lien et permet de li r la moyenne de la distribution que 
sui t Yi au prédicteur linéaire. Concernant la distribution de probabilité, celle-ci 
doit appartenir à la famille exponentiell linéaire. 
1.3.2 Famjlle exponentielle linéaire 
Pour toute variable aléatoire Y , la famille exponentielle linéaire correspond à un 
ensemble de distributions dont la loi de probabilité (discrète ou continue) peut 
être exprimée sous la forme 
fo(Y) =exp [{ye - b(e)} ja(<P) + c(y, <!J)] , (1 .4) 
où b, a t c sont des fonctions arbit raires. De plus, <P e t le paramètre canonique 
alors que e est le paramètre de dispersion. D s développements peuvent être faits 
pour obtenir des formula tions générales pour l'espérance et la variance d 'une distri-
bution appartenant à la famille exponentielle linéaire (Wood 2006, section 2.1.1) . 
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En effet, on a que 
et 
JE [Y] = b' ((7 ) 
Var-[Y] = b" (e)a(cp) 
= b"(e) cp/w 
= V(J.t) c/J, 
(1. 5) 
(1.6) 
où b' ( e) et b" ( e) sont les dérivées premières et secondes de b par rapport à e. De 
plus, f.t JE [Y], a( cp ) = cpjw et V(J.t) = b"(e) j w, où w est une constante connue 
(habituellement 1). 
Parmi les distributions notoir s appartenant à la famille exponentielle linéaire, 
notons les loi normale, gamma, binomiale et Poisson. 
1.3.3 Estimation par maximum .de vraisemblance 
L'estimation du vecteur de paramètres {3 dans (1.3) est effectuée par maximum 
de vraisemblance. L'int uit ion derrière cette technique d'estimation est que l'on va 
chercher le vecteur {3 qui maximisera la densité conjointe que la variable réponse 
prenne chaque valeur observée dans les données de modélisation, dépendamment 
de la loi de probabili té choisie et de l'ensemble des valeurs observées pour les 
variables explicatives . 
Donc, en supposant un contexte où Yi rv f eJYi), où l'on a des observations pour 
une variable aléatoire Y qui sui t une loi de probabilité appartenant à la famille 
exponent ielle, la fonction de vraisemblance est définie comme 
n 
L({3) = IJ f oi (Yi) · 
i=l 
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Généralement , la fonction de vraisemblance est maximisée via maximisation de 
la fonction de log-vraisemblance, pour des raisons de simplicité . Ainsi, on a pour 
fonction de log-vraisemblance 
n 
i=l 
n 
= L [yiei- bi(ei )] /ai( cP)+ ci (Yi, c/J). (1. 7) 
i=l 
En posant ai (cP) = c/J/wi, l'estimation de {3 se fait en égalant à 0 les dérivées 
part ielles de (1. 7) par rapport à chaque élément (Jj constituant le vecteur {3 : 
En ut ili ant le principe des dérivations en chaîne et les défini tions (1. 5) et (1.6), 
on trouve 
(1.8) 
qui est la condit ion de premier ordre à réso udre pour l'estimation de {3 par maxi-
mum de vraisemblance. 

CHAPITRE II 
INTRODUCTION AUX MODÈLES ADDITIFS GÉNÉRALISÉS 
2.1 Idée générale 
Les modèles additifs généralisés (GAM) , d 'abord proposés par Hastie et Tibshirani 
(1986) , sont une extension des modèles linéaires généralisés (GLM). La différence 
se retrouve au niveau du prédicteur linéaire. Dans le cas du GL , on retrouvait 
la structure générale défini par l'équation (1.3). On souhaitait alors expliquer 
1 espérance d'une variable répon e Y; directement par le valeurs que peuvent 
prendre les variables explicativ s x.i, j = 1, ... , l. 
Quant à eux , les modèles additifs générali és permettent une plus grande flexibilité 
que les modèles linéaires généralisés. Le prédicteur reste sous forme linéaire, mais 
on souhaite désormais expliquer la variable étudiée par des fonctions de variables 
explicatives . Ces fonctions représentent une manière de traiter la relation non 
linéaire que peuvent avoir certaines variable avec la variable à expliquer. On 
a ainsi une façon plus soupl et plus général d 'expliqu r la d'pendance entre la 
moyenn J-li de la variable Y; et les variables explicatives Xj. Un structure possible 
d 'un modèle GAM pourrait donc être 
(2.1) 
où les fJ sont des fonctions des variables Xj · La partie droite de l'équation (2.1) 
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est dite non-paramétrique. Les fonctions impliquées dans la modélisation devront 
bien entendu être estim' es. 
Le GAM r présente un ou til t rès intéressant pour étudier le comportement de 
certains facteurs sur une variable d 'étude. Il est d 'autant plus utile lorsque la re-
lation est soupçonnée d 'être non linéaire : il permet daller au-delà de la relation 
paramétrique. En fait , une approche non-paramétrique laisse davantage « parler » 
les données. Cependant , 1 GAM apporte son lot de complexité. ne des pre-
mières interrogations à survenir concerne la définition des différentes fonctions fi 
présentes dans (2.1). Dans la prochaine sect ion, nous verrons pourquoi les splines 
seront utiles à cet effet . 
2.2 Introduction aux plin s 
Pour comprendre de quelle façon on construit un modèle additif généralisé, il est 
important de savoir ce que sont les splines. Essentiellement, une spline est une 
fon ction polynomiale définie par morceaux. Il existe plusieurs types de splines, 
mais nous nous concentrerons surtout sur les plines cubiques. On nomme celles-
ci de cette façon puisque dans leur caractérisation , le polynôme dont le degré est 
le plus 'levé en est un de degré 3. Mais avant d 'aller au degré 3, passons par le 
degré 1. 
2.2 .1 Spline lin, aire d 'interpolation 
Supposons qu nous avons un jeu de données {xi; Yi }, où j = 1, 2, ... ,n et xi< 
xHl· ous sommes intéressés à trouver une fonction s qui interpolera les points 
(xi; Yi) de telle sorte que s(xi) = Yi Vj . Aut rement dit le but du processus est 
que la fonction passe par l'ensemble des points . ne solution évidente erait de 
relier tous l s points nsembl à l'aide de lignes droites . 
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Par exemple, supposons que nous avons les couples suivants : (0 ;0) , (1 ;1.5), 
(2 ;2. 5), (3 ;0.5) et (4 ;1). La figure 2.1 est la représentation graphique de la« spline 
linéaire d 'interpolation » 1 construite à l'aide de ces données. 
Figure 2.1 : Spline linéaire d 'interpolation 
2.5 
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1.5 
>. 
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0.0 
0 2 3 4 
x 
Plus formellement, la spline linéaire d 'interpolation est définie par la fonction par 
morceaux suivante : 
(x·+1 - x) . (x-x· ) 
s(x) = 1 h · s(xj ) + h· 1 s(xj+l ) si Xj.:::; x.:::; Xj+l, (2.2) 
J J 
où hj = Xj+l - Xj · ne telle approche, par sa simplicité, peut valoir son pesant 
d'or. Par contre, si les différents couples (xj; yj) ont été tiré· d 'une fonction f 
qui, graphiquement, affiche une allure courbée, alors nécessairement la distance 
is(x) - f(x)i 2: 0 pour toutes les valeurs possibles de x. Une manière plus ef-
ficac de résoudre notre problème init ial est donc d 'utiliser la « spline cubiqu 
1. Traduction libre de l'expression linear interpolating spline. 
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d 'interpolation » 2 . 
2.2.2 Spline cubique d 'interpolation 
L'interpolation par spline cubique va en général nous permettre de mieux approxi-
mer une fonction lisse sous-jacente à un ensemble de données que l'interpolation 
par spline linéaire. En fait, le bu t est que les dérivées premières et secondes de la 
fonction par morceaux construite soient continues autant dans un intervalle spé-
cifié qu 'aux noeuds d 'interpolation. Ces conditions auront pour résul tat d 'induire 
une courbure continue à la spline. Comme notre object if est toujours d 'avoir une 
courbe qui passe par tous les points du jeu de données , les noeuds d 'interpolation 
correspondent ici aux valeurs Xj des points (xj; yj )· 
Pour la construction , on va donc développer la formule d 'interpolation de manière 
à ce que la dérivée seconde de la spline varie de façon linéaire dans un intervalle 
donné. En procédant ainsi, on s'assure de respecter la condit ion stipulant que la 
dérivée seconde doit être cont inue. Or, on a que 
s"(x ) = (xJ+l - x) s"(x ·) + (x- Xj ) s"(x ) si x · <x< x· h . J h J + l J - - J + l ' 
J J 
(2.3) 
où hj est défini de la même façon que pour l'équation (2 .2). Comme on veut s(x) , 
on doit intégrer deux fois s"(x ). Pour la première intégrale, on a 
(2.4) 
2. Traduction libre de l'expression cubic interpolating spline. 
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où C1 est une première constante d 'intégration. On intègre de nouveau de t lle 
sorte que 
s(x) = j s'(x)dx 
= J [ - (x.i+l- x)2 s"(x ·) +(x- Xj )2 s"(x · ) + C] dx 
2h J 2h J+l 1 
.1 J 
(xJ+l - x )3 "( ) (x- Xj) 3 "( ) 
= 6h . s Xj + 6h s Xj+l +Cl x+ c2, 
J J 
(2.5) 
où C2 est une deuxième con tante d 'intégration. Il ne nous rest plus qu 'à trouver 
les constantes d 'intégration pour avoir une expression pour s(x) . Afin de faire ceci, 
on utilise les deux conditions aux bornes suivantes : 
- s(x.i)=yj; 
- s(x.i+l) = YJ+l· 
Nous obtenons ainsi ces deux équations à résoudre pour C1 et C2 : 
En se rappelant que hj = xJ+1 - Xj, on trouve que 
Maintenant , en insérant les expressions obtenues pour les constantes d'intégra-
tion dans (2.5) et en eff ctuant quelques manipulations algébriques , on obtient la 
formule suivante pour la splin cubique d 'interpolation : 
16 
où 
aj(x) = (xj+l -x)/ hj 
aj(x) =(x- Xj)/hj 
cj(x) = [(xJ+l - x? / hj- hj(xJ+1 - x) ] /6 
cj(x) = [(x- xj) 3 / hj- hj(x- xj) ] /6. 
L'équation (2.6) spécifie complètement la courbe recherchée en fonction des va-
leurs que prennent les dérivées premières et secondes aux noeuds d 'interpolation. 
Le seul problème est qu 'en pratique, on ne cannait pas les valeurs des dérivées 
secondes s"(xj) · Ceci constitue une différence par rapport à la formule (2.2) que 
nous avions pour la spline linéaire d 'interpolation où l'on n 'avait aucun inconnu. 
Pour contourner ce problème, on va se servir de la condition inhérente aux splines 
cubiques (évoquée en début de section) qui mentionn que les dérivées premières 
doivent être continues aux noeuds séparant deux intervalles adjacents. Mathé-
matiquement, prenons les deux intervalles [xj, Xj+l ] et [xJ+1, xH2], on doit avoir 
que l'équation (2.4) évaluée au point XJ+ 1 retourne la même valeur pour les deux 
intervalles. On aura donc que 
pour j = 1, 2, ... , n- 2. Or, on se retrouve avec un système de n - 2 équations 
avec n inconnus à résoudre. Ceux-ci correspondent aux s"(xj), où j = 1, 2, ... , n . 
Afin d 'avoir une solu tion unique, il nous faut émettre deux autres conditions. 
Typiquement , elles concernent les bornes x1 et Xn· La façon la plus commune 
de procéder est d 'imposer que s"(x1 ) = s"(xn) = O. Lorsque ces conditions sont 
appliquées, la spline que l'on obtient pour résultat se nomme « spline cubique 
naturelle ». 
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Exemple : spline cubique naturelle d 'interpolation 
Reprenons le même exemple de la page 13. Nous avions alors les couples de données 
(0;0) , (1;1.5) , (2 ;2. 5), (3 ;0.5) et (4;1). Avec l'aide du résultat (2.7) , on est en 
mesure d 'écrire un système de trois équations avec trois inconnus à résoudre. Les 
inconnus correspondent aux dérivées secondes évaluées aux noeuds (en excluant 
les deux noeuds extrêmes, où les dérivées secondes sont nulles). ne fois le système 
résolu, chaque section peut être écrite sous la forme d 'une fonction polynomiale 
cubique à l'aide de l'équation (2 .6). La spline cubique naturelle résultante est 
définie par l'ensemble de ces fonctions polynomiales cubiques. Tous les détails de 
cet exemple sont présentés à l'annexe A. l. La figure 2.2 montre à quoi ressemble 
visuellement la solution de cet exemple. 
Figure 2.2: Spline cubique naturelle 
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2.2.3 Spline cubique d 'ajustement 
Dans la section 2.2.2, on a vu comment interpoler des données à l 'aide d 'une 
spline cubique naturelle. Dépendamment du contexte dans lequel on travaille , ou 
de l'objectif que l'on souhaite atteindre, l 'interpolation n 'est parfois pas satisfai-
sante. Dans plusieurs cas, on va plutôt vouloir trouver une fonction qui va effectuer 
un lissage (passer « au travers » des points). Par exemple, en statistique, les don-
nées sont souvent mesurées avec une « erreur ». Or, si l'on cherche une fonction 
d 'interpolation, on reproduit en quelque sorte les erreurs puisque l'on ne fait que 
répliquer les données. On voudrait , à l'inverse, faire notre possible pour les élimi-
ner. Dans le cas où l'on travaille avec des données exactes, disons le cours d 'une 
action sur un certain horizon de temps, on s' intéressera rarement aux variations 
très locales, mais bien à la tendance générale. 
Ainsi , on souhaite estimer une courbe qui va répondre à deux objectifs : 
1. Approcher le plus possible les points de notre jeu de données; 
2. Prioriser la variation générale aux variations locales de notre variable à 
l'étude (Lissage). 
Maintenant, il faut trouver comment gérer le fait d 'avoir deux objectifs contradic-
toires. La solution consiste à développer un critère à minimiser qui va permettre 
de trouver une fonction dite d 'ajustement ou de lissage (smooth function) . 
Supposons toujours que nous avons les couples de coordonnées (xJ; YJ) , où j 
1, 2, ... , n et X j < XJ+l· Admettons également g, la fonction de lissage que nous 
cherchons . On va relaxer la condition associée à l'interpolation (discutée à la page 
15) qui imposerait ici que g(xJ) = YJ et plutôt traiter les g(.xJ ) comme n paramètres 
à estimer. 
Pour le premier objectif, soit d 'obtenir une courb qui se rapproche des données, 
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on va utiliser la somme des carrés des différences entre les points observés et la 
fonction g. Pour le deuxième objectif, soit d 'effectuer un lissage· des données, on va 
instaurer une « pénalité pour irrégularité» ( roughness penalty). La forme générale 
du critère d 'ajustement va donc s'apparenter à 
n L {yj - g(x.i)} 2 +À· pénalité, (2.8) 
j = l 
où À est appelé paramètre de lissage ( smoothing pammeter-). Pour le moment, 
il est considéré arbitraire. Le paramètre de lissage est utilisé pour donner plus 
d 'importance à l'un ou l'autre des objectifs décrits plus haut. 
Nous avons maintenant établi (2.8) , mais il reste à d'finir plus précisément g et 
la pénalit' pour irrégularité pour être en mesure de faire quoi que ce soit. 
Une façon int uitive de quantifier le niveau d 'irrégularité d 'une fonction doublement 
dérivable g, définie sur son domaine [x1 , xn], est de calculer l'intégrale du carré de 
sa dérivée seconde, soit 
En fait , si une fonction oscille beaucoup, donc monte et d scend à plusieurs re-
prises, alors plus a dérivée première subit d 'importantes variations. Ce faisant , 
plus la dérivée seconde doit être grande puisque celle-ci qu antifie la courbure 
qu 'induisent les oscillations à la fonction. Comme on s 'intér sse à l'ampleur de la 
courbure , et non pas à la concavité ou la convexité de la fonction à un ertain 
point , on utilise le carré de la dérivée seconde. Ainsi , avec cette approche pour la 
pénali té , (2 .8) devient 
t {Y.i- g(xj)}2 +À 1xn g"(x) 2dx. (2.9) 
.i= l X J 
Maintenant, il reste à définir la forme de la fonction g. ne définition pour g 
s'impose d'elle-même: la spline cubique naturelle. En effet, les qualités en matière 
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d 'interpolation de celle-ci en font une option idéale dans la mesure où l'on doit 
minimiser (2 .9). 
Pour comprendre pourquoi, revenons momentanément dans un contexte 
d'interpolation. Parmi toutes les fonctions continues sur [x1 , xn] dont les dérivées 
premières sont continues, et qui de plus interpolent l'ensemble des couples (xj; Y.1) , 
s(x), définie par (2.6) et soumise aux conditions s"(x1) = s"(xn ) = 0, est la 
fonction la plus lisse qui soit au sens de la minimisation de 
J(g) = 1xn g"(x)2dx. 
X] 
Démonstration 
La preuve est tirée de Wood (2006), section 4.1.1. Supposons g(x) une fonction 
d 'interpolation quelconque pour le jeu de données {xj; yj }, mais autre que s(x ). 
Définissons h(x ) = g(x)- s(x) et réécrivons J(g) pour avoir J( s) : 
j·xn g" (x )2dx = 1xn { s" (x) + h" (x )} 2 dx 
X] X ] 
= 1xn s"(x) 2dx + 21xn s"(x )h"(x)dx + 1xn h"(x) 2dx . 
X] Xl X] 
En intégrant le deuxième terme par parties, on obtient 
1~n s"(x) h"(x)dx = s"(xn) h'(xn)- s"(x1)h'(x1) - 1~n S 111 (x )h'(x )dx 
= - 1~n S 111 (x )h' (x )dx 
=-~ s111 (xj) 1xi+ 1 h'(x )dx 
j = l Xj 
n - 1 
= - 2:::= s111 (xj) {h( xj+l )- h(xj) } 
j=l 
=O. 
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L'égalité entre la première et la d uxième ligne s'explique par les conditions aux 
bornes s" (x1 ) = s" (xn) = 0 qu 'implique la spline cubique naturelle. Dans la 
t roisième ligne, s'"(xj) représente la dérivée troisième sur l'intervalle [xj, xJ+1], 
qui est une valeur constante étant donné que s(x) est constituée de polynômes 
cubiques . De plus, par la définition de h(x), qui est la différence entre les fonctions 
d 'interpolation g(x) et s(x) , h(xj) , pour j = 1, ... , n, a nécessairement une valeur 
nulle, ce qui valide la dernière égalité . 
Comme le deuxième terme disparaît, on a donc que 
avec une égali té possible uniquement lorsque h"(x) = 0 pour tout x, x1 <x< Xn· 
Puisque h(x1 ) = h(xn) = 0, on peut dire de façon équivalente que l'égalité ne peut 
avoir lieu que lorsque h(x) = 0 pour x1 < x < Xn· L'unique circonstance où l'on 
observera une telle chose est lorsque g(x) = s(x). 
Par conséquent, on vient de démontrer que toute fonction d 'interpolation g(x) non 
identique à s(x) aura une plus grande valeur pour le carré de sa dérivée seconde. 
En d 'autres mots, ceci fai t de la spline cubique naturelle la fonction d 'interpolation 
la plus liss qui soit. • 
Maintenant , revenons dans un contexte d'ajustement où l'on souhaite mi-
nimiser (2.9). On cherche une définition pour la fonct ion de lissage g(x). 
Supposons une fonction g(x), qui minimise effectivement (2.9). On peut alors 
décider d 'int rpoler tou les points (xj , g(xj)) à l'aide d 'une spline cubique s(x), 
définie par (2.6) . Par conséquent , g(x) et s(x) produiront la même valeur pour le 
terme d gauche dans le critère d'ajustement (2.9) , qui est en fait la somme des 
carrés des résidus. Quant au terme de droi te, c'est-à-dire celui qui caractérise la 
pénalité pour irrégularité, s(x) aura nécessairement une valeur moindre pour le 
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carré de sa dérivée seconde que g(x) en raison de la propriété qui a fait l'objet de 
la démonstration précédente. On fait donc face à une contradiction : g(x) ne peut 
être la fonction qui répond à notre objectif de minimiser (2.9). En réalité, la seule 
manière possible que ce soit le cas est d'avoir que g(x) = s(x). Ainsi, on constate 
que la spline cubique naturelle est la solution qui découle « naturellement » de la 
spécification même du critère d'ajustement. 
Dans cette section, on a établi l'équation (2.9) qui permet, lorsque minimisée, de 
lisser des données. On a également vu que la meilleure définition possible pour la 
fonction g(x) est celle de la spline cubique naturelle. Étant donné que l'on n 'est 
plus dans un contexte d 'interpolation, mais bien de lissage, on parlera alors de 
spline cubique d 'ajustement 3 . 
Le seul problème que l'on a désormais , c'est qu'il existe autant de paramètres 
à estimer qu 'il y a de données. En effet , rappelons que dans (2.9) , les valeurs 
pour g(x1 ) , j = 1, ... , n, sont des paramètres inconnus à estimer. Évidemment , 
il y a un coût important associé aux calculs numériques permettant de trouver 
les meilleures estimations possible. En pratique, pour limiter le nombre de para-
mètre , on va utiliser la «régression pénalisée par spline cubique » 4 qui représente 
un bon compromis entre la rétention des propriétés des splines et l'efficacité des 
calculs numériques. 
Les détails théoriques concernant la régression pénalisée par spline cubique ainsi 
que son rôle dans la construction d'un modèle additif généralisé seront couverts 
dans les prochaines sections. 
3. Traduction libre de l'expression cubic smoothing sp line. 
4. Traduction li bre de l'expression penalized cubic r·egr-ess·ion spline. 
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2.3 Construction d 'un modèle additif généralisé 
2.3.1 Fonction de lissage univarié 
L'idée générale derrière l'utilisation d'un modèle GAMa été introduite à la section 
2.1 à l'aide de l'équation (2.1). Celle-ci correspondait à une formulation possible 
pour un modèle GAM et impliquait alors trois fonctions de lissage univariées, 
Les splines sont généralement utilisées pour définir les fonctions de lissage dans 
un GAM. Dans notre cas, l'intérêt continuera d 'être porté sur les splines cubiques. 
Ainsi, nous représenterons toute fonction de lissage univariée par une spline cu-
bique d 'ajustement. 
Pour faciliter le processus d'estimation des paramètres, il sera nécessaire d 'expri-
mer chaque fonction de lissage univariée ous la forme linéaire suivante : 
q 
f( x ) = L bk(x)f3k, (2.10) 
k= l 
où [3 est le vecteur de paramètres à estimer et bk(x) sont des fonctions créées 
par la « base par spline cubique » ( cubic spline basis) de dimension q utilisée. En 
procédant de cette façon, des techniques similaires utilisées pour l'estimation d 'un 
GLM pourront être utilisées plus tard pour l'es timation d 'un GAM. 
La prochaine section montrera donc en détails les étapes permettant d 'exprimer 
une spline cubique d 'ajustement sou la forme (2.10) puis d 'e. t imer ses paramètres. 
2.3.2 R' gression pénalisée par spline cubique 
Imaginons que l'on souhaite expliquer une variable aléatoire Y par une fonc-
tion d 'une autre variable explicative, disons X. Des couples de valeurs observées 
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(xi ;yi), i = 1, ... , n, constituent les données sur lesquelles on souhaite effectuer une 
régression pénalisée par spline cubique. 
L' idée est de définir une plin cubique d 'ajustement pour la variable X, mais 
de limiter le nombre de paramètres en divisant les données observées pour la 
variable X en sections. Les deux valeurs extrêmes ainsi que les points séparant 
deux sections sont appelés « noeuds » ( knots). Généralement, les données sont 
divisées en utilisant les quantiles. Une des manières de paramétriser la spline 
cubique est de le faire en fonction des valeurs qu'elle prend aux noeuds. Au final , 
chaque section accueillera son polynôme cubique ajusté. 
Supposons donc une spline cubique d 'ajustement s(x), définie similairement à 
(2.6) . La différence provient du fait que l'on n 'interpole plus les données , on a 
plutôt des paramètres qui correspondent aux valeurs inconnues que prend la spline 
à ces noeuds. Admettons donc q noeuds, soient Wj pour j = 1, ... , q. On pose 
/3j = s(wj) et 8j = s"(wj) de telle sorte que l'on va avoir que 
(2.11) 
où les fonctions de base aj, aj, cj et cj sont définies à la page 26 dans le tableau 
2. 1. Les paramètres /3j et 8j sont inconnus et à estimer. Cependant , puisque l'on 
souhaite éventuellement écrire (2 .11 ) sous la forme de l'équation (2.10) , il serait 
plus commode de réexprimer (2 .11) en fonction des /3j seulement. 
Pour ce faire, on va utiliser deux conditions sous-j acentes à la définition (2.11) 
de la spline cubique. La première est que sa dérivée , évaluée au noeud Wj, doit 
être égale pour le polynôme cubique situé à gauche et à droite de ce dernier. La 
deuxième est que l'on a une spline cubique naturelle, ainsi les dérivées secondes 
aux extrémités, soient aux noeuds w1 et wq, sont nulles. 
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On dérive alors (2 .11 ), et on ob tient 
'( ) - _ (3j f3j+l b· ( hj _ 3(wJ+1-x)2 ) -. ( 3(x - wj )2 _hi) 
s x - h . + h . + J 6 6h . + 01+1 6h . 6 ' 
J J J J 
où hj = WJ+1 - Wj · La première condit ion stipule qu 
Après de simples manipulations algébriques, on obt ient que 
1 ( 1 1 ) 1 hj ( hj hj+1 ) hj+1 
- (3 - - +- (3·+1 + --(3"+2 = -6 · + - + - - 6 ·+1 + --6·+2· hj .1 hj hj+1 J hj+1 •7 6 "1 3 3 .1 6 .1 
Si l'on répéte cette égalit ' pour j = 1, ... , q - 2, on a en fait que 
(2.12) 
où 8- = (62, .. . , 6q_1)T, B t D étant définies dans le tableau 2.2. Si l'on multiplie 
chaque côté de l'équation (2.12) par B - 1 , on obtient 
En définissant F - = B - 1 D et 
où 0 est un vecteur ligne constitué uniquement de zéros, on a que 8 = F,6 . Le 
deux lignes nulles de F sont néces aires, car 61 = bq = O. La formule (2.11) peut 
maintenant être réécrite uniquement en termes de ,6 : 
s(x ) = aj (x )(3j + aj (x )(3j+l + cj (x )F j,6 + cj (x )F i+1,6 si Wj::; x::; Wj+l · (2 .13) 
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Fonctions de base pour spline cubique d 'ajustement 
aj (x ) = (wi+1 - x)/ hi 
aj(x) =(x- wi)/hi 
cj(x) = [(wi+1 - x) 3 / hi- hi(wi+1 - x)] /6 
cj(x) =[(x- wi) 3 /hi- hi(x- wi)J /6 
Tableau 2.1: Fonctions de base. hi = wi+1 - wi. 
B 
k=1 , ... , q - 2 k = 1, ... , q- 3 . 
D B 
Dk,k+ l = - 1/ hk - 1/ hk+l Bk+l,k = hk+I/6 
Dk,k+2 = 1/ hk+l 
Tableau 2.2: Éléments non nuls des matrices B et D 
On souhaite désormais exprimer (2 .13) sous la forme d 'une combinaison linéaire, 
soit 
q 
s(x) = L bk(x )f3k, 
k=l 
où q est la dimension de la base par spline (le nombre de no uds) et bk(x) sont de 
nouvelles fonctions définies de manière à avoir une équivalence exacte avec (2.13) . 
Le défi est de parvenir à trouver ces fonctions bk (x ). 
Pour ce faire, prenons un cas général. Supposons que nous avons une certaine 
variable observée, disons x . Cinq noeuds , w1 , ... , w5 , ont choisis. Le pr mier et 
le dernier correspondent aux valeurs extrêmes que prend la variable x. Les trois 
autres sont les quartiles de la distribution. 
Maintenant , admettons une valeur pour x qui se trouv ntre le deuxième et le 
troisième noeud (wi ::; x ::; wi+1 , j = 2). Le truc est de développer l'expression 
(2. 13) pour y retrouver l'ensemble des cinq paramètres : 
s(x ) = aj (x )f32 + aj (x )f33 + cj (x) [Fj,l f3l + F1,2(32 + Fj,3f33 + F1,4(34 + Fj,5f35] 
-t- cj (x ) [FJ+l,If31 + F1+1,2(32 + Fj+l ,3f33 + FJ+l,4f34 + FJ+1,5(35]. 
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Par souci de clarté, seulement les indices j associés aux (3 ont été remplacés. On 
poursuit le développement en effectuant quelques regroupements de telle sorte que 
l'on a 
s(x ) = [cj (x )Fj,l + cj (x )FJ+l,l] (31 + [cj (x )Fj,2 + cj (x)FJ+1 ,2 + aj (x )] f32 
+ [cj (x )Fj,3 + cj (x )FJ+l,3 + aj (x)] (33 + [cj (x )Fj,4 + cj (x )FJ+1,4] (34 
+ [cj (x)Fj,5 + cj (x )FJ+ l,5 ] (35 . 
Si l'on faisait le même exercice pour toutes les sections entre deux noeuds , on 
retrouverait des résultats similaires pour chacune. Ceci nous permet enfin de re-
définir complètement la spline cubique de la façon suivante : 
où 
q 
s(x) = L bk(x )f3k, 
k= l 
cj(x )Fj,k + cj (x )FJ+l,k + aj (x) si k = j + 1 
cj(x )Fj,k + cj (x)Fj+l,k + aj (x) si k = j 
cj (x)F1,k + cj (x )Fj+l ,k sm on, 
(2 .14) 
et où l'indice j est déterminé selon la section dans laquelle se trouve la valeur x 
(w1 :::; x :::; Wj+l) · 
Avec le résultat précédent, en admettant une série de valeurs connues pour une 
variable x , il est possible d'évaluer la spline à ces valeurs et ainsi créer une matrice 
de design qui servira à l'évaluation du vecteur de paramètres {3 . 
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Il nous faut désormais int roduire la pénalité associée à la spline cubique, qui est 
définie par 
(2 .15) 
où s(x) est définie par (2.13) ou (2.14) et S = DTB- 1D. Communément , S 
est appelée « matrice de pénalité » (penalty matr·ix ). Sans faire la démonstration 
complète du résultat , qui peut être trouvée dans Wood 2006 (annexe B.4, exercice 
2) , voici l'essentiel de la démarche : 
1. Dériver deux fois (2.13) et réexprimer le résultat sous forme d 'une combi-
naison linéaire ; 
2. À l'aide des développements de l'étape 1, il peut être démontré que J s"(x) 2dx = 
8-TB8- · 
) 
3. Finalement, en utilisant (2.12) , il est facile de montrer que l'expression 
8-TB8- est égale à ,L3TDTB- 1D ,L3 . 
Maintenant que la base par spline cubique et sa pénalité associée sont développées, 
le pont entre la théorie présentée sur la spline cubique d 'ajustement (section 2.2.3) 
et celle présentée ici sur la régression par spline cubique peut être clairement établi . 
Pour fins de rappel, nous avions développé le critère à minimiser suivant dans le 
cadre des splines cubiques d'ajustement : 
On a vu que la solut ion pour la forme de g(x) qui émerge de la spécification même 
de ce cri tère est la spline cubique naturelle. Le problème que l'on avait alors était 
que nous avions autant de paramètres g(xi) à estimer qu 'il y avait de données. La 
régression pénalisée par spline cubique corrige ce problème, puisque l'on va poser 
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où Xi est la i-ième ligne de la matrice de design X construite avec la définit ion 
(2 .14). De façon plus précise, on a 
(2.16) 
où q est la dimension choisie de la base par spline. Ceci nous permet de réduire 
considérablement le nombre de paramètres à estimer. 
En admettant un jeu de données comprenant 10 000 observations, on se retrouve 
ainsi à devoir estimer q paramètres (3 au lieu de 10 000 paramètres. Généralement , 
q est un nombre faible, mais choisi suffisamment grand pour couvrir correctement 
l'ensemble des données. Par exemple, nous pourrions avoir 10 noeuds. Il ne semble 
pas y avoir de consensus auprès de la communauté scientifique au uj et de la 
détermination du nombre de noeuds optimal. Le choix du nombre de noeuds reste 
donc une partie importante du processus de modélisation et peut dépendre du 
domaine d 'application. Une fois choisi, ce n'est plus le nombre de noeuds, mais 
bien le paramètre de lissage À qui fera varier l'allure générale de la courbe ajustée. 
ous pouvons désormais énoncer le critère à minimiser pour ajuster des données 
à l'aide d 'une régression pénalisée par spline cubique. En se servant des dévelop-
pements précédents et de (2 .15), on obt ient 
n L {Yi - Xi/3}2 + À{3TS{3. 
i = l 
Le critère d 'ajustement peut être réécrit exclusivement en forme matricielle de la 
façon suivante : 
(2.17) 
ous sommes maintenant intéressés à t rouver l'estimateur pour {3 qui résul te de la 
minimisation du cri t're (2.17). Pour ce faire, il fau t dériver ce dernier par rapport 
à {3 et égaler les équations obtenues à O. 
---------- ----- --------- - ~ -----------------
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Après quelques manipulations algébriques , on a l'équivalence suivante : 
Ensui te, pour la dérivation, on a 
8 8{3 [y T y - 2,6TXT y+ {3T (XTX + )..S) /3] = -2XT y+ 2 (XTX + )..S) {3 
=2[(XTX+)..S),6-XTy) . 
En posant le dernier résul tat égal à 0 , on obtient notre estimateur pour {3 : 
(2.18) 
Dans cette section , nous avons considéré la valeur de À connue. Son estimation 
sera couverte à la section 2.3.3 . Il est aussi t rès important de ment ionner que les 
développements théoriques qui ont mené à l'estimateur (2.18) ne sont valides que 
dans un contexte de régression gaussienne non additive. 
En effet , la normalité est supposée. ous verrons plus tard comment procéder 
lorsque nous supposons que les données suivent d 'autres lois appartenant à la 
famille exponent ielle linéaire (se référer à la section 1.3.2 pour plus de détails sur 
cette famille). De plus le prédicteur linéaire n 'était jusqu 'ici composé que d 'un seul 
terme non-paramétrique. Nous verrons que lorsqu 'un autre terme (paramétrique 
ou non-paramétrique) est additionné dans le prédicteur linéaire, des problèmes 
d'identification de modèle urviennent. 
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Exemple : régression pénalisée par spline cubique 
Pour d'montrer explicitement de quelle façon une régr ssion par spline cubique 
fonctionne, nous allons utiliser la base de données mtcar-s, disponible gratui tement 
avec le logiciel de programmation statistique R. Cette base de données rec nse 
des informations sur 32 modèles de voitures datant du début des années 1970. 
Pour notr exemple, nous allons uniquement utiliser les donn' es concernant la 
consommation d'essence ainsi que la puissance des voitures. 
On s' intér sse donc à ajuster le. données sur la consommation d 'essence (y) um-
quement en fonction de la puissance (x) à l'aide d 'une r'gression pénalisée par 
spline cubique. Concrètement, on souhaite obtenir une courbe liss qui va bien 
représenter la distribution illustrée par la figure 2.3 . 
Figure 2.3: Distribution de la consommation de 32 mod ' les de voit ures 
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Pour i = 1, ... , 32 on considère le modèle suivant 
(2.19) 
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où f est la spline cubique à estimer et Ei rv N(O, CJ 2 ). Par conséquent, on admet 
la normalité t l 'estimateur (2.18) pourra être utilisé. 
La première des choses à faire est de séparer la distribution de chevaux-vapeur en 
sections à l'aide de noeuds. ous allons en choisir dix, dont le premier et le dernier 
correspondent aux val urs extrêmes observées pour les chevaux-vapeur. Les huit 
autres noeuds seront les huit centiles qui permettent de séparer les données en 
onze parties égales. Par la suite , en utilisant la définition (2 .14) , on est en mesure 
de construire les fonctions de base bk(x), pour k = 1 .. . , 10. Celles-ci sont illustrées 
graphiquement à la figure 2.4. Les lignes pointillées corr spondent aux noeuds. 
Figure 2.4: Exemple sur la consommation d 'essence- Fonctions de base 
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En choisissant une valeur pour À et en ut ilisant le résultat (2.18) , on est en mesure 
de calculer les valeurs estimées pour les paramètres f3k · Chacun de ceux-ci va 
multiplier sa fonction de base bk(x) associée. Finalement, toutes les fonctions 
résultantes vont être addit ionnées ensemble pour ne donner qu 'une fonction finale, 
c'est-à-dire la courbe ajustée que l'on recherche. La figure 2. 5 illustre le résul tat 
obtenu avec un À = 10 000. 
Les données utilisées pour l'exemple, de même que les matrices B , D , F et X , 
toutes nécessaires pour l'estimation de /3 , sont présentées à l'annexe A.2. Le vec-
teur de paramètres estimés {3 est également donné. 
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Figure 2.5: Exemple sur la consommation d 'essence - Courbe ajust' e 
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2.3.3 Est imation du paramètre de lissage 
Le paramètre de lissage est important , car c'est lui qui est responsable de l'impor-
tance donnée à chacun des objectifs visés par la minimisation du cri tèr d 'aju -
tement défini par (2.17). En fait, si À = 0, la pénalité disparaît et nous aurons 
une courbe ajustée très inégale qui se rapprochera le plus possible des donn' es. À 
l'inverse, si À --+ oo, toute l'importance est portée sur la minimisation des oscilla-
tions pour l'ajustement, si bien que nous obtiendrons une ligne droite. La figure 
2.6 reprend l'exemple sur la consommation d'essence de la section précédente pour 
illustrer ce phénomène. 
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Figure 2.6: Effet du paramètre de lissage sur l'ajustement 
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(a) À = 0.5 (b) À = 2 000 000 
L'estimation du paramètre de lissage est donc une étape considérable, car nous 
cherchons le À qui composera de manière optimale avec les deux obj ctifs contra-
dictoires. Pour arriver à estimer efficacement le paramètre de lissage, nous allons 
faire appel à la validation croisée ( cross validation). Le principe est simple : choisir 
À en fonction de la qualité des prédiction sur des données qui n 'ont pas servi à 
la modélisation. 
On définit 1 scor de validation croisée ordinaire (OCV - ordinary cross valida-
tion score) comme 'tant 
- ~ ~(f~(-i] - ·)2 
Va - ~ i Yt ' 
n i = l 
(2.20) 
où 1}-iJ est la i-ème valeur prédite générée par le modèle préalablement ajusté 
sans l'observation Yi· En remplaçant Yi par l'expression donnée par (2.19) dans 
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(2.20), on obtient alors 
où f i = f( xi)· Puisque l'on sait que JE [Ei] = 0 et que Ei et j}-i) sont indépendants , 
on a que 
(2.21) 
De plus, on a que jl- iJ ~ Î , avec une égali té possible dan la limite où le nombre 
de données est suffisamment grand. Par conséquent , on a que 
(2.22) 
n A 
où M = ~ 'LUi - f i) 2 . L'équation (2.22) représente l'erreur attendue pour la 
i=l 
prédiction (EPE - expected prediction error) . Dans le meilleur des mondes, on 
voudrait choisir À de manière à minimiser M. Comme f , la vraie fonction que l'on 
souhaite estimer, n'est pas connue, on ne peut utiliser dir ctement M. Or, une 
solution est de choisir le À qui minimise JE [v0 ] (EPE). Par les développements pré-
cédents, on voit que minimiser v0 , le score de validation croisée ordinaire, remplit 
cet objectif. 
Il est cependant plutôt laborieux de devoir ajuster n modèles tour à tour, chacun 
laissant à l'écart une observation , afin de pouvoir estimer le paramètre d lissage. 
Heureusement, il peut être démontré que 
1 ~ A 2 2 
va= - L.)Yi - f i ) /(1 -Ai) , 
n i = l 
(2 .23) 
où A est la matrice chapeau résultant du modèle produi ant f , soit celui ajusté 
avec toutes les observations. Explicitement, avec la définition (2.18) on trouve 
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aisément que 
(2.24) 
En pratiqu , les poids 1- Aii sont fréquemment remplacés par le poids moyen tr(I -
A )/n. Ceci mèn au core de validation croisée généralisé (GCV - genemlized 
CTOSS validation SCOTe) : 
(2.25) 
Le score GCV est souvent plus employé que le score OCV en raison de sa propriété 
d 'invariance. En utilisant le poids moyen tr(I - A) /n au lieu des poids individuels 
dans la défintion (2.25) , on donne à chaque observation la même importance dans 
la détermination de la valeur v9 . Par contre, si l'on utilise la validation croisée 
ordinaire, le score v0 défini par (2.23) est alors impacté de façon importante par 
les observations les plus influentes, c' st-à-dire celles dont le valeurs Ai associées 
sont les plus grandes. 
Exemple : Détermination du paramètre de lissage optimal 
Reprenons une nouvelle fois notre exemple sur la consommation d'essence de la 
page 31. On s'intéresse maintenant à trouver le À optimal. Une façon simple de 
procéder, mais numériquement pas très efficace, est de déterminer une grille de 
valeurs possibles pour À. Ensui te , pour chaque valeur de la grille on ajuste les 
données avec une régression pénalisée par spline cubique et l'on calcule le score 
GCV associé. Finalement, parmi toutes ces modélisations, on va choisir celle dont 
la valeur pour le score GCV s'avère la plus faible. 
En programmant une routine numérique qui efD ctue cet exercice, on trouve que 
À ~ 223 000 est la val ur optimal . La figure 2. 7 illustre le résultat de la modéli-
sation. 
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Figure 2.7: Exemple sur la consommation d 'essence - Courbe ajustée optimale 
35 ~----------------------------------, 
• 
• 
~ 
_Q 30 • • 
ro 
0> 
èii 
~ 25 
E 
• 
• 
• 
• c 
0 
~ 20 . ' 
E 
E • 
0 
• 
(/) § 15 • 
• u • 
10 • • 
100 200 300 
Puissance (chevaux-vapeur) 
2.3.4 Ajustement d 'un modèle additif généralisé 
Avec les notions abordées jusqu 'à main tenant dans ce chapitre, nous allons être 
en mesure de définir plus précisément ce qu'est un modèle addi tif généralisé . ous 
verrons également comment estimer un tel modèle. 
L'équation (2.1) a introduit une structure possible pour un GAM. Celle-ci était 
additive et constituée de plusi urs termes non-paramétriques. Bien que la régres-
sion pénalisée par spline cubiqu discutée à la section 2.3.2 ne faisait intervenir 
qu 'un seul terme non-paramétrique, 1 s développements théoriques présentés sur 
ce type de régression seront t rès utiles pour la construction d 'un modèle additif 
généralisé. 
L'at trait principal des modèles GAM est la flexibili té que procurent les termes 
non-paramétriques sur l'ajustement de données. Jusqu 'à maintenant , nous n 'avons 
parlé que de fonctions de lissage univariées , mais il est po sible d 'ajouter des fonc-
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tions multivariées dans le prédicteur linéaire du GAM. À ce sujet, nous verrons 
à la section 2.3.5 comment les fonctions de lissage bivariées sont construites et 
comment elles permettent d 'intégrer une dépendance entre deux variables expli-
catives. 
otons qu 'il est aussi possible d 'inclure des termes paramétriques dans le pré-
dicteur linéaire. Les modèles GAM sont donc considérés comme une approche 
de modélisation semi-paramétrique. Dans un souci de garder les choses simples, 
l'équation (2.1) ne comptait aucun terme paramétrique et aucun terme non-
paramétrique qui dépendait de plus d 'une variable. 
De façon plus générale, un GAM modélisant une variable aléatoire Yi peut avoir 
la structure suivante : 
où J.Li = lE [Yi] et Yi suit une distribu tion quelconque appartenant à la famille 
exponent ielle linéaire. Celle-ci et le rôle de la fonction de lien g ont été discutés à 
la section 1.3 qui introduisait les modèles linéaires généralisés. 
Quant à Xi, il s'agit de la i-ème ligne de la matrice de design créée uniquement 
à partir des termes paramétriques du modèle, t (} est le vecteur de paramètres 
associé. !l (x1i) et f2 (x2i) sont des fonctions de lissage univariées et h(x3i, x4i) en 
est une bivariée. 
Pour le moment, excluons !J(x3i, x4i) et construisons un modèle GAM dont la 
structure est la suivante : 
(2 .26) 
Chacune des fonctions de lissage univariées, soient !l (x 1 ) et f2( x2 ), seront des 
splines cubiques d 'ajustement construites en utilisant exactement la même mé-
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canique suivie aux sections 2.3 .1 et 2.3.2. En ut ilisant l'équation (2.14) , chaque 
fonction peut être exprimée sous la forme suivante : 
qj 
f j (Xj) = :2.::= bjk(Xj )f3jk, (2.27) 
k= l 
où (3j k sont le paramètres à estimer. Les fonctions de base bjk(xj) sont équivalentes 
aux fonctions bk(x) définies par la formule (2.14). L'indice j dans bjk(xj) ne sert 
ici qu 'à identifier la variable explicative. Donc, avec (2.14) , on est en mesure de 
créer une matrice de design xj à partir du vecteur de valeurs observées pour la 
. - [ ] T van able Xj. En posant (3j = (3j 1 , (3j 2 , ... , (3jqj , on a 
(2 .28) 
où fi est un vecteur dont les éléments correspondent aux valeurs f j(Xji)· Pour 
i = 1, ... , n, Xji est la i-ème valeur observée pour la variable explicative Xj · 
Jusqu 'ici, rien n 'est nouveau par rapport à ce que l'on a déjà vu dans la section 
sur la régression pénalisée par spline cubique (section 2.3.2). Tout ce que nous 
avons fait c'est associer une fonction de lissage univariée à une spline cubique et 
exprimer celle-ci sous la forme d l'équation (2.27) . Le processus a simplement été 
répété deux fois , car (2.26) contient deux fonctions de lissage univariées. Chacune 
est identifiée par l'indice j. Le tilde e t ajouté à la notation, mais l'équivalence 
est totale avec la notation utilisée dans les sections précédentes. 
Par contre, nous faisons face à un nouveau problème. Le modèle représenté par 
(2.26) n 'est pas identifiable. Classiquement, on parle de « problème d 'identifica-
tion » de modèle. La cause vient du fait d 'avoir des composantes non-paramétriques 
addi tives non restreintes. Par exemple, en admettant deux termes non-paramétriques , 
disons j 1 (x1 ) et h(x2 ) , le même résultat pour la somme de c s deux termes peut 
être obtenu par différents vecteurs {31 et {32 . Le même problème survient lorsqu 'un 
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« terme d 'interception » 5 est inclus dans le prédicteur linéaire. Ceci fait en sorte 
que lors du processus d 'estimation du modèle, nous aurons un problème puisque 
- -l'on ne sera pas en mesure d'id ntifier les vecteurs de paramètres {31 et {32 . 
Alors, pour rendre le mod 'le (2.26) identifiable, nous allons d voir soumettre 
chaque terme non-paramétrique à une contrainte de centralité. Concrètement, on 
va impos r que la somme des éléments de chaque vecteur f j soit nulle, c'est-à-dire 
que l'équation suivante soit vérifiée pour tout j : 
(2 .29) 
Pour s'assurer que le modèle respecte cette contrainte, une mani ' re de procéder 
est d'utiliser la décomposition QR. Celle-ci va nous permettre de reparamétriser 
chaqu terme f j (équation 2.28) en un nouveau vecteur de paramètres {3j asso-
cié à une nouvelle matrice X j. À partir d 'ici, lorsque le tilde est présent dans 
la notation, il fai t référence aux anciennes matrices et vecteurs de paramètres. 
Lorsqu il est absent , on parle des nouvelles matrices et vecteurs créés à la suite 
de la reparamétrisation. Il est également à noter que la reparamétri ation par la 
décomposition QR fera perdre un paramètr à chacun des termes. Ainsi, chaque 
nouveau vecteur {3j comprendra qj - 1 paramètres. 
Posons d 'abord c = 1 T:Xj· En algèbre linéaire, la décomposition QR de cT est 
définie comme 
C T = QR, 
où Q est une matrice orthogonale de dimensions qj x qj et R une matrice t riangu-
laire supérieure de dimensions qj x 1. Q peut être partitionnée de telle sorte qu 
Q = (D : Z), où Z est également une matrice orthogonale, mais d dimensions 
qj x (qj - 1). 
5. Traduction libre de l'expression intercept. 
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En posant que 
la contrainte de cent rali té (2.29) sera toujours respectée, et ce pour n 'importe quel 
vecteur d nouveaux paramètres f3 j · En effet, on peut le voir avec le développement 
qui sui t : 
La reparamétrisation {3j = Z{3j fait en sorte que l'on obtient également une nou-
velles matrice de design. Celle-ci correspond à l'originale multipliée par la matrice 
orthogonale Z, soit X j = X j Z. 
À la sui te de cet te reparamétrisation , nécessaire pour des raisons d 'identification, 
la formule du GAM (2.26) peut maintenant être réécri te en ut ilisant les nouvelles 
matrices et vecteurs de paramètres : 
(2.30) 
On voit clairement que (2.30) n 'est qu'un GLM. Sachant cela, la fonction de 
log-vraisemblance associ' e, disons l ({3) , peut être écrite. Bien qu 'il est possible 
d 'estimer 1 s paramètres {3 par une maximisation de la fonction de vraisemblance, 
il exi te une for te chance d observer un surajustem nt ( overfitting). En procédant 
ainsi, les fonctions f j estimées risquent d 'êtr tr 's oscillantes . Évidemment, dans 
une perspective d'inférence, le surajustement n' st jamais souhaitable. Par consé-
quent, les G AM sont général ment stim ' s par une « maximi a ti on de la fonction 
de vraisemblance pénalisée » (penalized likelihood maximization ). 
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Le concept de pénali té est exactement le même que celui présenté à la section 2.2.3, 
c'est-à-dire que la pénalité permet, dépendamment de la valeur du paramètre de 
lissage, de conjuguer avec les deux obj ectifs d 'ajustement . D'un côté, on veut que 
chaque fonction j j représente le plus possible les données, mais d 'un autre, on 
veut effectuer un lissage pour capter la tendance générale des observations. 
Comme chaque terme non-paramétrique est une spline cubique à estimer , la pé-
nalité utilisée pour quantifier l 'irrégularité de chaque fonction fJ sera définie par 
l'équation (2.15), soit /3J §j j3j· Pour des raisons de cohérence, la notation a été 
modifiée , mais l'équivalence est respectée par rapport à l'équation (2.15). 
La reparamétrisation jjj = Z(3j , nécessaire afin de respecter la contrainte de cen-
tralité (2.29) , va également avoir un impact sur la forme de la pénalité. En effet, 
on déduit aisément que 
(2.31) 
OÙ Sj = z T§j z · Il est pratique de réécrire la pénalité en fonction du vecteur 
global de paramètres (3 , de sorte que (2.31) devient (3TSj f3· Quant à Sj, il s'agit 
en fait de la matric sj à laquelle on a ajouté des valeurs nulles de façon à ce que 
T - T-(3 Sj (3 = (3j Sj f3j · 
On peut maintenant définir lp((3) , la fonction de log-vraisemblance pénalisée : 
(2 .32) 
où l(f3 ) est définie par (1.7) et les À j sont les paramètres de lissage. Ici, nous 
les considérons connus. Par cont re, ils sont habituellement estimés en ut ilisant 
le score de validation croisée généralisé (GCV). La description de ce score et la 
démonstration de son ut ili té sont discutés à la section 2. 3.3. 
Pour estimer le vecteur de coefficients (3 d 'un GAM, la fonction de log-vraisemblance 
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pénalisée lp({3) doit être maximisée. Pour ce faire , il faut dériver l'équation (2 .32) 
par rapport à chaque élément f3k constituant f3 et égaler le résultat à O. 
D'abord, (2.32) peut être réécrite sous la forme suivante : 
1 T lp({3) = l(f3) - "2{3 S{3, 
où S = E .>.1S1. On dérive ensuite par rapport à f3k : 
j 
(2.33) 
où [Sf3]k représente la k-ème entrée du vecteur formé par Sf3. L'équation (2.33) 
est donc la condition de premier ordre à résoudre pour l'estimation de f3 par 
maximum de vraisemblance pénalisée. 
Wood (2006) propose dans sa section 4.3 une méthode itérative qui permet nu-
mériquement de résoudre (2.33). Celle-ci est connue sous le nom de P enalized 
Iter-atively R e-weighted Least Squares (P-IRLS) et est une v rsion modifiée de 
la méthode Iteratively R e-weighted Least Squares (IRLS) proposée par elder et 
Wedderburn (1972). La librairie du logiciel de programmation statistique R Mixed 
GAM Computation Vehicle (mgcv) implémente cette technique d 'estimation et 
permet d 'ajuster facilement des modèles additifs généralisés. 
2.3.5 Bas de li sage par produit tensoriel 
Jusqu 'à maintenant , nou avons vu de quelle façon construire et ajuster un mo-
dèle additif généralisé avec de fonctions de lissage univariées. Par contre, il arrive 
souvent dans une analyse statistique que l'on souhaite t ster des interactions po-
tentielles entre deux ou plusieur variables. Ainsi, dans cette section, nous verrons 
comment inclure une fonction de lissage bivariée dans la construction d 'un GAM. 
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L 'emploi d 'une « base de lissage par produit tensoriel» 6 apporte une très grande 
flexibili té au GAM, puisqu 'elle permet d 'expliquer une variable réponse par d s 
fonctions impliquant plusieurs variables explicatives . 
Bien que la base par produit tensoriels ra ici expliquée dans le cas de la construc-
t ion d 'une fonction de lissage bivariée, il n 'y a aucune limite quant a u nombre 
possible d variables. Par exemple, si l'on croi t qu 'un certain phénomène p ut 
être expliqué par une interaction de cinq fa teurs à la fois, la base par produit 
tensoriel permet de procéder à l'élaboration d 'une fonction qui traitera cette in-
formation. 
L'idée générale est que l'on va utiliser des bases de lissage marginales et les com-
biner de telle sorte que l'on va construire une fonction multivariée . Supposons 
que l'on a deux variables, soient x et z . Supposons également que nous avons les 
fonctions de lissage univariées f x et f z, qui sont représentées à l'aide d 'une base 
par spline cubique de la façon suivante : 
K L 
J~ (x) = L ak(x)ak et f z(z ) = L dt (z)b't, (2.34) 
k= l l= l 
où ak et 61 sont des paramètres , ak(x) et d1(z) sont des fon ctions de base connues 
(voir l'équation 2.14 pour la définition explicite des fonc t ions d base pour une 
spline cu bique). 
On souhaite donc créer une fonction f xz · Une manière de procéder consiste à 
prendre la fonction f x et de la convertir en une fonction lisse impliquant x et z . 
Précisément , il suffi t de permettre aux paramètres ak, dans la définition de f x, 
de varier avec z . En utilisant la mêm base par spline cubique avec laquelle la 
6. Traduction libre de l'expression tensor pr-oduct smoothing base. 
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fonction f z est définie, on peut ·définir une nouvelle fonction ak(z ) comme sui t : 
L 
ak(z ) = L dt( z )f3kt· 
l= l 
En insérant ak(z ) dans fx , on obtient ainsi notre nouvelle fonction fx z : 
K L 
.fxz(x , z) = L L ak(x)dt(z )f3kl· (2 .35) 
k= l l= l 
En ayant établi (2.35) , il est maintenant possible de créer une matrice d de ign X 
à partir des vecteurs de valeurs observées pour les variables x et z. En considérant 
un vecteur de paramètres {3 , où les entrées correspondent aux (3k1, (2.35) peut être 
exprimée sou la forme 
f = X{3 . 
Il peut paraître difficile d'établir la matrice X en ne visualisant que l'équation 
(2.35) , mais une relation simple et très utile en découle directement. En fait , il 
faut d 'abord trouver X x et X z, qui sont les matrices de de ign qui proviennent du 
lissage par spline cubique des variables individuelles x et z . Autrement dit , elles 
sont créées à partir des fonctions de base ak(x) et d1(z ) que l'on retrouve dans les 
représentations de j~ et f z (équation 2.34) . 
Ensuite, la i-ème ligne de X se trouve tout simplement de cette façon : 
où ® est le produit de Kronecker. 
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Figure 2.8: Fonction de lis ·age bivariée construite par produit tensoriel 
La figure 2.8 illustre un exempl d 'un fonction de lissage bivariée construite à 
l'aide d 'une bas par produit tensoriel. La figure reprend les données de l'exemple 
sur la consommation d 'essence (se référer à la page 31) . Ici, on ajoute cependant 
une variable, soit la cylindrée des moteurs. En utilisant d 'abord deux bases par 
spline cubique individuelles de dimensions 5, le produit tensoriel permet ensuite de 
combiner celles-ci et de con truir une fonction de lissage !(puissance, cylindrée) 
avec laquelle on souhaite xpliquer la consommation d 'essence des voitures. La 
figure 2.8 pré ente la courbe ajustée finale. 
Par contre, avant d 'arriver à estimer une telle fonction, ll nous reste à introduire la 
forme qu prennent les pénali tés lor que l'on utilise une base par produit tensoriel 
pour représenter d s fonctions lisses de plusieurs variables. Encore une fois nous 
nous limiterons à deux variables , mais les ré ul tats . e généralisent facilement pour 
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un nombre de variables plus élevé. 
Rappelons d 'abord que pour développer f xz , définie par l'équation (2.35) , nous 
sommes partis des définitions suivantes pour f x et f z : 
K L 
f x(x ) = L ak(x)ak et f z(z) = L dt(z)c5t . 
k= l l= l 
Dans la section 2.3.2 , nous avons vu sous quelle forme se présente la pénalité 
pour une spline cubique. L'intégrale du carré de la dérivée seconde, mesure jugée 
adéquate pour quantifier l'irrégularité d 'une fonction , a pour résultat (2.1 5) dans le 
cas d 'une pline cubique. Considérant cela, on peut définir les pénalités respectives 
pour f x et f z comme suit : 
où Sx et Sz sont des matrices de pénali té dont les éléments sont connus. 
Considérons maintenant f xlz (x) , qui est f xz (x , z) où z a cependant été fixé. Ceci 
fait en sorte qu 'il s'agit désormais d 'une fonct ion de x seulement. De façon simi-
laire, considérons également f zlx ( z ). 
Dès lors , en utilisant ces fon ctions univariées, on peut définir une expression pour 
la pénalité dans le cas d 'une fonction de lissage bivariée : 
(2.36) 
où les paramètres Àx t À z contrôlent l 'importance donnée au lissage dans chaque 
direction. Ils permettent également à la valeur pour la pénali té de ne pas être 
influée par une variable plus qu 'une autre. Les paramètres de lis age vont ainsi 
rendre la pénalité insensible aux différents ordres de grandeur que l'on pourrait 
observer chez les variables explicatives. 
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Au premier coup d'oeil , (2 .36) ne paraît pas évident , mais il est plus facile d 'inter-
préter l'équation avec une illustration. Prenons par exemple la fon ction de lissage 
ajustée de la figure 2.8. Associons celle-ci à f xz, la variable x à la puis ance, et z 
à la cylindrée. 
On fixe une valeur pour la cylindrée ( z), ce qui fait que l'on obtient une fonction 
de la puissance (x) . Celle-ci est f xlz (x). On calcule alors l'intégrale du carré de 
la dérivée seconde de cette fonction pour quantifier son irrégularité. On répète 
alors le processus pour toutes les valeurs possibles de z. Comme on s' intéresse à 
l'irrégularité de f xz dans la direction de x, on somme toutes les valeurs obtenues . 
Cette somme correspond tout simplement à 
Maintenant, on peut écrire que 
K 
f xJz(x ) = 2:: ak(x)Œk(z). 
k=l 
Rappelons qu 'il s'agit simplement de f xz, définie par (2.35), où la valeur de la 
variable z a été fixée. 
La pénalité pour f xJz (x), soit JxU xJz ), est donc 
Ultimement, on souhaite estimer le vecteur de paramètres (3 , c'est-à-dire les para-
mètres f3kl présents dans f~z · Ainsi , il serait avantageux de pouvoir exprimer a (z ) 
en fonction de (3 . 
En fait , il est possible de définir une matrice de coefficients connue M z de sorte 
que a(z) = M zf3 · Concrètement , M z ne contient que des valeurs nulles et les 
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différentes valeurs que la base par splin cubique d1(z) peut prendre pour une 
valeur donnée de z, l = 1, ... , L. Or, on a que 
Par conséqu nt , 
Cette dernière intégrale peut être évaluée numériquement. Des développements 
similaires peuvent êtr faits pour l'autre composante de J(fxz ), soit fx JzUzix )dx. 
Dans ce mémoire étant donné que les splines cubiques ont été définies comme 
des fonctions dont les paramètre à estimer sont les valeurs que prennent ces 
fonctions aux noeuds, une approximation des intégrales peut être faite et permet 
donc d 'évit r de les ffectuer explicitement. 
Par exemple, il est possible de faire l'approximation suivante : 
où h est une constante liée à l' space qui exist entre les différ nts noeuds z1, 
l = 1, ... , L. 
Il peut ensuite être démontré que 
où Sx = Sx 0 h , ct IL la matrice identité de rang L. 
Similairement on a que 
L Jz(fzixk) = (3TSz(3 = J; (fxz ), 
k 
------------------
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où Sz = I K ® Sz, et IK la matrice identité de rang K . 
Finalement, on est en mesure de fournir une approximation raisonnable pour 
l'équation (2.36) : 
(2. 37) 
où chaque constante h est absorbée dans le param 'tre À correspondant . 
Maintenant que nous pouvons construire une matrice de design et les matrice de 
pénalité associées, un GAM impliquant une fonction de lissage bivariée construite 
par produit tensoriel peut être ajusté en suivant les mêmes étapes vues à la section 
2.3.4. 
CHAPITRE III 
APPLICATION À L'ASSURA CE AUTOMOBILE 
3.1 Int roduction 
Dans ce chapitre, les modèles additifs généralisés, dont le cadre théorique a été le · 
sujet du chapit re 2, seront appliqués dans un contexte réel d 'assurance automobile. 
Introdui te à la section 1.2, la segmentation est un processus très important pour 
une compagnie d 'assurance. Une segmentation efficace permet aux actuaires oeu-
vrant pour une compagnie d 'assurance de calculer une prime qui se veut la plus 
juste possible pour chaque assuré. Par contre, l processus de segmentation est 
limité par la qualité des données : il est difficile de bien segmenter une variable 
lorsque l'on ne possède pas de données fiables pour celle-ci. Cette problématique a 
longtemps affecté la variable caractérisant le niveau d 'ut ilisation d 'un véhicule as-
suré. Heureusement , de nouvelles technologies permettent désormais de quantifier 
précisément l'utilisation faite d 'un véhicule en assurance automobile. 
Les modèles additifs généralisés seront donc employés pour analyser exhaustive-
ment l'impact du degré d 'utilisation d 'un véhicule sur le risque d 'accident au-
tomobile. Une composante temporelle, soit la durée d 'exposition au risque, sera 
également considérée. 
54 
3.1.1 Importance de l'utilisation du véhicule 
Il est évident que l'utilisation faite du véhicule est un facteur important dans le 
risque d accident. En effet , on s'attend à ce qu'une personne qui conduit beaucoup 
ait une forte propension à avoir un accident automobile par rapport à une per-
sonne qui utilise sa voiture occasionnellement. Or, une façon de quantifier cette 
utilisation du véhicule est tout simplement de considérer le nombre de kilomètres 
parcourus annuellement . Plusieurs é.tudes ont, par le passé, démontr' qu' il existe 
un lien important ent re le nombre de kilomètres parcourus et le risque d 'être 
impliqué dans un accident automobil . 
Par exemple, Vickrey (1968) critique durement la tarification forfaitaire en assu-
rance automobil , car la prime calculée dans un tel système ignor une variable 
intimement liée au risqu d 'accid nt , soit l 'ampleur de l'utilisation de la voiture. 
Ceci a pour conséquence de créer des « injustices» au niveau des primes d 'assu-
rance chargées aux assuré . En fait, un tel système de tarification est solidaire, 
c'est-à-dire que certains assurés paient une prime plus élevée pour compenser la 
prime trop peu élevée de certains autres assurés. 
Les analyses de Lourens et al. (1999) indiquent que peu importe l'âge d 'un assuré, 
une augmentation du kilométrage parcouru annuellement provoque une augmen-
tation du nombre d occasions où il sera impliqué dans un sinistre automobile. 
Litman (2005) parvient à un constat similaire et expos une relation positive et 
non linéaire entre le nombre d 'accidents encourus annuellement et le kilométrage 
annuel parcouru. De surcroît , peu importe la responsabili té ou non des assurés 
dans ces accidents, leur fréquence de sinistres tend à augmenter avec le kilomé-
trage annuel. 
Bordoff et o 1 (2008) corroborent la relation non proportionnelle avancée par 
Litman (2005) entre le kilométrage et le nombre d 'accidents par année. Ils sou-
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tiennent que ceci est observabl lorsque la relation est étudiée sur un ensemble 
d 'assurés à la foi (données agrég ' es). Lorsqu 'un individu est étudié de façon iso-
lée, ils ajou tent cependant que la relation est proportionnelle en raison du fait qu 
les caractéristiques du risque d 'un conducteur spécifique ne changent pas en fonc-
tion du kilométrage parcouru. Par exemple peu importe l'ampleur de l'utilisation 
du véhicule, un individu qui réduit son kilométrage de 10 % réduira vraisembla-
blement son risque d'accident de 10%. 
Encore aujourd 'hui, la plupart des a sureurs n possèdent pas de données exactes 
quant au kilométrage parcouru annuellement, mais plutôt une estimation fournie 
directement par l'assuré. Dans la plupart d s cas, ces informations sont inexactes. 
À titre d'exemple, une compagnie d'assurance américain , Th e Travelers Com-
pany, a déjà déclaré que 60 à 70 % des véhicules qu 'elle assurait étaient catégorisés 
comme des véhicules parcourant moins de 7500 milles par année (12 070 km) alors 
que la réelle distanc moyenne parcouru par véhicule était plutôt de l'ordre des 
12 000 milles par année, soit 19 312 kilomètres (Butler et al., 1988) . Généralement , 
il semble être avantageux pour l'assuré de mentir au sujet de son kilométrage , 
car aucune vérification périodique de l'odomètre n est faite . Il e t donc difficile 
pour 1 s assureurs de prouver la malhonnêteté de certains assurés. Dans le cas où 
une réclamation est soumise t qu 'une vérification d l'odomètre révèle un pro-
blème, certaines pénali tés financières peuvent être appliquées. Toutefois, celles-ci 
ne semblent pas avoir un effet très dissuasif. 
Il est donc difficile de con t ruire un modèle de tarification basé sur 1 utilisation du 
véhicule qui soit équitable. Vickrey (1968) émet quelques propositions qui visent 
à réformer le produit d 'assurance automobile pour qu 'il soit dorénavant tarifé en 
fon ction de l'ut ilisation du véhicule. Ce type d'assurance est connu ou le nom 
Pay-A s- You-Drive Insu rance (P YD). Parmi l s sugge tians, notons le insur·ed 
gasoline, où le coût de l'assurance est compris dans le coût de l'e sence. Notons 
----------------------------
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également le insured tires, où l'achat de pneus chez un concessionnaire associé à 
un assureur permet une couverture en cas d 'accident. En effectuant ces change-
ments, Vickrey soutient que la tarification serait plus efficace et pourrait avoir des 
effets bénéfiques : inciter les gens à moins utiliser leur automobile, permettre une 
réduction des coûts d'assurance en général, etc. Bien que ces propositions soient 
intéressantes, il st difficile d 'implanter ce g nre de système en pratique. Malgré 
tout, elles auront servi à lancer le débat autour des produits d 'assurance PAYD. 
3.1.2 Pay-A s- Yo u-Drive : t rois structures sugg 'r' es 
Une tructure possible pour le PAYD, discutée par Litman (2011 ), est de consi-
dérer le kilométrage comme critère de tarification dans le calcul des primes d 'as-
surance. On parle alors de M ileage Rate Factor (MRF). Certaines compagnies 
offrent un rabais à la fin de l'année lorsque le kilométrage parcouru d 'un client se 
situe au-dessous d 'une valeur de référence. La principale crit ique du MRF vient 
du fait que cette structure dépend des estimés de kilométrage fournis par les as-
surés au moment de la souscription. Comme discuté précédemment, ces estimés 
sont généralement plus faibles qu'ils ne devraient l'être, or évidemment la préci-
sion actuarielle des primes calculées s'en t rouve impactée. Pour améliorer le MRF, 
Litman suggère d 'introduire des audits de manière à pouvoir aju ter les primes 
en cours d 'année et j ou en fin d 'année. 
Litman (2011 ) discute également de la structure tarifaire P er-Mile Prem iums 
(P MP ). Celle-ci change l'unité d 'exposition t raditionnelle, soit la durée du contrat 
(généralement d 'une année), pour une unité de distance (dans ce mémoire, le 
kilomètre est l'uni té de distance privilégiée) . Donc, l'assuré paie un coût pour 
chaque uni té de distance parcourue. En prenant en considération d 'autres critères 
de tarificat ion dans le calcul des primes, on verra alors les conducteurs les plus à 
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risque payer plus cher pour chaque kilomètre par rapport à ceux moin à risque. 
En raison d 'études précédentes , dont Litman (2005) qui soulèvent que le nombre 
d 'accidents n 'est pas proportionnel avec la distance parcourue, l auteur propose 
un coût d 'assurance qui décroît avec le nombre de kilomètres. Essentiellement, les 
assurés paient à l'avance pour un certain nombre de kilomètres qu ils estiment 
parcourir pendant une année. Puis, à la fin du contrat, moment où leur prime 
d 'assurance est calculée, ils reçoivent un crédit ou une surcharge. Pour que la 
révision soit juste, un audit de l'odomètre est réalisé au renouvellement de chaque 
contrat d 'assurance. 
Avec l'avènement de nouvelles technologies , il est maintenant possible d 'installer 
des systèmes GPS (Global P ositioning System ) dans les voitures. Ces derniers 
permettent d 'obtenir le kilométrage exact que parcourent les assurés . D'autres 
donnée télémétriques peuvent également être recueillies : vitesse, heure et en-
droit où la conduite est ffectué , nombre d'acc' lération et de freinages brusques, 
etc. ne nouvelle formule d 'assurance PAYD , de plus en plus offerte par les com-
pagnie d 'assurance, est connue sous le nom de GPS-Bas ed Pricing (Litman, 
2011). Cett structure d 'assurance permet une plu grande ju te se de prime , 
car celles-ci varient directement en fonction du kilométrage effectué. De plus, cer-
tains assureurs intègrent d 'autres éléments à leur produit PAYD tels que l'endroi t 
et le moment de la journée où le véhicule est utilisé. Par xemple, la conduite de 
nui t mènera généralement à une prime plu dispendieuse qu 'une conduite effec-
tuée majoritairement l jour. Similairement , la conduite en zone urbaine produira 
un coût d 'assurance plu important que celle en zone rurale. Comme la possibilité 
d 'installer des systèmes GPS dan les voitures pour en extraire des données est 
t rès récente le GPS-B ased Pricing est en grande part ie basé . ur des intuitions 
(par ex mpl , plus grand risque d avoir un accident d nuit que de jour). Bien que 
Jun et al. (2007) ont réussi à démontrer le potentiel des données sur la conduit 
----------------------- ----------- - -- -
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recueillies par GPS , des études statistiques exhaustives et poussées sur le suj et 
n 'ont pas encore été publiées pour appuyer ces prétentions de charger plus cher 
pour certains comportements routiers. 
Il est important de noter qu 'autant la tarification F er-Mile Premiums que GPS-
Based Pricing sont des options possibles à choisir pour les clients de compagnies 
d 'assurance qui les offrent. Ainsi, le client doit consentir à ce type de tarification 
s'il veut s'en prévaloir. Même si plusieurs études discutent du bien-fondé d 'of-
frir une assurance PAYD (Buxbaum 2006 , Bordoff et 1 oel 2008) , il existe encore 
des gens qui sont réfractaires à ce genre d produit d'assurance. Selon Litman 
(2011) , environ 25 à 50% des assurés seraient prêts à choisir une option PMP 
si leur compagnie d 'assurance offrait ce type d 'assurance, avec un pourcentage 
qui s'accentuerait au fil des ans. Par opposition, une option GPS-Based Pricing 
n'at tirerai t seulement que de 2 à 5% des polices courantes. Ce faible pourcentage 
s'explique en grande partie par le sentiment d 'atteinte à la vie privée que provoque 
l'installation de systèmes GPS dans les voitures . À ce sujet , Iqbal et Lim (2006) 
proposent une façon d 'implémenter une assurance PAYD qui s'appuie sur la mé-
t hode de tarification par GPS , mais qui supprime complètement le côté intrusif 
de celle-ci. 
3.1.3 Nouv au potenti l pour la rech rch 
L'installation de systèmes GPS dans les voitures , maintenant possible, crée un 
énorme potentiel pour la recherche. Cette avancée technologique perm t de mieux 
comprendr le risque d 'accident automobile, puisque des données précises relatives 
à une multitude de facteurs de risque sont collectées. 
Dans ce m ' moire, nous étudierons l'impact qu 'ont le kilométrage et la durée d 'ex-
position sur le risque de sinistre automobile. Pour ce faire, nous ut iliserons les 
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modèles additifs généralisés. On retrouve dans la lit térature quelques papiers qui 
discutent de ces relations. Boucher et al. (2013) ont démontré qu 'inclure le kilomé-
t rage (données exactes) via une variable offset généralisée dans un GLM Poisson 
pouvait très bien expliquer la relation existante entre le kilométrage annuel et la 
fréquence de sinistres . De leur côté, Ayuso et al. (2014) ont modélisé le temps 
d 'at tente avant un premier sinistre ainsi que le nombre de kilomètres parcourus 
avant un premier sinistre pour des assurés ayant souscrit à une assurance de type 
GPS-Based Pr-icing. Pour ce faire, ils ont notamment utilisé une loi de Weibull. 
L'obj ectif de ce chapit re est donc d 'ajouter à ces recherches en présentant de quelle 
façon les GAM peuvent être un outil extrêmement utile pour extraire de l'infor-
mation d une base de données. Cependant , dans une perspective d implantation 
pratique, les GAM sont plus ou moins envisageables. Ceci est dû en majeure partie 
à la simplicité et l'efficacité des GLM. Normalement, en tarification automobile, 
une prime est calculée pour un assuré de référence et des relativi tés sont appliquées 
pour corriger la prime en fonction des caractéristiques du risque des assurés. La 
par tie non-paramétrique du GAM ne permet pas directement une telle pratique. 
C'est pourquoi un aut re but de cette recherche est de montrer de quelle façon les 
résultats des GAM peuvent être répliqués à l'aïd d'une structure tarifaire simple. 
3.2 Données et stat istiques descriptives 
La base de données ut ilisée a été fournie par un assureur espagnol. Elle est consti-
tuée de 71 489 contrats d 'assurance automobile PAYD , tous ffectifs au courant 
de l'année calendaire 2011 . Pour chaque contrat, plusieurs informations sont dis-
ponibles. 
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3.2.1 Kilométrage, durée d 'exposition et nombre de réclamations 
D'abord , le kilométrage exact , transmis par systèmes GPS installés dans les voi-
tures , e t di penible pour chaque assuré. Cette variabl en est une clé dan cette 
étude, car nous somm s certains de son xactitud . Comme il a été mentionné pré-
cédemment, en temps normal, seulement une estimation du kilométrage annuel 
est fournie par l'assuré au début du processus d 'achat d 'assurance. 
Figure 3.1: Distribu t ion du kilométrage pour les contrats PAYD ffectifs en 2011 
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La figure 3.1 montre sous quelle forme se présente la distribu tion du kilométrage 
parmi tous les assurés ayant un cont rat d 'assurance PA YD en force au cours de 
l'année 2011. L'histogramme est construi t avec des bandes de largeur équivalente 
à 50 kilomètres. On y remarque une tendance générale : plus le kilométrage aug-
mente, plus la densité d 'assurés diminue. D'ailleurs, ceci peut surprendre lorsque 
l'on remarque que les pr mières bandes correspondent à un tr ' faible kilométrage. 
D'abord , il faut rappeler que tou les contrats sont considérés ici, incluant au-
tant ceux couvrant toute l'année 2011 que ceux ne couvrant que quelques jours. 
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Le tableau 3.2 de la page 63 présent quelques 'tatistiques descriptive pour la va-
riabl du kilométrage (km). On peut notamment y voir que 75 % des conducteurs 
ont roulé moins de 6950 kilomètres durant leur période d 'exposition. De plus, la 
moyenne et l'écart-type sont respectivement égaux à 4890 et 3978 kilomètres . À 
titre de comparaison , si l'on isole les assurés dont la durée observée est d 'une 
année complète, le kilométrage moyen se situe alors à 7160 kilomètres. 
Figure 3.2: Distribution de la durée observé de contrats PAYD pour l'année 2011 
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Pour ce qui est de la durée d 'exposition, on observe une certaine variabilité à ce 
niveau. La figur 3.2 illustre celle-ci. L'histogramme est construit av c des bandes 
de largeur équivalente à 0.05 an, soit nviron 18 jours. On peut y voir qu un 
peu plus de 25 000 assurés ont été observ's durant une année complète, ce qui 
correspond à 35% du nombre total de clients sous contrat durant l'année 2011. 
Par conséquent, 65 % des gens ont eu une durée d 'exposition plus p tite qu'une 
année. La dur ' e moyenne est de O. 706 année, c est-à-dire nviron 258 jours. Quant 
à l'écart-type, il est de 0.305 année, soit environ 111 jours. Le tableau 3.2 présente 
--- - - - --
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des statistiques descript ives pour la durée d 'exposit ion des véhicules assurés (voir 
variable d) . 
Dans la base de données fournie par l'assureur espagnol , les réclamations sont 
divisées en quatre types. Chaque sinistre est réper torié à la fois selon la nature 
des dommages observés et la responsabilité ou non de l'assuré dans l'occurence 
dudit sinistre. On a donc quatre catégories : 
1. Accident responsable avec dommages matériels ( nbl) ; 
2. Accident non responsable avec dommages matériels ( nb2 ) ; 
3. Accident responsable avec lésions corporelles ( nb3 ) ; 
4. Accident non responsable avec lésions corporelles ( nb4) . 
On observe très peu de réclamations liées à des accidents impliquant des lésions 
corporelles. Pour la suite du chapitre, la variable nb2 a été choisie comme variable 
d 'étude, puisque c'est le type d 'accidents qui a été le plus fréquemment observé en 
2011. Il est cependant simple de généraliser les résultats obtenus pour les variables 
n b1 , nb3 et n b4. 
Les tableaux 3.1 et 3.2 donnent une idée de la distribut ion du nombre de réclama-
tions soumises en 2011 pour des dommages matériels causés par des accidents non 
responsables (nb2 ). On peut y voir que près de 93% des assurés n 'ont rapporté 
aucun incident . Ainsi, tout près de 7% des gens ont réclamé à une ou plusieurs 
reprises. Notons que la plupart des gens ayant un incident à leur dossier n 'en ont 
effectivement qu 'un seul , alors que moins de 1% des assurés ont été impliqués dans 
plus d 'un sinistre en 2011 . 
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nb2 
ombre de réel. Pourcentage 
0 66371 92.841 
1 4824 6.748 
2 283 0.396 
3 10 0.014 
4 1 0.001 
71489 100 
Tableau 3.1: Distribution du nombre de réclamations de type nb2 
ke centile 
Variable Moyenne Écart-type lll Max k = 25 k =50 k = 75 
km 4889.98 3978.50 0.005 50 035.56 1836.25 4018.32 6949.45 
d 0.706 0.305 0.003 1 0.468 0.795 1 
nb2 0.076 0.281 0 4 0 0 0 
Tableau 3.2: Statistiques descriptives pour les variables km, d et n b2 
Il est également intéressant de regarder empiriquement comment se comporte le 
nombre de réclamations en fonction de nos deux principal s variables explicatives 
d 'intérêt : le kilométrage parcouru et la durée d 'exposition. 
Les graphes 3.3 et 3.4 ont été construi ts en calculant d s moyennes ur le nombre 
de réclamations pour d s group s d 'assurés . Pour la figure 3.3, les a surés ont été 
regroupé sur une base de 500 kilomètres. Dans le cas de la figure 3.4, les assurés 
ont plutôt été regroupés sur une base de 0.1 année, ce qui équivaut environ à 37 
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Figure 3.3: Distribution observée du nombre de réclamations selon le kilométrage 
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On peut notamment voir dans la figure 3.3 que bien qu 'il y ait un relation posit ive 
entre le nombre de réclamat ions et le kilométrage parcouru, on n 'est toutefois 
pas en présence d 'une relation linéaire. L'effet du kilométrage sur la propension 
à réclamer pour un sinistre semble s'amenuiser plus le kilométrage augmente. 
Téanmoins, il faut faire preuve de prudence ici, car il ne s'agit que d 'une analyse 
descriptive. Comme nous l'a mont ré la figure 3.1, une très grande concentration des 
assurés ont parcouru moins de 10 000 kilomètres durant leur période d ' xposition. 
Ainsi, la densité d 'observations que l'on retrouv dans chaque point du graphe 3.3 
est variable. 
Pour ce qui est de la figure 3.4, on est dans ce cas-ci en mesure d 'apercevoir 
une relation qui semble s'approcher d 'une relation linéaire entre le nombre de 
réclamations et la durée d 'exposit ion. Encore une fois, il faut garder en tête que 
chaque point du graphique ne représente pas le même nombre d 'observations . On 
Figure 3.4: Distribution observée du nombre d réclamations selon la durée 
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y voit d 'ailleurs que plus du tiers des assurés ont été observés sur une durée d 'un 
an. 
3.2 .2 Autres caractéristiques du risqu 
La base de données contient également d 'autres informations intéressantes quant 
au profil des gen qui ont acheté un protection PAYD offerte par la compagnie 
d 'assurance espagnole. Le. caractéristiques recueillies sont les suivantes : 
Âge de l'assuré (age) ; 
Âg du v' hicul ( ageveh) ; 
S xe de l'as uré (sexe ) ; 
Type de stationnement ( stn). 
Les tableaux 3.3 et 3.4 présent nt des statistiques descriptives sur ces quatre 
variables. On peut notamment constater que les assurés sont majoritairement de 
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jeunes adultes. La moyenne d 'âge e t de 26 ans avec un écar t-type d 'environ 3 
ans. Pour ce qui est de l'âge du véhicule, on voit grâce à la moyenne de près de 8 
ans que l assureur assure une flotte de véhicules relativement vieux. Le fait que le 
portefeuille d 'assurés oit constitué majoritairement de jeune explique peut-être 
pourquoi les véhicules sont en général âgés (1 s j unes ont généralement moins 
de ressources fin ancières que les gens plus vieux). On peut aussi observer que les 
données présentent pratiquement une parité au niveau de la distribution du sexe. 
Finalement , la grande majorité des assurés ont accès à un stationnement privé. 
k e centile 
Variable Moyenne Écart-type Min Max k = 25 k =50 k = 75 
age 25. 97 3.17 18.00 37.00 23.00 26.00 29 .00 
ageveh 7.91 4.55 0.00 34. 00 4. 00 7.00 11.00 
Tableau 3.3: Statistiques descriptives pour l'âge de l'assuré et l'âge du véhicule 
sexe stn 
Homme Femme Extérieur Garage privé 
Proportion d 'assurés 53.7% 46.3% 23.3% 76.7% 
Tableau 3.4: Fréquence des modalités pour le sexe et le typ de stationnement 
Dans la prochaine section, le nombre de réclamations sera modélisé à l'aide de 
différents modèles additifs généralisés. ne telle approche permettra une meilleure 
compréhension de l'impact qu 'ont 1 kilom 'trage parcouru et la durée d 'exposition 
sur le nombre de sinistres encourus par les assurés. Pour la sui te du chapitre , les 
données seront séparées en deux bases distinctes : les données d 'entraînement et 
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les données de validation. La première base servira uniquement à la modélisation , 
alors que la suivante sera plutôt utilisée à des fins prédictives. La division des 
données est faite tout à fait aléatoirement : 5000 observations ont été tirées pour 
faire partie de la base de validation, alors que la balance servira à la construction 
des différents modèles. 
3.3 Modélisation avec modèles additifs généralisés 
3.3.1 Modélisation avec splines cubiques indépendantes 
D'abord , nous modéliserons le nombre de réclamations des assurés à l'aide d 'un 
modèle additif généralisé où des splines cubiques indépendantes seront ajustées 
pour le kilométrage parcouru (km) et la durée du contrat d 'assurance ( d) . Il s'agit 
d 'un point de départ et il sera intéressant de voir par la suite de quelle façon 
l'ajout d 'une interaction entre les deux variables changera les résultats. 
ous allons supposer que Ni , le nombre de sinistres ( n b2) rapportés par l'a suré i , 
suit une loi de Poisson de moyenne f.-Li· n lien multiplicatif est utilisé pour lier la 
moyenne au prédicteur du modèle. Ainsi, le GAM décrit ici peut être représenté 
par l'équation suivante : 
(3.1) 
où {30 est l'intercept du modèle. Les fonctions f 1 et h sont des splines cubiques 
définies par (2 .14). Pour la paramétrisation , 7 et 3 noeuds ont été choisis pour h 
et h respectivement . Le choix du nombre de noeuds est un processus manuel qui 
dépend du degré de flexibilité souhaité . Néanmoins, c'est une étape importante, 
car un nombre trop faible de noeuds produira un ajustement qui risque de ne pas 
capter des tendances importantes dans les données, tandis que trop de noeuds 
68 
peut mener à du surajustement . Pour l reste du mémoire, le modèle défini par 
(3 .1) sera appelé modèle 3.1. 
Les tableaux 3.5, 3.6 et 3.7 affichent les résul tats de la modélisation. 
Estimé Écart-type Valeur t Pr(> lt l) 
f3o -2.7352 0.0171 -160.17 < 2 x 10- 16 
Tableau 3.5: Résultats pour la partie paramétrique du modèle 3.1 
EDF Valeur F valeur-p 
ii(km) 4.30 
Î2(d) 1.95 
55 .61 
81.53 
< 2 x l0 - 16 
< 2 x 10- 16 
Tableau 3.6: Résultats pour la part ie non-paramétrique du modèle 3.1 
GCV 
0.38412 
Tableau 3.7: GCV pour le modèle 3.1 
Avant de discuter davantage des résultats, voici quelques précisions préalables : 
1. Effective degrees of freedom (EDF) : La notion de degrés de liberté doit être 
adaptée dans le contexte des modèles additifs généralisé . Si les paramètres 
de lissage sont nuls, alors le nombre de degrés de liberté pour une fonction 
de lissage est simplement son nombre de paramètres à estimer moins un 
(contrainte que la fonction doi t sommer à 1 pour une observation donnée). 
Dans le cas où les paramètres de lissage sont non nuls, le nombre de degrés 
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de liberté sera forcément réduit et 1 'on parlera alors de degrés de liberté ef-
fectifs pour quantifier la flexibili té d 'une fonction de lissage ou d 'un modèle 
en général. Math'matiquement , le nombre de EDF correspond à tr (A) , où 
A est la définition de la matrice chapeau (2.24) pour un GAM. 
2. Valeur F : Sta tistique résultante d 'un test similaire à un test de Wald pour 
investiguer la significativit · d s termes non-paramétriques. Pour plus de 
détails, se référer à Wood (2006) , section 4.8.5 . 
3. GCV : Score de validation croisée généralisé, discuté au chapit re 2 et défini 
par l'équation (2.25). 
Les valeurs-p très faibles retrouvées dans les tableaux 3.5 et 3.6 montrent qu 'au-
tant la partie par am· trique que cell non-paramétrique du modèle 3.1 sont très 
significatives. Pour ce qui est du score GCV, la valeur de 0.38412 ne nous permet 
pas à ce stade-ci de statuer quoi que ce soit . Le score GCV est une statistique qui 
ne prend son sens que lorsque plusieurs modèles sont comparés. 
La figure 3.5 présente visuellement les fonctions de lis age ajustées obtenues à la 
suite de l'estimation du modèle 3.1. Les courbes noires retrouvées dans les deux 
illu trations correspondent aux valeurs prédites pour chacune des fonctions. L s 
zones grises correspondent quant à elles à des intervalles de confiance à 95% sur 
les pr' dictions. Au bas des graphes, la densité des observations qui ont servi à la 
modélisation est affichée. 
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Figure 3.5 : Modèle 3.1 - Fonctions de lissage ajustées 
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Dans la figure 3.5a, on peut voir que 1 kilométrage a un effet sur ] 1 (km) qu1 
croît rapidement dan les 10 000 premiers kilomètres. Par la suit l'effet continue 
de croître plus lentement pour se stabiliser vers 20 000 kilomètres. On remarque 
également que A(km) fini t par décroître, mais la confiance en les valeurs prédites 
devient très faible étant donné le peu de contrats observés ayant un très grand 
nombre de kilomètres parcourus. 
En somme, la figure 3.5a montre bien la relation non proportionnelle entre le ki-
lométrage et le nombre d 'accidents. Le fait que la pente d la ourbe diminue au 
fur t à mesure que la valeur du nombre de kilomètres a ugmente tend à confir-
mer qu'il existe ·des facteurs qui atténuent le risque d accident des conduct urs 
aguerris par rapport aux conducteurs occasionnels. Une interprétation intuitive 
de ce résu ltat est que l s gens qui conduisent beaucoup développent d meill urs 
réflexes et aptitudes de conduite. De plus, une grande proport ion du kilométrage 
des grands utilisateurs est effi ctué sur l'autorout , là où les accidents sont moins 
fréquents qu 'en zone urbaine. D'autres analyses et recherches qui permettraient 
de confirmer pourquoi on ob rve ce résultat seraient très intére santes. 
Dans le cas de la figure 3.5b, on voit que la durée d 'exposition a un effet pratique-
ment linéair sur f~(d) dans les premi rs six mois. Par la uit , la durée continu 
d avoir un effet positif, mais de façon moins prononcée, pour terminer par n avoir 
pratiquement plus d 'impact notable apr's plus de 10 mois d 'observation. 
Les constats tir's de la figure 3.5b sont en contradiction avec ce que font actuel-
lement la majorité de as ur urs, c'est-à-dire suppo. er que l nombre d 'accidents 
st directement proportionnel avec la durée d 'exposition. Ainsi, toutes autres ca-
ractéri tiques du ri qu étant égales par ailleurs , dire qu'un assuré observé sur 
un an est un ri que deux fois plus important qu 'un assuré obs rv' sur 6 mois est 
inexact . Ceci e t en lign avec les résultats obtenus par Boucher et Denuit (2007). 
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3.3.2 Modélisation avec une base par produit tensoriel 
Pour le modèle de la section précédente, le kilométrage effectué avec le véhicule 
et la durée d'exposit ion au risque ont été considérés comme variables explicatives 
via la construction de fonctions de lissage ayant pour bases des splines cubiques. 
Celles-ci ont été paramétrisées de façon complètement indépendante pour ensui te 
être estimées. 
ous allons maintenant voir de quelle manière l'ajout d 'une interaction entre le 
kilométrage et la durée durant laqu lie celui-ci est parcouru change les résultats 
obtenus par rapport au modèle 3.1. ous utiliserons les mêmes outils pour la 
modélisation que précédemment, à savoir les modèles additifs généralisés et les 
splines cubiques. La différence vient du fait qu 'au lieu d 'utiliser deux splines cu-
biques indépendantes pour inclure le kilométrage et la durée dans le modèle, nous 
allons employer une base de lissage par produit tensoriel. Grossièrement, l'idée est 
d 'emboîter le bases marginales par spline cubique l'une dans l'autre. Pour plus 
de détails théoriques sur la base par produit tensoriel, il suffi t de e référer à la 
section 2.3. 5. 
À l 'inst ar du modèle 3.1 , seulement le kilométrage parcouru et la durée d 'ex-
posit ion seront les variables qui expliquent celle du nombre de sinistres ( nb2) 
rapportés par chaque assuré. Cette dernière, qu 'on dénote Ni, suit toujours une 
loi de Poisson de moyenne f.ti· n lien multiplicatif est ut ilisé pour lier la moyenne 
au prédicteur linéaire du modèle. Comme ment ionné précédemment, la base par 
produit tensoriel est utilisée pour construire la fonction bivariée qui sera employée 
dans le GAM. Concrètement , celui-ci est r présenté par l'équat ion qui sui t : 
(3 .2) 
où {30 est l'intercept du modèle. La fonction f (km, d) est définie par (2.35). Celle-ci 
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a été paramétrisée en admettant 7 noeuds pour la dist ribut ion du kilométrage et 
3 no ud pour celle d la durée d 'exposit ion. Pour le rest e du mémoire, le modèle 
défini par (3 .2) era dénommé modèle 3.2 . Les tableaux 3.8, 3.9 et 3.10 affichent 
le résultat d la modélisation. 
Estimé Écart- type Valeur t Pr( > it i) 
{30 -2.7402 0.0174 -1 7.3 < 2 x l0- 16 
Tableau 3.8: Résultats pour la partie paramétrique du modèle 3.2 
EDF Valeur F valeur-p 
Î (km , d) 13.69 62.56 < 2 x 10- 16 
Tableau 3.9: Résultats pour la part ie non-paramétrique du modèle 3.2 
GCV 
0.38403 
Tableau 3.10: GCV pour le modèle 3.2 
Les valeurs-p ext rêmement faibles que l'on retrouve dans les tableaux 3.8 et 3.9 
montrent qu le part ies paramétriqu et non-paramétrique du modèle 3.2 sont 
toutes deux t rès significatives dans l 'explication du nombre de réclamations des 
assurés. 
Le score GCV de 0.38403 suggèr une minime amélioration par rapport au modèle 
3.1 qu i lui produisait un score GCV de 0.38412. Autrement dit , la flexibilité ajou-
tée par l'utilisat ion de la base par produit tensori 1 (13 .69 degrés de liberté effectifs 
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versus un total de 6.25 pour le modèle 3.1) a permis un ajustement légèrement 
meilleur des données de réclamations. 
L'illustration 3.6 présente la surface construite par les prédictions produites par 
la fonction estimée }(km, d) du modèle 3.2 pour tout couple possible (km,d). 
Au niveau des observations intéressantes, on peut remarquer que le kilométrage a 
un impact considérable pour les premiers 10 000 à 15 000 kilomètres sur }(km, d). 
Par la suite, l'impa t s'estompe progressivement. En ce qui concerne la durée , 
on voit qu 'elle semble impacter de manière positive et assez constante la surface . 
prédite. 
Figure 3.6: Modèle 3.2 - Fonction de lissage }(km, d) ajustée 
10000 
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Évidemment , dans le cas où un très grand kilométrage est enregistré, étant donné 
le peu d 'observations disponibles à ce niv au, on s'attend à ce que les prédictions 
devi nnent beaucoup plus volatiles . La prochaine section permettra de bien visua-
liser la variabilité de. résultats, car une comparaison des prédictions du nombre 
de sinistres produites par les deux GAM ajustés jusqu 'ici sera effectuée. 
3.3.3 Analyse comparative 
L'aju tement de deux modèles additifs généralisés a été présenté dans les sections 
3.3.1 et 3.3.2 pour expliquer la fréquence du nombre d 'accidents automobiles des 
assurés en fonction du kilométrage parcouru et de la durée d 'exposit ion. 
Le premi r (modèle 3.1) était défini avec deux fonctions de lissage ind ' pendantes 
pour le kilométrage et la durée. Ces fonctions étaient des splines cubiques d 'aj us-
tement dont les paramètres ont 'té estimé . L deuxième (modèle 3.2) était quant 
à lui défini avec une fonction de lissage bivariée construite par produit tensoriel 
des deux splines cubiques ut ilis' es dans le premier modèle. 
Puisque le mêmes bases par spline cubique ont été utilisées pour défini r la ba e 
par produit tensoriel, les deux modèl s ont directement comparables . Dans cette 
sit uation, l'équation (3.1) est « strictem nt incluse » ( strictly nested) dans (3.2). 
En d 'autres mots , la fonction f(km , d) du modèle 3.2 pourrait n théorie équivaloir 
à n'importe quelle valeur pos ible de la somme définie par /! (km)+ h(d) du modèle 
3.1. 
Les tableaux 3. 7 et 3.10 nous ont indiqué que l'ajust ment de deux modèles était 
très similaire selon le cri t' r GCV. De façon plus concrète, les figures 3.7 3.8 
et 3.9 comparent les surfaces créées à partir de prédictions de la fréquence de 
réclamations d s deux différents modèles . 
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F igure 3.7: fodèle 3.1 vs Modèle 3.2 (1) 
(a) Modèle 3 .1 - Surface des prédictions (angle 1) 
(b) Modèle 3.2 - Surface des prédictions (angle 1) 
Figure 3.8: Modèle 3. 1 vs Modèle 3.2 (2) 
z 
0 
3 
CT 
., 
a. 
(!) 
0.15 
ro.. 0.10 
" ii> 
3 
w g· 
~ 
50000 
(a) Modèle 3.1 - Surface des prédictions (angle 2) 
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(b) Modèle 3.2 - Surface des prédictions (angl 2) 
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F igure 3.9 : 
z 
0 
3 
CT 
iO 
a. 
"' 
0.15 
~ 0.10 
!l 
"' 3
"' g· 
a 
adèle 3.1 vs Modèle 3.2 (3) 
50000 
(a) Modèle 3.1 - Prédictions ± un écart- type 
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(b) Modèle 3 .2 - Prédictions ± un écart-type 
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D'abord , le fait que la surface affichée à la figure 3. 7b soit de forme identique à celle 
de la figure 3.6 n 'a rien de surprenant. Comme aucune variable explicative autre 
que 1 kilométrage annuel et la durée d 'exposition n'est prise en considération dans 
le mod ' le 3.2 , la surface des prédictions de la fréquence de sinistres se retrouve 
en fait à être exactement la fonction estimée /(km, d) de l'équation (3.2) , mais 
translaté de e- 2·7402 = 0.0646 uni té vers le haut . 
Maintenant, la première observation que l'on fait en analysant les figures 3.7 et 
3.8 sont qu 'elles sont très similaires. Ceci était prévisible étant donné la proximité 
observé des valeurs GCV des deux modèle . On peut cependant voir que la surface 
prédictive du modèle 3.1 est plu lisse que celle du modèle 3.2. Ce constat est dû 
à la flexibilité supplémentaire qu ajoute la base par produit tensoriel par rapport 
à l'emploi d deux bas s par spline cubique indépendantes. Le nombr de dégrés 
de liberté effectifs d s deux modèles vient appuyer ceci : 6.25 degrés de liberté 
ffectifs pour le modèle 3.1 ver .us un total d 13.69 pour le modèle 3.2 . 
À la vu du graphe 3.7b, ette flexibili té ajoutée semble surtout se manifester 
dans les prédictions de la fréquence pour le assurés effectuant entre 0 et 10 000 
kilomètres. Les premiers quelques milliers de kilomètres parcourus semblent im-
pacter plu fortement le nombre pr ' dit d 'accidents comparativement à ce que 
l'on voit à la figure 3.7a. Puis, une inflexion dans la surface semble survenir au-
tour des 5000 kilomètres, dénotant un changement dans la tendanc du nombre 
de réclamations. Il serait intéressant d 'ajuster le modèle 3.2 sur des données du 
mêm assureur , mais pour une année calendair différente . Ceci nous permettrait 
pos iblcm nt d 'expliquer la caus de cett inflexion. Il est pos ibl qu une raison 
logique soit derrière le phénomène, mais il sc peut également qu 'on observe un 
léger surajustement ici. 
En c qui concerne la variabili té des prédictions d deux modèles , la figure 3.9 
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permet de visualiser rapidement que le modèle 3.1 produit des résultats beaucoup 
plus stabl s que le modèle 3.2. Pour chacun des graphes, la surface rouge corres-
pond aux valeurs prédites ajoutées de l ur écart-type , alor que celle de couleur 
verte correspond plutôt aux valeur prédites auxquelles on a r tranché leur écart-
type. Encore une foi , la difl:"érenc entre les résultats des deux modèles s'explique 
par la plus grande flexibilité du modèle 3.2. Concrètement, c'est l'ajout de para-
mètres à estimer qui provoque cette plus grande variabilité. En fait, 9 paramètres 
doivent être estimés pour le modèle 3.1 , alors que c'est plutôt 21 paramètres qui 
doivent l'être dans le cas du modèle 3.2. Ainsi, plus il y a de paramètres à estimer, 
plus la variabilité des valeurs prédites sera grande. 
Pour une visualisation plus facile des résultats des modélisations réalisées aux 
sections 3.3.1 et 3.3.2 , les graphes à trois dimensions présentés dans les pages 
précédentes ont été découpés par tranche à l'annexe B. Pour chacun des modèles , 
une des deux variabl s explicatives (kilométrage parcouru ou durée d 'exposition) 
a été fixée à différents niveaux et l'autre a été laissée continûment variable. Le 
comportement du nombre de réclamations prédit peut donc y être étudié d 'une 
perspective différente . 
Dans les figures B.1 et B.3, les as urés ont été regroupés sur une base de 1000 
kilomètres. Dans le cas des figures B.2 et B.4, les assurés ont plutôt été regrou-
pés sur une base de 0.1 an. De plus, chose que l'on ne pouvait pas voir dans les 
illustrations 3.7, 3.8 et 3.9, la densité des observations pour chaque paire (kilo-
métrage, dur'e) y est également affichée. Cependant, pour des soins d'esthétique 
seulement , la gradation de l'axe représentant le nombre d'assurés a été limité à 
200 ou 500 assurés. Malgré cela, on peut tout de même avoir un excellente idée 
de la distribution du nombre d'assurés pour chaque scénario. 
Les figures B.1 et B.3 sont en général très similaires. Dans les qu lqu s différences , 
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on peut notamment souligner que pour les premiers niveaux de kilométrage, le 
modèle 3.1 s mble capturer une relation linéaire entre le nombre d'accidents et 
la durée d'exposition. Du côté du modèle 3.2, on peut voir que le nombre d'acci-
dents prédit semble atteindre des plateaux après une observation d environ 9 mois 
lorsque 4000 kilomètres ou moins sont parcourus. 
Finalement, en rai on d l'inflexion évoquée plus tôt dans la surface produite par 
le modèle 3.2, les figures B.2 et B.4 présentent des résultats qui partagent moins 
de similitude . . Par contre, celle-ci disparaît à partir d'une durée de 0.9 année 
et le modèle 3.2 présente conséquemment des résultats à toutes fins pratiques 
identiques à c ux du modèle 3.1 pour une duré d exposition de 0.9 et 1 an. 
3.4 Modèles linéaires généralisés ou modèles additifs gén 'ralisés? 
Le but de c ttc s ction est d 'eff ctuer un comparatif ntre la méthodologie clas-
sique utilisée en pratique par les compagnies d'assurance pour mod'liser la fré-
quence de sinistres et les modèles présentés à la section 3.3. La plupart du temp , 
un modèle linéaire généralisé qui uppose un nombre de sinistres suivant un pro-
cessus de Poisson est privilégié par les actuaires pour construire un modèle de 
fréquence dan · une perspective de tarification automobile. 
Dan un premier temps, c'est ce qui sera fait dans cette section. Par la suite, les 
données de validation c'est-à-dire 5000 observations qui ont été mis de côté tout 
au long de ce chapitre, eront utilisées pour établir un comparatif entre les deux 
modèles additifs gén' ralisés ajustés précédemment et le modèle classique GLM. 
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3.4.1 Ajust rn nt d 'un GLM Poisson aux données d 'assurance 
Au même titre que les modèles 3. 1 et 3.2, seulement le kilométrag parcouru (km) 
et la durée d'exposition (d) seront pris en compte pour xpliquer le nombre de 
sinistres (nb2) rapportés par chaque assuré. Tous allons segmenter la variable du 
kilométrage en 6 classes parmi lesquelles une era choisie comme class référence. 
Ainsi, 5 régr sseurs sur le kilométrage seront ajoutés au modèle. La durée d 'ex-
position au risque sera quant à elle traitée comme variable offset. Le but ici est 
vraiment de répliquer un modèle GLM Poisson qui se veut actuell ment la norme 
dans le compagnies d'assurance. 
I ous allons supposer que le nombre de sinistres Ni suit une loi de Poisson de 
moyenne f..Li· n lien multiplicatif est ut ilisé pour lier la moyenne au prédicteur 
linéaire du modèle. Concrètement, celui-ci est représenté par l'équation suivante : 
où (30 est 1 intercept du modèle. Associons pour la suite le modèle défini par (3.3) au 
modèle dit 3.3. Les variables binaires Xj, j = 1, ... , 5, ut ilisées dans la modélisation 
sont décrites au tableau 3.11. 
Variable Descript ion 
x1 Prend la valeur 1 i km ::; 1000 
x2 Prend la valeur 1 si 5000 < km ::; 10 000 
x3 Prend la valeur 1 si 10 000 < km ::; 15 000 
x 4 Prend la valeur 1 si 15 000 < km ::; 20 000 
x5 Prend la valeur 1 si km > 20 000 
Tableau 3.11: Variables binaires ut ili ées pour la segmentation du kilométrage 
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L'assuré qui parcourt entre 1000 et 5000 kilomètres est considéré comme la ré-
férence dans le modèle. Les t ableaux 3.12 t 3.19 affi chent 1 s résulta ts de la 
modélisation. 
On peut notamment y voir que tou. les paramètres du modèle sont significatifs. 
De plus, l'estimé (31 est le seul à êtr négatif, ce qui veut dir qu pour une dur' 
fixe, seulement les assur' s parcourant moins d 1000 kilom ' tr sauront une prime 
plus faible que la prime référence. 
Estimé Écart-type Valeur t Pr( > ltl) 
f3o -2.3568 0.0242 -97.33 < 2 x 10- 16 
(31 -0.2201 0.0727 -3.03 2 x l0- 3 
!32 0.1989 0.0338 5.89 4x l0- 9 
!33 0.3426 0.0463 7.40 1 x 10- 13 
(34 0.4734 0.0837 5.66 2 x 1o-
f3s 0.5777 0.1 -06 3.84 1 x 10- 4 
Tableau 3.12: Résultats de l'estimation des paramètres du modèle 3.3 
GCV 
0.38640 
Tableau 3.13: GCV pour le modèle 3.3 
La statistique GCV a égal ment ét · calcu lée t st de 0.38640. Si l'on compare 
cette valeur av c celles présentées aux tableaux 3.7 (0.38412) et 3.10 (0.38403) 
pour les modèles GAM aju tés à la ection 3.3, on voit que modèle GLM Poisson 
offre un ajustement un peu moins bon des donnée observée . . 
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La figure 3.10 montre la surface des prédictions produi te par l'ajustement du 
modèle 3.3. 
Figure 3.10: Modèle 3.3- Surface des prédictions 
3.4.2 Comparaison d 'un tarification classique GLM vs GAM 
Si les modèles addit ifs généralisés estimés à la section 3.3 semblaient offrir un 
meilleur ajustement des données d 'assurance automobile que le modèle linéaire 
généralisé estimé à la section 3.4.1 , une excellente façon d 'évaluer la performance 
réelle d 'un modèle (et ainsi éviter le risque de surajustement) est de le mettre à 
l'épreuve sur un jeu de données dit de validation. 
C'est dans ce but précis que 5000 observations provenant des données présentées 
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à la section 3.2 ont été exclues jusqu 'ici de toute modélisation. Chacune de ces 
observations provenant des données de validation a donc été utilisée par les trois 
modèles pour produire une prédiction. Ensuite, un résidu de prédiction, qui est 
la différence absolue entre l nombre de sinistres prédit et le nombre de sinistres 
observé, a été calculé. 
La figure 3.11 montre à l'aide de boîtes à moustaches la distribut ion des résidus de 
prédiction pour les trois modèles ajustés au cours du présent chapitre. Dans chaque 
sous-figure, on retrouve de gauche à droite respectivement les résultats pour les 
modèles 3.3 (GLM Poisson) , 3.1 (GAM avec splines cubiques indépendantes) et 
3.2 (GAM avec base par produit tensoriel). 
Les points suivants expliquent comment traduire l'information contenue dans cha-
cune des boîtes à moustaches : 
1. L'extrémité de la moustache inférieure correspond au plus petit résidu de 
prédiction ; 
2. La bordure inférieure de la boîte (partie colorée) correspond au 25e centile 
de la distribution des résidus; 
3. La ligne horizontale noire dans la boîte correspond au 50e centil (médiane) 
de la distribution des résidus ; 
4. La ligne horizontale rouge qui traverse la boîte correspond à la moyenn 
arithmétique des résidus; 
5. La bordure upéri ure de la boîte correspond au 75e centile de la distribu-
tion des résidus; 
6. L'extrémité de la moustache supérieure correspond au plus grand résidu de 
prédiction. 
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Figure 3.11 : Comparaison des résidus de prédiction 
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Les figures 3.11a, 3.11b et 3.11c illustrent à quel point les trois modèles ont un 
pouvoir prédictif similaire. Malgré le fait que le GLM oit moins flexible dans sa 
définition que les deux GAM, le GLM fait un t rès bon travail. Il se permet même 
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d'être le meilleur modèle au niveau de la moyenne des résidus pour les assurés 
n 'ayant eu qu'un seul sinistre (voir les lignes rouges horizontales à la figure 3.11 b). 
Pour ce qui est des assurés n 'ayant u aucun sinistre, c'est-à-dire la grande majo-
rité des 5000 observations, les moyennes des résidus sont pratiquement égales pour 
tous les modèles. Toutefois, on voit que les deux modèles GAM produisent des 
prédictions qui sont moins volatiles que celle·s du GLM. Enfin, pour les 24 assurés 
qui ont eu deux accidents au cours de leur période d'exposition , les modèles GAM 
semblent encore une fois avoir un léger avantage par rapport au modèle GLM. 
Cette analyse des résidus de prédiction démontre que peu importe le modèle qui 
serait appliqué en pratique, aucune grande divergence dans les résultats globaux 
d 'une compagnie d'assurance ne serait observée (en prenant pour acquis évidem-
ment que l'on charge la prime pure) . 
.Jusqu'à maintenant, aucune variable explicative autre que le kilométrage et la du-
rée d 'exposition n'a été considér' e. Un exercice intéressant serait de comparer les 
trois modèles lorsque l'on ajoute d'autres variables dans 1 ur prédicteur linéaire. 
La section 3.2.2 a présenté les autres variables disponibles dans la base de don-
nées. Rappelons que celles-ci étaient l'âge de l'assuré, l'âge du véhicule, le sexe de 
l 'assuré ainsi que le type de stationnement. 
Après avoir tenté d'intégrer toutes ces variables dans chacun des mod 'le , seule-
ment une s'avère être significative dans l'explication du nombre d 'accidents : l'âge 
du conducteur . 
Les modèles 3.1 , 3.2 et 3.3 ont donc tous ét' modifiés pour inclure la variable 
d 'âge (age). Celle-ci a été segmentée de la façon suivante : 
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Variable Description 
x 6 Prend la valeur 1 si age ::; 25 
x 7 Prend la valeur 1 si 25 < age ::; 30 
Tableau 3.14: Variables binaires utilisées pour las gmentation de l'âge 
On suppose que l'assuré de référence est âgé de plus de 30 ans. Les équations 
(3.4), (3.5) et (3.6) définissent les troi nouveaux modèles ajustés : 
log(J.Li ) = f3o + f36x6i + f37x7i +fi (kmi) + h(di) 
log(J.Li ) = f3o + f36x6i + (37X7i + f(kmi, di ), 
(3.4) 
(3.5) 
(3.6) 
Deux régresseurs ((36 et (37) pour la variable d 'âge ont été ajout's dans chacune des 
structures de nos anciens modèles. Quant aux variables binaires Xj, j = 1, ... , 5, 
elles ont les mêmes définitions qu celles énumérées au tableau 3.11. 
Comme d 'habitude, associons le numéro de chaque équation ci-dessus au nom du 
modèle. Le tableau suivant présente les estimations et 'carts-types obtenus pour 
les nouveaux paramètres (36 et (37 pour chacun des modèles : 
Modèle 3.4 !lodèle 3.5 Modèle 3.6 
!36 0.3917 (0.0597) 0.3906 (0.0598) 0.4260 (0.0592) 
f37 0.1655 (0.0602) 0.1647 (0.0603) 0.1942 (0.0597) 
Tableau 3.15: Résultats de l'estimation des paramètres associés à l'âge 
Encore une fois, le tableau 3.15 fait foi de 1 ajustement très similaire des deux mo-
dèles additifs généralisés. Tous les modèles présentent un estimé ~6 plus élevé que 
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(37 , ce qui fait du sens intuitivement étant donné que c'est la classe où se t rouve 
les plus jeunes assurés . Ceci signifie que les jeunes âgés de 25 ans ou moins repré-
sentent un risque plus élevé d 'accident que c ux âgés de 26 à 30 ans inclusivement. 
Comme les valeurs est imées des deux paramètres sont positives, on dédui t que les 
assurés de plus de 30 ans sont ceux qui représentent le risque le plus faible. Il est 
important de préciser que ces raisonnements ne sont faits que sur la base de l 'âge 
en supposant des valeurs fixes pour le kilométrage et la durée. 
Les sta t istiques GCV des modèles 3.4, 3.5 et 3.6 sont respect ivement de 0.38285, 
A A 
0.38277 et 0.38499 . Fait intéressant, les estimés (36 et (37 sont plu. élevés pour le 
GLM que pour les GAM. Donc, malgré un ajustement qui semble similaire selon 
le GCV, on observe tou t de même des différences ent re les GAM et le GLM pour 
les valeurs estimées des coefficients associés à l'âge. Il y a donc forcément aussi des 
divergences dans le traitement réservé au kilométrage et à la durée par les deux 
types de modèles . 
Les tableaux 3.16 , 3.17 et 3.18 prouvent que c'est bien le cas. Chaque tableau 
affiche pour un groupe d 'âge spécifiqu e, les primes générées par les trois modèles 
pour cinq profil (km; d). On remarque que les primes produites par les G AM 
(mod ' le 3.4 et modèle 3.5) sont similaires. On voit aussi quelque chose de t rès 
intéressant : le GL il (modèle 3.6) offre toujours des primes beaucoup plus basses 
pour les troi premiers profils que les GAM. Ce constat reste vrai pour tous les 
groupes d 'âge. Selon t oute vraisemblance, les GA 1 semblent permettre ici une 
meill ure précision actuarielle que le modèle classique largement utilisé en pra-
tique. Tou tefois, comme l'exercice n 'a été réalisé que sur 15 profi ls différents, il 
serait per tinent de pousser davantage l'analyse pour s'en convaincre. 
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P rime 
(km ; d) Modèle 3.4 Modèle 3.5 Modèle 3.6 
(3500 ; 0.35) 0.0519 0.0571 0.0379 
( 4500; 0. 50) 0.0748 0.0778 0.0542 
(9000 ; 0.65) 0.1147 0.1058 0.0860 
(1 5 500 ; 0.90) 0.1654 0.1638 0.1594 
(19 000 ; 1.00) 0.1803 0.1791 0.1771 
Tableau 3.16: Primes pour assurés âgés de 25 ans et moins 
Prime 
(km ; d) Modèle 3.4 Modèle 3.5 Modèle 3.6 
(3500 ; 0.35) 0.0414 0.0456 0.0301 
( 4500 ; 0.50) 0.0596 0.0621 0.0430 
(9000 ; 0.65) 0.0915 0.0844 0.0682 
(15500 ; 0.90) 0.1319 0.1306 0.1264 
(19 000 ; 1.00) 0.1438 0.1429 0.1405 
Tableau 3.17: Primes pour assurés âgés de 26 à 30 ans 
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Prime 
(km; d) Modèle 3.4 Modèle 3.5 Mod ' le 3.6 
(3500 ; 0.35) 0.0351 0.0386 0.0248 
(4500 ; 0. 50) 0.0505 0.0527 0.0354 
(9000; 0.65) 0.0775 0.0716 0.0562 
(15 500 ; 0.90) 0.1118 0.1108 0.1041 
(19 000 ; 1.00) 0.1219 0.1212 0.1157 
Tableau 3.18: Primes pour assurés âgés de plus de 30 ans (référence) 
3.5 Structure tarifaire simple Pay-As- Yo u- Drive (PAYD) 
n des gros avantages des mod ' le linéaires généralisés avec lien multiplicatif 
est leur simplicité d'utilisation en pratique. D plus , 1 interprétation des résultats 
de modélisation est très intuitive. ne prime de référence est calculée, puis des 
relativités sont appliquées pour ajuster à la hausse ou à la baisse la prime en 
fonction des caractéristiques du risqu d 'un assuré ou groupe d assuré . 
Bien que ce ne soit pas aussi direct qu'avec un GLM il est possible de répliquer 
avec un système classique de relativités les résultats d 'un modèle GAM construit 
avec une base par spline cubique. Ceci est possible en raison du fait que l'équation 
(2.13) peut être réécrite sou la forme linéaire de l'équation (2.14) . 
Pour démontrer comment construire une table tarifaire simple à 1 aide des résultats 
de l'ajustement d 'un modèle additif générali é prenons l'exemple du modèle 3.1 : 
log(J.L ) = f3o + h(km) + h(d) , 
où 11. est la moyenne du nombre d sinistres et (30 l'intercept du modèle. Quant 
à .fi(km) et h(d) , il ·'agit de splines cubiques définies par l' 'quation (2.14), 
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prenant respectivement pour variable ind ' pendante le kilométrage parcouru et la 
durée d 'exposition au risque. 
Voici les trois étapes qui permettent le développement d 'une structure tarifaire à 
l' aide des résultats du modèle 3.1 présentés à la section 3.3.1 : 
1. La prime de référence est égale à exp(~o ) = exp(-2.7352); 
2. Les relativités pour les valeurs choisies de kilométrage Xj, _j = 1, ... , m, sont 
égal à exp(A (xj)); 
3. Les relativités pour les valeurs choisies de durée Yk k = 1, ... , n, sont égales 
à exp(j2(Yk)). 
Admettons que nous souhaitons bâtir une tarification qui segmente le kilom'trage 
parcouru à tous les 500 kilomètres pour chaque intervalle de 0.05 an. Ces valeurs 
sont arbitraires et modifiables , mais évidemment plus la segmentation est fine, 
meilleure la réplication des prédictions obtenues directement avec le modèle GAM 
sera. 
Donc comme la valeur la plu élevée qui a été enregistrée pour le kilométrage 
est de 50035 kilomètr s, on aura m = 102 relativités associées à la variable km. 
Similair ment , puisque la durée maximale d 'exposition en 2011 est de 1 (année 
complète) on aura n = 20 relativités associées à la variable d. En tout, cela fait 
un total de 2040 relativités uniques associées à chaque combinaison possible (km; 
d). 
Le tableau 3.19 recense les résultats d 'une telle structure tarifaire pour les cinq 
profils introduits à la section précédente. La prime correspond à la fréquence 
prédite et est calculée en multipliant la relativité totale (relativité km x relativité 
d) par la prime référence exp ( -2.7352). 
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(km ; d) Relativité km Relativité d Relativité totale Prime 
(3500 ; 0.35) 0.9975 0.7144 0.7127 0.0462 
( 4500 ; 0. 50) 1.0944 0.9341 1.0223 0.0663 
(9000 ; 0.65) 1.4154 1.1059 1.5652 0.1016 
(1 5 500 ; 0.90) 1. 7713 1.2540 2.2213 0.1441 
(19 000 ; 1.00) 1.8665 1.2851 2. 3988 0.1556 
Tableau 3.19: Structure tarifaire simple PAYD 
La figure 3.12 fait état de la précision avec laquelle cette structure tarifaire réplique 
la figure 3.7a, qui est la surface des prédictions que produisait le modèle 3.1. 
Figure 3.12: Structure tarifaire PAYD- Surface des prédictions 
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La même méthodologie peut être appliquée pour le modèle GAM construit avec 
une base par produit tensoriel, soit le modèle 3.2 : 
log(f.L ) = f3o + f(km, d). 
La seule différence dans ce cas-ci est que nous allons obtenir directement des 
relativités pour des couples (km; d). Celles-ci sont égales à exp(}(km, d)). Quant 
à la prime de référence, est elle égale à exp( -2.7401). Le tableau 3.20 affiche 1 s 
résultats pour les profils présentés plus tôt au tableau 3.19. On peut d 'ailleurs y 
voir que les primes calculées sont très similaires à celles du tableau 3.19. 
Finalement , la figure 3.13 témoigne une nouvell fois de la justesse avec laquelle 
cette méthodologie parvient à répliquer les résultats de modélisation d'un GAM 
(voir figure 3.7b) tout en adoptant une structure tarifaire classique avec relativités. 
(km ; d) Relativité (km; d) Prime 
(3500 ; 0.35) 0.7904 0.0510 
( 4500 ; 0. 50) 1.0691 0.0690 
(9000; 0.65) 1.4565 0.0940 
(15 500 ; 0.90) 2.2103 0.1427 
(19 000 ; 1.00) 2.3428 0.1513 
Tableau 3.20: Structure tarifaire simple PAYD (2) 
Figure 3.13: Structure tarifaire PAYD- Surface des prédictions (2) 
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CHAPITRE IV 
CONCLUSION 
Dans les prochaines années, nous assisterons probablement à une petite révolu tion 
dans le monde de l'assurance lARD . De nouvelles technologies sont désormais 
choses d 'actualité et elles viendront sans doute changer le visage de l'assurance 
à moyen terme. Il suffi t de taper Internet of Things {loT) dans un moteur de 
recherche web pour constater à quel point la technologie s'est t ranscendée depuis 
quelques années. Les exemples ne manquent pas : pile de détecteur de fumée 
connectée qui envoie un courriel ou un messag texte lorsqu 'elle est presque vide 
de charge, voit ur s pourvues de systèmes d 'assistance à la conduite ( Advanced 
Driver A ssistan ce Systems ) qui prennent littéralement le contrôle du véhicule 
pour prévenir les accidents, etc. Les assureurs doivent donc déjà commencer à se 
préparer à intégrer ces nouvelles réali tés dans leurs produits d 'assurance. 
L'assurance automobile, étant tr 's réglementée, verra probablement son déve-
loppement technologique ralenti. éanmoins, depuis quelques année. un nouv au 
type d 'assurance PAYD est né grâce à la récente possibilité d 'installer des systèmes 
GPS directement dans l s voit ur s : GPS-Based Pricing. Ces GPS transmettent 
beaucoup de données et cela représente un défi pour les compagnies d 'assurance 
de savoir de quelle façon les gérer et les utiliser efficacement. 
Or, c'est pour apporter de éléments d réponse à la question «Comment ut iliser 
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ces données ? » que ce mémoire a ét é écrit . Au chapitre 2, les modèles additifs 
généralisés (GAM) ont été introduits. L s GAM offrent une grande flexibilité qui 
est permise grâce à l'introduction de fonctions de lissage dans la défini tion du 
prédicteur linéaire. Il a notamment été démont ré que l'ut ilisation d 'une spline 
cubique comme base de lissage était un choix judicieux dans une perspective 
d 'ajustement . La construction et l'estimation d'un modèle addit if généralisé ont 
également été couverts exhaustivement . 
Le chapitre 3 s'est concent ré sur l'application en assurance automobile des concepts 
développés au chapitre 2. ne base de données d 'un assureur majeur en Espagne, 
qui offre un produi t d 'assurance auto PAYD, a été ut ilis ' e. Entr autres, on pou-
vait retrouver dans ces données le nombre exact de kilomètres parcourus (recueilli 
par GPS) pour chacun des assurés. Des modèles additifs généralisés ont été em-
ployés pour mod ' liser l'impact du kilométrage parcouru et de la durée d 'exposition 
sur le risque d 'accident automobile. 
Dans un premier temps, la modélisation avec splines cubiques indépendantes a 
mis en évidence la relation non proportionnelle entre le kilométrage et le nombre 
d 'accidents . Il a aussi 't' observé qu le nombre d 'accidents s mble atteindre un 
plateau aprè un certain kilométrage, ce qui suggère que les gens qui conduisent 
beaucoup développent de meilleures aptitudes de condui t . De plus, les résultats de 
la modélisation sont en cont radiction avec ce qui se fait couramment en pratique, 
c'est-à-dire supposer qu le nombre cl sinistres est proportionnel avec la durée 
d 'exposition au risque. 
Dans un deuxième temp. , la modélisation avec une base par produit tensoriel, qui 
admet une interaction ent re les variables du kilométrage et de la dur ' e, s'est révélée 
être statistiquement un peu meilleure que la modélisation avec splines cubiques 
indépendantes. C p ndant , l'amélioration sur les prédictions est légère et celles-
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ci sont beaucoup plus variabl s. Étant donné la proximité des résul tats avec le 
modèle GAM discuté au paragraphe précédent, les interpréta tions des résultats 
pour le GAM construit par produit tensoriel sont les mêmes. 
Le chapitre 3 présente ' gal ment la comparaison entre un modèle de tarification 
largement utilisé en pratique et les deux modèles G AM ajust ' s au cours du cha-
pitre. ne analyse de résidus de prédiction effectuée sur des données de validation 
a montré que les performances globales des trois modèles étaient similaires. Par 
contre, l'analyse de l'apport de la variable d 'âge dans les trois modèles a clairement 
indiqué que le modèle classique traitait certains profil d 'individus différemment 
par rapport aux GAM. La flexibilité des GAM permet de constater qu 'il y a pos-
siblement une valeur à les employer dans un monde pratique. Des étud fu tures 
qui détermineraient la r' elle valeur (profi ts, meilleure satisfaction des clients, etc.) 
d 'implanter une tarification basée sur des modèles GAM seraient t rès pertinentes. 
Enfin , le chapitre 3 termine justement en proposant une structur tarifair simple 
qui permet d'utiliser les résultats de modélisation des G 1[ . Ceux-ci sont souvent 
difficiles à interpréter et à appliquer en pratique. L'idée générale est de revenir à 
une structure classique où une prime de référence est multipliée par des relativités 
associées au kilométrag parcouru et à la durée d 'exposition . 
Dans de futures recherches, il serait t rès intéressant de pousser l'analyse des 
modèles additifs gén ' ralisés en incluant d 'autre données télémétriques sur la 
conduite, comme le nombre de freinages et d 'accélérations brusqu s, le moment de 
la journée et le type d 'endroit où la conduite est effectuée, etc. Il serait aussi perti-
nent de généraliser le résultats présentés dans ce mémoir pour tous les types de 
réclamations (voir page 62). La dépendance entre les différents types d accidents 
pourrait aussi être étudiée. Enfin , les Gen emlized Additive M odels fo r Location, 
S cale and Shape (G MLSS), proposés par Rigby et Stasinopoulo (2005) pour-
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raient également être considérés. Il s'agit de modèles semi-paramétriques, tout 
comme les GAM, mais une différence notable vient du fait que le choix de la dis-
t ribution de probabilité pour la variable à expliquer n 'est plus limité aux distribu-
t ions appartenant à la famille exponentielle linéaire. De plus, chaque paramètre 
de la loi de probabili té choisie peut être modélisé addit ivement avec des fonctions 
de variables explicatives. 
ANNEXE A 
EXEMPLES DU CHAPITRE 2 - COMPLÉMENT 
A.l Spline cubique d 'interpolation 
Nous avons les 5 couples de coordonnées suivants: (0 ;0) (1 ;1.5), (2 ;2.5), (3 ;0. 5) et 
( 4; 1). Associons x1 = 0, x2 = 1, x3 = 2, x4 = 3, x5 = 4 aux noeuds d 'interpolation. 
Posons également y1 = 0, Y2 = 1.5, y3 = 2.5, y4 = 0.5, y5 = 1, les valeurs observées 
aux différents noeuds. 
Le système d 'équations suivant doit être résolu pour t rouver une fonction par 
morceaux s(x) dont la forme est définie par l'équation (2.6) : 
s'(x2)[x1,x2] = s ' (x2)[x2,x3] 
s' (x3)[x2,x3] = s'(x3)[x3 ,x4] 
s'(x4)[x3,X4] = s'(x4)[x4,X5] 
Avec le résultat (2 .7) de la page 16, on est en mesure d développer le système 
d'équations de la façon suivante : 
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En sachant que s"(x1) = 0 et s"(x5) = 0 et en effectuant quelques manipulations 
algébriques entre les 3 équations précédentes , on trouve que 
s"(x2 ) = 0.75 
s"(x3) = -6 
s"(x4 ) = 5.25 
Avec l'équation (2.6) , on peut maintenant définir une expression pour les 4 po-
lynômes cubiques qu 'accueillera chaque intervalle délimité par les noeuds d 'in-
terpolation. L'ensemble de ces polynômes défin it complètement la fonction par 
morceaux s(x) que l'on cherche, soit la spline cubique naturelle d 'interpolation 
suivante : 
s(x) .= 
0.125x3 + 1.375x si 0 ::; x ::; 1 
0.125(2- x )3 - (x- 1) 3 + 2.125x- 0.75 si 1 ::; x::; 2 
0.875(x- 2) 3 - (3 - x)3 - 3.875x + 11.25 si 2 ::; x::; 3 
0.875( 4- x )3 + 1.375x - 4.5 si 3 ::; x ::; 4 
La figure 2.2 de la page 17 illustre graphiquement s(x ). 
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A.2 Régression pénalisée par spline cubique 
Associons x et y les v cteurs des observations pour la puissance (chevaux-vapeur) 
et la consommation d'essence (milles/ gallon) 
110 21 .0 
110 21 .0 
93 22.8 
110 21.4 
175 18.7 
105 18.1 
245 14.3 
62 24 .4 
95 22.8 
123 19.2 
123 17.8 
180 16.4 
180 17.3 
180 15.2 
205 10.4 
X = 215 y= 10.4 230 ) 14.7 
66 32.4 
52 30.4 
65 33.9 
97 21.5 
150 15.5 
150 15.2 
245 13.3 
175 19.2 
66 27.3 
91 26.0 
113 30.4 
264 15. 
175 19.7 
335 15.0 
109 21.4 
On choisit q = 10 noeuds pour la distribution des chevaux-vapeur : [w1 · · · wq] = 
[ 52.00 65.33 92.33 97.00 109.33 119.67 175.00 208.33 240.00 335.00]. 
En utilisant l'équation (2.14) , on peut construire la matrice de design X du modèle 
dont la forme est définie par (2.16) . Pour ce faire , on a besoin de la matrice F . 
Rappelons sa définition qui se trouve à la page 25 : 
où F - = B - 1 D . Les matrices B et D sont définies dans lé tableau 2.2. Voici les 
r'sultats que l'on obtient pour les matrices B , D , F et X: 
[ 
13.44444 4.50000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 j 
4.50000 10.55556 0.77778 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 o. 77778 5.66667 2.05556 0.00000 0.00000 0.00000 0.00000 B - o.ooooo o.ooooo 2.05556 7.55556 1.12222 o.ooooo o.ooooo o.ooooo 
- 0.00000 0.00000 0.00000 1.72222 21.88889 9.22222 0.00000 0.00000 ) 
0.00000 0.00000 0.00000 0.00000 9.22222 29.55556 5.55556 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 5.55556 21 .66667 5.27778 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 5.27778 42 .22222 
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D = 
F = 
X = 
[ 
0.07500 - 0.11204 0.03704 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 l 
0.00000 0.03704 - 0.25132 0.21429 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.21429 - 0.29537 0.08108 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.08108 -0.17786 0.09677 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0 .00000 0.00000 0.09677 - 0.11485 0 .01807 0.00000 0.00000 0.00000 ) 
0.00000 0.00000 0.00000 0.00000 0.00000 0 .01807 - 0.04807 0.03000 0.00000 0.00000 
0.00000 0.00000 0 .00000 0.00000 0.00000 0.00000 0.03000 - 0.06158 0.03158 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 0 .00000 0.00000 0.03158 - 0.04211 0.01053 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00652 - 0 .01113 0.01386 - 0.00985 0.00076 - 0.00017 0.00001 - 0.00000 0 .00000 - 0.00000 
- 0.002 1 0.00835 - 0.03319 0 .02943 - 0.00227 0.00051 -0.00002 0.00001 - 0.00000 0.00000 
0.00043 - 0.00127 0.04712 - 0 .06688 0.02644 - 0.00596 0.00018 - 0.00008 0 .00002 -0.00000 
- 0.00012 0 .00035 - 0.01309 0 .02954 - 0.03258 0.01623 -0.00050 0.00021 -0.00004 0.00000 
0.00001 - 0.00003 0.00120 - 0.00270 0.00811 - 0.007 9 0.00198 - 0.00084 0.00017 -0.00001 
- 0.00000 0.00001 - 0.00039 0.00089 - 0.00266 0.00323 - 0.00264 0.00196 -0.00040 0.00001 
0.00000 - 0.00000 0.00010 - 0.00023 0.00070 - 0.000 5 0.00213 - 0.00364 0.00186 -0.00007 
- 0.00000 0.00000 - 0.00001 0.00003 - 0.00009 0.00011 - 0.00027 0.00120 - 0.00123 0.00026 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.00024 - 0.00070 0.02585 - 0.05833 0.99395 0.03980 - 0.00122 0.00052 -0.00011 0.00000 
0.00024 - 0.00070 0.02585 - 0.05833 0.99395 0.039 0 -0.00122 0.00052 - 0.00011 0.00000 
0.00210 - 0 .00624 0.86061 0 .15254 - 0.01155 0.00260 - 0.00008 0.00003 - 0.00001 0.00000 
0.00024 - 0.00070 0.02585 - 0.05833 0.99395 0.03980 - 0.00122 0.00052 - 0.00011 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 
- 0.00221 0.0065 - 0.24320 0.59213 0.75256 - 0.10806 0.00334 -0.00142 0.00029 -0.00001 
0.00002 - 0.00005 0.00190 - 0.00428 0.01285 - 0.01561 0.038 4 -0.17566 1.12699 0.01501 
0.18662 0.8581 - 0.13479 0.09576 - 0.00739 0.00167 -0.00005 0.00002 -0.00000 0.00000 
0.00297 - 0.00 82 0.40490 0.62748 - 0.03404 0.00767 - 0.00024 0.00010 - 0.00002 0.00000 
- 0.00050 0.00149 - 0.05497 0.12403 - 0.37271 1.28263 0.03032 - 0.01 283 0.00264 -0.00009 
- 0.00050 0.00149 - 0.05497 0.12403 - 0.37271 1.2 263 0 .03032 - 0.012 3 0.00264 - 0.00009 
0.00013 - 0.00039 0.01433 - 0 .03233 0.09715 - 0.11799 0.90772 0 .16308 -0.03288 0.00117 
0.00013 - 0.00039 0.01433 - 0.03233 0.09715 -0.11799 0.90772 0.16308 -0.03288 0.00117 
0.00013 - 0.00039 0.01433 - 0.03233 0 .09715 - 0.11799 0 .90772 0.16308 -0.03288 0.00117 
0.00004 - 0.00011 0.00391 - 0 .008 2 0.02651 - 0.03219 0.08111 0.97924 -0.05151 0.00184 
- 0.00004 0 .00013 - 0.00472 0.01066 - 0.03203 0.03 90 -0.09680 0.92988 0.15939 - 0.00536 
- 0.00004 0.00011 - 0.00414 0.00935 - 0.02809 0.03412 -0.08491 0.41551 0.67060 -0.01251 
- 0.02925 1.01459 0 .04408 - 0 .03130 0.00242 -0.00054 0.00002 -0.00001 0.00000 - 0.00000 
1.00000 0.00000 0.00000 - 0.00000 0.00000 - 0.00000 0.00000 -0.00000 0.00000 -0.00000 
0.01570 0 .99087 - 0.01978 0 .014.05 -0.00108 0.00024. -0.00001 0.00000 -0.00000 0.00000 
0.00000 0 .00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
- 0.00130 0 .00385 - 0.14255 0.32165 - 0.96657 1.26618 0.70240 -0.22916 0.04718 -0.00168 
- 0.00130 0.00385 - 0.14255 0.32165 - 0.96657 1.26618 0.70240 - 0.22916 0.04718 -0.00168 
0.00002 - 0.00005 0.00190 - 0.004.28 0.01285 - 0.01561 0.03884. - 0.17566 1.12699 0.01501 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 
- 0.02925 1.014.59 0.04408 - 0.03130 0.0024.2 - 0.00054 0.00002 - 0.00001 0.00000 -0.00000 
- 0.00775 0.02312 1.23692 - 0.26845 0.02073 - 0.00467 0.00014 -0.00006 0.00001 -0.00000 
0.00074 - 0.00219 0.08115 - 0.1 311 0.81 79 0.28961 -0.00756 0.00322 - 0.00066 0.00002 
0.00006 - 0.00017 0.00644 - 0.014.53 0.04366 - 0.05303 0.13196 -0.59684 1.35766 0.124.79 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 
- 0.00014. 0.00041 - 0.01504. 0.03396 0.99772 - 0.01726 0.00053 - 0.00023 0.00005 - 0.00000 
Il faut maintenant détermin r la matrice de pénali té S. Celle-ci correspond à 
S = DTB- 1D (voir équation 2.15). De plus, pour cet exemple, on fixe À = 10000. 
On obtient ainsi 
4.8895 - 8.3452 10.3985 - 7.3873 0.5704. - 0.1285 0.0040 -0.0017 0.0003 - 0.0000 
- 8.3452 15.5574. - 27. 269 21.9346 - 1.6937 0.3816 - 0 .0118 0.0050 -0.0010 0.0000 
10.3985 - 27.8269 1 9.5260 - 220.9179 62 .6469 - 14.1134 0.4359 -0.1858 0.0382 - 0.0014. 
- 7.3873 21.9346 - 220.9179 284.54 7 - 109.3767 31.84.62 - 0.9836 0.4192 - 0.0 63 0.0031 
0.5704. - 1.6937 62.6469 - 109.3767 87.2268 - 41.3197 2.9556 - 1.2597 0.2593 - 0 .0093 
- 0.12 5 0.3816 - 14.1134. 31.8462 - 41.3197 25 .3432 - 3.2356 1.5300 - 0.3150 0.0112 
0.0040 - 0.011 0.4359 - 0.9836 2.9556 - 3 .2356 2.2668 - 2.1871 0.7837 - 0.02 0 
- 0.0017 0.0050 - 0.1858 0.4192 - 1.2597 1.5300 - 2.1 71 3 .2088 - 1.6553 0.1266 
0 .0003 - 0.0010 0.0382 - 0.0863 0.2593 - 0.3150 0.7837 - 1.6553 1.1054 - 0.1295 
- 0.0000 0.0000 - 0.0014. 0.0031 - 0.0093 0 .0112 - 0.0280 0.1266 - 0 .1295 0.0271 
On a maintenant tout ce qui est nécessaire pour calculer le vecteur /3 dont les 
' l ' ments corr spondent aux paramètres estimé de la régression par spline cu bique. 
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Avec l'équation (2.18) qui défini t /3, on t rouve que 
{3 = [29.94 28.03 24.24 23.62 22.07 20 .88 16.27 14.56 13.83 14.13]. 
On a désormais une spline cubique complètement spécifiée qui s'exprime sous la 
forme de l'équation (2 .14). Chaque fonction de base illustrée graphiquement à la 
figure 2.4 est multipliée par son paramètre estim' fh. Finalement, toutes les nou-
v Iles courbes sont sommées pour ne donner qu'une seule courbe qui correspond 
à la spline cubique ajustée. Celle-ci est illustrée à la figure 2.5. 

ANNEXE B 
A ALYSE GRAPHIQUE 
B.l Analyse graphique de la surface prédite par le modèle 3.1 
Figure B.l: Décomposition par tranche (fréquence x durée) de la figure 3.7a 
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Figure B.2: Décomposition par tranche (fréquence x kilométrage) de la figure 3.7a 
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B.2 Analyse graphique de la surface prédit e par l modèle 3.2 
Figure B.3: Décomposit ion par t ranche (fréquence x durée) de la figure 3.7b 
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Figure B.4: Décomposition par tranche (fréquence x kilométrage) de la figure 3.7b 
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