In this paper we study a class of quadratic maximization problems and their semide nite programming (SDP) relaxation. For a special subclass of the problems we show that the SDP relaxation provides an exact optimal solution. Another subclass, which is N P -hard, guarantees that the SDP relaxation yields an approximate solution with a worst-case performance ratio of 0:87856:::. This is a generalization of the well-known result of Goemans and Williamson for the maximum-cut problem. Finally, we discuss extensions of these results in the presence of a certain type of sign restrictions.
Introduction
Semide nite programming (SDP) has been an active research area following the seminal work of Nesterov and Nemirovski 9] see also Alizadeh 1] . We refer to Vandenbergheand Boyd 10] for an overview on SDP. SDP has wide applications in many directions including engineering, economics and combinatorial optimization. In the latter category of applications the recent result of Goemans and Williamson 4] on maximum-cut and satis ability problems using semide nite programming relaxation and randomization techniques has generated much research interest. It turns out the method of Goemans and Williamson is a powerful tool to approximately solve certain hard problems in (non-convex) quadratic optimization see Nesterov 7, 8] and Ye 11] . Recently, Nemirovski, Roos and Terlaky 6] improved some of the results in 8] to allow homogeneous convex quadratic constraints. Ye 12] further extended similar results to certain type of non-homogeneous quadratically constrained problems.
Most of the above mentioned results deal with approximations of non-convex quadratic programming problems which are N P -hard. The goal of this paper is twofold. First, we s h o w that semidefinite programming can also be used as an exact solution method for a certain class of non-convex quadratic programs, yielding polynomial-time algorithms. Second, we s h o w that the result of Goemans and Williamson 4] can be generalized to a wider class of quadratic maximization problems, retaining the worst-case performance ratio 0.87856..., which is the case for their original method for the maximum-cut problem.
In this paper the following notation will be used. We represent matrices by capital letters, e.g. X.
The notation X 0 means that X is positive semide nite. If X is an n by n matrix, then diag (X) denotes an n-dimensional vector formed by the diagonal elements of X. The inner-product of two matrices X and Y is hX Yi = P i j X ij Y ij . For a given one-dimensional function f, we denote f(X) to be f(X ij )] n n . For a b 2 < n , we write ab 2 < n as the component-wise product (or the Hadamard product). Along the same line, we write a 2 to denote the n-dimensional vector which is component-wise square of a. If no confusion is possible then for a given vector d we use the capitalized letter D to denote the diagonal matrix which t a k es d as its diagonal elements.
Quadratic maximization
Consider the following form of quadratic maximization problem:
(QP ) maximize x T Qx subject to x 2 2 F where F is a closed convex subset of < n , a n d Q is an arbitrary symmetric matrix.
In this paper we always assume that the optimization problem under consideration has an optimal solution.
As we shall discuss later, this problem is an extension of the optimization model for the maximumcut problem studied by Goemans and Williamson 4] . This kind of extension was rst proposed by Ye 11] , and in its general form as formulated in (QP) was considered in Nesterov 8] . We remark that it is not a loss of generality to exclude a linear term in the objective function see Ye 11] A related semide nite programming formulation is given as follows:
where arcsin(X) := arcsin(X ij )] n n and e denotes the all-one vector. Let v(QP) denote the optimal value of (QP) and v(SP) denote the optimal value of (SP). The following result is essentially due to Goemans and Williamson 4] see also Nesterov 7, 8] Clearly, the optimal value of the above problem can never exceed v(SP) since any feasible solution of it corresponds to a feasible solution of (SP) with X = To prove the reversed direction of the inequality, we take an arbitrary feasible solution of (SP).
Let it be (d X). Since X is positive semide nite, let X = V T V where V = v 1 ::: v n ]. Now, let be a uniformly generated random unit vector whose dimension equal to the numberofrows in V .
Having generated such a random direction , l e t i = sign (v By using the linearity of the mathematical expectation, we conclude that the expected objective
hQ D(arcsin X)Di, which implies that the optimum value of (QP) must be at least as large as the optimum value of (SP). That is, v(QP) v(SP), and combining with (2.1) we h a ve v(QP) = v(SP). 2
Now w e consider a relaxed semide nite maximization problem:
(R) maximize hQ Zi subject to diag (Z) 2 F Z 0: Nesterov 7] has shown that X 0 and diag (X) = e imply arcsin(X) X 0. As a consequence of this fact we conclude that (R) is a relaxation of (SP). This is because any feasible solution (d X) for (SP) also yields a feasible solution for (R) given as
To see this we rst note that Z 0 as arcsin(X) X 0, and secondly, diag (Z) = d 2 2 F . Since (R) is a relaxation it follows immediately that v(SP) v(R):
We remark here that if F is a closed convex set then (R) is a well-formulated convex optimization problem.
Furthermore, if Q is a positive semide nite matrix, then by noting arcsin(X) X again, one has v(QP) 2 v(R):
The above result was established in Nesterov 7] . This means that the solution of (R) provides a good approximation for (QP) which itself can be N P -hard, with the worst-case performance ratio being2= 0:63661. In Section 4 we shall see that this performance ratio can beimproved for a more restrictive subclass of problems.
A polynomially solvable case
In this section we shall concentrate on the conditions under which a solution for (R) also solves (QP) exactly. The main result in this direction is stated as follows. Moreover, suppose that Z is an optimal solution for (R). Then, p diag (Z ) is an optimal solution for (QP).
In order to prove this result we rst note a lemma. 
where we l e t M 1. The second inequality o f t h e above derivation follows from Lemma 3.1, and the third inequality follows from the fact that d (d )   T is also a feasible solution for (R).
By taking M ! +1 we h a ve v(SP) v(R):
Combining the above inequality with (2. We shall see below that this result can be generalized to any (QP) with Q 0 a n d q ij 0 f o r all i 6 = j. First we note the following inequality, which w as also used in Goemans Then, due to the fact that (d X ) is a feasible solution to (SP), one has
where in the second inequality w e used q ij 0 and also (4.1), and the last inequality follows from Q 0. is almost OD-nonnegative s i n c e = +1 ;1 +1] satis es the required condition.
We remark that a matrix can be both almost OD-nonnegative and almost OD-nonpositive, e.g. This is an SDP problem. An application of Theorem 5.2 is that, even if one requires in advance that a given set of arcs must bein the cut and another given set of arcs must beout of the cut, as long as the problem remains feasible one can still nd a solution in polynomial time with worstcase performance ratio no less than 0:87856:::. We remark that such a restricted version of the maximum-cut problem is denoted by MAX RES CUT in Goemans and Williamson 4] . The above statement is exactly the 0:87856:::-approximation result of Goemans and Williamson for the MAX RES CUT problem.
