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Abstract: Several authors have shown that the sounds of anurans can be used as an indicator of climate change. But 
the recording, storage and further processing of a huge number of anuran’s sounds, distributed in time and 
space, are required to obtain this indicator. It is therefore highly desirable to have algorithms and tools for 
the automatic classification of the different classes of sounds. In this paper five different classification 
methods are proposed, all of them based on the data mining domain, which try to take advantage of the 
sound sequential behaviour. Its definition and comparison is undertaken using several approaches. The 
sequential classifiers have revealed that they can obtain a better performance than their non-sequential 
counterpart. The sliding window with an underlying decision tree has reached the best results in our tests, 
even overwhelming the Hidden Markov Models usually employed in similar applications. A quite 
remarkable overall classification performance has been obtained, a result even more relevant considering 
the low quality of the analysed sounds. 
1 INTRODUCTION 
Climate change is becoming one of the most 
demanding concerns for the whole humanity. For 
this reason, many indicators are being defined and 
used trying to monitor the global warming evolution. 
Some of these indicators have to do with the 
warming impact in the biosphere, measuring the 
change in some animal species population. 
Indeed, sound production in ectotherms animals 
is strongly influenced by the ambient temperature 
(Márquez and Bosch, 1995) which can affect various 
features of their acoustic communication system. In 
fact the ambient temperature, once exceeded a 
certain threshold, can restrict the physiological 
processes associated to the sound production even 
inhibiting behaviour call. As a result, the 
temperature may significantly affect the patterns of 
calling songs modifying the beginning, duration and 
intensity of calling episodes and, consequently, the 
anuran reproductive activity. 
Therefore, the analysis and classification of the 
sounds produced by certain animal species have 
revealed as a strong indicator of temperature chan- 
ges  and  therefore the  possible existence  of climate 
change. Particularly interesting are the results 
provided by anuran sounds analysis (Llusia et al., 
2013). 
In previous works (Luque et al., 2016) it has been 
proposed a non-sequential method for sound 
classification. According to this procedure, the sound 
is split up in 10 msec. frames. Next, every frame is 
featured using 18 MPEG-7 parameters: a vector in ℝ  
(ISO, 2001). Then the frame features are compared to 
some frame patterns belonging to known species, 
assigning a class label to each frame. Eventually the 
sound is classified by frame voting, i.e., the most 
frequent frame class is assigned to the whole sound.
Comparing frame features to frame patterns is 
called a supervised classification in the data mining 
realm. Up to 9 different algorithms have been 
proposed in (Romero et al., 2016) to make this 
classification. 
However, sounds are inherently made up of 
sequential data. So, if the frame sequence 
information is added to the classification process, 
better classification results should be expected.  
2 METHODS 
To introduce the sequential information several 
methods are proposed. 
 Temporal parameters construction (TP)
(Schaidnagel et al., 2014). For every frame, a
“segment” is considered using the closest
neighbour frames. And for every parameter, a
new parameter is constructed: the interquartile
range in the segment. In this way, up to 36
parameters (a vector in ℝ ) are now
identifying a frame, 18 of them including
some kind of sequence information. A 10
frame segment is proposed in this study.
 Sliding windows (SW) (Aggarwal, 2007). A
short window (e.g. with 5 frames), centred in
each frame, is considered. Now the parameters
featuring each frame (e.g. 5 parameters) are
those corresponding to all the frames under
the window. In the example, each frame is
featured using 5x5 parameters (a vector inℝ ).
 Recursive sliding windows (RSW) (Dietterich,
2002). It is a method similar to the previous
one, but now the classifier considers not only
the parameters of the frame under the window,
but also their classification results.
 Hidden Markov Models (HMM) (Rabiner,
1989). It is a genuine sequential classifier. The
sequence of frame parameters is considered to
be obtained as the result of an HMM made up
of hidden states emitting observed data. This
is the classifier recommended in the MPEG-7
standard.
 Autoregressive integrated moving average
models (ARIMA) (Box et al., 2011). It is also
a genuine sequential classifier. The sequence
of frame parameters is considered the result of
an ARIMA time series. For a certain sound,
the coefficients of the time series are
computed and, in a second step, these
coefficients are classified using non-sequential
classifiers.
Most of this sequential classifier (all except the 
HMM) are relying on an underlying non-sequential 
classifier. A broad and representative selection of 
them has been used through this paper:  
 Minimum distance (Wacker and Landgrebe,
1971);
 Maximum likelihood (Le Cam, 1979);
 Decision trees (Rokach et al., 2008);
 k-nearest neighbour (Cover and Hart, 1967);
 Support vector machine (SVM) (Cristianini
and Shawe-Taylor, 2000); 
 Logistic regression (Dobson and Barnett,
2008);
 Neural networks (Du and Swamy, 2013);
 Discriminant function (Härdle and Simar,
2012);
 Bayesian classifiers (Hastie et al., 2005).
Sequential classifiers significantly increases the
number of parameters required. To cope with this 
drawback, a reduction on the number of original 
MPEG-7 parameters is proposed, considering the 5 
most significant features (leading to a vector in ℝ ). 
Feature selection procedures are employed to 
determine this reduced set. 
For comparison reasons, 2 non-sequential 
methods are also considered: 
 Non-sequential classification based on 18
MPEG-7 parameters (NS-18).
 Non-sequential classification based on the 5
most relevant MPEG-7 parameters (NS-5).
To compare the results obtained for every 
classifier, several metrics for the performance of a 
classifier can be defined (Sokolova and Lapalme, 
2009), all of them based on the confusion matrix. 
The most relevant indicators and their definitions are 
the following: 
 Accuracy: Overall effectiveness of a classifier;
 Error rate: Classification error;
 Precision: Class agreement of the data labels
with the positive labels given by the classifier;
 Sensitivity: Effectiveness of a classifier to
identify positive labels;
 Specificity: How effectively a classifier
identifies negative labels.
Additionally, a graphical way to compare 
classifiers will be used, representing their 
performance in the Receiver Operating 
Characteristic (ROC) space (Powers, 2011), where 
the True Positive Rate (sensitivitiy) of a classifier is 
plotted versus its False Positive Rate (defined as one 
minus the specificity). 
3 RESULTS 
For testing purposes, sound files provided by the 
Zoological Sound Library (Fonozoo, 2016) have 
been used, corresponding to 2 species, the epidalea 
calamita (natterjack toad) and alytes obstetricans 
(common midwife toad), with a total of 63 
recordings containing 3 classes of sounds: 
 Epidalea calamita; mating call (23 records)
 Epidalea calamita; release call (10 records)
 Alytes obstetricans (30 records)
In total 6,053 seconds (1h:40':53") of recording
have been analysed, with a 96 seconds (1':36") 
average file length, and a 53 seconds median. 
A common feature of all recordings is that they 
have been made in the natural habitat, with very 
significant surrounding noise (wind, water, rain, 
traffic, voice...), which means an additional 
challenge in the signal processing. 
The results obtained by the non-sequential 
classifiers based on 18 MPEG-7 parameters are 
compared using the ROC analysis which is depicted 
in Figure 1. The best result corresponds to the 
decision tree classifier with an accuracy of 91.53%.  Figure 2: ROC analysis for non-sequential classifiers 
based on the 5 most relevant MPEG-7 parameters. 
Figure 3: ROC analysis for sequential classifiers using 
temporal parameter construction. 
Figure 4: ROC analysis for sequential classifiers using 
sliding windows. 









































































































Figure 1: ROC analysis for non-sequential classifiers 
based on 18 MPEG-7 parameters. 
The results obtained by the non-sequential 
classifiers based on the 5 most relevant MPEG-7 
parameters are also compared using the ROC 
analysis which is depicted in Figure 2. The best 
result corresponds to the decision tree classifier with 
an accuracy of 89.42%. 
The results obtained by the temporal parameter 
construction approach are now considered. The 
corresponding ROC analysis is depicted in Figure 3. 
The best result corresponds to the decision tree 
classifier with an accuracy of 91.53%. 
Focusing now on the sliding window method, its 
results are compared through the ROC analysis and 
presented in Figure 4. The best result corresponds to 
the decision tree classifier with an accuracy of 
90.48%.   
Once more, the results obtained by the recursive 
sliding window method are compared using the 
ROC analysis which is portrayed in Figure 5. The 
best result corresponds to the decision tree classifier 
with an accuracy of 73.54%. 




ACC PRC SNS SPC 
Non-sequential 
18 91.53% 87.05% 83.43% 93.01% 
5 89.42% 85.40% 83.77% 91.52% 
Temporal parameters 36 91.53% 91.40% 84.44% 93.33% 
Sliding windows 5x5 90.48% 87.23% 87.44% 92.53% 
Recursive sliding windows 5x5 73.54% 51.57% 62.22% 74.92% 
HMM 
Over the file 5 84.13% 70.24% 61.64% 85.58% 
Over ROI length segments 5 59.79% - 40.00% 68.54% 
Over 5 sliding windows 5 69.31% 56.42% 52.75% 78.13% 
ARIMA 5 70.37% 63.17% 52.66% 77.48% 
Figure 5: ROC analysis for sequential classifiers using 
recursive sliding windows.  
Figure 6: ROC analysis for sequential classifiers using 
ARIMA models. 
The HMM is the only of the proposed methods 
not relaying in other classifiers. Therefore, it is not a 
ROC analysis to compare the non-existent 
classifiers. The HMM takes a sound segment and try 
to classify it as a whole, not framing it. When a 
sound file has to be classified 3 alternatives have 
been explored to determine the segment length: 
 The full file (HMM-F). This approach obtains
an accuracy of 84.13%. 
 A segment with the same length that the ROI
mean length (HMM-ROI). The Regions Of
Interest (ROIs) are the segments of the sound
patterns containing a valid sound (no silence
or noise). This approach obtains an accuracy
of 59.79%.
 A segment defined by a sliding window of a
certain length (HMM-SW). It is proposed to
use 5 frames in the analysis. This approach
obtains an accuracy of 69.31%.
Eventually, the results obtained by the ARIMA 
method are also compared using the ROC analysis 
which is illustrated in Figure 6. The best result 
corresponds to the decision tree classifier with an 
accuracy of 70.37%.   
Until now, partial results have been presented for 
every sequential method. To obtain an overall 
perspective, a comparison of the different methods 
proposed for sequential classifiers is presented in 
Table 1, where the non-sequential classifiers are also 
considered for contrasting reasons. Additionally, a 
ROC analysis has also been accomplished for every 
method and its results are depicted in Figure 7.  
Considering now the best sequential method 
(sliding window) and the underlying best classifier 
(decision tree) the overall results can be examined. 
The confusion matrix is presented in Table 2. 
Additionally the classification profile is depicted 
in Figure 8. It can be seen that an overall success 
rate of 85.71% is obtained, with quite balanced 
values for every class. These results are considered a 
good performance, furthermore when considering 
the low quality of the sound records. 






































































Figure 7: ROC analysis for sequential methods. 
Table 2: Confusion matrix for the sliding window method 




1 20 0 3 
2 3 7 0
3 1 1 28
The sliding window with an underlying decision 
tree classifier reaches a remarkable overall success 
rate (85.71%), a figure even more relevant 
considering the low quality of the analysed sounds. 
Its results clearly overcome the performance 
obtained, in any of the studied variants, through the 
Hidden Markov Models, the MPEG-7 proposed 
technique. 
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