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I. Introduction 
Positive-definite matrices play an important role when studying 
general matrices. For any matrix A with complex coefficients, AA* is 
positive-semidefinite, but A + A* will have this property only under 
special circumstances. Sometimes the fact that a certain Hermitian 
matrix associated with A is positive-definite gives insight concerning the 
characteristic roots of A. This idea for polynomials was studied already 
by Hermite. 
More general than A + A*, the solvability of the matrix inequality 
AX+XA* >O, 
with X a positive-definite Hermitian matrix, gives information con- 
cerning the characteristic roots of A. The solvability of the above 
inequality characterizes stable A’s, i.e., matrices whose characteristic 
roots have negative real parts. In Stein [21] and in Stein and Pfeffer [22], 
this idea has been studied further and the results obtained lead even 
to some information concerning the multiplicities of the characteristic 
roots and the structure of the Jordan normal form. 
* A lecture delivered at the Second Symposium on Inequalities at the USAF Academy, 
Colorado, August 1967. The work was carried out (in part) under NSF grant GP 3909. 
Thanks for helpful remarks are due to T. S. Motzkin, R. M. Redheffer, and D. M. 
Young, Jr. 
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The expression AX + XA* is simplified if AX is Hermitian itself for 
some X positive-definite. The present article starts with this situation and 
discusses briefly products of two Hermitian matrices-in particular, the 
case where one or both are positive definite. This is followed by discussing 
some aspects of products of three positive-definite matrices. Since 
products of two of these are negative-stablei, but the product of three is, 
in general, not so, this leads to the larger problem of studying the product 
AS with A stable (or negative-stable) and S positive-definite. 
2. Products of Two Positive-Definite Matrices 
The matrices studied in this chapter are assumed real. The transpose 
of A is denoted by A’. If A is a positive-definite matrix we say A is 
p.d. or A > 0. A real symmetric matrix has real characteristic roots, 
but every real matrix can be represented as the product of two real symmetric 
matrices. It is a completely different story if one of the two factors is 
p.d. That every real A = S,S, , Si = 5’; follows easily from the fact 
(see, e.g., Zassenhaus and Taussky [24]) that A is similar to A’ via a 
real symmetric S, i.e., 
A’ = PAS, s = S’. 
Hence 
A = SA’ ’ SF, 
with both factors symmetric. The matrix S can be chosen in many 
different ways, but it cannot always be chosen p.d. If, however, it is 
p.d., then writing S = TT’ we have 
hence 
A’ = T’-lT-1ATT’. 7 
T’A’T’-1 z 2’-1AT = (T-AT)‘. 
This implies that A is necessarily similar to a symmetric matrix. The 
converse follows easily. 





Hence A has real characteristic roots. Further, using a classical theorem 
concerning quadratic forms, it follows that these roots have the same 
signs as the roots of S, . 
lSome authors (see [17]) use the term positive stable. 
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Since S;‘A = S, , we can say that the nonsymmetric matrix A 
becomes symmetric when multiplied by a suitable p.d. matrix. Such an A 
is called symmetrizable, a concept much studied for operators. 
From what we mentioned so far it follows easily that the following 
properties are equivalent: 
A’ = S-IAS with S = S’ > 0; 
A is similar to a symmetric matrix; 
A is the product of two symmetric matrices, one of which is p.d.; 
A is symmetrizable; 
A has real characteristic roots and a full set of characteristic vectors. 
If A = S,S, , Si = Si and both p.d., then A has positive characteristic 
roots. A matrix with real and positive characteristic roots and a full set of 
characteristic vectors is characterized as a product of two p.d. matrices [23]. 
Thequantitative connection between thecharacteristic roots of a general 
real A and its symmetric factors has been much studied by Ostrowski [ 151, 
[16] in recent years. Further work in this line comes from Carlson [7]. 
This work leads to useful inequalities for characteristic roots. 
The role of positive-semidefinite matrices in this connection was 
treated by Drazin and Haynsworth [9]. 
3. Products of Three Positive-Definite Matrices 
One of the main topics of this lecture is products of three p.d. matrices. 
Before I go into this, let me tell you of a theorem found recently by 
Ballantine [4]: every real matrix with a positive determinant which is not 
a negative scalar matrix is a product of four p.d. matrices. Since a p.d. 
matrix is a square, we are reminded of the number-theoretical theorem: 
every positive rational number is the sum of four squares of rational numbers. 
Before starting on products S,S,S, with Si = SF > 0, we note that 
S,S, is a negative-stable matrix-a stable matrix being one with all 
real parts of its characteristic roots negative. It seems natural to ask 
whether the same is true for S,S,S, . It is not. Denoting S,S, by A, 
this comes under the heading: if A is stable, for what p.d. S is the matrix 
AS again stable (or negative-stable)? In particular, when will this be 
true for all p.d. S? 
A first answer is in a theorem by E. Wigner [30]: If S,S,S, , 
Si = SF > 0, is itself Hermitian then it is also p.d. 
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Proof. Consider the matrices 
H(h) = 11(1 - 4S, + ~SlIS,S, 
with 0 < h < I. Since S,S,S, is p.d. and S,S,S, is Hermitian by 
assumption, all H(h) are Hermitian. The matrix H(0) is p.d. Ash increases 
the characteristic roots change continuously and they remain positive 
unless zero turns up as a root. This is, however, impossible since 
det H(h) # 0. 
Alternative proofs were communicated by Halmos and Ballantine. 
Halmos’ proof: By assumption 
s,s,s, = (sls2s,)* = s2s2s1 . 
Hence 
(S,J’,)“S, = S,(S2Sl)” = S3(S1S2)*n 
for any n. Hence, for all polynomials f, 
f (SlS2)S2 = Sdf (w2))** 
Let g be a polynomial such that 
SlS2 = k(W2)12; 
then 
This implies 
.&%s2)s, = kdw2)*. 
w2s2 = id&s2h%&w2)* > 0. 
Ballantine’s proof [3]: S ince A = S,S,S, = A*, we can write 
A = SP, 
where S = S,S, has positive characteristic roots and P = S, > 0. 
Hence 
S = AP-l, 
and so it is the product of two hermitian matrices one of which is p.d. 
Since S has positive characteristic roots, it follows, in virtue of the 
theorem mentioned earlier (generalized to the complex case), that both 
factors are p.d. 
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In general, the product A = S,S,S, is not Hermitian and not even 
negative-stable. 
In order to study the question when is A stable in the real case, we 
fix S,S, and vary S, . To find a11 S, for which A is stable, begin by study- 
ing some subclasses of suitable Sa’s. 
(1) The class of S, such that S,S,S, is symmetric. This class is 
not empty, for it contains S; ‘. More generally: the p.d. X, for which 
S,S,X = XS,S, , coincide with the p.d. X, for which 
A-?s,s,x = (S,S,)‘. 
By one of the theorems mentioned earlier this class is not empty. Let also 
then 
S,S,Y = YS,S, with Y >O; 
and 
SlS,(X + Y) = (X + Y)S,Sl 
ASIS,X = AX&S, 
for all positive scalars X. 
Hence the suitable matrices X form a cone C, . 
(2) The class of matrices X = X’ > 0 such that for A = S,S,X 
we have A + A’ > 0; i.e., the matrix A, although not symmetric in 
general, is a “dissipative” matrix. To obtain the suitable X’s we solve 
the matrix inequality 
S&X + X&S, > 0. 
This can be done; in fact, the equation resulting for any fixed p.d. 
matrix on the right-hand side can be solved with X > 0 (Taussky [25]). 
Let again Y be another solution such that 
Then 
S,S,Y + Y&s, > 0. 
S,S,(X + Y) + (X + q&s, > 0. 
Also 
s,s, . Ax + AX * s,s, > 0 
for any positive scalar h. 
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Hence the X’s form again a cone C, containing the previous cone C, . 
The cone is therefore not empty. Since, in particular, the equation 
s&Y + xs,s, = 1 
can be solved with X = X’ > 0, we see that the cone C, is properly 
contained in the cone C, unless S,S, is itself a symmetric matrix. 
Now we try to study all the X such that X = X’ > 0 and S,S,X is 
negative-stable. This will be studied for a general negative-stable A 
instead of S,S, . 
4. The Cone of Positive-Definite Real Matrices and Trace AS with S 
Positive-Definite and A a Stable Matrix 
Arrow and McManus [l] introduced the concept of D-stability and 
S-stability for real matrices and Ostrowski and Schneider [17] and later 
Carlson and Schneider [8] generalized S-stability to H-stability. Let D 
stand for a diagonal matrix, S for a real symmetric one, and H for a 
Hermitian one. The stable matrix A is called D-stable if AD is stable 
if and only if D is a positive diagonal. An analogous definition applies 
to S-stability and H-stability. It.was shown that, for A real, A + A’ > 0 
is a suficient and A + A’ 3 0 is a necessary condition for S-stability. 
Because of the applications in mind, we switch again to the negative- 
stable case-the problem remains the same. A necessary condition for 
“S-stability” is then, of course, that trace AS > 0 for all S = S’ > 0. 
Since in addition det A > 0 by assumption this condition is then also 
sufficient in the special case of n = 2. 
To study the set of S > 0 for which AS > 0, an alternative geometric 
method is discussed. This geometric method was discovered previously 
by Bohnenblust in connection with another problem [5] which bears 
some resemblance with our problem, but the assumptions and con- 
clusions seem somehow reversed. 
In our problem we study 
trace AS = 4 trace(A + A’)S, 
hence we study 
trace BS for B = B’, s > 0. 
If trace BS > 0 for all S > 0 then B 3 0, as mentioned above. 
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In Bohnenblust’s problem, pencils of real symmetric matrices {L} are 
considered which contain a p.d. matrix. If the pencil consists of the 
multiples of a single matrix, then there is some connection with our 
problem. Also trace LS, S > 0, plays a role in the treatment. 
The geometric method enters in the following way. Let A = (Q.) 
and let X = (xiJ be a p.d. matrix. Then 
trace AX = i z, (uik + uki)xilc , 
t.b 
Xik = XJci .
To ask about the set of X > 0 for which trace AX > 0 is equivalent 
with the following geometric question: What are the points with 
coordinates xik , i < k, in the real Euclidean space of i[n(n + l)] 
dimensions which lie on the positive side of the plane trace AX = 0 
and which belong to the convex cone formed by all X = X’ > O? This 
set is not empty, for it contains X = I. Hence the set in question will 
be a proper subset of the cone if this plane has a real intersection with 
the cone, but is not a plane of support.2 If it is a plane of support or has 
no real intersection, then trace AX > 0 for all X = X’ > 0. This gives a 
new proof that A + A’ >, 0 is a necessary condition for S-stability. For in 
this case 
c (%k + %i)Xik > 0 for all X > 0. 
i,k 
Hence 
c (%c + %ihk 2 0 for all X > 0. 
i.k 
This is true in particular for the positive-semidefinite matrices 
X = (yiyk) where yi are arbitrary real numbers, not all zero. Hence 
pi, + 4YiYk 2 0 
for all real y’s. Hence A + A’ > 0. 
What remains to be discussed is the deeper question: when is a 
hyperplane, in particular the hyperplane trace AX = 0, a plane of 
support of the cone ? For n = 2, this can be determined quite easily by 
using the algebraic cone given by det X = 0. The plane 
%1X11 + bl2 + a21h2 + a22x22 = 0 
2 In any case, the geometric treatment shows immediately that the set S in question 
is a cone, for it is the intersection of our convex cone and a half-space through the vertex. 
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is a tangent plane if 
4%% - (a,, + %)2 = 0. 
Motzkin and the author plan to generalize the algebraic geometry 
treatment to the n-dimensional case. On the other hand, Bohnenblust [6] 
had previously studied the boundary of the convex cone obtaining the 
following result: 
A representative face (i.e., a maximalflat part) of the boundary is formed 
by the matrices 
B 0 
( 1 1 
-- 9 
0 0 
where B is any r x r positive-semide$nite matrix. The planes of support 
at an interior point of that face are given by the matrices 
0 0 
( I 
--- 7 0 c ) 
where C is any (n - r) x (n - r) positive-semidejinite matrix. All other 
faces are obtained from the representative faces by congruences. 
In particular the dimension of the faces must be of the form 
(l/2) r(r + I), r = I,..., n, and each one is a l-l linear transformation of 
the cone of positive-semidefinite matrices. Similarly, the duals of the 
planes of support at an interior point of such a face form a set which is a 
l-l linear transformation of the cone of positive-semidefinite 
(n - r) x (n - r) matrices. 
5. Matrix-Valued Functions on the Space of Hermitian Matrices 
with Positive Values for Some Positive Arguments 
Stable matrices (real or complex) are characterized by Lyapunov’s 
theorem [ 131: 
A matrix A is stable if and only ;f a p.d. X exists such that 
AX+XA* (0. 
Related to this is a theorem by Stein [20]: 
The matrix C has the property that Cn -+ 0 if and only if a p.d. Y exists 
such that 
Y-ccyc* >o. 
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Both these theorems deal with a functionf(X) defined for all Hermitian 
matrices whose value is a Hermitian matrix, with the property that 
f(X) > 0 for at least one X > 0. Another example of such a function 
was pointed out by Schneider [19]: 
Let A, C, , k = l,..., s, be complex n x n matrices which can be 
simultaneously triangulated. Suppose the characteristic roots of A, C, 
under a natural correspondence are CQ , #, i = l,..., n and k = l,..., s. 
For Hermitian H, let 
T(H) = AHA* - i C,HC; ; 
k=l 
then there exists an H > 0 such that T(H) > 0 if and only if 
More generally, we ask: let g be a group with a partial order so that 
we can talk about positive elements. Let h be another such group. 
What functions f with f(x) E h f or x E g, have the property that at least 
once f(x) > 0 for some x > 0 ? 
The study of copositive forms (see, e.g., [ll]) comes then under this 
subject too. These are quadratic forms x’Ax with the property x’Ax > 0 
for all x > 0. If A is copositive and if you take all forms not equal to 
-x’Ax, then you obtain all forms which are positive at least once for 
a positive vector. This shows a close link between the two problems: 
find functions which are positive for positive x and functions which are 
positive at least once for a positive x (Taussky [28]). 
Related problems have also been considered by Fiedler and Ptlk [lo]. 
In particular, they study the class of matrices A such that there exists 
a vector x > 0, x # 0 with Ax 3 0. 
6. The Range of AX + XA* with X Positive-Definite for A 
a Stable Matrix 
Return to the Lyapunov and Stein theorems. It seems of interest to 
ask what other values do the two functions involved in these theorems 
assume for a p.d. argument, (see Taussky [26]). In [21] Stein took this 
up and showed: 
Let A run through all stable matrices. Then the Lyapunov function for 
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p.d. X assumes all matrices with at least one negative characteristic root; 
similarly, af C runs through all matrices with C” + 0 then the Stein function 
for p.d. X assumes all matrices with at least one positive characteristic root. 
If A, resp. C, is kept fixed then the problem is not yet completely 
solved, but considerable progress has been made. It is clear that for a 
single C with Cn + 0, the function X - CXC* will not represent all 
matrices with at least one positive characteristic root. For example, 
C = 0 leads to X - CXC* = X > 0. In [22] Stein and Pfeffer showed: 
Let C” + 0. Let m be the maximum number of linearly independent 
characteristic vectors corresponding to any root of C (i.e., the number of 
blocks in the Jordan normal form for this root). Then for X > 0 the 
expression X - CXC* has at least m positive characteristic roots and 
for any such matrix M a matrix E similar to C can be found such that 
X - EXE” = M for some X > 0. 
With the help of this theorem, some of Ballantine’s [4] results can be 
reproved: 
A nonsymmetric real matrix A with det A > 0 is the product of three 
p.d. matrices if and only if A $ A’ has at least one positive characteristic 
root. The necessity part follows at once from Stein’s theorem since the 
product of two p.d. matrices is negative-stable. 
Further, reversing the problem, consider expressing a given P with 
at least one positive characteristic root in the form 
P = fI si + fi si *, 
i=l t 1 i=l 
with Si = Sz > 0. Then s = I is, clearly, only possible if P is p.d. 
In [30] Wigner and Yanase already pointed out that S,S, + S,S, , 
Si = SF > 0 is not p.d. in general and Ballantine [2] showed that trace 
P > 0 is necessary and su.cient for the case s = 2. For s = 3, he obtains 
that it is necessary and suficient that P has at least one positive characteristic 
root. Necessity follows again from Stein [21]. That the condition is 
sufficient will now be reproved from Stein and Pfeffer’s theorem: 
Let P have m > 1 positive characteristic roots. Then there exists a 
matrix B similar to a Hermitian matrix, with real and positive charac- 
teristic roots and m as maximum multiplicity for its characteristic roots 
and further a p.d. X such that 
BX+XB*=P. 
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Since B has positive characteristic roots and is similar to a Hermitian 
matrix, it is equal to the products of two p.d. Hermitian matrices S, , S, . 
Hence 
s,s,x + ‘YS,S, = P. 
Putting X = S, , the result follows. 
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