Introduction
In a series of papers ([6J- [10] ), the author has developed a theory of generalized Langevin equations for real continuous-time stationary Gaussian processes with reflection posi tivity. The time evolution of such a process X(t) can be described in terms of two kinds of Langevin equations with a notable difference in character of random forces ([9] ) One is the first KMO-Langevin equation having a whi te noise as a random force, and it has a root in his study ([7] ) and [8] ) of the [a,B,y]-Langevin equations.
The other is the second KMO-Langevin equation where a colored noise named the Kubo noise is taken to be a random force.
With the linear response theory of R. Kubo([4) in mind, we established in [10J the fluctuation-dissipation theorems based on these Langevin equations of the two types j our discovery was that the classical Einstein relation for Ornstein-Uhlenbeck processes holds for the second type, hut does not hold for the first one.
In addition, we calculated the deviation from the classical Einstein relation. As a concrete example in physics, we discussed The purpose of the present and subsequent papers is to establish the discrete analogues of the results mentioned above .
. Further for the first and second KMO-Langevln equatlons. I'development of these results will be discussed in the author's forlhcomming third paper, wilh the same title.
In contrast to the continuous-time case, we will find that the Einsleln relation for discrete-time series X(n) always deviates from the classical one in the Markovian case, not only for the firsl lype (see §7 of lhe present (I», but also for lhe second one (sec §6 of (II».
In the thild paper ([12] ), we will discuss an entropy criterion and presenl an answer to the basic queslion in the problem of modelling such as :
"Which noise, while or Kubo, should be laken to be a random force In §2 we will bril~fly recall the spectral theory of X.
In particular, for the Itardy spectral density'" of X such that 1 log ~ E L (-11,11) , we define the outer function h of X on
In a similar manner lo lhe conllnuous-lime case discussed in [6] , we will in §3 define the reflection positivily of X, which -3-can be characterized by the condition there exists a bounded Borel measure 0 on [-1,1] such that (1. 3) R(n) = I t1nIO(dt) [-1,1] (n E Z) .
The following conditions are assumed in what follows: (1.4) O({-l,l) = 0 (1.5)
From these conditions it follows that (1.6) Section 4 is devoted to the study of the slructure of the outer function h as well as of the canonical representation kernel E = h , which will play an important role in this paper.
By using the result for the continuous-time case obtained in [9J. we have We note lhat this D is also expressed in terms of R: The aulhor would like to thank lhe referees for their valuable and constructive advices.
Let X = CX(n);nEZ) be a real slationary Gaussian process with discrete time on a probability space CQ,1,P) and lel R be its covariance function:
We assume that the spectral measure of X has a spectral density As is well known ([3] ). there exists a normalized Gaussian white noise a = (~(n);nEZ) such that In the sequel, we assume that X has reflection positivity.
By taking the same consideration as §2 in [6] , we see that there exists a unique Borel measure 0 on [-1,1] such that p of H p is given by (9 E (-n,n» .
We now impose the addi tional assumption on the measure a in 
. 'cJlel~s A direct calculation t=mplJ9s that (3.8) which leads us to consider (3.9)
Since 0 «(0» = 0 c it follows from Lemma 2.12 in [6J thal Ac is a Hardy weight, that is,
And so we can define an outer function (3.11) Noting that JJI Ilog~((n IdB can be rewritten into the form
it follows from (3.8), (3.9), (3.11) and (3.12) lhal Lemmtt 3.i.
Furthermore, immediately from (3.7), we obtain Lemma 3.2.
Let X = (X(n);nEZ) be a real stationary Gaussian process on (Q,l,P) satisfying reflection positivity. It then fo] lows that the covariance function R of X has such a representation as (3.1) with a bounded Borel measure 0 on [-1,1] . In the sequel, we assume the following condilions:
At first we will show the following structure theorem for the outer function h of X, which will be the key to derive a description of the time evolution of X in §6. 
-1
The uniqueness of such a lriple ( There exists a unique Rorel measure v on [ -l , l ] such that For almost all e E (-n,n)
As a eonsequence of the above expression (ii) of h, we can obtain an expression of the canonical representation kernel E in (2.9), which says that E(n) , n 2 0 , is nothing but the momenl sequence of the measure v. 
The case = 0 , we define a function y on Z by (5.10) We note that y is well-defined, because (5.11) i 0 i 0 1(I+e )(~~e )1 S. 2 for any l E (-1,1) and 0 E (-lI,n) .
I-tel
Some properties of yare listed as By taking 0 = 0 and 0 = -n in the above expression, we have (iii) and (iv), respectively. 
Then it follows from Theorem 6.1 that this X is our desired process.
To prove lhe uniqueness of such a process X, let y::: 
where the pair (cx p .Bp ) was given by (4.21).
In case p = 0 the above form (6.13) for the white noise ( becomes trivial: where is given by (5.10) . This process has the covariance function R = Ho E .9. 1 (Z) , vii th
We wi 11 begin wi th Lemma 7.1. The following limit exists: By integrating both hand sides with respect to e, we have (ii).
We now compute the diffusion constant D. By (3.1) and C3.7), we have which completes the proof of (iii). (iv) is an immediate consequence of (ii) and (iii). Now, we proceed to the proof of (v). We first claim In particular,
The l' e for e, by t a kin g z = 0 (r e s p. n = 0 ) 1 nTh e 0 rem ·t. 1 (I' C S P . which implies (7.9).
Next we prove the key formula
[ ( [ R(m+k)y 1 (k» . 1 
m=O k=O
By substituting (7.8) and (7.9) into (2.13,), we have -37-
We are now ready to show 
which implies (7.14). Thus, we conclude from (7.12) and (7.14)
Before we go into lhe explanation of the physical meaning of 
We will return to the general case and give some characterization of the simple Markovian property.
As a discrete analogue of Theorem 2.2 in [10] , we can see from Theorem 7.1 that Theorem 7.2. As we have seen in Theorem 2 . 2 i n [10] , the relation (7.22) characterizes the simple Markovian property for the continuous-time processes. However, this is no longer true for the present discrete-time processes.
We will give such an example. Let X be a real stationary Gaussian process discussed in the case (i) of Example 6.2 such that 
