Abstract: The paper considers a class of large scale control systems described by a finite set of linear systems with transitions between them determined by a homogeneous Markov chain. Each individual system of this family describes the plant state variables in the corresponding mode and is composed of a set of interconnected subsystems. At the moment of a discontinuous mode change the plant state vector can be changed by jump. A parametrization of the linear decentralized output feedback controllers that stabilize a given system of this class in the mean square is presented. Sufficient conditions for an output feedback controller to be robust stabilizing against the mode change parameter uncertainty are obtained. These conditions along with the parametrization result lead to an LMI-based algorithm for computation of the gain matrix of a robust stabilizing output feedback control law. An illustrative example is given
INTRODUCTION
One of the most important open questions in control theory is the output feedback problem (Cao et al., 1998; Garcia et al., 2003; Iwasaki and Skelton, 1995; Kučera and DeSouza, 1995; Syrmos et al., 1997; Trofino-Neto and Kučera, 1993) , despite the fact that this type of feedback represents the simplest closed loop control that can be realized in practice. There exist necessary and sufficient conditions for the output feedback stabilization (Cao et al., 1998; Iwasaki and Skelton, 1995; Kučera and DeSouza, 1995; Trofino-Neto and Kučera, 1993) but these conditions are not readily implemented as numerical algorithms, except Cao et al. (1998) where an iterative LMI-based algorithm is proposed and Yu (2004) . The major difficulty is due to non-convexity 1 This work was supported in part by the Russian Foundation for Basic Research. of the static output feedback solution set (Iwasaki and Skelton, 1995) , which makes it a non-trivial computational task, analytical and computational alike.
For jumping systems we have especially weak development of analytical and computational solution methods of this problem (Mariton, 1990; Pakshin and Retinsky, 2003; Pakshin and Mitrofanov, 2004) and references therein; in the case of large scale jumping systems this problem has not been studied in the current literature. Boukas et al. (1997) consider large scale systems which are linear in the continuous plant state and whose mode dynamics are described via random jumps modeled by a discrete-state Markov chain. By use of decomposition and coordination leading to a two-level control system, the robustness in the sense of robust stability and guaranteed cost control is ensured for the partly unknown large scale linear system with Markovian jumps. Two different structures are proposed: decentralized and centralized one. In both the cases it is supposed that the state vector of each local subsystem is available to the controller. This paper considers a similar class of large scale control systems described by a finite set of linear systems with transitions between them determined by a homogeneous Markov chain. Each individual system of this family describes the plant state variable in the corresponding mode and is composed of a set of interconnected subsystems. At the moment of a discontinuous mode change the plant state vector can be changed by jump. A parametrization of the linear decentralized output feedback controllers that stabilize a given system of this class in the mean square is presented. Sufficient conditions for an output feedback controller to be robust stabilizing against the mode change parameter uncertainty are obtained. These conditions along with the parametrization result and some ideas of (Boyd et al., 1994; ElGhaoui and AitRami, 1996; AitRami and ElGhaoui, 1996) lead to an LMI-based algorithm for computation of the gain matrix of robust stabilizing output feedback control law. An illustrative example is given.
SYSTEM DESCRIPTION
Consider a decentralized system subject to random jumps composed of L interconnected subsystems and described by the following differential equations (Siljak, 1991) :
is the local plant output vector; r(t) is a homogeneous Markov chain which state space is a set of integers N = {1, 2, . . . , ν} and transition matrix The system (1)-(5) can be written aṡ
where
It is easy to see that this model gives a common description for system with both static and fixed-order dynamic output feedbacks.
The hybrid interconnected system (6)-(9) can be written in compact forṁ
T and the block matrices are:
We also define the nominal plant model as a set of isolated subsystems:
which follows from (10), when A C (r t ) ≡ 0.
PRELIMINARIES
For every i ∈ N the plant state space of the system (10) can be presented in the form of the following partition
where Im(C T i ) and Ker(C i ) are orthogonal subspaces. For any x ∈ R n we can write
where C + i is the Moore-Penrose inverse of C i . According to the partition (15) the matrices (16) are projection matrices on Im(C T i ) and on Ker(C i ) correspondingly. These matrices are symmetric and unique. We use the notation X ⊥ for a full rank matrix orthogonal to X. The matrix X ⊥ exists if and only if X has linearly dependent rows and for a given X the matrix X ⊥ is not unique.
An important role in the sequel together with the output feedback control (13) plays also the state feedback decentralized control
with 
Definition 1. The control law (13) is said to be decentralized stabilizing output feedback (DSOF) control if there exists a positive definite matrix H
Ci = H T Ci (i ∈ N) such
that the following inequalities hold
Both DSOF control and DSSF control guarantee the exponential stability in the mean square (ESMS) (Mariton, 1990; Kats, 1998) of the closed loop system (10).
Define the following sets of block diagonal matrices
PARAMETRIZATION OF STABILIZING CONTROLLERS WITH STATIC OUTPUT FEEDBACK
In this section following the approach by Iwasaki and Skelton (1995) we obtain a characterization of a set of the matrices of Lyapunov stochastic functions L o and a parametrization of the stabilizing static output feedback gains for the system (10)
Theorem 1. Let a set of block diagonal matrices H i (i ∈ N) be given. Then the following statements are equivalent:
and
All the stabilizing static output feedback gains for the nominal system (14) are given by
where Λ i (i ∈ N) are arbitrary matrices such that
If the matrix (23) is such that LMI's (18) are feasible with respect to the LMI variable H Ci > 0 then it is a gain matrix of DSOF control.
The theorem can be proved by the same way as the parametrization theorem for single jump systems (Pakshin and Mitrofanov, 2004) .
PARAMETRIZATION OF DECENTRALIZED ROBUST STABILIZING CONTROLLERS WITH STATE FEEDBACK
In real control problems the transition probabilities between the modes are not exactly known. Suppose that the matrix Π = Π(δ) is an affine function of a vector parameter δ. That is, suppose that there exist real matrices Π 0 , . . . , Π N all of the same dimension as Π such that
This means that the uncertainty of each independent parameter is assumed to be bounded between the two extremal values. Define the set of the corners of the uncertainty region as
Definition 3. The control law (13) is said to be robust decentralized stabilizing output feedback (RDSOF) control if there exist positive definite matrices H
, then this control law is said to be nonswitching RDSOF control.
Definition 4. The control law (17) is said to be robust decentralized stabilizing state feedback (RDSSF) control if there exists a positive definite matrix H
Denote L sδ and X δ the sets L s and X with Π = Π(δ), where δ ∈ ∆ 0 .
Theorem 2. Suppose that the plant state vector is available to the controller (C i = I). Then the following statements are equivalent:
I. there exists a gain matrix of RDSSF control for nominal system; II. L sδ = ∅; Let a set of matrices H i (i ∈ N) be given. Then the following statements are equivalent.
IV. H i is the unique positive definite solution of the set of coupled Riccati equations
The gain matrix of RDSSF control in the form of (17) for the nominal system is given by
where the matrices P i , Q i , R i are the ones in IV. and Λ i (δ) is a matrix such that Λ i (δ) < 1 and
2 is independent of δ. If the matrix (25) such that LMI's (19) with Π = Π(δ) (δ ∈ ∆ 0 ) are feasible with respect to LMI variable H Ci > 0, then it is the gain matrix of RDSSF control for the system (10).
The proof is based on well known results from convex analysis (Boyd et al., 1994) and parametrization theorem (Pakshin and Mitrofanov, 2004) .
ROBUST STABILIZATION VIA STATIC OUTPUT FEEDBACK
Developing some ideas by Trofino-Neto and Kučera (1993) , Kučera and DeSouza (1995) in this section we obtain new necessary and sufficient conditions for robust stabilization via static output feedback of the system (10), (11) Theorem 3. The nominal system (14), (11) 
and matrices L i (i ∈ N) of compatible dimensions, satisfying for δ ∈ ∆ 0 the system of inequalities
The robust stabilizing control for the nominal system (14) has the form of (13) where
If the gain matrix (29) The proof is based on the results by Pakshin and Retinsky (2003) and Pakshin and Mitrofanov (2004) . (14), (11) with 
Corollary 1. The nominal system
The robust stabilizing control for the nominal system (14) has the form of (13) The obtained results lead to the following algorithms for computing the stabilizing feedback gain matrices G i (i ∈ N).
Algorithm based on direct solution of coupled Riccati equations(CRE).
Step 1. Solve the system of CRE (26) by LMI optimization method ElGhaoui and AitRami, 1996) and find the matrices
Step 2. If the LMI problem (27) is not feasible then correct the LQR parameters (weighting matrices) and go to step 1, else if this LMI problem is feasible find the matrices L i and calculate the matrices G i by the formula (29).
