Abstract
Introduction
Over the past 20 years, extensive research works on various aspects of face recognition by human and machines [1-3, 8-12, 16-28] have been conducted by psychophysicists, neuroscientists and engineering scientists. Psychophysicists and neuroscientists have studied issues such as uniqueness of faces, how infants perceive faces and organization of memory of faces. While engineering scientists have designed and developed face recognition algorithms. This paper continues the work done by engineering scientists in face recognition by machine.
Automatic face recognition by computer can be divided into two approaches [1, 2] , namely, constituent-based and face-based. In constituent-based approach, recognition is based on the relationship between human facial features such as eyes, mouth, nose, profile silhouettes and face boundary [6, 10, 27, 31] . The success of this approach relies highly on the accuracy of the facial feature detection schemes. However, extracting facial features accurately is difficult. Every human face has similar facial features, a small derivation in the extraction may introduce a large classification error.
Face-based approach [13, 23, 25, 27, 28] attempts to capture and define the face as a whole. The face is treated as a two-dimensional pattern of intensity variation. Under this approach, face is matched through identifying its underlying statistical regularities. Principal Component Analysis (PCA) [13, 16, 21] has been proven to be an effective face-based approach. Sirovich and Kirby [21] first proposed using Karhunen-Loeve (KL) transform to represent human faces. In their method, faces are represented by a linear combination of weighted eigenvector, known as eigenfaces. Turk and Pentland [23] developed a face recognition system using PCA.
However, common PCA-based methods suffer from two limitations, namely, poor discriminatory power and large computational load. It is well known that PCA gives a very good representation of the faces. Given two images of the same person, the similarity measured under PCA representation is very high. Yet, given two images of different persons, the similarity measured is still high. That means PCA representation gets a poor discriminatory power. Swets and Weng [25] also observed this drawback of PCA approach and further improve the discriminability of PCA by adding linear discriminant analysis (LDA). But, to get a precise result, a large number of samples for each class is required. On the other hand, O'Toole et al. [17] proposed different approach for selecting the eigenfaces. They pointed out that the eigenvectors with large eigenvalues are not the best for distinguishing face images. They also demonstrated that although the low dimensional representation is not optimal for recognizing a human face, gives good results in identifying physical categories of face, such as gender and race. However, O'Toole et al. have not addressed much on the selection criteria of eigenvectors for recognition.
The second problem in PCA-based method is the high computational load in finding the eigenvectors. The computational complexity of this is O(d 3 ) where d is the number of pixels in the training images which has a typical value of 128x128. The computational cost is beyond the power of most existing computers. Fortunately, from matrix theory, we know that if the number of training images, N, is smaller than the value of d, the computational complexity will be reduced to
). Yet still, if N increases, the computational load will be increased in cubic order.
In view of the limitations in existing PCA-based approach, we proposed a new approach in using PCA -applying PCA on wavelet subband. In the proposed method, an image is decomposed into a number of subbands with different frequency components using the wavelet transform (WT). A mid-range frequency subband image with resolution 16x16 is selected to compute the representational bases. The proposed method works on lower resolution, 16 x 16, instead of the original image resolution of 128 x 128. Therefore, the proposed method reduces the computational complexity significantly when the number of training image is larger than 16 x 16, which is expected to be the case for a number of real-world applications. Moreover, experimental results demonstrated that applying PCA on WT sub-image with mid-range frequency components gives better recognition accuracy and discriminatory power than applying PCA on the whole original image.
This paper is organized as follows. Section 2 reviews the background of PCA and eigenfaces. The proposed method is reported in section 3. A face recognition system based on the proposed method is discussed in section 4. Experimental results are presented in section 5 and finally, section 6 gives the conclusions.
Review of PCA and Eigenfaces for Face Recognition
This section provides the background theory of PCA and discusses the use of eigenfaces (eigenvectors) for face recognition.
Principal Component Analysis
PCA is used to find a low dimensional representation of data. Some important details of PCA are highlighted as follows [34] . 
It is well known from matrix theory that the matrix M is positively definite (or semi-definite) and has only real non-negative eigenvalues [34] 
Eigenfaces
Basically, eigenface is the eigenvector obtained from PCA. In face recognition, each training image is transformed into a vector by row concatenation. The covariance matrix is constructed by a set of training images. This idea is first proposed by Sirovich and Kirby [21] . After that, Turk and Pentland [23] developed a face recognition system using PCA. The significant features (eigenvectors associated with large eigenvalues) are called eigenfaces. The projection operation characterizes a face image by a weighted sum of eigenfaces. Recognition is performed by comparing the weight of each eigenface between unknown and reference faces.
Limitations
PCA has been widely adopted in human face recognition and face detection since 1987. However, in spite of PCA's popularity, it suffers from two major limitations: poor discriminatory power and large computational load.
It is well known that PCA gives a very good approximation in face image. However, in eigen space, each class is closely packed. Moghaddam et al. [32] have plotted the largest three eigen coefficients of each class. It is found that they overlap each other. This shows that PCA has poor discriminatory power. Our experimental results, given in section 5.2 figure 6(a), also demonstrated the poor discriminatory power of PCA. 
Proposed Method
Traditionally, to represent the human face, PCA is performed on the whole facial image. However, this approach suffers from the limitations mentioned earlier.
To resolve these limitations, we
proposed a new method to use PCA -applying PCA on the wavelet subband 4. Following sections elaborates our proposed method.
Wavelet Transform
Wavelet Transform (WT) [4, 5] has been a very popular tool for image analysis in the past ten years. The advantages of WT, such as good time and frequency localizations, have been discussed in many research articles [5] . In the proposed system, WT is chosen to be used in image frequency analysis and image decomposition because:
• By decomposing an image using WT, the resolutions of the subband images are reduced. In turn, the computational complexity will be reduced dramatically by working on a lower resolution image.
• Wavelet decomposition provides local information in both space domain and frequency domain.
In this paper, Daubechies wavelet D4 [4] is adopted for image decomposition. In fact, in order to select a suitable wavelet, the recognition rates are computed by applying different wavelets on face image decomposition according to the procedures described in section xxx. The recognition rates and computation costs are tabulated as A two dimensional wavelet transform is derived from two one-dimensional wavelet transform by taking tensor products [7] . The implementation of WT is carried out by applying an one-dimensional transform to the rows of the original image data and the columns of the rowtransformed data respectively. An image is decomposed into four subbands as shown in figure 1(a). The decomposed subband images have a wide range of variance which sum is equal to that of the original image. Table 2 shows the variance distributions of the sub-images shown in Figure 2 However, this may not be correct. We demonstrate in the result section that the subband image containing the highest energy does not give the best recognition accuracy. 
Choosing WT Subband
In choosing the WT subband, we have the following criteria:
1. Reduce the computational complexity As discussed in section 2.3, the computational complexity of PCA-based method is in the cubic order of image resolution, d, or number of training images, N, depending on which value is smaller.
To minimize the computational complexity, we choose to work on those subbands with lowest resolution, i.e., 16 x 16. Accordingly, subband 1 to subband 4 are chosen.
Applying PCA on a 16 x 16 subimage will bound the computational complexity to the cubic order of 256, regardless of the size of training image set. In compared with applying PCA on the whole image, 128 x 128, or subbands with other resolutions, 32 x 32 and 64 x 64, our proposed method gives significant performance improvement when the number of training image is larger than 256, which is expected to be the case for a number of real-world applications.
Insensitive to minor changes in facial appearance
Nastar et al. [30, 33] have investigated the relationship between variations in facial appearance and their deformation spectrum. They found that facial expressions and small occlusion affect the intensity manifold locally. Under the frequency-based representation, only the high frequency spectrum is affected. Whereas changes in illumination affect the intensity manifold globally, in which only the low frequency spectrum is affected. When there is a change in human face, all frequency components will be affected.
Based on Nastar et al.'s findings, we focus on subbands containing mid-range frequencies. Among subbands1 to 4, subbands 2 to 4 are the mid-range frequency subbands.
Further to the above criteria, experimental results, detailed in section 5, reveal that applying PCA on subband 4 gives better recognition accuracy and class separability in compared with (1) applying PCA on the whole image, and (2) applying PCA on subbands 1, 2 or 3. As such, subband 4 is chosen in our proposed method. 
Face Recognition System based on the Proposed Method
A face recognition system is developed to demonstrate the application of the proposed method. The system follows the face-based approach and it consists of two stages, namely, training and recognition stages. Training stage computes the representational bases for images in the domain of interest (that is reference images) and converts them into training image representations. The training image representations of each image are stored into the library. Recognition stage translates the probe image into probe image representation using the representational bases, and then, matches it with those reference images stored in the library to identify the face image. Figure   3 shows the system block diagram. As this system concentrates on the recognition part, it is assumed that there is only one face in an image, which has been normalized. 
Results
Two different experiments are conducted on the face recognition system described in section 4. In the first experiment, we compare the performance on recognizing human face with different facial expressions and illuminations. The second experiment compares the class separation. The following five different approaches are compared.
• PCA on the original image size 128x128 (eigenface method);
• PCA on WT subband 1 image ;
• PCA on WT subband 2 image ;
• PCA on WT subband 3 image ;
• The proposed method (PCA on WT subband 4 image).
Throughout this paper, the well-known Daubechies wavelet D4 is adopted and its four coefficients Table 3 , it can be seen that the proposed method gives the best result among different subbands and even the whole image.
Part II
A good recognition system can be justified in two aspects: first, how well the system can match images from the same people; second, how well the system can distinguish images from different have any values range from 0 to 1. The more accurate the PCA representation, the higher the AMSV value will be. Ideally, for a perfect representation, the AMSV value will be 1.
The second term is the Average Unmatched Similarity Value, AUMSV that is defined as,
This term tells how well the PCA representation is in distinguishing the images from different people. This term shows the separation between each image, and it can have any values range from 0 to 1. The higher the discriminatory power, the smaller the AUMSV value will be.
The third term is the Class Margin, CM that is defined as,
CM = AMSV -AUMSV
This term shows the average distance between one class and the others. It's possible range is -1 to 1.
the higher the value is, the better the representation will be.
The results of the five different PCA approaches are tabulated in Table 4 On the other hand, we also apply the Min/Max ratio described in [35] to check the separation of the proposed method. The results are shown as in Table 6 
Conclusions
This paper proposed a new approach, based on wavelet subband, in using PCA for human face recognition. Wavelet transform is adopted to decompose an image into different subbands with different frequency components. A mid-range frequency subband is selected for PCA representation. Experimental results show that the proposed method (PCA on WT subband 4)
gives better recognition accuracy and class separability than (1) applying PCA on the whole original image that contains all frequency components, and (2) applying PCA on WT subbands 1, 2 or 3.
Besides the advancement in accuracy and class separability, the proposed method also gives significant performance improvement when the number of training image is larger than 256, which is expected to be the case for a number of real-world applications.
This paper introduces the WT subband concept on PCA for human face recognition. This paper concentrates the studies on WT subband 1 to 4 and the full size original image. Among these choices, subband 4 is found to give the best results. Nevertheless, there may have other frequency bands, or even combination of frequency bands, that can give even better performance. Further studies in finding the optimal frequency band(s) for face recognition will be our future direction.
