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Abstract
We consider homogeneous varieties of linear algebras over an associative–commutative ring K with
1, i.e., the varieties in which free algebras are graded. Let F = F(x1, . . . , xn) be a free algebra of some
variety  of linear algebras over K freely generated by a set X = {x1, . . . , xn}, End F be the semigroup of
endomorphisms of F, and Aut End F be the group of automorphisms of the semigroup End F. We investigate
the structure of the group Aut End F and its relation to the algebraic and categorical equivalence of algebras
from .
We define a wide class of R1MF-domains containing, in particular, Bezout domains, unique factorization
domains, and some other domains. We show that every automorphism  of semigroup End F, where F is a
free finitely generated Lie algebra over anR1MF-domain, is semi-inner. This solves the Problem 5.1 left open
in [G. Mashevitzky, B. Plotkin, E. Plotkin, Automorphisms of the category of free Lie algebras, J. Algebra
282 (2004) 490–512]. As a corollary, semi-inner character of all automorphisms of the category of free Lie
algebras over R1MF-domains is obtained. Relations between categorical and geometrical equivalence of
Lie algebras over R1MF-domains are clarified.
The group Aut End F for the variety of m-nilpotent associative algebras over R1MF-domains is described.
As a consequence, a complete description of the group of automorphisms of the full matrix semigroup of
n × n matrices over R1MF-domains is obtained.
We give an example of the variety  of linear algebras over a Dedekind domain such that not all
automorphisms of Aut End F are quasi-inner.
The results obtained generalize the previous studies of various special cases of varieties of linear algebras
over infinite fields.
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1. Introduction
Let us recall the main definitions from Universal Algebraic Geometry [25,26]. Let  be a
variety of algebras over a commutative–associative ring K and F = F(X) be a free algebra from
 generated by a finite set X. Here X is supposed to be a subset of some infinite universum
X0. The set Hom(F,G),G ∈ , can be treated as an affine space whose points are homomor-
phisms. The algebraic set in Hom(F,G) and the category K(G) of algebraic sets over G can be
defined. The category K(G) is a geometric invariant of algebra G. Algebras G1 and G2 from
 are categorically equivalent if the categories K(G1) and K(G2) are correctly isomorphic.
Algebras G1 and G2 are geometrically equivalent if
T
′′
G1
= T ′′G2
holds for all finite sets X and for all binary relations T on F , and ′ is Galois correspondence
between sets in Hom(F,G) and the binary relations on F .
It has been shown in [26] that categorical and geometrical equivalences of algebras are related,
and their relation is determined by the structure of the group Aut 0, where 0 is the category
of free finitely generated algebras of. Note that the category0 is small. The group Aut 0 is
known for the following varieties: the variety of all groups, the variety of F -groups, where F is
a free group of constants, the variety of all semigroups, the variety of commutative–associative
algebras with the unit element over infinite fields, the variety of associative algebras over infinite
fields, the variety of all Lie algebras over infinite fields, the variety of modules over IBN -rings
[2,3,17,18,22,23,29].
There is a natural connection between the structure of the groups AutEnd F,F ∈ , and
Aut 0. However, the problem of describing the group Aut End F is more complicated and was
solved only for the following varieties: the variety of inverse semigroup, the variety of semigroups,
the variety of groups, the variety of associative–commutative algebras over infinite fields, and the
variety of Lie algebras over infinite fields [4,9,21,22,29].
We define a class of R1MF -domains including Bezout domains, unique factorization domains
and some other domains. Namely, a domain K is called R1MF -domain if each n × m matrix A
of rank 1 over K can be represented as a product of an n × 1 matrix by a 1 × m matrix over K .
Here the rank of matrix implies its rank over the quotient field K˜ of K .
Our aim is to describe the group AutEnd F and, as a consequence, to obtain a description of
the group Aut 0 for the variety of Lie algebras and the variety of nilpotent associative algebras
over R1MF -domains.
The main theorems are as follows:
Theorem A. LetLbe the variety of Lie algebras over anR1MF -domainK andF =F(x1,. . . ,xn)
be a finitely generated free Lie algebra ofL. Then any automorphism of the group Aut End F is
semi-inner.
This Theorem solves Problem 5.1 in [23] formulated therein for the variety of Lie algebras
over any fields. The description of the group AutEnd F(x1, x2) for the variety of Lie algebras
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over infinite fields was given in [23]. The group AutEnd F(x1, . . . , xn), n  2, for the variety of
Lie algebras over infinite fields was described in [29].
Theorem B. Let ANm be the variety of m-nilpotent (m  2) associative algebras over an
R1MF -domain K and Fm = Fm(X), |X| < ∞, be a finitely generated m-nilpotent free algebra
of the varietyANm. The following three statements hold:
1. If either
(a) |K| = pk, pk|m − 1 and m = 2r, r > 1,
or
(b) |K| = 2k, 2k|m − 1,
then the group Aut EndFm is generated by semi-inner,p-semi-inner, mirror andp-mirror
automorphisms of EndFm.
2. If m = 2, then any automorphism of the group Aut End F2 is semi-inner.
3. Otherwise, i.e., if the conditions of items 1 and 2 are not fulfilled, the group Aut End Fm is
generated by semi-inner and mirror automorphisms of EndFm.
From part 2 of this theorem we obtain
Corollary 1.1. Let Mn(K) be the full matrix semigroup of n × n matrices over a R1MF -domain
K. Then any automorphism of Mn(K) is a semi-inner.
This result generalizes the result from [15] on automorphisms of the full matrix semigroup of
n × n matrices over principal ideal domains (see also [10,12], where this result has been proved
for the full matrix semigroup over field).
Using Theorem A, we further prove
Theorem C. Every automorphism of the categoryL◦ of finitely generated free Lie algebras over
an R1MF -domain is semi-inner.
Earlier, this theorem has been proved for the case of Lie algebras over infinite fields [23]. Using
Theorem B, a description of automorphisms of the categoryN
◦
m can be derived.
We also give an example of variety  of linear algebras over a Dedekind domain, for which
the group Aut End F contains an automorphism that is not quasi-inner. Note that all auto-
morphisms of End F are quasi-inner in all above-mentioned varieties of algebras over R1MF -
domains.
The outline of this paper is as follows. We prove that all automorphisms of End F for the
varietiesB2 andNm are quasi-inner (see Theorem 5.2). Then we describe the bijections related
to these quasi-inner automorphisms. For this purpose, we investigate the structure of derivative
algebras associated with quasi-inner automorphisms (see Propositions 6.6 and 6.8). We prove the
main statements of our paper, Theorems A, B, C, and discuss the relation between the categorical
and geometrical equivalences of Lie algebras over R1MF -domains (see Remark 7.1). Finally, we
give the description of quasi-inner automorphisms of the semigroup End A(X) for the variety of
associative algebras over domains.
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2. Automorphisms of the semigroup End F and of the category 0
Throughout this paper, “ring” means “commutative–associative ring with 1” and “algebra”
denotes linear algebra over K .
Definition 2.1 [23]. Let A1 and A2 be algebras over a ring K from a variety, δ be an automor-
phism of K and ϕ : A1 → A2 be a ring homomorphism of these algebras. A pair (δ, ϕ) is called
semihomomorphism from A1 to A2 if
(∀α ∈ K)(∀u ∈ A1)(ϕ(α · u) = δ(α) · ϕ(u)).
Let F = F(x1, . . . , xn) be a free algebra of a variety of linear algebras over ring K generated
by a set X = {x1, . . . , xn}.
Definition 2.2 [25]. An automorphism of the semigroup End F of endomorphisms of F is called
quasi-inner, if there exists a bijection s : F → F such that (ν) = sνs−1 for any ν ∈ End F ; s
is called adjoint to .
Definition 2.3 [25]. Above-mentioned quasi-inner automorphism of End F is called semi-inner
if there exists a field automorphism δ : K → K such that (δ, s) is a semiautomorphism of F , i.e.,
the following conditions hold:
1. s(a + b) = s(a) + s(b),
2. s(a · b) = s(a) · s(b),
3. s(αa) = δ(α)s(a)
for all α ∈ K and a, b ∈ F . We say that the pair (δ, s) defines semi-inner automorphism  of F .
If δ is the identity automorphism of K , we say that  is inner.
Now consider an example of semi-inner automorphism in the case of the variety of Lie algebras.
Let δ ∈ Aut K and F(X), |X| < ∞, be the finitely generated free Lie algebra. Define a mapping
δF : F → F in the following way: if u1, . . . , um is a base of F and w =∑mi=1 λi · ui, λi ∈ K ,
then δF (w) =∑mi=1 δ(λi) · ui .
Proposition 2.4 [18,23]. A pair (δ, δF ) is a semi-inner automorphism of F.
LetA = A(X), |X| < ∞, be a finitely generated free associative algebra of the varietyAss-K
of associative algebras over K .
Definition 2.5 [21]. A quasi-inner automorphism of End A is called mirror if its adjoint bijection
s : A → A such that s(xi) = xi, i ∈ [1n], is anti-automorphism of A.
Now we introduce a new class of quasi-inner automorphisms. Let A = A(X) be a free finitely
generated associative algebra over a ring K of characteristic p > 0.
Definition 2.6. A quasi-inner automorphism  of End A is called p-semi-inner (p-mirror) if p
is a semi-inner (mirror) automorphism of End A, whereas p−1 is not.
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Recall the notion of category isomorphism and equivalence [19]. An isomorphism ϕ : C→ D
of categories is a functor ϕ from C to D, which is a bijection both on objects and morphisms. In
other words, there exists a functor ψ : D→ C such that ψϕ = 1C and ϕψ = 1D.
Let ϕ1 and ϕ2 be two functors from C1 to C2. A functor isomorphism s : ϕ1 −→ ϕ2 is a
collection of isomorphisms sA : ϕ1(A) −→ ϕ2(A) defined for all A ∈ ObC1 such that for every
ν : A −→ B, ν ∈ MorC1, B ∈ ObC1,
sB · ϕ1(ν) = ϕ2(ν) · sA
holds, i.e., the following diagram is commutative
The isomorphism of functors ϕ1 and ϕ2 is denoted by ϕ1 ∼= ϕ2.
An equivalence between categories C andD is a pair of functors ϕ : C→ D and ψ : D→ C
together with natural isomorphisms ψϕ ∼= 1C and ϕψ ∼= 1D. If C = D, then we get the notions
of automorphism and autoequivalence of the category C.
For every small category C, we denote the group of all its automorphisms by Aut C.
We distinguish the following classes of automorphisms of C.
Definition 2.7 [17,23]. An automorphism ϕ : C→ C is equinumerous if ϕ(A) ∼= A for any object
A ∈ ObC;ϕ is stable ifϕ(A) = A for any objectA ∈ ObC ; andϕ is inner ifϕ and 1C are naturally
isomorphic, i.e., ϕ ∼= 1C.
In other words, an automorphism ϕ is inner if for all A ∈ ObC there exists an isomorphism
sA : A → ϕ(A) such that
ϕ(ν) = sBνs−1A : ϕ(A) → ϕ(B)
for any morphism ν ∈ MorC(A,B).
Denote by EqnAut C, StAut C and IntC the collection of equinumerous, stable, and inner
automorphisms, respectively, of the group Aut C.
Let  be a variety of linear algebras over K . Denote by 0 the full subcategory of finitely
generated free algebras F(X), |X| < ∞, of the variety . Consider a constant morphism ν0 :
F(X) → F(X) such that ν0(x) = x0, x0 ∈ F(X) for every x ∈ X.
Theorem 2.8 (Reduction Theorem [17,21,24,29]). Let the free algebra F(X) generate a variety
, and ϕ ∈ StAut 0. If ϕ acts trivially on the monoid Mor0(F (X), F (X)) and ϕ(ν0) = ν0,
then ϕ is inner, i.e., ϕ ∈ Int0.
Define the notion of a semi-inner automorphism of the category 0.
Definition 2.9 [23]. An automorphism ϕ ∈ Aut 0 is called semi-inner if there exists a family
of semi-isomorphisms {sF(X) = (δ, ϕ˜) : F(X) → ϕ˜(F (X)), F (X) ∈ Ob0}, where δ ∈ Aut K
and ϕ˜ is a ring isomorphism from F(X) to ϕ˜(F (X)) such that for any homomorphism ν :
F(X) −→ F(Y ) the following diagram
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F(X)
sF(X)−→ ϕ˜(F (X))
ν↓ ↓ϕ(ν)
F (Y )
sF(Y )−→ ϕ˜(F (Y ))
is commutative.
Further, we need the following
Proposition 2.10 [17,23]. For any equinumerous automorphism ϕ ∈ Aut C, there exists a stable
automorphism ϕS and an inner automorphism ϕI of the category C such that ϕ = ϕSϕI .
3. Quasi-inner automorphisms of End F for varieties of linear algebras
Now we introduce Kronecker endomorphisms in free algebra F = F(x1, . . . , xn) of a variety
.
Definition 3.1. Kronecker endomorphisms of F in the base X = {x1, . . . , xn} are the endomor-
phisms eij of F determined on the free generators xk ∈ X by the rule: eij (xk) = δjkxi, xi ∈
X, i, j, k ∈ [1n], δjk is the Kronecker delta.
Denote by En a subsemigroup of End F generated by Kronecker endomorphisms eij , i, j ∈
[1n], and an adjoint zero.
Proposition 3.2. Let  ∈ Aut End F(X). Endomorphisms ij = (eij ) from the semigroup
(En) are Kronecker in some base U = {u1, . . . , un} of F if and only if  is a quasi-inner
automorphism of End F.
Proof. Let  be a quasi-inner automorphism of End F. Consider the endomorphisms σ and τ of
F specified on generators xi ∈ X by the following rules: σ(xi) = s(xi) and τ(xi) = s−1(xi), i ∈
[1n]. Let ρ = (τ )σ . Then for any xi ∈ X we have:
ρ(xi) = sτs−1σ(xi) = sτs−1s(xi) = sτ (xi) = xi, i ∈ [1n],
i.e., ρ = IdF = (τ )σ , where IdF is the identical mapping on F . Replacing by−1 we obtain:
IdF = −1(σ )τ . Consequently, IdF = σ(τ ). Hence, σ is an automorphism of F .
Now we prove that s(0) = 0. For every ζ ∈ EndF we have (ζ )(0) = sζ s−1(0) = 0, i.e.,
ζ s−1(0) = s−1(0). Assume that ζ is the zero endomorphism ofF . Then s−1(0) = ζ(s−1(0)) = 0.
Consider the following elements u1, . . . , un from F :
u1 = σ(x1) = s(x1), . . . , un = σ(xn) = s(xn).
Since σ is an automorphism of F , u1, . . . , un is a base of F . Let us show that endomorphisms
ij = (eij ), where eij ∈ En, i, j ∈ 1, . . ., n are Kronecker endomorphisms in the base U =
{u1, . . . , un}:
(eij )(uk) = seij s−1σ(xk) = seij s−1s(xk) = seij (xk) = s(δjkxi) = δjks(xi) = δjkui .
Conversely, letij , i, j ∈ [1n], be Kronecker endomorphisms of F in the base U = {u1, . . . , un}.
Denote by μka, a ∈ F, k ∈ [1n], endomorphisms of F specified on generators X by the rules:
μka(um) = δkma, um ∈ U . Then
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μkaekk = μka. (3.1)
It is clear that if ρekk = ρ for some k and ρ ∈ EndF , then there exists b ∈ F such that ρ = μkb.
Take k=1 and any a∈F in (3.1). Then(μ1a)(e11)=(μ1a). Since11 = (e11) is a Kro-
necker endomorphisms of F in the base U , there exists an element s(a) ∈ F such that (μ1a) =
μ1s(a). Note that  is an automorphism of F , hence s is a bijection of F . Since ρμ1a = μ1ρ(a)
for any ρ∈End F , we have(ρ)(μ1a)=(μ1ρ(a)). Therefore,(ρ)μ1s(a)(u1)=μ1s(ρ(a))(u1).
Thus, (ρ)s(a) = sρ(a) for any a ∈ F , i.e. (ρ) = sρs−1. 
Remark 3.3. It is easy to show that the construction of the bijection s : F → F in the above
proof does not depend on the choice of k.
Remark 3.4. From the proof of this Proposition we also see that the bijection s transforms every
base X of F into a base of the same algebra.
Now we define the notion of a base Xσ -matrix of an automorphism  ∈ Aut End F .
Definition 3.5. Let σ be an element of the symmetric group Sn. The matrix T (σ)X = (t(σ )ij ), where
t
(σ )
ij = (eij )xσ(j), xi ∈ X, i, j ∈ [1n], is called Xσ -matrix of  in base X.
The following Lemma establishes a useful property of Xσ -matrix of an automorphism  we
need below.
Lemma 3.6. Let α1, . . . , αn be endomorphisms of F = F(x1, . . . , xn). Then there exists a unique
endomorphism α of F such that
α(t
(σ )
ij ) = αi(t(σ )ij ) (3.2)
for all i, j ∈ [1n] and all σ ∈ Sn.
Proof. Let βi = −1(αi) and βi(xi) = yi, i ∈ [1n]. Determine an endomorphism β ∈ End F
on free generators X of F in the following way: β(xi) = yi, i ∈ [1n], and let α = (β). Since
βeij = βieij , we have (β)(eij )xσ(j) = (βi)(eij )xσ(j) for all σ ∈ Sn and all i, j ∈ [1n].
Therefore, α(t(σ )ij ) = αi(t(σ )ij ) for all i, j ∈ [1n] and all σ ∈ Sn.
Now we should prove the uniqueness of the endomorphism α. Assume, on the contrary, that
there exists γ ∈ EndF such that
γ (t
(σ )
ij ) = αi(t(σ )ij ), i.e., γ(eij )(xσ(j)) = αi(eij )(xσ(j))
for all i, j ∈ [1n] and all σ ∈ Sn. Then α(eij ) = γ(eij ) for all i, j ∈ [1n]. Thus,−1(α)eij =
−1(γ )eij and, as a consequence, −1(α)eij xj = −1(γ )eij xj , i.e., −1(α)xi = −1(γ )xi for
all i. We arrive at α = γ. 
4. R1MF -domains
Let K be an integral domain (domain, for short) and K˜ = FracK be the quotient field of K .
Definition 4.1. Rank of a matrix A ∈ Mn×m(K) is the rank of A over the field K˜ , i.e., rankKA :=
rankK˜A.
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Definition 4.2. We say that a domainK satisfies the rank-1-matrix factorization condition (R1MF -
condition) if each n × m matrix A over K of rank 1 can be presented as a product of an n × 1
matrix ci by a 1 × m matrix di over K , i.e., A = ci · di . A domain K satisfying R1MF -condition
is called R1MF -domain.
Now we give several examples of R1MF -domains.
Example 4.3. An n × m matrix A is equivalent to an n × m matrix B over a domain K if there
exist invertible matrices P and Q such that A = PBQ. Recall (see [16]) that an elementary
divisor domain (EDD, for short) K is a domain with the property that each matrix A over K is
equivalent to a diagonal matrix
diag(d1, d2, . . .) =
⎛
⎜⎜⎜⎝
d1
d2
.
.
.
0
⎞
⎟⎟⎟⎠ ,
where di divides di+1 for all i.
For instance, any principal ideal domain is EDD. It is clear that each EDD is an R1MF -domain.
Example 4.4. A Bezout domain is a domain in which any finitely generated ideal is principal (see
[7,13]). By Proposition 4.4 in [7], every Bezout domain is an R1MF -domain. Note that every
EDD is a Bezout domain. However, the inverse inclusion is still an open question (see [13]).
Example 4.5. Let K be a unique factorization domain (UFD, for short). Let us show that K is an
R1MF -domain.
Let A = (aij ) ∈ Mn×m(K) and rankA = 1. Then there exists g ∈ K such that gA = c1 · d1,
where c1 = (ck1) and d1 = (d1k), k ∈ [1n], ck1, d1k ∈ K . Thusgaij = ci1d1j . Assume thatg = p
is a prime element in K . Since K is UFD, we have p|ci1 or p|d1j . If p|ci1 for all i, then our
statement is true. Let exist s  n such that p|ck1 for all k < s but pcs1. Then p|d1j for all j and
this proves the assertion above.
Now let g be a non-prime element in K . We can represent g = p1 . . . pr , r > 1, where all pi
are prime elements in K . Using the induction on r , we obtain the proof of this statement in the
general case.
Note that the group algebra over the field P of the additive group of rational numbers (written
multiplicatively) is a Bezout domain but not UFD (see [7], exercise 3.5). This suggests that the
classes of UFDs and R1MF -domains do not coincide.
Now consider an example of a domain which is not an R1MF -domain.
Example 4.6 (see [11]). A domain K with the quotient field K˜ is called a Dedekind domain if it
satisfies any of the following equivalent conditions:
(i) every ideal in K is projective;
(ii) every nonzero ideal C of K is invertible (that is CC−1 =K , where C−1 ={x∈K˜|xa ⊂ K}.
As follows from Corollary 5.6 (or Remark 5.7), the Dedekind domain K = {a + b√−5|a, b ∈
Z} is not an R1MF -domain.
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It is proved in [16] that a domain K is EDD if and only if every 2 × 1 and 2 × 2 matrices over
K are equivalent to a diagonal matrix. Our hypothesis is as follows: a domain K is R1MF -domain
if and only if each 2 × 2 matrix over K of rank 1 can be represented as a column-by-row product.
Note that there is a notion of rank of matrix over any ring (see, for example, [7,13]). Thus, the
notion of R1MF -domain can be generalized to non-commutative rings. In future, we are going
to study such a generalization.
Let V be a free module of finite rank n over an R1MF -domain K and End V the set of
all endomorphisms of V considered as a semigroup with zero endomorphism 0. Denote by Pn
a subsemigroup of End V generated by non-zero elements Pij ∈ End V, i, j ∈ [1n], such that
PijPmk = δjmPik, Pij /= 0, for every i, j, k,m ∈ [1n]. Let us fix a basis B = {v1, . . . , vn} of the
free module V . Let Eij , i, j ∈ [1n], be endomorphisms of V determined by the rules Eij (vk) =
δjkvi, i, j, k ∈ [1n]. Denote by Tn a subsemigroup of End V generated by the endomorphisms
Eij , i, j ∈ [1n].
Lemma 4.7. The semigroups Pn and Tn are conjugate via an automorphism of V.
Proof. Denote by VK˜ = V
⊗
K K˜ a vector space over the quotient field K˜ of the domain K . Let
dimVK˜ = n. Since P11 /= 0, there exists u ∈ V such that u1 = P11u /= 0. Let ui = Pi1u1, i ∈[1n]. It is easy to check that the set B1 = {ui ∈ V |i ∈ [1n]} forms a basis of the vector space
VK˜ . We denote by Mn(K˜) the multiplicative semigroup of n × n matrices with entries in K˜ .
Let f : EndV → Mn(K˜) be the semigroup endomorphisms from End V to Mn(K˜) such that
f (σ), σ ∈ End V , be the matrix of endomorphism σ in the basis B1. Then f (Pij ) = Eij , i, j ∈
[1n]. Consequently, that the rank of every f (Pij ) over K is 1. Since K is an R1MF -domain,
we can represent f (Pii) = aibi , where ai = (asi), asi ∈ K, s ∈ [1n], is an n × 1 matrix and
bi = (bis), bis ∈ K , s ∈ [1n], is a 1 × n matrix. Denote A = (aij ) and B = (bij ). Since
f (Pii)f (Pjj ) = δij f (Pii) =
n∑
k=1
bikakj a
ibj ,
we obtain BA = I . Hence, A−1f (Pii)A = Eii, i ∈ [1n]. We may assume that f (Pii) = Eii, i ∈
[1n], in the basis B2 = 〈wi ∈ V |i ∈ [1n]〉 of the K-module V . Since Pij = PiiPijPjj , there exist
dij ∈ K such thatf (Pij ) = dijEij . It is clear thatdij dmk = δjmdik ,dii = 1 for all i, j, k,m ∈ [1n]
and dij are units in K . Consider B3 = 〈vi ∈ V |vi = d−11i wi, i ∈ [1n]〉, a basis of the module V
over K . It is easy to check that the elements Pij ∈ Pn can be represented by the elementary
matrices in this basis, i.e., the semigroups Pn and Tn are conjugate. This completes the proof. 
5. Homogeneous varieties of algebras and quasi-inner automorphisms of End F
Let  be a variety of linear algebras over a ring K and T () be its T-ideal.
Definition 5.1 [29]. The variety  is called homogeneous if its T-ideal T () is homogeneous.
It is known that the varieties of associative algebras, nilpotent associative algebras, Lie algebras,
alternative algebras, Jordan algebras (if 1/2 ∈ K) are homogeneous varieties [29].
In this part we consider only homogeneous varieties algebras without 1. A free algebra F(X)
of such a variety can be naturally decomposed as
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(i) F (X) =
∞⊕
k=1
F (k) and (ii) F (k)F (m) ⊆ F (k+m),
where F (k) is a K-submodule generated by all monomial of F(X) of degree k.
We can write
⊕∞
k=2 F (k) = F 2. Clearly, ϕ(F 2) ⊆ F 2 for any ϕ ∈ End F .
LetB2 be the variety of linear algebras over an R1MF -domain defined by the identity x21 = 0,
andNm,m  2, be the variety of nilpotent algebras of class  m over an R1MF -domain, i.e.,
for every algebra G ∈Nm the equality Gm = 0 holds. We can say, somewhat non rigorously,
thatNm is the variety of m-nilpotent algebras.
Proposition 5.2. Let  be a homogeneous variety of linear algebras over an R1MF -domain K
and F = F(x1, . . . , xn) be its free algebra. If either ⊆ B2 or ⊆Nm for some m  2, then
all automorphisms of the semigroup End F are quasi-inner.
Proof. Let  be an automorphism of End F. By Proposition 3.2, it is enough to show that
there exists a base Z = {z1, . . . , zn} of F such that the endomorphisms (eij ) are Kronecker
endomorphisms in this base.
Let σ ∈ Sn. Consider the Xσ -matrix T (σ)X of  in the base X = {x1, . . . , xn}:
T
(σ)
X = (t(σ )ij ),
where t (σ )ij = (eij )xσ(j), i, j ∈ [1n]. Any element t (σ )ij of T (σ)X can be written in the following
form:
t
(σ )
ij = m(σ)ij + g(σ)ij , (5.1)
where m(σ)ij ∈ F (1) is a linear part of t (σ )ij , and g(σ)ij ∈ F 2 =
⊕∞
k=2 F (k).
Now we show that there exists a non-zero element m(σ)ij for some i, j ∈ [1n] and σ ∈ Sn in
representation (5.1). Assume, on the contrary, that m(σ)ij = 0 for all i, j ∈ [1n] and all σ ∈ Sn.
Consider the following n Kronecker endomorphisms of F : α1 = e11, . . . , αn = enn. Note that by
our assumption, t (σ )ij = g(σ)ij ∈ F 2. As a consequence, eii(t (σ )ij ) = 0. By Lemma 3.6, there exists
a unique endomorphism α ∈ End F such that
(∀i, j ∈ [1n]) (∀σ ∈ Sn) (α(t(σ )ij ) = αi(t(σ )ij ) = eii(t (σ )ij ) = 0).
However, e11(t(σ )ij ) = e22(t(σ )ij ) = 0 for all i, j ∈ [1n] and all σ ∈ Sn. We have arrived at a con-
tradiction with the uniqueness of the endomorphism α.
Let us fix i, j ∈ [1n] and σ ∈ Sn for which m(σ)ij /= 0 and write the elements (eij )xσ(k), k ∈
[1n], in the base X(σ) = {xσ(1), . . . , xσ(n)}:
(eij )xσ(k) = a(ij)k1 xσ(1) + . . . + a(ij)kn xσ(n) + f (ij)k (x1, . . . , xn), (5.2)
wherea(ij)km ∈ K andf (ij)k (x1, . . . , xn) ∈ F 2. Now we construct a mappingψσ : (En) → Mn(K)
from the semigroup (En) generated by endomorphisms (eij ) (see Proposition 3.2) to the full
matrix semigroup Mn(K): ψσ ((eij )) = A(σ)ij , where A(σ)ij = (a(ij)km ) is the matrix of the linear
part of (5.2). Since ϕ(F 2) ⊆ F 2 for any ϕ ∈ EndF , we have (eij )(F 2) ⊆ F 2. Thus, it follows
from(ekl)(els) = (eks) that ψσ is a semigroup homomorphism from(En) to Mn(K). Since
m
(σ)
ij /= 0 for some i, j ∈ [1n] and σ ∈ Sn, we have A(σ)ij /= 0. From this it immeaditely follows
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that the matrices A(σ)lm /= 0 for all l, m ∈ [1n] and σ which we have chosen above. Consequently,
ψσ is a monomorphism. Now we set ψσ ((En)) = An and V = SpanK(x1, . . . , xn) is a free
K-module generated by X = {x1, . . . , xn} over K . By Lemma 4.7, the semigroups An and En are
conjugate, i.e., there exists an automorphism ρ of K-module V such that ρ−1A(σ)ij ρ = Eij , where
Eij , i, j ∈ [1n], are elementary matrices over K in a basis Y = {y1, . . . , yn} of K and ρ(xi) = yi .
Therefore, Y is a base of F as well. The elements (ei1)y1, i ∈ [1n], can be represented in the
base Y as
(ei1)y1 = yi + gi(y1, . . . , yn), gi ∈ F 2, i ∈ [1n]. (5.3)
We set Z = {zi |zi = (ei1)y1, i ∈ [1n]}. Now we have to prove that the elements of Z form a
base of F .
Consider two cases
1. Let ⊆ B2. Consider the Kronecker endomorphisms e′ij , i, j ∈ [1n], ofF in the baseY , i.e.,
e′ij (yk) = δjkyi , i, j, k ∈ [1n]. Since x21 = 0 is the identity in , we have e′ii (gi(y1, . . . , yn)) =
0. Thus,
e′ii (zi) = yi, i ∈ [1n].
However, zi = (ei1)y1, i ∈ [1n], are elements of Yε-matrix (ε is the identical substitution from
symmetric group Sn) of automorphism  in the base Y . By Lemma 3.6, there exists an endomor-
phism α ∈ End F such that
α(zi) = e′ii (zi) = yi. (5.4)
As a consequence, α is a surjective endomorphism of F . Since F is a Hopfian algebra, i.e., any
surjective endomorphism of F into itself is isomorphism (see [6], Corollary 2.3.3), the elements
zi, i ∈ [1n], form a base of F . Now we have
(eij )zm = (eij )(em1)y1 = (eij em1)y1 = (δjmei1)y1 = δjmzi .
We can see that (eij ) are Kronecker endomorphisms in the base Z. This proves Theorem in the
first case.
2. Let  be a subvariety of varietyNm. By (5.3), we have
zi = yimod F 2 for all i ∈ [1n].
Consequently, the images of elements zi, i ∈ [1n], under the canonical homomorphism F →
F/F 2 form a basis of K-module F/F 2. Since the algebra F is nilpotent, the elements zi, i ∈ [1n],
form a base of F (see [8, Theorem 1]). Now we can complete the proof in the same way as in the
first case. 
Remark 5.3. The results [6], Corollary 2.3.3 and [8, Theorem 1], we used in our proof were
proved in those works for algebras F over any field K . However, it is easy to verify the validity
of these facts for algebras F over any associative–commutative ring K .
Now we consider the variety Υ of linear algebras with zero multiplication over a Dedekind
domain such that the group AutEnd V , where V is a free 2-generated algebra over K , contains a
non-quasi-inner automorphism. This example is a slightly modification of an example given by
Isaacs [14].
Example 5.4. Let K = {a + b√−5|a, b ∈ Z} be a Dedekind domain and Υ be a variety of linear
algebras over K with zero multiplication. Let V = K2 be a free module over K . The module V
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can be considered as a free 2-generated algebra over K of variety Υ . Note that a semigroup EndV
is the full matrix semigroup M2×2(K). We have to construct an automorphism of the semigroup
M2×2(K), which is not quasi-inner.
Let
m =
(
1 + √−5 −2
−2 1 − √−5
)
,
so that
m−1 = 1
2
(
1 − √−5 2
2 1 + √−5
)
.
Note that m−1 /∈ M2×2(K) but m−1xm ∈ M2×2(K), i.e., (x) = m−1xm, x ∈ M2×2(K) is an
automorphism of the semigroup M2×2(K). We show that this automorphism is not quasi-inner.
Assume that  is a quasi-inner automorphism of End F, i.e., there exists a bijection s : V →
V on V such that (x) = s−1xs, x ∈ M2×2(K). Consequently, s−1xs = m−1xm for all x ∈
M2×2(K). Then σx = xσ for all x ∈ M2×2(K), where σ = ms−1 is a mapping from V to V .
Next we prove that σ = αI, α ∈ K .
Consider the linear transformation γa : V → V defined by γa(e1) = a, γa(e2) = 0, where
e1 = (1, 0), e2 = (0, 1) is a basis of the module V and a ∈ V . Let σ(e1) = αe1 + βe2, α, β ∈ K .
Since σγa(e1) = γaσ (e1), we have σ(a) = γa(αe1 + βe2) = αa, i.e., σ = αI, α ∈ K .
Now we have ms−1 = σ = αI and, thus, s−1 = αm−1. Since s−1 is the bijection on V , we
obtain that detαm−1 is a unit in K . However, only ±1 are units in K . Therefore detαm−1 = ±1,
and from this, 12α
2 = ±1, i.e., α = ±√±2. Since α ∈ K we have arrived at a contradiction, i.e.,
 is not quasi-inner.
Note that we have also 2(x) = m−2xm2 = a−1xa, where
a =
(√−5 −2
−2 −√−5
)
∈ M2×2(K).
Since det a = 1, the matrix a−1 belongs to M2×2(K) as well. Therefore, 2 is a quasi-inner
automorphism of End F, whereas  is not.
This example counts in favour of the following problem:
Problem 5.5. Let be a variety of linear algebras over a domainK such that ⊆ B2 or ⊆Nc
for some c. Let  be an automorphism of the semigroup End F, where F = F(x1, . . . , xn) is a
free n-generated algebra in . Is it true that there exists a natural number k(n) such that k(n) is
a quasi-inner automorphism of End F?
The example 5.4 leads also to the following statement:
Corollary 5.6. There exists a Dedekind domain which is not an R1MF -domain.
Proof. Let the assumptions of the example 5.4 be fulfilled. Suppose that the Dedekind domain
K = {a + b√−5|a, b ∈ Z} is an R1MF -domain. Since the variety Υ belongs to B2, by Prop-
osition 5.2 all automorphisms of End F, where F is a finitely generated free algebra of Υ , are
quasi-inner. This fact contradicts to the example 5.4. 
168 R. Lipyanski / Linear Algebra and its Applications 429 (2008) 156–180
Remark 5.7. Note that Corollary 5.6 can be also proved by direct calculations.
Indeed, assume that K = {a + b√−5|a, b ∈ Z} is an R1MF -domain. Take the matrix
c =
(
1 + √−5 2
3 1 − √−5
)
∈ M2×2(K).
Since rankc = 1, we can represent the matrix c as a column-by-row product:(
1 + √−5 2
3 1 − √−5
)
=
(
x1 + y1
√−5
x2 + y2
√−5
)
· (x3 + y3√−5 x4 + y4√−5) ,
where xi, yi ∈ Z, i = [1, 4]. It can be shown that this system of polynomial equations of the second
order has no solutions over Z. We omit the calculations. This contradiction gives us another proof
of Corollary 5.6.
6. Derivative algebras associated with a quasi-inner automorphisms
Let  ∈ AutEnd F,F ∈ , be a quasi-inner automorphism of the semigroup End F with the
adjoint bijection s : F → F . Our goal is to describe these bijections of F . For this purpose, we
reformulate universal algebra notations and results from [30] for the category of linear algebras.
By Remark 3.4, the bijection s transforms every base X = {x1, . . . , xn} of F into a base
Y = {y1, . . . , yn} of this algebra: s(xi) = yi, ∀i ∈ [1n]. Consider an automorphism σ : F → F
such thatσ(xi) = yi, ∀i ∈ [1n]. Denote by s1 = σs−1 a bijection ofF . We have s1(xi) = xi,∀i ∈
[1n]. Define two automorphisms of End F:
1(ν) = s1νs−11 and 2(ν) = σνσ−1 ∀ν ∈ End F.
Then  = −11 2. Therefore, it is sufficient to investigate quasi-inner automorphisms of End F
when their adjoint bijections preserve bases of F . It can be assumed that the adjoint bijection s
of  fixes the base elements xi ∈ X, i.e., s(xi) = xi ∀i ∈ [1n].
Denote by θa1,...,an , ai ∈ F , an endomorphism of F given on generators X by the following
rules:
θa1,...,an(x1) = a1, . . . , θa1,...,an(xn) = an.
Then
(θa1,...,an) = θs(a1),...,s(an). (6.1)
Let ν ∈ End F(xi1 , . . . , xin). Then νF (x1, . . . , xn) ⊆ F(xi1 , . . . , xim), xik ∈ X, if and only if
the following condition holds : θaj1 ,...,ajn · ν = ν, where ajk = 0 if jk ∈ {i1, . . . im} and oth-
erwise ajk = xjk . However from θaj1 ,...,ajn · ν = ν it follows that (θaj1 ,...,ajn ) · (ν) = (ν).
Since s(0) = 0 and s(xi) = xi , we have θai1 ,...,ain · (ν) = (ν) with the same conditions for
ajk , jk ∈ [1n], i.e., (ν)F (x1, . . . , xn) ⊆ F(xi1 , . . . , xim). Note that if ν is a homomorphism
of F onto F(xi1 , . . . , xim) then (ν) is also such a homomorphism, i.e., (ν)F (x1, . . . , xn) =
F(xi1 , . . . , xim). Thus
sνs−1F(x1, . . . , xn) = F(xi1 , . . . , xim), xis ∈ X. (6.2)
Therefore,
sF (xi1 , . . . , xim) = F(xi1 , . . . , xim), xis ∈ X. (6.3)
Denote by F ∗ = 〈F ; ◦,⊥, ∗, 0〉 a linear algebra with the same support F = F(xi1 , . . . , xin) as
the original algebra and with one nullary operation 0 which coincide with 0 of F , one unary
operation ◦ and two binary operations, ⊥ and ∗, determined in the following way:
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1. α ◦ a1 = θa1s(α · x1) for all α ∈ K , a1 ∈ F and all x1 ∈ X,
2. a1⊥a2 = θa1,a2s(x1 + x2) for all a1, a2 ∈ F and all x1, x2 ∈ X,
3. a1 ∗ a2 = θa1,a2s(x1 · x2) for all a1, a2 ∈ F and all x1, x2 ∈ X,
where the operations in the right-hand side of these formulas are the main operations in F . We
say that the derivative algebra F ∗ is associated with the automorphism .
Now, for completeness of presentation, we give the proof of the following statement.
Proposition 6.1 [30]. The derivative algebra F ∗ is a linear algebra over K belonging to the same
variety  such that the bijection s is an isomorphism of F into F ∗.
Proof. We check the compatibility of the bijection s with the operation ∗. We have
(θa1,a2)s(x1 · x2) = sθa1,a2s−1s(x1 · x2) = sθa1,a2(x1 · x2) = s(a1 · a2).
On the other hand by (6.1)
(θa1,a2)s(x1 · x2) = θs(a1),s(a2)s(x1 · x2) = s(a1) ∗ s(a2),
i.e., s(a1 · a2) = s(a1) ∗ s(a2). In a similar way, it is easy to check the compatibility of s with the
operations ⊥ and ◦. Finally, since s is a bijection on F , we have F ∗ ∈ , and s : F → F ∗ is an
isomorphism. 
Now, using these results, we investigate the structure of bijections s adjoint to quasi-inner
automorphisms  of End F for some classes of homogeneous varieties of linear algebras.
Let be a homogeneous variety of linear algebras with or without 1 over a ring K such that for
each free algebra F(X) of the following condition holds: there exists a free associative algebra
U(F) (the universal enveloping algebra of F ) containing the algebra F and freely generated by
the same set X. We denote by “·” an operation of multiplication of elements from U(F) (for
brevity, we omit this sign if it is clear from the context). Note that the variety of Lie algebras,
the variety generated by the free special Jordan algebras and, of course, the variety of associative
algebras over a ring K are such varieties [1,8,28]. We call these varieties A-varieties of linear
algebras.
Let  be a homogeneous variety of m-nilpotent linear algebras over a ring K such that for
each free algebra Fm of  freely generated by X there exists the nilpotent associative algebra
U(Fm) containing the algebra Fm and freely generated by the same set X. We call these varieties
ANm-varieties of linear algebras. It is known [5] that the variety of m-nilpotent Lie algebras is
anANm-variety.
Let A(X) be a free associative algebra freely generated by X over a ring K . Take
f =
∑
aI xI ,
where xI = xi1 · · · xim , xis ∈ X, are monomials in A and aI ∈ K are almost all 0. Note that the
empty product of xi ∈ X is 1. The support of f is defined as the set of all xI such that aI /= 0.
Let A = A(x1, x2, x3) be a 3-generated associative algebra over a ring K and f (x1, x2) be a
monomial in A. Denote by Mf the support of f (x1 + x3, x2) in A. Now we need the following
Lemma 6.2. If f (x1, x2) and g(x1, x2) are two different monomials in A, then
Mf
⋂
Mg = ∅.
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Proof. Let
f (x1, x2) = xk111 xk122 . . . xk1s1 and g(x1, x2) = xk211 xk222 . . . xk2s1 ,
where s  1 and kij ∈ N0 = N ∪ {0}. Let r be the minimal natural number such that k1r /= k2r . We
consider separately even and odd natural numbers r . If r = 2k + 1, k  0, our statement follows
from the fact that all monomials in polynomials (x1 + x3)k1,2k+1 and (x1 + x3)k2,2k+1 are different.
If r = 2k, k  1, all monomials in polynomials (x1 + x3)k1,2k−1xk1,2k2 and (x1 + x3)k1,2k−1xk2,2k2
are different. Thus, the proof is completed. 
Remark 6.3. Clearly, a similar assertion can be formulated for the support of the polynomial
f (x1, x2 + x3).
Definition 6.4. A polynomial P(x1, x2) ∈ F(x1, . . . , xn), n  2, is called a distributive polyno-
mial over K if
1. P(a + b, c) = P(a, c) + P(b, c),
2. P(a, b + c) = P(a, b) + P(a, c)
for any a, b, c ∈ F(x1, . . . , xn).
Consider distributive polynomials in a free algebra F(x1, . . . , xn) over a ring K for an A-
variety .
Lemma 6.5. If P(x1, x2) is a distributive polynomial over K in anA-variety , then
P(x1, x2) = αx1x2 + βx2x1, α, β ∈ K
is a representation of P(x1, x2) in Un = U(F(x1, . . . , xn)), n  2, where F = F(x1, . . . , xn) is
a free algebra of .
Proof. It is clear that any distributive polynomial contains no constant term. We can write
P(x1, x2) =∑i αifi(x1, x2), where αi ∈ K and fi(x1, x2) ∈ Un are different monomials in Un.
By definition 6.4, we have
P(x1 + x3, x2) = P(x1, x2) + P(x3, x2),
P (x1, x2 + x3) = P(x1, x2) + P(x1, x3), xi ∈ X. (6.4)
Since Un is a free associative algebra, we have by Lemma 6.2
(a) fi(x1 + x3, x2) = fi(x1, x2) + fi(x3, x2),
(b) fi(x1, x2 + x3) = fi(x1, x2) + fi(x1, x3) (6.5)
for all i. Let for some i
fi(x1, x2) = xki11 xki22 xki31 . . . xki,s−11 xkis2 , s  1. (6.6)
We prove that in the representation (6.6) every kij ∈ {0, 1}. Assume, on the contrary, that there
exists ki,2m−1 > 1 for some m  1.
Then the monomial
x1 x3x3 . . . x3︸ ︷︷ ︸
ki1−1
x
ki2
2 . . . x1 x3x3 . . . x3︸ ︷︷ ︸
ki,2m−1−1 /=0
x
ki,2m
2 . . . x
kis
2
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appears in (6.5(a)) on the left, but does not appear on the right. This leads to a contradiction.
If there exists ki,2m > 1,m  1, in (6.6), then using the equality (6.5(b)) we arrive at a con-
tradiction in a similar way. Therefore, every kir , r ∈ [1s], is equal to 0 or 1.
Assume that ki1 = 1. Then, arguing as above, we obtain ki,2k+1 = 0 for all k  1. If all ki,2k =
0, k  1, then fi = x1, and we arrive at a contradiction with (6.5(b)). Thus, without loss of
generality, it can be assumed that ki2 = 1. As above, we obtain ki,2k = 0 for all k > 1. Therefore,
fi(x1, x2) = x1x2. Now, if ki1 = 0, then, without loss of generality, we can assume that ki2 = 1.
As above, we obtain fi(x1, x2) = x2x1. This proves our assertion. 
We are now ready to prove
Proposition 6.6. Let  be an A-variety of algebras over a domain K and  ∈ AutEnd F be
a quasi-inner automorphism of a semigroup End F. Let F ∗ = 〈F ; ◦,⊥, ∗, 0〉 be the derivative
algebras associated with . Then there exist α, β ∈ K,α2 + β2 /= 0, such that the following
statements hold
(i) a ∗ b = αa · b + βb · a;
(ii) a⊥b = a + b;
(iii) ξ ◦ a = ϕ(ξ)a
for any a, b ∈ F ∗ and ξ ∈ K and an automorphism ϕ : K → K.
Proof. We begin by showing (i). Let s be a bijection adjoint to . Since sF (x1, x2) = F(x1, x2)
(see the equality (6.3)), s(x1x2) is a polynomial P(x1, x2) that belongs to F(x1, x2). By definition
of the operation ∗ in F ∗, we have
a ∗ b = θa,bs(x1 · x2) = θa,bP (x1, x2) = P(a, b).
Since ∗ is a distributive operation in F ∗, the polynomial P(x1, x2) is distributive. By Lemma 6.5
P(x1, x2) = αx1x2 + βx2x1, α, β ∈ K.
If α = β = 0, the derivative algebra F ∗ is an algebra where the multiplication is trivial. Since
F ∗ ∈  and  is anA-variety, we arrive at a contradiction, which proves item (i).
(ii) By definition of the operation ⊥, we have
x1⊥x2 = s(x1 + x2) = G(x1, x2), (6.7)
where G(x1, x2) ∈ U2 = U(F(x1, x2)). We can write
G(x1, x2) = γ x + δy + g(x1, x2), (6.8)
where γ, δ ∈ K, g(x1, x2) ∈ U2 and the degree of g(x1, x2) in U2 is equal to k  2. Since x1 =
s(x1) = s(x1 + 0) = G(x1, 0) and, similarly, x2 = G(0, x2), we have
G(x1, x2) = x1 + x2 + g(x1, x2). (6.9)
We show that, in fact, g(x1, x2) = 0.
Assume, on the contrary, that g(x1, x2) /= 0. Consider the equality
x1 ∗ (x2⊥x3) = (x1 ∗ x2)⊥(x1 ∗ x3). (6.10)
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Using (6.9) and the part (i) of our proposition, we obtain
x1 ∗ (x2⊥x3) = αx1((x2⊥x3)) + β((x2⊥x3))x1
= αx1x2 + αx1x3 + βx2x1 + βx3x1 + αx1g(x2, x3) + βg(x2, x3)x1.
(6.11)
On the other hand, we get
(x1 ∗ x2)⊥(x1 ∗ x3) = (αx1x2 + βx2x1)⊥(αx1x3 + βx3x1)
= αx1x2 + αx1x3 + βx2x1 + βx3x1
+ g(αx1x2 + βx2x1, αx1x3 + βx3x1). (6.12)
Comparing the degrees in the expressions (6.11) and (6.12) we obtain
deg(αx1g(x2, x3) + βg(x2, x3)x1) = k + 1 (6.13)
and
deg(g(αx1x2 + βx2x1, αx1x3 + βx3x1)) > k + 1. (6.14)
This contradiction shows that g(x1, x2) /= 0, and (ii) follows.
(iii) By definition of operation ◦ in F ∗, we have
α ◦ x1 = s(αx1), α ∈ K, x1 ∈ X. (6.15)
Since, according to (6.3), sF (x1) = F(x1),
α ◦ x1 = Pα(x1), (6.16)
where Pα(x1) ∈ U(F(x1)). Since s is the isomorphism of F into F ∗, it follows from the condition
α /= 0, that Pα(x1) /= 0.
Consider the equality
α ◦ (x1 + x2) = α ◦ x1 + α ◦ x2. (6.17)
Using (6.15), we get
α ◦ (x1 + x2) = θx1+x2s(αx1) = θx1+x2Pα(x1) = Pα(x1 + x2).
From (6.17) follows
Pα(x1 + x2) = Pα(x1) + Pα(x2). (6.18)
Write Pα(x1) as an element of U1 = U(F(x1)): Pα(x1) =∑i αixki1 , αi ∈ K, ki > 0.
Using (6.18), we get∑
i
αi(x1 + x2)ki =
∑
i
αix
ki
1 +
∑
i
αix
ki
2 . (6.19)
Since U(F(x1, x2)) is a graded algebra, (x1 + x2)ki = xki1 + xki2 for every ki . Hence all ki = 1.
Thus,Pα(x1) = s(αx1) = α1x1 for someα1 ∈ K . We setϕ(α) = α1, whereϕ : K → K is a map-
ping of K into K . Since s : F(x1) → F(x1) is a bijection on F(x1), the mapping ϕ is a bijection
on K . It follows from ξ ◦ (μ ◦ x1) = (ξμ) ◦ x1 and (ξ + μ) ◦ x1 = ξ ◦ x1 + μ ◦ x1, ξ, μ ∈ K ,
that Pξμ(x1) = PξPμ(x1) and Pξ+μ(x1) = Pξ (x1) + Pμ(x1). Thus, ϕ is an automorphism of K ,
as required. This completes the proof. 
Now we consider a similar assertion forANm-varieties of m-nilpotent algebras (m  2) over
a domain K . For these investigations we need the following assertion.
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Lemma 6.7. The system of functional equations:
g(x1, x2) + g(x1 + x2, x3) = g(x2, x3) + g(x1, x2 + x3),
g(x1,−x1) = 0, (6.20)
where xi ∈ X, i ∈ [13] has a non-trivial solution in the class of homogeneous symmetric polyno-
mials g(x1, x2) of degree m − 1 from the universal enveloping algebra U(Fm) of a free algebras
Fm(x1, . . . , xn), n  2, of an ANm-varieties  iff m = 2k, k  1, or charK = 2 and m is
arbitrary. In these two cases the polynomial
g(x1, x2) = (x1 + x2)m−1 − xm−11 − xm−12 (6.21)
is a non-zero particular solution of the system (6.20).
Proof. Let g = g(x1, x2) be a solution of the system (6.20). Setting x2 = −x3 in the first equation
of (6.20) and taking into account the symmetry of polynomial g(x1, x2), we obtain
g(x1, x2) = −g(x1 + x2,−x1). (6.22)
Consider a linear operatorS on the algebra U(Fm):
S(f )(x1, x2) = −f ((x1, x2)) f or all f (x1, x2) ∈ U(Fm),
where  =
(
1 1
0 −1
)
. According to (6.22),S(g) = g. Since 3 = −I , we have
g(x1, x2) =S3(g)(x1, x2) = −g(−x1,−x2).
Thus, g(x1, x2) = (−1)mg(x1, x2). Therefore, if m = 2k + 1, k  0 and charK /= 2, we obtain
g(x1, x2) = 0. Otherwise, a straightforward check shows that the polynomial (6.21) is a non-trivial
solution of the system (6.20). 
Proposition 6.8. Let Fm be a free algebra of an ANm-variety  finitely generated by X =
{x1, . . . , xn}, be a quasi-inner automorphism of the semigroup End Fm and F ∗m = 〈Fm; ◦,⊥,
∗, 0〉 be the derivative algebra associated with . Then the following three statements hold:
1. If either
(a) |K| = pk, pk|m − 1 and m = 2r, r > 1,
or
(b) |K| = 2k, 2k|m − 1.
then conclusions (i), (iii) of Proposition 6.6 are fulfilled but instead of (ii)
∀a, b ∈ F ∗m, a⊥b = a + b + g(a, b) (6.23)
holds, where either g(x1, x2) = 0, or it is a homogeneous symmetric polynomial of degree
m − 1 in Fm satisfying the system (6.20).
2. If K is any domain and m = 2, then conclusions (ii) and (iii) of Proposition 6.6 are fulfilled
for F ∗2 but instead of (i) a ∗ b = 0 holds, for any a, b ∈ F ∗2 .
3. In all other cases conclusions (i), (ii), (iii) of Proposition 6.6 are fulfilled for F ∗m.
Proof. Recall thatFm is isomorphic toA(X)/I , whereA(X) is a free associative algebra generated
by X = {x1, . . . , xn} and I is an ideal generated as a verbal ideal by elements x1 · · · xm. It is easy
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to check that Lemmas 6.2 and 6.5 remain valid for the algebras Fm and U(Fm). In the proofs of
these Lemmas, it is sufficient to restrict ourselves to polynomials in the algebra Fm or F ∗m, i.e., to
polynomials of degree  m − 1. Further, we use the notations from Proposition 6.6.
Note that if m /= 2, by analogy with Proposition 6.6, conclusions (i) and (iii) can be obtained.
Consider the case m = 2. Since F2  F ∗2 , we have the equality a ∗ b = 0 for any a, b ∈ F ∗2
instead of the conclusion (i). In the same way we can prove the validity of the conclusion (iii).
However, the conclusion (ii) is not always fulfilled in above mentioned cases. We have to
describe properties of the operation ⊥ in F ∗m and, as a consequence, to deduce an analog of the
conclusion (ii) from Proposition 6.6. As in the proof of this Proposition, we can write:
a⊥b = a + b + g(a, b) = G(a, b) (6.24)
for any a, b ∈ F ∗m and some g(x1, x2) ∈ Fm. Our goal is to prove that ⊥ is the addition in F ∗m if
and only if the following five conditions hold:
(t1) The polynomial g(x1, x2) is homogeneous of degree m − 1 or g(x1, x2) = 0,
(t2) g(x1, x2) = g(x2, x1),
(t3) g(x1,−x1) = 0,
(t4) g(x1, x2) + g(x1 + x2, x3) = g(x2, x3) + g(x1, x2 + x3),
(t5) (ϕ(α) − ϕ(α)m−1)g(x1, x2) = 0.
Suppose that ⊥ is the addition in F ∗m. Let us analyze the proof of the part (ii) of Proposition 6.6
for the case of algebra F ∗m. As in the proof of this Proposition we come to the equalities (6.12)
and (6.11). Comparing the degrees of polynomials in both parts of these equalities, we arrive at
a condition: the equality
deg(αx1g(x2, x3) + βg(x2, x3)x1) = deg(g(αx1x2 + βx2x1, αx1x3 + βx3x1))
holds if and only if the polynomial g(x1, x2) is homogeneous of degree m − 1 or g(x1, x2) = 0.
This proves validity of (t1).
Since x1⊥x2 = x2⊥x1, we have g(x1, x2) = g(x2, x1), i.e., the polynomial g(x1, x2) is sym-
metric (see the condition (t2). It is clear that g(x1,−x1) = 0 (see the condition (t3)).
Since
(x1⊥x2)⊥x3 = x1⊥(x2⊥x3), (6.25)
we have
G(G(x1x2), x3) = G(x1,G(x2, x3)).
G(x1 + x2 + g(x1, x2), x3) = G(x1, x2 + x3 + g(x1, x2)),
g(x1, x2) + g(x1 + x2 + g(x1, x2), x3) = g(x2, x3) + g(x1, x2 + x3 + g(x2, x3)).
Since g(x1, x2) is a homogeneous polynomial of degree m − 1, we get
g(x1, x2) + g(x1 + x2, x3) = g(x2, x3) + g(x1, x2 + x3), (6.26)
i.e., we proved validity of (t4).
Let us check the correctness of (t5). We have in F ∗m
(α ◦ x1)⊥(α ◦ x2) = α ◦ (x1⊥x2), α ∈ K, x1, x2 ∈ X. (6.27)
Note that the equality (iii) from Proposition 6.6 is fulfilled in our case. Using this equality (iii),
we get from (6.27)
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(ϕ(α) − ϕ(α)m−1)g(x1, x2) = 0. (6.28)
This proves the validity of (t5).
Conversely, we define the operation ⊥ by the equality (6.24) such that the conditions (t1) − (t4)
for g(x1, x2) are fulfilled. It is easy to check under these assumptions, that the operation ⊥ is the
addition in F ∗m.
Now we are ready to prove the validity of the statements from our Proposition.
Let the assumptions 1(a) (or 1(b)) be fulfilled. Since m = 2r (or m is arbitrary if |K| = 2k),
by Lemma 6.7 there exists a non-zero solution g(x1, x2) of the system (6.20), i.e., the conditions
(t1)–(t4) are fulfilled. From pk|m − 1 it follows that ϕ(α) − ϕ(α)m−1 = 0. As a consequence,
the condition (t5) is fulfilled. Thus, the formula (6.23) defines the addition in F ∗m. This proves part
1 of Proposition.
Let the assumption of part 2 be valid. Consider the algebra F2 with trivial multiplication. From
deg(g(x1, x2)) > 2 follows g(x1, x2) = 0. As a consequence, a⊥b = a + b. This completes the
proof of part 2 of our assertion.
Let assumptions from parts 1 and 2 fail. We have to prove that g(x1, x2) = 0 in formula (6.23),
i.e., conclusion (i) from Proposition 6.6 is fulfilled in this case. Note that the polynomial g(x1, x2)
satisfies the conditions (t1)–(t5). Now it is sufficient to consider the following cases:
(i1) If m = 2r + 1, r  1, then by Lemma 6.7 g(x1, x2) = 0.
(i2) If either |K| = ∞ or |K| = pk, k  1, where pkm − 1, then ϕ(α) − ϕ(α)m−1 /= 0. Thus,
from the condition (t4) it follows that g(x1, x2) = 0, too. This completes the proof. 
Remark 6.9. In the next part we consider an example of quasi-inner automorphism of End Fm
such that its formula (6.23) includes a non-zero polynomial g(x1, x2) from Fm.
7. Proofs of the main theorems
Proof of Theorem A. Let  ∈ AutEnd F(X) be an automorphism of End F. By Proposition
5.2,  is a quasi-inner automorphism of End F. Let s : F → F be the bijection adjoint to an
automorphism  and F ∗ be the derivative algebra associated with . Recall that under our
assumptions s(xi) = xi for all xi ∈ X.
Denote by [, ]1 and [, ]2 the Lie operations in the Lie algebras F and F ∗, respectively, i.e.,
F = 〈F ; ·,+, [, ]1, 0〉 and F ∗ = 〈F ; ◦,⊥, [, ]2, 0〉.
It is well known that the variety of Lie algebras over any commutative–associative ring K is an
A-variety, i.e. the natural mapping i : F → U(F) is an embedding [1,28]. Using the Proposition
6.6, we can write
(∀a, b ∈ F) (∀α, β ∈ K) ([a, b]2 = αa · b + βb · a).
where the operation · is a multiplication in the universal enveloping algebra U(F) of F . Since
[a, a]2 = 0, we have α = −β, i.e., [a, b]2 = α[a, b]1. Since F ∗ is a free Lie algebra, α /= 0. By
virtue of Proposition 6.1,
(∀a, b ∈ F)(s[a, b]1 = [s(a), s(b)]2 = α[s(a), s(b)]1). (7.1)
In the same way, we obtain
(∀a, b ∈ F) (∀ξ ∈ K)
(s(a + b) = s(a)⊥s(b) = s(a) + s(b), s(ξa) = ξ ◦ s(a) = ϕ(ξ)s(a)). (7.2)
176 R. Lipyanski / Linear Algebra and its Applications 429 (2008) 156–180
Let ξα : F → F be a bijection on F defined by ξα(a) = αa for any a ∈ F . Denote by s˜ = ξα−1s
a bijection on F . It is evident that s˜ is a semi-inner automorphism of End F. Finally, we have
(∀ν ∈ End F) ((ν) = sνs−1 = s˜νs˜−1).
This completes the proof. 
Remark 7.1. LetH1 andH2 be Lie algebras over anR1MF -domainK . Using the same arguments
as in [26] and Theorem A, one can prove that the following conditions are equivalent:
1. The algebras H1 and H2 are categorically equivalent.
2. The algebras Hσ1 and H2 are geometrically equivalent for some σ ∈ Aut K .
Here the algebras Hσ1 and H2 coincide as rings and multiplication by a scalar in H
σ
1 is defined
by the rule:
(∀λ ∈ K) (∀a ∈ Hσ1 ) (λ ◦ a = λσ
−1 · a).
Earlier, this result was obtained in [26] for the variety of Lie algebras over infinite fields.
Proof of Theorem B. 1. Let us prove part 1 of Theorem B. Since  is an automorphism of
EndFm, by Proposition 5.2,  is quasi-inner. As above, we may consider a derivative algebra
F ∗m = 〈Fm; ∗, ◦,⊥, 0〉 associated with . According to Proposition 6.8, we have in F ∗m
(∃α, β ∈ K) (∀a, b ∈ Fm), (a ∗ b = αa · b + βb · a). (7.3)
Since m > 2, we have α2 + β2 /= 0. Taking into account the law of associativity in Fm: (a ∗ b) ∗
c = a ∗ (b ∗ c), we arrive at αβ = 0. Since K is a domain, α = 0 or β = 0. Since α2 + β2 /= 0,
we have a ∗ b = αa · b, α /= 0, or a ∗ b = βb · a, β /= 0.
By Proposition 6.1, the adjoint bijection s to  is an isomorphism of Fm into F ∗m. Since by
Proposition 6.8, part 1, for the bijection s : Fm → F ∗m we have the following equalities:
(∃α /= 0 ∈ K)(∃ϕ ∈ Aut K)(∃g(x1, x2) ∈ Fm) (∀ξ ∈ K) (∀a, b ∈ Fm)
(s(a + b) = s(a)⊥s(b) = s(a) + s(b) + g(s(a), s(b)),
s(ξa) = ξ ◦ s(a) = ϕ(ξ)s(a), s(a · b) = s(a) ∗ s(b) = αs(a) · s(b)),
(or (∃β /= 0 ∈ K) (∀a, b ∈ Fm)(s(a · b) = s(a) ∗ s(b) = βs(b) · s(a))),
(7.4)
such that g(x1, x2) = 0 or it is a nonzero homogeneous symmetric polynomial of degree m − 1
in Fm which satisfies the system (6.20).
Let g(x1, x2) = 0 and α /= 0 and β = 0 in (7.4). We obtain, as above in Theorem A, that the
automorphism  is semi-inner. If α = 0 and β /= 0, the automorphism  is a composition of
mirror and semi-inner automorphisms.
Let g(x1, x2) /= 0, α /= 0 and β = 0 hold in (7.4). From the properties (t1)–(t4) of the poly-
nomial g(x1, x2) and the equality
s(a + b) = s(a) + s(b) + g(s(a), s(b)),
we immediately deduce
sr (a + b) = sr (a) + sr (b) + rg(sr (a), sr (b)), r  1.
From the last equality it follows that
sp(a + b) = sp(a) + sp(b), (7.5)
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whereas
sp−1(a + b) /= sp−1(a) + sp−1(b).
We obtain, as in Theorem A, that p is a semi-inner automorphism, whereas p−1 is not. Hence,
the automorphism  is p-semi-inner. Setting in (7.4)
∃β /= 0 ∈ K ∀a∀b ∈ Fm, s(a · b) = βs(b) · s(a), g(x1, x2) /= 0
and choosing ϕ as the identical automorphism of K , in the same way as above, we come to a
p-mirror automorphism  of End Fm.
Now we have to prove the existence of p-semi-inner and p-mirror automorphisms of End Fm.
For this purpose we define a mapping τ : Fm → Fm such that
(∃ϕ ∈ Aut K)(∀ξ ∈ K)(∀a, b ∈ Fm)(∀xi ∈ X)
(τ(0) = 0, τ (xi) = xi, τ (xk1i1 . . . x
kr
ir
) = xk1i1 . . . x
kr
ir
,
τ (ξa) = ϕ(ξ)τ (a), τ (a + b) = τ(a) + τ(b) + g(τ(a), τ (b))),
(7.6)
where the polynomial g = g(x1, x2) is a non-zero homogeneous symmetric polynomial of degree
m − 1 in U(Fm), which is a solution of (6.20). Since
g(a, b) + g(a + b, c) = g(b, c) + g(a, b + c),∀a∀b∀c ∈ Fm,
we obtain
τ((a + b) + c) = τ(a + (b + c)).
Hence, the mapping τ is defined correctly. As above (see (7.5)), we obtain
τp(a + b) = τp(a) + τp(b), (7.7)
whereas
τp−1(a + b) /= τp−1(a) + τp−1(b).
From (7.7) and the condition τ(xi) = xi,∈ [1n]τp = IdFm follows, where IdFm is the identical
mapping on Fm. Therefore, τ is a bijection on Fm. Thus, there exists a bijection τ−1 : Fm → Fm
and, furthermore, it is easy to check that
τ−1(a + b) = τ−1(a) + τ−1(b) + (p − 1)g(τ−1(a), τ−1(b)) ∀a∀b ∈ Fm. (7.8)
Define a mapping  of End Fm such that (ν) = τ−1ντ,∀ν ∈ End Fm. Using (7.8), we obtain
that  is an automorphism of End Fm. Now it is clear that p is a semi-inner automorphism,
whereas p−1 is not. Hence, the automorphism  is p-semi-inner.
Setting
τ(x
k1
i1
· · · xkrir ) = xkrir · · · x
k1
i1
, xik ∈ X
in the definition (7.6) and choosing ϕ as the identical automorphism of K , we come to a p-mirror
automorphism of End Fm.
Now it is clear that the group Aut End Fm is generated by semi-inner, mirror, p-semi-inner
and p-mirror automorphisms. This proves part 1 of Theorem B.
2. In the case of the variety AN2, the multiplication in algebra F2 is trivial, i.e., a · b = 0.
Thus, we have the following equalities for the bijection s : F2 → F2:
(∃ϕ ∈ Aut K) (∀ξ ∈ K) (∀a, b ∈ Fm)
(s(a + b) = s(a) + s(b), s(ξa) = ϕ(ξ)s(a)).
As above, we obtain that all automorphisms of End F2 are semi-inner.
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2. Let us prove part 3 of Theorem B. By Proposition 6.8, part 3, we have g(x1, x2) = 0. In
the same manner as above we can prove that every automorphism  of the semigroup End Fm is
either a semi-inner or their mirror automorphism, or a composition of them. This proves part 2 of
Theorem B. The proof is completed. 
Proof of Theorem C. Let ϕ ∈ AutL◦ . It is clear that ϕ is an equinumerous automorphism. By
Proposition 2.10, ϕ can be represented as a composition of a stable automorphism ϕS and an
inner automorphism ϕI . The automorphism ϕS does not change the objects of the category 0.
Now, without loss of generality, we can assume that ϕ itself does not change the objects of 0
(otherwise, we substitute ϕ for ϕIϕϕ−1I ). From this follows that ϕ induces an automorphism ϕF
of End F for all F ∈ 0. By Theorem A, the automorphism ϕF is a semi-inner automorphism of
End F.
In the next part of the proof we repeat the arguments from [18,23]. We include them for the
completeness of our presentation.
Take 2-generated free Lie algebra W = F(x, y). The semi-inner automorphism ϕW is defined
by δ ∈ Aut K and τW ∈ Aut W .
Making use of the pair (δ, τW ), we build an inner automorphism of the category 0. Let
F ∈ 0. For any F ∈ 0, we set (δ, τ )F = (δ, τF ) if F = W and (δ, δF ) otherwise. The collec-
tion (δ, τ )F of automorphisms of this category defines a semi-inner automorphism φ of 0. We
set ϕ1 = φ−1ϕ. Then ϕ1 is a stable automorphism of 0.
Denote by W0 = Kx0 a one-dimensional Lie algebra over K . Let ν0 : W → W0 be a homo-
morphism such that ν0(x) = ν0(y) = x0. Since ν0 is a constant mapping, ρ = ϕ(ν0) is also a
constant mapping. Put ρ(x) = ρ(y) = ax0 for some non-zero a ∈ K .
Consider the collection of automorphisms gF : F −→ F , F ∈ 0, defined in the follow-
ing way: gF does not change objects of 0 and if F = W0, then gF (x0) = ax0, whereas if
F /= W0, then gF (x) = x for all x ∈ X. This collection of automorphisms defines an inner auto-
morphism gˆ of the category0 which does not change objects of0 and gˆ(ν) = gF νg−1F for every
ν ∈ Mor0. It is clear that gˆ(ν0) = ϕ1(ν0). Finally, consider the automorphism ψ = gˆ−1ϕ1. This
automorphism acts trivially on the monoid Mor0(W,W) and ψ(ν0) = ν0. Note that the algebra
W generates the variety of Lie algebrasL. According to Theorem B, ψ is inner. Thus, ϕ = φgˆψ
is semi-inner. The proof is completed. 
Now we provide an example of a free 3-nilpotent associative algebra F3 = F3(x1, . . . , xn)
of the variety AN3 of 3-nilpotent associative algebras over the field F2 such that the group
AutEnd F3 contains 2-inner and 2-mirror automorphisms.
Example 7.2. Consider the polynomial g(x1, x2) = x1x2 + x2x1 inF3. The polynomial g(x1, x2)
is a solution of the system (6.20) in the class of homogeneous symmetric polynomials from F3
of degree 2 over the field F2. In a similar way as in the proof of Theorem B we can construct a
bijection s : F → F with the help of the polynomial g(x1, x2) so that
(∀ξ ∈ K) (∀a, b ∈ Fm) (∀xi ∈ X)
(s(0) = 0, s(xi) = xi, s(xk1i1 · · · x
kr
ir
) = xk1i1 · · · x
kr
ir
,
s(a + b) = s(a) + s(b) + g(s(a), s(b)) = s(a) + s(b) + s(a)s(b) + s(b)s(a)).
(7.9)
As in Theorem B, we can prove the correctness of the definition of the mapping s of F . It is clear
that s2 is an automorphism of F3, whereas s is not. Thus, the automorphism  of the semigroup
EndF3, such that (ν) = sνs−1 for any ν ∈ EndF3, is 2-inner. Setting in (7.9)
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s(x
k1
i1
· · · xkrir ) = xkrir · · · x
k1
i1
, xik ∈ X,
we arrive at a 2-mirror automorphism of End F3.
8. Quasi-inner automorphisms of the semigroup End A(X)
LetA = A(x1, . . . , xn) be a free finitely generated associative algebra over a ringK . A descrip-
tion of AutEnd A(x1, x2), whereA(x1, x2) is a free 2-generated associative algebra over an infinite
field, has been obtained in [4]. In this connection the following assertion is of interest.
Proposition 8.1. Let  ∈ AutEnd A be a quasi-inner automorphism of EndA, where A =
A(x1, . . . , xn), n  2, is a free finitely associative algebra over a domain K. Then  is either a
semi-inner or a mirror automorphism, or their composition.
Proof. Let s : A → A be the adjoint bijection to . By Proposition 6.6 we have the following
equalities for s:
(∃α /= 0 ∈ K)(∃ϕ ∈ Aut K)(∀ξ ∈ K) (∀a, b ∈ A)
(s(a + b) = s(a) + s(b), s(ξa) = ϕ(ξ)s(a), s(a ∗ b) = αs(a) · s(b)),
(or (∃β /= 0 ∈ K)(∀a, b ∈ A)(s(a ∗ b) = βs(b) · s(a))).
In the same manner as in Theorem B, part 3, we can prove that is either a semi-inner or a mirror
automorphism, or their composition.
This example counts in favour of the following problem:
Problem 8.2. Are all automorphisms of the group AutEnd A, where A = A(x1, . . . , xn) is a free
associative algebra over a field K , quasi-inner?
Note that the group of automorphisms AutEnd K[x1, . . . , xn], where K[x1, . . . , xn] is the
algebra of polynomials in variables x1, . . . , xn over an infinite field K is generated by semi-inner
and mirror automorphisms of End K[x1, . . . , xn] (see [4]). 
Problem 8.3. Prove that the group AutEnd K[x1, . . . , xn] is generated by semi-inner and mirror
automorphisms of End K[x1, . . . , xn] over arbitrary fields.
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