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Abstract This paper is concerned with convex composite minimization prob-
lems in a Hilbert space. In these problems, the objective is the sum of two
closed, proper, and convex functions where one is smooth and the other ad-
mits a computationally inexpensive proximal operator. We analyze a general
family of inertial proximal splitting algorithms (GIPSA) for solving such prob-
lems. We establish finiteness of the sum of squared increments of the iterates
and optimality of the accumulation points. Weak convergence of the entire
sequence then follows if the minimum is attained. Our analysis unifies and
extends several previous results.
We then focus on ℓ1-regularized optimization, which is the ubiquitous spe-
cial case where the nonsmooth term is the ℓ1-norm. For certain parameter
choices, GIPSA is amenable to a local analysis for this problem. For these
choices we show that GIPSA achieves finite “active manifold identification”,
i.e. convergence in a finite number of iterations to the optimal support and
sign, after which GIPSA reduces to minimizing a local smooth function. Local
linear convergence then holds under certain conditions. We determine the rate
in terms of the inertia, stepsize, and local curvature. Our local analysis is ap-
plicable to certain recent variants of the Fast Iterative Shrinkage-Thresholding
Algorithm (FISTA), for which we establish active manifold identification and
local linear convergence. Our analysis motivates the use of a momentum restart
scheme in these FISTA variants to obtain the optimal local linear convergence
rate.
⋆ This manuscript is related to the preprint arXiv:1502.02281, entitled: “A Lyapunov
Analysis of FISTA with Local Linear Convergence for Sparse Optimization”. This
manuscript is a thoroughly revised and rewritten version which includes several new results.
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1 Introduction
The primary problem considered in this paper is to
minimize
x∈H
F (x) = f(x) + g(x) (1)
where H is a Hilbert space over the real numbers, the functions f, g : H →
(−∞,+∞] are proper, convex and closed, and in addition f is differentiable
everywhere and has a Lipschitz continuous gradient. This problem has come
under considerable attention in recent years due to its many applications in
areas such as machine learning, compressed sensing and image processing [7,
25,9,18,14,48,1,17,32]. Of particular interest in this paper will be the special
case where the nonsmooth term is the ℓ1-norm, i.e.
minimize
x∈Rn
{f(x) + ρ‖x‖1} (2)
where ρ > 0, and ‖x‖1 =
∑n
i=1 |xi|. As has been widely recognized the ℓ1-norm
encourages “sparse” solutions, i.e. solutions with few nonzero elements, which
is its primary attraction [7,48]. A special case of Prob. (2) is
minimize
x∈Rn
{
1
2
‖b−Ax‖22 + ρ‖x‖1
}
(3)
with A ∈ Rm×n and b ∈ Rm, which is often referred to as sparse least-squares,
sparse regression, basis pursuit, or lasso and is of vital importance in many
areas [27,25,48,9]. Other important instances of Prob. (1) include least-squares
with a total-variation [15], nuclear norm [28], or group-sparse [7] regularizer,
and minimization of a convex function constrained to a closed and convex set.
1.1 Background
The increasing size of Problems (1)–(3) in modern applications is driving the
need for computationally inexpensive and scalable algorithms to find their so-
lutions. In modern applications the number of variables and the number of
data can be in the millions [27,7]. First-order splitting methods for solving
optimization problems including (1) are simple and computationally inexpen-
sive, and address the problem by splitting it into simpler subproblems. While
the overall objective F in Prob. (1) may not have desirable properties, each
component of the sum can be handled. The function f is smooth which means
it can be processed via its gradient, and many popular nonsmooth regulariz-
ers can be processed via a computationally tractable proximal operator [18].
Importantly, first-order methods do not rely on or approximate second order
information, which may be prohibitively expensive in high dimensions. The
concept of splitting has also been applied to more complicated objectives [44,
20,22]. These techniques can also be viewed in the broader context of mon-
tone inclusion problems and variational inequalities which includes convex
optimization as a special case [44,20,41,31,8,21].
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The celebrated first-order splitting method for Prob. (1) is the proximal
forward-backward splitting algorithm (FBS) [41,19]. For this method the con-
vergence rate of the objective function to the optimal value is as good as if
the nonsmooth component were not present. Weak convergence of the iterates
is also guaranteed and linear convergence occurs on strongly convex problems
[8, Cor. 27.9, Ex. 27.12]. FBS is also commonly referred to as the proximal
gradient method. For the special case of Problems (2)–(3) it is often referred
to as the iterative shrinkage and soft-thresholding algorithm (ISTA) due to
the form of the proximal operator with respect to the ℓ1-norm. Other state-
of-the-art approaches to solving Prob. (1) and Problems (2)–(3) in particular
include coordinate descent [23], ADMM [1], and stochastic methods [45].
Another class of methods of particular interest in this paper are inertial
methods (a.k.a. momentum methods). These are iterative schemes for solving
monotone inclusion and optimization problems, as well as computing fixed
points, which often have connections to systems of differential equations (e.g.
[3,6,46,43,42]). Their defining property is that the next iterate depends on
more than one previous iterate (i.e. they are multistep). A very early example
is due to Polyak [42], who introduced the heavy ball with friction method for
minimizing a strongly convex quadratic function which can greatly improve
upon the convergence speed of the simple gradient method (see also [43, p.
65]). The conjugate gradient method is inertial, as are Nesterov’s celebrated
accelerated methods, and their variants and extensions [36,9,24,49]. Inertial
methods typically have the same per-iteration complexity as their noninertial
counterparts. However in certain contexts they can be significantly faster [43,
42,37,9].
1.2 Contributions
In this paper we consider the following suite of first-order splitting schemes
for solving Prob. (1) which we will refer to as the General Inertial Proximal
Splitting Algorithm (GIPSA). For all k ∈ N compute:
yk+1 = xk + βk(x
k − xk−1), (4)
zk+1 = xk + αk(x
k − xk−1), (5)
xk+1 = proxλkg
(
yk+1 − λk∇f(zk+1)
)
(6)
with x0, x1 ∈ H (typically x0 = x1). The sequences {αk, βk, λk}k∈N are in R+
and the proximal operator proxg : H → H will be properly defined in Sec. 2.3.
Throughout the paper we will refer to {αk, βk}k∈N as the “inertia parame-
ters” and {λk}k∈N as the “stepsize”. FBS (excluding noninertial relaxation
parameters) corresponds to GIPSA with αk and βk set to 0 for all k (i.e. no
inertia). The subclass of algorithms with αk = βk for all k (i.e. z
k = yk) will
be called Inertial Forward-Backward Splitting (I-FBS) in this paper, since it
corresponds to an inertial version of the Krasnosel’ski˘i-Mann (KM) iterations
applied to the Forward-Backward operator (see Sec. 2.4 for definition).
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The main motivation for studying (4)–(6) is that it unifies several existing
schemes which correspond to particular parameter choices [3,25,31,35,33,15,
16]. Thus our global convergence analysis of GIPSA unifies and extends the
prior art. Certain special cases of GIPSA (e.g. [31,35]) solve the more general
maximal monotone inclusion problem:
Find x s.t. 0 ∈ A(x) +B(x) (7)
where A and B are maximal monotone and B is cocoercive1. Other special
cases were introduced as inertial versions of the KM iterations for finding fixed
points [33,11]. In this paper we focus on convex optimization, which allows
us to obtain less stringent convergence criteria than in those previous studies
because we can use properties unique to convex functions. We note that GIPSA
was originally suggested in [29], however no theoretical properties were proven.
GIPSA is also related (via discretization) to the continuous ODEs studied in
[4,46].
I-FBS (i.e. the αk = βk case) includes as a particular parameter choice
the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) introduced in
[9] and inspired by earlier accelerated methods due to Nesterov [36,37], and
Gu¨ler [24]. FISTA corresponds to I-FBS with the inertia sequence set to follow
a specific rule which allows for a fast objective function convergence rate for
Prob. (1). Note that the recent variant of FISTA analyzed by Chambolle and
Dossal [15] and others [4,5] is the only variant with a provably convergent
iterate sequence. (Hereafter we refer to this variant as FISTA-CD due to the
important contribution of Chambolle and Dossal). Our global analysis when
specialized to I-FBS requires αk ≤ α < 1, and therefore does not apply to any
variant of FISTA. However our local analysis does apply to FISTA-CD.
The well-known property of FISTA and its variants is the “fast” O(1/k2)
objective function convergence rate for Prob. (1). It is important to note that
we do not expect this global objective function behavior to hold in general
for I-FBS or GIPSA2. Nevertheless the goal of this paper is not to study
objective function convergence rates, but convergence of the iterates {xk}k∈N
themselves, which is also important in practice [18, p. 5]. When we do compute
convergence rates in the local analysis, they are asymptotically linear rates
applicable to the iterates, i.e. ‖xk − x∗‖ ≤ Cqk for sufficiently large k, where
x∗ is an optimal solution, and q ∈ (0, 1). One of the main findings of our local
analysis for Prob. (2) is that despite the optimal global sublinear convergence
rate of FISTA, its local convergence performance can be greatly improved.
This is important for applications where a high accuracy solution is needed,
such as medical imaging [17,32].
1 Setting A = ∂g and B = ∇f recovers Prob. (1).
2 In fact we expect the objective function values of GIPSA to reach the minimum with
speed o(1/k) if the parameters satisfy the conditions of Theorem 1. However this analysis
is beyond the scope of this paper.
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1.2.1 Global Analysis
In our global analysis we aim to establish conditions on {αk, βk, λk}k∈N that
imply the global weak convergence of the iterates {xk, yk, zk}k∈N of GIPSA to
a solution of Prob. (1). To the best of our knowledge no theoretical convergence
study of (4)–(6) in its full generality exists. Special cases of GIPSA correspond-
ing to different parameter choices have been studied previously in [31,35,33].
However these analyses were not specialized to Prob. (1) and therefore impose
stricter conditions on the stepsize and inertia parameter than developed here.
Our global analysis builds on the investigation of the inertial proximal algo-
rithm of [3]. This algorithm corresponds to GIPSA when the smooth function
f is not present. Essentially our global analysis extends [3, Theorem 3.1] to the
composite case. We show that a multistep Lyapunov energy function is non-
increasing and this allows us to establish finiteness of the sum of the squared
increments, i.e.
∑
k∈N ‖xk−xk−1‖2 <∞. This condition is also needed for the
local analysis. Weak convergence then follows via Opial techniques adapted
from [35].
1.2.2 Local Analysis
The forward-backward nature of I-FBS (i.e. the αk = βk case) renders it
amenable to a local analysis for Problems (2)–(3). It has been observed that
FBS obtains local linear convergence for Prob. (2) and others [25,12,28,2,
30]. By this it is meant that after finitely many iterations, the iterates are
permanently confined to a manifold containing the solution with respect to
which the objective function is smooth. Thus after a finite period, convergence
to a solution is linear if the local, smooth part of the function is also strongly
convex, or a strict complementarity condition holds [28,25]. For Prob. (2) the
objective function is smooth with respect to vectors of fixed sign and support.
We extend these results to I-FBS (including FISTA-CD). We show that
I-FBS achieves local linear convergence and we determine the convergence
rate in terms of the local curvature, the stepsize, and the inertia parameter.
Importantly our analysis shows that adding the inertia term allows for a far
better asymptotic convergence rate than is achievable with FBS (or FISTA).
The local analysis borrows from the framework developed in [25], however
extensive differences emerge in order to incorporate the inertia term.
We note that our local analysis results and techniques differ from what was
presented in [47], which used a spectral analysis to study the local behavior
of FBS and FISTA applied to Prob. (3). In contrast our analysis is based
around exploiting the contractive properties of the soft-thresholding operator,
which is the proximal operator with respect to the ℓ1-norm. The authors of [47]
claim that both algorithms obtain local linear convergence when the minimizer
is unique and a strict complementarity condition holds. Some of our results
require neither of these conditions (Thms. 2 and 3) while others depend on
either strict complementarity (Thm. 4) or solution uniqueness (Cor. 2). Unlike
[47], we can compute Q-linear and R-linear convergence rates and this allows us
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to determine the optimal value for the inertia parameter. Many of our results
also hold for the more general Prob. (2). Our local analysis is also related to
[26] and we discuss this relationship in more detail in Sec. 3.4.
We note that it is possible to derive upper bounds on the number of itera-
tions not confined to the optimal smooth manifold within our analysis frame-
work. To the best of our knowledge this is not possible in the competing
frameworks [47,26]. In some situations these upper bounds might be useful,
however in general they appear to be overly pessimistic compared to what
is observed in practice. For now we do not attempt to provide tighter upper
bounds.
The FISTA variant FISTA-CD has stronger properties than the original
version of [9] (in particular, see (18)). In [15,4] these properties were used to
establish convergence of the iterates of FISTA-CD as well as the fast O(1/k2)
objective function convergence rate. Recently in [5] Attouch and Peypouquet
improved this to o(1/k2). In this paper we use these strong properties to es-
tablish the local convergence behavior of FISTA-CD for Problems (2) and (3).
We prove that FISTA-CD, exactly like I-FBS, obtains finite manifold iden-
tification for these problems. Furthermore, we show that after finitely many
iterations FISTA-CD reduces to the form of a linear iterative system that has
been studied previously in [39], allowing us to determine the asymptotic linear
convergence rate. This rate is worse than that of the best choice for the inertia
parameter in I-FBS and is comparable with the rate of (non-inertial) FBS. We
then show that an adaptive restart scheme can be incorporated into FISTA-CD
to obtain the optimal3 asymptotic convergence rate. Furthermore, unlike the
optimal fixed choice of the inertia parameter, the restart scheme does not re-
quire knowledge of the local curvature parameter. Our restart modification of
FISTA-CD preserves the optimal global convergence rate of FISTA-CD while
also obtaining the optimal local convergence rate.
We note that restart techniques have been proposed before for accelerated
methods, as well as conjugate gradient schemes, in the context of smooth and
strongly convex problems [39,46,34], [10, p. 140]. It has been conjectured that
restarting could improve the performance of FISTA even in the presence of
nonsmooth regularizers [39, §5.2],[14, p. 36]. Our contribution is to show that
this is indeed true for the case of the ℓ1-norm and to derive explicit convergence
rates.
The rest of the paper is organized as follows. In Section 2, notation, defi-
nitions, assumptions and some preparatory results are presented. In Sections
3.1 through 3.3 we detail the conclusions of our global analysis of GIPSA for
Prob. (1). In Sections 3.4 through 3.8 we give the results of our local conver-
gence analysis of I-FBS and FISTA-CD for Problems (2)–(3). In Sec. 4, a small
synthetic numerical experiment on Prob. (3) is presented in order to corrobo-
rate some of our theoretical findings. Finally the proofs of all our results are
given in Sections 5 through 9.
3 among first-order methods
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2 Preliminaries
2.1 Notation
For the most part the notation and conventions follow [8]. Thus H is a Hilbert
space over the reals, 〈·, ·〉 is the inner product and ‖ · ‖ is the induced norm.
For Rn we assume the standard Euclidean norm and inner product and use
‖ ·‖1 to denote the ℓ1-norm. The notation R+ denotes the set of all nonegative
reals. Let Γ0(H) be the set of all closed, convex and proper functions from H
to (0,∞]. For any g : H → (0,∞] and point x ∈ H, we denote by ∂g(x) the
subdifferential at x [8, Def. 16.1], and by dom ∂g ⊂ H the set of x such that
∂g(x) is nonempty.
For a : R → R, b : R → R, and c ∈ [−∞,+∞], the notation a(l) =
O(b(l)) (resp. a(l) = Ω(b(l))) means there exists a constant C ≥ 0 such that
lim supl→c |a(l)/b(l)| ≤ C (resp. lim inf l→c |a(l)/b(l)| ≥ C). We will say a
sequence {xk}k∈N ⊂ H convergesR-linearly to x∗ ∈ H with rate of convergence
q ∈ (0, 1), if ‖xk − x∗‖ = O(qk). We say xk converges to x∗ Q-linearly with
rate q ∈ (0, 1) if limk→∞
{‖xk − x∗‖/‖xk−1 − x∗‖} = q. Colloquially we will
refer to both Q-linear and R-linear convergence simply as linear convergence.
Occasionally we say local or asymptotically linear convergence. We use xk →
x∗ to denote strong convergence and xk ⇀ x∗ to denote weak convergence.
For Prob. (1) define the optimal value as F ∗ , infx∈H F (x) and the solution
set as X∗ , {x ∈ H : F (x) = F ∗} which may be empty. For the sequence
{xk}k∈N generated by (4)–(6), let ∆k denote xk − xk−1 for all k ∈ N. Given
a function a : R → R, we say that the iteration complexity of a method for
minimizing F is Ω (a(ǫ)) if k = Ω (a (ǫ)) implies F (xk)− F ∗ = O(ǫ) as ǫ→ 0.
For a sorted set S ⊆ {1, 2, . . . , n} with no repeated elements, let S(i), i =
1, . . . , |S| be the ith element of S. For a matrix A ∈ Rm×n, AS will denote the
matrix in Rm×|S| formed by taking the columns corresponding to the elements
of S. That is AS(i, j) = A(i, S(j)). For a vector v ∈ Rn, vS will denote the
|S| × 1 vector with entries given by vS(i) = v(S(i)). The notation (vS , 0) will
denote the vector in Rn whose jth entry is v(j) if j ∈ S and 0 otherwise.
The range space and null space of a matrix A are denoted by R(A) and N (A)
respectively. Given c ∈ R and x ∈ Rn, sgn(c) is defined as +1 if c ≥ 0 and −1 if
c < 0, sgn(x) is simply applying sgn(·) elementwise. Finally [c]+ , max(c, 0).
The following identity appears in many convergence analyses and we will
use it many times. For all x, y, z ∈ H,
〈x− y, x− z〉 = 1
2
‖x− y‖2 + 1
2
‖x− z‖2 − 1
2
‖y − z‖2. (8)
2.2 Properties of Convex and Smooth Functions
Now we list some properties of the subdifferential, as well as convex and smooth
functions. For the Fre´chet and Gaˆteaux definitions of differentiability we refer
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to [8, Definition 2.45 and 2.43]. Note that Fre´chet differentiability on a neigh-
borhood of a point implies Gaˆteaux differentiability at that point, and the two
derivatives agree [8, Lemma 2.49(i)]. Consider f : H → (−∞,+∞]. Then
〈t, u− v〉 ≥ f(u)− f(v), ∀v ∈ H, u ∈ dom∂f, and t ∈ ∂f(u), (9)
and
〈t− p, u− v〉 ≥ 0, ∀u, v ∈ dom ∂f, t ∈ ∂f(u) and p ∈ ∂f(v). (10)
For a proper and convex function which is Gaˆteaux differentiable everywhere
on H, (9)–(10) hold for all u, v ∈ H [8, Prop. 17.10] and ∂f(x) = {∇f(x)}
(i.e. a singleton) everywhere.
We say that a Fre´chet differentiable function f has L-Lipschitz continuous
gradient if ‖∇f(y) −∇f(x)‖ ≤ L‖y − x‖, ∀x, y ∈ H. For such a function [8,
Thm. 18.15 (iii)]:
f(u)− f(v) ≤ 〈∇f(v), u− v〉+ L
2
‖u− v‖2, ∀u, v ∈ H. (11)
The gradient ∇f of a convex and Fre´chet differentiable function is L-Lipschitz
continuous if and only if [8, Cor. 18.16]
〈∇f(u)−∇f(v), u− v〉 ≥ 1
L
‖∇f(u)−∇f(v)‖2, ∀u, v ∈ H. (12)
This is the celebrated Baillon-Haddad Theorem.
2.3 Proximal Operators
The proximal operator proxg : H → H with respect to a function g ∈ Γ0(H)
is defined implicitly as: y − proxg(y) ∈ ∂g(proxg(y)), and explicitly as
proxg(y) = argmin
x∈H
{
1
2
‖x− y‖2 + g(x)
}
, ∀y ∈ H.
The proximal operator is a well-defined mapping from H to dom∂g [8, Prop.
23.2, Example 23.3]. In light of the implicit definition of the proximal operator
we point out that the update equation for GIPSA given in (6) can be written
implicitly as
0 ∈ xk+1 − yk+1 + λk∂g(xk+1) + λk∇f(zk+1). (13)
Now ρ‖ · ‖1 ∈ Γ0(Rn) and the proximal operator associated with it is the
shrinkage and soft-thresholding operator Sρ(v) : R→ R, applied elementwise.
It is defined as
Sρ(v) , [|v| − ρ]+ sgn(v) and {proxρ‖·‖1(z)}i = Sρ(zi), i = 1, 2, . . . , n. (14)
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2.4 Assumptions and Optimality Conditions
Now we are ready to precisely state the assumptions used throughout the
paper.
Assumption 1 (Problems (1)–(2)) The functions f and g are in Γ0(H),
dom ∂g is nonempty, f is Fre´chet differentiable everywhere and has an L-
Lipschitz continuous gradient with L > 0, and F ∗ > −∞.
The optimality conditions for Prob. (1) under Assumption 1 are as follows.
A vector x∗ ∈ X∗ if and only if [8, Corollary 26.3 (vi)]
0 ∈ ∂F (x∗) = (∂g +∇f)(x∗) = ∂g(x∗) + {∇f(x∗)}. (15)
Note that this is equivalent to x∗ satisfying
x∗ = proxλg(x
∗ − λ∇f(x∗)) (16)
for all λ > 0 [8, Corollary 26.3 (viii)]. Thus x∗ is a solution to Prob. (1)
if and only if it is a fixed point of the forward-backward operator : Tλ(x) ,
proxλg(x− λ∇f(x)). Note that Tλ is nonexpansive so long as 0 ≤ λ < 2/L [8,
Thm. 25.8]
The function 12‖Ax−b‖2 is differentiable and has gradient equal to A⊤(Ax−
b) which is Lipschitz continuous with Lipschitz constant equal to the largest
eigenvalue of A⊤A. The objective function in Prob. (3) is bounded below by
0. As previously stated, ρ‖ · ‖1 ∈ Γ0(H) and dom ∂‖ · ‖1 = Rn. Therefore
Prob. (3) satisfies Assumption 1. Thus results proved for Prob. (1) hold for all
problems, while results proved for Prob. (2) also hold for Prob. (3). Note that
the solution set X∗ of Prob. (3) is always nonempty.
2.5 Properties of the Solution Set of Prob. (2)
Lemma 1 Suppose Assumption 1 holds for Prob. (2) and X∗ is nonempty,
then there exists a vector h∗ ∈ Rn such that for all x∗ ∈ X∗, ∇f(x∗) = h∗.
Furthermore, for all i ∈ {1, 2, . . . , n} and x∗ ∈ X∗: −h∗i x∗i ≥ 0. Finally
h∗i
ρ


= −1 : if ∃ x∗ ∈ X∗ : x∗i > 0
= +1 : if ∃ x∗ ∈ X∗ : x∗i < 0
∈ [−1, 1] : else.
Proof. See Sec. 5.
Let E , {i : |h∗i | = ρ} and note that Ec = {i : |h∗i | < ρ}. Throughout the
paper we will assume the elements of E are in increasing order. By Lemma 1,
we infer that supp(x∗) ⊆ E for all x∗ ∈ X∗. The set E will be crucial to our
local analysis.
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2.6 Properties of FISTA-CD
Chambolle and Dossal [15] analyzed a variant parameter choice of FISTA
which has the O(1/k2) global objective function convergence rate and also
convergence of the sequence {xk}k∈N to a minimizer (see also [4,5]). They con-
sidered the following parameter choice for GIPSA (more specifically I-FBS),
which we refer to as FISTA-CD:
x1 = x0, λk = λ ∈ (0, 1/L], αk = βk = k − 1
k + a
, a > 2, ∀k ∈ N. (17)
For a discussion on how to choose a see [15, §4]. The choice a = 2, which is not
permitted in the analysis of [15], corresponds to one of the classical parameter
choices for Nesterov’s accelerated method for which convergence of the iterates
is still unknown [4, Remark 2.17]. We now detail the important properties of
FISTA-CD derived in [15] which we need for our analysis.
Lemma 2 ([15]) Suppose Assumption 1. holds for Prob. (1), X∗ is nonempty,
and {λk}k∈N and {αk}k∈N are chosen as in (17). Then for the iterates {xk}k∈N
of (4)–(6):
1. [15, Theorem 4.1: Eq. (25)]
∞∑
k=1
k∑
j=1

 k∏
l=j
αl

 ‖xj − xj−1‖2 <∞. (18)
2. [15, Theorem 4.1] There exists xˆ ∈ X∗ such that xk ⇀ xˆ.
3 Main Results
3.1 Global Convergence Analysis of GIPSA
In this section we state conditions on {αk, βk, λk}k∈N which imply weak con-
vergence of the iterates {xk, yk, zk}k∈N of (4)–(6) to a minimizer of Prob. (1)
under Assumption 1. These conditions also imply finite summability of the
squared increments of the sequence, which will be useful in the local analysis.
The finite summability result also makes it trivial to prove criticality of the
limit points which we include for completeness.
Theorem 1 For Prob. (1), suppose Assumption 1. holds. Assume {λk}k∈N is
positive and nondecreasing, and there exists ǫ > 0, 0 < γ < 2 and 0 ≤ β < 1
such that sequences {λk, αk, βk}k∈N satisfy:
0 ≤ αk ≤ 1, 0 ≤ βk ≤ β, λkαk ≤ βk
L
, λk ≤ 2− γ
L
and 2− λkL(1− αk)− βk − βk+1 ≥ ǫ (19)
for all k ∈ N. Then for the iterates {xk, yk, zk}k∈N of (4)–(6):
Local and Global Convergence of a General Inertial Proximal Splitting Scheme⋆ 11
(i)
∑
k∈N ‖xk − xk−1‖2 <∞,
(ii) d(0, ∂F (xk))→ 0 as k →∞.
(iii) If X∗ is nonempty then there exists xˆ ∈ X∗ such that xk ⇀ xˆ, yk ⇀ xˆ
and zk ⇀ xˆ.
Proof. See Sec. 6.
With some effort Theorem 1 can be extended to inexact proximal operators
through the use of the ǫ-enlarged subdifferential under a summability condition
on the errors [13]. It can also be extended to versions which incorporate a
relaxation parameter. To simplify the presentation, proof, and notation, we
do not detail these elaborations.
For the special case where αk = 0, Theorem 1 provides more general pa-
rameter constraints than existing guarantees derived in [35]. Suppose λk = λ ∈
[0, 2/L), then [35] requires βk to be nondecreasing and to satisfy 0 ≤ βk ≤ β
where β < (2 − λL)/6. On the other hand, Theorem 1 requires: βk + βk+1 ≤
2 − λL − ǫ, which is satisfied if β < (2 − λL)/2. Note that [35] and Theorem
1 have the same requirement on the stepsize.
3.2 Specialized Conditions for I-FBS
We now simplify the conditions for the case of I-FBS, i.e. αk = βk. For con-
sistency, let α = β. In this case:
2− αk − αk+1 + λkL(αk − 1) ≥ 1− αk+1 ≥ 1− α > 0.
Therefore ǫ = 1− α satisfies (19). Next note that if we choose any γ < 1, the
condition on the stepsize simplifies to λk ≤ 1/L for all k. In the case of FBS:
i.e. αk = βk = 0, Thm. 1 allows for larger stepsizes: λkL ≤ 2 − γ < 2, which
agrees with the standard criteria for FBS (e.g. [8, Thm. 25.8]). We formalize
this in the following corollary.
Corollary 1 Assume {λk}k∈N is nondecreasing, λk ∈ (0, 1/L], αk = βk, and
0 ≤ αk ≤ α < 1 for all k. Then for the iterates of GIPSA for Prob. (1), As-
sumption 1 implies (i) and (ii) of Theorem 1. Assumption 1 and nonemptiness
of X∗ imply (iii) of Theorem 1.
Note that the condition on αk is more general than the requirement on the
inertia parameter given in [31] which is
1− 3αk − λL(1− αk)2/2 ≥ η
where λk = λ ∈ (0, 2/L] for all k and η > 0 is some constant. Note that [31]
does allow larger values of the stepsize λ, up to 2/L so long as αk is sufficiently
small.
We emphasize that Corollary 1 does not apply to any of the FISTA variants
because in all such algorithms αk → 1. See [15] for a proof of weak convergence
of the iterates of FISTA-CD.
It is interesting to note that for FBS the convergence criteria are the same
for Prob. (7) (monotone inclusion problem) and Prob. (1) [8, Thm. 25.8 and
Cor. 27.9]. However for GIPSA and I-FBS, this does not appear to be the case.
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3.3 Discussion of the General Case
We have discussed the special cases: αk = βk and αk = 0, we now dis-
cuss the general case. To simplify the discussion, consider fixed choices, i.e.
{αk, βk, λk} = {α, β, λ} for all k. Then (19) becomes
α ∈ [0, 1], β ∈ [0, 1), 0 < λL ≤ min
{
β
α
,
2(1− β) − ǫ
1− α
}
(20)
for some ǫ > 0 with the convention: 0/0 = ∞. Now if we set ǫ to 0, the two
arguments to min in (20) are equal if α = α∗(β) = β2−β . Substituting this into
the expression yields λL < 2− β. If α < α∗(β) then the right-hand expression
in the argument of min is the smallest, else it is the left-hand expression. Thus
the condition on λ is
λL <
{
2(1−β)
1−α : if 0 ≤ α ≤ α∗(β)
β
α : if α
∗(β) ≤ α ≤ 1.
While α = α∗(β) provides the largest range of feasible stepsize parameters
according to our theoretical convergence analysis, we do not claim that it is the
“best” choice for a given instance of Prob. (1). For I-FBS for Prob. (2) our lo-
cal convergence analysis derives some “good” parameter choices (See Sections
3.4–3.8). Some of these choices have both good local and global convergence
properties. However determining good parameter choices more generally for
GIPSA is beyond the scope of this paper. Nevertheless it is important to
establish general conditions for convergence before attempting to determine
appropriate choices via an empirical study or theoretical analysis.
3.4 Finite Convergence Results for I-FBS
We now turn our attention to Problems (2)–(3) and establish the local con-
vergence behavior of I-FBS and FISTA-CD. The upcoming theorem proves
convergence in a finite number of iterations for the components in Ec to 0,
and for the components in E to the optimal sign (recall E , {i : |h∗i | = ρ}
where h∗ is defined in Lemma 1). Following the terminology of [26,28] we will
refer to this as the “finite active manifold identification” property. The man-
ifold in the ℓ1-norm setting is the halfspace of vectors with support a subset
of E and nonzero components with sign equal to −h∗i /ρ.
Theorem 2 For Prob. (2) suppose that Assumption 1 holds and X∗ is nonempty,
thus there exists h∗ ∈ Rn satisfying the conditions of Lemma 1. Assume that
either:
1. {λk}k∈N is nondecreasing, 0 < λk ≤ 1/L, αk = βk and 0 ≤ αk ≤ α < 1 for
all k ∈ N, or
2. {αk, λk}k∈N are chosen according to (17) (i.e. FISTA-CD),
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then for all but finitely many k the iterates {xk, yk}k∈N of (4)–(6) satisfy
sgn
(
yki − λk−1∇f(yk)i
)
= −h
∗
i
ρ
, ∀i : |h∗i | = ρ, (21)
and
xki = y
k
i = 0, ∀i : |h∗i | < ρ. (22)
Proof. See Sec. 7.
Note that if xki 6= 0, then (14) implies that sgn(xki ) = sgn(yki −λk∇f(yk)i).
Note that [25, Theorem 4.5] is recovered when αk = 0 for all k.
The authors of [26] studied finite convergence results for prox-regular and
partially smooth functions, which includes Prob. (2). Specialized to this prob-
lem, the analysis of [26, Theorem 5.3] establishes finite convergence in support
and sign for any algorithm which produces a convergent iterate sequence, un-
der the following additional condition: 0 ∈ rint(∂F (x∗)) for the limit x∗ =
limk→∞ x
k. In the context of Prob. (2) this condition is equivalent to the
“strict complementarity condition” discussed in Sec. 3.7, i.e. E = supp(x∗). In
contrast, Theorem 2 is more general in that it proves finite convergence to 0
on Ec ⊆ supp(x∗)c and sign on E. It does not require E = supp(x∗). However
when this is true, Theorem 2 coincides with [26, Theorem 5.3].
Given that I-FBS converges in a finite number of iterations to the optimal
manifold, it could be desirable to switch to a local procedure which searches
in the space of lower dimension. Indeed for Prob. (3), if the solution is unique
and the support and sign of the solution are known, then the values of the
nonzero entries can be computed by solving a linear system with dimension
equal to the number of nonzero entries [7, p. 20]. Theorem 2 also motivates
combining two-stage “active-set” strategies such as the one described in [50]
with I-FBS or FISTA-CD. Active-set strategies alternate between iterated
shrinkage-thresholding updates to identify the active manifold, and local opti-
mization procedures to estimate the nonzero entries. Using I-FBS/FISTA-CD
to identify the active manifold within such a framework is an interesting topic
for future work.
3.5 Reduction to Smooth Minimization
Theorem 2 allows us to characterize the behavior of I-FBS after a manifold
identification period of finite duration. In the following theorem, we show
that after a finite number of iterations, I-FBS (including FISTA-CD) reduces
indefinitely to minimizing a smooth function over E subject to an orthant
constraint.
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Theorem 3 For Prob. (2) suppose that Assumption 1 holds and X∗ is nonempty,
thus there exists h∗ ∈ Rn satisfying the properties of Lemma 1. Recall E , {i :
|h∗i | = ρ} and let φ : R|E| → R be defined as
φ(xE) , −(h∗E)⊤xE + f ((xE , 0)) , (23)
where x ∈ Rn. Let the set OE ⊂ R|E| be defined as
OE , {v ∈ R|E| : −sgn(h∗E(j)) vj ≥ 0, ∀j ∈ {1, 2, . . . , |E|}}. (24)
Assume that either
1. {λk}k∈N is nondecreasing, 0 < λk ≤ 1/L, αk = βk and 0 ≤ αk ≤ α < 1,
for all k, or
2. {αk, λk}k∈N are chosen according to FISTA-CD in (17),
then, for all but finitely many k, the iterates {xk, yk}k∈N of (4)–(6) satisfy
xk+1E = POE
(
yk+1E − λk∇φ(yk+1E )
)
, (25)
and F (xk) = φ(xkE), where F (x) = f(x) + ρ‖x‖1 and POE is the orthogonal
projector onto OE.
Proof. See Sec. 8. The result of [25, Corollary 4.6] is recovered when αk = 0
for all k.
3.6 Local Linear Convergence Under Local Strong Convexity
The analysis of the previous two sections shows that, after a finite number
of iterations, I-FBS reduces to minimizing the function φ subject to an or-
thant constraint. This function can be strongly convex even if f does not have
this property. If φ is strongly convex, then local linear convergence can be
achieved, as we prove in the following Corollary. Note that strong (in fact
strict) convexity of φ implies solution uniqueness for Prob. (2).
Corollary 2 For Prob. (2) suppose that Assumption 1 holds and φ defined
in (23) is strongly convex. Let lE be the strong convexity parameter of φ. If
λ ∈ (0, 1/L], 0 < µ ≤ lE,
λk = λ and βk = αk =
1−√µλ
1 +
√
µλ
∀k ∈ N, (26)
then the iterates {xk}k∈N of (4)–(6) converge to the unique solution x∗ of
Prob. (2) R-linearly and F (xk) converges to F ∗ R-linearly where F (x) =
f(x) + ρ‖x‖1. Specifically
‖xk − x∗‖2 = O
((
1−
√
µλ
)k)
and F
(
xk
)− F ∗ = O((1−√µλ)k) .
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Proof. Recall the definition of E , {i : |h∗i | = ρ}. We consider k large enough
that I-FBS has reduced to minimizing the lE-strongly convex function φ, i.e.
(25) holds, xkEc = 0, and F (x
k) = φ(xkE). The result can now be seen by
considering Nesterov’s constant momentum scheme of [37, p. 76], however
the variable µ now represents a lower bound for the true strong convexity
parameter of φ. It can be verified that this does not change the result given
in [37, Thm 2.2.3]. Furthermore we allow stepsizes other than 1/L, which is
discussed on [37, p. 72]. Finally the minimization is with respect to the orthant
OE defined in (24). This simple modification of Nesterov’s scheme is discussed
in [37, Algorithm (2.2.17)]. ⊓⊔
Note this local linear convergence result does not depend on strict com-
plementarity (i.e. E = supp(x∗)) unlike the local analysis of FBS in [28,12].
Suppose µ = lE and λ = 1/L then the convergence rate and iteration com-
plexity are respectively
F (xk)− F ∗ = O


(
1−
√
lE
L
)k , iter. comp. = Ω
(√
L
lE
log
1
ǫ
)
. (27)
Given the nature of φ this iteration complexity is optimal [37]. Indeed it is
better than the iteration complexity of FBS [25] (which corresponds to I-FBS
with αk equal to 0) which is Ω ((L/lE) log 1/ǫ) .
Other parameter choices, such as Constant Scheme III of [37, p. 84], will
also achieve local linear convergence with the same rate. However these choices
along with (26) are difficult to use in practice as they depend on lE , which
is hard to estimate. In Sec. 3.8 we will show how the rate and correspond-
ing iteration complexity in (27) can be achieved without knowledge of lE by
combining a restart scheme with FISTA-CD.
3.7 Local Linear Convergence Under Strict Complementarity
Local linear convergence can also be proved for Prob. (3) without requiring
solution uniqueness. We require limk→∞ x
k , x∗ ∈ X∗ to obey the so-called
“strict complementarity” condition: E = supp(x∗), where E , {i : |h∗i | = ρ}.
This is a common assumption also used in [25,28,47,26,12]. Note that this
condition is not necessary for x∗ to be the unique minimizer for Prob. (2) [51,
Example (4)]. It is also not sufficient, which can be seen by considering the
following instance of Prob. (3) taken from [51, Example (4)]:
A =
[
1 0 2
0 2 −2
]
, b =
[
1.5
1
]
, ρ = 1.
This example has E = {1, 2, 3} and has infinitely many solutions which satisfy
strict complementarity, such as (1/4, 3/8, 1/8)⊤. The name “strict complemen-
tarity” comes from considering the dual problem to Prob. (2) [38, §6].
First we state the following proposition which shows that the proximal step
(6) of I-FBS reduces to a gradient descent step after finitely many iterations,
16 Patrick R. Johnstone, Pierre Moulin
thus the proximal operator may be ignored. The proof follows [25, Lemma 5.3]
closely.
Proposition 1 For Prob. (2), suppose Assumption 1 holds and X∗ is nonempty,
thus there exists h∗ ∈ Rn satisfying the conditions of Lemma 1. Let E , {i :
|h∗i | = ρ}. Assume αk = βk for all k and let {xk, yk}k∈N be the iterates of
(4)–(6). Assume either:
1. {λk}k∈N is nondecreasing, 0 < λk ≤ 1/L and 0 ≤ αk ≤ α < 1 for all
k ∈ N, or
2. {λk, αk}k∈N satisfy (17).
Let x∗ = limk→∞ x
k which exists by Theorem 1 . Then for all but finitely many
k,
xki = y
k
i − λk−1(∇f(yk)i − h∗i ), ∀i ∈ supp(x∗). (28)
Proof. See Sec. 9.
Under strict complementarity (E = supp(x∗)) we will refer to the regime
where (28) is satisfied and xkEc = 0 as “the large-k regime” throughout the
remainder of the paper. We refer to the regime where these conditions are not
satisfied as “the small-k regime”.
Now we consider a simple fixed parameter choice for Prob. (3). Under the
strict complementarity condition, we can prove local linear convergence for any
fixed choice of the inertia parameter in [0, 1) and the stepsize in (0, 1/L]. The
analysis turns out to be fairly elementary in this case since for this problem
once in the large-k regime the iterations form a simple 2nd order linear ho-
mogeneous recursion which has been studied before, for example in [39]. Note
that we do not require the function φ defined in (23) to be strongly convex
nor the minimizer to be unique.
Theorem 4 For Prob. (3) there exists h∗ ∈ Rn satisfying the conditions of
Lemma 1. Let E , {i : |h∗i | = ρ}. Let βk = αk = α ∈ [0, 1) and λk = 1/L
for all k ∈ N. Let the iterates of (4)–(6) be {xk}k∈N and limk→∞ xk = x∗,
which exists by Theorem 1. Suppose E = supp(x∗) (i.e. strict complementarity
holds). Then xk achieves local Q-linear convergence. In particular there exists
K > 0, C > 0, and q ∈ (0, 1) such that ‖xk − x∗‖ = Cqk for all k > K.
Let lˆE be the smallest eigenvalue of A
⊤
EAE. If lˆE > 0, 0 < µ ≤ lˆE and
α = (1−√µ/L)/(1+√µ/L), then q = (1−√µ/L)1/2. If lˆE = 0 then q ≤ α.
Finally F (xk) converges to F ∗ with rate q2.
Proof. See Sec. 9.
For simplicity we prove the result only for λk = 1/L but the case λk = λ ∈
(0, 1/L] can also be shown. We stress that in practice the quantities lˆE and L
are typically not known. In the next section we show that a simple adaptive
restart scheme can be incorporated into FISTA-CD to create a scheme which
obtains the optimal iteration complexity without needing knowledge of lˆE .
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3.8 Asymptotic Behavior of FISTA-CD
We now ask, what is the convergence behavior of FISTA-CD in the large-k
regime? For Prob. (3) we see that once (28) holds, the iterates are in the
form of an inhomogeneous 2nd order linear recurrence which has been stud-
ied previously in [39] and [47, §5–6]. It is difficult to analyze this recursion
because αk changes at each iteration and to do so rigorously requires a sub-
tle argument following the one presented in [47, §5–6], which is beyond the
scope of this paper. A simpler route to understanding the behavior is to use
the homogeneous approximation of [39, §4] which sets αk fixed and “close”
to 1. This approximation implies that under strict complementarity, once in
the large-k regime and for αk sufficiently close to 1 (recall αk → 1 for this
parameter choice), FISTA-CD will exhibit nonmonotone oscillatory behavior
in the objective function values with suboptimal Q-linear rate:
∃K,C > 0 : F (xk)− F ∗ = C
((
1− λlˆE
)k)
, ∀k > K, (29)
where lˆE is defined in Theorem 4. This is the same as the convergence rate
achieved by FBS (I-FBS with αk = 0 and λk = 1/L for all k ∈ N, although a
slightly better rate can be achieved with λk = 2/(lˆE + L) which nevertheless
has the same iteration complexity [25]).
For strongly convex quadratic minimization problems, [39] suggested restart-
ing the inertia sequence of Nesterov’s method whenever a certain restart con-
dition is observed. By applying the homogeneous approximation of [39] to
FISTA-CD once in the large-k regime, we argue that we can improve the
asymptotic convergence rate by incorporating such a restart technique. Thus
even though the overall problem is nonsmooth and in general not strongly con-
vex, restarting can improve the convergence properties of FISTA-CD. Restart
schemes such as the “speed restart” scheme [46], the “gradient restart” scheme
[39], the “objective function” scheme [39], or the more conservative restart
scheme of [34] could be incorporated into FISTA-CD. For simplicity we elab-
orate only the objective function restart scheme of [39] and we call the new
method FISTA-CD-RE (“FISTA-CD with restart”). The idea is as follows.
Whenever we observe F (xk+1) > F (xk), set the iteration counter k in (17)
to 1, and set x0 = xk and x1 = xk. In other words restart FISTA-CD at the
current point. We refer the reader to [39] for full details and analysis which
can be applied to our situation in the large-k regime (under strict complemen-
tarity). The homogeneous approximation of [39] suggests FISTA-CD will have
the optimal iteration complexity
iter. comp. = Ω
(√
L
lˆE
log 1/ǫ
)
and rate
F (xk)− F ∗ = C′
(
1−
√
lˆE/L
)k
. (30)
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Remarkably it achieves this iteration complexity without knowledge of lˆE, the
local strong convexity parameter. Thus we do not need to know lˆE in order
to achieve the optimal convergence rate given in Theorem 4 with µ = lˆE . The
method will also have O(1/k2) convergence rate while no restarts occur. It
is also straightforward to incorporate a backtracking line search into FISTA-
CD-RE, such as the one described in [9, p. 194], so that the method does not
require L.
We stress that the convergence rates given in (29) and (30) can be proved
rigorously using arguments in the spirit of [47, §5–6]. However the analysis is
beyond the scope of this paper. Our contribution is to show that, for all but
finitely many iterations, FISTA-CD reduces to a form that has been studied
previously in [47,39], from which convergence behavior can be extracted.
4 Numerical Simulations
We now provide a small synthetic experiment to corroborate the theoretical
findings of this paper.
4.1 Experiment Details
We consider a randomly generated instance of Prob. (3). The parameters of the
experiment are n = 2000, m = 1000 and ρ = 0.1. The entries of A are drawn
i.i.d. from the normal distribution with mean 0 and variance 0.01. The vector
b is given by Ax0, where x0 has 260 nonzero entries generated i.i.d. from the
0-mean unit variance normal distribution, and support set chosen uniformly at
random. Recall that lE denotes the smallest nonzero eigenvalue ofA
⊤
EAE where
E is defined in Sec. 2.5. Note that for such a randomly generated problem
where the entries of A are drawn from a continuous probability distribution,
lE > 0, and thus the solution is unique, with probability 1 [48]. We run (4)–
(6) with several choices for the parameters. For GIPSA: we choose βk = 0.6,
αk = 0.42 and λk = 1.39/L for all k. For I-FBS, λk = 1/L and βk = αk =
α ∈ {0, 0.4, α∗, 0.95} where α∗ is the locally optimal choice from Thm. 4:
(1−√lE/L)/(1+√lE/L). The Lipschitz constant L is the largest eigenvalue
of A⊤A and is computed via the SVD. We estimate E via the interior point
solver of [27] which we use to find an approximate solution x∗ such that the
relative objective function error is no greater than 10−6. We then compute
h∗ = ∇f(x∗), and estimate E as the set of all i such that ρ − |h∗i | is smaller
than 10−4. We then use the SVD of AE to estimate lE. Using this approach,
α∗ is estimated as 0.77 for this experiment. Note that this is obviously not a
practical method for estimating the optimal inertia parameter. The purpose of
this experiment is simply to test the theoretical findings of Sections 3. In fact
this experiment demonstrates that FISTA-CD-RE has the same asymptotic
convergence rate as I-FBS with the optimal inertia parameter yet does not need
to estimate lE . We run FISTA, which is parameter choice [9, Eq. (4.2)–(4.3)]
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Fig. 1 Simulation results: showing F (xk)− F ∗ versus iteration k for Experiment 1.
with αk = βk. We also run FISTA-CD which is (4)–(6) with the parameter
choice given in (17) with λ = 1/L and a = 2.1. We run FISTA-CD-RE with
the same values for λ and a as FISTA-CD. All algorithms are initialized to
x1 = x0 = 0. The results are shown in Fig. 1 where we plot F (xk)−F ∗ versus
k. Note the y-axis is logarithmic.
4.2 Repeated Trials
We repeat this experiment 1000 times with different randomly drawn A and x0
from the distributions described above. For each trial we record the number of
iterations after which the the relative error remains below tol, i.e. k : (F (xj)−
F ∗)/F ∗ ≤ tol, ∀j ≥ k.4 The average of this number across the 1000 trials is
given in Table 1 for tol ∈ {10−2, 10−6} and all algorithms.
4.3 Observations
First let’s look at Fig. 1. Although the figure shows objective function values,
since the minimizer is unique, convergence of the iterates is implied, which
corroborates Theorem 1 (not including FISTA, for which convergence of the
iterates is an open problem). All tested parameter choices for I-FBS transition
4 F ∗ is approximated by the smallest objective function value among all tested algorithms
after 1500 iterations
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Table 1 Results for repeated trials (Sec. 4.2)
Algorithm Average # iterations to rel.
err. 10−2 (1000 trials)
Average # iterations to rel.
err. 10−6 (1000 trials)
GIPSA 260 368
I-FBS (α = 0) 901 1287
I-FBS (α = 0.4) 540 775
I-FBS (α = α∗) 210 286
I-FBS (α = 0.95) 68 171
FISTA 84 282
FISTA-CD 85 280
FISTA-CD-RE 85 137
from a manifold identification period to a local linear convergence period, cor-
roborating Theorem 2. Furthermore adding inertia does improve the asymp-
totic rate and using α∗ achieves the best asymptotic rate. However FISTA-
CD-RE essentially achieves the same asymptotic rate despite not knowing or
estimating lE . The upper bound for the asymptotic convergence rate of I-FBS
with inertial parameter α∗ is computed using (27) to be 0.89, which com-
pares with an empirically determined rate of 0.83. However the fixed choice
αk = α
∗ is outperformed by the larger choice α = 0.95, and FISTA, FISTA-CD
and FISTA-CD-RE in the small-k regime (i.e. before linear convergence com-
mences). In the large-k regime FISTA-CD exhibits nonmonotone oscillatory
behavior and suboptimal asymptotic convergence as predicted in Sec. 3.8.
Now we look at Table 1. For a low accuracy solution (i.e. rel. err. less than
10−2), I-FBS with α = 0.95 performs best and there is no difference between
FISTA, FISTA-CD and FISTA-CD-RE. FISTA-CD and FISTA-CD-RE are
identical because a restart had not yet occurred in any of the 1000 trials.
However for a high accuracy solution (i.e. rel. err. less than 10−6), FISTA-
CD-RE outperforms all other algorithms. It requires on average fewer than
half as many iterations as FISTA or FISTA-CD at essentially the same per-
iteration cost 5. Note that despite the optimal asymptotic convergence rate
of the fixed choice α∗, this choice is outperformed when looking for a high
accuracy solution. This is because its small-k regime performance is poor.
The strong performance of I-FBS with α = 0.95 in the small-k regime is
interesting and we cannot explain it with the existing theory. However for
such large values of the inertia parameter we expect the performance to be
approximately similar to FISTA and its variants.
5 Proof of Lemma 1
We commence by proving that the gradient with respect to f is constant at all
optimal points. The proof follows by considering [8, Corollary 26.3(vii)]. Note
that condition (a) of this Corollary holds trivially because domf = H and
5 Despite having an additional function evaluation per iteration, FISTA-CD-RE only re-
quires one matrix multiply per iteration, which is the same as FISTA-CD and FISTA since
the matrix multiply is the dominant cost
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dom ∂g ⊆ dom g is nonempty. Now statement (vii) of Corollary 26.3 states the
following. Given x ∈ X∗
〈x− y,∇f(x)〉+ g(x) ≤ g(y) ∀y ∈ H. (31)
Consider x1, x2 ∈ X∗, then (31) implies 〈x1−x2,∇f(x1)〉+g(x1) ≤ g(x2) and
〈x2 − x1,∇f(x2)〉+ g(x2) ≤ g(x1). Adding these two together yields
〈∇f(x1)−∇f(x2), x1 − x2〉 ≤ 0.
From this point on the proof is identical to [8, Prop. 26.10], which implies
∇f(x1) = ∇f(x2) , h∗. The rest of the Lemma follows by examining the
structure of the optimality condition (15) for the special case of Prob. (2). We
refer the reader to [25, Thm 2.1 (ii) and (iii)]. ⊓⊔
6 Proof of Theorem 1
Before proving the theorem, we give three lemmas, beginning with the cele-
brated lemma due to Opial.
Lemma 3 ([40], Opial’s lemma) Suppose {xk} is a sequence in H and
S ⊂ H is a nonempty set such that:
1. limk→∞ ‖xk − x∗‖ exists for every x∗ ∈ S,
2. Every weakly convergent subsequence of {xk}k∈N weakly converges to some
x∗ ∈ S.
Then there exists xˆ ∈ S such that xk ⇀ xˆ.
It is trivial to verify that the second condition of Opial’s lemma holds for
GIPSA, so long as xk − xk−1 → 0. We do this in the following Lemma.
Lemma 4 For Prob. (1) suppose Assumption 1 holds and X∗ is nonempty.
Let {xk}k∈N be the sequence generated by (4)–(6). Suppose xvk ⇀ x for some
subsequence {vk}k∈N ⊆ N, and xk − xk−1 → 0. Then x ∈ X∗.
Proof. The proof follows the techniques of [35, Theorem 2.1]. Thanks to (4)
and the assumption that xk − xk−1 → 0, we know that yk+1 − xk → 0 and
thus xk − yk → 0. Similarly by (5) we see that zk+1 − xk → 0 and therefore
zk − xk → 0. Now by (13)
− 1
λvk−1
(xvk − yvk) +∇f(xvk)−∇f(zvk) ∈ {∇f(xvk)}+ ∂g(xvk). (32)
Now passing to the limit vk →∞, using the fact that ∇f is Lipschitz continu-
ous, and [13, Proposition 3.4(b)], we infer that 0 ∈ ∂g(x)+{∇f(x)}, therefore
x ∈ X∗ by optimality condition (15). ⊓⊔
The final Lemma is standard in the analysis of inertial methods.
Lemma 5 Let {ϕk, δk, σk}k∈N ⊂ R+. If ϕk+1 − ϕk ≤ σk(ϕk − ϕk−1) + δk for
all k where σk ≤ σ < 1 and
∑
k∈N δk <∞, then limk→∞ ϕk exists.
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Proof. We refer to [3, Thm 3.1]. ⊓⊔
We now turn our attention to Theorem 1. We prove statement (i) by using
the multistep Lyapunov function from [3] which is shown to be nonincreasing.
The proof of (ii) is trivial. Finally to prove (iii) we use Lemma 5 to prove the
first condition of Opial’s lemma holds (the second condition of Opial’s lemma
holds by Lemma 4).
Proof of Theorem 1 statement (i)
Recall the notation:∆k , x
k−xk−1. Define the energy function: Ek , F (xk)+
βk
2λk
‖∆k‖2. We will show that Ek is nonincreasing. Using the fact that λk is
nondecreasing, then (9) and (11), we write
Ek+1 − Ek ≤ F (xk+1)− F (xk) + 1
2λk
(
βk+1‖∆k+1‖2 − βk‖∆k‖2
)
≤ 〈∇f(zk+1) + v,∆k+1〉+ L
2
‖zk+1 − xk+1‖2
+
1
2λk
(
βk+1‖∆k+1‖2 − βk‖∆k‖2
)
, ∀v ∈ ∂g(xk+1). (33)
Note that by the definition of the prox operator, xk+1 ∈ dom ∂g which is
nonempty by Assumption 1. Using (13) in (33) implies
Ek+1 − Ek ≤ 1
λk
〈
yk+1 − xk+1, ∆k+1
〉
+
L
2
‖zk+1 − xk+1‖2
+
1
2λk
(
βk+1‖∆k+1‖2 − βk‖∆k‖2
)
. (34)
Now using (4) and (5) we derive:
yk+1 − xk+1 = βk∆k −∆k+1 and zk+1 − xk+1 = αk∆k −∆k+1. (35)
Substituting (35) into (34) yields
Ek+1 − Ek ≤
(
βk − αkλkL
λk
)
〈∆k+1, ∆k〉+ α
2
kλkL− βk
2λk
‖∆k‖2
+
(
βk+1
2λk
+
L
2
− 1
λk
)
‖∆k+1‖2
= −
(
βk − αkλkL
2λk
)
‖∆k+1 −∆k‖2 − αk(1 − αk)L
2
‖∆k‖2
−2− λkL(1− αk)− βk − βk+1
2λk
‖∆k+1‖2. (36)
Now (19) implies that the coefficients of ‖∆k+1 −∆k‖2, ‖∆k‖2 and ‖∆k+1‖2
are nonpositive. Furthermore, from condition (19) we see that
2− λkL(1− αk)− βk − βk+1
2λk
≥ ǫ
2λk
>
ǫL
4
> 0.
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Therefore telescoping (36) implies
ǫL
4
M∑
k=1
‖∆k+1‖2 < E1 − EM+1 <∞, ∀M ∈ N.
Thus statement (i) is proven.
Proof of Theorem 1 statement (ii)
Consider (32) with the subsequence chosen as vk = k. Clearly this implies
statement (ii) since the left-hand side of (32) goes to 0 as k goes to ∞.
Proof of Theorem 1 statement (iii)
Assume X∗ is nonempty and xvk is a subsequence which weakly converges to
x′. We note that statement (i) implies ∆k → 0, thus from Lemma 4, x′ ∈ X∗.
Therefore the second condition of Opial’s lemma is satisfied.
We now proceed to show the first condition of Opial’s lemma, i.e. for any
x∗ ∈ X∗, the limit of {‖xk − x∗‖}k∈N exists. The key will be to derive a
recursion in the form of Lemma 5. This part of the proof has been adapted
from [35] which studies the special case where αk = 0 for all k. Fix x
∗ ∈ X∗
(which is nonempty by assumption) and let ϕk ,
1
2‖xk − x∗‖2. Now using (8)
we see that
〈xk+1 − xk, x∗ − xk+1〉 = ϕk − ϕk+1 − 1
2
‖∆k+1‖2.
Combining this with (4) yields
ϕk − ϕk+1 = 1
2
‖∆k+1‖2 + 〈xk+1 − yk+1, x∗ − xk+1〉
+ βk〈xk − xk−1, x∗ − xk+1〉. (37)
Now by (13):
− (xk+1 − yk+1 + λk∇f(zk+1)) ∈ λk∂g(xk+1).
On the other hand by optimality condition (15): −λk∇f(x∗) ∈ λk∂g(x∗).
Using these facts and (10) gives
〈xk+1 − yk+1 + λk(∇f(zk+1)−∇f(x∗)), x∗ − xk+1〉 ≥ 0
which implies
〈xk+1 − yk+1, x∗ − xk+1〉 ≥ λk〈∇f(zk+1)−∇f(x∗), xk+1 − x∗〉. (38)
Substituting (38) into (37) yields
ϕk+1 − ϕk ≤ −1
2
‖∆k+1‖2 − λk〈∇f(zk+1)−∇f(x∗), xk+1 − x∗〉
+ βk〈xk − xk−1, xk+1 − x∗〉. (39)
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Now using (8) again
〈xk − xk−1, xk+1 − x∗〉 = ϕk − ϕk−1 + 1
2
‖∆k‖2
+ 〈xk − xk−1, xk+1 − xk〉. (40)
On the other hand using (12)
〈∇f(zk+1)−∇f(x∗), xk+1 − x∗〉 ≥ 1
L
‖∇f(zk+1)−∇f(x∗)‖2
+
〈∇f(zk+1 −∇f(x∗), xk+1 − zk+1〉
≥ −L
4
‖xk+1 − zk+1‖2. (41)
Therefore by substituting (40) and (41) into (39) and using (35), we get
ϕk+1 − ϕk − βk(ϕk − ϕk−1) ≤ −ζk
2
‖∆k+1‖2 + ck1‖∆k‖2
+ck2〈∆k, ∆k+1〉, (42)
where ζk = (1 − λkL/2), ck1 = (βk/2 + α2kλkL/4), and ck2 = βk − αkλkL/2.
Note that (19) implies ζk ≥ γ/2 > 0, ck1 ∈ [0, 1) and |ck2 | < 1. Now if we let
θk , ϕk − ϕk−1 then (42) implies
θk+1 − βkθk ≤ −ζk
2
∥∥∥∥∆k+1 − ck2ζk∆k
∥∥∥∥
2
+
(
ck1 +
(ck2)
2
2ζk
)
‖∆k‖2 ≤ δk,
with δk , (1 + 1/γ) ‖∆k‖2. Note that (i) of this Theorem implies
∑
k∈N δk <
∞. Now since βk ≤ β < 1, we can apply Lemma 5, which implies limk→∞ ‖xk−
x∗‖ exists for any x∗ ∈ X∗. Therefore both conditions of Opial’s lemma hold
and {xk}k∈N converges weakly to some minimizer xˆ. Now repeating (4): yk+1 =
xk + βk(x
k − xk−1) for all k ∈ N. Therefore for any h ∈ H, 〈h, yk+1〉 =
〈h, xk〉 + 〈h, βk(xk − xk−1)〉 → 〈h, xˆ〉, which proves yk ⇀ xˆ. In exactly the
same way we can show zk ⇀ xˆ using (5). ⊓⊔
7 Proof of Theorem 2
Before proving the theorem, we need the following three lemmas. The first
details the contractive properties of the soft-thresholding operator.
Lemma 6 ([25], Lemma 3.2) Fix any a and b in R, and ν ≥ 0:
(i) [25, Lemma 3.2 (3.7)] The function Sν defined in (14) is nonexpansive.
That is, |Sν(a)− Sν(b)| ≤ |a− b|.
(ii) [25, Lemma 3.2 statement (5)] If |b| ≥ ν and sgn(a) 6= sgn(b) then
|Sν(a)− Sν(b)| ≤ |a− b| − ν.
(iii) [25, Lemma 3.2 statement (6)] If Sν(a) 6= 0 = Sν(b) then |Sν(a) −
Sν(b)| ≤ |a− b| − (ν − |b|).
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Next we derive some technical properties of the solution set for Prob. (2).
Lemma 7 For Prob. (2) suppose Assumption 1 holds and X∗ is nonempty,
x∗ ∈ X∗ and λ > 0. Then there exists a vector h∗ ∈ Rn satisfying the condi-
tions of Lemma 1. Furthermore
|x∗i − λh∗i | ≥ ρλ, and sgn(x∗i − λh∗i ) = −h∗i /ρ, ∀i : |h∗i | = ρ. (43)
Proof. Recall that E , {i : |h∗i | = ρ}. For i ∈ supp(x∗), (14) and (16) imply
0 6= x∗i = sgn (x∗i − λh∗i ) [|x∗i − λh∗i | − ρλ]+ . (44)
Therefore |x∗i − λh∗i | > ρλ for all i ∈ supp(x∗). On the other hand, if i ∈
E \ supp(x∗), then |x∗i − λh∗i | = λ|h∗i | = ρλ. Recall that supp(x∗) ⊆ E.
Therefore the first part of (43) is proven.
Looking at (44) it can be seen that
sgn(x∗i ) = sgn(x
∗
i − λh∗i ), ∀i ∈ supp(x∗). (45)
Note by Lemma 1, if i ∈ supp(x∗), then sgn(x∗i ) = −h∗i /ρ. Else if i ∈ E \
supp(x∗) then
sgn(x∗i − λh∗i ) = sgn(−λh∗i ) = −sgn(h∗i ) = −
h∗i
ρ
. (46)
since |h∗i | = ρ. Combining (45) and (46) yields the second part of (43). ⊓⊔
The final lemma before we proceed with the proof of Theorem 2 is a crucial
finite summability result.
Lemma 8 For Prob. (2) suppose Assumption 1 holds. Assume either
1. {λk}k∈N is nondecreasing, 0 < λk ≤ 1/L, αk = βk and 0 ≤ αk ≤ α < 1 for
all k ∈ N, or
2. X∗ is nonempty and {αk, λk}k∈N are chosen according to FISTA-CD in
(17).
Furthermore assume the iterates {xk, yk}k∈N of (4)–(6) satisfy, for all k ∈ N:
‖xk − x‖2 ≤ ‖yk − x‖2 −Nk (47)
for some x ∈ Rn and {Nk}k∈N ⊂ R+. Then:
∑∞
k=1Nk <∞.
Proof. Substituting (4) into (47) yields
‖xk+1 − x‖2 ≤ ‖xk − x+ αk∆k‖2 −Nk+1
= ‖xk − x‖2 + α2k‖∆k‖2 + 2αk〈xk − x,∆k〉 −Nk+1. (48)
Let ϕk =
1
2‖xk − x‖2 and θk = ϕk − ϕk−1. Using (8) we write 〈xk − x,∆k〉 =
ϕk − ϕk−1 + 12‖∆k‖2. Using this in (48) yields
θk+1 ≤ αkθk + δk − 1
2
Nk+1 (49)
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where δk =
1
2αk(1 + αk)‖∆k‖2. Note that 0 ≤ δk ≤ αk‖∆k‖2 ≤ ‖∆k‖2.
We first prove the lemma for parameter choice 1. For this parameter choice
by Theorem 1(i),
∑
k∈N δk <∞. Let α = infk αk and note that α ∈ [0, α]. Thus
using (49):
θk+1 ≤ αk|θ1|+
k∑
j=1
αk−jδj − 1
2
k∑
j=1
αk−jNj+1.
Therefore, for all M ∈ N,
ϕM = ϕ0 +
M∑
k=1
θk ≤ ϕ0 + 1
1− α
(
|θ1|+
M−1∑
k=1
δk
)
− 1
2
M−1∑
k=1
Nk+1
=⇒
M−1∑
k=1
Nk+1 ≤ 2ϕ0 + 2
1− α
(
|θ1|+
∞∑
k=1
δk
)
<∞, ∀M ∈ N.
Now for parameter choice 2, we proceed as follows. Note that since x1 = x0,
θ1 = 0 for this parameter choice. From (49), and δk ≤ αk‖∆k‖2, we infer (using
the convention:
∏b
j=a αj = 1 if a > b):
θk+1 ≤
(
k∏
i=1
αi
)
θ1 +
k∑
j=1

 k∏
l=j
αl

 ‖∆j‖2 − 1
2
k∑
j=1

 k∏
l=j+1
αl

Nj+1
≤
k∑
j=1

 k∏
l=j
αl

 ‖∆j‖2 − 1
2
k∑
j=1
αk−j2 Nj+1
where we have used the fact that α2 < αk for all k > 2. Thus for all M ∈ N
ϕM = ϕ0 +
M∑
k=1
θk ≤ ϕ0 +
M−1∑
k=1
k∑
j=1

 k∏
l=j
αl

 ‖∆j‖2 − 1
2
M−1∑
k=1
Nk+1

M−1−k∑
j=0
αj2


≤ ϕ0 +
∞∑
k=1
k∑
j=1

 k∏
l=j
αl

 ‖∆j‖2 − 1
2
M−1∑
k=1
Nk+1.
Now by applying (18) of Lemma 2 and noting that ϕM ≥ 0, we infer
∑∞
k=1Nk <
∞. ⊓⊔
We are now ready to prove Theorem 2. Note that parameter choice 1
satisfies the requirements of Corollary 1. Furthermore, by assumption, X∗ is
nonempty, thus all conclusions of Corollary 1 hold. For parameter choice 2
(FISTA-CD) we note that both conclusions of Lemma 2 hold.
Throughout the proof, fix an arbitrary x∗ ∈ X∗. We will use the contractive
properties of Sν given in Lemma 6 to construct a recursion in the form of (47)
of Lemma 8. That lemma allows us to argue that the number of iterations such
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that (21)–(22) do not hold is finite. Note that since αk = βk for the parameter
choices in question (i.e. I-FBS and FISTA-CD), (6) simplifies to
xk+1 = proxλkg
(
yk+1 − λk∇f(yk+1)
)
= Tλk(y
k+1) (50)
where Tλ is the forward-backward operator discussed in Sec. 2.4.
Proof of (21) of Theorem 2
Recall from Lemma 1 there exists a vector h∗ such that ∇f(x∗) = h∗ for all
x∗ ∈ X∗, and supp(x∗) ⊆ E, where E , {i : |h∗i | = ρ}. Fix k ∈ N. Now (50)
and optimality condition (16) imply
|xk+1i − x∗i |2 =
∣∣Sρλk(yk+1i − λk∇f(yk+1)i)− Sρλk(x∗i − λkh∗i )∣∣2 (51)
for all i ∈ [n], using the notation [n] , {1, 2, . . . , n}. Consider the following
condition:
sgn
(
yk+1i − λk∇f(yk+1)i
) 6= sgn(x∗i − λkh∗i ) for some i ∈ E. (52)
(Note that sgn(x∗i − λkh∗i ) = −h∗i /ρ from Lemma 7). Now recall Lemma 7
implies |x∗i − λkh∗i | ≥ λkρ for all i ∈ E. Therefore we can apply Lemma 6 (ii)
to (51) to say the following. If (52) holds, then
|xk+1i − x∗i |2 ≤
(|yk+1i − λk∇f(yk+1)i − (x∗i − λkh∗i )| − ρλk)2
≤ ∣∣yk+1i − λk∇f(yk+1)i − (x∗i − λkh∗i )∣∣2 − ρ2λ2k. (53)
Inequality (53) follows because of the following fact:
a ≥ b ≥ 0 =⇒ (a− b)2 ≤ a2 − b2 (54)
which applies because
|(yk+1i − λk∇f(yk+1)i)− (x∗i − λkh∗i )| ≥ |(x∗i − λkh∗i )| ≥ ρλk > 0 (55)
where we have used (52) and Lemma 7 to prove (55).
Now define for k ∈ N,
Pk , {i ∈ E : sgn(yki − λk−1∇f(yk)i) 6= −h∗i /ρ}
and recall the standard notation |Pk| for the number of elements in Pk. For
all k ∈ N:
‖xk+1 − x∗‖2 =
∑
j∈Pk+1
|xk+1j − x∗j |2 +
∑
j∈[n]\Pk+1
|xk+1j − x∗j |2
≤
∑
j∈Pk+1
{∣∣yk+1j − λk∇f(yk+1)j − (x∗j − λkh∗j )∣∣2 − ρ2λ2k}
+
∑
j∈[n]\Pk+1
∣∣yk+1j − λk∇f(yk+1)j − (x∗j − λkh∗j )∣∣2 (56)
= ‖yk+1 − λk∇f(yk+1)− (x∗ − λkh∗)‖2 − ρ2λ2k|Pk+1|
≤ ‖yk+1 − x∗‖2 − ρ2λ21|Pk+1|. (57)
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Inequality (56) follows from (53) and the elementwise nonexpansiveness of
Sρλk (i.e. Lemma 6(i)). To deduce (57), we used the fact that I − λ∇f is
nonexpansive for 0 < λ < 2/L [8, Pro. 4.33], and {λk}k∈N is nondecreasing.
Now (57) is in the form of (47) of Lemma 8 with x = x∗ and Nk = ρ
2λ21|Pk|.
Since we assumed ρ > 0 and λ1 > 0 it follows that
∑
k∈N |Pk| <∞ for either
parameter choice 1 or 2. This implies |Pk| is nonzero for only finitely many
iterations, thus (21) is proved.
Proof of (22) of Theorem 2
For Ec nonempty, define ω , min{ρ− |h∗i | : i ∈ Ec} ∈ (0, ρ]. If Ec is empty,
(22) is trivially true, therefore assume Ec is nonempty and note that
ωλk = min{ρλk − λk|h∗i | : i ∈ Ec} > 0. (58)
Consider i ∈ Ec (which implies i /∈ supp(x∗)). If xk+1i 6= 0, then Lemma 6
(iii), (50) and optimality condition (16) imply
|xk+1i |2 = |Sρλk
(
yk+1i − λk∇f(yk+1)i
)− Sρλk (−λkh∗i ) |2
≤ [|yk+1i − λk∇f(yk+1)i + λkh∗i | − (ρλk − λk|h∗i |)]2
≤ |yk+1i − λk∇f(yk+1)i + λkh∗i |2 − (ρλk − λk|h∗i |)2 (59)
≤ |yk+1i − λk∇f(yk+1)i + λkh∗i |2 − ω2λ2k. (60)
To derive (60) we used (58). To derive (59) we used (54) which applies because
|yk+1i − λk∇f(yk+1)i + λkh∗i | ≥ |yk+1i − λk∇f(yk+1)i| − λk|h∗i | (61)
> ρλk − λk|h∗i | (62)
which is greater than 0 by (58). Note that (61) follows from the identity:
|a+ b| ≥ |a| − |b|, ∀ a, b ∈ R
and (62) follows from the fact that 0 6= xk+1i = Sρλk(yk+1i − λk∇f(yk+1))i.
Analogously to the definition of Pk, define for all k ∈ N,
Qk , {i ∈ Ec : xki 6= 0}.
Thus for all k ∈ N,
‖xk+1 − x∗‖2 =
∑
j∈[n]\Qk+1
|xk+1j − x∗j |2 +
∑
j∈Qk+1
|xk+1j |2
≤
∑
j∈[n]\Qk+1
|yk+1j − λk∇f(yk+1)j − (x∗j − λkh∗j )|2
+
∑
j∈Qk+1
{|yk+1j − λk∇f(yk+1)j + λkh∗j |2 − ω2λ2k}
≤ ‖yk+1 − x∗‖2 − ω2λ21|Qk+1|.
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This recursion is in the form of (47) in Lemma 8 with x = x∗ and Nk =
ω2λ21|Qk|. Since ω and λ1 are both greater than 0 we have
∑
k∈N |Qk| < ∞.
Thus Qk is nonempty for only finitely many iterations. Note that by (4), if xki
and xk−1i are equal to 0, then y
k+1
i = 0. Thus (22) is proved. ⊓⊔
8 Proof of Theorem 3
We first prove (25). From Theorem 2, there exists K > 0 such that for all
k > K, (21) and (22) hold for either parameter choice 1 or 2. For i ∈ E,
k > K, we calculate the quantity
zk+1i , y
k+1
i − λk∇φ(yk+1E )i
= yk+1i − λk(−h∗i +∇f(yk+1)i) (63)
= yk+1i − λk∇f(yk+1)i + ρλk
(
h∗i
ρ
)
= sgn
(
yk+1i − λk∇f(yk+1)i
)
(|yk+1i − λk∇f(yk+1)i| − ρλk). (64)
Equation (63) follows from supp(yk+1) ⊆ E. Equation (64) follows from (21).
Therefore, for i ∈ E, k > K,
xk+1i = Sρλk
(
yk+1i − λk∇f(yk+1)i
)
=
{
zk+1i : −h∗i zk+1i ≥ 0
0 : else
which proves (25). Now (21) implies sgn(xki ) = −h∗i /ρ for all i ∈ E, k > K,
and xki 6= 0. Therefore −h∗i xki = ρ|xki |, for all i ∈ E, k > K. Therefore since
xkEc = 0 for k > K, −(h∗E)⊤xkE = ρ‖xk‖1, which implies F (xk) = φ(xkE). ⊓⊔
9 Proofs of Sec. 3.7
Proof of Proposition 1
Corollary 1 implies that limk→∞ x
k , x∗ exists and x∗ ∈ X∗ for parameter
choice 1. On the other hand Lemma 2 implies this is true for parameter choice
2. Theorem 2 states that there exists a finite K such that for k > K (21)
holds for all i ∈ E, and recall that supp(x∗) ⊆ E. Now since xki → x∗i 6= 0 for
all i ∈ supp(x∗), there exists some K ′ > 0 such that for all k > K ′, xki 6= 0.
Combining this with (50), (14) and (21) implies that for all k > max(K,K ′),
and i ∈ supp(x∗),
xki = sgn(y
k
i − λk−1∇f(yk)i)(|yki − λk−1∇f(yk)i| − λk−1ρ)
= yki − λk−1(∇f(yk)i − h∗i ).
⊓⊔
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Proof of Theorem 4
Recall that Prob (3) satisfies Assumption 1, therefore all conclusions of Lemma
1 hold. Further recall thatX∗ is nonempty for Prob. (3). Therefore limk→∞ x
k ,
x∗ exists and x∗ ∈ X∗ by Corollary 1. Recall that E = {i : |h∗i | = ρ} and also
by the strict complementarity assumption: E = supp(x∗). Proposition 1 proves
that there exists K > 0 such that for all k > K
xkE = y
k
E −
1
L
(∇f(yk)E − h∗E) = ykE −
1
L
((A⊤Ayk)E − (A⊤Ax∗)E). (65)
On the other hand Theorem 2 proved that there exists K ′ > 0 such that for
all k > K ′, xkEc = y
k
Ec = 0. Therefore for all k > max(K,K
′) , K ′′ both
conditions hold. Let Q = (A⊤EAE) and P be the orthogonal projector for the
range space of Q.
We first consider the part of the error in the nullspace of P . Equation (65)
implies
(I − P )(xkE − x∗E) = (I − P )(ykE − x∗E), ∀k > K ′′.
Combining this with (4) implies: tk+1 = (1 + α)tk − αtk−1 where tk = (I −
P )(ykE − x∗E) for all k > K ′′. This is a linear homogeneous recursion with
solution:
t˜Mi = t˜
0
i +
(t˜1i − t˜0i )(1 − αM )
1− α , ∀M ∈ N,
where t˜k = tk+⌈K
′′⌉. Now limM→∞ t˜
M
i = (t˜
1
i −αt˜0i )/(1−α). On the other hand,
Thm. 1 (iii) implies t˜Mi → 0 asM →∞. Therefore either t˜M = 0 for allM ∈ N
or t˜Mi = αt˜
M−1
i for all M . Therefore (I − P )(ykE − x∗E) = (I − P )(xkE − x∗E)
converges to 0 R-linearly with rate α.
Next we consider P (xkE − x∗E). Note that Q is symmetric thus R(Q) =
N (Q)⊥. Thus, for all k > K ′′
P (xkE − x∗E) = P (ykE − x∗E)−
1
L
PQ(ykE − x∗E)
= P (ykE − x∗E)−
1
L
QP (ykE − x∗E). (66)
Let lˆE is the smallest eigenvalue of Q restricted R(P ). If lˆE = 0, then P is the
all-zero matrix and xk converges to x∗ R-linearly with rate α. Assume lˆE > 0.
Restating (4) we have for all k ≥ K ′′: (66) holds and
Pyk+1E = Px
k
E + α(Px
k
E − Pxk−1E ).
This is exactly the same recursion as studied in [39, §4.2–4.3] with respect to
the sequences {P (xkE−x∗E)} and {P (ykE−x∗E)}. Note that φ restricted to R(P )
is a strongly-convex quadratic function. By looking at the eigenvalues and
eigenvectors of Q restricted to R(P ), one can see that Q-linear convergence
of PxkE is obtained and the rate (1 −
√
µ/L)1/2 is achieved by the choice:
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α = (1 −√µ/L)/(1 +√µ/L). We refer to [39] for all the details. Note that
the rate of xk is the same as PxkE since x
k is zero outside E for k > K ′′
and (I − P )(xkE − x∗E) has R-linear convergence to 0 with rate α, which is
faster than the rate (1 −√µ/L)1/2. Finally the fact that φ is quadratic for
this problem gives the objective function rates.
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