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Optically Induced Topological Phase Transition in two dimensional Square Lattice
Antiferromagnet
Ma Luo∗
The State Key Laboratory of Optoelectronic Materials and Technologies
School of Physics
Sun Yat-Sen University, Guangzhou, 510275, P.R. China
The two dimensional square lattice antiferromagnet with spin-orbit coupling and nonsymmorphic
symmetry is recently found to be topological insulator (TI). We theoretically studied the Floquet
states of the antiferromagnetic crystal with optical irradiation, which could be be applicable in opto-
spintronic. The optical irradiation with circular polarization induces topological phase transition
into quantum Anomalous Hall (QAH) phase with varying Chern number. At the phase boundaries,
the Floquet systems could be semimetal with one, two or three band valleys. The linear polarized
optical field induce effective antiferromagnetic exchange field, which change the phase regime of the
TI. At the intersection of two phase boundaries, the bulk band structure is nearly flat along one of
the high symmetry line in the first Brillouin zone, which result in large density of states near to the
Fermi energy in bulk and nanoribbons.
PACS numbers: 00.00.00, 00.00.00, 00.00.00, 00.00.00
I. INTRODUCTION
Periodic perturbations of electronic systems create
many topological phases, including topological insulator
(TI) [1–3], Chern insulator [4, 5] and Weyl semi-metal [6–
9]. The perturbation could be optical irradiation [10–12]
or mechanical vibration [13, 14]. For optical driven sys-
tem, the topological phase depends on the polarization
and amplitude of the optical field. The optical control
of the topological phase offer vast candidates for opto-
electronic and opto-spintronic application. For exam-
ple, graphene under optical irradiation has Floquet chi-
ral edge states with edge dependent transport [15–19], or
Floquet zigzag edge states with one-way transport [20].
Similar Floquet states exist in the other two dimensional
materials described by the honeycomb lattice model [21–
23]. The Floquet systems in square lattice models have
been studied to demonstrate the topological properties
as well, which can be realized in condensate materials
[19, 24, 25] or cold atomic gas in optical lattice [26–28].
The search for a realistic condensate materials that real-
ized the Floquet states become important for the devel-
opment of the spintronic applications.
Floquet states found major role for the applications in
valleytronic physics. The driven of graphene by combi-
nation of the fundamental and third harmonic frequency
optical field could selectively gap one of the two Dirac
cones [29]. The combination of the optical driven with
spin-orbit coupling (SOC) could also selectively gap the
Dirac cone, and induce one Dirac-cone state in silicene
[30]. By controlling the status of each band valley, the
information could be encoded into the pseudospin as the
valleytronic physics proposes.
On the other hand, antiferromagnetic crystal become
∗Corresponding author:luom28@mail.sysu.edu.cn
more attractive than ferromagnetic crystal for spintronic
application because of the absence of the net magnetiza-
tion and parasitic stray fields, and the ultrafast magneti-
zation dynamics [31–34]. Varying types of antiferromag-
netic spintronic systems have recently been studied, such
as van der Waals spin valves based on antiferromagnetic
heterostructure [35], and opto-spintronic devices based
on transition metal dichalcogenides with antiferromag-
netic substrate [36]. The antiferromagnetic crystal could
host varying type of topological phase, such as TI that
is protected by the T1/2T symmetric [37–42] (where T
is time reversal operator and T1/2 and translation oper-
ator by half of a lattice constant), and quantum Anoma-
lous Hall (QAH) phase induced by proximity effect [43].
Recent experiments have observed antiferromagnetic TI
in three dimensional materials MnBi2Te2 with sizable
topological gap [41, 42], so that room temperature an-
tiferromagnetic spintronic devices become feasible. An-
other recently proposed antiferromagnetic TI is consisted
of two dimensional square lattice crystal with nonsym-
morphic symmetry. The materials realization is found in
intrinsic antiferromagnetic XMnY (X=Sr and Ba, Y=Sn
and Pb) quintuple layers [44], which is dynamically sta-
ble. The Dirac point locates at the X point in the first
Brillouin zone, while the band gaps at the Y and M
points are intermediate. The Floquet-engineering of such
type of antiferromagnetic crystal could produce band
structures and topological phases that are useful for two
dimensional opto-spintronic and valleytronic application.
In this article, we studied the Floquet state of the
two dimensional antiferromagnetic XMnY. The theoret-
ical description based on tight binding model and Dirac
Fermion model are both studied. The band gaps at the
four high symmetry points (HSPs), which are the Γ, X ,
Y andM points, are all modified by the irradiation. The
topological phase transition could be featured by the gap
closing at one of the four HSPs. The normally incident
circular polarized optical field could induce phase tran-
2sition into the quantum Anomalous Hall (QAH) phase
with varying Chern number; the linear polarized optical
field change the phase regime of the TI phase. At the
intersection of two or three phase boundaries, the Flo-
quet systems with multiple band valleys or flat band are
found.
The article is organized as follows: In Sec. II, the the-
oretical description of the Floquet states base on tight
binding model and Dirac Fermion model are given. In
Sec. II, the numerical results of the phase diagrams
and nanoribbon band structures of the Floquet states
with circular polarized or linear polarized optical field
are given and discussed. In Sec. IV, the conclusion is
given.
II. MODEL
The lattice structure is plotted in Fig. 1(a). The two
sublattices are arranged in the checkerboard square lat-
tice. In each lattice site, one atomic orbit with both spin
are included into the tight binding model. The Hamilto-
nian model is given as
H = t1
∑
〈rA,rB〉1,s
crA,sc
†
rB ,s + t2
∑
〈rA,rB〉2,s
crA,sc
†
rB ,s
− tin
∑
rτ ,τ,s
∑
n=±axˆ,±ayˆ
τσzs,scrτ ,sc
†
rτ+n,s
−
tR
2
∑
rτ ,τ,s,s′
∑
n=±1
inσys,s′crτ ,sc
†
rτ+naxˆ,s′
+
tR
2
∑
rτ ,τ,s,s′
∑
n=±1
inσxs,s′crτ ,sc
†
rτ+nayˆ,s′
+ λAF
∑
rτ ,τ,s
τσzs,scrτ ,sc
†
rτ ,s (1)
where τ = ±1 and s = ±1 represent A(B) sublattice and
spin up(dowm), σx,y,z are the three Pauli matrix of spin,
a is the lattice constant, and c
(†)
rτ ,s is the annihilation (cre-
ation) operator of the orbit at site rτ with spin s. The
first two summations cover 〈rA, rB〉1(2), which include
the nearest neighbor sites between A and B sublattice
marked as red dashed (blue solid) lines in Fig. 1(a). tin
and tR are the strength of intrinsic and Rashba SOC.
In order to demonstrate the qualitative properties of the
realistic XMnY materials [44], t1 = 0.7 eV, t2 = 0.4
eV, tin = 0.3 eV and tR = 1 eV are assumed, unless
otherwise specified. The strength of the antiferromag-
netic exchange field λAF is a varying parameter in the
phase diagram. With −4tin < λAF < 0 (0 < λAF or
λAF < −4tin), the system is in the antiferromagnetic
topological insulator (topologically trivial band insula-
tor) phase.
In the present of the optical field, the quantum states
under periodic drive are described by the Floquet the-
ory. We consider normally incident optical field with
y
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FIG. 1: (a) Lattice structure of the two dimensional an-
tiferromagnetic topological insulator in square lattice. Two
by two unit cells are included. The A and B sublattice are
marked by solid and empty dots, respectively. The incident
optical field is represented by the helical curve. The spin inde-
pendent inter-sublattice hopping with strength being t1 and
t2 are exhibited by the red (dashed) and blue (solid) lines,
respectively. (b) and (c) are lattice structure of nanoribbon,
which is periodic at xˆ and xˆ+ yˆ direction, respectively.
frequency being Ω. With circular polarization, the vec-
tor potential of the optical field is A(t) = A[xˆ cos(Ωt) +
ηyˆ sin(Ωt)], with η = ±1 for left or right circular polariza-
tion. With linear polarization along xˆ (yˆ) direction, the
vector potential of the optical field is A(t) = Axˆ cos(Ωt)
[A(t) = Ayˆ cos(Ωt)]. The Floquet quantum systems
can be described by either tight binding model or Dirac
Fermion model. The theoretical details of both model
are briefly described in the following two subsections.
A. Tight binding model
In the presence of the optical field, the hopping
parameters in the tight binding model contain a time-
dependent Peierls phases [45]. In general, the time
dependent factor of a hopping parameter between
lattice sites at ri and rj is γ(t) = e
i2piA(t)·ri,j/Φ0 , with
ri,j = ri − rj and Φ0 = pi~/e being the magnetic flux
3quantum. For example, for the circular polarization,
the hopping parameters along xˆ direction (tin and tR
along xˆ direction) have a time dependent factor given
as γ(t) = e
i2piaA cos(Ωt)
Φ0 . We denote the dimensionless
parameter A0 = 2piaA/Φ0 to represent the amplitude of
the optical field. The time dependent factor is expanded
as eiA0 cos(Ωt) =
∑+∞
m=−∞ i
mJm(A0)e
imΩt, with m being
the Floquet index and Jm being the m-th order first
type Bessel function [46]. Similarly, the time dependent
factor for the hopping parameters along yˆ direction
is eiA0η sin(Ωt) =
∑+∞
m=−∞ i
mJm(A0η)e
−impi/2+imΩt.
For the hopping parameters along xˆ + yˆ di-
rection (t1 and t2), the time dependent factor
could be regrouped as eiA0 cos(Ωt)+iA0η sin(Ωt) =∑+∞
m=−∞[
∑+∞
m′=−∞ i
mJm−m′(A0)Jm′(A0η)e
−im′pi/2]eimΩt.
As a result, the time dependent Hamiltonian could
be expanded as H =
∑+∞
m=−∞Hme
imΩt. Accord-
ing to the Floquet theorem [47–49], the eigenstate
states of the time dependent Hamiltonian, which
is denoted as Floquet states, are also expended as
|Ψα(t)〉 = e
iεαt/~
∑
m |u
α
m〉e
imΩt, with εα being quasi-
energy level of the α-th eigenstate and |uαm〉 the
corresponding eigenstate in the m-th Floquet replica.
The Floquet state satisfies the eigenvalue problem,
HF |Ψα(t)〉 = εα|Ψα(t)〉, with HF = H(t) − i~
∂
∂t being
the Floquet Hamiltonian. The Floquet states and
the Floquet Hamiltonian can be represented by time-
independent state {|uαm〉,m ∈ N} and time-independent
operator H in the Sambe space, respectively [46]. The
Sambe space is the direct product space of the Hilbert
space of spatial wave functions and Fourier space of
periodic functions in time. The diagonal and nondiag-
onal blocks of H is given as H(m1,m1) = H0 + m~ΩI
and H(m1,m2) = Hm1−m2 , respectively. In the numerical
calculation, the Floquet index is truncated at a max-
imum value as −mmax ≤ m ≤ mmax. Thus, H is a
(2mmax + 1) × (2mmax + 1) block matrix, with each
block having the same size as H . The eigen energies
and eigen states are obtained by diagonalization of H.
In this article, we consider the non-resonant condition
with ~Ω = 6 eV, which is larger than the bandwidth
of the unperturbed systems. For small amplitude with
A0 < 1, mmax = 1 is sufficient. For sizable amplitude
with 1 < A0 < 3, mmax = 2 is necessary. In the rest of
this article, mmax = 2 is applied.
By solving the Floquet Hamiltonian with Bloch peri-
odic boundary condition of bulk or nanoribbon, the band
structure can be calculated. The Berry curvature of the
α bulk band at a fixed time is given as
Bα(k) = −
∑
α′ 6=α
2Im〈Ψα(t)|vx|Ψα′(t)〉〈Ψα′(t)|vy |Ψα(t)〉
(εα − εα′)2
(2)
, where vx(y) = ∇kx(y)HF (k) is the velocity operator. For
bulk, integration of the Berry curvature across the first
Brillouin zone gives the Chern number of each band [24,
50, 51]. Summation of the Chern number of all valence
band gives the Chern number of the insulator. For the
insulating state that the Chern number is nonzero, the
system is in the QAH phase. With a zero Chern number,
the insulating state is either trivial band insulator (BI)
or TI.
B. Dirac Fermion model
For the bulk in two dimension, the Hamiltonian with
Bloch periodic boundary can be written as [44]
H = [Re(M˜)τx − Im(M˜)τy ]σ0
−2tin(cos kx + cos ky)τzσz
+ tRτz(σy sin kx − σx sinky) + λAF τzσz (3)
where M˜ = (t1 + t2e
iky )(1 + e−ikx). τs and σs are Pauli
matrices of sublattice and spin for s = x, y, z; unit matri-
ces for s = 0. In the vicinity of the four HSPs, Γ, X , Y
and M points in the first Brillouin zone, the system can
be modeled by Dirac Fermion model. By applying the ap-
proximation eik ≈ 1 + ik, sin k ≈ k and cos k ≈ 1− 12k
2,
the Hamiltonian near to the Γ point could be expanded
as
HΓ = [Re(M˜Γ)τx − Im(M˜Γ)τy]σ0
−tin(4− k
2
x − k
2
y)τzσz
+ tRτz(σykx − σxky) + λAF τzσz (4)
where M˜Γ = [t1+ t2(1 + iky)](2− ikx). In the vicinity of
the X point, by applying the substitution kx ⇒ kx + pi,
the Hamiltonian could be expanded as
HX = [Re(M˜X)τx − Im(M˜X)τy ]σ0
− tin(k
2
x − k
2
y)τzσz
+ tRτz(−σykx − σxky) + λAF τzσz (5)
where M˜X = [t1 + t2(1 + iky)]ikx. Similarly, the Hamil-
tonian near to the Y and M points are expanded as
HY = [Re(M˜Y )τx − Im(M˜Y )τy]σ0
− tin(−k
2
x + k
2
y)τzσz
+ tRτz(σykx + σxky) + λAF τzσz (6)
HM = [Re(M˜M )τx − Im(M˜M )τy]σ0
− tin(−4 + k
2
x + k
2
y)τzσz
+ tRτz(−σykx + σxky) + λAF τzσz (7)
where M˜Y = [t1 + t2(−1 − iky)](2 − ikx), M˜M = [t1 +
t2(−1− iky)]ikx, respectively. In the presence of the op-
tical field A = Ax cos(Ωt)xˆ + Ay sin(Ωt)yˆ, the Hamilto-
nian with electromagnetic coupling is given by replacing
k by k + eA/~, i.e. the Peierls substitution. The re-
placement gives a time dependent Hamiltonian, which
is expanded as HHSP (t,k) =
∑
nHHSP,n(k)e
inΩt. In
the non-resonant limit that ~Ω is larger than the band
4width, the effective Hamiltonian could be obtained by
the high frequency expansion as HeffHSP (k) = HHSP,0 +∑
n>0
[HHSP,+n,HHSP,−n]
nΩ + O(
1
Ω2 ) [52–54]. The form of
HeffHSP (k) in the vicinity of each HSP is given as
HeffHSP (k) = HHSP (k) +MI0τzσz +
M1τzσ0
Ω
+
MRR
Ω
τ0σz +
2∑
n=1
[Re(MIn)τx − Im(MIn)τy]σz
nΩ
+
τ0[Re(MRI)σx − Im(MRI)σy ]
Ω
+
MR11
Ω
τxσx
+
MR12
Ω
τyσx +
MR21
Ω
τxσy +
MR22
Ω
τyσy (8)
with the details of each coefficients being given in the
appendix. The band gaps at the four HSPs are calculated
by diagonalization of the effective Hamiltonian with kx =
ky = 0.
III. RESULT AND DISCUSSION
The numerical results of the bulk band gap, topologi-
cal phase diagram and band structure of nanoribbon are
given in the following subsections. The band structure
of bulk and nanoribbon are calculated by the tight bind-
ing model. The nanoribbon have two types of configu-
ration, as shown in Fig. 1(b) and (c), which is desig-
nated as parallel and diagonal nanoribbon, respectively.
In the absence of the optical field, the phase regime with
−4tin < λAF < 0 is in the TI phase. The systems with
λAF outside of this region are in BI phase. The edge of
the parallel (diagonal) nanoribbon preserves (breaks) the
nonsymmorphic symmetry of the bulk, so that the helical
edge state of the TI phase present (absent). Usually, the
helical edge states are gapped out by the finite size ef-
fect. One exception is the case with λAF = −2tin = −0.6
eV, where one pair of the helical edge states are degen-
erated at zero energy at the X point. At the X point
with kx = pi, the inter-sublattice hopping term satisfies
M˜ = 0, so that the two sublattices do not couple with
each other. The pair of degenerated helical edge states
are localized at the sublattice that has odd number of
lattice sites at the width direction.
A. Circular Polarization
The band gap versus A0 and λAF is plotted in Fig.
2(a) and (b), which are calculated by the tight binding
model and the Dirac Fermion model, respectively. The
boundaries with zero band gap separate varying topolog-
ical phase regimes. The analytical solution of the phase
boundaries given by the Dirac Fermion model is plotted
as white lines in Fig. 2(b). The topological phase of
each regime is marked in Fig. 2(a), which contains QAH
phases with varying Chern numbers.
FIG. 2: The phase diagram of the systems that are driven by
the optical field with circular polarization. QAH phase with
Chern number being n is designated as Cn. The band gap is
represented as the color scale. The left and right columns are
calculated by the tight binding model and the Dirac Fermion
model, respectively. In the right column, the phase bound-
aries with gap closing at Γ, X, Y , M point are marked by
dashed, solid, dotted, dashed dot (white) lines, respectively,
which are given by Eq. (9-12). The top and bottom rows
have strength of the Rashba SOC as tR = 1 eV and tR = 2
eV, respectively.
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FIG. 3: The band structure of the bulk with (a) λAF = −0.2,
A0 = 0.88, (b) λAF = −0.2, A0 = 1.43, (c) λAF = −0.3,
A0 = 1.61, (d) λAF = −0.369, A0 = 2.184. The bulk gap
closes at (a) X point, (b) Y point, (c) Y and M points, (d)
X, Y and M points.
As A0 increase and reach the first phase boundaries,
the bulk gap close and reopen at the X point, leading
to a topological phase transition to the QAH phase with
Chern number being one. By diagonalization of the ef-
fective Hamiltonian of the Dirac Fermion model at the
5FIG. 4: The band structure of the parallel and diagonal
nanoribbons driven by the optical field with circular polariza-
tion in (a,c,e) and (b,d,f), respectively. The number of unit
cells along the width direction is 40. The system parameters
are A0 = 0.96, λAF = 0 in (a,b) [in the C1 phase regime in
Fig. 2(a)], A0 = 2.01, λAF = 0.2 eV in (c,d) [in the C2 phase
regime in Fig. 2(a)], A0 = 1.48, λAF = −0.6 in (e,f) [in the C3
phase regime in Fig. 2(c)]. The edge states that are localized
at the left and right edges are marked by blue (solid) and red
(empty) dots, respectively. The strength of the Rashba SOC
is tR = 1 eV and tR = 2 eV in (a-d) and (e-f), respectively.
X point, the phase boundaries is given as
λAF = ±
A20
√
16t2R[(t1 + t2)
2 + t2R]−A
4
0t
2
2t
2
in
4Ω
(9)
The phase boundary given by the tight binding model is
nearly the same as that in Eq. (9), when A0 is small.
For a system at the phase boundary, the band structure
of bulk in Fig. 3(a) confirms that the gap close at the
X point. Intuitively, as A0 being large enough, the ef-
fective ferromagnetic exchange field (MRR/Ω)τ0σz in Eq.
(8) with MRR = −A
2
0t
2
R overcome the antiferromagnetic
exchange field. The system become QAH phase because
the circular polarized optical field break the time reversal
symmetry. This formula could be used to estimated the
minimum amplitude of the optical field that induce QAH
phase. With A0 = 0.96 and λAF = 0, the Chern number
is one; the band structures of the parallel and diagonal
nanoribbon are plotted in Fig. 4(a) and (b), respectively.
In parallel nanoribbon, there are one pair of gapless chi-
ral edge states, as shown in Fig. 4(a). The forward and
backward moving edge states are localized at the left and
right edges, where the forward (backward) direction is de-
fined as +xˆ (−xˆ) direction, and the left (right) edge is
defined at the +yˆ (−yˆ) side of the nanoribbon. In diag-
onal nanoribbon, the dispersion of each chiral edge state
connect the conduction and valence bands with an extra
round trip around the first Brillouin zone, as shown in
Fig. 4(b). For example, the chiral edge state localized at
the right edge (the red one) starts at the bottom of the
conduction band and extends to the forward boundary
of the first Brillouin zone; as the state periodically cir-
cles back to the backward boundary of the first Brillouin
zone, it extends to the forward boundary of the first Bril-
louin zone within the bulk gap again and circle back to
the backward boundary of the first Brillouin zone for the
second time; and then the state merges into the top of
the valence band.
As A0 further increases, the bulk state is transited into
the QAH phase with Chern number being two. Apply-
ing the Dirac Fermion model, the phase transition could
occur at either the phase boundary
λAF = ±
√
A80(−t
2
2)t
2
in + 16A
4
0t
2
R(t
2
1 − 2t1t2 + 5t
2
2 + t
2
R)− 64Ω
2(t1 − t2)2
4Ω
(10)
, where the gap close at the Y point, or the phase bound-
ary
λAF = (A
2
0 − 4)tin ±
A20tR
√
(t1 − t2)2 + t2R
Ω
(11)
, where the gap close at the M point. The phase bound-
aries given by the tight binding model is sizably different
from Eq. (10) and (11), because A0 is large. The band
structure in the vicinity of the HSPs could not be well de-
scribed by the Dirac Fermion model. For a system at the
6phase boundary that the gap closes at the Y point, the
band structure of bulk is shown in Fig. 3(b). In the phase
regime beyond the phase boundaries, the number of pairs
of chiral edge states is two, as shown in Fig. 4(c-d). In
order to obtain QAH phase with higher Chern number,
a larger tR is required. The phase diagram of the system
with tR = 2 eV is plotted in Fig. 2(c) and (d). In this
case, the band valleys near to different HSPs are more
isolated than that with tR = 1 eV, so that the systems
could be better described by the Dirac Fermion model.
Thus, the phase boundaries given by the two methods
are nearly the same as A0 < 1.5. The band structures of
the nanoribbons in QAH state with Chern number being
three are plotted in Fig. 4(e-f), which have three pairs
of chiral edge states. For the phases with Chern number
larger than one, the edge states of the diagonal nanorib-
bon does not circle the first Brillouin zone as they connect
the conduction and valence band. The phase boundary
that the gap close at the Γ point is given by the Dirac
Fermion model as
λAF = −(A
2
0 − 4)tin
±
√
A40t
2
R(t
2
1 + 2t1t2 + 5t
2
2 + t
2
R)− 4Ω
2(t1 + t2)2
Ω
(12)
Because the phase boundary locate at large A0 regime,
the result from the tight binding model is largely different
from Eq. (12).
By tuning the parameters A0 and λAF , the Floquet
system could be at the intersection between two phase
boundaries. The bulk gap close at two HSPs, so that the
system have two separated Dirac points. The band struc-
tures of such systems are plotted in Fig. 3(c). From the
result of the tight binding model in Fig. 2(a), three phase
boundaries intersect at one point with λAF = −0.369 and
A0 = 2.184. The bulk gap of this system close at three
HSPs, as shown in Fig. 3(d). The carriers near to the
M point are Dirac Fermion with linear dispersion. The
carriers near to the X or Y point have anisotropic dis-
persion. The dispersion is linear along the X−Γ (Y −Γ)
direction, and is quadratic along the X −M (Y −M)
direction. As the carriers in the three band valleys have
distinguishable physical properties, application of such
system in valleytronic could boost the development of
ternary information devices.
B. Linear Polarization
The phase diagrams of the systems with linear polar-
ized optical field are plotted in Fig. 5. The phase bound-
aries given by the two theoretical models have qualita-
tively the same feature. According to the effective Hamil-
tonian of the Dirac Fermion model, the only contribu-
tion from the linear polarized optical field is to induce
effective antiferromagnetic exchange field, ± 12 tinA
2
0τzσz,
where the sign depends on the choice of the HSPs and the
direction of the polarization. Thus, the range of λAF for
FIG. 5: The phase diagram of the systems that are driven
by the optical field with linear polarization. The band gap is
represented as the color scale. The left and right columns are
calculated by the tight binding model and the Dirac Fermion
model, respectively. The polarization in the top and bottom
rows are along xˆ and yˆ direction, respectively. In the right
column, the phase boundaries with gap closing at X and M
point are marked by solid and dashed (white) lines, respec-
tively.
the TI phase is changed. The phase diagrams are sum-
marized as following: (i) In the presence of the xˆ-linear
polarized optical field, the two phase boundaries given
by the Dirac Fermion model are λAF = tinA
2
0/2 and
λAF = tinA
2
0/2 − 4tin, where the bulk gap close at the
X and M point, respectively. The two phase boundaries
does not intersect. Thus, the optical field with varying
amplitude only change the range of λAF that the sys-
tem is in the TI phase. With λAF = tinA
2
0/2 − 2tin,
the helical edge state of the parallel nanoribbon is gap-
less. The phase boundaries given by the tight binding
model have the same features. (ii) In the presence of
the yˆ-linear polarized optical field, the two phase bound-
aries are λAF = −tinA
2
0/2 and λAF = tinA
2
0/2 − 4tin,
where the bulk gap close at the X and M point, respec-
tively. The two phase boundaries intersect at a point
with λAF = −2tin. From the Dirac Fermion model, the
intersection occurs at A0 = 2. From the numerical re-
sult of the tight binding model, the intersection occurs
at A0 = 2.3745. With λAF = −2tin, the helical edge
state of the parallel nanoribbon remain gapless for vary-
ing A0. The gap at the Γ and Y points close at isolated
points in the phase space, which does not induce phase
transition.
In the presence of the yˆ-linear polarized optical field, at
the intersection point between the two TI phase regimes
(λAF = −2tin = −0.6 eV and A0 = 2.3745), the bulk
gap close at both X and M points. The Dirac Fermion
model does not correctly describe the dispersion near to
the two HSPs, because the tunneling between the two
valleys is strong. The bulk band structure given by the
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FIG. 6: (a) The band structure of the bulk with λAF =
−2tin = −0.6 eV, which is driven by yˆ-linear polarized optical
field with A0 = 2.3745. The bulk gap close at both X and
M points. The band width along the X − M line is only
0.01 eV. (b,c) The band structure of the parallel and diagonal
nanoribbons of the same system. The number of unit cells
along the width direction is 40.
tight binding model is plotted in Fig. 6(a). The band
along the X −M line is nearly flat. Thus, at the Fermi
level, the Dirac Fermion has highly anisotropic disper-
sion. At the X point, the Fermi velocity along X −M
direction is much smaller than that alongX−Γ direction.
The band structure of the parallel nanoribbon has ultra-
narrow band width at theX point near to the Fermi level,
as shown in Fig. 6(b). Thus, high density of one dimen-
sional Dirac Fermion appear. The band structure of the
diagonal nanoribbon has multiple flat band with nearly
equal energy interval, as shown in Fig. 6(c). The flat
band could enhance the resonant optical absorption at
low frequency, which could be experimentally confirmed
by pump-probe type measurement [52].
IV. CONCLUSION
In conclusion, the circular polarized optical field drives
the two dimensional antiferromagnet in square lattice
with spin-orbit coupling and nonsymmorphic symmetry
into Floquet states, which could be in the QAH phase.
The Chern number of the QAH phase could be switched
among one to four, so that the number of pairs of the
chiral edge states in the nanoribbon is controlled by the
optical field. At the intersection of two or three phase
boundaries, the Floquet systems become semimetal with
two or three band valleys. The linear polarized opti-
cal field change the phase boundaries between TI and
BI phases. The Floquet state at the intersection of two
phase boundaries has highly anisotropic dispersion at the
Fermi level, which result in large density of states in the
nanoribbons.
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V. APPENDIX
For the band valley at the Γ point, the coefficients in
the effective Hamiltonian Eq. (8) are
MI0 = tin(A
2
x +A
2
y)/2,
M1 = −AxAyt2(kxt1 + kxt2 + 2kyt2),
Re(MI1) = 2AxAytin(2kxt2 + kyt1 + kyt2),
Im(MI1) = −2AxAyt2tin(k
2
x − k
2
y),
Re(MI2) = 0,
Im(MI2) = −[AxAyt2tin(A
2
x −A
2
y)]/4,
MRI = 2AxAytintR(ky + ikx),
MRR = AxAyt
2
R,
MR11 = −AxAytR(t1 + t2),
MR12 = AxAykyt2tR,
MR21 = 2AxAyt2tR,
MR22 = AxAykxt2tR.
For the band valley at the X point, the coefficients in
the effective Hamiltonian Eq. (8) are
MI0 = −tin(A
2
x −A
2
y)/2,
M1 = −AxAykxt2(t1 + t2),
Re(MI1) = −2AxAykytin(t1 + t2),
Im(MI1) = −2AxAyt2tin(k
2
x + k
2
y),
Re(MI2) = 0,
Im(MI2) = −[AxAyt2tin(A
2
x +A
2
y)]/4,
MRI = −2AxAytintR(ky + ikx),
MRR = −AxAyt
2
R,
MR11 = AxAytR(t1 + t2),
MR12 = −AxAykyt2tR,
MR21 = 0,
MR22 = AxAykxt2tR.
For the band valley at the Y point, the coefficients in
the effective Hamiltonian Eq. (8) are
MI0 = tin(A
2
x −A
2
y)/2,
M1 = −AxAyt2(kxt2 − kxt1 + 2kyt2),
Re(MI1) = −2AxAytin(2kxt2 + kyt1 − kyt2),
Im(MI1) = 2AxAyt2tin(k
2
x + k
2
y),
Re(MI2) = 0,
Im(MI2) = [AxAyt2tin(A
2
x +A
2
y)]/4,
MRI = −2AxAytintR(ky + ikx),
MRR = −AxAyt
2
R,
MR11 = AxAytR(t1 − t2),
MR12 = AxAykyt2tR,
MR21 = −2AxAyt2tR,
MR22 = −AxAykxt2tR.
For the band valley at the M point, the coefficients in
the effective Hamiltonian Eq. (8) are
MI0 = −tin(A
2
x +A
2
y)/2,
M1 = AxAykxt2(t1 − t2),
Re(MI1) = 2AxAykytin(t1 − t2),
Im(MI1) = 2AxAyt2tin(k
2
x − k
2
y),
Re(MI2) = 0,
Im(MI2) = [AxAyt2tin(A
2
x −A
2
y)]/4,
8MRI = 2AxAytintR(ky + ikx),
MRR = AxAyt
2
R,
MR11 = −AxAytR(t1 − t2),
MR12 = −AxAykyt2tR,
MR21 = 0,
MR22 = −AxAykxt2tR.
The circular polarized optical field has Ax = ηAy =
A0, with η = ±1 for left and right circular polariza-
tion; the x-linear and y-linear polarized optical field has
(Ax, Ay) = (A0, 0) and (Ax, Ay) = (0, A0), respectively.
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