Abstract. Tridiagonal systems play a fundamental role in matrix computation. In particular, in recent years parallel algorithms for the solution of tridiagonal systems have been developed. Among these, the cyclic reduction algorithm is particularly interesting. Here the stability of the cyclic reduction method is studied under the assumption of diagonal dominance. A backward error analysis is made, yielding a representation of the error matrix for the factorization and for the solution of the linear system. The results are compared with those for LU factorization.
Introduction
Tridiagonal matrices arise in a large variety of applications. It is known that for the solution of linear systems, the LU factorization is the best scalar algorithm. Since it is not efficient for parallel computation, many algorithms which may be easily parallelized have been proposed [11, 13, 15] . Among many others, the cyclic reduction algorithm appears to be the most interesting [1, 2, 3, 4, 9, 10, 14] . As a result, an increasing number of papers have been written in the last ten years which consider cyclic reduction.
So far, no backward error analysis has been made. The main result about cyclic reduction is given by Heller [6] , concerning block tridiagonal systems. Heller shows that norms of the off-diagonal blocks (relative to the diagonal blocks) decrease quadratically with each reduction. This is useful when an approximate solution is desired, as in a preconditioner based on cyclic reduction.
A backward error analysis is carried out in the following sections. We use a block representation of the algorithm, which provides a simpler way to analyze the propagation of the error.
In the case of diagonal dominance it is well known that, for the LU factorization, the backward error in the solution obtained in floating-point arithmetic may be bounded from above by a quantity independent of the dimension of the matrix [8, 16] . Therefore, the algorithm is numerically stable. The results of our backward error analysis for the cyclic reduction algorithm show that, for diagonally dominant matrices, the backward error of the computed solution is pierluigi AMODIO AND FRANCESCA MAZZIA bounded by a factor which depends on the logarithm of the dimension of the linear system. This is a satisfactory growth rate for error propagation, but in fact it is a pessimistic upper bound. In numerical tests we show that a more accurate upper bound may be computed which is comparable to that of LU factorization.
In §2 a brief description of the algorithm is presented and a block representation for the factorization of the coefficient matrix is proposed. In § §3-4 the backward error analysis for the factorization and for the solution of the linear system is presented. This analysis takes into account the special structure of the matrices involved in the propagation of the error.
Block representation of the cyclic reduction algorithm
Consider the following system of linear equations:
where the coefficient matrix M is tridiagonal,
We derive the cyclic reduction algorithm by considering a block factorization of M. By means of an odd-even permutation matrix Pi (which transforms the sequence I, ... , n into the sequence 1,3,5,...,2,4,6,...) the matrix M is expressed as a 2x2 block matrix (2. This new block decomposition is obtained so that the blocks on the main diagonal are square of dimension respectively n -[n/2j~x\ on the first row, Ln/2;1J -L«/2VJ on the second, [n/2J\ on the third. The reduction process stops after k = [log2 n\ steps when the block Mk is lxl and Dk is diagonal.
The following summarizes the factorization of the matrix M :
Consider now a block representation of the cyclic reduction algorithm for the solution of the problem (2.1) that will be useful for the stability analysis. Denote by a,, b¡, c, respectively the nonzero elements on the main diagonal, the upper and the lower off-diagonal of M;_i, and by a\ , b\ , c\ the respective elements of Mj (when it is not confusing, we always simplify the notation and let üj, bj, Cj be the generic elements a,-r), è;-r), c)r) of Mr). Let further s¡ and tj denote the generic elements on the two nonzero diagonals of V¡ . Then, if m = ln/2j\ , the elements of the matrices Vj and Mj in Algorithm 1 are computed as follows:
end while the algorithms for the ;th step in the solution of the two linear systems are:
for i= 1, m
The factorization of the coefficient matrix M requires 8« operations while the solution of the linear systems requires 9« operations. The number of operations is twice the number of operations of the LU factorization algorithm, but this algorithm is easier to parallelize.
We introduce now the following convention:
Y[Aj = AxA2---Aj and we recall an important characterization of the factorization, also contained in [6] , that will be used in the next sections. Theorem 1. The cyclic reduction factorization for the matrix M,
may be expressed as the LU factorization of the permuted matrix
The matrices M¡ (with i varying from 1 to k = [log2 n\ ) enjoy special properties which are useful for studying the stability of the factorization. The two following theorems concern diagonally dominant matrices (see [17] for the proofs). Moreover, it has been proved that if M is strictly diagonally dominant, then the ratio between each element on the off-diagonal and the corresponding one on the main diagonal of M¡ decreases quadratically as i varies from 1 to [log2 "J [6] . The implementation of the cyclic reduction algorithm on a computer for the solution of the problem (2.1) gives, instead of the exact solution x, an approximate solution x. In the following we obtain an upper bound for the infinity norm of the matrix AM such that x is the exact solution of the perturbed problem iM + AM)x = f when M is diagonally dominant.
In the backward error analysis we introduce a matrix SM containing the error due to the factorization. Let where t>k , Lj, Üj are the computed matrices Dk , Lj, and £/,-of (2.5). Then
Moreover, we consider two further error matrices <5L and SXJ arising in the numerical solution of the two triangular systems with matrices L and U, so that x is the exact solution of the system (L + ¿L)(U + <SU)x = f.
In first-order approximation we obtain (for any compatible norm) (3.2) ||AM||<||<?M + <5LU + L¿U||, while the relative error of the solution may be bounded by ÜLZÍÜ<||^i||||AAf||.
To obtain the error matrices S M, Sh, and SXJ, we use an approach which permits exploiting the structure of sparsity of the error matrix.
The factorization of the matrix M is obtained by means of the k steps of factorization previously considered. At each step j, a new block-diagonal matrix Dj, see (2.4), (with the last block being tridiagonal of dimension [n/2j\ ) is obtained from the matrix D¡-\.
The relations between D¡ and Dj_x are expressed by means of the following matrix difference equation:
In floating-point arithmetic, we have As to the first term on the far right of (3.9), we have Lk-XP[LkiDk + Zk)UkPkUk_x = Lk_xDk_xHk_x + Lk_xPkTHkFPkXJk_x. By iterating on Lk_xDk_x\Jk_x and on the second term on the far right of (3.9) it follows that k (3.10)
7=1
The matrix
has only a |w/2J~'J x [n/27_1J block on the main diagonal different from zero. By what was said in the previous section, the matrices Ly_i and U,_i are respectively lower and upper triangular, and they have the identity matrix in place of the nonnull block of (3. To calculate Sh, we introduce, for each L¡, an error matrix SL¡. From Algorithm 1 we see that the error at the step j can be obtained from Therefore, the error matrix at the step j is SLj =1 0 ).
V SVj SCj)
Our aim is to find a suitable bound for the norm in (3.2). For this, we first consider the product ¿LU. Lj-xPjSLjbjUj. j=i
The structures of L/_i and U, allow us to simplify the expression (4.6) and to obtain the following final expression for SLXi :
suj=E n pjàLjbj üj n Pj-M.
7=1 i=l ¡=1
From this, the assertion follows. D
The next theorem establishes an upper bound for the infinity norm of ¿LU. 
Numerical experiments
We have carried out numerical experiments to compare our estimates of the relative error in the cyclic reduction ( CR ) algorithm with known estimates in the LU factorization. For the LU factorization we have used in our comparison the following upper bound (see [8, 16] ):
Numerical experiments indicate that the upper bound (4.11) is too pessimistic. In order to improve it, we have computed the following sharper bound for the norm of the error matrix, using (3.5), (4.4), and (4.8):
We then have from (3.3) the following upper bound:
where ||AAf||oo can be estimated by (5.2) . We report on four numerical examples, all having different coefficient matrices. The right-hand sides f were always chosen in order to obtain x= 1.4142-(2, -1,2, -l,...2,-l)r as the solution of problem (2.1). We used the algorithm in [7] to compute the norm of the inverse of the coefficient matrix.
Test problem 1 (see Figure 1 with condition number jc(Af) < 7. The solution of (2.1) by the CR algorithm and by the LU factorization is obtained to within machine precision. Therefore, the upper bounds are excessively large. In particular, there is no error growth corresponding to the term log2 n in (4.11).
Test problem 2 (see Figure 2) . Consider a symmetric weakly diagonally dominant Toeplitz matrix For matrices in this class, operations of the CR algorithm are performed exactly. Therefore the relative error is proportional to the machine precision. The condition number and the relative error for the LU factorization algorithm grow as <9(m2) .
Test problem 3 (see Figure 3) . Consider a weakly diagonally dominant matrix where h = 2¡in + 1). This matrix occurs in the discretization of a singular perturbation problem by finite differences (see [12] ). We chose e = 0.1 in order to have diagonal dominance. Its condition number is 0(«2).
Test problem 4 (see Figure 4 ). An ill-conditioned problem ( k(M) = 1.64 • 109 for n = 500 ) derived from the discretization of another singular perturbation problem by finite differences given in [5, 8] . The n x n coefficient matrix M is defined by We conclude that the cyclic reduction algorithm is stable for tridiagonal diagonally dominant matrices. From our experiments we observe that the dependence on log2 n is pessimistic and does not describe the actual behavior of the error (the upper bound in (5.3) has the same behavior as that in (5.1)). The assertion now follows from Theorem 3 and (3.7). D
