ABSTRACT External stimulation, mood swing, and physiological arousal are closely related and induced by each other. The exploration of internal relations between these three aspects is interesting and significant. Currently, video is the most popular multimedia stimuli that can express rich emotional semantics by its visual and auditory features. Apart from the video features, human electroencephalography (EEG) features can provide useful information for video emotion recognition, as they are the direct and instant authentic feedback on human perception with individuality. In this paper, we collected a total of 39 participants' EEG data induced by watching emotional video clips and built a fusion dataset of EEG and video features. Subsequently, the machine-learning algorithms, including Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree, and RBFNetwork were applied to obtain the optimal model for video emotion recognition based on a multi-modal dataset. We discovered that using the data fusion of all-band EEG power spectrum density features and video audio-visual features can achieve the best recognition results. The video emotion classification accuracy achieves 96.79% for valence (Positive/Negative) and 97.79% for arousal (High/Low). The study shows that this method can be a potential method of video emotion indexing for video information retrieval. Affective computing, video, EEG, multimodal, signal processing. 
I. INTRODUCTION
External multimedia stimulation, as a carrier of human emotion, exhibits rich affective experience. Built from physiological arousal, mood swing is an abstract and implicit symbolic psychological action and it provokes the multimodal psychophysiological reaction. Given the effectiveness and instantaneity of video influence on human and various psychophysiological cues affected by emotion fluctuations, many researchers have devoted themselves in studying the relations among EEG signal, multimedia features and human emotion, and explored methods to achieve computer affective intelligence [1] .
However, researchers cannot reach an agreement on how videos influence human emotion and the mechanism of video emotion recognition. Moreover, the types of videos and human physiological features that are crucial for emotion
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analysis and how to use machine-learning methods to realize artificial affective intelligence have not been concluded.
This study was conducted to obtain the best combination of features from the EEG-video fusion features and the optimal emotion recognition model by the comparison of different machine-learning algorithms. The experiment was designed to investigate the emotional relation between videos and human perception. We extracted audio-visual features from videos and EEG features from participants to form a video emotion database. Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree and RBFNetwork were compared to obtain the optimal model. The research roadmap is shown in Figure 1 . Our finding offers a promising method for video emotion recognition with multimodal data fusion.
The main contributions of this paper can be concluded in two aspects:
(1) EEG features and multimedia features of the video were extracted to build the fusion dataset; (2) Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree, RBFNetwork algorithms were compared to build the optimal emotion recognition model. The video emotion classification accuracy achieved 96.79% for valence (Positive/Negative) and 97.79% for arousal (High/Low). This paper is organized as follows: section 2 outlines the related studies in emotion recognition based on EEG features and multimedia features; section 3 describes the EEG measurement and video emotion annotation experiments; section 4 describes the affective EEG-video feature fusion dataset construction, including the feature extraction of allband EEG signals and audio visual features in videos; section 5 presents a brief introduction of applied emotion recognition algorithms; section 6 provides the performance of different emotion recognition models; section 7 presents the discussion of the results; section 8 presents the conclusion and prospects of this study.
II. RELATED WORKS
Low level video information is important to retrieve emotional videos from massive multimedia data. In addition, the physiological features of the users, such as EEG, can also be used to study people's emotion response. Currently, some researchers have provided many useful methods to extract and analyze emotional features. The related works can be categorized into three classes based on applied feature modality: video features, EEG features and multimodal-EEG features fusion. Here we summarize the related studies of emotion analysis, including video low-level features types, induced user physiological feature categories, and the corresponding emotion classification accuracy.
A. EMOTION RECOGNITION BASED ON VIDEO FEATURES
The video emotion investigation study can be either affective video content analysis or video agent emotion recognition [2] . Video agent emotion recognition is aiming at estimating the emotion expressed by the agent or actors in videos. The database for these studies sometimes is formed by acted emotions of expressions and gestures [3] - [5] . The goal of video agent emotion recognition is to explore the method for human-computer affective interaction.
Affective video content analysis focuses on video emotion stimulus function, which is normally used as a stimuli material in the experiment. Thus low-level video features are extracted to map onto the emotion space to create affective representations [5] - [18] . The low level features of video primarily refer to the audio features and visual features extracted from videos, such as color, shape, sound, and texture. Many researchers have studied the mapping relationship from low level video features to a user's emotion space.
For both kinds of video emotion studies, a large number of early works with various machine learning algorithms have been performed, which can provide useful methods in video emotion analysis (listed in Table 1 ).
Most of the other studies that extracted audio and visual cues achieved a classification rate of 70%∼90% [8] - [10] , [12] , [13] , [15] , [16] , [18] , [19] . Specifically, Zhang et al. extracted audio and visual features to build a video emotion model with affinity propagation and achieved an accuracy of 92.9% for arousal and 89.2% for valence [10] . Y. Cui et al. applied SVR and MLR on a database of 552 video clips; the mean absolute error rate is 0.340 for arousal and 0.277 for valence [12] . Kang et al. used visual features to classify videos of fear, sadness and joy with an accuracy of 79%. Wang et al. performed an experiment with 2040 video clips and classified them in seven emotion classes with an accuracy of 74.69% [7] . For continuous emotion analysis, multimodal features were applied in the modeling, including low-level audio-visual features, facial features and textual features, which is important in video emotion recognition [11] , [14] , [15] , [17] .
The most widely used audio-visual features include visual features of color, lighting, motion, shot cut rate; audio features of MFCC, zero crossing rate, rhythm, sound energy, tempo and pitch etc. For instance, Kang [20] detected features from a video by extracting the color, motion and shot cut rate of the video to analyze their emotional states with AdaBoost algorithm. Hanjalic and Xu [21] believed that the motion, sound track and shot length of videos could reflect a lot of emotional information. They built a model to achieve the emotional annotation of the video. Zhang et al. [22] used arousal-pleasure as the emotional dimension to express music video emotion. They found that features of motion intensity, short switch rate, zero crossing rate, tempo and beat strength were closely related to arousal, and features of brightness, saturation, color energy, rhythm regularity and pitch were suitable for pleasure recognition. Wang et al. [23] used a semi-supervised learning mechanism to identify emotional information in the video. They extracted audio visual features from videos, using bivariate correlation analysis to select sensitive features, and subsequently applied a low-density separation algorithm to construct a classifier. They extracted VOLUME 7, 2019 69-dimensional audio features and used lighting and color energy to represent visual emotional features. Matsuda et al. [24] developed the EmoTour mobile application based on the data fusion of audiovisual data and human behavioral cues. They applied the RNN-LSTM algorithm on several existing emotion dataset to build the model and achieved an unweighted average recall of 0.484 by decision-level fusion. Moreover, emotion recognition is also used for video similarity analysis. J. Niu et al. presented a novel affect-based model of similarity measure of Internet videos based on emotion content. The emotion video dataset they applied was Affivir, which was established in their previous work [25] , that included motion, shot-change rate, sound energy and audio pitch average features. The experimental results demonstrated the superiority of the proposed model [26] . More related studies and state-of-the-art methods were concluded in the surveys [2] , [27] .
The current studies of video emotions generally focus on the extraction of emotional video features and the modeling of emotional models. However, a semantic gap still exists between the low-level features of video and the individual emotions of users. Simultaneously, the emotional computation of physiological signals brings new opportunity to video emotion analysis. In this study, we will combine the audio visual features of video with the EEG features of participants to train the classifier.
B. EMOTION RECOGNITION BASED ON EEG fEATURES
The participants have instant and spontaneous emotional physiological responses during the time of videos watching. Picard analyzed four types of physiological signals, namely EMG, SC, RSP and BVP, and they extracted physiological features for identifying emotional states, proving the feasibility of using physiological signals for emotion recognition. Detecting human EEG information is another effective method according to the existing studies. However, the use of EEG information to model video emotion is still challenging owing to the limitation of datasets and complexity of EEG signal processing. Some of the studies on video emotion recognition based on EEG features are listed in Table 2 .
In the studies of video emotion recognition based on EEG data, the power spectrum density (PSD), wavelet transform (WT) features, and fast Fourier transform (FFT) features are the widely used feature sets. Specifically, the PSD of various bands of EEG has been applied in numerous related works [28] - [34] , [37] , [38] . The experiment of EEG features collection typically requires a relatively longer time and more complex procedure comparing to the emotion annotation experiment without physiology signals detection. Consequently, the existing EEG dataset is insufficient owing to limited annotators.
Lin et al. [28] used support vector machine to classify EEG signals into four emotional states: joy, anger, sadness, and pleasure, subsequently, he discovered that the 30 independent characteristics of EEG were closely related to emotion. Nie [39] analyzed the frequency domain characteristics of EEG signals, and found that the signals of the delta (0-4Hz), theta (4-8Hz), alpha (8-13Hz), beta and gamma (30-45Hz) contribute significantly to emotion recognition, while the contribution of Theta and Alpha bands are low. Lin [40] performed a study using EEG in music video emotion recognition based on the theory of nonlinear dynamics, in which the nonlinear characteristics of the Shannon entropy, correlation dimension and C0 complexity extracted from EEG signals were utilized. The experimental results confirmed the feasibility of using the nonlinear dynamic analysis method to identify emotions. Furthermore, they found that the nonlinear dynamic EEG characteristics could improve the results significantly. A. Singhal et al. analyzed user emotion using EEG signals for video summarization through the crowd sourcing method. They achieved an average accuracy of 83.93% in the classification of happy, sad and neutral based on the random forest algorithm [41] . Barjinder Kaur et al. studied the emotion classification of calm, anger and happiness by EEG signals induced by videos and obtained an average accuracy of 60% using the support vector machine with a radial basis function [42] . Moon Inder Singh et al. developed a real time emotion classification method based on evoked EEG. The method achieved an accuracy of 55% on multiple subject trials [43] . Moreover, Jinyoung Moon et al. used interval EEG features of different bands combinations to detect user attention in video watching. The EEG features of the left hemisphere achieved the best F1 score of 39.60% with an average accuracy of 48.70%. They proposed that this method can be applied in intelligent video management application [44] . In recent studies, a key research problem is how to extract the feature vectors that are highly relevant with different emotional states from EEG signals. C. Shahnaz et al. presented a new emotion recognition method based on EEG wavelet transform features which is performed on the selected intrinsic mode functions [35] . Y. Li et al. provided the experiment results on different EEG features and proposed GRSLR model to achieve the best emotion recognition result [36] . Zhang et al. proposed a combined feature extraction method for EEG signals for emotion recognition [45] . Deep neural network is promising in selecting the crucial EEG frequency bands and channels to improve the emotion recognition accuracy [46] . More related studies and EEG feature extraction methods are concluded in the reviews [47] - [49] .
All the previous studies indicate that measuring EEG signals is a possible method for emotion recognition. A key problem is how to extract the feature vectors that are highly relevant with different emotional states from EEG signals. The traditional quantitative analysis of EEG signals is based on the linear analysis method, which primarily analyzes its characteristics in the time domain and frequency domain. In recent years, some scholars studied the processing and analysis of EEG signals based on nonlinear dynamics theory. This study intends to use the frequency domain analysis method to extract the power spectrum density features of different frequency bands in EEG for emotion recognition.
C. EMOTION RECOGNITION BASED ON EEG-MULTIMODAL DATA FUSION
Apart from single-modal data, using multimodal data is also possible for video emotion recognition from both subjective and objective views. The combination of physiological VOLUME 7, 2019 signals and video contents will increase the complexity of feature analysis and modeling work. However it can consider the individual emotion perception characters to build a personalized emotion model.
The frameworks of emotion analysis based on EEG-multimodal data fusion have similarity among existing studies. Affective images, music [50] , videos [51] - [57] have been selected as the stimuli to induce emotions. Users' emotion states are measured by physiological and EEG sensors and the emotion annotations are rated by users in the experiment accordingly. Finally different classifiers are applied in different combination of multimodal features dataset. The emotion prediction outcome can be influenced by many factors, including the selection of feature extraction method, experiment procedure design, participants' perception and algorithm modeling. Besides, most of the existing studies demonstrated better model performance in predicting valence by multimodal physiological features [53] , [55] . And Koelstra [54] and Wiem et al. [58] presented that using EEG features has better effectiveness in arousal classification.
According to the recent literatures, emotion recognition based on EEG and video features has achieved a robust modeling performance [55] , [56] . Emotion recognition based on multimodal feature fusion is a promising method. The related studies are listed in Table 3 .
Sander Koelstra et al. combined the physiological data (GSR, blood volume pressure, RSP, skin temperature, EMG, EOG and EEG) with audio-visual features to form a fusion emotion dataset, and the experiment result indicates that fusion dataset has the best performance in emotion recognition [52] , [53] . Mohammad Soleymani et al. performed a series of studies on video emotion recognition based on multimodal physiological features [51] , [56] , [57] , [62] . They were devoted to the research of multimodal emotion recognition and sought for the optimal model performance with the best feature sets. In 2012, they applied physiological signals in video emotion analysis, including skin electricity, blood pressure, respiration, EMG, eye movement, and temperature from audiences. They constructed a linear mapping from the physiological feature space to the arousal-pleasure space, and experimentally demonstrated the feasibility of using user physiological signals to implicitly annotate emotional video semantics. In 2016, they selected EEG PSD and facial expression features to build a video emotion model and achieved a rmse of 0.143 for arousal and 0.185 for valence. VOLUME 7, 2019 In the recent study performed by Jia et al. in 2018, music features and EEG features were combined to fuse the dataset and build the personalized model for music emotion recognition, which achieved an average mse of 0.176 [50] . L. Granados et al. applied the deep learning approach on the EEG and galvanic skin response dataset and achieved a classification accuracy of 71% for arousal and 75% for valence [59] . L. Duan et al. presented a video-EEG features fusion approach using kernel-based Extreme Learning Machine for video emotion recognition and achieved an accuracy of 76.67% [60] . T. Song et al. built a multi-modal physiological emotion database for discrete emotion recognition (MPED). They investigated the emotion recognition of multimodal physiological signals with three types of emotion classification protocols and compared different feature set performance with different algorithms [61] .
The various methods also indicate the possibility of using multimodal data fusion in affective video computing, and the model performance is becoming increasingly competitive in recent studies. Thus, multimodal data fusion is the promising method in this research field. As shown, in the present studies, the recognition model performance differed (ranging from 40% to 80%), owing to the dataset limitation, stimuli material and annotation variation. Accordingly, the universal problem of the existing studies is that there is no standard specification for standardizing databases, stimulating materials, methods of extracting features, definition of features weight, and selection of model algorithms. The sample size of the dataset is relatively small, it is difficult to use algorithms based on the large database such as DeepCNN.
Herein, we review the research on emotion feature extraction and the analysis from video low level features and user physiological features, and summarize the machine-learning classification methods typically used in emotion computing. From the literature review, we found that the extraction and classification of emotional features have not yet formed a systematic theoretical system. Video emotion recognition technology still exhibits great potential for further study. In this study, a video emotion classifier based on EEG will be constructed. Specifically, we compared several machinelearning algorithms in emotion classification to obtain the optimal model.
III. EXPERIMENT
To our knowledge, the quantity of studies that using EEG and multimedia feature fusion to recognize video emotion is limited; therefore, the EEG emotion video dataset for affective computing is inadequate currently. Therefore, an original EEG-video emotion dataset is demanded to obtain the EEG signals produced by the participants induced by the video stimulation.
A. EEG SIGNAL COLLECTION EQUIPMENT
We applied the ActiveTwo system of Biosemi to measure the EEG signal of the participants. BioSemi provides a range of state-of-the-art equipment for physiological signals measurements. BioSemi is currently one of the top EEG hardware companies in the world [63] . The system contains 66 channels, in which 64 channels are used to collect EEG signals and the other two channels are used to collect eye movement signals for denoising and calibration [64] .
B. AFFECTIVE STIMULI MATERIALS
A total of 71 video clips were employed to form the emotion stimuli dataset in the experiment. These videos were selected from the internet videos with various emotion categories distributed in the valence-arousal emotion model space (see Figure 2) .
The emotion class expressed in each video clip is shown in Figure 3 . Each point represents a video clip emotion score. It is ensured that the video materials cover all four quadrants in the valence-arousal emotion space that render the dataset balanced in each dimension.
The duration of each video clip is 50 s, which was typically selected from the principal part of the video with a primary emotion to prevent the emotion cognition confusion. They were cut manually from different Internet videos by students majoring in movie production. We selected videos that contain music and scene without dialogue to prevent semantic misleading on the participants. The sources of the affective stimuli videos are listed in Table 4 .
People have subjective perception and perspectives for the same video, which could cause diversity in emotion scoring. Videos without cognition consistency were abandoned in the experiment. Finally, there were 30 positive videos (valence>0) and 23 negative videos (valence<= 0) distributed in the valence dimension, 43 high-arousal data (arousal>0) and 10 low-arousal data (arousal<= 0) distributed in the arousal dimension.
C. PARTICIPANTS
A total of 39 participants were enrolled to score 71 videos; and then subsequently 53 videos with emotion labeling consistency were selected for the next session of the experiment. A total of 691 EEG instances were recorded in the experiment and 499 of them were valid after evaluation. The arrangement of the participants' group and the number of EEG instances collected from each group are listed in Table 5 .
D. EXPERIMENTAL DESIGN AND PROCEDURE
The participants were arranged into four groups. The experiment was designed as several steps. The specific arrangement is presented in Figure 4 .
The detailed process of video emotion annotation experiment is shown as below:
• Thirty-nine volunteers (aged 18 to 35 years old) were invited to participate in the experiment.
• Each participant was asked to read the instructions carefully for the experiment workflow and procedure and sign the agreement of experiment. Then he/she entered the laboratory room and wore the sensors of EEG Biosemi system. The laboratory researcher adjusted the sensors' working status to ensure the signal record quality.
• The experiment was conducted in a separate room with constant lighting and temperature setting. The participant was seated in front of a 21-inch screen to watch the video during the experiment, see Figure 5 .
• The participants wore the sensors of Biosemi equipment with 66 channels, in which 64 channels were used for EEG measurement and two channels were eye tracking measurement for EEG signals calibration. VOLUME 7, 2019 FIGURE 6. Valence-arousal emotion labeling questionnaire [49] .
• Video watching session: Each participant watched one group of 17 or 18 video clips (see Table 1 ), with a 10 s break between two videos.
• Emotion annotation session: The participant annotated in valence-arousal dimension (scoring on a scale of 1 to 9) on the emotion labeling questionnaire [65] (see Figure 6 ) after watching a video. The whole experiment lasted for about 60 minutes.
• The participant got 100 RMB for his/her efforts as a reward after the experiment.
E. ANNOTATION ANALYSIS
The video emotion annotations are analyzed in the process below:
• If the emotion scored by any participant has much disparity with others, the whole physiological data instance and the corresponding scores will be abandoned. For example, the videos with 6 annotations of high positive high arousal and 4 annotations of high negative low arousal in the experiment will be confirmed that it might generate various interpretations. This situation is common in moving videos, which describes positive contents but convey sad emotion;
• The video with controversial emotion scores will be considered as confusing emotion stimuli material and eliminated from the dataset;
• The average value of the emotion score (valencearousal) is set to be the emotion label of the video.
IV. SIGNAL PROCESSING AND FEATURE EXTRACTION
In this section, we propose the detailed feature extraction methods of EEG signal features and video features. The procedure of the multimodal features extraction is shown in Figure 7 .
A. EEG FEATURES EXTRACTION

EEG Data Pre-processing:
EEG data are the electrical signals of brain activities, which is highly sensitive to interference of eye blinks and facial muscle activities. Thus, EEG signal pre-processing is crucial for noise elimination. In this study, we used the EEGLAB [66] Analyzer software to preprocess the EEG signals:
• First, the reference electrode was set;
• Second, the signals of the eye track channels were used to remove the eye movement influence on signals in the EEG channels;
• Third, we conducted EEG signal filtering, segmentation, baseline calibration, and removed artifacts;
• Finally, the EEG signal data for feature extraction was obtained by data signal averaging superposing.
EEG Features Extraction:
In this study, the traditional frequency-domain analysis method was utilized to extract the PSD features of 64 channels of EEG signals in five different frequency bands. The EEGLAB toolbox of MATLAB was applied. The five different frequency bands are delta (0−4Hz), theta (4−8Hz), alpha (8 − 13Hz), beta (13 − 30Hz) and gamma (30 − 45Hz) [39] .
The PSD features extraction method [38] , [67] is shown as following:
Denote the ith signal x windowed, then zero-padded frame from the signal x by
where, θ is set as the window hop size, and Q is the number of available frames. So that the periodogram of the ith block is defined as
Then the power spectral density is given bŷ
Finally, 320 dimensions of features were extracted in this experiment.
B. VIDEO FEATURES EXTRACTION
In this study, auditory and visual features were extracted from videos to form the video features dataset. The specific feature description and extraction methods are introduced below.
Audio Features Extraction
Regarding audio feature extraction, we utilize the open-SMILE toolkit [4] to extract the 88 baseline acoustic features with the extended Geneva minimalistic acoustic parameter set (eGeMAPS) [68] configuration file, including loudness, MFCCs, F0, shimmer, spectrum flux etc., see Table 6 .
Visual Features Extraction
In terms of visual feature extraction, we applied MATLAB to extract two-dimensional audio emotional features, including the luminance coefficient and color energy [7] , see Table 7 . To our knowledge, the brightness of the video is important in affecting the mood of the audience and the rendering atmosphere in video scenes. Herein, the luminance coefficient of the video is extracted as one of the low-level visual features, which is calculated as the value calculated by the luminance mean and variance of each frame.
In which, the average value of the luminance is v = Arousal is closely related to luminance, while valence is closely related to color saturation [37] . Consequently, the color energy is selected as another visual feature, as it could reflect the saturation, luminance and region color. The color energy is the value related to color contrast and energy.
Here, h k , s k , v k represent the color degree, saturation and luminance respectively of the no.k pixel point. E(h k ) is the chroma energy. 
V. EMOTION RECOGNITION MODELING ALGORITHMS
In this study, we used Python to build the algorithm models with 10 folds cross-validation. In the experiment, five algorithms were implemented for the classification of valence (positive/negative) and arousal (low/high), including Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree and RBFNetwork. A brief introduction of these algorithms is presented below. 
in which ρ >0 is defined as a penalty parameter and γ (ε; m i , n i ) is the loss function. The experiments prove that it is highly efficient in the classification of large data sets [69] . REPTree REPTree is a fast decision tree learner. It uses information gain/variance to build a decision or regression tree, and prunes it using reduced-error pruning with backfitting. This method reduces the complexity of decision tree method. Given two distinct variables X and Y with values {x 1 ,. . . ,x n } and {y 1 ,. . . ,y n }, then the entropy and conditional entropy of Y is defined as:
Then the information gain of X is given by:
The pruning can be done with pre-pruning and post-pruning.
In the pre-pruning process, if the information gain due to VOLUME 7, 2019 division is not recognized, the expansion of the tree will be terminated [70] . XGBoost Extreme gradient boost (XGBoost) is an optimized distributed gradient boosting algorithm with high efficiency and flexibility. It is implemented under the gradient boosting framework. XGBoost can be used in solving supervised learning problems (classification and regression) rapidly and accurately. Given the training data a i to predict the variable b i , the method is defined as:
where Q is the number of trees, f q represents a function of the qth tree in the function space U , which is the set of all possible CARTs [71] . MultilayerPeceptron Multilayer perceptron (MLP) is a class of supervised learning algorithm of feedforward neural network. It consists of multiple layers, including an input layer, a hidden layer and an output layer, that distinguish MLP from a linear perceptron. It can distinguish data that are not linearly separable for either classification or regression. Given an input signal x i and its output y i is computed as a function defined as:
where β ji is the connection weight, f is the activation function. MLP is a popular machine-learning solution that is widely used in multimedia emotion recognition. [72] . RandomTree Random Tree constructs a tree that considers K randomly chosen attributes at each node, which is formed by a stochastic process. It does not perform pruning. In addition, every parameter on trees is then a random variable, for instance, the number of leaves or the diameter. RandomTree also has an option to allow for the estimation of class probabilities, or target mean in the case of regression, based on a hold-out set [73] . 
RBFNetwork
The radial basis function network (RBFNetwork) is an artificial neural network that implements a normalized Gaussian RBFNetwork. The network consists of three layers, including an input layer, a hidden layer (RBF units) and an output layer. The hidden layer is activated by a radial basis function, which can be described by β i : X n → X . It uses the k-means clustering algorithm to learn either a logistic or linear regression. By this means, it reduces the number of dimensions of input data and transforms the data to a new space. Then an optimal estimation of the kernel parameter is conducted. The output of the network is a linear combination of radial basis functions of the inputs and neuron parameters [74] .
VI. VIDEO EMOTION RECOGNITION MODELING
In this study, EEG features and video features were used to form the fusion database for modeling. Subsequently, Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree and RBFNetwork were used in the recognition modeling to evaluate the classification results on a single modal dataset and fusion dataset. The F-measure score and classification accuracy were chosen to compare the algorithms performance.
A. VIDEO EMOTION DATASET
The video emotion dataset employed in this experiment consists of 53 video clips that are cut manually from Internet videos with balance emotion labels. Each video clip lasts approximately 50 s with an audio sampling rate of 44100Hz. A total of 39 participants were invited to annotate the video clips in the valence-arousal emotion model. Furthermore, the participants' EEG data, video features and V-A emotion labeling scores were collected to form the video emotion database.
B. VIDEO EMOTION RECOGNITION BASED ON SINGLE MODALITY
Firstly, we used the feature set of the EEG signals and video feature separately to test the recognition results of single modality. In each dataset, the PCA algorithm was applied to reduce the feature dimensions. A comparison experiment was conducted with Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree and RBFNetwork to obtain the best model for both single modality datasets. In this study, 10 folds cross validation was used to evaluate the performance of the classifiers. The model results and parameters setting are presented in Tables 8 and 9 , respectively. It is shown that MLP achieves the lowest F-measure and the highest classification accuracy, and achieves the best result compared with other algorithms for both datasets.
C. EMOTION RECOGNITION BASED ON MULTIMODALITIES DATA FUSION
In this study, we combined the EEG and audio visual features of the video; subsequently, the PCA algorithm was applied to reduce the feature dimensions. A comparison experiment was conducted with Liblinear, REPTree, XGBoost, MultilayerPerceptron, RandomTree and RBFNetwork to obtain the best model. The model results are presented in Table 10 , and MLP with the lowest F-measure and highest classification accuracy achieves the best result.
It can be concluded from the results in Table 6 that most of the algorithms exhibit better classification effect on arousal than valence. This result is consistent with those in most related studies [28] , [42] , [43] . This might be because the positive and negative emotions evoked by videos are influenced by the subjective understanding of the participants; nevertheless, the participants exhibit the similar recognition on the arousal degree of the videos. The result of this experiment section shows that the fusion dataset exhibits better performance than the single modal features in terms of classification accuracy both in the arousal and valence dimensions. It is shown that when the EEG and video features are used separately to train the classifiers, they present the similar recognition result in the same emotional dimension. The comparison of classification based on different modalities is shown in Figure 8 .
According to the model comparison results in Table 10 , MultilayerPerceptron outperforms the other algorithms in average accuracy of arousal and valence classification. Liblinear and REPTree have better performance in arousal recognition, however they achieve relatively lower accuracy in valence classification. The classification accuracy of MLP for arousal achieves 97.79%, and the classification accuracy for valence achieves 96.79%, which is a balanced classification result.
In the model parameter setting process, we set the value of seed of MLP from 0 to 10 with step 1 to obtain the best performance for arousal and valence, and LearningRate is set from 0.1 to 1 with step 0.1 to find the best score setting. The parameter exploration is presented in Figures 9 and 10 , that when seed = 6 for valence and 0 for arousal, while LearningRate = 0.4 for valence and 0.3 for arousal, MLP achieves the best result in the modeling work.
It is interesting to find that although the recognition rate of the EEG features and video features is not desirable, the data fusion can serve a complementary role, and thus significantly improves the performance of video emotion classification VOLUME 7, 2019 
VII. DISCUSSION
In the present study, we investigated the possibility of video emotion recognition using EEG-video feature fusion. Our results demonstrated that this method is effective compared to using single modality features, which improves the model performance markedly. This finding is significant because it offers a potential method of utilizing physiology-multimedia feature fusion for human visual scene emotion recognition. In this experiment, 39 participants were invited for data collection, and the number of participants is competitive among the existing studies (see Tables 1, 2 and 3) . To our knowledge, the classification accuracy is also desirable. In the present study, the model performance is enhanced significantly using the multimodal method compared to using single modality, which manifests the feasibility of this method.
Hitherto, the overall classification accuracy in this research field is not satisfying, with the reported rate ranging from 40% to 90% (primarily 50%∼70%). According to the related studies, the outcome is differential and might be owing to experiment performed with different feature types, algorithms, stimuli, participants and procedures. Our experimental results of single modality are consistent with the corresponding modality recognition studies, with the accuracy ranging from 50% to 70% (see Table 3 ). Meanwhile, multimodal data fusion with physiological features and multimedia features is adopted increasingly by researchers, and the emotion recognition rate has generally improved in terms of classification in recent years. It is shown that many of them have achieved better performance than single modality (see Table 1 − 3). In this study, we achieved an accuracy of 96.79% for valence and 97.79% for arousal based on EEG and video feature fusion, which also indicates the conclusion of the existing studies. A detailed feature set applied in this study and the model parameters setting of each algorithm is presented herein. To further improve the efficiency, the exact mechanism for multimodal features selection and data fusion should be investigated systematically.
In most of the studies, arousal has the higher recognition rate than valence. This may be owing to the subjectivity of annotation in valence, while the annotators' perception is more consistent in arousal labeling. This phenomenon also exists widely existed in related studies. The improvement and new assumption of the valence recognition method can be a research focus in future studies.
However, we also discovered that participants sometimes had different perceptions on the same video, which might be due to the difference of personal experience or video content cognition. In this experiment, the video clips with inconsistent annotations will be abandoned for it might trigger distinct emotions. But in the real world, it is common to stimulate different video affective perceptions among people. Therefore, a user-independent multimedia emotion recognition method can be explored in further study. Automatic emotion annotation via EEG signal analysis and affective computing in various culture backgrounds can provide useful ways to solve this open research issue.
In this study, we demonstrated that video emotion recognition can be modeled with the EEG-video data fusion method. This suggests the feasibility of using the MLP method on the fusion database. The video emotion recognition model would be a valuable tool in the application of video emotion recommendation, physiology and medical research.
VIII. CONCLUSION AND FUTURE WORK
Videos are inspiring and engaging, and they could provide a fluctuating and wide range of emotion influence on its audiences. This study investigated the effect of video on human perception and the automatic classification of emotion from multimedia data and human EEG feature fusion. In addition, this study was conducted to demonstrate the effectiveness of using EEG and multimedia feature fusion to recognize video emotion by considering the video emotion expression and the individual emotion perception difference. The advantage of EEG and multimedia feature fusion and how different feature modalities could contribute to the optimal recognition results were discussed. Furthermore, the MLP algorithm was confirmed to be the best model for video emotion recognition based on the fusion database.
Herein, we used MLP to classify the video emotion based on a fusion dataset and achieved good results. However, some aspects could be further improved, which are listed below:
(1) The dataset was fairly small and could be expanded; the integrated algorithm could be applied to improve the recognition rate; (2) Because deep convolutional neural networks (CNNs) are the state-of-art models in many multimedia analysis tasks with superior performance. DeepCNN could be applied to extract stronger feature set and improve the recognition accuracy; (3) Different modalities of physiological features could be considered for modeling in future research, such as facial expression; (4) A user-independent video emotion recognition method could be explored for individual video emotion retrieval. We discovered that it was possible to recognize emotion from EEG signals in response to video scene and audio. Along with the increasing ability of computers in multimedia emotion perception, the relation between video feature and human EEG signals evoked by video content could be an important cue in emotional video retrieval. 
