We consider the minimization problem of the Allen-Cahn action functional with an unequal double-well potential. For the stochastic Allen-Cahn equation switching from one stable state to the other rarely occurs. The probability of switching is determined by the minimum of the action functional. We give an explicit description of the minimum and its optimal path in one-dimension.
Introduction
In this paper we consider the minimization problem of the scaled Allen-Cahn action functional with an unequal double-well potential in one-dimension, that is, for ε > 0 and
where W ε : R → R is a double-well potential whose well-depths differ by order ε, namely
where W is an equal double-well potential which has minima at ±1 and θ > 0 is a fixed constant. The potential W ε has two minima which deviate from ±1 only slightly when ε is small. We denote by α ε and β ε the two minimum points close to −1 and +1 respectively.
This action functional originally comes from the stochastic Allen-Cahn equation. Switching between two deterministically stable states rarely occurs for the Allen-Cahn equation driven by white noise (cf.(2.1)). The probability of this rare event is estimated by the Wentzell-Freidlin theory of large deviations through the minimization problem of the action functional.
A mathematical analysis of the equal well case, namely θ = 0, is found in [8] , [9] , [12] and [17] . The Γ-convergence of the action functionals in one-dimension has been proved in [9] and [17] and in higher dimensions (n = 2, 3) in [12] .
In particular, in one-dimension, if we assume the single multiplicity of the interface measure, which is a delta-measure on the interfaces between two stable states (for the exact expression of such measure, see Lemma 5.4) , the action functionals S 0 ε formally converges to
where {T k } M k=1 is a sequence of times when new interfaces are created, N (k) is the total number of interfaces at time T k , the constant c 0 := 1 −1 2W (s) ds and g i (t) is the location of the i th interface at time t.
From the limit (1.3) we can interpret the action functional as the sum of "the nucleation cost," that is, the cost of creating new interfaces which cause jumps in energy levels, which is the first term of (1.3), and a "propagation cost" which depends on the speed of the moving interface, which is the second term of (1.3).
We remark that, of course, we have to be very careful about the multiplicity of the interface measure especially in the weak formulation used geometric measure theory. Actually in [17] they remove the assumption of the single multiplicity by defining certain class of measures and admissible functions. In this paper, in order to focus on observing the effect of the difference of the well-depths, we assume the single multiplicity of the interface measure (see remark 5.5).
Our problem is what happens when the depth of the wells differs by order ε. We can expect that the velocity of the moving interfaces will be affected by the difference of the well-depths and this effect will appear in the propagation cost. In order to show such a phenomenon, we analyze the switching problem from the deeper stable state under the Dirichlet boundary condition by means of studying the limit of the minimum of the action functional
with u(x, 0) = α ε and u(x, T ) = β ε , as ε tends to 0. As our main result we explicitly describe the limit value of the minimun of the action functional and its optimal switching path.
The analysis of interfaces is deeply related to the free energy in the Van der WaalsCahn-Hillard theory of phase transitions, defined by
In a stationary problem the basic result by Modica & Mortola and Sternberg shows that for general dimension n the energy Γ-converges to the constant c 0 times the (n−1)-dimensional Hausdorff measure of the interface between {u = +1} and {u = −1} as ε tends to 0, proved in [14] and [11] . In one-dimension, it implies the number of the jumps between {u = 1} and {u = −1}. For our potential W ε we also define an energy functional E θ ε (u) as
For this energy we cannot ignore the contribution of the difference of the well-depths in the limit. If we fix a time t, the energy E θ ε should converge to which is the same Γ-limit as E ε added to θ times the difference of the volumes of the regions {u = 1} and {u = −1}. We discuss these facts in Section 5.
The action functional S θ ε can be estimated by the difference of the energy E θ ε at two different times, that is, for any 0 ≤ t 1 ≤ t 2 , we have
(1.6)
Thus to study the limit of the energy E θ ε it is helpful to understand how the action functionals S θ ε behave as ε tends to 0. One of our main ideas is to use a solution of a certain ODE in the transition profile. In order to study the evolution of the interface we consider the optimal profile problem for the energy E θ ε . While a transition profile is given simply by a hyperbolic tangent in the equal-well case, we expect that it differs from a hypabolic tangent by the terms of order ε. This implies that it is appropriate to use a solution φ ε of the ODE,
under the boundary condition φ ε (−∞) = α ε and φ ε (+∞) = β ε , where λ ε is of order ε, which is studied in [1] and [2] . Near one interface, we have u(
, which implies that the additional speed of the moving interfaces comes from the constant λε ε . We need this discussion for the construction of the upper bound of the action functional in Section 4.
Organization We state how to relate the action functional to the stochastic Allen-Cahn equation in next section. In Section 3, we state the mathematical setting and our main result. In Section 4, we construct the upper bound. In Section 5, we introduce action measures, prove some required lemmas and show the lower bound.
Connection to stochastic Allen-Cahn equation
In this section we briefly state the relationship between the stochastic perturbed PDE and the action functional. We consider the following Allen-Cahn equation with a white noise,
where γ > 0 is a constant, η is a space-time white noise and V : R → R is a double-well potential. For the deterministic case, there are the two stable states α and β corresponding to the two minima of the potential V. On the other hand, for the stochastic case, the switch between the deterministically stable states happens with a small probability. Faris and Jona-Lasinio showed the probablity of this switching is determined by the minimum of the action functional [6] . The action functional associated with (2.1) is defined by
which implies the finite L 2 -norm of the white noise. The probability P of the switching from one stable state α to the δ-neighborhood B δ (β) := {y ∈ R | |β − y| < δ} of the other stable state β, is given by lim
where δS is the minimization of this action functional,
The probability of switching to the point β is obtained by taking limit as δ tends to 0 in the suitable sense (see [17] ).
Therefore our problem is to analyze δS and its minimizer. We apply the same terminology to an unequal potential W ε and consider the suitable scaled problem by rescaling x → εx and t → ε 2 t.
Assumptions and Main Result
For ε > 0, we consider the action functional defined by
where W ε : R → R is a double-well potential whose depths are different given by
for some constant θ > 0. We assume there are exactly three points α ε < κ ε < β ε where
We consider the following minimization problem,
where
In this setting of the problem, we show the following limiting value of the minimum of the action functional as ε tends to 0.
Theorem 3.1. For the minimization problem (3.4), we have
Moreover, the minimal action path is a linear function with respect to t.
Remark 3.2. A description of the action minimum for an equal double-well potential is
given in [9] and [17] . We notice that taking θ = 0, RHS of (3.6) agrees with the value of the equal well case which they obtained. The change of the speed up the moving interfaces appears in the propagation cost due to the effect of the different depth, while the nucleation
Remark 3.3. The number of interfaces N does not depend on the sign of the constant θ since
We can also show the minimum for the opposite switching from the deeper stable state to the other,
by the slight change in our proof. Thus the cost is different but not the configuration for going up or down between the energy wells.
Upper Bounds
In order to prove Theorem 3.1 we estimate the limsup and liminf of the minimal action functionals. In this section we consider the limsup by constructing the upper bound. We obtain the following.
Theorem 4.1. For the minimization problem of (3.4), we have
In order to prove it, we explictly construct a function U which converges to the RHS of (4.1) as ε goes to 0. We show the following claim.
Claim
For arbitrary δ > 0, there exists a ε 0 such that if ε < ε 0 , then
While the outline of the construction is along the lines of that in [8] , we have to use a different function as a transition profile. The effect of the difference of the well-depths will appear in the propagation cost which is connected in the speed of the propagating interfaces.
Transition profile
We use the solution φ ε of the following ODE,
for the transition profile. We pick up the important facts which we need here. The existence of a unique pair of (φ ε , λ ε ) is proved in [1] . According to [2] , the explicit expression of the solution is given by
where ι ε is chosen as φ ε (0) = κ ε , and
By associating
with (4.5), we notice the relation
between λ ε and θ holds in the limit as ε goes to 0. For the derivative of φ ε it holds that
Suppose that N interfaces are created. We observe one nucleation point. Let x 0 be a nucleation point. Without loss of generality, we can assume x 0 = 0. We consider the action on [− 
Here L 1 > 0 is a sufficiently small constant. For simplicity, we set L 1 = √ ε. Note that we need to regularize Φ at x = 0 since the derivative of Φ is discontinuous.
We briefly state recall the outline of the construction. We divide the interval [0, T ] into 5 parts called stages.
First, at some time T 0 , we connect Φ(x) to the neighborhood of α ε by using the solution of the time inverse PDE in Stage 2. We expect to obtain the nucleation cost of interfaces in this stage. Then we linearly interpolate to α ε at the initial time in Stage 1. In Stage 3, we propagate the interfaces by using a suitable linear function until it is close to the β ε . The main idea is in this Stage 3. We have to pay attention to obtain the additional propagation cost from the effect of the unequal-wells. Then we connect the neighborhood of β ε by using a solution of PDE similarly to Stage 4 and again interpolate linearly in Stage 5 similarly to Stage 1.
Stage 2
First we observe only one interface on [0, L N ]. We solve the equation
F θ ε = 0 in reverse for time with the initial value Φ from some time t = T 0 . We set T 0 = 0 for a while. Let u(x, t) = u(x, −t), we obtain
(4.10)
According to Theorem 1 in [3] , for sufficiently small ε within time t ≈ ε 2 | log ε| we have
Indeed, applying Theorem 1 in [3] to u, there exist positive constants ε 1 > 0, τ 0 > 0 and M 0 > 0 such that for any ε ∈ (0, ε 1 ),
where Let T 1 = T 0 − τ 0 ε 2 | log ε| and u 1 (x) = u 1 (x, T 1 ). We consider the action cost on this stage. Since there are N interfaces, let U 1 and Φ N be functions repeating the above construction connecting u 1 and Φ N times between [0, L] and let U be a function connecting U 1 and Φ N using the solution of (4.10) 
(4.18) By (4.11), for sufficiently small ε > 0, we have
For one interface, by scaling back y =
(4.20)
Since the interface moves by the speed L 1 = √ ε, the third term of (4.20) vanishes as ε tends to 0. Indeed, for an arbitrarily small constant η > 0, 
By (4.19) and (4.23), we obtain the action cost
Stage 1
We linearly interpolate from U 1 to α ε . We extend the lemma of Faris and Jona-Lasinio [6] to the unequal-well case in our scaling.
Lemma 4.2.
For bounded functions v 1 (x) and v 2 (x) such that ∥ε 
Proof. Let t F be fixed (we choose it later).
For the first term of (4.26), we have
Next we consider the second term of (4.26). We set
Hence there exists a constant c F > 0 and a bounded function
Thus we obtain 1 2
Consequently by (4.27) and (4.30) we obtain
Here we choose
, and the claim follows.
Applying Lemma 4.2 to v 1 = α ε and v 2 = U 1 , there exist a constant c F > 0 and a time
By (4.11), for δ > 0 fixed before, we can choose ε small enough to satisfy
Consequently, we obtain the action cost in Stage1,
Stage 3
We denote the location of interfaces by 
)). We solve the variational problem what H(s) minimizes the action functional later. Let
and φ ε is a solution of ODE (4.3), we obtain
(4.38)
Let t p > 0 be fixed and we choose it later.
(4.39)
Here we consider the variational problem of tp 0 (H ′ (t)) 2 dt. For arbitrary g ∈ C ∞ 0 (0, t p ) and l > 0 we can calculate the first variation
(4.40)
By the fundamental lemma of calculus of variations, H ′′ (t) = 0. Thus, H(t) is a linear function with respect to t. Let t p = T − 2T 0 . Since N interfaces propagate over a length L in time t p , the velocity of interfaces is
On the other hand, since the location of interface is x = ±(L 1 − λ ε ε −1 t + H(t)), therefore
By (4.41) and (4.42), we obtain
By (4.39) and (4.43), for one interface we obtain 
Since the number of interfaces is N, by (4.7) we obtain the action cost 
Moreover, the action cost is 0 in this stage since u is the solution of
Stage 5
We set U 3 (x) as the function of Stage 4 at time T 3 = T 2 + τ ′ 0 ε 2 | log ε|. Let U be a linearly interpolation from U 3 to β ε . We obtain the action cost in Stage 5
as in Stage 1.
Consequently the upper bound follows from Stage 1-5.
Lower Bounds
Next we show the lower bound of the action functional agrees with the upper bound constructed in Section 4. It is sufficient to consider a sequence {u ε } with u ε ∈ A ε which has uniformly bounded action.
Theorem 5.1. Let {u ε } be a sequence with u ε ∈ A ε which has uniformly bounded action. Then
Boundedness of Energies
The upper bound of the action functional easily leads to a bound on the energy E θ ε and L 2 -norm of
. The uniform bound of {E ε } and {u ε } also follows from it. Let {u ε } be a sequence with u ε ∈ A ε which has uniformly bounded action and let A 0 be the upper bound of the action functional, that is, for sufficiently small ε > 0,
By (1.6), for arbitrary time s ∈ [0, T ], we have
Thus we obtain the bound on the energy
for sufficient small ε > 0. Moreover, since
we obtain
By taking lim inf with respect to ε and using Fatou's lemma,
Thus we can take a subsequence {ε i } for an arbitrary fixed time s
Next we show the uniform bound of the energy {E ε } and {u ε }.
Lemma 5.2.
Let {u ε } be a sequence with u ε ∈ A ε which has a uniformly bounded action. Then {u ε } and {E ε (u ε )} are uniformly bounded for sufficiently small ε > 0.
Proof. We restrict to {u ε ≥ 1}. Since there exists a constant c > 0 such that
Since there exists a c = c(θ) > 0 such that
and (5.11), we obtain the bound on the
We can obtain the estimate of u ε by using a composite function. We set
We use the estimate of BV-norm of Φ.
Thus the BV-norm of Φ is bounded. Since for arbitrary 16) it is sufficient to find a point
by (5.13), there exists A 1 > 0 and
By (5.16) and (5.18),
as ε i → 0, where δ {x l } is the delta-measure at x l . Furthermore m(x l ) and x l are continuous in time.
Remark 5.5. We assume the "single" multiplicity of the limit interface measure µ t , namely |m(x l )| = 1 in Lemma 5.4. We need this assumption in (5.49) and (5.62).
Proof. Since the treatment of the part
of energy measure is essentially the same as the equal-well case, we only give a short sketch of the proof by following the discussion of Theorem 1.1 and 1.2 in [9] . Since { µ ε } is uniformly bounded, {µ ε } and {η ε } are also bounded measures. We take subsequence µ ε i , µ ε i , η ε i and ν ε i which converge to measures µ, µ, η and ν in the sense of Radon measure respectively. Let S := { ε i , we can take a subsequence which converges to µ t j and η t j . Then we set µ t := lim j→∞ µ t j and η t := lim j→∞ η t j , which are well-defined for all t ∈ S c and we set
By letting i → ∞ and j → ∞, the limit measure µ t and η t are uniquely determined. Moreover from above calculation, µ t := lim i→∞ µ t ε i , η t := lim i→∞ η t ε i are also well-defined for all t ∈ S c . We set µ t := µ t + η t . By Lebesgue's dominated convergence theorem,
Thus we obtain (5.26).
Since
, by a slight modification of Theorem 2.1 in [9] , we obtain a uniform bound on the discrepancy |
|. Since α ε = −1 + o(ε) and β ε = 1+o(ε), using an argument similar to Lemmas 2.1, 2.2 in [9] , on the set {|u ε i | > 1−s} for a suitable s, which implies on the set {|u ε i | > 1 − s} is far from transition layers, the energy E(u ε i ) is very small. Thus by separating the energy on the set from that on or near the transition layers and by the continuity in time, we obtain (5.28). The choice of a singular set from S is similar to proof of Theorem 1.2 in [9] .
We need the following lemma to estimate the propagation cost in the proof. 
Proof of Theorem 5.1
In this section we give the lower bound of the action functional. Since we consider the nucleation cost and the propagation cost of interfaces separately, we divide [0, T ] into two parts, the neighborhood of nucleation points and the rest.
Proof. S θ ε (u ε ) converges to a constant with a limit defined to be S θ 0 . By Lemma 5.4 and Lemma 5.3, we choose a subsequence of {ε i } satisfying µ ε i → µ as Radon measure and 
We consider the δ-neighborhood of F sing and later let δ tend to 0. We choose δ satisfying δ < min k̸ =j |T j − T k | and
Formally the next calculation follows,
prop. . 
(5.39)
For j = 1, (that is t = 0) since
we obtain 
sing.
and the action functional is positive on an arbitrary interval of time, we obtain
(5.44) By (5.39) and (5.41), we obtain 
We use the fact that 
(5.54)
We use the action functional to estimate the first bracket of the RHS of (5.54) and control the second bracket of (5.54) by the energy. For the first bracket, we obtain
t=T j +δ − (I) − (II).
(5.55)
Let the second term of (5.55) be (I) and the third term be (II). We can estimate (I) by the energy. By integrating by parts, (I) = 2 
Next we consider (II). For fixed t ∈ (T
By the definition of L 2 -norm, For the second bracket of (5.54), by (5.42), we obtain 
