Abstract. Let U ζ be the quantum group (Lusztig form) associated to the simple Lie algebra g, with parameter ζ specialized to an ℓ-th root of unity in a field of characteristic p > 0. In this paper we study certain finite-dimensional normal Hopf subalgebras U ζ (Gr) of U ζ , called FrobeniusLusztig kernels, which generalize the Frobenius kernels Gr of an algebraic group G. When r = 0, the algebras studied here reduce to the small quantum group introduced by Lusztig. We classify the irreducible U ζ (Gr)-modules and discuss their characters. We then study the cohomology rings for the Frobenius-Lusztig kernels and for certain nilpotent and Borel subalgebras corresponding to unipotent and Borel subgroups of G. We prove that the cohomology ring for the first FrobeniusLusztig kernel is finitely-generated when g has type A or D, and that the cohomology rings for the nilpotent and Borel subalgebras are finitely-generated in general.
1. Introduction 1.1. Background. In the last twenty years, many deep connections have been discovered between the representation theory for algebraic groups and that for quantized enveloping algebras (quantum groups). For example, let G be a semisimple, simply-connected algebraic group over an algebraically closed field of characteristic p > 0, let g be the Lie algebra of G, and let U ζ be the quantum group (Lusztig form) associated to g, with parameter ζ ∈ C an ℓ-th root of unity. Let G 1 ⊂ G be the first Frobenius kernel of G, and let u ζ ⊂ U ζ be Lusztig's small quantum group. A long outstanding problem has been to compute the characters of the irreducible rational G-modules. In their seminal paper [AJS] , Andersen, Jantzen and Soergel proved that if p is sufficiently large, then every irreducible G 1 -module can be obtained via reduction mod p from an irreducible u ζ -module. In particular, if p is sufficiently large, then the Lusztig character formula for the characters of irreducible rational G-modules can be deduced from the corresponding character formula for irreducible integrable U ζ -modules. Other deep connections between algebraic and quantum groups include the fact that if p and ℓ are both greater than the Coxeter number of g, then the cohomology rings for G 1 and u ζ are both isomorphic to the coordinate ring of the variety of nilpotent elements in g [AJ, FP2, GK] .
Though quantum groups can be defined with the parameter ζ taken to be in any field k, relatively little specific attention has been paid to the case when k has characteristic p > 0. Just as the algebraic group G in characteristic p possesses a tower of normal subgroup schemes, G 1 ⊂ G 2 ⊂ · · · ⊂ G, its Frobenius kernels, so too does a quantum group in characteristic p possess a tower of normal Hopf subalgebras, u ζ = U ζ (G 0 ) ⊂ U ζ (G 1 ) ⊂ U ζ (G 2 ) ⊂ · · · ⊂ U ζ , which we call the Frobenius-Lusztig kernels of U ζ .
In this paper we study the representation theory and cohomology of the Frobenius-Lusztig kernels of a quantum group U ζ defined over a field of characteristic p. Our results simultaneously generalize classical results on the Frobenius kernels of algebraic groups, as well as results of Andersen, Polo and Wen [AK, APK] for the small quantum group. It is our hope that the Frobenius-Lusztig kernels of a quantum group in characteristic p might prove as useful to the study of representations and cohomology for U ζ as have the Frobenius kernels to the study of representations and cohomology for the algebraic group G and its finite subgroups.
1.2. Organization. The paper is organized as follows. In Section 2 we establish notation and recall basic notions about quantum groups. Then in Section 3 we establish basic facts about the representation theory of the Frobenius-Lusztig kernels of U ζ . We prove that U ζ (G r ) is a normal subalgebra of U ζ , and we classify the irreducible U ζ (G r )-modules, showing that each irreducible U ζ (G r )-module is the restriction of an irreducible U ζ -module with highest weight lying in a suitable restricted region. Section 3 culminates with our proof that if p ≫ 0, then the characters of the simple u ζ -modules in characteristic p are the same as in characteristic zero, hence are given by the Lusztig character formula for quantum groups [Jan1, II.H.12] . It is an interesting open problem to determine if there is a value of p for which the characteristic p and characteristic zero characters of simple u ζ -modules do not agree.
Sections 4-6 are devoted to studying the cohomology of the Frobenius-Lusztig kernels, specifically, the cohomology ring H
• (U ζ (G r ), k), and also the cohomology rings for the Borel and nilpotent subalgebras of U ζ (G r ) corresponding to a Borel subgroup B of G and its unipotent radical U ⊂ B. A major open problem in the study of finite-dimensional Hopf algebras is to determine whether the associated cohomology ring is finitely generated. Given a Hopf algebra H over the field k, the cohomology ring H
• (H, k) is known to be finitely-generated if H is cocommutative, by work of Friedlander and Suslin [FS] , or if H is pointed and char(k) = 0, by work of Mastnak, Pevtsova, Schauenburg and Witherspoon [MPSW] . The higher Frobenius-Lusztig kernels of a quantum group in characteristic p represent another infinite class of noncommutative, non-cocommutative finitedimensional Hopf algebras, so it would be interesting to determine if their cohomology rings are finitely-generated as well.
We begin in Section 4 by describing a general theory for the actions of Hopf algebras on cohomology groups. Then in Section 5 we are able to imitate the inductive approach of Friedlander and Parshall [FP1] to prove (with some mild restrictions on ℓ, and assuming g to be of type A or D) the finite-generation of the cohomology ring H
• (U ζ (G 1 ), k) for the first Frobenius-Lusztig kernel of U ζ . Unlike in the classical situation for algebraic groups, there is no canonical way to embed an arbitrary quantum group into one whose associated Lie algebra is of type A, so we are not able to prove finite-generation of H
• (U ζ (G 1 ), k) in general at this time. The inductive approach to studying the first Frobenius-Lusztig kernel requires calculating the cohomology ring H
• (u ζ , k) for the small quantum group in characteristic p; this we do in Section 5.1. It is our opinion that the theory of Section 4 makes more transparent the Hopf algebra actions considered by Ginzburg and Kumar [GK] in their characteristic zero calculation of H
• (u ζ , C). In Section 6 we study, for all r ≥ 0, the cohomology rings H
• (U ζ (B r ), k) and H • (U ζ (U r ), k) for the subalgebras of U ζ (G r ) corresponding to the Borel subgroup B and its unipotent radical U . We prove that H
• (U ζ (U r ), k) and H • (U ζ (B r ), k) are finitely-generated as rings. A version of our results on H
• (U ζ (U r ), k), appearing in the author's thesis [Dru2] , was used by Feldvoss and Witherspoon [FW, Theorem 4 .2] as part of their proof that the principal block of the small quantum group is of wild representation type. Finally, in Section 6.3 we provide some circumstantial evidence for the finite-generation of H
• (U ζ (G r ), k) in general. Specifically, we prove that the complexity of finite-dimensional U ζ (G r )-modules is finite and uniformly bounded.
Preliminaries
2.1. Quantized enveloping algebras. Let Φ be a finite, indecomposable root system. Fix a set of simple roots Π ⊂ Φ, and let Φ + and Φ − be the corresponding sets of positive and negative roots in Φ. Write W for the Weyl group of Φ. It is generated by the set of simple reflections {s α : α ∈ Π}. Let ℓ : W → N be the length function on W .
Let ZΦ be the root lattice of Φ. It spans a real vector space E, possessing a positive definite, W -invariant inner product (·, ·), normalized so that (α, α) = 2 if α ∈ Φ is a short root. Given α ∈ Φ, let α ∨ = 2α/(α, α) be the dual root. Let X = {λ ∈ E : (λ, α ∨ ) ∈ Z ∀α ∈ Φ} be the weight lattice of Φ. It is spanned by the set of fundamental dominant weights {̟ α : α ∈ Π}, which are defined by the equations (̟ α , β ∨ ) = δ α,β (β ∈ Π). Let X + = {λ ∈ X : (λ, α ∨ ) ≥ 0 ∀α ∈ Φ + } be the subset of dominant weights. Set ρ = 1 2 α∈Φ + α = α∈Π ̟ α , and let α 0 ∈ Φ + be the highest short root. Then the Coxeter number h of Φ is defined by h = (ρ, α ∨ 0 ) + 1. Let q be an indeterminate. The quantized enveloping algebra U q is the Q(q)-algebra defined by the generators E α , F α , K α , K −1 α : α ∈ Π and the relations in [Jan1, 4.3] . The algebra U q admits the structure of a Hopf algebra, with comultiplication ∆, counit ε, and antipode S defined in [Jan1, 4.8] .
Set
where the divided powers E
Then U A is a free A-module and an A-form for U q [Lus2] . It is also a Hopf subalgebra of U q . For any A-algebra Γ, write U Γ for the algebra U A ⊗ A Γ. We follow the usual convention of writing the superscripts +, − and 0 to denote the positive, negative, and toral subalgebras of U q , of the A-form U A , and of the specializations U Γ . Then, for example, U + q is the subalgebra of U q generated by the set {E α : α ∈ Π}. There exists an involutory Q(q)-algebra automorphism ω of U q satisfying
. It descends to an automorphism of U A . 2.2. Frobenius-Lusztig kernels. Let k be a field of characteristic p = 2, and p = 3 if Φ has type G 2 . Let ℓ ∈ N be an odd positive integer, with ℓ coprime to p, and also ℓ coprime to 3 if Φ has type G 2 . (There should be no confusion between the use of ℓ as an integer, and the use of ℓ for the length function on W .) Fix a primitive ℓ-th root of unity ζ ∈ k. Then k is naturally an A-module under the specialization q → ζ. Define U ζ to be the quotient of
In the language of [AK, APK, APW] , every U ζ -module is a U k -module of type 1. Conversely, every U k -module of type 1 is automatically a U ζ -module. By abuse of notation, we denote from now on the generators of U A as well as their images in U k and U ζ by the same symbols.
The elements {E α , F α , K α : α ∈ Π} of U k generate a finite-dimensional Hopf subalgebra u k of U k . We denote the image of u k in U ζ by u ζ , and call this latter algebra the small quantum group. It is a normal Hopf subalgebra of U ζ (see Section 3.1), and the quotient U ζ //u ζ is isomorphic as a Hopf algebra to Dist(G), the algebra of distributions on the simple, simply-connected algebraic group G over k with root system Φ. (For details on Dist(G), see [Jan2, II.1.12] .) The algebra Dist(G) is also known as the hyperalgebra of G, and denoted by hy(G). The quotient map F ζ : U ζ → Dist(G) was constructed by Lusztig [Lus2, §8] , and is called the quantum Frobenius morphism. For this reason, the algebra u ζ is also called the Frobenius-Lusztig kernel of U ζ . Given a Dist(G)-module V , write V [1] for V considered as a U ζ -module via the morphism F ζ : U ζ → Dist(G).
Set g = Lie(G), the Lie algebra of G. If we wish to emphasize the dependence of the algebras U q , U ζ , u ζ , etc., on the root system Φ of g, then we write
Fix r ∈ N, and suppose p = char(k) > 0. Define U ζ (G r ) to be the subalgebra of U ζ generated by
Then U ζ (G r ) is a finite-dimensional Hopf subalgebra of U ζ , and F ζ (U ζ (G r )) = Dist(G r ), the algebra of distributions on the r-th Frobenius kernel G r of G. We call U ζ (G r ) the r-th Frobenius-Lusztig kernel of U ζ . By definition, the zeroth Frobenius-Lusztig kernel, U ζ (G 0 ), is just the small quantum group u ζ . We refer to the U ζ (G r ) with r ≥ 1 as the higher Frobenius-Lusztig kernels of U ζ . The higher Frobenius-Lusztig kernels of U ζ are defined only if p = char(k) > 0. Indeed, if char(k) = 0 and r ≥ 1, then the subalgebra of U ζ generated by (2.2.1) is all of U ζ [Lus1, Proposition 3.2].
2.3. Braid group automorphisms and integral bases. Let w 0 = s β 1 · · · s β N be a reduced expression for the longest word w 0 ∈ W . For each γ ∈ Φ + , there exist root vectors E γ ∈ U + q and F γ ∈ U − q , defined in terms of certain braid group operators on U q , and depending on the chosen reduced expression for w 0 [Lus2, Appendix] .
For 1 ≤ i ≤ N , set w i = s β 1 · · · s β i−1 (so w 1 = 1), and set γ i = w i (β i ). Then Φ + = {γ 1 , . . . , γ N }, and A-bases for U − A and U + A , respectively, are given by the collections of monomials
: r = (r 1 , . . . , r N ) ∈ N N , and (2.3.1)
where
(triangular decomposition). We thus obtain for any A-algebra Γ a Γ-basis for U Γ . The A-bases for U 
Distinguished subalgebras. Fix a maximal torus T ⊂ G such that Φ is the root system of T in G. Let B ⊂ G be the Borel subgroup of G containing T and corresponding to Φ − . Let U be the unipotent radical of B. To the subgroup schemes U , B, U r , B r , T r , B r T , G r T , and G r B of G, we associate certain distinguished subalgebras of
. Then, for example, U ζ (U r ) admits a basis consisting of all monomials in (2.3.1) with 0 ≤ a i < p r ℓ for all 1 ≤ i ≤ N . Replacing B by its opposite Borel subgroup B + , we similarly define the opposite subalgebras
, etc. If r > 0, then the distinguished subalgebras defined in the previous paragraph generalize those studied in [AK, APK] 
Here u = Lie(U ) and b = Lie(B). These notations are meant to emphasize the similarity between the algebras u ζ (g), u ζ (u), u ζ (b) and the restricted enveloping algebras u(g), u(u), u(b) of the p-restricted Lie algebras g, u, b.
Representation theory
3.1. Normality. Let A be a Hopf algebra, and let B ⊆ A be a subalgebra. Then B is called a normal subalgebra of A if B is closed under the left and right adjoint actions of A on itself. Write B + for the augmentation ideal of B. If B is normal in A, then AB + = B + A, i.e., the left and right ideals in A generated by B + are equal [Mon, Lemma 3.4.2] . For B normal in A, put A//B = A/(AB + ). If B is a normal Hopf subalgebra of A, then A//B inherits from A the structure of Hopf algebra. In this section we show that the Frobenius-Lusztig kernels are normal in U ζ .
Proof. First, if char(k) = 0 (so also r = 0), then u ζ is normal in U ζ by [Lin, Proposition 5.3] . So assume that p = char(k) > 0. Consider (2.2.1) as a subset of the algebra U k , and let U k (G r ) denote the subalgebra it generates. Then it suffices to show that U k (G r ) is normal in U k . Recall that for a Hopf algebra H with bijective antipode S, the left and right adjoint actions are related via the equation
(h ∈ H). So it suffices even to show that U k (G r ) is stable under the left adjoint action of U k on itself.
Given n ∈ N, let φ n be the n-th cyclotomic polynomial. By our assumptions on ℓ and p, the product p r ℓ is odd and coprime to 3 if Φ has type G 2 , so it satisfies the same assumptions as ℓ. The map A = Z[q, q −1 ] → k sending q → ζ maps φ ℓ to zero. Let ϕ be Euler's totient function. According to [Gue] , the polynomial φ p r ℓ factors over F p as (φ ℓ ) ϕ(p r ) . Then the map A → k factors through the quotient A/(φ p r ℓ ). Let ξ ∈ C be a primitive p r ℓ-th root of unity. Then the quotient A/(φ p r ℓ ) identifies with the subring Z[ξ] of the cyclotomic field Q(ξ).
Let U A (G r ) be the subalgebra of U A generated by (2.2.1), considered now as a subset of
, the subalgebra of U Q(ξ) that projects onto the small quantum group associated to the p r ℓ-th root of unity ξ ∈ Q(ξ). Then by the case char(k) = 0, Proof. The algebra U ζ (B) is a Hopf algebra containing u ζ (b), and
3.2. Local finiteness. Let N be one of the distinguished subgroup schemes of G identified in Section 2.4. Recall the definition, due to Andersen, Polo and Wen [AK, APK, APW] , of the category of integrable U ζ (N )-modules. If N is a finite subgroup scheme of G, then every U ζ (N )-module is integrable. Otherwise, a U ζ (N )-module V is integrable if it satisfies the following two conditions:
(1) If T ⊂ N , then V admits a weight space decomposition for U 0 ζ (in the sense of [APW, §1.2] ).
α .v = 0 for all n ≫ 0. Our goal now is to study the integrable representation theory of the distinguished subalgebras U ζ (G r ), U ζ (G r T ), and U ζ (G r B) defined in Section 2.4. Specifically, we wish to characterize the simple integrable modules for these algebras. When r = 0, our results reproduce those of Andersen, Polo and Wen [AK, APK] for the small quantum group. We begin our investigation with the following lemma, which implies that the simple modules we wish to study are all finite-dimensional. First some notation: Given λ ∈ X, there exists a one-dimensional integrable U ζ (B)-module (resp.
denote it by the symbol λ. Lemma 3.2.1. Let V be an integrable U ζ (N )-module. Then V is locally finite, i.e., every finitelygenerated submodule of V is contained in a finite-dimensional submodule of V .
Proof. Let 0 = v ∈ V . To prove the lemma, it suffices to show that v generates a finite-dimensional U ζ (N )-submodule of V . If N is a finite subgroup scheme of G, then U ζ (N ) is finite-dimensional, in which case the result is obvious. If V is a U ζ (N T )-module, then v = µ∈X v µ , a finite sum of weight vectors, and
λ is the Verma module of highest weight λ, generated by the vector 
so it suffices to show that each U ζ .v µ is finite-dimensional, i.e., we may assume that v is a weight vector. Then
By the case N = U , the space
Then by the case N = U + (which is completely analogous to the case N = U ), the space U ζ .v = U + ζ .V ′ is as well. Remark 3.2.2. Conversely, every locally finite U ζ -module is integrable [DS, Theorem A3.7] .
Baby Verma modules. Let ind
be the induction functor for quantized enveloping algebras defined in [AK, APK, APW] . Given λ ∈ X, define the integrable modules
the usual tensor induction functor for Hopf algebras, and define the integrable modules
λ, and
(1) In the category of integrable U ζ (B r T )-modules, Z r (λ) is the projective cover of λ and the
is the projective cover of λ−2(p r ℓ−1)ρ and the injective hull of λ.
Statements (1) and (2) are also true if the modules Z r (λ) and Z ′ r (λ) are replaced by Z r (λ) and Z ′ r (λ), and if the algebras U ζ (B r T ) and U ζ (B + r T ) are replaced by U ζ (B r ) and U ζ (B + r ). Let H be a Hopf algebra with antipode S, and let V be a left H-module. Recall that the dual space V * = Hom k (V, k) is made into an H-module by setting (h.f )(v) = f (S(h).v) for all f ∈ V * , h ∈ H, and v ∈ V . For the Hopf algebras considered in this paper, if V is finite-dimensional, then V * * = (V * ) * is naturally (though not canonically) isomorphic to V as an H-module [Jan1, 5.3(3) ].
In the context of quantized enveloping algebras, it is not a priori clear that there should be any inclusion relations among the modules in (3.4.1). We will eventually prove that the modules in (3.4.1) are in fact equal. First we require the following theorem, which follows from arguments completely analogous to those used in the context of algebraic groups (cf. [Jan2, I.9.6]).
Theorem 3.4.1. Let N ∈ {G r , G r T, G r B}, and let L(λ) be the corresponding module in (3.4.1).
(
Recall that the simple integrable U ζ -modules are parametrized by their highest dominant weights [AK, Proposition 1.6] . Given µ ∈ X + , let L ζ (µ) be the simple integrable U ζ -module of highest weight µ, and let L(µ) be the simple rational G-module of highest weight µ. Now let λ ∈ X + , and write λ = λ 0 + ℓλ 1 with λ 0 ∈ X ℓ and λ 1 ∈ X + . Then by [AK, Theorem 1.10 
Proof. Let ξ ∈ C be a primitive ℓ-th root of unity. Let L ξ (λ) be the integrable type 1 simple U Q(ξ) -module of highest weight λ (i.e., the simple integrable U ξ -module of highest weight λ). Fix
α .x = 0 for all α ∈ Π by [Lus1, Proposition 7 .1], and consequently F (n)
α .x = 0 for all α ∈ Π and n ≥ ℓ by [Lus1, 3.2(c) ]. Now let φ ℓ be the ℓ-th cyclotomic polynomial. Recall that the map
Then V is an integrable U k -module of type 1, i.e., V is an integrable U ζ -module. The module V need not be simple for U ζ , though it does have L ζ (λ) as a simple quotient because dim V λ = 1, and because all other weights µ of V satisfy µ ≤ λ. Furthermore, the image of x in V projects onto the highest weight vector of L ζ (λ). Since for all α ∈ Π and n ≥ ℓ the equality F (n) α .x = 0 holds in L ξ (λ), it must then hold in V ′ , and hence also in V and in its simple quotient L ζ (λ).
Proof. Write λ = λ 0 + ℓλ 1 with λ 0 ∈ X ℓ and λ 1 ∈ X p r . Arguing as in the proof of [Lus1, Theorem 7.4 ], one uses Lemma 3.4.2 to show that
is generated as a U ζ (G r )-module by a highest weight vector 0 = x ∈ L ζ (λ) λ . Then, continuing as in [Lus1] , one uses the simplicity of L ζ (λ 0 ) for u ζ and the simplicity of
Corollary 3.4.4. Let λ ∈ X. The three submodules of Z ′ r (λ) defined in (3.4.1) coincide. Proof. Since any λ ∈ X can be written uniquely as λ = λ ′ + p r ℓµ with λ ′ ∈ X p r ℓ and µ ∈ X, it suffices by Theorem 3.4.1(4) to prove that the three submodules of Z ′ r (λ) coincide in the special case λ ∈ X p r ℓ . So assume λ ∈ X p r ℓ . By Theorem 3.4.3, L ζ (λ) is simple as a U ζ (G r )-module, hence also as a U ζ (G r B)-module and as a U ζ (G r T )-module. Lemma 3.4.2 and (3.4.5) imply that the set of
Remark 3.4.5. Corollary 3.4.4 and Theorem 3.4.1(2) imply that every simple integrable U ζ (G r T )-module lifts uniquely to a simple U ζ (G r B)-module, and every simple integrable U ζ (G r B)-module is isomorphic to exactly one simple integrable U ζ (G r T )-module thus extended. By symmetry, the corresponding statement for U ζ (G r B + ) is also true.
3.5. Injective modules. Given λ ∈ X, let Q ζ,r (λ) denote the injective hull of L ζ,r (λ) in the category of integrable U ζ (G r T )-modules, and let Q ζ,r (λ) denote the injective hull of L ζ,r (λ) in category of integrable U ζ (G r )-modules. By [Dru1, Lemma 3.3] , Q ζ,r (λ) is also injective as a U ζ (G r )-module. Then arguing as in [Jan2, II.11 .3], we get that Q ζ,r (λ) ∼ = Q ζ,r (λ) as U ζ (G r )-modules. Using the results in [Dru1, §3.1-3.2], the proof of the following theorem now only requires a routine translation to the present context of the argument in [Jan2, II.11.4] , where the corresponding result for Frobenius kernels of algebraic groups is proved.
For each µ ∈ X, the number of i with λ i = µ resp. with
Proof. This follows from Proposition 3.5.1, from [Dru1, Proposition 3.9] , and from the argument in [Jan2, II.11.5] .
Set St p r ℓ = L ζ ((p r ℓ − 1)ρ). We call this module the r-th Steinberg module for U ζ . When r = 0, we refer to St ℓ simply as the Steinberg module. The Weyl group W acts on the weights of integrable U ζ -modules by [AK, Proposition 1.7] , so w 0 ((p r ℓ − 1)ρ) = −(p r ℓ − 1)ρ is the lowest weight of St p r ℓ . Then (St p r ℓ ) * is a simple integrable U ζ -module of highest weight (p r ℓ − 1)ρ, hence is isomorphic to St p r ℓ , i.e., St p r ℓ is self-dual. Now (3.4.2-3.4.4) imply that there exist U ζ (G r T )-module isomorphisms 3.6. Characters of simple modules. Let {e(µ) : µ ∈ X} be the canonical basis for the group ring k[X] of the weight lattice X (an additive group). Given a finite-dimensional U ζ -module (resp. G-module) M , the formal character of M is defined by ch M = µ∈X (dim M µ )e(µ). Let λ ∈ X + , and write λ = λ 0 + λ 1 with λ 0 ∈ X ℓ and λ 1 ∈ X + . To compute the formal character of the simple U ζ -module L ζ (λ), it suffices by (3.4.5) to compute the formal characters of L ζ (λ 0 ) and L(λ 1 ) [1] . If p := char(k) = 0, then ch L(λ 1 ) is given by the Weyl character formula, and if ℓ > h, then ch L ζ (λ 0 ) can be computed by the Lusztig character formula [Jan2, II.H.12] . If p > 0, then much less is certain. By relating quantum groups in characteristic zero to algebraic groups in characteristic p > 0, Andersen, Jantzen and Soergel [AJS] have shown that for each root system Φ, there exists an unknown bound n(Φ), depending only on Φ, such that if p > n(Φ), then ch L(λ 1 ) can also be computed by the Lusztig character formula. Unfortunately, no effective lower bound for n(Φ) is known, though Fiebig [Fie] has recently computed a lower bound that is explicit but very large. Now to compute the characters of the simple U ζ -modules when ζ ∈ k and p = char(k) ≫ 0, it remains to compute ch L ζ (λ) for λ ∈ X ℓ . Recall the setup for the proof of Lemma 3.4.2: We have ξ ∈ C a primitive ℓ-th root of unity, and
The module L ξ (λ) is the integrable type 1 simple U Q(ξ) -module of highest weight λ ∈ X ℓ , and ch L ξ (λ) can be computed by the Lusztig character formula.
Theorem 3.6.1. Let λ ∈ X ℓ . There exists an integer N (Φ), depending only on the root system Φ,
Then to prove the theorem, it suffices to show that there exists a integer N (Φ), depending only on the root system Φ (i.e., not depending on the integer ℓ or on the choice of primitive ℓ-th root of unity
are naturally subalgebras of u Q(ξ) and U Q(ξ) , respectively. As remarked in the proof of Lemma 3.4.2, the map
The simple modules for u Q(ξ) and for u k are each parametrized by the same finite set, namely, the cartesian product X ℓ ×(Z/2Z) n ; cf. [APW, §1] . Given λ ∈ X ℓ and the identity element e ∈ (Z/2Z) n , the simple module parametrized by
by Theorem 3.4.1(2), we get by standard results for finite-dimensional algebras that the left regular modules decompose as
Write the above direct sum decomposition for u Q(ξ) as u Q(ξ) ∼ = P 1 ⊕ · · · ⊕ P s , where
, and so on. Let S ⊂ u Q(ξ) be an ordered basis for u Q(ξ) such that the first (dim P 1 ) vectors in S are a basis for P 1 , the second (dim P 2 ) vectors in S are a basis for P 2 , and so on. There exists N ∈ N such that S ⊂
Then the first (dim P 1 ) vectors in S span a u ′ -submodule of u ′ , the second (dim P 2 ) vectors in S span a u ′ -submodule of u ′ , and so on.
Suppose that S is chosen so as to make N as small as possible. In this case, put
It follows that the left regular module u k decomposes as
4. Hopf algebra actions on cohomology 4.1. Cohomology of normal subalgebras. Let A be an arbitrary augmented algebra over k, and let B ⊆ A be a subalgebra. Generalizing the definition of a normal subalgebra given in Section 3.1, we say that B is (left) normal in A if B + A ⊆ AB + . If B is normal in A, put A//B = A/(AB + ). Suppose B is normal in A. Then the space of invariants V B ∼ = Hom B (k, V ) is an A-submodule of V , and the map − B : V → V B is an endofunctor on the category of A-modules.
The cohomology H n (B, W ) of B with coefficients in the B-module W is defined by
In this context, Hom B (k, −) is considered as a functor from the category of B-modules to the category of k-vector spaces. The right derived functors of Hom B (k, −) are defined in terms of B-injective resolutions, whereas the right derived functors of − B are defined in terms of A-injective resolutions. The following lemma gives a sufficient condition for R n (− B )(V ) and H n (B, V ) to be isomorphic as k-vector spaces. Definition 4.2.1. Let H be a Hopf algebra. An algebra A is an H-module algebra if (1) A is an H-module, (2) Multiplication A ⊗ A → A is an H-module homomorphism, and (3) H acts trivially on 1 A ∈ A. Additionally, if A is augmented over k, with augmentation map ε : A → k, we assume for all a ∈ A and h ∈ H that ε(a · h) = ε(a)ε(h). Any Hopf algebra is an H-module algebra over itself via the left and right adjoint actions [Mon, Example 4.1.9 ].
Definition 4.2.2. Let H be a Hopf algebra, A a right H-module algebra, and V a left A-module that is simultaneously a left H-module. Given h ∈ H, write ∆(h) = h (1) ⊗ h (2) . Then we say that the A-and H-module structures on V are compatible if for all v ∈ V , a ∈ A and h ∈ H, we have a.(h.v) = h (1) . ((a · h (2) ).v). Proof. Let v ∈ V A , and let h ∈ H. Then for all a ∈ A, 
Theorem 4.3.1. Let A be an augmented algebra over k, and let B be a normal subalgebra of A.
Assume that A is a right H-module algebra, and that B is an H-submodule of A. Let V be a left A-module with compatible H-module structure. Then (4.3.1) defines a left H-module structure on The cup product ∪ defines a ring structure on H 
Proof. The product ∪ on C • (B, k) is a homomorphism of H-modules.
4.4.
Hopf algebra actions via injective resolutions. Let H be a Hopf algebra, A a right Hmodule algebra, B a normal subalgebra of A stable under the action of H, and V a left A-module with compatible H-action. So far we have described the adjoint action of H on H • (B, V ) in terms of a B-projective resolution of k. Now we give conditions under which the H-module structure on H
• (B, V ) may also be described in terms of an A-injective resolution of V . Recall the bimodule bar resolution 
Proof. One observes that the natural isomorphism
constructed by Osborne for the proof of [Osb, Corollary 3 .12] is a homomorphism of H-modules.
4.5.
Actions on spectral sequences. Our goal now is to show that the action of a Hopf algebra H on an augmented algebra A with normal subalgebra B is well-behaved with respect to the LyndonHochschild-Serre (LHS) spectral sequence associated to the pair (A, B). For future reference in Section 6.2, we recall a construction of the LHS spectral sequence.
Theorem 4.5.1 (Lyndon-Hochschild-Serre Spectral Sequence). Let A be an augmented algebra over k, and let B be a normal subalgebra of A such that A is right B-flat. Let V be a left A-module.
Then there exists a spectral sequence satisfying
Summary of the construction. We follow the construction of [Bar, Chapter VI] . Let P • = B • (A//B) be the left bar resolution of A//B, and let Q • = Q • (V ) be the coinduced resolution of V . Form the first quadrant double complex C = C i,j = Hom A (P i , Q j ). There exist two canonical filtrations on C, the column-wise filtration F • I , and the row-wise filtration F • II , each of which gives rise to a spectral sequence converging to H
• (Tot(C)), the cohomology of the total complex [McC, Theorem 2.16 ]. The spectral sequence determined by F • II collapses at the E 2 -page and converges to H • (A, V ), while the E i,j 2 -term of the spectral sequence determined by F • I is as identified in (4.5.1). Thus, the desired spectral sequence is the one determined by the column-wise filtration F • I of the complex C.
Now let H be a Hopf algebra, A a right H-module algebra, and B a normal subalgebra of A stable under H. Then A//B inherits from A the structure of a right H-module algebra, making P • = B • (A//B) a complex of right H-modules. Suppose that the A-and H-module structures on V are compatible. Then, for each i, j ∈ N, (4.3.1) defines a left H-module structure on C i,j , and this makes Tot(C) a complex of H-modules. Moreover, the filtrations F • I and F • II of Tot(C) are filtrations by H-submodules. Proof. This follows from the given construction of (4.5.1) and from the results in Section 4.4.
Suppose A is a bialgebra and B is a normal sub-bialgebra of A. Then the LHS spectral sequence (4.5.1) admits cup products [Bar, VI.3] . Cup products can also be constructed under weaker conditions on A and B, though a different construction for (4.5.1) is then required. The following theorem will be utilized in Section 6.2. 
Let H be a cocommutative Hopf algebra, and suppose A is a right H-module algebra, and B is an H-submodule of A. Then (4.5.2) is a spectral sequence of left H-module algebras.
Proof. See the construction in the proof of [McC, Theorem 9 .12].
One can show that the spectral sequences (4.5.1) and (4.5.2) are isomorphic from the E 2 -page onward; see [Bar, VIII.3] . Implicit in (4.5.2) is the fact that when B is central in A, the action of A//B on H
• (B, k) is trivial; see [GK, Lemma 5.2 .2].
Cohomology of the first Frobenius-Lusztig kernel
Our goal now is to study the cohomology ring H • (U ζ (G 1 ), k) for the Frobenius-Lusztig kernel U ζ (G 1 ) of U ζ . The first step is to compute the cohomology ring H
• (u ζ , k) for the small quantum group u ζ . 5.1. Cohomology of the small quantum group. The strategy for computing the cohomology ring H
• (u ζ , k) when p := char(k) > 0 is largely analogous to the strategy of Ginzburg and Kumar for the case k = C. We summarize the main points of the computation for later reference in Section 5.2. For more details on the case p > 0, see [Dru2] .
Theorem 5.1.1. There exists a first quadrant spectral sequence of G-modules satisfying
Proof. Define functors F 1 and F 2 from the category of integrable U ζ (B)-modules to the category of rational G-modules by
, −), and
Here we have identified the category of rational G-modules with the category of locally finite Dist(G)-modules [Sul] , and the category of rational B-modules with the category of integrable Dist(B)-modules [CPS2, Theorem 9.4]. The induction functors H 0 (U ζ /U ζ (B), −) and ind G B (−) are left exact and take injective modules to injective modules. The fixed-point functor (−) u ζ is right adjoint to the (exact) forgetful functor (−) [1] from the category of of rational G-modules to integrable U ζ -modules, so maps injective modules to injective modules. Similarly, the fixed-point functor (−) u ζ (b) maps injective modules to injective modules.
In the definition of F 1 , (−) u ζ is considered as a functor from the category of integrable U ζ -modules to the category of rational G-modules. The right derived functors R i (− u ζ ) are defined in terms of injective resolutions by integrable U ζ -modules. Since the induction functor H 0 (U ζ /u ζ , −) is exact by [AK, Corollary 2.3] , it follows from a standard argument (see, e.g., [CPS1, Proposition 2.1]) that injective integrable modules U ζ -modules are injective for u ζ . Then we may identify identify R i (− u ζ ) with H i (u ζ , −). Similarly, we may identify the right derived functors R i (− u ζ (b) ) with H i (u ζ (b), −). The functors F 1 and F 2 are both right adjoint to the functor (−) [1] | U ζ (B) , hence are naturally isomorphic. Then by [Jan1, I.4 .1], there exist spectral sequences
, and
converging to the same abutment. By [RH, Theorem 5.5 ], H i (U ζ /U ζ (B), k) = 0 for all i > 0. Then the first spectral sequence collapses at the E 2 page, giving
• (u ζ , k). So the second spectral sequence is the spectral sequence of the theorem.
Remarks 5.1.2.
(1) In the case p = 0, Andersen, Polo and Wen [APK, APW] prove by different methods that every (finite-dimensional) injective U ζ -module restricts to an injective u ζ -module. (2) It follows from Proposition 4.4.1 that the G-module structure on H
• (u ζ , k) in (5.1.1) is equivalent to the adjoint action of Dist(G) ∼ = U ζ //u ζ on H
• (u ζ , k).
By Lemma 4.3.3 and Corollary 3.1.2, the ring H 
Proof. The argument in [GK, §2.5 
as U 0 ζ -module algebras in the case p = 0 applies equally well if p > 0. On the other hand, the argument in [GK, §2.6 ] for the U ζ (B)-action on H
• (u ζ (b), k) does not generalize to the case p > 0, because then Dist(U ) ∼ = U ζ (U )//u ζ (u) is not generated by the images of the ℓ-th divided powers in U
. Then Lemma 4.3.3 and the fact that
Recall that p = char(k) is said to be good for the root system Φ if p > 2 (resp. p > 3, p > 5) when Φ has a component not of type A (resp. has a component of exceptional type, resp. of type E 8 ). We now finish the computation of H
• (u ζ , k) when ℓ > h and when p = char(k) is good for Φ.
Theorem 5.1.4. Suppose ℓ > h, and that k is algebraically closed of characteristic good for Φ. Then H odd (u ζ , k) = 0, and there exist G-module algebra isomorphisms
is the coordinate ring of the variety N of nilpotent elements in g = Lie(G). In particular, H
• (u ζ (g), k) is finitely generated as a ring.
Proof. Since p is good for Φ, we have R i ind G B S • (u * ) = 0 for all i > 0 by [KLT, Theorem 2] . Then the spectral sequence (5.1.1) collapses at the E 2 -page, yielding H odd (u ζ , k) = 0, and the
is an isomorphism of algebras by the argument in [AJ, Remark 3.2] . For p good, the map ρ :
The G-module structure of H
• (u ζ , k) can also be determined for most values of ℓ smaller than h; see [BNPP, Dru2] . The last theorem of this section was obtained in the special case char(k) = 0 by Mastnak, Pevtsova, Schauenburg and Witherspoon [MPSW] as a corollary to their study of the cohomology of finite-dimensional pointed Hopf algebras. Their techniques apply equally well to the study of H
• (u ζ , k) when char(k) > 0, because the group G(u ζ ) of grouplike elements in u ζ is isomorphic to (Z/ℓZ) n , hence semisimple over k.
Theorem 5.1.5. [MPSW, Corollary 6 .5] The cohomology ring H
• (u ζ , k) is finitely generated. For any finite-dimensional u ζ -module M , H
• (u ζ , M ) is finitely-generated as a module over H • (u ζ , k).
Restriction maps.
Let Φ J ⊆ Φ be an indecomposable root subsystem of Φ corresponding to a subset of simple roots J ⊆ Π. Set Φ ′ = Φ J , and let u ζ (g ′ ), u ζ (b ′ ), u ζ (u ′ ) be the small quantum groups defined in terms of Φ ′ . Then the inclusion of root systems Φ ′ ⊆ Φ induces injective algebra homomorphisms 
is simply the restriction of functions from u to u ′ .
Let G ′ be the simple, simply-connected algebraic group over k with g ′ = Lie(G ′ ), and let B ′ ⊂ G ′ be the Borel subgroup of G ′ with b ′ = Lie(B ′ ). Write N ′ for the variety of nilpotent elements in g ′ .
Lemma 5.2.2. Suppose ℓ > h and that k is algebraically closed of characteristic good for both g and g ′ . Then under the identifications
Proof. Let F ′ 1 , F ′ 2 be the functors from the category of integrable U ζ (B ′ )-modules to the category of rational G ′ -modules defined by substituting the symbols g ′ , b ′ , B ′ , G ′ for the symbols g, b, B, G in (5.1.2). Any integrable U ζ (B)-module is by restriction an integrable U ζ (B ′ )-module. Now define natural transformations η 1 : F 1 → F ′ 1 and η 2 : F 2 → F ′ 2 as follows:
Call this map ind(ε). Define η 1 to be the restriction of ind(ε) to the subspace
→ F 2 be the natural equivalence arising from the fact that F 1 and F 2 are both right adjoint to the functor (−) [ 
and F ′ 2 . Then η 1 and η 2 commute with θ and θ ′ , i.e.,
is the restriction homomorphism, and under the identifica-
identifies with the restriction of functions S • (u * ) → S • (u ′ * ). Then by Frobenius reciprocity, the maps
must be the same, because they are both G ′ -module homomorphisms whose compositions with the evaluation map ind
are the restriction of functions from N to u ′ .
5.3.
Cohomology of the first Frobenius-Lusztig kernel. Friedlander and Parshall [FP1] were able to prove the finite-generation of the cohomology ring H
• (G 2 , k) for the second Frobenius kernel of G by studying the Lyndon-Hochschild-Serre spectral sequence
We now imitate their approach to study the cohomology ring for the first Frobenius-Lusztig kernel U ζ (G 1 ) of U ζ . Throughout this section, assume k to be algebraically closed, with p = char(k) odd and very good for G (i.e., p is good for G, and p ∤ n + 1 if Φ has type A n ). Also assume ℓ > h, so that the algebra isomorphism
free (in particular, flat) for both the left and right regular actions of
Proof. To prove that U ζ (G s ) is free as a left U ζ (G r )-module, it suffices by [Kop, Corollary 1.7 ] to show that the left regular representation for U ζ (G r ) lifts to U ζ (G s ). For this we follow the strategy in the proof of [Kop, Theorem 5.1(i) ]. Then the freeness of U ζ (G s ) as a right U ζ (G r )-module follows by applying the antipode S of U ζ .
By (3.5.1) and [Dru1, Corollary 3.5] , the p r ℓ-th Steinberg module St p r ℓ is free as a left U ζ (U r )-module. Since U ζ (U r ) is a subalgebra of the Hopf algebra U ζ (G r ), there exists by restriction a
were a Hopf subalgebra of U ζ (G r ), then this would follow from the usual tensor identity for the tensor induction functor. Nevertheless, the usual maps giving the inverse isomorphisms of the tensor identity yield in this case an isomorphism coind(k ⊗ St p r ℓ ) ∼ = coind(k) ⊗ St p r ℓ . Specifically, the following linear maps are well-defined U ζ (G r )-homomorphisms:
Here h ∈ U ζ (G r ), v ∈ k, and w ∈ St p r ℓ . The well-definedness here of ϕ and ψ is dependent on the fact that the first factor in k ⊗ St p r ℓ is the trivial module. Gr) , the restriction to U ζ (G r ) of a U ζ -module. In particular, the left regular representation of U ζ (G r ) lifts to U ζ (G s ).
By Lemma 5.3.1 and Theorem 4.5.2, there exists a spectral sequence of U ζ -modules satisfying
Applying the isomorphism U ζ (G 1 )//u ζ (g) ∼ = Dist(G 1 ) and the results of Section 5.1, we rewrite (5.3.1) as E i,j
In particular, E i,j 2 (g) = 0 unless j is even.
Let ν denote the highest root in Φ. If Φ has only one root length, then ν is the minimal element among the non-zero dominant weights lying in the root lattice.
Lemma 5.3.2. [FP1, Lemma 1.5] Suppose Φ has rank n. Let w ∈ W be such that −w·0 = ρ−wρ ≥ sν for some positive integer s. Then ℓ(w) ≥ n + s − 1.
Proposition 5.3.3. In the spectral sequence (5.3.2), suppose E i,j 2 (g) = 0 with i + j = 2p + 1. Write j = 2p − 2s for some 0 ≤ s ≤ p.
Proof. The proof here follows exactly the strategy of [FP1, Proposition 1.6]. We provide the details in order to show that the argument extends to good characteristics. (The original result is proven under the assumption p > h.) Set n = rank(Φ), and write Π = {α 1 , . . . , α n }, with the simple roots ordered as in [Hum1] . Since p is good for G, the rational G-module ind G B S j/2 (u * ) admits a good filtration [Jan2, II.12.12] . The non-vanishing of E i,j 2 (g) then implies that there exists a weight µ ∈ X + such that µ is a weight of ind G B S j/2 (u * ), and such that H i (G 1 , H 0 (µ)) = 0. If j > 0, then µ = w · 0 + pλ = 0 for some λ ∈ X + and some w ∈ W with ℓ(w) ≤ i. Indeed, the proof of [AJ, Corollary 5.5 ] (which establishes the given form for µ in the classical p > h case) remains valid for p good if we apply the stronger form of [AJ, Proposition 5.4 ] proved in [KLT, Theorem 2] .
It follows from the isomorphism
, and weights of S p−s (g * ) must be less than or equal to (p − s)ν. Since p is very good for G (by assumption), we have p ∤ [X : ZΦ], hence λ = (µ − w · 0)/p ∈ X + must belong to the root lattice. This implies that λ ≥ ν by the comment immediately preceding Lemma 5.3.2. Now we get −w · 0 = pλ − µ ≥ sν + p(λ − ν) ≥ sν, so Lemma 5.3.2 implies that i ≥ ℓ(w) ≥ n + s − 1. The inequality −w · 0 ≥ sν also implies n ≥ s (resp. 2(n − 1) ≥ s) if Φ has type A n (resp. type D n ), because there are only n (resp. 2(n − 1)) roots greater than or equal to α 1 in Φ. Since i = 2s + 1, this proves the proposition.
We can now prove the main theorem of this section.
Theorem 5.3.4. Assume k to be algebraically closed with p = char(k) odd and very good for G. Assume also that ℓ is odd, ℓ > h, and that one of the following conditions is satisfied:
(1) Φ is either of type A n or of type D n , and n > p + 2, (2) Φ is of type A n and ℓ ≥ n + 4 = h + 3, or (3) Φ is of type D n and ℓ ≥ 4n = 2h + 4.
Then for any finite-dimensional
Proof. By Theorem 4.5.2, there exists a spectral sequence satisfying
Identifying U ζ (G 1 )//u ζ (g) with Dist(G 1 ), we rewrite (5.3.3) as
Moreover, since u ζ is a Hopf subalgebra of U ζ (G 1 ), the spectral sequence E r (M ) is a module over the spectral sequence E r (k). Applying Theorem 5.1.5, we obtain the following situation: H • (u ζ (g), k) is a Noetherian k-algebra on which G 1 acts rationally by k-algebra automorphisms, H
• (u ζ (g), M ) is a rational G 1 -module on which H
• (u ζ (g), k) acts compatibly, and H • (u ζ (g), M ) is a finite module for H • (u ζ (g), k). Then by [vdK, Lemma 3.3, Theorem 3.5 
To prove the assertion of the theorem, it now suffices by a standard argument (cf. [Eve, Lemmas 7.4.4, 7.4.5] ) to show that E •,• 2 (g) is finitelygenerated over a Noetherian subalgebra of permanent cycles.
Define S ⊂ H 2p (u ζ (g), k) to be the vector subspace spanned by all p-th powers of elements of H 2 (u ζ (g), k), and let R ⊂ H • (u ζ (g), k) be the subalgebra generated by S. k) ), because G 1 acts trivially on all p-th powers of elements in H • (u ζ (g), k). Also, H
• (u ζ (g), k) is finitely-generated over R. Applying [vdK, Lemma 3 .3] again, we conclude that E
•,• 2 (g) is finitely-generated over the subalgebra H R) consists of permanent cycles. Since the differential of (5.3.1) is an algebra derivation, it suffices to show that the subspace S ⊂ E (1) is satisfied.
By assumption, rank(Φ) = n. For each m ≥ n, let Φ m be the rank m indecomposable root system of the same Lie type as Φ, and let g m be the corresponding simple Lie algebra over k. Then the inclusion of root systems Φ ⊆ Φ m induces an inclusion of algebras U ζ (g) ⊂ U ζ (g m ), hence a morphism of spectral sequences f
If ℓ is at least the Coxeter number of Φ m , so that Theorem 5.1.4 holds for u ζ (g m ) as well as for u ζ (g), then we can apply Lemma 5.2.2 to conclude that S ⊆ im(f
0,2p 2
). Now suppose condition (2) is satisfied, so that Φ has type A n and ℓ ≥ n + 4. Then Φ ⊂ Φ n+3 , and for each 1 ≤ s ≤ p, we have the following commutative diagram (where g ′ = g n+3 ):
Since ℓ is at least the Coxeter number of Φ n+3 , we have S ⊆ im(f 0,2p 2 ). It follows then from the commutativity of (5.3.5) that d
2s+1 (g)(S) = 0 for all 1 ≤ s ≤ p. This proves that the set S consists of permanent cycles whenever condition (2) is satisfied. The proof that S consists of permanent cycles whenever condition (3) is satisfied is similar, and the details are left to the reader. (Embed Φ in Φ 2n+1 , which has Coxeter number 2(2n + 1) − 2 = 4n. Then argue as for type A, using part (b) of Proposition 5.3.3.)
Higher Frobenius-Lusztig kernels
In this section we study the cohomology rings H
• (U ζ (B r ), k) and H • (U ζ (U r ), k) for the subalgebras U ζ (B r ) and U ζ (U r ) of U ζ (G r ) corresponding to the Borel subgroup B and its unipotent radical U . In the classical situation, finite-generation for H
• (U r , k) can be proven via an inductive approach, by considering a filtration on U r by unipotent subgroups. For quantum groups the approach is similar in spirit, though much more technically complicated. The approach we follow here is inspired by the techniques of Ginzburg and Kumar [GK, §2.4] .
6.1. Algebra filtrations. For r, s ∈ N N and µ ∈ ZΦ, define the total height of the monomial
View Λ := N 2N +1 as a totally ordered semigroup via the reverse lexicographic ordering. Given η ∈ N 2N +1 , define U q,η to be the linear span in U q of all monomials
Then the collection of subspaces U q,η for η ∈ Λ forms a multiplicative Λ-filtration of U q [DCP, §10.1] . This filtration induces multiplicative filtrations on U ζ and on U ζ (G r ). Fix r ∈ N. We transform the Λ-filtration on U ζ (G r ) into an N-filtration as follows. Set θ = 2p r ℓ. Given r, s ∈ N N and u
The associated graded algebras arising from the Λ-and N-filtrations on U ζ (G r ) are canonically isomorphic as non-graded algebras.
By restriction, we obtain an N-filtration on U ζ (U r ). Let Φ + = {γ 1 , . . . , γ N } be an enumeration of Φ + as in Section 2.3. Given α, β ∈ Φ + , write α ≺ β if α = γ i , β = γ j , and i < j. Now define A to be the twisted polynomial algebra with generators
and relations
(6.1.3) Applying [Dru1, Lemma 2.1], one sees that the associated graded algebra gr U ζ (U r ) is generated as an algebra by the symbols (6.1.2), subject to the relations (6.1.3), as well as the following additional relations:
The algebra gr U ζ (U r ) inherits the structure of a U 0 ζ -module algebra, such that X α has weight −α for U 0 ζ , and X p i ℓα has weight −p i ℓα for U 0 ζ . Similarly, gr U ζ (U + r ) is also a U 0 ζ -module algebra, with generators Y α , Y p i ℓα : α ∈ Φ + , 0 ≤ i ≤ r − 1 of weights α and p i ℓα for U 0 ζ , respectively. The algebra gr U ζ (T r ) is canonically isomorphic to U ζ (T r ).
Lemma 6.1.2. The algebra gr U ζ (G r ) is the smash product of U ζ (T r ) and the tensor product of
6.2. Finite generation for nilpotent and Borel subalgebras. Define the algebra Λ • ζ,r to be the graded algebra with generators
each of graded degree 1, subject to the following relations: We now follow the strategy of [GK, §2.4 ] to compute the structure of the cohomology ring H
• (gr U ζ (U r ), k). While we could use results of Mastnak, Pevtsova, Schauenburg and Witherspoon [MPSW, Theorem 4 .1] to compute H
• (gr U ζ (U r ), k) directly, the extra information we obtain as a result of the inductive approach below will enable us to study the cohomology of the ungraded algebra U ζ (U r ).
Enumerate the indeterminates in (6.1.2) as X 1 , X 2 , . . . , X m . If X j = X α for some α ∈ Φ + , set X ǫ j = X ℓ j ; otherwise, set X ǫ j = X p j . For 1 ≤ j ≤ m, let R j be the vector subspace of A spanned by the elements X ǫ 1 , X ǫ 2 , . . . , X ǫ j , and let Z j be the central subalgebra of A generated by R j . Set
, where the elements of S 1 (R * j ) = R * j = Hom k (R j , k) are assigned graded degree two. Proof. We proceed by induction on j, following the strategy of [GK, §2.4] . In fact, with the exception of Step 4, the proof is formally the same as that given by Ginzburg and Kumar for the case r = 0.
If j = 0, the proposition reduces to Lemma 6.2.1, so assume by induction that the proposition is true for all 0 ≤ i ≤ j. Let A = A j+1 be the central subalgebra of u j generated by X ǫ j+1 . Then u j //A ∼ = u j+1 , and u j is free over A. Then by Theorem 4.5.3, there exists a spectral sequence of U 0 ζ -module algebras satisfying
Step 1. For each a ≥ 0, the restriction homomorphism r a :
Proof. By the induction hypothesis, H • (u j , k) is generated by elements of degree ≤ 2, so it suffices to prove the surjectivity of r 1 and r 2 . The map r 1 is an isomorphism because, for any augmented algebra B, H 1 (B, k) ∼ = (B + /B 2 + ) * . The surjectivity of r 2 follows from [Gor, Lemma 2.10].
Step 2. In (6.2.5), E a,b ∞ = 0 for all b > 0. Proof. There exists a commutative diagram
By
Step 1, r a is surjective. Then the inclusion E a,0 ∞ ֒→ H a (u j , k) must be an isomorphism, hence if X j+1 = X γ for some γ ∈ Φ + , and ǫ = p otherwise. Since a = b, and since ℓ and p are odd, we must have χ a + χ b = ǫ · χ j+1 . This forces c = 0. The other relations among the x i are proved in a similar manner.
Step 5. The element v introduced in Step 3 is not a zero-divisor in H • (u j+1 , k).
Proof. By
Step 2, E a,1 3
2 in (6.2.5) must be injective. Now for
The results of Steps 3-5 complete the proof of the proposition.
The multiplicative filtration on U ζ (U r ) induces a decreasing filtration on the cobar complex
, and hence gives rise to a spectral sequence of algebras 2.8) where the subscript on the E 1 -term denotes the internal grading induced by the grading of gr U ζ (U r ).
Recall the notation introduced just before Proposition 6.2.2. Set R = R m and Z = Z m . Then
, where the space R * = S 1 (R * ) is assigned graded degree two.
Proposition 6.2.3. In (6.2.8), the subspace
Proof. Consider the LHS spectral sequence for the pair (A , Z ) constructed in Theorem 4.5.1: 2 . Choose j ∈ {1, . . . , m}, and let x j ∈ R * ∼ = H 1 (Z , k) be dual to X ǫ j ∈ R. Then a cocycle representative for x j in C 1 (Z , k) ∼ = Hom k (Z + , k) is the linear map dual to the vector X ǫ j ∈ Z + . We will determine an explicit cocycle representative in C 2 (gr U ζ (U r ), k) for d 0,1 2 (x j ) ∈ H 2 (gr U ζ (U r ), k), and then show that this cocycle representative is induced by a cocycle in C 2 (U ζ (U r ), k). Since cocycles in C • (U ζ (U r ), k) become permanent cycles in (6.2.8), this will prove the proposition.
The spectral sequence (6.2.9) is the spectral sequence arising from the column-wise filtration on the double complex C = C By [McC, Theorem 2.7] , the E is then induced by the total differential of Tot(C). We claim that x j ∈ E 0,1 2 is represented by the element f 0,1 ⊕ f 1,0 ∈ C 0,1 ⊕ C 1,0 , and that d 0,1 2 (x j ) ∈ E 2,0 2 is represented by f 2,0 ∈ C 2,0 , where the elements f 0,1 , f 1,0 , and f 2,0 are defined as follows:
• f 0,1 ∈ Hom k (A + ⊗ A //Z , k) ∼ = C 0,1 evaluates to 1 on the monomial X a j ⊗ X b j if a ≥ 1 and a + b = ǫ, and evaluates to zero on all other monomial basis elements of A + ⊗ A //Z .
• f 1,0 ∈ Hom k ((A //Z ) + , Hom k (A //Z , k)) ∼ = C 1,0 sends the monomial X a j (1 ≤ a < ε) to the linear map g 1,0,a ∈ Hom k (A //Z , k), and evaluates to zero on all other monomial basis elements of (A //Z ) + . For 1 ≤ a < ǫ, the linear map g 1,0,a ∈ Hom k (A //Z , k) is the function dual to the basis vector X ǫ−a j ∈ A //Z . We must check that the image of f 0,1 ⊕ f 1,0 in E 0,1 2 is x j . Since A is flat (in fact, free) as a right Z -module, the cohomology ring H
• (Z , k) may be computed by applying the functor − Z to either an A -injective or a Z -injective resolution of k. Write Q • (k) for the coinduced resolution of k as an A -module, and write Q ′ • (k) for the coinduced resolution of k as a Z -module. Then is induced by the differential of Q • (k). On the other hand, Q ′
• (k) Z ∼ = C • (Z , k) as complexes, and under the restriction homomorphism Q • (k) Z → Q ′ • (k) Z , f 0,1 is mapped to the cocycle f ∈ C 1 (Z , k) that is dual to the vector X ǫ j . This proves the claim for f 0,1 ⊕ f 1,0 .
We now define a cocycle f 2 ∈ C 2 (U ζ (U r ), k) that induces f 2,0 ∈ ker d v | C 2,0 ∼ = C 2 (A //Z , k). If X j = X α for some α ∈ Φ + , set F j = F α . If X j = X p i ℓα for some α ∈ Φ + and some i ≥ 0, set F j = F (p i ℓ) α . Now define f 2 ∈ C 2 (U ζ (U r )) ∼ = Hom k (U ζ (U r ) ⊗2 + , k) to be the linear map that evaluates to 1 on the monomial F a j ⊗ F b j if a, b ≥ 1 and a+ b = ǫ, and evaluates to zero on all other monomial basis elements of U ζ (U r ) ⊗2 + . We claim that f 2 is a cocycle in C • (U ζ (U r )). Indeed, let δ be the differential of the cobar complex C • (U ζ (U r )), and let F (a) , F (b) , F (c) ∈ U ζ (U r ) + (a, b, c ∈ N N ) be monomial basis vectors for U ζ (U r ). ⊗ F c j ), and this evaluates to zero for all possible combinations of a, b, c. Thus f 2 ∈ ker δ. Finally, it is clear that f 2 induces the map f 2,0 , hence that x j ∈ R * ⊂ H 2 (gr U ζ (U r ), k) is a permanent cycle in (6.2.8).
Remark 6.2.4. Bendel, Nakano, Parshall and Pillen prove the previous proposition in the special case r = 0 by a weight argument, though they must assume ℓ > 3 whenever Φ has type B or C; see [BNPP, Proposition 6.2.2] . Our proof does not require the extra assumption on ℓ.
Corollary 6.2.5. The cohomology ring H • (U ζ (U r ), k) is finitely generated.
Proof. This follows from Proposition 6.2.3 and [MPSW, Lemma 2.5].
Let A be an arbitrary augmented algebra over k, and let M be a left A-module. Then H • (A, M ) = Ext 
