Traditional methods of data collection are often expensive and time consuming. We propose a novel data collection technique, called Bayesian Adaptive Sampling (BAS), which enables us to capture maximum information from minimal sample size. In this technique, the information available at any given point is used to direct future data collection from locations that are likely to provide the most useful observations in terms of gaining the most accuracy in the estimation of quantities of interest. We apply this approach to the problem of estimating the amount of carbon sequestered by trees. Data may be collected by an autonomous helicopter with onboard instrumentation and computing capability, which after taking measurements, would then analyze the currently available data and determine the next best informative location at which a measurement should be taken. We quantify the errors in estimation, and work towards achieving maximal information from minimal sample sizes. We conclude by presenting experimental results that suggest our approach towards biomass estimation is more accurate and efficient as compared to random sampling.
INTRODUCTION
Bayesian Adaptive Sampling (BAS) is a methodology which allows a system to examine currently available data in order to determine new locations at which to take new readings. This procedure leads to the identification of locations where new observations are likely to yield the most information about a process, thus minimizing the required data that must be collected. As an example of the application of this methodology, we examine the question of standing woods in the United States.
In order to estimate the amount of carbon sequestered by trees in the United States, the amount of standing woods must be estimated with quantifiable uncertainty (Wheeler, 2006) . Such estimates come from either satellite images or near ground measurements. The amounts of error in the estimates from these two approaches are currently unknown. To this end, an autonomous helicopter with differential GPS (Global Positioning System), LIDAR (Light Detection and Ranging), stereo imagers, and spectrometers has been developed as a testing platform for conducting further studies (Wheeler, 2006) . These instruments are capable of measuring the reflectance data and the location of the Sun and helicopter in terms of the zenith and the azimuth angles (Figure 1 ). The objective is to develop a controlling software system for this robotic helicopter, which optimizes the required ground sampling.
The first simplistic data collection method is to conduct an exhaustive ground sampling i.e. to send the helicopter to every possible location. The second approach is to perform random sampling until the estimates have acceptable standard errors. Although random sampling presents a possibility that the helicopter will take samples from the locations that offer the greatest amount of information and therefore reduce the needed sample size, there is no guarantee that such a sample set will be chosen every time. The third and more efficient method is to take only a few samples from "key" locations that are expected to offer the greatest amount of information. The focus of this paper is to develop a methodology that will identify such key locations from which the helicopter should gather data.
Figure 1: θ S , φ S are the zenith and the azimuth angles of the Sun, and θ V , φ V are the zenith and the azimuth angles of the view, respectively (Wheeler, 2006 ).
In the work described here, the key locations are identified using current and previously collected data. The software works in tandem with the sampling hardware to control the helicopter's position. Once a sample has been taken, the data are fed into the system, which then calculates the next best location to gather further data. Initially, the system assumes an empirical model for the ground being examined. With each addition of data from the instruments, the parameter estimates of the model are updated, and the BAS methodology is used to calculate the helicopter's next position. This process is repeated until the estimated uncertainties of the parameters are within a satisfactory range. This method allows the system to be adaptive during the sampling process and ensures adequate ground coverage.
The methodology employs a bi-directional reflectance distribution function (BRDF), in which the calculation of the amount of reflection is based on the observed reflectance values of the object, and the positions of the Sun and the viewer (Nicodemus, 1970) . The advantage of using this function is that it enables the system to compensate for different positions of the Sun during sampling. Once the reflectance parameters are estimated, BAS uses the principle of maximum entropy to identify the next location where new observations are likely to yield the most information.
In summary, the BAS methodology allows the system to examine currently available data with regards to previously collected data in order to determine new locations at which to take new reflectance readings. This procedure leads to the identification of locations where new observations are likely to yield the most information.
RELATED WORK
Computing view points based on maximum entropy using prior information has been demonstrated by Arbel et al., 1970 . They used this technique to create entropy maps for object recognition. Vazquez et al., 2001 also demonstrated a technique for computing good viewpoints; however their research was based on Information Theory. Whaite et al., 1994 developed an autonomous explorer that seeks out those locations that give maximum information without using a priori knowledge of the environment. Makay, 1992 used Shannon's entropy to obtain optimal sample points that would yield maximum information. The sample points are taken from the locations that have largest error bars on the interpolation function. In our work, the optimal locations that offer maximum amount of information are identified using the principle of maximum entropy, where the maximization is performed using techniques suggested by Sebastiani et al., 2000. 
MODEL
The model for the data used in our framework is based on the semi-empirical MISR (multi-angle imaging spectrometer) BRDF Rahman model (Rahman et al., 1993) : 
METHODOLOGY
Our framework consists of the following two steps:
1. Parameter Estimation: In this step, we estimate the values of the parameters ( ρ , k and b ), and their covariance matrix and standard errors, given the data collected to date of the amount of observed reflected light, and the zenith and azimuth angles of the Sun and the observer. 2. Bayesian Adaptive Sampling (Optimal Location Identification): In this step, we use the principle of maximum entropy to identify the key locations from which to collect the data. Once the key location is identified, the helicopter goes to that location and the instruments on the helicopter measure the reflectance information. This information is then fed into the Parameter Estimation stage and the new values of the parameters ( ρ , k and b ) are calculated. This process is repeated until the standard errors of the parameters achieve some predefined small value, ensuring adequacy of the estimated parameters ( Figure 2 ).
IMPLEMENTATION

Parameter Estimation
The input to this module is the observed reflectance value (r), zenith and azimuth angles of the Sun ) , ( [ ] 
Second, regression is performed on our linearized model to calculate the estimates of the following quantities:
• ρ , k and b , the parameters This procedure is repeated until the estimate of ρ converges.
Bayesian Adaptive Sampling
This module identifies the best informative location ) , ( v v φ θ to which to send the helicopter. We employ the principle of maximum entropy, in which the available information is analyzed in order to determine a unique epistemic probability distribution. The maximization is performed as per techniques suggested by Sebastiani et al., 2000 , where in order to maximize the amount of information about the posterior parameters, we should maximize the entropy of the distribution function. Mathematically, maximizing the entropy is achieved by maximizing
where ∑ is covariance matrix of the error terms, 
EXPERIMENT
We conduct two simulated experiments in which the estimates of the model parameters are calculated. In the first experiment, "Estimation Using Random Observations", the data is collected by sending the helicopter to random locations. In the second experiment, "Estimation using BAS", the data is collected using BAS. The experiments are conducted under the following assumptions:
• The view zenith angle ( v θ ) is between 0 and 2 / π , and the view azimuth angle ( v φ ) is between 0 and 2π ( ≈ 6.283185).
• The Sun moves 2π radians in a 24-hour period, i.e., at the rate of slightly less then 0.005 radians per minute.
• It takes about 2 minutes for the helicopter to move to a new location. Thus, the position of the Sun changes approximately 0.01 radians between measurements. In our simulation, the true values of the parameters ρ , k and b are 0.1, 0.9, and -0.1, respectively. For the purpose of this paper, the observed values were simulated with added noise from the process with known parameters. This allows us to measure the efficacy of the algorithm in minimizing the standard errors of the parameter estimates, and also the estimates of the parameters. In actual practice, the parameters would be unknown, and we would have no way of knowing how close our estimates are to the truth, that is, if the estimates are as accurate as implied by the error bars.
Estimation using Random Observations
In this experiment, we send the helicopter to 20 random locations to collect data. Starting with the fifth observation, we use the regression-fitting algorithm on the collected input data set (the observed reflectance information, and the positions of the Sun and the helicopter), to estimate the values of the parameters ρ , k , b as well as their standard errors. Table 1 shows the results of this experiment
Estimation using BAS
In this experiment, the first five locations of the helicopter are chosen simultaneously using an uninformative prior distribution (i.e., as no estimate Subsequently, we use BAS to calculate the next best informative location for the helicopter to move to in order to take a new reflectance observation., in which case the X matrix contains rows associated with previous observations, and (9) Table 2 shows the results from this experiment. In both experiments, estimates of the parameters, along with their standard errors, cannot be formed until at least five observations have been taken. , than the estimates based on data from the randomly chosen locations. Also, the error bars using BAS are much shorter indicating higher confidence in the estimates of the parameters based on the "well chosen locations", i.e., the length of the error bar for the estimate calculated using data/observations from five well chosen locations is as short as the error bar based on data collected from 20 random locations.
RESULTS
In
Within each figure (Figure 3 , Figure 4 and Figure  5 ), the horizontal axis indicates the number of observations between five and twenty that were used in forming the estimates. The vertical axis is on the scale of the parameter being estimated. Above each observation number, an "o" represents the estimate (using the data from the first observation through the observation number under consideration) of the parameter using the randomly chosen locations and the observations from those locations. The "x" represents the estimate of the parameter using observations taken at locations chosen through BAS.
The error bars are the standard errors of the estimated parameter based on these observations taken at "well chosen locations". The "bar" is the error bar, which extends one standard error above and below the parameter estimate. The horizontal line represents the true value of the parameter in our simulation.
Note that in Figure 4 and Figure 5 , the error bars rarely overlap the true value of the parameter. This can be attributed to two factors. In large part, this is due to the fact that they are "error bars" with a length of one standard error beyond the point estimate. Traditional 95% statistical confidence intervals based on two standard errors would in virtually every case overlap the true values. Additionally, these are cumulative plots, in which the same data is used, adding observations to form the parameter estimates as one moves to the right in each figure. Thus the point estimates and error bars are dependent upon one another within a figure.
Finally, we see that the estimates using BAS (to select the points from which to take observation) are generally closer to the truth than when we use random points to take observations, and more importantly the standard errors associated with any given number of observations are much smaller. Using random locations to take observations Using locations identified by BAS to take observations
Figure 5: Estimates and error bars for k .
CONCLUSION
Our initial results have shown that BAS is highly efficient compared to random sampling. The rate at which the standard errors, or the error bars, are reduced is much quicker, and hence the significant amount of information is found more quickly compared to other traditional methods. We have also shown that this methodology performs well even in the absence of any preliminary data points. Further simulation has shown evidence that BAS can be three times as efficient as random sampling. This efficiency amounts to savings of time and money during actual data collection and analysis. In addition to the application discussed in this paper, the theoretical framework presented here is generic and can be applied directly to other applications, such as, military, medical, computer vision, and robotics.
Our proposed framework is based on the multivariate normal distribution. The immediate extensions of this framework will be: a) To accommodate non-normal parameter estimate distributions. As part of our future study, we intend to employ sampling methodologies using Bayesian Estimation Methods for non-normal parameter estimate distributions. and b) To use cost effectiveness as an additional variable. In this initial work, the focus was to identify the viewpoints that would give us the most information. However, it is not always feasible or efficient to send the helicopter to this next "best" location. As part of our future work, we intend to identify the next "best efficient" location for the helicopter from which it should collect data. 
