We study a generalization of deduplication, which enables lossless deduplication of highly similar data and show that classic deduplication with fixed chunk length is a special case. We provide bounds on the expected length of coded sequences for generalized deduplication and show that the coding has asymptotic near-entropy cost under the proposed source model. More importantly, we show that generalized deduplication allows for multiple orders of magnitude faster convergence than classic deduplication. This means that generalized deduplication can provide compression benefits much earlier than classic deduplication, which is key in practical systems. Numerical examples demonstrate our results, showing that our lower bounds are achievable, and illustrating the potential gain of using the generalization over classic deduplication. In fact, we show that even for a simple case of generalized deduplication, the gain in convergence speed is linear with the size of the data chunks.
I. INTRODUCTION
Deduplication [2] is a common practical compression technique in filesystems and other storage systems. It has been found to achieve significant space savings in several empirical studies for different workloads [3] , [4] . Despite the practical importance, it has received little attention in the information theory community, with only Niesen's recent work analyzing its compression potential [5] . As more data is generated every year, a thorough understanding of the fundamental limits of deduplication and similar techniques are of utmost importance.
A significant shortcoming of deduplication is that nearidentical files are not identified, and are considered as completely different files. This can discourage the adoption of deduplication in some scenarios. An example is a network of Internet of Things (IoT) devices sensing an underlying process. Their measurements will be highly correlated, but may differ slightly due to spatial distance, measurement noise, and other factors. Deduplication for data of this type can, to some extent, be enabled with a generalized view on deduplication. This generalized deduplication allows near-identical chunks to be deduplicated, while still ensuring lossless reconstruction of the data. The method has practical merits, and has been shown to achieve a compression of modelled sensor data in many cases where deduplication is unable to [6] . Another instance is able to achieve a compression comparable to typical lossless compression methods for ECG data, while maintaining benefits from classic deduplication [7] . This paper is a study of the theoretical properties of the technique, and it is shown how generalized deduplication compares to classic deduplication.
A. Related work
To our knowledge, Niesen presents the only previous information-theoretical analysis of deduplication [5] . Niesen's work introduces a source model, formalizes deduplication approaches with chunks of both fixed-length and variable-length, and analyzes the performance of the approaches. Our paper uses a similar strategy to analyze generalized deduplication.
The manner in which deduplication is presented will make it clear that it is similar to classic universal source coding techniques such as the LZ algorithms [8] , [9] . In practice, the main difference between the methods is on the scale at which they operate. Deduplication attempts to identify large matching chunks (KB) on a global scale (GB to TB), whereas classic methods identify smaller amounts of redundancy (B) in a relatively small window (KB to MB).
The problem in deduplication is also similar to the problem of coding for sources with unknown alphabets [10] or multiple alphabets [11] . Such schemes attempt to identify the underlying source alphabet, and use this for universal compression, ideally approaching entropy regardless of the source's distribution. Deduplication can be seen as one such approach, compressing the source output by building a dictionary (alphabet) and replacing elements with a pointer to the dictionary.
B. Contributions
This paper provides a formal analysis of generalized deduplication and comparisons to classic deduplication, a special case. The main contributions are: a) Bounds: We present a simple model for generalized deduplication as a source coding technique. This model is used to derive upper and lower bounds on the expected length of encoded sequences. The potential gain of the generalization against the classic approach is bounded, quantifying the value of the generalization for data fitting the source structure. b) Asymptotic behavior: We derive the asymptotic cost of generalized deduplication, showing that the method converges to as little as one bit more than the source entropy per chunk. We analyze how fast this convergence happens, and show that the generalization allows for faster convergence. c) Numerical results: Concrete examples are used to show that the lower bounds are achievable. The generalization's potential for faster convergence and compression gain is easily visualized.
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II. PROBLEM SETTING

A. Generalized deduplication
Generalized deduplication is now presented as a technique for source coding. In this paper, the technique operates on a randomly sampled binary sequence s, which consists of several chunks. The chunks are restricted to have equal length, n bits. The chunks in the sequence are a combination of a base and a deviation. The base is responsible for most of the chunk's information content, whereas the deviation is the (small) difference between the base and the chunk. This property of the data is important for the coding procedure. Formally, the possible bases form a set X ′ and the deviations form a set Y. These sets define the set of all potential chunks, Z ′ = X ′ ⊕ Y, i.e., the set arising from taking the symbol-wise exclusive-or of all bases in X ′ with all deviations in Y. The method requires identification of a minimum distance mapping ϕ : Z ′ → X ′ , which will be used to identify a chunk's base. The deviation can be found by comparing the chunk to its base. The encoder and decoder must have prior knowledge of X ′ and Y, which are used to determine the coded representations. These sets do not need to be stored explicitly. The coders does not have prior knowledge of Z ⊆ Z ′ , which is the set chunks are generated from. In particular, the coders does not know apriori which bases are the active ones, which is some set
The presented algorithm encodes (decodes) a sequence in one pass, encoding (decoding) over a dictionary of previously encountered bases. In practical systems, data is structured in databases, since this enables independent and parallel access and higher speed. However, this paper follows the traditional source coding style of operating on a sequence, since this simplifies analysis.
Encoding: The encoding procedure is initialized with an empty deduplication dictionary, D. To encode a sequence, it is processed sequentially, one chunk at a time. The mapping ϕ is applied to the chunk, identifying the base and the deviation. The base is deduplicated against elements in D. If it does not yet exist in the dictionary, it is added to the dictionary and this is indicated with a 1 in the output sequence followed by the base itself. If it already exists, this is indicated by a 0 in the coded sequence followed by a pointer to the chunk's location in the dictionary, using ⌈log |D|⌉ bits 1 . The deviation is added to the output sequence, following the base. It does not need to be represented in full, since knowing Y allows specification of a representation of q ≤ ⌈log |Y|⌉ bits.
Decoding: The coded sequence is uniquely decodable. The decoding procedure is also initialized with an empty deduplication dictionary, D. Decoding happens one chunk at a time, parsing the sequence on the fly. If a 1 is the first bit of a coded chunk, a base follows directly and is added to D. 1 All logarithms in this paper are to base 2.
On the other hand, if a 0 occurs, the base was deduplicated, so it must already exist in D, and is looked up based on the following pointer. The coded deviation is expanded to its full representation. Finally, the chunk can be reconstructed by combining the base and deviation. The reconstruction is added to the output sequence. This is repeated until the coded sequence has been processed in its entirety.
Remark. The classic deduplication approach arises as an important special case. It is obtained by considering each chunk as its own base, and thus there is no deviation. Formally, this means Y contains only the all-zero chunk of length n, so X ′ = Z ′ , and ϕ is the identity function.
B. Source model
A formal source model is now specified. All analysis in this paper uses this source structure. Chunks will have a length of n symbols, and are generated by a combination of two sources. Our analysis is restricted to binary symbols, so chunks are in the binary extension field Z n 2 . The first source generates the active bases, and is denoted by X ⊆ X ′ . X ′ is a packing of n-dimensional spheres with radius t in Z n 2 . The second source generates the deviations, and is denoted by Y. This source consists of elements with low hamming weight, i.e., Y = {v i ∈ Z n 2 : w(v i ) ≤ t} for the same t as the packing. This allows definition of the chunk source, Z = X ⊕ Y, which can be interpreted all points inside some spheres in Z n 2 , where the spheres are centered at the bases from X and have radii t. The fact that a sphere packing is used for X ′ implies that spheres are non-overlapping and, thus, P[Z = z] = P[X = x] · P[Y = y] and |Z| = |X||Y|. We assume that chunks are drawn uniformly at random from Z.
Example 1 (Source construction). Let X ′ be the set of codewords from the (7, 4) Hamming code and let Y consist of all binary vectors of Hamming weight at most 1. Spheres of radii 1 cover the entire field, so Z ′ = X ′ ⊕ Y = Z 7 2 . In this example, let the base source have two active elements, e.g.,
and Z = X ⊕ Y then becomes Z = {0000000, 0000001, 0000010, 0000100, 0001000, 0010000, 0100000, 1000000, 1111111, 1111110, 1111101, 1111011, 1110111, 1101111, 1011111, 0111111}
with |Z| = |X||Y| = 16. An optimal coding of this source uses H(Z) = log |Z| = 4 bits per chunk. The mapping ϕ : Z ′ → X ′ (or Z → X) can be derived from the decoding procedure for the Hamming code.
This source structure is a stylized model of the practical case where chunks tend to be similar, but not necessarily identical. An example is a surveillance camera, continuously taking pictures of the same location. The bases might then be the location in different lighting, and a change in some of the image's pixels can then be captured by the deviation.
C. Coding a source
Generalized deduplication has greater potential with large data sets and long chunks, yet a small example is useful to understand the method. An example is presented for the source of Example 1. A step-by-step explanation of the encoding and decoding procedures is found in the full paper [1] . We start with the simpler special case, classic deduplication.
Example 2 (Deduplication). Let Z be the source from Example 1. Five chunks are chosen uniformly at random, and concatenated. This forms a sequence of ℓ(s) = 35 bits 2 :
Applying deduplication to this sequence results in:
where the final dictionary is {0001000, 0010000, 1111110} and ℓ(s D ) = 29 bits are used in total.
Let us now consider generalized deduplication. Full knowledge of X ′ and Y is available, and is used to determine the deviation representation and the minimum-distance mapping.
Example 3 (Generalized deduplication). Consider again the sequence s of Example 2. To apply generalized deduplication, a representation for the deviations is needed. As they are equiprobable H(Y) = log |Y| = 3 bits, so 3 bits is optimal for their representation. An optimal representation is {000 ← 0000000, 001 ← 0000001, . . . , 111 ← 1000000} which in this special case is the syndrome representation of the (7, 4) Hamming code. To compress the sequence, the minimumdistance mapping is applied to each chunk, identifying the closest base, which is a codeword of the Hamming code. The base is here represented in full, although it may easily be compressed to four bits since X ′ is known to be the set of codewords from the (7, 4) Hamming code. The result is:
where the final dictionary is {0000000, 1111111} and ℓ(s G ) = 35 bits are used.
Although in this limited example deduplication outperforms the generalization, our results show that this is not the case in general. In fact, the results show that there are significant benefits in convergence speed of using the generalized form.
III. BOUNDS
In this section, the coded length of sequences is studied. Let s be a random binary sequence of C chunks of n bits each, so ℓ(s) = Cn. The interesting metric is the expected coded length, given the length of the original sequence. 2 Delimiters are inserted between chunks for ease of reading; the coding and decoding procedures do not require this.
A. Bounds for coded sequence length for the generalization
The expected length of the sequence after generalized deduplication is R G (C) = E [ℓ(s G )|ℓ(s) = Cn]. This is decomposed as the sum of expected coded length of each chunk in s:
where I{·} is the indicator function, D c−1 is the dictionary after chunk c − 1, x c is the base of chunk c, l(D c−1 ) is the number of bits needed to point to the dictionary, and finally q is the number of bits used for representing the deviation. The base itself might be compressed to k bits with H(X ′ ) ≤ k ≤ n, since X ′ is known. Since chunks are drawn uniformly at random from Z, this is equivalent to picking a base and a deviation uniformly at random from X and Y. Thus,
We now state Theorem 1 bounding the expected length after generalized deduplication in the presented source model.
Theorem 1. The expected length of the generalized deduplication-encoded sequence from C chunks of length n is bounded as
θ L (C, X, Y) ≤ R G (C) ≤ θ U (C, X, Y), where θ L (C, X, Y) = C(log |Y| + 1) (3) + C ∑ c=1 [ k p X (c) + (1 − p X (c)) log (|X| (1 − p X (c))) ] and θ U (C, X, Y) = C(log |Y| + 3)(4)+ C ∑ c=1 [ k p X (c) + |X| −1 min{(c − 1) log(c − 1), |X| log |X|} ] .
B. Bounds for coded sequence length for deduplication
Classic deduplication is a special case which allows for a slightly closer upper bound, and is therefore treated separately. The expected length of the sequence after deduplication is
With the previous notation,
where z c is chunk c itself, since it is now the base. This base cannot be compressed as before, so it needs n bits.
Theorem 2. The expected length of the deduplication-encoded sequence from C chunks of length n is bounded as
where θ L and θ U are as in (3) and (4) with k = n since new chunks are represented with no compression, Z = X ⊕ Y and 0 the set containing only the all-zero chunk of length n.
We illustrate the implications of Theorems 1 and 2 through a numerical example in Section V.
C. Bounds for the gain of generalized deduplication
Theorems 1 and 2 can be used to bound the expected gain from using generalized deduplication instead of deduplication. Definition 1. The generalization ratio is
The bounds of generalized deduplication from Theorem 1 and of deduplication from Theorem 2 are used to loosely bound the generalization ratio as:
These bounds allow for a simple assessment of the expected gain in a specific scenario.
IV. CONVERGENCE
A. Asymptotic storage cost
In this section, we provide theorems bounding the asymptotic coded length of a new chunk for generalized deduplication. Let ∆R C G be the expected length of chunk C when generalized deduplication is used, i.e.,
Then the asymptotic cost of generalized deduplication is bounded by Theorem 3.
Theorem 3. Generalized deduplication has asymptotic cost
where Z is the set of potential chunks.
Generalized deduplication is thus asymptotically within one and three bits of the entropy of Z. In practice, the method will operate on larger chunks with high entropy, so this overhead will be negligible. Similarly, let ∆R C D be the expected length of chunk C in classic deduplication:
For this special case, the closer upper bound in Theorem 2 translates to a closer upper bound in asymptotic cost.
Theorem 4. Classic deduplication has asymptotic cost
B. Rate of Convergence
Now that it is established that generalized deduplication schemes converge to slightly more than the entropy of Z, it is also important to quantify the speed of convergence. Generalized deduplication should converge faster than deduplication in general, since the number of potential bases is smaller. The generalization needs to identify |X| bases for convergence, whereas the classic approach requires |X||Y| = |Z| bases. Convergence of the classic approach thus requires identification of an additional factor of |Y| bases. To formally analyze this, the following definition is needed [12, pp 12-13] .
Definition 2. The rate of convergence of a sequence {a 1 , a 2 , ...} converging to ξ is
with smaller values implying faster convergence.
For generalized deduplication, convergence happens according to the convergence of lim c→∞ P [ x c D c−1 ] = 0. This sequence has converged when D c−1 = X, and thus the summand in (1) is constant. At this point ∆R G remains constant, so it is sufficient to analyze the convergence of the sequence of probabilities. Thus,
Remark. For the case of classic deduplication,
Since |Z| ≥ |X| ⇒ µ D ≥ µ G . Thus, generalized deduplication will be able to converge faster. In fact, |Z| ≫ |X| even in simple cases. Both approaches exhibit linear convergence [12] .
V. NUMERICAL RESULTS
To visualize the results presented in the paper, a concrete example is considered. The compression achieved by our method is compared to the compression achieved by zlib [13] , a well-known compression library implementing the popular DEFLATE algorithm [14, Section 6.25], based on LZ77 [8] and Huffman coding [15] . The upper and lower bounds of R {D,G } (C) from Theorems 1 and 2 are shown as dashed lines in Fig. 1 . The solid lines are simulated averages. Our approach clearly outperforms the other approaches. The performance of classic deduplication and the DEFLATE algorithm are, for this source, comparable while the deduplication dictionary is filling up. At the end of the simulation, both classic deduplication and the generalization have a smaller representation than the one of the DEFLATE algorithm. It is seen that both classic deduplication and the generalization are converging to the same slope. The asymptotic slope comes from the asymptotic cost, H(Z) + 1. When both schemes have converged, a gap remains between the lines. The gap remains constant, but eventually becomes negligible as C → ∞.
The upper and lower bounds of ∆R C
{D,G } from Theorems 3 and 4 are shown as dashed lines in Fig. 2 as a function of the number of chunks, C. The assessment of the convergence rate in the previous section is now visualized: The faster convergence of the generalization is easily seen. Further, the solid line shows the average which is seen to approximate the lower bound. This is because |X|, |Y| and |Z| all are powers of two for this source, and thus no overhead (compared to the lower bounds) are used to represent neither bases, deviations, nor the entire chunks. The DEFLATE algorithm is unable to approach the entropy, while the other approaches are.
The generalization ratio is shown in Fig. 3 . For the first few chunks deduplication performs best, but this is quickly outweighed by the faster convergence of the generalization. The gain grows sharply until convergence of ∆R G , but slows down and then starts declining briefly thereafter. As the number of chunks goes to infinity, the ratio converges to 1.
A general observation is that the maximum gain is achieved in the range where the generalization has converged, and classic deduplication is still far from converging. It is also seen that, for the first few samples, the generalization performs slightly worse. This is caused by the convention to put the uncompressed base in the output. In reality, since X ′ is known, it is sufficient to use ⌈log |X ′ |⌉ ≤ n bits for each base. This will increase the gain slightly.
The vital advantage of generalized deduplication is the smaller number of bases, which causes more matches with fewer chunks.
Example 5. Let the mapping ϕ for generalized deduplication be defined through the (1023, 1013) Hamming code. Chunks must be 1023 bits (≈ 128 B) , and the potential bases X ′ are the codewords. Y is the set of binary vectors of length 1023 with weight 1 or less, so |Y| = 1024. Thus |Z| = 1024|X|. The amount of bases in classic deduplication is three orders of magnitude greater than in the generalization.
By simulating sequences generated with longer chunks, it is clear that this increases the maximum generalization gain. The convergence of deduplication is affected by an increase in |Y|, which is unavoidable when changing the chunk size, unless the packing radius t is also changed. The generalization is oblivious of this, so its convergence will not be affected, and thus the potential gain increases. In practice, where limited amounts of data are available, this enables the generalization to achieve a significant gain in storage costs. Our simulations show that if |X| is fixed and the chunk length, n, is increased, then the maximum ratio, max C G(C), increases linearly as a function of the chunk length. That is, the potential gain of using the generalization instead of classic deduplication increases linearly with the chunk length. Fig. 4 shows the generalization ratio for three source configurations. These simulations show a clear trend that when the number of unique chunks a source can output grows, then the potential advantage of using the generalization instead of classic deduplication becomes greater.
VI. CONCLUSION
The preceding sections present an information-theoretical analysis of generalized deduplication, which allows deduplication of near-identical data, and classic deduplication as a special case. By analyzing a simple source model, we show that sources exist for which the advantages of the generalization are significant. Indeed, we show that generalized deduplication exhibits linear convergence with the number of data chunks. In the limit each data chunk can be represented by at most 3 bits more than the entropy of the source, but our numerical results show that generalized deduplication can converge to the lower bound of 1 bit more than the entropy. The advantage of generalizing deduplication manifests itself in the convergence. If the data has characteristics similar to our source model, then the generalization can converge to near-entropy costs with orders of magnitude less data than classic deduplication. With an m-to-1 mapping ϕ, a factor of m fewer bases must be identified, creating a potential for improving compression in practice, where the amount of data will be limited.
The presented source model is somewhat stylized, and is not accurate for practical data sets. An important next step is to lift the restriction of having data uniformly distributed over the spheres, which will enable a study of the method for general sources. Indeed, our future work will address how to make the method more practical. For instance, it is relatively simple to empirically model a chunk source, Z, given concrete data, but this source must be carefully split into two underlying sources, the base source X and the deviation source Y, in order to approximate the model and realize the potential of generalized deduplication. We have studied some strategies for generalized deduplication from a more practical perspective [6] , [7] , but this task is not trivial in general. We will continue with this work in the future.
