ABSTRACT With the rapid increase in the growth of digital broadcast technologies, there has been a demand for high data rate, power, and bandwidth efficient transmission, which, today, is aided by the high-performing low-density parity check (LDPC) codes. In this paper, we explore a novel alternative scheme to the LDPC decoder that performs detection, demodulation, and decoding jointly, coined the joint detector demodulator decoder (JDDD). We test the JDDD through simulation using the modulation schemes defined in the DVB-S2 satellite broadcasting standard. The JDDD is a more recently developed algorithm to the sum-product algorithm (SPA) that is used in decoding the LDPC codes. The JDDD is optimal over a modulated additive white Gaussian noise/intersymbol interference (ISI) channel when resources are sufficient, with the main constraint limiting the algorithm being the availability of computing resources. In this paper, we compare the performance of the system using the JDDD against that of the LDPC decoder. The main result is that the JDDD is able to outperform the iterative detector decoder (IDD) at shorter codeword lengths, when resource requirement is smaller, while the increase in computational requirements tends to favor the IDD at longer CWLs.
I. INTRODUCTION
Limited availability and high costs for licensing of the radio spectrum has led to the demand for more bandwidth efficient communication systems. Advanced modulation schemes such as those used in the DVB-S2 standard [1] - [4] have been developed to accommodate higher data-rates and correct errors with advanced low-density parity check (LDPC) coding. LDPC codes [3] , [5] - [14] , are used in the DVB-S2 standard for their high performance and low complexity, providing around 30% performance improvement over their predecessors [15] , [16] .
In the current paper, we investigate the performance of an alternative algorithm to the iterative detector/decoder (IDD), tested over the code rates and modulation schemes used in the DVB-S2 standard. The code-rates used in the DVB-S2
The associate editor coordinating the review of this manuscript and approving it for publication was Soon Xin Ng. standard are: 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 4/5, 5/6, 8/9 and 9/10, while the modulation schemes are selected from QPSK, 8PSK, 16APSK and 32APSK, which are chosen according to the transmission conditions. The novel scheme has been named the joint demodulator/detector/decoder (JDDD) and it performs the detection and decoding jointly instead of sequentially or iteratively as with the IDD. The motivation behind exploring a joint approach is the hope/expectation that the integrated system may outperform its iterative counterpart that exchanges information between component modules.
Much of the pre-existing literature focuses on testing and improving aspects of the LDPC code and/or decoder within the communication system. In [8] - [10] , the authors look at FTN (faster than Nyquist) signaling which is a new feature optionally included in the latest extended version of the standard: DVB-S2x. The proposal with FTN is to increase the rate at which symbols are passed through the medium without increasing the bandwidth of transmission. This is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ achieved by transmitting the next pulse before the previous pulse has completed, meaning that the pulses overlap in the time-domain and are therefore no longer orthogonal to each other. This results in a certain known amount of intersymbol interference (ISI) in the transmitted signal which can then be addressed with an appropriate trellis-based receiver. The current work attempts to achieve similar design goals as the FTN approach, as bandwidth, SNR, BER and transmission time can be traded-off one against the other. In this work, we explore the path of improved performance by using the joint-detection/decoding scheme proposed.
In [11] the authors have analyzed the performance of quasi-cyclic (QC) LDPC codes over the DVB-S2 channel measuring the performance gap from the Shannon capacity limit and explaining this gap in terms of losses caused by the base-matrix, the number of decoding iterations and the fact that the codeword length is not infinite, and in [12] , the authors study performance of the LDPC codes used in DVB-S2, comparing them to those used in the ATSC 3.0 standard, in terms of their gaps to capacity.
Some previous work on joint detection and decoding has been done in [17] - [19] . In the usual IDD, detection is performed on a trellis, while decoding is performed on a Tanner graph [14] using the belief-propagation algorithm (BPA). In order to achieve the detection and decoding operations jointly, one could take the approach in [18] , [20] , in which they convert the detector to operate over a Tanner graph and use the BPA to perform both the detection and decoding. With the JDDD we are taking, in a sense, the opposite approach, where we convert the algorithm to operate entirely over a trellis. The advantage of the Tanner-graph based approach is that its computational complexity is lower, while the advantage of the trellis based approach adopted in [19] is its conditional optimality, producing the maximum likelihood (ML) bit sequence when the noise is white. In the current work, a more comprehensive set of simulations have been performed for the JDDD, varying both the code-rate and modulation schemes.
ML decoding has been previously analyzed for two classes of codes, namely block codes and convolutional codes. For convolutional codes, the Viterbi algorithm (VA) [21] , [22] returns the minimum metric path through the code trellis. However, optimal ML decoding of linear block codes has proven to be an NP-hard problem [23] , [24] . There has been much effort in the direction of developing detection/decoding algorithms for such categories of codes with acceptable complexity [25] - [28] .
The joint Viterbi detector/decoder (JVDD) [28] was formulated based on the ML criterion for linear block codes. It targets to return the minimum metric legal codeword (MMLC), or the legal codeword that has the smallest path metric in the trellis. The JVDD however was formulated to operate over the magnetic recording channel which operates at baseband frequencies. In the current work, we extend this algorithm to operate over a modulated system and test it with conventional modulation schemes.
In Section II we describe the system architecture and the JDDD algorithm, followed by the simulation parameters and results in Section III with the conclusion and future works in Section IV. Fig. 1 shows the system block diagram for the JDDD over a modulated channel where the modulation schemes are the ones used the DVB-S2 standard. The data is protected by an LDPC code in the standard channel, after which the bits are converted into symbols by the modulation scheme. The symbols are subsequently passed through an ISI channel with additive white Gaussian noise (AWGN). The output of the channel is then processed by the 2 competing schemes. In the top branch, is the conventional iterative detector/demodulator/decoder, while the bottom branch has the novel joint detector/demodulator/decoder. 
II. THE JOINT DETECTOR DEMODULATOR DECODER (JDDD) ALGORITHM
where f i is the channel response of length L, x k is the to-betransmitted encoded signal and w k is a zero mean AWGN process of variance σ 2 . This work assumes the more general case where the terms in (1) are complex-valued, with the real and imaginary portions representing the quadrature and in-phase components of the modulated signal respectively. It is further assumed that the receiver has knowledge of the channel response coefficients f i . The received signal is then passed to the JDDD algorithm that determines the most likely sequence of user bits given the observation.
B. JDDD
The most likely estimate of the bits is achieved by deciding on the symbol sequence x k , that maximizes the probability Pr(x k |y k ), known as the maximum a posteriori (MAP) criterion [29] . When the input symbols have equal probabilities, the MAP criterion is equivalent to the ML criterion that maximizes the probability Pr(y k |x k ). When the noise is white, this corresponds to finding the sequence with the minimum Euclidean distance. However, the minimum distance bit-sequence, which corresponds to optimum detection/demodulation only, may not correspond to a valid codeword. Thus, the optimal detector/demodulator/decoder needs to find the minimum distance codeword rather than the minimum distance sequence. The JDDD performs detection, demodulation and decoding jointly by finding the codeword with the minimum Euclidean distance to the received waveform. We call this codeword the minimum metric legal codeword (MMLC). As with the regular VA, the metric is defined as the Euclidean distance between the received (noisy) waveform and the candidate sequence associated with each the survivor path. The JDDD imposes constraints derived from the parity check matrix, on the survivors to ensure that the survivor paths correspond to legal codewords. The JDDD operates on a trellis and has three main operations in addition to the regular trellis-based algorithms: metric thresholding, parity checking and capping. Their purpose is to ensure the bit sequence of the survivor is a legitimate codeword, with a reasonable number of survivors in the trellis. The sequences in the JDDD consist of symbols from the constellation defined in the modulator. Therefore, the number of states (N s ) in the JDDD trellis is determined by b, the number of bits constituting a symbol in the modulation constellation and L, the length of the channel impulse response and is given by
FIGURE 2. An example trellis for the JDDD over a QPSK modulated channel with 1-tap of ISI, corresponding to 4-states in the trellis. The metric thresholding occurs at every time-instance while the parity checking occurs only at specific time-instances corresponding to the location of the last one in a certain row of the parity check matrix H. Fig. 2 shows an example JDDD trellis corresponding to QPSK modulation. Branch metrics between two legal states at consecutive times in the trellis are computed as:
where k is the time index in the trellis, and the transition is from state i to state j, y k is the received noisy waveform from the channel, and s(i, j) is the noise-free value computed for the particular transition from state i to state j.
Survivor paths are made up of a sequence of consecutive trellis branches, and the survivor metric is simply the summation from each of its constituent branch metrics
where γ n are the metrics of the branches that make up the survivor path keeping in mind that the JDDD retains a time-varying list of such surviving paths. The path with the smallest metric through the trellis corresponds to the symbol sequence that produces the waveform closest to the received waveform, in the Euclidean distance sense. This is the sequence returned by the conventional VA. The JDDD on the other hand searches for the path with smallest metric that simultaneously satisfies the code constraint imposed at the encoder, that we refer to as the MMLC. This is achieved through keeping a list of the smaller metric survivors using a threshold, and removing survivors that are not legal codewords through parity checking. We now describe these operations in more detail.
1) METRIC THRESHOLDING
The JDDD computes all survivor paths emanating from a particular node and uses a threshold to retain a subset of the smallest metric survivors. Let us denote the threshold as τ , then only the survivors with path metrics α k,(j) < τ + α min k,(j) are retained. The thresholding is done on a stateby-state basis wherein α min k,(j) is the minimum path metric at state j and at time k over all competing survivors at state j and time k. Thus only survivors with metrics within the threshold of the minimum metric at each state and time are retained for each state and at each time. In this way, survivors propagate down the JDDD trellis by splitting at each node and then curtailing the numbers via the threshold. There always exists a trade-off between the performance and complexity for the metric thresholding: a smaller threshold results in fewer survivors and lower complexity but a larger probability of losing the MMLC resulting in poorer performance. Conversely, a larger threshold has larger complexity and better performance. The parity checking operation, described next, on the other hand, reduces complexity without a risk to the MMLC or a corresponding trade-off in performance, but it only occurs at certain nodes in the trellis. More frequent parity checking requires more parity check nodes (PCNs) and thus an increase in the coding overhead. Thus, the parity checking operation trades algorithm complexity off against code-rate in the JDDD.
2) PARITY CHECKING
The survivors in the JDDD trellis can be split into 2 categories at each PCN, depending on whether or not they pass VOLUME 7, 2019 the parity check associated with the PCN. This distinction can be determined by calculating the checks defined in the parity check matrix using the bit sequences making up each survivor. Each row of the parity check matrix defines a check to be performed at specific time instances in the trellis. During the parity check operation, the symbol sequence for each survivor is demapped into a bit sequence which is subsequently checked via the parity constraint of the associated PCN. The parity check constraint evaluates the syndrome: syn =ĉh T i whereĉ is the detected/demodulated bit sequence of the candidate survivor and h i is the ith row of the M × N parity check matrix H and multiplication is modulo 2. The survivor is retained if syn = 0 and discarded if syn = 1. This check can only occur when the bit corresponding to the last 1 in h i has been reached. Hence the parity-checking operation in the JDDD occurs only at those times corresponding to the last 1 of some row in the parity check matrix H.
Each syndrome check can determine whether or not a survivor is definitely invalid (and should thereby be discarded), with possibly valid sequences having syn = 0 to survive for future processing. Unlike the metric thresholding operation, the parity checking operation bears no risk to the MMLC as it is a legitimate codeword and will survive all parity checks. As the distribution of the last one in each row of H affects the number of survivors in the trellis, the design of the parity check matrix H should take into consideration the performance of the algorithm, if the code is to be used with the JVDD or JDDD. This is the main consideration in the design of the code in what has been termed ''JVDD codes'' [28] .
3) CAPPING
At each time instant in the JDDD, each survivor is split, multiplying the number of survivors every k. The metric-thresholding operation brings down the number of survivors every k, typically at an average rate less than the rate at which the survivors are growing. The parity checking operation also helps to further limit the number of survivors in the trellis, but only occurs intermittently. Despite these 2 operations controlling the growth in the number of survivors, without the capping operation, there is no hard-limit on this number, which could potentially exceed the available resources. The capping operation places such a hard-limit on the number of survivors to ensure that the resource consumption does not exceed the pre-set limit. This comes at the cost of an increased likelihood of the MMLC being lost and therefore reduced optimality of the algorithm.
III. SIMULATION RESULTS
In this Section, we present the results and analysis of the performance of the JDDD through Monte-Carlo simulations at varying codeword lengths, code rates and modulation schemes. The JDDD codes used in these simulations are taken from [30] and are referred to as variable gradient uniform-distribution linear diagonal (VGUDLD) codes. These are codes specifically designed for the JVDD/JDDD in which the last-one in each row of the parity check matrix is more evenly distributed so that the parity-checking operation has a more uniform impact on the number of survivors in the trellis.
The VGUDLD codes have two independent parameters dx and dy, which correspond to horizontal and vertical shifts of the main diagonal in the parity check matrix. The ones in H are uniformly distributed across the row, with the row weight 86220 VOLUME 7, 2019 FIGURE 4. Performance of the JDDD compared with the IDD for the various modulation schemes, and code rates used in the DVB-S2 standard, CWL = 1024.
being set equal to 50% of the row width. In [30] it was found that increasing the parameter dx leads to increased number of survivors in the trellis as the parity checking operations get delayed to start later in the trellis, thus the value for dx was set at dx = 0. The parameter dy on the other hand has to be more carefully chosen, as too small a value leads to under-protected bits at the end of the codeword, while too large a value reduces the number of parity checks occurring in the body of the trellis resulting in a more rapid growth in the number of survivors and therefore excessive complexity.
In this work, we have chosen the value of dy at 5% of M in the simulations which has been found to be a good trade-off between the protection for the end bits in the code and having sufficient checks in the main body of the trellis. The performance is compared with the IDD which consists of the Bahl, Cocke, Jelinek, and Raviv (BCJR) [31] algorithm coupled with the sum-product algorithm (SPA) for the LDPC decoder [14] benchmark. The BCJR outputs the log likelihood ratios (LLRs) of the coded bits which are then passed to the SPA. The codes for the LDPC decoder used in this paper are constructed randomly with a column weight of 4 and with the maximum number of local and global iterations set to 250 and 5 respectively. Table 1 shows the simulation parameters.
A. PERFORMANCE OF JDDD VARYING THE THRESHOLD
Initially, we evaluate the performance of the JDDD while varying the threshold parameter in comparison to the IDD over a QPSK channel at R = 0.6. We also make an estimate of the computational complexity of the JDDD by keeping track of the average number of survivors in the trellis. The larger the number of survivors, the more computational resources and memory the algorithm is consuming. Fig. 3a shows the performance (FER) while Fig. 3b shows the complexity (in number of survivors) at different SNRs and thresholds. The average number of survivors in the trellis is a good measure of the complexity for the JDDD, but unfortunately it cannot be used to directly measure the complexity of the standard IDD that is comprised of both a trellis-based portion, as well as a factor-graph based portion. Nevertheless, the number of survivors gives us an indication of the potential feasibility of implementing this algorithm in hardware, as the channel-chip companies currently implement trellis-based detectors today, in which there is one survivor per state. The JDDD on the VOLUME 7, 2019 other hand, does not have an equal number of survivors and states, but the number of survivors is an indicator of the feasibility that the algorithm can be implemented in hardware, to channel-chip manufacturers.
In Figure 3 , we see as expected, that at the lower thresholds the performance suffers, while the complexity is low. To get better performance, larger thresholds are required, leading to more survivors in the trellis. The number of survivors is also seen to be SNR-dependent, increasing at the lower SNR's. This is because at low SNR's, more competing survivors have the chance to make it within the threshold of the minimum metric, increasing the number of survivors. At the same time, lower SNR's increase the probability that the metric of the MMLC is pushed outside of the threshold from the minimum metric, thereby necessitating larger thresholds to retain the MMLC. However, we still observe the JDDD outperforming the IDD at lower SNR's and at higher thresholds. At the highest threshold of 3.0 tested, the JDDD is outperforming the IDD by close to 1dB under these conditions. At the same time, we observe the computational complexity of the JDDD coming down with increasing SNR, as less noise leads to fewer survivors being pushed within the threshold of a competing survivor path, and with decreasing threshold, which is the usual performance/complexity trade-off.
Another observation from Fig. 3a is that not only do the curves shift to the left with increasing threshold, but the gradient also increases meaning that the JDDD is able to perform better in the low FER region. This double win is a needed property for the JDDD to compete with and outperform the IDD and is the reason the JDDD will need to be operated at larger thresholds in practical applications.
B. PERFORMANCE OF JDDD WITH DIFFERENT MODULATION SCHEMES
Next, we investigate the performance of the JDDD algorithm with different modulation schemes and code rates. The results are shown in Figure 4 , with the IDD and JDDD being depicted by solid and dotted curves respectively. In the cases tested, the JDDD curves are outperforming the respective IDD curves by varying degrees. At lower code rates, the performance improves due to the additional parity bits included into the transmitted bit stream. However this comes at a cost of higher bandwidth requirements. Secondly, we can again observe that at higher modulation schemes, more SNR is needed to achieve the same level of performance, as the distance between constellation points is closer, but this is in exchange for higher bandwidth efficiency.
Another interesting trend to be noted is that for the higher modulation schemes, the JDDD appears to outperform the IDD as a group, rather than individually at each code-rate. At 32APSK, the phenomenon is accentuated in that the JDDD curves start to drop at a much lower SNRs, around 10-12 dB while the IDD curves only start to drop after 16dB. However the JDDD curves drop more slowly and get closer to the IDD curves towards the higher SNR/lower FER region. This phenomenon occurs because the codeword length is relatively short in the simulations at CWL=1024. With short CWL's, there is a higher probability that even at the lower SNR's the MMLC can make it through the trellis with the help from the code, especially at the lower code rates (due to the parity checking function) and with the larger thresholds. This is one area where the JDDD has been found to outperform by larger margins. However the abovementioned phenomena exists because of the relatively short choice of CWL=1024. At longer CWLs for example, we would not expect the JDDD to succeed at the low SNR's because the longer the trellis, the higher the probability the MMLC is lost during thresholding.
In order to check whether the above explanation holds, the simulations were rerun at CWL=2048 and the results are shown in Figure 5 . The separation of the JDDD curves from the IDD curves are again conspicuously visible for the higher order modulation schemes. The improvement from CWL=1024 to 2048 for the IDD however, appears to be fairly minimal, and there is a slight tendency observable in the trend for the JDDD curves towards the steeper gradients for CWL=2048 as was predicted previously for the 32APSK curves.
The gains observed of the JDDD over the IDD in Figs. 4 and 5 are due to the choice of the threshold parameter used, that controls the trade-off between performance and complexity. In Figure 6 we show the average number of survivors of the JDDD in each situation as a measure of its complexity for CWL=2048. Here we reiterate the value of using the average number of survivors in the JDDD. Although this metric is not as suitable for the IDD, since the IDD has a trellis based and a factor-graph based portion, channel companies that implement trellis-based algorithms in hardware VOLUME 7, 2019 are able to gauge from these numbers whether the algorithm might be viable for implementation in silicon. In previous discussions with channel-chip manufacturers, it has been said that typical soft-output trellis detectors could have 32 states, and thereby 32 survivors in the trellis. With the evolution of chip technology since that time, 64 survivors is most probably viable at reasonable cost. In addition, the IDD has some extra computations needed to evaluate the factor graph portion, although admittedly the bulk of the computations within the IDD are going to be consumed by the trellis portion. We can therefore use 64 as a ballpark benchmark of the number of survivors that could be acceptable to the industrial channel chip manufacturers, and probably 100 survivors could be managed, if the additional performance could justify the additional cost. The results in Fig. 6 are showing that there exist regimes of operation at higher SNR and lower modulation schemes where the average number of survivors are within a reasonable range, and yet still able to outperform the IDD as demonstrated in Fig. 5 .
IV. CONCLUSIONS
In this paper, we have proposed a novel scheme that performs the detection, demodulation, and decoding of signals coming from a modulated channel, jointly. The JDDD algorithm is found to outperform the conventional MAP detector/demodulator with LDPC decoder at the tested code rates, modulation schemes and codeword lengths when the threshold is adequately selected. However, the JDDD tends to require greater memory and computational resources for tracking the survivors in the trellis.
The JDDD performance improves with increasing threshold parameter, corresponding to allowing more survivors in the trellis and thereby demanding more resources. Having more survivors benefits the JDDD algorithm by both shifting the FER curves to the left, as well as increasing the steepness of the waterfall region. We also have shown the average number of survivors in the JDDD trellis for each of the schemes investigated at CWL=2048 and found that there did exist regions where the JDDD was performing with a number of survivors that are in the same ball-park as conventional detectors employed today.
When comparing the JDDD with the IDD at different code rates and for different modulation schemes, we find the usual waterfall curves shifting to the right with increasing modulation order (QPSK up through 32APSK) and to the left with increasing coding overhead. The steepness of the JDDD curves is found to get less with increasing modulation schemes, with 32APSK producing the slowest dropping curves. However, to compensate, the JDDD curves start their waterfall drop at lower SNR's than the corresponding IDD curves. We attribute this to the poorer performance of the IDD at lower SNR's and higher modulation schemes.
The main challenge for the JDDD is its performance at larger block sizes, as the longer CWL increases the chances that the MMLC will be discarded (degrading performance) thereby necessitating larger thresholds to compensate (increasing complexity). In a future work, we will investigate the expected performance of this algorithm as CWL grows, how close to optimal the JDDD can perform, and the computations that this will cost, to evaluate its potential for applications at longer CWL's. 
