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Abstract
We deduce conditional Lp-estimates for the variation of a solution
of a BSDE. Both quadratic and sub-quadratic types of BSDEs are
considered, and using the theory of weighted bounded mean oscillation
we deduce new tail estimates for the solution (Y,Z) on subintervals
of [0, T ]. Some new results for the decoupling technique introduced in
[17] are obtained as well.
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1 Introduction
In this article we study backward stochastic differential equations (BSDEs
from now on) of type
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs, t ∈ [0, T ], (1)
where T > 0 is a fixed number and (Wt)t∈[0,T ] is a d-dimensional Brownian
motion. Roughly speaking, a BSDE is a map (ξ, f) 7→ (Y, Z), so that (ξ, f)
is the data, and (Y, Z) is the solution. Here the terminal value ξ ∈ L2 is
a given random variable that is measurable with respect to the σ-algebra
generated by the Brownian motion. In the present article, the generator
f : [0, T ]× Ω× R× Rd → R is assumed to be such that
(1) (t, ω) 7→ f(t, ω, y, z) is predictable for all (y, z) ∈ R× Rd, and
(2) there are Ly, Lz ≥ 0 and a θ ∈ [0, 1] such that for all (t, ω, y0, y1, z0, z1)
one has
|f(t, ω, y0, z0)− f(t, ω, y1, z1)|
≤ Ly|y0 − y1|+ Lz[1 + |z0|+ |z1|]θ|z0 − z1|.
This means that the generator f can be random, is assumed to be uniformly
Lipschitz in the y-variable, and locally Lipschitz in the z-variable. We will
consider the uniformly Lipschitz case (θ = 0), the quadratic case (θ = 1),
and the sub-quadratic case (θ ∈ (0, 1)) at the same time. We say that
(Y, Z) is a solution of BSDE (1) if Y is a continuous adapted process with
E supt∈[0,T ] |Yt|2 < ∞, if Z is a predictable process with E
∫ T
0
|Zr|2dr < ∞,
and if (1) is satisfied almost surely.
BSDEs were first introduced by Bismut in [3], and the amount of research
increased significantly after Pardoux and Peng showed in [27], that a BSDE
with square-integrable ξ and a uniformly Lipschitz generator f has a unique
solution. Concerning the Lipschitz-case, see also for example [28], [14], and
[6]. More recently, the theory of BSDEs with a generator that grows quadrat-
ically in the z-variable has been developed, see for example [23], [19], [25],
[7], [11] and the references therein. The original motivation of studying BS-
DEs comes from stochastic optimal control theory. Besides this, BSDEs have
applications in stochastic differential games, stochastic finance in connection
to option pricing and utility maximization, and they are closely connected
to partial differential equations (PDEs).
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An important current problem is to simulate solutions of BSDEs. To
study the rate of convergence of a simulation scheme, one way to proceed is
to study the variation of the exact solution. For example, for the backward
Euler schemes in [5] (see also [4], [35], [34]), the variation of the exact solution
gives an upper bound for the simulation error.
The present article can be seen as a continuation of [17] and [15], and
as an application of [16]. In [17] the Lp-variation of (Y, Z) is considered. In
particular, [17, Theorem 6.24] implies the estimates
(E|Yt − Ys|p)
1
p ≤ wYs,t,(
E
∣∣∣∣∫ t
s
ZrdWr
∣∣∣∣p)
1
p
≤ wZs,t,
where 0 ≤ s < t ≤ T , p ≥ 2, and wYs,t, wZs,t are certain Lp-quantities depending
on the data (ξ, f). In this article we use conditional techniques to obtain
better tail estimates than one would obtain from these Lp-estimates. To do
this, we first fix 0 ≤ s < t ≤ T . Then we deduce, in our main result Theorem
3.16, the conditional estimates(
EFτ |Yt − Yτ |p
) 1
p ≤ wYτ , (2)(
EFτ
∣∣∣∣∫ t
τ
ZrdWr
∣∣∣∣p)
1
p
≤ wZτ , (3)
where τ : Ω→ [s, t] is any stopping time, and (wYr )r∈[s,t], (wZr )r∈[s,t] are càdlàg
adapted processes. Essential about these weight-processes is, that the process
wZ depends on variational properties of the data (ξ, f) on the subinterval
[s, t],1 and the process wY additionally depends on the size of the generator
on the subinterval [s, t]. Loosely speaking, estimates (2) and (3) state that
the processes (Yr)r∈[s,t] and (
∫ r
s
ZudWu)r∈[s,t] are of weighted bounded mean
oscillation (weighted BMO from now on), where the weight-processes are
given by wY , wZ , respectively.
A consequence of Theorem 3.16 is Theorem 3.17, where we deduce tail
estimates for (Y, Z) on the interval [s, t] using a weighted John-Nirenberg type
theorem from [16]. The tail estimates consist of an exponential term and an
additional term that depends on the weight. In particular, corresponding
to estimates (2) and (3), Theorem 3.17 implies the existence of an absolute
constant c > 0 such that
P
(
sup
u∈[s,t]
|Yu − Ys| > cµν
)
≤ e1−µ + cP
(
sup
u∈[s,t]
wYu > ν
)
(4)
1Or more precisely, wZ depends on how sensitive the data (ξ, f) is to changes that
occur on the subinterval [s, t].
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for all µ, ν > 0, and
P
(
sup
u∈[s,t]
∣∣∣∣∫ u
s
ZrdWr
∣∣∣∣ > cµν
)
≤ e1−µ + cP
(
sup
u∈[s,t]
wZu > ν
)
(5)
for all µ, ν > 0. According to (4), the distribution of supu∈[s,t] |Yu − Ys|p
differs from the distribution of supu∈[s,t]w
Y
u only by an exponential term (and
similarly from (5), for supu∈[s,t]
∣∣∫ u
s
ZrdWr
∣∣p and supu∈[s,t]wZu ).
An important feature of the tail estimates above is, that the quantities
supu∈[s,t]w
Y
u and supu∈[s,t]w
Z
u are decreasing as |t− s| → 0. If they decrease
at some rate, for example supu∈[s,t]w
Y
u ≤ (t− s)γΞ, where γ > 0 and Ξ ∈ L1,
then one can immediately deduce a good tail estimate for supu∈[s,t]
|Yu−Ys|
(t−s)γ
.
This is illustrated by a special case of our main results, which is introduced
in Section 3.1. There we consider a family of decoupled Forward Backward
SDEs (FBSDEs):
Xt = x+
∫ t
0
b(r,Xr)dr +
∫ t
0
σ(r,Xr)dWr, t ∈ [0, T ],
Yt = g(XT ) +
∫ T
t
h(r,Xr, Yr, Zr)dr −
∫ T
t
ZrdWr, t ∈ [0, T ],
where x ∈ Rd, and the main assumption is that the functions b, σ, g, h are
uniformly Lipschitz in the state variables (see Assumption 3.1 below). Even
though this is a well-studied family of BSDEs, the tail estimates we present
in Theorems 3.4 and 3.5 seem to be new. A consequence of Theorems 3.4 and
3.5 is, that there exists an absolute constant c0 > 0, and constants c, C > 0
depending on (T, d, b, σ, g, h), such that for any 0 ≤ s < t ≤ T we have
P
(
sup
u∈[s,t]
|Yu − Ys|√
t− s > cµν
)
≤ e1−µ + c0P
(
sup
u∈[s,t]
|Xu|2 > ν2 − 1
)
,
for all µ, ν > 0, and
P
(
sup
u∈[s,t]
∣∣∣∣
∫ u
s
ZrdWr√
t− s
∣∣∣∣ > Cµν
)
≤ e1−µ + c0P
(
sup
u∈[s,t]
|Xu|2 > ν2 − 1
)
,
for all µ, ν > 0.
If we additionally assume that σ is uniformly bounded (see assumption
(Aσ) below), then these tail estimates are improved: there exist constants
c, C > 0 depending on (T, d, b, σ, g, h), such that for any 0 ≤ s < t ≤ T we
have
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P(
sup
u∈[s,t]
|Yu − Ys|√
t− s > cµν
)
≤ e1−µ + c0P
(
sup
u∈[s,t]
|Xu|2(t− u) > ν2 − 1
)
,
for all µ, ν > 0, and
P
(
sup
u∈[s,t]
∣∣∣∣
∫ u
s
ZrdWr√
t− s
∣∣∣∣ > Cµ
)
≤ e1−µ,
for all µ > 0.
Our main result, Theorem 3.16, contributes explicit upper bounds wY , wZ
in equations (2), (3) respectively. The main part of the proof is to find good
upper bounds for EFs |Yt −EFsYt|p and EFs |
∫ t
s
ZrdWr|p, and this is achieved
in Proposition 5.2. The idea behind Proposition 5.2 is to define a process
Y (s,t] that satisfies:
(1) Y
(s,t]
t is conditionally independent of Yt given Fs, and
(2) Y (s,t] "has the same structure" as Y .
Firstly, we then deduce that (see Corollary 4.7)
1
2p
EFs |Yt − Y (s,t]t |p ≤ EFs |Yt − EFsYt|p ≤ EFs |Yt − Y (s,t]t |p,
so that finding an upper bound for EFs |Yt − EFsYt|p is essentially equivalent
to finding an upper bound for EFs |Yt−Y (s,t]t |p. Secondly, since Y is a solution
of a BSDE, and Y (s,t] has the same structure as Y , we have that Y (s,t] is a
solution of a BSDE as well. This fact was already exploited in [17] to deduce
Lp-estimates for (Y, Z). To prove Proposition 5.2, we localize our BSDE and
apply [17, Theorem 6.4] to deduce the conditional estimates we want.
We briefly recall how one can define a process Y (s,t] with the required
properties:
(i) Let W ′ a Brownian motion that is independent of W , and define the
Brownian motion W (s,t] by2
W (s,t]· =
∫ ·
0
(
1− 1(s,t](r)
)
dWr +
∫ ·
0
1(s,t](r)dW
′
r.
(ii) The randomness of Y is induced by the Brownian motion W , so in
some sense we have Y = Y (W ).
2For a picture of the different Brownian motions, see Figure 1 below.
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(iii) Let Y (s,t] = Y (W (s,t]).
More details are given in Section 4, where we recall the decoupling technique
that was introduced in [17]. We also recall some properties that we need, as
well as prove some additional results needed for this article.
After introducing the decoupling operators in Section 4, we proceed to
prove our weighted BMO-estimates in Section 5.
In Section 6 we use a result from [16] to prove the tail estimates as a
consequence of our weighted BMO-estimates.
Finally, some technical results are collected in Section 7.
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Figure 1: Brownian motions W ,W ′ and W (s,t]. Here s = 0.3, t = 0.6 and
T = 1.
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2 Preliminaries
A constant with a subindex of the form (3.3) is a constant from the result
that is numbered 3.3. For example, c(3.3), d(3.3), C(3.3) and D(3.3) are constants
from Theorem 3.3.
We fix a finite number T > 0 and work on the stochastic basis
(Ω,F ,P, (Fr)r∈[0,T ])
satisfying usual assumptions. In particular F := (Fr)r∈[0,T ] is the augmented
filtration of a d-dimensional Brownian motion W , F = FT , and we assume
that all paths of W are continuous. If we give a statement or a definition
that involves a filtration, but the filtration is not mentioned explicitly, then
F is used. Moreover, the following notation will be used:
Notation 2.1.
(1) The Lebesgue-measure on [0, T ] is denoted by λ, and
(Ω0,Σ0,P0) := (Ω,F ,P) ,
(ΩT ,ΣT ,PT ) :=
(
[0, T ]× Ω,B([0, T ])⊗ F , λ
T
⊗ P
)
.
(2) Given a σ-algebra G ⊆ F and X ∈ L1(Ω,F ,P), the conditional expecta-
tion of X given G is denoted by EGX := E [X ∣∣ G].
(3) For a, b, c > 0 we use a ≤c b to denote a ≤ cb.
(4) For any B ∈ F of positive measure and any A ∈ F we let
PB(A) :=
P(B ∩ A)
P(B)
.
(5) For 0 ≤ s < t ≤ T we let
Gts := σ(Wr, r ≤ s) ∨ σ(Wr −Wt, t < r ≤ T ),
Hts := B([0, T ])⊗ Gts.
(6) The (predictable) σ-algebra on ΩT generated by (Ft)t∈[0,T ]-adapted left-
continuous processes is denoted by P.
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In general, inequalities concerning random variables, for example EGX ≤c Y ,
where c > 0 is a constant, hold only almost surely. If it is obvious what
measure is used, we will just write EGX ≤c Y .
Some of our stochastic processes will have a continuous dependence on an
additional parameter. In our results concerning BSDEs this will be a Eu-
clidean space, but some of our other results also hold when the parameter
space has a more general topological structure. In the following we denote
the interior of a set A by A˚, and the closure of a set A by A.
Definition 2.2. A complete metric space X 6= ∅ is locally σ-compact, if
there exist compact subsets ∅ 6= K1 ⊆ K2 ⊆ . . . , such that K˚n = Kn and
X =
⋃∞
n=1 K˚n.
Proposition 2.3. A locally σ-compact X is separable. Moreover, if (Kn)n∈N
are compact subsets as in Definition 2.2, and A ⊆ X is a dense countable
subset, then An := A ∩Kn is dense in Kn for any n ∈ N.
Definition 2.4. For S ∈ {0, T} we use
L0(ΩS,ΣS,PS;C(X))
to denote the equivalence-classes3 of f : ΩS × X→ R that satisfy:
(1) η 7→ f(η, y) is ΣS-measurable for all y ∈ X,
(2) y 7→ f(η, y) is continuous for all η ∈ ΩS.
Definition 2.5. Let M = (Mt)t∈[0,T ] be a (continuous) martingale, and p ∈
[1,∞]. If
‖M‖Hp := ‖〈M〉
1
2
T‖Lp <∞,
where (〈M〉t)t∈[0,T ] is the quadratic variation process of M , we say M ∈ Hp.
We will need the Burkholder-Davis-Gundy-inequalities:
Proposition 2.6. Let p ∈ [1,∞). Then there exists βp > 0 such that for all
(continuous) martingales (Mt)t∈[0,T ] we have:
1
βp
∥∥∥〈M〉 12t ∥∥∥
Lp
≤
∥∥∥∥∥ sups∈[0,t] |Ms|
∥∥∥∥∥
Lp
≤ βp
∥∥∥〈M〉 12t ∥∥∥
Lp
for all t ∈ [0, T ].
3We identify f and g if f(η, ·) = g(η, ·) for PS-a.e. η ∈ ΩS .
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In what follows, we will use some facts about bounded mean oscillation,
which we abbreviate by BMO from now on.
Definition 2.7. Let M = (Mt)t∈[0,T ] be a (continuous) square-integrable
martingale with M0 ≡ 0. If
‖M‖2BMO := sup
τ
∥∥EFτ |MT −Mτ |2∥∥∞ = sup
τ
∥∥EFτ 〈M〉T − 〈M〉τ∥∥∞ <∞,
where the supremum is taken over all stopping times, we say M ∈ BMO.
Definition 2.8. Let M = (Mt)t∈[0,T ] be a martingale with M0 ≡ 0 such that
E(M) = (E(M)t)t∈[0,T ] := (eMt− 12 〈M〉t)t∈[0,T ]
is a martingale as well, and let q ∈ (1,∞). If
RHq(E(M))q := sup
τ
∥∥∥∥EFτ ∣∣∣∣E(M)TE(M)τ
∣∣∣∣q∥∥∥∥
∞
<∞,
where the supremum is taken over all stopping times, we say4 E(M) ∈ RHq.
Next we introduce BMO-processes, and sliceable numbers.
Definition 2.9. Assume that (cr)r∈[0,T ] is predictable, d-dimensional and
such that
‖c‖BMO(S2) := sup
t∈[0,T ]
∥∥∥∥E(∫ T
t
|cs|2ds|Ft
)∥∥∥∥
1
2
L∞
<∞.
Then we say c ∈ BMO(S2). This is quantified using, for any N ≥ 1,
slN(c) := inf ε,
where the infimum is taken over all ε > 0 such that there are stopping times
0 = τ0 ≤ τ1 ≤ · · · ≤ τN = T with
sup
k=1,...,N
‖χ(τk−1,τk]c‖BMO(S2) ≤ ε.
Moreover, we let sl∞(c) := limN→∞ slN(c).
4RH stands for Reverse Hölder.
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For our main application of sliceable numbers we introduce the function
Φ : (1,∞)→ (0,∞), Φ(q) =
(
1 +
1
q2
log
(
1 +
1
2q − 2
))1/2
− 1, (6)
so that Φ is continuous and decreasing, with limq→∞Φ(q) = 0 and
limq→1Φ(q) =∞. Furthermore, we let
Ψ :
{
(γ, q) ∈ [0,∞)× (1,∞) : 0 ≤ γ < Φ(q) <∞
}
→ [0,∞),
Ψ(γ, q) :=
(
2
1− 2q−2
2q−1
eq
2[γ2+2γ]
) 1
q
.
Theorem 2.10 ([17, Theorem 5.9]).
Assume that c ∈ BMO(S2) is d-dimensional, and that for some N ∈ N it
holds slN(c) < Φ(q). Then, putting (Mt)t∈[0,T ] := (
∫ t
0
crdWr)t∈[0,T ], we have
RHq(E(M)) ≤
[
Ψ(slN(c), q)
]N
.
In particular, if M is sliceable, i.e. sl∞(c) = 0, then for all q > 1 there exists
an N ∈ N such that slN(c) < Φ(q), so that E(M) ∈
⋂
q∈(1,∞)RHq.
We end the preliminary Section with an extension of Fefferman’s inequality,
which was proven in [17, Corollary 5.21] (see also [12, Lemma 1.6] and [1,
Theorem 1.1(iii)]). Note that here both X and Y may be multidimensional.
Proposition 2.11. Assume that X ∈ BMO(S2) and that Y = (Yr)r∈[0,T ] is
predictable and such that
‖Y ‖pHp(S2) := E
(∫ T
0
|Yr|2dr
)p/2
<∞
for some p ∈ [1,∞). Then∥∥∥∥∫ T
0
|Xr||Yr|dr
∥∥∥∥
Lp
≤
√
2p‖Y ‖Hp(S2)‖X‖BMO(S2).
In this article we deduce conditional estimates on subintervals [s, t] ⊆ [0, T ],
and for this we need the following conditional version of Proposition 2.11:
Corollary 2.12. Assume that X ∈ BMO(S2) and that Y = (Yr)r∈[0,T ] is
predictable and such that ‖Y ‖pHp(S2) < ∞ for some p ∈ [1,∞), and let
cp = (
√
2p)p. Then we have for all 0 ≤ s < t ≤ T that
EFs
(∫ t
s
|Xr||Yr|dr
)p
≤ cp
(
EFs
(∫ t
s
|Yr|2dr
) p
2
)
sup
r∈[s,t]
∥∥∥∥EFr ∫ t
r
|Xu|2du
∥∥∥∥
p
2
∞
.
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3 Weighted BMO-estimates for BSDEs
We start this Section by presenting a special case of our results, and also
show (Examples 3.6 and 3.7) that our results are sharp. We proceed by
introducing the assumptions and main results in their most general form.
3.1 Decoupled FBSDEs
We fix x ∈ Rd, and consider the decoupled FBSDE
Xt = x+
∫ t
0
b(r,Xr)dr +
∫ t
0
σ(r,Xr)dWr, t ∈ [0, T ],
Yt = g(XT ) +
∫ T
t
h(r,Xr, Yr, Zr)dr −
∫ T
t
ZrdWr, t ∈ [0, T ]. (7)
Assumption 3.1. The functions b : [0, T ]×Rd → Rd, σ : [0, T ]×Rd → Rd×d
and h : [0, T ]×Rd×R×Rd → R are continuous, and furthermore we assume:
(Ab,σ) There exists Lb,σ > 0 such that for all 0 ≤ t ≤ T and x, y ∈ Rd one has
|b(t, x)− b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ Lb,σ|x− y|.
(Ag) There exists Lg > 0 such that for all x, y ∈ Rd one has
|g(x)− g(y)| ≤ Lg|x− y|.
(Ah) There exists Lh > 0 such that for all 0 ≤ t ≤ T and xi, zi ∈ Rd, yi ∈ R,
i = 1, 2, one has
|h(t, x1, y1, z1)− h(t, x2, y2, z2)| ≤ Lh(|x1 − x2|+ |y1 − y2|+ |z1 − z2|).
Remark 3.2.
(1) In particular it follows from Assumption 3.1, that there exist constants
Lh, Kh, Kb,σ > 0 such that we have
|h(t, x, y, z)| ≤ Kh + Lh(|x|+ |y|+ |z|),
|b(t, x)|+ |σ(t, x)| ≤ Kb,σ(1 + |x|),
for all (t, x, y, z) ∈ [0, T ]× Rd × R× Rd.
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(2) Under Assumption 3.1, there exists a unique solution (X, Y, Z) to FB-
SDE (7), and it holds
E
[
sup
r∈[0,T ]
|Xr|p + sup
r∈[0,T ]
|Yr|p +
(∫ T
0
|Zr|2dr
) p
2
]
<∞
for all p ≥ 2 (see for example [6, Theorem 4.2]).
(3) Assumption (Ab,σ) is a classical assumption for the forward equation.
If (Ab,σ) holds, then we have a weighted BMO-estimate for the forward
process X (see Lemma 7.1). Using this together with (Ag) and (Ah)
we receive a weighted BMO-estimate for (Y, Z), which gives us a tail-
estimate for (Y, Z).
If we assume in addition to (Ab,σ) that σ is bounded, then the BMO-estimates
for (X, Y, Z) are improved.
(Aσ) There exists Kσ > 0 such that for all 0 ≤ t ≤ T and x ∈ Rd one has
|σ(t, x)| ≤ Kσ.
Our first result, a weighted BMO-estimate, is a consequence of Theorem 3.16.
Theorem 3.3. Assume that Assumption 3.1 holds and let p ≥ 2. Then the
following assertions hold true:
(i)Y There exists c(3.3) > 0, depending at most on
(T, d, p, Lh, Lg, Lb,σ, Kb,σ, Kh), such that for any 0 ≤ s < t ≤ T and
any stopping time τ : Ω→ [s, t] we have
E
( |Yt − Yτ |p
1 + |Xτ |p
∣∣∣ Fτ) ≤ cp(3.3)(t− τ)p/2.
(i)Z There exists C(3.3) > 0 depending at most on (T, d, p, Lh, Lg, Lb,σ, Kb,σ)
such that for any 0 ≤ s < t ≤ T and any stopping time τ : Ω → [s, t]
we have
E

(∫ t
τ
|Zr|2dr
)p
2
1 + |Xτ |p
∣∣∣ Fτ
 ≤ Cp(3.3)(t− τ) p2 .
If additionally (Aσ) holds, then we have:
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(ii)Y There exists d(3.3) > 0, depending at most on
(T, d, p, Lh, Lg, Lb,σ, Kb,σ, Kh, Kσ), such that for any 0 ≤ s < t ≤ T
and any stopping time τ : Ω→ [s, t] we have
E
( |Yt − Yτ |p
1 + |Xτ |p(t− τ)p/2
∣∣∣ Fτ) ≤ dp(3.3)(t− τ)p/2.
(ii)Z There exists D(3.3) > 0 depending at most on (T, d, p, Lh, Lg, Lb,σ, Kσ)
such that for any 0 ≤ s < t ≤ T and any stopping time τ : Ω → [s, t]
we have
EFτ
(∫ t
τ
|Zr|2dr
) p
2
≤ Dp(3.3)(t− τ)
p
2 .
Proof. This theorem is proved in Section 5.1 below.
The main applications of Theorem 3.3 are tail estimates of exponential type
for (Y, Z). First we present the result for Y :
Theorem 3.4. Assume that Assumption 3.1 holds. Then there exists an
absolute constant c > 0 such that the following holds:
(i) For any 0 ≤ s < t ≤ T and any stopping time τ : Ω→ [s, t] we have
PB
(
sup
u∈[τ,t]
|Yu − Yτ |
c(3.3)
√
t− s > λ+ cµν
)
≤ e1−µPB
(
sup
u∈[τ,t]
|Yu − Yτ |
c(3.3)
√
t− s > λ
)
+ cPB
(
sup
u∈[τ,t]
|Xu|2 > ν2 − 1
)
for all λ, µ, ν > 0 and all B ∈ Fτ of positive measure.
(ii) If additionally (Aσ) holds, then we have
PB
(
sup
u∈[τ,t]
|Yu − Yτ |
d(3.3)
√
t− s > λ+ cµν
)
≤ e1−µPB
(
sup
u∈[τ,t]
|Yu − Yτ |
d(3.3)
√
t− s > λ
)
+ cPB
(
sup
u∈[τ,t]
|Xu|2(t− u) > ν2 − 1
)
for all λ, µ, ν > 0 and all B ∈ Fτ of positive measure.
Proof. This theorem is proved in Section 6.2 below.
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For the Z-process, Theorem 3.3 implies tail estimates for the stochastic in-
tegral of Z, as well as for the quadratic variation of the stochastic integral5.
Theorem 3.5. Assume that Assumption 3.1 holds. Then there exists an
absolute constant c > 0 such that the following holds:
(i) For any 0 ≤ s < t ≤ T and any stopping time τ : Ω→ [s, t] we have
PB
(
sup
u∈[τ,t]
∣∣∣∣
∫ u
τ
ZrdWr
C(3.3)β2
√
t− s
∣∣∣∣ > λ+ cµν
)
≤ e1−µPB
(
sup
u∈[τ,t]
∣∣∣∣
∫ u
τ
ZrdWr
C(3.3)β2
√
t− s
∣∣∣∣ > λ
)
+ cPB
(
sup
u∈[τ,t]
|Xu|2 > ν2 − 1
)
for all λ, µ, ν > 0 and all B ∈ Fτ of positive measure, and where β2 is the
constant from Proposition 2.6.
(ii) If additionally (Aσ) holds, then
PB
(
sup
u∈[τ,t]
∣∣∣∣
∫ u
τ
ZrdWr
D(3.3)β2
√
t− s
∣∣∣∣ > λ + cµ
)
≤ e1−µPB
(
sup
u∈[τ,t]
∣∣∣∣
∫ u
τ
ZrdWr
D(3.3)β2
√
t− s
∣∣∣∣ > λ
)
for all λ, µ > 0 and all B ∈ Fτ of positive measure, and where β2 is the
constant from Proposition 2.6.
Proof. This theorem is proved in Section 6.2 below.
One might ask if it is necessary to use the theory of weighted BMO instead of
non-weighted BMO. The following example shows that the weight processes
of Theorem 3.3 (i)Y and (i)Z are sharp:
5To save space, we only give here the results for the stochastic integral. This corre-
sponds to Theorem 3.17 (ii), and the result for the quadratic variation would correspond
to Theorem 3.17 (iii).
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Example 3.6. Consider the FBSDE
Xt =
∫ t
0
√
4e−s +X2sdWs, t ∈ [0, T ],
Yt = XT −
∫ T
t
ZrdWr, t ∈ [0, T ].
This FBSDE is of the same form as (7), with d = 1, b ≡ 0,
σ(t, x) =
√
4e−t + x2, h ≡ 0 and g(x) = x, so that Assumption 3.1 holds.
Now we have for all p ≥ 2 and all 0 ≤ s < t ≤ T that
E
[
|Yt − Ys|p
∣∣∣ Fs] ≥ (t− s) p2 (1 + |Xs|p)
e
Tp
2
,
as well as
E
[(∫ t
s
|Zr|2dr
) p
2 ∣∣∣ Fs] ≥ (t− s) p2 (1 + |Xs|p)
β
p
pe
Tp
2
,
where βp is the constant from Proposition 2.6.
Proof. First note that Yt = Xt, and that
Xt = 2 sinh(Wt)e
− t
2 = eWt−
t
2 − e−Wt− t2 .
Furthermore, we have the equalities:
EFs |eWt− t2 − eWs− s2 |2 = |eWs− s2 |2(et−s − 1),
EFs |e−Wt− t2 − e−Ws− s2 |2 = |e−Ws− s2 |2(et−s − 1),
EFs(eWt−
t
2 − eWs− s2 )(e−Wt− t2 − e−Ws− s2 ) = e−t(1− et−s),
|Xs|2 + 2e−s = |eWs− s2 |2 + |e−Ws− s2 |2,
so that
EFs |Yt − Ys|2 = EFs
∣∣∣eWt− t2 − eWs− s2 − (e−Wt− t2 − e−Ws− s2)∣∣∣2
= |eWs− s2 |2(et−s − 1) + |e−Ws− s2 |2(et−s − 1)− 2e−t(1− et−s)
= (et−s − 1) (|Xs|2 + 2(e−t + e−s))
≥ (t− s) (|Xs|2 + 1)) e−T .
Since p
2
≥ 1, we also have
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EFs |Yt − Ys|p ≥
(
EFs |Yt − Ys|2
)p
2
≥ (e−T (t− s)(1 + |Xs|2))p2
≥ e−Tp2 (t− s) p2 (1 + |Xs|p) .
The result for the Z-process follows now immediately from∫ t
s
ZrdWr = Yt − Ys.
The following example shows that the weight processes of Theorem 3.3 (ii)Y
and (ii)Z are sharp:
Example 3.7. Consider the FBSDE
Xt =
∫ t
0
1dWs, t ∈ [0, T ],
Yt = XT +
∫ T
t
Xsds−
∫ T
t
ZsdWs, t ∈ [0, T ],
This FBSDE is of the same form as (7), with d = 1, b ≡ 0, σ ≡ 1, h(t, x, y, z) =
x, and g(x) = x, so that Assumptions 3.1 and (Aσ) hold. Now we have for
all p ≥ 2, and all 0 ≤ s < t ≤ T that
E
[
|Yt − Ys|p
∣∣∣ Fs] ≥ (t− s)p/2(1 + |Xs|p(t− s)p/2),
as well as
EFs
(∫ t
s
|Zr|2dr
) p
2
≥ (t− s) p2 .
Proof. We have for all r ∈ [0, T ] that
Yr = E
Fr
[
WT +
∫ T
r
Wudu
]
= Wr(1 + T − r),
and therefore
EFs |Yt − Ys|2 = EFs |Wt(1 + T − t)−Ws(1 + T − s)|2
= (t− s)(1 + T − t)2 + |Ws|2(t− s)2
≥ (t− s)(1 + |Ws|2(t− s)).
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Since p
2
≥ 1, we deduce
EFs |Yt − Ys|p ≥
[
EFs |Yt − Ys|2
]p/2
≥ [(t− s)(1 + |Ws|2(t− s))]p/2
≥ (t− s)p/2(1 + |Ws|p(t− s)p/2).
The result for the Z-process follows immediately from the fact that
Zr = 1 + (T − r).
3.2 Non-Markovian BSDEs
We consider BSDEs of type
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdWs, t ∈ [0, T ], (8)
where ξ is FT -measurable, and f ∈ L0(ΩT ,P,PT ;C(Rd+1))6. Our strategy is
to assume that (Y, Z) is a solution of (8), and assume some further conditions
on Z in order to get an Lp-solution for p ≥ 2. In Example 3.11 we present
some cases when these conditions are satisfied. For p ∈ [2,∞) and θ ∈ [0, 1],
we consider the conditions:
(C1) There are Ly, Lz ≥ 0 such that for all (t, ω, y0, y1, z0, z1) one has
|f(t, ω, y0, z0)− f(t, ω, y1, z1)|
≤ Ly|y0 − y1|+ Lz[1 + |z0|+ |z1|]θ|z0 − z1|.
(C2)
∫ T
0
|f(s, 0, 0)|ds ∈ Lp.
(C3)
(∫ T
0
|Zs|2ds
) 1
2 ∈ Lp.
(C3’)
∫ T
0
|Zs|1+θds ∈ Lp.
Assumptions (C1) and (C2) are conditions on the data of the BSDE, implicit
conditions on the Z-process are (C3) and (C3’).
Lemma 3.8 ([17, Lemma 6.2]).
Assume that (C1)-(C3) and (C3’) hold for some p ∈ [2,∞) and θ ∈ [0, 1].
Then ∫ T
0
|f(s, Ys, Zs)|ds+ sup
t∈[0,T ]
|Yt| ∈ Lp.
6This means that η 7→ f(η, x) is P-measurable for all x ∈ Rd+1.
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Another implicit condition is the following "fractional BMO-assumption":
(C4) We assume that
‖|Z|θ‖BMO(S2) = sup
t∈[0,T ]
∥∥∥∥E(∫ T
t
|Zs|2θds|Ft
)∥∥∥∥
1
2
∞
<∞,
and fix a non-increasing sequence s = (sN)N≥1 ⊆ [0,∞) such that
slN(|Z|θ) ≤ sN,
and put s∞ := limN→∞ sN . If s∞ = 0, we let p(C4) =
3
2
, and if s∞ > 0,
we let
p(C4) :=
Φ−1(2
√
2Lzs∞)
Φ−1(2
√
2Lzs∞)− 1
,
where the function Φ is defined in (6).
First we show that using (C4) we may drop the assumption (C3’):
Lemma 3.9. For all p ∈ [2,∞) we have the following relations:
(i) If θ = 0, then (C4) holds, and (C3) ⇒ (C3’).
(ii) If θ = 1, then (C4) ⇒ (C3’) ⇒ (C3).
(iii) If θ ∈ (0, 1) and (C4) holds, then (C3) ⇒ (C3’).
Proof. (i) is obvious and (ii) follows immediately from John-Nirenberg in-
equality [22, Theorem 2.1]. Proposition 2.11 applied toX = |Z|θ and Y = |Z|
implies (iii).
Remark 3.10. In addition to Lemma 3.9, the condition (C4) has an even
more important role that we describe now. In our results, conditions (C4) and
(C1) are assumed to hold for the same θ ∈ [0, 1]. Then, applying Theorem
2.10, we have that a certain martingale satisfies the reverse Hölder inequality.
This martingale is used to handle the quadratic or sub-quadratic nature of
the generator f in the z-variable. If the number s∞ in (C4) equals zero, then
the reverse Hölder inequalities are satisfied for all indices q ∈ (1,∞). On the
other hand, if s∞ > 0, then there exists q0 ∈ (1,∞) such that the reverse
Hölder inequalities are satisfied for all q ∈ (1, q0). From this it follows that
in the case s∞ > 0 we need to assume more integrability than in the case
s∞ = 0, and this is the reason for introducing the constant p(C4). Note that
in the uniformly Lipschitz case, i.e. θ = 0, the condition (C4) is satisfied and
s∞ = 0. In the sub-quadratic case, i.e. θ ∈ (0, 1), a sufficient condition for
s∞ = 0 is, that there exists an η ∈ (θ, 1] such that ‖|Z|η‖BMO(S2) < ∞ (see
[17, Remark 6.5(2)]).
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Example 3.11.
(i) Assume that f satisfies (C1) and (C2) with θ = 0 and p > 1, and
that ξ ∈ Lp. Then there exists a unique solution (Y, Z) of (8), and
(C3)-(C4) are satisfied with θ = 0. This follows for example from [6,
Theorem 4.2]. Note that since θ = 0, we have s∞ = 0.
(ii) Assume that f satisfies (C1) and (C2) with θ = 1 and p =∞, and that
ξ ∈ L∞. Then there exists a solution (Y, Z) of (8) such that (C3)-(C4)
are satisfied with θ = 1 and all p ∈ [2,∞). This follows for example
from [25, Theorem 2.6 and Lemma 3.1].
(iii) Assume that f satisfies (C1) with θ0 ∈ (0, 1), and is such that
sup(r,ω) |f(r, ω, 0, 0)| < ∞. Also, assume that ξ ∈ cExp, which means
that there exists some µ ∈ (0,∞) such that
sup
t∈[0,T )
(T − t)
∥∥∥E [eµ|ξ| ∣∣∣ Ft]∥∥∥
∞
<∞.
Then there exists a solution (Y, Z) of (8) such that (C3)-(C4) are sat-
isfied with p = 2 and all θ ∈ (0, 1), so that s∞ = 0 (see [17, Theorem
6.13])
Our final assumption is a weighted BMO-condition on ξ and f on a subinter-
val [s, t] ⊆ [0, T ]. This is used in the following way: if (C1)-(C4) are satisfied
and Assumption 3.12 holds on an interval [s, t], then on this interval we have
a weighted BMO-estimate and a tail estimate of (Y, Z).
Assumption 3.12. For fixed 0 ≤ s < t ≤ T there are non-negative càdlàg
supermartingales (wξp,s,u,t)u∈[s,t] and (w
f
p,s,u,t)u∈[s,t], which satisfy for any
u ∈ [s, t],
(C5) EFu |ξ − EGtuξ|p ≤ wξp,s,u,t,
(C6) EFu
(∫ T
u
supy,z |f(r, y, z)− (EHtuf)(r, y, z)|dr
)p
≤ wfp,s,u,t,
where (EH
t
uf) : ΩT → C(R× Rd) is the7 Htu-measurable process with
PT
(
EH
t
u(f(x)) = (EH
t
uf)(x)
)
= 1 for all x ∈ R× Rd.
7Existence and uniqueness of such a process is proven in Proposition 7.3 below.
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Remark 3.13. For a fixed u ∈ (s, t], the weight wξp,s,u,t is an upper bound
for EFu |ξ − EGtuξ|p, so we expect wξp,s,u,t to depend on u and t, but not on s.
We use a notation where the s is included, since we want to emphasize the
fact that Assumption 3.12 is an assumption on the behaviour of (ξ, f) on the
interval [s, t].
For more insight into Assumption 3.12, the reader is referred to its refor-
mulation, Assumption 5.1, and the preceding Section 4. At this point we
only note that the data of FBSDE (7) satisfies this assumption with natural
processes wfp and w
ξ
p.
Lemma 3.14. Assume that Assumption 3.1 holds. Then assumptions (C1)-
(C6) hold true for θ = 0, all p ∈ [2,∞), and all 0 ≤ s < t ≤ T . Moreover,
there exists c(3.14) > 0 depending at most on (T, d, p, Lg, Lh, Lb,σ, Kb,σ) such
that we may choose
w
f
p,s,u,t = w
ξ
p,s,u,t = c
p
(3.14)(t− u)p/2
(
1 + E
[
sup
r∈[u,t]
|Xr|p
∣∣∣ Fu
])
for all 0 ≤ s ≤ u ≤ t ≤ T . If additionally (Aσ) holds, then there exists
d(3.14) > 0 depending at most on (T, d, p, Lg, Lh, Lb,σ, Kσ) such that we may
choose
w
f
p,s,u,t = w
ξ
p,s,u,t = d
p
(3.14)(t− u)p/2.
Proof. This lemma is proved in Section 5.1 below.
Remark 3.15. We emphasize that in the assumptions (C1)-(C6) we do not
assume the generator f to be deterministic, and we do not assume that the
BSDE would be Markovian. If Assumption 3.1 holds, then we have, using
Lemma 3.14, that assumptions (C1)-(C6) hold for θ = 0 and all appropriate
p. In what follows, we only assume that assumptions (C1)-(C6) hold for
some appropriate θ, p.
We are ready to give our main result.
Theorem 3.16. Assume (C1)-(C6) for θ ∈ [0, 1], p ∈ [2,∞) ∩ (p(C4),∞),
and 0 ≤ s < t ≤ T . Then the following assertions hold true:
(i) There exists c(3.16) > 0 depending at most on (T, d, p, Ly, Lz, (sN)N∈N)
such that for any stopping time τ : Ω→ [s, t] we have
EFτ |Yt − Yτ |p ≤ (c(3.16)wp,s,τ,t)p, (9)
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where
w
p
p,s,u,t =
(
w
ξ
p,s,u,t + w
f
p,s,u,t
)
+ EFu
(∫ t
u
|f(r, 0, 0)|dr
)p
+(t− u)p
[
EFu
(
|ξ|+
∫ T
t
|f(r, 0, 0)|dr
)p]
.
(ii) There exists d(3.16) > 0 depending at most on (T, d, p, Ly, Lz, (sN)N∈N)
such that for any stopping time τ : Ω→ [s, t] we have
EFτ
(∫ t
τ
|Zr|2dr
) p
2
≤ dp(3.16)
(
w
ξ
p,s,τ,t + w
f
p,s,τ,t
)
.
Proof. This theorem is proved in Section 5.2 below.
The main applications of Theorem 3.16 are the following tail estimates:
Theorem 3.17. Under the assumptions of Theorem 3.16 there exists an
absolute constant c > 0 such that for any stopping time τ : Ω → [s, t] we
have
(i) PB
(
sup
u∈[τ,t]
|Yu − Yτ |
c(3.16)
> λ+ cµν
)
≤ e1−µPB
(
sup
u∈[τ,t]
|Yu − Yτ |
c(3.16)
> λ
)
+ cPB
(
sup
u∈[τ,t]
wp,s,u,t > ν
)
,
(ii) PB
(
sup
u∈[τ,t]
∣∣∣∣
∫ u
τ
ZrdWr
d(3.16)βp
∣∣∣∣ > λ+ cµν
)
≤ e1−µPB
(
sup
u∈[τ,t]
∣∣∣∣
∫ u
τ
ZrdWr
d(3.16)βp
∣∣∣∣ > λ
)
+ cPB
(
sup
u∈[τ,t]
(
w
ξ
p,s,u,t + w
f
p,s,u,t
) 1
p
> ν
)
,
(iii) PB

(∫ t
τ
|Zr|2dr
) 1
2
d(3.16)
> λ+ cµν
 ≤ e1−µPB

(∫ t
τ
|Zr|2dr
)1
2
d(3.16)
> λ

+ cPB
(
sup
u∈[τ,t]
(
w
ξ
p,s,u,t + w
f
p,s,u,t
) 1
p
> ν
)
,
for all λ, µ, ν > 0 and any B ∈ Fτ of positive measure, and where βp is the
constant from Proposition 2.6.
Proof. This theorem is proved in Section 6.1 below.
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4 Decoupling operators
We now recall the decoupling operators introduced in [17], as well as some of
their properties proven there. These operators are defined for random objects
based on Ω, see Section 4.1 below, but we will use them to deduce conditional
estimates in the original probability space (Ω,F ,P). These results are crucial
in proving Theorem 3.16.
4.1 Setting
Recall the stochastic basis (Ω,F ,P, (Ft)t∈[0,T ]) that was fixed in the begin-
ning of Section 2. Our fundamental random object is the Brownian motion
W = (Wt)t∈[0,T ], but for our decoupling technique we also need to have a
Brownian motion W ′ that is independent of W . Thus we proceed as follows:
1. Fix another stochastic basis
(Ω′,F ′,P′, (F ′t)t∈[0,T ])
that satisfies the usual assumptions, and in particular F′ = (F ′t)t∈[0,T ] is
the augmented natural filtration of a standard d-dimensional Brownian
motionW ′ = (W ′t )t∈[0,T ], where all paths are assumed to be continuous,
and F ′ = F ′T .
2. Let
Ω := Ω× Ω′, P := P× P′, F := F ⊗ F ′P.
3. Extend the Brownian motions W and W ′ canonically to Ω, that is,
W (ω, ω′) := W (ω),
W ′(ω, ω′) := W ′(ω′).
The augmented8 natural filtration of the 2d-dimensional Brownian mo-
tion (W,W ′) is denoted by F = (F t)t∈[0,T ].
Hence, on the probability space (Ω,F ,P), there are two independent
d-dimensional Brownian motions W and W ′.
Fix a Borel-measurable function ϕ : (0, T ]→ [0, 1]. We define another stan-
dard d-dimensional Brownian motion on (Ω,F ,P) by
W
ϕ
t :=
∫ t
0
√
1− ϕ(u)2dWu +
∫ t
0
ϕ(u)dW ′u, t ∈ [0, T ],
8Whenever we augment a filtration that is based on Ω, we augment it by P-nullsets.
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and assume again continuity of all trajectories. The augmented natural fil-
tration of W ϕ is denoted by Fϕ = (Fϕt )t∈[0,T ], and the predictable σ-algebra
on the stochastic basis (Ω,FϕT ,P, (Fϕt )t∈[0,T ]) by Pϕ. Moreover, we use ΣϕT
for B([0, T ])⊗ FϕT .
Denoting the function ϕ ≡ 0 simply by 0, we have thatW 0 and (the extension
of) W are indistinguishable. Since F0 contains all P-nullsets, it follows that
(F0t )t∈[0,T ] and the augmentation of σ(Wr, r ∈ [0, t])t∈[0,T ] coincide. Thus, we
may agree to use W 0 for the extension of W , and similarly we use W 1 for
the extension of W ′.
4.2 Decoupling operators
Given a random variable ξ, whose randomness is given by W , we wish to
define a random variable ξϕ with the following two properties:
(1) ξϕ is a copy of ξ,
(2) The randomness of ξϕ is given by W ϕ.
We accomplish this at the level of equivalence classes. The fact that our
procedure is well-defined is not proven here; all the proofs can be found in
[17].
1. For ξ ∈ L0(Ω,F ,P) take the canonical extension ξ˜ ∈ L0(Ω,F0,P),
and let [ξ] ∈ L0(Ω,F0,P) be the equivalence-class that contains all
F0-measurable random variables that are P-a.s. the same as ξ˜.
2. We let (hk)k∈N be the (L2([0, T ])-normalized) Haar-functions on [0, T ],
and denote by W 0s,i the i:th component of the Brownian motion W
0 for
i = 1, . . . , d. Now, letting (gn)n∈N : Ω → R be the family of random
variables
∫ T
0
hk(s)dW
0
s,i where i = 1, . . . , d and k ∈ N, there exists a
σ(gn, n ∈ N)-measurable ξ0 ∈ [ξ].
3. Defining J : Ω → RN, J(η) = (gn(η))n∈N, there exists a random
variable ξˆ : RN → R such that ξ0 can be factorized through RN:
ξ0 : Ω
J→ RN ξˆ→ R.
4. Define (gϕn)n∈N analogously as (gn)n∈N, using W
ϕ instead of W 0, and
let Jϕ : Ω → RN, Jϕ(η) = (gϕn(η))n∈N. Then it follows that ξˆ(Jϕ) is
a well-defined σ(gϕn , n ∈ N)-measurable random variable.
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5. Finally, we let [ξ]ϕ ∈ L0(Ω,Fϕ,P) be the equivalence-class that con-
tains all Fϕ-measurable random variables that are P-a.s. the same as
ξˆ(Jϕ).
Remark 4.1.
(1) Steps 2-5 yield the decoupling operator C : L0(Ω,F0,P)→ L0(Ω,Fϕ,P)
defined by
C([ξ]) = [ξ]ϕ.
In the following we will identify ξ, ξ˜, and [ξ], and denote all of them
simply by ξ. Similarly, we will use the notation ξϕ for both the equiv-
alence class [ξ]ϕ, and any representative of it.
(2) The factorization and the approach used here is distributional, and
does not require continuous paths or a gaussian distribution. As such,
the approach might be useful also in other situations.
(3) We can define Xϕ for X ∈ L0(ΩT ,ΣT ,PT ) analogously as above. The
idea is that we change the randomness, but leave the time component
unchanged. The point of defining this separately is to emphasize that
Xϕ ∈ L0(ΩT ,ΣϕT ,PT ), i.e. that representatives of Xϕ are jointly mea-
surable.
(4) Our approach preserves continuity: Assume thatX is locally σ-compact,
S ∈ {0, T}, and f ∈ L0(ΩS ,ΣS,PS;C(X)). Then we may define
fϕ ∈ L0(ΩS,ΣϕS,PS;C(X)) by taking the continuous modification9 of
(f(x)ϕ)x∈X.
4.3 Basic properties
Predictability and adaptedness are transferred in the following sense:
Proposition 4.2 ([17, Lemma 3.1 and Theorem 2.8]).
Let X locally σ-compact. Then the following holds true:
(i) If ξ ∈ L0(Ω,Ft,P) for some t ∈ [0, T ], then all representatives of
ξϕ ∈ L0(Ω,Fϕ,P) are Fϕt -measurable.
(ii) If f ∈ L0(ΩT ,P,PT ;C(X))10, then there is a Pϕ-measurable11 repre-
sentative of fϕ ∈ L0(ΩT ,ΣϕT ,PT ;C(X)).
9Existence of such modification was proven in [17, Proposition A.1].
10This means that η 7→ f(η, x) is P-measurable for all x ∈ X.
11This means that η 7→ fϕ(η, x) is Pϕ-measurable for all x ∈ X.
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(iii) If Y ∈ L0(Ω,F ,P;C([0, T ])) is (Ft)t∈[0,T ]-adapted, then all representa-
tives of Y ϕ ∈ L0(Ω,Fϕ,P;C([0, T ])) are (Fϕt )t∈[0,T ]-adapted.
We summarize some further properties proven in [17]:
Proposition 4.3 ([17, Theorems 2.6, 2.11, and Lemma 3.2]).
Let N ∈ N, S ∈ {0, T}, X,X1, . . . , XN ∈ L0(ΩS,ΣS,PS), Y ∈ L1(ΩT ,ΣT ,PT ),
g : RN → R be a Borel function, f ∈ L0(ΩS,ΣS,PS;C(RN)), and
Z ∈ L2(ΩT ,P,PT ). Then the following holds true:
(i) X
d
= Xϕ.
(ii) (g(X1, . . . , XN))
ϕ = g(Xϕ1 , . . . , X
ϕ
N).
(iii) (f(X1, . . . , XN))
ϕ = fϕ(Xϕ1 , . . . , X
ϕ
N).
(iv)
(∫ T
0
Y (t)1{
∫ T
0 |Y (s)|ds<∞}
dt
)ϕ
=
∫ T
0
Y ϕ(t)1{
∫ T
0 |Y
ϕ(s)|ds<∞}dt.
(v)
(∫ T
0
Z(t)dWt
)ϕ
=
∫ T
0
Zϕ(t)dW ϕt for any predictable representative of
Zϕ.12
(vi) Let X ∈ L0(ΩT ,ΣT ,PT ) and Y ∈ L0(ΩT ,ΣϕT ,PT ). If there is a null-set
N ⊆ [0, T ] with Y (t) ∈ X(t)ϕ for all t ∈ [0, T ] \ N , then Y ∈ Xϕ.
Our next result can be interpreted as follows: if (Y, Z) is a solution of an
SDE, then (Y ϕ, Zϕ) is a solution of another SDE. Note that we do not assume
the SDEs to have unique solutions, we only assume that (Y, Z) satisfies the
equation.
Proposition 4.4 ([17, Theorem 3.3]).
Assume that f, gi ∈ L0(ΩT ,P,PT ;C(R1+d)), Zi ∈ L0(ΩT ,P,PT ), i = 1, . . . , d,
that Y ∈ L0(Ω,F ,P;C([0, T ])) is (Ft)t∈[0,T ]-adapted, and that
E
[∫ T
0
|f(r, Yr, Zr)|dr +
∫ T
0
|g(r, Yr, Zr)|2dr
]
<∞.
Furthermore, assume that ξ ∈ L0(Ω,F ,P), and that equation
Yu = ξ +
∫ T
u
f(r, Yr, Zr)dr −
∫ T
u
g(r, Yr, Zr)dWr, u ∈ [0, T ], (10)
12By Proposition 4.2(ii) there exists such a representative.
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holds P-almost surely. If we fix any predictable representatives of fϕ, gϕi , Z
ϕ
i ,
and an (Fϕt )t∈[0,T ]-adapted (continuous) representative of Y ϕ, we have
E
[∫ T
0
|fϕ(r, Y ϕr , Zϕr )|dr +
∫ T
0
|gϕ(r, Y ϕr , Zϕr )|2dr
]
<∞,
and we have that the equation
Y ϕu = ξ
ϕ +
∫ T
u
fϕ(r, Y ϕr , Z
ϕ
r )dr −
∫ T
u
gϕ(r, Y ϕr , Z
ϕ
r )dW
ϕ
r , u ∈ [0, T ], (11)
holds P-almost surely.
4.4 Conditional results
From now on we will exclusively use functions ϕ of the form
χ(s,t] : (0, T ]→ [0, 1], χ(s,t](r) =
{
1, if r ∈ (s, t],
0, if r 6∈ (s, t],
where 0 ≤ s < t ≤ T . To keep the notation light, X(s,t] instead of Xχ(s,t]
is used. Recall that the random object X(s,t] is obtained by changing the
underlying Brownian motionW 0 to an independent one on the interval (s, t].
If X is independent of σ(W 0r −W 0s , r ∈ (s, t]), we ought to have X(s,t] = X.
Precisely in what sense this holds, is answered by the following proposition:
Proposition 4.5. Let 0 ≤ s < t ≤ T , and define the sigma-algebras
Gts := σ(W 0r , r ∈ [0, s]) ∨ σ(W 0r −W 0t , r ∈ [t, T ]) ∨ N ,
Hts := B([0, T ])⊗ Gts,
where N are the P-nullsets. Then
(i) EH
t
sX = EH
t
sX(s,t] for any X ∈ L1(ΩT ,Σ0T ,PT ),
(ii) EG
t
sα = EG
t
sα(s,t] for any α ∈ L1(Ω,F0,P),
(iii) α = α(s,t] for any α ∈ L0(Ω,Gts,P),
(iv) X ∈ X(s,t] for any X ∈ L0(ΩT ,Hts,PT ),
(v) f ∈ f (s,t] for any f ∈ L0(ΩT ,Hts,PT ;C(X)).
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Proof. First of all we note that
Gts = σ(W (s,t]r , r ∈ [0, s]) ∨ σ(W (s,t]r −W (s,t]t , r ∈ [t, T ]) ∨N .
Hence, similarly as in Proposition 4.2(i) (i.e. [17, Lemma 3.1]), we have that
if α ∈ L0(Ω,Gts,P), then all representatives of α(s,t] are Gts-measurable.
(i) We need to prove that∫
A
XdPT =
∫
A
X(s,t]dPT
for all A ∈ Hts. By linearity of the decoupling operator we may assume that
X ≥ 0, and it is enough to consider a generating π-system, so that we assume
A to be of the form
(r, Ŵ ) := (r,W 0s1 , . . . ,W
0
sn,W
0
t1
−W 0t , . . . ,W 0tm −W 0t ) ∈ B1 ×B2,
where n,m ∈ N, 0 ≤ si ≤ s < t ≤ tj ≤ T , 0 ≤ r ≤ T , and B1 ∈
B([0, T ]), B2 ∈ B(R(n+m)d). Letting Y (r, ω) := χB1×B2(r, Ŵ (ω)) we have
Y ∈ L∞(ΩT ,Hts,PT ), and Y ∈ Y (s,t] because of Proposition 4.3(ii) and (vi).
Thus, again using Proposition 4.3,∫
A
XdPT =
∫
ΩT
XY dPT =
∫
ΩT
(XY )(s,t]dPT =
∫
ΩT
X(s,t]Y (s,t]dPT
=
∫
ΩT
X(s,t]Y dPT =
∫
A
X(s,t]dPT .
(ii) Can be shown similarly as (i).
(iii) First let α ∈ L1(Ω,Gts,P). Then we have that EGtsα(s,t] = α(s,t], but from
(ii) we have that EG
t
sα(s,t] = α as well. For α ∈ L0(Ω,Gts,P) the claim follows
from the fact that for all N ∈ N
(N ∧ α ∨ (−N))(s,t] = N ∧ α(s,t] ∨ (−N).
(iv) If X ∈ L0(ΩT ,Hts,PT ), then by Fubini’s theorem X(r) ∈ L0(Ω,Gts,P)
for all r ∈ [0, T ], so that (iii) implies that X(r) ∈ X(r)(s,t] for all r ∈ [0, T ].
Since Hts ⊆ Σ(s,t]T , we have that X ∈ L0(ΩT ,Σ(s,t]T ,PT ) so that the claim
follows from Proposition 4.3(vi).
(v) Follows directly from (iv) and the definition of f (s,t].
We want to deduce conditional estimates for random variables based on the
probability space (Ω,F ,P) from estimates obtained using the decoupling op-
erators. In this respect, the following result is vital:
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Lemma 4.6. Let p ≥ 1, 0 ≤ s < t ≤ T , and ξ ∈ Lp(Ω,F0,P). Then
1
2p
EG
t
s |ξ − ξ(s,t]|p ≤ EGts |ξ − EGtsξ|p ≤ EGts |ξ − ξ(s,t]|p. (12)
Proof. We know from [17, Lemma 4.20] that for any X ∈ Lp(Ω,F0,P)
1
2
‖X −X(s,t]‖p ≤ ‖X − EGtsX‖p ≤ ‖X −X(s,t]‖p. (13)
Let A ∈ Gts such that P(A) > 0. Using Propositions 4.3(ii) and 4.5(iii) we
have (ξχA)
(s,t] = χAξ
(s,t] and EG
t
s(ξχA) = χAE
Gtsξ, so that applying equation
(13) with X = ξχA implies the claim.
Corollary 4.7. Let ξ ∈ Lp(Ω,F ,P) and Ψ ∈ L0(Ω,F ,P), and denote their
canonical extensions by ξ˜, Ψ˜, respectively. Then
EF
0
s |ξ˜− ξ(s,t]|p ≤ Ψ˜ ⇒ EFs |ξ −EGtsξ|p ≤ Ψ ⇒ EF0s |ξ˜ − ξ(s,t]|p ≤ 2pΨ˜.
Proof. We have that ξ˜ ∈ Lp(Ω,F0,P), and that the canonical extension of
EFs |ξ − EGtsξ|p is P-a.s. equal to EF0s |ξ˜ − EGts ξ˜|p. Applying EF0s on equation
(12), we have P-a.s.
1
2p
EF
0
s |ξ˜ − ξ(s,t]|p ≤ EF0s |ξ˜ − EGts ξ˜|p ≤ EF0s |ξ˜ − ξ(s,t]|p, (14)
and the claim follows.
The same idea applies also for the generator of a BSDE. However, the result
corresponding to Lemma 4.6 being technically involved, is proven in the
appendix.
Corollary 4.8. Assume that f ∈ L0(ΩT ,Σ0T ,PT ;C(R1+d)) satisfies (C1) with
θ = 1 and (C2) with p = 1, let q ≥ 1 and 0 ≤ s < t ≤ T . Moreover, let
Ψ ∈ L1(Ω,F ,P), and denote its canonical extension by Ψ˜. Then
EFs
(∫ T
s
sup
x∈Rd+1
|f(r, x)− (EHtsf)(r, x)|dr
)q
≤ Ψ
⇒ EF0s
(∫ T
s
sup
x∈Rd+1
|f(r, x)− f (s,t](r, x)|dr
)q
≤ 2qΨ˜,
and conversely,
EF
0
s
(∫ T
s
sup
x∈Rd+1
|f(r, x)− f (s,t](r, x)|dr
)q
≤ Ψ˜
⇒ EFs
(∫ T
s
sup
x∈Rd+1
|f(r, x)− (EHtsf)(r, x)|dr
)q
≤ Ψ.
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Proof. It is immediate, that the canonical extension of
EFs
(∫ T
s
supx∈Rd+1 |f(r, x)− (EHtsf)(r, x)|dr
)q
is P-a.s. equal to
EF
0
s
(∫ T
s
supx∈Rd+1 |f(r, x)− (EHtsf)(r, x)|dr
)q
, so that the result follows by
applying EF
0
s to the conclusion of Proposition 7.9 with u1 = s and u2 = T . To
apply Proposition 7.9, we show that for all R > 0 it holds∫
ΩT
supx∈B(0,R) |f(x)|dPT < ∞, where B(0, R) ⊆ R1+d is the closed ball of
radius R. Indeed, it follows from (C2) and (C3) that∫
ΩT
sup
(y,z)∈B(0,R)
|f(r, ω, y, z)|dPT(r, ω)
≤
∫
ΩT
sup
(y,z)∈B(0,R)
|f(r, ω, 0, 0)|+ Ly|y|+ Lz(1 + |z|)|z|dPT (r, ω)
≤ E
(∫ T
0
|f(r, 0, 0)|dr
)
+ LyR + Lz(1 +R)R <∞.
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5 Proofs of weighted BMO-estimates
The following is the counterpart of Assumption 3.12:
Assumption 5.1. For fixed 0 ≤ s < t ≤ T there exist càdlàg (Fr)r∈[0,T ]-
supermartingales whose canonical extensions (w˜ξp,s,u,t)u∈[s,t] and
(w˜fp,s,u,t)u∈[s,t] satisfy, for any u ∈ [s, t],
(C5) EF
0
u |ξ − ξ(u,t]|p ≤ w˜ξp,s,u,t,
(C6) EF
0
u
(∫ T
u
supy,z |f(r, y, z)− f (u,t](r, y, z)|dr
)p
≤ w˜fp,s,u,t.
It is immediate from Corollaries 4.7 and 4.8 that Assumptions 3.12 and 5.1 are
equivalent, and the corresponding weight processes differ by a multiplicative
constant depending only on p.
5.1 Proof of Theorem 3.3
Since our decoupling operators have such nice properties, we expect it to be
easier to verify Assumption 5.1 than to verify Assumption 3.12. Our next
proof seems to support this thought:
Proof of Lemma 3.14:
(C1)-(C4): Follow from [6, Theorem 4.2], since (Ah) implies that (C1) holds
with θ = 0, (Ab,σ) together with (Ag) implies E|g(XT )|p < ∞, and (Ab,σ)
together with (Ah) implies E
(∫ T
0
|h(r,Xr, 0, 0)|dr
)p
<∞.
(C5): Let 0 ≤ s ≤ u ≤ t ≤ T . Using Proposition 4.3(ii) we have that
(g(XT ))
(u,t] = g(X
(u,t]
T ),
and Proposition 4.4 implies that X(u,t] is the solution of
X(u,t]r = x+
∫ r
0
b(v,X(u,t]v )dv +
∫ r
0
σ(v,X(u,t]v )dW
(u,t]
v , r ∈ [0, T ].
It follows from (Ag) that
EF
0
u |g(XT )− g(X(u,t]T )|p ≤ LpgEF
0
u |XT −X(u,t]T |p.
Finally, Lemma 7.1 implies
EF
0
u |XT −X(u,t]T |p ≤ Cp(7.1)(t− u)p/2
(
1 + E
[
sup
r∈[u,t]
|Xr|p
∣∣∣ F0u
])
,
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and if (Aσ) holds, then Lemma 7.1 implies
EF
0
u |XT −X(u,t]T |p ≤ Dp(7.1)(t− u)p/2.
(C6): Let 0 ≤ s ≤ u ≤ t ≤ T . We notice that Proposition 4.3 implies
(h(r,Xr, y, z))
(u,t] = h(r,X(u,t]r , y, z).
The result again follows from Lemma 7.1, since (Ah) implies
EF
0
u
(∫ T
0
sup
y,z
|h(r,Xr, y, z)− h(r,X(u,t]r , y, z)|dr
)p
≤ EF0u
(∫ T
0
Lh|X(u,t]r −Xr|dr
)p
.
For all u ∈ [s, t] we let
wu := wp,s,u,t := (t− u)p/2
(
1 + E
[
sup
r∈[u,t]
|Xr|p
∣∣∣ Fu]) ,
and get that the process (wu)u∈[s,t] is a supermartingale. Since u 7→ Ewu
is continuous, there exists a càdlàg modification of the process (wr)r∈[s,t].
This modification is a càdlàg supermartingale, and for any fixed u ∈ [s, t] its
canonical extension coincides P-a.s. with
(t− u)p/2
(
1 + E
[
sup
r∈[u,t]
|Xr|p
∣∣∣ F0u
])
.
Hence, there exists C > 0 depending at most on (T, d, p, Lg, Lh, Lb,σ, Kb,σ)
such that Assumption 5.1 holds for all 0 ≤ s < t ≤ T with
w˜
f
p,s,u,t = w˜
ξ
p,s,u,t := C
p(t− u)p/2
(
1 + E
[
sup
r∈[u,t]
|Xr|p
∣∣∣ F0u
])
.
If additionally (Aσ) holds, then there exists D > 0 depending at most on
(T, d, p, Lg, Lh, Lb,σ, Kσ) such that we may choose
w˜
f
p,s,u,t = w˜
ξ
p,s,u,t = D
p(t− u)p/2.

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Proof of Theorem 3.3:
(i)Y Because of Lemma 3.14 we may use Theorem 3.16 to obtain for any
0 ≤ s < t ≤ T and any stopping time τ ∈ [s, t] that
EFτ |Yt − Yτ |p ≤cp
(3.16)
2cp(3.14)(t− τ)p/2
(
1 + E
[
sup
r∈[τ,t]
|Xr|p
∣∣∣ Fτ])
+EFτ
(∫ t
τ
|h(r,Xr, 0, 0)|dr
)p
+(t− τ)pEFτ
(
g(XT )
p +
(∫ T
t
|h(r,Xr, 0, 0)|dr
)p)
.
Using (Ag), (Ah) and the fact
EFτ sup
τ≤r≤T
|Xr|p ≤ Cp(1 + |Xτ |p), (15)
where C depends at most on (T, p,Kb,σ), we may deduce
EFτ |Yt − Yτ |p ≤ cp(3.3)(t− τ)p/2 [1 + |Xτ |p] ,
where c(3.3) > 0 depends at most on (T, d, p, Lg, Lh, Lb,σ, Kb,σ, Kh).
Assertions (i)Z and (ii)Y follow analogously by applying Lemma 3.14, The-
orem 3.16, and inequality (15). Assertion (ii)Z , on the other hand, follows
directly from Lemma 3.14 and Theorem 3.16. 
5.2 Proof of Theorem 3.16
In this Section we deduce upper bounds for EFτ |Yt−Yτ |p and EFτ
(∫ t
τ
|Zr|2dr
)p
2
,
where τ : Ω → [s, t] is any stopping time, and 0 ≤ s < t ≤ T are such that
Assumption 3.12 is satisfied.
Our procedure consists of the following steps:
1 Let 0 ≤ s < t ≤ T , u ∈ [s, t], and consider the decomposition(
EFu |Yt − Yu|p
)1/p ≤ (EFu |Yt − EFuYt|p)1/p + (EFu |Yu − EFuYt|p)1/p
=: I
1/p
1 + I
1/p
2 . (16)
2 With the assumptions of Theorem 3.16, Proposition 5.2 together with
Corollary 4.7 implies
I1 + E
Fu
(∫ t
u
|Zr|2dr
)p
2
≤ cp(5.2)2p(wξp,s,u,t + wfp,s,u,t),
where c(5.2) > 0 depends at most on (T, d, p, Ly, Lz, (sN)N).
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3 With the assumptions of Theorem 3.16, Proposition 5.6 implies that
I2 ≤ cp(5.6)wpp,s,u,t,
where c(5.6) > 0 depends at most on (T, d, p, Ly, Lz, (sN)N).
4 In the end we extend the result from all deterministic times u ∈ [s, t]
to all stopping times τ : Ω→ [s, t].
The next Proposition is a conditional version of [17, Theorem 6.4]. Note that
Assumption 3.12 is not needed for this result.
Proposition 5.2. Assume (C1)-(C4) for θ ∈ [0, 1] and p ∈ [2,∞)∩(p(C4),∞),
and fix 0 ≤ u < t ≤ T . Then there exists c(5.2) > 0 depending at most on
(T, d, p, Ly, Lz, (sN)N) such that
EF
0
u sup
r∈[u,T ]
|Y (u,t]r − Yr|p
+EF
0
u
[(∫ t
u
|Zr|2dr
)p
2
+
(∫ T
u
|Z(u,t]r − Zr|2dr
)p
2
]
≤ cp(5.2)EF
0
u
(
|ξ(u,t] − ξ|+
∫ T
u
|f(r, Yr, Zr)− f (u,t](r, Yr, Zr)|
)p
.
Proof. The strategy of the proof is the following: Our assumptions state
that there exists a regular solution (Y, Z) to the BSDE with data (ξ, f). We
will define new data (ξ, f) by localizing (ξ, f) suitably, and note that (Y , Z),
a localized version of (Y, Z), is a solution to the BSDE with data (ξ, f).
Applying [17, Theorem 6.4] to the localized BSDE then gives us a moment
estimate that immediately implies the claim.
Let A0 ∈ F0u such that P(A0) > 0. Since the σ-algebras F0u and Fu⊗ {∅,Ω′}
differ only by null-sets, it follows that there exists A ∈ Fu with P(A) > 0
such that
P
(
1(A×Ω′) = 1A0
)
= 1.
Now we define
ξ := (ξ − Yu)1A,
f(r, y, z) := f(r, y + Yu, z)1A1(u,T ](r),
Y r := (Yr − Yu)1A1(u,T ](r),
Zr := Zr1A1(u,T ](r).
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Note that f is designed to satisfy for all r ∈ [0, T ] the equation
f(r, Y r, Zr) = f(r, Yr, Zr)1A1(u,T ](r).
It is straight-forward to check that since (f, Y, Z) satisfy (C1)-(C4), also
(f, Y , Z) satisfy (C1)-(C4). Moreover, (t, ω) 7→ f(t, ω, y, z) is predictable for
all (y, z) ∈ R1+d. Now we have that (Y , Z) is a solution of the BSDE
Y˜t = ξ +
∫ T
t
f(r, Y˜r, Z˜r)dr −
∫ T
t
Z˜rdWr.
Since (f, Y , Z) satisfy conditions (C1)-(C4), and because of Lemma 3.8, it
follows that they also satisfy the assumptions of [17, Theorem 6.4]. Applying
[17, Theorem 6.4] with ψ := 0, and ϕ := 1(u,t] implies that there exists
c(6.4) > 0 depending at most on (T, d, p, Ly, Lz, (sN)N) such that∥∥∥∥∥ supr∈[u,T ] |Y (u,t]r − Y r|
∥∥∥∥∥
p
+
∥∥∥∥∥
(∫ t
u
|Zr|2dr
)1
2
∥∥∥∥∥
p
+
∥∥∥∥∥
(∫ T
u
|Z(u,t]r − Zr|2dr
) 1
2
∥∥∥∥∥
p
≤ c(6.4)
[∥∥∥ξ(u,t] − ξ∥∥∥
p
+
∥∥∥∥∫ T
u
|f (u,t](r, Y r, Zr)− f(r, Y r, Zr)|dr
∥∥∥∥
p
]
.
By definitions of (ξ, Y , Z, f) and using properties of the decoupling operators,
in particular note that 1
(u,t]
A0 = 1A0 since A
0 ∈ F0u , this reads as∥∥∥∥∥ supr∈[u,T ] |Y (u,t]r − Yr|1A0
∥∥∥∥∥
p
+
∥∥∥∥∥
(∫ t
u
|Zr|2dr
) 1
2
1A0
∥∥∥∥∥
p
+
∥∥∥∥∥
(∫ T
u
|Z(u,t]r − Zr|2dr
)1
2
1A0
∥∥∥∥∥
p
≤ c(6.4)
[∥∥(ξ(u,t] − ξ)1A0∥∥p + ∥∥∥∥∫ T
u
|f (u,t](r, Yr, Zr)− f(r, Yr, Zr)|dr1A0
∥∥∥∥
p
]
,
which immediately implies the claim.
Remark 5.3. It follows that assumption (C6) can be weakened to:
(˜C6) EF
0
u
(∫ T
u
|f(r, Yr, Zr)− f (u,t](r, Yr, Zr)|dr
)p
≤ wfp,s,u,t.
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Remark 5.4. Note that in the proof of Proposition 5.2 we localize a BSDE
that is based on the probability space (Ω,F ,P), and receive via [17, Theorem
6.4] a conditional result with respect to the σ-algebra F0u that is in the
probability space (Ω,F ,P). This proof works because F0u is up to null-sets the
same as the canonical extension of the σ-algebra Fu. Instead of applying [17,
Theorem 6.4] directly, we can combine the proofs of [17, Theorem 6.4] and [17,
Lemma 6.34] to prove something more: we have for any fixed 0 ≤ u < t ≤ T ,
and any u ∈ [0, T ] that
EFu sup
r∈[u,T ]
|Yr − Y (u,t]r |p
+EFu
(∫ T
u
1(u,t](r)[|Zr|2 + |Z(u,t]r |2] + [1− 1(u,t](r)]|Zr − Z(u,t]r |2dr
) p
2
≤ cpEFu
(
|ξ − ξ(u,t]|+
∫ T
u
|f(r, Yr, Zr)− f (u,t](r, Yr, Zr)|dr
)p
.
The result of Proposition 5.2 follows from this estimate and is all we need.
Since we do not want to rewrite in this article lengthy proofs given in [17],
we decided not to give the proof of the more general result here.
Next we try to find an upper bound for I2 = E
Fu |Yu−EFuYt|p. We accomplish
this by upper bounding EFu | ∫ t
u
f(r, Yr, Zr)dr|p. First we have a simple upper
bound for the Y -term, given in terms of the data (ξ, f).
Lemma 5.5. Assume (C1)-(C4) for θ ∈ [0, 1] and p ∈ [2,∞) ∩ (p(C4),∞).
Then we have for any u ∈ [0, T ] that
EFu
(
sup
r∈[u,T ]
|Yr|+
(∫ T
u
|Zr|2dr
)1
2
)p
≤ cp(5.5)EFu
(
|ξ|+
∫ T
u
|f(r, 0, 0)|dr
)p
,
where c(5.5) > 0 depends at most on (T, d, p, Ly, Lz, (sN)N).
Proof. Let A ∈ Fu, and put
ξ0 = (ξ − Yu)1A,
f 0(r, y, z) = f(r, y + Yu, z)1A1(u,T ](r),
Y 0r = (Yr − Yu)1A1(u,T ](r),
Z0r = Zr1A1(u,T ](r),
as well as
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ξ1 = 0,
f 1(r, y, z) = 0,
Y 1r = 0,
Z1r = 0,
As in the proof of Proposition 5.2, we have that (f 0, Y 0, Z0) satisfy (C1)-
(C4). This yields the assumptions of [17, Lemma 6.34], which immediately
implies the claim.
Next we deduce the desired upper bound for I2.
Proposition 5.6. Assume (C1)-(C4) for θ ∈ [0, 1] and p ∈ [2,∞)∩(p(C4),∞),
and let 0 ≤ s < t ≤ T such that (C5) and (C6) are satisfied. Then we have
for any u ∈ [s, t] that
|Yu − EFuYt|p
≤ cp(5.6)
[(
w
ξ
p,s,u,t + w
f
p,s,u,t
)
+EFu
(∫ t
u
|f(r, 0, 0)|dr
)p
+ (t− u)pEFu
(
|ξ|+
∫ T
u
|f(r, 0, 0)|dr
)p ]
,
where c(5.6) > 0 depends at most on (T, d, p, Ly, Lz, (sN)N).
Proof. We have directly
|Yu − EFuYt|p =
∣∣∣∣EFu ∫ t
u
f(r, Yr, Zr)dr
∣∣∣∣p
≤ EFu
∣∣∣∣∫ t
u
|f(r, 0, 0)|+ Ly|Yr|+ Lz [1 + |Zr|]θ|Zr|dr
∣∣∣∣p
≤ CpEFu
[(∫ t
u
|f(r, 0, 0)|dr
)p
+ Lpy(t− u)p sup
r∈[u,t]
|Yr|p
+Lpz
(∫ t
u
|Zr|dr
)p
+ Lpz
(∫ t
u
|Zr|1+θdr
)p ]
.
Lemma 5.5 gives us an upper bound for the second term. For the third term
we may apply Proposition 5.2 and Assumption 3.12 together with Corollaries
4.7 and 4.8 to deduce
EFu
(∫ t
u
|Zr|dr
)p
≤ (t− u)p/2EFu
(∫ t
u
|Zr|2dr
)p/2
≤ (2c(5.2))p(t− u)p/2
(
w
ξ
p,s,u,t + w
f
p,s,u,t
)
.
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For the last term we use also Corollary 2.12 and Assumption (C4) to deduce
EFu
(∫ t
u
|Zr|1+θdr
)p
≤ cp sup
r∈[u,t]
∥∥∥∥EFr ∫ t
r
|Zv|2θdv
∥∥∥∥
p
2
∞
EFu
(∫ t
u
|Zr|2dr
) p
2
≤ cp‖χ(u,t]|Z|θ‖pBMO(S2)(2c(5.2))p
(
w
ξ
p,s,u,t + w
f
p,s,u,t
)
.
Proof of Theorem 3.16:
Assume that (C1)-(C6) hold for θ ∈ [0, 1], p ∈ [2,∞) ∩ (p(C4),∞), and
0 ≤ s < t ≤ T .
(i) It follows directly from Propositions 5.2 and 5.6 that there exists C > 0
depending at most on (T, d, p, Ly, Lz, (sN)N), such that for all u ∈ [s, t]
EFu |Yt − Yu|p ≤ Cwpp,s,u,t.
Since (wξp,s,u,t)u∈[s,t] and (w
f
p,s,u,t)u∈[s,t] are supermartingales, it follows that
(wpp,s,u,t)u∈[s,t] as well is a supermartingale. Applying [21, Theorem 3.13,
page 16] on EFu
∫ t
u
|f(r, 0, 0)|dr, we deduce that (wpp,s,u,t)u∈[s,t] has a càdlàg
modification, to which we will switch without changing the notation.
Lemma 7.2 applied to
αu := |Yt − Yu|p,
wu := Cw
p
p,s,u,t,
implies the claim.
(ii) It follows directly from Proposition 5.2 that there exists C > 0 depending
at most on (T, d, p, Ly, Lz, (sN)N ), such that for all u ∈ [s, t] we have
EFu
(∫ t
u
|Zr|2dr
) p
2
≤ C
(
w
ξ
p,s,u,t + w
f
p,s,u,t
)
.
Hence, the claim follows from Lemma 7.2 applied to
αu :=
(∫ t
u
|Zr|2dr
) p
2
,
wu := C
(
w
ξ
p,s,u,t + w
f
p,s,u,t
)
.

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6 Proofs of tail estimates
We first recall a result from [16] (Theorem 6.1). Using this result, we show
how Theorem 3.17 follows from 3.16.
In [16] càdlàg processes are considered. We have a continuous process, so we
will give the theorem in the following setting:
Fix R > 0, let (Ω,GR,P, (Gr)r∈[0,R]) a stochastic basis that satisfies the usual
assumptions, and let A = (Ar)r∈[0,R] a continuous, adapted stochastic process
with A0 = 0. Moreover, we assume that (Ψr)r∈[0,R] is a càdlàg (Gr)r∈[0,R]-
adapted stochastic process, such that Ψr(ω) > 0 for all (r, ω) ∈ ΩR. Put
SG0,R :=
{
τ : Ω→ [0, R]
∣∣∣ τ is a (Gr)r∈[0,R] − stopping time} ,
and define
WΨ(B, ν; τ) := P
(
B ∩
{
sup
u∈[τ,R]
Ψu > ν
})
,
for ν > 0, τ ∈ SG0,R, and B ∈ Gτ . Recall that for B ∈ GR of positive measure
PB (·) := P(B ∩ ·)
P(B)
.
Theorem 6.1 ([16, Theorem 1]). Assume that there is an α ∈ (0, 1
2
) such
that
PB(|AR − Aτ | > ν) ≤ α + WΨ(B, ν; τ)
P(B)
(17)
for all ν > 0, τ ∈ SG0,R, and B ∈ Gτ of positive measure. Then there are
constants a, c > 0, depending on α only, such that
PB
(
sup
u∈[τ,R]
|Au − Aτ | > λ+ aµν
)
≤ e1−µPB
(
sup
u∈[τ,R]
|Au − Aτ | > λ
)
+ c
WΨ(B, ν; τ)
P(B)
for all λ, µ, ν > 0, τ ∈ SG0,R, and B ∈ Gτ of positive measure.
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6.1 Proof of Theorem 3.17
The required tail estimates follow when we use Theorem 6.1 on suitable
processes, so we show that the assumptions of Theorem 6.1 follow from The-
orem 3.16. Assume (C1)-(C6) for θ ∈ [0, 1], p ∈ [2,∞) ∩ (p(C4),∞), and
0 ≤ s < t ≤ T . Let ǫ > 0, α ∈ (0, 1
2
), and R := t− s.
(i) Define for r ∈ [0, R]
Gr := Fr+s,
Ar :=
(Yr+s − Ys)α1/p
c(3.16)
,
Ψr := wp,s,r+s,t ∨ ǫ,
where wp is the weight process from Theorem 3.16. For 0 ≤ a < b and a
filtration (Hr)r∈[a,b] we introduce the notation
SHa,b :=
{
τ : Ω→ [a, b]
∣∣∣ τ is a (Hr)r∈[a,b]-stopping time} ,
so that in particular SG0,R + s = SFs,t. Then the assumptions of Theorem 6.1
are fulfilled. As the other assumptions are obvious, we will only show that
equation (17) holds. Using Theorem 3.16 we deduce
sup
τ∈SG0,R
∣∣∣∣∣∣∣∣E [ |AR − Aτ |pΨpτ
∣∣∣ Gτ]∣∣∣∣∣∣∣∣
∞
= sup
τ∈SG0,R
∣∣∣∣∣∣∣∣E [ |Yt − Yτ+s|pwpp,s,τ+s,t ∨ ǫp
∣∣∣ Fτ+s]∣∣∣∣∣∣∣∣
∞
α
c
p
(3.16)
= sup
τ˜∈SFs,t
∣∣∣∣∣∣∣∣E [ |Yt − Yτ˜ |pwpp,s,τ˜,t ∨ ǫp
∣∣∣ Fτ˜]∣∣∣∣∣∣∣∣
∞
α
c
p
(3.16)
≤ α.
Hence we have by Chebyshev’s inequality that for any ν > 0, τ ∈ SG0,R, and
B ∈ Gτ of positive measure:
PB(|AR − Aτ | > ν) ≤ PB(|AR −Aτ | > Ψτ ) + PB(Ψτ > ν)
≤ α+ PB(Ψτ > ν).
Letting ǫ→ 0 implies the claim.
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(ii) The claim follows analogously as (i), when we choose
Gr := Fr+s,
Ar :=
∫ r+s
s
ZvdWvα
1/p
d(3.16)βp
,
Ψr :=
(
w
ξ
p,s,r+s,t + w
f
p,s,r+s,t
) 1
p ∨ ǫ 1p ,
where βp is the constant from Proposition 2.6, as then we have by Theorem
3.16 that
sup
τ∈SG0,R
∣∣∣∣∣∣∣∣E [ |AR − Aτ |pΨpτ
∣∣∣ Gτ]∣∣∣∣∣∣∣∣
∞
= sup
τ∈SG0,R
∣∣∣∣∣∣
∣∣∣∣∣∣E

∣∣∣∫ tτ+s ZvdWv∣∣∣p(
w
ξ
p,s,τ+s,t + w
f
p,s,τ+s,t
)
∨ ǫ
∣∣∣ Fτ+s
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
α(
d(3.16)βp
)p
≤ sup
τ˜∈SFs,t
∣∣∣∣∣∣
∣∣∣∣∣∣E
 (∫ tτ˜ |Zv|2dv) p2(
w
ξ
p,s,τ˜,t + w
f
p,s,τ˜,t
)
∨ ǫ
∣∣∣ Fτ˜
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
α(
d(3.16)
)p
≤ α.
(iii) The claim follows analogously, when we choose
Gr := Fr+s,
Ar :=
(
∫ r+s
s
|Zv|2dv) 12α
1
p
d(3.16)
,
Ψr :=
(
w
ξ
p,s,r+s,t + w
f
p,s,r+s,t
) 1
p ∨ ǫ 1p .

6.2 Proof of Theorems 3.4 and 3.5
The results of Theorems 3.4 and 3.5 follow from Theorem 3.3 using Theorem
6.1. We omit the proofs, since they are analogous to the proof of Theorem
3.17, which is in Section 6.1.
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7 Appendix
Our first Lemma is a weighted BMO-estimate for the process X introduced
in Section 3.1. The proof is the same as that of [15, Theorem 2.5].
Lemma 7.1. Assume (Ab,σ), let 0 ≤ s < t ≤ T , and p ≥ 2. Then there
exists C(7.1) > 0 depending at most on (T, d, p, Lb,σ, Kb,σ) such that
E
[
sup
r∈[s,T ]
|X(s,t]r −Xr|p
∣∣∣ F s] ≤ Cp(7.1)(t− s)p/2
(
1 + E
[
sup
r∈[s,t]
|Xr|p
∣∣∣ Fs]) .
If additionally (Aσ) holds, then there exists D(7.1) > 0 depending at most on
(T, d, p, Lb,σ, Kσ) such that
E
[
sup
r∈[s,T ]
|X(s,t]r −Xr|p
∣∣∣ Fs
]
≤ Dp(7.1)(t− s)p/2.
Proof. Using Proposition 4.4 we have
X(s,t]r −Xr =
∫ r
s
(
b(u,X(s,t]u )− b(u,Xu)
)
du+
∫ r
s
σ(u,X(s,t]u )1(s,t](u)dW
1
u
−
∫ r
s
σ(u,Xu)1(s,t](u)dW
0
u
+
∫ r
s
(
σ(u,X(s,t]u )− σ(u,Xu)
)
(1− 1(s,t](u))dW 0u
for all r ∈ [s, T ], P-a.s. Next we let A ∈ F s with P(A) > 0, and define
g : [s, T ]→ [0,∞) by
g(v) := E
(
sup
s≤r≤v
|X(s,t]r −Xr|p1A
)
=
∫
A
sup
s≤r≤v
|X(s,t]r −Xr|pdP.
Using basic inequalities, we have for all v ∈ [s, T ] that
g(v) = E sup
s≤r≤v
∣∣∣∣ ∫ r
s
(
b(u,X(s,t]u )− b(u,Xu)
)
1Adu
+
∫ r
s
σ(u,X(s,t]u )1(s,t](u)1AdW
1
u
−
∫ r
s
σ(u,Xu)1(s,t](u)1AdW
0
u
+
∫ r
s
(
σ(u,X(s,t]u )− σ(u,Xu)
)
1(s,t]c(u)1AdW
0
u
∣∣∣∣p (18)
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≤ C(t− s)p/2
∫
A
1 + sup
s≤r≤t
|Xr|pdP+ C
∫ v
s
g(u)du,
where the constant C depends at most on (T, d, p, Lb,σ, Kb,σ). Then it follows
from Gronwall’s lemma that∫
A
sup
s≤r≤T
|X(s,t]r −Xr|pdP = g(T ) ≤ Cp(7.1)(t− s)p/2
∫
A
1 + sup
s≤r≤t
|Xr|pdP,
where the constant C(7.1) depends at most on (T, d, p, Lb,σ, Kb,σ). If (Aσ)
holds, then we can deduce from Equation (18) that
g(v) ≤ C(t− s)p/2P(A) + C
∫ v
s
g(u)du,
where the constant C now depends at most on (T, d, p, Lb,σ, Kσ). The result
again follows from Gronwall’s lemma.
For the convenience of the reader, we include the proof of the following:
Lemma 7.2. Let 0 ≤ s < t ≤ T , and assume that (αu)u∈[s,t] is a process
with càdlàg paths, and such that
E sup
r∈[s,t]
|αr| <∞.
If for all u ∈ [s, t] we have
EFu |αu| ≤ wu,
where (wu)u∈[s,t] is a supermartingale with càdlàg paths, then
EFτ |ατ | ≤ wτ
holds for all stopping times τ : Ω→ [s, t].
Proof. (i) Assume that τ : Ω → {s1, . . . , sn} is a stopping time for some
n ∈ N, s ≤ s1 ≤ · · · ≤ sn ≤ t. We know that for all i = 1, . . . , n
EFsi |αsi| ≤ wsi.
Now we have for any A ∈ Fτ that∫
A
|ατ |dP =
n∑
i=1
∫
A∩{τ=si}
|αsi|dP ≤
n∑
i=1
∫
A∩{τ=si}
wsidP =
∫
A
wτdP.
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(ii) Let τ : Ω → [s, t] be a stopping time, and let (τn)n∈N be a sequence of
stopping times such that τn(ω) ↓ τ(ω) for all ω ∈ Ω, and τn : Ω → [s, t] has
a finite range. By step (i) we know that for all n ∈ N
EFτn |ατn | ≤ wτn . (19)
Consider now the martingale
(Mnr )r∈[s,t] :=
(
E
[
|ατn |
∣∣∣ Fr])
r∈[s,t]
.
By optional stopping, and the fact that τ ≤ τn ≤ t for all n ∈ N, we have
E
[
Mnτn
∣∣∣ Fτ] = Mnτ .
Moreover, using optional stopping and the fact that w is a right-continuous
supermartingale, we deduce
EFτwτn ≤ wτ .
Now, applying EFτ on both sides of equation (19), we have that
EFτ |ατn | ≤ wτ .
Since α is right-continuous, we may apply dominated convergence to deduce
that we have for any A ∈ Fτ∫
A
E
[
|ατ |
∣∣∣ Fτ] dP = lim
n
∫
A
|ατn |dP ≤ lim
n
∫
A
wτdP.
To justify assumption (C7), we need the following result.
Proposition 7.3. Assume that X is locally σ-compact. Let (f(x))x∈X be a
continuous stochastic process defined on a probability space (Ωˆ, Fˆ , Pˆ), such
that E supx∈Kn |f(x)| <∞ for all n ∈ N. If G ⊆ Fˆ is a σ-algebra, then there
exists a unique13 continuous stochastic process ((EGf)(x))x∈X := (g(x))x∈X
such that P
(
EG(f(x)) = g(x)
)
= 1 for all x ∈ X, and such that g(x) is
G-measurable for every x ∈ X.
13Unique up to indistinguishability.
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Proof. (i) Let K be one of the sets Kn as in Definition 2.2, and consider f
as the Banach-space valued random variable f : Ωˆ→ C(K), where C(K) is
the space of continuous functions on K equipped with the sup-norm. This
space is separable, so that applying [13, Theorem V.1.4] and properties of
the Bochner integral we find a g : Ωˆ→ C(K) with the required properties.
(ii) Defining (gKn(x))x∈Kn and (g
Kn+1(x))x∈Kn+1 as in step (i), we have that
gKn and gKn+1 are indistinguishable in Kn. Hence, we can consistently define
one process in
⋃∞
n=1 K˚n = X.
We continue with a small observation that will be frequently used.
Remark 7.4. Assume that X is locally σ-compact, and let A ⊆ X dense
and countable. If h : X→ R is continuous, then supx∈X h(x) = supx∈A h(x).
Furthermore, if f1, f2 ∈ [f ] ∈ L0(ΩT ,ΣT ,P;C(X)), then
E
∫ T
0
sup
x∈X
|f2(r, x)|dr = E
∫ T
0
sup
x∈X
|f1(r, x)|dr.
Given a probability space (Ωˆ, Fˆ , Pˆ), the space of equivalence classes L0(Ωˆ, Fˆ , Pˆ)
can be equipped with the metric
d(X,X ′) :=
∫
Ωˆ
|X −X ′|
1 + |X −X ′|dPˆ.
It is proven in [17, Theorem 2.6(1)] that the decoupling operators defined
in Section 4 are isometries. In particular, given a Borel-measurable function
ϕ : (0, T ] → [0, 1] and S ∈ {0, T}, it follows for any X, Y ∈ L0(ΩS,Σ0S,PS)
that d(X, Y ) = d(Xϕ, Y ϕ).
Lemma 7.5. Assume that X is locally σ-compact. Let S ∈ {0, T},
f ∈ L0(ΩS,Σ0S,PS;C(X)), and put for all η ∈ ΩS and all x ∈ X
g(η, x) := f(η, x)1{η˜∈ΩS| supy∈X f(η˜,y)∈R}.
Then it holds that g ∈ L0(ΩS,Σ0S,PS;C(X)), and any representative
gϕ ∈ L0(ΩS,ΣϕS,PS;C(X)) satisfies PS(supx∈X gϕ(x) ∈ R) = 1, and
sup
x∈X
gϕ(x)1{supy∈X gϕ(y)∈R} ∈
(
sup
x∈X
g(x)
)ϕ
.
Consequently, there exists a representative hϕ of gϕ ∈ L0(ΩS,ΣϕS,PS;C(X))
such that
sup
x∈X
hϕ(x) ∈
(
sup
x∈X
g(x)
)ϕ
.
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Proof. The claim g ∈ L0(ΩS,Σ0S,PS;C(X)) follows from Remark 7.4. Since
supx∈A g(η, x) ∈ R for all η ∈ ΩS, we have that supx∈A g(x) ∈ L0(ΩS,Σ0S,PS).
Since A is countable, we can fix finite sets A1 ⊆ A2 ⊆ · · · ⊆ A such that⋃
n∈NAn = A. Using Proposition 4.3(ii) and the isometry-property, we have
d
((
sup
x∈A
g(x)
)ϕ
, sup
x∈Ak
gϕ(x)
)
= d
((
sup
x∈A
g(x)
)ϕ
,
(
sup
x∈Ak
g(x)
)ϕ)
= d
(
sup
x∈A
g(x), sup
x∈Ak
g(x)
)
→ 0,
as k →∞. From this, and from the fact that (supx∈Ak gϕ(η, x))k∈N is mono-
tone for all η ∈ ΩS, we deduce that supx∈Ak gϕ(x) converges PS-a.s. to
(supx∈A g(x))
ϕ. On the other hand, the monotonicity also implies that
lim
k→∞
sup
x∈Ak
gϕ(η, x) = sup
x∈A
gϕ(η, x)
for all η ∈ ΩS. Hence, it follows from continuity that supx∈X gϕ(x) is PS-a.s.
finite and
sup
x∈X
gϕ(x)1{supy∈X gϕ(y)∈R} ∈
(
sup
x∈X
g(x)
)ϕ
.
Remark 7.6. Lemma 7.5 implies that if the assumptions of Proposition 7.3
are satisfied by f ∈ L0(ΩT ,Σ0T ,PT ;C(X)), then they are also satisfied by fϕ.
This holds, since applying Lemma 7.5 restricted to a compact K ⊆ X, we
notice that if E supx∈K |f(x)| <∞, then E supx∈K |fϕ(x)| = E supx∈K |f(x)|.
We still need some technical lemmata:
Lemma 7.7. [17, Remark 2.7(2)]
Let X ∈ L0(ΩT ,Σ0T ,PT ) such that
∫ T
0
|X(t, ω)|dt < ∞ for all ω ∈ Ω. Then
for any representative Xϕ ∈ L0(ΩT ,ΣϕT ,PT ) we have that
P
(∫ T
0
|Xϕ(t)|dt <∞
)
= 1, and
∫ T
0
Xϕ(t)1{
∫ T
0
|Xϕ(s)|ds<∞}dt ∈
(∫ T
0
X(t)dt
)ϕ
.
Lemma 7.8. Let X be locally σ-compact, and let f ∈ L0(ΩT ,Σ0T ,PT ;C(X))
such that
P
(∫ T
0
sup
x∈X
|f(t, ω, x)|dt <∞
)
= 1.
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Then there exists a representative hϕ of |fϕ| ∈ L0(ΩT ,ΣϕT ,PT ;C(X)) such
that ∫ T
0
sup
x∈X
|hϕ(t, x)|dt ∈
(∫ T
0
sup
x∈X
|f(t, x)|dt
)ϕ
.
Proof. First note that
P
(∫ T
0
sup
x∈X
|f(r, ω, x)|dr <∞
)
= 1
implies
PT
(
sup
x∈X
|f(t, ω, x)| <∞
)
= 1.
We may redefine f such that supx∈X |f(t, ω, x)| <∞ for all (t, ω) ∈ ΩT , and∫ T
0
supx∈X |f(r, ω, x)|dr < ∞ for all ω ∈ Ω. It is a direct consequence of
Proposition 4.3(ii) that |f |ϕ = |fϕ|, so that we may look for a representa-
tive of |f |ϕ that satisfies the claim. Applying Lemma 7.5 to |f | gives us a
representative hϕ of |f |ϕ ∈ L0(ΩT ,ΣϕT ,PT ;C(X)) such that supx∈X hϕ(x) ∈
(supx∈X |f(x)|)ϕ. Letting X(t, ω) := supx∈X |f(t, ω, x)| for (t, ω) ∈ ΩT , we
then have that supx∈X h
ϕ(x) is a representative of Xϕ. Hence, Lemma 7.7
implies that
P
(∫ T
0
sup
x∈X
|hϕ(t, x)|dt <∞
)
= 1,
and ∫ T
0
sup
x∈X
|hϕ(t, x)|1{∫ T0 supx∈X |hϕ(r,x)|dr<∞}dt ∈
(∫ T
0
sup
x∈X
|f(t, x)|dt
)ϕ
.
The representative of |f |ϕ ∈ L0(ΩT ,ΣϕT ,PT ;C(X)) that satisfies the claim, is
|hϕ|1{∫ T0 supx∈X |hϕ(r,x)|dr<∞}.
We are ready to prove the desired result:
Proposition 7.9. Assume that X is locally σ-compact. Let p ≥ 1,
0 ≤ s < t ≤ T , 0 ≤ u1 < u2 ≤ T , and f ∈ L0(ΩT ,Σ0T ,PT ;C(X)) such
that
∫
ΩT
supx∈K |f(x)|dPT <∞ for every compact K ⊆ X. If∥∥∥∥∫ u2
u1
sup
x∈X
|f(r, x)− (EHtsf)(r, x)|dr
∥∥∥∥
p
<∞,
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then P-a.s.
EG
t
s
(∫ u2
u1
sup
x∈X
|f(r, x)− f (s,t](r, x)|dr
)p
≤ 2pEGts
(∫ u2
u1
sup
x∈X
|f(r, x)− (EHtsf)(r, x)|dr
)p
.
Conversely, if ∥∥∥∥∫ u2
u1
sup
x∈X
|f(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
<∞,
then P-a.s.
EG
t
s
(∫ u2
u1
sup
x∈X
|f(r, x)− (EHtsf)(r, x)|dr
)p
≤ EGts
(∫ u2
u1
sup
x∈X
|f(r, x)− f (s,t](r, x)|dr
)p
.
Remark 7.10.
(1) To define EH
t
sf ∈ L0(ΩT ,Hts,PT ;C(X)) we apply Proposition 7.3, and
this is why we need to assume that
∫
ΩT
supx∈K |f(x)|dPT <∞ for every
compact K ⊆ X.
(2) The conclusion of Proposition 7.9 with p = 1 implies that
1
2
EH
t
s‖f − f (s,t]‖C(X) ≤ EHts‖f − EHtsf‖C(X) ≤ EHts‖f − f (s,t]‖C(X).
Hence, Proposition 7.9 generalizes Lemma 4.6 from random variables
ξ : Ω→ R to function-space valued stochastic processes f : ΩT → C(X).
Proof. We will use ‖·‖p for ‖·‖Lp(Ω) and A for a fixed dense countable subset
of X. Note that supx∈X h(x) = supx∈A h(x) whenever h is continuous, so that
we may replace X by A in the proof below. To simplify the notation in the
proof, we assume that u1 = 0 and u2 = T .
Step 1: We will first show that if g ∈ L0(ΩT ,Hts,PT ;C(X)) is such that∥∥∥∥∫ T
0
sup
x∈A
|g(r, x)− f(r, x)|dr
∥∥∥∥
p
<∞,
48
then∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
≤ 2
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− g(r, x)|dr
∥∥∥∥
p
.
Fixing g as described above, Lemma 4.5(v) implies that g ∈ g(s,t], so Lemma
7.8 applied to g − f in particular implies
E
(∫ T
0
sup
x∈A
|g(r, x)− f (s,t](r, x)|dr
)p
= E
(∫ T
0
sup
x∈A
|g(r, x)− f(r, x)|dr
)p
.
From this we deduce∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
≤
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− g(r, x)|dr
∥∥∥∥
p
+
∥∥∥∥∫ T
0
sup
x∈A
|g(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
= 2
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− g(r, x)|dr
∥∥∥∥
p
.
Step 2: We assume that ‖ ∫ T
0
supx∈A |f(r, x)−f (s,t](r, x)|dr‖p <∞, and will
show that∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− (EHtsf)(r, x)|dr
∥∥∥∥
p
≤
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
.
We use W 0,W 1 to denote the canonical extensions of W,W ′, respectively,
and for 0 ≤ a < b ≤ T we work with the σ-algebras
HW 0a,b := B([0, T ])⊗ σ(W 0r −W 0a , r ∈ [a, b]),
HW 1a,b := B([0, T ])⊗ σ(W 1r −W 1a , r ∈ [a, b]),
H := {∅, [0, T ]} ⊗ σ(W 0r −W 0s , r ∈ [s, t]).
Note that these are σ-algebras in ΩT , and we have the inclusions
HW 00,T ⊆ Σ0T ,
HW 00,s ∨ HW
1
s,t ∨ HW
0
t,T ⊆ Σ(s,t]T ,
HW 00,s ∨ HW
0
t,T ⊆ Hts.
Moreover, the inclusions are "up to nullsets", which in this context means
that we have for example
Σ0T = HW
0
0,T ∨
(B([0, T ])⊗N ) ,
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where N are the P-nullsets. From this it follows that f and EHW
0
0,T f given
by Proposition 7.3 are indistinguishable. To keep the notations as light as
possible, we simply say that using Remark 7.4 and Proposition 7.3, we may
assume that
1. f is HW 00,T -measurable,
2. f (s,t] is HW 00,s ∨HW 1s,t ∨HW 0t,T -measurable,
3. EH
t
sf (s,t] is HW 00,s ∨HW 0t,T -measurable.
Then the facts that for all x ∈ A
HW 00,s ∨HW
0
t,T ∨ σ(f (s,t](x)) is independent of H,
f(x) is HW 00,s ∨ HW
0
t,T ∨H-measurable,
are immediate. Hence, it follows from [33, 9.7(k)] that
EH
t
s∨Hf (s,t](x) = EH
t
sf (s,t](x)
for all x ∈ A. Since f(x) ∈ L1(ΩT ,Σ0T ,PT ) for all x ∈ A, it follows from
Proposition 4.5(i) that EH
t
sf(x) = EH
t
sf (s,t](x) for all x ∈ A. Thus we have∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− (EHtsf)(r, x)|dr
∥∥∥∥
p
=
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− (EHtsf (s,t](r, x))|dr
∥∥∥∥
p
=
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− (EHts∨Hf (s,t](r, x))|dr
∥∥∥∥
p
=
∥∥∥∥∫ T
0
sup
x∈A
|EHts∨H(f(r, x)− f (s,t](r, x))|dr
∥∥∥∥
p
≤
∥∥∥∥∫ T
0
sup
x∈A
EH
t
s∨H|f(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
≤
∥∥∥∥∫ T
0
EH
t
s∨H
(
sup
x∈A
|f(r, x)− f (s,t](r, x)|
)
dr
∥∥∥∥
p
=
∥∥∥∥EF0 (∫ T
0
sup
x∈A
|f(r, x)− f (s,t](r, x)|dr
)∥∥∥∥
p
≤
∥∥∥∥∫ T
0
sup
x∈A
|f(r, x)− f (s,t](r, x)|dr
∥∥∥∥
p
.
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Step 3: The conditional claim follows from the result with the full expec-
tation as in Lemma 4.6: assume that f ∈ L0(ΩT ,Σ0T ,PT ;C(X)) is such that∫
ΩT
supx∈K |f(x)|dPT < ∞ for every compact K ⊆ X. Let B ∈ Gts with
P(B) > 0, and define
f˜ ∈ L0(ΩT ,Σ0T ,PT ;C(X)) by f˜(r, ω, x) := f(r, ω, x)1B(ω).
Fixing any representative of f (s,t], we have that
(1)
∫
ΩT
supx∈K |f˜(x)|dPT <∞ for every compact K ⊆ X,
(2) 1B(E
Htsf) is a representative of (EH
t
s f˜),
(3) 1Bf
(s,t] is a representative of f˜ (s,t],
so the claim follows by applying steps 1 and 2 with f˜ .
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