Introduction
In 1987, Osterweil [1] put forward the view that software processes are software, too. This view has been accepted by a large number of scholars and tightly attracted their attention since then. In view of the Standard for Information Technology-Software Life Cycle Processes (ISO/IEC 12207 Standard) [2] , a software process can be defined as a set of interrelated activities that transform inputs into outputs, and each process is further denoted in terms of its own constituent activities. These all show that activity is an indispensable constituent of software process. As stated in Li [3] that, "software processes denote a set of interrelated processes in the software life cycle. A software process provides a framework for managing activities that can very easily get out of control in software development.", and Pressman [4] that, "The software development's work products (programs, documentation and data) are produced as consequences of the activities defined by the software processes".
As we all know, the key point to success in software processes is to ensure that the activities could be finished on time. Unfortunately, in most of the cases, some activities that own bigger occupation probabilities of resource in average execution time always exist. In this paper, we call them the delayed activities. Informally speaking, to locate the delayed activities in software process is just as to find the activities of the critical path in Activity on Edge (AOE) Network. Similarly, we locate the delayed activities in software processes and improve them so that the time cost of these activities will reduce and as a result, the efficiency of Recommended by Associate Editor xxxx these software processes will increase. Hence, it is essential to locate the delayed activities in software processes in order to improve the software processes.
To locate the delayed activities in a software process, the Petri-nets will be used as an efficient tool to model the software process itself. The Petri-nets were firstly proposed by Doctor C.A. Petri [5] in Germany in 1962 and have gained popularity for representation of complex logical interactions (say synchronisation, sequentiality, concurrency and conflict, etc.) among activities. The principles and applications of Petri-nets have been widely discussed and developed since then. For example, Van Der Aalst [6] introduced workflow management as an application domain for Petri-nets, proposed state-of-the-art results with respect to the verification of workflows, and highlighted some Petri-net-based workflow tools. Likewise, Van Der Aalst and Ter Hofstede [7] presented a petri-net-based verification approach of workflow task structures and developed a verification tool to illustrate the applicability of the approach. Besides, Hamadi and Benatallah [8] put forward a Petri net-based algebra, used to model control flows, as a necessary constituent of reliable Web service composition process. See also Ge et al. [9] for the MOPN-SP-net model, which is a multi-view software process model based on multi-object Petri-nets. Specifically, on the basis of Petri-nets, Molloy [10] discussed the isomorphism between the behavior of Petri-nets with exponentially distributed transition rates and the Markov processes. What is more, Barbot and Kwiatkowska [11] introduced the Stochastic Petri-nets (SPN) to demonstrate how DNA walkers can be modelled. By the related SPN basic theory and description method, Han et al. [12] studied the SPN model for basic activities of software process and their relations, and discussed the simulation strategies of SPN model. On all accounts, it is feasible to use Petri-nets or SPN to describe software processes.
The SPN uses time parameter to describe system performance indices and is suit for time performance evaluation of system. For instance, Ajmone Marsan et al. [13] proposed a class of Generalized Stochastic Petri Nets (GSPNs) for the performance evaluation of multiprocessor systems. Furthermore, relying on the SPN, Lei et al. [14] analyze the performance of Device-to-Device (D2D) communications with dynamic interference. Similarly, Dong et al. [15] employed an approach to predicting the performance of web service composition, Shan et al. [16] constructed a formalized model of vehicular 1553B Bus System and then analysed the performance of the vehicular 1553B Bus System through simulation experiment.
Although there are many studies on Petri-nets or SPN for performance analysis in numerous fields, few of them provide any form of support for the locating of delayed activities in software processes, whereas these delayed activities in fact are the major important factor of the project cycle among all activities.
In software process, many researchers nowadays focus on improving activities by these measures such as increasing resources, excavating and executing some parallelizable tasks in activities. However, they hardly take account of the delayed activities, which may make us get half the results with twice the effort once the activities are numerous. To let us get twice the results with half the effort, it is necessary to locate the delayed activities before improving them.
Specifically, in the year of 2010, Jiao [17] presented an example in economics field based on SPN to locate the core opinion leader reflected by the values of probabilities of the places with tokens. Inspired by this, we in this paper locate delayed activities by its values of probabilities of the places with tokens. Unfortunately, the principles and frameworks of locating delayed activities have not been proposed yet, and few of approaches are devoted to locating of the delayed activities in software processes.
In view of these, we in this paper introduce a framework of locating the delayed activities in software processes and perform an algorithm to calculate the probabilities of the place with tokens. Concretely, we at first build a Transaction Flow Diagram (TFD) of software process and then constructively transfer it to SPN. In addition, by noting that SPNs are isomorphic to homogeneous Markov processes as shown in [18] , we draw isomorphic Markov chain (MC) and reachable marking graph of the SPN. Moreover, by calculating the equations on probability transfer matrix of the MC, we locate the places containing tokens with the bigger values of probabilities, which correspond to the delayed activities in software processes. Finally, we present a practical example to show the correctness and rationality of this algorithm.
The plan of this paper is as follows. In Section 2, we introduce the background of our research work. In Section 3, we build up a novel approach to locate delayed activities in software process. A case study example is followed to illustrate this new approach in Section 4. Finally, the significance and the further application of this approach is discussed in Section 5.
Background
In this section, we present some background concepts on SPN, TFD and Markov chain which will be used in our approach.
Stochastic Petri-nets
This section reviews some basic theories of Stochastic Petri-nets (SPN) [19, 20, 21] model. Assume that Σ = (S, T ; F, M0, λ) is a stochastic Petrinets, in which Σ = (S, T ; F, M0) is a prototype Petri-nets and λ : T → R0 the mapping from T to R0 with R0 the reachable marking set.
Suppose that T = {t1, t2, ... , tn}, ti ∈ T , λ(ti) = λi are nonnegative real values, which represent the occurrence rates of the transition ti (when meet the conditions of an occurrence). When the transition ti are fired, the corresponding timed delay di are random variables satisfying di(τ ) = e −λ i τ , where τ is the related time. Therefore, the average timed delay di of transition ti is determined
In view of that the memoryless characteristics of the random variables obey negative exponential distribution, if Σ is a bounded stochastic Petri-net, then RG(Σ), the reachable marking graph of Σ, is isomorphic to a finite Markov chain (MC), and the state space of the MC is a reachable marking set R(M0) of Σ.
Assume that Σ = (S, T ; F, M0, λ) is a Stochastic Petrinet, λ = [λ1, λ2, ..., λn](n = |T |), R(M0) the reachable marking set of Σ. Suppose that |R (M0)| = r, then the r -order matrix
is called a probability transfer matrix of the Σ, where
With the help of the probability transfer matrix, we can calculate the steady state probability Q of r states (corresponding to r reachable marks of Σ) in the Markov chain. In generally, Q is a r -dimension vector = [π1, π2, ..., πr](r = |R (M0)|), where πi denote the steady probabilities of marking Mi. Here, the r -dimension vector satisfy the following equations:
where Q is the probability transfer matrix as shown in (1) and (2). By solving (3), the vector can be obtained uniquely.
Using the steady state probability vector , the actual system can be simulated by Stochastic Petri-nets for all kinds of performance evaluation. For example, the probabilities of the state set satisfied some special conditions can be worked out.
Set B a subset of R(M0). Then a marking M is an element of the subset, if and only if M meets some special conditions (representing a certain performance of the system). Therefore, we can calculate the probability of mark-ing subsets B by = [ π1, π2, ... , πr ] as follows
where πi are the steady probabilities of marking Mi.
Transaction Flow Diagram
The Transaction Flow Diagram (TFD) is a graphic representation of the physical route or flow of communication associated with a business process. Moreover, it is used to structure and order a complex business system, or to reveal underlying structure of the business processes and their interaction. Additionally, it describes a completed specific business process focussed on business processing, and does not involve data.
It is wealth to mention that designing a TFD is of significance. Firstly, as a tool of exchanging ideas between system analysts and managers, the TFD is the basis for the successive system analysis of system analyst. Secondly, with the help of the TFD, the business processes that can be well processed by computers could be directly mined by system analysts. What is more, it is very helpful to analyse the reasonableness of business process by virtue of the TFD.
In what follows, we introduce the fundamental notations of TFD used in our paper, as shown in Fig.1 . Sometimes, we have not use notations of Begin and End for convenience, or exceptions-the TFD is cyclic. 
Markov Chain
The research of a new vital type of chance process, in which the outcome of a given experiment can affect the outcome of the next one, was proposed by Markov in 1907. This type of process is named after Andrey Andreyevich Markov and called a Markov chain. Generally speaking, it possesses a property characterized as "memorylessness", called the Markov property, that is, the probability distribution of the next state depends only on the current state and not on the sequence of events that preceded it.
A Markov chain is described as follows [22, 23] : we have a set of states S = { s1, s2, ... , sr }, the process starts in one and only one of these states at a given time and moves successively from one state to another. Each move is a step. If the chain is currently in state si, then it moves into the state sj at the next step with a probability denoted by pij . The probabilities pij are called transition probabilities, and the probability does not depend on which states the chain was in before the current state. The process can remain in the state it is in, and this occurs with probability pii. An initial probability distribution, defined on S, specifies the starting state. Usually this can be done by specifying a particular state as the starting state. We also employ the r×r transition matrix P with those pij to completely specify the Markov chain. R. A. Howard [24] provides us with a vivid description of a Markov chain as a frog jumping on a set of lily pads. The frog starts on one of the pads and then jumps from lily pad to lily pad with the appropriate transition probabilities.
There are several kinds of Markov chains. Particularly, this paper involves only the finite ergodic chain. Here, an ergodic chain is one whose states come from a single ergodic set or equivalently-a chain in which it is possible to go from every state to every other state. While a finite Markov chain is a stochastic process which moves through a finite number of states, and for which the probability of entering a certain state depends on the last state occupied. What is more, the finite Markov chain starts in some state and undergoes transitions from one state to another successively on a state space.
So far, the Markov chains have been extensively applied in a large number of statistical models and even more areas. For instance, the Markov chain method has been suggested as a means of characterizing or summarizing economic data and of projecting the time path of certain economic variables by G.G. Judge and E.R. Swanson [25] . Moreover, B.W. Jiang et al. [26] formulated saliency detection via absorbing Markov chain on an image graph model.
Main Idea
The main goal of this section is to build up an approach to locate the delayed activities in software process. Firstly, we introduce the principles of this approach in section 3.1. Additionally, the framework of locating delayed activities is proposed in section 3.2. Finally, we perform an algorithm on calculating probabilities of the places with tokens.
Principles
In software process, the activities ai consume resources from State i-start to State i-finish (State i-start denote the states of activities ai that are not executed, while State i-finish accomplished), and in 1/λi the average execution time. For each activity, we calculate their values of occupation probabilities P(µi=1) of resources in average execution time. An activity aj is called a delayed activity if it owns a bigger value of occupation probabilities of resource than others in software process, which means that the activity aj does not make the most of resources.
In a word, even though the average execution time reflects how long an activity takes, it can not well reveal how much these activities have been delayed. In fact, while an activity is delayed or not is justified by its occupation probabilities of resource in average execution time.
Framework of locating delayed activities
We propose a framework of locating delayed activities in software processes, as shown in Fig.2 . Markov chain. By calculating the probability transfer matrix of the MC, we find that the bigger values of these state probabilities correspond to the delayed activities in software processes. This qualitative approach offers an effective method for locating the delayed activities in software processes.
Algorithm for calculating probabilities of the places with tokens
In what follows, we perform an algorithm for calculating probabilities of the places with tokens.
For any marking, the bigger values of steady state probability of these being µi tokens in each place correspond to the delayed activities in the software process. Here, µi = 0, if place Pi have none token in every marking, 1, otherwise.
Assume that the Markov chain with r markings (M1, M2, ... , Mr) and reachable marking graph of SPN with m places (P1, P2, ... , Pm) have been achieved, then the probabilities of the places with tokens P(µi=1) can be calculated by the following Algorithm 1, in which P (Mi) denote the stable probabilities of state marking Mi.
Next, we briefly prove the correctness of the algorithm by three steps. Here, we just give a general idea of proving. First, we prove that the balance equations of Continuous Time Markov Processes (CTMP), whose state spaces are finite, are equivalent to (3) provided that the sum of the properties of discrete stochastic valuables is 1. Then, we show that the solution of the (3) is unique. In the end, we calculate the steady state probability and order them from largest to smallest by the classical BubbleSort algorithm.
For the balance equations, one has the following result. Please see [27] for the details. By Lemma 1, one can achieve r homogeneous equations
which involves r independent variables (x1, x2, ... , xr). The equations (4) can be denoted as
where qij are subject to (2) .
Noting that the probability distribution of discrete stochastic valuables satisfies 
Therefore, the balance equations of CTMP (5) and (6) are equivalent to (3) .
In what follows, we show the uniqueness of the solution of (3).
For Markov processes which are irreducible, aperiodic, and recurrent nonnull, the vector of steady state probabilities = [π1, π2, ..., πr] is the unique solution [28] of (3). So it is reasonable to solve the state marking probability P(Mi) by (3) with the help of MATLAB.
Finally, we compute the steady state probability of these being µi tokens in each place for any marking based on the unique solution of (3), and order them from largest to smallest by virtue of the classical BubbleSort algorithm.
Now, we present a case study to concretely illustrate the high-level efficiency and practicability of this approach.
Case Study
In this section, we use a commercial off-the-shelf (COTS) purchase processes in an enterprise to demonstrate our approach. Seven purchase process stages will be considered in our example, problem definition, the overall requirement specifications, the quantity and specification of components, seeking suppliers and requesting for proposal, the choice of suppliers, regular purchase and component performance evaluation.
In the following sections, we will give the corresponding TFD, SPN model, isomorphic Markov chain and reachable marking graph. The analysis results show that our approach efficiently helps to locate main factors that affect purchase processes.
TFD of COTS purchase process in an enterprise
In what follows, we use TFD to represent the specific purchase processes of our example. There are seven transactions according to the above definition. In TFD, one of the transactions (i.e., regular purchase, seeking suppliers and requesting for proposal) will be chosen to process according to the importance of review of quantity and specification of components. The TFD of purchase processes is shown in Fig.3 . 
SPN model of COTS purchase process in an enterprise
According to the definition and modeling rules of SPN, the different purchase process stages can be viewed as different place elements, and transition denotes the changes of decision-making information acquisition ability in different moments, the value of place is either "0" or "1", where "0" denotes that the purchase phase information is completely unknown at the moment t, while "1" fully grasped. Different flow structures of purchase process correspond to different purchase progress situations. Then, we can establish a SPN model by virtue of the flow structures.
Let λi be the firing rate parameters of each transition. We say that the transition was fired in the average execution time 1/λi, it means that, after the average execution time 1/λi, the import place indicates that the enterprise obtains or masters the purchase phase information, while the export place indicates that the enterprise losses or unable to grasp the purchase phase information. In this way, each state marking of the SPN indicates that the purchase processes of the enterprise changes over time, and the state of overall activities corresponds to a state marking. Moreover, we can calculate the state marking probability in each place. Furthermore, by particularly applying the marking probabilities and the number of tokens in each place in a particular marking, for any marking, one can deduce the steady state probability of these being µi tokens in each place. Consequently, the values of these steady state probabilities can be used to reflect the ability of concrete information processing in the purchase phase, in which the bigger values correspond to the delayed activities.
Take the COTS purchase process in the enterprise as an example. Fig.4 shows the SPN model. Table 1 The concrete meaning corresponding to each variable in Fig.4 Place Meaning Transition Meaning
P1
Problem information set T1 To measure the problem information
P2
Requirement specification information set T2 To measure related requirements
P3
The number and specification of components information set T3 To measure components in need of purchasing
P4
List of suppliers and proposal information set T4 To filter namelist of suppliers
P5
Supplier evaluation information set T5 To evaluate for the suppliers
P6
Regular purchase information set T6 To measure the used component
P7
Component evaluation information set T7 To remember the evaluation information
T8
To retrieve records of purchase information set
Isomorphic Markov chain and the reachable marking graph
In Fig.4 , the firing rate of transitions (T1, T2, T3, T4, T5, T6, T7, T8) obey negative exponential distribution. Just in order to reduce the complexity of locating the delayed activities in software processes, in this paper, we assume that, without loss of generality, the average execution time parameters have the values: 1/λ1=1, 1/λ2=1/2, 1/λ3=1/2, 1/λ4=1/3, 1/λ5=1, 1/λ6=1/3, 1/λ7=1/2, 1/λ8=1, which may be judged from the previous experience by software process domain experts. The Markov chain is shown in Fig.5 , and the isomorphic reachable marking graph is shown in Table 2 . Assuming an initial marking of one token in place P1 and no tokens in the remaining places, then solving for the reachability set, we find seven states: Table 2 The reachable marking graph corresponding to 
Calculating the steady probability
According to the SPN theory in section 2.1, we calculate the probability transfer matrix Q as
where H = P (M1), P (M2), ... , P (M7) , and
We plug λ1=1, λ2=2, λ3=2, λ4=3, λ5=1, λ6=3, λ7=2, λ8=1 back into (7), then the steady probability of each state marking can be computed by the simultaneous linear equations
By solving (8), we achieve the following steady-state marking probabilities: Furthermore, making the most of the marking probabilities and the number of tokens in each place in a particular marking, one can easily deduce the steady state probability of these being µi tokens in each place for any marking. The precise token probability density functions are calculated as follows: Table 4 (a) The token probability density functions Table 4 (b) The token probability density functions 
Results analysis
The results in section 4.4 show that:
(1) The value P (µ4 = 1) is minimum, it means that the suppliers have strong information collection abilities in the process stage, and the work of purchase bidding is highly efficient.
(2) The values P (µ3 = 1), P (µ6 = 1) are quite small, which indicates that the enterprise has more ability in measuring components needed to be purchased, retrieving records of purchase information set and measuring the used component.
(3) The value P (µ1 = 1) is maximum, which indicates that the occurrence probability of the enterprise is maximum. Hence, the measuring problem information stages are delayed activities.
The probability values place P (µ1 = 1) and P (µ5 = 1) are larger than others, it implies that the enterprise has less ability in measuring the problem information and evaluating for the suppliers. The enterprise should intervene actively in these two activities such that the ability will be enhanced in collecting and analyzing to improve these activities.
The result also shows that measuring the problem information and evaluating for the suppliers are the main factors that affect COTS purchase process in this enterprise, and that improving some activities can be more conducive for the enterprise. For example, it is of significance to trainup the staffs so as to improve their abilities of measuring problems information and analyzing assessment information. Besides, hiring some experts to analyze the problems and mine parallel activities is helpful as well.
The above discussion indicates that, only when probabilities of the places with tokens, which correspond to the delayed activities with bigger occupation probabilities of resource in average execution time, are efficiently calculated can we take some useful measures to improve those activities by the approach proposed. In a word, it is practical and rational to use our approach in software processes.
Conclusions
Activity is a core element in software process. In order to improve software process effectively, this paper proposes a new approach to explain how to locate the delayed activities in software processes relied on the related theory of SPN, TFD and Markov chain. The principles of this approach are firstly introduced and the framework of locating delayed activities is proposed. Then, we perform an algorithm on calculating probabilities of the places with tokens and prove it briefly. Finally, a case study is provided to show the high-level efficiency of the approach.
This approach might be helpful for software developers to locate the delayed activities in software development process so that some effective measures could be taken to improve these delayed activities as far as possible. Moreover, it might be also beneficial for project managers to locate delayed activities in manufacturing phase in order to shorten the project cycle.
In the future work, on the one hand, this approach can be applied to more fields, such as economics, biology, agriculture, social science and so on, for locating the delayed activities. On the other hand, we will try our best to perform some high-efficiency algorithms to calculate those values of the average execution time of activities precisely, instead of judging from the previous experience. Furthermore, we will make efforts to propose some more effective approaches to locate the delayed activities in software processes.
Algorithm 1 Calculating for probabilities of the places with tokens Input:
The average execution time parameters (1/λ1, 1/λ2, ... , 1/λn) Output: The values of steady state probability of these being µi tokens in each place for any marking For j f rom 1 to r
5:
If i = j and Mi[t k > Mj (∃t k ∈ T ) then 6: qij ← λ k
7:
Else i = j then 8: For h f rom 1 to r
9:
If Mi[t k > M h (∃t k ∈ T ) then 10: s ← s-λ k
11:
End if 
with the help of MATLAB to obtain πi, namely, the state marking probability P(Mi), and then output them. ⊲ Deduce the steady state probability of these being µi tokens in each place for any marking 21: For i f rom 1 to r
22:
P (Mi) ← πi For j f rom 1 to r ⊲ the loop of marking Mr
27:
If place Pi have one token in marking Mj then 
