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Abstract
In a previous paper, Elorza and Burillo explored the coherence property
in fuzzy consequence operators. In this paper we show that fuzzy closing
operators of mathematical morphology are always coherent operators. We
also show that the coherence property is the key to link the four following
families: fuzzy closing morphological operators, fuzzy consequence operators,
fuzzy preorders and fuzzy closure and co-closure systems. This will allow
to translate important well-known properties from the field of approximate
reasoning to the field of image processing.
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1. Introduction
Mathematical morphology was born in the sixties from the collaborative
work of G. Matheron and J. Serra ([33, 40]). Some years later, the algebraic
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basis of mathematical morphology was introduced by H. Heijmans and C.
Ronse ([31, 39]). The most important operators of morphological image
processing were then analyzed and formalized (see for instance [30, 42]).
Extending mathematical morphology to fuzzy sets was proposed in the
early nineties, by several teams independently ([1, 9, 18, 19, 41]), and was
then largely developed (see for instance [6, 10, 16, 17, 20, 32, 34]).
Generalizations of fuzzy mathematical morphology from different perspec-
tives and interesting applications have been recently proposed (see for in-
stance [7, 8, 16, 43, 46]).
In [27] the most used morphological operators have been studied in a new
context: obtaining relevant information in fuzzy relational systems. The
motivation for using binary relations as structuring element in this context
will be explained in Section 2 because it requires some previous comments
and definitions.
On another topic, consequence operators were introduced in classical logic
by Alfred Tarski in 1930 ([44]). Tarski axiomatized the logic consequence
concept trough consequence operators. Quoting Tarski, ”a logic is just a set
of propositions with a consequence operator”.
The concept of fuzzy consequence operator was introduced in 1979 by J.
Pavelka. He extends the concept of consequence operator defined by Tarski
to fuzzy sets ([35]). Fuzzy consequence operators have been largely studied in
the approximate reasoning context with different fuzzy logics (see for instance
[11, 12, 15, 22, 23, 26, 28, 29, 38]).
Moreover, fuzzy consequence operators are closely related to the fuzzy
preorders through the concept of coherence of an operator. Coherence con-
cept was introduced in the early nineties by J.L. Castro and E. Trillas ([15]).
In short, fuzzy closing morphological operators and fuzzy consequence
operators belong to the field of fuzzy mathematical morphology and approx-
imate reasoning, respectively. Both fields require the algebraic framework of
complete lattices where the above mentioned operators can be seen as clo-
sure operators ([2, 3, 4, 47]). These operators have also been studied as fuzzy
modal operators (a thorough treatment from this perspective can be found
in [37]).
The main purposes of the present paper are first to establish the interest-
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ing link between fuzzy mathematical morphology and approximate reasoning
through these operators and then to connect both operators with the fuzzy
preorders. Finally, all previous structures can be related with the classes of
fuzzy closure and co-closure systems in the framework of complete lattices.
In Section 2, we recall some definitions, notations and results which will
be used in subsequent sections.
In Section 3, we show that every fuzzy closing morphological operator
induced by a fuzzy relation is a coherent fuzzy consequence operator. In
particular, the coherence property will be the key to link all together the four
following families: fuzzy closing morphological operators; fuzzy consequence
operators; fuzzy preorders and fuzzy closure systems.
In Section 4, we analyze some properties of preorders induced from fuzzy
closing operators and we show several characterizations of the main classes
of fuzzy relations.
In Section 5, we embed fuzzy closing morphological operators in the
classes of fuzzy consequence operators, fuzzy preorders and fuzzy closure
systems.
Finally, in section 6, we present some conclusions and propose directions
for future works.
A large part of the results of sections 3 and 4 has been presented in the
14th and 15th Spanish conferences on fuzzy logic and technologies ([24, 25]).
In the present journal paper, we have included detailed proofs of these results
in order to improve the readability of the paper.
2. Preliminaries and basic definitions
2.1. Consequence operators and preorders
As it is well established, in classical logic, consequence operators and
preorders are strongly related. In order to facilitate the overall comprehension
of the present paper, let us briefly recall these notions and their relationships.
More details can be found in [14, 45].
From now on, X will denote a nonempty (classical) universal set.
Let us recall (classical) preorder and consequence operators concepts.
Given a non-empty universal set X of logical propositions, as usual ℘(X)
3
represents the class of all subsets of X.
Definition 1. An operator C : ℘(X) −→ ℘(X) is a Consequence Operator
on X if it satisfies the following properties:
(C1) A ⊂ C(A) for all fuzzy subset A ∈ ℘(X) (inclusion)
(C2) A ⊂ B =⇒ C(A) ⊂ C(B) for all A, B ∈ ℘(X) (monotony)
(C3) C(C(A)) = C(A) for all A ∈ ℘(X) (idempotence)
In the context of mathematical morphology, (C1) and (C2) are called
extensive and increasing properties, respectively.
From a logical point of view, the previous axioms are interpreted in the
following way:
If X denotes a set of propositions, A is a subset of axioms and C(A) the
theory generated by A then
(C1) shows that the axioms are included into the theory.
(C2) shows that if the axiom set increases, the generated theory also
increases.
(C3) shows that the theory is limited to the first step, i.e., if the theory
is considered again as a starting set of axioms to generate a new theory, the
latter is not increased.
Definition 2. A relation R on X (subset of X×X) is a preorder if it satisfies
the following properties:
(R1) xRx ∀ x ∈ X (reflexivity)
(R2) If xRy and yRz then xRz ∀ x, y, z ∈ X (transitivity).
From definitions 1 and 2, one obtains the classical relationship between
preorders and consequence operators. Indeed, if we define a preorder R on X
then automatically the corresponding consequence operator CR : ℘(X) −→
℘(X) induced by R is defined as follows: CR(A) = {b ∈ X;∃a ∈ A , aRb}.
Conversely, if C is a consequence operator on X then the induced relation
by C is given by aRb⇐⇒ b ∈ C({a}) and it is also a preorder.
Therefore, there exists a bijection between the class of all preorders on
X and the class of all consequence operators on X. It is clear that we must
define a preorder as initial relation to obtain a logic in the classical sense
(Tarski). That means that when xRy, we can say that y is a consequence of
x in the sense of Tarski.
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In the present paper, (L,∧,∨, ∗,Ã∗, 0, 1) will denote a residuated lattice
with card L > 1 (see [2]). L will be the range of the memberships of the
fuzzy subsets of X.
If there is no danger of confusion, we omit the subscript ∗ in Ã∗.
The structures where L is the real unit interval [0, 1] are the most impor-
tant for applications. In this case, the multiplication ∗ is a t-norm.
Let us recall that the multiplication ∗ in residuated lattices satisfies:
α ∗ (supM) = sup(α ∗M) for all α ∈ L, for all M ⊂ L
This property generalizes a relevant property satisfied by left-continuous
t-norms. In fact, if ∗ is also a t-norm, then it is usually called left-continuous
or lower semicontinuous.
Let us remark that if (L,∧,∨, ∗,Ã∗, 0, 1) is a residuated lattice and L =
[0, 1] then necessarily ∗ is a left-continuous t-norm.
Since there is a natural generalization of the concept of t-norm to lattices
instead of the usual [0,1] interval (see for instance [13]), we will refer to the
multiplication ∗ also as a t-norm.
The extension of preorder concept to fuzzy ∗-preorder was already indi-
cated in ([50]) a few years after fuzzy set theory was proposed by L.A. Zadeh
in ([49]).
Definition 3. Let ∗ denote a t-norm. A fuzzy (binary) relation R on X
(fuzzy subset of X ×X) is called a ∗-fuzzy preorder if it satisfies:
(FR1) R(x, x) = 1 ∀ x ∈ X (reflexivity)
(FR2) R(x, z) ≥ R(x, y) ∗R(y, z) ∀ x, y, z ∈ X (∗-transitivity).
If R is also symmetric, i.e., R(x, y) = R(y, x) for all x, y ∈ X, then
it is called a fuzzy ∗-similarity, fuzzy ∗-indistinguishability or, equivalently,
fuzzy ∗-equivalence. If R is only reflexive and symmetric, it is called a fuzzy
tolerance.
In 1979, J. Pavelka introduced the concept of fuzzy consequence operator
([35]) extending the concept of consequence operator in the sense of Tarski
as a natural generalization to fuzzy sets. As usual, LX will represent the set
of all functions from X into L, this is, the set of all L-fuzzy subsets of X.
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Definition 4. An operator C : LX −→ LX is a fuzzy consequence operator
on X if it verifies:
(FC1) µ ⊂ C(µ) for all fuzzy subset µ ∈ LX (inclusion)
(FC2) µ1 ⊂ µ2 =⇒ C(µ1) ⊂ C(µ2) for all µ1, µ2 ∈ LX (monotony)
(FC3) C(C(µ)) = C(µ) for all µ ∈ LX (idempotence)
Notice that, under (FC1) and (FC2) axioms, (FC3) may be also written
equivalently as (FC3’) C(C(µ)) ⊂ C(µ) ∀ µ ∈ LX that is a slightly weaker
form of (FC3).
In 1991, J.L. Castro and E. Trillas proved ([15]) the following result: If
R is a fuzzy ∗-preorder then the operator C∗R between fuzzy subsets of X
given by the max-∗ Zadeh’s compositional rule
C∗R(µ) = µ ◦∗ R (1)
is a fuzzy consequence operator (induced by R), where
(µ ◦∗ R)(x) = sup
w∈X
{
µ(w) ∗R(w, x)} (2)
In 1999, J. Elorza and P. Burillo proved ([22]) that the converse of the
previous result is also true: R is a ∗-preorder if and only if C∗R is a fuzzy
consequence operator. Therefore the only possibility to obtain fuzzy conse-
quence operators from relations using Zadeh’s max-∗ compositional rule is to
work with ∗-preorders.
For the inverse process (inducing fuzzy preorders from fuzzy consequence
operators), J.L. Castro and E. Trillas added the coherence axiom to the fuzzy
consequence operator concept ([15]).
Definition 5. Let ∗ denote a t-norm. An operator C between fuzzy sets is
called ∗-coherent if
µ(a) ∗ C(a˜1)(x) ≤ C(µ)(x) (3)
for all µ ∈ LX and for all (a, x) ∈ X×X, where a˜1(t) is the crisp membership
function of the singleton {a}, that is, a˜1(t) =
{
1 if t = a
0 if t 6= a .
It is proven in [15] that if C is a ∗-coherent fuzzy consequence operator
then the relation defined by
RC(x, y) = C(x˜1)(y) (4)
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is a fuzzy ∗-preorder (induced by C). It is also proven that the operator C∗R
is always ∗-coherent.
In this paper, we will adopt the following notations for families of fuzzy
relations and operators. We will denote by Γ′ the class of all fuzzy relations
on X and for every t-norm ∗, Γ∗ the subfamily of all ∗-preorders.
Ω′ will be the class of all operators from LX into LX , Ω will denote
the family of fuzzy consequence operators and Ω∗rt the subclass of all fuzzy
consequence operators which induces a ∗ preorder by means of (4), Ω˜∗ the
subclass of all ∗-coherent fuzzy consequence operators and Ω∗p will represent
the subfamily of fuzzy consequence operators which are induced by a ∗-
preorder through Zadeh’s max-∗ compositional rule, i.e.
Ω∗p =
{
C ∈ Ω | ∃R ∈ Γ∗ , C = C∗R
}
From previous paragraphs, it is clear the following chain of inclusions
Ω∗p ⊂ Ω˜∗ ⊂ Ω∗rt ⊂ Ω
J. Elorza and P. Burillo proved ([22]) that every previous inclusion is
strict:
Ω∗p $ Ω˜∗ $ Ω∗rt $ Ω
The construction of C∗R given by (1) can be generalized for any fuzzy
relation R then, for every t-norm ∗, we consider the function θ′ ∗ : Γ′ −→ Ω′
given by θ
′ ∗(R) = C∗R and θ
∗ will represent the restriction of θ
′ ∗ to the family
Γ∗ of all ∗-preorders.
We also consider the function θ˜′ : Ω′ −→ Γ′ given by θ˜′(C) = RC for all
operator C and θ˜ will represent the restriction of θ˜′ to Ω˜. Notice that θ˜′ and
θ˜ do not depend on the t-norm ∗. Let us remark that θ∗ and θ˜ are inverses
of each other in the following sense: θ˜ ◦ θ∗(R) = R for all ∗-preorder R and
θ∗ ◦ θ˜(C) = C for all operator C = C∗R induced by an ∗-preorder.
These functions will be used in Section 5.
2.2. Morphological operators
On another topic, the most used morphological operators have been stud-
ied in a new context: obtaining relevant information in fuzzy relational sys-
tems ([27]). In this context, the use of binary relations as structuring element
is motivated as follows:
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In mathematical morphology, the effect of the basic dilation and erosion
operators on an image A is produced when this image A interacts with certain
family of translations of another fixed image B, called structuring element.
For instance, for binary images A ⊂ X, where X = R2 or X = Z2, after
assuming that B ⊂ X is the structuring element, the dilation and the erosion
of the set A by B can be expressed respectively by
δB(A) = {x ∈ X | Bx ∩ A 6= ∅} and εB(A) =
{
y ∈ X | B˘y ⊂ A
}
(5)
where Bx = {x+ b | b ∈ B} and B˘y = (−B)y = {y − b | b ∈ B}.
As it can be seen in the literature, morphological fuzzy dilation and ero-
sion use a unary structuring element together with a translation operation
(see for instance equations (7) in definition 2, page 2004 in [8]). Both di-
lation and erosion operators are related to the set of translations in X and
therefore, they are also related to the binary operation + in R2 or Z2.
At this point one can ask if it is possible to translate δB(A) and εB(A)
such that neither translations nor addition operation appear explicitly in the
new definitions. This new formulation would be very useful for universal sets
that do not possess a translations group and inner binary operations.
First let us propose new expressions of structuring elements and secondly
we generalize them to universal sets X that are not equal to R2 or Z2.
For any structuring element B ⊂ X, we define the binary relation RB ⊂
X ×X as follows: xRBy ⇐⇒ y ∈ Bx. From this relation, equations (5) can
be translated by (6) and (7):
δRB(A) = {x ∈ X | ∃y ∈ X : (y ∈ A) ∧ (xRBy)} (6)
εRB(A) = {x ∈ X | ∀y ∈ X : (yRBx) =⇒ (y ∈ A)} (7)
In a more general context that includes the fuzzy case, these equations
can be rewritten as follows: given R ∈ LX×X a fuzzy relation (structuring
relation), dilation and erosion of A ∈ LX by R are defined by
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δR(A)(x) = (R ◦ A)(x) = sup
y∈X
{R(x, y) ∗ A(y)} (8)
εR(A)(x) = (R
op C A)(x) = inf
y∈X
{R(y, x)Ã A(y)} (9)
for some t-norm ∗ and implication operator Ã. Rop denotes the inverse
relation of R, Rop(x, y) = R(y, x)
From a structuring fuzzy relation R, the most commonly used morpho-
logical operators (dilation, erosion, opening and closing) are then given re-
spectively by δR(A) = R ◦ A, εR(A) = Rop C A, αR(A) = R ◦ (Rop C A) and
ϕR(A) = R
op C (R ◦ A).
Both in the crisp and in the fuzzy cases, opening and closing operators
with an isotropic structuring element are used in image processing to elimi-
nate specific image details smaller than the structuring element. The global
shape of the objects is not distorted.
In particular, a closing operator connects objects that are close to each
other, fills up small holes and smooths out the object outline by filling up
narrow gulfs. Meanings of near, small and narrow are related to the size and
the shape of the structuring element.
Figure 1 shows an example where a set is transformed by a closing ope-
rator through a disk as structuring element. It is reproduced from the book
”Morphological Image Analysis. Principles and Applications”by Pierre Soille.
Springer, 1999, p.92, figure 4.5. c©Springer-Verlag Berlin Heidelberg New
York. It is taken with permission from Springer Science+Business Media
and from the author Pierre Soille.
2.3. Lattice theory and closure and co-closure systems
Let us recall some basic notions and results on general lattice theory (for
more details, see [5]).
Given a lattice (L,≤,∨,∧) and given S a subset of L, one says that S is
a sublattice of L if (S,≤,∨,∧) is a lattice, i.e., (i) a ∨ b ∈ S ∀ a, b ∈ S and
(ii) a ∧ b ∈ S ∀ a, b ∈ S. In this case one can write S ≤ L.
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Figure 1: The effect of a closing operator on a non-smooth object (Reproduced from [42]
with permission).
If only (i) is verified, then one says that S is a ∨-sublattice (join-sublattice)
of L and one can write S ≤∨ L. If only (ii) is verified, it means that S is a
∧-sublattice (meet-sublattice) of L and one can write S ≤∧ L.
Any ∧-semilattice L which is complete and contains the greatest element
is a complete lattice with a new supremum defined as follows aunionsq b = ∧{c ∈
L | c ≥ a ∨ b}. Dually, any ∨-semilattice L which is complete and contains
the least element is a complete lattice with a new infimum defined as follows
a u b = ∨{c ∈ L | c ≤ a ∧ b}.
Let α : L −→ M be a function from a lattice L into a lattice M . One
says that α is isotone when a ≤ b implies α(a) ≤ α(b). One says that α is
a ∨-morphism (join-morphism) if α(a ∨ b) = α(a) ∨ α(b) for all a, b ∈ L; a
∧-morphism (meet-morphism) if α(a ∧ b) = α(a) ∧ α(b) for all a, b ∈ L; and
a morphism when both conditions hold. As always, a morphism is called an
isomorphism if it is a bijection. If there exists an isomorphism between L
and M , it means that L and M are isomorphic and one writes L ∼= M ; if
there exists a join-morphism which is also a bijection, L ∼=∨ M and if a meet-
morphism which is also a bijection, L ∼=∧ M . One says that α is a dually
morphism (or anti-morphism) if α(a∨ b) = α(a)∧α(b) and α(a∧ b) = α(a)∨
α(b) for all a, b ∈ L. Again, a dual morphism is called a dual isomorphism if
it is a bijection. In the latter, one says that L and M are dually isomorphic
and one can write L ∼=d M . The following results hold: Any join-morphism
between lattices is isotone; any meet-morphism is isotone; and finally, any
isotone bijection with isotone inverse is a lattice isomorphism.
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Furthermore, it is well-known that if L is a distributive complete lattice
then the set LX of all functions fromX into L (the set of all L-fuzzy subsets of
X) has the same structure. Thus, if (L,≤,∨,∧) is a complete lattice, so is the
family LX with the following operations: µ1 ⊂ µ2 ⇐⇒ µ1(x) ≤ µ2(x) ∀ x ∈
X;
(
µ1 ∨ µ2
)
(x) = max
(
µ1(x), µ2(x)
)
;
(
µ1 ∧ µ2
)
(x) = min
(
µ1(x), µ2(x)
)
.
The family Γ′ = LX×X as family of fuzzy subsets of X×X is also a complete
lattice with the previous operations between fuzzy relations. Analogously, the
family Ω′ =
(
LX
)LX
of all operators from LX into LX is another complete
lattice with the following operations: C1 ⊂ C2 ⇐⇒ C1(µ) ≤ C2(µ) ∀ µ ∈
LX ;
(
C1 ∨ C2
)
(µ)(x) = sup
(
C1(µ)(x), C2(µ)(x)
)
and
(
C1 ∧ C2
)
(µ)(x) =
inf
(
C1(µ)(x), C2(µ)(x)
)
.
Let us introduce some operations in the classes of fuzzy consequence ope-
rators and preorders. The class Ω of fuzzy consequence operators is not a
sublattice of Ω′. However, Ω forms a complete lattice within Ω′ with the usual
intersection and the following union: C1 unionsq′ C2 =
⋂{
C ∈ Ω | C ⊃ C1 ∨ C2
}
.
It is proven in [12] that the family Γ∗ of all fuzzy ∗-preorders is a complete
∧-semilattice. Then Γ∗ with the usual ⊂, ∧ operations and the following unionsq∗:
R1 unionsq∗ R2 =
⋂{
R ∈ Γ∗ | R ⊃ R1 ∨R2
}
is a complete lattice.
Let us now discuss the notions and properties of closure and co-closure
systems. A family S of fuzzy subsets of X is said to be a fuzzy closure system
on X if ∅ ∈ S, X ∈ S and S is closed under arbitrary intersections. One
denotes CS(X) the class of all closure systems on X. A family S of fuzzy
subsets of X is said to be a fuzzy co-closure system on X if ∅ ∈ S, X ∈ S
and S is closed under arbitrary intersections and unions. One denotes by
CCS(X) the class of all co-closure systems on X.
In CS(X) and CCS(X), let us consider the analogous operations unionsq′ and
unionsq: S1unionsq′S2 =
⋂{
S ∈ CS(X) | S ⊃ S1∨S2
}
and S1unionsqS2 =
⋂{
S ∈ CCS(X) |
S ⊃ S1 ∨ S2
}
.
For every operator C : LX −→ LX , we denote by α′(C) the family of
fixed fuzzy subsets by C, i.e. α′(C) =
{
µ ∈ LX | C(µ) = µ}. α indicates the
restriction of α′ to Ω. The function α is a lattice dual isomorphism between
complete lattices
(
Ω,unionsq′,∧) and (CS(X),unionsq′,∧). Thus Ω ∼=d CS(X) [11,
47]. Moreover the inverse function of α is α−1(S) = CS, where CS(µ)(x) =
inf
ν∈S , ν⊃µ
{
ν(x)
}
.
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Let us recall that, given a left-continuous (lower semicontinuous) t-norm
∗, Ã∗ is the notation for the residuated implication induced by the t-norm
∗, i.e. α Ã∗ β = sup{w ∈ L/α ∗ w ≤ β}. It is sometimes called the
pseudoinverse application of ∗.
Finally, the following functions I∗ and =∗ introduced in [12] will be used
in Section 5. I∗ : ℘(LX) → Γ∗ given by I∗(S)(a, b) = inf
ν∈S
{
ν(a) Ã∗ ν(b)
}
∀ a, b ∈ X. I∗(S) is called the ∗-implication relation induced from S.
=∗(R) : Γ′ → CCS(X) given by =∗(R) = {µ ∈ LX | µ(a) ∗ R(a, b) ≤
µ(b) ∀ a, b ∈ X}. If µ ∈ =∗(R), it is called a ∗-true fuzzy set or a closed
under modus ponens fuzzy set or equivalently a valuation ∗-compatible with
R.
The general properties of I∗ and =∗ functions are summarized as follows
(i) I∗ and =∗ are antitone functions (I∗(S1) ⊂ I∗(S2) if S2 ⊂ S1 and =∗(R1) ⊂
=∗(R2) if R2 ⊂ R1).
(ii) S ⊂ =∗(I∗(S)). R ⊂ I∗(=∗(R)).
(iii) I∗
(=∗(R)) = Rc∗, where Rc∗ denotes the smallest ∗-fuzzy preorder which
contains R.
(iv) =∗(R1) = =∗(R2) if and only if Rc1∗ = Rc2∗
(v) If R is a ∗-fuzzy preorder then R = I∗(=∗(R)), this is, I∗ ◦ =∗ is the
identity mapping on Γ∗. Therefore the restriction of =∗ to Γ∗ (=∗ | Γ∗ :
Γ∗ −→ CCS(X)) is one to one and the restriction of I∗ to CCS(X) (I∗ :
CCS(X) −→ Γ∗) is onto.
Next, let us recall three properties of t-norms, infimum and residuated
implications which will be used in Section 4:
x ∗ inf
i∈I
{yi} ≤ inf
i∈I
{x ∗ yi} (10)
x ∗ (y Ã∗ z) ≤ y Ã∗ (x ∗ z) (11)
y1 ≤ y2 implies xÃ∗ y1 ≤ xÃ∗ y2 (12)
The following property will be used in Section 3:
x1 ≤ x2 implies x2 Ã∗ y ≤ x1 Ã∗ y (13)
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3. Coherence of fuzzy closing morphological operators
The concept of fuzzy closing operator ϕ∗R induced by a fuzzy relation is
given by
ϕ∗R(µ) = R
op CÃ∗ (R ◦∗ µ) (14)
where
(R ◦∗ µ)(x) = sup
w∈X
{
R(x,w) ∗ µ(w)} (15)
and
(RCÃ∗ µ)(x) = inf
w∈X
{R(x,w)Ã∗ µ(w)} (16)
It is well-known that ϕ∗R is a closure operator and therefore a fuzzy conse-
quence operator. In this section, we will prove that ϕ∗R is always an ∗-coherent
operator as fuzzy consequence operator.
First, let us prove two preliminary results.
Lemma 1. Let R be any fuzzy relation on X, µ ∈ LX and x ∈ X, then:
ϕ∗R(µ)(x) = inf
w∈X
{Rop(x,w)Ã∗ C∗Rop(µ)(w)}
Proof. It is straightforward from (2), (14) and (15). ¤
Lemma 2. Let R be any fuzzy relation on X and a, x ∈ X, then:
C∗R(a˜1)(x) = R(a, x)
Proof. Given a, x ∈ X:
C∗R(a˜1)(x) = (µ ◦∗ R)(x) = sup
w∈X
{
a˜1(w) ∗R(w, x)
}
Observe that this supremum is obtained when w = a. Then, we have
C∗R(a˜1)(x) = a˜1(a) ∗R(a, x) = 1 ∗R(a, x) = R(a, x) ¤
13
Theorem 1. Let R be any fuzzy relation on X. Then the fuzzy closing ope-
rator ϕ∗R : L
X −→ LX induced by R by means of (14) is a ∗-coherent fuzzy
consequence operator .
Proof. It is enough to prove the coherence condition. Given µ ∈ LX and
a, x ∈ X. From Lemma 1:
µ(a) ∗ ϕ∗R(a˜1)(x) =
µ(a) ∗ inf
w∈X
{Rop(x,w)Ã∗ C∗Rop(a˜1)(w)}
From Lemma 2:
µ(a) ∗ ϕ∗R(a˜1)(x) =
µ(a) ∗ inf
w∈X
{Rop(x,w)Ã∗ R(w, a)} =
µ(a) ∗ inf
w∈X
{R(w, x)Ã∗ R(w, a)}
By properties (10) and (11) one gets:
µ(a) ∗ ϕ∗R(a˜1)(x) ≤
inf
w∈X
{
µ(a) ∗ (R(w, x)Ã∗ R(w, a))} ≤
inf
w∈X
{
R(w, x)Ã∗
(
R(w, a) ∗ µ(a))}
Observe that
C∗Rop(µ)(w) = sup
u∈X
{R(w, u) ∗ µ(u)} ≥
R(w, a) ∗ µ(a)
Finally, by property (12):
µ(a) ∗ ϕ∗R(a˜1)(x) ≤
inf
w∈X
{R(w, x)Ã∗ C∗Rop(µ)(w)} = ϕ∗R(µ)(x)
Therefore µ(a)∗ϕ∗R(a˜1)(x) ≤ ϕ∗R(µ)(x) and ϕ∗R is ∗-coherent. ¤
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4. Fuzzy relations induced by fuzzy closing morphological opera-
tors
We have proven in the previous section that the fuzzy closing operator
ϕ∗R induced by a relation R by means of (14) is ∗-coherent. As a consequence
the relation induced by the fuzzy consequence operator ϕ∗R by means of (4)
is a ∗-preorder (ϕ∗R ∈ Ω˜∗ ⊂ Ω∗rt).
In this section, we introduce a characterization of such induced relation
in order to analyze some properties.
Let us recall that the ◦∗, CÃ∗ compositions and the residuated implication
Ã∗ of two fuzzy binary relations R and S on X are defined by
(R ◦∗ S)(x, y) = sup
w∈X
{
R(x,w) ∗ S(w, y)} (17)
(RCÃ∗ S)(x, y) = inf
w∈X
{R(x,w)Ã∗ S(w, y)} (18)
and
(RÃ∗ S)(x, y) = R(x, y)Ã∗ S(x, y) (19)
Lemma 3. Let R be any fuzzy relation on X and let us denote C = ϕ∗R.
Then the ∗-preorder RC induced by C by means of (4) is such that
RC = (R
op CÃ∗ R)op (20)
Proof. Using Lemmas 1 and 2 one gets:
(Rop CÃ∗ R)op(x, y) = (Rop CÃ∗ R)(y, x) = inf
w∈X
{R(w, y)Ã∗ R(w, x)} =[
Rop CÃ∗ (R ◦∗ x˜1)
]
(y) = RC(x, y) ¤
Remark 1. Let us note that given any fuzzy relation R, RopCÃ∗R is always
∗-transitive even though it does not involve the ◦ operator.
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In the following, we will use the identity relation I on X, i.e. I(x, y) ={
1 if x = y
0 if x 6= y .
Theorem 2. Let R be any fuzzy relation on X. Then R is reflexive if and
only if Rop CÃ∗ R ≤ R.
Proof. If R is reflexive I ≤ R and I = Iop ≤ Rop. Then by equation (13):
R = I CÃ∗ R ≥ Rop CÃ∗ R.
Conversely, if Rop CÃ∗ R ≤ R, for each x ∈ X, one can write:
R(x, x) ≥ (Rop CÃ∗ R)(x, x) =
inf
w∈X
{Rop(x,w)Ã∗ R(w, x)} =
inf
w∈X
{R(w, x)Ã∗ R(w, x)} = inf
w∈X
{1} = 1.
Thus I ≤ R and R is a reflexive relation. ¤
Remark 2. In the case of a universe X = {x, y} with two elements, R is
reflexive if and only if Rop CÃ∗ R = R.
In fact, if R reflexive:
(Rop CÃ∗ R)(x, y) = inf
w∈X
{Rop(x,w)Ã∗ R(w, y)} =
inf
w∈X
{R(w, x)Ã∗ R(w, y)} =
inf {R(x, x)Ã∗ R(x, y) , R(y, x)Ã∗ R(y, y)} =
inf {1Ã∗ R(x, y) , R(y, x)Ã∗ 1} =
inf {R(x, y) , 1} = R(x, y) and Rop CÃ∗ R = R. The converse is straightfor-
ward from Theorem 2.
Following the same argument as in the second part of the previous theo-
rem, it is easy to prove that if Rop CÃ∗ R ≤ Rop then I ≤ Rop, i.e. I ≤ R.
Remark 3. If Rop CÃ∗ R ≤ Rop then R is reflexive. However, in this case,
the converse does not hold as it is shown in the following simple example.
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Example. Consider the universe X = {x, y} and the fuzzy reflexive relation
in [0, 1]X×X given by R =
 1 0.3
0.1 1
. Then Rop =
 1 0.1
0.3 1
 and from
Remark 2, Rop CÃ∗ R = R =
 1 0.3
0.1 1
 
 1 0.1
0.3 1
 = Rop.
Remark 4. In the remain of this section, let us recall that RC denotes the
∗-preorder induced by C by means of equation (4), i.e. RC(x, y) = C(x˜1)(y),
where C = ϕ∗R.
Corollary 1. Let R be any fuzzy relation on X. Then R is reflexive if and
only if RC ≤ Rop.
Proof. This is straightforward from Theorem 2 and Lemma 3. ¤
Corollary 2. Let R be any fuzzy reflexive and symmetric relation on X, this
is, a tolerance. Then RC ≤ R.
Proof. If R is symmetric, Rop = R. Then it is straightforward from Theorem
2. ¤
For the following result we will consider a negation such that α′ = αÃ∗ 0.
In this case, since (RÃ∗ Q)op = Rop Ã∗ Qop, one gets: (Rop)′ = (R′)op.
Corollary 3. If R is an irreflexive relation on X, i.e. R(x, x) = 0 for all
x ∈ X then RC ≤ R′.
Proof. If R is irreflexive, R ≤ I ′. Then by using the monotony property in
the second argument of Ã∗ (property (8)), one gets:
(Rop CÃ∗ R)(x, y) ≤ (Rop CÃ∗ I ′)(x, y) = inf
w∈X
{R(x,w)Ã∗ I ′(w, y)} ≤
R(x, y)Ã∗ I ′(y, y) = R(x, y)Ã∗ 0 = R′(x, y) ¤
Observe that the previous results in this paragraph about reflexivity and
symmetry do not make use of the t-norm ∗ since these properties do not
depend on ∗.
Let us prove the following Lemma.
Lemma 4. Let Q, R, S be fuzzy binary relations on X. Then
Q ◦∗ R ≤ S ⇐⇒ R ≤ Qop CÃ∗ S (21)
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Proof. Q ◦∗ R ≤ S ⇐⇒ sup
y∈X
{
Q(x, y) ∗ R(y, z)} ≤ S(x, z) for all x, z ∈ X
⇐⇒ Q(x, y) ∗R(y, z) ≤ S(x, z) for all x, y, z ∈ X ⇐⇒ R(y, z) ≤ Q(x, y)Ã∗
S(x, z) for all x, y, z ∈ X due to the adjointness property of residuated
lattices.
Hence Q ◦∗ R ≤ S ⇐⇒ R(y, z) ≤ Qop(y, x)Ã∗ S(x, z) for all x, y, z ∈ X.
Taking infimum in x, the previous statement is equivalent to R(y, z) ≤
inf
x∈X
{
Qop(y, x)Ã∗ S(x, z)
}
for all y, z ∈ X ⇐⇒ R(y, z) ≤ (QopCÃ∗ S)(y, z)
for all y, z ∈ X ⇐⇒ R ≤ Qop CÃ∗ S. ¤
Let us recall that residuated lattices were introduced in 1939 by M. Ward
and R.P. Dilworth (see [48]). This concept is more general than the one used
by Be˘lohla´vek in [2]. In particular, notice that the operation ◦∗ in Remark 5
is non-commutative.
Remark 5. Let us note that from Lemma 4 it is easy to obtain that the
lattice of all fuzzy binary relations on X, ([0, 1]X×X ,∨,∧, ◦∗, I, /, \) is a resi-
duated lattice, where I is the identity relation, I(x, y) =
{
1 if x = y
0 if x 6= y , and
the operations / and \ are defined as follows
R/S = (S CÃ∗ Rop)op
R\S = Rop CÃ∗ S
The following result may be easily derived from previous Lemma and
some properties in [4].
Theorem 3. Let R be any fuzzy relation on X. Then R is ∗-transitive if
and only if R ≤ Rop CÃ∗ R.
Proof. Taking R = S = Q in the previous Lemma, one has:
R ◦∗ R ≤ R⇐⇒ R ≤ Rop CÃ∗ R
Therefore: R is ∗-transitive⇐⇒ R ≤ RopCÃ∗R ¤
Remark 6. Let us note that this is a result about the ∗-transitivity which
does not involve explicitly the ◦ operator.
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Corollary 4. Let R be any fuzzy relation on X. Then R is an ∗-preorder if
and only if R = Rop CÃ∗ R.
Proof. It is sufficient to consider Theorems 2 and 3 ¤
Remark 7. Using Lemma 3, the previous Corollary can be written as follows:
R ∗ −preorder⇐⇒ RC = Rop
Corollary 5. Let R be any fuzzy reflexive, symmetric and ∗-transitive rela-
tion on X, this is, a fuzzy ∗-equivalence. Then RC = R.
Proof. If R is symmetric, Rop = R. Then it is straightforward from Remark
7. ¤
Remark 8. In this case (R fuzzy ∗-equivalence), one has RC = RCÃ∗R = R.
Let us now show that the converse of Corollary 5 is also true.
Theorem 4. Let R be any fuzzy relation, then R is a fuzzy ∗-equivalence if
and only if RC = R.
Proof. We will prove only that if RC = R then R is a fuzzy ∗-equivalence.
(i) Reflexivity: Recall that RC is always a fuzzy ∗-preorder. In particular RC
is reflexive. Hence, if RC = R, R is also reflexive.
(ii) Symmetry: RC = R⇐⇒ (Rop CÃ∗ R)op = R⇐⇒ Rop = Rop CÃ∗ R =⇒
Rop ≤ Rop CÃ∗ R. By taking Q = R, R = Rop and S = R in Lemma 4, one
has: Rop ≤ Rop CÃ∗ R, i.e.,
R ◦∗ Rop ≤ R
From previous inequality, one has R(x, y) ∗ R(z, y) ≤ R(x, z) for all x, y, z
∈ X.
Taking y = x, one has R(z, x) = R(x, x) ∗ R(z, x) ≤ R(x, z) for all x, z ∈ X
due to the reflexivity of R.
Hence R(x, z) = R(z, x) for all x, z ∈ X and R is symmetric.
(iii) ∗-transitivity: In the previous paragraph, we have proven that if RC = R
then R is symmetric and RopCÃ∗ R = Rop. Therefore RopCÃ∗ R = R. From
Theorem 3, R is ∗-transitive. ¤
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Let us now discuss an application to fuzzy relational equations. It is
known that the fuzzy relational equation R ◦∗X = S (R 6= S) has a solution
if and only if X0 = R
op CÃ∗ S is a solution and moreover it corresponds to
the greatest solution ([21, 36]).
Corollary 6. The fuzzy relational equation R ◦∗ X = R has non-trivial so-
lutions if and only if X0 = R
op CÃ∗ R = (RC)op is a non-trivial solution. In
this case it is the greatest solution.
Proof. It is enough to consider the case R = S, the previous paragraph and
Lemma 3. ¤
Notice that in the case R = S the identity X = I is always a trivial
solution of the relational equation R ◦∗ X = R.
Remark 9. X0 can be seen both as the inverse of the fuzzy relation RC and
as the erosion of R with itself.
5. Embedding fuzzy closing morphological operators in the classes
of fuzzy consequence operators, fuzzy preorders and closure sys-
tems
First, we prove the following lemma in order to obtain some interesting
relationships which involves fuzzy closing morphological operators and fuzzy
consequence operators induced by means of (1) and (14) respectively when
the relation is a ∗-preorder.
Lemma 5. Let C be any ∗-coherent operator (satisfying (3), not necessarily
fuzzy consequence operator). Then θ
′ ∗ ◦ θ˜′(C) ⊂ C.
Proof. If C satisfies (3), one gets:
θ
′ ∗ ◦ θ˜′(C)(µ)(x) = C∗
θ˜′(C)(µ)(x) =
sup
w∈X
{
µ(w) ∗ θ˜′(C)(w, x)} =
sup
w∈X
{
µ(w) ∗RC(w, x)
}
=
sup
w∈X
{
µ(w) ∗ C(ϕw)(x)
} ≤
sup
w∈X
{
C(µ)(x)} = C(µ)(x)
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Therefore θ
′ ∗◦θ˜′(C) ⊂ C. ¤
Theorem 5. Let R be any fuzzy relation and let ∗ denote a t-norm . If R is
a ∗-preorder then ϕ∗R ∈ Ω∗p, this is, ϕ∗R is induced by a ∗-preorder by means
of (1).
Proof. Assume that R is ∗-preorder and prove that θ∗ ◦ θ˜(ϕ∗R) = ϕ∗R. From
Theorem 1, ϕ∗R is a ∗-coherent operator, then θ∗ ◦ θ˜(ϕ∗R) ⊂ ϕ∗R by Lemma 5.
In addition, one can write
ϕ∗R(µ)(x) = inf
w∈X
{R(w, x)Ã∗ C∗Rop(µ)(w)} ≤
R(x, x)Ã∗ C∗Rop(µ)(x) = 1Ã∗ C∗Rop(µ)(x) =
C∗Rop(µ)(x)
From Corollary 4, if R ∗-preorder one gets
RC = θ˜(ϕ
∗
R) = R
op
Therefore
ϕ∗R ⊂ C∗Rop = θ∗(Rop) =
θ∗
(
θ˜(ϕ∗R)
)
= θ∗ ◦ θ˜(ϕ∗R) ¤
Let us note that if R is a ∗-preorder then ϕ∗R ∈ Ω∗p and there exists a ∗-
preorder S such that ϕ∗R = C
∗
S. Thus
θ˜(ϕ∗R) = θ˜(C
∗
S) = θ˜ ◦ θ∗(S) = S
that is
RC = S
From Corollary 4, RC = R
op and S = Rop.
From the latter, the following corollary is straightforward.
Corollary 7. If R is a ∗-preorder then ϕ∗R = C∗Rop.
For an equivalence relation R, as Rop = R we obtain immediately the
following result.
Corollary 8. If R is a ∗-equivalence then ϕ∗R = C∗R.
It is easy to obtain related results for non-transitive fuzzy relations. If R
is only reflexive:
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Theorem 6. If R is reflexive then ϕ∗R ≤ C∗Rop.
Proof. If R is reflexive then
ϕ∗R(µ)(x) = inf
t∈X
{
R(t, x)Ã∗ sup
w∈X
{R(t, w) ∗ µ(w)}} ≤
R(x, x)Ã∗ sup
w∈X
{R(x,w) ∗ µ(w)}
By using the reflexivity property, one gets:
ϕ∗R(µ)(x) ≤ 1Ã∗ sup
w∈X
{R(x,w) ∗ µ(w)} =
sup
w∈X
{µ(w) ∗R(x,w)} = C∗Rop(µ)(x) ¤
If R is a tolerance:
Corollary 9. If R is reflexive and symmetric then ϕ∗R ≤ C∗R.
Let us now recall that Γ∗ denotes the set of all ∗-preorder and Ω∗p ={
C ∈ Ω | ∃R ∈ Γ∗ , C = C∗R
}
indicates the set of all fuzzy consequence
operators that are induced by a preorder by means of equation (1). Let us
now consider the following operations on the family Ω∗p ([23]) in order to
obtain an isomorphism between both families Γ∗ and Ω∗p.
Let
(
C∗Ri
)
i∈I be an arbitrary family of operators in Ω
∗
p, we define the ∗-
intersection of
(
C∗Ri
)
i∈I by
∧
i∈I
∗C∗Ri = C
∗⋂
i∈I
Ri
, i.e., the ∗-intersection of any
family
(
C∗Ri
)
i∈I of operators is the operator induced by the intersection of all
preorders that have induced this family. It is well defined since Γ∗ is closed
under arbitrary intersections.
We define the ∗-union of (C∗Ri)i∈I as follows:⊔
i∈I
∗
C∗Ri =
∧∗{
C ∈ Ω∗p | C ⊃
⋃
i∈I
C∗Ri
}
this is, the ∗-union of any family of operators (C∗Ri)i∈I is the previous
intersection of all operators in Ω∗p that contains the supremum of the family(
C∗Ri
)
i∈I .
In the previous operations we have included the ∗ symbol since they
depend on the t-norm ∗.
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The function θ∗ (θ∗(R) = C∗R) is a lattice isomorphism between complete
lattices
(
Γ∗,unionsq∗,∧
)
and
(
Ω∗p,unionsq∗,∧∗
)
. In particular for two fuzzy ∗-preorders
one gets:
θ∗
(
R1 unionsq∗ R2
)
= C∗R1unionsq∗R2 = C
∗
R1
unionsq∗ C∗R2 = θ∗
(
R1
) unionsq∗ θ∗(R2) and
θ∗
(
R1 ∧R2
)
= C∗R1∧R2 = C
∗
R1
∧∗ C∗R2 = θ∗
(
R1
) ∧∗ θ∗(R2).
In order to embed the fuzzy preorders in the structure of fuzzy conse-
quence operators by using a monomorphism between lattices, we proved
that the restriction of unionsq′ defined in Ω to family Ω∗p is precisely unionsq∗, that
is, unionsq′ | Ω∗p = unionsq∗. Consequently,
(
Ω∗p,unionsq∗,∧
)
is a complete unionsq′-sublattice of
complete lattice
(
Ω,unionsq′,∧). Then (Γ∗,unionsq∗,∧) ∼= (Ω∗p,unionsq∗,∧∗) ≤ (Ω,unionsq′,∧).
Let us now connect the previous classes of fuzzy operators and preorders
with the structures of fuzzy closure and co-closure systems. We denote by
CCS∗p(X) the image set of family Γ
∗ by function =∗, this is, CCS∗p(X) =
=∗(Γ∗) = {S ∈ CCS(X) | ∃R ∈ Γ∗ , =∗(R) = S} ⊂ CCS(X) ⊂ CS(X).
Since =∗ | Γ∗ is a one to one function, =∗(Γ∗) = {S ∈ CCS(X) |
=∗(I∗(S)) = S}. Moreover as θ∗ is a lattice isomorphism between Γ∗ and
Ω∗p such that =∗ = α ◦ θ∗, one gets to the equality α(Ω∗p) = =∗(Γ∗), hence(
CCS∗p(X),∧
)
is a complete ∧-sublattice of complete semilattice (CS(X),∧).
Therefore the classes of fuzzy preorders and fuzzy consequence opera-
tors are embedded in the structure of fuzzy closure systems:
(
Γ∗,unionsq∗) ∼=(
Ω∗p,unionsq∗
) ∼=d (CCS∗p(X),∧).
To finish the demonstration, we will embed the class of fuzzy closing
morphological operators in the previous lattices structures.
Let us consider the class of fuzzy closing morphological operators induced
by a ∗-preorder by means of (14): Ω∗c =
{
ϕ ∈ Ω | ∃R ∈ Γ∗ , ϕ = ϕ∗Rop
}
and
let us prove some preliminary results.
Remark 10. Given a fuzzy relation R:
R ∈ Γ∗ ⇐⇒ Rop ∈ Γ∗
Indeed, R is ∗-transitive ⇐⇒ R ◦∗ R ⊂ R ⇐⇒ (R ◦∗ R)op ⊂ Rop ⇐⇒
Rop ◦∗ Rop ⊂ Rop ⇐⇒ Rop is ∗-transitive. From the latter, it is obvious that
R reflexive ⇐⇒ Rop reflexive.
23
Remark 11. Given any family of fuzzy relations (Ri)i∈I , it is easy to prove
that
( ⋂
i∈I
Ri
)op
=
⋂
i∈I
Ropi ([4]).
Lemma 6. Given R1, R2 ∈ Γ∗, the following equality holds:
(R1 unionsq∗ R2)op = Rop1 unionsq∗ Rop2
Proof. Using remarks 10 and 11, one gets:
(R1 unionsq∗ R2)op =
(⋂
i∈I
{
Ri ∈ Γ∗ | Ri ⊃ R1 ∨R2
})op
=
⋂
i∈I
{
Ropi ∈ Γ∗ | Ri ⊃ R1 ∨R2
}
=
⋂
i∈I
{
Ri ∈ Γ∗ | Ropi ⊃ R1 ∨R2
}
=
⋂
i∈I
{
Ri ∈ Γ∗ | Ri ⊃ (R1 ∨R2)op
}
=
⋂
i∈I
{
Ri ∈ Γ∗ | Ri ⊃ Rop1 ∨Rop2
}
= Rop1 unionsq∗ Rop2 ¤
Let us now define the following new operations on the family Ω∗c . For any
arbitrary family of operators
(
ϕ∗
Ropi
)
i∈I in Ω
∗
c , the ∗-intersection
(
ϕ∗
Ropi
)
i∈I
is given by
∧
i∈I
∗ϕ∗
Ropi
= ϕ∗⋂
i∈I
Ri
op and the ∗-union of (ϕ∗Ropi )i∈I is given by⊔
i∈I
∗ϕ∗
Ropi
=
∧∗{C ∈ Ω∗c | C ⊃ ⋃
i∈I
ϕ∗
Ropi
}
. The latter are well-defined since Γ∗
is closed under arbitrary intersections.
Consequently,
(
Ω∗c ,unionsq∗,∧∗
)
is a complete lattice. Moreover, it is analogous
to prove that the restriction unionsq′ defined in Ω to family Ω∗c is precisely unionsq∗, i.e.,
unionsq′ | Ω∗c = unionsq∗. Then
(
Ω∗c ,unionsq∗,∧∗
)
is a complete unionsq′-sublattice of complete
lattice
(
Ω,unionsq′,∧) and (Ω∗c ,unionsq∗,∧∗) ≤ (Ω,unionsq′,∧).
Let us introduce another function γ∗ : Γ∗ −→ Ω∗c given by γ∗(R) = ϕ∗Rop .
Theorem 7. The function γ∗ is an isomorphism between complete lattices(
Γ∗,unionsq∗,∧) and (Ω∗c ,unionsq∗,∧∗).
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Proof. It is enough to prove that γ∗ is an isotone bijection with isotone
inverse.
Assume that γ∗(R1) = γ∗(R2) =⇒ ϕ∗Rop1 = ϕ
∗
Rop2
=⇒ C∗R1 = C∗R2 =⇒
θ∗(R1) = θ∗(R2). As θ∗ is one-one, R1 = R2 and so is γ∗.
Given ϕ∗R ∈ Ω∗c , let us take Rop ∈ Γ∗ and γ∗(R) = ϕ∗(Rop)op = ϕ∗R and γ∗
is onto and it is a bijection.
Note that obviously R1 ⊂ R2 ⇐⇒ Rop1 ⊂ Rop2 and let us recall that θ∗ and
θ˜ are isotones functions. Then suppose that R1 ⊂ R2 =⇒ C∗R1 ⊂ C∗R2 =⇒
ϕ∗
Rop1
⊂ ϕ∗
Rop2
=⇒ γ∗(R1) ⊂ γ∗(R2) and γ∗ is isotone. Next, suppose that
ϕ∗R1 ⊂ ϕ∗R2 =⇒ C∗Rop1 ⊂ C
∗
Rop2
=⇒ Rop1 ⊂ Rop2 =⇒ R1 ⊂ R2 and γ∗−1 is also iso-
tone. The latter completes the proof. ¤
In consequence, we have(
Γ∗,unionsq∗,∧) ∼= (Ω∗c ,unionsq∗,∧∗) ≤ (Ω,unionsq′,∧)
Finally, we can proceed as in the case of Ω∗p with respect to fuzzy closure
systems to obtain (
Γ∗,unionsq∗) ∼= (Ω∗c ,unionsq∗) ∼=d (CCS∗p(X),∧)
Remark 12. We can obtain a commutative diagram analogous to the one
in [23] replacing Ω∗p with Ω
∗
c ; θ
∗ with γ∗; and θ˜ with γ∗−1.
6. Conclusions and future works
In this paper, we have connected the class of fuzzy consequence operators
used in the context of approximate reasoning with the class of fuzzy closing
operators used in image processing acting as morphological filters.
Given a fuzzy relation R used as the structuring element, we have shown
in Theorem 1 that the fuzzy closing operator C = ϕ∗R induced by such relation
is always a ∗-coherent fuzzy consequence operator. Therefore such operator
C induces always a preorder RC .
We have also obtained in Lemma 3 the following representation of the
induced relation:
RC = (R
op CÃ∗ R)op
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Theorem 1 and Lemma 3 have been the key for obtaining the subsequent
properties that we enumerate below.
We have shown some characterizations of the ∗-reflexivity and ∗-transitivity
of a fuzzy relation R. In consequence, we have characterized when a fuzzy
relation is an ∗- preorder or ∗-indistinguishability.
1. R is reflexive if and only if Rop CÃ∗ R ≤ R (Theorem 2)
2. R is reflexive if and only if RC ≤ Rop (Corollary 1)
3. R is ∗-transitive if and only if R ≤ Rop CÃ∗ R (Theorem 3)
4. R is an ∗-preorder if and only if R = Rop CÃ∗ R (Corollary 4)
It should be noticed that the previous characterization about the tran-
sitivity does not involve the ◦ operator explicitly because we have char-
acterized the transitivity of a relation R using the operator C instead
of ◦.
In addition, we have demonstrated some properties of the preorder RC
induced by the fuzzy closing operator C = ϕ∗R.
5. R is a fuzzy ∗-preorder if and only if RC = Rop (Remark 7)
6. R is a fuzzy ∗-indistinguishability if and only if RC = R (Theorem 4)
7. If R is ∗-preorder then ϕ∗R = C∗Rop (Corollary 7)
Let us note that the previous result shows that if R is a ∗- preorder
then the fuzzy closing morphological operator induced by R by means
of equation (14) is also induced by R as fuzzy consequence operator by
means of equation (1).
8. If R is ∗-indistinguishability then ϕ∗R = C∗R (Corollary 8)
Finally, classes of fuzzy closing morphological, fuzzy consequence opera-
tors, fuzzy preorders and fuzzy closure systems have been connected in the
framework of complete lattices as isomorphic structures as a consequence of
Theorem 7.
In future works we will use these connections to translate the well known
properties from the field of approximate reasoning to the one of fuzzy re-
lational systems. In particular we will explore their applications to image
processing.
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