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Abstract
It is impossible to overstate the importance of symmetry in physics and mathematics.
Symmetry arguments play a central role in a broad range of problems from simplifying a
system of linear equations to a deep role in organizing the fundamental principles of physics.
They are used, for instance, in Noether’s theorem to find the consequences of symmetry of
a dynamics. For many systems of interest, the dynamics are sufficiently complicated that
one cannot hope to characterize their evolution completely, whereas by appealing to the
symmetries of the dynamical laws one can easily infer many useful results.
In part I of this thesis we study the problem of finding the consequences of symmetry of
a (possibly open) dynamics from an information-theoretic perspective. The study of this
problem naturally leads us to the notion of asymmetry of quantum states. The asymmetry
of a state relative to some symmetry group specifies how and to what extent the given
symmetry is broken by the state. Characterizing these is found to be surprisingly useful to
constrain which final states of the system can be reached from a given initial state. Another
motivation for the study of asymmetry comes from the field of quantum metrology and
relatedly the field of quantum reference frames. It turns out that the degree of success
one can achieve in many metrological tasks depends only on the asymmetry properties of
the state used for metrology. We show that some ideas and tools developed in the field
of quantum information theory are extremely useful to study the notion of asymmetry of
states and therefore to find the consequences of symmetry of an open or closed system
dynamics.
In part II of this thesis we present a novel application of symmetry arguments in
the field of quantum estimation theory. We consider a family of multi-copy estimation
problems wherein one is given n copies of an unknown quantum state according to some
prior distribution and the goal is to estimate certain parameters of the given state. In
particular, we are interested to know whether collective measurements are useful and if
so to find an upper bound on the amount of entanglement which is required to achieve
the optimal estimation. We introduce a new approach to this problem by considering
the symmetries of the prior and the symmetries of the parameters to be estimated. We
show that based on these symmetries one can find strong constraints on the amount of
entanglement required to implement the optimal measurement. In order to infer properties
of the optimal estimation procedure from the symmetries of the parameters and the prior
we come up with a generalization of Schur-Weyl duality. Just as Schur-Weyl duality has
many applications to quantum information theory and quantum algorithms so too does
this generalization. In this thesis we explore some of these applications.
iii
Acknowledgements
First and foremost, I would like to express my deep and sincere gratitude to my co-
supervisor and friend Robert Spekkens for his support and guidance. It is hard for me
to find the words to fully express my respect for him. His influence on my life goes well
beyond my academic career. Also, I would to thank my supervisor Michele Mosca for his
support and wisdom throughout these four years.
I appreciate my thesis committee members Andrew Doherty, Andrew Childs and Marco
Piani for providing useful comments on my PhD thesis.
I have been lucky to have helpful discussions on the topics presented in this thesis
with many great researchers. This lengthy list includes, but is certainly not limited to,
Robert Mann, Carl Caves, Hideo Mabuci, Easwar Magesan, Lana Sheridan, Aram Harrow,
Daniel Gottesman, Stephen Bartlett, Terry Rudolph, Paolo Zanardi, John Preskill, Barry
Sanders, Howard Wiseman, Patrick Hayden, Sarah Croke, Sandu Popescu, John Watrous,
Ignacio Cirac, Ben Schumacher and Marcus Mueller. In particular, I acknowledge a lot of
stimulating conversations with my collaborator and friend Giulio Chiribella.
I would like to thank Gilad Gour and Barry Sanders for inviting me to the Institute
for Quantum Information Science at the university of Calgary twice. I acknowledge a
lot of hot and fruitful discussions with Gilad Gour and his group members Michael Sko-
tiniotis, Borzumehr Toloui and Yuval Sanders. Also, I would like to thank Carl Caves,
Hideo Mabuci, John Preskill, Giulio Chiribella, Howard Wiseman and Stephen Bartlett
for inviting me to their institutes.
During my studies at Waterloo I have been fortunate to work at the Perimeter Insti-
tute for theoretical physics and the Institute for Quantum Computing. Working at these
institutes made my PhD studies and my life much more enjoyable and fruitful. I am
deeply indebted for the resources they have provided me. Also, I thank Mike and Ophelia
Lazaridis, who gave me their support through the Mike and Ophelia Lazaridis Fellowship
for four years.
Finally, I would like to thank my friends and family. I owe a debt of gratitude to my
wonderful friends in Waterloo who have all enriched my life in one way or another. Special
thanks to dear Yasaman for being so wonderful and supportive. Last but not least, I would
like to thank my parents for all their love and support throughout my life.
iv
Table of Contents
List of Figures xi
Overview 1
Symmetric dynamics and asymmetry of states . . . . . . . . . . . . . . . . . . . 1
Generalization of Schur-Weyl duality with applications in quantum estimation . 4
Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
I Symmetric dynamics and Asymmetry of states 11
1 Symmetric operations 12
1.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.1 Short review of projective unitary representations . . . . . . . . . . 14
1.2 Symmetries of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 G-covariant operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Example: U(1)-covariant channels . . . . . . . . . . . . . . . . . . . . . . . 22
1.4.1 Axially symmetric channels . . . . . . . . . . . . . . . . . . . . . . 22
1.4.2 Phase-invariant channels in quantum optics . . . . . . . . . . . . . 23
2 Asymmetry of quantum states 25
2.1 G-equivalence classes of states under symmetric operations . . . . . . . . . 25
v
2.1.1 Information theoretic point of view to asymmetry . . . . . . . . . . 27
2.1.2 Interpreting the two points of view in terms of uncorrelated reference
frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 The resource theory point of view . . . . . . . . . . . . . . . . . . . . . . . 31
3 Asymmetry monotones 34
3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.1 Previous work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Are asymmetry monotones convex? . . . . . . . . . . . . . . . . . . . . . . 37
3.3 State to ensemble transformations . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Asymmetry monotones from Information monotones . . . . . . . . . . . . 40
3.4.1 Information monotones . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.2 From information monotones to asymmetry monotones . . . . . . . 42
3.4.3 The Holevo asymmetry monotone . . . . . . . . . . . . . . . . . . . 43
3.5 Application: Entropy generation in symmetric open systems . . . . . . . . 46
3.6 Application: Conservation laws not captured by Noether’s theorem . . . . 47
3.6.1 Pure states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.6.2 Mixed states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.7 Wigner-Yanase-Dyson skew information as an asymmetry monotone . . . . 54
3.7.1 Wigner-Yanase-Dyson skew information . . . . . . . . . . . . . . . 55
3.7.2 Asymmetry monotone from the relative Renyi entropy . . . . . . . 56
3.7.3 Uncertainty relations for skew information . . . . . . . . . . . . . . 58
3.8 More examples of asymmetry monotones . . . . . . . . . . . . . . . . . . . 60
3.8.1 Asymmetry monotones constructed from the trace distance . . . . . 60
3.8.2 Generating new monotones from known monotones . . . . . . . . . 62
vi
4 Different Representations of symmetric channels 64
4.1 Review of irreducible tensor operators . . . . . . . . . . . . . . . . . . . . . 64
4.1.1 Example: SO(3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 A representation of G-covariant super-operators . . . . . . . . . . . . . . . 68
4.3 Kraus Representation of G-covariant channels . . . . . . . . . . . . . . . . 71
4.4 Stinespring dilation of G-covariant channels . . . . . . . . . . . . . . . . . 73
5 Modes of asymmetry: Fourier analysis for the study of linear covariant
maps 76
5.1 Modes of asymmetry for the group U(1) . . . . . . . . . . . . . . . . . . . 77
5.1.1 Asymmetry monotones for different modes . . . . . . . . . . . . . . 81
5.1.2 Effect of misalignment of reference frames . . . . . . . . . . . . . . 83
5.2 Modes of asymmetry for an arbitrary group . . . . . . . . . . . . . . . . . 86
5.3 Asymmetry monotones for different modes . . . . . . . . . . . . . . . . . . 88
5.3.1 Example: spin-j system . . . . . . . . . . . . . . . . . . . . . . . . 89
5.4 Applications in estimation theory . . . . . . . . . . . . . . . . . . . . . . . 91
5.4.1 Example: Average fidelity of estimation of a random direction . . . 93
5.5 Simulating quantum operations by quantum reference frames . . . . . . . . 94
5.5.1 Modes of asymmetry of quantum operations . . . . . . . . . . . . . 95
5.5.2 From modes of quantum reference frames to modes of quantum op-
erations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.6 Example: Spin-j systems as a quantum reference frame . . . . . . . . . . . 101
5.6.1 Simulating measurements and channels on a spin-half system . . . . 101
5.6.2 Generalization to arbitrary systems . . . . . . . . . . . . . . . . . . 104
5.6.3 Degradation of quantum reference frames . . . . . . . . . . . . . . . 105
5.6.4 Proofs of Theorem 43 and corollary 44 . . . . . . . . . . . . . . . 108
vii
6 Asymmetry of pure states 112
6.1 Unitary G-equivalence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.1.1 The constrained-dynamical characterization: equality of the reduc-
tions onto irreps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.1.2 The information-theoretic characterization: equality of characteristic
functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.1.3 Approximate notion of unitary G-equivalence . . . . . . . . . . . . 117
6.2 What are the reduction onto irreps and the characteristic function? . . . . 118
6.2.1 Two representations of the reduction to the associative algebra . . . 119
6.2.2 Properties of characteristic functions . . . . . . . . . . . . . . . . . 123
6.3 G-equivalence classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.4 Deterministic transformations . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.5 Catalysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.5.1 Compact connected Lie groups . . . . . . . . . . . . . . . . . . . . 134
6.5.2 Finite groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.6 State to ensemble and stochastic transformations . . . . . . . . . . . . . . 136
6.7 Asymptotic transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Conclusion (Part I) 141
Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
II A Generalization of Schur-Weyl duality with applications
in quantum estimation 147
7 Preliminaries 148
7.1 Commutant and Centralizer . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.1.1 Dual reductive pairs and Schur-Weyl duality . . . . . . . . . . . . . 149
viii
8 A Generalization of Schur-Weyl duality 152
8.1 Gauge groups and their characterizations . . . . . . . . . . . . . . . . . . . 152
8.2 From gauge groups to dual reductive pair on product spaces . . . . . . . . 154
8.2.1 Global symmetry with respect to non-gauge groups . . . . . . . . . 157
8.3 Duality within the symmetric and antisymmetric subspaces . . . . . . . . . 157
8.3.1 Lack of duality outside the symmetric and antisymmetric subspaces 160
8.4 Proofs of lemma 73 and theorem 76 . . . . . . . . . . . . . . . . . . . . . . 163
9 General applications in Quantum Information 168
9.1 Characterizing the multi-partite operators that are globally symmetric . . 168
9.1.1 Example: Finding noiseless subsystems . . . . . . . . . . . . . . . . 169
9.2 Promoting global symmetries to local symmetries . . . . . . . . . . . . . . 170
9.2.1 Measurements with Global and Local symmetry . . . . . . . . . . . 171
9.2.2 From Global to Local symmetry . . . . . . . . . . . . . . . . . . . . 174
9.2.3 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
10 Multi-copy estimation and decision problems 179
10.1 General framework for multi-copy estimation problems . . . . . . . . . . . 179
10.2 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
10.2.1 The reduction of the state to the algebra . . . . . . . . . . . . . . . 185
10.2.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
10.2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
10.3 Proof of theorem 79 and theorem 81 . . . . . . . . . . . . . . . . . . . . . 192
11 Single-copy estimation problems for bipartite systems 200
11.1 General framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
11.1.1 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
11.1.2 Proof of theorem 85 . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
ix
12 Agreement between independent observers 204
12.1 The set of agreement for a single copy of the system . . . . . . . . . . . . . 205
12.2 The set of agreement for multiple copies of the system . . . . . . . . . . . 209
Conclusion (Part II) 211
A Appendices of part I 214
A.1 Input-output Hilbert spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 214
A.1.1 General G-covariant Channels . . . . . . . . . . . . . . . . . . . . . 215
A.1.2 G-invariant unitaries and G-invariant isometries . . . . . . . . . . . 215
A.2 Proof of proposition 41 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
A.3 Characteristic functions and pairwise distinguishability . . . . . . . . . . . 219
A.4 Comparison of classical and quantum characteristic functions . . . . . . . 221
A.4.1 Review of classical characteristic functions . . . . . . . . . . . . . . 221
A.4.2 Quantum characteristic functions . . . . . . . . . . . . . . . . . . . 222
A.5 More on the approximate notion of unitary G-equivalence . . . . . . . . . . 225
B Appendix of part II 231




1.1 A time evolution is called G-covariant if the above transformations commute
for all group elements g ∈ G. . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1 A depiction of two G-equivalence classes in the space of all states. Because
both ρ
G-cov−−−→ σ and σ G-cov−−−→ ρ are possible, ρ and σ are in the same class. It
follows that if ρ
G-cov−−−→ τ then σ G-cov−−−→ τ . . . . . . . . . . . . . . . . . . . . 26
5.1 Any linear time invariant system transforms an input signal in frequency ω
to an output signal in the same frequency. In other words, linearity together
with time invariance implies that the system cannot change the frequency of
the input. It follows that any linear time invariant system can be uniquely
specified by a complex function f(ω). This explains why Fourier analysis is
extremely useful for the study of these systems. . . . . . . . . . . . . . . . 77
10.1 Multi-copy estimation problem (see below). . . . . . . . . . . . . . . . . . . 180
10.2 The Bloch ball representation of the quantum states of a single qubit for
three variations of a decision problem. The pair of circles in each case
indicate the support of the single-copy prior over states and the goal is to
decide which circle the state is drawn from, given n copies of the state. (a)
A prior with support confined to pure states. (b) A prior that is a gauge
distortion of the first. (c) A prior for which unentangled measurement will
not be generally sufficient to achieve optimal estimation. . . . . . . . . . . 189
A.1 Example of two ensembles of classical probability distributions that have
different information content, but for which the pairwise distinguishability
are the same. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
xi
Overview
Symmetric dynamics and asymmetry of states
Symmetry arguments are ubiquitous in physics. Finding the consequences of symmetries
in dynamics is a subject with broad applications in physics, from the smallest scales in
high energy scattering experiments, to the largest scales in astrophysical observations.
Their prominence stems from the fact that for many systems of interest, the dynamics are
sufficiently complicated that one cannot hope to characterize their evolution completely,
whereas by appealing to the symmetries of the dynamical laws one can easily infer many
useful results.
Suppose that the only thing one knows about a complicated quantum dynamics, which
is possibly open, is that it has a particular symmetry. What does this imply about the
evolution of the system’s state? Alternatively, suppose one is given a description of an
initial quantum state and a possible final state for a system. Can the first evolve to the
second by symmetric dynamics? These sorts of problems arise in many physical contexts.
For instance, they are clearly important in any situation wherein one might apply Noether’s
theorem (which infers conservation laws from symmetries in the case of closed dynamics).
To answer them, it is useful to study the asymmetry properties of a state, that is, those
properties which specify how and to what extent the given symmetry is broken by the state.
If the dynamical equations are invariant under a symmetry group of transformations then
there are constraints on how the asymmetry properties can change. For instance, the final
state can only break the symmetry in ways in which it was broken by the initial state, and
its measure of asymmetry can be no greater than that of the initial state. In other words,
symmetric dynamics cannot generate asymmetry.
Another motivation for the study of asymmetry is the problem of characterizing and
classifying quantum reference frames (see [1] for a review). A quantum reference frame
sent from a party, called Alice, to a distant party, called Bob, is a quantum system which
1
informs Bob about Alice’s choice of reference frame. For example, by sending a large spin
prepared in ẑ direction relative to her own local frame, Alice can inform Bob about how
she has chosen the ẑ axis in her local frame or similarly by sending a coherent state she can
inform Bob about the phase of her clock. Bob may use this quantum system to acquire
information about the description of Alice’s frame relative to his own local frame or may
use it to prepare states and perform operations whose descriptions are only given relative
to Alice’s local frame, such as rotating a given system around Alice’s ẑ axis. So in this sense
a quantum reference frame can be thought as a resource which carries information about
one party’s local frame and therefore the performance of any given state as a quantum
reference frame is determined by the information carried by the state about that party’s
local conventions.
In the example of lack of shared Cartesian frame, it is clear that if Bob does not know
anything about Alice’s local frame then he cannot perform an operation whose description
is only given relative to Alice’s local frame unless the operation is invariant under rotation.
In this sense, Bob is effectively under a superselection rule, i.e. he can only prepare states
and perform operations which have rotational symmetry. A quantum reference frame that
Alice sends to Bob breaks this rotational symmetry and allows him to perform operations
or prepare states which are not invariant under rotation.
From this discussion we can see that the relevant property of a state which determines
its performance as a quantum reference frame is its asymmetry relative to a symmetry
group. So in some situations the asymmetry of states can be considered as a resource which
cannot be generated under symmetric dynamics, similar to the fact that the entanglement
is a resource which cannot be generated by local operations and classical communication
(LOCC). In the resource theory of entanglement, to classify entangled states one is often
interested to know whether a given state can be transformed to the other under LOCC
operations. Similarly, here in the resource theory of asymmetry one central question is
whether a given state can evolve to the other under an open or closed dynamics which
has a particular symmetry and the properties of a state which are relevant to answer this
question are called the asymmetry properties of the state. For almost any question that one
might pose about entanglement, one can ponder the analogous question for asymmetry.
The resource perspective has been an extremely useful method for organizing results about
entanglement, so one may expect the same to be true of asymmetry as well. We explain
more about this point of view to asymmetry in section 2.2.
In some previous works in the context of quantum reference frames, the asymmetry
has been called the frameness of the state [16, 6]. Therefore, all the results about the
manipulation of reference frames and their frameness are in fact results about the asym-
metry of states. In particular, [16] presents a systematic study of the manipulations of
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pure state asymmetry for groups U(1) and Z2 and also presents some partial results for
the case of SO(3). In this thesis, using a different approach based on characterizing the
equivalence classes of asymmetries of pure states, we are able to generalize the results
in [16] significantly and to extend their scope to arbitrary compact Lie groups and finite
groups.
From the above example of Alice sending a quantum reference frame to Bob, it is clear
that there is another way to think about the notion of asymmetry: In this point of view,
the asymmetry of state ρ relative to a group, say the group of rotations, is the property
of the state which specifies the performance of the code Ω ∈ SO(3) → U(Ω)ρU †(Ω) for
encoding information about a randomly chosen rotation Ω (where U(·) is the unitary
representation of rotation on the Hilbert space of the system). This simple observation
implies that some tools and ideas from quantum information theory can be used for the
study of the asymmetry properties of states and thus can be used to find the consequences
of the presence of symmetry in a dynamics.
For instance, we show that using an arbitrary information monotone such as the Holevo
quantity or the relative Renyi entropy, one can build asymmetry monotones, functions from
states to real numbers which quantify the amount of symmetry breaking of any given state,
such that the value of these functions are non-increasing under symmetric dynamics. So
even if the only thing we know about a (possibly open) dynamics is that it has a particular
symmetry, then using these measures of asymmetry we can find constraints on the possible
final states of the time evolution according to its initial state: a final state is possible only
if it has equal or less asymmetry than the initial state. On the other hand, for closed
system dynamics, each asymmetry monotone is a conserved quantity under the symmetric
dynamics, i.e. a constant of the motion. It turns out that, for transitions between mixed
states, the conserved quantities one obtains in this way are generally independent of those
prescribed by Noether’s theorem and therefore impose new constraints.
It is worth pointing out a few more motivations for a systematic study of the asymmetry
properties of states. One is the study of symmetry-breaking. For instance, if a system is
observed to undergo dynamics that breaks a symmetry and there are different candidates
for the origin of this asymmetry, such as an asymmetric perturbation in the Hamiltonian or
fluctuations induced by an asymmetric state of the environment, then having a framework
for quantifying the asymmetry of a state and characterizing different classes thereof can
be useful in judging the relative likelihood of these different explanations.
Another important motivation comes from the field of quantum metrology, wherein
one explores the use of quantum techniques to achieve greater precision for a variety of
different kinds of parameter estimation tasks [14]. High-precision clocks, gyroscopes and
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accelerometers are prominent examples, for which achieving a quantum improvement in
precision would have significant applications for the rest of physics. The parameter to
be estimated for such tasks is an unknown element of a group. For instance, the task of
aligning a pair of Cartesian reference frames by transmitting a system that breaks rotational
symmetry and estimating its orientation is clearly of this sort (see [1] for a review of this
topic). The degree of success one can achieve in any such task is clearly a function of
the asymmetry properties of the state that is transmitted, so a systematic study of these
properties can help to develop optimal protocols and strategies for dealing with practical
constraints such as noise.
Generalization of Schur-Weyl duality with applications
in quantum estimation
During the research on quantum reference frames, we realized that the intuition about
quantum reference frames and more generally about observers with uncorrelated local
frames is useful to solve a totally different problem. The problem is about parameter
estimation where one is given multiple copies of a quantum state and the goal is to estimate
some parameter(s) of state such as the expectation value of one or more observables.
In particular, one interesting question is whether entangled measurements can have any
advantages over unentangled measurements.
For instance, consider a multi-copy estimation problem in the following form: “A pure
state of a qudit 1 system is randomly chosen according to the Haar measure and n copies
of the state is prepared and is given to us. Our goal is to estimate a function of the chosen
state where the function can be expressed as the expectation value of qudit observables
{Ai} or any other operator in the algebra generated by them. Also, the figure of merit
to evaluate the performance of our estimation procedure is such that it can be expressed
only in terms of observables {Ai} (for instance, the mean squared error of estimating the
expectation value of some observable A0 ∈ {Ai}). ”
Now assume Alice and Bob each use their own personal convention to associate observ-
ables with operators in the Hilbert space of a system and assume that each observer is not
aware of the other’s convention. All they know is that for the particular set of operators
{Ai}, the observable which is described by operator Ai relative to Alice’s convention is also
described by operator Ai relative to Bob’s convention. But having this amount of agree-
ment between two observers is sufficient to make sure that they agree on the description
1A quantum system with Hilbert space isomorphic to Cd.
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of the above multi-copy estimation problem. Now the intuition is that if two observers
can agree on the description of this estimation problem they should also be able to agree
on the description of an optimal estimation strategy. So the optimal measurement can be
chosen to be in the set of measurements on n qudits for which Alice and Bob can agree on
their description. It is straightforward to see that on n qudits Alice and Bob can agree on
the description of all observables which are in the algebra generated by the n fold product
of observables {Ai} and the canonical representation of the permutation group of degree
n. One intuitively expects that there cannot be any other observable for which they agree
on its description. Trying to prove this intuition led us to a generalization of Schur-Weyl
duality which works for specific subgroups of the unitary group which we call gauge groups.
Any gauge group can be thought as the set of all unitaries which commute with a certain
set of observables. For instance, in the above scenario, the set of all unitaries which can
describe the relation between Alice’s and Bob’s conventions are the set of all unitaries
which commute with {Ai} and so this set is a gauge group.
A particularly interesting consequence of this new duality is when the support of the
total state of n systems is restricted to the symmetric or anti-symmetric subspace (as
it is in the case of the above estimation problem). In this case the global symmetry of
measurements with respect to a gauge group can be promoted to the local symmetry with
respect to that gauge group in the following sense: if a measurement is invariant under
the collective action of a gauge group then there exists a measurement which is invariant
under the local actions of that gauge group on each individual system, which has exactly the
same statistics for all states whose supports are restricted to the symmetric/anti-symmetric
subspace.
Based on these ideas, we introduce a new method to study the multi-copy estimation
problems in which one first specifies the set of all observables which are required to describe
the single copy problem and then conclude that the optimal measurement on multiple
copies should have local symmetry with respect to the gauge group of these observables.
But the local symmetry of a measurement with respect to a non-trivial gauge group implies
a bound on the amount of entanglement which is required to implement the measurement.
In particular, if the gauge group under consideration is the group of all unitaries which
commute with a set of commuting observables, then local symmetry of a measurement
with respect to that gauge group implies that this measurement can be implemented by
independent local measurements on each system followed by a classical processing on the
outcomes of these measurements.
Given that the class of estimation problems for which this result applies is very large,
it represents a dramatic expansion, relative to previously known results, in the scope of
problems for which we can easily determine the optimal measurement. Furthermore, in
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the previous results where independent measurements on each copy were shown to be
optimal, such as Ref. [67], the reasoning was rather ad hoc. It was not clear what feature
of the estimation problem implied the sufficiency of such measurements. By contrast, this
approach follows a clear methodology – we are determining the consequences of the gauge
symmetries of the estimation problem.
Finally, as Schur-Weyl duality has many different applications in quantum information
one may expect some other applications for this new generalization of Schur-Weyl duality.
An example of such applications, which we present in this thesis, is to find the noiseless
subsystems of n qudits.
Outline
This thesis presents the results of four related projects.2
1. Information theoretic approach to the study of symmetric dynamics and asymmetry
monotones
2. Modes of asymmetry: Fourier Analysis for the study of linear covariant maps
3. Pure state asymmetry
4. A generalization of Schur-Weyl duality with applications in quantum estimation
The results of the first two projects are still unpublished. The results of the third and
fourth projects are presented in [2, 3] and [4] respectively. 3
In the following we give a short summary of the contents of each chapter.
Part I
Chapter 1: In this chapter we explain some preliminary notions and introduce the
notations we use in the rest of part I. We define the notion of projective unitary represen-
tations of groups as the mathematical way to represent symmetry transformations on the
2These projects are all done in collaboration with Robert W. Spekkens.
3During my PhD, I have also contributed in two other published papers on quantum reference frames
and asymmetry monotones [5, 6].
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Hilbert space of systems. We also define the notion of symmetric dynamics or G-covariant
channels, i.e. the channels which have symmetry with respect to a group G and then
we present two physically motivated examples of dynamics which have U(1) symmetry.
Furthermore we give more precise descriptions of the problems we are studying in part I.
Chapter 2: In this chapter we give a mathematical definition of the notion of asym-
metry of states. The main idea in this definition is that asymmetry cannot be generated
by symmetric dynamics and so we postulate that two states have the same asymmetry
with respect to a group G, or are G-equivalent iff each of them can be transformed to the
other by a G-covariant channel. We also introduce a dual point of view to the notion of
asymmetry in which one can understand asymmetry in terms of information theoretic con-
cepts. We show that these two approaches to asymmetry, i.e. the approach based on the
symmetric dynamics and the information theoretic approach lead to equivalent character-
izations of asymmetry. Finally, we discuss the analogies between the study of asymmetry
and the study of entanglement as two examples of resource theories.
Chapter 3: In this chapter we introduce the notion of asymmetry monotones or
measures of asymmetry. These quantify the amount of asymmetry of states relative to a
given symmetry group. Based on the information theoretic point of view to asymmetry
introduced in chapter 2, we give a recipe for constructing asymmetry monotones from
information monotones, the functions which quantify the amount of information that can
be transferred using a particular encoding of information. Asymmetry monotones are
useful tools to find the consequences of symmetry of an open system dynamics; they
provide simple constraints on the possible final states of an open system dynamics based
on the symmetry of the dynamics. We present an example of these constraints which
proves the existence of a non-trivial lower bound on the entropy generation in an open
system dynamics with symmetry. On the other hand, in any closed system dynamics
with symmetry, any asymmetry monotone is a constant of motion. We prove that in
the case of closed system dynamics of mixed states the conservation of any non-trivial
asymmetry monotone gives constraints which are stronger than the constraints imposed
by the standard conservation laws implied by Noether’s theorem.
Chapter 4: We start this chapter by a quick review of the notion of irreducible tensor
operators. Then, based on this notion we introduce a simple and useful representation
for all linear super-operators which have a certain symmetry. This representation basically
specifies the action of a super-operator on a basis in the operator basis which is formed from
irreducible tensor operators. Then, we review two other previously known representations
of symmetric channels: the Kraus representation of symmetric channels and Stinespring
dilation of symmetric channels. We provide a new constructive proof for the Stinespring
dilation theorem of symmetric channels. This theorem asserts that any symmetric time
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evolution can be realized by coupling the system to an environment which is initially in a
symmetric state via a unitary which is also symmetric.
Chapter 5: In this chapter, we introduce the notion of modes of asymmetry and
the mode decomposition of a state. Roughly speaking, different modes of asymmetry are
different ways that a state can break a given symmetry. If for a given symmetry group,
a state does not have a particular mode of asymmetry then under a dynamics which
does not break that symmetry it can never evolve to a state which has that mode of
asymmetry. Mathematically the existence of different independent modes follows from
the two properties of linearity of a time evolution and its symmetry together. We also
introduce asymmetry monotones which quantify the amount of asymmetry in each specific
mode. Finally, we study the problem of simulating a non-symmetric time evolution or
measurement using a symmetric dynamics and a quantum reference frame and we show
that the mode decompositions of states and channels provide a powerful insight for the
study of this problem.
Chapter 6: In this chapter we focus on the study of the asymmetry of pure states. We
show that for a pure state ψ and a symmetry group G, all the asymmetry properties of the
state are specified by the characteristic function of the state, defined as χψ(g) ≡ ￿ψ|U(g)|ψ￿
where g ∈ G and U is the unitary representation of interest. Based on this observation,
and using the Stinespring dilation theorem for symmetric channels (reviewed in chapter 4)
we find the necessary and sufficient condition under which two pure states have the same
asymmetry relative to any connected compact Lie group. We also prove a slightly weaker
result in the case of finite groups and Lie groups which are not connected. Characteristic
functions also allow us to easily identify the conditions for one pure state to be converted
to another by symmetric operations (in general irreversibly) for the various paradigms of
single-copy transformations: deterministic, state to ensemble, stochastic and catalyzed.
Part II
Chapter 7: In this chapter we review some preliminary notions we use in the part
II of the thesis and introduce the notations. In particular, we review some properties of
finite dimensional operator algebras, the notion of commutant of an algebra and the notion
of the centralizer of a subgroup of a group. Furthermore, we review the notion of dual
reductive pairs and present the standard Schur-Weyl duality as an example.
Chapter 8: In this chapter we present the generalization of Schur-Weyl duality. We
start by defining and characterizing the notion of gauge groups. Then, based on this, we
introduce new dual reductive pairs acting on the space (Cd)⊗n and show that the standard
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Schur-Weyl duality is indeed a special case of these new dual reductive pairs. Next we
consider the symmetric and anti-symmetric subspaces of (Cd)⊗n and show that a stronger
form of the duality holds in these subspaces. We also show that the assumptions we have
made, i.e. the restriction to the gauge groups and the restriction to the symmetric and
anti-symmetric subspaces, are essential to have these dualities.
Chapter 9: In this chapter we present two examples of applications of the generaliza-
tion of Schur-Weyl duality. The first example shows application of this result for finding
noiseless subsystems. The second example is of an application of the stronger form of du-
ality in the symmetric and anti-symmetric subspaces. We first study the notions of global
and local symmetry of measurements and show that the local symmetry of measurements
can put a bound on the amount of entanglement which is required to perform a measure-
ment. Then, we use the duality to prove that the global symmetry of a measurement with
respect to a gauge group can be promoted to a local symmetry, i.e. for any many measure-
ment with global symmetry we find a measurement with local symmetry which generates
the same statistics for all states in the symmetric (anti-symmetric subspaces). This result
is the seed of the results of the next two chapters on the estimation theory.
Chapter 10: In this chapter we introduce a framework for the study of a family of
multi-copy estimation problems, in which one is given several copies of the same qudit state
according to some known prior distribution and the goal is to estimate some parameters
about that qudit state. The quality of estimation is evaluated with respect to a given
figure of merit. Then, we use the result of the previous chapter about promoting the global
symmetry of a measurement to the local symmetry to find conditions which guarantee that
a measurement with local symmetry can achieve the optimal estimation in a multi-copy
estimation problem in this family. Roughly speaking, these conditions are based on the
symmetries of the prior and the symmetries of the parameters to be estimated. The fact
that there exists an optimal measurement for the estimation problem with local symmetry
with respect to a gauge group, puts a bound on the maximum entanglement which is
required for the optimal estimation.
Chapter 11: In this chapter we consider a different family of estimation problems
where one is given a single copy of a pair of qudits and the goal is to compare the state
of these two qudits. For example, we are given state ρL ⊗ ρR according to some prior and
we are interested to find the optimal strategy for estimating |tr(ρLA)− tr(ρRA)| for some
qudit observable A. We use the result of chapter 9 on promoting the global symmetry of
measurements to the local symmetry to find the general form of the optimal estimation
strategy for this family of estimation problems.
Chapter 12: In this chapter we elaborate on the problem we presented in the overview
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about two independent observers using different conventions to describe quantum systems










A symmetry transformation is a transformation which leaves the physical objects, struc-
tures or dynamics unchanged. Group theory provides the mathematical language to de-
scribe symmetries. One can easily see that the set of symmetries of an object form a group:
they are closed because if one takes a symmetry of the object, and then applies another
symmetry, the total transformation will still leave the object unchanged and so is a sym-
metry. Furthermore, the identity transformation always leaves the object unchanged and
so is a symmetry of the object. The associativity is a result of the fact that symmetries
can be thought of as maps on a space, and composition of maps is associative. Finally, if
a transformation leaves the object unchanged, undoing that transformation also leaves it
unchanged and so the inverse of a symmetry is also a symmetry.
In quantum theory the action of any symmetry transformation should be described by
a unitary or anti-unitary acting on the Hilbert space of the system. This follows from the
fact that a symmetry transformation can always be interpreted as a change of reference
frame or convention and this change should not affect the physically observable properties.
In particular, it should not affect the distinguishability of states. Then, it follows from
a well-known theorem 1 by Wigner [9] that any such transformation is represented by
a unitary or an anti-unitary operator on the Hilbert space of the system such that an
arbitrary density operator ρ is mapped by the symmetry transformation to the density
1 Theorem: Let T be a surjective map from a complex Hilbert space to itself such that |￿Tφ|Tψ￿| =
|￿φ|ψ￿| for all pure state ψ and φ. Then T has the form of Tψ = eiθ(ψ)V ψ where θ(ψ) is an arbitrary real
function and V is either a unitary or anti-unitary operator.
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operator V ρV † for some unitary or anti-unitary operator V . In the first part of this thesis
we do not consider symmetry transformations, such as time-reversal, that are represented
by anti-unitary operators. Therefore, any symmetry we consider here is represented by a
unitary acting on the Hilbert space of the system.
Let G be a group describing a set of symmetry transformations or a symmetry for short.
Then the action of each group element g ∈ G should be described by a unitary U(g). It









Since this should hold for any arbitrary state ρ one can conclude that
U(g2g1) = ω(g2, g1)U(g2)U(g1) (1.2)
where ω(g2, g1) is a phase factor, i.e. |ω(g2, g1)| = 1. This means that a symmetry described
by group G should be represented by a projective unitary representation of group G. The
phase factor ω(g1, g2) is called the cocycle of the representation. We denote a specific
projective unitary representation of G by the set of unitaries {U(g), g ∈ G} or by the map
g → U(g). In the specific case where the cocycle ω(g1, g2) is constant and equal to one, the
representation is called (non-projective) Unitary representation. At the end of this section
we provide a short list of some useful properties of projective unitary representations of
compact Lie groups and finite groups. For a helpful review of this topic we refer to chapter
2 of Giulio Chiribella’s thesis [10].
We will frequently use the unitary super-operator notation to represent the action of
groups. For any group G and any projective unitary representations g → U(g) we define
the super-operator
Ug(X) = U(g)XU †(g). (1.3)
So under the symmetry transformation g ∈ G the state ρ will be mapped to Ug(ρ).
The representation of the fundamental symmetries of nature, such as the symmetries
of space-time, are part of the specification of a physical system. For example, on a system
with a two-dimensional Hilbert space the group of all rotations in the three-dimensional
real space R3, i.e. the group SO(3), can have two different representations: the trivial
representation where the action of symmetry transformations leaves all states unchanged
and the non-trivial representation corresponding to the spin-half representation of SO(3).
These two different representations of SO(3) describe totally different systems with different
physical properties.
For most symmetries, such as the fundamental symmetries of space-time, the repre-
sentation of the symmetry on a composite systems is the collective representation: if the
13
projective unitary representation of a symmetry transformation g ∈ G on the systems with
the Hilbert spaces HA and HB are UA(g) and UB(g) respectively, then the projective uni-
tary representation of that symmetry transformation on the Hilbert space of the composite
system with Hilbert space HA⊗HB is UA(g)⊗UB(g). In this thesis we always assume that
the representation of the symmetry on the joint system is the collective representation.
1.1.1 Short review of projective unitary representations
In this section we list some useful definitions and properties of projective unitary repre-
sentations of groups which we use in this thesis.
Two projective unitary representations of a group, g → U(g) acting on space H and
g → V (g) acting on space K, are equivalent iff there exists an isometry T : H → K such
that TT † = IK and T †T = IH, where IK and IH are the identity operators on K and H
respectively, and ∀g ∈ G : TU(g)T † = V (g).
Consider an arbitrary projective unitary representation of a group on a space. We say
a subspace of this space is invariant under the action of group, if under the action of any
arbitrary element of the group any vector in the subspace is mapped to a vector in this
subspace.
A representation on a space is called an irreducible representation (irrep for short) if
there is no proper subspace of the space (i.e. a nonzero subspace which is not equal to the
total space) which remains invariant under the action of the group. Equivalent irreps can
be grouped in the same equivalence class, labeled by the Greek index µ.
Note that the unitarity of a projective unitary representation implies that all the irreps
which show up in that representation should have the same cocycle. Any two projec-
tive unitary representations g → U(g) and g → V (g) which have the same cocyle, i.e.
U(g1)U(g2) = ω(g1, g2)U(g1g2) and V (g1)V (g2) = ω(g1, g2)V (g1g2) for a cocycle ω(g1, g2)
are said to be in the same factor system.
Theorem 1 Any projective unitary representation of a finite or a compact Lie group can be
decomposed into a direct sum of a discrete number of finite dimensional projective unitary
irreps which are all in the same factor system.
Suppose {U(g) : g ∈ G} is a projective unitary representation of a finite or compact
Lie group G on the Hilbert space H. Then, the decomposition of this representation to
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where µ labels inequivalent unitary projective irreps in the same factor system, Mµ is
the subsystem on which {U(g) : g ∈ G} acts like irrep µ of G and Nµ is the subsystem
associated to the multiplicities of representation µ (the dimension of Nµ is equal to the






where Uµ(g) acts on Mµ irreducibly and where INµ is the identity operator on the multi-
plicity subsystem Nµ.
Now by Schur’s lemmas it follows that any operator A which commutes with all unitaries




IMµ ⊗ ANµ , (1.6)
where ANµ acts on Nµ.
Theorem 2 For a finite or compact Lie group G, let {g → U (µ)(g)} be the set of all
inequivalent projective unitary irreps which are in the same factor system. Consider the
matrix elements of all these unitary matrices as a set of functions from G to C denoted by
{U (µ)i,j }. Then, they satisfy the following orthogonality relations
￿
G






where dg is the unique Haar measure over the group, bar denotes the complex conjugate
and dµ is the dimension of irrep µ. Furthermore, in the case of finite groups any function
from G to C can be expanded as a linear combination of these functions. Also, in the case
of compact Lie groups any continuous function from G to C can be uniformly approximated
as a linear combination of these matrix elements.
This expansion of functions in terms of the matrix elements of projective unitary irreps is
called the generalized Fourier transform. Note that for each cocycle of a group G there
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exists a notion of generalized Fourier transform in which the functions over the group
are expanded in terms of the matrix elements of the projective unitary irreps which all
have that cocycle, and therefore are all in the same factor system. As we have defined
above, (non-projective) unitary representations are a specific case of projective unitary
representations for which the cocycle is trivial. So in particular, for any compact Lie group
or finite group there is a unique generalized Fourier transform which corresponds to the
(non-projective) unitary irreps of the group, i.e. the irreps for which the cocycle is trivial.
In many cases the cocycle of a projective unitary representation can be lifted in the
sense that one can redefine the unitaries {U(g) : g ∈ G} by multiplying them by a phase
such that the new unitaries form a (non-projective) unitary representation of group and
so the cocycle will be trivial. This is the case for all finite dimensional representations
of simply connected Lie groups such as SU(2), the group of unitaries acting on C2 with
determinant one. 2. On the other hand, for Lie groups which are not simply connected
such as SO(3), the cocycle cannot always be lifted. This is the case for all irreps of SO(3)
with half-integer spin; they all have the same cocycle and this cocycle cannot be lifted.
But, on the other hand, for all irreps of SO(3) with integer spin the cocycle is trivial and
so they are all unitary irreps of SO(3).
This discussion implies that in the case of SO(3) there are two different notions of
Fourier transform: One for the basis formed by the matrix elements of half-integer spin
representations and the other for integer spin representations.
1.2 Symmetries of states
For any given symmetry group, there are some states which are invariant under some or
all symmetry transformations in the group. For example, for any symmetry and for any
representation of the symmetry, the completely mixed state is invariant under all symmetry
transformations.
Definition 3 The symmetry subgroup of a state ρ relative to the group G, denoted SymG(ρ),
2To see this first note that by redefining the cocycle one can always choose unitaries {U(g)} to have
determinant equal to one. Then by looking to the determinant of both sides of the Eq. (1.2) one finds
that for all g1, g2 ∈ G, it holds that ωd(g1, g2) = 1 where d is the dimension of representation and so the
values of ω(g1, g2) is discrete. Then using a simple continuity argument one can show that in the case of
simply connected Lie groups the cocycle ω(g1, g2) should be constant and equal to one and so the cocycle
can be lifted.
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is the subgroup of G under which ρ is invariant,
SymG(ρ) ≡ {g ∈ G : Ug[ρ] = ρ}. (1.8)
If the symmetry subgroup contains only the identity element, it is said to be trivial.
In this case, it is often said that the state has no symmetries (meaning no nontrivial
symmetries). If the symmetry subgroup of a state ρ is the entire group G, so that it is
invariant under all symmetry transformations g ∈ G, i.e.
∀g ∈ G : Ug(ρ) = ρ, (1.9)
then we say that the state is G-invariant 3.
1.3 G-covariant operations
We say that a time evolution is G-covariant if it commutes with all symmetry transforma-
tions in the group G, that is, for any initial state and any symmetry transformation, the
final state is independent of the order in which the symmetry transformation and the time
evolution are applied 4. We will sometimes refer to an operation that is G-covariant as
a symmetric operation. (It is important not to confuse symmetry transformations, which
correspond to a particular group action, with symmetric transformations, which commute
with all group actions.) We provide the rigorous form of the notion of G-covariance first
for closed system evolutions and then for open system evolutions.
Closed system dynamics are described by unitary operators over the Hilbert space.
However, noting that the global phase of a vector in Hilbert space has no physical signifi-
cance, it is useful to describe the dynamics in terms of its effect on density operators (every
parameter of which has physical significance). Closed system dynamics are then described
by linear maps V on the operator space that are of the form V [ρ] = V ρV †, where V is a
unitary operator. A closed system dynamics associated with the unitary V is G-covariant
if
∀g ∈ G, ∀ρ : V U(g)ρU †(g)V † = U(g)V ρV †U †(g), (1.10)
3 Because a symmetry transformation is defined not only by a group G but also by a representation U
of that group, it would be more precise to call the symmetric states “{G,U}-invariant”, however, for ease
of readability, we do not specify the representation explicitly.
4Again, it would be more precise to call the symmetric operators “{G,U}-covariant”, however, for ease
of readability, we do not specify the representation explicitly.
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For any probability distribution p(g) over group the Holevo quantity of ensemble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G




















S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noether’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally invariant unitary then for L angular momentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
2




For any probability distribution p(g) over group the Holevo quantity of ens mble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G




















S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noether’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally invariant unitary then for L angular momentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
2




For any probability distribution p(g) over group the Holevo quantity of ensemble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G




















S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noether’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally inv iant unitary then fo L angula m mentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
2




For any probability distribution p(g) over group the Holevo quantity of ensemble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G




















S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noethe ’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally invariant unitary then for L angular momentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
2
time! time!




For any probability distribution p(g) over group the Holevo quantity f ense ble
{p(g),U(g)[ρ]} is
γ ({p(g),U(g)[ρ]}) = S(Gp(g)(ρ))− S(ρ)
So ρ
G−cov−−−−→ σ implies that for arbitrary probability distribution p(g) over group G




















S(σ)− S(ρ) ≥ S(Gp(g)(σ))− S(Gp(g)(ρ))
Theorem: There exists a unitary V such that ∀g ∈ G : [V, U(g)] = 0 and V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿
So the constraints implied by Noether’s theorem i.e. the equations
∀k : tr(ρLk) = tr(σLk)
If ρ evolves to σ under a rotationally invariant unitary then for L angular momentum in any
arbitrary direction
Suppose p(g) is an arbitrary probability distribution over group G.
Define Gp(g)(·) ≡
￿
dg p(g) U(g)(·) U †(g).
2
Figure 1.1: A time evolution is called G-covariant if the above transformations commute
for all group elements g ∈ G.
or equivalently,
∀g ∈ G : [V , g] = 0, (1.11)
where [V ,Ug] := V ◦Ug −Ug ◦V . In ot er words, the map V commutes with every element
of the (superoperator) representation of the group {Ug : g ∈ G}. This implies that
∀g ∈ G : V U(g) = U(g)V ω(g), (1.12)
where ω(g) is a phase factor that can easily be shown to be a 1-dimensional representation
of the group. In the case of finite-dimensional Hilbert spaces (which is the case under
consideration in this thesis), we can argue that ω(g) = 1 if the closed system dynamics is
req ire to be continuous and symmetric at all imes (in contrast to requiring only that
the effective operation from initial to final time be symmetric) [20].
This argument justifies the common definition in the literature of when a closed system
dynamics respects the symmetry, namely, when
∀g ∈ G : V U(g) = U(g)V. (1.13)
We call any unitary V which satisfies this property a G-invariant unitary because ∀g ∈ G :
U(g)V U †(g) = V . More generally, any operator which commutes with the representation
of group G on the Hilbert space of the system will be called G-invariant. Clearly, if a
Hamiltonian is G-invariant then all the unitaries it generates are G-invariant. Finally,
note that if V is an isometry rather than a unitary, then it is said to be G-invariant if
∀g ∈ G : V Uin(g) = Uout(g)V , where Uin(g) and Uout(g) are the representations of the
group on the input and output spaces of the isometry.
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In general, a system might be open, i.e., it may interact with an environment. In
this case, the time evolution cannot be described by the Hamiltonian of the system alone.
Rather, to describe the time evolution we need the Hamiltonian of system and environment
together. In the study of open systems we usually restrict our attention to the situations
where the initial state of the system and environment are uncorrelated, in which case we
can describe the evolution by a deterministic quantum channel E , that is, a completely
positive5, trace-preserving, linear map from B(Hin) to B(Hout) where Hin and Hout are the
input and output Hilbert spaces and B(H) are the bounded operators on H. After a time
evolution described by quantum channel E , the initial state ρ evolves to the final state
E(ρ). Note that a general quantum channel may have input and output spaces that are
distinct. This possibility is useful for describing transformations wherein the system of
interest may grow (by incorporating into its definition parts of the environment) or shrink
(by having some of its parts incorporated into the environment).
We now state the conditions for a general quantum operation (which may represent
open or closed system dynamics) to be G-covariant.
Definition 4 (G-covariant operation) The quantum operation E is said to be G-covariant
if




= Uout(g)E (·)U †out(g), (1.14)
where {Uin(g) : g ∈ G} and {Uout(g) : g ∈ G} are the representations of G on the input
and output Hilbert spaces of E .
If the input and output spaces are equivalent, so that E is an automorphism, then the
condition of G-covariance can be expressed as




= U(g)E (·)U †(g), (1.15)
or equivalently,
∀g ∈ G : [E ,Ug] = 0, (1.16)
where Ug[·] = U(g)(·)U †(g).
As we demonstrate in appendix A.1, any G-covariant operation for which the input and
output Hilbert spaces are different can always be modeled by one wherein the input and
5Let K be an arbitrary Hilbert space, B(K) be the space of bounded linear operators on K and IB(K)
be the identity map on B(K). A map E from B(Hin) to B(Hout) is called completely positive if for any
Hilbert space K, E ⊗ IB(K) is a positive map, i.e. it maps positive operators in B(Hin)⊗ B(K) to positive
operators in B(Hout)⊗ B(K).
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output Hilbert spaces are the same. The reason is that the input and output Hilbert spaces
can always be taken to be two different sectors of a single larger Hilbert space, Hin
￿
Hout,
and any operation from B(Hin) to B(Hout) that is G-covariant relative to the representa-
tions {Uin(g)} and {Uout(g)} can always be extended to an operation on B(Hin
￿
Hout)
that is G-covariant relative to the representation {Uin(g)
￿
Uout(g)}. Similarly, any G-
invariant isometry (a reversible operation where the input and output Hilbert spaces may
differ) can always be modeld by a G-invariant unitary (where the input and output Hilbert
spaces are the same). Again, this is shown in appendix A.1. It follows that without loss of
generality, we can restrict our attention in the rest of this thesis to G-covariant operations
where the input and output spaces are the same.
Clearly, G-covariant quantum operations include those induced by G-invariant uni-
taries, that is, operations of the form V(·) = V (·)V † where ∀g ∈ G : [V, U(g)] = 0. As





where K is a subgroup of G and dk is the uniform measure over K. We refer to this
as the uniform twirling over K 6. The uniform twirling over any normal subgroup of
G is a G-covariant operation. First, recall that if K is a normal subgroup of G then
∀g ∈ G : gKg−1 = K, where gKg−1 ≡ {gkg−1 : k ∈ K} . It follows that
∀g ∈ G : Ug ◦K ◦ Ug−1 =
￿
K
dk Ugkg−1 = K, (1.18)
and consequently that K is G-covariant. In particular any group is the normal subgroup
of itself, therefore uniform twirling over any group G is a G-covariant channel.
Furthermore, if we couple the object system to an environment using a Hamiltonian
which has the symmetry G and if the environment is initially uncorrelated with the system
and prepared in a state that is G-invariant, and finally some proper subsystem is discarded,
then the total effect of this time evolution is described by a G-covariant quantum operation.
(Intuitively this is clear, because there is nothing in such a dynamics that can break the
symmetry.)
As it turns out, every G-covariant quantum operation can in fact be realized in this
way, i.e. by first coupling the system to an uncorrelated environment in a G-invariant state
via a G-invariant unitary and secondly discarding a proper subsystem of the total system.
6Note that we can implement the time evolution described by the channel K by choosing one of the
unitaries from the set {U(k), k ∈ K} uniformly at random and applying it to the system.
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This is sometimes called Stinespring dilation theorem for G-covariant channels and is first
proved in [48]. We also provide a different proof of this in section 4.4. This result provides
an operational prescription for realizing every such operation.
In the first part of this thesis we study the consequences of the fact that a (possibly
open) dynamics has a symmetry. In particular, we are interested to know, for a given initial
state of a G-covariant dynamics, which kind of constraints one can put on the possible final
states based on the symmetries of dynamics. Equivalently, we are interested to know, for a
given pair of states ρ and σ, whether there exists a G-covariant dynamics which transforms
ρ to σ or not. We use the notation ρ
G-cov−−−→ σ to show that state ρ can be transformed to
state σ under a G-covariant time evolution.
For instance, a simple consequence of the symmetry of dynamics is that every symmetry
of the initial state is a symmetry of the final state, i.e.
Proposition 5 If ρ transforms to σ by a G-covariant quantum operation ( ρ
G-cov−−−→ σ),
then SymG(ρ) ⊆ SymG(σ).
Proof. If gs ∈ G is a symmetry of ρ then Ugs(ρ) = ρ. Since the operation E taking ρ to σ
is G-covariant, it follows that
E(ρ) = E ◦ Ugs(ρ) = Ugs ◦ E(ρ)
So Ugs(σ) = σ.
In particular, therefore, one cannot generate an asymmetric state starting from a sym-
metric one, and one cannot transform a state with one kind of asymmetry to a state
with another. For instance, rotationally-covariant time evolutions cannot transform a spin
pointing along ẑ to one pointing along x̂.
On the other hand, for any arbitrary pair of G-invariant states ρ and σ there always
exists G-covariant channels which transform one to the other. A trivial instance of these G-
covariant channels, is the one which discards the input state and generates the G-invariant
state σ as the output, i.e. the channel described by
Eσ(X) = tr(X)σ (1.19)
In part one of this thesis we introduce ideas and tools which enable us to find con-
sequences that are far less obvious. In the rest of this chapter we present two physical
examples of channels which are covariant with respect to the group U(1), the group formed
by all phases {eiθ : θ ∈ (0, 2π]}.
21
1.4 Example: U(1)-covariant channels
For concreteness, it is worth examining a specific example of symmetric operations, namely,
those that are covariant under a unitary representation of the U(1) group. Here, we present
two different physical scenarios in which a restriction to U(1)-covariant channels is natural.
1.4.1 Axially symmetric channels
U(1)-covariant quantum operations are relevant for describing a dynamics which has rota-
tional symmetry around some axis, or axially symmetric dynamics. The set of all rotations
around a fixed axis forms the group called SO(2) which is isomorphic to the group U(1).
So the unitary representation of the rotations around a fixed axis forms a representation
of U(1), e.g. if Lz is the operator of angular momentum in the z direction then
eiθ → eiθLz
is a representation of the group U(1). In general the eigenvalues of Lz are degenerate.
But to simplify the notation here we assume Lz has no degeneracy. So {|m￿ : m ∈
{−j,−j + 1, · · · , j}}, the eigenbasis of Lz, is a basis for the Hilbert space of the system,
where j is the angular momentum of the system and so is either half integer or integer and
where Lz|m￿ = m|m￿ (assuming ￿ is one). Note that in the case of half-integer spins the
representation eiθ → eiθLz is not a (non-projective) unitary representation, i.e. the cocycle
of the representation is non-trivial.
First, we consider the symmetries of a few different states. The state (|0￿ + |1￿)/
√
2
has no symmetries, while the state (|0￿ + |2￿)/
√
2 has a nontrivial symmetry subgroup
because it is invariant under a π phase shift. Meanwhile, all the elements of the basis
{|m￿ : m ∈ {−j,−j + 1, · · · , j}} are U(1)-invariant states. The set of all states (pure
and mixed) that are U(1)-invariant are those which commute with all elements of the
set {exp (iθLz) : θ ∈ (0, 2π]} and so commute with Lz and are therefore diagonal in the
{|m￿ : m ∈ {−j,−j + 1, · · · j}} basis.
Next we consider symmetric operations. First note that the U(1)-invariant unitaries







These unitaries all commute with each other. (Note, however, that if there is multiplicity
in the representations, then the U(1)-invariant unitaries have a more complicated structure
and do not necessarily commute with each other.)
Now one can easily see that using U(1)-invariant unitaries we cannot transform one
arbitrary state to another. For example, we cannot transform |0￿ to (|0￿+|1￿)/
√
2: The first
state is a symmetric state while the second has some asymmetry. Similarly we can easily see
that (|0￿+ |1￿)/
√
2 cannot be transformed to (|2￿+ |3￿)/
√
2 using U(1)-invariant unitaries.
However, this transformation is possible using a U(1)-covariant channel. Consider the




|m+ 1￿￿m|, and K1 = |− j￿￿j|
where K†0K0 +K
†
1K1 = I. One can easily check that this quantum operation is invariant
under rotations around ẑ, i.e.
∀θ ∈ (0, 2π] : E(eiθLzρe−iθLz) = eiθLzE(ρ)e−iθLz . (1.21)
Furthermore, it maps the state (|m−1￿+ |m￿)/
√
2 to (|m￿+ |m+1￿)/
√
2 for all m < j. So,
although the transformation is not possible via U(1)-invariant unitaries, it can be done by
U(1)-covariant quantum operations. Similarly we can show that there is a U(1)-covariant
quantum operation which transforms (|m￿+ |m+ 1￿)/
√
2 to (|m− 1￿+ |m￿)/
√
2.
1.4.2 Phase-invariant channels in quantum optics
Another physical example of U(1)-covariant quantum operations comes from quantum
optics (for more discussion see [1] ). Consider a harmonic oscillator whose Hilbert space
is spanned by the orthonormal basis {|n,α￿ : n ∈ N} with the number operator N such
that N |n,α￿ = n|n,α￿ where n is a nonnegative integer and α labels possible degeneracies.
Then the operator which shifts this oscillator in its cycle by phase θ is exp (iθN). For
example, this operator transforms the coherent state |γ￿ to |eiθγ￿.
Now a quantum operation E is phase-invariant if
∀θ ∈ (0, 2π] : E(eiθNρe−iθN) = eiθNE(ρ)e−iθN . (1.22)
This example shows that for a particular physical scenario, there may be additional
constraints on the accessible states and unitaries beyond those that are implied by the
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symmetry. For instance, here in this example, unlike the previous example, there is no
invariant state which under the action of the symmetry group transforms as eiNθ|ψ￿ =
e−iθ|ψ￿; all eigenvalues of the number operator are non-negative. This is a restriction
relative to what occurs for our first example where to realize a particular axially symmetric
operation an experimenter can couple the system to an ancilla in state {|m￿} for arbitrary
positive or negative m.
However, it turns out that a restriction of the accessible irreps of U(1) to the nonnegative
does not have any impact on the set of operations one can implement – all U(1)-covariant
operations are still physically accessible. In other words, any phase-invariant quantum
operation can be realized by coupling the system to another ancillary system which is
initially in |n￿ for some non-negative n and the coupling can be chosen to be a phase-
invariant unitary. This follows from our constructive proof of Stinespring dilations of
G-covariant channels in section 4.4. For the rest of this thesis, we will assume that all G-
covariant operations are physically accessible (including in the quantum optics examples).
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Chapter 2
Asymmetry of quantum states
The asymmetry properties of a state relative to some symmetry group specify how and to
what extent the given symmetry is broken by the state. Characterizing these is found to be
surprisingly useful for addressing a very common problem: to determine what follows from
a system’s dynamics (possibly open) having that symmetry. In this chapter we formally
define the notion of asymmetry of state and demonstrate that the asymmetry properties
of a state can be understood in terms of information-theoretic concepts.
2.1 G-equivalence classes of states under symmetric
operations
The first step in characterizing asymmetry is to specify when two states have the same
asymmetry. We stipulate that this is the case when the pair of states can be reversibly
interconverted one to the other by symmetric operations. This defines an equivalence
relation among states.
Definition 6 (G-equivalence of states) Two states, ρ and σ are said to be G-equivalent
if and only if they are reversibly interconvertible by G-covariant operations, i.e., there exists
a quantum operation E such that
∀g ∈ G : [E ,Ug] = 0, and E [ρ] = σ, (2.1)
and there exists a quantum operation F such that
∀g ∈ G : [F ,Ug] = 0, and F [σ] = ρ. (2.2)
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Figure 2.1: A depiction of two G-equivalence classes in the space of all states. Because
both ρ
G-cov−−−→ σ and σ G-cov−−−→ ρ are possible, ρ and σ are in the same class. It follows that
if ρ
G-cov−−−→ τ then σ G-cov−−−→ τ .
A complete specification of the G-asymmetry properties of a state is achieved by spec-
ifying its G-equivalence class. So, for example specifying G-equivalence class of a state
should include a specification of the state’s symmetries (indeed, this can be considered
to be a condition that must be satisfied by any proposed specification of the asymmetry
properties). To see this first note that, as it is highlighted in proposition 5, if ρ can be trans-
formed to σ by a G-covariant quantum operation ( ρ
G-cov−−−→ σ), then SymG(ρ) ⊆ SymG(σ)
where SymG(ρ) is the subgroup of G which leaves ρ invariant as defined in 3. So if ρ and
σ are G-equivalent, i.e. both ρ
G-cov−−−→ σ and σ G-cov−−−→ ρ exists then SymG(ρ) = SymG(σ).
As another example, if we want to know whether there exists a one-way (deterministic or
stochastic) symmetric transformation from one given state to another, all we need to know
is the G-equivalence class of the two states; if there exists a symmetric transformation
from one member of class I to one member of class II, then there exists a symmetric
transformation from every member of class I to every member of class II. So to answer
the question of whether a given state can evolve to another state under a G-covariant
dynamics, the only properties of the two states which are relevant are their G-asymmetry
properties.
The above definition of asymmetry properties is based on the intuition that asymmetry
is something which cannot be generated by symmetric time evolutions. We call this the
constrained-dynamical perspective.
In the constrained-dynamical point of view, we characterized the asymmetry properties
of a state as those features that are required to determine whether any pair of states are
reversibly interconvertible by symmetric operations.
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It seems natural in this point of view, to use dynamical concepts to describe and study
asymmetry. For example if the symmetry group under consideration is the rotation group,
then we may use angular momentum to describe asymmetry: we know that if the expecta-
tion value of any component of the angular momentum is nonzero then the state necessarily
breaks the rotational symmetry and so is asymmetric. Moreover according to Noether’s
theorem, in an isotropic closed time evolution every component of the angular momen-
tum is conserved. We can generalize this result to symmetric reversible transformations
on open systems using a Carnot style of argument — in a reversible transformation the
environment cannot be a source of angular momentum and therefore if a transformation
can be achieved reversibly on the system alone, then it must conserve all components of
angular momentum (on pain of allowing a cycle that generates arbitrary amounts of angu-
lar momentum). It follows that the expectation value of angular momentum is a function
of the G-equivalence class, i.e. it is the same for all states in the same G-equivalence class.
So clearly, the dynamical concepts provide a useful framework for describing asymmetry.
In the next section we introduce an alternative point of view to asymmetry which implies
that information theoretic concepts are also useful for the study of asymmetry.
2.1.1 Information theoretic point of view to asymmetry
In this section we introduce another perspective to the notion of asymmetry of states
which we call it information-theoretic perspective. Recall that a quantum state breaks a
symmetry, say rotational symmetry, if for some non-trivial rotations, the rotated version
of the state is not the same as the state itself, i.e. they are distinguishable. In this case,
the ensemble of states corresponding to the orbit of the state under rotations can act as
an encoding when the message to be encoded is an element of the rotation group. This
suggest that information-theoretic concepts are also useful for the study of asymmetry.
Consider a set of communication protocols in which one chooses a message g ∈ G
according to a measure over the group and then sends the state Ug[ρ] where ρ is some fixed
state. The goal of the sender is to inform the receiver about the specific chosen group
element. We claim that the asymmetry properties of a state ρ can be defined as those that
determine the effectiveness of using the signal states {Ug[ρ] : g ∈ G} to communicate a
message g ∈ G. To get an intuition for this, note that if ρ is invariant under the effect of
some specific group element h then the state used for encoding h would be the same as
the state used for encoding the identity element e, (U(h)[ρ] = U(e)[ρ] = ρ), such that the
message h cannot be distinguished from e. In the extreme case where ρ is invariant under
all group elements this encoding does not transfer any information.
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So from this point of view, the asymmetry properties of ρ can be inferred from the
information-theoretic properties of the encoding {Ug[ρ] : g ∈ G}. To compare the asymme-
try properties of two arbitrary states ρ and σ, we have to compare the information content
of two different encodings: {Ug[ρ] : g ∈ G} (encoding I) and {Ug[σ] : g ∈ G} (encoding II).
If each state Ug[ρ] can be converted to Ug[σ] for all g ∈ G, then encoding I has as much or
more information about g than encoding II. If the opposite conversion can also be made,
then the two encodings have precisely the same information about g. Consequently, in
an information-theoretic characterization of the asymmetry properties, it is the reversible
interconvertability of the sets (defined by the two states) that defines equivalence of their
asymmetry properties.
As it turns out, our two different approaches lead to the same definition of asymmetry
properties, as the following lemmas imply.
Lemma 7 The following statements are equivalent:
A) There exists a G-covariant quantum operation EG-cov [as defined in Eq. (1.15)] which
maps ρ to σ, i.e., EG-cov(ρ) = σ
B) There exists a quantum operation E which maps Ug[ρ] to Ug[σ] for all g ∈ G, i.e.,
∀g ∈ G : E(Ug[ρ]) = Ug[σ]. (2.3)
For pure states, we have
Lemma 8 The following statements are equivalent:
A) There exists a G-invariant unitary VG-inv (i.e. ∀g ∈ G : [VG-inv, U(g)] = 0) which maps
|ψ￿ to |φ￿, i.e. VG-inv|ψ￿ = |φ￿.
B) There exists a unitary operation V which maps U(g)|ψ￿ to U(g)|φ￿ for all g ∈ G, i.e.,
∀g ∈ G : V U(g)|ψ￿ = U(g)|φ￿. (2.4)
Note that in both of these lemmas, the condition A concerns whether it is possible to
transform a single state to another under a limited type of dynamics. On the other hand,
in the B condition, there is no restriction on the dynamics, but now we are asking whether
one can transform a set of states to another set.
Adopting the latter perspective enables us to use the machinery of quantum information
theory to study asymmetry and, via the lemmas, the consequences of symmetric dynamics.
We will see examples of this technique in the rest of this thesis. In particular, in chapter
3 we use information theoretic approach to quantify the amount of asymmetry of states.
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Furthermore, in chapter 6 we will find the characterization of the G-equivalence classes of
pure states using both the constrained-dynamical and the information-theoretic approaches
and we will show how these two characterizations are in fact equivalent via the Fourier
transform. Also in the next section we explain how these two different perspectives on
asymmetry naturally arise in the study of uncorrelated reference frames. First however,
we present the proofs of the lemmas.
Proof. (Lemma 7) A can be seen to imply B by taking E = EG-cov. To show the reverse,




dg U †g ◦ E ◦ Ug (2.5)
One can then easily check that E ￿ is a G-covariant operation and that E ￿(ρ) =
￿
dg U †g ◦
E ◦ Ug(ρ) =
￿
dg U †g ◦ Ug(σ) = σ, such that we can choose EG-cov = E ￿. So B also implies
A.
Proof. (Lemma 8) A can be seen to imply B by taking V = VG-inv. In the following we
prove that B also implies A. Assume there exists a unitary V such that ∀g ∈ G,
V U(g)|ψ￿ = U(g)|φ￿. (2.6)
First note that this implies |φ￿ = V |ψ￿. Furthermore it implies that for all g, h ∈ G we
have




where we have used the fact that g → U(g) is a projective representation of G and so
U(g)U(h) = ω(g, h)U(gh) for a phase ω(g, h). Now suppose Π is the projector to the
subspace spanned by all the vectors {U(h)|ψ￿, ∀h ∈ G}. Then the above equation implies
that
∀g ∈ G : V U(g)Π = U(g)VΠ. (2.7)
Now by definition of the projector Π it is clear that it commutes with all {U(g) : g ∈ G}.
So the above equation implies
∀g ∈ G : [VΠ, U(g)] = 0. (2.8)
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The operator VΠ unitarily maps a subspace of the Hilbert space to another subspace and it
commutes with all {U(g)}. Using lemma 91 we conclude that this G-invaraint isometry can
always be extended to a G-invariant unitary VG-inv such that VG-invΠ = VΠ and therefore
VG-invU(g)|ψ￿ = VΠU(g)|ψ￿ = U(g)|φ￿. (2.9)
2.1.2 Interpreting the two points of view in terms of uncorrelated
reference frames
Interestingly these two points of view to asymmetry naturally arise in the study of a
communication scenario when the two distant parties lack a shared reference frame for
some degree of freedom.
Specifically, consider a degree of freedom that transforms according to the group G.
Passive transformations of the reference frame for this degree of freedom will then also be
described by the group G, as will the relative orientation of any two such frames. Consider
two parties, Alice and Bob, that each have a local reference frame but where these are
related by a group element g ∈ G that is unknown to either of them. For instance, they
might each have a local Cartesian frame, but do not know their relative orientation. (See
Ref. [1] for a discussion.)
Now consider the following state interconversion task. Alice prepares a system in the
state ρ relative to her local reference frame and sends it, along with a classical description
of ρ, to Bob. She also sends him a classical description of a state σ, and asks him to try
and implement an operation that leaves the system in the state σ relative to her local
frame. In effect, Alice is asking Bob to transform ρ to σ but without the benefit of having
a sample of her local reference frame. For instance, she may ask him to transform a spin
aligned with her ẑ-axis to one that is aligned with her ŷ-axis. We consider how the task is
described relative to each of their local frames.
Description relative to Alice’s frame. In this case, the initial and final states, ρ
and σ, are described relative to Alice’s frame. If the operation that Bob implements is
described as E relative to his frame, then it would be described as U †(g) ◦ E ◦ Ug relative
to Alice’s frame by someone who knew which group element g connected their frames.
However, since g is unknown to Alice and Bob, they describe the operation relative to
Alice’s frame by the uniform mixture of such operations, i.e., by
￿
dgUg◦ E ◦ U †g . It is
straightforward to check that this quantum operation is G-covariant. So all the operations
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that Bob can implement are described relative to Alice’s frame as G-covariant operations.
From this perspective, the interconversion can be achieved only if ρ can be mapped to σ
by a G-covariant quantum operation.
Description relative to Bob’s frame. The initial state is described as Ug[ρ] relative
to Bob’s frame. Bob must implement an operation that transforms this to a state which is
described as Ug[σ] relative to his frame. But the group element g that connects Alice’s to
Bob’s frames is unknown, therefore the transformation is required to succeed regardless of
g. Bob can implement any operation relative to his own frame and so the set of operations
to which he has access is unrestricted. The question, therefore, is whether there exists an
operation E such that ∀g ∈ G : E [Ug[ρ]] = Ug[σ]. In other words, from this perspective the
interconversion task can be achieved only if every element of the set {Ug[ρ] | g ∈ G} can
be mapped to the corresponding element of {Ug[σ] | g ∈ G} by some quantum operation.
We see therefore that the constrained-dynamical and information-theoretic points of
view to the manipulation of asymmetry arise naturally as Alice’s and Bob’s points of view
respectively. They constitute the descriptions of a single interconversion task relative to
two different reference frames.
2.2 The resource theory point of view
We can think of the study of asymmetry as a resource theory. Any resource theory is
specified by a convex set of free states and a semi-group of free transformations (which are
required to map the set of free states to itself). Any non-free state is called a resource. The
resource theory is the study of manipulations of resources under the free transformations.
As we will explain, there are several types of questions and arguments which are relevant
for all resource theories and so this point of view can help to achieve a better understanding
of a specific resource theory by emphasizing its analogies with other resource theories.
A well-known example of a resource theory is the theory of entanglement. The free
transformations in this case are those which can be implemented by local operations and
classical communications (LOCC) (See [15] for a review of entanglement theory). The
set of free states is the set of unentangled states. This set is closed under LOCC, i.e.
an unentangled state cannot be transformed to an entangled one via LOCC [17]. More
generally, given two quantum states one cannot necessarily transform the first one to the
second with LOCC. Here the relevant properties of the states which determine whether
such a transformation is possible or not are their entanglement properties. In the case of
pure bipartite states it is a well-known fact that the entanglement properties of a state are
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uniquely specified by its Schmidt coefficients [17]. For example, Nielsen’s theorem provides
the necessary and sufficient condition for the existence of LOCC operations which transform
one given state to another in terms of their Schmidt coefficients [56]. Entangled states are
also a resource in the sense that they can be used to implement tasks that are impossible
by LOCC and unentangled states alone. For example, one can use entangled states for
teleportation, which can be interpreted as consuming a resource (entanglement) to simulate
a non-free transformation (a quantum channel) via free transformations (LOCC).
Similarly, we can think of the study of asymmetry relative to a given representation of a
group G as a resource theory. In this resource theory the time evolutions which respect the
symmetry (G-covariant time evolutions) are free transformations and the states which do
not break the symmetry (G-invariant states) are the free states. This is a consistent choice
because G-covariant time evolutions form a semi-group under which the set of G-invariant
states is mapped to itself. Similarly to entanglement theory, a resource (an asymmetric
state) can be used to simulate a non-free transformation (non-G-covariant time evolution)
via a free transformation (G-covariant time evolution).
In the resource theory of asymmetry, we seek to classify different types of resources
and to find the rules governing their manipulations. For every question in entanglement
theory, it is useful to ask whether there is an analogous question in the resource theory of
asymmetry. In chapter 6, we will show that all the asymmetry properties of a pure state ψ
relative to the group G and the projective unitary representation {U(g), g ∈ G} are spec-
ified by its characteristic function χψ(g) ≡ ￿ψ|U(g)|ψ￿. This is analogous to how all the
entanglement properties of a pure bipartite state are specified by its Schmidt coefficients.
Also in the next chapter we study asymmetry monotones (or measures of asymmetry) a
notion which can be thought as the analogous of entanglement monotones.
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Asymmetry theory Entanglement theory
Restriction to G-cov Restriction to LOCC
ρ
G-cov−−−→ σ ρ LOCC−−−→ σ
Asymmetry properties Entanglement properties
Asymmetry monotones Entanglement monotones
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In this chapter we study asymmetry monotones or, equivalently measures of asymmetry.
Any asymmetry monotone quantifies how much the symmetry is broken by a given state.
As we have mentioned before, they can be thought as the analogous of entanglement
monotones in the resource theory of entanglement. The defining property of an asymme-
try monotone is that it must be non-increasing under G-covariant time evolutions. This
definition captures the intuition that asymmetry is a property of states which cannot be
generated by symmetric dynamics.
We introduce a recipe for constructing asymmetry monotones which is based on the
information theoretic point of view to asymmetry described in the previous chapter. Using
this recipe we find some interesting asymmetry monotones.
Asymmetry monotones can be useful tools for finding the consequences of the symme-
tries of a dynamics. For open system dynamics, where the standard tools such as Noether’s
theorem make no predictions, every asymmetry monotone imposes a non-trivial constraint
on what state transitions are possible under the symmetric dynamics, namely that the
measure of asymmetry of the final state be no larger than that of the initial state. For
closed system dynamics, each asymmetry monotone is a conserved quantity under the
symmetric dynamics, i.e. a constant of the motion. We show that for transitions between
mixed states, the conserved quantities one obtains in this way are generally independent
of those prescribed by Noether’s theorem and therefore impose new constraints.
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3.1 Definition
A G-asymmetry monotone quantifies how much the symmetry described by group G is
broken by a given state. Since symmetric dynamics cannot generate asymmetry, any
measure of asymmetry should be non-increasing under this type of dynamics. We take this
as the defining property of asymmetry monotones.
Definition 9 A function F from states to real numbers is an asymmetry monotone if
ρ
G-cov−−−→ σ implies F (ρ) ≥ F (σ).
Here in this definition ρ
G-cov−−−→ σ means that there exists a G-covariant channel which
transforms state ρ to state σ. Note that, as the notion of G-covariance of channels depends
on the specific representation of the symmetry group G, the G-asymmetry monotones are
also defined only when we specify the representation of the symmetry on the space. In
other words, one can think of an asymmetry monotone F (ρ) as a function of the density
operator and the representation of group together, i.e. F (ρ, g → U(g)). This is analogous
to the fact that in the entanglement theory one can define an entanglement monotone as
a function of states only when the partitioning of a system to the subsystems is specified.
Any pair of G-invariant states can be transformed to each other under G-covariant
channels. So with respect to any G-asymmetry monotone all G-invariant states should
have the same amount of asymmetry. For any G-asymmetry monotone, we usually adopt
the convention that the amount of G-asymmetry of all G-invariant states should be zero .
So, in this convention, the asymmetry of any state is non-negative.
Example 10 Here, we present an example of a family of asymmetry monotones which we
call the Holevo asymmetry monotones (the reason will become clear later).
For any arbitrary probability distribution p(g) over a group G, define
Γp(ρ) ≡ S (Gp(ρ))− S(ρ) (3.1)
where S(σ) ≡ −tr(σ log σ) is the von Neumann entropy of state σ and
Gp(X) ≡
￿
dg p(g) Ug(X). (3.2)
We prove in section 3.4.3 that for any probability distribution p(g), Γp is a G-asymmetry
monotone. 1 Note that for any G-invariant state ρ and any arbitrary probability distribu-
1In the particular case where the probability distribution p(g) is uniform over group G the monotonicity
of Gp under G-covariant channels has been previously proved in [22] using a different type of argumnet.
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tion p(g), Γp(ρ) = 0. Also, note that for any probability distribution p(g) which is nonzero
for all G, and for any state which breaks the symmetry G, Γp(ρ) ￿= 0.
In the case of closed system dynamics (i.e. unitary dynamics) any G-covariant dynamics
can be reversed via another G-covariant dynamics: If a unitary V is G-invariant, i.e.
∀g ∈ G : [V, U(g)] = 0, then the unitary V † is also G-invariant, i.e. ∀g ∈ G : [V †, U(g)] = 0.
This implies that
Proposition 11 During any closed system dynamics which is invariant under the rep-
resentation g → U(g) of symmetry G, any G-asymmetry monotone defined in terms of
g → U(g) is a constant of motion.
We will show that in the case of mixed states these new constants of motion can put
new constraints that are totally independent of the conservation laws that are implied
by Noether’s theorem. On the other hand, in general when the system is not closed any
asymmetry measure puts a necessary condition on the possibility of ρ
G-cov−−−→ σ.
3.1.1 Previous work
Previous work on asymmetry monotones has been mostly inspired by the notion of entan-
glement monotones. The first example of an asymmetry monotone was introduced in [22].
This monotone, which was called the asymmetry of a state in [22], is what we call a Holevo
asymmetry monotone for the special case where the probability distribution over group is
uniform.
Also, earlier related works have been done in the context of bipartite systems where
two distant parties are under a U(1)-superselection rule motivated by a particle number
conservation law [23, 24]. This superselection rule implies that all the local operations
should be invariant under a representation of the group U(1). Then, it is shown in [24]
and [23] that adding a superselection rule to a bipartite system leads to an additional
resource which can be quantified by a measure called the superselection induced variance
(SiV). They show that SiV and entropy of entanglement together completely characterize
bipartite pure states in the asymptotic limit.
It is worth emphasizing the difference between the context of the problems studied in
[23] and [24] and the problem we study in this thesis. In the problem studied in these
papers, the assumption of a superselection rule implies all states and operations that one
party has should be symmetric. So, in this context the unipartite problem is trivial.
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Since there is no unipartite state that breaks the symmetry it follows that all states can be
transformed into each other under the dynamics that are allowed by the superselection rule.
But, as is clarified in [16], if the origin of the superslection rule is a practical constraint,
such as the lack of a shared reference frame, then although the only operations a party can
perform locally, may be symmetric operations, nevertheless the states of local systems are
not necessarily symmetric and so even in the unipartite case the problem of interconversion
of states under allowed operations is non-trivial.
More recently, the notion of asymmetry monotones has been studied in [16] under
the name of frameness monotones. In this paper the authors provide a classification of
different notions of frameness monotones. In this classification the functions which we call
asymmetry monotones are called deterministic frameness monotones. Also, in this paper
for specific groups such as Z2 and U(1), the authors introduce functions from states to real
numbers which are non-increasing in any interconversion of a pure state to another pure
state under symmetric operations. Because of the restriction to pure states, they are not
strictly speaking asymmetry monotones in the terminology of this thesis.
To find more recent works on different aspects of asymmetry monotones also check [26],
[27] and [6].
3.2 Are asymmetry monotones convex?
One may think that any asymmetry monotone should be a convex function, i.e.
F (pρ1 + (1− p)ρ2) ≤ pF (ρ1) + (1− p)F (ρ2) (3.3)
for any 0 ≤ p ≤ 1. The intuition is that mixing states should not increase asymmetry. But
it turns out that asymmetry monotones are not necessarily convex. For example, if F1 and
F2 are two G-asymmetry monotones which are always non-negative for all states then the
product F1F2 is also a G-asymmetry monotone. Now, one can easily choose monotones F1
and F2 such that F1F2 is not convex even though F1 and F2 might be convex. For example,
consider the case of G=SO(3) and consider two monotones Γpz and Γpx where Γpz (Γpx) is
the Holevo asymmetry monotone in the case of probability distribution pz (px)the uniform
distribution over all rotations around the ẑ(x̂) axis. Then, for all states which are invariant
under rotations around the ẑ (x̂) the value of monotone Γpz (Γpx) is zero. This implies that
for any state which is either invariant under all rotations around the ẑ axis or all rotations
around x̂ axis the monotone F (ρ) ≡ Γpz(ρ)Γpx(ρ) is zero. But, the convex combination of
a state which is invariant under rotations around the ẑ axis and a state which is invariant
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under rotations around the x̂ can be non-invariant under all rotations. Based on this
observation one can show that the monotone defined by F (ρ) ≡ Γpz(ρ)Γpx(ρ) is not a
convex function.
It is worth mentioning that the intuition that mixing should not increase asymmetry
is correct. However, as it is clarified by Plenio in [29] its mathematical statement does not
correspond to the convexity of entanglement (or in this case asymmetry) monotones. The
right mathematical way to state this condition is the following
F (pρ1 + (1− p)ρ2) ≤ F (p|1￿￿1|⊗ ρ1 + (1− p)|2￿￿2|⊗ ρ2) (3.4)
where |1￿ and |2￿ are two orthogonal states of an ancillary system which are invariant
under symmetry. This ancilla is used to label the states of system. But since partial trace
is a completely positive G-covariant map it follows that for any symmetry G this notion
of convexity holds.2
3.3 State to ensemble transformations
A state to ensemble time evolution is the one where a given initial state ρ can be trans-
formed to one of the final states σi ∈ {σi : i = 1 · · ·N} with probability pi such that
at the end of transformation we know which of the possibilities i ∈ {1, · · · , N} has hap-
pened. Any such time evolution can be described by a set of completely positive maps
{Ei : i = 1 · · ·N} where
￿
i Ei is a trace preserving channel. Then for an initial state ρ
the final state will be Ei(ρ)/tr(Ei(ρ)) with the probability tr (Ei(ρ)). A state to ensemble
transformation describes the most general physical map which can be realized by applying
arbitrary measurements and time evolutions on the system.
We say that a state to ensemble transformation is G-covariant if all the maps {Ei :
i = 1 · · ·N} are G-covariant. These kinds of dynamics describe the most general type of
dynamics one can realize using G-invariant resources, i.e. G-invariant unitaries, ancillas
in G-invariant states and G-covariant measurements. In the following we show that any
G-asymmetry monotone can be naturally used to study state to ensemble transformations.
2This fact about the non-convexity of some resource measures has been previously highlighted in the
context of entanglement theory. In [28] Vidal and Werner have observed that logarithmic negativity is not
a convex function but, as clarified by Plenio in [29], this does not imply that the logarithmic negativity is
not an entanglement monotone. Indeed, in the same paper Plenio proves that the logarithmic negativity
is an entanglement monotone.
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Suppose there exists a G-covariant state to ensemble transformation under which an
initial state ρ evolves to the final state σi with the probability pi. We denote this by
ρ





where the set {|i￿ : i = 1 · · ·N} are orthonormal states in a Hilbert space Hanc and where
the representation of symmetry G on the Hilbert space Hanc is trivial. Therefore all states
{|i￿ : i = 1 · · ·N} are G-invariant.
Then, one can easily see that ρ
G-cov−−−→ {pi, σi} is equivalent to the fact that ρ G-cov−−−→ σ̃. So
any necessary (or sufficient) condition on the transformation ρ
G-cov−−−→ σ̃ yields a necessary
(or sufficient) condition on ρ
G-cov−−−→ {pi, σi}. In particular, if f is a G-asymmetry monotone
we know that a necessary condition for ρ
G-cov−−−→ σ̃ is that f(σ̃) ≤ f(ρ). As we will see
in the next example, this will put an interesting necessary condition on the possibility of
ρ
G-cov−−−→ {pi, σi}.
Example 12 Consider the Holevo asymmetry defined in example 10. The above discussion
implies that if ρ
G-cov−−−→ {qi, σi} then for any probability p(g) over group G it holds that
Γp(σ̃) ≤ Γp(ρ), (3.6)
where
Γp(σ̃) = S (Gp(σ̃))− S (σ̃) (3.7)





where H({pi}) is the Shannon entropy of the probability distribution {pi}. On the other









piS (Gp(σi)) +H({pi}). (3.10)
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Equations 3.7, 3.8 and 3.10 together imply that if ρ
G-cov−−−→ {pi, σi} then for any proba-
bility distribution p(g) it holds that
￿
i
piΓp(σi) ≤ Γp(ρ) (3.11)
3.4 Asymmetry monotones from Information mono-
tones
How can we find nontrivial asymmetry monotones? In the case of rotational symmetry
one might expect that the (expectation value of) components of angular momentums are
asymmetry monotones: For one, a state with nonzero angular momentum is necessarily
non-invariant under some rotation, For another, in closed system dynamics by Noether’s
theorem angular momentum is conserved, a property that any asymmetry monotone should
have. However, it turns out that the expectation value of angular momentum (or any func-
tion of it) is not an asymmetry monotone. This is demonstrated by the following example:
A spin-half system oriented in the +z direction enters an environment which is initially
unpolarized. Assume the Hamiltonians which describe the interaction between this system
and the environment and the Hamiltonians which describe the interaction of different parts
of the environment with each other all have rotational symmetry. Then, this spin-half sys-
tem can induce magnetic polarization in some regions of the unpolarized environment and
so the polarization can be amplified. Since the arrived spin-half system is in the +ẑ direc-
tion then by symmetry the induced polarization should also be in the +ẑ direction. This is
true because all the interactions are rotationally invariant and initially the environment is
unpolarized, therefore the map which describes the final state of environment as a function
of the initial state of spin-half system should have rotational symmetry. However in this
example, part of the environment may end up with a much higher polarization (or angular
momentum) than the spin-half system and so angular momentum cannot be an asymmetry
monotone. Thinking in terms of dynamical variables in this example, it is not clear how
we can find a quantity to measure asymmetry. Another, more rigorous example, which
shows this fact that angular momentum can be amplified is a channel which describes the
following procedure: We first estimate the direction of a given spin-half system and then
based on this estimation prepare many spin-half systems in that direction. One can easily
see that this channel is a rotationally invariant dynamics which increases the absolute value
of angular momentum of the input system.
In this section we explain how information theoretic concepts are useful to quantify
the asymmetry of states. Consider the following game: We are given a spin-half system in
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some unknown direction n̂ and our goal is to estimate direction n̂. We are allowed to do
any process and measurement we like. But a spin-half system cannot specify this direction
sharply, and for any measurement we perform, the estimated direction might be far from
the real direction n̂. In other words, there is a fundamental limit on the information
content of a finite size quantum system about direction and in particular in the case of
spin-half systems this limit is small. The notion of information content is defined in a way
that someone who does not know anything about the unknown variable cannot increase it
by performing a time evolution on the state. In other words, any measure of information
content should be non-increasable under physical processes.
Now reconsider the above example of a spin-half system which enters an unpolarized
environment where all the interactions are rotationally invariant. Then the symmetry of
the process implies that if a spin-half system was initially aligned in some other direction
n̂, it would induce polarization in the n̂ direction on the environment. Now from this
point of view we can conclude that though the environment might end up having a large
polarization in n̂ direction, its information content about the unknown direction cannot
be more than the information content of the spin-half system. This is the key observation:
By looking to the measures of information content we can find asymmetry monotones. In
the rest of this chapter we present this idea more formally and exploit its consequences.
3.4.1 Information monotones
A function f from pairs of states in the same Hilbert space to real numbers is an information
monotone if for any pairs of state ρ1 and ρ2 and any quantum channel E it holds that
f (E(ρ1), E(ρ2)) ≤ f (ρ1, ρ2) (3.12)
Thinking of E as an information processing on the unknown input, the above equality
can be interpreted as a manifestation of the fact that information processing cannot
increase the information.
Some information monotones have a natural operational interpretation. For example,
for any pair of states ρ1 and ρ2 one can imagine a game in which one is given state ρ1
with probability p and state ρ2 with probability 1− p. Then, the maximum probability of
successfully distinguishing the given state, i.e. finding whether it is ρ1 or ρ2, is by definition
an information monotone. 3 However in general, it is not clear if an information monotone
defined operationally can be easily calculated. In this chapter we provide a list of three
3We discuss more about this specific information later in this chapter.
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well-known examples of information monotones: trace distance, relative von Neumann
entropy and relative Renyi entropy and use them to construct asymmetry monotones.
Example: Relative (von Neumann) entropy
For any pairs of states ρ1 and ρ2 the relative (von Neumann) entropy is defined as
S(ρ1||ρ2) ≡ tr (ρ1 log ρ1)− tr (ρ1 log ρ2) (3.13)
Note that the right-hand side of the above formula is well-defined only if the support of
ρ1 is a subspace of the support of ρ2. Otherwise, if part of the support of ρ1 is outside ρ2,
S(ρ1||ρ2) is defined to be +∞.
Then for any quantum channel E it holds that
S (E(ρ1)||E(ρ2)) ≤ S(ρ1||ρ2) (3.14)
The relative entropy is closely related to the Holevo quantity. The Holevo quantity assigned











i piρi. Then, one can easily see that the monotonicity of the relative entropy
implies the monotonicity of the Holevo quantity such that for any ensemble {pi, ρi} and
any any quantum channel E it holds that
γ{pi, E(ρi)} ≤ γ{pi, ρi} (3.16)
As opposed to the relative entropy S(ρ1||ρ2) which is not well-defined if part of the support
of ρ1 is outside ρ2, the Holevo quantity has this advantage that is well defined for any set
of states.
3.4.2 From information monotones to asymmetry monotones
Now we show how these information monotones can be used to construct asymmetry
monotones. First note that, as it is emphasized by the lemma 7, if ρ
G-cov−−−→ σ then there
exists a (G-covariant) channel which maps states Ug(ρ) to Ug(σ) for all g ∈ G.
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So, if ρ
G-cov−−−→ σ then for any information monotone f and any pair of group elements
g1, g2 ∈ G it holds that
f(Ug1(σ),Ug2(σ)) ≤ f (Ug1(ρ),Ug2(ρ))
So for any fixed g1, g2 ∈ G we can think of
Fg1,g2(ρ) ≡ f (Ug1(ρ),Ug2(ρ)) (3.17)
as an asymmetry monotone, i.e.
ρ
G-cov−−−→ σ =⇒ Fg1,g2(σ) ≤ Fg1,g2(ρ).
This recipe for constructing G-asymmetry monotones can be easily generalized: If under
a G-covariant channel E state ρ evolves to state σ, then for any probability distribution p(g)
over group G the channel E maps the state Gp(ρ) to state Gp(σ). So for any information
monotone f and for any pair of probability distributions p(g) and q(g) over group G it
holds that if ρ
G-cov−−−→ σ then
f (Gp(σ),Gq(σ)) ≤ f (Gp(ρ),Gq(ρ)) (3.18)
Therefore for any information monotone f and any pair of distributions p(g) and q(g) over
group we can define a G-asymmetry monotone
Fp,q(ρ) = f (Gp(ρ),Gq(ρ)) (3.19)
In the following example we show that how based on this argument the relative entropy, as
an information monotone, yields the Holevo asymmetry monotone. Later, we present more
examples of information monotones and use them to construct asymmetry monotones.
3.4.3 The Holevo asymmetry monotone
Here, we use the above method to construct asymmetry monotones from relative entropy.
Consider Eq. (3.19) and assume the information monotone f is relative entropy. First,
we consider the specific case where the distribution p(g) is the delta distribution at the
identity of group and q(g) is the uniform distribution over the group G (Assuming that the
group is unimodular, i.e. it has a unique left and right invariant Haar measure.4). Let G
4Recall that all finite and compact Lie groups are unimodular. So, in particular, G could be any finite
or compact Lie group.
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be the twirling operation according to the uniform measure over group G. Then the above
argument implies that the function
Γunif(ρ) ≡ S (ρ||G(ρ)) (3.20)
is a G-asymmetry monotone. This monotone has been previously introduced in [22] and
its monotonicity was proven using a different argument.
It turns out that this function has a very simple interpretation:
Proposition 13 Let Γunif(ρ) ≡ S (ρ||G(ρ)) then
1.





where the minimization is over all G-invariant states.
It turns out that this type of result can be generalized to all unital, idempotent channels
[6]. 5
Proof. To prove item 1 we first note that
Γunif(ρ) = S (ρ||G(ρ))
= tr (ρ log ρ)− tr (ρ log G(ρ))
= tr (ρ log ρ)− tr (G(ρ) log G(ρ))
= S(G(ρ))− S(ρ)
where to get the third equality we have used the fact that G(ρ) is G-invariant (commutes
with all {U(g) : g ∈ G}) and so for any arbitrary g ∈ G tr (ρ log G(ρ)) = tr (Ug(ρ) log G(ρ)).
5Let E be a unital, idempotent channel (i.e. E ◦ E = E). Then i) S (ρ||E(ρ)) = S (E(ρ)) − S(ρ) and ii)
S (ρ||E(ρ)) = minσ∈Image(E) S(ρ||σ) where the minimization is over all states in the image of E . The key
idea is that i) if E is idempotent then any state in the image of E is also a fixed point of E and so the set
of fixed points of the channel are the same as the image of the channel, ii) if E is a unital channel then its
fixed points form an algebra (the algebra of commutants of its Kraus operators). This also implies that
iii) the fixed points of E and E† are the same.
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To prove item 2, we first use the Klein inequality: S(ρ1||ρ2) ≥ 0 and S(ρ1||ρ2) = 0 iff
ρ2 = ρ1. This implies that for any pair of states ρ1 and ρ2 it holds that
tr (ρ1 log ρ2) ≤ tr (ρ1 log ρ1) (3.23)
and equality holds iff ρ2 = ρ1. So for any fixed ρ1
max
ρ2






[tr (ρ log ρ)− tr (ρ log σ)]
we first note that the minimum happens for the same G-invariant σ which maximizes
tr (ρ log σ). Then one can easily see that
max
σ∈G-inv
tr (ρ log σ) = max
σ
tr (ρ log G(σ))
= max
σ
tr (G(ρ) log σ)
= tr (G(ρ) log G(ρ))
= tr (ρ log G(ρ))
where to get the third equality we have used Eq.(3.24). Note that this argument also
implies that the G-invariant state σ which minimizes S(ρ||σ) is G(ρ).
The second item in the above proposition suggests that Γunif(ρ) can be interpreted as
the minimum relative entropy distance between the state ρ and the set of G-invariant
states (Note that strictly speaking the relative entropy does not define a metric because in
general S(ρ||σ) ￿= S(σ||ρ)). Also, it implies that the closest state in the set of G-invariant
states to state ρ is G(ρ). So Γunif(ρ) as a measure of asymmetry quantifies the minimum
distance of state ρ to the set of symmetric states.
The first item in the above proposition together with Eq.(3.15) implies that, Γunif(ρ)
can also be interpreted as γ{punif(g),Ug(ρ)}, i.e. the Holevo quantity for the ensemble
{punif(g),Ug(ρ)} where punif(g) is the uniform distribution over group G. Indeed, as we will
see in the following, another way to prove the monotonicty of Γunif(ρ) under G-covariant
operations is to use the monotonicity of the Holevo quantity. First, note that for any
distribution p(g) and any channel E it holds that
γ{p(g), E (Ug(ρ))} ≤ γ{p(g),Ug(ρ)} (3.25)
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Now for G-covariant quantum channels E , this implies that
γ{p(g),Ug ◦ E (ρ)} ≤ γ{p(g),Ug(ρ)} (3.26)
For probability distribution p(g) define
Γp(ρ) ≡ γ{p(g),Ug(ρ)} (3.27)
This definition together with Eq.(3.26) implies that if there exists a G-covariant channel
E which maps ρ to σ then
Γp(σ) ≤ Γp(ρ) (3.28)
and so Γp is a monotone.
3.5 Application: Entropy generation in symmetric open
systems
It turns out that the monotonicty of Holevo asymmetry has a nice physical interpretation:
Using Eq.(3.1) one can rewrite Eq.(3.28) as
S(σ)− S(ρ) ≥ S (Gp(σ))− S (Gp(ρ)) (3.29)
Now the left hand side of this inequality is the entropy generation in an open system
dynamics. Then the inequality states that the fact that the open system dynamics has a
symmetry described by group G by itself implies a non-trivial lower bound on the entropy
generation.
Let us reconsider the example of a spin-half particle initially aligned in the +z direction,
ρ = | ↑￿￿↑ |, interacting with an unplorized environment. Assume that, after interacting
with the spin-half system the state of the specific subsystem of the environment we are
interested in is described by σ. Now we use the above inequality for p(g) the uniform
probability distribution over the symmetry group (which in this problem is SO(3)). Then
we can easily show that if σ has a large angular momentum in some direction then S (Gp(σ))
will be large (logarithmic in the angular momentum) while S (Gp(ρ)) is constant and equal
to one. So, the right hand side will be large and the inequality implies that S(σ), the
entropy of the final state, should be large. In other words, although it is possible to amplify
the polarization, the output will necessarily be noisy. This is a simple demonstration of a
much more general fact about quantum amplifiers and is basically happening because an
amplifier should not increase the information content of the input signal. So although it
can amplify the signal, it should add some noise to it such that the distinguishability of
signals at the output is less than or equal to the distinguishability of states at the input.
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3.6 Application: Conservation laws not captured by
Noether’s theorem
The symmetry of a closed system dynamics can have many interesting consequences. Per-
haps the most prominent and powerful example of the consequences of symmetry is the
existence of conservation laws for closed systems. The inference from dynamical symme-
tries to constants of the motion has its origin in the work of Lagrange in classical mechanics.
But these days, it is conventional to use the term Noether’s theorem to refer to the generic
result, and we follow this convention here. The result extends to quantum theory, where
symmetries of the time evolution imply the existence of a set of observables such that the
expectation value of each (and all powers thereof) are conserved.
On the other hand, as we have seen in proposition 11, in the closed system dynamics
with a symmetry G, any G-asymmetry monotone is a constant of motion. In words this
means that the amount of G-asymmetry in a closed system with symmetry G is a conserved
quantity. For G-asymmetry monotones which are constructed from information monotones
this has a simple interpretation: In a closed system dynamics with rotational symmetry, for
instance, the amount of information a system has about direction is a conserved quantity.
In contrast, if the system is undergoing open dynamics this information could leak to
the environment and so the information content of system about direction could decrease.
Conversely, if the dynamics is closed but it breaks the symmetry this information content
can increase, e.g. a state which does not break the rotational symmetry can evolve to a state
which breaks the rotational symmetry and so the final state can have more information
about direction.
An interesting question here is whether using these new constants of motion, i.e. asym-
metry monotones, we can find constraints beyond the standard conservation laws implied
by Noether’s theorem. It might be the case that these standard conservation laws capture
all the consequences of symmetry such that any other conserved quantity or more gen-
erally any other constraint imposed on the dynamics by symmetry cannot give equations
independent of the equations implied by these standard conservation laws. In this section
we study this problem. Interestingly it turns out that the answer will be different for the
cases of pure states and mixed states.
First we consider all the equations implied by Noether’s theorem. This theorem implies
that for any (differentiable) symmetry of a closed system dynamics there is a conservation
law. More precisely, any generator L of the Lie group G is conserved. Note that the
conservation of an observable not only means that its expectation value is conserved but
also the expectation value of any function of the observable is also conserved. In other
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words, if under a unitary G-covariant dynamics, state ρ evolves to state σ, then all the
implications of Noether’s theorem can be summarized as:
∀L, k : tr(ρLk) = tr(σLk) (3.30)
where L is an arbitrary generator of G. (Note that the number of independent constraints
we can get for each L is at most d− 1 where d is the dimension of the Hilbert space.) In
the case of connected Lie groups, the above set of equations are equivalent to
∀g ∈ G : tr (ρU(g)) = tr (σU(g)) (3.31)
Thus far we have discussed only Lie groups. For finite groups there are no generators
and so there is no analogous of Eq.(3.30). However, if ρ
G−cov−−−−→ σ for a finite group G
then Eq.(3.31) still holds. This one way in which Eq.(3.31) is a better statement of the
consequences of symmetry than Eq.(3.30).
For any state ρ we can think of tr (ρU(g)) as a function from group G to complex
numbers. We call this function the characteristic function of state ρ. In chapter 6 we
study more on the properties of characteristic functions.
In the following we answer this question that whether Eq.(3.31) capture all the con-
sequences of symmetry in a closed system dynamics or not. It turns out that the answer
depends on whether the state is pure or not.
3.6.1 Pure states
Consider the situation wherein one knows that the state is pure. Then, the assumption of
closed system dynamics will ensure that it remains pure. Now, as we prove in chapter 6
all the asymmetry properties of a pure state relative to the symmetry G are determined
by its characteristic function. Indeed, one can prove that
Lemma 14 There exists a unitary V which is G-invariant, i.e.∀g ∈ G : [V, U(g)] = 0,
such that V |ψ￿ = |φ￿ iff
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿. (3.32)
This means that if Eq.(3.32) holds for all g ∈ G then there exists a closed system dynamics
which has the symmetry G under which the state |ψ￿ can evolve to state |φ￿. In the other
words, if the only thing we know about the closed system dynamics is that it has symmetry
G then for a given initial state ψ any state φ which satisfies Eq(3.32) is a possible final state,
i.e. it is not forbidden by symmetry. This means that for pure states, Noether’s theorem,
i.e. Eq. (3.31), includes all the possible implications of the symmetry of dynamics.
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3.6.2 Mixed states
It turns out that Noether’s theorem does not capture all the consequences of symmetry
for mixed states. In this section we first present a simple example which shows this fact
and then prove that conservation of any non-trivial (and continuous, in the case of Lie
groups) asymmetry monotone yields a constraint which is independent of all constraints
implied by the Noether’s theorem, i.e. for some states this constraint could be independent
of Eq.(3.31).
Before presenting the example we recall that even in the absence of any symmetry
restriction, a mixed state ρ can not generally evolve to another mixed state σ by a unitary
time evolution. The necessary and sufficient condition for existence of such a unitary is
that two states have the same eigenvalues, or equivalently,
∀k : tr(ρk) = tr(σk) (3.33)
where the number of independent equations in the d dimensional Hilbert space is d−1. So
even in the absence of symmetry for any initial state ρ of a closed system dynamics there
is a restriction on the possible final states: Any final state σ should satisfy Eq.(3.33). This
means that to find the constraints on the dynamics which are solely due to the symmetry,
we should restrict our attention to those pairs of initial and final states which satisfy these
equations.
Now one might expect that if (i) these conditions hold and (ii) all the conditions implied
by the Noether’s theorem hold then there exists a G-invariant unitary time evolution which
transforms ρ to σ. In that case Noether’s theorem would capture all the consequences of
symmetry. However we will see in the following example that this is not the case: Consider
a spin-half system which also has some other independent degree of freedom which is
invariant under rotation, say electrical charge. Assume | ↑, q1￿ and | ↓, q2￿ are, respectively,
the states with spin in +z with charge q1 and -z direction with charge q2. Similarly assume
| →, q1￿ and | ←, q2￿ are, respectively, the states with spin in +x with charge q1 and -x









(| →, q1￿￿→, q1|+ | ←, q2￿￿←, q2|). (3.35)
Then we can easily check that for these two states the following statements are true: i)
There exists a unitary which transforms ρ to σ and so all Eqs. (3.33) hold. For example a
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π/2 rotation around y axis transforms ρ to σ. This implies that in the absence of symmetry
the transition from ρ to σ is possible. ii) All constraints implied by Noether’s theorem (i.e.
condition (3.31)) hold. 6 iii) Yet the transformation of ρ to σ is impossible by a rotationally
invariant unitary.
This last point can be easily seen by noting that the state ρ is invariant under all
rotations around ẑ but it is not invariant under all rotations around x̂. On the other
hand, the state σ is invariant under all rotations around x̂ but it is not invariant under
all rotations around ẑ. So clearly the two states are breaking the rotational symmetry
in totally different ways and so they cannot be transformed to each other by a dynamics
which does not break rotational symmetry (not even in an open system dynamics).
In this specific simple example the impossibility of the transition between two states
could be shown by the above simple argument. But it is instructive to see how this fact
can also be shown using an asymmetry monotone which we have already introduced, i.e.
the Holevo asymmetry monotone. Assume pz (px) is the uniform distribution over all
rotations around ẑ (x̂). Consider the monotones Γpx and Γpz defined in Eq.(3.1). Then, it
is straightforward to check that
Γpz(ρ) = 0, Γpz(σ) = 1
and
Γpx(ρ) = 1, Γpx(σ) = 0
So these two monotones are clearly not equal for the two states ρ and σ and this forbids
the transition. Furthermore, one can also conclude that there is not even an open system
dynamics with rotational symmetry which transforms ρ to σ or vice versa.
This example shows that i) Noether’s theorem cannot capture all the consequences of
symmetry in the case of closed system dynamics and mixed states and ii) using asymmetry
monotones one can put more constraints on which final states are accessible by symmetric
dynamics staring from ρ. In other words, the conservation of asymmetry monotones can
give constraints which are independent of the constraints imposed by the standard con-
servation laws. In the following we prove that this is true for any non-trivial monotone,
where by non-trivial monotones we mean those monotones which are not constant over all
states. We prove that the conservation of any non-trivial asymmetry monotone can give
equations which are independent of equations implied by Noether’s theorem.
6 This is true because angular momentum operators are non-trivial only on the two dimensional sub-
system associated to the spin-half degree of freedom, and for both states ρ and σ the reduced state of this
subsystem is the totally mixed state. So the expectation value of any function of angular momentum is
the same for these two states.
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Theorem 15 Let G be an arbitrary finite or compact Lie group. Then the equations
implied by the conservation of any non-trivial G-asymmetry monotone (which is also con-
tinuous in the case of Lie groups) are independent of the conservation laws implied by
Noether’s theorem (i.e. Eq.(3.31)).
To prove this we use lemma 16 (see below) which roughly speaking says that if we only
know the function tr(σU(g)) but we do not know the exact state σ we cannot determine
the value of any non-trivial asymmetry monotone for the state σ. This means that even if
we know that Eq.(3.31) holds for a pair of states ρ and σ, then for any given non-trivial
asymmetry monotone we cannot conclude that its value is equal for the two states ρ and
σ. So the fact that this value is equal for the two states gives a new independent equation.
This completes the proof of the theorem. In the following we present the formal statement
of the lemma and prove it.
Lemma 16 Let f be a G-asymmetry monotone which can be expressed as a function of
the characteristic function of the state, i.e., f(ρ) = F [tr(ρU(g))] for some functional F :
C(G) → R. Furthermore, in the case of compact Lie groups assume f is continuous. Then
the monotone f is a constant function, i.e. f(ρ) is independent of ρ.
Proof. (lemma 16)
We first present the proof for the case of finite groups and then we explain how the
result can be generalized to the case of compact Lie groups as well.
Suppose H is the Hilbert space of a physical system on which the symmetry G is
represented by the left regular representation of group G, i.e. H has an orthonormal basis
denoted by {|g￿ : g ∈ G} such that
∀g, h ∈ G : U(g)|h￿ = |gh￿ (3.36)
where g → U(g) is the representation of the symmetry G on this space. Then, it turns
out that on this space we can define another representation of G, called the right regular
representation denoted by g → VR(g), such that
∀g, h ∈ G : VR(g)|h￿ = |hg−1￿ (3.37)
Then one can easily see that these two representations of G on H commute, i.e.
∀g, h ∈ G : [VR(h), U(g)] = 0 (3.38)
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Let h ∈ G be an arbitrary group element and e ∈ G be the identity element of group.
Then one can easily see that



























where to get the second equality we have used the fact ∀h ∈ G : G(X) = G(U(h)XU †(h))
and to get the last equality we have used the fact that two representations commute, i.e.
Eq.(3.38). So the characteristic function of state |h￿ is equal to the characteristic function
of the state G(|e￿￿e|). This means that for any monotone f whose value for a given state
depends only on the characteristic function of that state it holds that
f (|e￿￿e|) = f (G(|e￿￿e|)) (3.39)
But, as we have seen before, for any G-asymmetry monotone the value of monotone is the
same for all G-invariant states and furthermore this value is the minimum value of that
function over all states. So the above equation implies that
f (|e￿￿e|) = min
σ
f (σ) (3.40)
Now consider an arbitrary state ρ in a space with arbitrary projective unitary repre-
sentation of symmetry G denoted by g → T (g). Then, one can easily show that there
exists G-covariant channels which map state |e￿ to state ρ. One such quantum channel is






tr (|g￿￿g|X)T (g)ρT †(g) (3.41)
But the fact that Eρ is G-covariant together with the fact that f is a G-asymmetry monotone
implies that for any state ρ it holds that
f (ρ) = f (Eρ(|e￿￿e|)) ≤ f (|e￿￿e|) (3.42)
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This together with Eq.(3.40) imply that for an arbitrary state ρ in a space with arbitrary
projective unitary representation of symmetry G it holds that
f (ρ) = min
σ
f (σ) (3.43)
and so the monotone f should be constant over all states. This completes the proof of
lemma for the case of finite groups.
In the following, we prove that making the extra assumption that the asymmetry mono-
tone is also continuous, this result can be extended to the case of compact Lie groups. Note
that in this case the regular representation of the group is not finite dimensional. But, as it
is highlighted in [30] and later in [1] there still exists a sequence of finite dimensional spaces
Hd, where d is the maximum dimension of irreps showing up in Hd, with an over-complete
basis {|g￿ : g ∈ G} such that
∀g, h ∈ G : U(g)|h￿ = |gh￿ (3.44)
where g → U(g) is the representation of the symmetry G on this space. 7
Furthermore, as it is discussed in [30] and [1], by allowing larger and larger dimension
d of irreps showing up in the Hilbert spaces Hd it is possible to make the inner products
￿g2|g1￿ arbitrary close to zero for any pairs of group elements g1 ￿= g2. In this limit, the
state |e￿ has the maximal asymmetry in the sense that for any given state ρ in a finite




Eρ(|e￿￿e|) → ρ (3.45)
The G-covariant channel Eρ can be defined in the similar way it was defined for the case
of finite groups, i.e.
Eρ(X) ≡
￿
dg tr (|g￿￿g|X)T (g)ρT †(g) (3.46)
where g → T (g) is the representation of G on the Hilbert space which ρ belongs to.
7 Let Hd =
￿
µ:dµ≤d Mµ ⊗ Nµ where the summation is over all irreps of G whose dimension dµ is
less than or equal to d, and Mµ is the subsystem on which the symmetry G acts like its irrep µ and






i=1 |µ, i￿ ⊗ |̃i￿ (∗)
where c is a normalization factor, {|µ, i￿ : i = 1 · · · dµ} is an orthonormal basis for subsystem Mµ and
{|̃i￿ : i = 1 · · · dµ} is an orthonormal basis for Nµ. The properties assumed for {|g￿ = U(g)|e￿ : g ∈ G}
used in the proof hold if this set of states is generated from a fiducial state of the form of |e￿ defined in
Eq. (∗).
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Now, similar to the case of finite groups we can also define another representation of G
on Hd denoted by g → VR(g) such that
∀g, h ∈ G : VR(g)|h￿ = |hg−1￿ (3.47)
Then one can easily see that these two representations of G on H commute, i.e.
∀g, h ∈ G : [VR(h), U(g)] = 0 (3.48)
Therefore, using the same argument we used for finite groups we can prove that for any
h ∈ G it holds that tr (|h￿￿h|U(g)) = tr (G(|e￿￿e|)U(g)) where e is the identity element of
group G. Therefore, for any monotone f whose value for a given state depends only on the
characteristic function of that state it holds that
f (|e￿￿e|) = min
ρ
f (ρ) (3.49)
Furthermore, since f is a G-asymmetry monotone and since Eρ is G-covariant then
f (Eρ(|e￿￿e|)) ≤ f(|e￿￿e|) (3.50)
The above two equations imply that
f (Eρ(|e￿￿e|)) = min
ρ
f (ρ) (3.51)
On the other hand, assuming f is continuous Eq. (3.45) implies that
lim
d→∞
f (Eρ(|e￿￿e|)) → f(ρ) (3.52)
This together with Eq. (3.51) prove that for any arbitrary state ρ in a finite dimensional
space with arbitrary representation of the symmetry G it holds that f(ρ) = minσ f (σ).
Therefore, we conclude that in the case of compact Lie groups any continuous G-asymmetry
monotone which only depends on the characteristic function of state is a constant function.
This completes the proof of lemma 16.
3.7 Wigner-Yanase-Dyson skew information as an asym-
metry monotone
In section 3.4 we introduced a recipe to construct a new asymmetry monotone from infor-
mation monotones an appled it to the case of relative entropy. In this section we apply this
idea for the case of relative Renyi entropy. Interestingly, it turns out that the asymmetry
monotone we find in this way is in fact a function which has been previously known and
studied under the title of Wigner-Yanase-Dyson skew information. We start this section
by a short review of this topic.
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3.7.1 Wigner-Yanase-Dyson skew information
For any observable L, Wigner and Yanase define the skew information of state ρ as











where the bracket here denotes the commutator [31]. It is usually assumed that L is an
observable whose eigenvalues are integer or half-integer.8
A generalization of Wigner-Yanase skew information is proposed by Dyson as












for arbitrary 0 < s < 1 [31]. This is usually called Wigner-Yanase-Dyson skew information.
Note that for pure states and for all 0 < s < 1,
Is(|ψ￿￿ψ|, L) = VarL(ρ), (3.55)
where
VarL(ρ) ≡ ￿ψ|L2|ψ￿ − ￿ψ|L|ψ￿2 (3.56)
is the variance of the observable L for state ρ.
Wigner and Yanase introduce I(ρ, L) as a measure of information about the state of
a system which is described by the density operator ρ and, equivalently, they introduce
−I(ρ, L) as an entropy measure. They consider the situation where the observable L is an
additive conserved quantity such as charge or components of linear or angular momenta.
In this situation measuring the observables which do not commute with L is much more
complicated than measuring observable which commute with L. Then, they argue that
under this assumption the negative of von Neumann entropy, i.e. −S(ρ) = tr(ρ log ρ),
can no longer specify our knowledge about the state of system. Instead, they claim that
in this situation I(ρ, L) is the right measure of information in the sense that it specifies
“the amount of information which an ensemble described by a state vector or a statistical
matrix contains with respect to the not easily measured quantities” [31]. Here by “not easily
measured quantities” they mean observables which do not commute with L.
8Note that this implies θ → exp iθL is a projective representation of group U(1).
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To support this claim they show several nice properties of I(ρ, L) such as the additivity
I (ρA ⊗ ρB, LA ⊗ I + I ⊗ LB) = I (ρA, LA) + I (ρB, LB) (3.57)
and the convexity
I(pρ+ (1− p)σ, L) ≤ pI(ρ, L) + (1− p)I(σ, L) (3.58)
for arbitrary 0 ≤ p ≤ 1. Furthermore, they observe that under a closed system unitary
dynamics which commutes with observable L the skew information remains constant. It
is worth mentioning that all these properties of the function I(·, L) can be extended to
the function Is(·, L) for 0 < s < 1. In particular, the convexity of Is(·, L) for 0 < s < 1
is a famous result of Lieb [33]. He also discovered an important connection between the
convexity of this function and the strong sub-additivity of von Neumann entropy (See also
[35, 36]).
Alternatively, I(ρ, L) is sometimes interpreted as a measure of non-commutativity of
the state ρ and the observable L (See e.g. [34, 32, 37]). But, in this point of view I(ρ, L)
does not have any operational meaning and it is hard to find a physical interpretation
for all the nice properties of this function. Also, it is not clear why to quantify the non-
commutativity of ρ and L we should look at this specific function and not a simpler function
which is symmetric with respect to ρ and L such as −tr([ρ, L]2).
In the following, we offer a new interpretation of the function Is(·, L) for arbitrary
0 < s < 1. We show that this function is in fact an asymmetry monotone relative to the
group generated by L, i.e. the group of unitaries {eiθL}. In other words, I(ρ, L) quantifies
how much this symmetry is broken by state ρ.
3.7.2 Asymmetry monotone from the relative Renyi entropy
The Relative Renyi entropy of order s of two states ρ1 and ρ2 is defined as logDs(ρ1, ρ2)
where
Ds(ρ1, ρ2) ≡ tr(ρs1ρ1−s2 ) (3.59)
For s ∈ (0, 1) and for any arbitrary completely positive trace-preserving channel E it holds
that [44]
∀ρ1, ρ2 : Ds(ρ1, ρ2) ≤ Ds (E(ρ1), E(ρ2)) s ∈ (0, 1) (3.60)
In other words, for s ∈ (0, 1) the function −Ds(ρ1, ρ2) is an information monotone (note
the negative sign.). On the other hand, for −1 < s < 0
∀ρ1, ρ2 : Ds (E(ρ1), E(ρ2)) ≤ Ds(ρ1, ρ2) s ∈ (−1, 0) (3.61)
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for arbitrary channel E and so the function Ds(ρ1, ρ2) is an information monotone (See
[44]).
Note that in the case of s ∈ (0, 1) and for any pair of pure states ψ1 and ψ2 it holds
that
−Ds(ψ1,ψ2) = − |￿ψ1|ψ2￿|2 (3.62)
In the following we use the information monotone −Ds for s ∈ (0, 1) to construct
an asymmetry monotone. Assume for an observable L1 and a state ρ in B(H1) and an
observable L2 and a state σ in B(H2) there exists a quantum channel E from B(H1) to





= eiθL2E (·) e−iθL2 (3.63)
and furthermore maps ρ to σ, i.e.
























Now Eqs. (3.63,3.64) together with the monotonicity of Ds under information process-










Then, by virtue of Eq. (3.65) we conclude that
tr(σL22)− tr(σsL2σ(1−s)L2) ≤ tr(ρL21)− tr(ρsL1ρ(1−s)L1) (3.67)
In other words
∀s ∈ (0, 1) : Is(σ, L2) ≤ Is(ρ, L1) (3.68)
So we conclude that Wigner-Yanase-Dyson skew information is in fact an asymmetry
monotone.9 Note that L can be a generator of a compact Lie group G. This means that if
ρ
G-cov−−−→ σ then for any generator L of G it holds that Is(σ, L) ≤ Is(ρ, L).
9It has been previously shown in [37] that Wigner-Yanase skew information, i.e. Is(·, L) for the special
case of s = 1/2, can be derived in a similar fashion from Fisher Information.
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As we mentioned before this asymmetry monotone is additive, i.e. for arbitrary 0 <
s < 1 it holds that
Is (ρA ⊗ ρB, LA ⊗ I + I ⊗ LB) = Is (ρA, LA) + Is (ρB, LB) . (3.69)
Also, using the same idea we used in section 3.3, it is straightforward to show that if
ρ
G-cov−−−→ {pi, σi} then ￿
i
pi Is(σi, L) ≤ Is(ρ, L) (3.70)
where L is an arbitrary generator of the compact Lie group G.
3.7.3 Uncertainty relations for skew information
There has been several works on the possible generalizations of the uncertainty relations in
terms of skew information (See e.g. [37, 38, 39, 40, 42]). These investigations are mainly
motivated by the fact that for all 0 < s < 1
Is(ρ, L) ≤ VarL(ρ) (3.71)
and in the special case of pure states this holds as an equality. So, one might expect a
generalization of the uncertainty relations as
I(ρ, L1)I(ρ, L2) ≥
1
4
|tr (ρ[L1, L2])| (3.72)
Note that in the case of pure states this inequality is equivalent to the standard uncertainty
relation. In fact, [40, 42] claim to prove this inequality. But, as later was noticed in
[41, 38, 43] this proof is not correct and the above inequality does not hold in general.
Indeed, adopting the point of view that Is(ρ, L1) and Is(ρ, L2) are asymmetry mono-
tones it is clear why the above inequality cannot hold: The left hand-side is an asymmetry
monotone for the symmetry group generated by L1 and L2 while the right hand side is
not. For example, consider the case of SO(3) and assume L1 to be the angular momentum
in the ẑ direction and L2 to be the angular momentum in the x̂ direction. Then [L1, L2]
will be proportional to the angular momentum in the ŷ direction. Now since the left-hand
side of the above inequality is an asymmetry monotone for the group of SO(3), then it
cannot be increased under rationally covariant time evolutions. In other words, for any
rotationally covariant channel E
Is(E(ρ), L1)Is(E(ρ), L2) ≤ Is(ρ, L1)Is(ρ, L2)
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On the other hand, as we have seen before the expectation value of angular momentum is
not an asymmetry monotone and it can be arbitrarily amplified. In particular, if tr(ρLẑ)
is nonzero then there exists a rotationally covariant channel E such that |tr(E(ρ)Lẑ)| is
arbitrary larger than |(ρLẑ)|. So this means that 1/4 |tr (E(ρ)[L1, L2])| cannot be a lower
bound for Is(E(ρ), L1)Is(E(ρ), L2) and so the inequality 3.72 cannot hold in general.
Based on this intuition we know that one way to fix this wrong inequality is to change
the left-hand side in a way that it can increase under symmetric channels. One example





which is proven at the end of this section. Note that if ρ is a pure state then this inequality
is exactly in the form of uncertainty relation with an extra factor of 2 in the right-hand
side’s denominator.
One way to interpret this inequality is to think of it as a lower bound on the amount
of asymmetry relative to the U(1) group generated by L1, i.e. the group formed by the




Now consider the example of SO(3) and assume L1 to be the angular momentum in the
ẑ direction and L2 to be the angular momentum in the x̂ direction. Then [L1, L2] will be
proportional to the angular momentum in the ŷ direction. So the above inequality implies
that for any representation of SO(3) if the expectation value of angular momentum in the
ŷ direction is large but the variance of angular momentum in the x̂ direction is small, then
the state will have a large asymmetry relative to rotations around the z. In the following
we prove the inequality (3.73).
Proof of the inequality (3.73):
We assume ρ has full support. Otherwise, if ρ does not have full support we define the
state ρ￿ ≡ (1− ￿)ρ+ ￿I/d where ￿ is a small positive number and I/d is the totally mixed
state. This state will have full support. So we can continue the proof using this state and
then at the end take the limit of ￿ → 0.
Consider the inner product defined by
￿A,B￿ρ ≡ tr(ρA†B) (3.74)
Then the Schwartz inequality implies that
￿A,A￿ρ￿B,B￿ρ ≥ |￿A,B￿ρ|2 (3.75)
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Let L1 and L2 be two arbitrary generators of the Lie group G. Now we use the above
inequality for the operators






B = L2 − tr (ρL2) I (3.77)










￿B,B￿ρ = tr(ρL22)− tr(ρL2)2 (3.79)
and





Now one can easily see that









where by Im [￿A,B￿ρ] we mean the imaginary part of ￿A,B￿ρ.






which completes the proof.
3.8 More examples of asymmetry monotones
In this section, we present more examples of asymmetry monotones. In particular, we use
the trace distance as an information monotone to construct a new asymmetry monotone.
3.8.1 Asymmetry monotones constructed from the trace distance







It turns out that the trace norm is non-increasing under positive, trace-preserving maps,
i.e. for any positive (and not necessarily completely positive) trace-preserving map E it
holds that
￿E(X)￿ ≤ ￿X￿ (3.83)
This implies that for any pairs of state ρ1 and ρ2 their trace distance, defined by ￿ρ1−ρ2￿,
is non-increasing under positive trace-preserving maps, i.e.
￿E(ρ1)− E(ρ2)￿ ≤ ￿ρ1 − ρ2￿. (3.84)
So the trace distance of two states is an information monotone. A theorem proven by
Helstrom provides a simple operational interpretation of the trace distance of two states:
￿ρ1 − ρ2￿ determines the maximum probability of successfully distinguishing ρ1 and ρ2
when we are given a quantum system either in state ρ1 or state ρ2 with equal probability.






Now using the same ideas we have used in section 3.4 to define the Holevo asymmetry
monotone we can use the trace distance to define a new family of asymmetry monotones.
In particular, in the case of Lie groups one can find an interesting monotone by considering
the trace distance between states ρ and Ug(ρ) for a group element g which is infinitesimally
close to the identity element: Suppose U(g) = eiθL where L is a generator of the Lie group.
Then at the limit where θ → 0 it holds that
￿ρ− Ug(ρ)￿ ￿ θ￿[ρ, L]￿+O(θ2) (3.85)
Now, the monotonicity of the trace distance implies that if ρ
G-cov−−−→ σ then
￿[σ, L]￿ ≤ ￿[ρ, L]￿. (3.86)
So we conclude that for any generator L of the Lie group the function
FL(·) ≡ ￿[·, L]￿ (3.87)
is a G-asymmetry monotone. It is straightforward to check the following properties:
1. For any G-invariant state the value of this monotone is zero.
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2. For a pure state |ψ￿, FL(|ψ￿￿ψ|) is proportional to the square root of the variance of




3. Using the same idea we used in section 3.3 we can prove that if ρ
G-cov−−−→ {pi, σi} then
￿
i
pi FL(σi) ≤ FL(ρ) (3.89)
In chapter 5 we introduce more examples of asymmetry monotones which can be con-
structed based on the trace distance.
3.8.2 Generating new monotones from known monotones
Given any asymmetry monotone one can construct new asymmetry monotones. Clearly
any non-decreasing monotonic function of an asymmetry monotone is another asymmetry
monotone. Also, using the convention that asymmetry monotones are non-negative, the
product of two asymmetry monotones are also asymmetry monotones. As a less trivial
example, if F (·) is an asymmetry monotone then for any fixed state ρ, F ( · ⊗ ρ) is also
an asymmetry monotone.
This way of generating new monotones from given monotones clearly works in any
other resource theory as well. But in the following we focus on some ideas for building new
monotones from old monotones which are specific to the resource theory of asymmetry.
First, if H ⊂ G is a subgroup of G, then the representation of G on a Hilbert space
naturally induces a representation of H. Then any quantum channel which is covariant
with respect to this representation of G is also covariant with respect to the induced
representation of H. This implies that any H-asymmetry monotone on this space is also
a G-asymmetry monotone. So, in particular the study of U(1)-asymmetry monotones will
be useful because any compact Lie group has subgroups isomorphic to U(1).
Second, note that if F is a G-asymmetry monotone then for all group elements g ∈ G,
F̃ (·) ≡ F
￿
U(g) · U †(g)
￿
is also an asymmetry monotone. More generally, for any arbitrary
probability distribution p(g) over group G,
F̃ (·) ≡ F (Gp(·))
is also a G-asymmetry monotone.
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Example 17 We have seen that for any arbitrary probability distribution q(g) over group
G the function
Γq(·) ≡ S (Gq(·))− S(·) (3.90)
is a G-asymmetry monotone. The above observation implies that for any arbitrary proba-
bility distributions p(g) and q(g) over group G the function Γq (Gp(·)) is also a monotone.
Consider the special case where q(g) is uniform. Then, this implies that
Γp(ρ) ≡ Γq(·) = S(G(ρ))− S(Gp(ρ)) (3.91)
is also a monotone. It follows that for any given probability distribution p(g) over group G
we can decompose the monotone Γunif(·) = S(G(·))− S(·) as the sum of two monotones Γp
and Γ̄p defined above, i.e.





In this chapter we review two known representations of G-covariant channels i.e. Kraus
representation and Stinespring dilation of G-covariant channels. We also introduce a new
representation which basically describes a G-covariant channel by specifying how it acts
on an irreducible tensor operator basis.
In the next chapter we use this new representation to study asymmetry of quantum
states. We will also use the Stinespring dilation of G-covariant channels to study asymme-
try of pure quantum states in chapter 6.
We start this chapter by a short review of irreducible tensor operators. See e.g. [11]
and [47] for more information on this subject.
4.1 Review of irreducible tensor operators
Let B(H) be the space of all bounded operators acting on the Hilbert space H. For any
unitary V ∈ B(H) the super-operator V (·)V † preserves the Hilbert-Schmidt inner product
on B(H), defined as ￿A,B￿ ≡ tr(A†B) for arbitrary A,B ∈ B(H). So the super-operator
V (·)V † can be thought as a unitary acting on the space B(H).
Suppose g → U(g) is a projective unitary representation of a finite or compact Lie
group G on the Hilbert space H. Then g → U(g) is a unitary representation of G on B(H),
where Ug[·] ≡ U(g)(·)U †(g). Note that this representation is always non-projective, i.e.
∀g1, g2 ∈ G : Ug2 ◦ Ug1 = Ug2g1 (4.1)
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Let {T (µ,α)m } be a basis of B(H) in which the representation g → U(g) decomposes to
the irreps of G such that







u(µ)m￿m(g) ≡ ￿µ,m￿|U (µ)(g)|µ,m￿ (4.3)
are the matrix elements of U (µ)(g), the unitary (non-projective) irreducible representation




m￿ ) = δµ,µ￿δα,α￿δm,m￿ (4.4)
Here, α can be thought as a multiplicity index. We call the basis {T (µ,α)m } the irreducible
tensor operator basis. Also, the elements of the set {T (µ,α)m } for a fixed µ and α are called
components of the irreducible tensor T (µ,α). We call the irrep label µ the rank of the tensor
operator T (µ,α)m .
Example 18 U(1)






be its decomposition to irreps. Then, one can easily see that a basis of irreducible tensor
operators is defined by
{T (k,α̃) = |n+ k,α￿￿n,α￿| : |k| ≤ nmax − nmin}
where α̃ ≡ (α,α￿, n) is the multiplicity label.











where ū(µ)m￿m(g) denotes the complex conjugate of u
(µ)
m￿m(g). This implies that for any com-




the subspace spanned by rank µ̄ irreducible tensor operators where µ̄ denotes the irrep
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equivalent to the complex conjugate of irrep µ. In particular, in the case of SO(3) (or
equivalently SU(2)) where the complex conjugate of any irrep µ is equivalent to the irrep
µ, the Hermitian conjugate of a component of an irreducible tensor operator with rank µ
is in the subspace spanned by the irreducible tensor operators with rank µ.
To find an irreducible tensor operator basis in B(H) it is helpful to use the Liouville
representation of operators in which an operator will be represented by a vector formed
by stacking all the rows of its matrix representation (in some specific basis defining the
representation) in a column vector [53]. This is equivalent to the Choi isomorphism between
operators on H and vectors on H⊗H.
Then the Liouville (or Choi) representation of the super-operator Ug will be U(g) ⊗
Ū(g) where Ū(g) denotes the complex conjugate of U(g) in the basis that defines the
representation. So the ranks of all tensor operators which show up in the space B(H)
corresponds to the set of all irreps of G which show up in the representation g → U(g)⊗
Ū(g). Furthermore, to decompose a particular operator in B(H) to irreducible tensor
operators we can write the Liuoville representation of that operator and find out how it
decomposes into the irreducible basis of G defined by the representation g → U(g)⊗ Ū(g).
One can construct higher ranks of irreducible tensor operators by decomposing the
product of irreducible tensor operators with lower ranks. Let {T (µ1)m } be the components
of a rank µ1 tensor operator and {R(µ2)m } be the components of a rank µ2 tensor operator.
Finally, let Cµ3,m3,αµ1,m1;µ2,m2 be the Clebsch-Gordon coefficients (see e.g. [47]). Then the set of









are components of a rank µ3 irreducible tensor operator.
Finally, we present the Wigner-Eckart theorem which gives a useful tool to find the
irreducible tensor operator basis (See e.g. [11]):
Theorem 19 (Wigner-Eckart) Let G be a finite group or a compact Lie group. Let
T (µ1,α)m1 be an element of a tensor operator. Then









where β is a multiplicity index that counts the number of the µ3 irrep can be formed by






is a number which is independent of m1,m2,m3.
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Note that the left hand side of the equality can be interpreted as the matrix elements of
the unitary acting on B(H) which transforms the orthonormal basis {|µ3,m3￿￿µ2,m2|} to
the orthonormal basis {T (µ1,α)m1 }.
4.1.1 Example: SO(3)
In the case of SO(3), the complex conjugate of any representation is unitarily equivalent
to the original representation: Suppose Ū(g) is the complex conjugate of U(g) in the basis
in which Lz is diagonal and all the matrix elements of Lx are real numbers. Then
∀g ∈ SO(3) Ū(g) = e−iπLyU(g)e−iπLy (4.8)
Let g → U(g) be an arbitrary projective unitary representation of SO(3) on H. The above
discussion implies that one way to find the ranks of tensor operators and their multiplicities
for the basis {T (µ,α)m } which spans B(H) is to find the irreps and their multiplicities which
show up in the representation
g → U(g)⊗ U(g)
An important special case, which we use later, is when H carries a spin-j irrep of SO(3).
Then the above observation implies that B(H) is spanned by
{T (µ)m : (µ,m) : 0 ≤ µ ≤ 2j,−µ ≤ m ≤ µ}
and there is no multiplicity. In other words, the maximum rank of the irreducible tensor
operators on this space is 2j.
Note that the operators {T (µ)m } are uniquely defined only when we fix the basis we use
to represent the matrix elements u(µ)m￿m(g) in Eq.(4.2). In the case SO(3) we always use the
basis in which the matrix representation of Lz is diagonal and the matrix elements of Lx
are all real numbers.
Then, it follows that in this basis
µ = 0 : T (µ=0) = c0I











where I is the identity operator on H, L± ≡ Lx ± iLy and c0, c1 are normalization factors
[47].
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One can generate all higher rank tensor operators on this space, by considering the
products of T (µ=1)m1 T
(µ=1)
m2 · · · and decomposing them to irreducible tensor operators using
Eq.(4.7). Following this method one can show that the rank-2 irreducible tensor operators
are




















z is the total angular momentum and c2 is a normalization factor
(see e.g. [47]).
4.2 A representation of G-covariant super-operators
In this section we introduce a representation of G-covariant super-operators which will be
useful in the next chapter.
Recall that a super-operator E is G-covariant if it commutes with the super-operator
representation of the group G, i.e.
∀g ∈ G : E ◦ Ug = Ug ◦ E (4.9)
Then Schur’s lemma imply that E should be block diagonal in any basis of the operator
space B(H) which decomposes the representation g → Ug into the irreps of G. But this
is the definition of an irreducible tensor operator basis and therefore G-covariant channels
are block diagonal in the irreducible tensor operator bases. The following lemma states
this result.
Lemma 20 Let g → Uin(g) and g → Uout(g) be projective unitary representations of group
G on the Hilbert spaces Hin and Hout. Let {T (µ,α)m } and {S(µ,β)m } be the corresponding nor-
malized irreducible tensor operator bases for B(Hin) and B(Hout). Consider a linear super-
operator E : B(Hin) → B(Hout) which is G-covariant, i.e. ∀g ∈ G : E
￿
Uin(g) · U †in(g)
￿
=

















where c(µ)βα ≡ tr
￿
S(µ,β)m †E(T (µ,α)m )
￿
(which turns out to be independent of m).
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Proof.
Since {S(µ,α)m } is a basis for B(Hout) then for any map E






for some coefficients c(µ, µ￿;m,m￿;α, β). Now we apply the super-operator Ug to both sides
of the above equation. Applying Ug on the left hand side and using G-covariance of E we
get























Equating the right hand sides of the above two equations and using the orthogonality of




So we conclude that













which holds for all m. Finally, we notice that the orthonormality of the basis {T (µ,α)m }









E(T (µ,α)m ) (4.16)
These last three equations together prove the lemma.
Lemma 20 implies that any linear G-covariant super-operator can be uniquely specified
by specifying the set of matrices {c(µ)} for the set of all µ which show up as ranks of
irreducible tensor operator basis in both input and output spaces. In the next chapter
we use this representation of G-covariant super-operators to study asymmetry properties
of quantum states. It can also have applications in other fields such as tomography of
G-covariant channels or equivalently tomography of the symmetrized version of a channel
(See [45, 46]).
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Example 21 Consider a rotationally covariant super-operator from B(Hj1) to B(Hj2)
where the input and output spaces Hj1 and Hj2 are spin-j1 and spin-j2 irreps of SO(3)
respectively.
Then, from section 4.1.1 we know that the tensor operators for both input and output
spaces do not have multiplicity and their rank varies between µmin1 = 0 and µ
max
1 = 2j1 in the
input space and between µmin2 = 0 and µ
max
2 = 2j2 in the output space. So lemma 20 implies
that an arbitrary rotationally covariant super-operator from B(Hj1) to B(Hj2) can be de-
scribed by coefficients c(µ) where µ varies between µ(min) = 0 and µ(max) = min{µmax1 , µmax2 }.
Now if this super-operator is a channel, i.e. it is trace-preserving and completely posi-
tive then we can put more constraints on the coefficients c(µ). First, we use the fact that
any completely positive super-operator maps Hermitian operators to Hermitian operators.
This implies that all the coefficients {c(µ)} should be real. On the other hand, the fact
that a quantum channel is trace-preserving fixes one coefficient, i.e. c(µ=0). So any SO(3)
covariant channel on these spaces can be described by
2min{j1, j2}
real numbers. The special case of this result for j1 = j2 has been observed previously in
[53].
In particular, if the input space is a spin-half system, the channel can be described by
only one real parameter. Note that in the absence of symmetry the number of parameters
one needs to specify in order to specify the channel acting on a these spaces scales as j21j
2
2 .
Let {T (µ)m } and {S(µ)m } be the irreducible tensor operator basis for B(Hj1) and B(Hj2)
and {c(µ) : µ = 1 · · · 2min{j1, j2}} be the coefficients describing the rotationally invariant








Finally, recall that the trace norm is non-increasing under positive and trace-preserving
super-operators. This implies that if the super-operator E is positive and trace-preserving








In particular, if the input and output spaces are the same, i.e. j1 = j2, then
∀(µ,m) :
￿￿c(µ)
￿￿ ≤ 1 (4.19)
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Consider the case where the output space of the G-covariant super-operator E1 matches
the input space of E2 such that the composition E2 ◦ E1 is well-defined. If E1 is described
by the set of matrices {c(µ)} and E2 is described by the set of matrices {d(µ)} then E2 ◦ E1
is described by the set of matrices {d(µ)c(µ)}. This implies that in cases such as the
example above, where all tensor operators are multiplicity free, then all G-covariant super-
operators commute with each other. Furthermore, this observation implies that a master
equation which describes a G-covariant dynamics can be decomposed to a set of uncoupled
differential equations for each of these matrices.
Example 22 Suppose a spin-j system has a rotationally invariant open system dynamics.
As we have seen in the above, any such dynamics at any time t can be specified by 2j real
coefficients c(µ)(t), describing a semi-group of superoperators {Et}. Furthermore, assume
this dynamics is Markovian, i.e. the state at t + ∆ can be expressed as a function of the




= f (µ)(t)c(µ)(t) (4.20)





where we have used the fact that at t = 0 the map is the identity map. Note that to get
this result we have only used linearity, rotational symmetry and Markovianity of the map.
The fact that the dynamics should be completely positive can put stronger conditions on the
functions f (j)(t).
4.3 Kraus Representation of G-covariant channels
Any quantum channel (i.e. completely positive-trace preserving super-operator) E admits





where the Kraus operators satisfy the normalization condition
￿
λ
K†λKλ = I (4.23)
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The Kraus operators {Kµ} can be chosen to be linearly independent. Let {Kλ} be {K ￿ν}
two sets of operator and assume the operators in each set satisfy the above normalization
condition and also are linearly independent. Then these two sets of Kraus’s operators
describe the same quantum channel if and only if there exists a unitary matrix V which





It is shown in [16] that if E is a G-covariant channel then its Kraus operators can be
chosen to be elements of irreducible tensor operators as described in the following lemma
Lemma 23 A G-covariant quantum channel admits a Kraus decomposition with Kraus
operators {K(µ,α)m }, where µ denotes the (non-projective) unitary irreps of G, m labels










m￿ ∀g ∈ G (4.25)
In the other words, for each pair of (µ,α) the set {K(µ,α)m } is an irreducible tensor operator.
Proof. Let the set of linearly independent operators {Kλ} be a Kraus decomposition of





Since E is G-covariant then ∀g ∈ G : Ug ◦E ◦Ug−1 = E . This implies that for any arbitrary
group element g ∈ G the set {Ug (Kλ)} is also a valid a Kraus representation of E . But





for some unitary matrix V (g) with matrix elements Vλ￿λ(g). The linear independence
of {Kλ} implies that for any g there is a unique unitary V (g) which satisfies the above
equation. It follows that g → V (g) is a (non-projective) unitary representation of group
G. Now using the unitary freedom in choosing the basis {Kµ} we can choose a basis in
which the representation g → V (g) of group is block-diagonal in the unitary irreps of G.
We denote this basis by {K(µ,α)m } where µ is the irrep label, α is the multiplicity label.
This completes the proof.
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Example 24 Consider a system with spin-j representation of SO(3). Then as we have
seen in the section 4.1.1, the irreducible tensor operators on this space has rank from 0 to
2j and there is no multiplicity. So the most general rotationally-covariant channel on this




qµ E (µ) (4.28)
where for each µ, E (µ) is a fixed completely positive map whose Kraus operators include




T (µ)m (·)T (µ)m † (4.29)
and qµ are some non-negative real numbers. The fact that E should be trace-preserving put
one extra condition on the coefficients {qj}. So, it follows that the most general rotationally-
covariant channel acting on a spin-j system is specified by at most 2j coefficients. This is
in total agreement with the result of example 21 and the result of [53].
4.4 Stinespring dilation of G-covariant channels
As we have mentioned in chapter 1, if we couple the object system with an environment
using a Hamiltonian which has the symmetry G and if the environment is initially uncor-
related with the system and prepared in a state that is G-invariant then the total effect of
this time evolution on the object system is described by a G-covariant quantum operation.
Intuitively this is clear, because there is nothing in such a dynamics that can break the
symmetry.
As it turns out, every G-covariant quantum operation can in fact be realized in this
way, i.e. by first coupling the system to an uncorrelated environment in a G-invariant state
via a G-invariant unitary and secondly discarding the environment. This is a consequence
of a version of Stinespring’s dilation theorem applied to G-covariant operations [48]. This
result provides an operational prescription for realizing every such operation. Here, we
present the formal statement of the result and provide a new proof which works based on
the lemma 23.
Theorem 25 Let g → U(g) be the projective unitary representation of the symmetry G
on the Hilbert space H and E : B(H) → B(H) be a G-covariant channel. Then, there exists
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a symmetric dilation of E in the following sense: There exists a finite dimensional Hilbert
space Henv with a (non-projective) unitary representation of G given by g → Uenv(g) and a








According to the lemma 23, E admits a Kraus decomposition with Kraus operators








m￿ ∀g ∈ G (4.31)
















whereHinv is a one-dimensional subspace on which the symmetry G has the trivial represen-
tation and each H(µ,α) admits a representation of G corresponding to the (non-projective)
unitary irrep µ of G and where the summation is over all irreps µ and multiplicities α
which show up in the decomposition 4.32 of E . Let {|µ,m,α￿ ∈ H(µ,α)} be an orthonormal
basis for H(µ,α) and the vector |η￿ be a normalized vector in the one-dimensional subspace
Hinv.
Let g → Uenv(g) be the (non-projective) unitary representation of G on Henv defined
by















K(µ,α)m ⊗ |µ,m,α￿￿η| (4.34)
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It follows that S is a G-invariant isometry from the subspace H⊗Hinv to the total Hilbert
space, i.e. H ⊗Henv: The fact that S is an isometry is an immediate consequence of the




†K(µ,α)m = IH (4.35)
where IH is the identity on H. This implies that S†S = IH ⊗ |η￿￿η|. To see that S is
G-invariant we consider












where we have used the fact that |η￿ is invariant under Uenv(g). But from the unitarity of






m￿￿m(g) = δm￿,m￿￿ and therefore
∀g ∈ G : U(g)⊗ Uenv(g) S U †(g)⊗ U †env(g) =
￿
µ,m￿,α
K(µ,α)m￿ ⊗ |µ,m￿,α￿￿η| = S (4.36)
and so S is a G-invariant isometry. Now, as we have shown in lemma 91 in the appendix
A.1.2, the G-invariant isometry S can be extended to a G-invariant unitary V such that
VΠ = SΠ where Π is the projector to S†S = IH ⊗ |η￿￿η|. Finally, using the definition of




Modes of asymmetry: Fourier
analysis for the study of linear
covariant maps
The two properties of linearity and symmetry of an operation together imposes many non-
trivial constraints on the way that operations map a given state to another. It turns out
that under these assumptions one can decompose the input and output spaces to different
modes, such that any given mode at the input can generate only that particular mode at
the output. This is why, for example, Fourier analysis turns out to be extremely useful
to study Linear-Time-Invariant systems: the symmetry of time invariance and linearity
together imply that in these systems a signal with the frequency ω at the input can only
generate a signal with the same frequency ω at the output (See Fig. 5.1).
In this chapter we study a similar notion in the context of G-covariant linear super-
operators. Indeed, the fact that the input and output spaces of any G-covariant super-
operator can be decomposed to different independent modes which do not mix under the
G-covariant super-operator is already shown in lemma 20. In the present chapter we explore
the consequences of this lemma.
This provides us with a powerful tool for the study of asymmetry. In particular, this
framework is especially useful for the study of quantum reference frames, that is, under-
standing asymmetric quantum states of finite-dimensional systems as physical resources.
For example, these tools allow one to determine which aspects of the quantum reference
frame state are relevant for the degree of success that can be achieved in a reference frame
alignment protocol and more generally in covariant quantum estimation problems. Simi-
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Linear 








For any subgroup G of U(d) and any unitary U ∈ G
Let G ⊆ U(d).
Let G￿ be the centralizer of G in the group U(d).
e
The function f(ω) uniquely specifies the LTI system.
Suppose U is a unitary with commutes with observable A, i.e. U is a change of convention
which leaves observable A unchanged.
The description of problem is invariant under this change of convention.
So the optimal estimation procedure can be chosen to be invariant under this change of
convention, i.e. its POVM elements satisfies: U⊗nMaU⊗n† = Ma
If [U,A] = 0 and p(·) = p(U · U †) then
Let GA ≡ {U : [U,A] = 0}. If ∀U ∈ GA : p
￿
U · U †
￿
= p(·) then
The POVM elements of the optimal measurement can be chosen such that
∀U ∈ GA : U⊗nMaU⊗n† = Ma
g → U(g) is the unitary representation of G on H.
So M and M̃ have the same performance.
qM̃ (a
￿|a) = qM (a￿|a)
a
a￿ Figures of merit are functional acting on the prior p and
qM (a￿|a):
The conditional probability that strategy M returns the estimation a￿ while the real value
of random variable is a.
M −→ M̃ ≡ U⊗n†MU⊗n







For any subgroup G of U(d) and any unitary U ∈ G
Let G ⊆ U(d).
Let G￿ be the centralizer of G in the group U(d).
e
The function f(ω) uniquely specifies the LTI system.
Suppose U is a unitary with commutes with observable A, i.e. U is a change of convention
which leaves observable A unchanged.
The description of problem is invariant under this change of convention.
So the optimal estimation procedure can be chosen to be invariant under this change of
convention, i.e. its POVM elements satisfies: U⊗nMaU⊗n† = Ma
If [U,A] = 0 and p(·) = p(U · U †) then
Let GA ≡ {U : [U,A] = 0}. If ∀U ∈ GA : p
￿
U · U †
￿
= p(·) then
The POVM elements of the optimal measurement can be chosen such that
∀U ∈ GA : U⊗nMaU⊗n† = Ma
g → U(g) is the unitary representation of G on H.
So M and M̃ have the same performance.
qM̃ (a
￿|a) = qM (a￿|a)
a
a￿ Figures of merit are functional acting on the prior p and
qM (a￿|a):
The conditional probability that strategy M returns the estimation a￿ while the real value
of random variable is a.
M −→ M̃ ≡ U⊗n†MU⊗n
We need to find the set of all operators M such that for all [U,A] = 0
U⊗nMU⊗n† = M
2
Figure 5.1: Any linear time invariant system transforms an input signal in frequency ω
to an output signal in the same frequency. In other words, linearity together with time
invariance implies that the system cannot change the frequency of the input. It follows
that any linear time invariant system can be uniquely specified by a complex function f(ω).
This explains why Fourier analysis is extremely useful for the study of these systems.
larly, they allow one to determine which aspects of the quantum reference frame state are
relevant for bei g able to simulate asymmetric dynamics or asymmetric measurements.
Previous work has sometimes identified, for certain tasks, which properties of the state
of a quantum reference frame are relevant for performing that task, but these insights were
achieved in an ad hoc manner (See e.g. [50] and [53]). The framework presented in this
chapter provides a systematic way of determining what aspects of the quantum state are
relevant for any given physical task.
We start by looking to the specific example of U(1)-symmetry with (non-projective)
unitary representation on space and explain the main ideas based on this example. Th n
we present a generalization to an arbitrary finite or compact Lie group with arbitrary
projective representation.
5.1 Modes of a ymmetry fo the group U(1)
Let eiθ → U(θ) be an arbitrary unitary representation of the group U(1). Let {|n,α￿} be an






where the integer n specifies the irrep of U(1) and α is the multiplicity ind x.
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Let B(H) be the space of linear operators onH, which is clearly spanned by {|n,α￿￿m, β|}.
Consider the subspace in B(H) spanned by operators {∀n,α, β : |n+ k,α￿￿n, β|}. We de-
note this subspace by B(k). We call any operator in this subspace a mode k operator.




|n+ k,α￿￿n, β| tr(A|n, β￿￿n+ k,α|). (5.2)
It also follows that U(θ)A(k)U †(θ) = eikθA(k). On the other hand, if an operator A satisfies
this equality for all θ then by virtue of the linear independence of functions {eikθ} we can
conclude that A necessarily lives in the subspace B(k). Therefore, we have




(k) : A(k) ∈ B(k) be the decomposition of an arbitrary operator A into






So to decompose a given operator A to its modes we can use the following relation
∀k : A(k) = 1
2π
￿
dθ e−ikθ U(θ)AU †(θ) (5.5)
Note that for any Hermitian operator A it holds that A(k)
†
= A(−k).





= U(θ)E (·)U †(θ)
Then, if both sides of this equation act on an arbitrary operator in A(k) ∈ B(k) we get
eikθE(A(k)) = U(θ)E(A(k))U †(θ) (5.6)
Then Eq.(5.3) implies that E(A(k)) also lives in B(k). 1
Note that this result did not require E to be a completely positive map nor to be trace-
preserving, but it certainly applies in these cases. Recall that the term quantum operation
refers to a completely-positive trace-nonincreasing superoperator, and quantum channel
1This also follows from lemma 20.
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to refer to the deterministic operations. So we can infer that U(1)-covariant quantum
operations cannot change the mode of a state; they just map an operator in one mode
to another operator in the same mode. In particular, if a U(1)-covariant channel E maps
state ρ to σ then





ρ(k) : ρ(k) ∈ B(k), and σ =
￿
k
σ(k) : σ(k) ∈ B(k)
are the mode decompositions of ρ and σ.
This suggests that we can interpret different k as different modes of asymmetry: they
cannot be interconverted to each other under U(1)-covariant quantum channels. In par-
ticular, if the initial state does not have a particular mode, then the final state of a U(1)-
covariant dynamics also does not have that mode. (Of course, a mode can be eliminated
if the associated component is mapped to zero by the dynamics.) Furthermore, a state ρ
is U(1)-invariant if and only if it contains only mode k = 0.
Let Modes(ρ) be the set of all integer k’s for which the state ρ has a nonzero component
in mode k (This will always include k = 0). So using this notation the above observation
can be summarized as the following
Proposition 26 Assume a state ρ can be transformed to another state σ under a U(1)-
covariant operation (deterministic or stochastic). Then
Modes(σ) ⊆ Modes(ρ) (5.8)
This proposition can be thought as a refined version of this simple fact that if the initial
state of a U(1)-covariant operation is invariant under a U(1)-subgroup then the final state
will also be invariant under that U(1)-subgroup. To see this first recall that under the





Now suppose a state ρ is invariant under the unitary U(2πl ) for some integer l such that
U(2πl )ρU
†(2πl ) = ρ. Using Eq. (5.9) and noting that the set {ρ(k)} are all linearly indepen-
dent, we can conclude that for all modes k which are not equal to an integer time l, ρ(k)
must be equal to zero. On the other hand, if for all k’s which are equal to some integer
times l, ρ(k) = 0 then the state is invariant under U(2πl ). So, we conclude that Modes(ρ)
uniquely specifies the symmetries of ρ, i.e. all U(1)-subgroups which leaves ρ invariant.
79
Example 27 Consider a pure state |ψ￿ =
￿
n,α ψn,α|n,α￿. Let ∆(ψ) be the difference
between the highest and lowest n for which
￿
α |ψn,α|2 is nonzero. Then clearly, ∆(ψ) =
max{Modes(ψ)}. Now proposition 26 implies that if there exists a U(1)-covariant channel
which transforms a pure state |ψ￿ to another pure state |φ￿ with a nonzero probability then
Modes(φ) ⊆ Modes(ψ). This implies that max{Modes(φ)} ≤ max{Modes(ψ)} and therefore
∆(φ) ≤ ∆(ψ). This result has been obtained in [16] using a totally different argument2. So
the above proposition capture this result as a particular case.
We finish this section by a list of useful facts about modes of asymmetry:













We denote the mode decomposition of ρ1 ⊗ ρ2 as ρ1 ⊗ ρ2 =
￿
j (ρ1 ⊗ ρ2)
(j). Then we can
easily see that






2) Mode decomposition for a weighted twirling operation: Let p(θ) be an
arbitrary probability distribution and
σ ≡
￿





ρ(k) : ρ(k) ∈ B(k), and σ =
￿
k
σ(k) : σ(k) ∈ B(k)





dθ p(θ)e−iθk is the kth component of the Fourier transform of p(θ).
2In [16] the the authors first use lemma 23 to find a characterization of the Kraus operators of U(1)-
covariant channels and then they find which pure state transformations are possible under quantum chan-
nels with this type of Kraus operators.
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5.1.1 Asymmetry monotones for different modes
In this section we consider the problem of quantifying the amount of asymmetry in each
different mode. In other words, we find asymmetry monotones which only measure the
degree of asymmetry associated with some specific mode of asymmetry.
One family of such monotones can be built based on the trace-norm. Recall that for
an arbitrary operator X the trace-norm of X is ￿X￿ ≡ tr(
√
X†X). As we have seen in
chapter 3 this norm is non-increasing under quantum channels (trace preserving, completely
positive linear super-operators). So for any arbitrary quantum channel E we have
￿E(X)￿ ≤ ￿X￿.
In the previous section we have seen that if E is a U(1)-covariant channel which maps
state ρ to σ (with the mode decomposition ρ =
￿
k ρ




σ(k) ∈ B(k)) then ∀k : E(ρ(k)) = σ(k). Now the monotonicity of the trace-norm implies
∀k : ￿σ(k)￿ ≤ ￿ρ(k)￿
So we can think of ￿ρ(k)￿ as a measure of the amount of asymmetry of the state ρ in the
mode k. Note that for arbitrary state ρ, its k = 0 component, i.e. ρ(0) is a valid quantum
state and so ￿ρ(0)￿ = 1 for all ρ.
Now suppose a given state ρ can be transformed to another state σ under a U(1)-
covariant channel with probability p. If this is possible then there exists a U(1)-covariant
channel which maps state ρ to
σ̃ ≡ p σ ⊗ |succ￿￿succ|+ (1− p)I
d
⊗ |fail￿￿fail|
where |succ￿, |fail￿ are two orthonormal states which are invariant under the symmetry
transformations and Id is the completely mixed state in the space where σ belongs to and
is clearly invariant under all symmetry transformations. Now the fact that this channel is
U(1)-covariant implies that for all k: |σ̃(k)| ≤ |ρ(k)|. However, because states |succ￿, |fail￿










So to summarize, we have shown that
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Proposition 28 Suppose there is a U(1)-covariant channel which maps a state ρ to state
σ with probability p. Then it holds that
∀k : p|ρ(k)| ≤ |σ(k)| (5.13)
This proposition can be thought as a quantitative version of proposition 26.
In the following we calculate ￿ρ(k)￿ for arbitrary state ρ in the case where the repre-
sentation is multiplicity free and so U(θ) =
￿
n e
iθn|n￿￿n|. (Note that all the previous
results work for any representation of U(1) no matter if the representation has multiplicity






















|ψn+k||ψn| ≤ 1 (5.15)
where the bound follows from Cauchy-Schwartz inequality.







|n￿ : N ∈ N
￿
(5.16)
One can easily see that for any given state |φ￿ there is a U(1)-covariant channel EN




dθ U(θ)|φ￿￿ψN |U †(θ) ρ U(θ)|ψN￿￿φ|U †(θ). (5.17)
So in a sense, at the limit of large N , the state |ψN￿ has the maximal asymmetry. Now










So for all modes k for which |k| ￿ N , the state |ψN￿ has almost the maximal value of
asymmetry for mode k with respect to this monotone.
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5.1.2 Effect of misalignment of reference frames
To be able to measure a quantity with high precision one fundamental requirement is to
have precise reference frames, such as a high precision clock. Any uncertainty of reference
frames can limit the precision of the measurements that one can perform.
In this section, we consider the problem of misalignment of reference frames for some
phase. So we assume the system under consideration carries a non-trivial representation
of the group U(1) given by eiθ → U(θ). The U(1) group may have different physical
interpretations: It may describe a rotation around some axis or a phase shift between
states with different numbers of photons.
We assume there is an ideal perfect reference frame possessed by Alice and there is a
noisy reference frame possessed by Bob. For example, Bob can be on a satellite and so
has access to a clock with low accuracy while Alice is on earth and has access to a high
precision atomic clock.
Assume, they know that Bob’s reference frame is misaligned relative to Alice reference
frame by phase θ with probability p(θ). This means that a state which is described by ρ
relative to Alice’s reference frame, with probability p(θ) will be described by U(θ)ρU †(θ)
relative to Bob’s reference frame. So the statistics of Bob’s measurement is consistent with
the statistics he gets from the state
￿ρ ≡
￿
dθ p(θ) U(θ)ρU †(θ) (5.18)
if he had perfect reference frame. This explains how the lack of a perfect reference frame
can limit Bob’s ability to get information about the state ρ.










is the kth component of the Fourier transform of p(θ).
So to understand how the uncertainty about the phase reference can affect Bob, it is
helpful to consider the Fourier transform of the probability distribution p(θ). For example,
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if the Hilbert space of the system under consideration carries a finite number of irreps of
U(1), then there will be a finite set of modes in which an arbitrary state can have nonzero
components. Then any quantity which quantifies the effect of misalignment described
by the probability distribution p(θ) should only depend on the Fourier component of the
probability distribution p(θ) in those particular modes. In other words, to compare different
probability distributions we only need to consider the components of their Fourier transform
in these modes.
Example





Assume the phase difference between Alice and Bob’s local reference frames is θ with
probability p(θ). Now, to quantify the effect of this misalignment on the description of an
arbitrary state of this system we only need to consider pk the Fourier component of p(θ)





|n = 0￿+ eiφ|n = l￿
￿
(5.21)
The information about this phase lives only in the modes l,−l. So the only property of
the probability distribution p(θ) which is relevant for this estimation problem is its l’th
Fourier component. In particular, if the l component of the Fourier transform of p(θ) is
zero, then Bob cannot get any information about the phase φ. This can happen even if







δ(θ − π/l) + 1
4
δ(θ + π/l)
then p(θ) has no component in the mode l and therefore Bob cannot get any information
about the phase φ. This simple observation shows that a measure of the alignment of two
reference frames should be chosen based on the specific operation for which we use the
reference frames.
In many practical situations we can assume that the probability distribution p(θ) is
almost Gaussian. In particular, if Bob’s knowledge of θ is obtained by averaging over
many independent estimations then p(θ) is Gaussian. Let δθ be the standard deviation
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of θ. Then, for Gaussian distributions we know that for all modes with |k| ￿ 1/δθ,
|pk| ≈ 1 and therefore for these modes the distribution is effectively a delta function over





|n = 0￿+ eiφ|n = l￿
￿
, if δθ ￿ 1/l then the imperfectness of Bob’s local frame does
not put any limitation on his performance for measuring the phase φ.
Alignment by quantum reference frames
If Alice wishes to ensure that Bob’s reference frame is aligned with her own, she can send
him a quantum reference frame, i.e. a quantum system which carries information about
her reference frame. For example, Alice can send Bob many copies of the state described
by 1/
√
2(|0￿+ |1￿) relative to her reference frame and also tell him the description of this
state relative to her reference frame. Then Bob can use these quantum systems to obtain
information about the relative phase between his reference frame and Alice’s.
Assume Alice and Bob’s prior knowledge about the phase difference between their local
phase references is described by the probability distribution p(θ). Consider an arbitrary
state described by ρ relative to Alice’s reference frame. As we have seen before the im-
perfectness of Bob’s reference frame prevents him from getting a precise description of ρ.
Now assume Alice sends Bob a quantum reference frame in the state τ and assume the
representation of phase shifts on this system is given by eiθ → V (θ).
To find more precise information about ρ Bob can first use the quantum reference
frame τ to align his reference frame with Alice’s and then perform some measurement on
ρ. But, this procedure does not describe the most general thing Bob can do. The most
general process is to perform a joint measurement on the state ρ and the quantum reference
frame τ . In this case the information Bob can obtain about the unknown state ρ is the
information he can extract from the state
￿
dθ p(θ) (V (θ)⊗ U(θ)) τ ⊗ ρ
￿
V †(θ)⊗ U †(θ)
￿
(5.22)
But this state is equal to ￿
k1,k2
p−k1τ




(k) is the mode decomposition of τ and pk is the kth component of the
Fourier transform of p(θ). This shows precisely how the information Bob can get from
different modes of ρ is determined by different modes of the quantum reference frame and
Fourier components of the probability distribution p(θ).
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Example
Suppose Alice and Bob’s local reference frames are initially uncorrelated and therefore the
prior distribution p(θ) is uniform.




|n = 0￿+ eiφ|n = 2￿
￿
(5.24)
Note that here the information is encoded in the modes 2 and −2. So to enable Bob to
encode this information Alice should send him a quantum reference frame which has modes
2 and −2. In particular, the reference frame should not be invariant under U(π), because
if U(π)τU †(π) = τ then the state τ will not have any component in mode 2. But, lack of
this symmetry does not imply that the quantum reference frame has mode 2. For example,
assume Alice sends Bob the quantum reference frame
|ψ￿ = |0￿+ |1￿√
2
. (5.25)
This state is not invariant under any subgroup of U(1). But it still does not have any
component in the mode k = 2 and so it does not help Bob to obtain information about the
phase φ of the state 5.24. Furthermore, the quantum reference frame might have arbitrarily






in the limit that N → ∞ has infinite asymmetry by some measures, but because it has no
component in the mode k = 2 mode, it is not useful for determining the phase φ of the
state 5.24.
5.2 Modes of asymmetry for an arbitrary group
In this section we generalize the notion of modes of asymmetry which was previously
defined for the special case of group U(1) to the case of finite groups and compact Lie
groups.
Consider the subspace spanned by {T (µ,α)m : ∀α} for a fixed m and µ. Then lemma 20
implies that any G-covariant super-operator maps an operator in this subspace to another
operator in this subspace. This suggests the following definition of modes of asymmetry
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We call the decomposition X =
￿
µ,m X
(µ,m) the mode decomposition of operator X.










Lemma 20 has a simple interpretation in terms of mode decompositions of operators:
A G-covariant super-operator E maps an operator in a particular mode of asymmetry to
an operator in the same mode of asymmetry, i.e. if Y = E(X) then
∀µ,m : Y (µ,m) = E(X(µ,m)) (5.28)
So we can think of different pairs of (µ,m) as different independent modes which cannot
be mixed under a G-covariant linear super-operator. In particular, if an input X has no
component in a particular mode then the corresponding output Y also cannot have any
component in that mode.
The above definition is independent of the choice of the tensor operators basis, {T (µ,α)m }.
In the following lemma, we present another way to define modes of asymmetry which is
explicitly basis independent.
Let {g → u(µ)(g)} be the (non-projective) set of all unitary irreps of finite or compact
Lie group G and {u(µ)mm￿(g)} be the matrix elements of these unitary irreps. Recall that








Then one can easily see that
Lemma 31 Let X =
￿
µ,m X
(µ,m) be the mode decomposition of operator X. Then
X(µ,m) = dµ
￿
dg ū(µ)mm(g) Ug(X) (5.30)
where dµ is the dimension of the irrep µ, dg is the uniform measure over the group G and
the bar represents complex conjugation.
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Proof. Consider the equation






We multiply both sides by ū(ν)nn (g) and integrate over G. Now we use the orthonormality
relations Eq.(5.29). This implies that
∀α : dµ
￿
dg ū(µ)nn (g) Ug(T (µ,α)m ) = δm,nδµ,νT (µ,α)m (5.31)
The lemma follows from this equality together with the definition of mode decompositions
given by Eq.(5.27).
This lemma gives us an alternative method to find the mode decomposition of a given
operator.
It is worth emphasizing on an important difference between the mode decomposition
for the case of non-Abelian groups and the mode decomposition for the case of Abelian
groups such as U(1). This difference is about the action of group on operators in different
modes. Since






it follows that modes (µ,m) and (µ￿,m￿) for which µ ￿= µ￿ do not mix together under the
action of the group, but modes for which µ = µ￿ and m ￿= m￿ can mix together under
this action. This can happen because in general a symmetry transformation Ug is not a
G-covariant operation, unless the group G is Abelian. In this case, modes are just specified
by an irrep label µ.
5.3 Asymmetry monotones for different modes
As we saw in the specific case of the group U(1), one can quantify, for a given state, the
amount of asymmetry in each mode by looking to the trace-one norm of the component
of the state in that particular mode. In other words, for each mode (µ,m) the function
defined by
Fµ,m(X) ≡ ￿X(µ,m)￿ (5.33)
is an asymmetry monotone. Then, the natural generalization of proposition 28 is
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Proposition 32 Suppose there is a G-covariant channel which maps a state ρ to state σ
with probability p. Then for all modes (µ,m) it holds that
∀(µ,m) : p ￿σ(µ,m)￿ ≤ ￿ρ(µ,m)￿ (5.34)


























5.3.1 Example: spin-j system
Consider the case of spin-j representation of SO(3). Then, as we have seen before, all the
modes are multiplicity-free and so










Now, if a state ρ of the spin-j system evolves under a rotationally invariant dynamics to a










So, for example, in the case of mode (µ = 1,m = 0), where T (1)0 = cLz for some constant
c we find
p |tr (Lzσ)| ≤ |tr (Lzρ)|
Note that, here the direction z is chosen arbitrarily and so for any direction n̂ it holds that
p |tr (Ln̂σ)| ≤ |tr (Ln̂ρ)| (5.37)
This results looks very intuitive. If a spin-j undergoes a deterministic or stochastic ro-
tationally covariant dynamics the absolute value of the expectation value of angular mo-
mentum can not increase. Note that the sign of this expectation value can change, i.e. a
state whose angular momentum is negative in the ẑ direction can evolve to a state whose
angular momentum is positive in this direction.
Recall that previously we have seen that in a rotationally covariant open dynamics, the
absolute value of angular momentum can increase. This may look in contradiction with the
above result. Nevertheless there is no contradiction because in the above problem we have
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assumed that the initial and final spaces are both spin-j systems. One can easily show that
the absolute value of angular momentum can increase if the final space is allowed to have
a higher spin. In the following we will find a bound which applies to these cases where the
initial and final spaces have different spins. Before this we present another consequence of
Eq.(5.36) for the case where both input and output spaces have the same spin-j.
Although in a rotationally-covariant dynamics of a spin-j system the absolute value of
angular momentum cannot increase, nevertheless the expectation value of higher orders
of angular momentum can increase. However, using Eq.(5.36) we can find non-increasing
functions which involve the expectation value of higher orders of angular momentum. For
instance, consider the case of (µ = 2,m = 0). Then, as we have seen in section 4.1.1, in
the case of spin-j representation of SO(3)
T (µ=2,m=0) = c(3L2z − L2)














where we have used the fact that for all spin-j systems the expectation value of L2 is
j(j + 1). Note that the ẑ direction is chosen arbitrarily. So, for arbitrary direction
n̂, |tr(ρL2z)− j(j + 1)/3| is non-increasing under rotationally covariant dynamics, though
tr(ρL2n̂) can increase under this type of dynamics.
Now we find a bound on the change of absolute value of the expectation value of angular
momentum when the input and output spaces have different spins.
To achieve this goal we calculate ￿ρ(µ,m)￿ for the mode (µ = 1,m = 0) in the case of
arbitrary spin-j system. Using the fact that T (µ=1,m=0) = cLz for some constant c we find













where we have used the normalization condition, i.e. |c|2tr (L2z) = 1. One can easily see





= j(j + 1) integer j
= (j + 1/2)2 half integer j
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So




|tr (Lzρ)| (j + 1/2)
j(j + 1)
half integer j
So ￿ρ(1,0)￿ is less than or equal 3/2 and at the limit of j going to infinity it tends to 3/2.
Now we can find an analogue of the bound of eq. (5.37) for the case where the input








In proposition 41 we provide an operational interpretation of the quantity |tr(Lzρ)|j+1/2 in terms
of the ability of the state ρ to act as a quantum reference frame to distinguish two orthog-
onal states of a spin-half system |j = 1/2,m = ±1/2￿.
5.4 Applications in estimation theory
In this section we show that the mode decomposition of a state can provide us with a new
insight into covariant quantum estimation problems. A large family of interesting state
estimation problems can be understood as estimating an unknown element g of a group
G, where g is chosen according to some prior p(g), and where we are given a copy of the
state U(g)ρU †(g) for some known state ρ and some known representation of G, g → U(g).
Any given strategy for estimating the unknown parameter can be described by a POVM
{Mg￿ : g￿ ∈ G}. Born’s rule implies that the probability of obtaining the outcome g￿ given
that the real value of parameter is g is






There are different choices of figure of merit for a particular strategy. A popular family of
figures of merits can be described in terms of the average of cost functions. Let c : G×G →
R be a cost function for this estimation problem, i.e. it quantifies the cost of estimating


















quantifies the performance of the particular strategy {Mg￿} (see e.g. [21]).
For any state ρ the relevant property of the state which determines this average cost is
uniquely determined by the operator
￿
dg p(g)c(g, g￿) U(g)ρU †(g)
This suggests that the mode decomposition of state ρ can be useful to get some insight
about the relevant properties of the state which determines the average cost C(ρ, {Mg￿}).
To see this point, we consider the Fourier transform of the function p(g)c(g, g￿): Assume






where u(µ)m￿m(g) are the matrix elements of the (non-projective) unitary irreps of G. Then,













it is straightforward to show that
￿
dg p(g)c(g, g￿) U(g)ρU †(g)
is uniquely determined by the components of ρ in those modes (µ,m) for which fµ,m,m￿(g￿)
is nonzero for some g￿. In other words, if for two states ρ and σ it holds that ρ(µ,m) = σ(µ,m)
for all modes (µ,m) for which ∃g￿ ∈ G, ∃m￿ : fµ,m,m￿(g￿) ￿= 0 then for any strategy {Mg￿},
C(ρ, {Mg￿}) = C(σ, {Mg￿}). In words, this means that the performance of a given state ρ
is only specified by its components in those modes (µ,m) for which fµ,m,m￿(g￿) is nonzero
for some m￿ and g￿.
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5.4.1 Example: Average fidelity of estimation of a random di-
rection
Suppose Alice has randomly chosen a direction in space and wants to send it to Bob
using a quantum system. Assume Bob has no prior knowledge about this chosen direction.
Suppose Alice and Bob are trying to maximize the average fidelity n̂ · n̂￿ between the
direction Alice has sent n̂ and the direction Bob has estimated n̂￿.
This estimation problem can be phrased in the above framework in terms of estimating
an element of SO(3) where the probability distribution over SO(3) is uniform (See [21] for
more discussion on this problem). Let ẑ be the direction which Alice has chosen when she
sends state ρ to Bob. In this case, Ωẑ is the direction Alice has chosen when she sends
U(Ω)ρU †(Ω). Then, it is natural to assume that ρ is invariant under rotations around z.
Then, the cost function corresponding to the fidelity can be chosen to be
c(Ω,Ω￿) ≡ −￿Ω￿ẑ|Ωẑ￿
where Ω is the rotation chosen by Alice, Ω￿ is Bob’s estimation (see [21]). Now we use the
fact that the defining representation of SO(3) corresponds to its unitary irrep with angular

























where U (j=1)(Ω) is the irrep of SO(3) with angular momentum j = 1 in the basis in which
Lz is diagonal and all the matrix elements of Lx are real. So, the Fourier transform of the






for some functions rm￿(Ω￿) where m￿ ∈ {−1, 0,+1}. This together with the fact that P (Ω)






the only nonzero components are fµ=1,m=0,m￿ for m￿ ∈ {−1, 0,+1}. This implies that the
integral ￿
dΩ p(Ω)c(Ω,Ω￿) U(Ω)ρU †(Ω)
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is uniquely specified by, ρ(µ=1,m=0), i.e. mode (µ = 1,m = 0) of state ρ.
If, for instance, the system under consideration is a spin-j system, then the (µ =
1,m = 0) mode component of state ρ is uniquely specified by the angular momentum of ρ
in the ẑ direction. Therefore, the average cost C(ρ, {MΩ￿}) only depends on the choice of
measurement {MΩ￿ : Ω￿ ∈ SO(3)} and the angular momentum of state in the ẑ direction.
(Recall that the direction ẑ is defined to be the direction which Alice has chosen to send
to Bob when she sends him the state ρ).
In other words, if Bob does not have any prior information about the direction, then
relative to the average fidelity measure any two states of a spin-j system which have the
same angular momentum in the ẑ direction yield the same performance for any measure-
ment {MΩ￿ : Ω￿ ∈ SO(3)}. This observation is consistent with the result of Holevo in
[21] which, using different argument, shows that if the state ρ is invariant under rotations
around ẑ then the average fidelity for the optimal measurement is tr(ρLz)/(j + 1).
Note that there are many states of a spin-j system which break rotational symmetry and
so can transfer information about direction, but nevertheless have expectation of angular
momentum Lz equal to zero. For example, in the case of integer j consider the state
1
3
|j, 2k￿￿j, 2k|+ 2
3
|j,−k￿￿j,−k|
for an integer k ≤ j/2. The above result implies that with respect to the figure of merit
defined by the average fidelity such states are indistinguishable from a totally symmetric
state which does not transfer any information about direction.
5.5 Simulating quantum operations by quantum ref-
erence frames
Consider the situation where we are restricted to those Hamiltonians which all have a
particular symmetry. Then it is still possible to simulate a dynamics which breaks this
symmetry if we have access to a state which breaks the symmetry, i.e. a source of asymme-
try. As we have defined before, this symmetry breaking state is called a quantum reference
frame. Now by coupling this quantum reference frame to a system via a symmetric dy-
namics, we can effectively generate a non-symmetric dynamics or measurement on this
system. In this section we are interested to find the set of non-symmetric dynamics and
measurements which can be simulated using a given a quantum reference frame.
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As a simple example, consider the case where we are restricted to the rotationally-
invariant Hamiltonians. Then by coupling a quantum system to a large magnet with
magnetic field in the ẑ direction via a rotationally invariant Hamiltonian, we can effectively
simulate a rotation around the ẑ axis on that quantum system (Note that a rotation is not
rotationally invariant and so cannot be performed without having access to a system which
breaks the rotational symmetry). In this case, we can model the magnet by a large coherent
spin-j in ẑ direction, i.e. a spin-j system in the state |j,m = j￿. Then, by coupling the
quantum system to this quantum reference frame one can realize a quantum channel on
the system such that this channel at the limit where j goes to infinity approaches a perfect
(unitary) rotation. In fact, one can show that using a spin-j in the coherent state in ẑ
direction, at the limit of large j any arbitrary dynamics which is invariant under rotation
around ẑ can be simulated on the system ([5]).3
Note that having access to this quantum reference frame we still cannot simulate a
rotation around x̂ or any other dynamics which is not invariant under rotation around ẑ.
More generally, using a quantum reference frame only those time evolutions and measure-
ments can be simulated which have all the symmetries of the quantum reference frame. In
this section we generalize this simple observation by finding a relation between the modes
of asymmetry of the quantum reference frame and the modes of asymmetry of a time
evolution or measurement that can be simulated using this quantum reference frame.
5.5.1 Modes of asymmetry of quantum operations
The notion of modes of asymmetry naturally extends to the super-operators. Let g → U(g)
be the projective unitary representation of G on the Hilbert space H. Also, let Ug(·) ≡
U(g)(·)U †(g). Then g → Ug is a (non-projective) unitary representation of G on B(H).
Similarly, we can define a representation of G on the space of all linear super-operators:
Consider the linear space of all super-operators from B(Hin) to B(Hout). Then a natural
representation of G on this space is given by the following map
∀g ∈ G : Ug[E ] ≡ Uoutg ◦ E ◦ U ing−1 (5.45)
for arbitrary E : B(Hin) → B(Hout), where g → U ing and g → Uoutg are the representations of
the symmetry on B(Hin) and B(Hout) respectively. This representation has a natural phys-
ical interpretation: Suppose the representation g → U(g) describes a change of reference
3Furthermore, it is shown in this paper that if in addition to this quantum reference frame we have also
access to a similar quantum reference frame in a coherent state in x̂ direction then we can simulate any
arbitrary dynamics on the system.
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frame, such that a state which is described by |ψ￿ in the old reference frame is described
by U(g)|ψ￿ in the new reference frame. Then, an observable or a density operator which is
described by an operator A relative to the old reference frame will be described by Ug[A]
relative to the new reference frame. Similarly, a super-operator which is described by E
relative to the old reference frame will be described by Ug[E ] relative to the new reference
frame.
Now, following the same logic we used to define modes of asymmetry of operators
based on the representation g → Ug of group G on the space of operators, we can define
the notion of modes of asymmetry of super-operators based on the representation g → Ug
of group G on the space of super-operators. One way to do this is by defining the analogues
of the irreducible tensor operators for super-operators. But, we can also define modes of
asymmetry for super-operators using the analogue of lemma 31:
Definition 33 The mode (µ,m) of the super-operator E , denoted by E (µ,m) is defined by
E (µ,m) = dµ
￿
dg ū(µ)mm(g) Ug [E ] (5.46)
where dµ is the dimension of the irrep µ. We call the decomposition E =
￿
µ,m E (µ,m) the
mode decomposition of the super-operator E and E (µ,m) the (µ,m) modal component of E .
Note that this definition implies that a G-covariant super-operator only has nonzero
component in the mode which correspond to the trivial representation of the group, denoted
by µ = 0.
Let g → U(g) be the representation of symmetry on the Hilbert space H. As we have
seen before, we can find the set of all modes of asymmetry that an operator X ∈ B(H) can
possibly have, by decomposing the representation g → U(g)⊗ Ū(g). Similarly, we can find
all modes of asymmetry that a super-operator E : B(Hin) → B(Hout) can possibly have,
by decomposing the representation
g → Uout(g)⊗ Ūout(g)⊗ Uin(g)⊗ Ūin(g)
to irreps of G where g → Uin(g) and g → Uout(g) are the representations of symmetry on
Hin and Hout respectively.
Example 34 Consider the group of rotations in R3, i.e. G=SO(3), and assume the input
Hilbert space carries a j1 irrep and the output Hilbert space carries a j2 irrep. Then
any super-operator from B(Hin) to B(Hout) can have modes (µ,m) with µ ≤ 2(j1 + j2). In
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particular, if the input and output spaces of a super-operator are both spin-half systems (i.e.
j1 = j2 = 1/2), then the super-operator can only have modes (µ = 0), (µ = 1,m = −1, 0, 1)
and (µ = 2,m = −2,−1, 0, 1, 2). On the other hand, if the input space Hin is a spin-half
irrep of SO(3) and the output space is invariant under rotation (i.e. j1 = 1/2 and j2 = 0)
then the super-operator can only have modes (µ = 0), (µ = 1,m = −1, 0, 1). These kinds of
super-operators can describe, for example, measurements on a spin-half system where the
post-measurement state is always rotationally invariant.
In this example, we found all modes of asymmetry that a measurement performed on a
spin-half system can possibly have. In the following we study the notion of modes of
asymmetry of measurements more closely.
Modes of asymmetry of measurements
In the study of the modes of asymmetry of measurements we focus on the aspect of a
measurement that is relevant for making inferences about the input, that is, its informa-
tive aspect, and neglect the aspect that is relevant for making predictions about future
measurements on the system, that is, its state-updating aspect.





where {|λ￿}’s are all orthogonal and G-invariant states. Then, any measurement whose
statistics is described by the POVM {Mλ} can be realized by first applying the channel
M(·) to the state and then measuring the output system in {|λ￿} basis. But, this latter
measurement is G-covariant and so one does not need a quantum reference frame to realize
it. So to study the informative aspect of a measurement with POVM {Mλ} from the point
of view asymmetry and find the asymmetry resources required to implement this measure-
ment, we can equivalently study the corresponding channel M and find the asymmetry
resources required to implement M.
Then, one can easily show that




tr(XM (µ,m)λ )|λ￿￿λ| (5.48)
where M (µ,m)λ is the (µ,m) modal component of the operator Mλ.
97
Proof. First note that by definition 33
M(µ,m)(X) ≡ dµ
￿
dg ū(µ)mm(g) Uoutg ◦M ◦ U ing−1(X) (5.49)
Here, the representation of symmetry on the output system is trivial and so
M(µ,m)(X) = dµ
￿




















Later, in this chapter we use this observation to infer the asymmetry resources which
are required to implement a given measurement.
5.5.2 From modes of quantum reference frames to modes of quan-
tum operations
As described above, under the assumption that all symmetric dynamics are free we can
use a quantum quantum reference frame, which breaks the symmetry, as a resource of
asymmetry which enables us to simulate dynamics which break the symmetry.
Definition 36 Let Hsys and HRF be Hilbert spaces with projective unitary representations
g → Usys(g) and g → URF(g) of group G. We say that a channel E : B(Hsys) → B(Hsys)
can be simulated using the resource state ρRF if there exists a channel Ẽ : B(Hsys⊗HRF) →
B(Hsys ⊗HRF) which is G-covariant, i.e.








Now one can easily prove the following result.
Lemma 37 Suppose the channel E can be simulated using a quantum reference frame in










Proof. First, note that
Ug[E ](X) = Ug ◦ E ◦ Ug−1(X)




But because Ẽ is G-covariant, we have




By multiplying both sides by ū(µ)mm(g) and taking the integral over G, we can prove the
lemma.
In the previous section, we defined Modes(ρ) to be the set of all modes in which state
ρ has nonzero components. Similarly, we define Modes(E) to be the set of all modes in
which a channel E has nonzero components. Then the above lemma implies that
Proposition 38 If a quantum reference frame ρ can simulate a quantum channel E then
Modes(E) ⊆ Modes(ρ) (5.52)
So if a quantum reference frame does not have a particular mode of asymmetry, it cannot
simulate a time evolution or measurement which has that mode of asymmetry. Also, the
lemma implies that to specify whether a given quantum reference frame ρ can simulate a
quantum channel E or not we only need to know the components of ρ in modes contained
in Modes(E). So, as we will see in an example, although the Hilbert space of the quantum
reference frame might be arbitrary large, the number of parameters required to specify its
performance for some specific simulation can be very small.
Furthermore, for any given finite dimensional Hilbert space Hsys, there are a finite
set of modes in which a channel acting on B(Hsys) can have nonzero components. So
for a given quantum reference frame ρRF on an arbitrarily large Hilbert space and having
amplitude over arbitrarily many representations of the group, the properties of the quantum
reference frame which are relevant for simulating arbitrary channels acting on B(Hsys) can
be specified merely by specifying the components of ρRF in that finite set of modes.
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Example: Reference frames of unbounded size may still lack modes






|j = N2 + 2k,m = N2 + k￿
One can easily show that, at the limit of large N these states are very sensitive to rotations
around ẑ and also rotations around any axis in the x−y plane. In other words, for any small
such rotation, |ψN￿ is almost orthogonal to the rotated version of |ψN￿. So, one may think
that at the limit of large N this quantum reference frame completely breaks the symmetry
and so it can be used to simulate any arbitrary measurement on a spin-half system. But,
this is not the case. Indeed, it turns out that though at the limit of large N these states are
very sensitive to rotations around ẑ and so breaks this symmetry, yet they cannot simulate
any measurement on a spin-half system which is not invariant under rotations around ẑ. To
see this first note that if the POVM elements of a measurement on a spin-half system are
not invariant under rotations around ẑ then they have nonzero components in the modes
(µ = 1,m = ±1). Then, lemma 35 implies that the channel describing that measurement
will have modes (µ = 1,m = ±1). Now proposition 38 implies that to be able to simulate
any such measurement a quantum reference frame needs to have a non-zero component in
the modes (µ = 1,m = ±1). So, to summarize to be able to simulate a measurement on
a spin-half system whose POVM elements are not invariant under rotations around ẑ, a
quantum reference frame needs to have nonzero components in modes (µ = 1,m = ±1).
Now using the Wigner-Eckart theorem one can easily show that none of the states in the
above family have a nonzero-component in the modes (µ = 1,m = ±1)4.
The conclusion is that there are measurements that break rotational symmetry that
cannot be simulated by this family of quantum reference frames.
4Consider the terms in the decomposition





￿￿j = N2 + 2k,m = N2 + k￿￿j￿ = N2 + 2k￿,m￿ = N2 + k￿
￿￿
Any term in this decomposition with k = k￿ is invariant under rotations around ẑ and so it only has
components in modes (µ,m = 0). On the other hand, terms with k ￿= k￿ has no componenets in the
neither of the modes (µ = 1,m = −1, 0,+1). This can be seen, for instance, using the Wigner-Eckart
theorem
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5.6 Example: Spin-j systems as a quantum reference
frame
The problem of using a spin-j system as a quantum reference frame to simulate dynamics
or measurements which are not invariant under rotations has been studied in several papers
(See e.g. [49, 50, 51, 52, 53, 5]). In this section we focus on this problem and show that the
mode decomposition of states provide an extremely powerful insight into this problem. In
particular, we show that using this approach some of the previously known results which
have been achieved in an ad hoc manner can be reproduced and generalized in a systematic
way.
5.6.1 Simulating measurements and channels on a spin-half sys-
tem
We start by the problem of simulating measurements on a spin-half system. Here, the as-
sumption is that we are restricted to use rotationally invariant unitaries, ancillary systems
in rotationally invariant states and measurements whose POVM elements are all rotation-
ally invariant. Under this restriction, we are given a spin-j system in an arbitrary state ρ
as a quantum reference frame and our goal is to simulate a non-invariant measurement on
a spin-half system. Here, we focus on the informative aspect of the measurement, i.e. we
do not care how the state of system is updated after the simulated measurement.
For an arbitrary measurement on a spin-half system consider the channel which de-
scribes the informative aspects of this measurement, as defined in Eq. (5.47). Then, con-
sider the set of all modes {(µ,m)} in which these channels can have nonzero components.
We can conclude from lemma 35 that this set is equal to {(µ = 0), (µ = 1,m = −1, 0,+1)}
(This is also shown in example 34.).
Then, it follows from proposition 37 that the only relevant properties of ρ the state of the
quantum reference frame which determine its performance for simulating a measurement on
a spin-half system are uniquely specified by the components of state ρ in the modes {(µ =
0), (µ = 1,m = −1, 0,+1)}, i.e. ρ(µ=0), ρ(µ=1,m=−1,0,1). Furthermore, since the irreducible
tensor operator basis on a spin-j system are multiplicity-free then each of the components
ρ(µ=0), ρ(µ=1,m=−1,0,1) is determined with only one parameter, namely, the Hilbert Schmidt
inner product of state ρ in the corresponding component of the irreducible tensor operator
basis, i.e.







where c0 and c1 are normalization factors. It follows that the components of state ρ in the
modes {(µ = 0), (µ = 1,m = −1, 0,+1)}, is uniquely specified by the vector of expectation
value of angular momentum for state ρ, i.e. (￿Lx￿, ￿Ly￿, ￿Lz￿) .
So we conclude that
Proposition 39 The performance of a spin-j system as a quantum reference frame for
simulating (informative aspects of) measurements on a spin-half system is uniquely specified
by three real parameters, i.e. the vector of expectation values of angular momentum for the
state of quantum reference frame.
This result has been previously obtained in [50] using a totally different and rather ad hoc
argument. But, using our approach we can easily generalize it to the case of measurements
on the systems which have arbitrary representation of SO(3) (as opposed to the spin-half
representation). Before presenting this generalization we investigate some implications of
proposition 39.
An interesting consequence of proposition 39 is the following: Suppose the vector of
expectation values of angular momentum of state ρ of the spin-j system is in the n̂ direction.
Clearly, in general the state ρ is not invariant under rotations around n̂. Now consider the








which is invariant under rotation around n̂. One can easily see that this state has the same
vector of expectation values of angular momentum as the original state ρ. Therefore, any
measurement on the spin-half system which can be simulated using ρ can also be simulated
using ρsym and vice versa. But, since ρsym is invariant under rotations around n̂, it can only
simulate those measurements whose POVM elements are invariant under rotations around
n̂. This argument implies that
Corollary 40 Using a spin-j system as a quantum reference frame for direction, one
can only simulate those measurements on a spin-half system whose POVM elements are
invariant under rotations around the direction of the vector of the expectation values of
angular momentums of the state of quantum reference frame.
So, even at the limit of large j, a single spin-j system cannot act as a perfect reference frame
for direction. For example, in general the state |ψ￿ = |j, j￿n̂ + |j, j￿n̂￿ has no symmetries,
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but the POVM effects that it can simulate are necessarily invariant under rotations about
￿ψ|￿L|ψ￿.
As an example of simulating measurements on a spin-half system consider the following
problem: Suppose one uses a spin-j system in the state ρ as a quantum reference frame
to measure the angular momentum of a spin-half system in the ẑ direction or equivalently
to measure the observable σz. But it can be shown that this measurement cannot be
simulated perfectly with a quantum reference frame with bounded size. Now the question
is using the spin-j system in the state ρ as a quantum reference frame, how well one can
simulate this measurement. In other words, what is the highest precision obtainable using
this quantum reference frame to simulate a σz measurement? We evaluate the precision
of the realized measurement using the following figure of merit: The highest probability of
successfully distinguishing an unknown eigenstate of σz when we are given each of the two
eigenstates with equal probability.
Then in the appendix A.2 we prove the following
Proposition 41 Suppose we are restricted to the rotationally invariant measurements but
we have access to the state ρ of a spin-j system as a quantum reference frame. Then the
maximum probability of successfully distinguishing the two eigenstates of σz for a spin-half
system, that is, |j = 1/2,m = 1/2￿ and |j = 1/2,m = −1/2￿, when one of these is chosen










So, as we expected from proposition 39, this probability only depends on the expectation
value of the vector of angular momentum. Note that, as one may expect intuitively, at the
limit where j goes to infinity the coherent state |j, j￿ can be used as a quantum reference
frame to simulate the measurement of σz perfectly.
Finally, it is worth mentioning that if the Hilbert space of the quantum reference frame
under consideration carries different irreps of SO(3) or if it has more than one copy of
an irrep then the vector of angular momentum of the reference frame state alone is not
sufficient to specify the measurements it can simulate on a spin-half system. For example,
suppose the quantum reference frame is formed from a spin-j system and a qubit whose
states are invariant under rotation. This means that the total Hilbert space of the quantum
reference frame has two copies of irrep j of SO(3). Suppose the quantum reference frame
is in the state
1√
2
(|j,m = j,λ = 1￿+ |j,m = −j,λ = 2￿)
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where λ labels different orthogonal states of the qubit. Then, one can easily show that
at the limit of large j this reference frame can simulate any arbitrary measurement which
is invariant under rotation around ẑ. But, the expectation value of angular momentum
for this state is zero in all directions. So, for a general representation of SO(3) these
expectation values cannot characterize the ability of state for simulating measurements on
a spin-half system.
Proposition 39 can be easily generalized to the problem of simulating arbitrary dynamics
on a spin-half system.5
Recall from example 34 that the modes of asymmetry of any channel acting on a spin-
half system is in the set {(µ = 0), (µ = 1,m = −1, 0, 1), (µ = 2,m = −2,−1, 0, 1, 2)}. So,
proposition 37 implies that to specify the ability of a particular state ρ of the spin-j system
for simulating an arbitrary dynamics on a spin-half system we merely need to specify these
modes of asymmetry of ρ. Again from the result of section 4.1.1 we can see that the
component of arbitrary state ρ in these modes is uniquely specified by the following eight
real parameters
µ = 1 modes : ￿Lx￿, ￿Ly￿, ￿Lz￿
µ = 2 modes : ￿L2x￿, ￿L2y￿, ￿LxLy + LyLx￿, ￿LxLz + LzLx￿, ￿LyLz + LzLy￿ (5.54)
So to summarize we have shown that
Proposition 42 The performance of a spin-j system in state ρ as a quantum reference
frame for simulating channels on a spin-half system is uniquely specified by the eight real
parameters given by Eq.(5.54).
In the next section we present generalizations of propositions 39 and 42.
5.6.2 Generalization to arbitrary systems
Using the same technique we used to prove propositions 39 and 42 we can prove the
following generalization
Theorem 43 The performance of a given state of a spin-j system as a quantum reference
frame for simulating an arbitrary measurement (or channel) on a given system with Hilbert
5This also includes the problem of simulating measurements where the update rule of measurement
should also be simulated as well as its informative aspect.
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space H is uniquely specified by (2l + 1)2 − 1 (or (4l + 1)2 − 1 in the case of channels)
real parameters of that state where l is the largest angular momentum which shows up
in the decomposition of the Hilbert space H into irrep of SO(3). These parameters of the
state of quantum reference frame corresponds to the expectation values of all the non-trivial
irreducible tensor operators with rank less than or equal to 2l (4l in the case of channels)
for that state.
The proof is presented at the end of this section. Note that in general an arbitrary state
ρ of spin-j system is specified by (2j + 1)2 − 1 real parameters. But the above result
implies that the number of parameters of state of quantum reference frame which we need
to consider to specify the performance of the quantum reference frame does not grow with
the size of quantum reference frame.
An important special case is where the state ρ of quantum reference frame is invariant
under rotations around some axis n̂. This special case has been previousy considered for
example in [53]. Then it follows from theorem 43 that
Corollary 44 In theorem 43 if the state ρ of quantum reference frame is invariant un-
der rotations around direction n̂ then its performance to simulate a measurement can be









: 1 ≤ k ≤ 4l} in the case of channels)
where Ln̂ is the angular momentum operator in n̂ direction.
Note that to specify an arbitrary state ρ of spin-j system which is invariant under





: 1 ≤ k ≤ 2j}. This particular characterization of states is used in [53] to
specify how the quality of a quantum reference frame degrades after using it to simulate a
channel or measurement.
In particular, they use this characterization to study the problem of simulating channels
on a spin-half system and simulating measurements on a spin-one system. But from the
result of corollary 43 we know that to specify the performance of the quantum reference
frame in both of these cases we only need to specify two real parameters, i.e. tr (ρLn̂) and
tr (ρL2n̂). As we will see next, this can highly simplify the study of the problem of the
degradation of quantum reference frames.
5.6.3 Degradation of quantum reference frames
Using a quantum reference frame to simulate a symmetry-breaking measurement or channel
will inevitably degrade it. This degradation of quantum reference frames can be understood
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as a manifestation of the fact that obtaining information about a quantum system will
necessarily disturb it.
For example, in the case of rotational symmetry, consider a quantum reference frame
which specifies an unknown direction in space. Now we can use this quantum reference
frame to simulate a rotation around this unknown direction on an object system. But by
comparing the initial and final state of the object system we can obtain some information
about the unknown direction. So, using a quantum system as a quantum reference frame
for simulating a rotation can be thought as performing a measurement on the quantum
reference frame and since in this process, we in principle can obtain some information about
the unknown direction specified by quantum reference frame, its state will necessarily be
disturbed in this process.
Different aspects of the degradation of quantum reference frames have been studied in
several papers (See e.g. [49, 50, 51, 52, 53, 54, 55] and the references in [1]). A central
question studied in these papers is how after k times using a quantum reference frame for
simulating a measurement or a channel the quality of this simulation drops as a function
of k.
A natural assumption to study the degradation of quantum reference frames, which has
been made for example in [51, 52, 53], is that the average of the state of the object system
on which we simulate a measurement or a channel is symmetric. In other words, each time
which we use the quantum reference frame to simulate an operation on the object system,
the state of the object system is chosen randomly in a way that the average state does not
break the symmetry. So, for example, in the case of rotational symmetry, which we study
in this section, the average state of the object system should be rotationally invariant.
Then it follows that under this assumption the degradation of the quantum reference
frame will be described by a rationally covariant channel. In other words, ρk the state of
quantum reference frame after k times using it to simulate a fixed measurement or channel,
will be
ρk = EDeg(ρk−1) (5.55)
where EDeg is a G-covariant channel. This implies that under this assumption about the
distribution of the states of the object system, different modes of asymmetry of quantum
reference frame degrade independently, i.e.
∀(µ,m) : ρ(µ,m)k = EDeg(ρ
(µ,m)
k−1 ) (5.56)
This simple observation can highly simplify the study of degradation of quantum reference
frames.
106
Consider the case of spin-j quantum reference frames for direction. First, note that this
observation together with theorem 43 implies that the quality of simulation of a channel
or measurement on an object system after using the quantum reference frame for arbitrary
number of times only depends on a fixed number of parameters of the initial state of the
quantum reference frame and this number is independent of the size of quantum reference
frame.
Furthermore, from example 21 we know that since the channel E which describes the
degradation of quantum reference frame is rotationally covariant it holds that
∀(µ,m) : ρ(µ,m)k = c(µ)ρ
(µ,m)
k−1 (5.57)
where {c(µ)} is a set of real coefficients which describe the channel E and ∀µ :
￿￿c(µ)
￿￿ ≤ 1.
But, since for spin-j representation of SO(3) the irreducible tensor operator basis {T (µ)m }



















So if ρ and ρk are respectively the initial state of the quantum reference frame and its state
after k times using the quantum reference frame to simulate a fixed quantum operation on














Since |c(µ)| ≤ 1 we can conclude that the components of the state of quantum reference
frame in different modes either remain constant or decay exponentially.
Example 45 Here, we consider the scenarios studied in [53] where a spin-j system is used
as a quantum reference frame to simulate channels on a spin-half system and measurements
on a spin-one system. Furthermore, it is also assumed that the average of the state of the
object system is rotationally invariant. This implies that the channel which describes the
degradation of quantum reference frame is also rotationally covariant. It is also assumed
in this paper that the state of quantum reference frame is initially invariant under rotation
around an arbitrary direction which we denote it by ẑ. Note that since the degradation
of quantum reference frame is described by a rotationally covariant channel, the state of
quantum reference frame will remain invariant under rotations around n̂.
Now from theorem 43 and corollary 44 we know that the performance of the state ρ
of this quantum reference frame for these simulations is uniquely specified by two real
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parameters, i.e. the component of ρ in modes (µ = 1,m = 0) and (µ = 2,m = 0). But















where A1 and A2 are independent of state ρ. 6. Note that since the state ρ by assumption












− j(j + 1)
￿
In other words, the quality of simulation is uniquely specified by the expectation values of
the first and the second moments of Lz for state ρ of quantum reference frame.
Now using Eq.(5.59) we can conclude that if the initial state of the quantum reference
frame is ρ and if we have used the quantum reference frame k times then the quality of the






















￿k￿ j(j + 1)
3
(5.61)
where {c(µ)} is the set of coefficients which describe the degradation channel E . So, in the
example studied in [53] the only properties of the channel E which are relevant to specify the
drop in the quality of simulation after using the quantum reference frame arbitrary number
of times are specified merely by two real coefficients c(1) and c(2). Finally, note that since
|c(1)| ≤ 1 then Eq.(5.60) implies that the absolute value of tr(ρkLz) is either constant or
decay exponentially with k. Similarly, since |c(2)| ≤ 1 then Eq.(5.61) implies that tr(ρkL2z)
is either constant or exponentially saturates to j(j + 1)/3, i.e. the expectation value of L2z
for the completely mixed state.
5.6.4 Proofs of Theorem 43 and corollary 44
Proof of Theorem 43
We start by the proof in the case of measurements. This proof follows exactly the same as









system on which we simulate the measurement. Then by assumption the largest irrep of
SO(3) showing up in H is l. Let g → U(g) denote the projective representation of SO(3)
on H.
Then, as we have seen in section 4.1 the set of possible ranks of the irreducible tensor
operators acting on H is the same as the set of all irreps of SO(3) which show up in the
representation g → U(g)⊗ Ū(g). But from section 4.1.1 we know that in the case of SO(3)
this set is equal to the set of all irreps which show up in the representation g → U(g)⊗U(g).
Now since the maximum irrep in the representation g → U(g) is l then the maximum irrep
in the representation g → U(g) ⊗ U(g) is 2l. Therefore, we conclude that the maximum
rank of an irreducible tensor operator acting on H is 2l.
Now from lemma 35 we know that the channel describing the informative aspect of an
arbitrary measurement on this space has mode in the set {(µ,m) : µ ≤ 2l}. This together
with lemma 37 implies that to specify the performance of state ρ of quantum reference
frame to simulate measurements on this system we only need to specify the components of
ρ in all modes with µ ≤ 2l. But, since the irreducible tensor operators acting on the space
of spin-j system have no multiplicity there is only
2l￿
k=0
(2k + 1) = (2l + 1)2
independent irreducible tensor operators with rank less than or equal to 2l. Furthermore,
the rank 0 tensor operator is proportional to the identity operator and so the component
of ρ in this mode is fixed by the normalization. This implies that the performance of
the quantum reference frame is determined by specifying at most (2l + 1)2 − 1 complex
numbers corresponding to the expectation values of the density operator ρ for all non-
trivial irreducible tensor operators with rank less than or equal to 2l . Furthermore, in the
case of SO(3), as we have seen in the discussion after Eq.(4.6), the Hermitian conjugate of
a component of an irreducible tensor operator with rank µ is still in the subspace spanned
by rank µ irreducible tensor operators. This implies that this subspace has a basis which
is formed only from Hermitian operators. This together with the fact that the density
operator ρ itself is a Hermitian operator imply that the components of ρ for modes with
rank less than or equal 2l is uniquely specified by at most (2l + 1)2 − 1 real parameters.
This completes the proof of theorem 43 in the case of measurements.
Proof in the case of channels follows in the same way. The only difference is that the
set of all possible modes that a quantum channel acting on the system with Hilbert space
H can have is determined by irreps which show up in the representation
g → U(g)⊗ Ū(g)⊗ U(g)⊗ Ū(g)
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of SO(3). Now, since the highest angular momentum which shows up in the representation
g → U(g) is l, then the highest angular momentum which shows up in the above representa-
tion is 4l. So an arbitrary channel acting on H can have mode in the set {(µ,m) : µ ≤ 4l}.
So, from lemma 37 to specify the performance of the quantum reference frame for simulat-
ing channels acting on this space we need to specify the components of ρ for all modes with
rank less than or equal 4l. The rest of argument follows exactly the same as the argument
for the case of measurements.
Proof of corollary 44
We present the proof for the case of measurements. The proof for the case channels follows
exactly in the same way.
From theorem 43 we know that to specify the performance of state ρ as a quantum
reference frame we need to specify all components of ρ for all modes {(µ,m) : 1 ≤ µ ≤ 2l}.
Without loss of generality we assume state ρ is invariant under rotations around ẑ. Now
for each mode (µ,m ￿= 0), the corresponding component of the irreducible tensor operator
basis, i.e. T (µ)m is not invariant under rotation around ẑ. Then, it follows that for all modes
(µ,m ￿= 0) the component of ρ in those modes are zero, i.e.
∀(µ,m ￿= 0) : ρ(µ,m) ≡ tr(ρT (µ)m †) = 0.
So we conclude that if the state ρ is invariant under rotation around ẑ, then to specify its
as a quantum reference frame we only need to specify its components in modes {(µ, 0) :
1 ≤ µ ≤ 2l}. Now using Eq. (4.7) we can easily show that the subspace spanned by
{T (µ)m=0 : 1 ≤ µ ≤ 2l}





: 1 ≤ k ≤ 2l}
To see this we use Eq. (4.7) to decompose the product of irreducible tensor operators





to irreducible tensor operators is exactly equivalent to the problem









does not have any nonzero
component in modes (µ > k, 0).





1 ≤ k ≤ 2l}. So to specify all the components of ρ in modes {(µ, 0) : 1 ≤ µ ≤ 2l} one




) : 1 ≤ k ≤ 2l} or equivalently the moments
{tr(ρLkz) : 1 ≤ k ≤ 2l}. This completes the proof of corollary 44.
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Chapter 6
Asymmetry of pure states
In this chapter we focus on the study of asymmetry of pure states. We find a simple
characterization of asymmetry of pure states. Then using this characterization we study
different problems about interconvertability of pure states under symmetric operations.
6.1 Unitary G-equivalence
In chapter 2 we defined the notion of G-equivalence classes of states and we argued that
the G-equivalence class of a state specifies all its asymmetry properties.
It is useful to introduce another equivalence relation over states that is slightly stronger
than G-equivalence. Let g → U(g) be the projective unitary representation of the symme-
try described by group G on the Hilbert space of a system. Then
Definition 46 (Unitary G-equivalence) Two pure states, ψ and φ, are called unitarily
G-equivalent if they are interconvertible by a G-invariant unitary, that is, if there exists a
unitary VG-inv such that ∀g ∈ G : [VG-inv, U(g)] = 0 and
VG-inv|ψ￿ = |φ￿ (6.1)
Recall two alternative points of view to the notion of asymmetry introduced in chapter
2, i.e. the constrained-dynamical point of view and the information-theoretic point of
view. This definition is based on the constrained-dynamical point of view. Alternatively
we can define this concept in the information-theoretic point of view in terms of the unitary
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interconvertability of the covariant sets defined by the two states. The equivalence of these
two definitions follows trivially from lemma 8.
As we will see later, it turns out that for connected compact Lie groups it is a small
step from characterizing unitary G-equivalence to characterizing general G-equivalence. In
particular in section 6.3, we will show that for semi-simple connected compact Lie groups
the unitary G-equivalence classes are the same as the G-equivalence classes.
6.1.1 The constrained-dynamical characterization: equality of
the reductions onto irreps
We here find a characterization of the unitary G-equivalence classes within the restricted-
dynamical perspective. We begin by determining the most general form of a G-invariant
unitary.
Suppose {U(g) : g ∈ G} is a projective unitary representation of a finite or compact
Lie group G on the Hilbert space H. We can always decompose this representation to
a discrete set of finite dimensional irreducible projective unitary representations (irreps).





where µ labels the irreducible representations and Nµ is the subsystem associated to the
multiplicities of representation µ (the dimension of Nµ is equal to the number of multiplic-





where Uµ(g) acts onMµ irreducibly and where INµ is the identity operator on the multiplic-
ity subsystem Nµ. We denote by Πµ the projection operator onto the subspace Mµ ⊗Nµ,
the subspace associated to the irrep µ.
Now we are ready to characterize the unitary G-equivalence classes:
Theorem 47 Two pure states |ψ￿ and |φ￿ are unitarily G-equivalent if and only if
∀µ : trNµ(Πµ |ψ￿￿ψ| Πµ) = trNµ(Πµ |φ￿￿φ|Πµ) (6.4)
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Proof. First, we find a simple characterization of G-invariant unitaries. Using decompo-
sition (6.3) and Schur’s lemmas, one can show that any arbitrary G-invariant unitary is of




IMµ ⊗ VNµ , (6.5)
where VNµ acts unitarily on Nµ.
Now suppose state |ψ￿ can be transformed to another state |φ￿ by a G-invariant unitary
VG-inv. Then given that VG-inv has a decomposition in the form of Eq. (6.5), it follows that
for all µ,
Πµ|φ￿ = ΠµVG-inv|ψ￿ = IMµ ⊗ VNµΠµ|ψ￿ (6.6)
Eq. (6.4) then follows from the cyclic property of the trace and the unitarity of VNµ .
Now we prove the reverse direction. If Eq. (6.4) holds, then there exists a G-invariant
unitary which transforms |ψ￿ to |φ￿. First note that we can think of the two vectors
Πµ|ψ￿ and Πµ|φ￿ as two different purifications of trNµ(Πµ|ψ￿￿ψ|Πµ) = trNµ(Πµ|φ￿￿φ|Πµ).
So Πµ|ψ￿ can be transformed to Πµ|φ￿ by a unitary acting on Nµ, denoted by VNµ , such
that
IMµ ⊗ VNµΠµ|ψ￿ = Πµ|φ￿ (6.7)




IMµ ⊗ VNµ (6.8)
we can easily see that V is a G-invariant unitary and moreover V |ψ￿ = |φ￿. This completes
the proof.
For arbitrary state ρ we call the set of operators {trNµ(Πµ ρ Πµ)}, the reduction onto
irreps of ρ. So in the above theorem we have proven that the unitary G-equivalence class
of a pure state is totally specified by its reduction onto irreps. Note, however, that as we
will see in Sec. 6.2.1, this is not true for general mixed states.
Example 48 Recall the quantum optics example studied in section 1.4.2 where the set of
all phase shifts forms a representation of group U(1). There the representation of group
U(1) is eiθ → U(θ) where the phase shift operator U(θ) is








where N is the number operator with integer eigenvalues such that N |n,α￿ = n|n,α￿ and
where α is a multiplicity index. In this case all irreps are one dimensional. It follows that
the reduction onto irreps of a pure state |ψ￿ =
￿
n,α ψn,α|n,α￿ is simply given by




that is, the probability distribution over the number operator induced by |ψ￿, where Πn is
the projector to the eigen-subspace corresponding to the eigenvalue n of N . Consequently,
two pure states are unitarily U(1)-equivalent if and only if they define the same probability
distribution over eigen-subspaces of the number operator.
6.1.2 The information-theoretic characterization: equality of char-
acteristic functions
We will show that by taking the information-theoretic point of view, one finds that the
unitary G-equivalence class of a pure state is specified entirely by its characteristic function,
which is defined as follows.
Definition 49 (Characteristic function) The characteristic function of a state ρ rel-
ative to a projective unitary representation {U(g) : g ∈ G} of a group G is a function
χρ : G → C of the form
χρ(g) ≡ tr (ρU(g)) (6.11)
Specifically, we have
Theorem 50 Two pure states |ψ￿ and |φ￿ are unitarily G-equivalent if and only if their
characteristic functions are equal,
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿. (6.12)
The benefit of trying to characterize the G-equivalence classes using the information-
theoretic perspective is that we can make use of known results concerning the unitary
interconvertability of sets of pure states. We express the condition for such interconverta-
bility as a lemma, after recalling the definition of the Gram matrix of a set of states.
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Definition 51 (Gram matrix) Consider the set of states {|ψθ￿}. If θ is a discrete pa-
rameter, then we define the Gram matrix of the set {|ψθ￿} by Xθ,θ￿ ≡ ￿ψθ|ψθ￿￿. If θ is a
continuous parameter, then we can define the function X(θ, θ￿) ≡ ￿ψθ|ψθ￿￿, which, with a
slight abuse of terminology, we will also call the Gram matrix of the set {|ψθ￿}.
Lemma 52 There exists a unitary operator V which transforms {|ψθ￿} to {|φθ￿}, that is,
∀θ : V |ψθ￿ = |φθ￿, if and only if the Gram matrices of the two sets of states are equal, i.e.
∀θ, θ￿ : ￿ψθ|ψθ￿￿ = ￿φθ|φθ￿￿
A simple proof of this lemma is provided in the footnote.1
It is now straightforward to prove theorem 50.
Proof of theorem 50. By definition 46, |ψ￿ and |φ￿ are unitarily G-equivalent if there
exists a unitary transformation VG-inv which take |ψ￿ to |φ￿. By lemma 8 there exists such a
unitary if and only if there exists a unitary V such that ∀g ∈ G : V U(g)|ψ￿ = U(g)|φ￿. By
lemma (52), the necessary and sufficient condition for the existence of such a unitary is the
equality of the Gram matrices of the set {U(g)|ψ￿ : g ∈ G} and the set {U(g)|φ￿ : g ∈ G}.
Given that the elements of these matrices are, respectively,
[Xψ]g1,g2 = ￿ψ|U †(g1)U(g2)|ψ￿ = ω(g−11 , g2)￿ψ|U(g−11 g2)|ψ￿,
and
[Xφ]g1,g2 = ￿φ|U †(g1)U(g2)|φ￿ = ω(g−11 , g2)￿φ|U(g−11 g2)|φ￿,
their equality is equivalent to
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿, (6.13)
where we have use the fact g → U(g) is a projective unitary representation and so
U †(g1)U(g2) = U(g
−1
1 )U(g2) = ω(g
−1
1 , g2)
for the cocycle ω. Eq.(6.13) is simply the statement that the characteristic functions χψ(g)
and χφ(g) are equal.
1 The necessity of the equality of the Gram matrices is trivial. Sufficiency is proven as follows. Suppose
we use a subset {|ψθ1￿, |ψθ2￿, · · · } of {|ψθ￿} to build an orthonormal basis for the subspace spanned by
{|ψθ￿} via the Gram-Schmidt process and call this basis I. Similarly, use the subset {|φθ1￿, |φθ2￿, · · · } of
{|φθ￿} to build an orthonormal basis for the subspace spanned by {|φθ￿} via the Gram-Schmidt process
and call this basis II. Recall that the Gram-Schmidt orthogonalization process depends only on the Gram
matrix of the set of states. Since, by assumption, the Gram matrix of the two sets of states are equal then
for any state |ψθ￿ ∈ {|ψθ￿} its description in basis I is the same as the description of the corresponding
|φθ￿ ∈ {|φθ￿} in basis II. It follows that if V is the unitary which transforms basis I to basis II, then by
linearity for all |ψθ￿ ∈ {|ψθ￿}, V maps |ψθ￿ to the state |φθ￿. This proves the lemma.
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Example 53 In example 48 we found the characterization of unitary equivalence classes
based the reduction of states to irreps in the case of group U(1) with representation eiθ →
eiθN where N is the number operator with integer eigenvalues. Here, we use the result of
lemma 52 to find another characterization of these unitary equivalence classes in terms
of characteristic function of states. In this case, for arbitrary state |ψ￿ =
￿
n,α ψn,α|n,α￿
the characteristic function of state |ψ￿ is given by the expectation value of the phase shift
operator, i.e.







α |ψn,α|2 is the reduction onto irreps.
As we saw in the above example, in the U(1) case, the reduction onto irreps and the
characteristic function are related by a Fourier transform. The Fourier transform can also
be defined for arbitrary compact Lie groups (which might be non-Abelian) or for finite
groups and in these cases, it also describes the relation between the reduction onto irreps
and the characteristic function, as will be shown in section 6.2.
6.1.3 Approximate notion of unitary G-equivalence
We have found the necessary and sufficient condition for the existence of a G-invariant
unitary which transforms a pure state ψ to another pure state φ. This is the condition for
exact transformation. But there might be situations in which we cannot transform ψ to φ
but we can transform it to some state close to φ.
In the following we demonstrate that if the reductions onto irreps of two pure states ψ
and φ are close (or equivalently their characteristic functions are close) then there exists a
G-invariant unitary which transforms ψ to a state close to φ.
Recall that the fidelity of two positive operators A1 and A2 is defined as









where ￿ · ￿ denotes the trace norm. 2
2It is worth mentioning that the fidelity of states is monotone under information processing, i.e.
Fid(ρ1, ρ2) ≤ Fid (E(ρ1), E(ρ2)) for any channel E .
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Theorem 54 Suppose {F (µ)1 } and {F
(µ)
2 } are respectively the reductions onto irreps of ψ1
and ψ2 two arbitrary states in the same Hilbert space. Then for any G-invariant unitary




Fid(F (µ)1 , F
(µ)
2 ) (6.16)
Furthermore there exists a G-invariant unitary V for which the equality holds.
According to this theorem if the fidelities of the reductions onto irreps is high then there
exists a G-invariant unitary which transforms one of the states to a state very close to the
other. On the other hand, if these fidelities are low we can never transform one of the
states to a state close to the other via G-invariant unitaries.
Remark 55 For {F (µ)1 } and {F
(µ)









2 . So theorem 54 is indeed
a generalization of theorem 47.
We present the proof of theorem 54 as well as some other versions of it and the proof of
remark 55 in appendix A.5.
Example 56 Recall our quantum optics example where the set of all phase shifts forms a
representation of group U(1) (see example 48). Suppose {pψ(n)} and {pφ(n)} are reductions
onto irreps for two states ψ and φ (So they are two probability distributions over integers).






and furthermore there exists a U(1)-invariant unitary for which the equality holds.
6.2 What are the reduction onto irreps and the char-
acteristic function?
We have found two different characterizations of the unitary G-equivalence class of of pure
states, namely the characteristic function of states and the reduction onto irreps of states.
In this section, we will show that the reduction onto the irreps and the characteristic
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function are simply two particular representations of the reduction of the state to the asso-
ciative algebra (for the degree of freedom associated to the symmetry transformation) and
that these representations are related to one another by a generalized Fourier transform.
Furthermore, we provide a list of properties of characteristic functions which will be useful
in the rest of this chapter.
In appendices A.3 and A.4 we present more discussions about the meaning of charac-
teristic functions of states. In appendix A.3 we discuss about the interpretation of the
absolute value of the characteristic function of state ψ,
|χψ(g)| = ￿ψ|U(g)|ψ￿| ,
in terms of the pairwise distinguishability of states in the set {U(g)|ψ￿ : g ∈ G}. In
particular, we argue that though the function |χψ(g)| uniquely specifies all the pairwise
distinguishabilities in this set, nevertheless it cannot specify the information that can be
transferred using the encoding g → U(g)|ψ￿ and so it can not specify the asymmetry of
state ψ. Also, in appendix A.4 we show that the characteristic function of a quantum state
can be thought as a natural generalization of the notion of the characteristic function of a
probability distribution.
6.2.1 Two representations of the reduction to the associative al-
gebra
If we are interested in only some particular degree of freedom of a quantum system then
we do not need the full description of the state in order to infer the statistical features
(expectation values, variances, correlations between two different observables, etcetera) of
that degree of freedom. In particular suppose we are interested in the statistical properties
of the set of operators {Oi ∈ B(H)}. Closing this set under the operator product and sum
yields the associative algebra generated by {Oi}, which is the set of all polynomials in {Oi}.
We denote this associative algebra by Alg{Oi}. To specify all the statistical properties of
the state ρ ∈ B(H) for the set of observables {Oi} it is necessary and sufficient to specify all
the expectation value of the state for the operators in Alg{Oi}. The object that contains
all and only this information is called the reduction of the state to the associative Algebra,
denoted ρ|Alg{Oi}.
Alg{Oi}, considered as a finite-dimensional C∗-algebra, has a unique decomposition
(up to unitary equivalence) of the form
￿
J
MmJ ⊗ InJ (6.18)
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where MmJ is the full matrix algebra B(CmJ ) and InJ is the identity on CnJ [58]. This




A(J) ⊗ InJ (6.19)
where A(J) ∈ B(CmJ ). Furthermore, if we consider the set of all elements of the algebra,
that is, all A ∈ Alg{Oi}, and look at the set of corresponding A(J) for fixed J , this set of
operators acts irreducibly on CmJ and spans B(CmJ ). Clearly this decomposition induces




MJ ⊗NJ . (6.20)
where MJ is isomorphic to CmJ and NJ is isomorphic to CnJ .
Suppose ΠJ is the projective operator to the subspace MJ ⊗NJ . Then to specify all
the relevant information about the observables in the Algebra for the given state ρ it is
necessary and sufficient to know all of the operators
ρ(J) ≡ trNJ (ΠJρΠJ). (6.21)





and so specifying the set {ρ(J)} we know all the relevant information about the state. In
other words, {ρ(J)} uniquely specifies the reduction to the Algebra ρ|Alg{Oi}.
The above discussion applies to any arbitrary set of observables. Here, we will be
interested in the case where this set describes the degree of freedom associated to some
symmetry transformation. If the symmetry transformation is associated with the symmetry
group G and projective unitary representation {U(g) : g ∈ G} on the Hilbert space of
the system, then the set of observables to consider are all those in the linear span of
{U(g) : g ∈ G}. In particular, in the case of Lie groups this set contains the representation
of all generators of the Lie Algebra (associated to the group) and all the polynomials formed
by these generators. For example, in the case of SO(3) the set includes all the observables
in the linear span of {U(Ω) : Ω ∈ SO(3)} and so it clearly contains all the generators,
which in this case are angular momentum operators, as well as all polynomials of these
generators.
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Decomposition of this algebra in the form of Eq. (6.18) in fact coincides with the




U (µ)(g)⊗ INµ (6.23)
where µ labels the irreps and INµ is the identity acting on the multiplicity subsystem
associated to irrep µ (Remember that G is by assumption a finite or compact Lie group
and so it is completely reducible.). Here we can think of µ playing the same role as J in
the decomposition of the arbitrary Algebra in Eq. (6.18). Each irrep index µ appearing
in the decomposition of {U(g) : g ∈ G} corresponds to one J in Eq. (6.18) and the set
{Uµ(g) : g ∈ G} for a fixed µ spans the full matrix algebra MmJ of the corresponding
J . Consequently, the spaces on which the projective unitary representation of G acts
irreducibly are simply the MJ . So it follows that in this case, where the associative
Algebra coincides with the span of the elements of the projective unitary representation of
the group, {U(g) : g ∈ G}, the set of operators {ρ(J)} (defined by Eq.(6.21)) is simply the
reduction onto the irreps of the state ρ, the generalization to mixed states of the notion
defined in the section 6.1.1, and therefore we can conclude that the reduction onto the
irreps is a representation of the reduction onto the associative algebra.
Another way to specify the reduction of the state onto the associative algebra is to
specify the Hilbert-Schmidt inner product of ρ with each of the U(g), namely, tr(ρU(g))
for all g ∈ G. So if we define the characteristic function associated to the state ρ as the
function χρ : G → C defined by χρ(g) ≡ tr(ρU(g)), then the characteristic function is
a particular representation of the reduction to the associative algebra. It is clear that
this definition constitutes a generalization to mixed states of the notion of characteristic
functions introduced in the section 6.1.2.
To summarize, we have
Remark 57 For a state ρ ∈ B(H) and a projective unitary representation U of a group
G, the reduction of ρ to the associative algebra Alg{U(g) : g ∈ G} can be represented either
in terms of the reduction onto irreps of ρ, defined as
{ρ(µ) ≡ trNµ(ΠµρΠµ)}, (6.24)
(where the Hilbert space decomposition induced by U is H =
￿
µ Mµ⊗Nµ and Πµ projects
onto Mµ ⊗Nµ), or in terms of the characteristic function of ρ, defined as
χρ(g) ≡ tr(ρU(g)). (6.25)
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Finally, we note that the relationship between these two representations is the Fourier
transform over the group.
Proposition 58 The characteristic function and reduction onto irreps can be computed










Proof. The expression for χρ(g) in terms of {ρ(µ)}, Eq. (6.26), follows directly from Eqs.
(6.23) and (6.25). Conversely, to find the {ρ(µ)} in terms of χρ(g) we use the Fourier
transform over the group. The idea is based on the following orthogonality relations which









where dg is the unique Haar measure on the group, bar denotes complex conjugate and
dµ is the dimension of irrep µ. According to this theorem any continuous function on
a compact Lie group can be uniformly approximated by linear combinations of matrix
elements U (µ)i,j (g). Note that for the finite groups, we can get the same orthogonality
relations by replacing the integral with a summation. Furthermore any function over a
finite group can be expressed as a linear combination of the matrix elements of irreps. So
basically all the properties we use hold for finite groups as well as compact Lie groups.
An arbitrary operator A(µ) in B(Mµ) can be written as a linear combination of elements




dg Uµ(g) tr(A(µ)Uµ(g−1)) (6.29)
Clearly this can be considered as a completeness relation where we have decomposed the
identity map on B(Mµ) as the sum of projections to a basis (which is generally overcom-
plete). Also note that the orthogonality relations imply that for ν ￿= µ
￿
dg U ν(g)tr(A(µ)Uµ(g−1)) = 0 (ν ￿= µ) (6.30)
Using these orthogonality relations, we obtain Eq. (6.27).
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We should emphasize that the reduction onto the associative algebra, though suffi-
cient for deciding G-equivalence of pure states, is not in general sufficient for deciding
G-equivalence of arbitrary states, i.e., mixed and pure. Its sufficiency in the case of pure
states follows from its sufficiency for deciding unitary G-equivalence (proven in Sec. 6.1.2)
and the fact that the unitary G-equivalence classes are a fine-graining of the G-equivalence
classes. Its insufficiency in the case of mixed states can be established by the following
simple example of two states (one pure and one mixed) that have the same characteristic
function but fall in different G-equivalence classes. The example is for the case of U(1)-
covariant operations, and the two states are 12(|0￿ + |1￿)(￿0| + ￿1|) and
1
2(|0￿￿0| + |1￿￿1|).
The second is clearly U(1)-invariant while the first is not and so they must lie in dif-
ferent U(1)-equivalence classes. Nonetheless, the characteristic function for both equals
χ(θ) = 1/2(1 + exp(iθ)).
We close this section by mentioning another consequence of the orthogonality relations
Eq.(6.28) which is useful later. Suppose A,B are arbitrary operators in B(Mµ) and
χA(g) ≡ tr(AU (µ)(g)), χB(g) ≡ tr(BU (µ)(g)), and χAB(g) ≡ tr(ABU (µ)(g))
are respectively the characteristic functions of A,B and AB. Then
χAB = dµ χA ∗ χB (6.31)
where ∗ is the convolution of two functions 3




In particular, since tr(AB) = χAB(e) (where e is the identity of group) the above formula
can be used to find tr(AB) in terms of the characteristic functions of A and B. Using
Eq.(6.31) we get





6.2.2 Properties of characteristic functions
The characteristic functions introduced here are quantum analogues of those used in clas-
sical probability theory. The connection is discussed in detail in Appendix A.4. Here we
simply summarize some useful properties of characteristic functions.
3Note that for non-Abelian groups f1 ∗ f2 is not necessarily equal to f2 ∗ f1.
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1. A function φ(g) from the finite or compact Lie group G to complex numbers is the
characteristic function of a physical state iff it is (continuous in the case of Lie groups)
positive definite (as defined in appendix A.4) and normalized (i.e. φ(e) = 1 where
e is the identity of group.). (This property assumes that all irreps are physically
accessible. )
2. The characteristic function of a state is invariant under G-invariant unitaries acting
on that state,
χVG-inv[ρ](g) = χρ(g),
where VG-inv[·] = VG-inv(·)V †G-inv and [VG-inv, U(g)] = 0 for all g ∈ G.
3. Characteristic functions multiply under tensor product,
χρ⊗σ(g) = χρ(g)χσ(g). (6.33)
4. |χρ(g)| ≤ 1 for all g ∈ G and χρ(e) = 1 where e is the identity of group.
5. If |χρ(gs)| = 1 for gs ∈ G then gs is a symmetry of ρ. If ρ is a pure state, then gs is
a symmetry of ρ if and only if |χρ(gs)| = 1.
6. So |χρ(g)| = 1 for all g ∈ G implies that the state is invariant; in this case χρ(g) is a
1-d representation of group.
7. Suppose L is the representation of a generator of the Lie group on the Hilbert space
of system such that {eiθL : θ ∈ (0, 2π]} is the representation of a U(1)-subgroup of






(Note that by χρ(eiθL) we really mean χρ(g) for the group element g ∈ G which is
represented by eiθL.)
Proof. Item 1 is proven in Appendix A.4.2. All the rest of these properties can simply
be proved by using the definition of the characteristic function, χρ(g) = tr(ρU(g)), and
group representation properties. For example to prove item 3 we use the fact that if the
representation of the symmetry G on the systems A (with state ρ) and B (with state σ) are
g → UA(g) and g → UB(g) then the representation of the symmetry on the joint system
AB is g → UA(g)⊗ UB(g). Then
χρ⊗σ(g) = tr (ρ⊗ σUA(g)⊗ UB(g)) = tr (ρUA(g)) tr (σUB(g)) = χρ(g)χσ(g)
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To prove 5 we note that if |χρ(gs)| = 1 for gs ∈ G then all eigenvectors of ρ are
eigenvectors of U(gs) with the same eigenvalue. As a result we get [ρ, U(gs)] = 0 and so
the state has the symmetry gs. On the other hand, [ρ, U(gs)] = 0 does not imply that
|χρ(gs)| = 1. For instance, the state 12 |0￿￿0| +
1
2 |1￿￿1| where |n￿ is a number eigenstate is
U(1)-invariant, but nonetheless, for φ ￿= 0, |χρ(φ)| ￿= 1. Therefore the points for which the
amplitude of the characteristic function is one are a subset of the symmetries of the state.
Meanwhile, if a pure state |ψ￿ has symmetry gs, such that U(gs)|ψ￿ = eiθ|ψ￿ for some θ,
then obviously |χψ(gs)| = 1. So for pure states the points for which the amplitude of the
characteristic function is one are exactly the state’s symmetries.
To prove 6, we first note that if |χρ(g)| = 1 for all g ∈ G, then the symmetry subgroup
of ρ is the entire group G, which is the definition of ρ being G-invariant. Furthermore, for
each g, the eigenvectors of ρ all live in the same eigenspace of U(g). Since the eigenvalue
of a unitary is a phase factor, each such eigenvector |ν￿ must satisfy U(g)|ν￿ = eiθ(g)|ν￿ for
some phase eiθ(g). It is then clear that χρ(g) = eiθ(g) and is a 1-dimensional representation
of the group.
Among the above properties, the fact that the tensor product of states is represented
by the product of their characteristic functions (property 3) turns out to be particularly
useful. This is because the alternative representation, in terms of reductions onto irreps,
does not provide a simple expression for the reduction of ρ ⊗ σ in terms of the reduction
of ρ and the reduction of σ. It involves Clebsch-Gordon coefficients and is generally quite
complicated for non-Abelian groups.
For this and other reasons, the characteristic function is generally our preferred way of
representing the reduction of the state onto the algebra, and consequently we will make
heavy use of it to answer various questions about the manipulation of asymmetry of pure
states to answer various questions about the manipulation of asymmetry of pure states.
6.3 G-equivalence classes
We have seen that the characteristic function of a pure state uniquely specifies its unitary
G-equivalence class. However, it is G-equivalence rather than unitary G-equivalence that
implies that two states have the same asymmetry properties, so we must ultimately charac-
terize the former. Fortunately, for the connected compact Lie groups, the conditions under
which two states are G-equivalent can also be stated simply in terms of their characteristic
functions, as is shown presently.
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Theorem 59 For G a connected compact Lie group, two pure states |ψ￿ and |φ￿ are G-
equivalent (i.e. they can be reversibly interconverted one to the other by G-covariant oper-
ations) iff there exists a 1-dimensional representation of G, eiΘ(g), such that
∀g ∈ G : ￿ψ|U(g)|ψ￿ = eiΘ(g)￿φ|U(g)|φ￿. (6.35)
Since the Semi-simple compact Lie groups do not have any non-trivial 1-dimensional rep-
resentation, the above theorem implies
Corollary 60 For G a semi-simple compact connected Lie group, two pure states |ψ￿ and
|φ￿ are G-equivalent iff their characteristic functions are equal i.e.
∀g ∈ G : ￿ψ|U(g)|ψ￿ = ￿φ|U(g)|φ￿. (6.36)
The above theorem applies only to connected compact Lie groups. Putting a restriction
on the states we can prove the following theorem which applies to both compact Lie groups
and finite groups
Theorem 61 Two pure states |ψ￿ and |φ￿ for which ￿ψ|U(g)|ψ￿ and ￿φ|U(g)|φ￿ are nonzero
for all g ∈ G are G-equivalent (i.e. they can be reversibly interconverted one to the other
by G-covariant operations) iff there exists a 1-dimensional representation of G, eiΘ(g), such
that
∀g ∈ G : ￿ψ|U(g)|ψ￿ = eiΘ(g)￿φ|U(g)|φ￿. (6.37)
Proof. (Theorems 59 and 61) The main tool we use in this proof is the Stinespring’s dila-
tion theorem for G-covariant channels discussed and proved in the section 4.4. According
to this result any G-covariant channel can be implemented by coupling the system to an
environment which is initially in a G-invariant state and the coupling can also be chosen
to be a G-invariant unitary.
First we prove that Eq. (6.35) implies that |ψ￿ and |φ￿ are G-equivalent. Suppose |ν0￿
is a G-invariant state of the environment whose characteristic function is constant and
equal to 1 for all group elements and |ν￿ is a state of environment with characteristic
function eiΘ(g) where by assumption eiΘ(g) is a 1-dimensional representation of the group
(such states always exists by virtue of property 1 of characteristic functions listed in section
6.2.2). Then according to Eq. (6.35) and property 3 of characteristic functions (listed in
the section 6.2.2), the characteristic function of |ψ￿ ⊗ |ν0￿ is the same as the characteristic
function of |φ￿ ⊗ |ν￿. It follows from Theorem 50 that there exists a G-invariant unitary
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which maps |ψ￿ ⊗ |ν0￿ to |φ￿ ⊗ |ν￿. So by coupling the system to an environment in state
|ν0￿ via this G-invariant unitary and then discarding the environment we can transform
|ψ￿ to |φ￿. Note that such a transformation clearly would be a G-covariant operation.
(Alternatively, let |ν∗￿ be the state with characteristic function e−iΘ(g). Note that since
e−iΘ(g) is also a 1-d representation of the group then by property 1 there exists a state
|ν∗￿ whose characteristic function is e−iΘ(g). Then since |ψ￿ ⊗ |ν∗￿, and |φ￿ ⊗ |ν0￿ have
the same characteristic function, by Theorem 50 there exists a G-invariant unitary which
transforms one to the other. Because |ν∗￿ is a G-invariant state and because the unitary
is G-invariant, the overall operation is G-covariant.)
Using an analogous argument, we can easily deduce that there also exists a G-covariant
operation which maps |φ￿ to |ψ￿. Therefore |ψ￿ and |φ￿ are G-equivalent.
We now prove the other direction of the theorem. If |ψ￿ and |φ￿ are G-equivalent, then
there exists a G-covariant operation from |ψ￿ to |φ￿ and vice versa. It then follows from the
Stinespring’s dilation theorem that there exists a G-invariant unitary V and a G-invariant
pure state |η1￿ such that
V |ψ￿|η1￿ = |φ￿|η2￿ (6.38)
for some pure state |η2￿, and there exists a G-invariant unitary V ￿ and a G-invariant pure
state |η￿1￿ such that
V ￿|φ￿|η￿1￿ = |ψ￿|η￿2￿
for some pure state |η￿2￿. These two equations together imply that
V ￿V |ψ￿|η1￿|η￿1￿ = |ψ￿|η2￿|η￿2￿ (6.39)
Since V ￿ and V are both G-invariant we can deduce that the characteristic functions of
|ψ￿|η1￿|η￿1￿ and |ψ￿|η2￿|η￿2￿ are equal. i.e.
χψχη1χη￿1 = χψχη2χη￿2 (6.40)
Since |η1￿ and |η￿1￿ are both G-invariant states the amplitude of their characteristic func-
tions are always one and so
|χψ| = |χψ||χη2χη￿2 | (6.41)
Now suppose G is a connected compact Lie group. Then for any state ψ in a finite
dimensional Hilbert space, |χψ| is 1 at identity and is non-vanishing for a neighbourhood
around identity in any direction. This implies that |χη2χη￿2 | has value 1 for a neighbourhood
around identity in any direction. By analyticity of the characteristic functions in finite
dimension, this implies that |χη2χη￿2 | is 1 everywhere. Therefore |η2￿|η
￿
2￿ is an invariant
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state. Note that it is this step of the proof which necessitates the restriction to connected
compact Lie groups.




where eiΘ1(g) and eiΘ2(g) are respectively the characteristic functions of |η1￿ and |η2￿. Fi-
nally, because eiΘ1(g) and eiΘ2(g) are 1-dimensional representations of G, it follows that
ei[Θ2(g)−Θ1(g)] is as well. This completes the proof of Theorem 59.
As we mentioned above, there is only one point in the proof in which we use the
assumption that the group is a connected Lie group: the fact that |χψ| = |χψ||χη2χη￿2 |
implies |χη2χη￿2 | = 1. This follows from the analyticity of the characteristic functions for
finite dimensional representations of Lie groups. For finite groups, where we cannot appeal
to the analyticity, if |χψ| is zero at some g ∈ G then |χψ| = |χψ||χη2χη￿2 | does not imply
|χη2χη￿2 | = 1 at that point. However, if we assume the function χψ is nonzero for all g ∈ G
then we can again deduce |χη2χη￿2 | = 1 and the rest of the argument goes through as before.
This completes the proof of theorem 61.
Example 62 Recall our quantum optics example where the set of all phase shifts forms
a representation of group U(1) (see example 48). For this representation of the symmetry
U(1) it turns out that the criterion of U(1)-equivalence of pure states has a simple form
in terms of reductions onto irreps. Suppose that the probability distributions {pψ(n)}n∈Z
and {pφ(n)}n∈Z are the reductions onto the irreps of ψ and φ respectively, so that the
characteristic functions are the Fourier transforms of these. Theorem 59 implies that ψ







inθ, or equivalently, using the Fourier transform, such that
pψ(n) = pφ(n+∆), (6.43)
which is precisely the condition found in Ref. [16]. As a specific example, we can see that
the states |ψ￿ = 1√
2
(|0￿+ |1￿) and |φ￿ = 1√
2
(|2￿+ |3￿) are U(1)-equivalent either by noting
that χψ(θ) = ei2θχφ(θ) or by noting that pψ(n) = pφ(n− 2).
In the above proof, free operations V and V ￿ together generate a closed reversible
cycle: we start with state |ψ￿ (the resource) and use invariant states |η1￿ (non-resources)
to generate |φ￿|η￿1￿ and then use |ψ￿ and couple it to |η2￿ to get the state |ψ￿|η￿2￿. Using
the properties of characteristic functions, we showed that the residue states |η2￿ and |η￿2￿
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should be invariant (non-resource). However this property can be derived from more general
considerations. Suppose |η2￿|η￿2￿ is not invariant. This implies that by going through this
cycle we have generated some additional resource without consuming any. This should be
impossible if the state |ψ￿ contains only a finite amount of the resource, which is indeed
the case for any state on a finite-dimensional Hilbert space if the group is not finite.
6.4 Deterministic transformations
In this section we find the necessary and sufficient condition to determine whether a pure
state ψ can be transformed to φ by a G-covariant channel. This is distinct from the question
of G-equivalence because the transformation is not required to be reversible.
Theorem 63 There exists a deterministic G-covariant map E transforming ψ to φ if and
only if there exists a positive definite function f over group G such that χψ(g) = χφ(g)f(g)
for all g ∈ G.
Note that if χφ is nonzero for all g ∈ G then f(g) = χψ(g)/χφ(g). So, in this case we
can conclude that there exists a G-covariant map E transforming ψ to φ if and only if
χψ(g)/χφ(g) is a positive definite function. As it is discussed in the appendix A.4.2 one
can test positive definiteness of f(g) by verifying that the set of operators defining its
Fourier transform are all positive.
Proof. (Theorem 63)
Similar to the proof of theorems 59 and 61 the main tool we use in this proof is
the Stinespring’s dilation theorem (also known as purification) of G-covariant channels
discussed and proved in the section 4.4. By this result we know that the transformation
can be achieve if and only if one can find an initial invariant ancilla state η and a final
(possibly non-invariant) ancilla state ν such that ψ⊗η and ϕ⊗ν are unitarily G-equivalent.
One then discards ν at the end. In terms of characteristic functions it means that
χψ(g)e
iΘ(g) = χϕ(g)χν(g). (6.44)
where eiΘ(g) is a 1-d representation of the group, the characteristic function of the invariant





. Since χν(g) and e−iΘ(g) are both positive definite then so
is their product (see appendix). This proves one direction of the theorem. To prove
the other direction, suppose there exists a a positive definite function f(g) such that
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χψ(g) = χφ(g)f(g) for all g ∈ G. This obviously implies f(e) = χψ(e)/χϕ(e) = 1 and so
the function is normalized. Then according to property 1 of characteristic functions, there
exists a normalized state ν whose characteristic function is equal to f(g). Now because
the characteristic function of φ ⊗ ν, i.e. χϕ(g)f(g), is equal to χψ, they are unitarily G-
equivalent. Therefore, there exists a G-invariant unitary transforming ψ⊗ν0 to φ⊗ν where
ν0 is the G-invariant state whose characteristic function is constant and equal to one for
all group elements. So by applying this G-invariant unitary to ψ ⊗ ν0 and transforming it
to φ⊗ ν and then discarding ν we can transform ψ to φ. Obviously this transformation is
G-covariant.
It is worth noting that the necessary and sufficient condition for G-equivalence (Theo-
rems 59 and 61) can also be obtained from the above result on deterministic transforma-
tions: If ψ and φ are G-equivalent, then there exist a G-covariant transformation from ψ
to φ and a G-covariant transformation from φ to ψ. Then the above results implies that
there exist normalized positive definite functions f1 and f2 such that χψ(g) = χφ(g)f1(g)
and χφ(g) = χψ(g)f2(g). This implies that
χψ(g) = χψ(g)f1(g)f2(g) (6.45)
and so if χψ(g) is nonzero for all group elements it follows that ∀g ∈ G : f1(g)f2(g) = 1.
But the absolute value of a positive definite function for all g is always less than or equal
to its absolute value at the identity of the group. Then it follows that f1 and f2 should be
1-dimensional representations of the group which is the content of theorem 61. Similarly
one can prove theorem 59 for the case of connected compact Lie groups.
In the following we present two examples for groups U(1) and ZN .
Example: U(1)-covariant deterministic transformations
Recall our quantum optics example where the set of all phase shifts forms a representation
of group U(1) (see example 48). According to the theorem 63 there exists a deterministic
U(1)-covariant map transforming ψ to φ if and only if there exists a positive definite f(θ)
such that
χψ(θ) = f(θ)χφ(θ) (6.46)
Since f(θ) is positive definite all Fourier components of this function {qn} are positive.
Furthermore, since χψ(0) = χφ(0) = 1 we conclude that f(0) = 1 which implies that￿
n qn = 1 and so the set {qn} is also a probability distribution. Suppose the set of
probabilities {pψn} and {pφn} are the Fourier transformation of χψ and χφ respectively.
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So the U(1)-covariant transformation from ψ to φ exists iff there exists a set of probabilities
{qn} which satisfies the above equality. This is indeed the condition for deterministic
interconversion in the U(1) case found in Ref. [16].
Example: ZN -covariant deterministic transformations
Suppose the group under consideration is the group ZN , the cyclic group of order N . For
any N , the group ZN is isomorphic to the group of integers {0, ...N − 1} where the group
action is addition modulo to N . From now on we use this isomorphism to denote the group
elements. These groups are clearly Abelian and so all of their irreps are one dimensional.
We can easily see that these irrep can be identified by an integer J in the set {0, ...N − 1}
such that the irreducible representation of group labeled by J is
k ∈ ZN → UJ(k) = ei2πJk/N (6.48)






where α labels multiplicities of irrep J and {|J,α￿} is a basis for the Hilbert space. An





As with any other Abelian group, the reduction of the state onto the irreps is simply the
probability distribution that the state induces over the irreps. So the reduction of ψ is




|ψ(J,α)|2 : J = 0, ..., N}.
On the other hand, the characteristic function of ψ is by definition the function k ∈






Clearly the characteristic function is the discrete Fourier transform of the reduction of the
state onto the irreps.
Now we are interested to know whether there exists a ZN -covariant quantum operation
which transforms ψ to φ. Assuming the characteristic function of φ, i.e. χφ(k) is nonzero
for all k’s, it follows from theorem 63 that such a ZN -covariant map exists iff χψ(k)/χφ(k)
is a positive definite function. But this function is positive definite iff its Fourier transform







is positive for all J = 0, ..., N . So to summarize, the necessary and sufficient condition for
existence of a ZN -covariant channel which transforms ψ to φ is that





ei2πJk/N ≥ 0 (6.53)
Consider the case of Z2 which has only two group elements denoted by {e, π} where
e is the identity of group and π2 = e. Using the above convention we denote e by k = 0
and π by k = 1. This group has only two inequivalent irreps: The trivial representation
(J = 0) in which
UJ=0(0) = UJ=0(1) = 1
and the nontrivial (J = 1) in which
UJ=1(1) = −UJ=1(0) = −1.
Then the reduction of ψ onto irreps is specified by the probability assigned to each of these
irreps and in this case since there are only two irreps we only need to specify one of the
probabilities, say pψ(J = 0). The characteristic function of ψ is
χψ(k) = pψ(J = 0) + (−1)kpψ(J = 1) (6.54)
So χψ(0) = 1 and χψ(1) = 2pψ(J = 0)−1. Then Eq.(6.53) implies that the transformation
ψ
















Since χψ(0)χφ(0) is always equal to one it turns out that the above two inequalities are equivalent
to |χψ(1)| ≤ |χφ(1)|, i.e.
|pψ(J = 0)− pψ(J = 1)| ≤ |pφ(J = 0)− pφ(J = 1)| (6.57)
Since
pψ(J = 0) + pψ(J = 1) = pφ(J = 0) + pφ(J = 1) = 1
the above condition is equivalent to the condition
min{pφ(J = 0), pφ(J = 1)} ≤ min{pψ(J = 0), pψ(J = 1)} (6.58)
which is exactly the same condition previously obtained in [16] using a totally different
approach. Eq. (6.53) is the generalization of this specific result for arbitrary cyclic group
ZN .
6.5 Catalysis
In any resource theory, if state ψ cannot be converted to state φ deterministically under the
restricted operations, it may still be the case that it is possible to do so using a catalyst,
which is an ancillary system that is prepared in a state that is not free relative to the
restriction that defines the resource theory but which must be returned to its initial state
at the end of the procedure. For example, in the resource theory of entanglement it is a
well-known fact that a transformation from a given state to another might be forbidden
under LOCC but that transformation can be performed using LOCC and an appropriate
catalysts [60].
In the case of the resource theory of asymmetry, a catalyst is a finite dimensional
ancillary system in an asymmetric state which can be used to achieve the interconversion
but only in such a way that its state remains unchanged at the end of process.
We shall say that the conversion ψ to φ is a nontrivial example of catalysis if there is
no deterministic G-covariant channel under which ψ goes to φ, but there is a deterministic
G-covariant channel and a catalyzing state ζ such that ψ ⊗ ζ goes to φ⊗ ζ.
In the resource theory of asymmetry, whether there is nontrivial catalysis or not depends
on the nature of the group. In the following we prove that in the case of compact connected
Lie groups catalysts are totally useless. We also present an example which shows how
catalysts can be useful in the case of finite groups.
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It turns out that in the case of pure state transformations, characteristic functions give
us a powerful insight into how a catalyst can make a transformation possible. Assume χψ
and χφ are respectively the characteristic functions of states ψ and φ for which there is
no G-covariant transformations which take ψ to φ. Then from theorem 63 we know that
if there is no G-covariant transformation from ψ to φ then there is no analytical positive
definite function f over group G such that it satisfies
∀g ∈ G : χψ(g) = χφ(g)f(g) (6.59)
On the other hand, if this transformation is possible using a catalyst ζ with characteristic




Now clearly for all points g ∈ G for which χζ(g) ￿= 0, Eq.(6.60) implies χψ(g) = χφ(g)f ￿(g).
But we know that this equality cannot hold for all group elements, otherwise there exists a
G-covariant channel which transform ψ to φ, in contradiction with our assumption. This
argument shows that the role of a catalyst is specified by the elements of group in which
the characteristic function of the catalysts are zero; For this specific group elements even
though χψ(g) ￿= χφ(g)f ￿(g) but χψ(g)χζ(g) = χφ(g)χζ(g)f ￿(g). This argument shows that
there is an important distinction between the the cases of compact connected Lie groups
and finite groups or Lie groups which are not connected.
6.5.1 Compact connected Lie groups
In the case of connected compact Lie groups, using the above argument and by virtue of
the analyticity of characteristic functions one can argue that catalysts cannot help, i.e. if a
transformation is possible with a catalysts it is also possible without any catalyst. To see
this first note that for any finite dimensional representation of compact Lie groups there is
a neighborhood around the identity element of group in which the characteristic function
of all pure states are nonzero (Otherwise there will be a unitary which is arbitrary close to
identity for which ￿ψ|U |ψ￿ = 0 for some state ψ. But in a finite dimensional Hilbert space




But since all these functions are analytical and since the group G is connected, if the
above equality is true for a neighbourhood around the identity element of G then it will
be true for all G. Then by theorem 63 we can conclude that there exists a G-covariant
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channel which transform ψ to φ (without help of any catalyst). So if this transformation
is possible with the use of a catalyst then it is also possible without using the catalyst. So
to summarize we have proven that
Theorem 64 For symmetries associated with compact connected Lie groups, there are no
examples of nontrivial catalysis using a finite catalyst.
6.5.2 Finite groups
The above argument clearly does not work in the case of finite groups. Indeed, as we will
see in the following it turns out that in the case of finite groups there are representations
of symmetry and states for which the characteristic function is zero for all g ∈ G except
the identity. So for these states Eq. (6.60) always holds for all group elements. Therefore,
using these states as catalysts one can always transform any state ψ to any arbitrary
state φ. (Indeed as we show in the following using these states as catalyst one can always
transform any mixed state to any other mixed state as well.)
Suppose the the symmetry described by group G is represented by g → TL(g) the left
regular representation of G on the Hilbert space H of a system such that
∀g ∈ G : TL(g)|h￿ = |gh￿ (6.62)
where {|h￿ : h ∈ G} is an orthonormal basis for H. Let e ∈ G be the identity element
of G. Now one can easily see that the characteristic function |e￿ is the delta function over
group G, i.e. the function ￿e|TL(g)|e￿ is zero for all elements of G except for the identity
element. Also it is straightforward to show that for any pair of states ρ and σ there exists
a G-covariant channel which transform ρ ⊗ |e￿￿e| to σ ⊗ |e￿￿e|. One realization of this




tr ([I⊗ |g￿￿g|]X)U(g)σU †(g)⊗ |g￿￿g| (6.63)
where g → U(g) is the representation of the symmetry on the space where σ lives and I is
the identity operator acting on the Hilbert space which ρ belongs to.
So unlike the case of connected compact Lie groups, in the case symmetries described
by finite groups, catalysts can be helpful.
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6.6 State to ensemble and stochastic transformations
In this section we study the problem of transforming one pure state to an ensemble of
pure states using G-covariant transformations. We are interested to know whether it is
possible to transform a given state ψ to the state φi, i = 1, ..., N with probability pi. The
transformation is such that at the end we know i and so we know which φi is generated.
Theorem 65 There exists a G-covariant map transforming ψ to {pi, |φi￿} if and only if
there exists positive definite (and continuous when G is a Lie group) functions fi(g) for





One important special case is when we are interested in just one of the outcome states. In
particular we are interested to know whether we can transform state |ψ￿ to |φ￿ with prob-
ability p. We call these transformations stochastic transformations. The above theorem
implies the following corollary about stochastic transformations.
Corollary 66 There exists a G-covariant map taking ψ to φ with probability p iff there
exists a positive definite (and continuous when G is a Lie group) function f(g) for which
f(e) = 1 such that χψ(g)− pχφ(g)f(g) is positive definite.
Example: U(1) covariant stochastic maps
Recall our quantum optics example where the set of all phase shifts forms a representation
of group U(1) (see example 48). Let IrrepU(1)(ψ) be the set of eigenvalues of the number
operator N for which the pure state ψ has nonzero weight in the associated eigenspace.
Assuming that ψ can be transformed to φ with nonzero probability under a U(1)-covariant
operation, one can easily show that








Here, we prove item 2 by contradiction. Assume this condition does not hold. Then for
any positive definite function f(θ), χφ(θ)f(θ) has a nonzero component of eimθ for some
m such that m < nmin(ψ) or m > nmax(ψ). Since both χφ(θ) and f(θ) are positive definite
the coefficient of eimθ will be positive. This implies that for any nonzero probability p, the
coefficient of eimθ in χψ(θ)−pχφ(θ)f(θ) is negative and so the function χψ(θ)−pχφ(θ)f(θ)
is not positive definite for any nonzero p. This proves the claim. Item 1 is proven similarly.
Item 2 was obtained by a different argument in Ref. [16] 4
Example: SO(3) covariant stochastic maps
Let IrrepSO(3)(ψ) be the set of all angular momentums j corresponding to the different
irreps of SO(3) for which the pure ψ has nonzero weight in the associated eigenspaces.
Using a similar argument to the one we used for the case of U(1), one can easily conclude
that if ψ can be transformed to φ under an SO(3)-covariant channel then








max{IrrepSO(3)(φ)} ≤ max{IrrepSO(3)(ψ)} (6.67)
The proofs of items 1 and 2 are similar to the case of U(1). To prove item 3 note that
the maximum j for which χφ(θ)f(θ) has a nonzero weight in the associated eigenspace, is
greater than or equal to jmax(φ). So if jmax(φ) is strictly greater than jmax(ψ), then for any
nonzero p, χ(ψ)− pχφ(θ)f(θ) cannot be positive definite.
Item 3 implies that if a pure state does not have any component of angular momen-
tum higher than j then by rotationally covariant operations it cannot be transformed
with nonzero probability to another pure state which does have a component of angular
momentum higher than j.
We end this section by providing the proof of theorem 65.
4The quantity IrrepU(1)(φ) was called the “number spectrum” of φ in Ref. [16].
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Proof of theorem 65
According to a version of the Stinespring dilation theorem, a general state to ensemble
transformation can always be purified in the following way: First, the input system (with
Hilbert space Hinp) unitarily interacts with an ancillary system (with Hilbert space Hanc).




Hi ⊗H￿i ⊗ |i￿￿i| (6.68)
After the unitary time evolution we perform a projective measurement on the third sub-
system in the basis {|i￿￿i|} and according to the outcome of measurement we discard the
subsystem H￿i the output would be the system described by Hi. This procedure realizes
the most general state to ensemble transformation.
Suppose a transformation maps |ψ￿ to |φi￿ with probability pi. Since the output is pure
clearly it cannot be entangled with the discarded system. In other words, after applying







where |ψ￿ is the initial state of system and |ν￿ is the initial state of ancilla.
Now according to an extension of Stinespring’s dilation theorem for G-covariant quan-
tum operation, if the state to ensemble transformation is G-covariant then one can choose
|ν￿ the initial state of ancilla to be G-invariant, the unitary V to be G-invariant unitary
and the basis {|i￿} to be G-invariant [48] .
Assuming V is a G-invariant unitary then the characteristic function of the right hand







where eiθ(g) is the characteristic function of the G-invariant ancilla |ν￿ and {eiαi(g)} are
the characteristic functions of the G-invariant states {|i￿}. Now because the product of
two characteristic functions is also a characteristic function, χνi(g)e
iαi(g)e−iθ(g) is a valid
characteristic function. So if there exists a G-covariant transformation which maps state
ψ to φi with probability pi, then the equation (6.64) should hold. This completes the
proof of one direction of the theorem. To prove the other direction, we note that property
(1) of characteristic functions implies that there exists a set of states {|νi￿} which have
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characteristic functions equal to {fi}. Now we choose |ν￿, the initial state of the ancilla,
to be a G-invariant state and we assume that its characteristic function is equal to one
for all group elements (i.e. any group element maps |ν￿ exactly to itself). Similarly
we choose a basis {|i￿} to be a set of G-invariant orthonormal states and assume the
characteristic functions of all of them are constant and equal to one. Then, equation (6.64)
implies that the characteristic function of |ψ￿|ν￿ is equal to the characteristic function of￿
i
√
pi|φi￿|ηi￿|i￿ and so there exists a G-invariant unitary which maps the former state
to the latter. Now by performing a measurement in the basis {|i￿} and discarding the
subsystem with the state |ηi￿ we can realize the desired map. This completes the proof of
theorem.
6.7 Asymptotic transformations
Here, we present a short summary of an unfinished project about asymmetry of pure states.
The goal is to characterize the asymmetry properties of pure quantum states when we are
given infinitely many copies of the state. Then, it turns out that to specify the asymmetry
properties in this case one requires less information about the state than is contained in
its characteristic function.
This problem can be thought of as the analogue of the problem of characterizing entan-
glement of states in the limit where one has many copies of an entangled state. In the case
of bipartite pure entangled states, it is well-known that all the entanglement properties of a
state at the limit of many copies can be specified by just a single number, the entanglement
entropy of the state (See e.g. [15]). More precisely, it can be shown that for any two pure
bipartite entangled states many copies of one can be reversibly transformed to many copies
of the other by Local Operations and Classical Communications at the rate which is given
by the ratio of the entanglement entropy of the two states. Here, we try to find similar
results in the asymmetry theory.
We say that there exists an asymptotic G-covariant transformation from state ψ to







where M(N) = ￿NR (ψ → φ)￿ and Fid (ψ1,ψ2) is the fidelity between ψ1 and ψ2.
We will state the main result without proof [65]
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Theorem 67 If there exists an asymptotic G-covariant transformation from ψ to φ at rate
R (ψ → φ) then
1. SymG(ψ) ⊆ SymG(φ),
2. R (ψ → φ)Cg (φ) ≤ Cg (ψ) where Cg(ψ) and Cg(φ) are respectively the covariance
matrices 5 of states ψ and φ.
We say that there exists a reversible asymptotic G-covariant transformation from
ψ to φ at rate R (ψ → φ) if there is an asymptotic G-covariant transformation from ψ to
φ at rate R = R (ψ → φ) and an asymptotic transformation from φ to ψ at rate R−1.
Theorem 68 For a compact connected Lie group G, if there exists a reversible asymptotic
G-covariant transformation between ψ and φ at rate R (ψ → φ) then
1. SymG(ψ) = SymG(φ),
2. Cg (ψ) = R (ψ → φ)Cg (φ),
3. ￿L￿ψ = R (ψ → φ) ￿L￿φ for L any arbitrary element of the commutator subalgebra
[g, g]6.
We conjecture that these conditions are also sufficient if the group is connected. If this
conjecture is true, then at the limit where we are given many copies of a pure state ψ, the
asymmetry properties of ψ can be uniquely specified by i) Symmetries of ψ, i.e. SymG(ψ),
ii) the covariance matrix of ψ, and iii) the expectation value for ψ of a basis in the com-
mutator subalgebra [g, g] of the Lie algebra g.
5Let {Lk} be a basis for the Lie algebra g associated to the compact Lie group G. Then we define the
covariance matrix of the state ψ as
[Cg]kl (ψ) ≡ 1/2 ￿ψ|LkLl + LlLk|ψ￿ − ￿ψ|Lk |ψ￿ ￿ψ|Ll|ψ￿
6The commutator subalgebra [g, g] (also known as the derived subalgebra) is the subalgebra spanned by
[L1, L2] for all L1, L2 ∈ g.
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Conclusion (Part I)
In the first part of this thesis we introduced and studied the notion of asymmetry of
states. Our main motivation for this study has been to find the appropriate concepts
and framework for a systematic study of the consequences of symmetry of time evolutions
for open and closed systems. In particular, we have been interested to find the maximal
constraints imposed by the symmetry of time evolution on the final state of a time evolution
for a given initial state. Another important motivation comes from the field of quantum
metrology where in many cases the parameter to be estimated is an unknown element of
a group.
We started by defining the asymmetry of a state ρ relative to the symmetry described
by group G as the properties of state ρ which are required to specify the set of all final states
which can be reached form ρ via G-covariant time evolutions; we called it the constrained-
dynamical approach. We demonstrated that there is another approach for characterizing
the asymmetry of a state which does not emphasize G-covariant dynamics-the information-
theoretic approach. Here, the asymmetry of a state ρ is specified by the properties of the
covariant set {Ug(ρ) : g ∈ G}. We have shown that the two points of views yield the same
notion of asymmetry.
The information theoretic point of view to asymmetry implies that some previously
known results in the field of information theory have non-trivial implications about the
consequences of symmetry of a dynamics. For instance, as we saw in chapter 3, the
monotonicity of the Holevo quantity under information processing implies a non-trivial
lower bound on the entropy generation in an open system dynamics with symmetry. We
also showed that using information monotones one can construct asymmetry monotones,
functions which quantify the amount of asymmetry of a state. Any asymmetry monotone
puts a restriction on the possible final states of an open system dynamics which has a
symmetry, namely, the amount of asymmetry of the final state should be less than or equal
to the amount of asymmetry of the initial state.
Also, we observed that in the case of closed system dynamics with symmetry G any
141
G-asymmetry monotone is a constant of motion. We proved that in the case of pure states
the constraints imposed by the conservation of these quantities are not independent of
the standard conservation laws implied by Noether’s theorem. On the other hand, we
proved that in the case of mixed states in a closed system dynamics with symmetry G, the
conservation of any non-trivial continuous G-asymmetry monotone give constraints which
are independent of the conservation laws implied by Noether’s theorem.
As another example of an application of the information theoretic point of view to
asymmetry, we used both constrained dynamical and information-theoretic approaches to
asymmetry to find two characterizations of unitary G-equivalence classes of pure states:
the reduction of the state to the irreps and the characteristic function of the state. We
observed that these two characterizations are related to one another by a Fourier transform
and that they are in fact two different representations of one object, namely, the reduction
of the state to the associative algebra generated by the representation of the group. We
focused on the characteristic function as the preferred representation of the reduction of
the state to the associative algebra. Furthermore, using the nice mathematical properties
of characteristic functions and by virtue of the Stinespring dilation theorem for G-covariant
channels (proved in chapter 4) we proved that in the case of connected compact Lie groups
two pure states are G-equivalent (i.e. can be transformed to each other via G-covariant
channels and so have exactly the same asymmetry properties relative to the group G)
iff their characteristic functions are equal up to a 1-dimensional representation of group.
Also, making an extra assumption that the characteristic function be non-zero for all group
elements, we could extend this result to the case of finite groups as well as all compact Lie
groups.
Furthermore, we showed how to use characteristic functions to answer different inter-
esting questions about the manipulation of the asymmetry of pure states. In particular,
we identified the conditions for the possibility of a conversion of one pure state to another
using G-covariant operations that are deterministic, stochastic or assisted by an asymmet-
ric catalyst. So, in the case of compact Lie groups and finite groups we have been able to
answer the basic questions in the resource theory of asymmetry for the case of pure states.
On the other hand, we presented examples which show that the characteristic function
of a mixed state ρ, i.e. the function χρ(g) = tr (ρU(g)) fails to specify the asymmetry
properties of the state. The problem is that, roughly speaking, this function cannot see the
coherence between different irreps of the group. Furthermore, it cannot see the correlations
between the subsystems of the Hilbert space in which the symmetry acts irreducibly and
the corresponding multiplicity subsystems in which the symmetry acts trivially. But, both
of these factors play important role in specifying the asymmetry of a mixed state.
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So, in the case of mixed states the main tools for the study of asymmetry are asymmetry
monotones and modes of asymmetry, a notion which we introduced in chapter 5. The idea
here is that symmetry of a linear map induces a natural structure on the input and output
spaces such that they decompose to different linearly independent modes and an input state
which has nonzero component in only a given set of modes can generate output states with
nonzero components only in that set of modes. 7
In the case of G-covariant super-operators the notion of modes can be understood in
terms of irreducible tensor operators. More precisely, the subspace spanned by all the
irreducible tensor operators which only differ with each other in their multiplicity index
defines a mode. Then, one rough characterization of asymmetry of states can be found
by specifying the modes of asymmetry in which a given state has nonzero components:
If a state does not have a component in a particular mode of asymmetry then under G-
covariant transformations it cannot evolve to a state which has nonzero component in that
mode of asymmetry, and this holds even in the case of stochastic transformations. We
also provided a more refined version of this characterization of asymmetry by introducing
asymmetry monotones which quantify the amount of asymmetry in each mode.
The notion of a mode decomposition of states naturally extends to a mode decompo-
sition of measurements and time evolutions. This type of decomposition is particularly
useful for answering a problem which has been previously studied using different tech-
niques, i.e. the problem of simulating measurements and time evolutions using symmetric
dynamics and a given bounded size quantum reference frame. We showed that the ability
of a quantum reference frame to simulate a particular channel or measurement can be
determined by specifying its components only in those modes for which the target channel
or measurement has a nonzero component. This simple observation provides a powerful
insight into the problem.
Future work
There are many open questions left in this field of research. One interesting question is to
find the necessary and sufficient conditions for ρ
G-cov−−−→ σ, i.e. the necessary and sufficient
condition under which there exists a G-covariant dynamics which maps a given state ρ
to state σ when these are not assumed to be pure states. From lemma 7 we know that
7This is basically why the Fourier analysis is particularly useful for the study of Linear Time Invariant
systems. Here, the symmetry of maps is time invariance and different modes correspond to signals with
different frequencies.
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this question is equivalent to the following question: What is the necessary and sufficient





It is likely to be a very difficult problem.
The more general problem of finding the necessary and sufficient conditions for the
existence of a channel which transforms an arbitrary given set of states to another set
of states has been previously studied, but little progress has been made on this problem.
Any progress in that direction will also be a progress in solving the above question about
interconversion of states under G-covariant channels.
Another related open problem, which might be slightly easier, is to characterize the
asymmetry of mixed states, i.e. to find the necessary and sufficient condition under which
for a given pair of states ρ and σ both transformations ρ
G-cov−−−→ σ and σ G-cov−−−→ ρ are possible.
As we mentioned before, in this case the characteristic function of a state cannot specify its
asymmetry. Indeed, as we have proven in theorem 15 there does not exist any non-trivial
continuous G-asymmetry monotone which can be expressed in terms of the characteristic
functions of states. This implies that specifying only the characteristic function of the
state does not give any information about the amount of asymmetry of the state.
A simpler open question about mixed states is to find all the consequences of a symmetry
of a closed system dynamics in which a mixed state evolves to another mixed state. In other
words, to find all the constraints one can put on the final state of a dynamics according
to the initial state based on the symmetry of dynamics. To find this, we need to answer
the following question: What are the necessary and sufficiency conditions under which a
given mixed state ρ can be transformed to another mixed state σ by a G-invariant unitary
V such that σ = V ρV †?
Clearly, the equality of the characteristic functions of states, i.e. ∀g ∈ G : tr (ρU(g)) =
tr (σU(g)) is a necessary but not sufficient condition, as it is shown in the example dis-
cussed in section 3.6. So, to find the sufficient condition one may need to consider more
complicated functions of states. A reasonable guess for such a generalization could be the
equations










But we still do not know if these conditions are actually sufficient or not.
Even in the case of pure states there are still some problems left. For example, in
the case of finite groups the criterion we have found for G-equivalence of pure states,
given in theorem 61, only works if the characteristic functions of states are nonzero for
all group elements. The next natural step here is to relax this extra assumption and find
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the necessary and sufficient conditions for the G-equivalence for arbitrary states. Also,
proving (or disproving) the sufficiency of the three necessary conditions in theorem 68 for
asymptotic reversible transformation between pure states is still an open question.
In the following we list some other directions for future research in this field.
1. Hidden asymmetry: In this thesis we have explored some consequences of the
information-theoretic point of view to asymmetry. But, there is much more to say
about these consequences. For instance, there are many exotic phenomena in quan-
tum information theory that do not have any counterpart in classical information
theory and therefore one expects that quantum asymmetry may have interesting fea-
tures not found for classical asymmetry. In particular, a symmetry of the quantum
dynamics may have consequences which have no counterpart in the case of classical
dynamics. A candidate example is based on the quantum phenomenon called locking
of classical information in quantum states [77]. To see the connection, consider the
decomposition of Hilbert space induced by decomposing the representation of the





Then, the asymmetry of states completely depends on the correlations between the
subsystems Mµ and Nµ for all µ’s.
Now one can easily show that under unitary or non-unitary dynamics which are
invariant under the group action, information can never flow from a subsystem as-
sociated to a given irreducible representation to its multiplicity subsystem. This
implies that, under the restriction to G-covariant dynamics correlations between Mµ
and Nµ can be locked in the same sense that classical information can be locked in
quantum states. Combining these ideas we can make an example which could be an
example of an asymmetry phenomenon that is genuinely quantum.
2. Noise in quantum amplifiers: One interesting question which came out of this
study on asymmetry is about the noise in quantum amplifiers. The traditional ex-
planation of the noise generated by quantum amplifiers is based on the commuta-
tion relations in quantum mechanics together with the linearity of the equations of
motion [76]. But one can also argue that the noise at the output is inevitable be-
cause otherwise the distinguishability of states at the output will be higher than the
distinguishability of states at the input (which would violate the data processing in-
equality). This consideration leads to some lower bounds on the minimum noise at
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the output. In other words, thinking of the amplifier as an example of information
processing can put a bound on the minimum noise. A clear advantage of this ap-
proach is that one can find constraints which also hold for nonlinear and stochastic
amplifiers.
3. Applications in the study of non-unitary theories: By the study of asymme-
try we have now different tools for finding the consequences of symmetry in open
system dynamics where Noether’s theorem cannot be applied. One interesting type
of application 8 is to use these tools to find the consequences of symmetry in non-
unitary theory modifications of quantum theory which have been proposed as possible
solutions to the black hole information loss paradox.
8This possible application is proposed by Rafael Sorkin.
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Part II
A Generalization of Schur-Weyl





In this chapter we introduce the preliminary notions and the notations we use in part II
of this thesis.
7.1 Commutant and Centralizer
For a complex vector space V , define End(V) to be the set of linear maps from V to itself
(endomorphism). This set has a natural structure of algebra and is called the full matrix
algebra over V . Any matrix algebra defined on V is a subalgebra of End(V). Here, we only
consider finite dimensional vector spaces.
For any vector space V , and any set {Ai ∈ End(V)} we call the set of all operators in
End(V) which commute with {Ai} the commutant of {Ai} and denote it by Comm{Ai}.
Note that for any arbitrary set {Ai ∈ End(V)}, its commutant, i.e. Comm{Ai}, is an
algebra.
Let {Ai ∈ End(V)} be a set of Hermitian operators, i.e. Ai = A†i . Then it holds that
Comm{Comm{Ai}} = Alg{Ai, I} (7.1)
where by Alg{Ai, I} we mean the complex matrix algebra generated by the set {Ai} and
I (identity operator on V). Any such complex matrix algebra which includes identity
operator and is closed under adjoint (†) is called a finite dimensional von Neumann algebra.
Note that Eq.(7.1) means that for any finite dimensional von Neumann algebra A
Comm{Comm{A}} = A (7.2)
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which is the defining property of these algebras. In part II of this thesis we only use
this type of algebras and whenever we refer to an object as an algebra we mean a finite
dimensional von Neumann algebra. Note that for any subgroup H of the unitary group
the algebra spanned by H, Alg{H}, is a von Neumann algebra.
A finite dimensional von Neumann algebra, as a finite dimensional matrix C∗-algebra,




(MmJ ⊗ InJ ) (7.3)
where MmJ is the full matrix algebra End(CmJ ) and InJ is the identity on CnJ . A von
Neumann algebra by definition includes identity. Therefore for these algebras
￿
J mJnJ is
equal to the dimension of the vector space.
For two algebras A1 ⊆ End(V1) and A2 ⊆ End(V2) it holds that
Comm{A1 ⊗A2} = Comm{A1}⊗ Comm{A2} (7.4)
this is called commutation theorem for tensor products.
In this thesis we will use the notion of centralizer in a different way than commutant.
By the centralizer of a subgroup H0 in group H we mean the set of all elements of group
H which commute with all elements of the subgroup H0. We denote the centralizer of H0
by H ￿0. Note that the centralizer of any subgroup of a group is also a subgroup of that
group.
Let H be a subgroup of U(d) and H ￿ be its centralizer in this group. Then it holds that
Comm{H} = Alg{H ￿} (7.5)
7.1.1 Dual reductive pairs and Schur-Weyl duality
Let H1,H2 be two groups of unitaries acting on the complex vector space V and assume
that they commute with each other, that is, H1 and H2 are each within one another’s
centralizer in the group of all unitaries on V . Then, under the action of H1 and H2, the




Mµ ⊗Nν ⊗ Cmµ,ν (7.6)
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where H1 and H2 act irreducibly on Mµ and Nµ respectively, where µ and ν label distinct
irreducible representations (irreps) of H1 and H2 respectively and where mµ,ν is the mul-
tiplicity of irreps µ, ν. Then for some specific commuting groups the following equivalent
properties hold [13, 66].
Proposition 69 Let H1,H2 be two groups acting on V. Then the following are equivalent
1. The complex algebra spanned by H1 is the commutant of the complex algebra spanned
by H2 in End(V) and vice versa.
2. In the decomposition 7.6 each mµ,ν is either 0 or 1 and at most one mµ,ν is nonzero
for each µ and each ν.
Any two groups with these properties are called a dual reductive pair of subgroups of GL(V)
the general linear group on V.
Note that using the notation we have introduced before the first statement can be
written as Alg{H1} = Comm{H2} and by virtue of Eq.(7.2) this equation is equivalent to
Alg{H2} = Comm{H1}.
Consider the following representation of the unitary group U(d) on (Cd)⊗n:
∀V ∈ U(d) : Q(V )|i1￿ ⊗ · · ·⊗ |in￿ = V |i1￿ ⊗ · · ·⊗ V |in￿ (7.7)
For a subgroup H of U(d) we denote the group {Q(V ) : V ∈ H} by Q(H) and we call
it the collective action of H on (Cd)⊗n. Consider also the canonical representation of the
symmetric group of degree n, Sn, on (Cd)⊗n
∀s ∈ Sn : P(s)|i1￿ ⊗ · · ·⊗ |in￿ = |is−1(1)￿ ⊗ · · ·⊗ |is−1(n)￿ (7.8)
We denote the group {P(s) : s ∈ Sn} by P(Sn). Then Schur-Weyl duality states that
Theorem 70 (Schur-Weyl duality) The following two algebras are commutants of one
another in End((Cd)⊗n)
1. Alg{Q(U(d))}, the complex algebra spanned by Q(U(d)).
2. Alg {P(Sn)}, the complex algebra spanned by P(Sn).
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In other words, the subgroups Q(U(d)) and P(Sn) are dual reductive pairs in GL((Cd)⊗n).
Using our notation, Schur-Weyl duality can be expressed as Comm{Q(U(d))} = Alg{P(Sn)}
or equivalently as Alg{Q(U(d))} = Comm{P(Sn)}.
This theorem together with the proposition 69 implies that there is a one-to-one corre-
spondence between the irreps of the group U(d) which show up in representation Q(U(d))
and the irreps of the group Sn which show up in representation P(Sn). Furthermore, the
theorem implies that the action of Q(U(d))×P(Sn) is multiplicity-free on (Cd)⊗n.
In the following section, we present a generalization of Schur-Weyl duality for the case
of gauge subgroups of U(d).
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Chapter 8
A Generalization of Schur-Weyl
duality
In this chapter we present a generalization of Schur-Weyl duality which holds for specific
subgroups of the unitary group which we call gauge groups. We start the chapter by
defining and characterizing gauge groups. Then, in section 8.2, based on the notion of
gauge groups, we introduce new dual reductive pairs acting on the space (Cd)⊗n. We show
that the standard Schur-Weyl duality is indeed a special case of these new dual reductive
pairs.
Then, in section 8.3 we consider the symmetric and anti-symmetric subspaces of (Cd)⊗n
and will show that a stronger form of the duality holds in this subspaces. The main result
of this section, i.e. theorem 76, will be particularly useful in the next chapters where we
study applications of these results in estimation theory. This theorem is proven at the end
of this chapter.
8.1 Gauge groups and their characterizations
For any subgroup G of U(d) let G￿ denote the centralizer of G in U(d), i.e. the set of all
elements of U(d) which commutes with all elements of G. Also denote the centralizer of
the centralizer of G by G￿￿ ≡ (G￿)￿. Then in general G ⊆ G￿￿. We call a unitary group
G a gauge group if G = G￿￿. The fact that in any arbitrary group and for any arbitrary
subgroup H, H ⊆ H ￿￿ implies that ((H ￿)￿)￿ = H ￿. So for arbitrary subgroup H of U(d), its
centralizer H ￿ is a gauge group.
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Equivalently, one can think of a gauge group as the set of all unitaries in End(Cd)
which commute with a von Neumann algebra A ⊆ End(Cd). This is true because for any
subgroup G of U(d), G￿￿ is equal to all the unitaries which commute with G￿ or equivalently
all the unitaries which commute with Alg{G￿} (which is a von Neumann algebra). So if
G = G￿￿ then G is equal to the set of all unitaries which commute with an algebra, namely
Alg{G￿}. On the other hand, if G is equal to the set of all unitaries in End(Cd) which
commute with an algebra A ⊆ End(Cd) then G￿ is equal to the set of all the unitaries in
the algebra A and so is a basis for this algebra. Since G￿￿ is equal to the set of all the
unitaries which commute with G￿, and G￿ is a basis for A, then G￿￿ is equal to the set of
all unitaries which commute with the algebra A and so is equal to G. Therefore, these two
definitions of gauge group are equivalent.
This discussion implies that one way to specify a gauge group is to specify the von
Neumann algebra of operators which commute with the gauge group, for instance by
specifying the generators of that algebra. We call the gauge group formed by all unitaries
which commute with a von Neumann algebra A the gauge group of A and denote it by
GA. Note that if GA is the gauge group of A then it holds that
Comm{GA} = Alg{G￿A} = A. (8.1)
Using this together with commutation theorem for tensor product Eq.(7.4) and Eq.(7.5)
we find
Comm{G×nA } = Alg{(G￿A)×n} = A⊗n (8.2)
Also note that Eq.(8.1) implies that any von Neumann algebra can be uniquely specified
by its gauge group.
Now, based on this observation that any gauge group can be thought as the set of
unitaries commuting with a von Neumann algebra, characterizing the set of all gauge
groups is equivalent to characterizing all von Neumann algebras which is done by Eq.(7.3).
This decomposition implies that GA, the gauge group of A, has a unique decomposition




(ImJ ⊗ U(nJ)) (8.3)
where ImJ is the identity on CmJ and
￿
J nJmJ = d. In other words, for any set of
integers 0 ≤ n1 ≤ · · · ≤ nd ≤ d there is a gauge group acting on Cd which is isomorphic
to U(n1) × · · · × U(nd) iff there is a set of positive integers 1 ≤ m1, · · · ,md ≤ d such
that
￿d
i=1 nimi = d (Here, we use the convention that U(0) is the trivial group which
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includes only one element.). In particular, for any vector space Cd, there are gauge groups
isomorphic to U(1)×d and U(d). These gauge groups can be respectively thought as the
gauge group of the algebra of all diagonal matrices in some orthonormal basis and the
algebra generated by the identity matrix.
For instance, in the case of d = 2 the set of all gauge groups can be classified in the
following three types: i) n1 = 0, n2 = 1 which corresponds to the group {eiθI : θ ∈ (0, 2π]}
where I is the identity operator , ii) n1 = 0, n2 = 2 which corresponds to the group U(2)
iii) n1 = 1, n2 = 1 which corresponds to the group
{eiθ0 |0￿￿0|+ eiθ1 |1￿￿1| : θ0, θ1 ∈ (0, 2π]}
for any arbitrary orthonormal basis {|0￿, |1￿}.
Note that this characterization implies that any non-trivial gauge group is a unimodular
Lie group, i.e. its left invariant measure is equal to the right invariant measure (up to a
constant) and so it has a unique invariant measure.
Throughout the rest of this thesis we will extensively use the uniform twirling over
subgroups of unitary group with respect to their unique (normalized) Haar measure. For




dµ(V ) V (·)V † (8.4)
where dµ is the normalized Haar measure of H. Since dµ is the uniform measure any
operator in the image of TH commutes with H. Therefore if GA is the gauge group of a
von Neumann algebra A then the image of TGA is inside the algebra A.
Finally, it is worth noting that if G is a gauge group then the two groups G and
G￿ are dual reductive pairs. However, the inverse is not true, i.e. if two groups are
dual reductive pairs, they are not necessarily each other’s centralizers in the group of all
unitaries. For example, according to the Schur-Weyl duality, the canonical representation
of the permutation group on (Cd)⊗n, i.e. P(Sn), and the collective action of U(d), i.e.
Q(U(d)), are dual reductive pairs but they are surely not equal to one another’s centralizer
in the group of all unitares acting on (Cd)⊗n.
8.2 From gauge groups to dual reductive pair on prod-
uct spaces
For a subgroup H of U(d) we denote H×n to be the group H×n ≡ {U1⊗ · · ·⊗Un : Ui ∈ H}.
Also, let ￿H×n,P(Sn)￿ denote the group acting on (Cd)⊗n which is generated by the two
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groups H×n and P(Sn) = {P(s) : s ∈ Sn}. Note that every element of ￿H×n,P(Sn)￿ can be
written in the canonical form of WP(s) for a unique W ∈ H×n and a unique s ∈ Sn. This
implies a homomorphism from ￿H×n,P(Sn)￿ to P(Sn) with the kernel H×n, and therefore
￿H×n,P(Sn)￿ = H×n ￿P(Sn).
Then one can prove the following generalization of Schur-Weyl duality
Theorem 71 (Generalization of Schur-Weyl duality) Suppose G and G￿ are one
another’s centralizers in the group of unitaries U(d). Then the following two algebras are
commutants of one another in End((Cd)⊗n)
1. Alg{Q(G)}, the complex algebra spanned by Q(G).
2. Alg {(G￿)×n,P(Sn)}, the complex algebra spanned by ￿(G￿)×n,P(Sn)￿.
In other words, the subgroups Q(G) and ￿(G￿)×n,P(Sn)￿ are dual reductive pairs in GL((Cd)⊗n).
Using Eq.(8.2) we can rephrase the theorem as
Corollary 72 Let GA be the gauge group of the von Neumann algebra A ⊆ End(Cd).
Then
Comm{Q(GA)} = Alg{A⊗n,P(Sn)} . (8.5)
This form of theorem is particularly useful and has a straightforward physical interpretation
which will be studied in chapter 12.
Theorem 71 together with the proposition 69 implies that there is a one-to-one corre-
spondence between the irreps of the group G which show up in representation Q(G) on
(Cd)⊗n and the irreps of the group ￿(G￿)×n,P(Sn)￿ which show up in this space. Further-
more, the theorem implies that the representation ofQ(G)×￿(G￿)×n,P(Sn)￿ is multiplicity-
free on (Cd)⊗n. Note that in the specific case of G = U(d) (where G￿ is the trivial group)
this dual reductive pair reduces to the Schur-Weyl duality (see theorem 70).
Also note that the fact that each of the algebras in this theorem is in the commutant
of the other algebra is trivial. In other words, for any subgroup H ⊆ U(d) it holds that
Alg{Q(H)} ⊆ Comm{(H ￿)×n,P(Sn)}
The non-trivial content of the theorem is that for gauge groups these two algebras are
equal. For H a subgroup of U(d) that is not equal to its bicommutant in U(d), and so is
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not a gauge group, the above two algebras are not necessarily equal. We provide a simple
example illustrating this fact in section 8.2.1.
To prove theorem 71 we use the following property of gauge groups which is proven in
section 8.4.
Lemma 73 For a gauge group G, the complex algebra spanned by Q(G) is equal to the
permutationally invariant subalgebra of the complex algebra spanned by G×n.
The result can be summarized as
G￿￿ = G ⇒ Alg{Q(G)} = Alg{G×n} ∩ Comm{P(Sn)}
= Alg{G}⊗n ∩ Comm{P(Sn)}.
Using this lemma the proof of theorem 71 is then straightforward and proceeds as follows.
Proof. (Theorem 71) Since both algebras are von Neumann algebras, we only need to
show that one is the commutant of the other, the other direction follows from Eq.(7.2). So
to prove the theorem it is sufficient to show that Comm{G￿×n,P(Sn)} = Alg(Q(G)). To
show this, we note that
Comm{G￿×n,P(Sn)} = Comm{G￿×n} ∩ Comm{P(Sn)}.
Then since Comm{G￿×n} = Alg{G×n} we conclude that
Comm{G￿×n,P(Sn)} = Alg{G×n} ∩ Comm{P(Sn)}.
This together with lemma 73 completes the proof of theorem.
Finally, it is worth mentioning the following corollary of lemma 73 which applies to
arbitrary subgroup of U(d)
Corollary 74 For any unitary subgroup H ⊆ U(d), permutationally invariant subalgebra
of Comm{H×n} is equal to Alg{Q(H ￿)}.
Proof. First note that Eq.(7.5) together with commutation theorem for tensor products,
i.e. Eq.(7.4), implies
Comm{H×n} = Alg{(H ￿)×n}
Then, from section 8.1 we know that the centralizer of H an arbitrary subgroup of U(d) is
a gauge group and so one can apply lemma 73 for gauge group H ￿ which implies that the
permutationally invariant subalgebra of Alg{(H ￿)×n} is equal to Alg{Q(H ￿)}.
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8.2.1 Global symmetry with respect to non-gauge groups
We demonstrate here that a group that does not have the gauge property does not yield
a dual reductive pair in the manner specified by theorems 71. That is, we present an
example for a non-gauge group H ⊆ U(d) for which the commutant of the algebra spanned
by Q(H) in End((Cd)⊗n) is larger than the algebra spanned by ￿(H ￿)×n,P(Sn)￿. (Recall
that for any group H ⊆ U(d) it always holds that Alg{(H ￿)×n,P(Sn)} ⊆ Comm{Q(H)}).
As a simple example, consider d = 3, n = 2 where the group H is the j = 1 irreducible
representation of SU(2) which is a subgroup of U(3). This group is not a gauge group:
Schur’s lemma implies that H ￿ = {eiθI} where θ ∈ (0, 2π] and I is identity on C3 and so
H ￿￿ = U(3) ￿= H.
Since H ￿ = {eiθI} then
Alg{(H ￿)×2,P(S2)} = Alg{P(S2)}
= {c+Π+ + c−Π− : c± ∈ C}
where Π+ and Π− are respectively the projectors to the symmetric and anti-symmetric
subspace of (C3)⊗2. On the other hand, one can easily see that Comm{Q(H)}, the algebra
of operators commuting with Q(H), is
{c0Pj=0 + c1Pj=1 + c2Pj=2, c0,1,2 ∈ C}
where Pj is the projector to the subspace of (C3)⊗2 with total angular momentum j. There-
fore the algebra of operators commuting with Q(H) is larger than Alg{(H ￿)×2,P(S2)}1.
8.3 Duality within the symmetric and antisymmetric
subspaces
In the special case where the support of operators are restricted to the symmetric or anti-
symmetric subspace, theorem 71 has an interesting corollary. Let Π± be the projector to￿
(Cd)⊗n
￿
±, the symmetric (respectively antisymmetric) subspace of (C
d)⊗n. Then we can
prove that
1One can show that Pj=1 = Π−, in other words in this space any anti-symmetric state has the total
angular momentum j = 1 and any state with total angular momentum j = 1 is anti-symmetric. This
implies that Pj=0 + Pj=2 = Π+.
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Theorem 75 Suppose G and G￿ are one another’s centralizers in the group of unitaries





1. Alg{Π±Q(G)Π±}, the complex algebra spanned by Π±Q(G)Π±.
2. Alg{Π±Q(G￿)Π±}, the complex algebra spanned by Π±Q(G￿)Π±.





Again, the fact that each of these algebras is in the commutant of the other is trivial.
The non-trivial fact is that each is equal to the commutant of the other. We can summarize
the theorem by
G￿￿ = G =⇒ Comm{Π±Q(G)Π±} = Alg{Π±Q(G￿)Π±} . (8.6)





which commute with Π±Q(G)Π±.
Proof. (Theorem 75) Again since both algebras are von Neumann algebra, we only
need to show that Comm{Π±Q(G￿)Π±} = Alg{Π±Q(G)Π±}. Let M be an arbitrary
operator in End((Cd)⊗n) such that Π±MΠ± commutes with Π±Q(G￿)Π±. Then Π±MΠ±
clearly commutes with Q(G￿) and therefore theorem 71 implies that it is in the span of
￿G×n,P(Sn)￿. Now recall that, every arbitrary element of ￿G×n,P(Sn)￿ can be written in














where P(s)Π± = (−1)p±(s)Π± for arbitrary s ∈ Sn, (−1)p+(s) = 1 for all s ∈ Sn and
(−1)p−(s) = ±1 dependent on whether s is an odd or even permutation. Therefore, there







Π± = Π±M̄Π± = Π±MΠ± (8.9)
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where we have used the fact that Π±P(s) = P
†(s)Π± = (−1)p±(s)Π± and two negative signs
cancel each other. Since M̄ is in the span of G×n then M̃ ≡
￿
s∈Sn P(s)M̄P
†(s) is in the
permutationally invariant subalgebra of the span G×n. Now since G is gauge group using
lemma 73 we can conclude that M̃ ∈ Alg{Q(G)}. So for any arbitrary M ∈ End((Cd)⊗n)
if Π±MΠ± commutes with Π±Q(G￿)Π± then there exists an operator M̃ in Alg{Q(G)}
such that Π±M̃Π± = Π±MΠ±. This completes the proof of theorem.
Again, using the proposition 69 one can see that theorem 75 implies: (i) a one-to-
one correspondence between the irreps of G which show up in the representation Q(G)
in the symmetric (antisymmetric) subspace and the irreps of G￿ which show up in the
representation Q(G￿) in the symmetric (antisymmetric) subspace, and (ii) that in these
subspaces Q(G)×Q(G￿) is multiplicity-free. The special case of this result is known in the
representation theory for the case of symmetric subspace of (Cd1d2)⊗n and the collective
representation of G = U(d1)× e and G￿ = e× U(d2) as two subgroups of U(d1d2)
Applying theorem 75 for GA the gauge group of a von Neumann algebra A one can show
that for any given operator Π±MΠ± which commutes with Q(GA) there is an operator
M̃± in the permutationally invariant subalgebra of A⊗n such that
Π±M̃±Π± = Π±MΠ±.
However, this argument is not constructive and for a given M it is not clear how we can
find such an operator M̃± with this property. In the following theorem, we introduce a
completely positive unital quantum operation which does this transformation.
Theorem 76 Let GA ⊆ U(d) be the gauge group of a von Neumann algebra A ⊆ End(Cd).




to itself such that
1. L± is unital and completely positive,
2. The image of L± is in permutationally invariant subalgebra of A⊗n and
3. if Π±MΠ± commutes with Q(GA) then
Π±L±(M)Π± = Π±MΠ±
An instance of such a superoperator is given by









p−1µ,± Pµ[T ⊗nGA (Π±(·)Π±)]Pµ (8.11)
where µ labels all the irreps of G￿A which show up in the representation Q(G
￿
A), Pµ is the





summation in Eq. (8.11) is over all the irreps µ for which pµ is nonzero.
This is proven at the end of this chapter in section 8.4. This theorem will be particularly
useful in the rest of this thesis.
8.3.1 Lack of duality outside the symmetric and antisymmetric
subspaces
Here, we show that the restriction to the symmetric and anti-symmetric subspaces plays
an essential role in theorem 75 and the other results of section 8.3. Recall that theorem 75





and for any gauge group G ⊆ U(d) it holds that
Alg{Π±Q(G￿)Π±} = Comm{Π±Q(G)Π±}






of (Cd)⊗n in which the representation P(Sn) acts like the irrep λ of Sn.
The goal is to see whether in theorem 75, or equivalently in the above equation, one can
substitute the projection to the symmetric (anti-symmetric) subspace by the projection to
an arbitrary irrep λ of Sn.
Clearly for any other irrep λ of Sn it holds that
Alg{ΠλQ(G￿)Πλ} ⊆ Comm{ΠλQ(G)Πλ}






However, for subspaces other than symmetric and anti-symmetric subspaces, the ele-
ments of Comm{ΠλQ(G)Πλ} are not necessarily permutationally invariant while Alg{ΠλQ(G￿)Πλ}
is permutationally invariant. So to generalize theorem 75 to other representations of the
permutation group one should make an extra assumption to guarantee that the elements
of both sides are permutationally invariant. Then one may expect the following to be true:
a natural generalization of theorem 75 will be
Alg{ΠλQ(G￿)Πλ} = Comm{Π±Q(G)Π±} ∩ Comm{ΠλP(Sn)Πλ}
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where Πλ is the projector to the subspace of (Cd)⊗n which carries irrep λ of Sn. From
theorem 75 we know that for the special case of 1-d representations of Sn, i.e. for symmetric
and anti-symmetric subspaces, the above equality hold. Here, we build an explicit counter-
example to this equality for other irreps of Sn.
First, notice that the action of Q(G), Q(G￿) and P(Sn) on (Cd)⊗n all commute with















Mµ ⊗Nν ⊗ Cmµ,ν
￿
⊗Kλ (8.12)
where µ labels irreps of G and ν labels irreps of G￿ and furthermore Q(G), Q(G￿) and
P(Sn) act nontrivially only onMµ, Nν and Kλ respectively. Note that any permutationally
invariant operator should be proportional to identity on the subsystem Kλ.
Now to build the counterexample we find two gauge groups G and G￿ for which there is






words, we find an example in which there is some irrep µ of G for which mµ,ν is nonzero
for more than one ν (irrep of G￿). This in turn will imply that there exist permutationally
invariant operators ΠλMΠλ which commute with ΠλQ(G)Πλ but are not block diagonal
between Nν1 and Nν2 for two different irrep ν1 and ν2 of G￿. This implies that ΠλMΠλ
cannot be in Alg{ΠλQ(G￿)Πλ}.
Note that from theorem 75 we know that in the specific case where irrep λ is a 1-d
representations of Sn the conjecture holds. So to find a counter-example we need to look
at n > 2 where the permutation group can have irreps other than the symmetric and
anti-symmetric. In the following, we present a counter-example in the case of n = 3. In
this case the permutation group S3 has a two dimensional irrep denoted by λ2.
Counter-example
Consider the Hilbert space C4 ∼= HL ⊗HR where HL and HR are both isomorphic to C2
. Suppose G = {V ⊗ I : V ∈ U(2)}, i.e. the group of all unitaries which act trivially on
HR. Clearly G￿ is the set of all unitaries acting trivially on HL and so G = (G￿)￿. Note
that both G and G￿ are isomorphic to U(2). So in decomposition 8.12 we can label irreps
of G and G￿ with irreps of U(2).
Using decomposition (C4)⊗3 ∼= H⊗3L ⊗H⊗3R we can think of the collective representation
of G and G￿ on (C4)⊗3 as
V ⊗ IR ∈ G → Q(V ⊗ IR) = QL(V )⊗ I⊗3R
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and
IL ⊗ V ∈ G￿ → Q(IL ⊗ V ) = I⊗3L ⊗QR(V )
respectively where V → QL/R(V ) = V ⊗3 can be thought as the collective representation of
U(2) on H⊗3L/R, IL/R is the identity operator on HL/R and so I⊗3L/R is the identity operator
on H⊗3L/R .
Similarly we can think of the canonical representation of S3 on (C4)⊗3 as
P(s ∈ S3) = PL(s)⊗PR(s)
where PL(S3) and PR(S3) are the canonical representation of S3 on H⊗3L and H⊗3R respec-
tively.
Now according to Schur-Weyl duality there is a one to one relation between the irreps
of U(2) which show up in representation QL/R(U(2)) on (HL/R)⊗3 and irreps of S3 which












(the anti-symmetric irrep of S3 does not exist in this representation.) Now Schur-Weyl
duality implies that in the representation QL/R(U(2)) of U(2) only one irrep of U(2) shows











This implies that there is a one-to-one relation between irreps of U(2) which show up in
representation QL(U(2))⊗IR in the total Hilbert space (C4)⊗3 and irreps of S3 which show
up in the representation PL(S3)⊗ IR in the total Hilbert space (C4)⊗3 (though (PL(S3)⊗
IR) × (QL(U(2)) ⊗ IR) is no longer multiplicity-free). In other words, in representation

































































Now we find which parts of these subspaces of (C4)⊗3 form [(C4)⊗3]λ2 and we show that
in this subspace there is no one-to-one relation between irreps of U(2) which show up in
the representation QL(U(2))⊗ IR and irreps of U(2) which show up in the representation
IL ⊗QR(U(2)).













































and P(Sn) the canonical representation of S3 on it. Then, P(s ∈ Sn) = PL(s) ⊗ PR(s)
implies that: i) the subspace in the first line is in the symmetric subspace of (C4)⊗3, i.e.
in [(C4)⊗3]+ (and so we do not care about it), ii) the subspace in the second line is in
[(C4)⊗3]λ2 and iii) a nonzero subspace of the subspace in the third line is also in [(C
4)⊗3]λ2 .











since the only irrep of S3 in which the representation of S3 is non-commutative is λ2,










to irreps one should
find a λ2 irrep.
















turn will imply that there is no one-to-one relation between the irreps of U(2) which show
up in representations QL(U(2))⊗ IR and IL ⊗QR(U(2)) in the subspace [(C4)⊗3]λ2 .
Therefore, this example is a counter-example to the above conjecture.
8.4 Proofs of lemma 73 and theorem 76








which maps any operator in End((Cd)⊗n) to its symmetrized version (under permutation).
Proof. (lemma 73) First note that Alg{Q(G)} ⊆ Alg{G×n} and furthermore all el-
ements of Alg{Q(G)} are permutationally invariant. So Alg{Q(G)} is included in the
permutationally invariant subalgebra of Alg{G×n}. In the following, we prove the converse
inclusion.
We prove this by induction. First we prove that for arbitrary V0 ∈ G, the subspace
spanned by TSn(V0 ⊗ I⊗(n−1)) is in Alg{Q(G)}. Then by induction we prove it is true for
TSn(V0 ⊗ · · ·⊗ Vn) for arbitrary Vi ∈ G : i = 1, · · · , n which proves the claim.
For arbitrary unitary V0 ∈ G, clearly V0 + V †0 and i(V0 − V †0 ) are both Hermitian
operators which commute with G￿ (the centralizer of G). Therefore, all operators of the
form V0(θ,φ) ≡ exp [iθ(V0 + V †0 ) + φ(V0 − V †0 )], for arbitrary real numbers θ and φ are
unitary and commute with G￿. By virtue of being a gauge group, G includes all unitaries























where V (k)0 ≡ I⊗(k−1) ⊗ V0 ⊗ I⊗(n−k). This means that for arbitrary V0 ∈ G
TSn(V0 ⊗ I⊗(n−1)) ∈ Alg{Q(G)}. (8.16)
Next we assume that
TSn(V0 ⊗ · · ·⊗ Vk−1 ⊗ I⊗(n−k))
is in Alg{Q(G)} for arbitrary Vi ∈ G : i = 0, · · · , k−1. This together with Eq.(8.16) imply
that for arbitrary Vk ∈ G
TSn(V0 ⊗ · · ·Vk−1 ⊗ I⊗(n−k))TSn(Vk ⊗ I⊗(n−1))
is in Alg{Q(G)}. Expanding this, one can easily see that it can be written as
c1TSn(V0 ⊗ · · ·Vk−1 ⊗ Vk ⊗ I⊗(n−k−1)) + c2TSn(U0 ⊗ · · ·Uk−1⊗I⊗(n−k))
for some nonzero coefficients c1, c2 and unitaries Ui ∈ G : i = 0, · · · , k − 1. Now since the
sum and the second term each are in the span of Alg{Q(G)} then we conclude that the
164
first term is also in Alg{Q(G)}. Note that k and Vi ∈ G : i = 0 · · · k are arbitrary. So by
induction we have the lemma.
Proof. (theorem 76)




it holds that Π±MΠ± commutes with Q(GA),
.i.e.
∀V ∈ GA : Π±MΠ±Q(V ) = Q(V )Π±MΠ± (8.17)
Since V ⊗n commutes with Π± this implies
Π±MΠ±Q(V )Π± = Π±Q(V )Π±MΠ± (8.18)
This holds for arbitrary V ∈ GA. So we can conclude that for any operator X in
Alg{Q(GA)} we have
Π±MΠ±XΠ± = Π±XΠ±MΠ± (8.19)
According to lemma 73, Alg{Q(GA)} is equal to the span of the permutationally invariant
subspace ofG×nA . Consider V1⊗· · ·⊗Vn an arbitrary element of G×nA . Since TSn(V1⊗· · ·⊗Vn)
is in the permutationally invariant subspace of the span of G×nA , it satisfies Eq.(8.19) and
so
Π±MΠ± [TSn(V1 ⊗ · · ·⊗ Vn)]Π± = Π± [TSn(V1 ⊗ · · ·⊗ Vn)]Π±MΠ± (8.20)
For arbitrary permutation s ∈ Sn, P(s)Π± = Π±P(s) = ηΠ± for some η ∈ {±1}.
Therefore Eq.(8.20) implies
Π±MΠ± [V1 ⊗ · · ·⊗ Vn]Π± = Π± [V1 ⊗ · · ·⊗ Vn]Π±MΠ±
We multiply by [V †1 ⊗ · · ·⊗V †n ]Π± on the right on both sides of the above equality to obtain
Π±MΠ±
￿





(V1 ⊗ · · ·⊗ Vn)Π±MΠ±(V †1 ⊗ · · ·⊗ V †n )
￿
Π±
Now suppose on both sides we integrate over all elements of G×nA using the Haar measure.
Then the above equality implies





Now we demonstrate how one can write Π±MΠ± as Π±T ⊗nGA (Π±MΠ±)Π± times the inverse
of Π±[T ⊗nGA (Π±)]Π±.
Consider T ⊗nGA (Π±) and T
⊗n
GA
(Π±MΠ±) on the left and right hand sides of the above
equality. First of all, since Π± and Π±MΠ± are both permutationally invariant then
both T ⊗nGA (Π±) and T
⊗n
GA
(Π±MΠ±) are permutationally invariant. Furthermore, since these
two operators also commute with G×n then corollary 74 implies that they are both in
Alg{Q(G￿A)}. Second, since Π± commutes with Q(G￿A) in the case of T ⊗nGA (Π±) we have
another symmetry: T ⊗nGA (Π±) commutes with Q(G
￿
A). Considering this fact together with
the fact that T ⊗nGA (Π±) is in Alg{Q(G
￿
A)} we conclude that T ⊗nGA (Π±) should have the
following form




where µ labels all the irreps of G￿A which shows up in the representation Q(G
￿
A) and Pµ
is the projector to these irreps and by virtue of T ⊗nGA being a completely positive map, all
pµ,±’s are non-negative. Let Γ± be the set of all irreps of G￿A for which pµ,± is nonzero.













Now consider the inverse of T ⊗nGA (Π±) =
￿




By multiplying both sides of Eq.(8.23) on the right with this operator and using the facts
that
















Π± = Π± (8.24)
which is true because all Pµ’s commute with Π± and Eq.(8.22) implies that the




3. ∀µ : PµT ⊗nGA (Π±MΠ±) = T
⊗n
GA
(Π±MΠ±)Pµ, which is true because T ⊗nGA (Π±MΠ±) is


















p−1µ,± Pµ[T ⊗nGA (Π±(·)Π±)]Pµ (8.26)
we infer that
Π±MΠ± = Π±Φ±(M)Π± (8.27)
Because all Pµ’s and T ⊗nGA (Π±(·)Π±) are in Alg{Q(G
￿
A)}, the image of Φ± is as well. Note
that since G￿A ⊂ A this means that the image of Φ± is in the permutationally invariant
subalgebra of A⊗n. Now defining L± in terms of Φ± via










which together with Eq.(8.24) implies that Π±[I⊗n − Φ±(I⊗n)]Π± = 0. This together with
Eq.(8.27) and definition of L± implies
Π±MΠ± = Π±L±(M)Π± , (8.28)
which is the third claim of theorem 76. Furthermore since the image of Φ± is in the
permutationally invariant subalgebra of A⊗n and since A, being a von-Neumann algebra,
includes identity, it follows that I⊗n−Φ±(I⊗n) is in the permutationally invariant subalgebra
of A⊗n. This implies that the image of L±(·) is in this subalgebra, which is the second
claim of theorem 76.
Furthermore, noting that T ⊗nGA is completely positive and the p
−1
µ,±’s are all positive num-
bers we can conclude that Φ± as a combination of completely positive maps is completely
positive. This together with the fact that I⊗n − Φ±(I⊗n) is a projector (and so a positive
operator) implies that L± is completely positive. Finally, it is straightforward to verify
that L±(I⊗n) = I⊗n, so that it is unital which proves the first claim of theorem 76.
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Chapter 9
General applications in Quantum
Information
Schur-Weyl duality has many applications in quantum information theory and so we expect
that this generalization will as well. Here we present two specific important examples of
these applications. The first example is about finding noiseless subystems for collective
noise associated with a gauge group, and the second is about how, for n copies of a system
in a pure state confined to the symmetric or antisymmetric subspace, a measurement with
global symmetry relative to a gauge group can be simulated by one that has local symmetry
for that group. This second result is the seed of the next chapter, where we will consider
the consequences for multi-copy estimation problems in more depth.
9.1 Characterizing the multi-partite operators that
are globally symmetric
Many applications of Schur-Weyl duality in quantum information theory are based on











Theorem 71 and its corollary 72 immediately yield a characterization of operators with





mutes with Q(G) – they lie in the span of the local action of G￿, i.e. G￿×n, and the action
of the permutation group, i.e. P(Sn). Similarly, corollary 75 yields a characterization of
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operators confined to the symmetric and antisymmetric subspaces that have global sym-
metry under G. These are simply the operators in the span of the collective action of
G￿.
A straightforward application of this characterization is to find noiseless subsystems.
In the following we present a simple example of this.
9.1.1 Example: Finding noiseless subsystems
We begin by reviewing the standard story about noiseless subsystems. Suppose one is going
to send quantum information through a noisy qubit channel, where the noise is described
by a unitary that is sampled at random, but wherein the same unitary acts on each qubit.
For example, the qubits could be spin-half particles with a nonzero magnetic moment and
the noise could be due to a random magnetic field. As another example, the qubits could
be realized as the polarization of photons sent through a fiber-optic cable and the noise
could be due to random strains in the cable that induce changes in the polarization. In
many cases, it is a good approximation to assume that the noise varies slowly compared
to the interval between the qubits as they pass down the channel (or that it varies little
on the distance scale between the qubits in the case of a quantum memory), in which case
one can assume that the same random unitary is applied to all n qubits. Then it turns
out that, due to the symmetry of the noise, it is possible to encode classical and quantum
information in the n qubit system in such a way that it remains unaffected by the noise
[68, 69, 70, 71, 72]. To see this, note that under these assumptions, the noise is described
by the group Q(U(2)). Any state in the commutant of Q(U(2)) is invariant under the
noise. Furthermore, any state in the span of P(Sn) has this property as well. Now using
Schur-Weyl duality one can conclude that the span of P(Sn) is equal to the commutant of
Q(U(2)) and therefore every state which is unaffected by this type of noise is in the span
of P(Sn).
In a more general model, the system sent through the channel may have other degrees
of freedom which can potentially be used to send quantum information. In other words, the
Hilbert space describing each particle sent through the channel is not C2 but it is C2 ⊗H
where the finite dimensional Hilbert space H describes another degree of freedom which
is invariant under the noise in the channel. For example, in the case of photons one can
use time-bin encoding in addition to the polarization encoding to encode an extra qubit
in each photon. But the time-bin qubit does not suffer from depolarization or polarization
mode-dispersion. In other words, this degree of freedom is invariant under polarization
noise.
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So we assume the noise in the channel is described by a random unitary in the form
of V ⊗ IH where V ∈ U(2) and it acts on C2 and IH is the identity operator acting on
H. In the case of a single system sent through the channel (n = 1), it is clear that any
information encoded in the subsystem H is preserved under this type of noise. Consider
the case of many systems sent through the channel (n > 1). The question is what are the
set of all states of the n systems which are invariant under this type of noise. In other
words, what is the set of all states which commute with Q(U(2)⊗IH)? Clearly, in this case,
the usual form of Schr-Weyl duality does not apply. But one can use the generalization of
Schur-duality we presented in the previous section to find these density operators.
To see this, first note that the group of unitaries G ≡ {V ⊗ IH : V ∈ U(2)} is the
gauge group of the algebra I2 ⊗ End(H) where I2 is the identity operator on C2. Then
corollary 72 (which is indeed another version of theorem 71) gives the characterization
of all operators which commutes with Q(G): That is basically the set of all operators in
Alg{P(Sn), (I2 ⊗ End(H))⊗n}. So the set of all density operators in this algebra is exactly
the set of all states which remains unaffected under this type of noise. This means that to
protect information one needs to encode it in either the invariant degree of freedom of each
subsystem (H) or in the permutational degree of freedom. Again note that even without
using our results it is straightforward to see that all of these states remains unchanged
under this noise. The non-trivial consequence of corollary is that this algebra includes all
such density operators.
Note that if the group H ⊆ U(d) describing the noise is not a gauge group then the
Comm{Q(H)} can be larger than Alg{(H ￿)⊗n,P(Sn)} as it is shown by a simple example
in section 8.2.1 (where the group H is the j = 1 representation of SU(2) in C3). This
means that, unlike the case of noise described by a gauge group, one can encode quantum
information in a space which is larger than the permutational degree of freedom of the
systems together with the invariant degrees of freedom of each system.
9.2 Promoting global symmetries to local symmetries
Another important application of this new duality is that in particular cases one can
promote a global symmetry to local symmetry as we will describe in this section.
For an arbitrary operator M ∈ End(Cd)⊗n we say that M has global symmetry with
respect to the subgroup H of U(d) if it is invariant under the collective action of H, i.e.,
∀V ∈ H : V ⊗nMV †⊗n = M. (9.1)
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In other words, M has global symmetry with respect to H iff M ∈ Comm{Q(H)}. Simi-
larly, we say that M has local symmetry with respect to H if it is invariant under the local
action of H, i.e.,
∀V ∈ H and ∀k : 0 ≤ k ≤ n− 1, (9.2)
(I⊗k ⊗ V ⊗ I⊗(n−k−1))M(I⊗k ⊗ V † ⊗ I⊗(n−k−1)) = M
In other words, M has local symmetry with respect to H iff M ∈ Comm(H×n).
Note that any operator which has local symmetry with respect to H automatically also
has global symmetry with respect to H but the converse implication does not necessarily
hold. Indeed, generally the condition of local symmetry is much stronger than that of
global symmetry. For example, if H is the group of rotations then global symmetry of
a Hamiltonian with respect to H implies that the vector of the total angular momentum
of n systems is a constant of the motion in the dynamics generated by this Hamiltonian.
However, in this case the angular momenta of the subsystems are not necessarily conserved
and the n subsystems can exchange angular momentum with one another. On the other
hand, having a Hamiltonian with local symmetry with respect to the group of rotation
implies the existence of non-trivial constants of motion defined on each of the n subsystems.
So in this case we will have n conserved vectors of angular momentums and under this
type of Hamiltonian, subsystems cannot exchange angular momentum.
Now consider the case where the symmetry under consideration is described by a gauge
group GA of a von Neumann algebra A ⊆ End(Cd). Note that if M ∈ End((Cd)⊗n) has
global symmetry with respect to GA then Π±MΠ± will also have global symmetry with
respect to GA. Then according to theorem 76 for any operator M with global symmetry
with respect to GA there is an operator M̃± which has local symmetry with respect to GA
and is equal to M within the symmetric (anti-symmetric) subspace,
Π±M̃±Π± = Π±MΠ±
One can choose M̃± = L±(M) where L± is the completely positive, unital superoperator
defined in theorem 76. So using the terminology of local and global symmetry we can
interpret theorem 76 as promoting global symmetry to local symmetry.
In the following we explore the important consequence of promoting global symmetry
to local symmetry for the case of measurements.
9.2.1 Measurements with Global and Local symmetry
The most general type of measurements that can be performed on a quantum system can
be described by a POVM (positive operator-valued measure) (See e.g. [21, 10]). Consider
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. Here, Ω denotes the space of outcomes of the
measurement. This is a measure space equipped with a σ-algebra of subsets, denoted by
σ(Ω). The elements of the σ-algebra are subsets of Ω, where B ⊆ Ω corresponds to the
event that the outcome of measurement is an element of B.




has global/local symmetry with respect to
the group H ⊆ U(d) if for any B ∈ σ(Ω), the operator M(B) has global/local symmetry
with respect to H, i.e. it satisfies Eq.(9.1) or Eq.(9.2) respectively. Again, typically the
local symmetry condition on a measurement is a much more restrictive condition.
Local symmetry of measurements
In the following we first explore the consequences of a measurement having local sym-
metry and then we see how in the case of gauge symmetries using the generalization of
Schur-Weyl duality and in particular theorem 76, one can promote global symmetry of a
measurement to a local symmetry (for states whose support is restricted to the symmetric
or anti-symmetric subspace). Since the locally symmetric measurements typically are a
much smaller class of measurements, this technique will be particularly useful in quantum
estimation problems where one seeks to find the measurement that optimizes some figure
of merit. Also, this trick is useful for determining whether a given estimation problem
requires a nonlocal measurement on the n subsystems (i.e. one that requires a quantum
channel or entanglement) or whether a local measurement suffices. More generally, it can
set an upper bound on the amount of entanglement required to achieve a particular degree
of success in estimation. In the following we explain more about this.
One way to understand the restriction of local symmetry of measurements is via the
following observation: Let the subgroupH of U(d) be a subgroup with unique Haar measure
dµ and consider the twirling superoperator defined in Eq.(8.4). Then local symmetry




with respect to H implies that T ⊗nH (M) = M .






Pr(B) = tr (M(B)ρ)
= tr
￿






In other words, for any arbitrary state ρ if before measurement M , we apply the local
twirling operation TH , then we do not disturb the statistics of the measurement M . Note
that by applying the twirling operation before the measurement, we are mapping the state






. Applying this twirling operation decreases the size of the subsystems of
the Hilbert space on which the state could be non-trivial and, as we will see later, this fact
can set an upper bound on the amount of entanglement required to achieve a particular
inference.
This is more clear in the case of gauge groups. Let GA be the gauge group of a
von Neumann algebra A ⊆ End(Cd). Then for any state ρ, the state T ⊗nGA (ρ) is in A
⊗n.
Using the decomposition of the matrix algebra A given by Eq.(7.3), one can find a simple
characterization of the form of state T ⊗nGA (ρ) for arbitrary ρ.
For instance, consider the Hilbert space H = HL⊗HR where HL and HR are two finite-
dimensional Hilbert spaces. The system of interest decomposed into two subsystems: the
left subsystem, described by HL, and the right subsystem, described by HR. Let the von
Neumann Algebra A be End(HL)⊗ IHR where IHR ∈ End(HR) is the identity operator on
HR. As we have seen in the above, for any measurement with local symmetry with respect
to the group GA the statistics of outcomes of the measurement on state ρ is exactly the
same as the statistics of the outcomes of that measurement on state T ⊗nGA (ρ). But for any
state ρ ∈ End (H⊗n), it holds that T ⊗nGA (ρ) ∈ A
⊗n = End(H⊗nL ) ⊗ I⊗nHR . In other words,
this means that if before a measurement M with local symmetry with respect to GA, we
discard all the n right subsystems, we still can simulate the measurement M by performing
a measurement on the left subsystems. So, effectively the Hilbert space which is relevant
in this problem is H⊗nL which is of a smaller size than the Hilbert space H⊗n. This clearly
put an upper bound on the amount of entanglement required to implement measurement
M . We can extend this argument to the case of an arbitrary von Neumann algebra A.
A particularly important case is where A is a commutative algebra. In this case, for




, the state T ⊗nGA (ρ), as an element of A
⊗n, commutes
with all generators of A⊗n. So, if on each individual qudit we measure an observable
(projective von-Neumann measurement) inside the algebra A we will not change the state
T ⊗nGA (ρ). But since T
⊗n
GA
(ρ) ∈ A⊗n, we can uniquely specify T ⊗nGA (ρ) by measuring a set
of observables in A which generates the algebra A on each individual qudit (note that
generators of A all commute with each other and so can be measured simultaneously).
However, after these measurements we know the exact description of state T ⊗nGA (ρ) and so
we can then simulate any other measurement by a post-processing of the data we have
gathered in these measurements. Finally, we notice that measuring generators of A on
each individual qudit for state T ⊗nGA (ρ) gives exactly the same statistics as measuring these
generators on the original state ρ. So we can summarize this discussion as follows.
Proposition 77 (Commutative Algebras) Let GA be the gauge group of the commu-
tative von Neumann algebra A ⊆ End(Cd). Then any measurement on (Cd)⊗n which has
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local symmetry with respect to GA can be realized by measuring a set of observables which
generate A on each qudit individually followed by a classical processing of the outcomes.
Therefore to implement a measurement which has local symmetry with respect to the gauge
group GA of a commutative algebra A one does not need any entanglement or adaptive
measurements.
9.2.2 From Global to Local symmetry
Having studied the consequences of local symmetry for measurements, we now show how
the result of previous section and in particular theorem 76 implies that for states whose
support is restricted to the symmetric/anti-symmetric subspace, the global symmetry of a
measurement with respect to a gauge group can be promoted to a local symmetry.
Corollary 78 (Symmetry of Measurements) Let GA be the gauge group of a von
Neumann algebra A ⊆ End(Cd). Then for any POVM M : σ(Ω) → End((Cd)⊗n) which
has global symmetry with respect to GA there is a POVM with local symmetry with respect
to GA (i.e. M̃ : σ(Ω) → A⊗n) which has exactly the same statistics for all states whose
supports are confined to the symmetric (anti-symmetric) subspace. In particular, one can
choose M̃± = L±(M) where L± is the superoperator defined in theorem 76.




is a POVM and E is a unital,
positive quantum operation from End((Cd)⊗n) to itself, then E(N) : σ(Ω) → End((Cd)⊗n)










POVM. Furthermore, theorem 76 implies that the image of L± has local symmetry with
respect to GA (i.e. it is in A⊗n). Finally, by definition, if POVM M has global symmetry
with respect to GA then for any B ∈ σ(Ω), M(B) commutes with Q(GA). Now since all
elements of Q(GA) are permutationally invariant they are block diagonal in irreps of the
permutation group and in particular they commute with Π±. So if M(B) commutes with
Q(GA), then Π±M(B)Π± will also commute with Q(GA). Then using theorem 76 and the
definition of M̃± we conclude that for arbitrary event B ∈ σ(Ω)
Π±M̃±(B)Π± = Π±M(B)Π± (9.3)
Now consider the probability of event B ∈ σ(Ω) in the measurement described by POVM




. This probability is given by Pr(B) = tr(ρM̃(B)). Now if
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the support of ρ is restricted to the symmetric/anti-symmetric subspace then ρ = Π±ρΠ±
and so









= tr (ρΠ±M(B)Π±) = tr(ρM(B))
But tr(ρM(B)) is the probability of event B in the measurement described by POVM M
performed on state ρ. Therefore measurement M̃ simulates measurement M .
Corollary 78 implies that if the support of state ρ is restricted to the symmetric/anti-
symmetric subspace then any measurement with global symmetry with respect to GA on
ρ can be simulated by a measurement on T ⊗nGA (ρ). In other words, if one is under the
restriction of using measurements which have global symmetry with respect to GA then by
applying the channel T ⊗nGA to a state which is restricted to the symmetric/anti-symmetric
subspace one does not loose any information. Note that generally the support of T ⊗nGA (ρ)
is no longer restricted to the symmetric(anti-symmetric) subspace.
Based on this observation one can put a strong condition on the form of measurements
which can be useful, for instance, in finding the optimal measurement in a multi-copy
estimation procedure (as we do in the next section). Note that for any given measurement
with a global symmetry GA there are many different other measurements which will have
exactly the same statistics on all states whose support are restricted to the symmetric/anti-
symmetric subspaces. These measurements may require different amounts of entanglement
to be implemented. Finding a measurement with local symmetry with respect to GA in
this set of equivalent measurements has the advantage that one can easily put an upper
bound on the amount of entanglement required to realize it. In particular, note that the
combination of proposition 77 and corollary 78 implies that if a measurement has global
symmetry with respect to GA the gauge group of a commutative algebra A then among
all possible measurements which can simulate this measurements on states with support
in symmetric/anti-symmetric subspace there is one which does not need any entanglement
to be realized.
9.2.3 Example
It is useful to consider a concrete example of the simulation of a measurement with global
symmetry by one with local symmetry. To this end, consider a pair of qudits with the
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total Hilbert space (Cd)⊗2 and consider the unitary group of phase shifts Hd ≡ {eiφN : φ ∈
(0, 2π]} where N |i￿ = i|i￿ and {|i￿ : i = 0 · · · d − 1} is an orthonormal basis for Cd. Note
that the unitary group Hd is indeed a representation of U(1) on Cd.
Now one can easily see that a measurement which has global (local) symmetry with
respect to Hd has also global (local) symmetry with respect to {eiφ0eiφN : φ0,φ ∈ (0, 2π]}
and vice versa. But in the specific case of d = 2, the latter group is a gauge group, as we
have seen in section 8.1. In the case of d = 2 we denote {eiφ0eiφN : φ0,φ ∈ (0, 2π]} by G.
So, in the case of d = 2 according to corollary 78, we can infer that for states in the
symmetric and antisymmetric subspaces, every measurement with global symmetry with
respect to G (or equivalently with respect to H2) can be simulated with one that has local
symmetry with respect to G (or equivalently with respect to H2).
The measurements that have local symmetry are those for which all the POVM ele-
ments are locally diagonal in the eigenspaces of N , that is, in the basis {|0￿, |1￿}. For
a pair of qubits, all such measurements can be realized by a measurement of the basis
{|00￿, |01￿, |10￿, |11￿} followed by a classical post-processing of the outcome. Note that
measurement in basis {|00￿, |01￿, |10￿, |11￿} can be realized by measuring observable N
individually on each qubit. This is expected from proposition 77 because the algebra of
commutants of the gauge group, is the algebra of diagonal matrices in the basis {|0￿, |1￿}
which is a commutative algebra.
On the other hand, POVM elements of any measurements that have global symmetry
with respect to H2 (or equivalently with respect to G) are those which commute with total
number operator N ⊗ I + I ⊗ N and so are block-diagonal relative to the eigenspaces of
N ⊗ I+ I⊗N . For example, for any arbitrary θ the projective measurement in the basis
{|00￿, |11￿, cos θ|01￿+ sin θ|10￿, sin θ|01￿ − cos θ|10￿}
has global symmetry with respect to G. Note that for all the values of θ which are not
equal to an integer times π/2 this measurement would be an entangled measurement.
Let M : σ(Ω) → End ((C2)⊗2) be POVM of an arbitrary measurement on these two
qubits which has global symmetry with respect to G. Then, for any arbitrary event B ∈
σ(Ω), M(B) is block-diagonal relative to the eigenspaces of N ⊗ I+ I⊗N , i.e.
P00M(B)P00 + P11M(B)P11 + [P01 + P10]M(B) [P01 + P10] = M(B)
where Pij ≡ |ij￿￿ij|, i, j ∈ {0, 1}. Therefore the probability of event B for arbitrary state
ρ is equal to
tr (M(B)ρ) = tr (P00ρ) tr (M(B)P00)
+ tr (P11ρ) tr(M(B)P11) + tr (ρ [P01 + P10]M(B) [P01 + P10])
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Now if the state ρ is promised to be in the symmetric subspace, i.e. Π+ρΠ+ = ρ then
tr (ρ [P01 + P10]M(B) [P01 + P10]) = tr (Π+ρΠ+ [P01 + P10]M(B) [P01 + P10])




where |φ+￿ ≡ (1/
√
2)(|01￿+ |10￿). In other words,
tr(M(B)ρ) =Pr(B|00)tr(P00ρ) + Pr(B|11)tr(P11ρ) + Pr(B|01, 10)tr(ρ [P01 + P10])
where
Pr(B|00) ≡ tr (M(B)P00) , Pr(B|11) ≡ tr (M(B)P11)




and they can be interpreted as the conditional probability of event B ∈ σ(Ω) given each
of the four outcomes. This means that to simulate this measurement one can measure N
individually on each qubit, i.e. project state of each qubit to {|0￿, |1￿} basis, and based
on the outcomes of these measurements choose an outcome ω ∈ Ω consistent with these
conditional probabilities.
In other words, although the set of measurements with global symmetry is much larger
than the set of measurements with local symmetry, all the information we can extract using
a measurement with global symmetry can also be obtained by a measurement with local
symmetry. Note that in this example though implementing the measurement with global
symmetry may require entanglement, implementing the measurement with local symmetry
does not, nor does it require communication among the subsystems. Also, note that from
corollary 78 we know that this result holds for any arbitrary number of qubits.
It is worth mentioning that the measurement with local symmetry which we built based
on the original measurement is exactly the same measurement as we can get by applying
the super-operator L+ defined in theorem 76 to the POVM of the original measurement.
Finally, based on this example we provide another concrete instance that illustrates
how the gauge property of the symmetry group is critical for being able to promote global
symmetries to local symmetries. Consider the above example for the case of d = 3, i.e. for
qutrits rather than qubits. In this case, N |i￿ = i|i￿ where {|i￿ : i = 0, · · · , 2}. Then, one
can easily see that the group {eiφ0eiφN : φ0,φ ∈ (0, 2π]} is no longer a gauge group. So, in
general a measurement on two qutrits with global symmetry with respect to this group,
cannot be necessarily simulated by a measurement with local symmetry with respect to
this group, even under the promise that the state is restricted to the symmetric subspace.
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In fact, in this case all the measurements that have local symmetry are those which
can be obtained by classical post-processing of a measurement of the product basis {|ij￿ :
i, j = 0, 1, 2}, while those with global symmetry are merely block-diagonal with respect to
the eigenspaces of N ⊗ I+ I⊗N . In particular, a measurement with global symmetry may
include the rank-1 projectors onto the vectors |11￿+ (|02￿+ |20￿) and |11￿ − (|02￿+ |20￿)
which both lie in the symmetric subspace. Such a measurement cannot be simulated by
any measurement with local symmetry, which necessarily is unable to detect coherence
between |11￿ and |02￿+ |20￿.
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Chapter 10
Multi-copy estimation and decision
problems
In this chapter we introduce a framework for the study of a family of multi-copy estimation
problems, in which one is given several copies of the same qudit state according to some
known prior distribution and the goal is to estimate some parameters about that qudit
state. The quality of estimation is evaluated with respect to a given figure of merit.
Then, we use the result of the previous chapter about promoting the global symmetry of a
measurement to the local symmetry to find conditions which guarantee that a measurement
with local symmetry can achieve the optimal estimation in a multi-copy estimation problem
in this family. We begin by setting up a general framework for such problems.
10.1 General framework for multi-copy estimation prob-
lems
Suppose Alice randomly chooses a qudit state ρ from the density operators in End(Cd)
according to the probability density function p and then prepares n copies of this state and
sends them to Bob through a quantum channel E : End((Cd)⊗n) → End((Cd)⊗n). Bob’s
goal is to estimate some parameter(s) of state ρ. (We here adopt the convention that the
term “estimation problem” includes decision problems as a special case). So upon receiving
n systems he performs a measurement and generates some outcome in the outcome space
Ω where Ω is a measure space, i.e. a set equipped with a σ-algebra σ(Ω) of subsets. The
elements of the σ-algebra are subsets of Ω, where B ⊆ Ω corresponds to the event that
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Bob’s measurement outcome is an element of B. The outcome space Ω can be continuous
(in the case of general estimation problems) or discrete (in the case of decision problems).
5 Multi-copy estimation and decision problems 27
5.1 Main result
Scenario:
• Suppose that Alice randomly chooses an unknown state ρ from the density
operators in End(Cd) according to some probability density p (which we
call the single-copy prior) and send n systems each prepared in the state
ρ to Bob through a quantum channel E : End((Cd)⊗n) → End((Cd)⊗n).
• Suppose that Bob makes measurements on the collection of n systems.
• Let parameters ￿s(·) =
￿
s(1)(·), · · · , s(l)(·)
￿
be an arbitrary set of functions
where s(i) : supp(p) → R, and let ￿S be the random variables defined as
￿S ≡ ￿s(ρ) where ρ is the random state Alice chooses. We refer to ￿s as the
parameters.
• We say that the prior p is invariant under a subgroup H of U(d), or
equivalently, has H as a symmetry if for all ρ we have




• We say that the parameter s is invariant under a subgroup H of U(d), or
equivalently, has H as a symmetry if for all ρ ∈ supp(p), i.e. all ρ assigned
non-zero probability by the prior, we have




We now present our main results, leaving the proofs to be presented in Sec. 5.4.
We begin with a version of the result where the assumptions are particularly
simple. These assumptions will be generalized shortly.
Theorem 6: Let A ⊆ End(Cd) be a von Neumann algebra, and let GA be the
gauge group associated with it. Then assuming that:








3. The channel E is the identity channel, and
4. The prior p has support only on the pure states.
then for any given measurement with POVM M : σ(Ω) → End((Cd)⊗n), there
is another measurement with POVM M ￿ : σ(Ω) → End((Cd)⊗n) whose image is
entirely confined toA⊗n (i.e., M ￿ : σ(Ω) → A⊗n), such thatM ￿ is as informative










for all B ∈ σ(Ω) and all l-dimensional intervals ￿∆ which are assigned nonzero
probability.
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Cd then the set of all (normalized) density operators can be specified by d2 − 1
parameters. So having l = d2 − 1 parameters is sufficient to specify the exact
density operator Alice has chosen each time, and so l = d2 − 1 parameters are
sufficient to describe the most general form of figures of merit one can imagine
for this problem (one can think of matrix elements of a density operator in a
particular basis as different parameters). However, generally, having a figure of
merit which can be defined using less than d2 − 1 parameters, makes it easier
to find the optimal estimation procedure.
To summarize, in the multi-copy estimation problem we are considering here,
qM (B|ρ) has the maximal information required to evaluate the figure of merit
of the strategy described by the POVM M . In other words, if for two different
strateges described by POVMs M : σ(Ω) → End((Cd)⊗n) and M ￿ : σ(Ω) →
End((Cd)⊗n) it holds that
qM (B|ρ) = qM ￿ (B|ρ) (21)
Two measurements measurementsM1 andM2 are equally informative about
parameters ￿s if
qM1( ω ∈ Ω|￿S ∈ ￿∆) = qM2(ω ∈ Ω|￿S ∈ ￿∆)
for all l-dimensional intervals ￿Delta which are assigned nonzero probability.
M
for all B ∈ σ(Ω) and ρ ∈ supp(p) then they will have exactly the same
performance in the estimation problem with respect to any figure of merit.
On the other hand, qM (B|￿S ∈ ￿∆) has generally less information i.e. it can
be obtained by a coarse-graining of qM (B|ρ) but not necessarily vice versa.
However, in many reasonable figures of merit one does not need to specify
qM (B|ρ) to specify the figure of merit of the measurement M ; it is sufficient to
specify qM (B|￿S ∈ ￿∆). If this is the case, then even if Eq. (21) doesn’t hold, as










holds for all B ∈ σ(Ω) and for all l-dimensional intervals ￿∆ which are assigned
nonzero probability, then the two strategies yield the same performance for
the figure of merit of interest. Eq. (22) states that learning the outcome of
measurement M is precisely as informative about the parameter ￿S as learning
the outcome of measurement M ￿.
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So we can choose the optimal POVM such that
∀U ∈ GA : [M,U⊗n] = 0 where GA = {U : [U,A] = 0}.
So if p is uniform distribution and if
Always holds for uniform distribution
[U,A] = 0
p(·) = p(U † · U)
p: uniform




If A = A￿ and p = p￿ then
The performance of a particular POVM M is uniquely determined by specified by (A, p,M):
f (A, p,M).
For any arbitrary unitary U , f (A, p,M) = f (A￿, p￿,M ￿)
f (A, p,M) = f (A, p,M ￿)
If p is uniform and [U,A] = 0
Consider a change of basis described by unitary U such that
A −→ A￿ ≡ U †AU
p(·) −→ p￿(·) ≡ p
￿
U † · U
￿







For a gauge group G it holds that
Π±Span{V ⊗n : V ∈ G￿}Π± = Π±Comm{U⊗n : U ∈ G}Π±
For a gauge group G it hol s that
Comm{U⊗n : U ∈ G} = Alg{P(Sn), G￿⊗n}
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Figure 10.1: Multi-copy estimation problem (see below).
In an arbitrary estimation strategy, Bob measures the n qudits he has received and
possibly do s some pos -processing on the outcome, ultimately generating an output in
the set Ω. The entire strategy, which combines the measurement and the data processing,
can be described by a POVM M : σ(Ω) → End((Cd)⊗n). For simplicity, we will often refer
to the estimation strategy as the measurement.
Therefore, the most ge eral figure of merit which evaluates the performance of different
strategies in an estimation problem is a function which assigns real numbers to all POVMs
M : σ(Ω) → End((Cd)⊗n). Equiv lently, in the case of the ulti-copy estimation prob-
lems we are considering here, the most general figure of erit can be described as a real






the conditional probability that, using the strategy described by POVM M : σ(Ω) →
End((Cd)⊗n), the eventB ∈ σ(Ω) happens given that Alice has chosen the state ρ ∈ supp(p)
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and has sent state ρ⊗n to Bob through the channel E (here, supp(p) denotes the support
of the distribution p).
This describes the most general figure of merit one can define for the multi-copy es-
timation problems we are considering here. However, in the particular cases where for
example the goal is to estimate some parameter of ρ, say the expectation value of some
observable for state ρ, one might use a figure of merit which only depends on the condi-
tional probability of outcomes for different values of that parameter. Here, we think of
the parameter as a random variable defined as a function of the state Alice chooses each
time (The state is random and so any function of the state can be thought of as a random
variable). Let s : supp(p) → R be an arbitrary function from states in supp(p) to real
numbers. Then this function will map the random state ρ chosen by Alice to a random
real variable S = s(ρ). Then if Bob’s goal is to estimate the value of parameter s(ρ) for
the state ρ which Alice has chosen each time (or to make a decision based on the value of
this parameter) a reasonable family of figures of merit to evaluate Bob’s performance can
be expressed as functionals of
qM(B|S ∈ ∆),
where ∆ is an interval of R. This is the conditional probability that, using the strategy
described by POVM M : σ(Ω) → End((Cd)⊗n), event B happens given that the value of
the random variable S is in ∆.
On the other hand, one can imagine the situations where, for example, the cost for
wrong estimation of a parameter S not only depends on the estimated value of S and its
actual value but also depends on the value of some other parameter, say S ￿, where S ￿ is
the random variable induced by the function s￿ : supp(p) → R acting on the random state
Alice chooses. For instance, one may imagine situations where the cost of wrong estimation
of a parameter S depends also on the energy of state tr(ρH) where H is the Hamiltonian.
So in this case s￿(X) = tr (XH) defines a relevant parameter to evaluate the performance




s(1)(·), · · · , s(l)(·)
￿
be a set of functions where each s(i)(·) is a function from supp(p) to R. Then based on
the set of functions ￿s(·) =
￿
s(1)(·), · · · , s(l)(·)
￿
we can define a set of random variables￿
S(1), · · · , S(l)
￿
where the random variable S(i) is s(i)(ρ) where ρ is the random state Alice
has chosen at each round. So a general figure of merit can be expressed as a functional of
qM(B|￿S ∈ ￿∆),
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where ￿∆ is an l-dimensional interval of Rl. This is the conditional probability that with
Bob’s strategy described by POVM M : σ(Ω) → End((Cd)⊗n) event B happens given the
value of the random variables ￿S are in ￿∆.
The other reason to consider qM(B|￿S ∈ ￿∆) for more than one parameter S(i) is to study
the cases where Bob is interested in estimating more than one parameter of the state.
Note that by having larger number of parameters l we can describe more and more
general types of figure of merit. In general, if d is the dimension of Cd then the set of
all (normalized) density operators can be specified by d2 − 1 real parameters. So having
l = d2−1 real parameters is sufficient to specify the exact density operator Alice has chosen
each time, and so l = d2 − 1 parameters are sufficient to describe the most general form
of figures of merit one can imagine for this problem. However, generally, having a figure of
merit which can be defined using less than d2 − 1 parameters, makes it easier to find the
optimal estimation procedure.
To summarize, in the multi-copy estimation problem we are considering here, qM(B|ρ)
has the maximal information required to evaluate the figure of merit of the strategy de-
scribed by the POVMM . In other words, if for two different strateges described by POVMs
M : σ(Ω) → End((Cd)⊗n) and M ￿ : σ(Ω) → End((Cd)⊗n) it holds that
qM (B|ρ) = qM ￿ (B|ρ) (10.2)
for all B ∈ σ(Ω) and ρ ∈ supp(p) then they will have exactly the same performance in the
estimation problem with respect to any figure of merit. On the other hand, qM(B|￿S ∈ ￿∆)
has generally less information, i.e. it can be obtained by a coarse-graining of qM (B|ρ) but
not necessarily vice versa. However, in many reasonable figures of merit one does not need
to specify qM (B|ρ) to specify the figure of merit of the measurement M ; it is sufficient to











holds for all B ∈ σ(Ω) and for all l-dimensional intervals ￿∆ that are assigned nonzero
probability, the two strategies yield the same performance for the figure of merit of interest
(See Fig. 10.1). Eq. (10.3) states that learning the outcome of measurement M is precisely
as informative about the parameter ￿S as learning the outcome of measurement M ￿.




Scenario: Suppose that Alice randomly chooses an unknown state ρ from the density
operators in End(Cd) according to some probability density p (which we call the single-copy
prior) and send n qudits each prepared in the state ρ to Bob through a quantum channel
E : End((Cd)⊗n) → End((Cd)⊗n). Here, the density p is defined relative to dρ a reference
measure on the space of mixed states which is invariant under unitary transformations.1
Suppose that Bob makes measurements on the collection of n systems.
Let parameters ￿s(·) =
￿
s(1)(·), · · · , s(l)(·)
￿
be an arbitrary set of functions where s(i) :
supp(p) → R, and let ￿S be the random variables defined as ￿S ≡ ￿s(ρ) where ρ is the random
state Alice chooses. We refer to ￿s as the parameters. We say that the prior p is invariant
under a subgroup H of U(d), or equivalently, has H as a symmetry if for all ρ we have





We say that the parameter s is invariant under a subgroup H of U(d), or equivalently,
has H as a symmetry if for all ρ ∈ supp(p), i.e. all ρ assigned non-zero probability by the
prior, we have





We now present our main results, leaving the proofs to be presented in Sec. 10.3. We
begin with a version of the result where the assumptions are particularly simple. These
assumptions will be generalized shortly.
Theorem 79 Let A ⊆ End(Cd) be a von Neumann algebra, and let GA be the gauge group
associated with it. Assume that:
1. the prior p and the vector of parameters ￿s have the gauge group GA as a symmetry;
2. the channel E is the identity channel;
3. the prior p has support only on the pure states.
Then for any given measurement with POVM M : σ(Ω) → End((Cd)⊗n), there is another
measurement with POVM M ￿ : σ(Ω) → End((Cd)⊗n) whose image is entirely confined to










1For example we can use the measure induced by the Hilbert-Schmidt inner product defined in [73].
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for all B ∈ σ(Ω) and all l-dimensional intervals ￿∆ which are assigned nonzero probability.
Remark 80 An instance of the measurement described in theorem 79 is M ￿ ≡ L+(M),
where L+ is the unital quantum channel defined in Eq. (8.10).
One can generalize this theorem in two ways: from the identity channel to a class of
nontrivial channels, and from a prior that has support only on pure states to a certain class
of priors that have support on mixed states. We begin by defining the classes in question.
We define a channel E to be noiseless on A⊗n if for all states ρ in End((Cd)⊗n), E(ρ)
and ρ have the same reduction on the algebra A⊗n, i.e.,
∀R ∈ A⊗n : tr(RE(ρ)) = tr(Rρ), (10.7)




Let prior density p̃ be one with support confined to the pure states. Define a prior
density p to be a GA-distortion of p̃ via channel N if it can be realized by sampling a pure
state from p̃ and then applying a quantum channel N : End(Cd) → End(Cd) to the state,
where N is noiseless on A and is also GA-covariant i.e. ∀V ∈ GA : N (·) = N (V · V †).
(Recall that all these densities are defined relative to a fixed unitary invariant measure.)
We then have the following generalization of the theorem 79.
Theorem 81 (Generalization of theorem 79) the implication in theorem 79 still holds if
one weakens assumptions 2 and 3 to:
2￿. the channel E is noiseless on A⊗n;
3￿. the prior p is a GA-distortion of one that has support only on the pure states.
Remark 82 Assume the prior p is a GA-distortion of a prior over pure states via channel
N . Then, an instance of the measurement described in theorem 81 is M ￿ ≡ L+ ◦ (N †)⊗n ◦
E†(M), where L+ is the unital quantum channel defined in Eq. (8.10).
We now make explicit what our main theorem implies for multi-copy estimation prob-
lems.
Corollary 83 If the figure of merit for a strategy M in the n-copy estimation problem
can be expressed as a functional of qM(B|￿S ∈ ￿∆) for some set of parameters ￿s, then if
the assumptions of the theorem 81 (or theorem 79) hold for a von Neumann algebra A, it
follows that the POVM elements of the optimal measurement can be chosen to be in A⊗n.
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Corollary 83 implies that the optimal measurement has the gauge group GA as a local
symmetry. Then, in the special case wherein the algebra A is commutative, by propo-
sition 77, it follows that it can be implemented by measuring a set of observables which
generates A separately on each of the n qudits and then performing a classical processing
on the outcomes.
To apply corollary 83, the figure of merit for an estimation strategy M must be a
functional of the conditional qM(B|￿S ∈ ￿∆). In appendix B.1, we demonstrate in an example
how a common figure of merit, i.e. the expected cost for an arbitrary cost function, can
be written in this form.
10.2.1 The reduction of the state to the algebra
We here describe an alternative way to state assumption 1 of theorem 79 in the case where
the prior p has support only on pure states.
We begin with a definition. We say that a function g from states in End(Cd) to R
depends only on the reduction of the state to the algebra A if it can be expressed as
g(ρ) = f
￿
tr(ρÃ1), · · · , tr(ρÃD)
￿
for some function f : CD → R, where {Ã1, · · · , ÃD} ⊂ A is a basis for A.
In terms of this notion, the alternative statement of assumption 1 is:
1￿. The prior p and the vector of parameters ￿s depend only on the reduction of the state
to the algebra A.
The fact that assumption 1￿ implies assumption 1 is clear: If V ∈ GA then tr(ρV †AV ) =
tr(ρA) for arbitrary density operator ρ in End(Cd) and arbitrary A ∈ A. Then since accord-
ing to assumption 1￿, p and ￿s can be expressed as a function of
￿
tr(ρÃ1), · · · , tr(ρÃD)
￿
we
conclude that p(V ρV †) = p(ρ) and ￿s(V ρV †) = ￿s(ρ) for arbitrary ρ and arbitrary V ∈ GA.
The fact that assumption 1 implies assumption 1￿ is true because of the following:
Consider an arbitrary pair of pure states |ψ1￿ and |ψ2￿ in the support of p. If for this pair







On the other hand, if there does not exist a unitary V ∈ GA such that V |ψ1￿ = |ψ2￿
then ￿s(|ψ2￿￿ψ2|) could be different from ￿s(|ψ1￿￿ψ1|). In other words, to specify the value
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of ￿s for a particular state |ψ￿ it is sufficient to know the orbit of GA that |ψ￿ belongs to.
From previous results in chapter 6 we know that there exists a unitary V ∈ GA for which
V |ψ1￿ = |ψ2￿ if and only if the reduction of two states |ψ1￿ and |ψ2￿ to the algebra A
is the same, i.e. if ￿ψ1|Ãi|ψ1￿ = ￿ψ2|Ãi|ψ2￿ for {Ã1, · · · , ÃD} a basis of A. This implies
that by specifying the reduction of a state to the algebra one has enough information to
infer the orbit that the state belongs to and so has enough information to find the value
of ￿s. As similar argument can be applied for the density p. So, in general, if the prior p is
nonzero only on pure states, then any function which satisfies assumption 1￿ also satisfies
assumption 1 and vice versa.
Note that the restriction to pure states plays an essential role in the equivalence of
assumptions 1 and 1￿ and this equivalence cannot be extended to the case of mixed states,
i.e. in general a parameter s which satisfies assumption 1, s(ρ) cannot be expressed as a
function of tr(ρÃ1), . . . , tr(ρÃD) if ρ is mixed. For instance, consider the case whereA is the
trivial algebra generated by the identity operator, so that GA is the group of all unitaries
on Cd. In this case, the identity operator is a basis for A and consequently every state
ρ has the same reduction to A. This means that the only functions that depend only on
the reduction of the state to A are constant functions. However, there exist non-constant
functions s, such as s(ρ) = tr(ρ2), which are invariant under the group of all unitaries and
therefore have the symmetry property required to satisfy assumption 1. So the equivalence
of assumption 1 and assumption 1￿ cannot be extended to the case of mixed states.
10.2.2 Examples
(i) Estimating parameters defined by a single observable
A very simple example of such a multi-copy estimation problem is the one considered by
Hayashi et al. [67]. A pure state is chosen uniformly according to the Haar measure, and
n copies of the state are prepared. The goal is to estimate the expectation value of an
observable A for the state. Hayashi et al. have shown that for a squared-error figure of
merit, the optimal estimation scheme is to simply measure the observable A separately
on each system. Our generalization of Schur-Weyl duality can be used to provide a very
elementary proof of this result. It can also be used to simplify the solution of estimation
problems that are much more complicated, as we shall show.
Casting this in our language, the vector of parameters to be estimated, ￿s(ρ), has only a
single component, s(ρ) = tr(Aρ). The figure of merit considered in Ref. [67] is the expected
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cost where the cost function is the squared error, i.e.
C(sest, s(ρ)) = (sest − s(ρ))2.
Finally, the prior they consider is the unitarily-invariant measure over pure states and
the channel E between the source and the estimator is the identity channel. It follows
that the assumptions of theorem 79 are all satisfied for the algebra A = Alg{A, I}.
Furthermore, one can show that the squared error for a measurement M is a functional of
the conditional qM(sest ∈ ∆est|S ∈ ∆) in which S is the actual value of the parameter, sest
is the estimated value, ∆ and ∆est are two arbitrary intervals in R (see Appendix B.1).
So the assumptions of corollary 83 are satisfied. Consequently, the optimal measurement
can be confined to A⊗n, but given that A is commutative, it follows from corollary 77
that it can be implemented by measuring the observable A separately on each system and
performing classical data processing on the outcomes. So we have shown that the result of
Hayashi et al. is recovered as a special case of ours.
It is worth noting that for estimation problems involving only a single observable A
(or a set of commuting observables, which amounts to the same), there is in fact a very
broad class of problems for which the optimal estimation can be achieved by separate mea-
surements of A on each system. Indeed, one can consider the estimation of any parameter
that depends only on A, i.e. any function of the form f(tr(ρA), tr(ρA2), tr(ρ2A2), . . . ).
This includes the estimation of higher order moments of A, decisions about the sign of the
expectation value of A, etcetera. One can also take the prior p to be arbitrary over pure
states as long as it depends only on A. Also prior p can be nonzero on mixed states as
long as p is a GA-distortion of a prior which is nonzero only on pure states. Finally, there
are many choices for the figure of merit. We mention only two. We could take the mutual
information between the estimated values of the parameters and their actual values, or
we could take the expected cost for an arbitrary cost function that depends only on A.
For all of these cases, the figure of merit for an estimation strategy M is a functional of
qM(B|￿S ∈ ￿∆) (see App. B.1), so as long as the prior p and the channel E satisfy assump-
tions 2￿ and 3￿ of theorem 81, all the assumptions of corollary 83 are satisfied, and separate
measurements of A suffice. Our result therefore constitutes a very significant generalization
of the previously known results.
(ii) Decision problem for a single qubit
Suppose we are given n copies of qubit state ρ, a density operator in End(C2). For b ∈ 0, 1,
define
|ψ(θ, b)￿ ≡ cos αb
2




where α0 and α1 are distinct angles in the range [0, π) and where θ ∈ [0, 2π). Assume the
single-copy prior p(ρ) is as follows: the state is drawn from the set {|ψ(θ, b)￿} where θ is
uniformly distributed over [0, 2π) and b has uniform distribution over {0, 1}. This prior
is illustrated in Fig. 10.2(a). The goal is to get information about the value of the bit b
using n copies of state given according to this single-copy prior (this example is a decision
problem). For instance, one might be interested to determine the value of the bit b with
minimum probability of error. In general, we assume the goal is to generate an outcome
in the outcome set Ω with σ-algebra σ(Ω) and the performance of different strategies are
evaluated by a figure of merit which can be expressed as a functional acting on q(B|b = b0),
i.e., the probability of event B ∈ σ(Ω) while the value of b is b0 ∈ {0, 1}.
In this case, the parameter to be estimated is defined by
s(|ψ(θ, b)￿￿ψ(θ, b)|) = b.
Adopting the convention that |0￿ and |1￿ are eigenstates of the Pauli observable σz, it
is clear that the prior p and the parameter to be estimated, s, are both invariant under
unitaries of the form eiφ
￿
eiφσz where φ,φ￿ ∈ [0, 2π), which describe phase shifts or rotations
about the axis ẑ. As we have seen in the section 8.1 this group is a gauge group. The
algebra that corresponds to the commutant of this gauge group is A = Alg{σz, I}. Finally,
since the figure of merit depends only on q(B|b = b0) the assumptions of corollary 83
are satisfied. [Note that since s(|ψ(θ, b)￿￿ψ(θ, b)|) = b, b can be thought as the random
variable defined by parameter s acting on states.] Therefore, we can infer that to achieve
the optimal estimation, it suffices to consider POVMs inside the algebra A⊗n and since A
is commutative, it suffices to measure σz on each system individually. In other words, all
the information we can get from the state |ψ(θ, b)￿⊗n about the value of b we can also get
from the mixed state [cos2 (αb)|0￿￿0|+ sin2 (αb)|1￿￿1|]⊗n.
Note, however, that if one acquires some information about θ, then this information can
be useful for estimating b: In the extreme case where we know the exact value of θ, we can
perform the Helstrom measurement [74] for distinguishing the two pure states |ψ(θ, 0)￿⊗n
and |ψ(θ, 1)￿⊗n. So one estimation strategy is to use some of the qubits to estimate θ and
then use this information to choose an optimal measurement for estimating b using the
rest of qubits. But our result shows that by this strategy one cannot get more information
than what one gets by ignoring θ and measuring σz on individual systems. [Note that this
result also implies that to get information about θ from each system we necessarily disturb
its information about b. This can be interpreted as an example of information-disturbance
tradeoff.]
Generalization to priors whose support is not confined to pure states. Theorem 81 im-
plies that measuring σz on each system is optimal even in the case where the single-copy
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Figure 10.2: The Bloch ball representation of the quantum states of a single qubit for three
variations of a decision problem. The pair of circles in each case indicate the support of
the single-copy prior over states and the goal is to decide which circle the state is drawn
from, given n copies of the state. (a) A prior with support confined to pure states. (b) A
prior that is a gauge distortion of the first. (c) A prior for which unentangled measurement
will not be generally sufficient to achieve optimal estimation.
prior is a GA-distortion of the one described above. In this case a GA-distortion is imple-
mented by a channel N that is covariant under phase shifts and noiseless on Alg{σz, I}.
The only channels having these properties are those corresponding to dephasing about the
ẑ axis (i.e. N (ρ) = (1 − r)ρ + r σzρσz for 0 < r < 1). For the single-copy prior that is
achieved by this distortion, the state is drawn from the set {ρ(θ, b) ≡ N (|ψ(θ, b)￿￿ψ(θ, b)|)}
where b and θ are distributed as before (for a given b, this describes a circle within the
Bloch ball). This prior is illustrated in Fig. 10.2(b). The parameter to be estimated is
s(ρ(θ, b)) = b. Note that both the prior and the parameter in this new estimation problem
are invariant under the group of phase shifts. Corollary 83 implies that the estimation
problem so defined is also one wherein the optimal estimation is achieved by implementing
a measurement of σz on each qubit.
Example where unentangled measurements are generally not sufficient. Now suppose
we are given n copies of state {ρ(θ, b)} where
ρ(θ, 0) = |ψ(θ, 0)￿￿ψ(θ, 0)| and ρ(θ, 1) = N (|ψ(θ, 1)￿￿ψ(θ, 1)|)
where N is an arbitrary dephasing channel and where again θ is uniformly distributed
between (0, 2π] and b has arbitrary distribution. Effectively, we have a U(1)-orbit of pure
states (a circle on the Bloch sphere) for b = 0, and a dephased version of a distinct U(1)-
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orbit (a circle within the Bloch ball) for b = 1. This prior is illustrated in Fig. 10.2(c).
Again the goal is to find the value of the bit b.
This estimation problem satisfies assumption 1 of theorems 79 and 81 because the prior
and the parameter have the same gauge group symmetry as the other examples considered
in this section. We seek to show that nonetheless, in this case, the optimal measurement
is not achieved by performing separate measurements of σz on each qubit.
To see this, note first that because the b = 0 states are pure while the b = 1 states are
mixed, the purity of the state does contain information about b. Now consider the projec-
tive measurement which projects the state to the different irreps of Sn which show up in
the representation P(Sn) on (Cd)⊗n. It is well known that this von Neumann measurement
is highly nonlocal and requires interaction between all n systems [75]. This projective mea-
surement is one that reveals information about the eigenvalues of the single-copy density
operator and hence about its purity, as the following argument demonstrates.
First, note that if the single-copy state is pure, then the n-copy state is in the symmetric
subspace of (Cd)⊗n and the outcome of the above projective measurement is fixed. On the
other hand, if the single-copy state is mixed, then there is always a nonzero probability that
the measurement projects the state to a subspace other than the symmetric subspace. In
other words, there is a nonzero probability that the outcome of this measurement achieves
an unambiguous discrimination between the mixed state case and the pure state case. This
implies that there is a nonzero probability of determining the true value of b unambgiuously.
However, one can easily see that for the given prior by measuring σz on each qubit it is not
possible to unambigiously determine the true value of the bit b. Therefore, at least for some
figures of merit, entangled measurements have advantage over unentangeled measurements.
Incidentally, note that since the state of the total n systems is a permutationally-
invariant state, i.e. it commutes with P(Sn) it is block diagonal in the irreps of Sn that
show up in the representation of P(Sn). Therefore by performing the von Neumann mea-
surement which projects into these blocks, the final state (forgetting the outcome of this
measurement) will be the same as the initial state and therefore the statistics of any sub-
sequent measurement will not be affected, that is, implementing such a measurement does
not compromise the informativeness of any other measurement.
This phenomenon is generic. In multi-copy decision problems in which the goal is to
distinguish between a mixed state and a pure state, entangled measurements can achieve a
better performance than unentangled measurements (at least with respect to some figures
of merit).
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(iii) Decision problem for pair of qubits
In the previous example we assumed a bit is encoded in the state of one qubit and the goal
is to acquire information about that bit using n copies of that qubit state. Now suppose we
modify the example in the following way: We assume each system consists of two qubits
(rather than one), left and right, i.e. the Hilbert space of each system is C4 ∼= HL ⊗HR
where HL/R ∼= C2. Again, we are given n copies of state ρ according to the single-copy
prior p(ρ) which is defined as follows: the state is drawn from the set
{(I⊗ V )|ψ(b)￿LR},
where b is uniformly distributed on b ∈ {0, 1}, V is distributed according to the Haar
measure over U(2), and




The goal is again to get information about the bit b and therefore, the parameter to be
estimated is defined implicitly by the condition that
s ((I⊗ V )|ψ(b)￿LR) = b.
It is then clear that the group of all unitaries acting on the right qubit, i.e. {I ⊗ V :
V ∈ U(2)} is a symmetry group of both the prior p and the parameter s. Moreover, this
group of unitaries is clearly a gauge group, so it is a gauge symmetry of the prior and the
parameter. The algebra associated with this gauge group is the full algebra of operators
on the left qubit, i.e. A ≡ End(HL)⊗ I.
Again, we can see that for any figure of merit which depends only on q(B|b = b0), the
assumptions of corollary 83 are satisfied and therefore to achieve the optimal estimation,
it suffices to consider measurement operators inside the algebra A⊗n. It follows that it
suffices to consider measurements that are nontrivial on the left qubits only. In other
words, one can essentially ignore the right qubits. Note that deciding about the value of
b is also equivalent to deciding whether the reduced state of the right qubits is (V |0￿)⊗n
or (I/2)⊗n. It follows that the n right qubits do contain some information about the value
of b, however, our results imply that once one has the information contained in the left
qubits, the information contained in the right qubits is redundant.
10.2.3 Conclusion
Given that the class of estimation problems for which our results apply is very large, they
represent a dramatic expansion, relative to previously known results, in the scope of prob-
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lems for which we can easily determine the optimal measurement. Furthermore, in previous
results where independent measurements on each copy were shown to be optimal, such as
Ref. [67], the reasoning was rather ad hoc. It was not clear what feature of the estimation
problem implied the sufficiency of such measurements. By contrast, our approach follows
a clear methodology – we are determining the consequences of the gauge symmetries of
the estimation problem. Our results establish a sufficient condition for the optimality of
independent measurements, i.e. the lack of any need for adaptive or entangled measure-
ments. It is that the set of single-copy observables that are needed to define the estimation
problem form a commutative set. In a slogan, the commutativity of the observables defining
the estimation problem imply the adequacy of independent measurements.
10.3 Proof of theorem 79 and theorem 81
To prove theorem 79 we first prove the following lemma which holds for any arbitrary
subgroup of the unitary group.
Lemma 84 (From symmetry of the problem to symmetry of the measurement)
In the scenario described in section 10.2, assume the prior p and the vector of parameters
￿s are invariant under a subgroup H of U(d) which has the (normalized) Haar measure
dµ. Then for any measurement described by a POVM M : σ(Ω) → End((Cd)⊗n), the
measurement described by
M̃ ≡ TQ(H)(M) =
￿
H
dµ(V ) V ⊗nMV †
⊗n










for all B ∈ σ(Ω) and all l-dimensional intervals ￿∆ ⊆ Rl which are assigned nonzero
probability.




















dµ(V ) qM(B|V ρV †) (10.9)





















dρ p(ρ) qM̃(B|ρ) (10.11)
where Pr(￿S ∈ ￿∆) is defined as
































where to get the second line we use Eq.(10.9), to get the third line we use the invariance of p
and ￿s under G, to get the fourth line we use the fact that the measure dρ is invariant under
unitary transformations and to get the last line we use the fact that the Haar measure of
H is normalized. This completes the proof.
Proof. (Theorem 79)
According to the first condition in theorem 79, the prior p and the parameters ￿s are
invariant under the gauge group GA. So we can use lemma 84 for the symmetry group GA.
This implies that for any given POVM M : σ(Ω) → End((Cd)⊗n) and
M̃ ≡ TQ(GA)(M) =
￿
GA














for all B ∈ σ(Ω) and all l-dimensional intervals ￿∆ which are assigned nonzero probability.
Now according to assumption 3 of theorem 79, the prior p is nonzero only for pure states.
So for all states in {ρ⊗n : ρ ∈ supp(p)}, i.e. the states Alice is sending to Bob, the support
of the state is restricted to the symmetric subspace of (Cd)⊗n. Since, by assumption 2,
the channel is assumed to be the identity map, Bob receives the same state. Therefore
all states that Bob receives are restricted to the symmetric subspace of (Cd)⊗n. By virtue
of corollary 78, this together with the fact that the measurement M̃ has global symmetry









Define M ￿ ≡ L+(M̃) where L+ is the superoperator defined in Eq.(8.10) of theorem 76.










for all B ∈ σ(Ω) and all ￿∆ which are assigned nonzero probability. This together with










for all B ∈ σ(Ω) and all ￿∆ which are assigned nonzero probability.




M ￿ = L+(M).
From theorem 76, we know that the image of L+ is in A⊗n and therefore so is M ￿(B) for
arbitrary B ∈ σ(Ω).
Proof. (Theorem 81)
We first prove the special case of theorem 81 where assumptions 1, 2’ and 3 hold. In
other words, we first prove the theorem for the case of general channels which satisfy the
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assumptions of theorem 81 but for the special case where the prior is still nonzero only
on pure states. Then we extend the result to the case of general priors which satisfy the
assumption 3’.
(i) Generalization to non-identity channels, pure state priors:
The idea is to convert the estimation problem with channel E to another estimation
problem with the identity channel and then apply the result of theorem 79 to this new
estimation problem.
For any estimation problem described by the parameters ￿s, prior p, and the channel E ,
we consider the two following scenarios:
• Scenario (a) in which Alice prepares n copies of the state ρ according to the proba-
bility density p(ρ) and sends them through the channel E and then Bob performs a
measurement described by POVM M : σ(Ω) → End((Cd)⊗n), and
• Scenario (b) in which Alice prepares n copies of the state ρ according to the probabil-
ity density p(ρ) but then sends them through the identity channel and Bob performs
the measurement described by POVM E†(M) on the systems.










where the left and right hand sides describe the conditional for the scenarios (a) and (b)
respectively. This is true because in the scenario (a) the probability of event B ∈ σ(Ω) given
that Alice has chosen state ρ is tr (M(B)E(ρ⊗n)). On the other hand, in the scenario (b), the














for all ρ ∈ supp(p) and B ∈ σ(Ω), Eq.(10.17) follows.
Now in the scenario (b), where the channel is the identity map, we can apply theorem 79.











Since the channel E is noiseless on A⊗n (assumption 2￿) then all elements of A⊗n are
fixed points of E†. (The fact that E is noiseless on A⊗n implies that for any operators
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= tr (R2R1) which proves the claim.)
Then since elements of A⊗n are fixed points of E† and since the image of L+ is in A⊗n
we conclude that
E† ◦ L+ = L+









Now for the conditionals on each side of this equality, we use Eq.(10.17) to find the mea-










and this holds for arbitrary ρ ∈ supp(p) and event B ∈ σ(Ω) and arbitrary POVM M :
σ(Ω) → End((Cd)⊗n). This completes the proof of the special case of the theorem where
the prior p is nonzero only for pure states. Note that in this particular case one can choose
M ￿ ≡ L+ ◦ E†(M).
(ii) Generalization to mixed state prior:
According to assumption 1 the prior p is invariant under GA and according to assump-
tion 3’, it can be realized by first sampling a pure state from p̃ and then applying channel
N to the state where N is both GA covariant and noiseless on A. Then one can easily see
that the prior p̃ can always be chosen to be invariant under GA. In other words, for any




dµ(V ) p̃(V · V †) (10.20)
which also satisfies these properties, i.e. p￿ is nonzero only on pure states and furthermore
one can realize the prior p by sampling a pure state from p￿ and then applying the quantum
channel N to the state. In addition to these properties, definition 10.20 guarantees that
p￿ is also invariant under GA.
Now consider the estimation problem which is specified by the parameters ￿s, the prior p
and the channel E which satisfy all the assumptions of theorem 81. We call this estimation
problem (a). Now define estimation problem (b) via the following modifications of problem
(a):
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1. We change the prior p to p￿ defined in Eq. (10.20).
2. We change the parameters ￿s to ￿s￿ where
￿s￿(·) ≡ ￿s (N (·)) (10.21)
and so naturally replace the random variables ￿S induced by parameters ￿s to the
random variables ￿S ￿ induced by parameters ￿s￿.
3. We change the channel E in the problem (a) to the channel
E ￿ ≡ E ◦N⊗n. (10.22)









B|￿S ￿ ∈ ￿∆
￿
be the conditional that in problem (b) an event B ∈ σ(Ω) happens given ￿S ￿ ∈ ￿∆.
Now one can easily see that by the manner in which they are defined, the parameters
s￿, prior p￿ and channel E ￿ of problem (b) satisfy all the assumptions of the theorem.
On the other hand, since p￿ is nonzero only for pure states then in the case of problem
(b) we can use the result of part (i) of this proof, Eq. (10.19), which implies that for any
POVM M : σ(Ω) → End((Cd)⊗n)
q(b)M
￿




B|￿S ￿ ∈ ￿∆
￿
(10.23)
for all B ∈ σ(Ω) and for all l-dimensional intervals ￿∆ which are assigned nonzero proba-
bility.







B|￿S ￿ ∈ ￿∆
￿
(10.24)
for all B ∈ σ(Ω) and for all l-dimensional intervals ￿∆ which are assigned nonzero prob-
ability. We present the proof of this equality at the end. Now this equality allows us
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to transform the conditionals for problem (a) to the conditionals for the problem (b).










Recall that the problem (a) is the original problem in the statement of theorem. So,
defining
M ￿ ≡ L+ ◦ E ￿†(M) = L+ ◦N †
⊗n ◦ E†(M)
we conclude that in the original problem for arbitrary POVM M , for arbitrary B ∈ σ(Ω)










where for all B ∈ σ(Ω), M ￿(B) is in A⊗n as it is claimed in the theorem.


































￿S ￿ ∈ ￿∆
￿
Now using the definition s￿(·) ≡ s(N (·)) from Eq. (10.21), we get
Pr(b)
￿
















where to get the second line we have used the fact that by sampling a pure state from p￿
and applying the channel N to it realizes the prior p. Using exactly the same argument
for









and the definition E ￿ ≡ E ◦N⊗n, Eq. (10.22), we can prove that
￿
￿S∈￿∆
dρ p(ρ) q(a)M (B|ρ) =
￿
￿S￿∈￿∆
dρ p￿(ρ) q(b)M (B|ρ) (10.28)
Eqs. (10.28) and (10.27) together imply Eq.(10.24). This completes the proof.
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Chapter 11
Single-copy estimation problems for
bipartite systems
Previously in this thesis, the distinction between global and local symmetries was relative
to the partitioning of the total system into n copies of the system of interest. However, one
can also consider estimation problems where the estimator gets only a single copy of the
system of interest, and the distinction between global and local symmetries is relative to
the partitioning of the system of interest into its components. This case can be significantly
different because the components of the system of interest need not correspond to copies
of a single state. Indeed, they could even be entangled.
In particular, we consider the case where the system has only two components. This
case allows us to obtain particularly strong constraints on the optimal measurement be-
cause the permutation group on two systems has only irreducible representations over the
symmetric and antisymmetric subspaces and our duality only permits an inference from
global symmetry to local symmetry within the symmetric and antisymmetric subspaces
(as shown by the counterexample from section 8.3.1).
11.1 General framework
We begin with some notation. The canonical representation of the permutation group on
the pair is P(S2) ≡ {Id×d, Swap}, where Id×d is the identity operator on (Cd)⊗2 and Swap
is the unitary which exchanges the state of the two systems, i.e. Swap(|ψ￿|φ￿) = |φ￿|ψ￿.
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Under P(S2), the space (Cd)⊗2 decomposes as
(Cd)⊗2 ∼= [(Cd)⊗2]+ ⊕ [(Cd)⊗2]− (11.1)
Also, for any subgroup H ⊆ U(d), the collective representation of H on the pair of systems
is denoted by Q(GA) ≡ {V ⊗2 : V ∈ GA}.
We are now in a position to state our result.





according to some probability density p and sends a single
system in the state ρ to Bob. Here, the density p is defined relative to dρ a reference
measure on the space of mixed states which is invariant under unitary transformations.
Let ￿s(·) =
￿
s(1)(·), · · · , s(l)(·)
￿
be an arbitrary set of functions where s(i) : supp(p) → R,
and let ￿S be the random variables defined as ￿S ≡ ￿s(ρ) where ρ is the random state Alice
chooses. We refer to ￿s as the parameters.
Recalling our earlier definitions, Eqs. (10.4) and (10.5), of what it means for a prior p
and a vector of parameters ￿s to have a symmetry, we can state our result as follows:
Theorem 85 Let A ⊆ End(Cd) be a von Neumann algebra with the gauge group GA.
Assume that the prior p and the vector of parameters ￿s
1. have Q(GA) as a symmetry;
2. have P(S2) as a symmetry.
Then for any given measurement with POVM M : σ(Ω) → End((Cd)⊗2) , there is another
measurement whose POVM is of the form
M ￿ ≡ Π+M+Π+ + Π−M−Π−











for all B ∈ σ(Ω) and all l-dimensional intervals ￿∆ which are assigned nonzero probability.
The proof is provided at the end of this section. Note that unlike theorems 79 and
81, the prior is not presumed to have support only on the pure states nor to be a gauge
distortion of one that does.
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Remark 86 The measurement M ￿ described in the above theorem can be implemented as
follows: first perform the measurement which projects onto the symmetric/anti-symmetric
subspace (the projective measurement described by projectors {Π+,Π−}) and then, depend-
ing on the outcome of this measurement, perform either measurement M+ or M− where
both have local symmetry with respect to GA. The outcome of measurement M ￿ is the
outcome of whichever of these measurements was performed.
11.1.1 Example
Suppose that the prior over the pair of systems has support only on product states ρ1⊗ ρ2
where ρ1, ρ2 ∈ End(Cd) and that it corresponds to choosing ρ1 and ρ2 independently
according to a prior p0, so that the joint prior has the form p(ρ1 ⊗ ρ2) = p0(ρ1)p0(ρ2).




for arbitrary V ∈ U(d), i.e., p0 has U(d) as a symmetry. It follows that the prior p on the
pair has Q(U(d)) as a symmetry, and consequently it also has Q(H) as a symmetry for
any subgroup H of U(d). Moreover, the prior p is invariant under permutations, i.e. it has
P(S2) as a symmetry.
The goal is to estimate the parameter s(ρ1 ⊗ ρ2) = |tr (Aρ1) − tr (Aρ2) | for some
observable A. Let A denote the algebra generated by {Id, A ∈ End(Cd)} and let GA denote
the associated gauge group. It is clear that s has Q(GA) as a symmetry. Furthermore, s
is invariant under a swap of the pair of systems and therefore has P(S2) as a symmetry
as well. The parameter s therefore satisfies the assumptions of the above theorem for the
gauge group GA. Furthermore, because GA is a subgroup of U(d), the prior p satisfies the
assumptions of the above theorem as well.
So, for any figure of merit that can be defined as a functional acting on qM (B|S = s0),
the optimal estimation strategy corresponds to a POVM M ￿ of the form described in the
theorem. In our example, such a measurement has a particularly simple form. First, note
that because the two POVMs M+ and M− have local symmetry with respect to GA and
because A is commutative, using proposition 77, we can conclude that M+ and M− can
both be realized by measuring a Hermitian generator of A (e.g. the operator A) individ-
ually on each system and performing a classical processing of the outcome. This means
that in the case of this example, the POVM M ￿ described in the theorem can be realized
by (i) performing the measurement which projects the state into the symmetric and anti-
symmetric subspaces, (ii) measuring the observable A individually on each system and (iii)
generating the outcome by a classical processing of the outcomes of these measurements.
So for all such M ￿s, the measurements are fixed and the part which is different is just the
classical processing.
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The same result holds for any other parameter which is invariant with respect to the
exchange of the pair of systems and can be expressed in terms of an operator A, such













for some integer k.
11.1.2 Proof of theorem 85
Proof. (Theorem 85) We need to apply lemma 84 in its special case where n = 1 and
the Hilbert space of a single copy (which was denoted by Cd in the statement of lemma)
is Cd ⊗Cd. The symmetry of the problem, denoted by H ⊆ U(d2), is the group generated
by Q(GA) and P(S2) together. Then lemma 84 implies that for any POVM M : σ(Ω) →
End(Cd ⊗ Cd) there is a POVM
M̃ ≡ TH(M) =
￿
H










for all B ∈ σ(Ω) and all l-dimensional intervals ￿∆ which are assigned nonzero prob-
ability. Now the above definition implies that M̃ is invariant under permutation, i.e.
M̃ = Swap[M̃ ]Swap. This implies that
M̃ = Π+M̃Π+ + Π−M̃Π−.
M̃ also has global symmetry with respect to the gauge group GA, i.e. it commutes with
Q(GA). Now corollary 78 implies that for states whose supports are restricted to the
symmetric/anti-symmetric subspaces a measurement with global symmetry with respect
to gauge group GA can be simulated by a measurement whose POVM has local symmetry
(and so its POVM elements are in A ⊗ A). Therefore there exists POVMs M+ and M−
where M± : σ(Ω) → A⊗A such that
Π+M+Π+ = Π+M̃Π+ and Π−M−Π− = Π−M̃Π−
An example of M± is L±(M̃). Also since Π±L±(M̃)Π± = Π±L±(M)Π±, it follows that





In this chapter, we show that the generalization of Schur-Weyl duality we introduced in
chapter 8 has a very intuitive physical interpretation if one considers a particular problem
concerning two independent observers using different conventions to describe quantum
systems. This discussion also reveals the motivation for calling the specific subgroups of
U(d) for which this generalization hold gauge groups.
Consider two observers, Alice and Bob, who are both trying to describe states and
observables of the same physical system. Assume each observer uses his/her own personal
convention to associate states and observables with operators in the Hilbert space H of the
system, and assume that each observer is not aware of the other’s convention.
In this chapter we are interested in answering the following two questions:
1. Assuming Alice and Bob agree on the description of a given set of physical states and
observables, what are the set of all states and observable for which we can be sure
that Alice and Bob have the same description? We call this set the set of agreement.
2. Suppose these two observers are trying to describe the states and observables defined
on n-copies of this system and they use the same conventions for describing each one
of these n copies. Then what is the set of agreement in this case?
Question (i) is answered in section 12.1 and question (ii) is answered in section 12.2. The
answer to question (i) is a straightforward application of Wigner’s theorem.1 It is the
1 See the footnote at page 12.
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solution to question (ii) that will make use of the generalization of Schur-Weyl duality.
Note: In all the previous chapters we have used Alg{Bi} to denote the complex asso-
ciative algebra generated by the set of operators {Bi}. Unlike the rest of this thesis, in this
chapter we need to consider both the real associative algebras and the complex associative
algebras generated by a set of operators {Bi}. So, to distinguish these two cases we denote
the former by AlgR{Bi} and the latter by AlgC{Bi}.
12.1 The set of agreement for a single copy of the
system
We begin by formalizing the notion that Alice and Bob use different conventions. A state
which Alice describes by a density operator ρ, Bob describes by the density operator fs(ρ),
where fs is a bijection from the space of density operators of this physical system to itself.
Furthermore, an observable which is described by the operator B with respect to Alice’s
convention is described by the operator fo(B) relative to Bob’s convention where fo is a
bijection from the space of observables to itself. So, in general, the relation between Alice
and Bob’s conventions is described by a pair of bijections (fs, fo). However, Alice and Bob
are describing the same physical states and observables, therefore using any of these two
conventions to find an observable quantity, such as the expectation value of an observable
for a given state, they should get the same results. In other words, for all observables B
and all sates ρ we should have
tr(ρB) = tr(fs(ρ)fo(B)) (12.1)
This consistency condition is very powerful and can highly restricts the possible forms of
the two bijections fo and fs. In particular, one can show that fs(·) = fo(·) and so we
denote both by the map f . Also, one can argue that f should map pure states to pure
states and then using Wigner’s theorem one can show that f(·) = V (·)V † for some unitary
or anti-unitary V .
Now suppose Alice and Bob somehow agree on the description of a set of operators
(observables and states) {Bi} such that
∀i : f(Bi) = Bi. (12.2)
Suppose V is the unitary or anti-unitary which relates Alice’s and Bob’s conventions to
each other such that f(·) = V (·)V †. Then Eq. (12.2) implies that ∀i : V BiV † = Bi and
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therefore the unitary or anti-unitary V satisfies ∀i : [V,Bi] = 0. Based on this observation
we can prove the following
Proposition 87 (Single-copy set of agreement) Suppose Alice and Bob use different
conventions to describe states and observables of a system with Hilbert space H. Given the
fact that the only thing they know about the relation between their conventions is that they
agree on the description of states/observables {Bi ∈ End(H)}, then the set of agreement
in End(H) is exactly equal to all states/observables which are in
1. AlgC{Bi} if there does not exist an anti-unitary V such that ∀Bi : [V,Bi] = 0.
2. AlgR{Bi} if there exists an anti-unitary V such that ∀Bi : [V,Bi] = 0.
Proof. Suppose there does not exist any anti-unitary V which satisfies ∀Bi : [V,Bi] = 0.
Then we know that the relation between the conventions of the two parties is described by
a unitary V for which ∀Bi : [V,Bi] = 0. Then one can easily see that for any operator B
in the complex associative algebra generated by {Bi}, denoted by AlgC{Bi}, we have
f(B) = V BV † = B (12.3)
So any state/observable in this algebra is in the set of agreement. Now we show that there
does not exist any operator outside AlgC{Bi} for which the two observers can be sure
that they have the same description of it. This can be seen by noting that for any given
operator B⊥ /∈ AlgC{Bi} there is a unitary V ∗ which commutes with all {Bi} but does not
commute with B⊥2. So if the relation between their two conventions were described by
V ∗, Alice and Bob could have the same description of {Bi}, but they would disagree about
the description of B⊥. This argument can be made for any operator outside of AlgC{Bi}.
This completes the proof of item 1.
In the following we prove item 2 of the proposition. Here, the assumption is that there
exists an anti-unitary which commutes with all {Bi}. Therefore, the fact that Alice and
Bob agree on the description of the set {Bi} alone is not sufficient to determine whether
their relation is described by a unitary or an anti-unitary. But still from item 1 we can
infer that the set of agreement should be a subset of AlgC{Bi} and any observable/state
outside AlgC{Bi} may have different descriptions in the two conventions.
Assume V is an arbitrary anti-unitary for which ∀Bi : [V,Bi] = 0. Then one can easily
see that for any operator B in AlgR{Bi} the real associative algebra generated by {Bi} it
holds that
f(B) = V BV † = B (12.4)
2This can be easily shown for example by decomposing the algebra into irreducible algebras.
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So if the relation is described by an unknown anti-unitary which commutes with all {Bi}
then all states/observables inside AlgR{Bi} should be in the set of agreement.
Now since AlgR{Bi} ⊆ AlgC{Bi}, even if the two observers do not know whether their
conventions are related via a unitary or an anti-unitary they can still be sure that they
agree on the description of all states/observables in AlgR{Bi}. In the following we prove
that in this situation, where the two observers do not know whether their conventions are
related via a unitary or an anti-unitary, there is no state/observable outside AlgR{Bi} for
which the two observers can be sure that they have the same description of it.
First recall that the set of agreement is a subset of AlgC{Bi}. From the above discussion
we also know that any state/observable in AlgR{Bi} is in the set of agreement. Now we
argue that there is no state/observable in AlgC{Bi}\AlgR{Bi} in the set of agreement. To
see this we note that an arbitrary element of AlgC{Bi} can be written as C1 + iC2 where
C1,2 ∈ AlgR{Bi}. Now if there exists an anti-unitary V such that ∀i : [V,Bi] = 0 then it
also leaves C1 and C2 invariant but it transform C1+iC2 to C1−iC2. So if there exists such
an anti-unitary then Alice and Bob cannot be sure whether they have the same description
of any state or observable which is in AlgC{Bi}\AlgR{Bi}. This completes the proof.
In retrospect, it was reasonable to expect that if two parties agree on {Bi} then they
agree on all elements of AlgC{Bi} on the grounds that there are few other natural choices
for the solution to the problem. And this is indeed the correct answer in the case that
their conventions are assumed to be related by a unitary. However, this is an unnatural
assumption. Their conventions might well be related by an anti-unitary and if there ex-
ists an anti-unitary that commutes with all elements of {Bi}, then the correct answer is
AlgR{Bi}. So the result is not completely intuitive.
Example 88 Suppose Alice and Bob agree on the description of the set of observables
{I, σx, σy} where the system is a qubit. Then, they will also agree on the description of any
observable in AlgR{Bi} which is equal to the set of {r0I + rxσx + ryσy : r0,x,y ∈ R}. Note
that iσz is also in Alg
R{Bi} but it is not a hermitian operator and so is not an observable.
On the other hand, since AlgR{Bi} is a real algebra this does not imply that σz is also in the
algebra. However, AlgC{Bi} includes all qubit observables and in particular σz but Alice
and Bob do not necessarily agree on the description of this observable. In other words,
there is an anti-unitary which leaves σx, σy invariant but it transforms σz to −σz.
Note that if AlgC{Bi} = AlgR{Bi} then there exists no anti-unitary which commutes
with all elements of {Bi} but the inverse does not hold, i.e. AlgC{Bi} ￿= AlgR{Bi} does not
imply that there exists an anti-unitary which commutes with all elements of {Bi}. This is
shown in the following example.
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Example 89 We modify the example above in the following way: The system is described
by a four dimensional Hilbert space which we will think of as C2 ⊕C2. Suppose they agree
on the description of the following six operators
{I2 ⊕ I2, σx ⊕ I2, σy ⊕ I2, I2 ⊕ σx, I2 ⊕ σy, I2 ⊕ σz}
where I2 is the identity operator on C2. Then in this case, although AlgC{Bi} ￿= AlgR{Bi},
there is no anti-unitary commuting with all {Bi}: If an anti-unitary V leaves I2 ⊕ σx and
I2 ⊕ σy invariant it cannot leave I2 ⊕ σz invariant, because
V (I ⊕ σz)V † = V (−i)(I2 ⊕ σx)(I2 ⊕ σy)V † = −I2 ⊕ σz.
So, since there is no anti-unitary which leaves all {Bi} invariant then proposition 87 implies
that two observers agree on the description of all states/observable in AlgC{Bi} and in
particular they agree on the description of σz ⊕ I2 though it is not in AlgR{Bi}.
As we have seen in the above, in the case where we know that the relation between
Alice’s and Bob’s conventions is described by a unitary, and not an anti-unitary, the set
of agreement is exactly equal to all states and observables in B = AlgC{Bi}. Then, to
specify the set of agreement one should somehow specify the algebra B. Clearly this can
be done by specifying a set of generators of the algebra, say the set {Bi}. Alternatively,
one can specify GB, the set of unitaries that commute with the algebra (or, equivalently,
that commute with a set of generators of the algebra). Note that this set of unitaries
forms a gauge group, i.e. it is equal to the centralizer of its centralizer in the group of
all unitaries. We call it the gauge group of the set of agreement. One can think of these
unitaries as all possible unitaries that can relate Bob’s convention to Alice’s convention
while leaving all states/observables Bi invariant, i.e. satisfying Eq. (12.2). This observation
leads to a natural interpretation of the generalization of Schur-Weyl duality as we shall see
in Sec. 12.2.
This discussion also reveals the motivation for calling the group GB a gauge group. It
is because such a group describes the possible transformations that leave the physically
relevant set of observables invariant (in this case, the single-system observables that Alice
and Bob agree upon), and such transformations are typically called gauge transformations
by physicists.
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12.2 The set of agreement for multiple copies of the
system
Now consider the states and observables defined on H⊗n, that is, n copies of the system
of interest. By the same arguments provided earlier, Alice’s and Bob’s conventions on
this composite system must be related by a bijection f (n)(·) = V (n)(·)V (n)† where V (n)
is a unitary or an anti-unitary. We shall make an assumption about Alice and Bob’s
conventions on the n-copy system, namely, that for every A ∈ End(H), there exists an
A￿ ∈ End(H) such that
∀m ∈ {0, . . . , n− 1} : f (n)
￿
I⊗m ⊗ A⊗ I⊗(n−m−1)
￿
= I⊗m ⊗ A￿ ⊗ I⊗(n−m−1) (12.5)
This assumption means that Alice and Bob agree on which degrees of freedom in the
composite system correspond to the subsystems of interest, that is, they agree on how to
partition the composite system into n copies. Furthermore, the fact that ∀m ∈ {0, . . . , n−
1} the same operator A￿ is assigned to the operator A means that the relation between
Alice’s and Bob’s conventions is the same for each of the n copies. In other words, if the
subsystems have the same description in the convention of one party, then they also have
the same description in the convention of the other.3 It follows from these two assumptions
that f (n)(·) = f⊗n(·) for some single-copy f , or equivalently, that V (n) = V ⊗n for some
single-copy V that is either unitary or anti-unitary.
Now consider the situation where two observers agree on the description of a set of
observables {Bi ∈ End(H)} defined on the subsystems (note that {Bi} are operators
acting on H and not on H⊗n). Then the question is: under this situation what is the set
of agreement, i.e. the set of all states/observables defined on the n subsystems which we
can be sure the two parties have the same descriptions of them?
To answer this question, first note that since both observers have the same description
of the observables {Bi} then the possible unitary (anti-unitaries) which can relate their
description of the states of subsystems are unitaries (anti-unitaries) which commute with
all {Bi}. This implies that the set of agreement is the set of states/observables which
are invariant under V ⊗n for arbitrary unitary or anti-unitary V which commutes with all
{Bi}. Assume for a moment that we know that the relation between the two conventions
is described by a unitary (and not an anti-unitary). So the unitary V which relates the
convention for single copy systems is in GB, the gauge group of the algebra B = AlgC{Bi}.
3Were the relation between conventions to be different for different copies, then all we could say about
f (n) would be that f (n)(A⊗n) = A￿1 ⊗A￿2 ⊗ · · ·⊗A￿n for some A￿1, A￿2, . . . , A￿n ∈ End(H).
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Now theorem 71 or equivalently corollary 72 can be used to find the set of agreement for
the multipartite system. Any state/observable which is invariant under V ⊗n for all V ∈ GB
is by definition in the commutant of the complex algebra generated by Q(GB). But by
corollary 72, this is just the the complex associative algebra generated by ￿B⊗n,P(Sn)￿.
So in this case, where we know the conventions are related via a unitary, the set of
agreement is equal to AlgC{P(Sn), Bi1 ⊗ · · · ⊗ Bin : Bik ∈ {Bi}}. Now using a similar
argument to the one we used in the case of n = 1, one can show that if we do not know
whether the relation is via a unitary or an anti-unitary then the set of agreement is the
real associative algebra generated by {Bi1 ⊗ · · · ⊗ Bin : Bik ∈ {Bi}} and the elements of
the permutation group P(Sn). So to summarize we have proven that
Proposition 90 (Multi-copy set of agreement) Suppose Alice and Bob use different
conventions to describe states/observables on n copies of a system with the Hilbert space H
(so the total Hilbert spaces is H⊗n). Furthermore, assume each party uses the same con-
vention for describing the states/observables of all these n systems (i.e. Eq.(12.5) holds).
Finally, assume Alice and Bob know that they agree on the description of states/observables
{Bi ∈ End(H)} on a single system. Given that these assumptions are all they know about
the relation between their conventions, the set of agreement defined on n copies of this
system is exactly equal to all states/observables which are in
1. AlgC{P(Sn), Bi1 ⊗ · · · ⊗ Bin : Bik ∈ {Bi}} if there does not exist an anti-unitary V
such that ∀Bi : [V,Bi] = 0.
2. AlgR{P(Sn), Bi1 ⊗ · · ·⊗Bin : Bik ∈ {Bi}} if there exists an anti-unitary V such that
∀Bi : [V,Bi] = 0.
Ignoring the extra complexity introduced by the possibility of anti-unitaries which can
relate two conventions, this result gives us an intuitive understanding of the generalization
of Schur-Weyl duality: If two parties agree on the description of states/observables {Bi}
on a single system then they also agree on the description of the n-fold tensor product of
these operators, i.e. {Bi1 ⊗ · · ·⊗Bin : Bik ∈ {Bi}}. Furthermore, since they agree on how
to partition the composite system into n copies, i.e. Eq.(12.5) holds, they also agree on
the description of all permutations P(Sn). Now intuitively, one expect that any state or
observable that Alice and Bob can agree on its description should be in the algebra formed
by these operators. There does not exist any other natural candidate. Trying to prove this
intuition will naturally lead us to the generalization of Schur-Weyl duality.
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Conclusion (Part II)
In part II of this thesis we introduced the notion of gauge groups and provided a simple
characterization of them. We saw that any gauge group can be thought as the set of
all unitaries which describe a change of reference frame or convention under which the
description of a certain set of observables remain unchanged. This is in fact the main
motivation for the name of gauge groups.
We proved some nice properties of the tensor product representations of gauge groups





. More precisely, for any gauge group G ⊆ U(d) we constructed two
subgroups of GL(dn) such that the span of each is equal to the algebra formed by the
commutants of the other. The standard Schur-Weyl duality is the specific case of these
new dual reductive pairs where the gauge group is the unitary group U(d).





. Furthermore, by virtue of a counterexample, we showed
that this stronger form of duality does not exist in the subspaces corresponding to the
other irreps of the permutation group Sn.





symmetry with respect to a gauge group G ⊆ U(d) there exists an operator which i) has
local symmetry with respect to G and ii) its restriction to the symmetric (anti-symmetric)
subspace is exactly equal to the original operator. We found a completely positive, unital
super-operator which realizes this map from operators with global symmetry to operators
with local symmetry.
Applying this result to Hamiltonians or measurements with global symmetry with re-
spect to a gauge group can have interesting implications in quantum information theory.
In particular, we showed that if a measurement on n qudits has global symmetry with
respect to a gauge group G ⊆ U(d) then there exists a measurement with local symmetry
with respect to that gauge group which has exactly the same statistics for all states of n
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qudits whose support are restricted to the symmetric (anti-symmetric) subspace of (Cd)⊗n.
As we explained, the importance of this result is that the local symmetry of measure-
ments can put strong constraints on the amount of entanglement and interactions which
are required to implement them. In particular, we showed that if a measurement on n
qudits has local symmetry with respect to the gauge group of a commutative algebra of
operators A ⊂ End(Cd) then the measurement can be realized by measuring observables
which generate A on each single qudit separately and then performing a classical process-
ing on the outcomes of all these measurements to generate the outcome of the original
measurement on n qudits.
We used this result to study a particular family of quantum estimation problems in
which one is given n copies of a qudit state where the state is chosen according to some
known prior and the goal is to find information about the state of this qudit. For example,
the goal is to estimate the expectation value of a certain set of observables for the state of
qudit. The performance of a particular estimation procedure is evaluated via a figure of
merit such as the mutual information or the mean squared error.
We introduced a framework for describing the figures of merit. The point of this specific
way of describing figures of merit is to clarify which parameters of state they depend on
which, in turn, clarifies the symmetries of the figure of merit. For instance, from this point
of view, the following figures of merit depend on the same parameter and so have the same
symmetries: i) the mutual information between the actual value of the expectation value
of an observable and its estimated value and ii) the mean squared error of this estimation.
Then we showed that, if the prior is nonzero only for pure states, then the optimal
measurement for this estimation problem can be chosen to have local symmetry with
respect to the gauge symmetry of the estimation problem, i.e. the gauge group which
describes transformations under which the prior, the parameters to be estimated and the
figure of merit remain unchanged.
We also demonstrate several other generalizations of the basic multi-copy estimation
problem – to cases which include mixed states and to cases where the channel between
the source and the estimator can be noisy – such that our results still have nontrivial
consequences for the optimal measurement.
Given that the class of estimation problems for which our results apply is very large,
they represent a dramatic expansion, relative to previously known results, in the scope of
problems for which we can easily determine the optimal measurement. Furthermore, in
previous results where independent measurements on each copy were shown to be optimal,
such as Ref. [67], the reasoning was rather ad hoc. It was not clear what feature of the esti-
mation problem implied the sufficiency of such measurements. By contrast, our approach
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follows a clear methodology – we are determining the consequences of the gauge symmetries
of the estimation problem. Our results establish a sufficient condition for the optimality
of independent measurements, i.e. the lack of any need for adaptive or entangled measure-
ments. It is that the set of single-copy observables that are needed to define the estimation
problem form a commutative set. In a slogan, the commutativity of the observables defining
the estimation problem imply the adequacy of independent measurements.
We also demonstrated that our result about promoting global symmetry of measure-
ments to local symmetry has applications for a different type of estimation problems where
the estimator gets only a single copy of the state of a system formed form two qudits. In
the particular case of a system formed from two qudits the permutation group has only
irreducible representations corresponding to the symmetric and antisymmetric subspaces.
But in both of these subspaces the strong form duality hold. This implies a very strong
constraint on the form of optimal measurement.
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Appendix A
Appendices of part I
A.1 Input-output Hilbert spaces
In general the input and output Hilbert space of a time evolution are not the same (Hin ￿=
Hout). This can happen especially in the case of open system time evolutions. However,
we can always assume that the input and output spaces are two different sectors of a larger
Hilbert space (Hin⊕Hout) and extend the time evolution to a time evolution which acts on
this larger Hilbert space. Therefore without loss of generality we can restrict our attention
to the cases where the input and output Hilbert spaces are the same.
On the other hand, when the spaces are equipped with a representation of a symmetry
group and the time evolution is covariant we may also care about the symmetries of the
extended time evolution and therefore this process of embedding spaces in a larger space is
less trivial. Suppose there is a representation of group G on the input and output Hilbert
spaces given by {Uin(g) : g ∈ G} and {Uout(g) : g ∈ G}. Suppose the time evolution is
G-covariant i.e. E ◦ Uin(g) = Uout(g) ◦ E for all g ∈ G. In the following we will show that
it is always possible to extend this time evolution to a time evolution on Hin ⊕Hout such
that this extended time evolution respects the natural representation of G on Hin ⊕Hout
given by {Uin(g) ⊕ Uout(g) : g ∈ G}. Therefore without loss of generality we can always
restrict our attention to the G-covariant time evolutions whose input and output Hilbert
spaces are the same. In particular when we ask whether there exists a G-covariant time
evolution which maps ρ to σ we can always assume ρ and σ live in two sectors of the same
Hilbert space.
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A.1.1 General G-covariant Channels
Suppose E is a channel (completely positive-trace preserving linear map) from B(Hin) to
B(Hout) which is G-covariant i.e. for all g ∈ G we get Uout(g)E [·]U †out(g) = E(Uin(g)[·]U †in(g)).
Then we can always extend this channel to Ẽ a G-covariant channel from B(Hin ⊕ Hout)
to itself by defining




where IHin⊕Hout/(din + dout) is the totally mixed state on Hin ⊕ Hout. Clearly by this
definition Ẽ is completely positive and trace preserving and so a valid channel and moreover
it is G-covariant. Furthermore the restriction of Ẽ to Hin i.e. Ẽ(Πin[·]Πin) is equal to E(·).
On the other hand, if there is a G-covariant channel B(Hin⊕Hout) to itself which maps
all operators in B(Hin) to operators in B(Hout) then clearly by restricting its input to
B(Hin) we get a valid G-covariant channel from B(Hin) to operators in B(Hout).
Finally consider the situation where there is a G-covariant channel E from B(H) to itself
which maps ρi to σi for a set of i’s. Assume the representation of group G on the Hilbert
space is {U(g) : g ∈ G}. Define Πin and Πout to be respectively the span of the supports
of all operators {U(g)ρiU †(g)} and {U(g)σiU †(g)}. It is clear from this definition that
both Πin and Πout commute with all {U(g) : g ∈ G}. Therefore the subspace associated
to these projectors Hin and Hout have a natural representation of the group G given by
{ΠinU(g)Πin} and {ΠoutU(g)Πout}. Now Ẽ ≡ E(Πin[·]Πin) is a new G-covariant quantum
channel which maps states from B(Hin) to B(Hout) and Ẽ(ρi) = σi.
A.1.2 G-invariant unitaries and G-invariant isometries
Basically we can repeat all of those observations for equivalence of a G-invariant unitary,
where the input and output are the same Hilbert spaces, and a G-invariant isometry where
the input and output Hilbert spaces are different.
For example if there exists a G-invariant unitary on Hin ⊕Hout which unitarily maps
the subspace Hin to (a subspace) of Hout then clearly there exists a G-invariant isometry
V from Hin to Hout such that ∀g ∈ G : V Uin(g) = Uout(g)V and V †V = Iin where Iin is
the identity on Hin.
The only property which is less trivial in the case of unitary-isometry equivalences is
the the following: Suppose V is an isometry from Hin to Hout which is G-invariant i.e.
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∀g ∈ G : V Uin(g) = Uout(g)V . Then there exits a unitary Vext on Hin ⊕ Hout such that
∀g :∈ G : Vext(Uin(g) ⊕ Uout(g)) = (Uin(g) ⊕ Uout(g))Vext and moreover V = ΠoutVextΠin
where Πin/out is the projector to Hin/out. This is shown by the following lemma
Lemma 91 Suppose W maps the subspace of the support of the projector Π unitarily to
another subspace such that ΠW †WΠ = Π (in other words, WΠ is an isometry). Then if
∀g ∈ G : [WΠ, U(g)] = 0 there exits a unitary WG−inv such that ∀g ∈ G : [WG−inv, U(g)] =
0 and WG−invΠ = WΠ.
Proof. WΠ commutes with all U(g) and so does ΠW †. Therefore Π = ΠW †WΠ also









Iµ ⊗ Π(µ) (A.3)
where Π2 = Π implies Π(µ)
2
= Π(µ) and so all Π(µ)’s are projectors (Note that for some
µ, Πµ might be zero.). WΠ also commutes with all {U(g)}. Since WΠ = (WΠ)Π we




Iµ ⊗ (W (µ)Π(µ)) (A.4)
ΠW †WΠ = Π implies that Π(µ)W (µ)
†
W (µ)Π(µ) = Π(µ). Therefore W (µ)Π(µ) unitarily acts
on on the subspace of the support of Π(µ). Now we can always find a unitary W̃ (µ) on this




Iµ ⊗ W̃ (µ) (A.5)
Clearly it commutes with all {U(g)} and W̃Π = WΠ.
216
A.2 Proof of proposition 41
Suppose we are restricted to use rotationally invariant Hamiltonians and we can prepare
states in rotationally invariant states. Therefore any measurement we can realize is rota-
tionally invariant, i.e. its POVM commutes with the representation of rotation. Under
this restriction we cannot distinguish two orthogonal spin-half states | ↑￿n̂ and | ↓￿n̂.
Now suppose we are given a spin-j system in state ρ and we can use it as a quantum
reference frame to distinguish two states | ↑￿n̂ and | ↓￿n̂ where these states are given
with equal probability. Hereafter we drop the direction n̂. So, we are basically trying to
distinguish states
ρ⊗ | ↑￿￿↑ | and ρ⊗ | ↓￿￿↓ |
using measurements which have rotational symmetry. But this problem is equivalent to
the problem of distinguishing two states
G (ρ⊗ | ↑￿￿↑ |) and G (ρ⊗ | ↓￿￿↓ |)
using arbitrary measurement, where G is uniform twirling over all rotations.
From Helstrom’s theorem we know that the maximum probability of success which we





￿G (ρ⊗ | ↑￿￿↑ |)− G (ρ⊗ | ↓￿￿↓ |) ￿
4
(A.6)
To calculate this probability of success we first note that G(ρ⊗| ↑￿￿↑ |) and G(ρ⊗| ↓￿￿↓ |)
have very simple forms. We can easily see that















where Πj±1/2 is the projector to the subspace corresponding to irrep j ± 1/2 and pj+1/2,
pj−1/2, qj+1/2, qj−1/2 are all positive numbers which satisfy
pj+1/2 + pj−1/2 = 1 and qj+1/2 + qj−1/2 = 1 (A.9)
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Then we find
￿G (ρ⊗ | ↑￿￿↑ |)− G (ρ⊗ | ↓￿￿↓ |) ￿ = |pj+1/2 − qj+1/2|+ |pj−1/2 − qj−1/2|
= 2|pj+1/2 − qj+1/2| (A.10)
In the following we calculate |pj+1/2−qj+1/2| and to do this we consider the expectation
value of L2tot, the total angular momentum of quantum reference frame and spin-half system
for state G(ρ ⊗ | ↑￿￿↑ |) and for state G(ρ ⊗ | ↓￿￿↓ |). First, notice that L2tot, is invariant













L2tot(ρ⊗ | ↑￿￿↑ |)
￿




L2totG(ρ⊗ | ↓￿￿↓ |)
￿
= tr(L2tot(ρ⊗ | ↓￿￿↓ |))








L2totG(ρ⊗ | ↓￿￿↓ |)
￿￿￿ = (2j + 1)|pj+1/2 − qj+1/2|
where we have used Eqs.(A.9).
On the other hand, total angular momentum L2tot is equal to
L2tot = L









S are respectively the vector of angular momentum of the quantum reference
frame and the spin-half system.
Using this equality we can calculate the difference of expectation value of L2tot for
G(ρ⊗ | ↑￿￿↑ |) and G(ρ⊗ | ↓￿￿↓ |). It turns out that
￿￿tr
￿




























where we have used Sz = 1/2(| ↑￿￿↑ | − | ↓￿￿↓ |), tr(SzSx,y) = 0 and tr(S2z ) = 1/2.
Comparing with Eq.(??) we find














This completes the proof of proposition 41.
A.3 Characteristic functions and pairwise distinguisha-
bility
In this section we discuss about the interpretation of the amplitude of characteristic
function of state {|ψ￿} in terms of the pairwise distinguishability of states in the set
{U(g)|ψ￿ : g ∈ G}.
First, note that any measure of the distinguishability of a pair of pure states, |α1￿ and
|α2￿, depends only on the absolute value of their inner product, |￿α1|α2￿|. This is a conse-
quence of the fact that for two pairs of states, {|α1￿￿α1|, |α2￿￿α2|} and {|β1￿￿β1|, |β2￿￿β2|},
the condition |￿α1|α2￿| = |￿β1|β2￿| implies that it is possible, via a unitary dynamics, to
reversibly interconvert between the two pairs, which in turn implies (on the grounds that
no processing can increase the distinguishability of a pair of states) that they have the
same distinguishability. Moreover using the same type of argument we can easily see that
any measure of distinguishability should be monotonically nonincreasing in this overlap.
Therefore, for any pair of states U(g1)|ψ￿ and U(g2)|ψ￿, the distinguishability is specified
by |￿ψ|U †(g1)U(g2)|ψ￿| = |χψ(g−11 g2)|.
At first glance, therefore, one might think that the Gram matrix for any set of pure
states merely encodes the distinguishability of every pair of these states, and therefore,
that the characteristic function of a state merely encodes the pairwise distinguishability
of the state and every group-transformed version thereof. This is not the case however.
Although it is true that if two (covariant) sets are reversibly interconvertible [i.e. they have
the same Gram matrix (characteristic function)], then every pair from the first has the same
distinguishability as the corresponding pair from the second, the opposite implication fails.
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In other words, the information content of the set (in particular its entropy for different
probability measures) is not specified by the pairwise distinguishabilities of its elements.
This phenomenon is highlighted by the results of Jozsa and Schlienz [57]. Also, a
particularly nice example is provided by a result of Gisin and Popescu concerning the
optimal state of two spin-half systems to use for sending a direction in space [59]. Define
|↑n̂￿ and |↓n̂￿ to be the eigenstates of spin along the +n̂ direction, that is, n̂ · ￿σ|↑n̂￿ = |↑n̂￿
and n̂ · ￿σ|↓n̂￿ = −|↓n̂￿. Then it is shown in [59] that the state {|↑n̂￿|↓n̂￿} is better than
{|↑n̂￿|↑n̂￿} for this task when the figure of merit is the fidelity of the estimated direction
with the actual sent direction. In other words, they showed that the with respect to this
figure of merit the encoding {Ω → (U(Ω) ⊗ U(Ω))|↑ẑ￿|↓ẑ￿,Ω ∈ SO(3)} provides more
information about Ωẑ than the encoding {Ω → (U(Ω) ⊗ U(Ω))|↑ẑ￿|↑ẑ￿,Ω ∈ SO(3)}. On
the other hand, one can easily check that the amplitudes of the characteristic functions
for the two sets, which encode the pairwise distinguishability of elements of the sets, are
exactly the same. This follows from the fact that
|χ↑↓(Ω)| = | ￿↑ẑ|￿↓ẑ| [U(Ω)⊗ U(Ω)] |↑ẑ￿|↓ẑ￿ | = |￿↑ẑ|U(Ω)|↑ẑ￿|× |￿↓ẑ|U(Ω)|↓ẑ￿|
and
|χ↑↑(Ω)| = |￿↑ẑ|￿↑ẑ| [U(Ω)⊗ U(Ω)] |↑ẑ￿|↑ẑ￿| = |￿↑ẑ|U(Ω)|↑ẑ￿|× |￿↑ẑ|U(Ω)|↑ẑ￿|
and the fact that for arbitrary rotation Ω we have |￿↑ẑ|U(Ω)|↑ẑ￿| = |￿↓ẑ|U(Ω)|↓ẑ￿|.
The insufficiency of the pairwise overlaps within a set of states for specifying the infor-
mation contained in the set implies that the relevant global properties of the set are encoded
in the phases of the components of the Gram matrix, or, in the case of the covariant set
of pure states, in the phase of the characteristic function.
One may think that the insufficiency of pairwise distinguishabilities for specifying the
content of a set is a quantum phenomenon which does not happen in the classical world.
But this is not the case: A simple example (attributed to Peter Shor in Ref. [57]) illus-
trates the point. Consider a discrete sample space with four elements, and the following
two sets of probability distributions: {(1/2, 1/2, 0, 0), (1/2, 0, 1/2, 0), (0, 1/2, 1/2, 0)} and
{(1/2, 1/2, 0, 0), (1/2, 0, 1/2, 0), (0, 1/2, 0, 1/2)}. The three distributions in each case are
illustrated by the “sausages” in Fig. A.1. It is clear that the pairwise overlaps are the same
for the two sets but there are not reversibly interconvertible.
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Figure A.1: Example of two ensembles of classical probability distributions that have
different information content, but for which the pairwise distinguishability are the same.
A.4 Comparison of classical and quantum character-
istic functions
The characteristic function of a quantum state can be understood as a generalization of
the characteristic function of a probability distribution. In fact, this generalization was
the first motivation for introducing the notion of a characteristic function for a quantum
state by Gu [62]. We first review some properties of classical characteristic functions and
then we talk about their analogues in the case of quantum states and non-Abelian groups.
We also review positive definiteness as the main criterion for a complex function over the
group to be the characteristic function of a valid quantum state. Almost all the materials
of this appendix are borrowed from [62, 63, 64].
A.4.1 Review of classical characteristic functions
For a real random variable x with the distribution function F (x) the characteristic function




The distribution function is uniquely determined by its characteristic function. Moreover
if the probability density exists then it will be equal to the inverse Fourier transform of
the characteristic function. One particularly useful property of the characteristic function
is the multiplicative property according to which the characteristic function of the sum of
two independent random variables is equal to the product of their characteristic functions.
fx+y(t) = fx(t)fy(t) (A.16)
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There exists a remarkably simple proof of the central limit theorem using this multiplicative
property of characteristic functions.
The derivative of characteristic functions at the origin determines the moments of the
random variable.




Sometimes it is more favourable to use cumulants of the random variable instead where
the n-th order cumulant is defined as the n-th order derivative of the logarithm of the
characteristic function at the point 0, multiplied by i−n.




The first and second cumulants are mean and variance of the random variable. By this
definition, it turns out that cumulants of a sum of independent random variables is equal
to the sum of the cumulants of the individual terms for all orders of cumulants.
The set of all classical characteristic functions is determined by Bochner’s theorem,
according to which a complex function f(t) is the characteristic function of a random
variable if and only if 1) f(0) = 1, 2) f(t) is continuous at the origin, and 3) it is positive
definite. Recall that a function f(t) is positive definite if for any integer n and for any string
of real numbers t1, ..., tn the matrix ai,j ≡ f(ti − tj) is a positive definite matrix. Positive
definiteness of a function guarantees that the inverse Fourier transform of this function is
positive for all values of the random variable, which is clearly a necessary condition for a
function to be a probability density.
For more discussion about the properties of characteristic functions of probability dis-
tributions, see e.g. [61].
A.4.2 Quantum characteristic functions
As the characteristic function of a probability distribution determines all of its statistical
properties, the characteristic function of a quantum state over the group G uniquely speci-
fies all the statistical properties of observables in the algebra of observables which generates
the projective unitary representation of G. For example suppose L is the representation of







In particular the first derivative (k = 1) determines the expectation value of the genera-
tor.This is just property 7 of characteristic functions from Section 6.2.2.
Similarly we can define cumulants of the observable L, where the n-th order cumulant
is defined as the n-th order derivative of the logarithm of the characteristic function at the






The first and second cumulants are mean and variance of the observable. By this definition,
it turns out that the cumulants of the tensor product of two states is equal to the sum of
the cumulants of the individual states for all orders of cumulants.
In the rest of this appendix, we are interested to find the generalization of Bochner’s
theorem i.e. the set of necessary and sufficient conditions for φ(g) a complex function
over group to be the characteristic function of some quantum state. We see that such a
generalization can be found via both non-commutative Fourier transform and the Gelfand-
Naimark-Segal (GNS) construction theorem. As in the rest of the paper, we focus on the
finite groups and compact Lie groups.
As the first necessary condition we note that tr(ρ) = 1 implies that χ(e) = 1 (where
e is the identity of group). We call the functions which satisfy this condition normalized
functions. In the case of compact Lie groups φ(g) should also be a continuous function.
We also need a condition on φ(g) equivalent to the positivity of density operators. As we
just saw in the case of probability distributions the condition of positivity of probabilities
is equivalent to the positive definiteness of characteristic function of the probability distri-
bution. Similarly it turns out that the relevant condition on φ(g) to be the characteristic
function of a positive operator is the natural generalization of positive definiteness for the
functions defined on the group:
Definition 92 A complex function φ(g) on a group G is positive definite if for all choices





i gj) ≥ 0 (A.21)
For the case of compact Lie groups where the function should also be continuous we can
express the condition as
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Definition 93 A continuous function φ(g) on a group G with the Haar measure dg is
called positive definite if it satisfies
￿ ￿
dgdh f̄(g)φ(g−1h)f(h) ≥ 0. (A.22)
for any f ∈ L1(G).
Now using the Fourier transform, one can easily prove a theorem similar to the Bochner’s
theorem [62, 63]:
Theorem 94 A complex function φ(g) on the finite or compact Lie group G is the charac-
teristic function of a quantum state in a finite dmensional Hilbert space iff φ(e) = 1, φ(g)
is positive definite and continuous (in the case of Lie groups).
Proof. We present the proof assuming that the group G is a compact Lie group (The
same argument works for a finite group by replacing integrals with summation.). We
use the inverse Fourier transform. Suppose B(µ) ≡ dµ
￿
dgU (µ)(g−1)φ(g). Then the set of




and (2) all operators {B(µ)} are positive definite. The first condition expresses the fact
that the trace of the state is one and is guaranteed by φ(e) = 1. On the other hand,
B(µ) is positive iff tr(FF †B(µ)) ≥ 0 for all operators F acting on Mµ (the subsystem on
which Uµ acts irreducibly). Note that tr(FF †B(µ)) is equal to the Fourier transform of the
operator FF †B(µ) at point e. So using the convolution property of characteristic functions,
Eq.(6.31), we get





So if φ(g) is positive definite and therefore satisfies Eq.(A.22) then all B(µ)’s are positive.
We can prove the other direction of the theorem similarly.
Therefore the set of normalized positive definite functions (also continuous in the case
of Lie groups) are exactly the set of characteristic functions of states.
We can also get this result using a more fundamental theorem in the representation
theory of C∗ algebras, called the GNS construction after Gel’fand, Naimark and Segal. A
specific form of this theorem states
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Theorem 95 (GNS construction) With every (continuous) positive definite function
φ(g) we can associate a Hilbert space H, a unitary representation {U(g) : g ∈ G} of G in
H and a vector ψ, cyclic for {U(g) : g ∈ G}, such that
φ(g) = ￿ψ|U(g) |ψ￿ (A.24)
Moreover the representation {U(g)} is unique up to a unitary equivalence.
Note that a vector |ξ￿ is cyclic for the representation {U(g) : g ∈ G} on the space H if
the span of vectors {U(g)|ξ￿ : g ∈ G} is a dense subset of the space H.
Therefore the GNS construction theorem guarantees that for any given (continuous)
normalized positive definite function there exists a corresponding pure cyclic state with
that characteristic function. Note that for any arbitrary mixed or pure state there exists
a pure state which is cyclic (for the representation on its Hilbert space) with exactly the
same characteristic function. So the set of all (continuous) normalized, positive definite
function is exactly the same as the set of all characteristic functions of states.
A.5 More on the approximate notion of unitary G-
equivalence
In this section we prove theorem 54 and present some other versions of this result.
Using the standard bounds between fidelity and trace distance of two operators [17] we
can express this result in terms of trace distance of the reductions. For future applications
here we present the condition which guarantees the existence of a G-invariant unitary for
transforming states to each other in terms of trace distance of reductions.
Corollary 96 Suppose {F (µ)1 } and {F
(µ)
2 } are respectively the reductions onto irreps of
states ψ1,ψ2 ∈ H. Then there exists a G-invariant unitary V acting on H such that





￿F (µ)1 − F
(µ)
2 ￿ (A.25)
In the following we present a similar bound in terms of the distance between charac-
teristic functions of states χψ1,2(g) and another bound in terms of the distance between
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where ϕµ(g) = tr(U (µ)(g)) is the character of irrep µ and ∗ (convolution) is defined in
Eq.(6.32).
Corollary 97 Suppose χψ1 and χψ2 are respectively the characteristic functions of states
ψ1 and ψ2. Then there exists a G-invariant unitary V such that























where the summation is over all irreps in which ψ1 and ψ2 have nonzero components.
To prove theorem 54, we first recall a well-known theorem by Uhlmann (see e.g. [18]).
Theorem 98 (Uhlmann) Suppose A1 and A2 are two positive operators on H. Also
suppose H￿ is a space large enough such that H⊗H￿ admits purification of both A1 and A2.
Suppose for k ∈ {1, 2} that |αk￿ is a purification of Ak on H⊗H￿, i.e. trH￿(|αk￿￿αk|) = Ak.
In this case,





= max{|￿α1|α2￿|, trH￿(|α2￿￿α2|) = A2} (A.29)
Proof. (theorem 54 and remark 55)
Suppose Mµ ⊗ Nµ is the subspace associated to irrep µ in H1 ⊕ H2 and Πµ is the
projective operator to this subspace. Define
|ψ(µ)1,2 ￿ ≡ Πµ|ψ1,2￿ (A.30)
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Suppose V is an arbitrary G-invariant unitary. Define | ￿ψ￿ ≡ V |ψ1￿ and | ￿ψ(µ)￿ ≡ ΠµV |ψ1￿
then
|￿ψ2|V |ψ1￿| = |
￿
µ
￿ψ(µ)2 | ￿ψ(µ)￿| ≤
￿
µ
|￿ψ(µ)2 | ￿ψ(µ)￿| (A.31)
Then we have





where F (µ)1 and F
(µ)
2 are both operators acting on Mµ.
The fact that V is G-invariant implies that | ￿ψ￿ and |ψ1￿ have the same reductions onto
irreps, i.e., for all µ




1 |) = F
(µ)
1 (A.33)




2 according to the Uhlmann’s the-
orem





This inequality together with the inequality (A.31) implies the bound (6.16).
Now we prove this bound is achievable. According to the Uhlmann’s theorem there
exists a purification of F (µ)1 shown by |φ(µ)￿ such that
Fid(F (µ)1 , F
(µ)
2 ) = |￿ψ
(µ)
2 |φ(µ)￿| (A.35)
But all purifications of F (µ)1 can be transformed to each other by unitaries acting on Nµ
(and acting trivially on Mµ). So there exists a unitary V (µ) acting on Nµ such that




eiθµI ⊗ V (µ) (A.36)
where {eiθµ} are chosen such that all the numbers {eiθµ￿ψ(µ)2 |φ(µ)￿} have the same phases.
Note that with this definition V is a G-invariant unitary. Then we get







where the second equality holds because we have chosen {eiθµ} such that all ￿ψ(µ)2 |φ(µ)￿








This complete the proof of theorem 54. To prove remark 55 we use Eq. (A.35)
￿
µ
























where the both inequalities are implied by the Cauchy-Schwarz inequality and the last
equality is implied by the normalization of states. Now we note that the last inequality
holds as an equality iff ∀µ : ￿ψ(µ)2 |ψ
(µ)
2 ￿ = k￿φ(µ)|φ(µ)￿ for some constant k. But the
normalization of states implies that ∀µ : ￿ψ(µ)2 |ψ
(µ)
2 ￿ = ￿φ(µ)|φ(µ)￿ = 1. Furthermore, the
first inequality holds as an equality if and only if for each µ there is a constant cµ such






2 ) ≤ 1
and the equality holds only if
∀µ : |ψ(µ)2 ￿￿ψ
(µ)
2 | = |φ(µ)￿￿φ(µ)| (A.39)
But |ψ(µ)2 is a purification of F
(µ)
2 and |φ(µ)￿ is a purification of F
(µ)
1 . So the above equality
implies that
∀µ : F (µ)1 = F
(µ)
2 (A.40)
This completes the proof of the remark 55.
To prove corollary 96, we begin by recalling some facts about the trace distance. For
density operators ρ1 and ρ2 it is well known that ￿ρ1 − ρ2￿ ≥ 2(1 − Fid(ρ1, ρ2)) [17, 18].
Using the same argument it can be easily seen that for general positive operators A1 and
A2, we have the following lemma
Lemma 99 Suppose A1 and A2 are two positive operators. Then
￿A1 − A2￿ ≥ tr(A1) + tr(A2)− 2Fid(A1, A2) (A.41)
We now provide the proof.
Proof. (corollary 96)
According to lemma 99,









































￿F (µ)1 − F
(µ)
2 ￿
where we have used the fact that the sum of the trace of the elements of the reduction onto
the irreps is one. Combining this bound with theorem 54 we obtain the desired result.
Proof. (corollary 97)
According to the Fourier transform Eq. (6.27)
F (µ)1,2 = dµ
￿
dg U (µ)(g−1)χψ1,2(g) (A.43)
Therefore
￿F (µ)1 − F
(µ)
2 ￿ = dµ ￿
￿￿￿￿
￿




dg ￿U (µ)(g−1)￿ |χψ1(g)− χψ2(g)|
Since U (µ)(g−1) is a unitary acting on a dµ dimensional space then ￿U (µ)(g−1)￿ = dµ.
So we get
￿F (µ)1 − F
(µ)
2 ￿ ≤ d2µ
￿













where the summation is over all irreps in which ψ1 and ψ2 have nonzero components.






2 ￿ is obtained as follows.
Recalling the definition of the µ component of χψ1,2(g), the orthonormality of matrix
elements of different irreps implies
F (µ)1,2 = dµ
￿
dg U (µ)(g−1)χ(µ)ψ1,2(g) (A.46)
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Therefore
￿F (µ)1 − F
(µ)


















Since U (µ)(g−1) is a unitary acting on a dµ dimensional space then ￿U (µ)(g−1)￿ = dµ. So
we get
￿F (µ)1 − F
(µ)



























Appendix of part II
B.1 Cost function
Here, we present the average cost function as an example of common figures of merit and
we show that it can be accommodated within the framework we introduced in chapter 10.
Suppose that s(ρ) is a parameter to be estimated. As described earlier, any estimation
scheme, consisting of a choice of measurement and a post-processing of its outcome, can be
described by a POVM M : σ(Ω) → End((Cd)⊗n). In this case, the outcome space Ω must
correspond to the range of s. In the following we use the differential notation M(dSest) to





Therefore, using the strategy M the conditional probability of outcomes for state ρ will be
qM(dSest|ρ) = tr(M(dSest)ρ). (B.2)
Now suppose that the performance of the estimation scheme will be judged by a cost func-
tion (we follow Ref. [10]). The most basic case would be a function of the form C(Sest, s(ρ)),
which represents the cost of estimating Sest when the true value of the parameters is s(ρ).
The average cost of the estimation strategy M for the state ρ is
CM(ρ) ≡
￿
C(Sest, s(ρ)) qM(dSest|ρ) (B.3)
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and the expected cost of the estimation strategy M given the prior density p is
￿C￿M ≡
￿






C(Sest, s(ρ)) qM(dSest|ρ) =
￿ ￿
p(S) C(Sest, S) qM(dSest|dS)
where S is the random variable defined by the function s acting on the random state ρ and
p(S) is the density of random variable S relative to dS. So this figure of merit is clearly a
functional of qM(dSest|dS) and hence the condition of corollary 83 applies. It follows that
if the problem has gauge symmetry GA and satisfies the assumptions of theorem 81 (or
theorem 79), then the optimal estimation can be achieved with POVMs restricted to A⊗n.
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