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LIAISON AND CASTELNUOVO-MUMFORD REGULARITY
By Marc Chardin and Bernd Ulrich∗
Dedicated to Ju¨rgen Herzog on his sixtieth birthday
Abstract. In this article we establish bounds for the Castelnuovo-Mumford regularity of projective
schemes in terms of the degrees of their defining equations. The main new ingredient in our proof is to
show that generic residual intersections of complete intersection rational singularities again have rational
singularities. When applied to the theory of residual intersections this circle of ideas also sheds new light on
some known classes of free resolutions of residual ideals.
Introduction. In this article we prove bounds for the Castelnuovo-Mumford regularity of
projective schemes in terms of the degrees of defining equations, very much in the spirit of Bertram,
Ein, and Lazarsfeld ([BEL]). Our methods are based on liaison theory. They also lead to results in
positive characteristic and provide information on defining ideals, even if these are not saturated
or unmixed.
The following gives a flavor of one of our main results (Theorem 4.7(a)).
Theorem 0.1. Let k be a field of characteristic zero and S ⊂ Pnk an equidimensional sub-
scheme of codimension r with no embedded components, defined by forms of degrees d1 > · · · > dt >
1. Assume S is locally a complete intersection except possibly at finitely many points, and has only
rational singularities outside a subscheme of dimension one. If S is not a complete intersection,
then
reg(S) 6 d1 + · · · + dr − r − 1.
To prove this result we pass to a sufficiently general link S ′ of S and apply an improved version
of Kodaira vanishing to S ′. This gives a short proof if S is smooth of dimension at most three,
since smoothness passes to S ′ ([Hi], [PS]). While this is no longer true in higher dimensions, we are
able to show that a generic link of a complete intersection rational singularity again has rational
singularities (Theorem 3.10). We deduce this from a general observation relating the Rees algebra
of an ideal to various residual intersections. This result also has applications to the theory of
residual intersections and sheds new light on some known classes of free resolutions for such ideals
([BKM], [BE], [KU1]) (Proposition 3.7, Corollary 3.8, and Remark 3.9).
Our main result in arbitrary characteristic (Theorem 4.7(b)) uses the notion of F-rationality
that extends the concept of rational singularities to any characteristic ([HH1]).
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Theorem 0.2. Let k be any field and S = Proj(R/I) ⊂ Pnk = Proj(R) a locally complete
intersection scheme of codimension r with 1 < r < n. Assume S has at most isolated irrational
singularities if char(k) = 0 or has at most F-rational singularities if char(k) > 0. Further suppose
I is generated by forms of degrees d1 > · · · > dt > 1 and is not a complete intersection. Then
reg(R/I) 6
(dimS + 2)!
2
(d1 + · · ·+ dr − r − 1).
Notice that I is not required to be saturated or equidimensional. To prove the result we induct
on the dimension of the scheme by passing to the intersection of S with a generic link S ′. Two
ingredients are used in this reduction: first, a result of K. Smith ([S2]) that allows one to control
the degrees of the equations defining S ′; second, a theorem we prove which says that F-rationality
passes from S to S ∩ S ′ (Theorem 4.4). The latter theorem follows from a broader study of how
F-rationality behaves under taking generic residual intersections (Theorem 3.13).
Acknowledgements. The first author is grateful to Michigan State University for its hospi-
tality while this work was completed.
1. On the equations defining a link. To prove the above theorems we will need to control
the degrees of the equations defining a direct link of a scheme. This is the content of Theorem
1.7. Its proof uses liaison theory and relies on a Kodaira vanishing theorem due to Ohsawa (in
characteristic zero) as well as on work by K. Smith (in positive characteristic). To give a flavor of
the results in this section, we start with the following observation:
Proposition 1.1. Let A be a standard graded algebra over a perfect field k such that Ap is
regular for every minimal prime p of maximal dimension. Let d := dimA, ω := ωA and let C be
defined by the sequence
0→ (ω6d)
can
−→ ω −→ C → 0.
Then Supp(C) ⊂ Sing(A).
Proof. Let a ⊂ A be the intersection of all primary components of 0 of maximal dimen-
sion. Without changing ω or dimA, we may replace A by A/a to assume that A is reduced and
equidimensional. Consider the fundamental class
cA/k : ∧
dΩA/k −→ ωA/k,
a natural A-linear map from the module of differential d-forms to the Dedekind complementary
module, which is a particular graded canonical module of A sitting inside the module of meromor-
phic d-forms ([Elz, p. 34], [KW, 4.11 and 5.13], [Li, 3.1]). The homomorphism cA/k is homogeneous
and its cokernel is supported on the singular locus of A ([KW, 5.13]). Now the assertion follows
since ∧dΩA/k is generated in degree d. 
Let us recall the definition of the Castelnuovo-Mumford regularity of a graded module and of
a sheaf of modules over an embedded projective scheme.
Definition. If S is a polynomial ring over a Noetherian ring B and M a finitely generated
graded S-module, then
reg(M) := min{µ | HiS+(M)>µ−i = 0, ∀i}
= min{µ | TorSi (M,B)>µ+i = 0, ∀i}.
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If S is a subscheme of PnB := Proj(S), we set reg(S) := reg(S/I), where I is the unique
saturated ideal such that S = Proj(S/I).
IfM is a coherent sheaf on PnB such that Γ•(M) :=
⊕
µ∈ZH
0(PnB ,M(µ)) is finitely generated
over S, we set reg(M) := reg(Γ•(M)).
Corollary 1.2. Let R be a standard graded Gorenstein algebra over a perfect field, and let S
be a projective equidimensional reduced subscheme of Z := Proj(R). Consider a direct link S ′ of S
in Z, given by forms of degrees d1, . . . , dr, and put σ := reg(R)+
∑r
i=1(di− 1). If J is the defining
ideal of S ′, then the scheme defined by (J6σ) coincides with S
′ outside the singular locus of S.
Proof. Let I be the defining ideal of S, ω := ωR/I and d := dimR/I. We may assume that
σ > di for every i, since otherwise one reduces to the case where r = 1 and R is regular. Let
b be the ideal generated by the forms linking S to S ′. Notice that b = (b6σ). From the graded
isomorphisms J/b ≃ HomR/b(R/I,R/b) ≃ Ext
r
R(R/I,R)[−d1 · · · − dr] ≃ ω[d − σ] we obtain a
commutative diagram
(J/b)6σ
∼
−→ (ω[d− σ]6σ) = (ω6d)[d− σ]
↓ ↓
J/b
∼
−→ ω[d− σ]
↓ ↓
D −→ C[d− σ],
that identifies the cokernels D and C[d− σ].
Now by Proposition 1.1, C is supported on Sing(R/I), therefore so is D. As b is generated in
degree 6 σ the conclusion follows. 
Definition. A scheme S, essentially of finite type over a field of characteristic zero, has rational
singularities if it is normal and, for S ′
π
−→ S a resolution of singularities of S, one of the following
equivalent properties holds,
(1) Riπ∗OS′ = 0 for i > 0,
(2) S is Cohen-Macaulay and π∗ωS′ = ωS .
Notice that it is implicit in the definition that these properties are independent of the desin-
gularization. Notice also that π∗ωS′ is always a subsheaf of ωS and that the normality of S implies
that π∗OS′ = OS .
Definition. A ring R of prime characteristic is F-rational if every parameter ideal in R is tightly
closed. A scheme is F-rational if all its local rings are F-rational.
It has not been proved that the F-rational property is stable under localization in general.
However this is known for rings that are homomorphic images of Cohen-Macaulay rings ([HH1,
4.2(f)]), a condition always satisfied in our context.
The notion of F-rationality extends to rings essentially of finite type over a field of characteristic
zero (via reduction modulo p ≫ 0, see [S1, 4.1] for a precise definition) in which case one talks
about rings of F-rational type. Deviating slightly from standard terminology, we will say that a
ring R is of rational type if either R is F-rational of prime characteristic, or R is essentially of finite
type over a field of characteristic zero and has F-rational type. It was proved by K. Smith in [S1,
4.3] and by Hara and Mehta–Srinivas in [Har, 1.1] and [MS, 1.1], that in characteristic zero the
notions of rational singularity and F-rational type coincide. We will denote by Irr(S) the locus of
the points of non rational type of a scheme S. This locus is closed (at least under an excellence
hypothesis satisfied in our context) by [Ve, 3.5].
3
Theorem 1.3. Let S be a projective equidimensional scheme over a field of characteristic zero
and L an ample invertible sheaf on S, then Hi(S, ωS ⊗ L) = 0 for i > max{0,dim Irr(S)}. In
particular, if dim Irr(S) 6 0 then reg(ωS) = dimS + 1, for the embedding given by any very ample
invertible sheaf L.
Proof. We may suppose that the field is algebraically closed and that S is reduced. Since the
cohomology modules in question are epimorphic images of the direct sum of the corresponding co-
homology modules of the irreducible components of S, we may further assume that S is irreducible.
Let S ′
π
−→ S be a desingularization of S. One has an exact sequence of coherent sheaves (see e. g.
[Elk, p. 141]),
(∗) 0→ π∗ωS′
τ
−→ ωS → C → 0,
with Supp(C) ⊂ Irr(S), and from [Oh] (or [Ko, 2.1 (iii)]), it follows that
Hi(S, π∗ωS′ ⊗ L) = 0
for i > 0. The exact sequence in cohomology derived from (∗) proves our claim. For the equality
reg(ωS) = dimS + 1 also notice that H
dimS(S, ωS) 6= 0 (see the proof of Proposition 4.2). 
Remark 1.4 (i) If dimS > 1, L is very ample giving an embedding S ⊂ Pnk , and S = Proj(A)
with A = k[X0, . . . ,Xn]/I for a homogeneous ideal I, then reg(ωS) = reg(ωA).
(ii) If S = Proj(A), where A is a standard graded domain of dimension at least two over an
algebraically closed field of characteristic zero, the above proof shows that Γ•(π∗ωS′) is a submodule
of ωA which has Castelnuovo-Mumford regularity equal to dimA, and which coincides with ωA
outside the irrational locus of A.
We will need the following partial generalization to positive characteristic, which again only
needs to be proved for reduced and irreducible schemes:
Theorem 1.5 ([S2, 3.2]). Let S be a projective equidimensional scheme of rational type. If
L is a globally generated ample invertible sheaf on S, then ωS ⊗ L
dimS+1 is generated by its global
sections.
Remark 1.6. Even without the rationality assumption, one can prove as in [S2, the proof of
3.2] using [Ve, 3.9] that ωS ⊗ L
dimS+1 is generated by its global sections on the rational locus of
S. Furthermore according to [S3, Theorem 1], if in Theorem 1.5, L is very ample then ωS ⊗L
dimS
is globally generated, unless S is a projective space P and L = OP(1).
Theorem 1.7. Let R be a standard graded Gorenstein algebra over a field k, and let S be a
projective equidimensional reduced subscheme of Z := Proj(R). Consider S ′, a direct link of S in
Z given by forms of degrees d1, . . . , dr and write σ := reg(R) +
∑r
i=1(di − 1). Denote by J the
defining ideal of S ′ and set J♯ := (J6σ).
(i) If dimS = 1, then J = J♯.
(ii) If char(k) = 0 and dim Irr(S) 6 0, then J = J♯.
(iii) J♯ = J ∩K where the scheme defined by K is supported on the irrational locus of S. In
particular, if S is of rational type then S ′ = Proj(R/J♯).
Proof. First notice that in case (i), reg(ωS) = 2 as H
1(S, ωS(j)) = H
0(S,OS(−j)) = 0 for
j > 0. The argument is then the same as in the proof of Corollary 1.2, replacing Proposition 1.1
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by the above equality for (i), by Theorem 1.3 and Remark 1.4(i) for (ii), and by Remark 1.6 for
(iii), each time with L = OS(1). 
2. Regularity results for schemes of dimension zero and one. If I is an ideal, Itop will
denote the unmixed part of I, that is the intersection of the primary components of height equal
to the height of I.
Proposition 2.1. Let R be a standard graded Gorenstein algebra of dimension n + 1 over
a field and I a homogeneous ideal of height n. Assume that f1, . . . , fn+1 are forms of degrees
d1, . . . , dn+1 in I so that ht((f1, . . . , fn+1) : I) > n + 1 and f1, . . . , fn form a regular sequence.
Then either
reg(R/I) 6 reg(R) +
n∑
i=1
(di − 1)
if indeg(Itop/(f1, . . . , fn)) > dn+1−1, or reg(R/I) 6 reg(R)+
∑n+1
i=1 (di−1)−indeg(I
top/(f1, . . . , fn))
otherwise.
Proof. Write b := (f1, . . . , fn) and J := (f1, . . . , fn+1). Notice that I
top = J top and reg(R/I) 6
reg(R/J). Further, there is an exact sequence,
0→ (R/(b : J))[−dn+1]
×fn+1
−→ R/b −→ R/J → 0,
which gives
reg(R/J) 6 max{reg(R/b), reg(R/(b : J)) + dn+1 − 1}.
Since J top = Itop and b : J is Cohen-Macaulay,
reg(R/(b : J)) = reg(R/b)− indeg(b : (b : J)/b)
= reg(R/b)− indeg(Itop/b),
and this proves our claim. 
Proposition 2.2. Let R be a standard graded Gorenstein algebra of dimension n + 1 over a
field k and I a homogeneous ideal of height n − 1 > 0. Assume that I is a complete intersection
locally in codimension n and that Itop is reduced. Let f1, . . . , ft be forms of degrees d1 > · · · > dt > 1
in I such that ht((f1, . . . , ft) : I) > n+ 1. Writing σ := reg(R) +
∑n−1
i=1 (di − 1) one has
reg(R/I) 6 max{σ, 3σ − 3},
unless R = k[X,Y,Z] and I = ℓK with ℓ a linear form and K a complete intersection of 3 forms
of degree d1 − 1 (in which case reg(R/I) = 3σ − 2).
Proof. We may assume that the ground field is infinite, that I = (f1, . . . , ft) and that I is not a
complete intersection. There exist forms α1, . . . , αn−1 of degrees d1, . . . , dn−1 so that α1, . . . , αn−1
form a regular sequence and J = (α1, . . . , αn−1) : I is a geometric link of I
top. The exact sequence
0→ R/(α1, . . . , αn−1) −→ R/I ⊕R/J −→ R/I + J → 0
shows that
reg(R/I) 6 max{reg(R/(α1, . . . , αn−1)), reg(R/I + J)}.
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We first assume that R is not regular or that n − 1 > 2. In this case σ > dn. By Theorem
1.7(i), J = (J6σ). Let P be the finite set of primes of height n containing I + J . For p ∈ P either
Ip is a complete intersection of height n−1 and (I+J/I)p is cyclic, or Ip is a complete intersection
of height n and (I+J/I)p = 0. Since furthermore σ > dn, we can choose forms β1, . . . , βn−1 in I of
degrees d1, . . . , dn−1 and a form βn in I + J of degree σ so that β1, . . . , βn form a regular sequence,
(I + J)/(β1, . . . , βn) is generated in degrees 6 σ, and (I + J)p = (β1, . . . , βn)p for every p ∈ P.
Now there exists a form βn+1 of degree σ in I + J such that ht((β1, . . . , βn+1) : (I + J)) > n+ 1.
Therefore
reg(R/I + J) 6 max{σ + σ − 1, σ + 2(σ − 1)− 1}
by Proposition 2.1. Notice also that 2σ − 1 6 max{σ, 3σ − 3} for a non negative integer σ.
Next, assume that R is regular and n − 1 = 1, hence R = k[X,Y,Z]. In this case I = ℓK
with ℓ a form of degree s > 1 and K a homogeneous ideal of height 2 or 3. If K is not a complete
intersection of height 3, then reg(R/K) 6 max{d1−s−1+d2−s−1, d1−s−1+d2−s−1+d3−s−1−1}.
This follows from Proposition 2.1 if K has height 2 and is obvious otherwise. Thus reg(R/I) =
s+reg(R/K) 6 max{2σ− 1, 3σ− 3} as asserted. If on the other hand K is a complete intersection
of 3 forms of degrees si 6 di−s, we obtain reg(R/I) = s+s1−1+s2−1+s3−1, which is 6 3σ−3
unless s = 1 and s1 = s2 = s3 = d1 − 1. 
3. Controlling residual intersections via blowingup or deformation. This section
contains the main technical results of the paper. We investigate the behavior of rational and F-
rational singularities under generic residual intersections. Two methods are applied, the study of
residual intersections via projecting free resolutions of blow-up algebras, and the use of deformation
theory to reduce to the “generic” case. The first approach does not yield results about F-rationality,
but gives insight into resolutions of residual intersections of ideals that are not necessarily complete
intersections. The second method on the other hand, allows us to treat F-rationality, but only in
the context of residual intersections of complete intersections.
We start with a very general lemma from homological algebra.
Lemma 3.1. Let R be a commutative ring, S := R[T1, . . . , Tr], and (D•, d•) a graded complex
of S-modules with Di = 0 for i < 0 and Di =
⊕
j∈Z S[−j]
βij . Set bi := sup{j | βij 6= 0} and
g := (T1, . . . , Tr). Assume that Hq((D•)Tℓ) = 0 for q > 0 and all ℓ, and set M := H0(D•). Then
(i) Hp(D•) ≃ Hr+p(H
r
g(D•)) for p > 0, and H
q
g(M) ≃ Hr−q(H
r
g(D•)) for q > 0,
(ii) Hp(D•)ν = 0 for ν > br+p − r and p > 0,
(iii) Hqg(M)ν = 0 for ν > br−q − r and q > 0.
(iv) Let k > 0 and t > 0. If βij = 0 for i < k+ r and j > k+ r and for k < i < k +max{2, t}
and j 6 k, one has an exact sequence,
Hrg(Dk+r+t)k → · · · → H
r
g(Dk+r)k
τ
−→ (Dk)k → · · · → (D0)k
can
−→ (M/H0g(M))k → 0.
Proof. Consider the two spectral sequences arising from the double complex C•g(D•), where
C•g(N) denotes the Cˇech complex on N relatively to the ideal g. Note that as g is generated by a
regular sequence, the Cˇech cohomology is the same as the local cohomology. From the hypotheses
one immediately gets,
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′(1) ′Epq1 =

Hp(D•) if q = 0,
Cqg(M) if p = 0,
0 else,
′(2) ′Epq2 =
′E
pq
∞ =

Hp(D•) if q = 0 and p 6= 0,
Hqg(M) if p = 0,
0 else,
′′(1) ′′Epq1 =
{
Hrg(Dp) if q = r,
0 else,
′′(2) ′′Epq2 =
′′E
pq
∞ =
{
Hp(H
r
g(D•)) if q = r,
0 else.
This immediately gives (i). Also (ii) and (iii) follow as the ′′Er+p,r1 and
′′Er−q,r1 terms are zero
in the considered degrees.
For (iv), notice that our hypotheses imply that (′′Eir1 )k = 0 for i < k + r and (Dk+i)k = 0
for 0 < i < max{2, t}. This shows that the given complex is exact to the left of τ , and between
τ and the map can. It also implies that Hk+r(H
r
g(D•))k = coker(H
r
g(dk+r+1))k. Furthermore
(′E
k0
2 )k = Hk(D•)k = ker(dk)k and H
0
g(M)k = 0 if k > 0, whereas (
′E
00
2 )0 = H
0
g(M)0 and
(D0)0 =M0 if k = 0. Therefore, defining τ as composition of canonical maps
Hrg(Dk+r)k −→ Hk+r(H
r
g(D•))k
δ
−→ (′Ek02 )k →֒ (Dk)k
proves our claim, as δ is an isomorphism. 
In our situation, we will be interested in the more specific result below, that essentially follows
from the one above. For a ring R, an R-moduleM and a sequence γ of elements of R, we will denote
in the sequel by K•(γ ;M) the Koszul complex of γ on M and by Hi(γ ;M) the i-th homology
module of this complex.
Proposition 3.2. Let R be a commutative ring, S := R[T1, . . . , Tr], g := (T1, . . . , Tr), and M
a graded S-module. Assume that M has a free S-resolution F• such that Fi =
⊕i
j=0 S[−j]
βij . Let
γ = γ1, . . . , γs be a sequence of elements in S1 such that Hi(γ ;MTℓ) = 0 for i > 0 and all ℓ, let J
be the ideal they generate in S and D• := F• ⊗S K•(γ ;S). Then
(i) Hi(γ ;M) ≃ Hr+i(H
r
g(D•)) for i > 0, and H
i
g(M/JM) ≃ Hr−i(H
r
g(D•)) for i > 0,
(ii) Hig(M/JM) is concentrated in degrees 6 −i for all i,
(iii) Hi(γ ;M) is concentrated in degree i for i > 0,
(iv) H0g(M/JM)0 = (0 :M/JM g)0 = J1M0 :M0 g1,
(v)
Γ(k) := Γ(Proj(S), M˜/JM (k)) =
{
M0/(J1M0 :M0 g1) if k = 0,
(M/JM)k if k > 0.
(vi) Let k > 0. If βij = 0 for i 6= j 6 k, then one has an acyclic complex of free R-modules,
· · · → Hrg(Dk+r+1)k → H
r
g(Dk+r)k
τ
−→ (Dk)k → · · · → (D0)k → 0
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that resolves Γ(k).
(vii) Let k > 0. There exists a morphism of complexes u : Hrg(D•)k{r} −→ (D•)k such that
Hi(u) is an isomorphism for i > 0 and a monomorphism for i = 0, Hi(u) = 0 for i 6= k, and Hk(u)
is the canonical map Hk+r(H
r
g(D•)k) −→ Hk((D•)k). Therefore the mapping cone of u is a free
R-resolution of Γ(k).
Proof. For (i) and (ii), notice that D• satisfies the hypotheses of Lemma 3.1, and, as F• resolves
M , Hi(D•) ≃ Hi(γ ;M). Lemma 3.1 also shows that Hi(γ ;M)ν = 0 for ν > i if i 6= 0, and as M
is generated in degree 0 and the γi’s are of degree 1, Ki(γ ;M)ν = 0 for ν < i. Now (iii) follows.
To prove (iv) note that one always has 0 :M/JM g ⊂ H
0
g(M/JM) and that g[H
0
g(M/JM)]0 ⊂
[H0g(M/JM)]>1 = 0 by (ii), thereby proving the other inclusion. Part (v) follows directly from (ii)
and (iv), and part (vi) is a direct consequence of Lemma 3.1(iv).
Concerning (vii), set L• := H
r
g(D•)k{r} and P• := (D•)k. By (i) and (iii), L• and P•
have no homology in homological degrees > k and there is a canonical map Hk(L•)
δ
→ Hk(P•)
that is an isomorphism for k > 0 and an embedding for k = 0. Now the truncated complexes
· · · → Lk+1
φ
→ Lk → 0 and · · · → Pk+1
ψ
→ Pk → 0 are free R-resolutions of Coker(φ) and Coker(ψ)
respectively.
As Lk−1 = 0, the canonical monomorphism Hk(L•)
i
−→ Coker(φ) is an isomorphism. Now the
map
u : Coker(φ)
i−1
−→ Hk(L•)
δ
→ Hk(P•)
can
−→ Coker(ψ)
can be lifted to a morphism between the truncated complexes, which, extended by 0 to a morphism
from L• to P•, satisfies our requirements. Notice that L• is trivial in homological degrees < k and
that by (iii), P• has only homology in homological degrees 0 and k. The zeroth homology of the
mapping cone of u is given by (v) if k > 0 and by (i) and (v) if k = 0. 
Remark 3.3. Assume R is an ℓ-algebra, graded by a finitely generated free abelian group
G, each Ri is a finite free ℓ-module, M is bigraded and the elements γi are bi-homogeneous of
degree, say, (ei, 1). Then the complexes that appear in Proposition 3.2 are also bigraded. Writing
χS[−k](X,Y ) := Y
k
∑
i∈G,j∈Z(rankℓRi)X
iY j , and χC• :=
∑
p(−1)
pχ(Cp) for any bigraded complex
C• of free S-modules, one has
χD•(X,Y ) = χF•(X,Y )
s∏
i=1
(1−XeiY ).
From Proposition 3.2(vii) one sees that the Hilbert-Poincare´ series of Γ(—) is
χD•(X,Y )− (−Y )
−rχD•(X,Y
−1),
which in turn can be expressed in terms of χF•(X,Y ).
The following proposition will be a key to passing rational singularities from the blow-up to a
generic residual intersection.
Proposition 3.4. Let R be a local ring essentially of finite type over a field of characteristic
zero, and let A be a standard graded R-algebra with Castelnuovo-Mumford regularity 0 such that
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Proj(A) has rational singularities. If x1, . . . , xr generate A1 set gi :=
∑r
j=1 Uijxj ∈ A1 ⊗R R
′,
where R′ := R[Uij ] is a polynomial ring and 1 6 i 6 s. Then the ring
R′/((g1, . . . , gs)R
′ :R′ A1)
has rational singularities.
Proof. Let A′ := A⊗RR
′, S′ := R′[T1, . . . , Tr] and g := (T1, . . . , Tr). The natural homogeneous
map S′ → A′ sending Ti to xi makes A
′ a graded S′-module. The forms γi :=
∑r
j=1 UijTj ∈ S
′
1 sat-
isfy the hypotheses of Proposition 3.2. By assumption A′ has an S′-resolution F• satisfying the hy-
potheses of the same proposition. We set J := (γ1, . . . , γs)S
′ and notice that JA′ = (g1, . . . , gs)A
′.
Note that Z := Proj(A′/JA′) has a natural structure of vector bundle over Proj(A) so that Z
has rational singularities as well. Now consider the projection π : Z → Spec(R′). One has
(1) Rpπ∗OZ = (H
p+1
g (A
′/JA′)0)
∼ = 0 for p > 0, by Proposition 3.2(ii),
(2) π∗OZ = (R
′/((g1, . . . , gs)R
′ :R′ A1))
∼ by Proposition 3.2(v).
By the Leray spectral sequence Rpπ∗(R
qξ∗OZ˜ ) ⇒ R
p+q(π ◦ ξ)∗OZ˜ where Z˜
ξ
−→ Z is a
resolution of singularities of Z, we get the result. 
Remark 3.5. In any characteristic, one can define a scheme S to have rational singularities
if there exists a desingularization S ′
π
−→ S such that R•π∗OS′ = OS and R
•π∗ωS′ = ωS . Using
this definition one can show, along the same lines as in the above proof, that Proposition 3.4 holds
without the hypothesis that R is essentially of finite type over a field of characteristic zero.
In the sequel, if M is a finitely generated module, µ(M) will denote the minimal number of
generators of M . Let us recall some definitions and properties related to blow-up algebras.
Definition. Let R be a Noetherian local ring, z := z1, . . . , zs a sequence of elements of R, and
J the R-ideal they generate.
(i) z is a d-sequence if µ(J) = s and ((z1, . . . , zj) : zj+1) ∩ J = (z1, . . . , zj) for 0 6 j < s,
(ii) z is a proper sequence if zj+1Hi(K•(z1, . . . , zj ;R)) = 0 for 0 6 j < s and i > 0,
(iii) J has sliding depth if depthHi(z;R) > dimR− s+ i for all i,
(iv) J : I is an s-residual intersection of the R-ideal I properly containing J if ht(J : I) > s.
The residual intersection is called geometric if in addition ht(I + (J : I)) > s.
Proposition 3.6. Let R be a Noetherian local ring, I ⊂ R a proper ideal and z1, . . . , zr
minimal generators of I. Set S := R[T1, . . . , Tr], SI := SymR(I), and RI := R⊕ I ⊕ I
2 ⊕ · · ·. The
generators of I define a natural commutative diagram of homogeneous epimorphisms of degree 0,
S
φ
~~
~~
~~
~
ψ
  
AA
AA
AA
AA
SI
α
// RI
and
(i) α is an isomorphism if and only if α⊗R R/I is,
(ii) ker(α) is nilpotent if and only ker(α ⊗R R/I) is,
(iii) If z1, . . . , zr is a proper sequence then the Castelnuovo-Mumford regularity of SI is 0, and
the converse holds if R has infinite residue field and z1, . . . , zr are general,
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(iv) If z1, . . . , zr is a d-sequence then the Castelnuovo-Mumford regularity of RI ⊗R R/I is 0,
and the converse holds if R has infinite residue field and z1, . . . , zr are general,
(v) If z1, . . . , zr is a d-sequence then α is an isomorphism,
(vi) z1, . . . , zr is a regular sequence if and only if ψ ⊗R R/I is an isomorphism.
For part (i) see [HSV, 3.1], for (ii) [HSV, 3.2], for (iii) and (iv) [HSV, 12.7, 12.8, 12.10], and
for (v) [Hu, 3.1] or [Va, 3.15].
Proposition 3.7. Let R be a Noetherian local ring, I ⊂ R an ideal generated by a proper
sequence of length r, and SI := SymR(I). For S := R[T1, . . . , Tr] the map S → SI sending Ti to
the i-th generator of I makes SI a graded S-module.
Let J ⊂ I be an ideal generated by a sequence γ := γ1, . . . , γs.
(a) Assume htI > 0, R is universally catenary, and Proj(SI) is Cohen-Macaulay and equidi-
mensional. Then γ ⊂ (SI)1 form a regular sequence locally on Proj(SI) if and only if µ((I/J)p) 6
dimRp − s+ 1 for every p ∈ V (J : I). In this case ht(J : I) > s.
(b) Assume γ ⊂ (SI)1 form a regular sequence locally on Proj(SI).
(i) pdRR/(J : I) 6 pdS SI + s− r + 1. If R is regular, then
depthR/(J : I) > depthSI − s− 1.
(ii) If htI > 0, J 6= I, R is Cohen-Macaulay, and SI is a perfect S-module, then J : I is a
perfect ideal of grade s.
(iii) Let k > 0 and t > 0. Assume that pdR Sj(I) 6 t+ j for 1 6 j 6 k. Then, pdR Sk(I/J) 6
max{t+ k,pdS SI + s− r + 1}. In particular, if R is regular, then
depth Sk(I/J) > min{dimR− t− k,depthSI − s− 1}.
Proof. (a) First notice that if htI > 0 and Proj(SI) is equidimensional, then SI , RI , and hence
R are equidimensional, and dimSI = dimRI = dimR + 1. Since Proj(SI) is Cohen-Macaulay, γ
form a regular sequence on Proj(SI) if and only if ht((γ)SI : (SI+)
∞) > s (here and in what follows,
(γ) denotes the ideal generated by the γi’s as elements of (SI)1). One has (J :R I, (γ))SI ⊂ (γ)SI :
(SI+)
∞, and by Proposition 3.2 (ii), (iv) and Proposition 3.6(iii) equality holds if γ is a regular
sequence on Proj(SI). Therefore the above height condition is equivalent to ht(J :R I, (γ))SI > s.
As SI is an equidimensional and catenary positively graded ring over a local ring, the last inequality
means that dimSI/(J :R I, (γ)) 6 dimSI−s = dimR−s+1. But SI/(J :R I, (γ)) ≃ SymR/J:I(I/J)
and by [HR, 2.6],
dimSymR/J:I(I/J) = max{dimR/p+ µ((I/J)p) | p ∈ V (J : I)}.
Now the asserted equivalence follows because R is an equidimensional and catenary local ring.
Furthermore if either condition holds, then for every p ∈ V (I : J), dimRp > s+µ((I/J)p)− 1 > s.
(b) Proposition 3.6(iii) shows that Proposition 3.2 applies. By Proposition 3.2(v), parts (vi)
and (vii) of that proposition imply the present assertions (i) and (iii), respectively. For (ii), notice
that if htI > 0, and R and SI are Cohen-Macaulay, then dimSI = dimR+ 1 and grade(J : I) > s
by (a). 
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Corollary 3.8. Let R be a regular local ring and I ⊂ R an ideal satisfying sliding depth such
that µ(Ip) 6 dimRp + 1 for every p ∈ V (I). Then any geometric s-residual intersection of I is a
perfect ideal of grade s.
Proof. We may assume that R has infinite residue field and htI > 0. As I satisfies sliding
depth and µ(Ip) 6 dimRp + 1 for every p ∈ V (I), SI is Cohen-Macaulay and I is generated by a
proper sequence z1, . . . , zr ([HSV, 5.3, 10.1, 12.9]). Let J : I be a geometric s-residual intersection.
Write J = (γ1, . . . , γs) and γi :=
∑r
j=1 aijzj with aij ∈ R. Set gi :=
∑r
j=1 Uijzj where Uij are
variables, and let m be the maximal ideal of R. Write R′ := R[Uij ](m,Uij−aij), J
′ := (g1, . . . , gs)R
′,
and let π : R′ → R be the specialization map sending Uij to aij . Notice that π(J
′) = J . The generic
elements g1, . . . , gs form a regular sequence on Proj(SIR′). Hence by Proposition 3.7(b)(ii), J
′ : IR′
is a perfect ideal of grade s. Since J : I = π(J ′) : π(IR′) is a geometric residual intersection, [HU3,
4.2(ii)] shows that J : I is perfect of grade s as well. 
Remark 3.9. (i) In the setting of Proposition 3.7(b) and Corollary 3.8, the complexes of Propo-
sition 3.2 (vi) and (vii) provide free resolutions of R/(J : I) and of Sk(I/J), k > 0, respectively.
(ii) If I is generated by a d-sequence, one can apply Proposition 3.2 to GI := RI ⊗R R/I
instead of SI . This gives results for R/((J + I
2) : I) and Ik/(JIk−1+ Ik+1), k > 0, that are similar
to the ones of Proposition 3.7.
(iii) LetX be a Cohen-Macaulay scheme, let S ⊂ Y ⊂ X be closed subschemes with codimXS >
0, and let S′ ⊂ X be the subscheme with IS′ = IY : IS. We can compare S
′ to the residual scheme
proposed in [Fu, 9.2.2]. Indeed, let π : X˜ := BlSX → X, E := π
−1S and Z ⊂ X˜ the subscheme
with IZ = Iπ−1Y I
−1
E . If IS satisfies sliding depth, µ(IS,x) 6 dimOX,x for every x ∈ S, µ(IY,x) 6 s
for every x ∈ Y , and µ(IS,x/IY,x) 6 dimOX,x − s + 1 for every x ∈ S
′, then Propositions 3.2(v),
3.6, 3.7(a) and [HSV, 5.3, 9.1, 12.9] show that OS′ = π∗OZ .
Theorem 3.10. Let R be a local ring essentially of finite type over a field of characteristic
zero, and I = (z1, . . . , zt) ⊂ R an ideal generated by a proper sequence. For 1 6 i 6 s, let
gi :=
∑t
j=1 Uijzj ∈ R[Uij ], where Uij are variables. If Proj(SI ) has rational singularities then
R[Uij ]/((g1, . . . , gs) : I) has rational singularities. This is in particular the case when I is generated
by a regular sequence and R/I has rational singularities.
Proof. The first statement is a combination of Proposition 3.4 and Proposition 3.6(iii). For the
second one, Proposition 3.6 (v) and (vi) imply that RI ≃ SI and that GI = RI⊗RR/I ≃ S⊗RR/I
has rational singularities. Now Proj(GI) is a Cartier divisor in Proj(RI), so that the result is a
consequence of the following classical lemma. 
Lemma 3.11. Let (R,m) be a local ring essentially of finite type over a field and x an R-regular
element. If R/xR is a ring of rational type, then so is R.
This is proved in [HH1, 4.2(h)] in positive characteristic. In characteristic zero, it is proved in
[Elk, proof of The´ore`me 2], and can also be reduced to the case of positive characteristic.
Remark 3.12. In Theorem 3.10, if GI has rational singularities then so does R/I by [Bo]. Also
if z1, . . . , zt is a regular sequence, Proj(GI) is regular if and only if R/I is regular.
In any characteristic, we have:
Theorem 3.13. Let R be a ring essentially of finite type over a field, I := (z1, . . . , zt) an
ideal, and s > 0 an integer. Let M be a t by s matrix of variables Uij, S := R[Uij ], (α1 . . . αs) :=
(z1 . . . zt) ·M , J := (α1, . . . , αs)S : IS, and P ∈ V (J).
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(i) Assume that P ∈ V (IS), IP∩R is a complete intersection, and (R/I)P∩R is of rational
type. Then (S/IS + J)P is a ring of rational type.
(ii) If P 6∈ V (IS), assume that RP∩R is of rational type. If P ∈ V (IS), suppose that IP∩R is
a complete intersection and (R/I)P∩R is geometrically of rational type. In either case (S/J)P is a
ring of rational type.
Proof. Recall that (geometric) F-rationality and the rational singularity property descend and
ascend under local ring extensions obtained by adjoining finitely many variables and localizing
([Ve, 3.1]). This takes care of the case where P 6∈ V (IS), and we may assume from now on that
P ∈ V (IS).
Localizing at P ∩ R, we may suppose that (R,m, k) is a local ring with m = P ∩ R, I =
(z1, . . . , zt) is a complete intersection of height r, and R/I is of rational type (in (i)) or geometrically
of rational type (in (ii)).
After a change of variables over R, we may suppose that zi = 0 for i > r. We now replace R
by R[Uij | i > r]P∩R[Uij | i>r]. Recall that this does not affect being (geometrically) of rational type.
We may then assume that the matrix M has size r by s. Let n > 0 be such that In(M) 6⊂ P and
In+1(M) ⊂ P. Suppose for simplicity that the upper left n by n minor of M is not in P. Again
we replace R by R[Uij | i 6 n or j 6 n]P∩R[Uij | i6n or j6n], modify the generators of I, and perform
a change of variables over the ring R to assume that M =
(
In×n 0
0 N
)
, where N is a matrix of
variables contained in P. Finally, passing to the ring R/(z1, . . . , zn) we may suppose that M = N
is an r by s matrix of variables Uij over R, S = R[Uij ], and P = (m, Uij)S.
Notice that JP = (α1, . . . , αs, Ir(M))SP by [HU3, 3.4], and that the rings (S/IS + J)P and
(S/J)P are domains by [HU3, 3.3]. Moreover, we may assume by induction on the dimension that
(S/IS + J)P and (S/J)P are of rational type locally on the punctured spectrum.
As for (i) we consider the natural map
φ : R/I −→ B := (R[Uij ]/(I + Ir(M)))(m,Uij) = (S/IS + J)P.
As R[Uij ]/Ir(M) is R-flat, φ is flat as well. Furthermore φ is local with closed fiber C :=
(k[Uij ]/Ir(M))(Uij). The ring C is geometrically of rational type by [Ke1, Proposition 2] in charac-
teristic 0 and by [HH2, 7.14] in any characteristic. Therefore B is of rational type according to [Elk,
The´ore`me 5] in characteristic 0 and to [Has, 6.4] or [En, 2.27] in positive characteristic. To apply
the latter, notice that C is geometrically F-injective, and that the generic fibre of φ is F-rational
because B is F-rational on the punctured spectrum and C is F-rational.
To prove (ii) set A′ := k[z1, . . . , zr, Uij ]/(α1, . . . , αs, Ir(M)) and let A be the localization of
A′ at the homogeneous maximal ideal. Notice that z1, . . . , zr, Uij are indeterminates over k. In
characteristic 0, A has a rational singularity by [Ke2, Ke3]. In positive characteristic, A′ is F-split
by [MT, (3), p. 362], hence F-injective. On the other hand a(A′) < 0 (see for instance [KU2, 2.1]).
Thus, since A is F-rational on the punctured spectrum, it follows from [FW] (see also [HW, 1.6])
that A is F-rational.
Now consider the natural map
ψ : A −→ B := (R[Uij ]/(α1, . . . , αs, Ir(M)))(m,Uij ) = (S/J)P.
Since R is flat over k[z1, . . . , zr](z1,...,zr), ψ is flat. In addition it is local with closed fiber R/I,
which is geometrically of rational type by assumption. Again applying [Elk, The´ore`me 5] and [Has,
6.4] or [En, 2.27], we conclude that B is of rational type as well. 
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4. Castelnuovo-Mumford regularity. This last section contains our main result on
Castelnuovo-Mumford regularity. We first prove several facts about the behavior of local coho-
mology under liaison. Then we investigate, in the context of ideals in a standard graded algebra,
how several properties (such as reducedness, F-rationality, smoothness) are preserved, or improved,
by passing to a generic link (Theorem 4.4). The main result (Theorem 4.7) will follow from these
facts, combined with Kodaira vanishing theorems and Theorem 1.7.
Proposition 4.1. Let k be a field, R a positively graded Gorenstein k-algebra with homoge-
neous maximal ideal m, I, J homogeneous ideals linked by a homogeneous Gorenstein ideal b, set
d := dimR/b, a := a(R/b), S := Proj(R/I), S ′ := Proj(R/J) and write −∗ for the graded k-dual.
(a) Hdm(R/I) ≃ (J/b)
∗[−a].
(b) Hd−1m (R/I) ≃ coker (R/J → End(ωR/J ))
∗[−a].
Assume d > 2. Then End(ωR/J ) ≃ ⊕µH
0(S ′2,OS′2(µ)) where S
′
2 is the S2-ification of S
′.
Furthermore, Hd−1m (R/I) has finite length if and only if S
′ is S2, in which case H
d−1
m (R/I) ≃
H1m(R/J)
∗[−a]. Finally, if S ′ is reduced over k, then dimkH
d−1
m (R/I)a + 1 is the number of
components of S ′ over k that are connected in codimension 1.
(c) Him(R/I) ≃ H
d−i
m (R/J)
∗[−a] for 1 6 i 6 d− 1, if S satisfies Si+1 or S
′ satisfies Sd−i+1.
Proof. Part (a) is a consequence of local duality since ωR/I ≃ (J/b)[a].
To prove (b), we dualize the liaison sequence
0→ ωR/J [−a]→ R/b→ R/I → 0
into ωR/b. Using local duality, we obtain an exact sequence
(R/b)[a] −→ End(ωR/J )[a] −→ Ext
1
R/b(R/I, ωR/b) ≃ H
d−1
m (R/I)
∗ −→ 0,
which proves the first assertion. As for the last claim notice that if k is algebraically closed and S ′
is reduced, then dimkH
0(S ′2,OS′2) is the number of connected components of S
′
2, which equals the
number of components of S ′ connected in codimension 1.
(c) First assume that S ′ satisfies Sd−i+1. For i = d − 1 our assertion follows from part (b).
Hence we may suppose that 1 6 i 6 d−2. Now dimExtjR/b(R/J, ωR/b) 6 i−j−1 for 1 6 j 6 i−1,
and dimExtiR/b(R/J, ωR/b) 6 0. Thus we may use the ωR/b-dual of a free R/b-resolution of R/J
to conclude that
Hi+1m (HomR/b(R/J, ωR/b)) ≃ Ext
i
R/b(R/J, ωR/b).
But the first module is Hi+1m (ωR/J ) ≃ H
i
m(R/I)[a] by the liaison sequence, whereas the latter one
is Hd−im (R/J)
∗. Finally if S is Si+1, our assertion follows by reversing the roles of S and S
′. 
Proposition 4.2. If the assumptions of Proposition 4.1 are satisfied then
reg(R/I) 6 reg(ωR/J ) + a− 1.
Moreover, reg(R/I) > d + a − 1 if and only if reg(ωR/J ) 6= d, and in this case, reg(R/I) =
reg(ωR/J ) + a − 1. If d > 2, S
′ is reduced over k and Him(ωR/J )>d−i = 0 for i 6= d, then
reg(R/I) 6 d+ a− 2 if and only if J1 = b1 and S ′ is connected in codimension 1 over k.
Proof. The assertions are easily derived from Proposition 4.1 and the liaison sequence (see also
[Ch, 5.2]). Also notice that reg(ωR/J ) > d because 1 ∈ End(ωR/J )0 ≃ H
d
m(ωR/J )
∗
0. 
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Definition. If S is an embedded equidimensional projective scheme with dimS > 1, we will say
that S satisfies weak Kodaira vanishing if reg(ωS) = dimS + 1. If S is reduced, this is equivalent
to the condition Hi(S, ωS(dimS + 1− i)) = 0 for 1 6 i 6 dimS − 1.
Corollary 4.3. Let Z be an arithmetically Gorenstein closed subscheme of a projective space,
and let S and S ′ be closed subschemes of Z of dimension > 1 linked by forms of degrees d1, . . . , dr.
Then reg(S) < reg(Z) +
∑r
i=1(di − 1) if and only if S
′ satisfies weak Kodaira vanishing.
Proof. Notice that if Z = Proj(R) and b ⊂ R is the ideal generated by the forms linking S
to S ′, then a(R/b) = a(R) + d1 + · · · + dr = reg(R) +
∑r
i=1(di − 1) − dim(R/b), and therefore
Proposition 4.2 gives the assertion. 
Theorem 4.4. Let k be a field, R a standard graded Noetherian k-algebra, and I ⊂ R a
homogeneous ideal of height r generated by forms f1, . . . , ft of degrees d1 > · · · > dt > 1. For an
integer c with r < c < dimR, assume that, locally in codimension c, R is Gorenstein and I is a
complete intersection.
Let x0, . . . , xn be linear forms spanning R1, aij :=
∑
|µ|=dj−di
Uijµx
µ for r + 1 6 i 6 t and
1 6 j 6 r, where Uijµ are variables, write K := k(Uijµ), consider the matrix A := (aij) and define
(α1 · · ·αr) := (f1 · · · ft)
(
Ir×r
A
)
.
Write R′ := R⊗k K and J := (α1, . . . , αr)R
′ : IR′.
(a) If R satisfies Sr+1 and is reduced then R
′/J is reduced.
(b) IR′ + J has height at least r + 1 and is a complete intersection locally in codimension c.
(c) J is a complete intersection locally in codimension min{r + 3, c}.
(d) If R/I is of rational type locally in codimension c′ < c, and locally in codimension c at
each prime that does not contain the unmixed part of I, then R′/IR′ + J is of rational type locally
in codimension c′+1, and locally in codimension c at each prime that does not contain the unmixed
part of I.
(e) Assume that R/I is geometrically of rational type locally in codimension c′ < c. If, locally
in codimension c at each prime that does not contain the unmixed part of I, R is of rational type
and R/I is geometrically of rational type, then R′/J is of rational type locally in codimension c′+1,
and locally in codimension c at each prime that does not contain the unmixed part of I.
(f) If R/I is smooth (or regular) locally in codimension c′ < c, and R and R/I are smooth (or
regular) locally in codimension c at each prime that does not contain the unmixed part of I, then
R′/J is smooth (or regular, respectively) locally in codimension min{r + 3, c′ + 1} at each prime
that contains the unmixed part of I, and locally in codimension min{2ht IP∩R− r, c} at each prime
P that does not contain the unmixed part of I.
Proof. Let P ∈ V (J) with dimR′P 6 c and write p := P ∩ R. As R1 6⊂ p, one has xi 6∈ p for
some i, and then the aij ’s are algebraically independent over Rp and R
′
p is a ring of fraction of a
polynomial ring over Rp[aij ]. Since the properties we are interested in are preserved by adjoining
variables and localizing (see the proof of Theorem 3.13), we may replace R′ by Ra := Rp[aij ] and
P by Pa := P ∩ Ra. Notice that htPa 6 htP. Let B = (bij) be an r by r matrix of variables.
Replacing Ra by Rb := Ra[bij ] and Pa by Pb := PaRb, and multiplying the matrix
(
Ir×r
A
)
by
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B, we may assume that (α1 · · ·αr) := (f1 · · · ft) · C, where C =
(
B
AB
)
is a matrix of variables
over Rp. Recall that our properties descend under flat local homomorphisms. Finally we replace
R′ by S := Rp[cij ], set P := Pb ∩ S, and think of J as an ideal of S. Notice that Rp is Gorenstein
and Ip is a complete intersection or the unit ideal.
As for (a) it suffices to consider the case dimSP = c = r. Now Ip = Rp (see for instance [HU1,
the proof of 2.5]), and the reducedness passes from Rp to (S/J)P.
To prove the other assertions, first assume that htIp > r. In this case Jp = (α1, . . . , αr)p since
Rp is Cohen-Macaulay. Now (b) and (c) are obvious. For (d)–(f) we may assume that Ip 6= Rp.
Since p cannot contain the unmixed part of I, our assumptions in (d) and (e) imply that (R/I)p
is of rational type or geometrically of rational type, respectively. Now (d) and (e) follow from
Theorem 3.13.
We now prove (f). After a linear change of variables and deleting indeterminates, we may
assume that t = µ(Ip) = htIp. Since htP 6 2t − r and I ⊂ P, it follows that Ir(C) 6⊂ P. Thus
after inverting a maximal minor of C and changing generators of the ideal ISP we may suppose
that JP = (f1, . . . , fr). Therefore (S/J)P is indeed smooth (resp. regular).
Finally suppose that htIp = r. Then Jp = L1(Ip) is a generic link of Ip. Now (c) follows from
[HU1, 2.9(b)]. Also ht(IS + J)P > r + 1 ([HU1, 2.5]), which gives (b) according to [PS, 1.6] since
(R/I)p is Gorenstein.
If dimRp = dimSP, then SP = SpS, and therefore JP = L1(Ip)pS = L
1(Ip) is a universal link
of a complete intersection. But then JP is the unit ideal by [HU2, 2.13(f)], yielding a contradiction.
Thus dimRp < dimSP.
Hence if dimSP 6 c
′ + 1, the assumptions of (d) and (e) give that (R/I)p is of rational
type or geometrically of rational type, respectively. Again, an application of Theorem 3.13 leads
to the conclusion. Finally as to (f), the ring (R/I)p is smooth (resp. regular). If moreover
dim(S/J)P 6 r + 3, then (S/J)P is Gorenstein by part (c). Therefore (S/IS + J)P is a complete
intersection on (S/J)P, which reduces us to showing that the former ring is smooth (resp. regular).
However, after a change of variables we may again assume that t = r, and then (S/IS + J)P =
SP/(ISP + (detC)SP), which is smooth (resp. regular) as the determinant locus is smooth in
codimension 3. 
Remark 4.5. Assume k is an infinite field. In Theorem 4.4 parts (b) and (c), parts (a), (d)
and (e) in characteristic zero, and part (f) for “smooth”, one can replace the “generic” link J by a
“general” link Ju defined by forms α1(u), . . . , αr(u), with u in a dense open subset of Spec(k[Uijµ]).
This is possible due to [Jo, 1.6 and 4.10] and the following lemma:
Lemma 4.6. Let k be a field of characteristic zero and f : Y → U a morphism of reduced
k-schemes of finite type. If U is irreducible and Y has rational singularities, then there exists a
non empty open subset Ω of U such that Yu = f
−1(u) has rational singularities for u ∈ Ω.
Proof. Let Y ′
π
−→ Y be a resolution of singularities of Y . There exists a non empty smooth
open subscheme Ω of U over which f is flat, and such that π is a simultaneous resolution of
singularities over Ω. If u ∈ Ω, [Elk, The´ore`me 3] implies that Yu has rational singularities. 
If B is a standard graded Noetherian algebra over a field, we will set Btop := B/a, where a
is the intersection of primary components of 0 of maximal dimension, and Blow := B/H0a(B). If
S := Proj(B), we will set accordingly Stop := Proj(Btop) and S low := Proj(Blow). Notice that
S low = ∅ does not imply S = Stop. Recall that Irr(S) denotes the locus where S is not of rational
type.
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Theorem 4.7. Let k be a field and let R be a standard graded Gorenstein k-algebra. Let
f1, . . . , ft be forms in R of degrees d1 > · · · > dt > 1 and I the ideal they generate. Set S :=
Proj(R/I), Z := Proj(R) and r := codimZS. Suppose r > 0 and I is not a complete intersection.
(a) Assume that one of the following four conditions holds,
(i) dimS = 0,
(ii) dimS = 1, Stop is generically a complete intersection and Z is reduced,
(iii) dimS ∈ {2, 3}, char(k) > dimS, S is locally a complete intersection, Stop is smooth
outside finitely many points and lifts to the ring of second Witt vectors W2(k), Z and S
low are
smooth and dimS low 6 1,
(iv) char(k) = 0, dim Irr(Stop) 6 1 and, outside finitely many points, S is locally a complete
intersection in Z and Z and S low have rational singularities.
Then
reg(Stop) 6 reg(R) + d1 + · · ·+ dr − r − 1.
Moreover, if dr > 2 and dimS > 1, assume that S
′′ is a geometrically reduced link of Stop in some
complete intersection defined by forms of degrees d1, . . . , dr. Then the inequality is strict if and
only if S ′′ is non-degenerate and geometrically connected in codimension one.
(b) Assume d1 > 2, dimS > 1, S is locally a complete intersection in Z and one of the
following two conditions holds,
(i) S is of rational type,
(ii) char(k) = 0, and S has at most isolated irrational singularities.
Then
reg(R/I) 6
(dimS + 2)!
2
(reg(R) + d1 + · · ·+ dr − r − 1),
unless R is a polynomial ring over k, I = ℓK with ℓ a linear form and K a homogeneous ideal,
and either dimR = 3 and K is a complete intersection of 3 forms of degree d1 − 1, or else K is
generated by linear forms.
Proof. Let J ⊂ R′ and α1, . . . , αr be as in Theorem 4.4, and write S
′ := Proj(R′/J).
(a) By Proposition 4.2 it suffices to show that Him(ωR′/J )>0 = 0 for every i.
(i) The assertion is clear as R′/J is Cohen-Macaulay.
(ii) Since R′/J is reduced by Theorem 4.4(a), the claim follows from the proof of Theorem
1.7(i).
(iii) Applying Theorem 4.4(f) with c := dimR − 1 and c′ := dimR − 2, we obtain that S ′ is
smooth. Furthermore S ′ is liftable to W2(k), see [Bu, 6.3.10]. Thus indeed [DI, 2.8] implies the
asserted vanishing.
(iv) Applying Theorem 4.4(e) with c := dimR − 2 and c′ := dimR − 3, we deduce that
dim Irr(S ′) 6 0. Now Theorem 1.3 yields the vanishing as claimed.
(b) Set σ := reg(R) +
∑r
i=1(di − 1). First assume that R is not regular or r > 2. In this
case σ > dr+1 and also σ > 2, since d1 > 2 and I is not a complete intersection. Inducting on
dimS, we may assume that dimS > 2 according to Proposition 2.2. From Theorem 4.4(b) with
c := dimR−1 it follows that R′/IR′+J defines a locally complete intersection scheme Y, necessarily
of dimension dimS−1. Also, Theorem 4.4(d) with c := dimR−1 in case (i), c := dimR−2 in case
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(ii) and c′ := c − 1 implies that Y is of rational type in case (i) or has at most isolated irrational
singularities in case (ii). Furthermore we have Y = Proj(R′/IR′ + (J)6σ) by Theorem 1.7(iii)
in the setting of (i) and by Theorem 1.7(ii) in (ii). Since Y is a Cartier divisor in S there exist
d := dimS + 1 forms βi ∈ J of degrees at most σ such that Y = Proj(R
′/(I, β1, . . . , βd)). Set
J ′ := (α1, . . . , αr, β1, . . . , βd). One has an exact sequence,
0→ R′/IR′ ∩ J ′ → R′/IR′ ⊕R′/J ′ → R′/IR′ + J ′ → 0.
Notice that
reg(R/I) = reg(R′/IR′) 6 max{reg(R′/IR′ ∩ J ′), reg(R′/IR′ + J ′)}.
Now, IR′ ∩ J ′ = (α1, . . . , αr) so that reg(R
′/IR′ ∩ J) = σ. Recall that σ > dr+1. Hence if IR
′+ J ′
is not a complete intersection then our induction hypothesis yields
reg(R′/IR′ + J ′) 6
d!
2
(σ − 1 + d(σ − 1)) =
(d+ 1)!
2
(σ − 1).
If on the other hand IR′ + J ′ is a complete intersection then reg(R′/IR′ + J ′) 6 σ + d(σ − 1). In
either case our assertion follows.
Next, assume R is regular and r = 1. By Proposition 2.2 we may assume d > 3 or σ = 1. Now
I = ℓK where ℓ is a form of degree s > 1 and K a proper homogeneous ideal of dimension at most
one. From Proposition 2.1, applied to K, we obtain reg(R/I) 6 s+ (d+ 1)(σ − s). But the latter
is at most (d+1)!2 (σ − 1) unless s = σ = 1, in which case ℓ is a linear form and K is generated by
linear forms. 
Even with the assumptions of Theorem 4.7(b), the estimate of Theorem 4.7(a) does no longer
hold if one replaces Stop by R/I, as one can see by taking R := k[X,Y,Z] and I := (X3,XY,XZ).
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