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Symbolic dynamics for the piecewise rotations:
Case of the bijective symmetric maps.
Nicolas Be´daride∗ Idrissa Kabore´†
ABSTRACT
We consider a specific piecewise rotation of the plane that is con-
tinuous on two half-planes, as studied in [4], [10] and [8]. If the angle
belongs to the set {pi2 , pi3 , pi6 , pi4 } we give a description of the symbolic
dynamics of this map in the bijective symmetric case.
1 Introduction
In this paper we consider the dynamics of a piecewise isometry. A piecewise
isometry in Rn is defined in the following way: consider a finite set of hyper-
planes; the complement X of their union has several connected components.
The piecewise isometry is a map T from X to Rn which is locally defined
on each connected component as the restriction of an isometry of Rn. Now
consider the pre-images of the union of the hyperplanes by T : it is a set of
measure zero. Thus almost every point of X has an orbit under T and we
will study this dynamical system (X,T ). The class of such maps has been
well studied in dimension 1 with primary example given by interval exchange
maps: in this case the map is bijective, equal to the identity outside of a com-
pact interval, and the isometries which locally define T are translations. The
case of the dimension 2 has first been considered ten years ago in the paper
[1]. Since them, different examples have been worked out in order to exhibit
different types of behaviors, see for example [9] or [2]. The first general result
has been obtained by Buzzi who proved that every piecewise isometry has
zero entropy, see [5]. An important class of piecewise isometries is the outer
billiard. Around this map a lot of developments in recent years takes place,
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in particular with the work of Schwartz: [12], [13], [14] and [15]. He describes
the first example of a piecewise isometry of the plane which contains together
an unbounded orbit and periodic orbits.
Here we study another example, which was introduced in [4] by Bosher-
nitzan and Goetz. This map is called a piecewise rotation. Up to date it is
perhaps the piecewise isometry which has been studied the most, see [10] and
[8]. Consider a line in the plane (assumed to be the real axis R), two points
P0, P1 outside the line and an angle 2piθ ∈ [0, 2pi). The map is locally defined
on each half plane (defined by the line) by a rotation around Pi with angle
2piθ. The phase space of the map can be described with two parameters: one
for the angle and one which measures the relative positions of the centers.
If the middle of the segment [P0, P1] belongs to the real axis, then this pa-
rameter is null and the map is called symmetric. Among the positions of the
centers of rotations this map can be bijective, non injective, non surjective.
In [4] Boshernitzan and Goetz show that in the two last cases the map is
either globally attractive or globally repulsive. In the bijective case, Goetz
and Quas have shown that for a rational angle every orbit is bounded, see
[10]. In order to prove this result they introduce symbolic dynamics for this
map with the notion of rotationally coded points.
In the present paper we want to give a precise description of the symbolic
dynamics. To be more precise than the previous results, we restrict our study
to a finite family of angles and to the symmetric bijective case. In the cases
pi
4
we find some bounded orbits which are not periodic. Thus these orbits do
not come from rotationally coded orbits. Our method of investigation is close
to the one introduced in [7] for the outer billiard outside regular polygons.
The main idea is to find a reasonable set, where we can consider the first
return map and prove that it is conjugated to the initial map. This allows us
to use substitutions in order to describe the language of the map. Of course,
in most of the other cases, the approach is not so simple: we need to use
different transformations before being able to find a good renormalisation,
see Proposition 6.3 for a complete study of one particular case.
This work has been supported by the Agence Nationale de la Recherche –
ANR-10-JCJC 01010.
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2 Definition of a piecewise isometry and some
background
2.1 Definition
Consider a line l in R2, it splits the plane on two half-planes. Now we define
a piecewise isometry T on R2 such that the restriction to each half-plane is
given by a rotation. The two rotations are of the same angle with different
centers. We also assume that the centers of rotations are not on the line
l. Without loss of generality we can identify the plane with the complex
numbers C and the line with the real line R. Then if the centers have
respective coordinates z0 and z1, the map is given by:
C \ R 7→ C \ R
z → T (z) =
{
e2ipiθ(z − z0) + z0 Im(z) > 0
e2ipiθ(z − z1) + z1 Im(z) < 0
Remark 2.1. Every point z ∈ C has not a well defined orbit for T . Consider
the set of complex numbers z such that there exists an integer n with T nz ∈
R. This set of points is called the set of discontinuity points, but it is
of zero measure and we can ignore it. In the following we will only consider
orbits of points outside this set.
The bijective case has been done by Goetz and Quas, see [10]. In the
bijective case, the map can be written in an particularly easy way:
T (z) =
{
e2ipiθ(z + σ + 1) Im(z) > 0
e2ipiθ(z + σ − 1) Im(z) < 0
where σ is a real number. If σ = 0 the map is called a symmetric map.
The parameter θ is called the angle of the map by a slight abuse of notation.
Let A be a finite set called alphabet, a word is a finite string of elements
in A, its length is the number of elements in the string. The set of all finite
words over A is denoted A∗. A (one sided) infinite sequence of elements of
A, u = (un)n∈N, is called an infinite word. The infinite word u is periodic if
there exists a finite word v0 . . . vn such that u = v0 . . . vnv0 . . . vnv0 . . . vn . . .
Such an infinite word is denoted vω. A word v0 . . . vk appears in u if there
exists an integer i such that ui . . . ui+k = v0 . . . vk. In this case we say that v
is a factor of u. For an infinite word u, the language of u (respectively the
language of length n) is the set of all words (respectively all words of length
n) in A∗ which appear in u. We denote it by L(u) (respectively Ln(u)).
3
Figure 1: Cellular decomposition for the angle θ = 1
8
and σ = 0.
Let P0, P1 be the two half-planes bounded by the discontinuity line of T .
Let φ : C 7→ {0; 1}N be the coding map where the image of a complex
number z is given by φ(z) = (un)n∈N such that T n(z) ∈ Pun for all integer
n. The image by the coding map of the points which have well defined orbit
defines a language. For an infinite word u in this language, a cell is the set
of points which are coded by this word: Cu = {z ∈ C, φ(z) = u}.
3 Words and symbolic dynamics
3.1 Substitutive language
A substitution σ is an application from an alphabet A to the set A∗ \
{ε} of nonempty finite words on A. It extends to a morphism of A∗ by
concatenation, that is σ(uv) = σ(u)σ(v). In the following we will denote
a substitution by an array which has on the first line the elements of the
alphabet and on the second line their images by the substitution.
Now we introduce the notion of substitutive language. Consider a
finite set S of substitutions and P ⊂< S > a subset of the monoid generated
by them. Let X be a finite set of words, then a substitutive language is the
set of factors of a subset of {g(u), g ∈ P, u ∈ X}. Of course some conditions
are needed on X,P to be sure to define a language. In the following, we will
define P,X with the help of a finite oriented graph such that each edge is
marked by a substitution of S and on each vertex is attached a finite union
of words of X.
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We attach to each path on this graph a set of words by the following way:
consider one edge marked by σ between the vertices A,B. Then we associate
to this path the set of words {σ(a), a ∈ A}∪{a ∈ A}. For a path obtained by
concatenation of several edges we apply the composition of the substitutions
to the set A. Consider the set of all paths on this graph, the set P ⊂< S >
is equal to the concatenation of the substitutions associated to each edge.
By convention, if there is only one substitution, we will only draw one
vertex labelled with a finite set of words.
Example 3.1. Consider the following graph,
X X X
σ2σ1
σ2
σ3 σ3
if X is a set of finite words, the language is the set of factors of the words in
the set:
Z =
⋃
n,m,p∈N
{σp3 ◦ σm2 ◦ σn1 (X)}.
The substitutive language will be usefull in the statement of the results.
It already appears in the description of the language of the outer billiard
outside a regular pentagon see [7], and in the study of S-adic systems, see
[3] for a recent survey.
3.2 Induction and substitution
In this subsection we start from a map T . We define the induction of T on
a subset. Then we recall some usual facts about the relation between the
codings of the two applications. Let X be an open subset of R2, and T a
piecewise isometry from X to X. Assume there is a partition of X by the sets
Ui, i = 1, . . . , k, then consider the language LU obtained by the associated
coding map. Now assume that the first return map of T on U1, denoted by
TU1 , is well defined:
TU1(x) = T
nx(x),
where nx is the smallest positive integer such that T
nx belongs to U1 for
x ∈ U1. Consider the measurable partition
⋃
l∈I U1(l) of U1 in which the
return time nx is constant on each part U1(l) of the partition. We associate a
coding map to the action of TU1 on this partition. We denote the associated
language by LU1 .
5
Lemma 3.2. Assume there exists a bijection h between X and U1 which
maps each Ui, i = 1, . . . , k to one set U1(i) and such that for all x ∈ X we
have h−1 ◦ TU1 ◦ h(x) = T (x). Then there exists a substitution αU1 such that
LU1 = LU , αU1(LU1) = LU .
Proof. By hypothesis on h we deduce that the partition of U1 and the parti-
tion of X have the same number k of elements. Thus we denote the elements
of the alphabets of the languages of TU1 , T by the same letters.
Consider x ∈ X. Then denote its coding word φ(x). By definition h(x)
belongs to U1. The coding φ(h(x)) of this point begins by 1 (the letter
associated to U1). By hypothesis the return time of h(x) to U1 is bounded,
thus the sequence contains an infinite number of 1. Now consider all the
positions of 1 in this sequence and the finite words between two consecutive
1. By assumption the number of return times is finite, thus these words form
a finite set and this set is in bijection with the partition {U1(l), l}. If x is in
one cell of the partition of U1 then denote by vi the finite word of length nx
which codes the orbit T jx, j = 0 . . . nx − 1 where nx is the return time of x
in U1. By definition nx is independant of the choice of x ∈ U1(i). Now define
the substitution αU1 : LU → LU1 by
i 1 . . . k
αU1(i) v1 . . . vk
By definition of the substitution αU1 , we have φ(h(x)) = αU1(φ(x)). We
deduce that αU1(LU) ⊂ LU1 .
If the hypothesis is fulfilled we say that the map has a renormalization
or is self-similar. This lemma will be used in the different proofs in order to
describe the language in terms of substitutions. This notion is often used in
the description of the symbolic dynamics of a map. The words αU1(i) are
called return words, since they correspond to the coding of points until the
return times.
4 Link with the dual billiard map
We recall some classical facts about dual billiard map. We consider a convex
polygon P in R2 with n vertices. The dual billiard map is a self map of
R2 \ P . Given m ∈ R2 \ P , one defines Tm so that the segment [m,Tm] is
tangent to P at its midpoint and P lies to the right of the ray
−−−→
mTm. The
map m 7→ Tm is called the dual billiard map.
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Figure 2: The outer billiard map
Figure 3: Dual billiard dynamics for regular polygons with 3, 5, 8 edges
The dual billiard map outside a regular polygon is known to have bounded
orbits since the work of [16], [11] or [6]. The symbolic dynamics of these map
has begun in [7] for the regular pentagon, hexagon and octagon. In [13]
Schwartz studied also the dual billiard map outside the regular octagon. In
these cases the dual billiard map has a renormalization. We refer also to [6]
for a review on outer billiard.
In the next Figure, we show some pictures of dual billiard map outside
regular polygons with 3, 5, 8 edges. On the left part, we show the cellular
decomposition of the plane, in the middle part we restrict to one one cone
for the regular pentagon, and on the right part we show one ring outside the
regular octagon. You can remark some resemblances with Figure 1.
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5 Results and overview of the paper
5.1 Statement
We consider the angles θ ∈ {1
4
, 1
3
, 1
6
, 1
8
} and give a complete description of the
symbolic dynamics for the symmetric maps.
Due to the formulation of the map T , the centers of rotations are the
points
z0 =
e2ipiθ
1− e2ipiθ , z1 =
−e2ipiθ
1− e2ipiθ . (1)
The imaginary parts of the centers of rotations are equal to ±1
2 tanpiθ
. In all our
cases tanpiθ is a positive number, thus the two centers of rotations define a
periodic point of T in the symmetric case.
Theorem 5.1. Let θ ∈ {1
4
, 1
3
, 1
6
, 1
8
}. Then the language of the bijective sym-
metric piecewise rotation of angle θ is substitutive.
Remark 5.2. In the cases θ ∈ {1
4
, 1
3
, 1
6
}, every orbit is periodic. Indeed it
follows from the fact that every orbit is bounded, and by the fact that in
these cases T is defined by isometries which preserve a lattice.
The proof is made in Propositions 6.1, 6.3.
5.2 Overview of the method
First of all we explain the method of the study : consider a piecewise rotation
with angle θ = p
q
, then Equation 1 gives the coordinates of the centers of the
two rotations.Each center is a fixed point of T and the codings of these points
are 0ω, 1ω. Consider the cell of one of these periodic words : it is a regular
polygon centered at the center of rotation. Depending on the parity of q this
polygon has q or 2q edges,the length of the side of this polygon is equal to
tan (ppi
q
)Im(z0), see Figure 5 for the case θ =
1
6
. This polygon has one edge
on the discontinuity line. Consider the vertex of the polygon on this line with
the smallest real part. This point is the vertex of a cone C included in the
upper half plane delimited by a piece of the discontinuity line and one line
supporting a side of the polygon. It is easy to prove the following proposition
for every angle θ in our familly: See Proposition 6.1 for a complete proof.
Proposition. The map Tˆ , first return map of T in C, is a piecewise isometry.
The study of Tˆ is equivalent to the study of T . In other terms, there exists a
k to one map between the two languages, for some integer k.
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The value of k depends on the initial map T . In each case the new
alphabet will be denoted by big letters A,B, . . . . In the Appendix we give
a description of Tˆ in all the cases. Now it happens that for an angle in our
family the map Tˆ is self-similar, or can be decomposed in different maps
which have a renormalization scheme. We refer to Proposition 6.3 for more
details.
6 Proof of the Theorem
6.1 Periodic cases
We consider the cases θ ∈ {1
4
, 1
3
, 1
6
}. Let us define two substitutions by:
σ4 :
A B C D
DBC DB DC D
σ6 :
A B C D E
A AB AC ACB ACCBB
Proposition 6.1. The language L′ of the map Tˆ is the set of factors of the
periodic words of the form zω for z ∈ Z, where
• If θ = 1
4
, Z =
⋃
n∈N
{σn4 (A), σn4 (B), σn4 (C)}.
• If θ = 1
6
, Z =
⋃
n∈N
{σn6 (E), σn6 (B), σn6 (C), σn6 (D), σn6 (DCB)}.
• If θ = 1
3
, Z =
⋃
n∈N
{AnBnC,An+1BnC,Bn+1AnC}.
Proof. • We begin by the proof of the proposition for the angle 1
6
, we refer
to Figure 5. In order to obtain the description of the first return map Tˆ we
need to rotate C one time around z0 and three times around z1. At this step
one piece has come back to P0. We need two other iterations to be sure that
every point is coming back to P0. By a simple computation we see that C
has a partition in five pieces A,B,C,D,E with return words given in the
following array by
A B C D E
01302 01303 01402 01404 01504
. The triangle E has
three edges of the same length (equal to the edge of the regular hexagon).
The half-lines which define A,B are parallel to the edge of the hexagon, and
the edge of B on the discontinuity line has a length equal to 2. One edge of
C is parallel to one edge of E. Three edges of D have the same length as the
hexagon. The restriction of Tˆ to each of these five sets are some isometries
9
whose vectorial parts are rotations of angle 0, pi
3
, pi
3
, 2pi
3
, 0. Remark that those
angles are equal to npi
3
where n is the return time to each piece.
We make an induction on A for the map Tˆ : The return map of Tˆ is
conjugated to Tˆ by a translation parallel to the discontinuity line. A simple
computation gives the different return words to A, this defines the substitu-
tion σ6 as explained in Lemma 3.2. We have
C = (
⋃
n∈N
Tˆ n(A)) ∪ CBω ∪ CCω ∪ CDω ∪ CEω ∪ C(DCB)ω
The words Eω, Bω, Cω, Dω, (DCB)ω are periodic words of the language. The
associated cells are two triangles for Eω, (DBC)ω and three hexagons for the
other infinite words. We deduce the description of the language by applica-
tion of the substitution and Lemma 3.2. Thus the language is a substitutive
language.
• The proof for the two other angles is based on the same method. For
θ = 1
4
we obtain:
A B C D
01302 01303 01202 0120
. The associated substitution
is σ4. Figure 4 describes the map Tˆ , the square has edges of length 1 and
every strip has width 1. Eaxctly the same thing can be done for θ = 1
3
.
Remark that the statement of this proposition for the case θ = 1
6
can be
summarized in the following graph:
6.2 Case θ = 18
We consider the case of the angle pi
4
. The angle 2pi
5
is not treated here since
we will see that the study of the first case is closed to the outer billiard
outside the regular octagon studied by Schwartz. The symbolic dynamics
of the outer billiard outside the regular pentagon has been done in [7] and
in [16]. Using these results, a similar study in the other case can be easily
deduced.
Remark 6.2. The coordinates of points and length of sides in Figure 7 are:
All the angles are integer multiple of pi
4
. In the black set two sides have
lengths 2 +
√
2. The two smaller ones have length 1. The bounded sides of
C and B have the same length 1 +
√
2. In the cell D four edges have the
same length 1, the other ones have the same length 2 +
√
2.
Proposition 6.3. The language L′ of Tˆ is substitutive. It is the set of factors
of the periodic words of the form zω, for z ∈ Z, where Z is obtained as a
substitutive language.
10
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Figure 4: Map Tˆ for a symmetric map of angle pi
2
. The regular polygons, the
cone and the substitutive language.
Proof. The proof splits in several parts:
• Description of the map Tˆ . The map is a piecewise isometry defined on
ten pieces, the union of six of them is an invariant set. The pieces are
denoted by letters A, . . . , J .
• Consider the induction of Tˆ on the subset A, there is a renormalisation
given by a substitution σ8,3. The orbit of A under Tˆ before returning
to A is denoted C3.
• There exists an invariant compact set for Tˆ , denoted C1. We find a
renormalisation of this map by a substitution σ8,1.
• The complement of C1∪C3 in C, is a compact set denoted by C2. There
exists a renormalisation of this map by substitutions σ8,2.
Now we come into details. The first return map of T to the cone C is
given by Figure 7. It is defined on five pieces, three are unbounded and
denoted A,B,C and two are compact and denoted by D and C1 which is the
black set in Figure 7. Remark that this set is invariant by Tˆ . There is a
11
TˆA
C
B D
EE
D
C
A B
C •
•
•
E
DωBωAω
Cω
Figure 5: Map Tˆ for a symmetric map of angle pi
3
. The regular polygons, the
cone and the substitutive language. In the figure E is an equilateral triangle
of size 1. The polygon D is a pentagon with three sides of length one and
two of size 2. The bounded side of the cell B is of size 2. All the angles are
integer multiples of pi
3
.
partition of C1 in six subsets denoted E,F, . . . , J according to the different
return times of points to C, see Figure 8. The list of the return words is given
in the following array:
A B C D E F G H I J
01403 01503 01404 01504 01505 01605 01706 01604 01705 01606
As explained in the proof of Proposition 6.1, the restriction of Tˆ to each of
the ten sets is a rotation of an angle multiple of pi
4
. This multiple is equal to
the length of the return word.
We prove now that the set C has a decomposition in three Tˆ invariant
subsets.
C = C1 ∪ C2 ∪ C3.
The set C1 is invariant by Tˆ according to the properties of Tˆ . The set C3
is the orbit of A before the first return to itself under Tˆ , see Figure 9. It is
12
B,C,D
E,DCB
σ6
Figure 6: Description of the substitutive language for the case θ = 1
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unbounded and invariant by Tˆ by definition. The set C2 is the complement
in C of the two other sets. It is invariant under Tˆ since all the other sets are
invariant and Tˆ is a bijective map.
With the three invariant sets, we can study the dynamics of Tˆ restricted
to each of these sets.
• First we study the map Tˆ restricted to C3. By definition the orbits of
points in A under Tˆ are in C3, and the union of these orbits cover all this
set. Thus we begin by a description of the first return map of Tˆ on A. A
simple computation shows that it is self similar to the initial map Tˆ , and the
associated substitution σ8,3 is given by
σ8,3

A B C D E F
A AB AC ABC ABC2A AB2CB
G H I J
AB4C2 AB2CA AB4CA AB2CBC
We deduce that the coding of an orbit of an element of C3 will be the image
under σ8,3 of the coding of the orbit of a point in the two compact sets C1,C2.
• Now we study the map Tˆ restricted to C1, see Figure 8. There is a
partition of the space in six subsets denoted E,F,G,H, I, J . The dynamics
is closed to the one studied by Schwartz in [13], Sections 6 (Equation 21)
and Section 7. By application of Lemma 3.2 and the results of Schwartz,the
symbolic dynamics of this map is thus ruled by a substitutive scheme denoted
σ8,1. We make a short description of this dynamics, we refer to [13] for the
details and to Figure 11: All the periodic cells are regular octagons of different
sizes: First of all, the easiest periodic words are Eω, F ω, Gω, Hω. Their cells
are regular octagons inscribed in the polygons E,F,G,H as seen on the
figure. Then, there is a periodic orbit of period E2JIH2FGF . In Figure
11, it corresponds the nine regular octagons closed to the biggest ones. The
next level is made of three different orbits made by octagons of the same size:
E2FG2J, FH2IG2, E5FGEH5JI.
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Finally the language of the dynamics restricted to this invariant set is
given by the images of these words by σ8,1. We obtain a substitutive language
made by periodic words of the form zω, z ∈ Z1 with
Z1 =
⋃
n∈N
{σn8,1(E), σn8,1(F ), σn8,1(G), σn8,1(H)}.
• To finish, we study the map Tˆ restricted to C2. This part is an exchange
of three pieces. The pieces are denoted by the same letters B,C,D as previ-
ously since they are restrictions of the initial pieces. This map has a classical
dynamics, see Figure 10: there are three big periodic regular octagons corre-
sponding to the orbits: Bω, Cω, Dω. Outside these octagons, the dynamics is
described in Figure 10. It is an exchange of three pieces. As the map defined
in the set C1, this map has been studied in [13] Section 7.3 where the shape is
called a dogbone. All the periodic cells are regular octagons. The language
is thus a substitutive language with a substitution denoted σ8,2. Once again
we refer to the work of Schwartz for more details and a description of the
substitutions. Finally we apply Lemma 3.2,we deduce that in this compact
set the language is made by periodic words of the form zω, z ∈ Z2 with
Z2 = σ8,2(Z3) ∪ {C} ∪ {D} ∪ {B} where
Z3 =
⋃
k∈N
{σk8,2(C), σk8,2(D)}.
• To resume we have that the total language is made by periodic words
of the form zω, z ∈ Z with
Z =
⋃
m∈N
⋃
z∈Z1∪Z2
{σm8,3(z)}.
Thus the substitution σ8,3 allows to pass from the compact invariants sets to
the all space.
All this discussion can be resumed by the following graph, which describes
the substitutive language.
A, . . . , JB,C,D E, F,G,HB,C,D
σ8,3σ8,3
σ8,2
σ8,3σ8,2 σ8,1
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A C
D
B
C
B
A
D
Tˆ
Figure 7: The map Tˆ associated to the angle pi
4
and σ = 0.
Remark 6.4. The dynamics is given by a substitutive system on a quite big
alphabet. It seems more complicated than staying on the alphabet {0, 1}.
Nevertheless it appears to be the best way in order to describe the dynamics.
Moreover there exists a morphism to pass to the initial alphabet. We left to
the reader the passage to the initial alphabet.
Remark 6.5. In Figure 8 the cells E,H are isometric triangles of sides
1, 1,
√
2. They are also isometric to the union of the cells of G, I. Two sides
of G have the same lengths as two sides of I. In the cell F three sides have
for lengths 1. A simple computation allows to obtain other lengths.
6.3 Comparison with the Theorem of Goetz-Quas
We show on two examples how our result are related to [10].
• First consider θ = 1
4
. By Proposition 6.1 the following periodic words
are in the language: Aω, Bω, Cω. The change of alphabet maps these
words to the periodic words (0313)ω, (0212)ω, (0312)ω. The same method
applies for the word of period σ4(A) = DBC. We obtain a periodic
word of period 03120213021203. All these words corresponds to some
15
E
F G
H
I
E
F
G
H
I
Tˆ
Figure 8: Dynamics inside C1: the black compact set.
Figure 9: The set C3 is colored in grey: it is made of the pieces of the return
map to A.
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CB
D
TˆB
TˆC TˆD
TˆC
TˆB
TˆDC
B
D
Figure 10: Dynamics inside C2.
rationally coded points associated to the sequence (pk
qk
= 1
4k+1
)k≥0. In
this case the language is totally described by these words.
• Now consider the case θ = 1
8
. The result of [10] implies that the
rotationally coded points form cells of one type: a regular polygon with
8 edges. The periodic islands surrounding the points on this orbit touch
so that the union forms an invariant ‘annulus’ surrounding the origin.
Each annulus correspond to one or two periodic words. In Figure 1
we can see the rings of regular octagons. The first ring is made of 10
polygons, and the second of 18 polygons. In our description, the first
ring corresponds to the regular octagon inside D, which is invariant
by Tˆ in C3. It is coded by D
ω and thus also by (0515)ω. The other
ring corresponds to two periodic orbits coded by (0415)ω, (0514)ω. In
our description they correspond to the words B,C. If we look at the
third ring the periodic word is the image of D by σ8,1. Finally look
at the regular octagons of smaller size and their first ring. It is coded
by (0516)ω. In our description it is coded by F ω. In other terms the
cells of Figure 1 can be splitted in the big octagons associated to the
rotationally coded points and the two dynamics inside C3,C2 shown in
Figure 11. Thus we see that the words described in [10] appear in our
17
Figure 11: Decomposition of the dynamics. On the left there is the dynamics
inside C1 and on the right the dynamics inside C2.
description of the total language. Nevertheless they do not represent
all the infinite words since there exists non periodic infinite words.
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