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The developmental process involves interactions between thousands and
thousands genes. The reasons why, where, and when the genes are expressed
can be revealed in the topology of a Gene Regulatory Network (GRN). In
this study, we reconstruct a GRN which explains how the expression of gap-
genes is initiated along the anterior-posterior axis of Honeybee embryos.
We use gene-network-based methods to model these genes in four subdi-
visions of the anterior-posterior axis. Unlike Drosophila, few quantitative
data are available for the segmentation genes of Honeybee embryos. How-
ever, we have enough qualitative data to start logically designing a network
based on those data. Then, we extend the network considering the ex-
pression domain of genes, their functionality, and some assumptions. The
generated network is tested using two ODE-based methods and taking into
account the quantified form of the data.
The methods are Hill-function-based method and gene-circuit method. Both
methods create a set of ODEs that contains a number of unknown param-
eters. We run the simulated annealing optimisation to find the parameters
including those that predict likely interactions occurring between the genes.
Because the quantified data does not have enough number of time points,
many possible solutions are obtained from the optimisation. This led us to
reduce the number of unknown parameters considering genetic facts. In this
way, the results derived from applying Hill-function-based method are not
very encouraging as the results do not show consistency in several repeated
experiments. However, the gene circuit method is successful and the results
are more consistent after several repeats. The reason for this difference is
that while the Hill-function-based method considers more biological details
ii
in its equations, the model also involves many parameters. However, ap-
plying two methods make the results strong enough to conclude the most
likely interactions.
Overall, our findings suggest a network whose interactions are testable. All
the required data have been collected from the experiments done by Peter
Dearden and his colleagues at the laboratory for Evolution and Develop-
ment at the University of Otago.
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Development is a process that forms an adult organism from a single cell (zygote).
There are many sub-processes involved in the development, but the segmentation pro-
cess of insects (specifically Honeybee) is the major topic of our study in this research.
A segmented body plan is a significant feature of many animals, especially the arthro-
pods including insects, and segmentation is a key process in the development of insect
embryos (Peel, 2004; Peel et al., 2005). During this process, an embryo is subdivided
into regions along its anterior-posterior axis. The subdivision begins with broad re-
gions, and as the embryo’s development progresses, these regions are subdivided into
narrower segments. Later, the segments give rise to visible parts of an adult body.
Different sets of genes control this process during early embryo development. In this
research, we intend to investigate a network that regulates the expression patterns of
segmentation genes in Honeybee embryos.
In Drosophila, a well-studied example, segmentation genes appear to act in a hi-
erarchy consisting of maternal genes, gap genes, pair-rule genes, and segment polarity
genes. Each set of genes is regulated by both upstream genes and also themselves. For
example, maternal and gap genes control the expression of pair-rule genes, and later
this expression is stabilised by the interactions between pair-rule genes themselves.
A striped expression pattern appears along the anterior-posterior axis because of the
activation of pair-rule genes. This pattern shows a series of repeated stripes of gene
expression. The expression of these genes is regulated via a series of independent and
modular stripe enhancers that have been well characterised in the insect (Ludwig and
Kreitman, 1995; Ludwig et al., 2000). Most early developmental genes and their func-
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tions are conserved between Honeybee and Drosophila embryos, as these two insects
diverged 350 million years ago.
In Drosophila embryos, segments form rapidly and almost simultaneously. Honey-
bee embryos follow another mechanism in which segments are patterned sequentially
from anterior to posterior. One question has been raised about these two different
mechanisms, although both animals are long germ-band insects (see Chapter 2). Mean-
while, the Honeybee genome shows slower evolution than that of Drosophila (Weinstock
et al., 2006), and it has more similarities to those of vertebrate genomes (and also to
mammals) than Drosophila does (Whitfield et al., 2006). These special features of the
Honeybee genome make it worth studying (Motivation 1).
1.2 Gene Regulatory Networks for development
A complex system underlying development controls the expression of genes in a given
organism temporally and spatially. The reasons why, where, and when the genes are
expressed can be revealed in a network architecture. This network is called Gene Reg-
ulatory Network (GRN). In any developmental process, GRNs regulate the expression
of thousands of genes, and represent the causality of the process (Davidson and Levin,
2005). Therefore, GRNs provide a means of understanding development processes.
Meanwhile, GRNs facilitate understanding in evolution of body plans (Levine and
Davidson, 2005). For example, the regulatory kernel from the sea urchin endomeso-
derm network is exactly retained in the genome of a starfish even though they diverged
about 500 million years ago (Hinman et al., 2003; Levine and Davidson, 2005). That
means both animals have similar systems to create the embryonic endoderm, although
much else of the regulatory wiring has changed since divergence (Levine and Davidson,
2005). This implies that evolutionary changes in GRNs that control developmental
processes must be the basis for morphological change (Levine and Davidson, 2005). To
confirm this fact, it is necessary to study many GRNs governing diverse developmental
processes in a variety of animal groups (Levine and Davidson, 2005) (Motivation 2).
These potent features of GRNs led us to take advantage of them in our study of the
segmentation process.
Understanding such gene networks has motivated researchers to redesign them. A
successful reengineering of GRNs requires a mix of theory and experiment, computa-
tion and molecular biology, and high-end technology (Davidson and Levin, 2005). In
this study, we apply mathematical and computational methods to rebuild (model) a
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gene regulatory network that describes an early segmentation process of the Honey-
bee embryos. However, as a first step it is necessary to understand such a network
genomically. One issue with Honeybee embryos is that there are few quantitative data
supporting our modelling. This led us to start reconstructing a network logically while
also taking into account the qualitative data collected from genetic evidence (Contri-
bution 1). With these efforts, we were able to make predictions about a GRN for the
Honeybee segmentation process (Contribution 2). However, it is too early to conclude
any evolutionary facts from our findings.
1.3 Outline
The remainder of this thesis is broadly organised into three main sections.
Background Chapter 2 gives a brief introduction to GRNs and the related biological
processes, while also discussing the development of insect embryos and the segmenta-
tion process. Chapter 3 reviews the function and the expression pattern of segmentation
genes of Honeybees particularly, as well as other insects.
Methods Chapter 4 introduces three gene network-based modelling methods includ-
ing two ODE-based methods and one logical method. For simulation of our case study,
we apply the ODE-based methods. The logical method is used to propose a basic
network, and, also, we take advantage of its special features to interpret our findings.
Chapter 6 also shows how the methods are developed to be applied in modeling of our
network in this thesis.
Results In Chapter 5 we describe the case study in the language of mathematics, a
suggested network, modelling regions, and the simulation details. The required data
for simulation are given in Appendix A, which also discusses how we measure an em-
bryo to extract data. Chapter 7 reports the results obtained from the simulations for
each modelling region.
Finally, Chapter 8 summarises the main outcomes of this thesis and suggests future




The developmental process – the journey from an egg to an adult – involves inter-
actions between thousands and thousands genes and their produced proteins. These
interactions result in networks that regulate the expression of genes spatially and tem-
porally in all living organisms. The networks, called gene regulatory networks, have
significant roles in our understanding of the developmental process. In this research
we are interested in the network of segmentation genes that form early developmental
stages of Honeybee embryos. Therefore, in this chapter, I briefly discuss gene networks
and two basic biological processes. I will then talk about the body plan of insects in
early embryogenesis – particularly the Honeybee (Apis mellifera) and Drosophila. This
chapter thus provides principal concepts related to our research interest which are used
frequently in this thesis.
2.1 Gene Regulatory Networks
In living organisms, information is stored in DNA, transcribed into messenger RNAs
(mRNAs), and then translated into proteins. The produced proteins can have different
roles. For example, as a transcription factor (TF), they function to regulate the ex-
pression of genes. Gene regulation is a cellular process that determines where (spatial)
and when (temporal) genes must be expressed. Each TF can be either an activator or
a repressor (Alon, 2007). Activators increase the transcription rate of gene expression,
whereas repressors reduce this rate.
Generally, every function in a living organism is due to the existence of expressed
genes, but an expressed gene is not able to do a task by itself. In fact genes cooperate

















Figure 2.1: A simple GRN with three genes and related proteins: The produced proteins act as
activators (+) or inhibitors (-). For example, Gene2 is activated by its own product (Protein2) and
inhibited by the product of Gene1 (Protein1). Each gene is transcribed into a mRNA, and the mRNA
is translated into a protein.
sion. This cooperation results in a network of genes and other molecules forming a Gene
Regulatory Network (GRN). GRNs dynamically orchestrate the level of expression for
each gene in the genome by controlling whether, and how vigorously, that gene will be
transcribed into mRNA (Hsu, 2007). Figure 2.1 shows a simple GRN. This network
consists of three genes and their products. The interactions work as either activators
(shown by plus sign) or repressors (shown by minus sign) in the network. The network
shows interactions between genes which are positive or negative. An analogy between
a gene regulatory network and a graph is that genes are like nodes, and TFs (proteins)
are input to the nodes.
2.1.1 Transcription
Transcription is a process of reading DNA codes and changing them into a strand of
RNA which is complementary to the strand of DNA (a copy of it). The final edited form
of the copy is called mRNA. Each gene has a coding region, and a regulatory region
(promoter site) (Fig. 2.2). TFs and RNA polymerase (RNApol1) bind to the regulatory
region and then transcription begins. The coding region is copied into a mRNA. TFs
are sometimes called trans-regulatory elements, and where TFs bind are called cis-
regulatory elements. The collection of cis-regulatory elements is the regulatory region
or promoter site (Bower and Bolouri, 2004).
1RNApol is an enzyme that copies DNA into RNA.
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TF3 RNAp copies DNA to mRNA
Figure 2.2: A simple structure of a gene: Each gene has a coding region and a regulatory site. The
regulatory site is located before the coding site (downstream a gene). TFs can join together and then
bind to the regulatory site (binding sites). RNAp copies the coding region to change it into a mRNA.
(Idea taken from (Bower and Bolouri, 2004))
The process of transcription is a complicated set of events including initiation,
elongation, and termination (Watson et al., 2003). In the initiation phase, the RNApol
separates the two strands of DNA and TFs are released. Then, the RNApol moves along
the template and the strand and transcribes the coding region into RNA (elongation
phase) (Craig et al., 2010). RNA synthesis stops when it reaches a DNA sequence
known as a termination (termination phase).
2.1.2 Translation
The last stage of gene expression is translation. In this stage, mRNA is translated
into protein. Each mRNA has base sequences A, U, G, and C, and every three bases
is called a codon. A codon might determine an amino acid, stop, or initial point.
The mRNA sent from the nucleus binds to ribosomes and makes a macromolecule. A
ribosome moves along the mRNA and translates one codon into one of 20 amino acids
(Bower and Bolouri, 2004). The sequences of amino acids create proteins.
2.2 Early developmental stages of Insects
The life cycle of insects often begins with an egg, and progresses to a larva stage, to a
pupa stage, and then to an adult. Both Honeybee and Drosophila follow this life cycle
called complete metamorphosis. In a Honeybee unfertilised eggs develop into males
(drones) and fertilised eggs become females2 (Woyke, 1963). Female egg development
depends on what and how much is fed to her during her larva stage. She will develop
2Honeybees live in colonies consisting of a single queen, about 10–30 thousands female workers,
and zero to a few thousands drones (depending on the time of a year). The queen mates with many
males, and stores the sperms for the rest of her egg-laying life (Page Jr and Peng, 2001).
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into a worker female or into a queen. A complete developmental process takes 24 days
for males, 21 days for workers, and 16 days for queens (Page Jr and Peng, 2001). This
process in Drosophila varies based on temperature (Bonnier, 1926). All three types of
Honeybee eggs hatch to larvae after 3 days (Page Jr and Peng, 2001) while this process
takes about 1 day for Drosophila eggs. Here, we only consider the early embryogenesis
of Honeybee (Apis mellifera).
2.2.1 Cleavage and Blastoderm Formation
Normally, a newly fertilised egg is translucent and contains a large amount of yolk in
which the zygote nucleus is suspended. In almost all insects, the zygote undergoes
a process called cleavage that begins with nucleus division and ends with a cellular
blastoderm formation (Davis and Patel, 2002). Division of the zygote nucleus usually
begins at a specific site within the egg called the cleavage centre (also called differen-
tiation centre (DC) in Honeybees (Fleig and Sander, 1986)); the location is different
depending on the insect (Heming, 2003). In Honeybees, the DC is the location of
pronuclei fusing; without binding to a specific place in the egg (close to the anterior
end, Fig. 2.3) (Schnetter, 1934). This site for a Drosophila egg is near the anterior end
(Gilbert and Singer, 2006).
Nuclear division – a mitotic process – splits the zygote nucleus into two daughter
nuclei. Each daughter nucleus resulting from the division undergoes another division,
and this process repeats several times (e.g. Fig. 2.3). The rate of division varies
with temperature and species (Heming, 2003). In Honeybees, the first divisions are
rapid, but it slows down as the cleavage progresses and extends towards the posterior
end (Nelson, 1915). In Drosophila, each nuclear division in the first 10 cycles occurs
within almost 8 minutes, and then the division rate slows down as the nuclei move
towards the periphery. For instance, cycle 13 takes 25 minutes to complete. Cycle 14
is asynchronous; it takes 75 to 175 minutes for different groups of cells to complete
(Gilbert and Singer, 2006).
Nuclei division during cleavage occurs in a shared cytoplasm (Wolpert and Tickle,
2010), but it does not mean the cytoplasm is uniform itself. Each nucleus has its own
little area of cytoplasm called an energid (Gilbert and Singer, 2006). At a certain
stage (e.g. cycle 10 in Drosophila embryos) the majority of energids migrate to the
periphery of the egg to form the syncytial blastoderm (superficial cleavage) (Zissler,
1992). However, a number of nuclei remain in the yolk system3 to digest it (e.g. about
3In fact yolk is a corresponding portion of an egg which consists of protein and fat. It feeds the
9
Figure 2.3: The first 10 cycles of the nuclei division for a Honeybee egg: The anterior end is on
the top and the dorsal is on the right. The image shows the first 10 cleavage cycles of Honeybee
embryogenesis. It begins with 2 (21) nuclei and gets to 1024 (210) nuclei at the end of cycle 10th. In
the cycle 10, most of the nuclei reach the surface of the egg, which takes about 8–10 hours. (Redrawn
from (Schnetter, 1934))
26 in Drosophila) (Zissler, 1992). Blastoderm formation is a common process of insect
embryogenesis, but the model of formation differs considerably between insects (Zissler,
1992).
Figure 2.3 shows the first 10 cycles of the nuclei division for a Honeybee egg.
It begins with 2 nuclei (21) and produces 1024 (210) nuclei at the end of cycle 10
(Schnetter, 1934). As shown in the figure, the division starts from the anterior region
and extends towards the posterior. The energids are closer together in the anterior half
than in the posterior part (Schnetter, 1934; Fleig and Sander, 1986, 1985). Between 8–
10h AEL (hours After Egg Laying), the energids reach the surface of the egg (Fleig and
Sander, 1985). They first come into contact with periphery at cycle 10 on the ventral
side of the anterior half (Nelson, 1915) (Fig. 2.3 (j)). After the energids arrive at the
periphery of the embryo, they undergo the 11th mitotic cycle (Fleig and Sander, 1986).
Between 14–16h AEL, the nuclei cover the entire surface of the yolk (Nelson, 1915). As
the greater number of nuclei reach the periphery, they attain the cortical layer to form
early embryo (Farlex, 2013). There are two different nuclear lineages in the same cytoplasm: somatic
nuclei which migrate towards the cortex of the embryo and internal yolk nuclei which remain in the
yolk to digest it, but whose function is not very clear (Riparbelli and Callaini, 2003).
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Figure 2.4: Blastoderm Formation in Drosophila embryo: After 9 cycles of nuclei divisions, the
produced energids start migrating to the periphery. The energids undergo the next four divisions
(cycles 10–13). Pole cells form at the posterior end at the cycle 10. These cells later form Drosophila’s
germ line. Cellular blastoderm forms at the end of cycle 14th (Mazumdar and Mazumdar, 2002).
(used with permission)
the blastoderm (Nelson, 1915). The last three mitotic cycles occur in waves which
start in the anterior third of the egg length and progress posteriorly (Zissler, 1992;
Fleig and Sander, 1985). Since the daughter nuclei have an angle to the surface, the
14th cycle forms an arrangement of two-layer energids that happens about 20h AEL
(Nelson, 1915; Fleig and Sander, 1985). Between 20–30h AEL, this arrangement turns
into a columnar single layer of cells, and the blastoderm is complete.
In a Drosophila embryo, after nine nuclear divisions, the energids start moving
to the periphery of the egg to form the syncytial blastoderm (Wolpert and Tickle,
2010). Most of the other energids arrive at the periphery at cycle 10 and then undergo
the next four divisions (cycles 10–13) at a slower rate (Gilbert and Singer, 2006).
Mitosis4 starts almost simultaneously in nuclei near the anterior and posterior ends and
progresses wavelike towards the mid-region where it terminates (Zissler, 1992). After
this termination the formation of the syncytial blastoderm is complete in a Drosophila
embryo. Figure 2.4 shows the result at cellular blastoderm.
Despite the different model of formation, eventually the formed syncytial blasto-
derm cellularises, creating a cellular blastoderm (Davis and Patel, 2002). The cellular
blastoderm is complete in both Honeybee and Drosophila embryos at the 14th mitotic
4Mitosis is the process by which a cell separates the chromosomes in its cell nucleus into two
identical sets. All cells are produced by the division of others through this process (Cassimeris et al.,
2011).
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cycle (Heming, 2003; Fleig and Sander, 1986).
2.2.2 Gastrulation and Germ layer formation
Insects are bilaterally symmetric and their various tissues differentiate from cells be-
longing to three germ layers – ectoderm, endoderm, and mesoderm (Heming, 2003).
These germ layers form during a process called gastrulation, which begins shortly after
cellular blastoderm formation is complete and the rate of mitotic divisions slows down
(Gilbert and Singer, 2006). Two germ layers, ectoderm and endoderm, are specified
by the expression of maternal genes. The mesoderm layer is considered as secondary,
specified by zygotic genes (Heming, 2003). Cell determination almost always occurs
during the gastrulation stage (Wilt and Hake, 2004). At this stage the embryo – also
called the gastrula – undergoes considerable movement and its cells become rearranged
(Wolpert and Tickle, 2010).
In a Honeybee embryo, when the blastoderm cells are cut off from the yolk system,
gastrulation starts ventrally (Fleig and Sander, 1986) (after about 33 hours of oviopo-
sition5 (Nelson, 1915)). Considering the developmental stages, gastrulation occurs
during stage 5 in Honeybee embryos (developmental stages are summarised in Table
2.1.). At first, two curved furrows appear on both sides of the ventral midline (in the
prospective gnathal region, Fig. 2.5) (Fleig, 1990). They determine the prospective
mesoderm (ventral plate) from the prospective ectoderm (lateral plate) (Fleig, 1990).
These furrows gradually extend towards the posterior poles and divide the blastoderm
into three regions: ectoderm, mesoderm, and two patches of entoderm (anterior and
posterior to the mesoderm)(Fleig and Sander, 1986). Much later, the lateral plates
attach to the posterior patch of the entoderm, and gastrulation is complete (Fleig and
Sander, 1986).
In Drosophila embryos during gastrulation, cells that give rise to mesoderm and
endoderm are located in the anterior of the embryo by the process of invagination6.
Cells that are part of the ectoderm are located over the surface of the embryo by
the process of cell migration (Gilbert and Singer, 2006). Many of the internal organs
originate from the mesoderm cells (Wilt and Hake, 2004).
5Ovioposition is an act of laying or depositing eggs by insects.
6A morphogenetic process by which an embryo takes form.
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lateral and dorsal blastoderm parts on either side move somewhat in ventral direction, 
leaving behind increasingly larger gaps in the dorsal region (Fig. 1). The few blastoderm 
butges left in the middorsal region flatten out at the end of this process. This means that 
a considerable stretch of oolemma is converted exclusively into yolk plasmalemma in the 
dorsal egg region, whereas in other regions the (extended) oolemma also serves to cover 
the blastodermal cells. 
2. Gastru!ation (33 - 40 hr AEL) 
a. Segregation o f  germ layers (33 - 40 hr AEL). This process starts at about 33 hr after 
oviposition, when a pair of slightly curved furrows become visible on either side of the 
Figure 2.5: Germ layers in Honeybee: Scanning electron micrograph of a Honeybee embryo showing
the formation of germ layers during gastrulation (Fleig and Sander, 1986)). Three germ layers are
shown: ectoderm (ect), endoderm (en) and mesoderm (mes). (used with permission)
2.2.3 Short, Long, and Intermediate categorisation
Based on segmental models, insect embryos are categorised into three germ-band7
groups (Davis and Patel, 2002):
1. Long germ-band: The whole body plan forms before gastrulation.
2. Short germ-band: Only head segment forms before gastrulation.
3. Intermediate germ-band: Head and thoracic segments form before gastrulation.
In long germ-band insects, the embryonic germ anlagen takes the majority of the
egg (Kimelman and Martin, 2012) (Fig. 2.6). Long germ-band groups show 13 nuclei
divisions during cleavage, while the short and intermediate grou s have 8 nuclei divi-
sions (Davis and Patel, 2002). Figure 2.7 shows that Drosophila and Apis mellifera
belong to the long germ-band category. Ancestors of Apis mellifera separated from
the lineage l ading to Drosophila about 300 million years ago (Weinst ck et al., 2006).
It has been suggested that short (or intermediate) germ-band embryogenesis is the
ancestral form of embryogenesis in insects (Tautz et al., 1994; Copf et al., 2004).
Summary: Tables 2.1 and 2.2 summarise the first five embryonic developmental
stages of Honeybee and Drosophila regarding their ages after fertilisation.
7The cells of this band proliferate and differentiate in the embryo (Heming, 2003).
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Figure 2.6: Different germ sizes of long and short germ-band insects. Tribolium is a short germ-band
insect, and only its anterior part is determined before gastrulation. The growth zone will eventually
form the abdomen (Kimelman and Martin, 2012). (used with permission)
Figure 2.7: Insect eggs of various germ types: Orthoptera: a, Oecanthus pellucens; b, Acheta
domesticus. Odonata: c, Platycnemis pennipes. Hemiptera: d, Euscelis plebejus. Coleoptera: e,
Atrachya menetriesi ; f, Leptinotarsa decemlineata; h, Bruchidius obtectus. Lepidoptera: g, Bombyx
mori. Diptera: i, Smittia sp.; j, Drosophila melanogaster ; k, Calliphora erythrocephala. Hymenoptera:
l, Apis mellifera . (Davis and Patel, 2002). (used with permission)
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Table 2.1: The first five embryonic developmental stages of the Honeybee (Nelson, 1915)
Stages Age in hour Developmental progresses
1 and 2 1–6 Cleavage proceeds rapidly from one to many nuclei.
3
8–10 Cleavage nuclei reach the surface of the egg.
14–16 Cleavage nuclei cover the entire surface of the yolk.
18–20 Nuclei of the blastoderm become arranged in two layers.
20–30 Cells of the blastoderm become arranged to form a single layer of prismatic cells.
4 32–34 Differentiation of middle plate begins.
5
34–36 Appearance of anterior mesenteron rudiment.
36–38 The lateral folds and the posterior mesenteron rudiment are formed.
Table 2.2: The first five embryonic developmental stages of Drosophila (Campos-Ortega and Harten-
stein, 1997)
Stages Age in minute Developmental progresses
1 0–15 Pronuclear fusion
2 15–70 Preblastoderm (mitotic cycles 1–9) - early cell division - start of cleavage
3 70–90 Pole bud formation - nuclear division 9
4 90–130 Syncytial blastoderm (mitotic cycles 10–13) - end of cleavage divisions
5 130–180 Cellularization of the blastoderm
2.2.4 Axis specification and Maternal genes
A Honeybee egg is a long cylinder, and one end (anterior) is slightly bigger than the
other end (posterior) (Nelson, 1915). The convex side is ventral, and the concave
is dorsal (Fig. 2.3). Therefore, the position of the embryo is predetermined (Nelson,
1915). In fact, the egg cell must contain spatial cues that direct early pattern formation
(Nusslein-Volhard et al., 1987; Riechmann and Ephrussi, 2001). These cues in the
form of mRNAs are transcribed in the egg during oogenesis before the embryo starts
expressing its own genes. Because these mRNAs are expressed by the mother during
egg production, they are called maternal effect genes. The maternal genes initiate a
cascade of spatially restricted and interacting zygotic gene activities that establish the
body plan along the anterior-posterior axis (Rivera-Pomar and Jãckle, 1996).
Axis formation along the anterior-posterior axis in Drosophila eggs involves three
maternal genetic pathways: the anterior, the posterior and the terminal organiser
systems (Rivera-Pomar and Jãckle, 1996). Two maternal key genes, bicoid8 (Dm9-
8In this thesis, gene names and symbols are italicised and their related protein products are dis-
tinguished by capitalising the initial letter of the gene symbols or names based on FlyBase guidelines
(Marygold et al., 2013).
9Dm is an initialism for Drosophila melanogaster in all related genes.
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Figure 2.8: Drosophila early embryo protein gradients: Bicoid protein gradient forms at the anterior
end of the embryo, whereas Nanos protein forms a gradient at the posterior end. The maternal
hunchback and caudal genes first are distributed uniformly throughout the embryo. Later they are
repressed by nanos from the posterior and bicoid from the anterior respectively (Struhl et al., 1992).
The arrow shows the activation, and T shows inhibition (or repression) by a regulator. (used with
permission)
bcd) and nanos (Dm-nos ) (Lehmann and Nusslein-Volhard, 1991), set up the initial
asymmetry in the egg along the anterior-posterior axis during oogenesis (Weigmann
et al., 2003). bicoid is missing from the Honeybee genome (Dearden et al., 2006);
however, two orthodenticle genes, Am10-otd1 and Am-otd2, and hunchback (Am-hb)
carry out bicoid’s function to pattern the majority of the anterior-posterior axis in
early developmental stages (Wilson and Dearden, 2011).
Dm-bcd and Dm-nos products regulate two other genes: hunchback (Dm-hb) and
caudal (Dm-cad) in Drosophila (Wang and Lehmann, 1991). The translation of these
genes form protein gradients along the anterior-posterior axis (Fig. 2.8). Differential
concentrations of these products regulate the zygotic genes in different positions of the
embryo (Kerszberg and Wolpert, 2007).
Long germ-band insects need to repress the posterior expression of hunchback gene
products to set up the entire body plan (Struhl, 1989) (Fig. 2.8). In Drosophila,
this repression is done by Dm-nos products (Struhl et al., 1992). The presence of the
maternal Dm-hb in the anterior region and its absence in the posterior half technically
makes an early subdivision of the embryo into two fields. The anterior part forms
thorax, whereas the posterior forms the abdomen (Hülskamp et al., 1989; Simpson-
Brose et al., 1994).
The terminal organiser system forms the anterior-most and the posterior-most of
the embryo. The key components of this system consist of torso (tor), which encodes a
receptor tyrosine kinase, huckebein (hkb) and tailless (tll). The tor gene is missing from
the Honeybee genome (more details in Stein and Stevens (2001); Wilson et al. (2009);
10Am is an initialism for Apis mellifera ( Honeybee species) in all related genes.
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Figure 2.9: Segments of Drosophila in an embryo and a larva: The embryo on the left-hand side
shows five main segments: acron, head, thorax, abdomen, and telson. Thorax and abdomen segments
cover about 50% of the embryo; but later in the larva stage (the right-hand side image), these segments
represent most of the larva body (Nusslein-Volhard et al., 1987). (used with permission)
Brönner and Jäckle (1991)). However, Am-tll in the Honeybee genome resembles tll in
other insects (Wilson et al., 2009). Am-tll is expressed in triangular anterior dorsal-
lateral domains and a posterior cap. Its expression patterns the posterior terminal
segments and the brain (Wilson et al., 2009).
2.2.5 Segmentation
The basic body plan of insects consists of a series of segments along their anterior-
posterior axis (Fig. 2.10). The segments are established during early embryogenesis
through the process of segmentation. Each of the early segments gives rise to the
different structures in later stages of development (e.g. Fig. 2.9 showing an embryo
and a larva of Drosophila with their corresponding segments). In very early stages,
segments are broader and gradually they become narrower and more visible.
Both Honeybee and Drosophila are long germ-band insects. Their segments are
patterned during blastoderm stages (Davis and Patel, 1999; Akam, 1987), but there is
no head involution for the Honeybee embryos in this stage (Walldorf et al., 2000). The
earliest morphological signs of body segmentation in Honeybee embryos becomes visi-
ble during very early gastrulation stages (Fleig and Sander, 1986; Fleig, 1990; Walldorf
et al., 2000), which occurs at earlier stages than in Drosophila (Fleig, 1990). A Honey-
bee embryo during segmentation shows an anteroposterior developmental progression
like many short-germ insects (Davis and Patel, 2002), but segments are generated more
or less simultaneously in Drosophila embryos (Davis and Patel, 1999; Meinhardt, 1986).
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In fact, the Hox gene11 system, responsible for setting cells along the body axis, might
be universal, but the mechanisms that subdivide an animal into segments appear to
be different (Akam and Dawes, 1992).
The segmentation process begins with the activity of maternal morphogens (Von Das-
sow and Odell, 2002). Later segmentation is organised by a set of sequential genes,
called segmentation genes, which is one of the best-defined genetic cascades in animal
development (Levine et al., 2008). The first set of segmentation genes specify an initial
pre-segmentation pattern along the axis. Almost all the major genes in Drosophila seg-
mentation are conserved in the Honeybee genome (Dearden et al., 2006). The segmen-
tation genes of Drosophila determine 14 domains (parasegments) along the anterior-
posterior axis, each of which gradually moves into adjacent segments (Martinez-Arias
and Lawrence, 1984) as illustrated in Figure 2.10a. Parasegment boundaries are con-
served in the Honeybee embryos (Dearden et al., 2006).
2.3 Summary
In this chapter I introduced the basic concept of Gene Regulatory Networks (GRNs),
and their related processes. In the second section of the chapter I discussed early
developmental stages in insects that led to a discussion of the segmentation process
particularly in Honeybee and Drosophila embryos. In brief, a fertilised egg, a cell
with one nucleus suspended in it, undergoes several nuclei divisions to convert into a
multi-nuclei egg. These nuclei become arranged in a single layer to form blastoderm
cells. The generated blastuda undergoes different movements to form an early embryo
in insects. Segmentation is one of the most important processes that occur during
embryogenesis, and is a major focus of this project. The segmentation process initiates
the metameric body pattern in insects. In fact, many genes called segmentation genes
work together to form a segmented body plan in early embryos. I will review these
genes in the next chapter.
11Hox genes are a set of genes that control the anterior-posterior axial identities in embryos. Hox
genes are present and expressed in similar patterns in nearly every bilateral animal (Pearson et al.,
2005).
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(a) Segments and Parasegments in Drosophila embryos. Expression of segmentation genes appear
in 14 stripes that determine parasegments in an embryo. Each parasegment has a posterior and an
anterior compartment shown by “p” and “a” respectively. The parasegments move and deepen to
make segments that determine final anatomical segments in an adult (Lodish and Berk, 2012) (used
with permission).
(b) Body of a Honeybee larva (left image) and adult insect (right image) consist of head, thorax
(labelled with T) and abdominal (labelled with A) segments. From 10 abdominal segments, 7 segments
are visible in the adult. The head segment is divided into 6 subsegments including labral, antennal,
intercalary, mandibular, maxillary and labial (not shown in the image). And thorax segments consist
of prothoracic (T1), mesothoracic (T2) and metathoracic (T3) (Fleig, 1990) (used with permission).





Different sets of genes control the segmentation process during early embryo develop-
ment. As we can see in Figure 3.1, these genes (segmentation genes) in Drosophila
appear to act in a hierarchy consisting of gap genes, pair-rule genes, and segment po-
larity genes (Nusslein-Volhard et al., 1987; Nusslein-Volhard and Wieschaus, 2003).
However, pre-segmentation is organised by maternal genes (Levine et al., 2008). The
Honeybee genome has orthologs of almost all the major genes including gap, pair-rule,
and segment polarity genes (Dearden et al., 2006).
Expression of gap genes subdivides the embryo into discrete domains along the
anterior-posterior axis as shown in Figure 3.2 (Weigmann et al., 2003). Their protein
products, which are DNA-binding transcription factors mostly of the zinc finger type,1
are controlled by maternal factors and later refined by negative interactions among
the different gap genes themselves (Weigmann et al., 2003; Jäckle et al., 1992). Gap
genes in turn are responsible for activating pair-rule genes, the next tier of genes in the
segmentation hierarchy (Eldon and Pirrotta, 1991) (Fig. 3.1).
Pair-rule genes subdivide the embryo into a repeating series of segments (Small
et al., 1991), which is the first evidence of a metameric2 body pattern (Small et al.,
1992). They are first expressed as primary genes (Weigmann et al., 2003). Later, sec-
ondary pair-rule genes are expressed either by de novo3 activation (Macdonald et al.,
1986) or by splitting the primary genes. Pair-rule mutants cause the loss of homologous
1A zinc finger is any small, functional, independently folded domain that requires coordination of
one or more zinc ions to stabilise its structure (Laity et al., 2001).
2A subdivision of body into linear series of segments (metameres) that are similar in structure.
3from the beginning
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Figure 3.1: The cascade of segmentation genes in Drosophila: The embryo is subdivided into specific
segments under the control of segmentation genes in Drosophila embryo. The genes are initiated by
maternal genes, and at the end they regulate the expression of homeotic genes. The left-hand side
hand images show how the embryo is subdivided in stages, and the right-hand side images show the
interaction between those genes. Each group of genes is regulated either by upper level groups or by
themselves (Schroeder et al., 2004).
Figure 3.2: Gap gene pattern: Expression pattern of gap genes in the Drosophila embryo, late cycle
14A (Monk, 2004). Each expression domain is determined by the activation or repression by the other
gap-genes, and maternal genes, which are not shown in this figure. Anterior is on the left and posterior
on the right. (used with permission)
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regions within every other segment, while the gap mutants show larger, non-periodic
deletions of several contiguous segments (Coulter et al., 1990). Therefore, the expres-
sion of pair-rule genes converts a non-periodic body plan into a periodic one. These
genes initiate the expression of the last category of the segmentation genes, segment
polarity genes (Fig. 3.1) (Schroeder et al., 2004). Pair-rule genes expression mecha-
nism differs in Drosophila and Honeybee (Davis and Patel, 2002) (see each pair-rule
gene explanation in the next subsections.).
During embryogenesis, repeating developmental units, called parasegments – an im-
portant feature of body patterning – are established along the anterior-posterior axis
(Lodish and Berk, 2012). The parasegmental domains are first defined at the blasto-
derm stage by the pair-rule genes, and later the anterior and posterior boundaries are
determined by the expression of the last group of segmentation genes, segment polarity
genes (Manoukian and Krause, 1993; Mullen et al., 1995). The segment polarity genes
are expressed in a striped pattern in different subregions of each future segment. These
stripes have a key responsibility in segmental patterning (Nasiadka and Krause, 1999).
Segment polarity genes mostly stabilise and refine the striped pattern (Vincent and
O’Farrell, 1992; Weigmann et al., 2003). As mentioned before parasegment boundaries
are conserved in the Honeybee. The segment polarity genes regulate the expression
of homeotic genes. The homeotic genes are responsible for giving an identity to the
segments (Fig. 3.1).
In the next sections, I explain the function and expression pattern of some of the
early developmental genes in order according to their function.
3.2 Anterior patterning group
As we will see later, in the Honeybee two orthodenticle genes and hunchback are cate-
gorised as anterior patterning genes.
3.2.1 orthodenticle
The single Drosophila orthodenticle (Dm-otd) gene and otx1 and otx2 in the vertebrates
are required for proper head development (brain formation) in embryos (Acampora
et al., 2001; Hirth and Reichert, 1999). It has been shown that Dm-otd is regulated
by Dm-bcd and Dm-tor (torso) (Gao and Finkelstein, 1998; Finklstein and Perrimon,
1990). In Drosophila, it is expressed initially in a cap covering the anterior end at
the blastoderm stage (Gao and Finkelstein, 1998; Finklstein and Perrimon, 1990). As
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cellularization progresses, Dm-otd disappears from the anterior terminus (Gao and
Finkelstein, 1998; Finklstein and Perrimon, 1990). In some other insects like Tribolium
castaneum, there are two orthodenticle-related genes: Tc-otd 1 and Tc-otd 2 (Li et al.,
1996). Tc-otd 1 is expressed in the anterior end at the blastoderm stage, but Tc-otd
2 is later expressed in more limited subsets of cells (Li et al., 1996). The amino-acid
sequences in Tc-otd 1 is similar to Dm-otd in Drosophila, but Tc-otd 2 sequences are
closer to the vertebrate otx gene (Li et al., 1996). The Honeybee genome also has two
orthodenticle genes: Am-otd1 and Am-otd2, which unlike other insects act to pattern
the majority of the anterior-posterior axis (Wilson and Dearden, 2011).
Am-otd1 : (Wilson and Dearden, 2011) In Honeybees, Am-otd1 is expressed by nurse
cells and is present in the oocyte. Maternal Am-otd1 is enriched in the anterior region
of the embryo during stage 1 (Fig. 3.3B). At stage 2 of embryonic development, Am-
otd1 is present in the anterior half with the highest concentration toward the anterior
pole (Fig. 3.3C). By stage 4, this expression reduces (Fig. 3.3D). At stage 5, posterior
expression of Am-otd1 is also detectable at a low level (Fig. 3.3E). The posterior
domain of the expression vanishes by stage 6 and the anterior domain appears in a
triangular shape (Fig. 3.3F).
Mild knockdown4 of Am-otd1 results in larvae with anterior defects, whereas in se-
vere knockdown the larvae is missing head, thoracic and abdominal segments. Severely
affected embryos show no anterior segments (Wilson and Dearden, 2011).
Am-otd2 : (Wilson and Dearden, 2011) Am-otd2 is expressed by posterior nurse cells
and is present in the oocyte; thus, Am-otd2 is a maternal expressing gene unlike Tc-
otd 2 in Tribolium. In a new embryo, Am-otd2 fades from anterior to posterior (Fig.
3.3K-L). At stage 4, Am-otd2 is detectable in the cells of the anterior region and also
in the posterior pole (Fig. 3.3M). Like Am-otd1, it becomes weaker in the anterior and
appears in a triangular domain at stage 5 (Fig. 3.3N ).
Mild knockdown of Am-otd2 produces larvae with lost head structures, and mandibles
or maxillae are shifted anteriorly. All anterior segments are missing and posterior seg-
ments appear twice as wide (implying more likely fused segments) in severe knockdown
of Am-otd2. Am-otd2 is required for anterior patterning and segmental patterning in
abdominal domains.
4Gene knockdown refers to an experimental technique by which the expression of one or more of
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Fig. 1. Expression of Am-otd1, Am-otd2 and Am-hb in honeybee queen ovaries and embryos. Embryos and ovaries are orientated with
anterior left and dorsal up, unless otherwise stated. (A) Maternal expression of Am-otd1. Am-otd1 mRNA is detected in nurse cells (n) and maturing
oocytes (o). (A-G)Am-otd1 RNA is associated with energids in stage 1 embryos (A) and is detected in the anterior of stage 2 embryos (C). This
expression domain becomes weaker (D) until stage 5 (E) where Am-otd1 is detected in a triangular anterior domain and at the posterior pole. By
stage 6 (F) the anterior domain narrows, weak expression occurs at the edges of the gastrulation furrow and posterior expression is not visible.
From stage 9 (G) Am-otd1 RNA is present in CNS cells. (H,I,J) Queen ovary expression of Am-otd2. Am-otd2 RNA is present in posterior nurse cells
(n) and throughout the oocyte (o). (K-Q) In stage 1 embryos (K), Am-otd2 RNA is enriched around energids in the posterior, where RNA remains,
though loses association with energids by stage 2 (L) and is no longer detected after cellularization. By stage 4 (M), Am-otd2 is expressed in an
anterior domain and posterior cap that remains through stages 5 (N) and 6 (O). By stage 8 (P) and 9 (Q), Am-otd2 is expressed in the CNS.
(R) Queen ovary expression of Am-hb. Am-hb RNA is detected in nurse cells (n) and oocytes (o). (S-W) In stages 1 (S) and 2 (T) embryos Am-hb RNA
is present throughout the embryo. RNA is enriched in the anterior and in a posterior stripe of cells by stage 4 (dotted lines, U). By stage 6 (V), only a








Figure 3.3: Expression d mains of Am-otd , Am-otd2, and Am-hb: Embryos are oriented with
anterior left and dors l up. These three genes ar considered as anterior d terminer genes (Wilson
and De rden, 2011).
From stage 4, both Am-otd1 and Am-otd2 appear in posterior regions. However,
knockdown of these genes shows no effect on the posterior segments. Both Am-otd1
and Am-otd2 are considered as anterior patterning genes and regulate the expression
of gap genes (Wilson and Dearden, 2011).
3.2.2 hunchback
The function and expression pattern of hunchback (hb) has been studied in insects such
as Grasshopper (Patel et al., 2001), Gryllus bimaculatus (Mito et al., 2005), Musca
domestic (McGregor et al., 2001), Oncopltus fasciatus (Liu and Kaufman, 2004a),
Tribolium (Marques-Souza et al., 2008). These studies compare their results with Dm-
hb (Drosophila hb) and show some similarities and dissimilarities between the insects
regarding the function and expression pattern of hb. For example, the mutation of
hb in both Drosophila (long germ-band insect) and Oncopltus fasciatus (intermediate
germ-band insect) has the same deletion of gnathal and thoracic segments (Liu and
Kaufman, 2004a). However, Tribolium as a short germ-band insect does not show the
same deletion segments with the lack of hb (Marques-Souza et al., 2008).
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Figure 3.4: The activators and repressors of hunchback and caudal in Drosophila: Nanos blocks the
expression of Dm-hb in the posterior regions, and Dm-bcd represses the expression of Dm-cad in the
anterior regions (Dearden and Akam, 1999).
Generally, hb has a key role to pattern the anterior-posterior axis in insects (Liu
and Kaufman, 2004a). A common function of this gene is to specify anterior borders
of Hox gene expression and interactions with other gap genes (Marques-Souza et al.,
2008).
In Drosophila, both maternal and zygotic expression of Dm-hb are observed (Mar-
golis et al., 1994; Hülskamp et al., 1990). Its mutation results in the loss of contiguous
segments in the anterior region of the embryos, Dm-hb is thus considered a gap gene
(Schröder et al., 1988). The maternal Dm-hb mRNA is ubiquitous in embryos. Nanos
protein blocks translation of the mRNA in the posterior region to establish Hb gradi-
ent along the anterior-posterior axis of the embryo as exhibited in Figure 2.8 (Wimmer
et al., 2000; Tautz et al., 1987). The zygotic expression of Dm-hb is directly regulated
by Dm-bcd (Hülskamp et al., 1990) (Fig. 3.4). The embryonic Dm-hb is first detectable
in the anterior region from 0–50% egg length5 (EL). Later, a posterior stripe of Dm-hb
appears from 85–100% EL (Bender et al., 2005) (Fig. 3.2). The Dm-hb gene is required
to form two regions of the Drosophila embryo: a broad anterior domain and a narrow
posterior domain (Margolis et al., 1995). The anterior border of the posterior Dm-hb
stripe is regulated by Dm-tll concentration in Drosophila (Margolis et al., 1995), as
the low level of Bcd activates it in the anterior region (Zhao et al., 2002). Hb, in turn,
regulates the expression of other gap genes.
Am-hb: (Wilson and Dearden, 2011) In Honeybee, hunchback (Am-hb) is transcribed
initially during oogenesis by nurse cells and is present in the oocyte. At stage 1 and 2 it
is detectable almost throughout the embryo with high levels in the anterior two thirds
(Fig. 3.3S), so that by stage 2 it is enriched in the anterior domain (Fig. 3.3T). At
stage 4, Am-hb is expressed in the anterior region and weakly in the posterior domain
5In this research, I consider 0% the anterior end and 100% the posterior end.
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(Fig. 3.3U). At stage 6, the expression remains in the posterior and weakly detectable
throughout the embryo (Fig. 3.3V). Am-hb beside Am-otd1 and Am-otd2 works as an
anterior patterning gene.
Severe knockdown of Am-hb causes embryos to die before stage 9. Mild knockdown
of Am-hb results in larvae with a lack of head and gnathal segments and a loss of
anterior segments all the way to the posterior abdomen (Wilson and Dearden, 2011).
Summary: Am-otd1, Am-otd2 and Am-hb are maternally expressed genes that form
anterior regions in early stages of embryo development. Regarding their roles in seg-
mentation, they are expected to regulate anterior gap genes. Knockdown results of
these genes show that in the absence of them, Am-gt (a gap gene) either is missing
its anterior expression (because of the lack of Am-otd1 and Am-hb) or appears with
ectopic expression (because of the lack of Am-otd1 and Am-otd2 ). Therefore, they
regulate Am-gt directly (Wilson and Dearden, 2011). Posterior patterning gene caudal
(cad) functions in its domain by being repressed by anterior patterning genes in all in-
sects (Rivera-Pomar et al., 1996). In Honeybee embryos lacking Am-otd1 and Am-hb,
the expression domain of Am-cad shifts to the most posterior end.
3.3 Gap-genes group
In this group, I discuss gap genes including caudal, giant, krüppel, knirps, and tailless.
3.3.1 caudal
Caudal (cad/cdx ) genes are required to pattern the posterior structure in Drosophila
and also in vertebrates (Copf et al., 2004). In Drosophila, Dm-cad is expressed both
maternally and zygotically (Mlodzik and Gehring, 1987). In early phases of devel-
opment, the derived proteins from maternal expression are present in a posterior to
anterior concentration gradient (Driever and Nüsslein-Volhard, 1988) (Fig. 2.8). In
Drosophila Dm-cad regulates the expression of gap and pair-rule genes. In short germ-
band insects such as Tribolium, cad has the role of patterning most body segments
(Copf et al., 2004). It is also required in axis elongation (Copf et al., 2004). In Gryllus
bimaculatus (an intermediate insect), caudal is required to pattern gnathal, thoracic,
and abdomen segments (Shinmyo et al., 2005). Again, it is necessary for axis elongation
(but not in Drosophila, a long germ-band insect) (Shinmyo et al., 2005). Therefore,
26
Figure 3.5: Expression of Am-cad : Embryos are oriented with anterior left and dorsal up. The
expression pattern of Am-cad. The posterior determiner gene (Wilson et al., 2010). (used with
permission)
caudal ’s function has been changed during evolution (Shinmyo et al., 2005; Copf et al.,
2004).
Am-cad : (Wilson et al., 2010) In Honeybee embryos Am-cad is transcribed signif-
icantly in all nurse cells and transported into the anterior part of the oocyte (Fig.
3.5A-B). The transcript still remains in the new embryo during stage 1 (Fig. 3.5C-D).
As the blastoderm progresses (from stage 2) it starts migrating to the posterior, so
that it is detectable in the posterior region at stage 3 (Fig. 3.5F-G). This expression
is lost in stripes along the area during stage 4 (Fig. 3.5I). The loss continues, and at
stage 6 it appears in a narrow stripe (Fig. 3.5J).
Fusion of segments and the loss of A6-A9 segments in larva occurs because of
mild knockdown of Am-cad. Its severe knockdown results in missing segments. In
addition, the posterior terminus does not form. The mutation result shows that Am-
cad is involved in patterning of abdominal and posterior terminal structures, all the
segments from the gnathal segments to the posterior. Although Am-cad first appears
in the anterior regions, it does not have any function until it gets to the posterior
domain (Wilson et al., 2010).
3.3.2 giant
The studies of giant in four insects including two long germ-band insects (Drosophila
and Nasonia (Brent et al., 2007)), one intermediate germ-band (Oncopeltus (Liu and
Patel, 2010)), and one short germ-band (Tribolium (Bucher and Klingler, 2004)) show
that its function differs dramatically between the insects.
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In Drosophila embryos, Dm-gt affects anterior head structures and abdominal seg-
ments from A5 to A7 (Eldon and Pirrotta, 1991). It is expressed in two regions of
the syncytial blastoderm; anteriorly from 18% to 40% EL and posteriorly from 67% to
100% EL (Fig. 3.2) which the posterior stripe later narrows to a band from 67% to
80% EL (Mohler et al., 1989). This gene in Drosophila affects the expression of some
pair-rule genes including Dm-eve and Dm-ftz (Reinitz and Levine, 1990). But its ex-
pression is independent of pair-rule genes (Mohler et al., 1989). In Drosophila Dm-gt,
is not expressed in the absence of Dm-bcd and Dm-cad (Jackie, 1995). In addition,
other gap genes like Dm-kr and Dm-hb have an effect on the expression of Dm-gt pos-
teriorly and anteriorly respectively (Eldon and Pirrotta, 1991). For example, the two
initial domains of Dm-gt expression near the anterior and posterior poles are formed
as Dm-kr represses Dm-gt there (Kraut and Levine, 1991).
In Nasonia, the lack of giant (Nv-gt) results in a complete loss of head and tho-
racic segments. Nv-gt is a maternally expressed gene that appears in the anterior and
posterior regions (as in Drosophila) at the cellular blastoderm stages (Brent et al.,
2007). In Oncopeltus, this gene is a canonical gap-gene in the anterior regions, and it
has a gap-gene-like role in the posterior domains (Liu and Patel, 2010). In Tribolium,
giant (Tc-gt) is expressed in the anterior in the same position as in Drosophila, but its
posterior expressed position is shifted towards anterior compared to Drosophila. Tc-gt
is required for the identity of the segments as well (Bucher and Klingler, 2004).
Am-gt : (Wilson et al., 2010) Am-gt has an important role in patterning the anterior
region in Honeybee embryos (Wilson et al., 2010). During oogenesis it is present in
the nurse cells close to the oocyte. At stage 1 of embryogenesis, maternal Am-gt is
detected throughout the embryo but at higher concentration in the anterior third (Fig.
3.6B). The zygotic Am-gt begins to be expressed at stage 2 as the blastoderm forms
in an anterior domain (Fig. 3.6C) and weakly in the posterior region (Fig. 3.6C).
At stage 3, the expression reduces gradually toward the anterior region (Fig. 3.6D).
During stage 4 its expression reduces more, and then it is present in the anterior part
while its dorsal part is lost (Fig. 3.6E). By late stage 4, Am-gt transcript is detectable
in the embryo (Fig. 3.6F).
Knockdown of Am-gt reveals that Am-gt functions in head and thoracic patterning.
Meanwhile, A1 and A2, and A6 and A7 are fused because of the knockdown of Am-gt.
Am-gt regulates the expression of pair-rule genes like Am-eve (Wilson et al., 2010).
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Figure 3.6: Expression of Am-gt : Embryos are oriented with anterior left and dorsal up. The
expression pattern of Am-gt (Wilson et al., 2010). (used with permission)
3.3.3 krüppel
The central expressed krüppel (kr) has a gap-gene role in most insects. Its function
is more conserved between insects (Wilson et al., 2010). In Gryllus, Oncopeltus, and
Tribolium, kr is expressed in the thoracic regions. In mutant, anterior abdominal
segments of these insects are missing, even where kr does not appear (Liu and Kaufman,
2004b; Mito et al., 2006). In Drosophila Dm-kr does not show any expression at stages
1–3 (Tomancak et al., 2002), but it is detectable from stage 4 in a stripe located in
the centre region of the embryo (Fig. 3.2) (Tomancak et al., 2002). In fact, Dm-kr
is expressed in a small region between 45 and 55% EL after the onset of gastrulation
(Knipple et al., 1985). Mutations of Dm-kr result in missing contiguous sets of body
segments from the middle region of the Drosophila embryo (Ingham et al., 1986). In
Drosophila the anterior determiner genes Dm-bcd and dm-hb control the spatial limits
of the Dm-kr expression domain (Knipple et al., 1985). Also, the gap gene knirps
represses it on its posterior border to specify Dm-kr expression posteriorly (Fig. 3.2)
(Weigmann et al., 2003).
Am-kr : (Wilson et al., 2010) The expression pattern of Am-kr is similar to the
expression of Drosophila kr. Am-kr is expressed faintly during oogenesis and also
during stage 1 of embryogenesis (Fig. 3.7A). At stages 2 and 3 the first significant
Am-kr transcript is detectable in the central region (Fig. 3.7B). This region remains
during stage 4, while it also appears in cells in ventral-anterior domain (Fig. 3.7C) and
weakly in the posterior region (Fig. 3.7C). At the onset of gastrulation (stage 5), the
central region splits into three stripes (Fig. 3.7D).
A larva affected by Am-kr knockdown shows defective, fused thoracic and central
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Figure 3.7: Expression of Am-kr : Embryos are oriented with anterior left and dorsal up. The
expression pattern of Am-kr (Wilson et al., 2010). (used with permission)
abdominal segments (T1 to at least A6).
3.3.4 knirps
In early stages of embryo development in Drosophila, knirps expressed in posterior
region of the blastoderm (∼55–77% EL, Fig. 3.2 ) acts as a gap gene to control
abdominal segments through A1 to A7 (Lunde et al., 1998; Pankratz et al., 1989). A
second expression domain of Dm-kni is detectable in the anterior tip (Pankratz et al.,
1992). In addition to Dm-kni, Drosophila genome expresses knirps-related (Dm-knrl)
and eagle (Dm-egl) within the same spatial domain in the blastoderm embryo, but only
Dm-kni is required to control abdominal segmentations (González-Gaitán et al., 1994;
Rothe et al., 1994). Tribolium genome sequences contain Tc-knrl and Tc-egl genes
(Perl et al., 2013). It has been suggested that these two genes are the ancestral forms
of the knirps family genes (Perl et al., 2013). In Tribolium, knirps is not considered as
a canonical gap gene (Peel et al., 2013), and it has a role in head patterning at later
stages (Cerny et al., 2008). The three knirps-like sequences are found in the Honeybee
genome, but none of them are expressed during segmentation (Dearden et al., 2006).
3.3.5 tailless
The gene tailless, a terminal gap gene, functions to establish unsegmented domains at
the posterior and anterior ends of the Drosophila embryo (Pignoni et al., 1990; Morán
and Jiménez, 2006). Am-tll also plays the same role in the Honeybee embryo (Wilson
et al., 2009). A signal transduction pathway is required to activate the expression of
Dm-tll at the embryonic termini (Pignoni et al., 1992). Two key components of this
system, trk and tor, are missing from the Honeybee genome, therefore the Honeybee
embryo uses a different pathway to control terminal genes from that of Drosophila
(Dearden et al., 2006).
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The expression of Dm-tll in the anterior is also required to establish the brain
(Rudolph et al., 1997). It also regulates the expression of some other gap genes as well
as pair-rule genes like Dm-eve. For example, it represses the activity of Dm-kni, Dm-kr
and Dm-gt and activates the expression of Dm-hb in the posterior domain (Weigmann
et al., 2003).
Summary: So far, I have reviewed the expression pattern of genes that have more
roles in patterning of embryos in earlier stages of development. These genes are cate-
gorised more or less as gap genes in most insects. Figure 3.8 shows which interactions
occur between these genes in Drosophila, a well-studied model. The gap genes are
activated by maternal genes (like Dm-bcd and Dm-cad), and there are interactions
between them as well. They are in turn responsible for regulating the expression of
pair-rule genes, which I explain in the following subsections. Consider that this net-
work is concluded from mathematical modelling (gene circuit method (Mjolsness et al.,
1991; Reinitz et al., 1995a)). The purpose is to show that gap genes are activated by
maternal genes and the interactions between them are to maintain their pattern.
Am-cad, Am-gt and Am-kr have key gap-gene-like roles in Honeybee segmentation.
Their expression pattern is similar to other insects. But they are active in broader
domains than in Drosophila. Am-gt functions in both anterior and posterior regions,
whereas Am-kr has activity in central domains. Although Am-cad is detectable in the
anterior domain first, it functions once it has been transported into the posterior area.
As gap genes, they regulate the expression of the next level of segmentation genes,
pair-rule genes. These three genes regulate the expression of Am-eve. In the absence
of Am-kr, Am-eve stripes do not appear in central regions (Wilson et al., 2010).
3.4 Pair-rule genes
In this group I discuss even-skipped, fushi tarazu, runt, and hairy.
3.4.1 even-skipped
even-skipped (eve) is an important pair-rule gene that is required to initiate the metameric
patterning in Drosophila (Liu and Kaufman, 2005). Its expression specifies both odd-
and even-numbered parasegments (Macdonald et al., 1986). Eve protein is distributed
uniformly and faintly throughout the embryo in early Drosophila embryogenesis. Later,
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Figure 3.8: Interactions between gap-genes in Drosophila: Gap genes are initially regulated by
maternal genes. Hb-a and Gt-a show the anterior expression of hb and gt ; Hb-p and Gt-p show
the posterior expression of hb and gt. All the genes, except kni, show an autoregulation expression
(Perkins et al., 2006).
this distribution turns into a striped expression of Dm-eve in the trunk6 of the embryo
(in odd-numbered parasegments), followed by a 14-stripe pattern of expression in even-
numbered parasegments (Manoukian and Krause, 1992). In fact, Dm-eve appears in
seven major stripes in odd-numbered parasegments (Fig. 3.16a) and in weaker stripes
in even-numbered parasegments later (Fig. 3.16b) (Frasch and Levine, 1987). Prior to
striped expression of even-skipped, it is expressed in a broad domain in most insects
(Liu and Kaufman, 2005).
Each stripe in a Drosophila embryo is regulated by stripe-specific regulatory ele-
ments. There are two classes of regulatory elements: stripe-specific, which function to
regulate the early stripes and differ stripe by stripe, and an element, which governs
the expression of all late, narrowed stripes (Fujioka et al., 1995). For example, the
JAK-STAT pathway is required to activate the expression of Dm-eve 3+7 as shown in
Figure 3.9 (Struffi et al., 2011; Small et al., 1996) and zygotic Dm-hb expression regu-
lates stripes 2 and 6 posteriorly (Fujioka et al., 1999). The other gap genes like Dm-kr
and Dm-gt regulate the expression of stripe 5 anteriorly and posteriorly respectively
(Fujioka et al., 1999).
In Tribolium, even-skipped (Tc-eve) is also expressed in stripes during segmenta-
tion (Brown et al., 1997). Its function as a pair-rule gene is conserved between both
Drosophila and Tribolium. However, its expression pattern is equivalent in both odd-
and even-numbered parasegments in Tribolium. Meanwhile, Tc-eve appears simulta-
neously in all parasegments (Brown et al., 1997). In Oncopeltus, eve does not function
as a pair-rule gene, but its early broad expression is required to activate the expression
6posterior head (gnathal), thoracic and abdominal segments (Peel, 2004)
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in the early embryo such as the eve stripe 2 enhancer (Small stripe 5. The central Kr pattern extends from the posterior
border of stripe 2 to the anterior border of stripe 5, while theet al., 1992) and the rhomboid NEE (Ip et al., 1992).
abdominal band of gt expression extends from the posterior
border of stripe 5 to the anterior border of stripe 7 (Stano-
jevic et al., 1989; Kraut and Levine, 1991). It is conceivableDISCUSSION
that ubiquitous expression of the stripe 2 activators, bcd
and hb, would produce two stripes (2 and 5), similar to theWe have characterized a minimal enhancer that initiates
the expression of eve stripes 3 and 7 in precellular embryos. situation observed for the stripe 3 / 7 enhancer.
Evidence is presented that this enhancer is regulated by
one or more ubiquitously distributed activators and the gap
Ubiquitous Activationprotein tll. The two stripes are formed by repression medi-
ated by the terminal system, the maternal morphogen bcd, The identities of activators that regulate gene expression
and the gap proteins hb and kni. Identified activators and in middle and posterior regions of the embryo have been
repressors bind closely linked sites within the stripe 3 / 7 elusive. Recent studies suggest that the homeodomain pro-
enhancer, suggesting that the borders of both stripes are tein caudal (cad) might be important for establishing seg-
formed through a short-range mechanism of transcriptional mentation gene expression in the presumptive abdomen
repression such as competition or quenching (reviewed by (Rivera-Pomar et al., 1995). The genetic analyses presented
Levine and Manley, 1989; Johnson, 1995). Thus it appears here are consistent with the notion that the stripe 3 / 7
that the general rules governing the regulation of eve stripe enhancer is regulated by one or more ubiquitously distrib-
2 also apply to stripes 3 and 7. In all three cases, repressors uted activators. Most notably, triple mutants lacking the
play the decisive role in defining the stripe borders. Also, hb and kni repressors, as well as the tor pathway, exhibit
each stripe enhancer integrates both positive and negative continous expression that extends from presumptive ce-
regulatory information to generate sharp borders of gene phalic regions to the posterior tip of the embryo (Fig. 4F).
expression. As discussed above, recent studies suggest that a JAK-Stat
system (hop-D-Stat) is required for optimal expression of
stripe 3 (Binari and Perrimon, 1994). The identification ofA Common Strategy for Stripes
a Drosophila Stat homolog that binds specifically to the
The regulation of the stripe 3/ 7 enhancer is summarized stripe 3 / 7 enhancer supports this hypothesis (Yan et al.,
in Fig. 8. The key feature of this model is that spatially 1996). However, it is conceivable that the stripe 3 / 7 en-
localized repressors define the anterior and posterior borders
of stripes 3 and 7. For example, the abdominal band of kni
expression extends from the posterior border of eve stripe
3 to the anterior border of stripe 7 in precellular embryos
(Kraut and Levine, 1991; Pankratz et al., 1992). Moreover,
we have shown that the stripe 3 / 7 enhancer contains
five kni-binding sites. These observations suggest that kni
functions as a repressor to directly define the posterior bor-
der of stripe 3 and the anterior border of stripe 7. Similar
arguments pertain to hb (Stanojevic et al., 1989; Pankratz
et al., 1992). The preponderance of the evidence suggests
that hb might directly define the anterior border of stripe 3
and the posterior border of stripe 7 (Margolis et al., 1995).
FIG. 8. A model for transcriptional regulation of the eve stripe 3The demonstration that repression mediated by gap pro- / 7 enhancer. A schematic representation of a cellularizing embryo
teins forms the stripe 3 and stripe 7 borders is reminiscent is oriented with anterior to the left and dorsal up. Genetic studies,
of the situation previously described for the eve stripe 2 promoter fusion assays, and DNA binding experiments suggest that
enhancer. The stripe 2 borders are defined by the gap repres- the stripe 3 / 7 enhancer is regulated by one or more ubiquitously
sors gt and Kr (reviewed by Small and Levine, 1992). How- distributed activators, including D-Stat (top). Stripe 7 expression
also depends on tll. The anterior and posterior borders of stripe 3ever, the two enhancers are distinct in that the stripe 3 /
are established by the hb and kni repressors, respectively. The same7 enhancer generates two stripes (3 and 7), while the stripe
repressors also appear to form the borders of stripe 7. Since hb and2 enhancer primarily directs just a single stripe (although
kni proteins bind to specific sites in the enhancer, these repressivethere is occasionally a very weak and variable stripe 7; see
interactions may be direct. Genetic experiments suggest that theSmall et al., 1992). This difference, one vs two stripes, can
stripe 3 / 7 enhancer is also regulated by additional repressors,be explained on the basis of the spatial distribution of the
which probably act indirectly. For example, tor/ function is re-
stripe activators. bcd and hb are the primary activators of quired for repression in the posterior-most regions of the embryo.
stripe 2; both proteins are spatially restricted to the anterior Similarly, tor/ and bcd/ functions are required for repression in
half of precellular embryos (Small et al., 1991). In principle, the anterior-most regions. Presumably, bcd and tor regulate target
the combined limits of the gt and Kr repressors could permit genes that function as sequence-specific repressors of the stripe 3
/ 7 enhancer at the anterior and posterior poles.expression of the stripe 2 enhancer within the limits of
Copyright ￿ 1996 by Academic Press, Inc. All rights of reproduction in any form reserved.
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Figure 3.9: The expression of eve tripes 3 and 7: Anterior is on the l ft and posterior on the right
(Small et al., 1996). Activators and repressors of two stripes (3 and 7) are different (Small et al.,
1996). (used with permission)
of kr and hb (Liu and Kaufm n, 2005). In D osophila, mutation of Dm-eve results in
deletions of alternate segment-wide regions (Manoukian and Krause, 1992). Lack of
Dm-eve in Oncopeltus results in a complete deletion of the mandibular through ab-
dominal segments, which is much more severe than in Drosophila (Liu and Kaufman,
2005).
Am-eve: (Wilson et al., 2010; Wilson M.J., 2012) Am-eve is distributed throughout
the embryo in early Honeybee embryogenesis. It also is expressed with dual-segment
periodicity like pair-rule genes in Drosophila. Am-eve is expressed maternally and
is present in maturing oocyte and posterior nurse cells. From stage 1 to early stage
4, Am-eve is distributed throughout the embryo and enriched around energids (Fig.
3.10C-D). As stage 4 progresses and cells form, Am-eve is expressed in a broad domain
but not uniformly. It is more concentrated in both anterior and posterior edges (Fig.
3.10E). During stage 5, stripes of cells of Am-eve begin to appear sequentially from
anterior to posterior (Fig. 3.10F and Fig. 3.11B-C). Am-eve is expressed in odd-
numbered parasegments, and it overlaps slightly with even-numbered parasegments
(Fig. 3.17) (Binner and Sander, 1997). The secondary phase stripes of Am-eve are
created by splitting the first ones anteroposteriorly, while the secondary stripes of Dm-
eve expression arise by de novo7 activation (Macdonald et al., 1986). Fourteen stripes
of Am-eve are almost visible at stage 6, however, they begin to disappear from anterior
to posterior sequentially (Fig. 3.11D).
Knockdown of Am-eve results in fused posterior and central segments, absent ter-
minal segments and an asegmental larvae but with a distinct head (Wilson et al., 2010;
Wilson M.J., 2012). In contrast to Drosophila, Am-eve itself affects the expression of
7from the beginning
33
Figure 3.10: Expression of Am-eve up to stage 5: Embryos are oriented with anterior left and
dorsal up. The expression pattern of Am-eve. A and B shows that Am-eve is present in the oocyte
(Wilson M.J., 2012).
same time, broad stripes of cells posterior to this initial band begin to
form, appearing !rst as broad stripes that then split, through loss of
expression from the cells at the center of the stripe, into thinner, more
de!ned, stripes of cells (Fig. 5B). These broad stripes of cells form in an
anterior-to-posterior sequence and split in the same sequence, each
broad stripe forming as the stripe anterior to it splits (Fig. 5C). Asmore
posterior stripes of cells form, the expression in anterior stripes of
cells is reduced. By gastrulation at stage 6, broad stripes have formed
and split all the way along the embryo, with the !nal stripe splitting as
the gastrulation furrow begins to close at the anterior end (Fig. 5D). At
this stage, the stripes of Am-eve expressing cells run across the
ectoderm and the invaginating cells in the gastrulation furrow.
Expression in anterior stripes has been lost or reduced to faint RNA
expression in a single line of cells, that being the most anterior cells of
each stripe. In total, 14 stripes of cells expressing Am-eve RNA form
though all stripes are only visible very brie"y during stage 6.
Expression is lost in the anterior-to-posterior sequence as gastrulation
is completed.
Fig. 5. Am-eve RNA expression in honeybee embryos. All embryos are oriented with anterior to the left and dorsal up, unless otherwise stated. Scale bars indicate 100 !m unless
otherwise stated. Numbers represent the stripes of Am-eve expression. (A) Am-eve RNA is !rst detected at stage 4 in cells in a broad domain covering the posterior two-thirds of the
embryo (this embryo damaged at the anterior end). (B and C) Stage 5 embryos stained for Am-eve RNA. During stage 5, the expression of Am-eve is lost from all but the anterior cells
of this broad domain, andwide stripes begin to appear in anterior-to-posterior sequence in the embryo, posterior to the !rst remaining stripe. These stripes of cells become separated
into two stripes through loss of Am-eve RNA expression in cells at the center of each stripe. This splitting process follows quickly after the formation of a broad stripe and occurs in an
anterior-to-posterior sequence. As the posterior stripes of cells begin to express Am-eve, the anterior stripes begin to lose Am-eve expression. By stage 6 (D), as gastrulation occurs,
the stripes have reached the most posterior forming 14 stripes in total have formed (arrow indicates the !nal stripe of cells splitting into two). (E) Stage 8 embryos have lost all
expression of Am-eve in stripes of cells. Am-eve RNA is now present in the pericardial cells in each segment (between asterisks) and in a posterior dorsal structure. By stage 9 (F and
G), these expression patterns (posterior domain arrowed in F) are joined by expression in segmentally reiterated groups of cells in the central nervous system (G, ventral view).
Fig. 6. Am-gt, Am-Kr, and Am-cad are required for Am-eve stripe expression. All embryos are oriented with anterior to the left and dorsal up. Scale bars indicate 100 !m. (A)Wild type
(WT) Am-eve RNA expression detected with in situ hybridization at stage 6 when, transiently, 14 stripes of cells are visible along the embryo. (B) The same expression in an EGFP
dsRNA-injected honeybee embryo. (C) RNAi knockdown of Am-gt in just-laid embryos results in loss of anterior Am-eve stripes at stage 6, stripes 8 and 9 fail to split, and stripe 12 is
missing. (D) RNAi knockdown of Am-Kr in just-laid embryos leads to stage 6 embryos that retain anterior (1, 2, and 3) and posterior (12, 13, and 14) stripes of Am-eve
RNA-expressing cells but loss or reduction of Am-eve expression throughout the central regions of the embryo. (E and F) dsRNA injection against Am-cad in just-laid embryos leads to
loss of all Am-eve stripes (E) or only weak expression of Am-eve RNA (F) at stage 6. The increase in Am-eve staining in the posterior of the embryo in F occurs in a small number of
Am-cad-RNAi embryos and is not typical.
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Figure 3.11: Expression of Am-eve from sta e 4 to stage 6: Embry s a e oriented with ant rior
left and dorsal up. The expression p ttern of Am-eve from stag s 4 to 6. The last posterior stripe is
splitting into 2 secondary stripes, 13 and 14 (Wilson et al., 2010). (used with permission)
gap genes in Honeybees. For instance, i the absence of Am-eve, Am-kr is expressed
in the whole embryo (Wilson M.J., 2012).
3.4.2 fushi tarazu
fushi tarazu (ftz ) can have three different functions among arthropods, acting in seg-
mentation, a role in central nervous system (CNS), and a role as a hox-gene (Damen,
2002). Most likely, ftz has evolved from a hox-ge e nd then dapted to its ew roles
while it still functions as a hox-gene (Damen, 2002). In Drosophila, Dm-ftz first func-
tions in segmentation (pair-rule stripes), and then in CNS, and finally in the developing
hindgut (Alonso et al., 2001). In Tribolium, Tc-ftz appears in pair-rule stripes, but its
mutation does not prevent segmentation (Brown et al., 1994). Tc-ftz has its homeotic
function as well, generating homeotic transformations in larvae and adults (Löhr et al.,
2001). In Schistocerca, a more basal order of insects, ftz shows little or no segmenta-
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tion function (Hsia and McGinnis, 2003; Alonso et al., 2001). Therefore, it has been
suggested that the ftz family obtained new developmental roles in lineage leading to
Drosophila (Alonso et al., 2001).
Dm-ftz is expressed in a pattern of seven-stripes along a domain between 35%
and 85% EL, where it is detectable in alternating segmental units in the blastoderm
stage in Drosophila (Kellerman et al., 1990; Hafen et al., 1984; Hiromi et al., 1985).
These stripes are present through early gastrulation but disappear before segmentation
is visible (Carroll et al., 1985). The stripes of Dm-eve and Dm-ftz are expressed in
complementary sets of embryonic cells (Frasch and Levine, 1987) (Fig. 3.16a). Dm-ftz
is required to form the segmental pattern in early Drosophila embryogenesis (Hiromi
et al., 1985). Generally, Dm-ftz and Dm-eve together are required to set the precise
position of the segment polarity genes (Ingham et al., 1988). The proper regulation
of Dm-ftz involves the activity of two other pair-rule genes, Dm-h and Dm-run. In
addition, Dm-ftz positively regulates itself (auto-regulation) (Tsai and Gergen, 1995).
Am-ftz : (Wilson M.J., 2012) Although Dm-ftz has a key role in the determination of
the segmentation pattern in Drosophila embryos, it seems more vital in the Honeybee,
as with the absence of Am-ftz there is no expression of key genes Am-otd1 and Am-
hb. Am-ftz, which is similar to Dm-ftz, functions like a pair-rule segmentation gene in
Honeybee genome (Dearden et al., 2006). Am-ftz is expressed in the anterior region of
mature oocyte. Maternal Am-ftz associated with energids is present in early stages of
embryogenesis (stages 2 and 3: Fig. 3.12C-D). It appears in a broad central abdominal
region by stage 4 (Fig. 3.12D-E). The domain first becomes modulated and then splits
to form sequences, so that seven stripes of cells are visible at stage 6 (Fig. 3.12C-DG).
Unlike Am-eve, Am-ftz stripes do not split to make secondary expression.
Anterior segmentation and head patterning are missing because of knockdown of
Am-ftz, but thoracic and abdominal segments are not affected (Wilson M.J., 2012).
3.4.3 runt
Pair-rule genes are required to refine and maintain parasegment borders through reg-
ulating segment polarity genes (Brown and Denell, 1996). runt (run) is another pair-
rule gene required for segmented body form in insects like Drosophila, Tribolium, and
Apis mellifera (Gergen and Butler, 1988; Choe et al., 2006; Duncan et al., 2008). In
Drosophila, the early expression of Dm-run is located in a broad domain in central
regions (30–90% EL) and functions like a gap gene during segmentation. During cel-
35
Figure 3.12: Expression of Am-ftz : Embryos are oriented with anterior left and dorsal up. The
expression pattern of Am-ftz. There are no secondary stripes forming in Am-ftz (Wilson M.J., 2012).
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these genes might act in parallel, and we did not test 
this by assaying double or triple mutants of head gap- 
genes, bcd does play a direct role in regulating the 
pair-rule gene et,,e, but in this case the bcd protein 
functions as a transcriptional activator (Small et al., 
1991; Stanojevic et al., 1991). Therefore,  if the repres- 
sion of runt by bcd that is shown in Fig. 6 is direct, 
then the bcd protein should also have the ability to 
repress transcription. 
Regulation o f  the 7 stripe pattern by gap-genes 
Like hairy, eue and f tz ,  the 7 stripe pattern of runt 
is affected by maternal genes, by gap-genes and by 
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primary pair-rule genes. The regulation by the gap- 
genes is most conspicuous. We find that the most 
immediate (and therefore most likely direct) action of 
each of the gap-genes is to repress runt transcription 
within different localized regions of the embryo. Many 
aspects of runt's pattern in gap-mutants are compati- 
ble with a model similar to one that has been deduced 
for the generation of et,e stripe 2 (Small et al., 1991). 
In this model each stripe is generated by superimpos- 
ing the action of positionally specific, localized repres- 
sors (gap genes) onto a more generalized pattern of 
activation. Accordingly, repression by a more anteriorly 
expressed gap-gene would define the anterior border 
of a stripe, and repression by a more posteriorly ex- 
pressed gap gene would define its posterior border. 
Based on the results we have obtained, negative regu- 
lation by gap genes can readily account for the bound- 
aries of 4 of the 7 runt stripes (Fig. 6). The de-repres- 
sion that we observe in the region of a missing gap-do- 
main can be explained as a stripe with an undefined 
posterior border that is fused to another more poste- 
rior stripe with an undefined anterior border. For 
example, in this model, Kr activity is responsible for 
defining the posterior boundary of stripe 2 and the 
anterior boundary of stripe 5. A fusion of these two 
stripes could account for the broad domain of runt 
transcript that is observed in early Kr embryos (Fig. 
Fig. 6. Three phases of runt regulation. Diagrams indicating the 
genetic regulators of runt during three different phases of expression 
are shown. The top panel shows the early broad field of RNA 
accumulation drawn onto a representation of an early blastoderm 
stage embryo. Repression of runt by the maternal  morphogen bcd 
and the terminal gap genes t// and hkb is indicated by lines with 
cross bars at the ends. The central panel depicts a model showing 
how position specific repression by the gap genes generates runt's 7 
stripe pattern. The expression domains of the gap genes are shown 
relative to a sketch of the runt's pattern similar to those shown in 
Fig. 4. The negative regulatory effects responsible for generating the 
different stripe borders are depicted as above. The negative regula- 
tion of the borders of stripes 2, 3, 5 and the anterior border of stripe 
6 are inferred from de-repression in corresponding mutations,  while 
the inhibition of stripe 6 by t// is deduced from the posterior-shift of 
this stripe in tll . Less clear is the regulation of stripes 1, 4 and 7. 
Stripe 1 might be regulated by bcd or by yet unknown head gap-genes. 
The posterior border of stripe 7 depends in part on hkb, but 
additional gene(s) might be involved. The anterior border of stripe 7 
is likely to be positively regulated by tll, in a manner  similar to the 
way in which hb is regulated by the bcd gradient. Finally, stripe 4, 
could either be negatively regulated by Kr and kni, or it might be 
regulated in a positive cooperative manner  by these two genes. The 
bottom panel shows the phasing of the pair-rule patterns relative to 
each other over a region corresponding to three complete stripe 
intervals. The upper sketch depicts the patterns of hairy, ece, runt 
and f t z  in a the mid-blastoderm stage embryo. The lower panel 
corresponds to expression during an early stage of germ-band exten- 
sion. Note that hairy ceases to be expressed during germ-band 
extension. Negative regulatory effects are indicated, as above, by 
lines with cross bars at the ends. 
Figure 3.13: Regulation of runt in Drosophila: The gene runt has both types of regulatory elements,
including stripe-specific in early stages (Small et al., 1996). All gap genes regulate the expression of
run. Anterior is on the left and posterior on the right. (used with permission)
lularization, this domain resolves into a seven-stripe pattern (Klingler et al., 1996).
The stripes of Dm-run overlap with the posterior half of each Dm-eve stripe a d the
anterior half of each Dm-ftz stripe (Fig. 3.16) (Kania et al., 1990). At the o set of gas-
trulation, the seven stripes split rapidly to form 14 stripes along the ant rior-poster or
axis (Gergen and Butler, 1988). In Tribolium, Tc-run is expressed in a striped pattern,
but it does not show the secondary stripes (Choe et al., 2006). Tc-run is an activator
for the expression of Tc-ftz, and it also positively regulates wingless, a segment polarity
gene (Brown and Denell, 1996).
Knockdown of all gap genes affects the expression of seven early stripes of Dm-
run in Drosophila (Fig. 3.13). For example, in the absence of Dm-kr, stripes 2 to 5
are replaced by one large domain. In addition, all pair-rule genes except Dm-slp are
required for the proper expression of 14 stripes of Dm-run later (Klinger and Gergen,
1993).
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Figure 3.14: Expression of Am-run: Embryos are oriented with anterior left and dorsal up. The
expression pattern of Am-run (Wilson M.J., 2012).
Am-run : (Wilson M.J., 2012) The Honeybee genome expresses Am-run in a similar
pattern to Dm-run (Duncan et al., 2008). Am-run appears in stripes along the anterior-
posterior axis in a pattern that is normal for Honeybee’s pair-rule genes (Duncan et al.,
2008). Am-run appears maternally, which is present in the anterior part of the oocyte.
In new embryos, stage 1, it is detected faintly in the central domain (Fig. 3.14C
). The sequences of Am-run cells begin to be expressed by stage 5 from anterior to
posterior (Fig. 3.14D). All stripes are almost visible in stage 6 throughout the thoracic
and abdominal regions. Stripes split from anterior to posterior and make secondary
expression of Am-run stripes (Fig. 3.14E).
Am-run is required for abdominal regions as its knockdown causes disrupted tho-
racic and abdominal segments (Duncan et al., 2008). Knockdown of Am-run results in
a larva with disrupted thoracic and abdominal segments, and wider stripes (perhaps
missing alternate segments). Head appendages are also missing (Wilson M.J., 2012).
3.4.4 hairy
The expression of hairy is required during two different developmental stages in Drosophila
embryo: embryonic segmentation and the establishment of adult bristle pattern during
larval/pupal stages (Rushlow et al., 1989). As a pair-rule gene, Dm-h is expressed in
eight distinct stripes along the anterior-posterior axis, seven stripes in the trunk, and
one stripe in the head segment (Ingham et al., 1985). In Drosophila, Dm-h stripes
appear at the blastoderm stage in the domains complementary to run stripes (Ingham
and Gergen, 1988) (Fig. 3.16a). The stripe pattern of Dm-h is unstable and disappears
within an hour of the cellular blastoderm stage (Ingham et al., 1985). Like Dm-ftz,
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Figure 3.15: Expression of Am-h: Embryos are oriented with anterior left and dorsal up. The
expression pattern of Am-h (Wilson M.J., 2012).
there is no secondary expression of Dm-h stripes (Klinger and Gergen, 1993). Embryos
lacking Dm-h can show deletions that span significantly less than a full segment. The
result is approximately complementary to that typical of Dm-ftz (Howard et al., 1986;
Ingham et al., 1985). In Tribolium, hairy (Tc-h) stripes are expressed during the blas-
toderm stage and germ-band extension (Aranda et al., 2008), but they appear only in
three stripes in the posterior cap (Tautz and Sommer, 1995). Tc-h does not show a
direct role in the trunk (Aranda et al., 2008).
Am-h : (Wilson M.J., 2012) There is a faint expression of Am-h in nurse cells, and its
expression appears throughout the oocyte. But Am-h is not present in early embryos
up to stage 4. Late in stage 5, Am-h stripes begin to be expressed with a broad thoracic
stripe and then quickly forming five other stripes from the anterior to posterior (Fig.
3.15D). The first six stripes of cells appear and later at stage 6, eight stripes are visible
(Fig. 3.15E-F).
Knockdown of Am-h results in a larva with fused thoracic and anterior abdominal
segments (Fig. 3.15G). Am-h knockdown shows little effect on the expression of gap-
genes like Am-kr and Am-gt. It has no effect on Am-otd1, but a slight effect on Am-cad.
Therefore, Am-h has only a slight role in very early axis patterning (Wilson M.J., 2012).
Summary: Unlike other insects, Am-eve, Am-ftz, Am-run have both maternal and
segmentational roles. They regulate other genes in early stages, and later their ex-
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(a) Primary expression pattern: eve and ftz and h and run are respectively expressed
in complementary domains at the blastoderm stage in Drosophila embryos (Ingham
and Gergen, 1988).
(b) Secondary expression pattern
Figure 3.16: Domain of pair-rule genes in Drosophila
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pression domain resolves into a pattern of stripes along the anterior-posterior axis.
But Am-h does not show any maternal role and is considered mainly a segmentation
gene. In early stages, Am-eve acts as a posterior patterning gene and represses the
expression of Am-otd1 and Am-otd2 (because of their over-expression in the absence of
Am-eve). Am-ftz as an anterior-forming gene appears to activate Am-otd1 and Am-hb,
but it is not clear if the effect is direct or indirect by regulating other genes to activate
them. Am-run is a posterior regulator in its early life and perhaps represses Am-hb
and Am-otd1. Meanwhile, knockdown of these genes shows that they have an effect
on each other. Therefore, there are interactions between them (Wilson M.J., 2012).
Am-eve is absent in the most posterior area, but its knockdown effect in this area might
show that Am-eve indirectly controls development of the posterior cap. This can be
true for Am-ftz at the other end. It is not expressed in the most anterior region, but
knockdown of Am-ftz results in a missing head that might show its indirect effect on
this area. Wider segments in the trunk, because of the knockdown of Am-run, indicate
that Am-run controls alternate segments by regulating e30 (a segment polarity gene).
3.5 Segment polarity genes
In this group, I only review engrailed as the most important segment polarity gene.
3.5.1 engrailed
engrailed in the category of segment polarity genes is required to specify the border
of parasegments (or segments) in insects. As displayed in Figure 2.10a, parasegments
are recognised by two compartment divisions: anterior (a) and posterior (p) (DiNardo
et al., 1985). The anterior compartment of each parasegment is determined by the
expression of en in a range of different insects (Campbell and Caveney, 1989a) as well
as in Honeybees where the e30 gene plays the same role (Dearden et al., 2006; Wilson
et al., 2010) (Fig. 3.17 for Honeybee and Fig. 3.16 for Drosophila). Schmidt-ott et al.
studied en expression in a beetle (Tribolium) and five dipteran species, and they found
that the expression pattern is strongly conserved between these insects (Schmidt-Ott
et al., 1994). In Tribolium and Oncopeltus, en is expressed in the anterior margin of
each parasegment to maintain and define the borders (Campbell and Caveney, 1989b;
Brown et al., 1994).
During early gastrulation in gnathal and thoracic regions, e30 stripes appear in a
double-segmental patterning of alternating strong and weak expression. This alternat-
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Figure 3.17: The expression domains of Am-eve (eve) and e30 (en) in three developmental stages:
eve is expressed in mostly odd-numbered parasegments and a bit of even-numbered parasegments.
Stripes of en appear in the anterior part of each parasegment as in other insects like Drosophila and
Tribolium (Binner and Sander, 1997). (reused with permission)
ing pattern is opposite in Drosophila, so that the strong stripes in Drosophila share
segmental identity with the weak stripes in Honeybees, and vice versa. As gastrulation
continues, e30 stripes of abdominal domain are expressed sequentially from anterior
to posterior but in the same intensity (Dearden et al., 2006).
Initially, the expression of en is controlled by the activity of pair-rule genes where
they cooperate together to ensure the existence of 14 en stripes (Vincent and O’Farrell,
1992). All pair-rule genes are necessary to form en stripes, but none are sufficient. For
example, in Honeybees in the absence of Am-eve or Am-run there is no expression of
e30 (Wilson M.J., 2012). In Drosophila the Dm-en stripes expand anteriorly in the
absence of Dm-slp expression (Cadigan et al., 1994). Basically, some of the pair-rule
genes are responsible for forming even-numbered stripes and others establish odd-
numbered stripes. Since en appears in all segments, it must respond to two different
sets of pair-rule genes in even- and odd-numbered stripes that make two “combinatorial
codes,” one for even- and one for odd-numbered stripes (DiNardo and O’Farrell, 1987).
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Figure 3.18: A general categorisation of segmentation genes in Honeybee embryos: The segmentation
genes are categorised in five groups. Most of the genes are expressed maternally, some of them pattern
anterior end, and other have more effects on the posterior end. As in Drosophila, they are subdivided




In this chapter I reviewed important segmentation genes. These genes were examined
individually giving us information about how, where and when they are expressed in an
embryo. In addition, the function of the segmentation genes and how their mutation
affects the embryo or other genes were discussed. In fact, cooperation between these
genes governs the segmentation process in embryos. Most of these interactions are
known for Drosophila embryos, and I mentioned some of those in this chapter. In Figure
3.18, I summarised the segmentation genes for Honeybee embryos that I consider in
my modelling. Each of them has a more significant role than the others in subdivisions
along the anterior-posterior axis. In the next chapters I will present how simulation





Generally, a GRN is a set of genes or their products (protein/mRNA) that interact
with each other to regulate the level of gene expression that results in a functional
molecule such as protein or mRNA. The genes need some factors to activate or inhibit
their function spatially and temporally. GRNs contain regulatory genes (transcription
factors (TFs)) and cis-regulatory modules (CRMs; enhancers or silencers). Interaction
between these two parts regulate the expression of a gene. That gene in turn can
work as a regulatory gene to control the expression of other genes. In fact, TFs bind
to CRMs to activate (the CRM works as an enhancer) or repress (the CRM works
as a silencer) the expression of a particular gene. Considering the dynamic nature of
GRNs, modeling plays an important role to facilitate understanding of the behavior
of GRNs. For example, GRN dynamics may be represented by a set of equations that
are not unique to a given GRN. There are different techniques of modeling depending
on one's perspective that formalize the behavior of networks. This chapter discusses
three main modeling methods for developmental GRNs including topological network
models, logical methods, and ODE-based methods. In this thesis, the ODE method
is applied to model the network of interest: segmentation genes of Honeybee embryos.
Many successful methods have been applied to model segmentation genes in Drosophila
embryos; each attempts to reveal the principal pattern formation of the embryos along
their anterior-posterior axis. The methods can be categorised mainly as “quantitative”
or “qualitative” (Goutsias and Lee, 2007). One may apply any method to model a
system based on their available gene expression data. These methods are reviewed in
detail by Jaeger (Jaeger, 2009).
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4.1 Topological Network method
This method provides a graphical representation of the system of regulatory inter-
actions. The method creates a map that consists of the regulatory genes (nodes or
vertices) and the interaction between them (linkages among genes, or edges). Gener-
ally, this method represents the identity of interacting genes, the architecture of their
interactions, and also major cis-regulatory inputs (Peter and Davidson, 2015). Mean-
while, they show particular types of subcircuits utilized within the GRN (Peter and
Davidson, 2015). The significance of knowing subcircuits is that a similar topology of
subcircuits appear repeatedly in diverse developmental GRNs and they execute similar
network functions (Peter and Davidson, 2015; Davidson and Levine, 2008). The three
features of GRNs that are not captured in the topological method, are the dynamics of
the encoded process, the functional characteristics of the circuitry, and the logic trans-
actions executed by the driver inputs at the individual nodes (Peter and Davidson,
2015). Two topological techniques are discussed in the following.
Directed and Undirected Graphs This is a simple graphical method to represent
a genetic regulatory network. A graph is an ordered pair, G=<V, E>, where V is
the set of nodes and E is the set of edges. If E is a set of ordered pairs, the graph is
called a directed graph and when E has unordered pairs, the graph is an undirected one
(Barabási and Oltvai, 2004; De Jong, 2002). When this method is used to model GRNs,
genes are displayed by nodes and the interactions between them by edges. By different
operations performed on graphs, biological predictions can be made. For example, a
search for paths between two genes may reveal missing regulatory interactions (De Jong,
2002) or considering degree distribution for nodes gives the probability of how many
links a selected node can have (Barabási and Oltvai, 2004). Figure 4.1 displays a simple
GRN modeled by directed graphs with the related set of nodes and edges. The good
point about this method is that knowledge and databases about interactions between
genes can be converted into a valuable graph representation (Samsonova et al., 1998;
Sanchez et al., 1999). As we intend to see how the process of segmentation occurs in
early embryogenesis over time, this method does not show time changes explicitly and
is not a useful tool to model our network of interest.
Bayesian Networks Bayesian Network (BN) is a graphical representation of a prob-
ability distribution. In BN methods, a GRN is displayed by a directed acyclic graph
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Figure 4.1: A simple GRN with three genes and 5 interactions which are either positive (activators)
or negative (repressors)
(DAG) where nodes correspond to genes and edges show interconnection between the
genes. In this method, Bayesian techniques are used to determine a set of edges that
best explain the data (Das, 2009). BNs are based on conditional probabilities (Bolouri,
2008). Therefore, the nodes must be random variables and the edges represent direct
(causal) influence. Every node might have multiple inputs. For each gene xi, a condi-
tional distribution is defined as P(xi | parents(xi)) (Liu et al., 2012). These functions
can be displayed in a table called a conditional probability table (CPT) (Bolouri, 2008).
A graph of a network and the conditional distributions together define the BN (De Jong,
2002). Figure 4.2 exhibits a simple GRN modeled by this method. BNs can deal with
noisy data (Dojer et al., 2006). They have been commonly used to infer structure of
GRNs (Das, 2009). However, when in a network, for instance the expression of X1
activates gene X2 and X2 activates (or represses) X1, there is a feedback behavior be-
tween nodes. In these cases BN method is not able to model the network (the state of
X1 depends on the state of X2 and vice versa). Therefore, dynamic Bayesian networks
(DBN) have been developed to model a network containing feedback interactions or
cyclic regulations (Zou and Conzen, 2005). Figure 4.3 shows a network that has cyclic
regulation and is modeled by DBN method. Generally, BN modeling needs a large
amount of data that limits it to studies in some bacteria and yeast (Bolouri, 2008;
Perrin et al., 2003).
There are a number of software packages used to apply graphical representations for
biological systems (Bower and Bolouri, 2004). For example, Cytoscape1 is a package
that supports various cases in biological systems (e.g. visualizing molecular interaction
networks and biological pathways) (Smoot et al., 2011). BioTapestry is also another
tool widely used to represent GRNs (Bower and Bolouri, 2004; Longabaugh, 2012). Ini-
tially, it was used to represent the sea urchin endomesoderm GRN model (Longabaugh
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Figure 4.2: A GRN with 3 genes modeled by Bayesian Networks. Each gene can have two different
states: on (0) or off (1). The numbers in the tables show the probability that a gene can be on or off
considering the states of other genes (Dojer et al., 2006).
Figure 4.3: A network with cyclic regulation which uses DBN modeling. The network in the left




Logical methods reproduce interactions based on genetic evidence (e.g. mutation ex-
pression pattern). In other words, they start from observed behaviours and try to move
as reasonably as possible towards models (Thomas, 1991). The logical methods are an
apparent example of qualitative methods (Jaeger, 2009). One important feature of
logical method is that they focus mainly on the spatial expression of regulatory genes
(Peter and Davidson, 2015). In the following, we discuss two main logical methods
applied to model developmental GRNs.
4.2.1 Boolean Networks
Boolean Networks are a logic-based method used to model GRNs. In this model a set
of nodes, V = {x1, x2, . . . , xn}, and Boolean functions, F = {f1, f2, . . . , fn}, are applied
to display a GRN. Where xi shows the state of gene gi (expressed or not). Here, xi is
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Figure 4.4: A small boolean network consists of three genes, X, Y and Z (Schlitt and Brazma, 2007).
1 when gi is expressed and 0 when it is not expressed (on or off output states) (Schlitt
and Brazma, 2007). At different times, combining these states results in a truth table
or gene activity profile (GAP) (Garg et al., 2009). Also, interaction between genes is
described using Boolean functions such as AND, OR, XOR etc.
To establish a GRN with Boolean method, one needs to start building the model
based on the basis of molecular or genetic perturbation and expression data. Figure
4.4 shows a GRN, which is modeled by Boolean Networks. Boolean logic models
have been used in modeling many developmental GRNs such as the segment polarity
network in Drosophila (Sánchez et al., 2008), the first and second mammalian heart
field (Herrmann et al., 2012), and the sea urchin endomesoderm GRN (Peter and
Davidson, 2015).
Considering that the outputs of developmental GRNs are discrete pattern of gene
expression (on or off), Boolean networks can be proper modeling methods as they deal
with on or off states. Meanwhile, the operation on inputs executed by cis-regulatory
modules that control developmental gene expression resemble AND, OR, and NOT
logic processing functions (Peter and Davidson, 2015). However, genes are only on or
off, and the model can not show the states between these two. Also, Boolean networks
are very sensitive to noise (Garg et al., 2009).
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4.2.2 Generalised Logical method
Consider a network of genes interacting with each other. Such a gene network can be
displayed in terms of graphs1 on which nodes represent genes and edges interactions be-
tween the genes. Therefore, the network can be analysed using graph-theoretical tools
and concepts (Chaouiya et al., 2003). However, to analyse and simulate the dynamic
features of the network, some additional tools have been introduced by Thomas and
his colleagues as the generalised logical method (Thomas, 1991; Thomas and D’Ari,
1990). The main aim in this method is to identify feedback loops in a given gene net-
work where they indicate steady-state behaviour of the system (Thieffry and Thomas,
1993). Feedback loops are categorised into positive and negative regulatory circuits
(Thomas et al., 1995). These functional (efficient) loops in the gene network generate
multistationarity (by positive loops) or homeostasis (by negative loops) (Thieffry and
Thomas, 1993). A positive loop is useful to identify the pathways decoding positional
information and to explain developmental processes (Sanchez et al., 1997; Sánchez and
Thieffry, 2001). Positive feedback loops amplify the initial conditions, which is impor-
tant in development and cell differentiation. However, they are kicked out by negative
feedback loops later on. A negative loop functions as a thermostat, and the variables
involved in the loop thus are maintained at or near a fixed point (Thieffry and Thomas,
1993).
4.2.2.1 Dynamics
Suppose x is a product of gene X in a regulatory network. According to the classic
logical method, one can say (Thomas and D’Ari, 1990):
x=1 gene product is “present”
x=0 gene product is “absent”
And thus:
X=1 gene is “on”
X=0 gene is “off”
Being absent does not mean that there is no gene product, but it is below a par-
ticular threshold value. For example, x > θ and X is “on”. Here, θ is the level of
1A graph is an ordered pair, G =< V,E >, where V is the set of nodes and E is the set of edges.
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concentration above which X is considered as “on”. In the following with a couple of
toy examples, I define basic elements in the logical method and explain the method
more.
Example 1: Suppose gene X is on if and only if gene product y is absent, and gene




Here, x and y are logical variables (a state vector or states of a system), and X
and Y are logical functions (images of x and y) (Thomas and D’Ari, 1990). A bar
sign over x and y (x̄ and ȳ) means logical complement. Figure 4.5 displays this system
in a graph form. The evolution of a system can be described using logical functions
(Thomas, 1991). Considering Equation 4.1 one can generate the state table for the
network as indicated in Table 4.1. In the table, 0̄ (1̄) means changing from value 0 (1)
to 1 (0). The table illustrates that the state vector and logical functions have the same
value in the second and fourth rows (highlighted). These states are called steady states
or logical stable states (Thomas and D’Ari, 1990; Thomas, 1991). One can recognise
from Figure 4.5 that the network has a positive feedback loop which indeed generates











This kind of graph is called graph of sequences of states (Thomas et al., 1995;
Thomas and D’Ari, 1990). The pathways from states 00 or 11 towards any steady
state depends on related time delays (e.g. tx < ty, 00→ 10).
In this example, each logical variable functions only as a repressor for the other one
(each has only one action). Therefore, considering one threshold level for each of the
variables is enough to explain their expected behaviour. In fact, the variables represent
on or off states, which is a naive logical description (Thomas, 1991).
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Figure 4.5: A two-variable network where x and y repress each other.
Table 4.1: State table for Example 1
x y X Y
0̄ 0̄ 1 1
0 1 0 1
1̄ 1̄ 0 0
1 0 1 0
Example 2: Here, I explain the generalised logical method. Unlike the previous
example, assigning values to a logical variable is not only considering “on” or “off”
states in this approach. Let us consider a three-variable network in which the variables
have more than one action as displayed in Figure 4.6. In this example, x, y, and z
are logical variables. As one can see in the figure, the variables function in two places;
for instance, x functions as a repressor for y and also for z. Two levels of threshold
are associated with these three variables, and they are thus considered as multilevel
variables (Thieffry and Thomas, 1993). For example, considering two threshold levels
(θ1 and θ2) for x means x < θ1 or θ1 < x < θ2, or x > θ2. Therefore, variable x can
take three discrete values: 0, 1, 2 depending on the threshold levels (e.g. concentration
levels). Table 4.2 summarises these values in terms of different descriptions (Thomas
et al., 1995). Similarly, logical values for y and z are 0, 1, and 2. Generally, if an element
in a given system functions in n distinct places, its corresponding logical variable might
have n threshold levels, and n+1 values (Thomas and D’Ari, 1990).
Based on the interactions between the genes in the given system, the following
Figure 4.6: A toy example of the generalised-logical approach. This is a three-variable network with
blue-arrow interactions as activators and red-arrow interactions as repressors. Numbers on the arrows
show threshold levels.
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Table 4.2: Different description of values for logical variable x
Logical values Real values (Thresholds) Boolean values
x=0 x < θ1
1x = 0, 2x = 0
x=1 θ1 < x < θ2
1x = 1, 2x = 0
x=2 x > θ2
1x = 1, 2x = 1
boolean equations are yielded (Thomas et al., 1995):
X = 2y + 1z
Y = 1x̄
Z = 2x̄+ 1ȳ + 2z̄
(4.2)
Here, numbers on the left top of each variable indicate at which threshold level of
the variable the action on the target element is effective. For example, x at its second
threshold level and can repress gene Z. Consider that summations here are logical.
However, generalised logical formalism is used to convert Equation 4.2 to an algebraic
form (Thomas and D’Ari, 1990; Thomas, 1991; Thieffry and Thomas, 1993):
X = dx(k1 + k1.2
2y + k1.3
1z)
Y = dy(k2 + k2.1
1x̄)





Here, +’s represent an algebraic sum. One can calculate the value of logical func-








k1 + k1.2 + k1.3
(4.4)
They can be expressed as:
52
dx(k1) = K1
dx(k1 + k1.2) = K1.2
dx(k1 + k1.3) = K1.3
dx(k1 + k1.2 + k1.3) = K1.23
(4.5)
In Equation 4.5, k1.js are real parameters indicating the interactions of element j
on x. These real parameters are converted into logical parameters (K1.j) using dx (a
discretisation operator) (Thomas, 1991; Thomas and D’Ari, 1990).
Generally, the main idea here is to find proper logical parameters that ensure func-
tional feedback loops. It is believed that in order to explore key genes involved in any
developmental processes, one should identify the genes that participate in generating
positive loops (Thomas et al., 1995). This makes the method valuable to apply in
studying biological systems, especially those involved with developmental processes.
The method has been applied in the analysis of the segmentation process in Drosophila
(Sanchez et al., 1997; Sanchez and Thieffry, 2003; Sánchez and Thieffry, 2001). The
important point in these applications is that they start with a network whose interac-
tions are based on the genetic literature. Therefore, it can be appropriate to build a
basic network for biological systems, especially in Honeybee segmentation study where
there is not yet any suggested network for its segmentation genes.
4.3 ODE-based methods of GRN modeling
In this research, we mainly use gene-network-based methods, which mathematically
describes how the expression level of a target gene is regulated by the expression level
of other genes in a segmentation system (transcriptional regulation modelling). Those
methods produce a gene regulatory network that draws the possible interactions be-
tween segmentation genes. Mathematical modelling plays an important role in our
understanding of biological systems.
So far, we discussed two main methods for modeling of developmental GRNs. The
first one was a graphical representation of GRNs and the second one was a logical
method of modeling. As we mentioned, the logical methods first focus on spatially gene
expression. This is an important feature to start building a network. In the following,
we discuss the ODE-based methods. These methods consider the expression level of
an active gene to model the network. Although they are able to capture dynamical
feature of a network, they are not proper methods to provide spatially gene expression
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in a network. Therefore, in our modeling, we take advantage of important features of
both ODE-based methods and logical method. In the following, I discuss two common
ODE-based methods for modeling of developmental GRNs.
4.3.1 Hill-Function based-method
This method applies ordinary differential equations (ODEs) to model transcriptional
regulation, which is a typical quantitative method.
4.3.1.1 Dynamics
GRNs are dynamic systems consisting of genes and their products (proteins) that
interact with each other to regulate the level of gene expression. In other words, the
cooperation between genes and their products controls the level of concentration. Here,
I show how this cooperation and its effect on the level of concentration of molecules
can be interpreted into a mathematical language.
Let us consider x representing any molecular species (e.g. mRNA or protein). I
assume that x(t) is the concentration of x at time t, and x(t+∆t) is the concentration
of x at time t+∆t. It is reasonable to say that (the idea is adapted from Goutsias and
Lee’s work (Goutsias and Lee, 2007).):
x(t+ ∆t) = x(t) + Produced (synthesised) x during [t, t+∆t)
−Degraded x during [t, t+∆t)
(4.6)
Therefore:
x(t+ ∆t)− x(t) = Produced (synthesised) x during [t, t+∆t)







Produced (synthesised) x during [t, t+∆t)
)
/∆t








Produced (synthesised) x during [t, t+∆t)
)
/∆t
−(Degraded x during [t, t+∆t))/∆t
(4.9)
If ∆t is small enough (i.e. ∆t → 0), the fraction in Equation 4.9 can be displayed
with the derivative of x with respect to t (i.e. dx
dt
). Therefore, a generic formula in the
form of an ordinary differential equation that describes changes of concentration of any
molecular species (x ) is:
d[x]i
dt
= Synthesis (per 1/∆t)−Degradation (per 1/∆t)±Diffusion (Signalling) (4.10)
Here, [x ] denotes the concentration of the molecule x (mRNA or protein) and i
shows in which cell or nucleus x is located. In this research, an achieved network
must reveal interactions occurring between segmentation genes of an embryo along its
anterior-posterior axis. Therefore, the modelling is carried along this axis, and I con-
sider changes in only one dimension2. Molecules can diffuse (or transport) to a nucleus
or a cell from both anterior or posterior, which also increases the concentration of the
particular diffused molecule. Meanwhile, that molecule can diffuse to the neighbours,
which decreases the concentration of it in the nucleus or cell. This fact can be added to
Equation 4.9 resulting in the last term in Equation 4.10. I should mention that in this
research the aim is to model a system of segmentation genes at the blastoderm stage.
Because the blastoderm is a syncytium, cell-cell signalling can be neglected (Sharp and
Reinitz, 1998). In the following, I display the terms of Equation 4.10 in mathematical
forms.
Consider Figure 4.7 where Pr (the produced protein from mRNA rr) regulates
the expression of a target gene, rt. This basic biological process consists of three
main sub-processes: translation, cis-regulation, and transcription. However, the whole
process is a simplified form of a real biological one. For example, it does not show
transporting mRNA from the nucleus into the cytoplasm, the mechanism of RNA
processing, post-translation process (e.g. protein folding effects), etc. (Goutsias and
Lee, 2007). According to the generic formula (Equation 4.10), the following ODEs can
describe these three processes (Goutsias and Kim, 2004; Goutsias and Lee, 2007):
2The development along anterior-posterior axis is mainly independent from development along
dorsal-ventral axis (Jaeger et al., 2004).
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Figure 4.7: A given target gene, rt is regulated by a protein (Pr) produced from a regulator
gene, rr. Pr binds to the regulatory regions of the target gene to regulate its expression. The








= λiri(t)− γiPi(t) (4.12)
In Equations 4.11 and 4.12, ri(t) and Pi(t) are the concentration of a mRNA (a
transcribed gene) and a protein (the gene’s product) respectively, which change over
time. Here, i shows the position of each molecule in the system (i.e. located in nucleus
i along the anterior-posterior axis of an embryo). The second terms in both equations
refer to decay terms as in the general formula, Equation 4.10. Therefore, 0 < βi <∞
and 0 < γi < ∞ (in s−1 (Second)) represent the degradation rate of the mRNA and
protein respectively. The mRNA is converted (translated) into a protein linearly with
the synthesised rate of 0 < λi <∞ (in s−1 (Second)) as the first term in Equation 4.12
shows.
The cis-regulation process is modelled by the first term of Equation 4.11, which is
the more critical term in these equations. In this term ci(t) is a fraction of DNA (thus
0 ≤ ci(t) ≤ 1 ) transcribed into the mRNA, and must display the effect of regulatory
factors (TFs) that control the expression of the target gene. Therefore, the function of
ci(t) must include TFs. The parameter 0 < κi < ∞ (in s−1) shows at which rate this
transcription occurs.
A general formula for ci(t) can be presented by the following equation:
ci(t) = Φ[Pj(t)| j ∈ Ri] (4.13)
Here, Ri is a set of all genes in the network that produce proteins Pj as TFs. The
cis-regulatory function Φ[·] can be modelled in different ways. However, there is no
single correct formulation of this function and it must be formulated based on the
requirement of any particular system (Sherman and Cohen, 2012). One should keep in
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mind that cis-regulation is very complicated (Holstege et al., 1998), and it is simplified
in all modelling methods.
Let us consider a target gene that is regulated by protein P. P can bind at any of
S distinct sites of the regulatory region of the the gene. Let D[s] be a DNA template
with already s bound molecules of P. Therefore, the basic chemical reaction is (Wang
et al., 1999):
D[s] + P ⇀↽ D[s+ 1] (4.14)
Now, consider P1 and P2 are two regulators (activators) that can freely bind to S1
and S2 distinct sites of a target gene respectively. Therefore, Equation 4.14 becomes
(Goutsias and Lee, 2007):
D[s1 + s2] + P1 + P2 ⇀↽ D[s1 + 1, s2 + 1] (4.15)
For s1 = 0, 1, ..., S1− 1 and s2 = 0, 1, ..., S2− 1. Using molecular collision theory, it
has been shown that the fraction of DNA template committed to the transcription of
the target gene (c(t)) can be expressed as (Goutsias and Lee, 2007):
c = φ[p1, p2] = 1− ρ(p1, S1, θ1)ρ(p2, S2, θ2) (4.16)
where




In Equation 4.16, p1 and p2 are the concentration of P1 and P2 respectively. Param-
eter θ (in M−1 (Mole)) indicates “affinity constant” or “association constant”. Affinity
constant measures the strength of binding of the components in a complex. Generally
for components A and B and a binding equilibrium A+B ⇀↽ AB, the constant is given
by [AB]
[A][B]
. Here, [A] and [B] show the concentration of A and B respectively (Alberts,
2008). The larger the affinity constant, the tighter the binding between A and B. Let us
consider protein P binding to the regulatory region of a target gene. Affinity constant
can be determined by measuring the concentration of free P required to fill half of the
binding sites on the target gene (Alberts, 2008). Figure 4.8 displays ρ as a function of
p (concentration) for several S. According to the figure, as the concentration increases,
ρ decreases. This implies that the rate of transcription increases as a function of an
activator concentration (Goutsias and Lee, 2007). One could notice that there is an
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Figure 4.8: The function ρ(p, S, θ), plotted for S=2, 4, 6, 8, 15, and θ=0.7. The function ρ decreases
as S increases implying that the rate of transcription increases as S increases.
inverse relationship between the rate of transcription (κ) and cis-regulation function
(c) considering Equation 4.11.
Now, if we assume that P1 functions as an activator and P2 functions as a repressor
for the target gene, Equation 4.16 becomes:
c = φ[p1, p2] = [1− ρ(p1, S1, θ1)]ρ(p2, S2, θ2) (4.18)
In general, if a given target gene is regulated by activators P1, P2, ..., PK and re-
pressors PK+1, PK+2, ..., PJ , it is shown that (Goutsias and Lee, 2007):









ρ(pj, Sj, θj) (4.19)
Often the Hill function3 is applied to model ρ(p, S, θ) in several works (Von Dassow
et al., 2000; Ingolia, 2004; Cherry and Adler, 2000; Elowitz and Leibler, 2000). This
function is given by (Hill, 1985):




3The Hill function describes the fraction of a macromolecule (e.g. here a given gene) saturated
by ligand (e.g. here a transcription factor) as a function of the ligand concentration. This function
is commonly applied to describe the kinetics of enzymatic reactions in which an enzyme has several,
cooperative binding sites (Gonze et al., 2010).
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Replacing θ = k−1d :





Parameter kd is called dissociation constant, which indicates the concentration of p
required for half-maximal activation (Meir et al., 2002).
4.3.1.2 Predictive modelling
Let us consider a system consisting of N genes and their products interacting with
each other. The above equations do not show any relationships among nuclei (cells),
therefore they are independent of i. Removing index i for simplicity and replacing
Equations 4.19 and 4.21 in the main ODE Equations (4.11) lead us to the following

















= λara(t)− γapa(t) (4.23)
For a = 1, 2, ... , N. In these equations, state variables are the concentration of
mRNAs and produced proteins. I attempt to fit the defined model (Equations 4.22,
4.23) with the available data (presented in Appendix A) to predict a gene network.
The network must reveal the more likely interactions occurring between segmentation
genes. To make this prediction, I adapted Equation 4.19 by adding the coefficient
waj (wam) to any possible activator pj (repressor pm) of gene a (Equation 4.22). This
coefficient can take 0 and 1 as its values. If waj (wam) is 1, it means that pj (pm) is an
activator (a repressor) of gene a. In Equation 4.22, any state variable pj (pm) shows
that the product of gene j (m) functions as an activator (a repressor) to regulate the
expression of gene a. Assuming that all factors are free to regulate the expression of
gene a, wa is able to control any possible interactions between genes. In other words,
the set of wa∗ restricts the structure of the network.
4.3.1.3 Normalisation
Hill-function-based modelling involves many parameters, which makes it hard to find
a unique solution (network). Here, I try to minimise this problem as much as possible.
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Here, Tmax is the maximum transcription rate determined by RNAp. κ is a dimen-
sionless factor that indicates how efficiently the transcription process occurs. For the
translation process, the maximum rate is represented by Rmax, and λ has the same
role as κ does. Hr and Hp are half-lives of mRNA and protein (inverse of degradation
rate) respectively. The idea is to normalise the above equations to reduce the number
of parameters (Von Dassow et al., 2000). Let rmax and pmax be the maximum concen-
tration of a given expressed gene and its produced protein respectively. The maximum










Given 0 < c(t) < 1, therefore:
rmax = κTmaxHr (4.28)












Considering the above normalised terms and replacing Equation 4.28 and 4.29 in




























Now, the state variables (r′ and p′) are dimensionless and normalised. I should
mention that the idea is to fit the model into the physical data to reconstruct inter-
actions occurring between segmentation genes. Given that the segmentation process
is not coupled with other developmental stages, the state variables of the system are
directly observable (Sharp and Reinitz, 1998). The level of expression for Honeybee
segmentation genes have been monitored by Peter Dearden and his colleagues. I quan-
tified all the required data for our modelling and the results are given in Appendix A.
Considering the physical expression data for Honeybee embryos, they are available for
mRNAs, not for the proteins. This requires me to adapt the model for the available
data. Consider Equation 4.32: it simply denotes that a mRNA is translated into a
protein with respect to time. However, the protein decays based on its half-life as time
passes. If the concentration of the protein (p) takes its maximum value, therefore:
T0
Hp
(r − pmax) = 0 =⇒ pmax = r (4.33)
This means that the protein has the same concentration as the mRNA does in its
maximum value. Because Equation 4.32 is linear with respect to p and p also decays
linearly, the concentration of the protein is a proportion of the concentration of the
mRNA. One should keep in mind that the state variables are all normalised. Therefore:
p(t) = γr(t− η) (4.34)
Basically, translation from a mRNA into a protein takes time, which is indicated
by η in the above equation. I ignore this time delay in the equations as it is very small
compared with duration of each developmental stage for Honeybee4.


















α = wγ (4.36)
4Confirmed by John Goutsias (Goutsias and Lee, 2007) through personal communication.
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There are five parameters: T0, H, α, S, and kd. The first one is T0 that controls how
quickly a process occurs. For simplicity, I assume its value is always 1, which means
all processes occur at the same rate. However, S is a parameter that already controls
the rate of processes as indicated in Figure 4.8. H shows a half-life of any molecule
(mRNA). The value of H depends on how stable the molecule is. Some molecules
are very stable and, therefore, have longer half-lives. For example, structural proteins
might have half-lives of months. The parameter α indicates the probability of each
gene interacting as an activator or a repressor with gene a. It takes a value between 0
to 1. If the value is very close to 0 (e.g. 0.3 or less), I assume the predicted interaction
is small enough to ignore. The Hill-function coefficient (S) for any value greater than 1
shows a positive cooperativity. But, higher values increase the sensitivity of parameters.
Each parameter varies in a biologically realistic range that I apply in my simulations
(Von Dassow and Odell, 2002) (Table 4.3).
Table 4.3: The realistic range of the parameters, Hill-function based method (Von Dassow and
Odell, 2002)
Parameter Meaning Range
kd half-maximal activation coefficient 10
−3 – 10
H half-life (inverse of degradation rate) 1 – 104 (for mRNA or protein)
S dissociation constant (Hill coefficient) 1 – 50 (highest measured is 35)
α interaction probability 0 – 1
4.3.1.4 Optimisation
The model is a set of nonlinear ODEs consisting of unknown parameter values. I solve
Equation 4.35 numerically by the method of Runge-Kutta (Griffiths and Higham, 2011;
Yang et al., 2005) (see Appendix C). The solution represents changes in concentration
levels of mRNAs starting from the initial value (at an early developmental stage) and
evolving towards the target (the later developmental stage). The aim is to find a
set of parameters among random values (but restricted in a range) that minimise the
difference between any solution and a target model. The difference is commonly defined




(ct − cm)2 (4.37)
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A target concentration estimated from experimental data is defined as ct, and cm
is a solution of the related gene gained from ODEs. Therefore, fcost measures the
difference between the model and a target. ODEs are fed by parameters, therefore
each solution gives the values of parameters including αjs. These parameters reveal
the possible interactions between genes (possible structure of a network). I apply
simulated annealing to optimise the solutions.
Simulated Annealing method: The intention is to find approximately a global
optimum point (the best-match parameters) in a search space where the cost func-
tion indicates its minimum value. A general technique is to keep searching the space
randomly to find the best solution. Here, to obtain the best solution quickly, we use
Simulated Annealing (SA) a common technique that simulates the process of annealing
(slow cooling) of solids (van Laarhoven and Aarts, 1987). SA is a global optimisation
procedure based on probability rules. Consider the cooling process of molten metals
through annealing. At a high temperature, the atoms can move freely as they have
more energy. However, as the temperature decreases the movements will become re-
stricted. Eventually, the atoms form crystals with a minimum potential energy. Here,
the crucial parameter is the cooling rate. If the metal is cooled quickly, the crystalline
structure may not be achieved (Jones, 2008). In fact, the more important point in this
procedure is to control cooling metals by a temperature as a parameter, which is based
on the concept of Boltzmann probability distribution:
P (E) = e−
E
KT (4.38)
Here, K is the Boltzmann coefficient ( 1.38× 10−23J/K), E is energy and T is the
temperature. If a system is in a thermal equilibrium at a temperature T, its energy
(E) is distributed probabilistically according to Equation 4.38. Therefore:
T ↑=⇒ P (E) ' 1
T ↓=⇒ P (E) ' 0
This means that if T is very high, the system has a uniform probability of being at
any energy state, but if T is reduced, the probability of being at a high energy is very
small (van Laarhoven and Aarts, 1987).
In a similar concept, SA begins with a high temperature, and, therefore, in early
iterations, samples can take any values in the search space. However, as T decreases
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it becomes more and more restricted to accepting a sample. Consider a given system
that has a current state as xt with cost function E0 = fcost(xt). A neighbouring state
is selected (usually randomly) as xt+1 with cost function E1 = fcost(xt+1). According
to SA procedure, one of the following situations will occur:
1. If ∆E = E1 − E0 < 0, then xt+1 is accepted as a current state.
2. Else if e−
∆E
T > r (r is a random number in range (0, 1)), then xt+1 is accepted as
a current state.
3. Else, xt+1 is rejected.
If xt+1 is rejected, we select another neighbouring state and continue the above
loop. In each iteration, T is reduced gradually. This loop continues until the system
reaches its stop criteria (i.e. the cost function is small enough). In our work, xt is a
solution of Equation 4.35 (concentration of mRNAs), with a set of parameters selected
from the search space. Therefore, the best solution that minimises the cost function
and follows the target model will give us a set of parameters revealing the structure of
the gene network.
4.3.2 Gene Circuits
This is a reverse-engineering method that applies nonlinear ODEs to reconstruct in-
teractions between genes based on quantitative gene expression data (Jaeger, 2009).
4.3.2.1 Dynamics
The gene circuit formalism has been adapted from a sigmoid input-output relationship
in a network of neurons modelled by Hopfield (Hopfield, 1984; Jaeger, 2009). The
latter modelling tells that two main sources provide input for each neuron in the given
network: external input and input from other neurons. It has been shown that the
response of neurons can be modelled by sigmoid function (Hopfield, 1984). A sigmoid
function is a mathematical function with “S” shape, and many natural processes can
be described by this function (Kurkova, 2001) (Figure 4.9).
Let us suppose that pai is the concentration of protein a located in nucleus i along
an anterior-posterior axis of an embryo. Mjolsness and his colleagues showed that
the changes of concentration over time can be modelled by gene circuit method as
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The order of nuclei is from anterior to posterior, so the nucleus i+1 is located
immediately to the posterior of nucleus i. The first term in Equation 4.39 displays how
genes regulate each other to produce a protein with a production rate of Ra (protein
synthesis term (Mjolsness et al., 1991)). During a mitotic division, protein synthesis is
set to zero (Crombach et al., 2012). However, during interphase the model described
with Equation 4.39 is acceptable as there is no nuclei division (Jaeger et al., 2004).
g(ua) is a sigmoid regulation-expression function (Equation 4.40, Figure 4.9) fed by
an input with three terms (Sharp and Reinitz, 1998). The first term in the input
(Equation 4.41) shows the interaction between protein a (product of gene a) with any
other protein b. The connection between the pair of a and b is characterised by T ab,
an element of connection matrix T (Jaeger et al., 2004). If gene b activates (represses)
gene a, T ab is a positive (negative) connection value. A connection strength of zero
means that the two genes do not interact with each other (Mjolsness et al., 1991).
Matrix T is independent of i meaning that each nucleus contains a copy of the same
genome (Jaeger et al., 2004). The second summation in ua shows the effect of external
inputs. The equation assumes that there are N genes that interact in the network
affected by Ne external regulators β. And the last term, h
a, is a threshold parameter
representing the level of expression when there are no regulators (Jaeger, 2009). For
example, in the modelling of the establishment of gap domains by maternal products,
ha is the threshold parameter representative of regulatory inputs of uniformly expressed
maternal TFs (Jaeger et al., 2004).
During the blastoderm stage before cells form, molecules have more chance to dif-
fuse along the embryo because of the lack of a proper membrane around the cells.
The second term in Equation 4.39 represents this phenomenon. The transport occurs
between neighbouring nuclei with a diffusion rate of Da. This parameter is a function
of the number n of cell divisions that have taken place and varies inversely with the
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Figure 4.9: A sigmoid function is a mathematical function with “S” shape; many natural processes
can be shown by this function. In this image the function is defined by 12 [
u√
1+u2
+ 1] where u can
be total regulatory inputs (horizontal axis) and the output (vertical axis) shows the relative actions
(Reinitz and Sharp, 1995).
square of the distance between nuclei (Reinitz and Sharp, 1995). The last term in
Equation 4.39 refers to the decay term where λa represents the rate of degradation of
the production of gene a (as in the general dynamic formula 4.10). The rate is inverse
of half-life defined as (Jaeger et al., 2004):
ta1/2 = ln2/λa (4.42)
In Equation 4.39, state variables are the concentration of proteins. Now, let ra
denote concentration of mRNA a. Therefore, (dra/dt) indicates the changes in concen-





Here, g(ua) and ua follow the same equations as in Equation 4.40 and 4.41 respec-
tively. Ra is the maximum transcription rate and mRNA a decays at a rate of λa.
Considering nuclear mRNA concentration only, diffusion term in Equation 4.39 can
be neglected. Therefore, each nucleus represents an isolated dynamical system (Jaeger
et al., 2007)(Thus index i is removed.).
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4.3.2.2 Optimisation
Depending on the number of given genes in a network (total genes a) and the number
of nuclei along anterior-posterior axis (total i) the defined model (Equations 4.43 or
4.39) will produce a certain number of ODEs. The ODEs take gene expression data as
input and produce a gene circuit, T ab as output (Reinitz et al., 1995b). These ODEs
are solved numerically using Bulirsch-stoer adaptive step-size method (see Appendix
C) (Reinitz and Sharp, 1995). The available gene expression data are presented in
Appendix A. To obtain a gene circuit, one can minimise the following cost function by
adjusting parameters Ra, T
ab, Eaβ, Da, ha, and λa (Reinitz and Sharp, 1995):
E =
∑
(pai (t)model − pai (t)data)2 (4.44)
The summation is over the total number of data points Nd (number of genes, nuclei,
and time classes) (Reinitz and Sharp, 1995). Optimisation for cost function 4.44 has
been carried out by the simulated annealing method (Reinitz et al., 1995b; Reinitz
and Sharp, 1995; Crombach et al., 2012) or parallel Lam simulated annealing (PLSA)
algorithm (Chu et al., 1999) in more recent works (Jostins and Jaeger, 2010). The
algorithm is sensitive to limits on search space for Ra and half-life (t
a
1/2). For instance,
in a model presenting the cooperation between Dm-bcd and Dm-hb genes to control the
positional information (Reinitz et al., 1995b), first λ is fixed to 20 minute, and R ranges
from 0.25 to 2.5 (minute−1). And then λ is allowed to range from 8 to 24 minutes, and
R ranges from 0.25 to 0.75 (minute−1). They found that the second ranges produces a
10% better score. Therefore, the range of these parameters are fixed based on a given
network (Reinitz and Sharp, 1995; Reinitz et al., 1995b). Once an experiment run
completes, a gene circuit is obtained (a network with gained parameters following a
model). The quality of each gene circuit is measured by rms (root-mean square) value






This value determines the average absolute difference between protein (or mRNA)
concentration in model and data (Reinitz and Sharp, 1995). The smaller rms, the
better gene circuit, thus better to have a bigger value of Nd (more data points). After
collecting gene circuits with smaller rms, they are tested for patterning defects and
analysed biologically (Reinitz and Sharp, 1995).
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An important point of gene circuit method is that the number of unknown param-
eters is less compared with Hill-function-based method. However, gene circuit method
is a coarse-grained biochemical level of description and less complicated than Hill-
function-based method (Reinitz and Sharp, 1995). For example, it does not consider
any relationship between binding sites and state concentration (Reinitz and Sharp,
1995). The quality of gene circuit method depends on the quality of physical data
(Jaeger, 2009). In fact, the more data points (bigger Nd), the better results. This
method of modelling has been applied in many experiments for Drosophila embryos
and gained useful results of how genes interact in early embryos. For example, the early
application of this method revealed that positional information is cooperatively deter-
mined by maternal products of bicoid and hunchback (Reinitz et al., 1995b). Another
prediction by this model shows that Dm-kr is activated by the expression of Dm-cad
during early segmentation (Jaeger et al., 2004).
4.4 Summary
The main focus of this chapter was to introduce three typical modelling methods used
to model biological systems, particularly development of embryo. They are mainly
divided into “quantitative” and “qualitative” methods. For instance, generalised logical
method is considered as a qualitative method . This method has been applied to analyse
the segmentation genes in Drosophila. The good point about this method is that one
can start to construct a network based on the genetics literature. This can be a
useful start for biological systems struggling from a shortage of quantitative data. The
other main discussed method here was using Ordinary Differential Equations (ODEs)
to model a gene network, a typical quantitative method. In this chapter I discussed
two different sets of ODEs to model a gene network: Hill-function-based method and
gene circuit method. Gene circuits method has been successfully applied to study
segmentation genes in Drosophila frequently. It is a coarse-grained method that does
not consider some biological facts. In contrast, Hill-function-based method is a fine-
grained modelling method that involves many parameters, which makes it challenging
to find a unique network, unless one can fix some of the parameters. In the next
chapter I show how to apply these methods to model segmentation genes in Honeybee
embryos. In summary, considering that each cell has exactly the same genome and
therefore the same network wiring. One thus expects the same network in all nuclei
along the anterior-posterior axis. However, what differs, then, among cells is which
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interactions in the network are active. In brief, I first attempt to reconstruct a network
topology suggested by the logical method and based on the available genetic evidences
(qualitative method). This model will be used under different initial conditions of







The purpose of modelling is to reconstruct a gene regulatory network that explains how
the expression of gap-genes is initiated along the anterior-posterior axis of Honeybee
embryos. The expression pattern and function of these genes have been discussed in
Chapter 3. As discussed in Chapter 4, ODE-based methods attempt to fit the model
with available physical data to produce a gene network. The models contain unknown
parameters including those which indicate possible interactions between genes. There-
fore, one has to look for proper parameters adaptable to the physical data within a big
search space that leads to an appropriate gene regulatory network. In fact, identifica-
tion of a GRN by only searching in a big search space would be like looking for a needle
in a haystack unless it is searched for in the right direction. One practical approach
is to take into account the available physical results and fix some of the parameters
logically. Fortunately, genetic knockdown results reveal how positively or negatively
the lack of some genes affect the expression of other genes. This helps us to reconstruct
a basic network logically and fix some interactions and their corresponding parame-
ters. To find a proper gene network that describes the expression of the gap-genes, we
do modelling in four subdivisions along the anterior-posterior axis. In the following
sections, I explain the basic network proposed logically, modelling regions and initial
conditions. This chapter also provides the modelling and simulation details for both
ODE-based methods.
70
Figure 5.1: A basic proposed network for regulation of segmentation genes in Honeybee embryos
based on the genetic literature. Green arrows (↑) and red T indicate activations and repressions
respectively. Each interaction is labelled alphabetically referring to their corresponding explanation
in the text. For simplicity, Am- prefixes are removed from the gene names.
5.2 Basic Network
Unlike Drosophila, a model of gene regulatory network that shows possible interactions
between segmentation genes of Honeybee embryos has not been suggested yet. As a
first step, we need to build a basic network based on the published literature. The
idea here is taken from the logical work carried out by Thieffry and his colleagues
where they have proposed graphs for establishment of the dorsal-ventral axis (Sanchez
et al., 1997), gap-genes (Sánchez and Thieffry, 2001), and pair-rule genes (Sanchez and
Thieffry, 2003) in Drosophila embryos.
Figure 5.1 shows the proposed graph of interactions between genes that pattern
anterior-posterior axis in Honeybee embryos. There is no evidence whether the inter-
actions between genes are direct or indirect. Here, we assume them to be direct. The
proposed network is based on the following considerations:
(A1) In the absence of eve2, hb appears in the whole embryo (Wilson M.J., 2012).
This suggests that eve functions as a repressor of hb.
(B) In the absence of eve, kr is expressed weakly in the whole embryo except the
most posterior region (Wilson M.J., 2012). This suggests that eve is a repressor of kr.
(C) In embryos lacking eve, otd1 shows over-expression in the whole embryo except
1A-O refers to each labelled interaction in the proposed network of Figure 5.1.
2For simplicity, Am- prefixes are removed from the gene names in the remainder chapters.
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the most posterior region (Wilson M.J., 2012). Consequently, eve acts as a repressor
of otd1.
(D) Knockdown of ftz results in no expression of hb (Wilson M.J., 2012). Therefore,
in the model proposed here, it is assumed that ftz activates hb.
(E) ftz mutants have loss of anterior region of otd1 (Wilson M.J., 2012). Meanwhile,
as discussed in Chapter 3 ftz is an anterior patterning gene. Therefore, ftz functions
as an activator of otd1.
(F) Knockdown of otd1 causes cad to shift posteriorly (Wilson and Dearden, 2011).
Therefore, we assume that otd1 activates cad in its anterior margin. ChIP-Seq3 in-
formation in Figure 5.2 shows that there are binding sites for otd1 factors on cad
regulatory region. Therefore, this interaction might be a direct one.
(G) otd1 mutations result in missing anterior expression of kr and a reduction or
loss in its central domain expression (Wilson and Dearden, 2011). For this reason we
assume that otd1 functions as an activator of kr. The ChIp-Seq data indicates available
binding sites for this possible interaction ( Fig. 5.3).
(H) Knockdown of otd1 causes no anterior expression of gt but ectopic expression
in the central domain (Wilson and Dearden, 2011). Consequently, otd1 activates gt
in its anterior expression region. Considering ChIP-Seq data in Figure 5.4, there are
binding sites for otd1 on the regulatory regions of gt.
(I) In embryos lacking hb, gt has no anterior expression (Wilson and Dearden,
2011). Thus, hb activates the expression of gt in the proposed model here. According
to Figure 5.4, there are binding sites for this proposed interaction.
(J) Knockdown of hb first shows a reduction in the expression of kr in the central
domain, and later in the next stages there is no anterior and central expression of
kr (Wilson and Dearden, 2011). This suggests that hb functions as an activator of
kr. Considering ChIP-Seq data in Figure 5.3, there are binding sites for hb on the
regulatory regions of kr.
(K) In the absence of hb, cad is reduced from central regions, and posterior domain
shifts to the most posterior end (Wilson and Dearden, 2011). Therefore, hb functions
as an activator of cad. Figure 5.2 shows that hb has binding sites on the regulatory
regions of cad.
3ChIP-sequencing (ChIP-Seq) is a method used to analyse protein interactions with DNA. It iden-
tifies where a specific protein resides in chromatin throughout the genome. The data here have been
extracted by Megan Leask at the laboratory for Evolution and Development at the University of
Otago. She uses IGV tool (Thorvaldsdóttir et al., 2012) to map binding sites for possible regulators
on genes (only available for otd1, hb, and cad).
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Figure 5.2: cad binding sites. Here, the blue peaks are molecular evidence where otd1, hb, and
cad (in top to bottom order), the transcription factors, might bind in that location to regulate the
expression of cad. The span in the top of the image lists the number of bases currently displayed
(Thorvaldsdóttir et al., 2012) (Cridge, A, Leask, M and Dearden P.K. Unpublished data).
Figure 5.3: kr binding sites. Here, the blue peaks are molecular evidence where otd1, hb, and cad (in
top to bottom order), the transcription factors, might bind in that location to regulate the expression
of kr. The span in the top of the image lists the number of bases currently displayed (Thorvaldsdóttir
et al., 2012) (Cridge, A, Leask, M and Dearden P.K. Unpublished data).
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Figure 5.4: gt binding sites. Here, the blue peaks are molecular evidence where otd1, hb, and cad (in
top to bottom order), the transcription factors, might bind in that location to regulate the expression
of gt. The span in the top of the image lists the number of bases currently displayed (Thorvaldsdóttir
et al., 2012) (Cridge, A, Leask, M and Dearden P.K. Unpublished data).
(L) In embryos lacking eve, cad is distributed anteriorly and it keeps its posterior
border. This suggests that eve represses the expression of cad in the anterior region,
which determines cad ’s anterior border.
(M) Knockdown of eve causes no anterior expression of gt, but the posterior ex-
pression is expanded towards anterior. Therefore, eve might activate the expression of
gt in the anterior region, but it determines the anterior border of gt ’s posterior domain
by repressing it in that area. One of these functions might be an indirect interaction,
though.
(N) ftz mutations result in missing anterior expression of gt. This suggests that ftz
is an activator of gt in the anterior region. However, it does not show an effect on the
posterior domain of gt.
(O) Knockdown of ftz, kr shifts to the posterior, and it is expressed weakly. This
implies that the expression of kr from its posterior border is repressed by ftz.
eve and ftz are expressed maternally throughout the embryo, but they are not
functional towards the anterior and the posterior end respectively. Later at stage 4,
their zygotic expression appears in a broad abdominal area that will be transformed into
a striped pattern (see Fig. A.30 and Fig. A.35). The knockdown of other genes affects
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Figure 5.5: Subdivisions of the anterior-posterior axis into four regions consisting of R1, R2, R3,
and R4.
the striped pattern of eve, while there is no genetic data showing how ftz changes with
the lack of other genes. Therefore, eve and ftz are assumed to function as maternal
input factors in the proposed network. Two other discussed segmentation genes in
Chapter 3, run and otd2, cooperate with eve and otd1 to pattern the anterior and the
posterior regions respectively. There is not enough information about the expression
domain of run in early stages as can be seen in Chapter 3. However, knockdown results
reveal almost similar behaviour for run and eve (see Appendix B). Lack of otd2 also
shows insignificant effects on other genes (see Appendix B). Consequently, we eliminate
these two genes in the gene network that we introduce here. Therefore, five genes are
considered in modelling consisting of otd1, hb, cad, gt, and kr. eve and ftz are input
genes to the system.
5.3 Modelling Regions
Initial conditions and target models are taken from the experimental results represented
in Appendix A. The available data are images of embryos stained for their segmenta-
tion genes in early stages, showing the domain of related mRNAs at a few stages of
development along the anterior-posterior axis. We quantified these images giving the
concentration level of each mRNA between 0 to 1 along the axis. The initial values are
taken from stages 2 and 3 and the next expression point is at stage 4. Consider that
stripes of genes appear at late stage 4 or stage 5, and the modelling is performed before
the stripes appear. The segmentation occurs in the trunk consisting of future posterior
head (gnathal), thoracic and abdominal segments (about 20–90%EL). Approximately,
the axis is subdivided into four regions based on the following data.
1. otd1 is expressed maternally between 0–60% EL with higher concentration to-
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Figure 5.6: An example of quantifying the expression domain.
wards the anterior end, but at later stages it becomes weaker and appears in the
anterior end (see Fig. A.5).
2. hb is also expressed maternally between 0–60% EL with higher concentration
towards the anterior end, and at later stages it is expressed in two domains
about 20–40% and 70–90% EL (see Fig. A.10).
3. cad appears maternally in the anterior area with no functions, but its zygotic
expression appears in about 40–100% EL (see Fig. A.15).
4. gt is expressed maternally between about 0–55% EL with higher concentration
towards the anterior end. Its zygotic expression appears in about 0–40% and
75–90% EL (see Fig. A.20).
5. kr is expressed between 40–60% EL at stage 2. It keeps this domain at stage 4
as well (see Fig. A.25).
Based on the above mentioned numbers, the regions approximately span (Fig. 5.5):
• R1: 20–40% EL
• R2: 40–60% EL
• R3: 60–75% EL
• R4: 75–90% EL
In these regions, the most anterior and posterior ends are not considered as they
are regulated by terminal genes (discussed in Chapter 3). The approximate values for
initial conditions and target models are displayed in Table 5.1.
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Table 5.1: The initial and target values for Honeybee embryos.
Initial values in Regions Target values in Regions
Genes R1 R2 R3 R4 R1 R2 R3 R4
otd1 0.75 0.5 0 0 0.5 0 0 0
hb 0.75 0.5 0 0 0.75 0 0 0.75
cad 0 0.7 0.7 0.7 0 0.75 0.75 0.75
gt 0.75 0.5 0 0.5 0.75 0 0 0.5
kr 0 0.75 0 0 0 0.75 0 0
These values are estimated from the images presented in Appendix A. As discussed
in the appendix, 0 shows a non-expression domain, and 1 is for a point with the highest
concentration level of expression. For example, Figure 5.6 shows the quantified version
of the expression domain of otd1 at stage 2, where an average value for region R1
is 0.6338 and for region R2 is 0.4024. Because the main image contains noise in its
background, the non-expression domain shows a non-zero value like 0.1 in the figure.
We consider 0.75 (a high level of expression value) for region R1, and 0.5 (a medium
level of expression value) for region R2. The other regions are approximated by 0. This
method is applied for all other images. There is no information that if, for example,
image A and B have different colour intensity, they show different expression level.
Therefore, in all images 0.75 is for the highest expression level, and 0.5 is considered
for the medium expression level. We also consider 0.6 for eve and ftz (input factors)
as they do not show a very high concentration level of expression.
5.4 ODEs and the computational modelling details
Both ODE-based methods disused in Chapter 4 are applied to model the segmentation
genes of Honeybee. I explain the details in the following.
Hill-function-based method: Applying equation 4.35 to the given genes results in














ρ(Txmpm, Sxm, kxm)− x(t)
)
p ∈ {e, f, o, h, c, g, r}
(5.1)
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For x = o, h, c, g, r4. In this equation, T (regulatory parameter) determines a possible
interaction between gene x with another gene in the network. The range of param-
eters vary as displayed in Table 5.2. We use a similar search space as in Drosophila
(Von Dassow and Odell, 2002).
Table 5.2: The parameter search space
Parameter Range
k 10−3 – 1
H 5–100
S 1–10
T 0 – 1
Gene circuit method: Based on our available expression data, we use equation 4.43








t + hx , T = [Tox, Thx, Tcx, Tgx, Trx] , and Mx = [Iex, Ifx]
(5.3)
Here, x = o, h, c, g, r, X = [o, h, c, g, r], and I = [e, f ]. The values of T vary between
-1 to 1 revealing possible interactions between gene x with other genes. Tyx < 0 means
that y acts as an inhibitor of x, and for Tyx > 0, y is an activator of x. If Tyx is 0
(or close to 0), y has no interaction with x. The other parameters (Rx, λx, and hx)
in above equations are set empirically in the models performed for Drosophila with a
large range. As discussed in Chapter 4, hx is a threshold parameter representing the
level of expression when there are no regulators. It varies between 0.01 to 0.3 in our
experiments. We set the range of Rx between 0.1 to 0.9. λx is Ln(2) by the inverse of
the half-life of x (Jaeger et al., 2007). We assume half-lives change between 1 to 100
(Table 4.3); that means λx is approximately in the range of (0.07 0.6).
4In all the equations, for simplicity we use the following abbreviations for the genes: e: eve, f : ftz,
o: otd1, h: hb, c: cad, g : gt, and r : kr
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Optimisation: Equations 5.1 and 5.2 illustrate how the concentration of mRNA x
changes over time. Generally, the equations can be written as:
dX
dt
= f(X,P, I) (5.4)
Where, the state variable and input are:
X = [o, h, c, g, r] and I = [e, f ] (5.5)
Here, P is the set of unknown parameters and I is inputs. For an initial state X0(t0)
(initial values in Table 5.1) and a predicted parameter set P0, there is a solution to the
equations as Xm(tf ). If the error between the physical experiment results (Xt: target
values in Table 5.1) and those obtained from the model (Xm) is small enough, P0 is an
acceptable parameter set in a particular region. To obtain a proper set of parameters,
simulated annealing optimisation is applied. The initial temperature is 100, and the
cooling rate is 0.97. In each iteration, a local step is taken in the parameter space to
find new parameters that minimise the cost function. This step is in a random direction
with ±2% from the current parameters. For Hill coefficient parameters (S), which are
discrete numbers, the random direction is ±1. If the difference (|Xm−Xt|) is less than
0.15, those parameters are considered as a solution and the algorithm stops.
Biologically, there is one similar network in all nuclei (cells), but in different regions
some of the interactions are inactive. Considering this fact and thus the basic network
(Fig. 5.1), some of the interactions (11 of them) are already known in equations 5.1
and 5.2, which reduces the number of unknown parameters from 200 and 50 to 156
and 39 in equations 5.1 and 5.2 respectively. There are still many unknown parameters
in equation 5.1 that makes finding consistent results impossible. Therefore, based on
biological facts and assumptions, we try to fix as many parameters as possible. Each
region has its own restrictions, which I explain in related sections in Chapter 7.
Implementation: We solve the ODEs using the method discussed in Appendix C. I
use MATLAB (MATLAB, 2011) for coding and the implementations are performed on
two servers, Dell PowerEdge R815 Server and Dell PowerEdge R710 Server with the
following features:
• Dell PowerEdge R815 Server:
– CPU type: 4 × AMD Opteron(TM) Processor 6276, 2.3 GHz, 16MB Cache
– Number of cores per CPU: 16
79
– Total number of cores: 64
– DDR3 1600 MHz RAM
– Total amount of RAM: 512 GB
• Dell PowerEdge R710 Server:
– CPU type: 2 × Intel(R) Xeon(R) CPU X5550 2.66GHz, 8MB Cache
– Number of cores per CPU: 4
– Total number of cores: 8
– DDR3 1066 MHz RAM
– Total amount of RAM: 32 GB
Each implementation for different regions of an embryo takes 10 to 24 hours (more
or less) to complete. Each cycle of calculations takes on average 0.2 seconds. We repeat
experiments several times to get consistent results.
5.5 Summary
In this chapter, I introduced the genes that we consider in our modelling. The modelling
idea is to reconstruct a gene regulatory network that describes the expression pattern
of the given genes. In the first section, we suggested a basic gene network based on
genetic evidence that helps us to restrict our searching space. I also explained two sets
of ODEs that are applied to model the given genes. Both ODEs deal with a number of
unknown parameters. The parameters are predictable when considering our available
physical data. The data vary along the anterior-posterior axis of the embryos and that
made us subdivide the axis into four regions. We apply ODEs to each region to find
proper parameters and thus possible active interactions in each region. In fact, this





In the previous chapter, the modelling domains of embryo were determined logically
based on the genetic evidences. This chapter represents how the basic network is
extended in order to reduce the number of unknown parameters. I also explain the
developed methods applied in the modelling of the network.
6.1 The possible extended network
Possible active interactions along with our fixed proposed network (Fig. 5.1) are de-
termined based on the genetic facts and the expression domain of the genes (discussed
in Chapter 3 and see also Fig. 3.18). I explain them in the following.
Region R1: Considering their expression domain and genetically functional cate-
gorisation, kr and cad are not functional regulators in this region.
• Here, otd1 is located maternally, and it keeps its expression domain as time
progresses. hb, otd1, and gt might function as activators of otd1. ftz regulates
the expression of otd1 positively in this region. ChIP-Seq data shows that otd1
and hb have binding sites on the regulatory region of otd1 (see Fig. 6.1).
• Similarly, otd1, hb, and gt are possible activators of hb. ftz is a positive regu-
lator for the expression of hb. Considering the ChIP-Seq information, there are
available binding sites for otd1 and hb on the regulatory site of hb (see Fig. 6.2).
• gt might work as a repressor of cad. otd1 and hb regulate it positively according
to the genetic evidence. One should be reminded that the knockdown of ftz does
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Figure 6.1: otd1 binding sites. Here, the blue peaks are molecular evidence where otd1, hb, and cad
(in top to bottom order), the transcription factors, might bind in that location to regulate the expres-
sion of otd1. oc in Drosophila is otd, and it is occasionally annotated in this name in other genomes.
The span in the top of the image lists the number of bases currently displayed (Thorvaldsdóttir et al.,
2012) (Cridge, A, Leask, M and Dearden P.K. Unpublished data).
not affect the expression of cad from its anterior border (in this region).
• kr is not expressed in this region, and gt possibly inhibits its expression. Notice
that otd1 and hb regulate it positively and eve is a negative regulator of kr.
Meanwhile, in the absence of ftz, kr shifts to the posterior and it is expressed
weakly. That means ftz does not affect it from its anterior border (in region R1)
but possibly repressing kr from its posterior boundary.
Region R2: In this region the basic network is extended with the following possible
interactions:
• otd1 is losing its expression domain as time progresses; and kr and cad might
repress its expression. eve and ftz show negative and positive effect on it respec-
tively. As can be seen from ChIP-Seq data (Fig. 5.2), cad has binding sites on
the regulatory area of otd1.
• Similarly, kr and cad are possible repressors of hb. eve and ftz also show negative
and positive effects on the expression of hb respectively. cad can bind to the
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Figure 6.2: hb binding sites. Here, the blue peaks are molecular evidence where otd1, hb, and cad (in
top to bottom order), the transcription factors, might bind in that location to regulate the expression
of hb. The span in the top of the image lists the number of bases currently displayed (Thorvaldsdóttir
et al., 2012) (Cridge, A, Leask, M and Dearden P.K. Unpublished data).
available binding sites of gene hb based on Figure 6.2.
• cad is active in this area, and cad and kr might function as activators of cad.
otd1 and hb regulate it positively. Considering Figure 5.2, cad has binding sites
on cad.
• Similarly, kr is active in this area, and cad might function as its activator. Mean-
while, kr might have an auto-regulatory interaction as it keeps its expression do-
main in this region up to late in stage 4. otd1 and hb regulate the expression of
kr positively. There are available binding sites for cad to regulate the expression
of kr (see Fig. 5.3).
• gt is also losing its expression domain in this area. kr and cad might act as
repressors of gt. The other possible regulators have positive effects on gt in the
anterior region. cad can bind on the available binding sites on the regulatory
region of kr (see Fig. 5.3).
Region R3: The extended network in this region is determined based on the follow-
ing:
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• otd1 and hb do not appear in this part. cad might repress the expression of them.
The physical knockdown results show that eve and ftz regulate them negatively
and positively respectively. There are binding sites for cad on the regulatory
regions of otd1 and hb according to ChIP-Seq data, Figure 6.1 and Figure 6.2
respectively.
• cad is active in this region, and cad and ftz might activate its expression. The
possible regulator, cad has binding sites on cad (see Fig. 5.2).
• gt does not appear in this region, and cad is a possible repressor of that. The
genetic data shows that ftz does not affect the expression of gt in the posterior
regions. Further, eve regulates it negatively according to the physical knockdown
results. According to Figure 5.4, there are available binding sites for cad on the
regulatory regions of gt.
• kr is not expressed in this area, and ftz and cad possibly repress its expression.
eve also shows a negative effect on it.
Region R4: In the regions discussed so far, all the genes are located maternally and
the extended network attempts to explain why they lose or keep their expression domain
as development progresses. In this region, hb, cad, and gt are expressed zygotically.
This requires having a posterior patterning gene (initialiser). As discussed in Chapter 3,
nanos (Dm-nos) represses the expression of Dm-hb from posterior regions, and Dm-bcd
represses the expression of Dm-cad from anterior regions in Drosophila embryos. This
determines the anterior and posterior regions in the insect in earlier stages. In Honeybee
ftz, otd1, and hb are anterior patterning genes and eve is a posterior patterning gene
(Fig. 3.18). The expression pattern of nos has been studied (Dearden, 2006), but
there is no genetic evidence about how this gene’s knockdown could affect others. nos
expression pattern (Fig. A.36) shows that it appears in the posterior half with higher
concentration towards the posterior end at very early stages. Considering these facts,
we assume that nos is a posterior patterning gene and initialises the expression of some
other genes in this region. This assumption helps us explain how the anterior-posterior
axis is established initially. Therefore, the extended network is determined in this area
based on the following:
• The expression of otd1 might be repressed by cad. eve regulates it negatively.
cad has binding sites on the regulatory region of otd1 (see Fig. 5.2).
84
• nos is a possible activator of the expression of hb. eve shows a negative effect on
it.
• cad and nos might activate the expression of cad. As can be seen from Figure
5.2, there are binding sites for cad on the regulatory site of cad.
• nos is a possible activator of gt. Physical knockdown of ftz does not show changes
on the posterior expression of gt, and eve regulates it negatively in the posterior
region.
• kr does not appear in this region, and cad possibly represses its expression. eve
and ftz show negative effects on its expression. There are available binding sites
for cad to regulate the expression of kr (see Fig. 5.3).
Based on the above lists, all plausible interactions are determined to produce our
proposed extended network as can be seen in Figure 6.3.
6.2 Applied Methodology
In the following, I discuss the methodology that is developed to model the network in
the regions.
Subnetworks: Because it is not necessarily the case that all these interactions are
active in all nuclei along the anterior-posterior axis, we consider subnetworks in each
modelling region and test them using both discussed ODE-based methods. That means
the network can be considered as subnetworks. Each subnetwork is active in a specific
region. Subnetworks are determined logically based on the gene expression data. For
example, if gene A is expressed in region X, it can be considered as a potential regulator
in the region and thus in the related subnetwork. Therefore, one will be able to conclude
logically the subnetworks in each region.
Optimisation criteria: The experiments are repeated several times (10–15) to find
consistent results. The optimisation algorithm stops when errors between produced
concentration values of mRNAs and those quantified from physical data are minimised,
considering each mRNA individually. The error must be less than 0.12 for each mRNA.
Therefore, the results of ODEs1 between 0 to 0.12 are no gene expressions, 0.5±0.12 are
1Consider that we only look at the outputs of the ODEs when they reach their steady states.
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Figure 6.3: The extended possible network. Arrows (↑) and T ( ) indicate activations and repressions
respectively. The blue and red ones are possible interactions added based on the facts discussed in
the text. eve, ftz, and nos function as input factors. The green interactions are suggested based on
the genetic literature discussed in Chapter 5.
medium levels of gene expressions, and 0.75±0.12 are high levels of gene expressions.
We also calculated Euclidian distance between output and target values (considering all
mRNAs together) to compare the results derived from the repeats for each experiment.
Experiments: Three different experiments are applied for each region: Hill-function-
based method with not-fixed parameters, Hill-function-based method with fixed param-
eters, and gene circuit method.
In Hill-function-based method, the parameters appear mainly in four groups: reg-
ulatory parameters (T)2, half-maximal activation values (K), Hill-function coefficients
(S), and half-lives (H) (these parameters are defined in Section 5.4.). The regulatory
parameters reveal active interactions. Basically, a gained value should show how strong
an interaction is. Therefore, one expects that a low value (close to zero) is negligible,
meaning that there is no interaction between the given genes. To find out if a value of
a regulatory parameter represents whether an interaction between two given genes is
active, we set it to zero and then calculate the output of the ODEs with the rest of the
2In all related parameters, for simplicity we use the following abbreviations for the genes: e: eve,
f : ftz, n: nos, o: otd1, h: hb, c: cad, g : gt, and r : kr. For example, Sg → h shows the Hill-function
coefficient in a model that gt activates hb.
86
values for each experiment. This helps us to decide whether the proposed interaction
is necessary in the network.
In order to decrease the number of unknown parameters, the half-life values and
Hill-function coefficients are fixed into different numbers in their allowed range in each
experiment. This builds Hill-function-based method with fixed parameters which are
tested in this thesis.
In gene circuit method, there are three different type of parameters: interaction
parameters (T), decay rates (L), and threshold values (h). Transcription rates are fixed
in the experiments, as can be found their values in the table. Considering Equation
5.2, the transcription factors do not control the structure of a network, and therefore,
we fix them to reduce the number of unknown parameters. Similar to the previous
analysis, we set the regulatory parameters to zero to examine how their absence affect
the outputs.
Specificity testing: Once all the experiments are done and the most likely sub-
network is found in each region, it is necessary to test the specificity of candidate
subnetwork. Here, we test the achieved subnetwork in two ways for its uniqueness.
First, we eliminate regulators individually in each subnetwork to examine whether
the model fits the data. The optimisation is run with the same stop criteria as in
the main experiments (the error must be less than 0.12 for each mRNA) for each
subnetwork with an eliminated regulator. Each experiment is run for at least 36 hours.
If the optimisation never stops, that means that the suggested network does not work
properly without the known regulators, and, therefore, those regulators are unique
(and also necessary) to a specific region.
In the second way, a subnetwork is tested with different data sets (patterns), where
the optimisation is performed each time with similar stop criteria. Data sets are either
taken from the other regions or selected randomly. Similarly, we run the optimisation
for at least 36 hours. If the running never stops, that indicates that the network is
specific in the related region and the interactions are necessary to describe how the
genes are expressed in this region.
6.3 Summary
In this chapter, we extended the basic network by adding plausible interactions in each
modelling region. The chapter also explains a developed method that we use to find
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the most likely subnetwork in each region. In the next chapter, the results gained from




This chapter represents the results obtained from modelling of gap-genes of Honeybee
embryos. Both discussed ODE-based modelling methods are applied to test the net-
work in each region. The experiments are repeated several times (10–15 times) to get
consistent results. The mean and standard deviation of the predicted concentration
level of the mRNAs obtained from all the experiments in comparison with the quanti-
fied physical ones for each region are displayed in Figure 7.1, Figure 7.2, and Figure 7.3
for the mentioned experiments respectively. From the figures we can see that there is
a small error between the physical data and those produced by modelling. Therefore,
the optimisation algorithm finds the best-fitting parameters in the all experiments for
each region. I explain the obtained values for each region in the following sections.
7.1 Region R1
We consider six possible active interactions along with the fixed ones in this region.
The fixed interactions are taken from the basic network introduced in Section 5.2 and
Figure 5.1. However, all the interactions in the figure are not necessarily effective in
the anterior part as described in that section. Therefore, 18 interactions generate a
subnetwork for region R1. The list of the all interactions are indicated in Table 7.1
through their half-maximal activation values. The subnetwork builds four positive
feedback loops consisting of otd1-hb, hb-gt, gt-otd1, and otd1-hb-gt. As mentioned
in Chapter 4, feedback loops play fundamental roles in initialising development in
biological systems. We test our network by applying both ODE-based methods the
results of which are explained hereafter.
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Figure 7.1: The mean and standard deviations of concentration levels derived from applying the
Hill-function-based method with not-fixed parameters. In the graph, the following abbreviations
show the gene names: o: otd1, h: hb, c: cad, g : gt, and r : kr. In this figure, × shows the values
estimated from the physical data for each gene. An experiment for each region is repeated 10–15 times.
The outputs of the ODEs are considered when they reach their steady states. The mean value of the
concentration levels of each mRNA derived from all the experiments is denoted by squares. The error
bar around the squares show the spread of the data ± one standard deviation of the concentration
level for each mRNA. As we can see, there is a small error (less than 0.12) between the physical data
and those obtained from the experiments.
90














































































































Figure 7.2: The mean and standard deviations of concentration levels derived from applying the
Hill-function-based method with fixed parameters. In the graph, the following abbreviations show
the gene names: o: otd1, h: hb, c: cad, g : gt, and r : kr. In this figure, × shows the values estimated
from the physical data for each gene. An experiment for each region is repeated 10–15 times. The
outputs of the ODEs are considered when they reach their steady states. The mean value of the
concentration levels of each mRNA derived from all the experiments is denoted by squares. The error
bar around the squares show the spread of the data ± one standard deviation of the concentration
level for each mRNA. As we can see, there is a small error (less than 0.12) between the physical data
and those obtained from the experiments.
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Figure 7.3: The mean and standard deviations of concentration levels derived from applying the
gene circuit method. In the graph, the following abbreviations show the gene names: o: otd1, h:
hb, c: cad, g : gt, and r : kr. In this figure, × shows the values estimated from the physical data for
each gene. An experiment for each region is repeated 10–15 times. The outputs of the ODEs are
considered when they reach their steady states. The mean value of the concentration levels of each
mRNA derived from all the experiments is denoted by squares. The error bar around the squares
show the spread of the data ± one standard deviation of the concentration level for each mRNA. As
we can see, there is a small error (less than 0.12) between the physical data and those obtained from
the experiments.
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7.1.1 Results of applying the Hill-function-based method
The network is tested in two conditions: Not-fixed parameters and Fixed parameters
(half-lives and Hill-function coefficients).
Not-fixed parameters: The number of unknown parameters is 47. The values of
parameters vary in the ranges discussed in Section 5.4. The experiment is repeated
14 times. Table 7.1 summarises the values of 47 parameters obtained from all the
experiments. We are interested in six possible active interactions in this region, as can
be seen from the table.
Two experiments in the following are to explain how the values are analysed. Every
time, one regulatory parameter is set to zero, and the outputs of ODEs are calculated.
The six derived outputs are compared with the one obtained from the original data.
The following list shows the analysis result:
• Experiment 2 (Fig. 7.4a):
– The value of Th→ o
1 is set to 0. Omitting this interaction results in reducing
the expression of otd1, hb, and gt and also increasing the expression of kr
as can be seen from the figure.
– Figure 7.4a shows that setting the value of Tg→ o to 0 has no changes in the
outputs.
– The value of To→ h is set to 0, and that causes slight reduction in the ex-
pression of otd1, hb, and gt and also increasing the expression of kr.
– The figure also illustrates that when the value of Tg→ h is set to 0, there are
almost no expressions of otd1, hb, and gt and also increasing significantly
the expression of kr.
– Setting the value of Tg a c and Tg a r to 0 results in only increasing the ex-
pression of cad and kr respectively.
• Experiment 10 (Fig. 7.4b):
– The value of Tg→ o and To→ h are set to 0, and that results in reducing the
expression of otd1, hb, and gt.
1In all interactions in this chapter, an arrow ( −→ ) shows activation and reverse T ( ) represents
repression.
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– Setting the value of Tg→ h to 0 slightly reduces the expression of otd1, hb,
and gt.
– Like the above experiment, setting the values of Tg a c and Tg a r to 0 causes
high expression of cad and kr respectively.
– The value of Th→ o is set to 0, and that results in no changes in the outputs.
In Experiment 10, the value of Th→ o is very small, and it does not produce any changes
in the outputs. In Experiment 2, the value of two regulatory parameters are close
together (Tg→ o: 0.4087 and Tg→ h: 0.3909), but they do not produce similar effects
on the outputs. Comparing their half-maximal activation values shows that gt must
have a high level of concentration to activate otd1 (Kg→ o: 0.5681 and Kg→ h: 0.1368).
Therefore, T is not the only parameter that indicates how strong an interaction is.
Removing interaction gt −→ otd1 not only reduces the expression of otd1, but it
changes the expression of other genes. This is because of otd1 ’s indirect effect on other
genes that also occurs with some other interactions.
In a similar way for all the other experiments, those interactions that do not affect
the outputs are highlighted in Table 7.1. As can be seen from the table, most of the
experiments support interactions gt cad (85%) and gt −→ hb (78%). Interactions
hb −→ otd1 and gt kr occur in 64% of the repeats. However, gt −→ otd1 and otd1
−→ hb are effective in only six experiments. Overall, gt functions as a repressor of cad
and an activator of hb in most of the experiments.
Fixed parameters: The number of unknown parameters becomes 24. We repeat
the experiments 12 times. Table 7.2 shows the predicted values for the parameters
including fixed ones. With a similar analysis, we find the active interactions. Two
experiments are explained in the following.
• Experiment 1 (Fig. 7.4c):
– The values of Th→ o, Tg→ o, and Tg→ h are set to 0, and that results in
reducing the expression of otd1, hb, and gt and also increasing the expression
of kr. However, Th→ o has more effects on the outputs than the others do as
Figure 7.4c shows.
– Setting the values of Tg a c and Tg→ h to 0 does not change the outputs.
– The value of Tg a r is set to 0, and that causes a very high expression of kr
as expected.
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Table 7.1: Hill-function-based with Not-fixed parameters: R1
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13 14
E. D.a 0.1585 0.1791 0.1414 0.1869 0.149 0.1854 0.1607 0.1559 0.147 0.1522 0.159 0.1477 0.1409 0.1723
Th→ o
b 0.5747 0.07303 0.4743c 0.08876 0.2182 0.1405 0.07819 0.04486 0.02455 0.04015 0.2239 0.2474 0.107 0.06431
Tg→ o 0.09204 0.4087 0.3227 0.1335 0.6712 0.02032 0.1106 0.2086 0.3318 0.5833 0.1245 0.04601 0.2094 0.04687
To→ h 0.2288 0.7741 0.07633 0.1356 0.07521 0.01816 0.4671 0.02617 0.006898 0.06591 0.2534 0.3377 0.03759 0.1561
Tg→ h 0.3408 0.3909 0.5129 0.5402 0.05374 0.3025 0.2172 0.02966 0.1882 0.1866 0.07671 0.2738 0.6025 0.1079
Tg a c 0.434 0.4759 0.6593 0.03028 0.5216 0.1617 0.3922 0.05252 0.1833 0.3611 0.3703 0.5796 0.04781 0.3192
Tg a r 0.4137 0.5809 0.2147 0.1169 0.3704 0.01542 0.4712 0.2266 0.1149 0.3321 0.4246 0.2545 0.6239 0.1026
Kf → o
d 0.1691 0.5576 0.1627 0.06241 0.03486 0.07598 0.5586 0.06677 0.03266 0.2076 0.2435 0.0141 0.02556 0.05848
Kh→ o 0.5968 0.06649 0.6418 0.5021 0.2432 0.1439 0.05556 0.03964 0.2576 0.1491 0.1314 0.2249 0.1003 0.04587
Kg→ o 0.4661 0.5681 0.2476 0.1238 0.5785 0.4512 0.129 0.4127 0.3235 0.4921 0.1934 0.1231 0.2965 0.1986
Kf → h 0.02461 0.1324 0.524 0.04127 0.08893 0.06677 0.4793 0.06667 0.06415 0.04244 0.2258 0.0554 0.1358 0.3948
Ko→ h 0.05592 0.497 0.7079 0.2912 0.2263 0.003911 0.4404 0.2707 0.2936 0.01854 0.4175 0.4438 0.1507 0.08262
Kg→ h 0.5412 0.1368 0.388 0.3924 0.03837 0.4331 0.1633 0.01355 0.1139 0.1695 0.05661 0.1998 0.2622 0.1602
Ko→ c 0.1905 0.1915 0.217 0.4051 0.1585 0.04586 0.09923 0.01053 0.002418 0.0787 0.05298 0.08187 0.4518 0.2002
Ke→ g 0.5995 0.2035 0.06399 0.03657 0.006311 0.1187 0.07065 0.1756 0.4827 0.008184 0.2107 0.006752 0.426 0.7779
Kf → g 0.2178 0.5955 0.1375 0.06462 0.2509 0.02355 0.1396 0.002427 0.1695 0.2192 0.5848 0.3331 0.7214 0.4748
Ko→ g 0.1959 0.3244 0.1472 0.2552 0.3326 0.3177 0.2016 0.3912 0.1014 0.5447 0.2132 0.168 0.4266 0.4353
Kh→ g 0.4881 0.4142 0.7084 0.1442 0.1325 0.3088 0.7409 0.326 0.5705 0.2781 0.253 0.8642 0.2566 0.2612
Ko→ r 0.1941 0.2941 0.5383 0.3762 0.3049 0.7245 0.4698 0.2115 0.3887 0.07131 0.03049 0.4261 0.2748 0.5485
Kh→ r 0.3332 0.04817 0.4274 0.6982 0.1523 0.5141 0.1571 0.005769 0.7912 0.2254 0.7037 0.01705 0.4441 0.4111
Ke a o 0.2816 0.5148 0.05685 0.2395 0.3455 0.2249 0.4908 0.09497 0.09893 0.0891 0.09064 0.2465 0.2604 0.2691
Ke a c 0.1867 0.1801 0.06362 0.4397 0.004221 0.0423 0.1317 0.1843 0.21 0.09401 0.1737 0.4594 0.05759 0.4947
Kg a c 0.08733 0.1913 0.1001 0.1811 0.2373 0.07531 0.03486 0.01238 0.08768 0.1033 0.1401 0.1085 0.05896 0.1335
Ke a r 0.02901 0.3776 0.5167 0.002357 0.5776 0.356 0.4617 0.006998 0.1714 0.2418 0.4232 0.6253 0.1597 0.2523
Kg a r 0.1396 0.2348 0.7753 0.3001 0.1041 0.7828 0.08904 0.01833 0.2279 0.0688 0.242 0.03525 0.01544 0.2212
Sf → o
e 7 4 7 8 7 4 6 3 6 7 3 5 4 5
Sh→ o 7 4 9 6 10 3 3 5 7 10 3 8 3 3
Sg→ o 10 8 3 3 4 7 7 8 3 5 9 9 6 4
Sf → h 5 9 9 7 5 8 8 8 10 9 3 4 6 10
So→ h 3 6 3 6 8 3 9 5 6 5 4 3 8 8
Sg→ h 8 3 8 4 4 6 8 6 3 7 6 6 3 7
So→ c 4 5 3 6 4 6 4 10 5 3 10 4 5 3
Se→ g 6 5 5 8 3 10 6 7 7 8 8 4 8 7
Sf → g 10 4 7 10 9 4 9 7 7 9 7 9 7 3
So→ g 3 6 3 5 10 7 5 10 3 7 6 5 8 10
Sh→ g 4 10 6 3 3 3 3 4 9 4 8 8 3 9
So→ r 4 8 7 3 5 8 9 9 8 7 3 5 7 6
Sh→ r 10 6 9 9 9 10 7 8 4 7 4 10 4 10
Se a o 8 8 4 6 10 5 6 5 8 10 8 10 5 3
Se a c 3 9 5 8 9 4 8 10 8 3 8 7 10 5
Sg a c 4 4 4 8 7 10 8 5 7 4 9 10 10 4
Se a r 4 9 8 4 8 6 4 7 7 5 8 4 8 4
Sg a r 3 10 6 8 3 3 4 4 4 5 8 5 8 9
Ho
f 89.71 36.71 13.19 15.09 31.57 32.89 41.07 21.24 6.852 10.64 24.81 82.89 32.1 37.73
Hh 7.358 60 26.67 12.32 28.95 54.15 20.52 59.04 22.53 47.18 11 13.32 12.96 53.03
Hc 68.9 58.74 32.46 50.62 58.51 90.11 18.34 31.86 25.69 22.11 49.66 51.08 40.28 45.81
Hg 70.97 29.5 47.82 85.17 83.32 7.268 12.2 18.78 10.84 20.76 61.93 24.6 35.59 19.6
Hr 7.44 22.76 33.9 75.69 21.41 32.48 7.885 25.09 15.77 38.47 11.23 47.71 5.63 45.34
a
Euclidian distance between output and target values
b










• Experiment 12 (Fig. 7.4d):
– The value of Th→ o is set to 0, and that causes reducing the expression of
otd1, hb, and gt moderately.
– Setting the value of Th→ o to 0 results in almost no expression of otd1, hb,
and gt.
– The value of To→ h is set to 0, and that results in reducing the expression of
otd1 and gt, and no expression of hb as can be seen from Figure 7.4d.
– The value of Th→ o is set to 0, and that has almost no changes on the outputs.
– As the figure shows, setting the values of Tg a c and Tg a r to 0 causes increas-
ing the expression of cad and kr respectively.
In Experiment 1, Tg→ h has higher values than Tg→ o. However, it also has a higher
value of half-maximal activation ( Kg→ h: 0.5145 and Kg→ o: 0.3422), and that causes
Tg→ h shows smaller changes in the outputs. In that experiment, Tg a r is a high value
with a relatively small value of corresponding K. Therefore, Tg a r is very effective on
the outputs. In Experiment 12, Tg→ o is greater than Th→ o, which also is more effective
on the outputs.
Similarly, ineffective interactions are highlighted in Table 7.2 for all the experiments.
The table shows that gt kr is an active interaction in all the experiments, except
Experiment 5. Interactions gt −→ otd1 and gt −→ hb are active in 75% and 66.67% of
the experiments respectively. Meanwhile, interactions hb −→ otd1 in 58%, otd1 −→
hb in 50%, and gt cad in 41% of the repeats are active.
7.1.2 Results of applying the gene circuit method
The number of unknown parameters is 16 for this method. The experiments are re-
peated 13 times. Table 7.4 summarises the predicted values for all the repeats. Two
results are selected to explain here.
• Experiment 2 (Fig. 7.4e):
– The figure shows that setting the first four parameters to 0 causes small
changes in outputs. However, when To→ h is set to 0, it produces slightly
bigger changes than the others do.
– The values of Tg a c and Tg a r are set to 0, and that results in increasing the
expression of cad and kr respectively.
96
Table 7.2: Hill-function-based with fixed parameters: R1
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12
E. D. 0.1617 0.1312 0.1745 0.1927 0.1904 0.1562 0.1712 0.1491 0.1667 0.1622 0.1393 0.1927
F. H.a 50 40 25 35 35 35 25 15 40 40 35 40
F. S.b 5 5 4 4 4 6 7 3 4 4 4 4
Th→ o 0.4329 0.05427 0.1464 0.05257 0.4027 0.23 0.2393 0.3639 0.04879 0.07239 0.1897 0.349
Tg→ o 0.353 0.1406 0.1425 0.103 0.2024 0.1462 0.1292 0.1042 0.2402 0.3592 0.04979 0.4163
To→ h 0.02253 0.03465 0.1606 0.7442 0.004031 0.8565 0.2083 0.6188 0.07031 0.01806 0.5709 0.2578
Tg→ h 0.701 0.413 0.6959 0.1597 0.143 0.2049 0.05263 0.01065 0.3811 0.6433 0.4389 0.2708
Tg a c 0.1314 0.1608 0.6903 0.3993 0.2694 0.4543 0.1557 0.4472 0.1495 0.1935 0.1405 0.5651
Tg a r 0.6132 0.5677 0.6918 0.7696 0.5625 0.5595 0.6023 0.3945 0.4047 0.7616 0.5905 0.5302
Kf → o 0.01056 0.2563 0.2538 0.4561 0.1577 0.007256 0.07232 0.4777 0.3682 0.1841 0.3926 0.2726
Kh→ o 0.309 0.03803 0.4597 0.2528 0.3513 0.684 0.2219 0.3405 0.7579 0.4708 0.1971 0.3744
Kg→ o 0.3422 0.2291 0.09296 0.1037 0.7612 0.0914 0.3024 0.1626 0.2428 0.2531 0.03671 0.2774
Kf → h 0.2246 0.07271 0.8218 0.2432 0.3908 0.1285 0.6397 0.7956 0.1565 0.4879 0.00609 0.2956
Ko→ h 0.07711 0.4092 0.2279 0.3882 0.144 0.4225 0.1451 0.2003 0.4416 0.405 0.267 0.1479
Kg→ h 0.5145 0.242 0.3368 0.1425 0.05868 0.2847 0.02251 0.2365 0.2663 0.2698 0.8079 0.5051
Ko→ c 0.565 0.413 0.04961 0.4141 0.5314 0.0369 0.6267 0.1775 0.8644 0.4896 0.9432 0.3225
Ke→ g 0.5444 0.1676 0.03983 0.43 0.05068 0.8339 0.807 0.1483 0.0699 0.5744 0.06386 0.4741
Kf → g 0.3927 0.3376 0.06775 0.3111 0.6544 0.6101 0.4317 0.3701 0.1456 0.7826 0.3581 0.6883
Ko→ g 0.1964 0.2721 0.2229 0.1361 0.266 0.2751 0.5125 0.1134 0.1427 0.4072 0.275 0.234
Kh→ g 0.4512 0.3173 0.5177 0.3593 0.4272 0.501 0.3017 0.5098 0.4673 0.2945 0.7274 0.699
Ko→ r 0.05298 0.02875 0.3823 0.5356 0.5428 0.1766 0.5267 0.3632 0.3126 0.1642 0.3718 0.4052
Kh→ r 0.2118 0.2311 0.7545 0.6504 0.7343 0.09205 0.5582 0.7312 0.5169 0.2196 0.347 0.2381
Ke a o 0.5319 0.03953 0.08322 0.1503 0.06406 0.1779 0.08684 0.4942 0.167 0.2495 0.4666 0.5221
Ke a c 0.01225 0.08152 0.6601 0.4268 0.008841 0.3581 0.1402 0.1676 0.2422 0.508 0.2505 0.3582
Kg a c 0.2361 0.0293 0.166 0.4468 0.6978 0.1539 0.1409 0.09465 0.3669 0.4974 0.1863 0.2526
Ke a r 0.3236 0.2799 0.571 0.06228 0.2025 0.2595 0.1402 0.3257 0.01946 0.01854 0.07587 0.2509






• Experiment 5 (Fig. 7.4f):
– Similarly, omitting the first three interactions have small changes on the
outputs.
– The value of Tg→ h is set to 0, and that decreases the expression of hb.
– Removing the last two interactions (repressors) increases the expression of
corresponding genes.
The value of regulatory parameters shows how strong interactions are as can be
seen in the above experiments. For example, in Experiment 5, Tg→ h is bigger than
To→ h, and it correspondingly has bigger changes in the outputs.
Applying a similar analysis to all the results, we find that all the interactions are
active in all the experiments. Table 7.3 also shows the mean and standard deviation
of values of the regulatory parameters. Considering the table, Tg a c and Tg a r show
smaller standard deviation values, meaning that these regulatory parameters are more
consistent. Further, predicted values for To→ h indicate more consistency. The pre-
dicted values for the other parameters also show that they have almost similar values,
especially for the decay rates as can be seen in Table 7.4.
Table 7.3: Mean and standard deviation of values obtained from the gene circuit method: R1
Th→ o Tg→ o To→ h Tg→ h Tg a c Tg a r
mean 0.1938 0.1432 0.1611 0.1989 -0.7141 -0.7223
sd 0.1429 0.1054 0.0851 0.1727 0.0434 0.0513
7.1.3 Summary
Along 12 fixed interactions, we tested six suggested possible interactions. Obtained
values from the gene-circuit method for Tg a c and Tg a r are consistently high in all the
repeats in this region. These two interactions determine the anterior border of cad and
kr respectively. The interactions are active with relatively high values in most of the
repeats derived from the Hill-function-based method with not-fixed parameters. The
results from the Hill-function-based method with fixed parameters show relatively high
values for Tg a r in 91.67% of the repeats. Further, interaction otd1 −→ hb appears
active with consistent values in the experiments derived from the gene circuit method.
This interaction is active in 50% of the experiments obtained from applying the Hill-
function-based method with fixed parameters and 42% of the experiments derived
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Table 7.4: Values for R1 with gene circuit method
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13
E. D. 0.1816 0.1851 0.1803 0.1822 0.177 0.2006 0.1764 0.1676 0.1787 0.191 0.1728 0.1804 0.1856
F. R.a 0.35 0.35 0.4 0.4 0.45 0.35 0.55 0.5 0.35 0.3 0.4 0.45 0.35
Th→ o 0.06606 0.05258 0.1696 0.5304 0.1214 0.1566 0.09532 0.2712 0.4242 0.1042 0.115 0.2555 0.1578
Tg→ o 0.1385 0.06862 0.1386 0.09627 0.08157 0.05255 0.1306 0.1915 0.1033 0.4611 0.1815 0.157 0.06064
To→ h 0.114 0.1141 0.1159 0.1104 0.1297 0.1691 0.3031 0.366 0.1142 0.08944 0.2092 0.09013 0.1685
Tg→ h 0.06854 0.06965 0.1863 0.06382 0.5157 0.1521 0.3716 0.05298 0.3022 0.5143 0.1793 0.04652 0.06294
Tg a c -0.6344 -0.6649 -0.6828 -0.6725 -0.7674 -0.7677 -0.723 -0.7346 -0.7592 -0.7072 -0.7639 -0.7103 -0.6958
Tg a r -0.7183 -0.6814 -0.7249 -0.774 -0.7416 -0.6426 -0.7424 -0.7351 -0.7145 -0.6211 -0.7746 -0.7143 -0.805
ho
b 0.14746 0.14924 0.110159 0.084249 0.054471 0.020773 0.097688 0.146004 0.017331 0.026053 0.046332 0.011755 0.074257
hh 0.1475 0.1492 0.1102 0.08425 0.05447 0.02077 0.09769 0.146 0.01733 0.02605 0.04633 0.01175 0.07426
hc 0.03544 0.1302 0.1068 0.109 0.04541 0.2309 0.1713 0.05994 0.02514 0.08376 0.1748 0.02334 0.2607
hg 0.01851 0.01656 0.05124 0.02604 0.04774 0.05372 0.03216 0.02144 0.03376 0.05593 0.01308 0.03416 0.05613
hr 0.02436 0.03509 0.01583 0.09967 0.0197 0.02069 0.07201 0.132 0.04761 0.01783 0.06345 0.01442 0.05515
Lo
c 0.4944 0.456 0.4623 0.5144 0.4877 0.4501 0.4837 0.531 0.5466 0.5757 0.4961 0.5007 0.4582
Lh 0.3607 0.3504 0.3652 0.3701 0.3971 0.3774 0.3979 0.3426 0.3796 0.3999 0.3762 0.3425 0.3932
Lc 0.5942 0.5758 0.5899 0.5781 0.557 0.5122 0.5606 0.5886 0.5428 0.5874 0.5396 0.5631 0.5694
Lg 0.3946 0.3767 0.3849 0.3996 0.3862 0.3626 0.3864 0.4139 0.3888 0.3706 0.3941 0.383 0.3775







from applying the Hill-function-based method with not-fixed parameters. Therefore,
we suggest that gt functions as a repressor of cad and kr and otd1 acts as an activator
of hb in this region based on the results from all the experiments.
Although the gene circuit method predicts that all the interactions are active, the
results obtained from the Hill-function-based method give strong evidence for whether
an interaction is more likely active. Meanwhile, if the predicted values for the inter-
action derived from the gene circuit method show high consistency, then that more
strongly suggests that the given interaction is active in the extended network.
The suggested subnetwork is tested for uniqueness in the following two ways:
1. Considering the interactions listed in Table 7.1 (through their half-maximal acti-
vation values), five factors consisting of eve, ftz, otd1, hb, and gt regulate the ex-
pression of genes. We eliminate these regulators individually to examine whether
the model fits the data (the data set for region R1, indicated in Table 5.1). Five
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different experiments are carried out. In each experiment, we run the optimisa-
tion with the same stop criteria as in the main experiments (the error must be less
than 0.12 for each mRNA, discussed in the previous section). Each experiment
is run for at least 36 hours. The results show that we do not get the network
with an eliminated regulator to fit the data in each experiment (the optimisation
never stops). This means that the suggested network does not work properly
without the known regulators, and, therefore, those regulators are unique (and
also necessary) to region R1.
2. The network is tested with different data sets (patterns), where the optimisation
is performed each time with similar stop criteria. Three data sets are taken from
the other regions (regions R2, R3, and R4, see Table 5.1) and two data sets are
selected randomly. In the first random selection of data sets, we assume that
gt is not expressed and in the second one, we assume that kr is expressed in
region R1. Five different experiments are carried out. Four tests including the
data from other regions show that we do not get the network to fit the data
(the optimisation does not stop after about 36 hours). This means that the
network does not work in the other regions where some regulators are missed.
For instance, in region R3, we do not include an activator for otd1. Therefore,
the network does not work in that region. However, the second random data set
is fitted to the network. Considering the genetics fact that otd1 functions as an
activator of kr in the anterior region (including region R1), interaction otd1 −→
kr is considered in region R1, but there are repressors (e.g. gt kr) that block
the expression of kr in region R1, which compensate this activation (otd1 −→
kr). Therefore, the network fits to those data that consider kr is expressed in
region R1.
The latter tests (listed above) indicate that the network is specific in region R1 and
the interactions are necessary to describe how the genes are expressed in this region.
7.2 Region R2
We consider five possible active interactions along with the fixed ones in this region. A
subnetwork with 14 interactions is built for this region. The list of the all interactions
are specified in Table 7.5 through their half-maximal activation values. There is one
negative feedback loop and one positive feedback loop consisting of kr-hb and auto-
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(a) Experiment 2, Not-fixed parameters
































(b) Experiment 10, Not-fixed parameters































(c) Experiment 1, Fixed parameters





























(d) Experiment 12, Fixed parameters






























(e) Experiment 2, gene circuit method






























(f) Experiment 5, gene circuit method
Figure 7.4: Knockdown of proposed interactions in region R1. Every time, one interaction is cut
and the outputs of ODEs are calculated. The outputs are compared with the original one to find
out how the absence of the blocked interaction affects the outputs. For example, in Experiment 2,
obtained from the Hill-function-based method with not-fixed parameters (Figure 7.4a), setting the
value of Tg → h to 0 causes decreasing the expression of hb (h) from 0.8656 into 0.1957. The original
data is indicated with a green asterisk and the change is displayed with a red five-pointed star.
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regulation of kr respectively within the subnetwork. Hereafter, I explain the results
derived from applying ODE-based methods to the network in this region.
7.2.1 Results of applying the Hill-function-based method
Not-fixed parameters: The number of unknown parameters is 38. The experiment
is repeated 15 times. Table 7.5 gives a summary of the obtained values for the parame-
ters. Two experiments are selected to explain the obtained values and their relationship
to the possible network architecture as can be seen in the following list.
• Experiment 8 (Fig. 7.5a):
– The value of Tr→ c is set to 0, and that results in decreasing the expression
of cad, as expected.
– The value of Tr→ r is set to 0, and that causes increasing the expression of
otd1, hb, and gt and also decreasing the expression of kr and cad.
– Setting the value of Tr a h to 0 results in increasing the expression of hb.
– The value of Tr a o is set to 0, and that does not show significant changes in
the outputs.
– Setting the value of Tr a g to 0 increases the expression of gt, as expected.
• Experiment 11 (Fig. 7.5b):
– The values of Tr a o and Tr a g are set to 0, and that causes increasing the
expression of otd1 and gt respectively.
– The value of Tr→ c is set to 0, and that results in decreasing the expression
of cad.
– Setting the value of Tr→ r to 0 causes decreasing the expression of kr and
cad and also increasing the expression of gt.
Considering the values of regulatory parameters and their corresponding half-maximal
activation, the outputs as expected are listed above. For example, in Experiment 11,
the value of Tr a h is very small and Kr a h is relatively big, and that does not have
effects on the outputs.
Similar analysis to all the experiments reveal that kr −→ cad is an active interaction
in all the repeats but, kr hb is only active in two experiments. Further, interactions
kr gt in 80%, kr −→ kr in 66.67%, and kr otd1 in 53% of the experiments are
active.
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Table 7.5: Hill-function-based with Not-fixed parameters: R2
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
E. D. 0.1671 0.181 0.1477 0.1601 0.1405 0.1841 0.1318 0.1628 0.1659 0.1624 0.1811 0.1549 0.1648 0.1326 0.2068
Tr→ c 0.1031 0.7576 0.6775 0.6329 0.5583 0.09024 0.3554 0.8438 0.6673 0.1824 0.6176 0.6268 0.6248 0.2795 0.2231
Tr→ r 0.1175 0.3979 0.5162 0.856 0.2961 0.2109 0.4575 0.7393 0.3792 0.1244 0.5569 0.6408 0.7109 0.1318 0.032
Tr a o 0.7277 0.2688 0.588 0.4812 0.131 0.1767 0.03336 0.1777 0.4101 0.06766 0.3901 0.1192 0.1493 0.6258 0.07745
Tr a h 0.6713 0.3237 0.5634 0.7476 0.02643 0.139 0.02344 0.6457 0.3674 0.4579 0.04963 0.3589 0.4114 0.1609 0.1135
Tr a g 0.2254 0.286 0.1246 0.6053 0.2115 0.2863 0.5179 0.6694 0.3509 0.3579 0.1531 0.2923 0.6686 0.0801 0.2309
Kf → o 0.2861 0.3629 0.1385 0.6363 0.1808 0.00306 0.2851 0.52 0.7005 0.351 0.1196 0.03627 0.7629 0.09848 0.04521
Kf → h 0.3207 0.11 0.6669 0.1267 0.0108 0.3917 0.0473 0.004137 0.4688 0.3429 0.4284 0.7507 0.8941 0.1936 0.04059
Kr→ c 0.07019 0.3767 0.2074 0.4912 0.04979 0.04104 0.1192 0.2685 0.3207 0.135 0.2565 0.2646 0.001908 0.07969 0.0333
Ke→ g 0.5987 0.2084 0.1616 0.7836 0.7278 0.6339 0.3649 0.2887 0.1103 0.7629 0.002635 0.0424 0.7054 0.04362 0.7252
Kf → g 0.4796 0.3686 0.6632 0.4627 0.4461 0.06882 0.2241 0.7396 0.1325 0.1012 0.04232 0.2118 0.6579 0.08486 0.5921
Kh→ r 0.04252 0.1357 0.5252 0.03533 0.0219 0.04121 0.298 0.4022 0.2043 0.03221 0.01456 0.3776 0.8797 0.04048 0.06006
Kr→ r 0.2127 0.1565 0.2142 0.1223 0.09935 0.5959 0.04234 0.3512 0.02279 0.1991 0.2213 0.3023 0.03278 0.3431 0.4152
Ke a o 0.4334 0.555 0.2937 0.4894 0.04593 0.1423 0.01778 0.66 0.02878 0.1598 0.4728 0.1725 0.5868 0.2375 0.1
Kr a o 0.1717 0.1094 0.3392 0.3495 0.001439 0.01411 0.1675 0.162 0.2748 0.1337 0.01841 0.4871 0.05206 0.2266 0.3848
Ke a h 0.2771 0.2268 0.3661 0.1732 0.01259 0.2639 0.01662 0.5501 0.3234 0.03907 0.5275 0.3588 0.7885 0.198 0.05982
Kr a h 0.7142 0.4415 0.16 0.3225 0.1031 0.2197 0.1204 0.09188 0.1453 0.344 0.47 0.5897 0.532 0.6345 0.05837
Ke a c 0.4721 0.3719 0.4504 0.657 0.4153 0.3878 0.3356 0.5942 0.4669 0.3883 0.2639 0.3282 0.5747 0.2779 0.3741
Kr a g 0.635 0.178 0.05519 0.1328 0.04394 0.05388 0.03717 0.3974 0.2106 0.1223 0.08893 0.1839 0.07412 0.03435 0.5485
Ke a r 0.4611 0.7211 0.5611 0.6193 0.4132 0.5013 0.3803 0.735 0.3344 0.6557 0.3184 0.5617 0.325 0.579 0.7498
Sf → o 6 6 3 9 8 3 7 5 6 6 8 9 3 8 4
Sf → h 4 5 5 3 6 8 4 4 7 7 10 4 10 8 10
Sr→ c 7 8 10 9 7 10 6 6 9 9 6 3 7 4 10
Se→ g 10 6 4 3 10 4 9 9 3 7 8 5 7 5 9
Sf → g 10 7 5 10 3 6 4 9 4 5 4 9 5 5 9
Sh→ r 3 6 9 8 7 4 5 3 5 3 3 3 10 9 5
Sr→ r 10 3 8 8 6 8 9 3 7 10 3 3 7 9 5
Se a o 7 3 9 9 8 5 10 10 5 6 6 8 3 4 3
Sr a o 10 6 4 7 6 10 5 7 6 9 5 4 7 5 9
Se a h 10 10 6 8 8 4 4 7 7 10 3 5 3 10 7
Sr a h 8 8 7 9 7 10 4 4 8 5 4 7 7 6 5
Se a c 7 10 8 10 9 7 8 4 3 8 7 9 3 8 3
Sr a g 7 10 10 3 7 9 3 9 10 9 10 8 4 9 8
Se a r 10 5 3 3 6 6 4 6 8 7 9 9 6 9 10
Ho 31.89 15.29 8.04 6.648 16.93 50.04 22.22 31.87 69.27 15.06 35.79 34.45 11.03 21.73 30.22
Hh 36.53 27.39 28.91 30.41 9.224 36.69 8.302 39.93 13.94 65.59 17.01 38.91 60.29 35.93 69.4
Hc 29.26 15.09 43.81 44.65 18.95 65.04 71.18 78.75 62.43 42.76 68.51 28.76 61.37 7.11 43.23
Hg 32.38 38.95 51.75 41.81 7.823 69.58 19.31 13.41 39.98 36.7 57.49 19.06 50.71 8.716 58.11
Hr 9.161 58.86 59.78 82.59 78.25 41.9 31.9 36.67 72.47 45.05 32.83 25.24 15.84 12.91 64.86
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Fixed parameters: The model has 19 unknown parameters. We repeat the exper-
iment 13 times with fixed values of half-lives and Hill-function coefficients. Table 7.6
summarises the obtained values. From those results, we present the analysis of values
of two experiments as listed in the following:
• Experiment 2 (Fig. 7.5c):
– The value of Tr→ c is set to 0, and that results in decreasing the concentration
level of cad as expected.
– Setting the value of Tr→ r to 0 decreases the expression of kr and cad and
also slightly increases the expression of hb and gt.
– The values of Tr a o, Tr a h, and Tr a g are set to 0, and that results in very
small changes in the related outputs, as can be seen from Figure 7.5c.
• Experiment 10 (Fig. 7.5d):
– The value of Tr→ c is set to 0, and that results in decreasing the expression
of cad.
– The value of Tr→ r is set to 0, and that causes decreasing the expression of
cad and kr and also increasing the expression of otd1 and gt.
– The values of Tr a o and Tr a g are set to 0, and that results in increasing the
expression of otd1 and gt respectively.
– Setting the value of Tr a h to 0 shows a very small increase on the expression
of hb, which is negligible.
In the experiments above, some of the interactions, which affect the output slightly,
are considered as inactive interactions. For example, in Experiment 2, setting the value
of Tr a h to 0 increases the expression of hb very slightly (0.0088 to 0.0423), meaning
that this interaction is not that effective in repressing the expression of hb. This occurs
as the fixed repressor for hb (eve hb) is the dominated interaction, and, therefore,
the experiment predicts that eve is sufficient to repress the expression of hb.
Similar analysis on all the experiments show that kr −→ cad is an active interaction
in all the repeats as it is also predicted in the experiments with not-fixed parameters.
Also, both the major experiments predict that kr gt is an active interaction in most
of the repeats.
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Table 7.6: Hill-function-based with fixed parameters: R2
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13
E. D. 0.1519 0.1425 0.1363 0.1501 0.1892 0.1443 0.1755 0.1231 0.1221 0.1389 0.2057 0.1334 0.1611
F. H. 35 20 30 20 40 35 40 30 30 25 60 30 25
F. S. 6 4 5 4 6 3 6 5 5 4 5 5 4
Tr→ c 0.4142 0.6569 0.2055 0.2483 0.4518 0.1418 0.2734 0.4017 0.3791 0.275 0.8306 0.1315 0.3875
Tr→ r 0.4575 0.7248 0.3195 0.293 0.2941 0.8081 0.07815 0.04298 0.7343 0.4079 0.01967 0.09858 0.1068
Tr a o 0.1968 0.7051 0.4159 0.5027 0.4455 0.1524 0.3481 0.2553 0.4193 0.7418 0.1956 0.3822 0.04074
Tr a h 0.7625 0.4728 0.2148 0.2783 0.4193 0.7015 0.1744 0.3362 0.2773 0.3052 0.5437 0.4467 0.3234
Tr a g 0.517 0.4077 0.2022 0.5966 0.6991 0.1438 0.3171 0.2682 0.3325 0.1257 0.3531 0.34 0.4046
Kf → o 0.45 0.2286 0.4011 0.1037 0.04048 0.8258 0.6611 0.08571 0.2849 0.352 0.04636 0.1319 0.008096
Kf → h 0.6695 0.4652 0.3158 0.2588 0.2171 0.589 0.08822 0.3047 0.2732 0.1949 0.4597 0.2621 0.158
Kr→ c 0.1701 0.3143 0.06632 0.01837 0.02813 0.009963 0.1569 0.02243 0.2474 0.09334 0.1277 0.07513 0.2269
Ke→ g 0.2677 0.6645 0.6441 0.4808 0.1309 0.1335 0.2183 0.05188 0.04851 0.01949 0.2189 0.6592 0.1832
Kf → g 0.03262 0.5776 0.588 0.5746 0.4089 0.1186 0.07029 0.1353 0.3839 0.1678 0.5905 0.6859 0.05671
Kh→ r 0.08807 0.6171 0.01399 0.03394 0.07767 0.1618 0.03185 0.00153 0.01585 0.0392 0.0598 0.01025 0.04204
Kr→ r 0.1355 0.2209 0.2886 0.6161 0.1905 0.2705 0.2549 0.04465 0.579 0.107 0.4752 0.4299 0.3176
Ke a o 0.5387 0.02768 0.1634 0.1328 0.1411 0.1063 0.03431 0.03473 0.1927 0.492 0.08723 0.2285 0.12
Kr a o 0.003634 0.2655 0.1957 0.06511 0.3416 0.2335 0.04218 0.04352 0.2199 0.2076 0.09329 0.002244 0.1855
Ke a h 0.2366 0.2315 0.1121 0.4986 0.03524 0.1047 0.1557 0.09202 0.158 0.08238 0.09555 0.06673 0.1992
Kr a h 0.352 0.2186 0.1976 0.1137 0.001568 0.08155 0.06151 0.06702 0.04334 0.2787 0.2527 0.258 0.4249
Ke a c 0.3471 0.4233 0.3141 0.4216 0.5255 0.5961 0.7069 0.3129 0.576 0.3932 0.5493 0.6627 0.5378
Kr a g 0.2471 0.3873 0.4469 0.07588 0.3943 0.002344 0.01986 0.01431 0.1505 0.04606 0.008011 0.6219 0.1811
Ke a r 0.3139 0.4156 0.5803 0.5548 0.6808 0.47 0.691 0.3655 0.9047 0.5148 0.6545 0.6163 0.6974
7.2.2 Results of applying the gene circuit method
15 unknown parameters are considered with this method. Transcription rates are fixed
during the optimisation. The experiment is repeated 10 times and Table 7.8 shows
the obtained values for the parameters. We picked two experiments to explain their
regulatory values in a similar way to the previous experiments. The following list sums
up the results.
• Experiment 1 (Fig. 7.5e):
– The value of Tr→ c is set to 0, and that decreases the expression of cad.
– The value of Tr→ r is set to 0, and that results in decreasing the expression
of kr and increasing the expression of otd1, hb, and gt.
– Setting the value of Tr a o to 0 increases the expression of otd1 and also
slightly of kr.
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– The values of Tr a h and Tr a g are set to 0, and that results in increasing the
concentration level of hb and gt respectively.
• Experiment 6 (Fig. 7.5f):
– The value of Tr→ c is set to 0, and that causes a decrease the expression of
cad.
– As can be seen from the figure, setting the value of Tr→ r to 0 results in
decreasing the expression of kr and also slight changes in the expression of
the other genes.
– The value of Tr a o is set to 0, and that results in increasing the expression
of otd1 and small changes in cad and kr.
– The value of Tr a h is set to 0, and that increases the expression of hb and
slightly changes in the expression of cad and kr, as Figure 7.5f shows.
– Setting the value of Tr a g to 0 increases the expression of gt.
The absolute value of regulatory parameters show how strong an interaction might
be. All interactions are active in all the experiments. In all the experiments, the value
of Tr a g is consistently high as the standard deviation of the values is a low value (see
Table 7.7). All the other values do not show high consistency.
Table 7.7: Mean and standard deviation of values obtained from the gene circuit method: R2
Tr→ c Tr→ r Tr a o Tr a h Tr a g
mean 0.2434 0.2983 -0.6886 -0.6231 -0.8675
sd 0.1138 0.1638 0.1275 0.1316 0.0356
7.2.3 Summary
Five possible interactions along with nine fixed interactions are considered in this re-
gion. In the experiment with the gene-circuit method, Tr a g has consistently high
values. Results from both Hill-function-based methods show that kr gt occur in
most of the repeats. As discussed in the previous section, interaction gt kr is also
predicted in region R1. Therefore, repression between these two genes might determine
the boundary between gt and kr in the anterior region.
Interaction kr −→ cad is active in all the repeats in Hill-function-based method
with both fixed and not-fixed parameters. However, predicted values of Tr→ c derived
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Table 7.8: Values for R2 with gene circuit method
Parameters
Runs
1 2 3 4 5 6 7 8 9 10
E. D. 0.2417 0.2438 0.2288 0.2338 0.2437 0.2264 0.2593 0.2029 0.2494 0.2277
F. R. 0.35 0.4 0.3 0.4 0.3 0.45 0.5 0.35 0.3 0.5
Tr→ c 0.1859 0.2933 0.2777 0.1749 0.1874 0.3654 0.1199 0.4865 0.0951 0.2478
Tr→ r 0.3984 0.1276 0.4508 0.409 0.4965 0.381 0.3029 0.05089 0.05503 0.3107
Tr a o -0.5581 -0.4998 -0.7144 -0.7368 -0.6801 -0.7989 -0.8074 -0.8269 -0.4926 -0.7714
Tr a h -0.4881 -0.3755 -0.8253 -0.7043 -0.5233 -0.7415 -0.6457 -0.6881 -0.6253 -0.6141
Tr a g -0.843 -0.895 -0.8243 -0.8652 -0.8125 -0.8725 -0.8806 -0.9366 -0.8811 -0.8641
ho 0.05611 0.0477 0.01982 0.02394 0.06229 0.05266 0.01707 0.01215 0.01318 0.03597
hh 0.03558 0.01429 0.01799 0.01371 0.02288 0.06718 0.02128 0.02096 0.131 0.01388
hc 0.04328 0.02278 0.04994 0.2557 0.2049 0.05008 0.01247 0.02448 0.01595 0.04319
hg 0.03959 0.022 0.01194 0.0157 0.01686 0.02583 0.03397 0.01389 0.02621 0.03867
hr 0.02474 0.03278 0.02935 0.04055 0.07842 0.2013 0.03982 0.1974 0.05445 0.07545
Lo 0.5068 0.5465 0.5445 0.4047 0.4554 0.4712 0.3585 0.5287 0.5111 0.4951
Lh 0.5619 0.5819 0.3996 0.4703 0.5371 0.464 0.4805 0.5117 0.5478 0.4787
Lc 0.3161 0.3485 0.3323 0.3406 0.3412 0.3544 0.329 0.3761 0.2983 0.3275
Lg 0.6057 0.6004 0.5913 0.5879 0.6027 0.5826 0.5629 0.5862 0.5636 0.5865
Lr 0.3065 0.288 0.3075 0.3145 0.3207 0.327 0.2888 0.3034 0.255 0.299
from the gene circuit method are not consistent. Therefore, we only consider that
interaction kr gt is more likely to be active in this region.
Similarly, we test for specificity of the subnetwork in region R2:
1. The subnetwork has four factors consisting of eve, ftz, hb, and kr (listed in Table
7.6 via the half-maximal activation parameters) that regulate the expression of
genes in region R2. We eliminate these regulators from the network individually
and test the model to determine whether it fits the data. All the tests show that
we do not get the network to fit the data (the optimisation does not stop after
at least 36 hours). Therefore, these regulators are necessary for the expression of
the genes in this region.
2. We fit the subnetwork to the data taken from the other regions (regions R1, R3,
and R4, see Table 5.1). The results show that the model does not fit to those
data (similarly the optimisation does not stop). Therefore, the subnetwork works
specifically in region R2.
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(a) Experiment 8, Not-fixed parameters































(b) Experiment 11, Not-fixed parameters





























(c) Experiment 2, Fixed parameters































(d) Experiment 10, Fixed parameters





























(e) Experiment 1, gene circuit method





























(f) Experiment 6, gene circuit method
Figure 7.5: Knockdown of proposed interactions in region R2. Every time, one interaction is cut
and the outputs of ODEs are calculated. The outputs are compared with the original one to find
out how the absence of the blocked interaction affects the outputs. For example, in Experiment 1,
obtained from the gene-circuit method (Figure 7.5e), setting the value of Tr a g to 0 causes increasing
the expression of gt (g) from 0.1298 into 0.3089. The original data is indicated with a green asterisk
and the change is displayed with a black six-pointed star.
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7.3 Region R3
Seven possible active interactions in a subnetwork with 19 interactions are considered
in this region. The list of the all interactions are specified in Table 7.9 through their
half-maximal activation values. One positive feedback loop and one negative feedback
loop with auto-regulation of cad and hb-cad are built within this subnetwork.
7.3.1 Results of applying the Hill-function-based method
Not-fixed parameters: The number of unknown parameters is 50. The experiment
is repeated 14 times. Table 7.9 gives a summary of values for the parameters. Similar
to the previous results, we analyse the obtained values. Two experiments are selected
to explain their results in the following:
• Experiment 3 (Fig. 7.6a):
– The value of Tf → c and Tc→ c are set to 0, and that causes decreasing the
expression of cad.
– The value of Tc a o is set to 0, and that results in increasing the expression
of otd1 and gt.
– Setting the value of Tc a h to 0 increases the expression of hb very slightly.
– Omitting the last three interactions has almost no changes in the outputs.
• Experiment 11 (Fig. 7.6b):
– The value of Tf → c is set to 0, and that results in dropping the concentration
level of cad and increasing the concentration level of otd1.
– Setting the value of Tc→ c to 0 decreases the expression of cad and increases
slightly the expression of otd1.
– Setting the last four interactions to 0 does not change the outputs.
The value of Tc a g is relatively high in both experiments, but its corresponding half-
maximal activation value is also higher, and that causes cad gt to be an inactive
interaction in those experiments. Interaction cad hb has negligible affects on the
outputs in both cases. In the Hill-function-based method, the model works properly
providing that a given gene has an activator even though with a small regulatory pa-
rameter (Goutsias and Lee, 2007). Otherwise, the first term in the bracket in Equation
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4.35 is always 0 no matter how many repressors the gene has. Therefore, the repressors
will not be effective on the outputs. This problem occurs for the expression of kr in
these experiments, because the only activator for kr is otd1, based on the physical
knockdown results. However, otd1 does not appear in this region and kr also is not
expressed here, and it is not therefore necessary to consider an additional activator
for that. This causes the last two interactions to be ineffective in both experiments,
although they have relatively high regulatory parameters with smaller half-maximal
activation values.
In all the other experiments, cad kr and ftz kr are inactive interactions.
Fixed parameters: The experiment is repeated 13 times with fixed half-lives and
Hill-function coefficients. Table 7.10 summarises the predicted values for 26 parameters.
Two experiments are selected to show the analysis results on their values.
• Experiment 9 (Fig. 7.6c):
– The value of Tc→ c is set to 0, and that causes decreasing the expression of
cad and increasing the expression of gt and otd1 slightly.
– The value of Tc a o, Tc a h, and Tc a g are set to 0 individually, and that results
in increasing the expression of otd1, hb, and gt respectively.
– The last two interactions do not show any changes in the output.
• Experiment 10 (Fig. 7.6d):
– The value of Tf → c is set to 0, and that results in decreasing the expression
of cad significantly.
– The value of Tc→ c is set to 0, and that causes slightly decreasing the ex-
pression of cad and increasing the expression of gt.
– The values of Tc a o and Tc a g are set to 0, and that results in slight increasing
of the expression of otd1 and gt respectively.
– Setting the value of Tc a h to 0 shows slight increasing on the expression of
hb.
– Omitting all the other interactions does not change the output.
Like the previous experiment, ftz kr and cad kr are ineffective interactions in
both experiments and also in all the repeats.
110
Table 7.9: Hill-function-based with Not-fixed parameters: R3
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13 14
E. D. 0.113 0.119 0.08719 0.09969 0.1006 0.1249 0.08466 0.09769 0.1394 0.1237 0.09873 0.08449 0.09494 0.1012
Tf → c 0.6036 0.7059 0.3464 0.4711 0.6538 0.4626 0.452 0.8114 0.1706 0.1975 0.5352 0.8284 0.5523 0.2804
Tc→ c 0.3952 0.5959 0.7625 0.3256 0.03011 0.2922 0.713 0.6211 0.3727 0.5056 0.3407 0.774 0.8235 0.2585
Tc a o 0.2922 0.5322 0.4422 0.547 0.8984 0.6039 0.4136 0.3 0.5291 0.1095 0.5345 0.588 0.6635 0.1523
Tc a h 0.338 0.4818 0.6187 0.1197 0.8832 0.5208 0.4467 0.1027 0.05042 0.4124 0.5625 0.5393 0.7518 0.1423
Tc a g 0.4699 0.4203 0.1537 0.5296 0.1054 0.789 0.3415 0.4836 0.1176 0.2433 0.389 0.9037 0.3816 0.2261
Tf a r 0.8784 0.7654 0.4071 0.3189 0.5451 0.2118 0.3561 0.04312 0.401 0.4203 0.3143 0.8122 0.8928 0.355
Tc a r 0.2397 0.4632 0.3739 0.2067 0.787 0.09635 0.4226 0.1719 0.4506 0.2115 0.1749 0.8831 0.3242 0.6116
Kf → o 0.8625 0.8568 0.3029 0.02116 0.6951 0.4101 0.2392 0.1159 0.0578 0.3204 0.3542 0.212 0.7803 0.4737
Kf → h 0.2995 0.3163 0.09127 0.07837 0.4343 0.4239 0.3211 0.4715 0.1126 0.5703 0.2078 0.7745 0.3596 0.7422
Kf → c 0.3218 0.3528 0.2066 0.07331 0.3544 0.2327 0.3307 0.6362 0.6981 0.5473 0.3464 0.457 0.2169 0.118
Kh→ c 0.7825 0.1163 0.5496 0.4287 0.4987 0.384 0.5026 0.3548 0.09153 0.7261 0.4597 0.3158 0.242 0.1176
Kc→ c 0.7156 0.2799 0.3724 0.3409 0.7375 0.121 0.2775 0.2953 0.1406 0.2562 0.3102 0.1471 0.1034 0.2445
Ke→ g 0.5832 0.2945 0.4662 0.4083 0.809 0.03398 0.1298 0.1419 0.4034 0.4194 0.2731 0.5506 0.6563 0.1611
Ko→ g 0.2705 0.8272 0.167 0.2405 0.7177 0.7032 0.373 0.6462 0.1315 0.325 0.4859 0.9408 0.7448 0.01183
Ko→ r 0.6437 0.4848 0.3796 0.1755 0.1621 0.5852 0.7785 0.3766 0.2051 0.447 0.744 0.2628 0.1819 0.3551
Kh→ r 0.1722 0.7141 0.09811 0.07084 0.6451 0.4566 0.2929 0.3156 0.3029 0.4867 0.03204 0.1248 0.5628 0.6161
Ke a o 0.4844 0.3061 0.4636 0.2137 0.4142 0.2461 0.0631 0.2079 0.2886 0.1667 0.328 0.4201 0.837 0.8315
Kc a o 0.1911 0.8185 0.03605 0.1799 0.8048 0.8233 0.4968 0.08548 0.3856 0.01452 0.1996 0.02856 0.3824 0.02574
Ke a h 0.2515 0.2879 0.1208 0.187 0.8414 0.1596 0.3591 0.4855 0.2461 0.5464 0.1664 0.4206 0.1359 0.1824
Kc a h 0.4986 0.5522 0.2807 0.3485 0.3353 0.2393 0.2265 0.5843 0.7474 0.05801 0.07768 0.1186 0.8208 0.4285
Ke a c 0.6123 0.7169 0.3837 0.3075 0.5358 0.3706 0.2807 0.4696 0.3872 0.8221 0.507 0.5686 0.2688 0.2959
Ke a g 0.5734 0.7241 0.3963 0.3378 0.08756 0.273 0.04135 0.5786 0.2556 0.5453 0.283 0.6976 0.9771 0.1342
Kc a g 0.266 0.09969 0.6245 0.1984 0.9018 0.522 0.7024 0.1326 0.4256 0.5791 0.5908 0.2425 0.8843 0.3341
Ke a r 0.3633 0.3773 0.5916 0.3157 0.7868 0.4113 0.02573 0.4535 0.3622 0.5637 0.2679 0.04668 0.9028 0.2436
Kf a r 0.01197 0.183 0.4463 0.07281 0.8476 0.201 0.08148 0.3138 0.2345 0.311 0.3024 0.08365 0.688 0.2201
Kc a r 0.4721 0.7389 0.2748 0.5189 0.2059 0.06103 0.3612 0.185 0.7868 0.5529 0.02375 0.8278 0.4495 0.04966
Sf → o 7 10 5 4 4 6 6 6 4 4 4 10 9 3
Sf → h 6 10 7 3 10 7 10 9 6 4 6 10 5 4
Sf → c 9 3 10 8 5 3 5 7 5 7 6 3 9 8
Sh→ c 3 10 5 7 8 4 6 9 5 6 3 6 7 5
Sc→ c 3 3 8 10 3 8 6 7 7 4 3 8 3 9
Se→ g 8 4 10 4 7 3 9 5 9 10 6 6 4 5
So→ g 9 7 6 6 10 4 7 3 10 3 8 8 9 10
So→ r 5 5 4 4 10 10 7 6 8 5 3 8 8 10
Sh→ r 4 7 4 3 5 4 7 3 7 10 6 3 4 7
Se a o 6 6 9 4 10 9 8 10 9 9 4 3 8 3
Sc a o 4 5 4 10 9 7 4 4 8 4 10 4 5 8
Se a h 5 10 3 8 10 8 4 6 7 10 10 8 5 10
Sc a h 8 3 4 9 7 5 6 4 5 7 7 9 9 5
Se a c 3 3 8 5 5 3 5 6 8 8 10 9 9 5
Se a g 5 9 9 5 9 4 4 6 3 7 7 3 4 6
Sc a g 7 7 5 8 7 9 8 7 10 7 10 8 6 8
Se a r 9 7 9 6 8 7 5 4 10 5 7 10 3 10
Sf a r 8 8 4 8 5 3 7 3 5 9 7 10 5 7
Sc a r 4 10 9 7 7 4 7 9 4 3 7 10 10 3
Ho 68.48 84.54 28.88 40.34 28.92 19.32 30.65 18.42 33.39 51.57 37.83 44.93 99.27 21.83
Hh 69.41 61.05 57.79 19.18 56.06 36.93 24.99 48.88 59.96 73.08 72 78.2 61.29 54.88
Hc 72.46 27.06 25.54 6.731 58.32 30.17 83.64 43.42 66.71 62.57 11.03 73.93 74.67 21.26
Hg 93.23 80.38 72.18 50.85 83.76 26.86 61.81 48.84 10.85 65.63 56.67 89.06 82.32 14.36
Hr 46.38 66.65 62.3 35.27 8.955 36.51 68.92 12.89 75.46 75.12 45.97 74.35 28.06 68.21
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Table 7.10: Hill-function-based with fixed parameters: R3
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13
E. D. 0.132 0.1384 0.09206 0.08598 0.1161 0.09063 0.1118 0.1158 0.1113 0.1085 0.1533 0.1018 0.1097
F. H. 25 30 45 35 60 60 35 30 50 50 50 55 35
F. S. 4 5 6 6 5 6 5 6 6 5 6 6 5
Tf → c 0.5991 0.4388 0.3462 0.4219 0.031 0.2248 0.3473 0.6027 0.3921 0.7474 0.3172 0.559 0.3067
Tc→ c 0.6355 0.3024 0.7921 0.4787 0.5875 0.03002 0.07962 0.1592 0.236 0.5526 0.4041 0.1169 0.3932
Tc a o 0.1446 0.2757 0.1918 0.1149 0.1021 0.2692 0.7972 0.6671 0.3724 0.5515 0.3059 0.5378 0.1483
Tc a h 0.5283 0.457 0.2246 0.4036 0.3786 0.4626 0.2618 0.4847 0.5887 0.4731 0.1653 0.5178 0.4337
Tc a g 0.3939 0.387 0.2097 0.8194 0.1485 0.3177 0.6903 0.1635 0.7462 0.1326 0.412 0.3379 0.2844
Tf a r 0.1279 0.4949 0.3267 0.1653 0.7177 0.2881 0.1666 0.7465 0.5379 0.2885 0.1235 0.1694 0.5635
Tc a r 0.6507 0.4891 0.1418 0.4462 0.3468 0.4324 0.1733 0.06444 0.1777 0.3729 0.4637 0.1993 0.7253
Kf → o 0.4825 0.4699 0.3822 0.2856 0.5904 0.3124 0.2642 0.3401 0.2638 0.5198 0.08806 0.04572 0.3196
Kf → h 0.4486 0.3965 0.2522 0.03935 0.09384 0.03516 0.5108 0.03313 0.2665 0.6801 0.4848 0.5776 0.102
Kf → c 0.4595 0.5463 0.05144 0.8128 0.3941 0.089 0.222 0.173 0.2375 0.4554 0.3327 0.2769 0.06999
Kh→ c 0.4422 0.4162 0.6705 0.08298 0.296 0.6733 0.6903 0.1119 0.07652 0.7509 0.1896 0.8989 0.1023
Kc→ c 0.3271 0.08469 0.1211 0.07147 0.2405 0.5183 0.07565 0.7748 0.013 0.4627 0.1928 0.4892 0.5471
Ke→ g 0.1618 0.5023 0.7445 0.1189 0.1602 0.3218 0.3508 0.3027 0.229 0.5164 0.05008 0.2367 0.09083
Ko→ g 0.1937 0.5418 0.1526 0.0709 0.2855 0.2924 0.2371 0.3882 0.2183 0.06334 0.593 0.2472 0.8626
Ko→ r 0.4025 0.5846 0.6172 0.3046 0.5088 0.2468 0.01886 0.356 0.8163 0.3342 0.3581 0.263 0.2327
Kh→ r 0.6761 0.2531 0.4279 0.1269 0.5578 0.05253 0.5861 0.4386 0.7317 0.4423 0.1778 0.6766 0.6376
Ke a o 0.3028 0.5127 0.1197 0.05182 0.3974 0.007712 0.1401 0.1845 0.3434 0.4112 0.2391 0.1482 0.01721
Kc a o 0.6985 0.4418 0.7388 0.1014 0.3866 0.04862 0.02783 0.04031 0.1319 0.3921 0.3771 0.1712 0.5215
Ke a h 0.4088 0.8984 0.1935 0.09229 0.1559 0.09186 0.09403 0.1672 0.3407 0.1595 0.5724 0.2926 0.007931
Kc a h 0.4727 0.117 0.4452 0.6577 0.6265 0.6614 0.2403 0.6 0.2255 0.2227 0.4996 0.3018 0.3881
Ke a c 0.5219 0.4167 0.4281 0.3915 0.5783 0.3154 0.8681 0.4658 0.3407 0.5992 0.4667 0.3682 0.4359
Ke a g 0.05158 0.6049 0.3944 0.07535 0.1872 0.005381 0.2639 0.2812 0.3885 0.6621 0.3923 0.2507 0.2334
Kc a g 0.2287 0.8112 0.06646 0.05435 0.4892 0.1099 0.6921 0.1366 0.4051 0.1588 0.2308 0.02667 0.8054
Ke a r 0.5399 0.3461 0.3282 0.1195 0.2927 0.07777 0.2725 0.6721 0.3028 0.1957 0.3686 0.1535 0.03512
Kf a r 0.3307 0.6358 0.8985 0.2781 0.7221 0.5297 0.4928 0.3531 0.1951 0.5026 0.2155 0.3263 0.5675
Kc a r 0.2202 0.2952 0.4055 0.3694 0.6472 0.1224 0.281 0.2718 0.4033 0.466 0.2333 0.009136 0.139
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7.3.2 Results of applying the gene circuit method
17 unknown parameters have been predicted with this method. The experiment is
repeated 13 times and the results are summarised in Table 7.12. We select two exper-
iments to explain their values here.
• Experiment 4 (Fig. 7.6e):
– The value of Tf → c and Tc→ c are set to 0, and that results in decreasing
the expression of cad and slightly increasing the expression of all the other
genes, as can be seen from the figure.
– Setting the value of Tc a o to 0 increases the expression of otd1.
– The value of Tc a h is set to 0, and that results in increasing the concentration
level of hb.
– The values of Tc a g and Tf a r are set to 0, and that causes increasing the
expression of gt and kr respectively.
• Experiment 12 (Fig. 7.6f):
– Setting the value of Tf → c to 0 has similar effects as in Experiment 4.
– The value of Tc→ c is set to 0, and that shows very small changes in all the
genes.
– The values of Tc a o and Tc a h are set to 0, and that results in increasing the
concentration level of otd1 and hb respectively.
– Setting the value of Tc a g to 0 increases the expression of gt.
– The values of Tf a r and Tc a r are set to 0, and that causes increasing the
expression of kr in both conditions.
The absolute value of regulatory parameters shows how strong an interaction might be.
All interactions are active in all the experiments, but ftz kr and cad kr show
small effects on the outputs in all the experiments. Further, the standard deviation of
values of the regulatory parameters show that the predicted values are not consistent
(see Table 7.11).
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Table 7.11: Mean and standard deviation of values obtained from the gene circuit method: R3
Tf → c Tc→ c Tc a o Tc a h Tc a g Tf a r Tc a r
mean 0.2545 0.1826 -0.6344 -0.6418 -0.5798 -0.4442 -0.4784
sd 0.1999 0.1229 0.1047 0.1231 0.1205 0.1773 0.1879
Table 7.12: Values for R3 with gene circuit method
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13
E. D. 0.3126 0.3036 0.2896 0.2843 0.2822 0.2623 0.2778 0.2552 0.2754 0.2565 0.274 0.2145 0.2308
F. R. 0.5 0.5 0.4 0.36 0.36 0.37 0.37 0.37 0.37 0.36 0.36 0.36 0.36
Tf → c 0.5926 0.4171 0.09041 0.4374 0.5956 0.09565 0.06159 0.07104 0.06226 0.2431 0.09728 0.2293 0.3146
Tc→ c 0.05873 0.1051 0.04348 0.3923 0.2256 0.2156 0.3911 0.3078 0.08998 0.08182 0.1437 0.07876 0.2403
Tc a o -0.7253 -0.7153 -0.4183 -0.703 -0.5662 -0.7339 -0.6409 -0.7802 -0.6017 -0.5032 -0.629 -0.543 -0.6875
Tc a h -0.6499 -0.6866 -0.6397 -0.3568 -0.6511 -0.6755 -0.5831 -0.7511 -0.7338 -0.6541 -0.4588 -0.8403 -0.6625
Tc a g -0.7389 -0.6364 -0.6078 -0.3276 -0.5222 -0.6494 -0.5211 -0.5753 -0.7534 -0.68 -0.4577 -0.6059 -0.4614
Tf a r -0.2142 -0.6185 -0.4036 -0.5287 -0.2301 -0.3568 -0.4962 -0.4862 -0.457 -0.2648 -0.3252 -0.86 -0.5334
Tc a r -0.7779 -0.283 -0.2696 -0.1377 -0.4834 -0.598 -0.6596 -0.2394 -0.5089 -0.5593 -0.5549 -0.5703 -0.5778
ho 0.02519 0.01517 0.02368 0.02368 0.05203 0.03515 0.05498 0.0956 0.032 0.01634 0.09075 0.0514 0.01847
hh 0.02363 0.01119 0.01975 0.08374 0.1354 0.0591 0.04826 0.05283 0.09185 0.01503 0.04994 0.02841 0.02094
hc 0.02355 0.01658 0.1143 0.1986 0.1742 0.04618 0.1031 0.1277 0.03096 0.07374 0.01993 0.03504 0.1575
hg 0.0412 0.0518 0.03337 0.04098 0.03756 0.1478 0.1443 0.01581 0.06678 0.06984 0.05321 0.01996 0.02162
hr 0.03875 0.038 0.01213 0.02425 0.01637 0.1086 0.04506 0.06799 0.1936 0.08164 0.02125 0.02127 0.04105
Lo 0.5425 0.5644 0.5893 0.4558 0.5036 0.5041 0.5009 0.495 0.462 0.4987 0.5293 0.5789 0.4955
Lh 0.5741 0.5411 0.5201 0.587 0.5045 0.4601 0.5086 0.4707 0.4307 0.5541 0.5574 0.5197 0.5523
Lc 0.4142 0.3993 0.2828 0.3506 0.3526 0.3005 0.3115 0.3114 0.251 0.2908 0.2671 0.2818 0.3243
Lg 0.5274 0.6014 0.524 0.5648 0.4986 0.5471 0.5825 0.5088 0.5937 0.5507 0.5654 0.5268 0.6036
Lr 0.4373 0.5563 0.5734 0.5418 0.412 0.4221 0.3207 0.5384 0.4155 0.4038 0.3577 0.4157 0.4507
7.3.3 Summary
In this region, we expected a repressor that determines the posterior boundary of kr
and also the anterior boundary of the posterior expression domain of gt. In Drosophila,
Dm-kni is expressed in this region and determines the border of Dm-kr, but kni in
Honeybees does not show a segmentational gene role. Both Hill-function-based method
have a modelling issue in this region as discussed in Subsection 7.3.1. The results
from the gene circuit method are also rather disappointing as they do not show any
consistency. We suggest that the present of a gene X is felt in this region to specify
the border of kr and gt.
We concluded that region R3 is lacking enough data to describe the expression of
genes. Therefore, we feel that it not necessary to test the subnetwork for its uniqueness.
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(a) Experiment 3, Not-fixed parameters






























(b) Experiment 11, Not-fixed parameters
































(c) Experiment 9, Fixed parameters































(d) Experiment 10, Fixed parameters































(e) Experiment 4, gene circuit method































(f) Experiment 12, gene circuit method
Figure 7.6: Knockdown of proposed interactions in region R3. Every time, one interaction is cut
and the outputs of ODEs are calculated. The outputs are compared with the original one to find
out how the absence of the blocked interaction affects the outputs. For example, in Experiment 11,
obtained from the Hill-function-based method with not-fixed parameters (Figure 7.6b), setting the
value of Tf → c to 0 causes decreasing the expression of cad (c) from 0.6875 into 0.0001. The original
data is indicated with a green asterisk and the change is displayed with a black square.
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7.4 Region R4
We examine six possible active interactions along with our fixed ones in this region.
A subnetwork with 14 interactions is considered in region R4. The interactions are
indicated through their half-maximal activation values in Table 7.13. One positive
feedback loop with auto-regulation of cad is built within this region.
7.4.1 Results of applying the Hill-function-based method
Not-fixed parameters: 39 unknown parameters are predicted in this region. We
repeated the experiment 15 times and Table 7.13 summarises the revealed values for
the parameters. Similar to the other regions, we set the regulatory parameters to zero
and test how their absence affect the outputs. Two experiments are selected to explain
this in the following.
• Experiment 11 (Fig. 7.7a):
– Setting the value of Tc→ c to 0 decreases the expression of cad.
– The values of Tc a o and Tn→ h are set to 0, and that results in slightly increas-
ing the expression of otd1 and decreasing the expression of hb respectively.
– Setting the value of Tc a r to 0 has a very small increase in the expression of
kr.
– The value of Tn→ c is set to 0, and that causes no changes in the outputs.
– The value of Tn→ g is set to 0, and that results in increasing the expression
of gt, as expected.
• Experiment 14 (Fig. 7.7b):
– The values of Tc→ c and Tn→ h are set to 0, and that results in no changes
in the outputs.
– Setting the value of Tc a o to 0 increases the expression of otd1 but very
slightly.
– The value of Tc a r is set to 0, and that results in slightly increasing the
expression of kr.
– The value of Tn→ g is set to 0, and that causes decreasing the expression of
gt.
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In Experiment 11, the value of Tn→ c is very small with a relatively high value of cor-
responding half-maximal activation. Therefore, nos −→ cad is an inactive interaction.
In a similar way, nos −→ hb is an inactive interaction in Experiment 14.
All the experiments show that nos −→ gt is an active interaction and cad otd1
is an inactive interaction in this region. Meanwhile, interactions cad −→ cad and nos
−→ cad are active in 33.33% of the experiments.
Table 7.13: Hill-function-based with Not-fixed parameters: R4
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
E. D. 0.1772 0.1749 0.1519 0.123 0.1496 0.1203 0.1289 0.1148 0.1409 0.107 0.1554 0.1485 0.1154 0.1223 0.1359
Tc→ c 0.3266 0.04759 0.3051 0.2935 0.4997 0.2817 0.04208 0.3562 0.04999 0.4187 0.4095 0.1215 0.4587 0.06714 0.2578
Tc a o 0.3298 0.6698 0.09534 0.2862 0.42 0.6145 0.1732 0.09784 0.3383 0.4074 0.2773 0.2827 0.4453 0.2079 0.357
Tc a r 0.2624 0.2439 0.09912 0.146 0.2138 0.7896 0.1094 0.5511 0.1356 0.0969 0.4328 0.5418 0.613 0.1376 0.3857
Tn→ h 0.4854 0.5022 0.213 0.4448 0.7433 0.06381 0.115 0.154 0.3986 0.809 0.213 0.6558 0.08456 0.0969 0.27
Tn→ c 0.05771 0.185 0.3997 0.3406 0.09646 0.54 0.1737 0.5347 0.4418 0.27 0.09823 0.6388 0.2531 0.515 0.2418
Tn→ g 0.3792 0.2023 0.2606 0.09892 0.9463 0.2275 0.1571 0.1341 0.5223 0.3793 0.06756 0.4581 0.4499 0.468 0.2051
Kf → o 0.5435 0.4687 0.2069 0.4746 0.4648 0.4961 0.5336 0.1054 0.04552 0.3679 0.03759 0.06815 0.08414 0.7249 0.5061
Kf → h 0.1321 0.6762 0.0677 0.3679 0.1395 0.1743 0.1191 0.151 0.191 0.6138 0.09919 0.6444 0.1108 0.1843 0.07569
Kf → c 0.1501 0.6252 0.1844 0.5257 0.6769 0.1384 0.2764 0.4873 0.2944 0.3391 0.3408 0.3577 0.158 0.3142 0.1439
Kh→ c 0.6302 0.4308 0.3374 0.2271 0.3158 0.4218 0.1717 0.2125 0.6144 0.4726 0.2042 0.4197 0.4969 0.6041 0.3956
Kc→ c 0.309 0.2283 0.5075 0.4041 0.4106 0.4058 0.6166 0.2835 0.2148 0.2202 0.284 0.4542 0.4775 0.6712 0.4445
Kh→ r 0.4221 0.02631 0.285 0.5299 0.1646 0.6711 0.3786 0.4279 0.476 0.7114 0.1323 0.06437 0.2868 0.4346 0.2702
Ke a o 0.3519 0.3608 0.03528 0.238 0.6733 0.03918 0.3204 0.2083 0.0294 0.3224 0.1424 0.186 0.03247 0.7 0.5722
Kc a o 0.3217 0.04797 0.1764 0.8212 0.1651 0.09834 0.1398 0.4754 0.4331 0.4057 0.1226 0.3106 0.111 0.08789 0.3907
Ke a h 0.3627 0.3375 0.7668 0.456 0.5634 0.425 0.3967 0.4456 0.4862 0.3776 0.3807 0.3625 0.4466 0.6149 0.3207
Ke a r 0.3459 0.2002 0.1244 0.1787 0.1741 0.05461 0.1355 0.5103 0.2836 0.2916 0.08931 0.5002 0.4699 0.3744 0.1127
Kc a r 0.442 0.7395 0.0698 0.1213 0.6057 0.2832 0.6902 0.1521 0.4106 0.08643 0.1792 0.3519 0.1911 0.08453 0.2307
Kn→ h 0.5571 0.008944 0.02133 0.03109 0.1763 0.004854 0.8298 0.02553 0.5127 0.2847 0.01461 0.3343 0.9186 0.3651 0.4664
Kn→ c 0.264 0.09414 0.4095 0.4734 0.06225 0.5778 0.5508 0.5205 0.256 0.3696 0.5292 0.2957 0.2658 0.333 0.2336
Kn→ g 0.3019 0.1478 0.1949 0.06535 0.6469 0.1501 0.1161 0.09218 0.452 0.2877 0.05678 0.3217 0.309 0.3434 0.1582
Sf → o 5 6 5 9 4 3 5 4 8 7 6 4 4 7 5
Sf → h 6 6 4 3 4 8 7 10 8 9 4 10 4 10 10
Sf → c 5 7 5 3 9 3 9 8 4 5 6 6 3 3 4
Sh→ c 7 4 4 3 3 10 3 3 7 5 5 10 6 8 3
Sc→ c 5 10 7 7 4 6 6 3 5 3 4 3 7 6 3
Sh→ r 3 4 10 4 6 5 6 6 6 5 7 8 7 3 4
Se a o 3 8 5 10 8 5 9 10 5 4 6 5 10 5 3
Sc a o 3 10 8 3 10 6 4 7 10 5 4 4 4 4 7
Se a h 7 3 8 3 3 4 7 3 7 7 4 10 9 8 6
Se a r 10 10 5 6 10 4 7 4 7 9 6 3 4 5 5
Sc a r 10 8 5 8 6 7 4 5 9 4 3 7 5 6 3
Sn→ h 3 4 5 9 6 8 7 6 8 8 4 10 8 5 4
Sn→ c 9 7 9 4 10 5 10 4 4 4 10 4 7 7 8
Sn→ g 4 6 8 4 10 5 3 6 3 5 3 9 4 6 3
Ho 23.05 84.32 16.5 6.671 63.91 76.76 20.33 30.67 40.46 15.52 55.3 23.04 17.65 16.55 8.876
Hh 60.17 33.71 65.59 20.79 42.73 11.91 16.9 7.047 47.76 58.27 28.28 38.7 57.74 75.46 27.59
Hc 12.01 66.25 17.82 15.93 53.19 30.15 51.49 65.67 25.66 22.12 74.42 21.19 18.55 37.88 46.91
Hg 34.17 11.74 59.33 61.97 42.21 46.57 28.31 86.6 83.11 52.54 61.72 23.81 25 72.66 16.56
Hr 25.54 51.66 31.01 16.17 60.69 6.391 38.31 56.17 45.86 22.69 23.75 72.26 10.7 52.65 43.5
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Fixed parameters: 20 unknown parameters are considered in this region. We repeat
the experiment 15 times and Table 7.14 gives a summary of the values derived from the
experiments. The values of half-lives and Hill-function coefficients are fixed during the
optimisation. We selected two experiments to explain their values as in the following.
• Experiment 1 (Fig. 7.7c):
– The value of Tc→ c is set to 0, and that causes decreasing the expression of
cad.
– The values of Tc a o and Tn→ h are set to 0, and that results no changes in
the outputs.
– Setting the value of Tn→ g and Tc a r to 0 results in decreasing the expression
of gt and increasing the expression of kr respectively, as expected.
– The value of Tn→ c is set to 0, and that causes decreasing the expression of
cad and increasing the expression of kr.
• Experiment 11 (Fig. 7.7d):
– The value of Tc a r is set to 0, and that causes increasing the expression of
kr very slightly.
– The values of Tn→ c and Tn→ g are set to 0, and that results in decreasing
the expression of cad and gt respectively.
– Setting the value of Tc a o to 0 increases the expression of otd1, as expected.
– The value of Tn→ h is set to 0, and that causes decreasing the expression of
hb and cad.
In Experiment 1, Tc a o is relatively small compared with its corresponding half-maximal
activation value. Therefore, it is an ineffective interaction.
All the other experiments predict that nos −→ gt is an active interaction in this
region as the previous experiments show. Interactions nos −→ cad and cad −→ cad
are active in 33.33% of the experiments.
7.4.2 Results of applying the gene circuit method
Here, the number of unknown parameters is 16. We repeated the experiments 13 times
with fixed transcription rates. Table 7.16 summarises the predicted values for the
parameters. We explain two experiments from those results in the following.
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Table 7.14: Hill-function-based with fixed parameters: R4
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
E. D. 0.08822 0.139 0.1475 0.1387 0.08682 0.1362 0.1678 0.138 0.1368 0.1268 0.1363 0.1313 0.142 0.1458 0.1259
F. H. 25 60 50 50 50 25 35 15 25 15 20 30 35 30 35
F. S. 4 5 5 5 5 4 5 5 6 5 5 5 5 5 5
Tc→ c 0.3683 0.1888 0.01 0.3533 0.1087 0.3923 0.06624 0.1144 0.08778 0.03645 0.159 0.04284 0.1311 0.07931 0.04958
Tc a o 0.1213 0.4116 0.3423 0.03672 0.1285 0.6131 0.2143 0.7722 0.3939 0.02231 0.474 0.1755 0.0881 0.009255 0.1529
Tc a r 0.7134 0.374 0.1845 0.1002 0.2128 0.1824 0.2541 0.06105 0.1153 0.1453 0.5087 0.03602 0.02852 0.01606 0.1424
Tn→ h 0.08943 0.03254 0.1204 0.5305 0.3431 0.005912 0.7396 0.09683 0.08124 0.365 0.5239 0.004216 0.251 0.2878 0.275
Tn→ c 0.09521 0.1759 0.2318 0.5993 0.1669 0.04525 0.1583 0.0447 0.3332 0.3938 0.7072 0.1235 0.01765 0.03735 0.08116
Tn→ g 0.2748 0.2969 0.3142 0.3922 0.06498 0.181 0.4862 0.2512 0.434 0.7352 0.1534 0.7311 0.08701 0.2605 0.1254
Kf → o 0.6046 0.09021 0.1138 0.4011 0.1512 0.1 0.4746 0.2489 0.2147 0.2105 0.06585 0.06815 0.06394 0.1547 0.1212
Kf → h 0.04152 0.2529 0.176 0.3708 0.04127 0.1072 0.2064 0.2097 0.03071 0.3728 0.2494 0.1623 0.02166 0.3724 0.02467
Kf → c 0.6243 0.3005 0.3812 0.264 0.1823 0.6181 0.8762 0.2297 0.7998 0.2671 0.3698 0.2717 0.3783 0.4146 0.2384
Kh→ c 0.4928 0.5412 0.1285 0.2452 0.3605 0.3889 0.2847 0.7384 0.448 0.4382 0.3304 0.2384 0.2634 0.1981 0.5371
Kc→ c 0.3209 0.6057 0.1843 0.3182 0.2654 0.2308 0.06113 0.1275 0.5582 0.1155 0.2257 0.05854 0.1427 0.1362 0.04811
Kh→ r 0.3009 0.4475 0.7613 0.4511 0.4237 0.2449 0.6585 0.2698 0.1208 0.008963 0.3089 0.006942 0.04733 0.02158 0.1266
Ke a o 0.142 0.4377 0.06413 0.1433 0.08378 0.01078 0.7098 0.6775 0.211 0.01101 0.2857 0.06554 0.02385 0.03433 0.01783
Kc a o 0.3673 0.1524 0.2723 0.47 0.6407 0.7659 0.6715 0.0942 0.2083 0.08026 0.3437 0.04136 0.009952 0.1904 0.4063
Ke a h 0.3382 0.5371 0.6903 0.4285 0.5516 0.4309 0.5551 0.5276 0.4736 0.5161 0.5063 0.4491 0.5001 0.4241 0.5488
Ke a r 0.4727 0.1716 0.2564 0.3972 0.5755 0.04953 0.2323 0.0207 0.1588 0.02313 0.06303 0.06915 0.04643 0.01254 0.02528
Kc a r 0.1677 0.3031 0.5204 0.04578 0.08762 0.3075 0.1353 0.366 0.03298 0.3217 0.2852 0.01258 0.1701 0.04025 0.07754
Kn→ h 0.3405 0.009077 0.3222 0.2346 0.3237 0.1247 0.3002 0.7554 0.3681 0.009809 0.2895 0.0326 0.03447 0.1213 0.01218
Kn→ c 0.06672 0.1021 0.5863 0.4434 0.221 0.1956 0.1482 0.3306 0.1849 0.4149 0.5882 0.2481 0.01897 0.07545 0.2144
Kn→ g 0.2135 0.2265 0.2204 0.2948 0.04118 0.1168 0.3501 0.1804 0.3008 0.4799 0.1072 0.503 0.06388 0.183 0.08278
• Experiment 1 (Fig. 7.7e):
– The value of Tc a o is set to 0, and that increases the expression of otd1.
– Setting the value of Tc a r to 0 causes a slight increase of the expression of
kr.
– The value of Tc→ c is set to 0, and that decreases the expression of cad.
– The values of Tn→ h and Tn→ g are set to 0, and that decreases the expression
of hb and gt respectively.
– Setting the value of Tn→ c to 0 causes increasing the expression of otd1 and
decreasing the expression of cad.
• Experiment 13 (Fig. 7.7f):
– The values of Tc a o and Tc a r are set to 0, and that increases the expression
of otd1 and kr respectively.
– The value of Tc→ c is set to 0, and that changes the expression of otd1, cad,
and kr as the figure shows.
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– Setting the values of Tn→ h and Tn→ g to 0 decrease the expression of hb and
gt respectively, as expected.
– The value of Tn→ c is set to 0, and that causes decreasing the expression of
cad and also changes in the expression of otd1, gt, and kr, as can be seen
from Figure 7.7f.
In both experiments, as well as all the others, all the interactions are active. How-
ever, Table 7.15 shows that Tc a o and Tc→ c are consistent values. However, interaction
cad otd1 is inactive in most of the results derived from applying the Hill-function-
based method. The experiments also predict relatively consistent values for Tn→ g.
Table 7.15: Mean and standard deviation of values obtained from the gene circuit method: R4
Tc a o Tc a r Tc→ c Tn→ h Tn→ c Tn→ g
mean -0.6729 -0.4108 0.2724 0.2655 0.3296 0.2504
sd 0.0798 0.1496 0.0747 0.1722 0.1729 0.1324
Table 7.16: Values for R4 with gene circuit method
Parameters
Runs
1 2 3 4 5 6 7 8 9 10 11 12 13
E. D. 0.18 0.1441 0.17 0.1746 0.1531 0.164 0.1738 0.1706 0.1848 0.1637 0.178 0.1757 0.1677
F. R. 0.35 0.3 0.45 0.35 0.35 0.4 0.35 0.45 0.4 0.45 0.35 0.3 0.4
Tc a o -0.6757 -0.682 -0.7531 -0.7049 -0.6509 -0.6409 -0.5168 -0.8234 -0.6492 -0.7059 -0.7381 -0.5548 -0.6516
Tc a r -0.08218 -0.3085 -0.4477 -0.3458 -0.4681 -0.5886 -0.5575 -0.562 -0.5818 -0.3767 -0.4127 -0.2267 -0.3817
Tc→ c 0.2566 0.2444 0.385 0.2381 0.3526 0.1221 0.3321 0.3139 0.2611 0.2505 0.183 0.24 0.3623
Tn→ h 0.08088 0.1819 0.1355 0.1745 0.08278 0.1037 0.2883 0.3591 0.1627 0.5854 0.3071 0.4712 0.518
Tn→ c 0.2046 0.6925 0.5112 0.1955 0.3099 0.06777 0.3118 0.257 0.1105 0.3088 0.4073 0.4449 0.4637
Tn→ g 0.2721 0.3558 0.1114 0.1443 0.3069 0.09535 0.3089 0.2156 0.462 0.07913 0.1677 0.4861 0.2499
Ho 0.07448 0.03213 0.06578 0.07854 0.08901 0.01495 0.0655 0.05654 0.06368 0.01157 0.07732 0.07073 0.07983
Hh 0.01499 0.08273 0.1072 0.1149 0.05885 0.1709 0.03295 0.283 0.08013 0.03905 0.07616 0.1103 0.09854
Hc 0.03684 0.1447 0.05367 0.117 0.1089 0.04838 0.1403 0.1355 0.1256 0.04928 0.05216 0.2089 0.1133
Hg 0.1265 0.1136 0.1325 0.04536 0.198 0.01778 0.08707 0.06157 0.06409 0.04865 0.1284 0.06457 0.06059
Hr 0.04173 0.02189 0.05776 0.178 0.04128 0.1304 0.03867 0.02206 0.09736 0.04829 0.1535 0.1216 0.01248
Lo 0.6085 0.5464 0.5593 0.4898 0.5138 0.5292 0.5859 0.4959 0.5832 0.5379 0.4488 0.4955 0.6055
Lh 0.2947 0.2952 0.4335 0.3436 0.3494 0.4026 0.359 0.4952 0.3618 0.4879 0.335 0.3487 0.4324
Lc 0.2961 0.3189 0.4466 0.3091 0.3476 0.2989 0.3347 0.4185 0.3751 0.4052 0.3145 0.3152 0.4168
Lg 0.5158 0.3648 0.5674 0.4443 0.5042 0.4064 0.4094 0.5426 0.4991 0.5315 0.418 0.4246 0.4867
Lr 0.5916 0.5504 0.5397 0.584 0.5598 0.5153 0.4327 0.4373 0.433 0.58 0.4794 0.4535 0.499
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7.4.3 Summary
In this region, 20 interactions including the possible suggested interactions build the
subnetwork. Here, we suggested that an input gene as nos might be responsible for
activating the expression of hb, cad, and gt. However, the results derived from both
Hill-function-based methods show that only nos activates the expression of gt in all
the experiments. Also, the results obtained from the gene circuit method predicts
relatively consistent values for this interaction. Meanwhile, interaction cad −→ cad
appears relatively consistent with the gene circuit method. This interaction is active
in 33% of the experiments obtained from applying both Hill-function-based method.
Therefore, we suggest that interactions cad −→ cad and nos −→ gt are more likely to
be active in this region.
In a similar way to the other regions, we test the subnetwork for its uniqueness
with the following experiments:
1. Five factors including eve, ftz, hb, cad, and nos regulate the expression of genes
in region R4 (listed in Table 7.14 via the half-maximal activation parameters).
Each of these regulators is eliminated from the network and the remainder model
is tested to determine whether it fits to the data in this region. The results show
that we do not get the model without those regulators to fit the data (similarly,
the optimisation does not stop after two days running).
2. The model is fed with the data from all the other regions (regions R1, R2, and
R3, see Table 5.1). Similarly, testing the model with the new data reveals that
the model does not make good fit.
Therefore, the subnetwork is specific in region R4.
7.5 Discussion
Possible active interactions were investigated in four regions along the anterior-posterior
axis. These plausible interactions were added to the basic network introduced in Section
5.2. One subnetwork was considered in each region. The subnetwork is determined
based on the expression domain of genes, their functionality, and physical knockdown
results discussed in Section 5.2 and Section 6.1. Three different experiments were
applied to test the structure of subnetworks in each region.
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(a) Experiment 11, Not-fixed parameters






























(b) Experiment 14, Not-fixed parameters





























(c) Experiment 1, Fixed parameters































(d) Experiment 11, Fixed parameters































(e) Experiment 1, gene circuit method





























(f) Experiment 13, gene circuit method
Figure 7.7: Knockdown of proposed interactions in region R4. Every time, one interaction is cut
and the outputs of ODEs are calculated. The outputs are compared with the original one to find
out how the absence of the blocked interaction affects the outputs. For example, in Experiment 1,
obtained from the Hill-function-based method with fixed parameters (Figure 7.7c), setting the value
of Tn → g to 0 causes decreasing the expression of gt (g) from 0.3990 into 0.0092. The original data is
indicated with a green asterisk and the change is displayed with a red X.
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In the first series of experiments, we applied the Hill-function-based method with
not-fixed parameters. The number of unknown parameters were between 38 and 50,
depending on a subnetwork. The obtained results were rather disappointing as different
structures were achieved by repeating the optimisation several times, and, thus, they
do not show consistency.
Because half-lives and Hill-function coefficients do not control the structure of a
network, we fixed them in the second series of experiments. Therefore, the optimisation
was only allowed to find fitting values for regulatory parameters and half-maximal
activation values. The findings did not show encouraging results and they indicated still
inconsistent features of the several predicted networks. However, in both experiments,
some of interactions appeared active consistently.
In the third series of experiments, the gene-circuit method is applied with fixed
transcription rates. The findings show the strength of an interaction in a very straight-
forward way. The absolute values of regulatory parameters are enough to indicate
whether an interaction is effective.
From the examples above, we showed how the results are analysed. While the
absolute value of a regulatory parameter decides the strength of an interaction between
two genes in the gene circuit method, a regulatory parameter and its corresponding half-
maximal activation value should match together to predict existence of the interaction
between the genes in the Hill-function-based method. Therefore, regulatory parameters
along with half-maximal activation values control the structure of a network in the
latter method. Further, this method works properly if a gene has at least one activator.
Therefore, the Hill-function-based method is not strongly recommended to be used for
models without a fixed architecture. However, the method was able to predict some of
the interactions consistently as we discussed in the regions. Regardless of the methods,
the most important outcome from the results is how they describe genetic facts.
In region R1, activation between otd1, hb, and gt builds four positive feedback loops
within the related subnetwork. The obtained values reveal that interaction otd1 −→
hb is more likely active in this region. In Drosophila, in the anterior region, bcd works
as an activator of hb (Jaeger, 2011). As mentioned in Chapter 3, bcd is missing in
Honeybee genome and otd1 and otd2 plays its role in the anterior region. Therefore,
this predicted interaction can be considered as a conserved interaction. In this region,
gt functions as a repressor of kr and cad. The repression determines the anterior
boundary of kr and cad respectively. The results from the gene circuit method predict
these two interactions strongly. Meanwhile, interaction gt kr occurs in most of the
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results derived from both Hill-function-based experiments, but interaction gt cad is
more repetitive with the experiments of the method of not-fixed parameters. A similar
interaction occurs in Drosophila gap gene expression, where gt represses the expression
of kr (Jaeger, 2011). Therefore, this similar regulation can be a conserved interaction.
In region R2, kr acts as a repressor of otd1, hb, and gt. This function blocks
extending the expression domain of otd1 and hb towards the central regions. Further,
it determines the posterior boundary of the anterior domain of gt. All the experiments
support the repression of gt by kr, but the other interactions occur in few experiments
with Hill-function-based method. The absolute value of Tr a g in the gene circuit method
is relatively high and consistent but not for Tr a o and Tr a h. It might be concluded
that the fixed interaction eve otd1 and eve hb are enough to complete this task.
Similarly, kr is a repressor of gt in Drosophila gap gene expression (Jaeger, 2011). That
means this predicted interaction can be considered as a conserved one.
The results obtained in region R3 are not encouraging as they predict inconsistent
values. Consider that most of the genes are not expressed in this region. Therefore,
the presence of one X gene might be required in this region to determine the posterior
boundary of kr and the anterior boundary of posterior expression of gt. In Drosophila,
Dm-kni is located here, which specifies the posterior boundary of kr, but kni does not
function like a gap-gene in Honeybees, as discussed in Section 3.3.
We assumed that a gene like nos might be responsible for regulating the expression
of genes in region R4. The obtained results in that region show that interaction nos
−→ gt is strongly supported in all the experiments. Further, the results show that cad
has an auto-regulatory feature. This auto-regulation builds a positive feedback.
Overall, our findings suggest some interactions and a gene regulatory network for
the expression of gap genes in Honeybee embryos. The related subnetworks are tested
for their specificity. All the most likely suggested interactions along with the fixed
interactions are summarised in Figure 7.8.
7.6 Summary
In this chapter, we extended the basic network by adding plausible interactions in each
modelling region. The ODE-based methods were used to test the extended network
by considering four subnetworks. We applied two main methods: Hill-function-based
method and gene circuit method. The results were examined in each region. In the
gene circuit method, regulatory parameters were enough to show how an interaction
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Figure 7.8: The extended possible network. Arrows (↑) and T ( ) indicate activations and repressions
respectively. eve, ftz, and nos function as input factors. This graph shows the suggested interactions
along with the fixed ones. The dashed interactions are concluded from the experiments in the regions.
is effective in a subnetwork. However, the Hill-function-based method uses two pa-
rameters, regulatory parameters and half-maximal activation values, to control the
structure of a subnetwork. The results obtained were discussed in the previous section




The primary aim of this thesis was to reconstruct a gene regulatory network which
describes the expression of gap genes along the anterior-posterior axis of Honeybee
embryos. Three main methods were discussed in Chapter 4. Each method has advan-
tages and disadvantages which were addressed in that chapter. Logical methods and
ODE-based methods are two main approaches that are applied commonly to model de-
velopmental GRNs. Although, logical methods focus mainly on the spatial expression
of regulatory genes, they are not able to capture dynamical feature of GRNs. Therefore,
we used both logical and ODE methods in our modelling. Generally, modelling such a
network was started introducing logically a basic network based on physical knockdown
results on gap genes. Then, the network was extended considering the expression do-
main of genes and also some assumptions. Finally, we applied two ODE-based methods
to test the features of our proposed network.
In our network, five gap genes interacted each other and three genes were considered
as inputs to the network. Our available data for this work were images of embryos
stained for their segmentation genes in the early developmental stages. The images
show the expression domain of RNAs of the given genes. Those images were quantified
so that the intensity of the expression domains were converted into numbers between 0
and 1. Ideally, 1 indicates the highest concentration level of a given gene and 0 shows
those locations where the gene is not expressed. Using those quantified data, we were
able to subdivide the anterior-posterior axis approximately into four regions.
Taking into account the fact that all the interactions are not necessarily active in all
the cells along the axis, a subnetwork of the extended network was considered in each
region. Hill-function-based method and gene circuit method were applied to model
the subnetworks. The idea was to fit the models with the quantified data to identify
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active interactions. Both methods are successfully able to model segmentation genes
of Drosophila embryos. The methods create a set of ODEs that contains a number
of parameters. We applied simulated annealing optimisation to reveal the unknown
parameters. Among those parameters, some are to control the structure of a network.
In the gene circuit method, the absolute value of regulatory parameters were sufficient
to reveal how strong an interaction might be. However, in the Hill-function-based
method, we found that regulatory parameters along with the half-maximal activation
values should match together to predict whether an interaction is effective in the sub-
networks. Meanwhile, the method works correctly if there is at least one effective
activator in the ODEs. We could have solved this problem by adding a threshold
value to the activation term in Equation 4.35, but that would increase the number of
parameters in the model. Therefore, we feel that the latter method is not strongly
recommended to apply for networks with not-fixed structure.
We believe that the most important outcome of this thesis was to reconstruct a
network which plausibly models the gap genes of Honeybee embryos. Some interactions
of the suggested network were consistently revealed by experimenting subnetworks with
both ODE-based methods. Six interactions were predicted for the expression of gap
genes in Honeybee. As discussed in the previous chapter, these interactions address
some important features in the expression of gap genes in the insect. We discussed the
similarity of these interactions in other insects. For example, it is predicted that otd1
activates hb in the anterior region in this research. As mentioned in Chapter 3, otd1 can
be replaced as bcd, a missing gene from Drosophila. In Drosophila, bcd is an activator
of hb in the anterior region, that shows a conserved interaction between the insects.
Generally, three interactions occur in Drosophila as discussed in the previous chapter,
and therefore, they can be considered as conserved interactions. We assumed that all
these interactions occur directly in the suggested network. However, the only way to
figure out whether they are direct is to do physical experiments. We suggest that the
predicted regulators should be knocked down to find out if the network works correctly
in vivo. For example, based on the proposed network, we expect that in the absence
of kr, anterior expression of gt would be distributed towards the posterior. A further
experiment, cis-regulatory analysis, is also required to examine if the interactions are
direct.
We also believe that this work is extendable providing more physical data points
monitoring the time progress of the gene expressions. Therefore, we strongly suggest
that the pattern of gene expression need to be collected frequently between the stages.
127
Providing such data would help to get more precise results.
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ate germband insect Oncopeltus fasciatus and is required for development of both
blastoderm and germband-derived segments. Development , 131 (18), 4567–4579.
Liu, P. Z. and Kaufman, T. C. (2005). even-skipped is not a pair-rule gene but has
segmental and gap-like functions in Oncopeltus fasciatus, an intermediate germband
insect. Development , 132 (9), 2081–2092.
Liu, P. Z. and Patel, N. H. (2010). giant is a bona fide gap gene in the intermediate
germband insect, Oncopeltus fasciatus. Development , 137 (5), 835–844.
Lodish, H. and Berk, A. (2012). Molecular Cell Biology (Loose Leaf). W. H. Freeman.
139
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Physical experiments show how the expression pattern of segmentation genes change
during early developmental stages of Honeybee embryos. The available data which I
use in my modelling are images of embryos stained for their segmentation genes in
early stages. The data tell us about the expression domain of each gene highlighting
its mRNA concentration, and also knockdown results of the gene and its effect on the
other genes (but not available for all the segmentation genes). Here, I show how I
measure these data to quantify the domain of each expression, and also the related
concentration. All the data are collected from Peter Dearden’s lab. Some of these data
are not published.
A.1 Method
Here, I explain the steps that I take to extract data from images. I use MATLAB for
the image processing.
Step 1: Read images There are two types of images (data) available for each gene:
• The expression pattern of the gene in different developmental stages when there
is no mutations of other genes (not always available for all stages for all genes)
• The expression pattern of the gene when one other gene is lacking (not usually
for all genes)
For instance, figure A.1 shows the available images (data) for Am-otd1 including the
expression pattern of Am-otd1 at stages 2, 4, and 5 and also its expression pattern in
the absence of Am-eve, Am-ftz, and Am-run. Modelling is along their anterior-posterior
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axis. Therefore, I consider the longest axis with at least ±(20 to 30) pixels vertically
(up and down), and crop them (e.g. Fig. A.2). MATLAB reads these images, and
returns M×N×3 matrices. While, M is the number of vertical pixels, N is the number
of horizontal pixels, and 3 is the intensity of RGB (Red, Green, Blue) in each image.
Step 2: Find grey version of images As mentioned before, the returned data for
each image is an M ×N ×3 matrix. To quantify the the concentration level (intensity)
in the image, I convert it into grey image (e.g. Fig. A.4). The returned matrix therefore
is a M×N (average amount of the RGB matrix). Each number in the matrix shows the
intensity of a pixel in the image. Numbers are between 0 to 255, where 0 is for black,
and 255 for white. I normalise the numbers of the matrix and change their order into 1
to 0. Therefore, 1 is for black (highly expressed areas), and 0 for white (not-expressed
areas). Because of the background noise, the converted numbers show the approximate
level of concentration. The dimension of generated matrix shows the number of pixels.
I normalise these numbers to the percentage of axes along anterior-posterior (e.g. Fig.
A.5). Therefore, 0% is the anterior end and 100% shows the posterior end.
Step 3: Convert images into black and white Because of the background colour,
it is confusing to recognise the ‘no-expression’ regions computationally. Apart from
their intensity I alternatively find the gene expression areas converting the images into
black and white. In the converted images, black shows expressed regions, and white is
for ‘no-expression’ domains (e.g. Fig. A.3). Basically, a threshold level is considered for
each image. If the intensity is at that threshold level, it changes into black; otherwise
it becomes white. MATLAB uses Otsu’s method (Otsu, 1975) to calculate this level.
It also returns an M ×N matrix for each image with ‘0’ and ‘1’ items. ‘0’ is for black,
and ‘1’ for white.
A.2 Images
Applying the four steps above to all available images, I extract data for them which
are shown in figures A.1 to A.38. The results later are compared manually with the
main images for more accuracy.
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Figure A.1: Expression domains of Am-otd1 : Embryos are oriented with anterior left
and dorsal up.
Figure A.2: Anterior-posterior axis of Am-otd1 : These images are cropped from Fig.
A.1. Embryos are oriented with anterior left and dorsal up.
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Figure A.3: Expression and no-expression domains of Am-otd1 : White shows there
is no expression of Am-otd1 in those regions, and black shows its expression domains.
Figure A.4: Grey conversion of anterior-posterior axis of Am-otd1 : Embryos are
oriented with anterior left and dorsal up.
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Figure A.5: Concentration level of Am-otd1 : 0% is for the anterior end, and 100% is
the posterior end. Basically, 1 is for highly expressed areas and 0 is for not-expressed areas.
However, because of the background colour, the numbers in this graph are approximate
values.
Figure A.6: Expression domains of Am-hb: Embryos are oriented with anterior left and
dorsal up.
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Figure A.7: Anterior-posterior axis of Am-hb: These images are cropped from Fig.
A.6.
Figure A.8: Expression and no-expression domains of Am-hb: White shows there is
no expression of Am-hb in those regions, and black shows its expression domains.
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Figure A.9: Grey conversion of anterior-posterior axis of Am-hb: Embryos are
oriented with anterior left and dorsal up.
Figure A.10: Concentration level of Am-hb: 0% is for the anterior end, and 100% is the
posterior end.
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Figure A.11: Expression domains of Am-cad : Embryos are oriented with anterior left
and dorsal up.
Figure A.12: Anterior-posterior axis of Am-cad : These images are cropped from Fig.
A.11.
158
Figure A.13: Expression and no-expression domains of Am-cad : White shows there
is no expression of Am-cad in those regions, and black shows its expression domains.
Figure A.14: Grey conversion of anterior-posterior axis of Am-cad : Embryos are
oriented with anterior left and dorsal up.
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Figure A.15: Concentration level of Am-cad : 0% is for the anterior end, and 100% is
the posterior end.
Figure A.16: Expression domains of Am-gt : Embryos are oriented with anterior left
and dorsal up.
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Figure A.17: Anterior-posterior axis of Am-gt : These images are cropped from Fig.
A.16.
Figure A.18: Expression and no-expression domains of Am-gt : White shows there is
no expression of Am-gt in those regions, and black shows its expression domains.
161
Figure A.19: Grey conversion of anterior-posterior axis of Am-gt : Embryos are
oriented with anterior left and dorsal up.
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Figure A.20: Concentration level of Am-gt : 0% is for the anterior end, and 100% is the
posterior end.
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Figure A.21: Expression domains of Am-kr : Embryos are oriented with anterior left
and dorsal up.
Figure A.22: Anterior-posterior axis of Am-kr : These images are cropped from Fig.
A.21.
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Figure A.23: Expression and no-expression domains of Am-kr : White shows there is
no expression of Am-kr in those regions, and black shows its expression domains.
Figure A.24: Grey conversion of anterior-posterior axis of Am-kr : Embryos are
oriented with anterior left and dorsal up.
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Figure A.25: Concentration level of Am-kr : 0% is for the anterior end, and 100% is the
posterior end.
Figure A.26: Expression domains of Am-eve: Embryos are oriented with anterior left
and dorsal up.
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Figure A.27: Anterior-posterior axis of Am-eve: These images are cropped from Fig.
A.26.
Figure A.28: Expression and no-expression domains of Am-eve: White shows there
is no expression of Am-eve in those regions, and black shows its expression domains.
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Figure A.29: Grey conversion of anterior-posterior axis of Am-eve: Embryos are
oriented with anterior left and dorsal up.
Figure A.30: Concentration level of Am-eve: 0% is for the anterior end, and 100% is
the posterior end.
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Figure A.31: Expression domains of Am-ftz : Embryos are oriented with anterior left
and dorsal up.
Figure A.32: Anterior-posterior axis of Am-ftz : These images are cropped from Fig.
A.31.
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Figure A.33: Expression and no-expression domains of Am-ftz : White shows there
is no expression of Am-ftz in those regions, and black shows its expression domains.
Figure A.34: Grey conversion of anterior-posterior axis of Am-ftz : Embryos are
oriented with anterior left and dorsal up.
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Figure A.35: Concentration level of Am-ftz : 0% is for the anterior end, and 100% is
the posterior end.
Figure A.36: Expression domains of Am-nos: Embryos are oriented with anterior left
and dorsal up.
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Figure A.37: Expression and no-expression domains of Am-nos: White shows there
is no expression of Am-nose in those regions, and black shows its expression domains.




Knockdown Results on Honeybee
segmentation genes
All genes discussed in the chapter 3 control the early development of Honeybee embryo.
Here, I list the physical experimental results done in Peter Dearden’s lab which show
the absence of each of these genes affect the expression of others. It means that there
are either direct or indirect interactions between them.
1. Knockdown of Am-otd1 (Wilson and Dearden, 2011)
(a) Only the most posterior abdominal segments show stripes of e301, and the
rest are missing.
(b) Anterior expression of Am-kr is missing and there is a reduction or loss in
its central domain expression.
(c) Am-cad shifts posteriorly.
(d) There is no anterior expression of Am-gt, but ectopic expression is detectable
in the central domain.
2. Knockdown of Am-otd2 (Wilson and Dearden, 2011)
(a) Every secondary stripe of e30 is missing in abdominal domain. Anterior
stripes are lost or reduced.
(b) Central abdominal stripes of Am-eve are weak and fail to split, while the
most anterior and posterior stripes appear normal.
1e30 appear in 15 stripes from the anterior end, specifying segments of head (mn, mx, mx2), thorax
(T1-3) and abdomen (A1-9) respectively.
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(c) In most cases Am-kr is normal, but in some cases it shows slight shifts
toward posterior.
(d) Am-cad expression in the majority of embryos is normal. But in some of
them, it doesn’t appear in posterior and shifts toward anterior.
(e) Am-gt expression shows ectopic expression in the trunk region. It keeps its
posterior and anterior expression.
3. Knockdown of Am-hb (Wilson and Dearden, 2011)
(a) e30 stripes appear with fused segments from T3 to A1, and the loss of
segments A8 and A9.
(b) Am-kr first shows a reduction in its central domain, and later in the next
stages there is no anterior and central expression.
(c) Am-cad is reduced from central regions, and posterior domain shifts to the
most posterior end.
(d) Am-gt has no anterior expression.
4. Knockdown of Am-cad (Wilson et al., 2010))
(a) There are no e30 stripes.
(b) There are no Am-eve stripes expressed in whole embryo.
5. Knockdown of Am-gt (Wilson et al., 2010)
(a) e30 stripes are missing from all head, gnathal and thoracic segments.
(b) All anterior stripes of Am-eve (stripes 1-7, head and thoracic segments) and
stripe 12 are missing. Stripes 8 and 9 are fused (not splitting).
6. Knockdown of Am-kr (Wilson et al., 2010)
(a) Just head and the four most posterior segments of e30 stripes are present.
(b) Stripes 1-3 (mandibular and maxillae) and 12-14 of Am-eve are present,
whereas all stripes throughout the central domain are missing.
7. Knockdown of Am-eve (Wilson M.J., 2012)
(a) There are no e30 stripes formed because of severe knockdown of Am-eve,
but in mild knockdown only posterior stripes become weaker.
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(b) There are no Am-run stripes, but one broad abdominal expression appears.
(c) There is no Am-h stripe expression (but an expression in the most posterior).
(d) There is no anterior expression of Am-gt, but the posterior expression is
expanded toward anterior.
(e) Am-kr is expressed weakly in the whole embryo except the posterior most
region.
(f) Am-otd1 shows over-expression in the whole embryo except the most pos-
terior region.
(g) Am-hb appears in the whole embryo.
(h) Am-cad is distributed anteriorly, but it keeps posterior boundary.
8. Knockdown of Am-ftz (Wilson M.J., 2012)
(a) Expression of e30 stripes are normal in posterior regions (A2 to A9).
(b) The first 4 stripes of Am-eve are fused. The expressions are reduced in the
anterior.
(c) Am-h is present in the whole embryo, but with stripe variation in expression
level.
(d) Am-run stripes become poorly defined and distributed throughout the em-
bryo at low level.
(e) Anterior expression of Am-gt is absent, and the posterior stripes is slightly
expanded.
(f) Am-kr shifts to posterior, and it is expressed weakly.
(g) It causes loss of anterior region of Am-otd1.
(h) There is no expression of Am-hb.
(i) Am-cad is expressed in bands along central regions.
9. Knockdown of Am-run (Wilson M.J., 2012)
(a) e30 stripes don’t appear.
(b) There are no Am-eve stripes, but one single stripe appears in the posterior
region.
(c) Am-h stripes are disorganised.
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(d) There is no posterior expression of Am-gt, but it is expanded in anterior
domain.
(e) Am-kr shifts slightly to posterior.
(f) Am-otd1 is expressed weakly in whole embryo.
(g) Expression of Am-hb appears in disorganised central region.
(h) Am-cad appears in smaller posterior domain.
10. Knockdown of Am-h (Wilson M.J., 2012)
(a) e30 stripes are absent in severe knockdown, but they appear disorganised in
mild knockdown.
(b) It results in reduction of Am-eve stripes in central regions.
(c) Am-run is expressed ubiquitously, but higher in anterior.
(d) There is no effect on the posterior expression of Am-gt, but a small reduction
on anterior expression occurs.
(e) Am-kr shifts slightly to anterior, but has little effect on most of the embryos.
(f) There is no effect on the expression of Am-otd1.
(g) Posterior expression of Am-hb is weaker and thoracic domain appears slightly
narrower.
(h) Am-cad extends anteriorly.
Based on the above list, possible interactions occurring between genes can be under-
stood. These concluded results are shown in tables B.1, B.2, and B.3. The interactions
might be direct or indirect.
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Table B.1: Likely cross-talks between genes - Anterior region
Interactions Physical evidences
Am-eve −→ Am-gt no anterior expression of Am-gt in the absence of Am-eve
Am-eve Am-kr Am-kr expressed weakly in the whole embryo in the absence of Am-eve
Am-eve Am-otd1 over-expression of Am-otd1 in the whole embryo in the absence of Am-eve
Am-eve Am-hb Am-hb expressed in the whole embryo in the absence of Am-eve
Am-eve Am-cad Am-cad distributed anteriorly in the absence of Am-eve
Am-ftz −→ Am-eve reduction of Am-eve expression in the absence of Am-ftz
Am-ftz −→ Am-gt no anterior expression of Am-gt in the absence of Am-ftz
Am-ftz −→ Am-otd1 loss of anterior region of Am-otd1 in the absence of Am-ftz
Am-ftz −→ Am-hb no expression of Am-hb in the absence of Am-ftz
Am-otd1 −→ Am-kr no anterior expression of Am-kr in the absence of Am-otd1
Am-otd1 −→ Am-gt no anterior expression of Am-gt in the absence of Am-otd1
Am-hb −→ Am-kr no anterior expression of Am-kr in the absence of Am-hb
Am-hb −→ Am-gt no anterior expression of Am-gt in the absence of Am-hb
Am-cad −→ Am-eve no Am-eve stripes expressed in the absence of Am-cad
Am-otd1 −→ Am-cad Am-cad shifts posteriorly in the absence of Am-otd1
Am-gt −→ Am-eve anterior stripes of Am-eve missing in the absence of Am-gt
Table B.2: Likely cross-talks between genes - Central region
Interactions Physical evidences
Am-eve Am-kr Am-kr expressed weakly in the whole embryo in the absence of Am-eve
Am-eve Am-otd1 over-expression of Am-otd1 in the whole embryo in the absence of Am-eve
Am-eve Am-hb Am-hb expressed in the whole embryo in the absence of Am-eve
Am-ftz −→ Am-hb no expression of Am-hb in the absence of Am-ftz
Am-ftz Am-cad Am-cad expressed in central regions in the absence of Am-ftz
Am-otd1 −→ Am-kr reduction or loss in its central domain expression of Am-kr in the absence of Am-otd1
Am-otd1 −→ Am-cad Am-cad shifts posteriorly in the absence of Am-otd1
Am-hb −→ Am-kr reduction in its central domain expression of Am-kr in the absence of Am-hb
Am-hb −→ Am-cad reduction in its central domain expression of Am-cad in the absence of Am-hb
Am-cad −→ Am-eve no Am-eve stripes expressed in the absence of Am-cad
Am-gt −→ Am-eve abdominal stripes of Am-eve missing in the absence of Am-gt
Am-kr −→ Am-eve missing stripes of Am-eve in central regions in the absence of Am-kr
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Table B.3: Likely cross-talks between genes - Posterior region
Interactions Physical evidences
Am-eve Am-gt posterior expression of Am-gt expanded toward anterior in the absence of Am-eve
Am-eve Am-kr Am-kr expressed weakly in the whole embryo in the absence of Am-eve
Am-eve Am-otd1 over-expression of Am-otd1 in the whole embryo in the absence of Am-eve
Am-eve Am-hb Am-hb expressed in the whole embryo in the absence of Am-eve
Am-ftz −→ Am-hb no expression of Am-hb in the absence of Am-ftz
Am-ftz Am-kr Am-kr shifted to posterior in the absence of Am-ftz
Am-cad −→ Am-eve no Am-eve stripes expressed in the absence of Am-cad





Mathematical modeling of most of natural processes leads to a set of nonlinear ODE
systems that mainly can not be solved analytically. A numeric approximation is often
an appropriate solution to these systems. Here, I introduce one common numerical
method to solve ODEs. Let’s consider the general formula of first-order ODE systems
as following:
ẏ(t) = f(t, y(t)) (C.1)
y(t0) = y0 (C.2)
Here, y is an unknown function dependent on t, while t (e.g. t = time) is an
independent variable. We assume that t varies between [t0,∞). The value of y at t0
(y0) is an initial condition and the whole problem is called initial value problem (IVP)
(Süli and Mayers, 2003). The aim is to solve the equation numerically to approximate
the value of y in different points of t.
In a simple case, the derivative ẏ(t) is replaced by a finite difference approximate:




y(t+ h) ≈ y(t) + hẏ(t) (C.4)
Replacing from C.1:
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y(t+ h) ≈ y(t) + hf(t, y(t)) = y(t) + hf(t, y(t)) +O (C.5)
Here, h is a step size. For an accurate solution, h is selected as a small fraction of
t. The last term O shows an error which exists due to the approximation. Considering
the initial condition and replacing C.2 in C.5, we get:
y(t0 + h) = y0 + hf(t0, y0) +O (C.6)
We define the following sequences for t :
t1 = t0 + h, t2 = t1 + h, . . . tn = tn−1 + h (C.7)
Therefore, a general solution to the problem is:
y(tn) = y(tn−1) + hf(tn−1, y(tn−1)) +O (C.8)
This method is known as Euler method for solving ODEs numerically (Süli and
Mayers, 2003). This method is not accurate enough. A more accurate approximation
is Runge-Kutta method that is obtained in the following.
Equation C.5 defines an approximation of y(t+h) that in fact applies Taylor ex-
pansion to approximate ẏ(t). A general form of this expansion is indicated in this
form:




Here, O(h3) refers to the summation of the third and higher order of terms of
Taylor expansion. Therefore, in equation C.5, O can be replaced by O(h2). In the























For simplicity, we assume that ∂f(t,y)
∂t
= ft(t, y) and
∂f(t,y)
∂y
= fy(t, y). Therefore:
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y(t+ h) = y(t) + hf(t, y) +
h
2








[f(t, y) + hft(t, y) + hfy(t, y)f(t, y)] +O(h
3) (C.11)
The terms in brackets are comparable with the Taylor expansion. Therefore:






f(t+ h, y + hf(t, y)) +O(h3) (C.12)
Replacing the defined series in equation C.7 in the above equation, we get the
general numerical solution for y(t):








k1 = f(tn, yn), k2 = f(tn + h, yn + hk1) (C.14)
This is a second-order of Runge-Kutta method. In a similar way, a more accurate
method is the fourth-order Runge-Kutta indicated in the following form:
k1 = f(tn, yn) (C.15)














k4 = f(tn + h, yn + k3) (C.18)
And the general solution:
y(tn) = y(tn−1) +
h
6
(k1 + 2k2 + 2k3 + k4) (C.19)
C.2 Bulirsch-stoer adaptive step-size method
First of all one should consider that this method is not appropriate for solving differ-
ential equations containing non-smooth functions and also those differential equations
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that have singular points inside the interval of integration (Flannery et al., 1992). The
method uses combinations of three ideas, modified midpoint method, Richardson ex-
trapolation, and polynomial extrapolation to solve ODEs numerically (Flannery et al.,
1992). I explain the ideas which try to solve equations C.1 and C.2 with Bulirsch-stoer
method.
Modified midpoint method: The midpoint formula of numerical integration of
equation C.1 is (Kiusalaas, 2010):
y(t+ h) = y(t− h) + 2hf(t, y(t)) (C.20)
Now consider the solution for equation C.1 from t = t0 to t0 +H with the midpoint
formula. Let’s divide the interval into n steps of size h (i.e. h=H/n). Therefore:
y1 = y0 + hf0
y2 = y0 + 2hf1
...
yn = yn−1 + 2hfn−1
(C.21)
Here, yi = y(ti) and fi = f(ti, yi). These equations are using Euler method. Aver-




[yn + (yn−1 + hfn)] (C.22)
For yn ≈ yn−1 + hfn.





6 + ... (C.23)
One can eliminate as many as of the error terms by Richardson extrapolation which
is used to improve the rate of convergence of a sequence (Kiusalaas, 2010).
Polynomial extrapolation: For example, if y(t0 +H) is commuted by h and then
repeated by h/2 with the corresponding results of g(h) and g(h/2). Therefore, the






This estimates fourth-order accurate. One can continue to get high accurate results
with h/6, etc. A commonly used sequences of n is:
n = 2, 4, 6, 8, ... (C.25)
which is called Bulirsch-Stoer method (Flannery et al., 1992).
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