Acute myeloid leukaemia (AML) is a blood cancer affecting haematopoietic stem cells. AML is routinely treated with chemotherapy, and so it is of great interest to develop optimal chemotherapy treatment strategies. In this work, we incorporate an immune response into a stem cell model of AML, since we find that previous models lacking an immune response are inappropriate for deriving optimal control strategies. Using optimal control theory, we produce continuous controls and bang-bang controls, corresponding to a range of objectives and parameter choices. Through example calculations, we provide a practical approach to applying optimal control using Pontryagin's Maximum Principle. In particular, we describe and explore factors that have a profound influence on numerical convergence. We find that the convergence behaviour is sensitive to the method of control updating, the nature of the control, and to the relative weighting of terms in the objective function. All codes we use to implement optimal control are made available.
: Parameters values used in this work.
Parameter description Value
Proliferation of S ρ S = 0.5 mised to avoid transplanted cancers being destroyed by the immune response 139 in xenograft studies [20] . Furthermore, tumours found in immunocompetent 140 hosts are observed to exhibit mechanisms for avoiding immune response [46] . 141 The behaviour exhibited in Figure 2b indicates that the system cannot reach 142 a healthy non-leukaemic steady state in the presence of even small leukaemic 143 stem cell populations. It is reasonable to expect that under some circum-144 stances a small leukaemic population may be outcompeted by healthy cells 145 occupying the same niche [42] , without intervention. Therefore, we consider a 146 modification to the model proposed by Crowell, MacLean and Stumpf to incor-147 porate an immune response. We expect this immune response to be effective 148 for small L and ineffective for large L, and so we mimic this by introducing a 149 Michaelis-Menten term to represent the immune response, giving,
Proliferation of
Including an immune response in the model is not only mathematically con-151 venient in that it provides desirable steady states that we discuss later in this to chemotherapy for treatment of AML and many other cancers [10, 40, 45] . We investigate further by considering the potential steady states permitted 166 by Equation (2). We note that S is governed by a logistic growth mechanism 167 that does not depend on any of the other species so we haveS = 1 − δ S /ρ S .
168
Similarly, D and T do not influence the other populations and hence can be 169 neglected in the consideration of the steady states. Therefore, we consider a 170 reduced system in terms of A, L withS = 1−δ S /ρ S , recalling that Z 2 = A+L, 171 and through scaling K 2 = 1,
By inspection, there is a trivial L-nullcline atL = 0. We can find the A-173 nullcline by setting f (A, L) = 0 in Equation (3),
Similarly, we can find the non-trivial L-nullcline by setting g(A, L) = 0 in 175 Equation (4),
we present phase planes for both the modified (with immune response) and solutions of the modified model with no control are presented in Figure 4 . Figure 2 . In (a) we observe coexistence, though it takes longer for the solutions to approach steady state when compared with the original model ( Figure 2a ). This result is presented over a larger time-scale. With the introduction of the Michaelis-Menten style immune response to leukaemia, we observe in (b) that a small leukaemia stem cell population does not survive in the presence of a haematopoietic stem cell population. This is in contrast to Figure 2b , where a minute population of leukaemic stem cells was sufficient to grow to a coexisting steady state. These figures are produced with immune response parameters α = 0.015, γ = 0.1.
In this section we provide a concise overview of the theory of optimal control.
186
Methods for solving optimal control problems are discussed. We determine 187 optimal controls to the model presented in Section 3. Specifically, we consider 188 continuous optimal controls corresponding to quadratic pay-off functions and 189 discontinuous bang-bang optimal controls corresponding to linear pay-off func- The basic principle of optimal control is to apply an external force, the control, 194 to a system of differential equations, the state equations, to cause the solution, 195 the state, to follow a new trajectory and/or arrive at a different final state.
196
The goal of optimal control is to select a particular control that maximises or associated with applying the control.
201
A typical optimal control problem will introduce the state equations as func-202 tions of the state x(t) and the control u(t), with initial state
It is also necessary to specify either a final time t f with the final state free, or cost function L(t, x(t), u(t)) integrated from initial time (t 0 ) to final time (t f ).
207
Through choosing an optimal control u * (t) and solving for the corresponding 208 optimal state x * (t), we seek to maximise or minimise this objective function.
209
Selecting the pay-off enables us to incorporate the context of our application 210 and determine the meaning of optimality. In general, the pay-off function can 211 be written as,
Depending on the form of φ, it may be possible to incorporate φ into L by 213 restating the final state constraint in terms of an integral expression using 214 the Fundamental Theorem of Calculus, and noting that φ(x(t 0 )) is constant 215 and hence does not impact the optimal control. The resulting unconstrained 216 optimal control problem is often more straightforward to solve than the con-217 strained problem.
218
The optimal control can be found by solving necessary conditions obtained 
(2) the adjoint, also referred to as co-state, is found by setting,
(3) satisfying the transversality condition, 233 234
Continuous optimal control 235
In this section we consider optimal control applied to the AML model pre- 
A potential pay-off function for this optimal control problem is to minimise,
where the control problem is assumed to start at time zero and run until a 
267
We can construct the Hamiltonian as H = L + λf ; where f is the right hand 268 side of Equation (12), λ = [λ 1 , λ 2 , λ 3 , λ 4 , λ 5 ], and from Equation (13), we have
From Equation (9), we find the optimal control by setting ∂H/∂u = 0, giving 271 u * = λ 4 L/2a 1 . Following Equation (10), the co-state equations for λ are found 272 by setting dλ/dt = −∂H/∂x,
The transversality condition, Equation (11) pretation. Although the FBSM calls for an initial guess for the control over 298 the entire interval, this can often be straightforward to determine, as we will 299 demonstrate. 300 We apply the FBSM using an initial guess for the control, u(t) ≡ 0, to solve 301 for the state variables forward in time. The co-state is then solved backward 302 in time. In each case a fixed step fourth order Runge-Kutta method is applied 303 to solve the relevant system of ODEs. Using these solutions, the control is up-304 dated and the process is repeated until convergence is achieved. The algorithm 305 for the FBSM is given in Algorithm 1.
306
Algorithm 1: Forward-backward sweep i. Make an initial guess of u(t).
Typically u(t) ≡ 0 is sufficient, though a more thoughtful choice may result in fewer iterations required for convergence.
ii. Using the initial condition x(0) = x 0 , solve for x(t) forward in time using the initial guess of u(t).
iii. Using the transversality condition λ(t f ), solve for λ(t) backwards in time, using the values for u(t) and x(t).
iv. Calculate u new (t) by evaluating the expression for the optimal control u * (t) using the updated x(t) and λ(t) values.
v. Update u(t) based on a combination of u new (t) and the previous u(t).
For continuous controls applied to relatively simple systems, it may be possible to use u new (t) directly (u(t) = u new (t)), however this is not sufficient to achieve convergence in general. We discuss this further in Section 4.4.
vi. Check for convergence.
If x(t), λ(t) and u(t) are within a specified absolute or relative tolerance of the previous iteration, accept x(t), λ(t) and u(t) as having converged, otherwise return to Step ii. and repeat the process using the updated u(t).
eters. As expected, when a 1 > a 2 , placing a greater weighting on the negative 308 impact of the control than the negative impact of the leukaemic stem cells we 309 observe that the control is applied at a lower level than when a 1 < a 2 . When 310 the pay-off weightings are equal, as shown in Figure 5b , the continuous control 311 is applied at an amount similar to the level of the leukaemic stem cell popula-312 tion. Similarly, when the amount of control applied is larger, we observe that 313 the leukaemic stem cell population declines at a faster rate. With a 1 > a 2 , as 314 in Figure 5c , we observe that the leukaemic population is effectively eradicated 315 by t f , whereas when a 1 < a 2 we see, in Figure 5d , that a leukaemic population as the choice of a 1 and a 2 would be arbitrary. In this sense, computed pay-offs 337 are not useful for comparing the outcome of treatment versus no treatment as 338 there is no meaningful pay-off associated with no treatment. Rather, computed 339 pay-offs can be used for comparison with other controls applied to a system 340 with identical parameters to check whether or not they are comparable in 341 outcome to the optimal control, noting that the response of the state will also 342 change if the control changes.
343
To illustrate this point, we compare the optimal control obtained in Figure 5b 344 to other potential treatment scenarios. In Figure 6 we compare four different 345 dosing strategies where the same total amount of drug is applied using different 
Bang-bang optimal control
In addition to considering continuous controls, it is also relevant to con- 
As for the continuous control case, we differentiate the Hamiltonian with re-373 spect to our control variable u. With a linear pay-off, however, the result no longer contains u. Rather than solving for u, we define a switching function,
From PMP [51], it is implied that the Hamiltonian will be minimised under 377 the following conditions,
Conditions in Equation (19) the bang-bang control problem is given by,
and we note that Equation (20) In Figure 7 it is clear that when the upper bound on the control is higher, 416 meaning in this context the maximum amount of chemotherapy that can be 417 applied at any given time is higher, the control switches to the lower bound 418 earlier. In this case the lower bound corresponds to u = 0, or no chemotherapy 419 28 being applied (control switched off ), though this is not required of the method.
420
The interaction between the control and state in Equation (20) means that 421 the cumulative amount of control applied is not the same for different bounds 422 on the control. In Figure 5 we demonstrate that for a continuous control with 423 a 1 = 1, a 2 = 0.1, a small amount of control is applied. For the bang-bang case 424 with the same weighting, we observe in the rightmost column of Figure 7 that 425 for a range of control upper bounds, the control is not switched on at all - 426 implying that with such a pay-off, it is optimal not to apply the control. One 427 may suppose that for a sufficiently small upper bound that the control would 428 turn on even with this pay-off, however a lower upper bound on the control 429 also reduces the impact the control has on the state.
430
Due to the immune response incorporated in Section 3, a sufficiently small 431 leukaemic population will tend towards extinction rather than grow back to 432 a coexisting steady state. Because of this, we observe in Figure 7 that the 433 control switches off before the leukaemic stem cells are totally eradicated -434 the immune response is sufficient once the leukaemic population is sufficiently 435 low. This is most evident in Figure 7k , where we can see that the population merical solutions to optimal control problems is influenced by multiple factors.
471
In particular, we discuss the initial guess of the control, convergence criteria, 472 control updating and pay-off weightings. These factors influence not only the 473 number of iterations required to reach a converged numerical solution, but 474 also whether or not a converged solution will be reached at all. 475 trol is sensible, the initial guess does not have a significant impact on whether 477 or not a converged result is reached for the control problems considered in this 478 work. However, convergence is typically reached with fewer iterations when the 479 initial guess is relatively closer to the true value of the optimal control. For 480 simplicity we use the initial guess u ≡ 0 for all results presented in this work, 481 while acknowledging that more thoughtful choices may deliver convergence in 482 fewer iterations.
483
For optimal control results presented in the previous sections, we determine 484 whether convergence has been achieved after each iteration based on the rela-485 tive difference between the updated control, u updated , and the old control, u old .
486
If this relative difference is sufficiently small, the updated control is accepted 487 as the optimal control. A typical relative difference convergence criterion re-
where 0 < ε 1 is the desired relative tolerance. Following [37], we adjust 490 Equation (21) to allow for a control of the form u ≡ 0, giving
where t = i∆t, ∆t is the numerical time step and n is the number of nodes 492 in the time discretisation. The absolute value is taken to ensure that positive 493 differences are not offset by negative differences that could otherwise result 494 in incorrectly detecting convergence. 
We find that the best choice for ω depends not only on the form of the control, 517 continuous or bang-bang, but also on model parameters such as the pay-off 518 weightings. There is a trade-off between the number of iterations required to 519 obtain convergence, and actually converging at all; a larger ω typically is more 520 likely to produce converging solutions, but this also means that the control I  I  II  II   III  III  III (a) (b) (c) 0 0 0 Fig. 8 . Convergence behaviour for (a) ω = 0.85, (b) ω = 0.9, and (c) ω = 0.95, with a 1 and a 2 ranging from 0 to 10 in increments of 0.1, excluding a 1 = 0. In region I (dark blue) we have no concept of convergence as the control never switches on. In region II (light blue) we find that the optimal control problem does not converge, and in region III (yellow) we observe convergence. These figures are produced with immune response parameters α = 0.015, γ = 0.1.
From Figure 8 it is clear that convergence is achieved in a larger region of the 555 (a 1 , a 2 ) parameter space when ω is increased. However, it is important to note 556 that achieving convergence in this context only implies that Equation (22) is gradually reduced as the control converges to the optimal switching point.
564
Since ω explicitly influences the relative amount that the control can differ 565 between iterations, if a larger ω is required to achieve convergence for a given 566 problem, it may also be necessary to reduce the convergence tolerance ε to 567 ensure that the resulting control is sufficiently bang-bang. 568 
34
In this work we consider a haematopoietic stem cell model of AML that incor-570 porates competition between leukaemic stem cells and blood progenitor cells 571 within the bone marrow niche. We incorporate a biologically appropriate im-572 mune response in the form of a Michaelis-Menten term. This modification is 573 mathematically convenient because of the impact it has on the steady states, 574 and biologically relevant because the immune response is known to play an 575 important role in cancer progression and treatment. With a view to identify-576 ing the optimal way to apply a treatment such as chemotherapy to the model, 577 we formulate and solve optimal control problems corresponding to multiple 578 objectives and constraints. This includes quadratic pay-off functions, yielding 579 continuous controls, as well as linear pay-off functions, yielding discontinuous 580 bang-bang controls.
581
We provide a brief overview of optimal control theory, with a focus on the 582 necessary conditions derived from Pontryagin's Maximum Principle. This ap-583 proach formulates the optimal control problem as a coupled multi-species 584 two-point boundary value problem. The resulting optimal control problem 585 is solved numerically using the iterative FBSM. The algorithm for the FBSM 586 is discussed, with a focus on highlighting typical issues that may arise in im-587 plementing optimal control. Suggestions are provided for overcoming these 588 issues. In particular, we focus on factors that influence the convergence of 589 the FBSM; not only in terms of the number of iterations required, but also 590 whether it converges at all. These factors include the initial guess for the 591 control, the convergence criterion, the method of updating the control, the 592 associated weighting placed on controls from prior iterations and parameters 593 such as pay-off weightings, and in the bang-bang control case, the control
