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基于 SARIMA-BP 神经网络组合方法的 MODIS 叶面积指数时间序列建模与预测 
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摘要：植被叶面积指数（LAI）时间序列的建模及预测是陆面过程模型和遥感数据同化方法的重要组成部分。MODIS LAI 时
间序列包含线性部分和外在干扰产生的非线性部分，单一的线性方法或非线性方法都不能对其精确建模和预测。本文采用季
节自回归积分滑动平均（SARIMA）方法、BP神经网络方法及二者的组合方法对 MODIS LAI 时间序列进行建模及预测。在
SARIMA-BP 神经网络组合方法中，SARIMA 方法用于建模及预测 LAI 时间序列中的线性部分，BP 神经网络方法用于对非线性
残差部分进行建模及预测，二者组合的结果可充分利用各自在线性与非线性建模的优势。实验结果表明：SARIMA-BP 神经网
络组合方法对 MODIS LAI 时间序列具有更好的适应性，其预测准确性高于 SARIMA 方法或 BP 神经网络方法。 
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分滑动平均（SARIMA）三种方法对 MODIS LAI 时间序列数据
产品进行建模和预测[7]，证明了 SARIMA 方法在建模与预测
方面的优势；Xiao 等（2011）将 SARIMA 方法用于 LAI 建模
并将建立的模型用于基于卡尔曼滤波的数据同化过程[2]；靳
华安等（2011）利用 SARIMA 对 MODIS LAI 历史数据进行了
建模并将其用于提高 LAI 反演精度[3]。DLM 方法需要温度和
土壤湿度等额外数据，而这些数据在大尺度上往往难以获
得，另外由于所引入的温度和土壤湿度数据自身存在不确定
性，还可能带来额外误差。而 SARIMA 只对 LAI 历史数据进
行拟合，不需要额外的数据，因此在实际应用中更具可行性。
然而 MODIS LAI 时间序列包含了线性和非线性部分，SARIMA
作为一个线性方法[10]，忽略了时间序列数据中非线性部分，
其预测结果与MODIS LAI时间序列产品之间必然存在一定误


















的 LAI 数据[3]；再对小部分 SG 滤波未能平滑的部分，通过
线性插值使其符合植物生长特性。平滑后的 MODIS LAI 时间
序列数据仍包含线性部分和非线性干扰部分，且具有明显季
节性特征。对于预处理后的时间序列数据，采用 SARIMA 方
法进行建模，将 SARIMA 建模产生的残差序列用 BP 神经网络






作 ARIMA ),,( qdp 。 带 有 季 节 性 的 ARIMA 记 作
SARIMA SQDPqdp ),,)(,,( ， SQDP ),,( 是模型的季
节性部分，它的公式如下[13]： 
)()()()()()( tBBtxBB SdDSS εθφ Θ=∇∇Φ    (1) 
其中： 
p
pBBB φφφ −−−= ...1)( 1               （2） 
q
qBBB θθθ +++= ...1)( 1               （3） 
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SS BBB Θ−−Θ−=Θ ...1)( 1         （5） 
)()1()1()( txBBtx dDsdDS −−=∇∇        (6) 
)()( BB S φΦ 表示季节自回归模型，其中 )(Bφ 表示 p
阶自回归多项式， pφφφ ...,，, 21 为非季节自回归参数。
)( SBΦ 表示季节自回归多项式， pΦΦΦ ,...,, 21 为
季节自回归参数。 
)()( BB S θΘ 表示季节滑动平均模型，其中 )(Bθ 表
示 q阶滑动平均多项式， qθθθ ,...,, 21 为非季节滑动平
均 参 数 。 )( SBΘ 表 示 季 节 滑 动 平 均 多 项 式 ，
pΘΘΘ ,...,, 21 为季节滑动平均参数。 
)(txdDS ∇∇ 为平稳时间序列。其中，B 表示滞后算
子,∇表示差分算子。 
)(tε 表示服从独立正态分布 ),0( 2δN 的高斯噪音。 
EViews 7 软件被用于 MODIS LAI 时间序列的 SARIMA
建模。 
1.2 BP 神经网络 
BP 神经网络是一种按误差逆传播算法训练的多层前馈
网络，它的主要特点是信号前向传输，误差被逆向传播。图
1 给出了三个输入节点的 BP 神经网络示意图，其中 x1、x2




























),...,2,1,,...,2,1,0(, qjpiw ji == 和
),...,2,1,0( qjw j = 表示连接权重；p 表示输入节点
的个数，q表示隐藏层节点的个数。 
BP 神经网络被用于获取 MODIS LAI 时间序列中的非线
性部分。为了用于比较，BP 神经网络也被单独作为一种方
法，用于对 MODIS LAI 时间序列建模。BP 神经网络采用
MATLAB R2014b 软件实现。应用于本研究中的 BP 神经网络
参数设置如表一： 



























有的相关研究[10]，一个 MODIS LAI 时间序列可以看成由线性
自相关结构和非线性部分组成。组合方法可以被描述为： 
),( ttt NLfy =                               (8) 
其中， tL 表示 MODIS LAI 时间序列中的线性部分， tN 表
示 MODIS LAI 时间序列中的非线性部分。SARIMA 方法用于
拟合线性部分 tL ，BP 神经网络方法用于拟合非线性部分
tN 。组合方法分三步执行： 
第一步：用 SARIMA 方法拟合时间序列并计算残差： 
ttt yLe −= ˆ                               (9) 

















































2)ˆ(1                  
（12） 
式中 iy 表示 MODIS LAI 观测值， iyˆ 表示 MODIS LAI 预测




品 MOD15A2，时间范围为 2004-2013。研究点选在北纬 37°
 






Fig.3 prediction curve of different method and observation 
 
45′东经 101°22′48″。依据靳华安等[3]及李喜佳等[4]的
描述，将研究点为中心的 10km× 10km 范围内的 LAI 均值作
为时间序列的值，在求取平均值时只对 MODIS LAI 数据中标
记为高质量的值（即 MODLAND_QC=0）求取平均。 
2.2 验证结果 
图 2对比了经过 SG 滤波和线性插值后的 MODIS LAI 时
间序列和原始时间序列的差异。从图中可以看出，通过以上




Fig.4 Relationship between the prediction values and the original values 
 





网络也采用 2004 年-2012 年 MODIS LAI 时间序列建模，并
对 2013 年 LAI 进行预测。BP神经网络也被用于对 SARIMA
模型残差序列建模，并对 2013 年的 SARIMA 方法产生的残差
进行预测。图 3是 SARIMA、BP 神经网络和组合方法对 2013
年 LAI 的预测结果及 MODIS LAI 产品 2013 年的观测值。从
图 3可以看出，SARIMA 和 BP 神经网络的预测值总体上低于
观测值，其中 BP 神经网络在 LAI 值较大时的预测值明显低
于观测值，而在 LAI 观测值较小时 BP神经网络的预测值相
比 SARIMA 方法更接近观测值。以上结果说明构建的 BP 神经
网络方法和 SARIMA 方法对 MODIS LAI 的预测具有不同的适
应性，即在 LAI 观测值较低时;构建的 BP 神经网络模型预测
准确度较高，而在 LAI 观测值较高时，SARIMA 预测的结果
更准确。这是由于 BP 神经网络在 MODIS LAI 值较大时，不
能很好的拟合数据中的线性部分，从而导致预测结果低于实
际观测值；而 SARIMA 方法由于包含了季节变化部分，所以




结束部分的预测值高于观测值(如图 3中 a,b 所示 )，造成
这种现象的原因是由于 BP 神经网络基于全局近似，而在图











ARIMA ANN Hybrid ARIMA ANN Hybrid ARIMA ANN Hybrid 
0.072 0.093 0.009  0.207 0.264 0.083  0.941 0.884 0.981 
表二列出了用来衡量三种方法预测能力的 MSE、MAE 和







相关系数为 0.927。对 SARIMA、BP 神经网络和组合方法的
预测值同观测值进行线性回归分析，结果如图 4 所示。
SARIMA、BP 神经网络和组合方法的预测值同观测值之间的




方法。本文提出一种新的 MODIS LAI 建模方法：分别通过使
用 SARIMA和 BP神经网络方法来拟合 MODIS LAI时间序列数
据中的线性部分和非线性部分，利用它们各自的优势对
MODIS LAI 历史时间序列数据进行建模及预测。试验结果表
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Modeling and predicting of MODIS LAI time series based on a hybrid SARIMA and 
BP neural network method 
JIANG Chun-lei1，2，ZHANG Shu-qing1*，ZHANG Ce3，LI Hua-peng1，DING Xiao-hui1，2 
1. Northeast Institute of Geography and Agroecology, Chinese Academy of Sciences, Changchun 130102, China  
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Abstract: The modeling and predicting of vegetation Leaf area index (LAI) is an extremely important indication 
factor for growth status of vegetation. However, the time series of MODIS LAI include linear and nonlinear 
components, which cannot be accurately modeled and predicted by either linear method or nonlinear method. In 
this paper, SARIMA, BP neural network and a hybrid method of SARIMA-BP neural network were used for modeling 
and predicting MODIS LAI time series. The SARIMA-BP neural network combined both SARIMA and BP neural network, 
of which could model the linear component and the nonlinear component of MODIS LAI time series respectively. 
Thus the final result of SARIMA-BP neural network was the sum of results of the two methods. Experiments showed 
that the proposed SARIMA-BP neural network method performed the best in comparison with SARIMA and BP neural 
network，implying its well adaption to the LAI time series. 
 
Keywords: SARIMA；BP neural network；MODIS LAI；SARIMA-BP neural network method；LAI time series modeling and 
predicting 
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