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Abstract. With the rapid development of deep learning algorithms, action recogni-
tion in video has achieved many important research results. One issue in action 
recognition, Zero-Shot Action Recognition (ZSAR), has recently attracted considera-
ble attention, which classify new categories without any positive examples. Another 
difficulty in action recognition is that untrimmed data may seriously affect model 
performance. We propose a composite two-stream framework with a pre-trained 
model. Our proposed framework includes a classifier branch and a composite feature 
branch. The graph network model is adopted in each of the two branches, which ef-
fectively improves the feature extraction and reasoning ability of the framework. In 
the composite feature branch, a 3-channel self-attention models are constructed to 
weight each frame in the video and give more attention to the key frames. Each self-
attention models channel outputs a set of attention weights to focus on a particular 
aspect of the video, and a set of attention weights corresponds to a one-dimensional 
vector. The 3-channel self-attention models can evaluate key frames from multiple 
aspects, and the output sets of attention weight vectors form an attention matrix, 
which effectively enhances the attention of key frames with strong correlation of ac-
tion. This model can implement action recognition under zero-shot conditions, and 
has good recognition performance for untrimmed video data. Experimental results on 
relevant data sets confirm the validity of our model. 
Keywords: Action recognition, Self-attention, Graph Network. 
1 Introduction 
1.1 Action recognition  
In computer vision, video understanding is one of the most important fields. As a 
brunch of video understanding, action recognition is the base of visual reasoning 
tasks, e.g. video captioning, video relational reasoning. Current mainstream models 
for action recognition are almost derived from Two-stream Convolutional Network 
and Convolution-3D Network.  
Some studies have found that inputting optical flow into 2D CNNs made a better 
performance than merely RGB frames as optical flow represent the motion infor-
mation at some extent. Thus it is grant to propose Two-stream networks, which take 
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RGB images and optical flow as input, providing the state of the art result[1, 11]. One 
of the derivation of Two-stream networks, Temporal Segment Network(TSN), uses 
multiple two-stream modules to learn parameters effectively and efficiently with 
combining video-level supervision and sparse temporal sampling strategy, even given 
limited training samples, resulting in good performance in long-term temporal struc-
ture[18].  
However, since optical flow is computation-expensive and supposed to calculate 
offline, it cannot meet the demand of real-time application. 3D spatiotemporal CNN 
models which use 3D ConvNet enable model to extract spatial features and temporal 
features simultaneously, over 10 times faster than two-stream even though sacrifice 
some accuracy, have drawn more attention[8]. 
Basic 3D spatiotemporal CNNs suffer from large parameters and are not easy to 
train from scratch. Therefore, a model named I3D, based on the pre-trained model on 
ImageNet, inflates the 2D ConvNets into 3D to increase the temporal dimension, 
having much fewer parameters. Furthermore, I3D found that two-stream design still 
improve the accuracy[1]. Another (2+1)D architecture decomposes 3D convolutional 
filters into separate spatial and temporal components, so that renders the optimization, 
maintaining the solid performance with 2D CNNs in single frame and speeding up the 
calculation[15]. 
To balance the accuracy and speed, some works also adjust the input data of two 
stream. Like extracting key-frames for spatial stream[20], or processing kinds of opti-
cal flow information for temporal stream[2, 3, 13], relax the burden of calculation and 
store. 
1.2 Zero-Shot learning 
Zero-shot learning aims to construct new classifiers dynamically based on the se-
mantic descriptors provided by human beings or the existing knowledge, rather than 
labeled data. Due to poor scalability of exhaustive annotation for supervised learning 
[19] and expectation to emulate the human ability to learn semantics with few exam-
ples, zero-shot have drawn considerable attention. There have been various architec-
tures proposed for zero-shot action recognition (ZSAR). In these studies, the infor-
mation of unseen classes come from human-defined attribution, language in the form 
of text descriptions or word embedding, effective in trimmed videos datasets. In this 
work, we propose a novel architecture that perform well in untrimmed videos. 
2 Related Work 
Zero-shot action recognition With the explosion of videos and the difficulty of 
scalability of manual annotation, there have been approaches to recognize the un-
known action in the way of zero-shot. ZSAR associates known categories and un-
known categories based on semantic space, including manual attributes [23, 24, 25, 
26, 27], text descriptions [28] and word vectors [29, 30]. However, attributes are not 
easy to define and the manually-specified attributes are highly subjective. Thus, it is 
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hard to generate ambiguous and undefined categories in real scenes. Word embed-
dings are more objective for addressing ZSAR. [19, 39] embedded the labels of vide-
os as word vectors for a shared semantic space. [31] utilizes both category-level se-
mantics and intrinsic data structures by adopting error-correcting output codes to ad-
dress domain shift problem. But these methods usually ignore the temporal infor-
mation of videos, which take significant advantages for visual understanding[32]. [5] 
proposed a zero-shot action recognition framework using both the visual clues  and 
external knowledge to show relations between objects and actions, also applied self-
attention to model the temporal information of videos. 
Transfer learning In many real-world applications, it is expensive to re-collect train-
ing data and re-model when task changes [33]. Knowledge transfer or transfer learn-
ing is needed between task domains, research referring has drawn increasing atten-
tion.[34] using the similarity of classifier in source and target Domain to calculate the 
gradient between them. [35, 36] used a  max mean discrepancies (MMD) as the dis-
tance between source and target. Recently, the study about domain adaption are ex-
pected to improve the knowledge transfer [37]. 
3 Our Approach 
In this section, we present the details of our proposed model. The method is in-
spired by literatures[5, 38]. The novel model consists of a composite two-stream 
structure, and including recognition branch and composite feature branch. A sub-dual-
branch structure is constructed in the composite feature branch. Each of the sub-dual-
branch structures adopts a multi-channel self-attention model for feature extraction 
and action recognition of untrimmed and trimmed video respectively.  
We introduce the novel model from three levels as follows. In section 3.1, the first 
level is the sub-branch of multi-channel self-attention model for trimmed video. In 
section 3.2, the second level is the model of composite feature branch used for both 
trimmed and untrimmed video. In section 3.3, the third level is the composite two-
stream structure for zero-shot action recognition, whether it is trimming video or un-
trimmed video data sets. 
 
3.1 Sub-Branch of Multi-Channel Self-Attention Model 
Video data preprocessing  
    The model processes trimmed video data, and implements action recognition and 
classification of the trimmed video data. Firstly, the original video data needs to be 
preprocessed. The purpose of the preprocessing is to extract the features of the video, 
including two aspects. The first is feature extraction from the spatial dimension, and 
the second is feature extraction in the temporal dimension. 
Specifically, the feature extraction in the first aspect is the extraction of RGB in-
formation in the spatial dimension. For each frame of the original video having RGB 
three-channel information, respectively, through a deep neural network model, the 
deep neural network can select the ResNet101 network, where we use the pre-trained 
ResNet101 network to directly perform feature extraction tasks. The output is an s-
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dimensional vector corresponding to each frame. Giving a video data contains G 
frames, G s-dimensional vectors are output, and a 𝑠 × 𝐺 matrix is formed sequentially. 
The matrix denoted as 𝒮 ∈ ℝ𝑠×𝐺, we named this first frame as a spatial feature extrac-
tor. 
The second aspect of feature extraction is the extraction of optical flow information 
in the temporal dimension. First, the original video data is processed by the general 
optical flow algorithm, and the optical flow data is input to another independent deep 
neural network model. Here we adopt pre-trained ResNet101 network, where the 
ResNet101 network is independent of the network in the first extractor above. After 
the feature extraction of the ResNet101 network, the output is a t-dimensional vector 
corresponding to each optical stream data. Then the same piece of video data is in-
cluded G frames, and (G-1) t-dimensional vectors can be obtained, which form a ma-
trix of 𝑡 × (𝐺 − 1), denoted as 𝒯 ∈ ℝ𝑡×(𝐺−1). We name this second frame as a tem-
poral feature extractor. 
 
Multi-channel self-attention model 
The result of data preprocessing consists of two parts. The first part is the spatial 
feature information matrix 𝒮 obtained by extracting the original video from the spatial 
feature extractor. The second part is the temporal feature information matrix 𝒯 ob-
tained from the temporal feature extractor and the original video. Then, the spatial 
feature information matrix 𝒮 and the temporal feature information matrix 𝒯  are re-
spectively input two independent multi-channel self-attention models, and the output 
result is two information matrix weighted by attention, corresponding to the input 
spatial feature information matrix 𝒮 and temporal feature information matrix 𝒯. These 
two matrixes are denoted as 𝕊  and 𝕋 , respectively[38]. The multi-channel self-
attention model consists of two independent parts, which are respectively applied to 
the spatial feature information matrix 𝒮 and the temporal feature information matrix 
𝒯, named as multi-channel spatial self-attention (MC-spatial Self-Attention) and mul-
ti-channel temporal self-attention (MC-temporal Self-Attention). 
The structure of the MC-spatial Self-Attention is shown in the left part of Figure 1. 
The 3-channel self-attention structure is used. The spatial self-attention structure of 
each channel is the same, but different activation functions are used, for example, 
sigmod, tanh, and Leaky ReLU can be selected to facilitate the extraction of spatial 
information from different angles of attention to form a multi-angle attention weight 
vector. The data input passes through the fully connected layer FC11, the activation 
function, the fully connected layer FC12 and softmax. Fully connected layer FC11, 
corresponding to parameters 𝑊1𝑗 ∈ ℝ
𝑎×𝑠, 𝑗 = 1,2,3, a is a configurable hyperparame-
ter; activation functions are sigmod, tanh, Leaky ReLU; Fully connected layer FC12, 
corresponding the parameter 𝑢1𝑗 ∈ ℝ
1×𝑎, 𝑗 = 1,2,3; The softmax output results in the 
attention vector V1𝑗 , where V1𝑗 ∈ ℝ
𝐺×1, 𝑗 = 1,2,3. The operation relationship is as 
follows. 
 
V11 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑢11 ∙ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊11𝒮)] 
V12 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑢12 ∙ 𝑡𝑎𝑛ℎ(𝑊12𝒮)] 
V13 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑢13 ∙ 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑊13𝒮)] 
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Further V1𝑗 ∈ ℝ
𝐺×1, 𝑗 = 1,2,3 are multiplied by the matrix of the spatial feature 
matrix 𝒮 respectively, to obtain the attentional space feature matrix 𝕊𝑖 , where 𝕊𝑖 ∈
ℝ𝑠×𝐺 , 𝑖 = 1,2,3. 
 
 
Fig. 1. The structure of multi-channel self-attention models 
The structure of the MC-temporal Self-Attention is shown in the right part of Fig-
ure 1. The 3-channel self-attention structure is also used. The temporal self-attention 
structure of each channel is the same. Different activation functions are used. In order 
to facilitate the extraction of temporal information from different angles of attention, 
forming a multi-angle attention weight vector. The data input passes through the fully 
connected layer FC21, the activation function, the fully connected of FC22 and soft-
max. The fully connected layer FC21, corresponding parameters 𝑊2𝑗 ∈ ℝ
𝑏×𝑡 , 𝑗 =
1,2,3, b is configurable hyperparameter; Activation functions are sigmod, tanh, Leaky 
ReLU; The fully connected FC22, corresponding parameters 𝑢2𝑗 ∈ ℝ
1×𝑏 , 𝑗 = 1,2,3; 
the softmax output results in the attention vector V2𝑗, whereV2𝑗 ∈ ℝ
(𝐺−1)×1, 𝑗 = 1,2,3. 
The operation relationship is as follows. 
 
V21 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑢21 ∙ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊21𝒯)] 
V22 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑢22 ∙ 𝑡𝑎𝑛ℎ(𝑊22𝒯)] 
V23 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑢23 ∙ 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑊23𝒯)] 
 
Further V2𝑗 ∈ ℝ
(𝐺−1)×1, 𝑗 = 1,2,3 are multiplied by the temporal feature matrix 𝒯, 
respectively, to obtain the attentional temporal feature matrix 𝕋𝑖 , where 𝕋𝑖 ∈
ℝ𝑡×(𝐺−1), 𝑖 = 1,2,3. 
For the attention spatial feature matrix 𝕊𝑖  and the attention temporal feature matrix 
𝕋𝑖 obtained by the above operation, the following operations are performed, which 
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are used to calculate the loss function in the training phase, expressed as 𝑙𝑜𝑠𝑠1, and 
used for action recognition in the inference phase. 
 
𝑙𝑜𝑠𝑠1, 𝑖𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒 ⟺ 
𝑠𝑜𝑓𝑡𝑚𝑎𝑥{𝑀{[𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑄1𝑖(𝑃1𝑖𝕊𝑖)
𝑇]] ∥ [𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑄2𝑖(𝑃2𝑖𝕋𝑖)
𝑇]]}𝑇} 
 
Where 𝑃1𝑖 ∈ ℝ
1×𝑠, 𝑄1𝑖 ∈ ℝ
𝑘×𝐺 , 𝑖 = 1,2,3 , 𝑃2𝑖 ∈ ℝ
1×𝑡 , 𝑄2𝑖 ∈ ℝ
𝑘×(𝐺−1), 𝑀 ∈ ℝ1×6 . 
The symbol ∥ operation means that multiple column vectors are sequentially com-
bined side by side into a matrix, where three column vectors of spatial features and 
three column vectors of temporal features are combined side by side to obtain 𝑘 × 6 
matrix. k is the number of classifications for action recognition. 
 
3.2 Model of Composite Feature Branch 
The multi-channel self-attention model in the previous section is used to handle the 
action recognition problem of trimming video. However, in the face of untrimmed 
video, action recognition performance of the model is significantly affected by the 
inclusion of several background frames in such videos. In order to solve this problem, 
we construct a composite feature branch model[38], as shown in Figure 2 below. 
 
 
Fig. 2. Composite feature branch model 
We designed the two-stream parallel composite architecture with multi-channel 
self-attention model. The upper stream is used to process untrimmed videos, and the 
lower stream is used to process trimmed videos. 
The upper part deals with the model of untrimmed videos, where the loss function 
defined in the output part of the action classification is expressed as loss2, which is 
calculated using the form of standard multi-class cross entropy, which is related to the 
following representation. 
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𝑙𝑜𝑠𝑠2, 𝑖𝑛𝑓𝑒𝑟𝑒𝑛𝑐𝑒 ⟺ 
𝑠𝑜𝑓𝑡𝑚𝑎𝑥{𝑀′{[𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑄1𝑖
′ (𝑃1𝑖
′ 𝕊𝑖
′)𝑇]] ∥ [𝑠𝑜𝑓𝑡𝑚𝑎𝑥[𝑄2𝑖
′ (𝑃2𝑖
′ 𝕋𝑖
′)𝑇]]}𝑇} 
 
Where 𝑃1𝑖
′ ∈ ℝ1×𝑠, 𝑄1𝑖
′ ∈ ℝ𝑘×𝐺 , 𝑖 = 1,2,3, 𝑃2𝑖
′ ∈ ℝ1×𝑡 , 𝑄2𝑖
′ ∈ ℝ𝑘×(𝐺−1), 𝑀′ ∈ ℝ1×6 , 
here are the three-column vectors of temporal features and spatial features. The three 
column vectors are combined side by side to obtain a 𝑘 × 6 matrix. k is the number of 
classifications for action recognition. 
Here's how to use the knowledge of the trimmed videos dataset to improve the per-
formance of the model on the untrimmed videos dataset through transfer learning. 
First of all, the model learning on the trimmed videos data set, specifically, is to 
train the lower stream model of Figure 2, the detailed structure of the lower stream is 
shown in Figure 2, the loss function is loss1, the specific form is standard classifica-
tion cross entropy form, see expression "loss1, inference". After the training of the 
lower stream model is completed, the parameters in the model learn the quasi-optimal 
distribution values, which can be used to infer the data of the trimmed videos. In this 
part, with the multi-channel spatial self-attention model and the multi-channel tem-
poral self-attention model, the classifier related parameters in a total of six channels 
are transmitted to the transfer module, including: P11, P12, P13, in the fully connect-
ed layer FC13; Q11, Q12, Q13 in the fully connected layer FC14; P23, P22, P23 in 
the fully connected layer FC23, Q21, Q22, Q23 in the fully connected layer FC24. M 
in the fully connected layer FC. 
Then, with the multi-channel spatial self-attention model and the multi-channel 
temporal self-attention model of the upper stream, the corresponding classifier param-
eters of the total of 6 channels are transmitted to the transfer module in real time, 
including:  𝑃11
′ , 𝑃12
′ , 𝑃13
′  in the fully connected layer FC13, 𝑄11
′ , 𝑄12
′ , 𝑄13
′  in the fully 
connected layer FC14, 𝑃21
′ , 𝑃22
′ , 𝑃23
′  in the fully connected layer FC23, 𝑄21
′ , 𝑄22
′ , 𝑄23
′  in 
the fully connected layer FC24,   𝑀′ in the fully connected layer FC. The loss function 
loss3 of the transfer module is constructed by calculating the generalized maximum 
mean discrepancy (MMD) of the upper and lower models by the literature [35]. 
In the third step, during the training process of the upper stream, the attention vec-
tors 𝑉𝑖𝑗
′ , 𝑖 = 1,2, 𝑗 = 1,2,3, need to be regularization to optimize the structure of the 
loss function loss4. 
Given 𝑉1𝑗
′ ∈ ℝ𝐺×1, 𝑉2𝑗
′ ∈ ℝ(𝐺−1)×1, 𝑗 = 1,2,3 , let 𝑉1𝑗
′ = (𝑣1𝑗1
′ , 𝑣1𝑗2
′ , ⋯ , 𝑣1𝑗𝐺
′  )𝑇 , 
𝑉2𝑗
′ = (𝑣2𝑗1
′ , 𝑣2𝑗2
′ , ⋯ , 𝑣2𝑗(𝐺−1)
′  )𝑇, where T  represents a transposition operation. Then 
𝑙𝑜𝑠𝑠4 is calculated as follows: 
 
𝑙𝑜𝑠𝑠4 = ∑
𝑗=1
3 ∑
𝑛=1
𝐺−1(𝑣1𝑗𝑛
′ − 𝑣1𝑗(𝑛+1)
′ )4 + ∑
𝑗=1
3 ∑
𝑛=1
𝐺−2(𝑣2𝑗𝑛
′ − 𝑣2𝑗(𝑛+1)
′ )4
+ ∑
𝑗=1
3 (∥ 𝑉1𝑗
′ ∥1+∥ 𝑉2𝑗
′ ∥1) 
= ∑𝑗=1
3 {2((𝑉1𝑗
′ )𝑇 ∘ (𝑉1𝑗
′ )𝑇)(𝑉1𝑗
′ ∘ 𝑉1𝑗
′ ) − ((𝑉1𝑗
′ )𝑇 ∘ (𝑉1𝑗
′ )𝑇)𝒜(𝑉1𝑗
′ ∘ 𝑉1𝑗
′ ) − ((𝑉1𝑗
′ )𝑇
∘ (𝑉1𝑗
′ )𝑇)ℬ(𝑉1𝑗
′ ∘ 𝑉1𝑗
′ ) + 6((𝑉1𝑗
′ )𝑇 ∘ (𝑉1𝑗
′ )𝑇)𝒞(𝑉1𝑗
′ ∘ 𝑉1𝑗
′ ) − 4((𝑉1𝑗
′ )𝑇
∘ (𝑉1𝑗
′ )𝑇 ∘ (𝑉1𝑗
′ )𝑇)𝒞𝑉1𝑗
′ − 4(𝑉1𝑗
′ )𝑇((𝒞𝑉1𝑗
′ ) ∘ (𝒞𝑉1𝑗
′ ) ∘ (𝒞𝑉1𝑗
′ ))} 
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+ ∑𝑗=1
3 {2((𝑉2𝑗
′ )𝑇 ∘ (𝑉2𝑗
′ )𝑇)(𝑉2𝑗
′ ∘ 𝑉2𝑗
′ ) − ((𝑉2𝑗
′ )𝑇 ∘ (𝑉2𝑗
′ )𝑇)𝒟(𝑉2𝑗
′ ∘ 𝑉2𝑗
′ ) − ((𝑉2𝑗
′ )𝑇
∘ (𝑉2𝑗
′ )𝑇)ℰ(𝑉2𝑗
′ ∘ 𝑉2𝑗
′ ) + 6((𝑉2𝑗
′ )𝑇 ∘ (𝑉2𝑗
′ )𝑇)ℱ(𝑉2𝑗
′ ∘ 𝑉2𝑗
′ ) − 4((𝑉2𝑗
′ )𝑇
∘ (𝑉2𝑗
′ )𝑇 ∘ (𝑉2𝑗
′ )𝑇)ℱ𝑉2𝑗
′ − 4(𝑉2𝑗
′ )𝑇((ℱ𝑉2𝑗
′ ) ∘ (ℱ𝑉2𝑗
′ ) ∘ (ℱ𝑉2𝑗
′ ))} 
+∑
𝑗=1
3 (∥ 𝑉1𝑗
′ ∥1+∥ 𝑉2𝑗
′ ∥1) 
 
Where ∘ represents hadamard product, ∥ ∥1  represents 1-norm, matrices 
𝒜,ℬ, 𝒞, 𝒟, ℰ, ℱ are as follows: 
 
𝒜 =
[
 
 
 
 
1
0
 
0
0
 .  .  
0
0
 
0
0 ]
 
 
 
 
𝐺×𝐺
, ℬ =
[
 
 
 
 
0
0
 
0
0
 .  .  
0
0
 
0
1 ]
 
 
 
 
𝐺×𝐺
, 𝒞 =
[
 
 
 
 
0
0
 
1
0
 .  .  
0
0
 
1
0 ]
 
 
 
 
𝐺×𝐺
, 
𝒟 =
[
 
 
 
 
1
0
 
0
0
 .  .  
0
0
 
0
0 ]
 
 
 
 
(𝐺−1)×(𝐺−1)
, ℰ =
[
 
 
 
 
0
0
 
0
0
 .  .  
0
0
 
0
1 ]
 
 
 
 
(𝐺−1)×(𝐺−1)
, ℱ =
[
 
 
 
 
0
0
 
1
0
 .  .  
0
0
 
1
0 ]
 
 
 
 
(𝐺−1)×(𝐺−1)
 
 
Finally, the resulting loss function for training on untrimmed video data are used 
for model training on the upper stream, which is set as follows: 
 
𝑙𝑜𝑠𝑠 = 𝑙𝑜𝑠𝑠2 + 𝑙𝑜𝑠𝑠3 + 𝑙𝑜𝑠𝑠4 
 
 
3.3 Model of Composite Feature Branch 
We use the multi-channels self-attention composite model in Section 3.2 as a pre-
training model, and then replace the attention module of Two-Stream Graph Convolu-
tional Network in the [5], to implement a multi-channel self-attention composite dou-
ble-stream model. This model can achieve zero-shot action recognition. 
4 Experiment 
In this section, we evaluate the performance of our novel architecture for zero-shot 
untrimmed action recognition on THOUMOS14, which contains a large number of 
trimmed and untrimmed videos. 
4.1 Experimental setup 
Dataset The training dataset of THUMOS14 is UCF101, including 101-class trimmed 
videos. The validation and test dataset of THUMOS14 contain 2500 and 1574 un-
trimmed videos respectively. Furthermore, the validation is the same as the video 
category in the training set, while the test data contains only part of 101 categories.  
Following the transductive and generalized configuration, we implement our ex-
periments. The former is to access the unseen data in training, while the latter is to 
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combine part of the seen data and the unseen data as test data [12, 39]. Here we de-
sign three data splits (TD, G and TD+G), to evaluate the performance of zero-shot 
action recognition in untrimmed videos. 
Since most zero-shot methods currently evaluate their performance on UCF101, 
we also follow the data split proposed by (Xu, Hospedales, and Gong 2017), i.e. to 
evaluate our model. 
Among the data splitting ways, the setup of TD+G is shown in Table 3. During 
training, on one hand, we set the 30-class trimmed videos as part of the seen data, 
responsible for explicit knowledge, which is the source of transfer module. On the 
other hand, for THUMOS14, we select 80% of other 20-class untrimmed videos as 
seen data and 20% of remaining 51-class untrimmed videos as unseen data for the 
target of transfer module. During testing, for THUMOS14, we combine the 20% of 
those 20-class untrimmed videos and 80% of those 51-class untrimmed videos.  
 
Table 1. The split way to evaluate our model in transductive setting. 
THUMOS14 
TD 
Train Test 
Seen Unseen Seen Unseen 
Trimmed 30 classes 0 0 0 
Untrimmed 20 classes 51 classes *20% 0 51 classes *80% 
 
Table 2. The split way to evaluate our model in generalized setting 
THUMOS14 
G 
Train Test 
Seen Unseen Seen Unseen 
Trimmed 30 classes 0 0 0 
Untrimmed 20 classes*80% 0 20 classes*20% 51 classes 
 
Table 3. The split way to evaluate our model in both transductive and generalized 
setting. 
THUMOS14 
TD+G 
Train Test 
Seen Unseen Seen Unseen 
Trimmed 30 classes 0 0 0 
Untrimmed 20 classes*80% 51 classes *20% 20 classes*20% 
51 classes 
*80% 
4.2 Evaluation 
We evaluate the model in three phases below, and adopt classification accuracy as 
metric. 
1. The trimmed action recognition (TAR) task is to predict the label of trimmed 
videos. Here we use the training data of THUMOS, and 3 splits of UCF101 to ex-
amine the performance of MC-spatial Self-Attention module.   
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2. The untrimmed action recognition (UTAR) task is to predict the primary action 
label of untrimmed videos. This task examines the performance of transfer module 
that learns the explicit knowledge from trimmed videos. 
3. The zero-shot action recognition (ZSAR) is to predict the primary action label of 
untrimmed videos, the categories of which are absent during training.  
4.3 Implement details 
The novel model consists of a composite two-stream structure, and including 
recognition branch and composite feature branch. For the composite feature branch, 
we process the optical information by generic end-to-end way, and extract the spatial 
and temporal features of the input RGB and optical flow information respectively by 
using the residual network pre-trained in kinetics. In order to reduce the influence 
caused by different inputs, we uniformly limit the input size to 16 × 224 × 224. 
For the recognition branch, we encode action categories through Glove, and con-
struct knowledge graph by ConceptNet. To train the whole model, we optimize the 
parameter with SGD where initial learning rate is 0.0001 and weight decay 0.0005 
every 1000 iterations. 
4.4 Result 
In TAR, we compare our sub-model with some baselines: (1) Two-stream CNN 
(K. Simonyan et al. 2014) (2) Two-stream+LSTM (J. Y.-H. Ng et al, 2015) (3) Two-
stream fusion (C. Feichtenhofer et al, 2016.) (4) C3D (D. Tran et al, 2015) (5) Two-
stream+I3D (J. Carreira and A. Zisserman, 2017) (6) TSN(L. Wang et al, 2016). 
Overall, according Table1, compared with the Two-stream I3D and its pre-trained 
model, our 3 channels sub-model outperforms 0.5% and 0.7%, respectively.  
In UTAR, Table 2 demonstrates that our architecture improves the untrimmed vid-
eos recognition about 3.5% on TUMOS14 thanks to the transfer learning, that com-
bine the explicit knowledge from trimmed videos. 
 
Table 4 TAR accuracy that is the average accuracy over 3 splits of UCF101. 
Method UCF101 
Two-stream CNN[11] 88.0 
Two-stream+LSTM[6] 88.6 
Two-stream Fusion[4] 92.5 
C3D 3nets [14] 90.4 
Two-stream+I3D[1] 93.4 
Two-stream+I3D(kinetics pre-trained)[1] 98.0 
TSN[18] 94.0 
Two-stream+ multi-channels self-attention 93.9 
Two-stream(kinetics pre-trained) + multi-channels 
self-attention 
98.7 
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Table 5 UTAR accuracy on THUMOS14. 
Method THUMOS14 
IDT+FV[16] 63.1 
Two-stream[39] 66.1 
Objects+Motion[7] 66.8 
Depth2Action[21] - 
C3D[14] - 
TSN 3seg[18] 78.5 
UntrimmedNet[17] 82.2 
OUR 89.7 
 
5 Conclusion 
In this paper, based on a pre-training multi-channels self-attention model, We pro-
pose a composite two-stream framework. The novel framework includes a classifier 
stream and a composite instance stream. The graph network model is adopted in each 
of the two streams, the performance of feature extraction is significantly improved, 
and reasoning ability of the framework becomes better. In the composite instance 
stream, a multi-channel self-attention models are constructed to weight each frame in 
the video and give more attention to the key frames. Each self-attention models chan-
nel outputs a set of attention weights to focus on a particular aspect of the video. The 
multi-channels self-attention models can evaluate key-frames from multiple aspects, 
and the output sets of attention weight vectors form an attention matrix. This model 
can implement action recognition under zero-shot conditions, and has good recogni-
tion performance for untrimmed video data. Experimental results on relevant data sets 
confirm the validity of our model. 
6 Acknowledgments 
We are very grateful to DeepBlue Technology (Shanghai) Co., Ltd. and DeepBlue Academy of 
Sciences for their support. Thanks to the support of the Equipment pre-research project (No. 
31511060502). Thanks to Dr. Dongdong Zhang of the DeepBlue Academy of Sciences. 
References 
1. Carreira, J., and Zisserman, A.: Quo vadis, action recognition? A new model and the kinet-
ics dataset. In Proceedings of the IEEE Conference on Computer Vision and Pattern 
Recognition, CVPR (2017) 
12 
2. Dosovitskiy, A., Fischer, P., Ilg, E., Hausser, P., Hazirbas, C., Golkov, V., Van Der Smagt, 
P., Cremers, D., and Brox, T.: Flownet: Learning optical flow with convolutional net-
works. In: Proceedings of the IEEE International Conference on Computer Vision, ICCV 
(2015). 
3. Fan, L., Huang, W., Chuang Gan, S. E., Gong, B., and Huang, J.: End-to-end learning of 
motion representation for video understanding. In: Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition, CVPR (2018). 
4. Feichtenhofer, C., Pinz, A., and Zisserman, A.: Convolutional two-stream network fusion 
for video action recognition. In: Proceedings of the IEEE Conference on Computer Vision 
and Pattern Recognition, CVPR (2016) 
5. Gao, J., Zhu, T., and Xu, C.: I know the relationships: zero-shot action recognition via 
two-stream graph convolutional networks and knowledge graphs. In: AAAI (2019) 
6. Ng, J. Y.-H., Hausknecht, Vijayanarasimhan, M. S., Vinyals, O., Monga, R., and Toderici, 
G.: Beyond short snippets: Deepnetworks for video classification. In: Proceedings of the 
IEEE Conference on Computer Vision and Pattern Recognition, CVPR (2015). 
7. Jain, M., Gemert, J. C., and Snoek, C. G. M: What do 15000 object categories tell us about 
classifying and localizing actions? In: Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition, CVPR (2015) 
8. Ji, S., Xu, W., Yang, M., and K. Yu.: 3D convolutional neural networks for human action 
recognition. In: IEEE Transactions on Pattern Analysis and Machine Intelligence, 35(1), 
221–231(2013) 
9. Mishra, A., Verma, V.K., Reddy, M. S. K., S, A., Rai, P., and Mittal, A.: a generative ap-
proach to zero-shot and few-shot action recognition. In: WACV (2018). 
10. Norouzi, M., Mikolov, T., Bengio, S., Singer, Y., Shlens, J., Frome, A., Corrado, G. S., 
and Dean, J.: Zero-shot learning by convex combination of semantic embeddings. In: 
ICLR (2014) 
11. Simonyan, K., and Zisserman A.: Two-stream convolutional networks for action recogni-
tion in videos. In: Advances in Neural Information Processing Systems (NIPS), pp. 568–
576 (2014) 
12. Song, J., Shen, C., Yang, Y., Liu, Y., and Song, M.: Transductive unbiased embedding for 
zero-shot learning. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, CVPR (2018). 
13. Sun, S., Kuang, Z., Sheng, L., Ouyang, W., and Zhang, W.: Optical flow guided feature: A 
fast and robust motion representation for video action recognition. In: Proceedings of the 
IEEE Conference on Computer Vision and Pattern Recognition, CVPR (2018). 
14. Tran, D., Bourdev, L., Fergus, R., Torresani, L., and Paluri, M.: Learning spatiotemporal 
features with 3d convolutional networks. In: Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition, CVPR (2015). 
15. Tran, D., Wang, H., Torresani, L., Ray, J., LeCun, Y., and Paluri, M.: A closer look at spa-
tiotemporal convolutions for action recognition. In: Proceedings of the IEEE Conference 
on Computer Vision and Pattern Recognition, CVPR (2018). 
16. Wang, H., and Schmid, C.: Action recognition with improved trajectories. In: ICCV, pp. 
3551–3558 (2013). 
17. Wang, L., Xiong, Y., Lin, D., and Gool, L.: UntrimmedNets for weakly supervised action 
recognition and detection. In: Proceedings of the IEEE Conference on Computer Vision 
and Pattern Recognition , CVPR (2017) 
18. Wang, L., Xiong, Y., Wang, Z., Qiao, Y., Lin, D., Tang, X., and Van Gool, L.: Temporal 
segment networks: Towards good practices for deep action recognition. In: ECCV, pp. 20–
36 (2016). 
13 
19. Xu, X., Hospedales, T., and Gong, S.: Multi-Task Zero-Shot Action Recognition with Pri-
oritised Data Augmentation. In: ECCV (2016). 
20. Zhu, W., Hu, J., Sun, G., Cao, X., and Qiao, Y.: A key volume mining deep framework for 
action recognition. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, CVPR (2016). 
21. Zhu, Y., and Newsam, S. D.: Depth2action: Exploring embedded depth for large-scale ac-
tion recognition. In: ECCV Workshops, pp. 668–684 (2016). 
22. Zhu, Y., Long, Y., Guan, Y., Newsam, S., and Shao, L.: Towards universal representation 
for unseen action recognition. In: Proceedings of the IEEE Conference on Computer Vi-
sion and Pattern Recognition, CVPR (2018). 
23. Farhadi, A., Endres, I.,  Hoiem, D., and Forsyth, D.:  Describing objects by their attributes. 
In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 
CVPR (2009). 
24. Lampert, C. H., Nickisch, H., and Harmeling, S.:  Learning to detect unseen object classes 
by between-class attribute transfer. In Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition, CVPR (2009).  
25. Akata, Z., Perronnin, F., Harchaoui, Z., and Schmid, C.: Label embedding for attribute-
based classification. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, CVPR (2013). 
26. Morgado, P., and Vasconcelos, N.: Semantically consistent regularization for zero-shot 
recognition. In: Proceedings of the IEEE Conference on Computer Vision and Pattern 
Recognition, CVPR (2017). 
27. Xian, Y., Lampert, C. H., Schiele, B., and Akata, Z.: Zero-shot learning-a comprehensive 
evaluation of the good, the bad and the ugly. In: IEEE Transactions on Pattern Analysis 
and Machine Intelligence. (2017) 
28. Frome, A., Corrado, G. S., Shlens, J., Bengio, S., Dean, J., Mikolov, T., et al: Devise: A 
deep visual-semantic embedding model. In: Advances in neural information processing 
systems, pp. 2121–2129 (2013) 
29. Reed, S., Akata, Z., Lee, H., and Schiele, B.: Learning deep representations of fine-grained 
visual descriptions. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, CVPR (2016) 
30. Zhang, L., Xiang, T., and Gong, S.: Learning a deep embedding model for zero-shot learn-
ing. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 
CVPR (2017) 
31. Qin, J., Liu, L., Shao, L., Shen, F., Ni, B., Chen, J., and Wang, Y.: Zero-shot action recog-
nition with error-correcting output codes. In: Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition, CVPR (2017). 
32. Niebles, J. C., Chen, C.-W., and Fei-Fei, L.: Modeling temporal structure of decomposable 
motion segments for activity classification. In: ECCV (2010). 
33. Pan, S.J., Yang, Q.: A survey on transfer learning. In: IEEE Trans. Knowl. Data Eng., 
22(10), 1345-1359 (2010). 
34. Ganin, Y., and Lempitsky, V.: Unsupervised domain adaptation by backpropagation. In: 
International Conference on Machine Learning (2015) 
35. Long, M., Cao, Y., Wang, J., and Jordan, M. I.: Learning transferable features with deep 
adaptation networks. In: International Conference on Machine Learning (2015) 
36. Gretton, A., Borgwardt, K. M., Rasch,M. J., Scholkopf, B., and Smola, A. J.: A kernel 
two- sample test. In: JMLR(13), 723–773 (2012). 
14 
37. Tzeng, E., Hoffman, J., Saenko, K., and Darrell, T: Adversarial discriminative domain ad-
aptation. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recog-
nition, CVPR (2017). 
38. Zhang, X., Shi, H., Li, C., Zheng, K., Zhu, X., and Duan, L.: Learning transferable self-
attentive representations for action recognition in untrimmed videos with weak supervi-
sion. In: AAAI (2019) 
39. Xu, X., Hospedales, T., and Gong, S.: Transductive zero-shot action recognition by word-
vector embedding. International Journal of Computer Vision 123(3), 309-333(2017). 
