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Summary
A Human machine interface (HMI) acts like a bridge between motor function and the brain.
Bypassing these natural pathways allows disabled individuals to perform actions that might
otherwise be too difﬁcult or impossible. The loss or impairment of voluntary muscle control
can have a detrimental effect on an individual’s quality of life. By utilising natural physi-
ological motion with sensor fusion techniques, grasp intention can be predicted, leading to
an assistive HMI concept that can reduce the cognitive load that traditional HMIs impose
on the user.
This thesis investigates a novel design concept for a heterogeneous sensor suite, by
fusing mechanomyogram (MMG) sensors for muscle activation, computer vision for object
recognition, and inertial measurement sensors for predicting grasp intention. The developed
architecture focuses on the prediction of intentional grasp activity of 1 amputee and 10
healthy subjects, using the natural physiological motion of the arm when reaching to grasp
3 objects with up to 3 different grasp patterns. 84 motion features are extracted and used as a
classiﬁcation tool for predicting intention, yielding an average grasp classiﬁcation accuracy
of 100%, 82.5% and 88.9% for bottle, lid and box objects across all subjects.
The novel heterogeneous sensor suite is applied to automate the grasp control of a
myoelectric hand prosthesis. Real-time task-based experiments evaluated the performance
of the proposed system, comparing it against conventional control using MMG sensors,
yielding an 8.5% average faster completion time, as well as a reduction in overall cognitive
and physical burden. The results of this research provide excellent potential for the use of
natural motion to replace discrete muscle input as a selection and intention prediction tool,
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Recent development in wearable sensors and technology enable a wide variety of biological
and physiological activity to be monitored during daily life, thus having a large impact in
the growth of portable medical and rehabilitative devices. Their adoption by the biomedi-
cal ﬁeld has enabled advanced care to patients for a wide variety of neurological disorders
and physical disabilities, providing rapid response indicators, monitoring of daily activities
for mobility assessment, enhancing the function of devices to aid patients in motor tasks
and providing artiﬁcial limb solutions for those that need them. Having previously been
restricted to a clinical setting, the advancement of wearable sensor technology has provided
vast improvements to home assessment, rehabilitation and prosthesis control, providing
more meaningful quantitative data to continue to increase the effectiveness of care and the
quality of lives. The growing variety of sensors available can form a bridge between body
activity and interactive technology, or a human machine interface (HMI). Figure 1.1 illus-
trates this concept, whereby an action such as muscle movement, voluntary or involuntary,
following a decision made by the brain, can be used as an input to a HMI to either interact
with the environment directly, or to provide the brain with more information to plan its next
task. The high versatility of this concept facilitates an inﬁnite number of applications not
just limited to the biomedical ﬁeld, but also in automotive, aerospace, military, manufac-
turing and entertainment industries. As gains in technological advancement drive the world
forward into the future, wearable technology will become a part of our daily lives.
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Figure 1.1: The human machine interface (HMI) concept. A HMI translates an action such
as muscle movement, resulting from a decision made by the brain, to either interact with the
environment directly, or to provide the brain with more information to plan its next task.
1.1 Motivation and Thesis Focus
The human hand is a complicated but versatile end-effector involving at least 24 degrees
of freedom. It is capable of performing complex object manipulation with speed and accu-
racy. The design and development of robotic hands with multiple degrees of freedom has
advanced signiﬁcantly in recent years; a comparison of anthropomorphic devices, both com-
mercially available and research-based, bench marked against performance is given in [18].
Despite vast work of signiﬁcant impact, appropriate and relevant control strategies are still
lacking ([19]; see [20], [21] for recent surveys). Current prosthetic hand control strategies
can be broadly categorized by two main features [22]. The ﬁrst being the method by which
the hand states are generated from physiological signals: proportionally controlled or based
on the classiﬁcation of features extracted from biosignals. The second is the proximity of
the sensor to the nervous system with either the electrodes positioned non-invasively or in-
vasively within the individual. Today, virtually every system in regular patient use relies
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on proportional control and non-invasive electrodes; however, the control is still severely
limited by the simplicity offered by such interfaces. Higher levels of control are potentially
available through more sophisticated sensor development, placement, and processing that
have been demonstrated in many laboratory experiments (assessed in [20], [22]), but most
systems entail a signiﬁcant cognitive burden on the user. The convention is that the user
does almost everything, e.g. directly controls all active degrees of freedom (DOF) with
signiﬁcant cognitive load, or only provides open/close movements and is forced to use a
free hand to switch operational modes, severely inhibiting utility. Ofﬂoading this cognitive
load from the user to the prosthesis has the potential to immediately improve systems in use
today.
Hand prostheses in clinical use are typically controlled using electromyographic (EMG)
signals from the remaining muscle in the forearm, enabling the prosthetic hand to open and
close. Different grasp patterns are used to perform various hand gestures and functions,
which often have to be selected manually with the use of a push button, cycling through
a small selection of pre-programmed patterns or by assigning different gestures for each
grasp e.g. 2 quick EMG pulses selects a power grasp and a 2 second co-contraction selects
a tripod grasp. A trade-off is made between greater control and simplicity, thus physically
burdening the user by often requiring the use of a second hand or multiple muscle contrac-
tions, and mentally through selection of an appropriate grasp depending on the object and
desired function, as well as memorising and reproducing the associated EMG gesture, all
while making adjustments to the hand’s orientation and positioning based only on visual
feedback. Being able to use the prosthesis without the physical and cognitive burden of
controlling it may have a large impact on prosthesis use and the lives of amputees.
This work focuses on the development of a sensor fusion control system that will al-
low effective translation of data obtained from wearable technology into useful machine
commands. The system integrates a camera for object recognition, a motion tracker for
grasp selection and mechanomyogram sensors for muscle activation. The main focus is the
decoding of user intention through the extraction of meaningful physiological signals from
various predeﬁned grasp patterns. The extracted features are analysed using various pattern
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recognition strategies for grasp prediction including linear discriminant analysis (LDA),
quadratic discriminant analysis (QDA), k-nearest neighbours (KNN), decision trees (DT)
and support vector machines (SVM). Computer vision is used to provide object recogni-
tion of the target object of interest, resulting in an unobtrusive vision system to reduce the
cognitive burden of hand prosthesis control.
The decoded physiological signals will be used in parallel with the vision system for
object recognition and mechanomyogram sensors for muscle activation to create a sensor
fusion control system for smart prosthesis control. The comparison and assessment of nu-
merous physiological features and multiple pattern recognition strategies provides a trained
classiﬁer for improving the accuracy and reliability of the sensor fusion system for real-
time control. By conducting timed, activity-based experiments with a prosthetic hand, the
potential of using natural motion as a novel HMI will be evaluated.
1.2 Summary of Contributions
1. Decoding Grasp Intention
• Analysis of displacement, velocity and acceleration features inherent in arm
motion during grasp established a novel method for predicting grasp intention
when grasping different objects with various grasp patterns.
2. Human-machine Interfaces
• Development of an unobtrusive eye-in-hand vision system for automated grasp
pattern selection in modern hand prosthesis to grasp different sized objects.
• Development of a wearable heterogeneous sensor fusion control system com-
bining mechanomyogram sensors, computer vision and inertial motion for up-
per limb robotic control.
• Real-time implementation of the proposed heterogeneous sensor suite to pro-
vide improved natural control over myoelectric hand prosthesis.
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1.4 Structure of Thesis
This thesis has been organised into seven chapters with a synopsis of the remaining six
chapters given as follows.
Chapter 2 provides a literature survey of HMI technology currently available. Various
HMI technologies are described and grouped according to the source of the
commanding signal, with a focus on their application as an assistive technol-
ogy. HMI fusion speciﬁcally applied for robotic arm control termed intelligent
prosthetics will be studied in more detail, assessing their effectiveness and us-
ability as assistive technology, especially in the control of prosthetic devices.
Chapter 3 describes the conceptual design of a heterogeneous sensor suite its respective
control architecture are described in detail. The HMI is developed for integra-
tion with a Bebionic V2 hand [23] for prosthesis control. The limitations of
the hardware and how they are accounted for in terms of system integration is
discussed.
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Chapter 4 speciﬁcally looks at the design and utilisation of MMG sensors for muscle ac-
tivation, and computer vision for object recognition. Early work on an unob-
trusive vision system is described, which fuses MMG sensors with computer
vision for real-time image processing and grasp selection of the Bebionic V2
hand based on object size.
Chapter 5 focuses on the detection, extraction and decoding of useful features from phys-
iological movement during reach when grasping various objects with various
grasp patterns. Analytic tools are used to extract the most useful features from
the data in order to discriminate between the different grasp patterns.
Chapter 6 evaluates the proposed sensor suite, which utilises both object recognition and
motion tracking for grasp prediction and MMG signals for sensing muscle con-
tractions. Real-time implementation of the sensor suite with the Bebionic V2
hand is presented. Interactive experiments are conducted that focus on grasp
prediction and selection for grasping tasks within a controlled environment.
Chapter 7 gives an overview of the PhD thesis, with a general discussion of conclusions




As discussed in Chapter 1, an assistive HMI is a communication interfacing technology that
acts like a bridge between motor function and the brain, allowing disabled individuals to
perform actions that might otherwise be too difﬁcult or impossible. The loss or impairment
of voluntary muscle control can have a detrimental effect on an individual’s quality of life.
The development of assistive technologies aims to restore loss of motor function or provide
a means of communication, greatly improving their lives. The high diversity of the level
of disability has led to a wide range of research in this area, and will form the core of
this literature survey. Due to the vast number of HMI technologies available, these will
be categorised according to input method, and will feature examples of some of the latest
work within these areas. A further survey will focus more speciﬁcally on HMI fusion for
improved robotic hand control, termed intelligent prosthetics.
2.1 The Importance of Assistive Technologies
There is such a wide plethora of disabilities that affect so many people worldwide, and with
an ageing population, there is an ever growing need to reduce the effects of impairment
for suffering individuals. These debilitating disabilities come about in many forms, such as
congenital defects from birth, acutely due to accidents or illness, and even as degenerative
diseases, causing deterioration of bodily functions over time. A relatively recent study
surveying 59 countries in 2011 reports an estimated 2.2% of the population are affected
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with a signiﬁcant disability, within both higher and lower income countries [24].
1-2% of new-born babies are affected by congenital anomalies, 10% of which affect
the upper extremities, and can be classiﬁed according to failure of formation, failure of dif-
ferentiation, duplication and overgrowth [25] of the associated bone, tendons, ligaments,
muscle and structure. Congenital anomalies can either occur in isolation or as a result of
systemic conditions, and can lead to the amputation of the impaired limb if severe enough.
The main cause of limb loss however, is the result of vascular disease (54%) and trauma
(45%), with a 65% and 35% split between amputation involving the lower and upper ex-
tremities respectively [26].
Varying levels of spinal cord injury (SCI) can result in impairment or loss of motor
and sensory function in the pelvic, trunk and legs (paraplegia), and including the arms
(tetraplegia or quadriplegia) [27]. SCI is a major cause of loss in motor function, accounting
for 23% of paralysis in the US [28], with the main cause due to neurological disorders,
where 29% and a further 17% of paralysis is attributed to Stroke and multiple sclerosis
(MS) respectively. The same study suggests that almost 1 in 50 people in the US are living
with some form of paralysis. Stroke, being the main cause of loss in motor control is
the result of either a blood clot, which stops the ﬂow of blood and oxygen into the brain
(ischaemic), or from a burst blood vessel within the skull (haemorrhagic). Up to 80% of all
stroke survivors experience some form of motor impairment, typically affecting movement
of the face, arm and leg of one side of the body [29]. MS on the other hand is a degenerative
disorder which can result in stiffness, spasms, fatigue and tremor to name just a few of
the physical symptoms, and is caused by damage to the myelin and axons of the spinal
cord, which are essential to a correctly functioning nervous system [30]. Motor impairment
can also be the result of a number of motor neuron diseases, such as Amyotrophic lateral
sclerosis (ALS), progressive muscular atrophy and post-polio syndrome (PPS). Extreme
cases of motor impairment involving complete immobility except for blinking and vertical
eye movements is termed locked-in syndrome (LIS), whereby cognitive function is still
preserved [31].
With an extraordinarily high proportion of the general population suffering from such
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a multitude of motor conditions, the development of assistive technologies (AT) is essential
to bypass motor impairment to restore some degree of mobility and communication. Cen-
tral to the usability of these devices is an assistive HMI, which is used as the medium to
communicate between the individual and the AT. In order to provide the most beneﬁt to the
individual, interfaces must be able to bypass the dysfunction in an unobtrusive, intuitive,
and relevant manner. HMIs must be functional, simple and easy to use for extended periods
of time, without imposing a high cognitive load or physical burden on the individual. Per-
haps one of the oldest and well known HMI is the computer mouse, alongside keyboards,
joysticks, remote controllers and digital pens. These have been around for decades, and
are still commonly in use today [32]. These conventional interfaces offer manipulation of
graphics, text and other devices in a simple and very intuitive manner, however, all of them
require the use of an upper extremity for control. For impaired individuals who have lim-
ited, or no use of their upper extremities, this can be tremendously debilitating, and has an
immensely negative impact on their daily lives. With such a high demographic living with
severe physical disabilities and motor impairments, and with no current treatment avail-
able to restore normal motor function, there is a necessity for the continual development of
HMI technologies to help improve the quality of life of affected individuals so that they can
regain independence and lead normal lives.
2.2 Description of Interfacing Technologies
This literature review offers a more general overview of the state of modern interfacing
technologies and the wide range of assistive applications of which they can be utilised. The
author introduces a wide range of assistive HMI technologies that have been categorised
according to the method of user input. Physiological motion systems refer to those that
utilise the physical displacement of parts of the body as an input control method. Gaze
tracking extracts information from the eyes to infer intention and input selection. Oral com-
munication interfaces involve the use of the vocal tract, nasal passage and oral cavity for
interaction. Biofeedback interfaces use the underlying internal processes behind physiolog-
ical motion, namely, the electromyogram (EMG). While biofeedback interfaces generally
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involve the measurement of internal electrical processes, bioacoustic interfaces measure the
internal mechanical response of the body, such as muscle and bone vibrations.
2.2.1 Physiological motion Systems
Physiological motion systems can be thought of as input devices which rely on the phys-
ical movement of joints and body parts for direct or passive control. Conventional HMIs
such as the computer mouse or keyboard, can be considered physiological input devices,
as they rely on direct, physical displacement of the device by the user to obtain a resulting
action, however, as mentioned previously, these require the use of an upper extremity to op-
erate. For those with motor impairment or amputation of the upper limb, these conventional
interfaces can be very difﬁcult to manipulate, if at all.
Those suffering from tetraplegia as a result of SCI have no upper-limb motor function,
but usually still have the ability to move their head, as SCI usually doesn’t affect the spinal
accessory nerve, which is responsible for head motion. As a result, a variety of control
interfaces have used the head as a tracking device by measuring the rotation or physical
displacement of the neck. These can come in the form of a physical controller, such as a
chin-operated joystick [33] for wheel chair control, however this type of device however
can be tiring and strenuous to use, requiring constant bodily movement, as well as causing
irritation and discomfort due to continuous skin contact. Emitting sensing technologies
have been used as trackers, such as infrared (IR) light emitting diodes and photodetectors,
which can be mounted adjacently on a computer and on the user’s head [1] (ﬁgure 2.1 (a)),
or by wearing reﬂective markers [34]. Mounted ultrasound [35] and tilt sensors [36] have
also been used to track head position. IR approaches are generally the most widely used for
head tracking, with the main drawback being the requirement for the user to wear a mounted
sensor array, or a reﬂective target, however this is only a minor concern. Wireless inertial
sensors can also be worn to measure multi-directional head movement [2] (ﬁgure 2.1 (b)),
having the added beneﬁt of not using a receiver that requires being in line of sight.
The use of computer vision has become a popular method of recording head motion
by using cameras that track certain facial features such as the upper lip, or tip of the nose
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Figure 2.1: Examples of research-based head tracking input systems. (a) A head-operated
joystick that uses infrared to determine head position (reproduced from [1]). (b) The Head-
Joystick utilises inertial measurement to track head position as a pointing device (repro-
duced from [2]).
[37, 38]. These have the advantage of not requiring the user to wear any kind of headgear,
however can be subject to tracking accuracy issues due to fast, sudden movements, and
can also have a high sensitivity to changes in environmental conditions such as lighting and
shadows. These systems can also be quite processor hungry, and may require a large mobile
power source.
Although a lot of vision based research has focused on utilising head motion as a
pointing device, work has also been conducted using head gestures to provide multiple
control inputs, and can be carried out using face detection [39], or by using a point of
reference such as the lips [40] to provide hands-free wheelchair control. Hand gesture
control has become popular with able bodied users recently due its simplicity and intuitive
nature, but can also be applied in the AT space, mainly targeted at individuals who still have
the use of an upper extremity but are not very mobile. One example is the use of a wearable
pendant that can use hand gestures to control household appliances such as room lighting
and entertainment equipment [41]. The use of hand gestures as a communication tool for
deaf individuals to enable communication without requiring an interpreter has also been
explored using datagloves to measure movement of the hand and ﬁngers directly [42, 43, 44]
or cameras either externally [45] or as a wearable device [46].
Individuals who may have suffered a stroke or other brain injury may still retain some
degree of motor control in the upper extremities, however they require extensive periods of
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Figure 2.2: Examples of research-based assistive exoskeletons. (a) The Power-Assist Glove
assists grasping force by using angle sensors to predict grasp intention (reproduced from
[3]). (b) The Grip Aid System uses bending force sensors to assist grip if the ﬁnger’s bend
angle passes an angle threshold (reproduced from [4]).
rehabilitation and physiotherapy. Conventionally this can be a very time consuming, labour
intensive and expensive process. With stroke being such a prevalent and major cause of
upper arm motor impairment, there has been a lot of research into robotic rehabilitation to
replace manual physiotherapy. It has been shown that repetitive movement training can be
a more effective treatment [47]. Despite intensive rehabilitation, some stroke patients may
suffer from permanent loss or weakened hand functionality. Only 5-8% of stroke patients
show complete functional recovery [48]. Individuals who still suffer from some form of
motor impairment are able to use assistive exoskeletons to aid in making certain grasping
motions such as pinching. Linkage structures are usually used on each of the joints, whereby
the centre of rotation of the structure coincides with that of the ﬁnger joint. The links
are generally controlled using a tendon driven cable system, however power transmission
can also be carried out using belts, linkages or by direct actuation. These systems can be
actuated by various methods such as electrical motors and pneumatic pistons. Exoskeletons
have been developed using a wide range of interfacing technologies, but in terms of body
input methods, these can be provided by motion, by measuring the bending angle of the
ﬁnger [49, 3] (ﬁgure 2.2 (a)), or also used to measure the resulting force applied as a product
of motion [4, 50, 51, 52] (ﬁgure 2.2 (b)). Although these devices are more widely used in
a clinical setting, their application as a mobile assisted device is very limited, as they can
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Figure 2.3: (a) Research-based IMU and MMG HMI uses arm gestures to select grasp
patterns on a prosthetic hand (reproduced from [5]). (b) The commercial-based Symbionic
Leg Prosthesis by Össur (reproduced from [6]).
be bulky, obtrusive and expensive, and don’t provide enough beneﬁts to warrant the high
inconvenience of use.
Inertial motion sensing has been utilised in lower limb orthosis to provide real-time
gait analysis for detecting drop foot, which can occur after stroke. The IMU is used detect
the different gait phases, and use the information to trigger foot stimulation using functional
electrical stimulation (FES) [53, 54]. Upper body positioning can also be evaluated using
IMUs located on the forearm and upper arm with respect to a given reference, enabling
vibration feedback to be given in order to correct poor posture.
Physiological motion has not been typically used directly for prosthesis control, how-
ever relatively recent research has led to its implementation in lower limb prosthesis for
powered knee joints [55] and ankle joints [56] as a gait measurement tool to determine
whether the amputee is walking, standing, sitting or walking up or down inclines and stairs.
This information is used to apply the required level of assistance or impedance of the pow-
ered joint to assist in carrying out smooth leg swings and stances. IMUs are currently used
in many commercial powered lower limb prosthetic devices for improved gait control such
as the Symbionic Leg 3 (ﬁgure 2.3 (b)) by Össur [6].
Arm gestures have also been used for interactive grasp switching of myoelectric hands
in combination with EMG and MMG for muscle activation [5] (ﬁgure 2.3 (a)). An IMU
located on the forearm is used to recognise when the XYZ orientation is within a speciﬁed
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region to enable a grasp switch upon sending a muscle activation signal, alternating be-
tween two different grasp patterns. The commercial I-limb Quantum by Touch Bionics uses
motion gestures to select grasps by moving the hand in one of four directions [10]. With
IMU technology becoming more prevalent in lower limb and upper limb powered prosthe-
sis, it is evident that this technology is very suitable for the measurement of physiological
motion. Having the advantages of being small, lightweight, accurate and having low power
consumption, makes it ideal for use in mobile assistive devices.
2.2.2 Gaze Tracking Systems
Somewhat related to tracking physiological motion, gaze tracking is based entirely on es-
timating the direction of gaze using eye movements when ﬁxating on objects in a scene.
Gaze tracking is generally split into three main methods: Eye tracking, gaze estimation and
Electrooculography (EOG). Eye tracking focuses on the detection and tracking of the eye
itself, and interpreting its position across video frames, normally using the pupil as the point
of reference. Gaze estimation on the other hand, focuses on the estimation and projection
of the 3D line of sight within an environment [57]. Both methods usually just require a
good view of the eye, which can be obtained using a camera, however sometimes an IR
light source or ﬁlter is used to improve eye detection. EOG is much different from the other
two methods, as it tracks gaze intention using electrical signals rather than studying the
movement of the eye itself.
Gaze tracking has many useful applications in AT, especially for those who suffer
from severe motor impairment such as ALS or tetraplegia as a result of SCI. Gaze esti-
mation systems have been used to replace head tracking solutions as a control method for
pointers [58, 59, 60, 61], and for wheel chair control using eye tracking [62, 63, 64] and
EOG [65, 66, 67, 68]. Eye and gaze tracking can hold many beneﬁts over head tracking
solutions such as faster selection speeds, very low fatigue, and does not necessarily require
cumbersome sensors to be worn. However can be sensitive to unintentional movements due
to the Midas touch problem. With any interface that relies on cameras, changes in the envi-
ronment such as lighting conditions or occlusions can have a large effect on usability [69].
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Figure 2.4: Examples of research-based gaze tracking systems. (a) A low-cost gaze estima-
tion system for control of a volumetric cursor (reproduced from [7]). (b) EOG integrated
goggles for gesture-based interaction (reproduced from [8]).
Generally, gaze tracking systems can be very expensive, however there have been recent
efforts to develop low-cost, mobile solutions with cameras [7] (ﬁgure 2.4 (a)) and EOG [8]
(ﬁgure 2.4 (b)).
2.2.2.i Eye Tracking
Despite a lot of research being done in this area, eye tracking is still considered a very
complex task due to the high number of factors that can affect the eyes appearance. The
appearance of eye regions can differ drastically as a result of environmental factors, such
as illumination, viewing angle and environment reﬂection, as well as physiological factors
such the level of openness of the eye, occlusion due to the eye lid and variability in size,
reﬂectivity, eye colour, eye texture, head pose and the position of the iris within the eye
socket. Eye detection techniques can usually be separated into four categories: shape-
based, feature-based, appearance-based and hybrid [57].
Shape-based methods usually use a geometrical model of eye and a similarity measure,
whereby the model’s parameters are used to deﬁne the extent of template deformations.
Methods tend to be based on point or contour features such as the pupil or limbus, and
are generally subdivided into being either ﬁxed shape or deformable shape depending on
whether the prior model is elliptical or more complex in nature. Fixed shape, or simple
elliptical methods normally rely on either a voting-based method, whereby features are
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selected according to a voting process for a given hypothesis [70, 71, 72], or a model ﬁtting
method for ﬁtting selected features to an elliptical model [73, 74, 75]. Deformable shape
methods are much more complex, but can provide a much more detailed eye shape model
[76, 77, 78] showing greater accuracy than ﬁxed shape methods. However they can be
computationally demanding, have to be initialised close to the eye for localisation and are
generally quite sensitive to eye occlusions and changes in head pose [57].
Feature-based methods use human eye characteristics to recognise distinguishing fea-
tures around the eyes. Some common features include the corneal limbus, pupil (bright/dark
images) and corneal reﬂections. The eye can be split into different regions based on grey-
level differences of a monochrome image of the eye [79, 80]. This method tries to identify
local features that are less prone to changes in light and viewpoint. Different ﬁlters can be
used to enhance desirable eye characteristics, and suppress others [81, 82]. This can be used
to split the eye into regions for eye detection. With a close-up view of the eye, a common
and often reliable eye feature that can be used for eye detection is the pupil itself. The
contrast between the pupil and iris and their surroundings make it easy to use thresholds to
obtain useful information [83, 84]. These methods show good robustness, but tend to be
more reliable for indoor applications, as the pupil’s intensities are sensitive to changes in
light, and show a reduction in size in bright environments [57].
Appearance-based methods involve the direct detection and tracking of the eye based
on appearance, characterised by colour distribution or ﬁlter responses. Appearance-based
methods are those used for objects in general and are not speciﬁc to the eye, and are usu-
ally either image template-based, or holistic in approach. Image template-based methods
[85, 86] use the pixel and intensity information of the object, and templates are usually
unique to the individual, and can be subjected to scaling and rotational changes, as well as
be affected by changes in head pose and relative eye position. Holistic approaches [87, 88]
look at the object as a whole by performing statistical-based analysis on the intensity distri-
bution. Generally, these methods require the acquisition of a large amount of training data
of different subjects, head poses, face orientations and illumination conditions in order to
construct the classiﬁer or regression model.
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Hybrid methods combine different eye models to reduce the disadvantages that using
a single approach may have. Examples of shape and appearance-based models include [89]
and [90], however these methods tend to still rely on being initialised close to the eye, mean-
ing they can be subject to problems occurring as a result of large head movements.
2.2.2.ii Gaze Estimation
Gaze estimation is the process of projecting an individual’s gaze into 3D space. Eye move-
ments can generally be classed as either from saccades, which are very fast eye rotations
between two points of interest, ﬁxations, which occur when the gaze rests on a point of
interest for between 80-100 ms, or pursuits, which are smooth movements of the eye that
occur when following a point of interest that is moving; these movements can infer an in-
dividual’s intention. Gaze direction can be estimated by using the reﬂection of light on the
cornea, which produces a series of reﬂections called Purkinje images [91], with the ﬁrst re-
ﬂection being referred to as the glint. Both head tracking and eye tracking are necessary to
estimate gaze with a certain degree of accuracy, as the direction of gaze can be affected by
both changes in head pose and eyeball orientation. Head pose is often estimated implicitly
by the mapping function in the case regression-based methods, or using the Purkinje images
in 3D model-based approaches.
The most popular gaze estimation methods are based on the detection of local features,
such as contours, eye corners and reﬂections using the pupil and glints. These are usually
regression-based [92], which map the image features to gaze coordinates according to a
parametric [93] or non-parametric model [94], or 3D model-based [95, 96], where eye fea-
tures are used to directly estimate the gaze based on a geometric model of the eye so that
the point of gaze intersects the object being focused.
The main issue with gaze estimation is the triggering of unintentional actions just
through normal observations, known as the Midas Touch problem [97]. Due to the con-
tinuous use of the eyes in every aspect of daily living, this can be a substantial problem,
and has led to a lot of research being conducted to try to solve it. Some methods include
ﬁxating on a button to initiate an intentional gaze sequence [98], using voice commands
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[99], manually by hand [100], using intentional winks [7] and also tooth-clicking [101].
2.2.2.iii Electrooculography (EOG)
Electrooculography (EOG) is the measure of the potential across the cornea and retina due
to eye movements [102]. This is due to the concentration of electrically active nerves in the
retina compared to the front of the eye [103]. A pair of surface electrodes are positioned
opposite each other on the eye socket over each eye, as well as a reference electrode placed
on the forehead. When the eyes move from the centre position, the difference in potential
is measured as a result of the change in dipole orientation causing changes in the electric
potential ﬁeld [104].
Eye motion can be considered one of the most frequent human motions [105], and the
EOG can be used as an effective communication device for disabled individuals who are
still able to control their eyes. EOG has the beneﬁt of being non-invasive, low-cost and easy
to use [106]. The EOG has an easily detectable waveform with relatively high amplitude,
and forms a linear relationship with eye movements [103]. However, the signal is affected
by head and muscle movement, signal drift and cross talk [107, 61]. Performance changes
are also affected by physiological defects, changes in position of an individual relative to a
reference point, head tilt, and perception of gaze location [106]. Like many types of eye-
based HMI, EOG can be affected by the Midas Touch problem, whereby EOG signals are
being picked up all the time, which can lead to undesirable activation of commands [68].
2.2.3 Oral Communication Interfaces
Oral communication can be generated from a variety of methods located within the oral
cavity, vocal tract and nasal passageway. This includes the use of tongue motion and tooth
clicks as orally generated signals. Oral communication interfaces have had a lot of use in
AT, with early devices utilising a sip and puff approach to either produce analogue signals
from varying the air pressure within the device, or digital signals according to commands
generated by either sips or puffs [108]. This simple, but reliable approach has been in
consumer use for a long time, and has the advantages of being low-cost and easy to use.
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However only a small number of direct commands are available, and its use does require
relatively good control of airﬂow and the diaphragm which may not always be possible
depending on the extent of the user’s condition [109]. The sip and puff interface has been
used by those suffering from tetraplegia and other severe motor impairment conditions to
control wheelchairs [108] and to control input on a computer [110].
Research in speech recognition has spanned over six decades, and has grown tremen-
dously, from isolated digit recognition in 1952 to the recognition of complete sentences in
a variety of different languages, dialects and accents today [111]. Speech recognition has
been integrated into a diverse range of applications, utilising voice commands for various
inputs devices, such as wheel chair control [112, 113, 114] and prosthesis control [115].
Voice commands can also be used to carry out a number of different discrete computer in-
teractions, however sometimes there is a desire for better control of a pointer, such as when
drawing or playing games. Although there are alternatives such as tongue control, gaze
tracking, and head tracking for example, voice control doesn’t require any complex hard-
ware or restriction of movement. Harada et al. proposed a vocal joystick, that could control
a pointer by altering vocal characteristics such as pitch, amplitude and vowel quality. Vowel
quality is classiﬁed according to a 4-way or 8-way 2D vowel space to control the cursor’s
movement direction, while the sound amplitude varied the cursor speed. Discrete sounds
can also be made to control mouse clicks [116]. A similar method involves the use of non-
verbal features such as utterance duration, pitch and discrete sound frequency to control
interface methods such as scrolling, while using discrete commands to control direction of
movement [117]. Humming and whistles can also be used to discriminate between gestures
varied by pitch to move a cursor in 4 directions [118]. The main disadvantage of using
voice for input is that it can be subject to a lot of noise interference when used outdoors,
providing unintentional classiﬁcations as a result of external noise. Distinguishing between
normal conversation and intentional voice commands for control can be difﬁcult, so using
sounds that don’t normally occur should be used to reduce misinterpretations.
Severe cases of motor impairment or conditions which can effect speech, such as
stroke, voice control may not be an option. Tongue control on the other hand is connected
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to the brain via the hypoglossal cranial nerve, and generally escapes injury and disease.
The tongue is capable of providing complex movements with very little fatigue, enabling
continuous use over extensive periods of time [109]. The movement of the tongue is not
perturbed within the mouth cavity by movement of the head or any other part of the body.
This allows freer movement without the risk of signal misclassiﬁcations due to external
motion artefacts. Control of the tongue is also less prone to involuntary movements, and
can be manipulated in a natural and cognitive-free manner. These devices generally require
the insertion of a mouthpiece, and can employ a variety of different control strategies. Nutt
et al. [119] used a 16x16 piezoelectric ceramic strip as a tongue touch screen to control a
mouse pointer on a screen, whereas Salem et al. [120] used a mouth piece embedded with
a pressure sensitive miniature isometric joystick. The tongue drive system developed by
Ghovanloo et al. [109, 9] (ﬁgure 2.5), interprets tongue motions as a method of input using
an array of magnetic sensors in the mouth attached to the teeth as an orthodontic brace,
or attached to the outside of the mouth on an external headset. The system measures the
disturbance of a magnetic ﬁeld using a permanent magnet ﬁxed to the tongue via a tissue
adhesive, piercing or clipping. Speciﬁc tongue motions can send commands to interface
with a computer or control a wheelchair.
Devices located within the mouth can be very obtrusive, and can impair speech and
obstruct breathing and eating, however relatively recent research has found solutions in us-
ing the propagation of bone vibrations resulting from tongue movements as a useful input
strategy. Although somewhat related to bioacoustic interfaces, the tongue control strategy
developed by Mace et al. [121] successfully classiﬁed tongue ﬂicks on the left, right, top
and under sides of the teeth using a microphone embedded earpiece, while also rejecting in-
terference caused by coughs, speech, swallowing and muscular artefacts. This input strategy
can be used as a general HMI for impaired individuals, but has also demonstrated success
in the control of a myoelectric hand [22]. An alternate strategy involving the measurement
of vibrations on an accelerometer-based earpiece as a result of tooth clicks was used to
interface with a computer using simple input commands [122]. Another method by Mo-
hamed et al. [123] used a throat microphone on the cheek to measure the vibration of teeth
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Figure 2.5: The research-based Tongue Drive System for controlling a wheel chair (repro-
duced from [9]).
clicks to interface with a computer. The use of tooth clicks however can be potentially more
physically demanding compared to the tongue due to extensive use of the jaw.
Individuals suffering from LIS are completely paralysed, and are not even able to pro-
vide the required motor input for these types of interfaces. Studies have shown that vol-
untary control of snifﬁng is still available to those with severe levels of motor impairment
[124]. A snifﬁng controller was developed which measures changes in pressure within the
nasal canal as a function of soft-palate positioning. A low-ﬂow stream of air is passed into
the nasal mask, whereby closing and opening the soft palate can control the pressure of
airﬂow, generating a signal independent of breathing. The snifﬁng controller was used by
LIS sufferers to control a wheelchair, as well as typing on a screen [124].
2.2.4 Biofeedback Devices
Biofeedback systems typically relate to the underlying processes involved within the ner-
vous system which result in physiological motion. These processes are moderated by the
peripheral nervous system (PNS) which connects all the organs and limbs to the central ner-
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vous system (CNS), and can be further subdivided into the automatic nervous system (ANS)
and the somatic nervous system (SNS). The ANS provides a passive, reﬂective response
to external stimuli, affecting changes such as heart rate, respiration rate and perspiration
rate, whereas the SNS enables intentional, voluntary control of muscles and sensory organs,
such as providing movement of the limbs or eyes [125]. Biofeedback HMIs typically in-
volve extracting information from the response of the SNS to infer intentional use of motor
functions. The most well-known biofeedback response is the electromyogram (EMG).
Electromyography is the measurement of electrical current as a result of electrical
activity generated from motor neurons when muscle ﬁbres are activated during contraction
[126]. Furthermore, EMG signals can also pick up isometric muscle activity which doesn’t
cause movement; this allows the classiﬁcation of motionless gestures for subtle control over
applications [106]. The measurement of EMG is usually done from the surface of the skin
using electrodes.
Electrode placement is very important as it determines the amplitude of EMG signals
and the amount of crosstalk from adjacent muscles. Placement should be relative to the in-
dividual’s body dimensions, and should be referenced to anthropometric landmarks in order
to determine correct positions. The electrodes should generally be positioned on the bulk
of the muscle, parallel to the muscle ﬁbres. The electrode size and inter-electrode distance
depends on their application and the muscles involved. For lower crosstalk and interference
from electrocardiogram signals or for use with smaller muscles, smaller electrodes with
narrower spacing are required. Narrowly spaced electrodes must be positioned so that they
do not meet when the muscle shortens, as it can cause interference problems. For larger
muscles where larger amplitude or greater global information is required, larger electrodes
with a wider spacing can be used. The most common surface electrode contact area is 50
mm2 with an inter-electrode distance of between 4 and 5 cm as it provides a good com-
promise in terms of selectivity, representativity and signal amplitude for medium to large
muscles. The skin surface may need to be prepared before applying the EMG electrode by
cleansing and possible shaving depending on the type of electrode used. A conductive gel
is sometimes used to improve the sensitivity of the electrode to improve the amplitude and
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quality of the signal [127]. Dry EMG sensors have been developed, however due to the
lower signal-to-noise ratio (SNR), only basic information can be gathered. Dry sensors are
used for the control of prosthetic hands due to greater convenience, and are operated using
simple threshold strategies for the control of basic open and close hand functions such as
extending and ﬂexing the ﬁngers and thumb. A reference electrode is normally positioned
far away from the measurement electrodes on an electrically neutral tissue such as over a
bony prominence and used as an input to a differential ampliﬁer to improve detection and
to reduce noise.
EMG has the advantage of being non-invasive (although invasive electrodes can pro-
vide a much clearer response), which is a key requirement in obtaining neural signals safely
for long term day-to-day use. Suface electrodes produce a high signal-to-noise ratio (SNR),
making it easier for the classiﬁcation of gestures. These characteristics make EMG a very
convenient method for obtaining neural signals as a HMI for various applications. Despite
this, EMG does come with its drawbacks, such as its susceptibility to sensing background
noise, which can be caused by numerous sources such as electromagnetic radiation, integral
equipment noise, motion artefacts, and crosstalk. Crosstalk is the observed muscle activity
from near-by muscles of the measurement site, which creates a signiﬁcant problem if the
muscle contraction is relatively weak, as it makes it difﬁcult to separate speciﬁc muscle sig-
nals and distinguish them from background noise [128]. Due to the electrical nature of the
EMG, the surface resistance of the skin can be a problem, as the signal can be distorted due
to changes in the resistance of the skin due to stretching or perspiration. The costs of EMG
electrodes are relatively high, and the more commonly used ones are single-use. Electrode
repositioning also has a negative effect on signal reproduction, and may require recalibrat-
ing whenever the HMI is donned. The lengthening and shortening of muscle ﬁbres show a
similar effect on signal reproduction [129].
Although EMG-based applications in the medical ﬁeld tend to be used mainly as as-
sessment tools during rehabilitation of conditions such as stroke and muscular injuries, they
can offer AT solutions for wheelchair control using the muscle in the neck [130, 131], how-
ever their main applications revolve around the control of orthotic and prosthetic devices.
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In terms of orthotics, EMG interfaces have been used to reproduce and correct movements
for those with muscle impairment in both upper limb [132, 133] and lower limb [134]. Due
to the large extent of EMG implementation within these two main application categories,
this survey will focus more on prosthetic devices, speciﬁcally towards the control of a my-
oelectric hand.
EMG signal processing strategies can generally be categorised as either being pattern
recognition (PR) based, which uses the extraction of features to distinguish between differ-
ent muscle movements or gestures, or non-pattern recognition based (NPR), which relies
more on simple strategies such as proportional control using analogue-based input, or dis-
crete control using thresholds. Almost all commercial orthotic and prosthetic systems use
NPR strategies for the HMI. As this work focuses heavily on the application towards pros-
thetic hand control, it seems appropriate to go into greater detail on the two different types
of strategies.
2.2.4.i Non-pattern recognition strategies
NPR strategies form the industry standard for hand prosthesis control, and are applied to
perform both proportional and discrete control based on an individual’s preference. The
latest prosthetic hands use a selection of pre-shaped grasp patterns with open/close functions
such as power, pinch, precision and lateral grasps. The large selection of patterns available
allow the amputee to complete a wide variety of activities. EMG is used for opening and
closing the hand, while the different grasp patterns are selected manually, using a push
button with the Bebionic V3 hand [23], EMG gestures such as a 2-second co-contraction
on a Michelangelo hand [135] or most recently, physiological gestures using IMUs with the
I-limb Quantum [10] (ﬁgure 2.6 (a)). Using multiple sites, control can be gained over not
only the opening and closing of the ﬁngers of the hand, but also the rotation of artiﬁcial wrist
joints, also available commercially, where each electrode site would control a single DOF,
either proportionally or discretely. Only two sites are required for open and close control
of a myoelectric hand, and are typically located on the ﬂexor and extensor digitorum on the
forearm.
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Figure 2.6: (a) The commercial-based I-limb Quantum myoelectric hand prosthesis by
Touch Bionics (reproduced from [10]). (b) An 8 channel EMG interface used to distin-
guish between 7 different ﬁnger movements (reproduced from [11]).
NPR strategies can be considered quite simplistic in nature, as they are only able to
control a single DOF, and can only really carry very simple functions such as activating
grasp selection functions or opening and closing prepared motor conﬁgurations. Generally,
these strategies are inﬂexible and do not provide the user with much control. As a result,
the user adapts their arm motion to the requirements of the hand’s pre-shaped grasp, leading
to awkward and unnatural movements. Despite these drawbacks, these strategies are fairly
intuitive, are much more reliable than PR methods, and impose a much lower cognitive load
on the user; only a few simple major muscle contractions are required for control.
2.2.4.ii Pattern recognition strategies
Research into the transient burst of myoelectric signals found useful information during the
onset of contraction, which could be used to extract a number of different features [136].
These can be found in the time-domain such as waveform length, slope sign changes and
mean absolute value slope, as well as in the time-frequency domain, such as calculation
of the wavelet transform [137]. After a number of features have been extracted, and a
feature selection process has identiﬁed the most discriminatory features, a classiﬁer is used
to distinguish between different gestures.
PR strategies are unique to the individual, and may require large quantities of data to
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be able to distinguish between EMG gestures with a relatively high accuracy. As mentioned
previously, the EMG can be sensitive to changes in the electrical impedance of the skin, and
with the ﬁner measurement of different gestures, the effect can have a much greater impact
than for NPR methods. Machine learning is required to adjust the classiﬁer accordingly to
reduce the number of classiﬁcations such as the methods proposed in [138, 139]. As with
many similar signals such as EOG or MMG, the stochastic nature can lead to parameter
measurement errors that cause issues with intentional control. These strategies tend to re-
quire a number of different gestures to be effective, and not all amputee patients are able to
reproduce them to the degree of accuracy required. The extent of which the amputee can
reproduce these signals reliably depends a lot on the individual, and their control over the
remaining muscle in the stump. Although this is also true for NPR methods, but to a much
lesser extent, as they would only typically require contractions of the major muscle groups,
and not the ﬁner control associated with individual gestures.
A greater number of classes can be discriminated between with a larger number of
EMG channels. Tenore et al. successfully distinguished between 12 individual ﬂexion and
extension movements of the ﬁngers using 32 channel EMG on an able bodied subject with
an accuracy of 98% [140] and between 10 classes for a transradial amputee [141] with an
accuracy of 90%. Accuracies of 79% and 89% were obtained from 5 transradial amputees
and 5 able bodied subjects respectively using an 8 channel EMG interface to categorise
between 7 different classes [11] (ﬁgure 2.6 (b)). Using a high number of electrodes can
be very inconvenient for the amputee, and be impractical in mobile use, however there has
been some success reported with a 2 channel system to separate 9 classes with an accuracy
of 93%, although tests were conducted with only able bodied subjects [142]. Despite hav-
ing a greater number of DOF potentially available with PR control, its implementation for
active prosthesis is still a long way away. Although technical developments have improved
greatly over the past few years, especially in the miniaturisation of mechanical and elec-
tronic components, a prosthetic hand with too many active DOF will be far too heavy and
bulky to use, and will also require a much larger power source.
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2.2.5 Bioacoustic
As mentioned previously, using teeth clicks [123] or ﬂicks with the tongue [22] can cause
acoustic vibrations in the bone, which can be recorded using a microphone. Although orig-
inating within the oral cavity, then can be also considered as oral communication devices,
however they represent acoustic behaviour within the body. Bioacoustic interfaces can be
described as low frequency mechanical waves that permeate through the body. Due to the
propagation properties inherent in acoustic signals, these are usually recorded using mi-
crophones [123] or accelerometers [122] either placed directly on the skin or close to it,
providing a completely non-invasive interface.
The most commonly measured bioacoustic signal is known as the mechanomyogram
(MMG), which records muscle sound. It was found that this sound was associated with mus-
cle activity, and its properties related to muscle contractions [12]. These acoustic signals are
recorded from vibrations on the surface of the skin using accelerometers, microphones and
piezoelectric contact sensors at an optimal frequency of between 2 and 50 hz [143, 12, 144].
Accelerometers required a minimal strapping force to avoid any relative motion with respect
to the muscle’s surface. A strap with a high rigidity would apply too much pressure on the
sensor during strong muscle contractions. The use of a microphone enclosed in a shell
avoided this issue, however it was found that there were signal distortions as a result of
oscillations from a skin diaphragm formation, which transmitted transverse mechanical ac-
tivity. Signal shape and characteristics varied a lot between sensor types, which may have
also been related to its ﬁxture to the skin’s surface. The signal shape between that of the mi-
crophone and piezoelectric sensor was much more similar than to that of the accelerometer.
The recorded signal comes in discrete bursts during muscle contractions instead of a contin-
uous sound. Some suggest that the sound is a result of shock waves generated by the sudden
change in thickness of active muscle ﬁbres [143], or from muscle ﬁbres sliding over one an-
other [145]. The MMG signal was found to have good propagation properties, as well as
inﬂuenced by muscle length, with a peak-to-peak sound amplitude and length relationship
during muscle twitches similar to that of a length-tension relationship. The peak-to-peak
sound amplitude is also heavily inﬂuenced by temperature, whereby a reduction in temper-
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Figure 2.7: Sound waves recorded as a result of supramaximal twitches from (a) an air
coupled microphone, (b) piezoelectric contact sensor, and (c) accelerometer (reproduced
from [12]).
ature see a reduction in sound amplitude. The muscle’s vibration is also strongly inﬂuenced
by the intensity of effort, showing a reduction in amplitude during increased fatigue [12].
Although MMG has typically been used in the study of muscle fatigue [146] and mus-
cle stretching [147, 148], it has been used for the assessment of neurological disorders such
as Parkinson’s disease [149] and stroke [150]. MMG sensors could be used as a replacement
for EMG in the control of AT systems such as control of orthotic [151] and prosthetic de-
vices [152, 5]. Islam et al. [153] gives a good overview of MMG signals for use in the study
of muscle, signal processing, sensor development, diagnosis of neurological disorders, and
applications in rehabilitation and prosthesis control. MMG sensors are not only signiﬁ-
cantly less expensive, but are also unaffected by changes in skin impedance e.g. sweat. The
propagation properties of the signal allow imprecise sensor placement [12, 152]. MMG
sensors do not require the use of conductive gel or the shaving of placement area, making
it a much more convenient method of gathering data from the muscles. The main disad-
vantage is the high signal interference as a result of external perturbation of the skin, such
as tapping on the skin surface, and the presence of motion artefacts due to arm motion.
Care must be taken to reduce these effects during signal processing to reduce the number of
misinterpreted muscle signals.
2.3 Intelligent Prosthetics
A study in 2007 by Biddiss et al. [154] on adult and paediatric upper limb prosthesis
users found that the rate of rejection of electric hands was 41%, with body-powered hands
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at 65%, body-powered hooks at 51% and passive hands at 47%. The internet study on
amputees consisted of 16% with limb absence at or distal to the wrist, 54% transradial, 21%
trans-humeral and 7% at shoulder level or higher. Although there was greater interest in
use of electric prosthesis for non-users, the rate of rejection is still very high for those that
have used them before. A more recent, separate study in Norway [155] reported prosthesis
rejection and discontinuation rates to be just 17.9%, with above elbow amputees 12.8 times
more likely to reject usage compared to below elbow amputees.
It was found that overall weight, and weight distribution was a major priority for all
upper limb prosthesis users, especially for those with electric prosthesis. Wear temperature
was also a key concern, with lack of breathability combined with the heat generated by the
electric motors making them very uncomfortable to use for extended or even short period
of time. The ease of donning and dofﬁng the prosthesis was another frequent complaint,
which was found by many to be frustrating and time consuming. Adult users prioritised
functionality over other concerns, such as a reduction in unplanned movements, increased
reliability, and dexterity. Above elbow amputees required better shoulder and elbow control,
with prosthesis without a shoulder reach function being more of a hindrance than a help.
Sensory feedback, wrist control, and improved control over individual joints such as ﬁngers,
wrist, elbow and shoulder were also desired. Other concerns involved glove durability,
moisture and dirt resistance, life-like functionality and appearance and a reduction in overall
cost. Body-powered prosthesis users had some similar concerns, however most emphasised
the importance of comfort, with complaints of physical exhaustion after extended periods
of use, as well as sores and pain due to harness discomfort and perspiration. Greater control
of grasping force was also desired. Overall, amputees had a negative view on the usefulness
of prosthesis use, with many ﬁnding that they did not provide any extra functional beneﬁt
over using the residual limb to carry out activities of daily living [154].
It is evident that prosthesis rejection is a big problem, as many amputees just are not
ﬁnding them useful enough compared to the amount of discomfort they can cause. With
functionality reported to be a major issue for prosthesis users, it is important that some of the
issues are addressed in the future direction of upper limb prosthesis control. With individual
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motor control still far from commercial implementation, current myoelectric devices using
proportional and discrete control with various grasp patterns will continue to be the state
of the art available to consumers. As these devices will continue to be in consumer use
for the foreseeable future, it is important that efforts are not just focused on new hardware
developments such as additional motor control and weight reduction, but also on the control
of the system itself, which currently imposes a high cognitive load on the user. Improving
current systems at the control level can help to reduce the cognitive and physical load on the
user by making control more intuitive and less mentally and physically demanding. Thus
there have been some recent technological developments in intelligent prosthetics, which
focuses on improving control methodologies in order to reduce the cognitive burden of
prosthesis use.
Related work has focused mainly on the use of computer vision to aid in grasp selec-
tion. Although research into vision systems for robotic manipulators and grippers is a very
mature ﬁeld, there has been limited work in adapting this technology for hand prosthesis
control. The vast improvements in imaging systems over the past decade has made it possi-
ble to use cost-effective, miniature high resolution cameras and real-time signal processing
for prosthetic devices. Where there has been a large move towards autonomous operations
in industry such as pick-and-place robots, spot welding robotic arms and building robots,
there has been a desire to develop systems with accurate visual feedback that can provide
detailed information of the working environment. Visual prosthetics, an adaptation of vi-
sual servoing, can be deﬁned as the utilisation of vision systems to aid in servo planning and
control of prosthetic limbs, and can be considered a subset of intelligent prosthetics. Visual
prosthetics is a complex problem that has the potential to vastly improve the accuracy of
grasping applications. Visual servoing and visual prosthetics systems can generally be cate-
gorised into two classes, where the camera or vision system is said either to be eye-in-hand
or eye-to-hand.
Eye-in-hand cameras are mounted on to the end-effector, which gives it the manoeu-
vrability to explore the scene. The close proximity of the camera to the end-effector results
in improved target recognition and inspection by increasing the effective resolution of the
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image. Eye-in-hand cameras solve the problem of occlusion, and minimises parallax error.
On the other hand, an eye-in-hand camera isn’t able to interact with its entire work space
[156], [157].
Eye-to-hand cameras are ﬁxed, and observe the robot from within its workspace, allow-
ing it to gather global information so that it can adapt to modiﬁcations to the environment
[157]. However, this conﬁguration is limited to workspaces where the manipulator is not
obscured from the cameras, and can be subjected to numerous errors such as mechanical
backlash, modelling and parallax errors. To obtain precise estimates of manipulator posi-
tion, the system must be well calibrated at all times.
While visual prosthetics is a new area of research, some recent work has shown sig-
niﬁcant promise for eventual clinical impact. S. Došen et al. [13, 158] proposed an au-
tonomous controller empowered by computer vision and rule-based reasoning to control a
multi-ﬁngered prosthetic hand through the estimation of the target objects intrinsic proper-
ties (size, shape). The system consisted of a CyberHand prototype [159] and a cognitive vi-
sion system (CVS) composed of a low-cost web camera, ultrasound sensor and laser pointer
mounted on to the hand as shown in ﬁgure 2.8. The objects size is estimated from its dis-
tance away from the ultrasound sensor, the focal length of the camera, and the pixel length
of the objects axes. A rule-based algorithm is then used to select between 9 different grasp
modes: palmer (small, medium and large), lateral (small, medium and large), 2-ﬁnger and
3-ﬁnger pinch (small and medium). A palmer grasp is used for large, wide objects, lateral
for large, thin objects, with 3 and 2-ﬁnger pinch grasps used for small and tiny objects,
respectively.
In the experiment, the hand is initialized in a neutral posture, and when the subject
decides on an object to grasp, the laser is pointed towards it. The subject activates his/her
ﬁnger extensors to start the CVS algorithm. Once the object size has been calculated, and
grasp has been selected (2-3 seconds), commands are sent to the hand to pre-shape the
grasp to an open position. The subject then positions the hand around the object, and closes
the grasp by activating his/her ﬁnger ﬂexors. The object is held until the subject contracts
his/her ﬁnger extensors again. This opens the hand and releases the object. After a 3 second
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Figure 2.8: The cognitive vision system developed by S. Došen et al. attached to a Cyber-
Hand ﬁtted to an orthopaedic splint, using EMG electrodes for myoelectric control (repro-
duced from [13]).
delay, the hand returns to a neutral posture. The CVS was 84% accurate in grasp type and
size estimation. An additional 6% of cases ended in a successful task, despite wrong grasp
or size selection.
The practicality of the CVS is limited by the hardware used, and its resulting control
method. The system bases its control on 4 basic grasp patterns for different size conﬁgura-
tions. Although useful for pick and place tasks, it is limited in terms of versatility for more
specialized tasks (e.g. clicking a mouse), as the system limits the number of grasps per ob-
ject to a single pattern. The CVS can only be used by the CyberHand, which is unavailable
for patient use, but can potentially be used for other hands with higher degrees of freedom.
The system is also bulky and obtrusive; reducing its practicality in real-world environments.
This research was extended by M. Markovic´ [14], which utilised stereo vision for grasp
selection and augmented reality (AR) to provide proprioceptive feedback. The system ar-
chitecture is described in ﬁgure 2.9, comprising of AR glasses with stereoscopic display
and embedded stereo cameras, a dual channel EMG sensor interface and a SmartHand pros-
thesis [160] mounted on a custom-made splint. The user directs his/her head towards an
object, initiating the stereo vision system to begin object recognition. After an object is
recognised, the size and geometrical shape will be calculated using a start of the art com-
puter vision processing pipeline comprising of depth estimation, object segmentation, 3D
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Figure 2.9: System architecture of the stereo AR system developed by M. Markovic´, com-
prising of (1) a semi-autonomous controller, (2) AR glasses with integrated stereo cameras,
(3) a dual channel myoelectric interface and (4) a dexterous prosthetic hand (reproduced
from [14]). When the myoelectric interface receives a trigger command, the stereo vision
system calculates the size and geometric shape of the target object, selecting the prosthesis
aperture size and grasp pattern, and projects an image overlay on to the AR displays.
point cloud generation, geometric model ﬁtting, virtual object creation and projection on to
the AR screens, creating an overlay across the object on the AR glasses. The grasp type and
aperture size is selected based on the object’s properties using a series of IF-THEN rules,
displaying an image of them on the AR displays. Grasps and aperture sizes and their selec-
tion are identical to those described by s. Došen et al. in [13]. The user is able to restart the
grasp selection process if he/she is not happy with the estimated grasp by sending a speciﬁc
EMG command. Once happy, the user can then direct the prosthesis to the object, and issue
another EMG command to close the grasp around the object. Once the desired object ma-
nipulation has been completed, another EMG command is sent to open the prosthesis and
to restart the grasp selection process.
Thirteen able-bodied subjects took part in a pick-and-place experiment grasping 20
different randomly presented objects using the system as described. The prosthesis was
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positioned out of sight of the stereo cameras while looking at the target object to avoid mis-
classiﬁcation. Subjects were given 10 minutes to familiarise themselves with the system
beforehand. The hand was placed back to the starting position after each trial. Four differ-
ent control strategies were tested, with 5-10 minutes’ rest between each: AUTO-AR, where
subjects are unable to correct the grasp, SEMI-AR, where corrections to the grasp are al-
lowed, SEMI-AR-RE, which introduces random errors to SEMI-AR after the grasp type was
determined, forcing the subject to make corrections, and SEMI-VIS-RE, which introduces
random errors to SEMI-AR with the AR feedback disabled.
Experimental results for AUTO-AR produced a 73% success rate, with the failure rate
having a split of 10% grasp control failure and 17% myoelectric or prosthesis control failure.
The addition of AR correction (SEMI-AR) increased the success rate to 81% with a failure
rate split of 3% and 16%. SEMI-AR-RE showed a slight improvement with a success rate
of 84% with a 2% and 14% failure rate split, and SEMI-VIS-RE produced a 78% success
rate with a 2% and 19% failure rate split. The results suggest that given the opportunity
to correct the grasp after automated selection reduces the grasp control failure rate, and
that AR feedback is a viable medium to provide the user with information for correcting
mistakes made by the automated controller.
M. Markovic´ showed how intentional grasp correction can be used to reduce the grasp
control failure rate, where AR feedback can help reduce user correction error, however my-
oelectric prosthesis control failure is still a large issue. Although the grasp control success
rate is high, the system is restricted to only grasping an object for pick-and-place applica-
tions, limiting overall versatility for practical use.
Further research presented by M. Markovic´ in [15] involved using a RGB-D vision sys-
tem combined with position sensors embedded in the Michelangelo prosthetic hand [135]
to provide hand aperture size and wrist rotation, as well as an inertial sensor for tracking
arm orientation relative to an external co-ordinate system (ﬁgure 2.10). The semi-automatic
controller will automatically select a grasp type and change the aperture size if the user de-
cides to pick up the object from a different angle. The user provides manual control using
the EMG sensors for correctional grasp adjustment and positioning.
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Figure 2.10: System architecture of the CASP system developed by M. Markovic´, com-
prising of (1) a dual channel myoelectric interface, (2) a RGB-D computer vision sensor,
(3) a processing unit, (4) a dexterous prosthetic hand, and (5) an IMU sensor (reproduced
from [15]). When the myoelectric interface receives a trigger command, the processing unit
determines the prosthesis aperture, grasp pattern, orientation and depth of the target object
from the computer vision sensor, providing autonomous hand preshaping and wrist rotation.
The IMU tracks prosthesis orientation, adjusting wrist rotation when required.
From a resting position, the user faces towards the target object, and activates the
system by contracting the extensors, which rotates the prosthesis according to the arm’s
location, and pre-shapes the hand according to grasp pattern and aperture size based on
the target object. The user now assumes manual control using the EMG sensors to either
correct the decisions made by the controller, or to open/close the hand with proportional or
discrete control, switching between the two methods by co-contracting. If the user started
pronating the prosthesis, then the system would automatically rotate the hand till the palm is
horizontal. A manual override can be sent with the EMG sensors to stop automated rotations
if required. The ﬂexors are used to close the hand on the object. When contact is detected,
the automatic control is turned off, and when the object is released the system is reset to
carry out another operation.
10 healthy subjects and a single amputee subject took part in a pick-and-place ex-
periment that involved using the system with four different control conditions. MAN1
consisting of proportional control using a power grasp with the wrist ﬁxed in the neutral
position; MAN2 with added co-contraction controlled grasp selection between power and
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lateral grasps; MAN3 added user control of wrist rotation, using co-contraction to cycle
through power, lateral grasps and wrist rotation; CASP with the control system described
in ﬁgure 2.10. The experiment was conducted over two sessions on consecutive days for
training and evaluation respectively, both consisting of the same protocol of using each of
the control strategies to grasp, lift, transport and release a selection of daily objects for 17
trials each. A single object was presented at a time, and released into a container using the
prosthesis.
The experiment reported an error rate of less than 1% for the CASP control strategy,
however, if a gross error had occurred, described by an incorrect grasp type or wrong ori-
entation, then the trial was repeated. The time taken to grasp an object was slightly longer
than MAN1 and MAN2 strategies, but much less than MAN3. No difﬁculty was reported in
using the pair of dry EMG sensors in the detection of muscle activation. It was noted that
the automated wrist-hand adjustments improved the ease of grasp, for the amputee subject,
whom had prior experience with conventional myoelectric prosthesis control. It was evi-
dent from the results that automated grasp adjustment was beneﬁcial in terms of reducing
the cognitive load on the user, allowing them to focus on carrying out the task rather than
manoeuvring the prosthesis. The CASP system only took slightly longer on average than
conventional control strategies, with the exception of MAN3, to carry out the pick-and-place
task, but had the added beneﬁt of requiring less shoulder rotation and abduction movement,
reducing overall fatigue.
It is clear that providing automation in terms of grasp selection can improve the ease
of myoelectric hand control, however, grasp selection isn’t just based on an object’s size,
shape and orientation, but it is based on the intention of the user. The use of an object
recognition system is important for not just for inferring the shape, but also inferring the
intention. The CASP system does an excellent job in identifying the object’s geometrical
properties in order to form the most suitable grasp pattern and aperture size, but appears to
be only suitable for pick-and-place applications. Many objects can be interacted with in a
number of different ways depending on the intended purpose. There is a need to infer this




The main focus of this chapter was to give an overview of the current state of the art in
assistive human machine interfaces, with the motivation highlighted by the wide variety of
disabilities and the shear size of this demographic. These interfaces can provide a method
of communication and mobility for individuals suffering from severe motor impairment
or limb loss where there are no restorative procedures yet available. The various types of
interfaces were categorised according to their input method, including physiological motion,
gaze tracking, oral communication, biofeedback and bioacoustic sensing. This literature
survey aimed to review as many of the different varieties of HMIs and their application in
AT as possible, but due to the shear extent of research within each of these disciplines, only
a small portion of the literature has been covered.
A more detailed survey of the most relevant work to this thesis in intelligent prosthetics
has been studied. Although only limited work has been conducted in this area, the impor-
tance of this research has been highlighted. While the majority of the literature relies on
computer vision systems to assist in grasp selection based on the target object, there is still




Conceptual Design of a Low-cost
Heterogeneous Sensor Suite
Following the discussion of the current state of the art in human machine interfaces in
Chapter 2, a novel design concept for a heterogeneous sensor suite is proposed. The pro-
posed sensor fusion interface aims to solve some of the current limitations of conventional
myoelectric prosthesis control systems. The system intends to improve existing systems by
automating grasp selection based on the grasp intention of the user. Although some research
has been conducted in automated grasp selection for modern prosthesis control, the ﬁeld of
research is far from mature. Most systems involve the estimation of grasp based on the size
and shape of the object, however, humans are capable of interacting with objects in numer-
ous ways depending on the task and application. Unscrewing the lid of a bottle requires a
different grasp than when drinking from it. The grasp doesn’t just depend on the object,
but also on the purpose of interaction. This chapter attempts to address this key limitation
of existing control systems, by describing a novel control architecture used in conjunction
with the proposed sensor suite to automate grasp selection by determining grasp intention.
3.1 Control System Architecture
Looking at the bigger picture of control system ﬂow, it can be seen from ﬁgure 3.1 that
the overall system structure mimics the hierarchical neurological structure of human motor
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Figure 3.1: Overview of system ﬂow from the heterogeneous sensor suite to the control of a
robotic end-effector for interaction. The system ﬂow can be separated into a Local Control
System (LCS), responsible for internal motor feedback control for the robotic end-effector,
and the Sensor Control System (SCS), which receives sensory feedback from the operator
and the environment.
systems. The robotic end-effector is used to represent the human hand with the purpose
of interacting with the environment. The system ﬂow diagram presented isn’t restricted
for use with only prosthetic hands, but is used to represent a wider range of robotic arms
and end-effectors that can be applied to a large range of AT applications. Other than the
possibilities in upper limb prosthetics, the system control architecture can be used to rep-
resent tele-operative control of compliant robotic arms in a range of different ﬁelds, for
example, conducting remote experiments, bomb disposal or carrying out essential mainte-
nance in space exploration. Although sensory feedback in this speciﬁc implementation is
not within the scope of this thesis, it is important to note that the use of additional sensors
enabling complete feedback in terms of touch, pressure, texture, and force to name but a
few, can be used to enhance the operator’s situational and environmental awareness, further
improving control. The overall system ﬂow can be separated into a Local Control System
(LCS), responsible for internal motor feedback control for the robotic end-effector, and the
Sensor Control System (SCS). The SCS provides operational control over the LCS by send-
ing it suitable commands based on the operator’s intention and visual feedback from the
environment.
A detailed ﬂow diagram of the SCS is given in ﬁgure 3.2, which describes the system


















































Figure 3.2: The system ﬂow diagram for the proposed heterogeneous sensor suite. The
Muscle Activation Subsystem consists of a single-site MMG sensor. It monitors the oper-
ator’s acoustic muscle response, ﬁltering it in real-time. The IMU sensors provide motion
feedback to reduce the number of misclassiﬁcations due to arm movement. Once the acti-
vation threshold has been reached, and the motion conditions have been met, the hand will
either open, if the hand is in the closed state, or initiate the grasp selection pipeline. The
ﬁrst stage is the Computer Vision Subsystem, which uses a low-cost web camera positioned
in an eye-to-hand conﬁguration to take a single snapshot of the operator’s point of view.
This image goes through a series of processing ﬁlters to detect the edges of objects within
the scene. These are separated into blobs, whereby the one of largest interest is classiﬁed
against a set of image templates using the blob’s properties. The detected object speciﬁes
a set of possible grasp patterns unique to that object, which is then used by the Grasp Pre-
diction Subsystem to determine the most suitable grasp. A pair of IMUs are used to record
the motion of the arm during the reaching phase of grasp. The recorded motion measures
the X, Y and Z quaternion components of the forearm and upper arm. The resulting motion
proﬁle is ﬁltered, and its features extracted. Speciﬁc features are used to classify against
a template unique to the individual to select the most suitable grasp pattern. The current
grasp selection on the LCS is then checked against the desired grasp, to determine whether
a grasp change command needs to be sent before sending a close command. Once this has
been determined, the appropriate commands are then sent to the LCS.
through some design iterations following preliminary work in the development of the indi-
vidual subsystems. The design concept can be separated into three subsystems, designated
the: Muscle Activation Subsystem (MASS), Computer Vision Subsystem (CVSS) and Grasp
Prediction Subsystem (GPSS), the output of which is sent to the LCS. The system utilises
the combination of outputs from each subsystem to send either an open or close with or
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without a grasp change command to the LCS. The open and close grasp commands depend
on the current open/close state of the LCS, in this case, a myoelectric hand. The grasp
change command depends on the current grasp selection, however, this will vary according
to the end-effector and its internal LCS. To summarise, if the hand is in a closed state, an
open command will be sent, if the hand is in an open state and a change in grasp is not
required, a close command will be sent, and if the hand is in an open state and a change in
grasp is required, a grasp change followed by a close command will be sent to the LCS.
3.1.1 Muscle Activation Subsystem (MASS)
The MASS consists of using a single MMG sensor for single site input. Preliminary work
used dual site muscle activation inputs for individual open and close control, which is gen-
erally used in the control of consumer grade myoelectric hand prosthesis, however, this is
dependent on the type and severity of the amputation, and the control of the remaining mus-
cle in the residual limb; some amputees may not be capable of multi-site control. In order
to accommodate for the large differences in remaining muscle in the residual limb among
amputees, the system was simpliﬁed to require just a single-site muscle activation input.
As discussed in Chapter 2, MMG sensors measure the mechanical response of the mus-
cle, in comparison to the electrical response recorded by EMG sensors. Both of which can
be used for the detection of muscle activation for discrete control of the opening and closing
of a myoelectric hand using a threshold that can be adjusted to the operator. Due to the pres-
ence of motion artefacts affecting the MMG signal due to arm motion, the sensor receives
gyroscopic feedback from the IMUs. The MMG sensor is directly connected to the upper
arm IMU as shown in ﬁgure 3.3, however the motion in both IMUs are programmatically
utilised so that complete arm motion is taken into account when muscle activation occurs.
The aim of this is to reduce unintentional muscle activation input due to arm motion. If
the MASS detects an activation input that meets the required criteria to activate a grasp, the
grasp state of the LCS is checked to decide on a suitable system ﬂow direction. If the hand
is in the closed state, the system immediately sends an open grasp command to the LCS. If
the hand is in an open state, the CVSS is initialised, and the MASS prevents MMG input
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Figure 3.3: The MMG sensor directly linked to the upper arm IMU to utilise gyroscopic
feedback in order to reduce unintentional muscle activation due to arm motion.
until the resulting command to the LCS has been executed. The MMG sensor is only used
to detect muscle activation as part of the MASS to trigger the start of the grasp prediction
pipeline or to close the hand.
3.1.2 Computer Vision Subsystem (CVSS)
The CVSS uses a single low-cost web camera in an eye-to-hand conﬁguration to capture
environmental information, providing the SCS with situational awareness. The camera pro-
vides an interface for determining the operator’s target for interaction. Preliminary work
took an eye-in-hand approach to computer vision, which will be discussed in greater detail
in Chapter 4. The preliminary research conducted prompted a change to an eye-to-hand ap-
proach and a change in the conceptual control architecture of the SCS to the one illustrated
in ﬁgure 3.2.
Once the MASS has prompted the initiation of the CVSS by meeting the required
activation criteria, the subsystem begins by taking a snapshot of operator’s point of view.
The image taken goes through series of ﬁlters for edge detection and removes any detected
blobs of little interest. The intrinsic properties of the remaining blob, or region of interest
are calculated. The blob’s properties are classiﬁed against a set of templates, containing
multiple images of different objects in a variety of perspectives. Each object in this template
has been designated a set of grasp patterns that are commonly used for interaction. A
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large number of different grasp patterns are available, each having their own functions and
applications. The CVSS is used to narrow this selection down to a few key grasp patterns
that are best suited to interacting with that particular object. This set of grasp patterns is
then sent to the GPSS, which selects the grasp based on user intention.
3.1.3 Grasp Prediction Subsystem (GPSS)
The GPSS uses a pair of IMUs to record the motion of the arm during the reaching phase
before interaction with an object. After the object of interest has been classiﬁed by the
CVSS, the resulting set of object-speciﬁc grasp patterns for interaction are presented to
the GPSS. The system initiates the recording of inertial motion from the pair of IMUs,
positioned on the forearm on the wrist, and on the upper arm across the bicep. The two
sensors estimate the change in orientation of the forearm and upper arm over time. Once
recording begins, the operator reaches towards the object of interest stopping at the point
of contact for their desired interaction. The system stops recording, and attempts to predict
grasp intention by classifying inherent physiological features during reach with those stored
in a pre-existing template that has been calibrated to the operator’s unique arm motion. After
a grasp pattern has been classiﬁed, an output command is sent to the LCS to change to the
selected grasp if required and to close the end-effector.
A preliminary study was conducted to validate the use of arm motion for predicting
grasp, which can be found in Appendix A. The study demonstrated relatively successful
grasp classiﬁcation rates of 90.8%, 69.2% and 88.1% for three generic object classes: Very
Small, Small and Cup respectively, using the most commonly used grasp patterns for those
objects at a single location. The study concluded that although the grasp classiﬁcation rates
were relatively high, object classes are deemed too generic, and the grasp patterns should
be more object speciﬁc in order to infer intention. A greater analysis of upper limb motion
features was required to be able to classify grasps with high accuracy across a variety of
locations in 3-dimensional space with additional improvements to be made on classiﬁcation
algorithms. A follow up in-depth study on the effect that variation in object position has
on upper limb motion during grasp on more task-speciﬁc and unique object classes was
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conducted, with the analysis consolidated in Chapter 5.
3.2 Local Control System: The Bebionic V2 Hand
Although the design of the sensor suite can be applied to a wider range of applications, its
utilisation in upper limb prosthetics is an obvious choice for the purpose of validating the
system for practical applications. Through early collaboration with RSL Steeper, a Bebionic
V2 Large myoelectric hand was obtained for conducting research studies, and as a result,
has been utilised throughout the development of this thesis as the end-effector for the LCS.
Despite the system being easily adaptable to any consumer grade myoelectric hand, it is
important to note that not all myoelectric hands have the same control architecture. As a
result, it is important to understand how the Bebionic V2 hand functions, so that the output
from the SCS can be adapted to control it.
3.2.1 System Control
Although the Bebionic V2 hand is the predecessor to the newer Bebionic V3 and its respec-
tive medium and small size iterations, the control architecture remains the same. Like other
consumer grade myoelectric hands, the Bebionic V2 hand utilises either one or two EMG
sensors to provide single or dual site control of hand open and close DOF with options
for either proportional or discrete control. Combined with a selection of predeﬁned grasp
patterns, the hand can carry a wide variety of tasks. The hand can also be attached to a
motorised wrist which can provide clockwise and anticlockwise rotation, however requires
greater control of remaining muscle in the residual limb and additional EMG sensors to
record at multiple sites for more DOF. For the purpose of simplicity and availability, the
focus will be on single/dual site control of the hand itself.
The hand contains ﬁve motors located in the palm, providing ﬂexion and extension
of individual ﬁnger and thumb digits. Each motor is assigned its own control board for
constant tracking in order to provide precise control and synchronisation between digits.
Each individual motor rotates a lead screw that extends and retracts a link that connects the
proximal, middle and distal phalanges, enabling a single motor to uniformly close and open
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the entire digit. Although the thumb has its own motor for digit ﬂexion and extension, it
is opposed manually. The thumb can either be set in the opposed or non-opposed position,
and uses a reed switch to identify its position for grasp selection.
Grasp patterns are selected, or cycled through, using two switching mechanisms. A
hard switch, which is a physical button located on the back of the hand, and a soft switch,
which is made by sending a pair of consecutive open commands to the hand using the EMG
sensors. Using this method, up to 4 grasp patterns can be selected for each thumb position.
The soft switch is used to cycle between the default and alternate grasp patterns. The hard
switch swaps between a primary and secondary set of grasp patterns, which can be cycled
through using the soft switch.
3.2.2 Grasp Patterns
The Bebionic hand is pre-programmed with 14 reliable grasp patterns and hand positions,
however only 8 are available on the hand at a single time, 4 for each thumb position. The
most desirable and frequently used patterns must be selected and pre-programmed into the
hand. These can be changed using RSL Steeper’s Bebalance+ software, which is also ca-
pable of setting the number of EMG sensors used and tuning the thresholds for the user,
as well as selecting between proportional and discrete grasp control. When the hand is
switched on, the hand fully opens and calibrates before use, setting the current grasp pattern
to the default selection of the primary set. An additional 3 grasp positions are achieved as
a part of other patterns, namely, hook, adduction and open palm. Mechanical adjustment of
the thumb position is required to enable certain patterns, for example, adjusting the thumb
position for the thumb to contact with just the index ﬁnger for pinch and precision grasps,
or having it contact both middle and index ﬁngers for a tripod grasp. A tree graph depicting
the availability of each grasp pattern is given in ﬁgure 3.4, with each pattern described as
follows [161]:
Tripod Grips objects between the thumb and the index and middle ﬁngers, use-
ful for interacting with a variety of everyday objects such as car keys,
coins, jar lids and pens.
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Figure 3.4: A tree diagram of all available grasp patterns for the Bebionic hand in terms of
availability and thumb position.
Pinch Similar to that of a tripod grasp, everyday objects are gripped between
the thumb and index ﬁnger.
Power All 4 ﬁngers and thumb are used to wrap the hand around larger objects
such as fruit, bottles, tools and utensils.
Active Index Used to grip the handle of an object similar to that of a power grasp,
but with the index ﬁnger positioned over the level of the device, such
as a spray bottle. The index ﬁnger can be independently controlled to
activate the object’s lever. This grip also works well for typing on a
keyboard.
Key Also known as a lateral grasp, this grip is ideal for interacting with thin
ﬂat objects such as papers, credit cards, or turning a key in a lock.
Finger Point The index ﬁnger is left pointed out with the rest of the ﬁngers retracted,
and is normally used for typing on an input pad, pressing a doorbell,
pushing buttons or as a gesture.
Column The index and middle ﬁngers rest on top of the thumb, and can be used
to press larger switches, or to interact with a car gear stick.
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Mouse Used to grip the sides of the mouse with the thumb and little ﬁngers,
with the middle and ring ﬁngers used for stabilisation. The index ﬁnger
can be independently controlled for clicking the mouse button.
Precision Open Uses the index and thumb to grip objects with greater precision, by paus-
ing the thumb midway for positional adjustment. The remaining ﬁngers
are extended to provide more room for the grasp.
Precision Closed Identical to the precision open grasp, with the exception that the remain-
ing ﬁngers are closed.
Hook With the hand set to proportional control, the power grasp can be paused
midway to create a hook shape, which can be useful for carrying a shop-
ping bag or briefcase.
Adduction As the Bebionic hand closes, the ﬁngers naturally adduct closer together,
enabling the grasping of thin objects such as cutlery or a toothbrush.
This grasp is considered to be the most functional when used with a
power grasp, however it can also be used with the hand in tripod or key
grasps.
Open Palm Can be made with the hand fully open with the thumb non-opposed, and
can be used for carrying ﬂat objects such as a bowl or plate.
Relaxed Hand This grasp pattern with the thumb non-opposed, provides a more natural
looking posture when not actively using other hand functions. Applying
a further signal can drive the ﬁngers to form a non-opposed hook grasp.
3.2.3 Limitations
Despite the Bebionic Hand being one of the most advanced myoelectric hand prosthesis
available commercially, there are still a number of key limitations, which restrict the hand
in terms of usability and versatility.
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3.2.3.i Grasp Availability
Although the Bebionic technical manual [161] boasts 14 different grasp patterns, not all of
them are available simultaneously. Only a maximum of 8 programmed patterns are avail-
able at a single time, with three additional patterns being formed as part of the other grasps.
The requirement of using the physical button on the back of the hand, allowing access to
only 4 of the patterns digitally, greatly reduces usability for a bilateral amputee. As shown
in ﬁgure 3.4, due to the thumb requiring tooled manual adjustment, the user must choose
between having access to the tripod grasp or precision open, precision closed and pinch
grasps. Proportional control of the hand is desired to provide better start and stop precision
of the motors to enable partial grasp patterns such as the hook grasp.
3.2.3.ii Manually Opposed Thumb
Perhaps the largest physical restriction is the manually opposed thumb. This restriction
greatly reduces the versatility of the system in terms of digital control. In order to switch
between thumb positions, the operator must use their opposite hand or part of the environ-
ment to adjust the thumb manually. Competitor myoelectric hands such as the Michelangelo
hand [135] or i-Limb [10] have a motorised opposable thumb, allowing access to different
grasp patterns without needing physical intervention.
3.2.3.iii Grasp Localisation
Another major drawback is the lack of a pattern localisation system, making it difﬁcult
to identify what grasp pattern the hand is currently set. The system provides no digital
indication on the grasp, with the only identiﬁer being visual while the grasp is being made,
or having the order of the patterns thoroughly embedded in the operator’s memory. Without
knowing the exact pattern the hand is in, it is easy to make incorrect grasps, and forms a
large aspect of the cognitive load involved when using a myoelectric hand.
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3.2.4 Design Considerations
Having studied the major limitations of the Bebionic V2 hand that will be used, it is impor-
tant to consider them in terms of the system’s implementation. Although the control system
architecture will remain the same, the implementation for real-time application is depen-
dent on the LCS. This means that the control architecture can be used for many different
systems, not just restricted the myoelectric prosthesis, however will require an implemen-
tation strategy tailored to ﬁt the LCS of the end-effector used. For the purpose of system
implementation with the Bebionic Hand, a speciﬁc design strategy is designed to rectify, to
a certain extent, some of the limitations imposed by the LCS.
With the hand requiring tooled adjustment, to access certain grasp patterns, the number
of available grasps are limited. The precision and pinch patterns were chosen over the tripod
pattern because of the ﬁner control those grasps can provide when picking up small objects,
making them ideal for testing purposes, however in general, the tripod grasp may be better
for multipurpose use, as the larger grip is capable of interaction with slightly larger objects
as well as items such as a pen or pencil.
It must be noted that with manual control required to switch between sets of grasp
patterns, only 4 grasps patterns can be used at any one time, two per thumb position. With
physical interaction required in order change the thumb position, only two patterns can be
selected digitally, which is deﬁnitely not ideal for the purpose of this system. When the
thumb position is changed, the default grasp for that position is set, giving digital control
only over switching between the default and alternate patterns for each thumb position. The
lack of digital selection of grasp patterns is the largest caveat of system implementation
with the Bebionic Hand. As a result, the assumption must be made that motorised thumb
access is available, and should be manually switched prior to initialising the grasp prediction
algorithm, as it can also be assumed that the operator knows which grasps they want to
make. In order to make this assumption, the location of the thumb position must be known
at all times in order select the grasp pattern correctly, however the hand itself doesn’t provide
any form of digital feedback as to which thumb position the hand is in. Without the addition
of external sensors, the location of the thumb position can be tracked programmatically
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depending on the grasp pattern used in the grasp. For example, if the operator intends
to use a lateral grasp, with the assumption that the thumb position has been physically
changed before initiating the grasp, the system can assume that the thumb is in the non-
opposed position. Although knowledge of the thumb position is not required for predicting
the grasp itself, it is required when sending the correct output to the hand to tell it whether
to use a soft grasp switch or not if that grasp is set as the default. Keeping track of the
thumb position allows active tracking of the current grasp, provided that the object has been
correctly identiﬁed. If the object classiﬁcation is incorrect, the wrong grasp parameters will
be used in classifying the correct grasp, which will usually result in a misclassiﬁcation.
The open/close state of the hand can be easily tracked by monitoring the open and close
commands sent to the hand. The usage of this method can be seen as the ﬁnal part of the
sensor suite control system architecture provided in ﬁgure 3.2.
3.3 Myoelectric hand adapter design
The ﬁxture for the Bebionic Hand is designed speciﬁcally for use with a myoelectric forearm
prosthesis, however, the amputee participant only had access to a molded forearm prosthesis
designed for use with a mechanical hook. An adapter was designed and 3-D printed in
order to ﬁx the two together. The adapter also acted as a battery housing for a mobile power
supply, as well as containing a micro controller to receive output commands from the sensor
suite via Bluetooth (BT), to control the hand. The SolidWorks model shown in ﬁgure 3.5 is
made up of 8 components: the housing, cover, connector lock, and 4× clips, and are 3-D
printed out of a black resin using a Form 1+ stereolithography (SLA) printer by FormLabs.
The 3-D printed adapter is given in ﬁgure 3.6 (a). The housing forms the main structure
of the adapter, providing cover on one side with 3 longitudinal bars used for support. A
circular extrusion is located between two of the supporting bars, which is used to hold a
circular ﬂip switch for powering on and off the device. At both ends of the housing are two
end plates, the bottom of which, has a slotted key that locks into the forearm prosthesis. The
bottom plate has 4 holes, 3 of which are used to ﬁt around matching spherical features on
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the end of the forearm. The fourth hole is used to lock the orientation of the adapter to the
forearm using a lever, preventing the key from unlocking (see ﬁgure 3.6 (b)). At the top
end of the housing, the EQD connector, which provides the hand with power, ground and
open/close output signals from the micro controller, is threaded through the opening, with
the connector lock ﬁtted behind it, holding it in place (see ﬁgure 3.6 (c)). Wires from the
EQD connector are connected to the micro controller and a 1300mAh 3S 11.1v 25C Lipo
Battery by Overlander, which goes through a high-current voltage regulator, as shown in
(d). A high-current voltage regulator is required to start up the motors in the myoelectric
hand on initialisation. The LiPo battery can provide the hand with power for approximately
5 hours. The EQD housing ﬁts on top of the housing around the EQD connector. A pair of
countersunk screws are fed through the EQD housing, housing and connector lock, using a
washer and nut to secure them together. The 4 channels in the EQD housing enable the hand
to ﬁt in 4 different orientations. The clips are used to ﬁt over the lip of the Bebionic hand
as shown in (e), preventing any potential loosening of the power connector while under use.
The clips are secured in place with tape. A cover is used to enclose the battery and circuitry
within the housing, using small slats on either side for alignment. Tape is used around the
top and bottom of the cover and housing, keeping the enclosure shut.
Figure 3.5: Exploded SolidWorks model of the myoelectric hand adapter, consisting of
5 different 3-D printed components: the housing, cover, connector lock, clip and EQD
housing.
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Figure 3.6: The 3-D printed hand adapter showing (a) the complete assembly, (b) adapter
key and forearm prosthesis lock, (c) EQD connector fastened with the connector lock, (d)
microcontroller, high-current voltage regulator and LiPo battery, and (e) the Bebionic hand
held inside the EQD housing using the clips.
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3.4 Chapter Summary
This chapter described the novel design concept for a heterogeneous sensor suite, which
aims to reduce the cognitive load imposed by myoelectric hand control. The system aims to
not just base grasp selection on the object’s intrinsic properties using object recognition, but
select it according to user intention. The main idea being that each object can be interacted
with in a variety of ways for different purposes. The complete system ﬂow is described
in detail, from the SCS to the LCS, which carries out the intended interaction. Intentional
muscle activation is detected using an MMG sensor, which either sends an open command to
the LCS if the hand is closed, or initiates the grasp selection process when the hand is open.
The computer vision system takes a snapshot of the operator’s point of view, classifying the
object according to various intrinsic properties. Once the object is classiﬁed, the IMUs start
recording motion as the operator reaches for the object. Features are extracted during reach
to classify the grasp based on the operator’s intention, sending an appropriate grasp change
command to the LCS, followed by a close command.
The control strategy of the Bebionic V2 hand is explained due to its application as the
LCS. The limitations of the device are discussed in full, as well as the design considera-
tions required to monitor and control it. Although there are a few commercially available
myoelectric hands that would be much better suited for integration with the described con-
trol architecture, the current hardware limitations are considered and bypassed and best as
possible. The design of a myoelectric hand adapter was described, which is used to connect
a myoelectric hand on to a hook-based forearm prosthesis. The adapter contains the neces-
sary circuitry and power supply to control the hand using BT. The adapter was used to ﬁt
the Bebionic hand to the amputee’s forearm prosthesis, and was also hand held by healthy





The sensor suite described in Chapter 3 integrates three main sensing technologies, mechanomyo-
graphy, computer vision and inertial measurement, each of which can be individually de-
veloped, tested and integrated into the main system. Although MMG sensing and computer
vision are not considered novel aspects of the sensor suite concept, their integration with
the novel inertial-based interface for grasp prediction, actively contributes to the system’s
overall successful implementation. This chapter aims to describe the design and implemen-
tation of the MMG and computer vision systems within the scope of this research, as well
as discussing preliminary work fusing the two systems together for active grasp control of
the Bebionic V2 hand.
4.1 Mechanomyogram Acoustic Sensing
As described in Chapter 2, there has been a vested interest in MMG sensors for a number
of years due to its potential advantages over EMG. Although this research doesn’t focus
on further development of the design of MMG sensors, it is important to go into detail on




The speciﬁc type of MMG sensor used was recreated from the design by R. Woodward et al.
[16], which was based on that developed by Posatskiy et al. [162, 163]. The acoustic MMG
signal is captured with a Knowles SPU1410 microphone that measures the pressure change
in an encapsulated chamber by the perturbation of an aluminised 4 μm Mylar membrane
by Homeﬂy [164]. When positioned on the skin above the muscle of interest, the sound
produced during muscle contraction propagates through the skin, and perturbs the Mylar
membrane, causing a pressure difference within the chamber. The recorded signal is a low
frequency vibration between 25Hz and 50Hz [165, 144, 12, 166].
The design shown in ﬁgure 4.1 by R. Woodward et al. uses the ideal pressure chamber
dimensions reported by Posatskiy et al. [162, 163], having a conical shape with height and
diameter of 5 mm and 7 mm respectively, which is said to produce the maximum signal gain,
while reducing the frequency-response ﬂuctuation and high-frequency distortions. The clip
and Housing were manufactured by 3DSystems out of Visijet M3 Navy plastic using 3D
printing technology. The microphone PCB boards were manufactured by Elecrow, with
the surface mount microphone positioned by hand and soldered using a reﬂow oven. After
testing for short circuits, positive, ground and signal multi-core wires are soldered by hand.
Figure 4.1: The MMG sensor design reproduced from work by R. Woodward et al. (re-
produced from [16]). The design utilises a single microphone sensor, which measures the
pressure change within a conical chamber enclosed by a Mylar membrane.
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Figure 4.2: The manufactured MMG sensor reproduced from work by R. Woodward et al.
[16]. The sensor is sewn into wearable clothing using several through-holes in the Clip.
The PCB is ﬁtted into the Housing, making sure that it is ﬂush with the exit to the conical
chamber so that the hole to the microphone and the chamber are aligned. Silicone is inserted
on top of the microphone to reduce back propagation of sound to improve containment, as
well as keeping it in place. The silicone is required to be left for 24 hours to set. The Mylar
membrane is pulled taut over the chamber’s entrance and tightened using the Sleeve ring
for fastening, where any excess membrane is removed. The wires are subsequently pulled
through the Clip, and the Housing pushed all the way inside. The wires are crimped and
fastened to female housings where they can interact with the header pins available on the
NU IMU developed by S. Wilson. The completed MMG sensor is displayed in ﬁgure 4.2.
4.1.2 Signal processing
The raw acoustic signal is ﬁrst ﬁltered using a second order digital band-pass Butterworth
ﬁlter and rectiﬁed to obtain a signal between 10 Hz and 100 Hz, reproduced according to
[16] in equation 4.1 in s-plane notation.
F (s) =
s2 − 1
s2 − 1.518s+ 0.550 (4.1)
Further improvements were made following research conducted by S. Wilson, consisting
of using the resulting signal and passing it through the Hilbert transform function given by
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The absolute value is taken and used for thresholding according to equation 4.3 to detect
intentional muscle activation according to a user speciﬁc threshold, OCThres.
G(t) = |H(t)| (4.3)
A function is used to track local minima to avoid ﬂuctuations in the raw signal from misin-
terpreting multiple instances of the threshold being crossed. The most recent local minima
f(a) is tracked according to an interval designated by the length of the semi-minor axis of
an ellipse, denoted cw. The value f(x) becomes the local minima if equation 4.4 is satis-
ﬁed. This provides better differentiation between intentional muscle activation and detected
motion artefacts. The sampling rate is actually reduced to lower the chance of unintentional




f(a)− ch ≥ f(x) ≥ f(a) + ch
interval : x → x+ cw
(4.4)
The complete processed signal is displayed in ﬁgure 4.3, showing mechanomyogram record-
ings during isometric contraction of the forearm. The threshold itself depends on the posi-
tion of the sensor above the muscle as well as the average acoustic amplitude resulting from
ﬂexion. The size of this threshold can vary according to the individual and can be easily
changed if required. Muscle fatigue does have an effect on the amplitude of the signal, so
over time, the average threshold may decrease, however this can be adapted accordingly by
changing the threshold. Machine learning would be of beneﬁt when using the MMG over
extended periods of time to provide adaptive control based on muscle fatigue, however, this
was found not to be an issue. From ﬁgure 4.3, it can be seen that a secondary peak is pro-
duced after the contraction as a result of signal rectiﬁcation; this is taken into account to
avoid muscle activation misclassiﬁcation.
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Figure 4.3: The processed MMG signal, taken from the author, during isometric contrac-
tions of the forearm during single and double contractions. A single contraction increases
the MMG response brieﬂy above the threshold, and is used to open or close the hand. A
double contraction extends the duration of the response above the threshold, and is used to
activate a soft grasp switch.
By contracting the muscle in the forearm, the signal increases past the set threshold
value. However, it is only when the signal crosses the threshold on its way back down that
intentional muscle activation is recorded. The reason for this is to be able to take into ac-
count the secondary peak caused by rectifying the signal. If the recorded signal remains
above the threshold for too short a period of time, it is ignored, preventing additional unin-
tentional activation output.
As described in Section 3.2, EMG control of the Bebionic V2 hand uses a double Open
signal while the hand is open in order to activate the soft switch to cycle between the default
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and alternate grasp patterns. The same mechanism can be reproduced by the MMG signal,
as a double contraction of the muscle produces a response that has a prolonged duration
above the threshold, as shown in ﬁgure 4.3. By setting a response length based on the
sampling rate, a double response can be used to activate the soft switch in the same way that
the Bebionic hand does with EMG.
4.2 Computer Vision
Computer vision serves a major function within the design of the complete sensor suite,
serving to reduce the numerous available grasps to those speciﬁc to that of an object class,
which in turn, enhances the grasp prediction capability of the inertial system by limiting
the selection of grasp patterns to the most relevant. As discussed in Chapter 2, the majority
of research towards intelligent prosthetics has relied on object recognition and computer
vision. Although the development of a novel image processing algorithm for this system is
not within the scope of this thesis, it is important to discuss the methods used. The object
recognition algorithm presented utilises numerous image processing techniques to create a
template of intrinsic object properties, which can be used to classify objects in real-time.
For use in conjunction with the inertial-based grasp prediction system, it is important
that the object recognition classiﬁcation rate is extremely high, as it will affect the template
chosen for predicting grasp. Although current state of the art object recognition algorithms
can be very effective, it is important to take into account the application involved, and the
potential considerations in regards to the algorithm used.
4.2.1 Algorithm Considerations
For the majority of applications, making the system highly accurate with a fast processing
speed will always be ideal, however, normally the more accurate (and complex) the algo-
rithm is, the greater the processing power required. With a prosthetic hand, the system will
be restricted to battery powered processors with an emphasis on mobility. With the battery
aiming to power the prosthesis, sensors and data transmission via BT, the effectiveness of
processor-hungry algorithms can be limited. Larger batteries can aid in reducing this lim-
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itation, however they can be heavy and cumbersome to carry, and can put excess strain on
the operator’s arm and shoulder.
Real-time implementation of the system requires object recognition processing to be as
fast as possible, ideally at near instantaneous speeds. The faster the object is classiﬁed, the
faster the grasp prediction algorithm can be initiated, allowing the operator to interact with
objects in the environment without interruption, improving the natural ﬂow of movement.
With this in mind, simpler object recognition techniques can be considered more applicable,
however, can suffer from higher misclassiﬁcation rates.
One of the major problems in object recognition is distinguishing the object of interest
from its background as well as nearby objects in cluttered every day environments. Rapid
improvements in camera technology has led to the development of RGB-D cameras, which
can measure the distance between the camera and objects in the image. Using depth, the
image can be split into foreground and background, which can greatly improve usage in
everyday settings. A pair of cameras for stereoscopic vision can also be used to calculate
the depth properties in an image. Despite the obvious advantages of utilising depth in object
recognition, current affordable technology is bulky and obtrusive. The nature of the mobile
sensor suite would consider the obtrusiveness of the system an important factor in terms of
usability. Further hardware development in affordable consumer products will be able to
address this problem in the future.
Overall, it is important to make a balance between mobility, accuracy and speed when
considering computer vision for this application. With the scope of this research mainly
focused towards inertial-based grasp prediction and the design and validation of the inte-
grated sensor suite, a relatively simplistic approach was taken towards the design of the
CVSS for use in a controlled environment. Given additional time and resources, a more




The object recognition algorithm uses a series of image processing ﬁlters to detect edges in
the environment, separating groups of adjacent pixels into different regions or blobs. These
blobs then undergo a ﬁltering process to remove any insigniﬁcant regions in order to ﬁnd
the object of interest within the image. After obtaining a single region with the object of
interest, the region’s properties are calculated and saved to a template to create the object
classiﬁer.
4.2.2.i Image Processing
The input image from the camera ﬁrst undergoes contrast correction, increasing the RGB
values of bright pixels, and decreasing the RGB values of dark pixels in order to enhance
the difference between colours in the image. The contrasted image is then converted into a
grayscale image. Increasing the contrast of the image beforehand, increases the difference in
grayscale values, which improves the detection of edges. Edge detection is then performed
by applying the Sobel edge operator, which uses two 3x3 kernels, Gx (Eq. 4.5) and Gy (Eq.
4.6) that are convolved with the image to ﬁnd approximations for the horizontal and vertical

















|G| = |Gx|+ |Gy| (4.7)






Figure 4.4: The cumulative effect of image processing steps on original image (a) consisting
of (b) contrast correction, (c) grayscale conversion, (d) Sobel edge detection, (e) Canny edge
detection, (f) 5x5 Gaussian smoothing and (g) binary thresholding.
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followed by non-local maxima suppression and hysteresis thresholding [167] to enhance the
major edges, and remove the minor edges found by the Sobel operator. Smoothing is then
applied using a 5x5 Gaussian ﬁlter with σ = 3 to merge nearby pixels to enclose regions,







A binary ﬁlter is ﬁnally applied to enhance the detected edges according to the threshold,
BThres = 10 in the range of 0 − 255, given by equation 4.9. The cumulative effect of the




1, G ≥ BThres
0, G ≤ BThres
(4.9)
4.2.2.ii Blob Filtering
Following the completion of the image processing step, the resulting output image high-
lights a large number of pixel regions, also known as blobs. The blobs are separated by the
amount of neighbouring pixels, some of which can be very small, caused by a bit of dirt,
pencil mark or even a crease in the paper. A single image can contain more than a hundred
different sized blobs, and only one of which contains the object of interest. In order to ﬁnd
this object, all other blobs must be ﬁltered out. This is done in a series of steps (see ﬁgure
4.5), whereby the blobs are removed based on various properties.
Firstly, all blobs with a pixel density below Amin = 10 and above Amax = 5000 are
removed. Blobs that are too small or too large are not likely to be a graspable object. Any
blobs that have a height or width greater or equal to that of the image are also removed
(Hcam = 480 and Wcam = 640), as they are most likely from part of the background
environment. The Euclidean distance of each blob’s centre of gravity from the centre of
the image is then calculated and compared to a distance threshold (Ecen = 125). It can
be assumed that within the scope of this study, the subject’s gaze is ﬁxed in a straight line,
approximately represented by the centre of the image. The object of interest is therefore
assumed to be located in the centre of the subject’s line of sight. Adjustment is made by
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Figure 4.5: Flow diagram of the blob ﬁltering process to ﬁnd the object of interest. Blobs are
removed if they fall outside the threshold boundaries of various properties. Amin and Amax
represents the minimum and maximum blob area cutoff respectively. Hcam and Wcam
represent the height and width of the camera resolution, and EDist and Ecen denote the
euclidean distance from the blob’s centre of gravity from the center of the camera, and the
cutoff threshold respectively.
tilting and turning the head towards the object of interest. Blobs with a centre of gravity
too far away from the centre of the image are considered not within the subject’s visual
interest, and are therefore removed. Blobs that pass through the second stage of ﬁltering are
then given a score according to equation 4.10, where A is the blob’s area, and EDist is the






After the best blob has been found through the blob ﬁltering step, additional properties are
calculated to be used as features. Prior to calculating the features, the blob undergoes a
pre-processing step which involves calculating and drawing the convex hull on top of the















These features will be used to create a template for each object, using 20 images of the
object from different viewpoints. Real-time object recognition will calculate the features
from the taken image against those in the template using a KNN classiﬁer. A total of six
different property features are used, taken from the convex hull.
Perimeter The number of pixels around the edge of the blob.
Area The number of pixels within the entire blob.
Major-Minor Ratio The ratio of the blob’s major axis to its minor axis (Eq. 4.12).
Eccentricity A parameter denoting how non-circular the blob is (Eq. 4.13).
Area-Axis Ratio Ratio of the blob’s area to the bounding box (Eq. 4.14).





















4.3 MMG and Computer Vision for Hand Prosthesis Control
MMG sensing and computer vision were fused together to form the initial stage of the
complete sensor suit. The preliminary work conducted resulted in improvements to overall
conceptual design of the control system architecture, as well as the sensor locale from an
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Figure 4.6: Complete blob processing for (a) bottle, (b) lid, (c) box and (d) timer objects,
with original image displayed on top, and processed image on bottom.
eye-in-hand approach to an eye-to-hand approach. This section aims to present this peer-
reviewed research as a preliminary stage towards the construction of the complete system.
The work presented introduces an inexpensive prosthetic hand control system designed
to reduce the cognitive burden on amputees. It is designed around a real-time eye-in-hand
object recognition system using a web camera that automates grasp selection and switching,
and a mechanomyography (MMG) sensor for hand opening and closing. The vision system
estimates object parameters in real-time which are then used to select from 2 different pre-
set grasp patterns: Power and Pinch. A simple pick and place experiment was used to assess
feasibility on which to base the complete system design. This work was peer-reviewed and
published in [168].
4.3.1 Control System Architecture
The preliminary sensor fusion system is split into 4 subsystems: 1) a pair of MMG sensors,
2) the computer vision system, which estimates object parameters, translating them into a
suitable grasp pattern using a set of rules, 3) a serial communication interface to translate
processed sensor outputs into usable signals for the Bebionic V2 hand; and 4) the Bebionic
V2 hand controller that contains the pre-programmed grasp patterns. Data from the MMG
sensors and the web camera are processed simultaneously in real-time. The computer vision
system processes an image taken from the web camera, ﬁltering out any redundant blobs
and classifying the grasp based on the object’s size, while the MMG sensor pair are used
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Figure 4.7: Conceptual design of the preliminary control system architecture for MMG and
computer vision sensor fusion. The control architecture is split into 4 subsystems: 1) a
pair of MMG sensors, 2) the computer vision system, which estimates object parameters,
translating them into a suitable grasp pattern using a set of rules, 3) a serial communication
interface to translate processed sensor outputs into usable signals for the Bebionic V2 hand;
and 4) the Bebionic V2 hand controller that contains the pre-programmed grasp patterns.
The computer vision system processes an image taken from the web camera, ﬁltering out
any redundant blobs and classifying the grasp based on the object’s size, while the MMG
sensor pair are used to detect alternating muscle activation. The open and close commands
sent by the MMG sensors, and grasp change commands sent from the computer vision sys-
tem are passed on to the serial communication interface, which converts the sensor outputs
into voltage commands to be sent to the Bebionic Hand.
to detect alternating muscle activation. The open and close commands sent by the MMG
sensors, and grasp change commands sent from the computer vision system are passed on
to the serial communication interface, which converts the sensor outputs into voltage com-
mands to be sent to the Bebionic Hand. The control system architecture is shown in ﬁgure
4.7.
4.3.1.i MMG Sensor Pair
The system used a pair of microphone-based MMG sensors developed by R. Woodward
et al. [16] to detect muscle activity in the forearm. The pair of sensors were sewn into a
tubular bandage and positioned on the ﬂexor and extensor digitorum, which ﬂex and extend
the ﬁngers of the hand, as shown in ﬁgure 4.8. The sensors are connected to an inertial
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Figure 4.8: MMG sensor pair positioned on the ﬂexor and extensor digitorum of the non-
grasping arm using a tubular bandage.
measurement unit acting as a signal ﬁlter and ampliﬁer, and a small external sound card that
transmits data directly to the laptop. The raw signal was ﬁltered between 2Hz and 50Hz
with a 2nd order band-pass Butterworth ﬁlter.
4.3.1.ii Computer Vision System
A 640x480 miniature web camera (Logicam USB Webcam) with a focal length of 4.8 mm
is ﬁxed to the hand, overlooking the palm. When the webcam is running, images are taken
as soon as the processing on the previous image has ﬁnished. A 2-dimensional low-pass
15x15 Gaussian ﬁlter is convolved with the kernel given by equation 4.16, which is used
to smooth the image and for edge detection. The horizontal and vertical components are
separated before convolution. The results are convolved with the image and recombined
to form a new image with the edges highlighted, given by equation 4.17, where Im is the
resulting image, G the Gaussian ﬁlter, σ = 5 the standard deviation and I the original image.








(G(σ)⊗ K ⊗ I)2 + (G(σ)⊗ KT ⊗ I)2 (4.17)
Connected regions are selected and deﬁned as blobs, which undergo a selection process in
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Figure 4.9: Flow diagram of the preliminary computer vision system used to select grasp
patterns.
order to obtain a single blob (see ﬁgure 4.9). Firstly, all small regions are removed with an
area of less than 2300 pixels. Many small regions tend to form in the image from patterns,
shadows and noise. Noise in this case can be described as objects or parts of the background
environment that are undesirable. Each frame taken by the camera produces an image with
a border around its edges. This is removed along with any other objects that spill across
the borders, as they can form a single blob. This is an image artefact from the type of web
camera used during this preliminary study. A higher quality camera is used in the complete
system. In working environments, there can be a lot of noise from distant objects and
background scenery. To minimise this, only objects with a centre, CDist, within a distance
of 100 pixels vertically and horizontally from the camera’s centre will be processed further.
Lastly, in order to take into account that many objects have patterns and labels, enveloped
regions are removed. If no blobs meet the necessary requirements, then no grasp selection
will occur.
4.3.2 Grasp Selection
Due to the mechanical limitations of the Bebionic hand, and also just being a validation
study, only grasps with the thumb opposed were used to prevent the need to manually switch
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Figure 4.10: The Grasp Selection Decision Tree. If the blob’s area is greater than a threshold
of 75000 pixels, a Power grasp is selected. If the area is below the threshold, then a Pinch
grasp is selected.
the thumb to select a different set of grasp patterns. Two patterns were chosen for 2 different
sizes of objects: 1) power for large objects; and 2) pinch for small objects.
A rule-based algorithm was used to select between the two patterns depending on the
intrinsic properties of the identiﬁed blob. Fig. 4.10 shows a decision tree used to determine
the most suitable grasp pattern for the object’s size. The blob is enclosed in an ellipse whose
approximate area is compared to estimated pixel values based on the approximate distance
between the web camera and the point of grasp. This distance was approximated using the
difference in grasping location when grasping an object using power and pinch. When a
large object is grasped, the object is enclosed around the palm, whereas a small object is
picked up using the ﬁnger and thumb tips. Therefore, smaller objects will be positioned
further away than larger objects when grasping occurs.
4.4 Experimental Testing
The aim of the experiment was test the accuracy and usefulness of the vision system as a
method of improving control and reducing the cognitive burden of existing prosthetic hands.
A simple pick-and-place experiment was conducted to evaluate the system before further
development.
Six objects were selected in the initial experiment described here: three for each grasp.
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Figure 4.11: The preliminary eye-in-hand prosthesis testing two objects: a squash ball for a
pinch grasp and a deodorant bottle for a power grasp.
Two objects were assessed at a time. The objects were placed on an uncluttered table with
a white background (see ﬁgure 4.11). The MMG sensors were placed on the non-grasping
arm to control the open and close function of the myoelectric hand. The non-grasping
arm was used to ease the control of the myoelectric hand when activating opposing muscle
groups in the forearm. The myoelectric hand was held in the right hand by its sides to
prevent interfering with the grasping of objects. The hand was positioned at the edge of
the table, and was returned after every grasp task. The grasp task consisted of picking up
the object, lifting it, and placing it back down on the table. The objects were alternated to
activate the automated grasp switching function. Prior to proceeding with the experiment,
the MMG sensors were calibrated to the subject. The choice of grasp pattern was validated
for each object to determine the accuracy and repeatability of the system. 450 validations
were made, 75 per object.
Fig. 4.12 shows the experiment on grasping a bottle of deodorant, and the object
recognition output at each image processing stage during grasp. While grasping, the camera
is able to process 3 images by the time the object is in grasping range, with the ﬁrst image
taken at (1) in the starting position, the second at the midpoint between the object, and the
third at the point of grasp. At stage 1), the object is too far away to be classiﬁed, as the
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Figure 4.12: A series of images taken during the experiment from rows 1) to 3), where
a) shows an observer’s perspective at the different time intervals. The resulting computer
vision output of b) raw grayscaling, c) convolution, d) noise removal and blob labelling, and
e) binary thresholding and blob ﬁltering.
object’s location is not within the CDist range. During stage 2), the hand is at the ideal
distance for object recognition to occur with this eye-in-hand setup. By stage 3, the subject
would have closed the hand around the object. Once the hand is closed, any additional
grasp selection is prevented. Column a) shows the grasp from a different point of view,
whereas the remaining columns display the output of the computer vision system at different
stages in the algorithm. Column b) shows the raw image taken after grayscaling, c) after
convolution, d) after noise removal and blob labelling, and e) the ﬁnal resulting image after
binary thresholding and blob ﬁltering.
4.5 Results
The success rates of various objects are shown in Fig. 4.13. The system showed similar
results as S. Došen et al [13, 158] with an average success rate of 84.4%. The small objects
had a higher success rate than that of the large ones, with a percentage difference of 13.3%.
The pink glass, classiﬁed as a large object, had a much higher success rate than the other
large objects, with a success rate of 93.3%. This is due to the simple shape and colour of
the glass, making it easier to detect. The poorest performing object was the paint pot, which
73
Figure 4.13: Classiﬁcation success rate for the grasping task on pairs of small and large
handheld objects. The objects were paired as follows: squash ball and deodorant, paint pot
and battery, and pink glass and USB pen.
had a success rate of 60.33%, as the system found it more difﬁcult to distinguish it from its
background due to poor contrast as well as capturing the entire object in the image due to
its size.
The results suggest that it is easier to detect smaller objects compared to large ones.
This is due to the camera being unable to encapsulate larger objects at close range. The
closer the object is to the camera, the larger the object appears. If the object is already
large relative to the ﬁeld of view of lens, then the camera will ﬁnd it considerably harder to
detect the object as it moves closer towards it, and instead pick up smaller artefacts on the
object itself, wrongly classifying it as a small object. It was noticed that the success rate
increased after a number of trials, suggesting that some degree of learning is involved. This
may be due to the subject improving hand position and consistency over time, however the
determination of the subject’s learning capability is out of the scope of this study.
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4.6 Discussion
The experiment shows that similar accuracy results can be obtained using a commercially
available prosthetic hand to that of an experimental myoelectric hand. Despite our sys-
tem appearing simpler than the one developed by S. Došen et al. (only switches between
two different grasps), it can easily be further developed to include a whole range of differ-
ent grasp patterns for a variety of different functions. This adaptability allows continuous
system development through the classiﬁcation of additional grasp patterns for specialized
control in more complex object manipulation tasks. The relatively high success rates do
show potential, however there are a number of disadvantages to this system.
Removing undesirable blobs using a simple rule-based algorithm and image threshold-
ing worked well in a controlled testing environment, however transitioning this to real-world
situations will produce problems. The number of blobs would increase dramatically, mak-
ing depth measurement essential. Colour differences in objects and changes in lighting can
greatly reduce the effectiveness of image thresholding algorithms. A more robust object
recognition system is required for improved edge detection and object recognition. Taking
into account a greater number of object features enables more effective classiﬁcation of a
greater number of object classes. With a greater number of classes and input features, a
simple rule-based algorithm will not be sufﬁcient. This resulted in improvements to the
object recognition algorithm as described in section 4.2.
A disadvantage to the eye-in-hand approach was containing the object within the cen-
tre of the image, as well as ﬁtting larger objects within the camera’s ﬁeld of view. This is
difﬁcult with an eye-in-hand approach, as the operator would have no concept of where the
object is in relation to the camera unless looking at a screen with its output. The proximity
of the object to the camera changes considerably during reach, and can result in misclas-
siﬁed grasps due to occlusion of the object when reaching towards it. This has resulted in
the change from an eye-in-hand approach to an eye-to-hand approach in the complete sys-
tem. This change increases the ﬁeld of view considerably, and keeps the object’s size and
orientation relative to a set camera position. The object recognition algorithm relies on the
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positioning of the object relative to the centre of the camera, which is relative to the position
and angle it is on the hand. This produces an unnatural reaching trajectory in order detect
the object properly before grasping. The change to an eye-to-hand approach also solves this
problem.
Determining an accurate estimation of the size of the object requires knowing the dis-
tance between the object and the camera. S. Došen et al. [169, 170] solved this by using
an ultrasound sensor. Another method would be to use a miniature stereo camera module,
which would also obtain a wider view of the target area, making it easier to classify large
objects. Ultra-wide lenses can also be ﬁtted to improve the ﬁeld of view. RGB-D cameras
have gained a lot of attention recently, however their current size makes them unsuitable for
practical use in a portable application. Due to the simplicity of the monocular approach,
the experiment was used to evaluate the application of vision in current prosthetic devices
rather than comparing the results directly. Although no hardware-based actions were made
to improve this area directly, the additional features described in section 4.2.2.iii make use
of size ratios to improve the comparison of object properties. The use of size ratios also
reduces the effect on their magnitude due to changes in distance between the user and the
object.
In this preliminary study, only two grasps were used, however, the more advanced
myoelectric hands, such as the I-Limb Quantum, can have up to 36 grasp patterns. More ac-
curate object information, such as size and shape, obtainable through depth estimation using
RGB-D cameras and advanced geometrical modelling, may be required in order to classify
between the different grasp patterns using only computer vision. However, most real-world
objects can be interacted with in a number of different ways, so a method of predicting the
interaction between the amputee and the object is needed in order to determine the correct
grasp pattern to use. As one of the main aims in this study is to restore natural and normal
hand function to the amputee, ideally, the subject should be able to retain a natural reaching
trajectory with the system being able to classify the intentional grasp correctly. Grasp pre-
diction using inertial motion during reach was developed to classify different grasp patterns
for a single object, enabling a greater variety of object interactions.
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4.7 Chapter Summary
This chapter mainly focuses on just the MMG and computer vision aspects of the system.
The MMG sensor design used was recreated from work conducted by R. Woodward et al.
[16]. The details of the design and development process have been described to provide
information about the type of sensor used. The MMG signal processing and threshold
strategy were designed to emulate that of conventional discrete EMG prosthesis control.
The computer vision system and the object recognition algorithm was discussed, taking
mobility and processing constraints into consideration. Although the object recognition
algorithm used is quite simplistic compared with the state of the art, this can easily be
improved upon, given time and resources.
Preliminary work involving the integration of both MMG sensors and an eye-in-hand
computer vision system was described, highlighting the potential of automated grasp se-
lection using real-time vision. The preliminary control architecture described was adapted
into the one used for the complete sensor suite. The work conducted allowed a number of
changes to be made to the control strategy, in order to improve upon some of the issues





In order to predict user intention during reach when grasping different objects for various
purposes, areas of intentional physiological activity need to be extracted from a continu-
ous stream of random and non-interactive motion. Previous efforts in literature focus on
predicting the grasp using mostly computer vision, however, this method does not infer the
actual intention of the person for grasping the object. As part of the sensor suite, intention
extraction is initialised through intentional muscle activation using an MMG sensor. Physi-
ological data is streamed continuously from both IMU sensors, but the data is only recorded
when the user activates the forearm muscles to initiate reach-to-grasp motion. It takes ap-
proximately between two and 3 seconds to reach towards an object of interest, depending
on the type of grasp used, and the distance reached. By recording this window, data can be
either saved for ofﬂine processing or used for real-time applications. This is possible due
to the extraction process being user-initiated. This tells the system that the user already in-
tends to grasp, enabling it to focus on predicting which grasp is desired, rather than ﬁltering
through unintentional arm movements. From the recorded data, areas of intentional activity
need to be identiﬁed, thus requiring signal segmentation to ﬁnd the start and end points of
intentional reach-to-grasp motion. Once the segmented signal has been identiﬁed, useful
features can be calculated.
The main challenge of assistive HMI applications is determining the user intention
from sensory inputs. This intention is expressed through a selection of predeﬁned actions.
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For the application in hand prosthesis, these actions can be translated to different grasp
patterns that have been designed for a variety of postures and environmental interactions.
Once the intentional reach-to-grasp motion has been extracted, the decoding phase can be-
gin. This focuses on applying pattern recognition techniques for feature extraction, selection
and classiﬁcation. Utilising the segmented data and applying the graphs of motion enable
a selection of features to be extracted. The selected features are required to undergo di-
mensional reduction to identify the most useful features. These are then evaluated with a
selection of pattern recognition methods for comparison in order to provide a strong classi-
ﬁer for predicting grasp intention. The culmination of this chapter is the implementation of
a KNN classiﬁer based on subject- and object-speciﬁc motion features from the analysis of
displacement- velocity- and acceleration-time proﬁles. The classiﬁer is used in the creation
of subject-speciﬁc templates that are representative of the different grasps used to interact
with different objects.
5.1 Data Collection
Grasping an object can produce numerous reaching paths, that could potentially vary in
forearm and upper arm orientation, velocity and acceleration. This provides a challenging
problem which may not only depend on different anatomical features, but may also be
heavily dependent on an individuals’ neural control. To study this assumption, a unique data
set is collected for each subject. The object’s location in the subject’s immediate workspace
will provide a large variety of reaching paths for comparison. Thus, in order to see how
object location affects reach trajectory, physiological data needs to be recorded in variable
elevation/declination, angular and depth positions from the subject.
Inclusion criteria for participating in the experiments were that volunteers must be
above 18 years of age, where healthy volunteers should have no motor or physical impair-
ments, and amputee volunteers have a transradial amputation on their right arm (required
to use a right-handed prosthesis). All experiments were approved by the Imperial College
Research Ethics Committee (ICREC reference: 15IC3068), with participants giving their
informed consent before taking part in the study.
80
Subject ID Type Sex Age /yr Height /m Arm-span /m Hand-span /m
A Healthy M 27 1.78 1.76 0.225
B Healthy M 33 1.69 1.70 0.219
C Healthy M 37 1.75 1.76 0.22
D Healthy M 23 1.85 1.89 0.245
E Healthy M 25 1.91 1.93 0.205
F Healthy M 29 1.75 1.73 0.225
G Healthy M 27 1.83 1.87 0.217
H Healthy F 24 1.72 1.73 0.204
I Healthy M 26 1.75 1.77 0.225
J Healthy M 22 1.74 1.72 0.18
K Amputee M 36 - - -
Table 5.1: Participant information for physiological data collection experiment consisting
of 10 healthy subjects, and 1 amputee subject. It must be noted that the majority of subjects
have an engineering background.
5.1.1 Participants
In total, 10 healthy subjects (9 males, and 1 female) participated in the collection of phys-
iological data. Healthy subjects took part in two experiments, which took part on different
days. The ﬁrst experiment consisted of the collection of grasp data from all angular and
elevation levels at a depth of 30 cm, and the second experiment at a depth of 20 cm away
from the rest position. Before the experimental procedure commences, participant age, sex,
height, arm-span and hand-span are recorded, and are summarised in table 5.1. All partici-
pants had a dominant right arm.
Only a single, male amputee subject participated in this research due to the difﬁculty
of obtaining multiple amputee volunteers that matched the inclusion criteria. The subject
is a quadruple amputee (lower limb: double transfemoral; upper limb: left-transhumeral
and right-transradial), from the result of contracting Strep A, which manifested into Toxic
Shock Syndrome, Septicaemia and Necrotising Fasciitis [171]. The experimental procedure
for healthy subjects was modiﬁed for collecting physiological data with a hand prosthesis.
The myoelectric hand was attached to his right forearm prosthesis (transradial) using a
custom 3D printed adapter shown in ﬁgure 5.1. The details of the adapter design can be
found in Chapter 3.
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Figure 5.1: The amputee participant’s forearm prosthesis connected to the Bebionic Hand
using a custom 3-D printed adapter. The forearm prosthesis was designed for use with a
mechanical hook, however the adapter enabled its use with the myoelectric hand.
5.1.2 Software Test Environment
Data collection software was developed to record motion data during the trials, given in
ﬁgure 5.2. The experiment information located at the bottom left of the interface details
the object selected and the grasps being tested, as well as the elevation, depth and angular
position represented by a number between 1-3. The elevation level is described by the ‘Ex-
periment’ label, where the 3 elevation levels denoted by digits 1-3 represent grasp elevation
at table height, ascending and descending respectively. The ‘Depth’ label represents the ob-
ject’s distance between the rest position and the object, denoted by digits 1-2 for a distance
of 30 cm and 20 cm respectively. The ‘Position’ label describes the angular position from
the centre of the rest position, denoted by digits 1-3 for -45◦, 0◦and then to +45◦respectively.
A randomisation option is also available to choose whether the grasp trials are randomised
for healthy subjects, or kept consecutive for amputee subjects. These options are selected
when initiating the experiment using the dialogue interface given in ﬁgure 5.3.
The software interface is used to visually prompt the participant to reach towards the
object and return to the rest position. Data is recorded and saved to a database after each
trial has been completed. Since the IMU data is sent via BT, after each trial, the size of the
data is checked for packet loss. If the level of loss is too high, i.e. the input data rate is less
than 80% of the sampling rate, then the trial is repeated. If this occurs consecutively for 5
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Figure 5.2: The software interface developed to collect grasp trajectory data from subjects.
The software consisted of separate tabs for object template collection, grasp data collection
and real-time control.
times, then the IMUs are reset. If excessive data loss still occurs after the reset, then a low
battery event is diagnosed, and the IMU batteries are recharged.
5.1.3 Experimental Protocol
Experiments are conducted using a pair of non-invasive wearable IMU sensors ﬁtted to a
compression sleeve. The sensors are positioned on the forearm and upper arm to measure
Figure 5.3: The settings dialogue box allowed individual experiment selection and grasp
randomisation after initialising the grasp experiment.
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Figure 5.4: The sensor sleeve used for collecting physiological data ﬁtted on a healthy
subject. The attached MMG sensor is not used during this study.
complete upper limb movement as in ﬁgure 5.4. Prior to experimentation, participants
are required to give their informed consent, and have the opportunity to read through the
participant information sheet, the details of which are explained before donning the sensor
sleeve.
The collection of physiological data involves reaching to grasp different objects with a
variety of grasp patterns. For the purpose of further experimental validation, a timed task-
based experiment with the complete sensor suite using a prosthetic hand is described in
Chapter 6. Three objects were chosen to carry out selected predeﬁned grasps. The chosen
grasps mimic those available to the prosthetic hand. The bottle is designated two grasp
patterns: A power grasp for holding the bottle for drinking and transporting, and a lateral
grasp for unscrewing the lid. The lid itself also has two grasp patterns: a lateral grasp for
screwing on the lid, and a precision open for transporting. The ﬁnal object is a container,
which has been assigned three different grasps: A power grasp for grabbing the front of an
empty container for transportation, a lateral grasp for transportation of a ﬁlled container by
its side, and a precision open grasp for picking up small objects within the container. See
5.5 for the objects and grasp patterns used.
The subject is sat down, with their dominant hand (ﬁtted with the sensor sleeve) located
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Figure 5.5: A tree diagram depicting the different grasps used for each object. The bot-
tle was grasped with power and lateral grasps, the box with power, lateral and precision
grasps, and the lid with lateral and precision grasps.
at the rest position, where the hand is placed along its bottom edge, with the centre of the
palm approximately 10 cm from the edge of the table, as shown in ﬁgure 5.6 (a). The
subject’s chair is adjusted so that the elbow is approximately 90◦when sitting up straight.
When standing, the arm is pointed downwards by the subject’s side, approximately in line
with the centre of the rest position, shown in ﬁgure 5.6 (b). In the case of amputee subjects,
the experimental procedure would differ depending on the subject’s circumstances. The
single amputee subject tested was a quadruple amputee, who was seated in his own wheel
chair. The upper arm sensor sleeve was ﬁtted further up the arm so that the residual limb
had space to ﬁt into the forearm prosthesis socket. The forearm prosthesis was ﬁtted to the
Bebionic V2 hand using the adapter, and the forearm sensor sleeve ﬁtted over it with the
metal support removed from the wrist splint.
Each object is tested consecutively at 9 possible position variations. Data recordings
are made with the object’s angular position at -45◦, 0◦and +45◦, and depth of 20 cm and 30
cm from the rest position (see ﬁgure 5.7), where the elevation is:
• at table height with the subject seated
• ascending, where the object is raised by 15cm with the subject seated
• descending, where the object is on the table with the subject standing.
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Figure 5.6: The rest position while (a) sitting has the subject’s dominant hand placed along
its bottom edge, with the centre of the palm approximately 10 cm from the edge of the
table, and (b) standing has subject’s dominant arm pointed downwards by their side, ap-
proximately in line with the centre of the seated rest position.
The amputee subject only took part in the data collection for objects with elevation at ta-
ble height and ascending. The different grasp patterns are explained before each object is
tested, and the subject is asked to make the grasp a few times to commit it to memory. For
the amputee subject, the prosthetic hand’s grasp pattern was manually changed to match the
grasps for that object, and the grasp was closed and opened several times for the subject to
Figure 5.7: Object locations during data collection showing locations at -45◦, 0◦and 45◦with
depths of 20 cm and 30 cm. These object locations are also used at three elevation levels:
ascending, descending and table height. Each object is tested consecutively at these 9
possible position variations.
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Figure 5.8: The amputee subject carrying out a power grasp on a bottle at an ascending
elevation in the study.
ﬁnd the most comfortable grasping point on the object. During experimentation, the am-
putee subject was not required to grasp the object with the prosthesis during the trials, but
just to move and orientate it to the grasp point location previously found during practice,
in order to reduce fatigue. The amputee had no prior experience using a myoelectric hand
prosthesis. Figure 5.8 shows the amputee subject grasping a bottle with a power grasp at
an ascending elevation. At each object location, 5 trials are made for each grasp pattern
for that object. The grasp order is randomised for healthy subjects, and displayed on the
software interface to prompt the subject to make the grasp. The order is not randomised
Figure 5.9: Left to right: Grasps being made with an elevation at ascent, table height and
descent by a healthy subject.
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Figure 5.10: Steps taken when carrying out a single experimental trial, where the subject
(a) starts in the rest position, (b) reaches towards the object when prompted, (c) grasps the
object in the designated grasp pattern, (d) returns the hand to the rest position.
for the amputee subject, as a grasp switch may require manually changing the thumb oppo-
sition. When prompted by the software, the subject is given 3 seconds to reach his or her
hand from the rest position to the object and make the grasp, without lifting it. The subject
keeps his or her hand in the grasp position for the remainder of the 3 second interval until
prompted to return back to the rest position. The subject has 2.5 seconds to return to the rest
position, during which the data is pre-processed and saved to a database. This is repeated
until all grasps have been made at that object location, moving from -45◦, 0◦and then to
+45◦. The same procedure is conducted at each of the 3 elevation levels as shown in 5.9.
The time taken for the experiment across all object locations at a single depth level takes
approximately one hour. Healthy subjects returned to complete the same experiment at the
second depth on a different day. The amputee subject completed all object locations at both
depth levels (with the exception of those at descent) in a single session. Figure 5.10 shows
each stage of a single grasp trial taken by a healthy subject, where the subject (a) starts in
the rest position, (b) reaches towards the object when prompted, (c) grasps the object in the
designated grasp pattern, (d) returns the hand to the rest position.
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5.2 Measuring Motion
During experimentation, data is recorded using a pair of IMU devices developed in the
Biomechatronics Lab. An inertial measurement unit (IMU) is a multi-sensor device that
is capable of measuring changes in linear and angular acceleration and rotation using ac-
celerometers, gyroscopes and magnetometers. The IMU used an LSM9DS0 module, which
contains a 3-axis accelerometer, 3-axis gyroscope and 3-axis magnetometer, set at a scale
of ±2 g, ±500◦/s and ±2 gauss respectively. Combining the sensors for optimal orientation
estimation is essential in order to make corrections due to gravity and magnetic north, as
well as to reduce drift.
Accelerometer Responsible for measuring linear acceleration and gravity, and can nor-
mally be represented as a damped mass on a string. In commercial devices
however, they are most commonly built using a cantilever beam and a proof
mass using Micro Electro-Mechanical Systems (MEMS) technology.
Gyroscope Measures its own angular velocity using the Coriolis Effect. Using MEMS
technology, this is recorded using a high frequency oscillating mass with
capacitive sense coms to pick up the signal.
Magnetometer Measures the magnetic ﬁeld of its surroundings. A 3-axis magnetometer
combined with an accelerometer is required to measure heading no matter
which direction the device is facing. The magnetic ﬁeld is usually mea-
sured from the deﬂection of current in a wire due to the Hall Effect.
5.2.1 Background: Describing Orientation
The orientation of a frame relative to a reference frame can be described using numerous
methods; the most common being Rotation Matrices, Euler Angles and Quaternions.
5.2.1.i Rotation Matrices
A rotation matrix is a matrix that will rotate a vector when multiplied, without altering its
length. When considering two frames, A and B, which differ only by a rotation, we can
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describe the rotation matrix BRA as the transformation of A with respect to B, as shown in
equation 5.1, where BP and AP are the coordinates of a point P relative to frames B and A
respectively.
BP = BRAAP (5.1)
Each rotation matrix makes a clockwise rotation in the direction of the designated X, Y or

























Multiple rotation matrices can be multiplied sequentially to ﬁnd the complete transforma-
tion of a point in space (5.5). Transformations relative to the reference frame are pre-
multiplied, and transformations relative to the current moving frame are post-multiplied.
R = ROT(X, θ)ROT(Y, α)ROT(Z, β) (5.5)
5.2.1.ii Euler Angles
Euler Angles refer to the three angles described by Euler’s rotation theorem, whose sequen-
tial application is capable of describing the complete rotation of a frame (5.6).
R123(φθψ) = R1(φ)R2(θ)R3(ψ) (5.6)
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The three angles are denoted φ (roll), θ (pitch) and ψ (yaw). In terms of rotation matrices,
it is known that the resulting orientation is dependent on the sequence of the individual
rotations. Most engineering applications generally use the (1,2,3) convention, which is
known as an intrinsic rotation, whereby the rotations are made about the axis of the rotating
frame, as opposed to an extrinsic rotation, where rotations are made about a ﬁxed reference
frame. Euler angles represented by a rotation matrix is given in equation 5.7, where c and
s represent compact notation for cos and sin respectively. A complete catalogue of Euler





sφsθcψ − cφsψ sφsθsψ + cφcψ cθsφ
cφsθcψ + sφsψ cφsθsψ − sφcψ cθcφ
⎤
⎥⎥⎥⎥⎦ (5.7)
The main limitation of using Euler angles to represent orientation, is that it suffers from a
problem that is known as gimbal lock, which is the loss of one degree of freedom when two
of the axes become parallel. The problem of gimbal lock makes the use of Euler angles
unsuitable for certain applications.
5.2.1.iii Quaternions
The quaternion is a 4-tuple that can represent the rotation between two frames, originating
from the equations drawn up by William Hamilton [173] given in equation 5.8.
i2 = j2 = k2 = ijk = −1 (5.8)
A quaternion deﬁnes an element in 4-dimensional space, with one real dimension, the scalar
part q0, and 3 imaginary dimensions, the vector part (q1, q2, q3), given in complex number
notation by equation 5.9, where i,j and k represent imaginary numbers. Another common
form of notation is representing the quaternion as a 4-dimensional vector, given by 5.10,
where v = (x, y, z) is the vector part, and w is the scalar part.
q = q0 + iq1 + jq2 + kq3 (5.9)
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Quaternions are known to be very difﬁcult to visualise, however they can be represented in
terms of axis-angle notation, where the quaternion can be given by equation 5.11, where θ
is the angle of rotation, and x, y and z represent axis of rotation.
q = cos(θ/2) + i(x ∗ sin(θ/2)) + j(y ∗ sin(θ/2)) + k(z ∗ sin(θ/2)) (5.11)
A rotation around the origin can be applied to a point, P using the quaternion conjugate q−1,
as in equation 5.12.
Pnew = q ∗ P ∗ q−1 (5.12)
Representing orientation through the use of quaternions may not be as computationally
efﬁcient as with Euler’s angles, however has the advantage that it does not suffer from
gimbal lock. This advantage has resulted in its usage across any applications involving
the calculation of 3-dimensional rotation, particularly in 3-dimensional computer graphics
[174, 175].
5.2.2 Background: Calculating Orientation
The Kalman Filter [176] is the most commonly used method that forms the basis of the
majority of orientation algorithms. The Kalman ﬁlter is designed to be used as either a
smoother, a ﬁlter or a predictor, and is used to remove noise, drift and other inaccuracies
associated with fusing the individual sensor data in order to obtain an optimal estimation
of orientation. The high accuracy and effectiveness of the Kalman ﬁlter in orientation es-
timation has resulted in its widespread use in many commercial products: Xsens [177],
microstrain [178], VectorNav [179], and Intersense [180]. However, describing rotational
kinematics in three dimensions requires large state vectors [17], usually resulting in the im-
plementation of an Extended Kalman Filter (EKF), which aims to reduce the size of state
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vectors and linearize non-linear state models to improve performance and accuracy. The
use of the Kalman ﬁlter can provide an accurate estimation of orientation, however its high
computational load can be a limiting factor. Further discussion of the usage of the EKF
can be found in [181]. See [182, 183, 184, 185, 186] for implementations of an EKF for
orientation estimation.
A novel gradient descent algorithm developed by S. Madgwick et al. [17] has achieved
similar levels of accuracy to Kalman based algorithms; 0.8◦static RMS error, < 1.6◦dynamic
RMS error. The gradient descent algorithm is less computationally demanding, and can op-
erate with lower sampling rates, enabling applications in low-cost, wearable IMU systems
that are capable of running wirelessly over extended periods of time. S. Madgwick imple-
mented the algorithm in the commercially available X-IMU [187].
The gradient descent algorithm estimates the orientation quaternion SEqˆ that aligns a
predeﬁned reference direction of the magnetic ﬁeld in the earth frame Edˆwith the measured
ﬁeld in the sensor frame S sˆ. Equation 5.13 describes the orientation for k iterations using an
initial guess, SEqˆ0, with variable step size μ, and equation 5.14 calculates the error direction




E qˆk − μ
∇f(SEqˆk,E dˆ,S sˆ)∥∥∥∇f(SEqˆk,E dˆ,S sˆ)∥∥∥ , k = 0, 1, 2...n (5.13)
∇f(SEqˆk,E dˆ,S sˆ) = JT (SEqˆk,E dˆ)f(SEqˆk,E dˆ,S sˆ) (5.14)
In terms of optimisation, if the convergence rate of the estimated orientation controlled
by μt is equal or greater than the rate of change of physical orientation, it is possible to
just calculate the orientation using a single iteration of the algorithm at each time sample,
given by equation 5.15. The objective function error ∇f can be calculated according to
equation 5.16. To ensure this, μt can be calculated by equation 5.17 where Δt represents
the sampling period, SEq˙ω,t is the rate of change of orientation described by the gyroscope,
and alpha is an augmentation of μ to take into account sensor noise in the accelerometer
and magnetometer. The subscript ∇ indicates that the quaternion has been calculated using
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∥∥Δt, α > 1 (5.17)
The sensor fusion algorithm described by equation 5.18 provides an estimation for
orientation, SEqω,t, and is used to ﬁlter out high frequency errors and compensate for integral
drift in SEq∇,t and
S
Eq∇,t respectively. γt and (1−γt) are weights applied to each orientation
calculation, and can be simpliﬁed to an approximation by equation 5.19, or assumed that








Magnetic distortion due to electrical appliances and metal within furniture and building
structures can be corrected by matching the measured direction of the earth’s magnetic ﬁeld
in the earth frame at time t, Ehˆt (described by equation 5.20) with the algorithm’s reference
direction of the earth’s magnetic ﬁeld, Ebˆt, given by equation 5.21.
Ehˆt =
[
0 hx hy hz
]










The complete orientation estimation algorithm can be represented by the block diagram
in ﬁgure 5.11. The gradient descent algorithm offers comparable accuracy to that of its
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Figure 5.11: Block diagram representation of the complete orientation estimation algorithm
for a magnetic angular rate and gravity (MARG) implementation including magnetic dis-
tortion compensation (reproduced from [17])
Kalman-based counter parts, while providing a signiﬁcant reduction in computational load
and eliminating the need for a predeﬁned magnetic ﬁeld direction, making it ideal for long
term use for wearable, wireless applications [17].
5.2.3 Signal Processing
Using the gradient descent algorithm [17], the raw sensor data collected during each 3-
second trial is converted into quaternions and saved in a database. Once all experimental
data has been collected, the ofﬂine data processing phase begins. With both IMU sensors
sending data at a rate of approximately 1 KHz (variable depending on the retrieval rate
by BT), each 3-second trial collects just less than 3000 data points containing the X, Y
and Z quaternion components for each IMU. Although a 1 KHz sampling rate may not
be necessary for collecting quaternion data, a high sampling rate is useful for measuring
MMG data, and the IMU ﬁrmware sent both at the same sampling rate. Newer versions of
the hardware and ﬁrmware provide more ﬂexibility regarding this, where the quaternion and
analogue sampling rates can be individually adjusted to maximise the quality of data while
prolonging battery life. Any major loss in data is due to unreceived data packets via BT.
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Minor data loss is contributed to the real-time quaternion calculations taking place using
the gradient descent algorithm during the trials, and is largely affected by processor speed.
Although quaternions represent the path between two points in 4 dimensional space, by
considering the X, Y and Z quaternion components as an imaginary vector (the imaginary
quaternion vector part) in 3-dimensional space with origin (0, 0, 0), the individual vector
components can be used to represent the change in displacement of this point over time.
Figure 5.12 (a) in section 5.3.1 displays the vector displacement over time of lateral and
power grasps made by a single subject on a bottle at a depth of 30 cm and angle of 0◦at
table height while seated. The ﬁgure shows 5 trials taken per grasp during the experiment
after being smoothed by a moving average ﬁlter (equation 5.22) with a span of N = 250.
This helps smooth out any jittering caused by receiving and calculating quaternion data
simultaneously from multiple IMUs, as well as any unintentional shaking from the subject
during grasp, whilst minimising the distortion of the signal’s shape. Y denotes the output







The high ﬁlter span smooths the vector displacement data enough to minimise the noise
ampliﬁcation effect when taking the derivative. By considering the X, Y and Z components
as the displacement of an imaginary vector, differentiating will result in a velocity-time
proﬁle, which is then further smoothed with a second degree Savitzky-Golay ﬁlter, followed
by the moving average ﬁlter given in equation 5.22, both with a span of 250, shown in 5.12
(b). The general equation for the Savitzky-Golay ﬁlter is given by equation 5.23, where Y
denotes the output signal, X the input signal, where N is the window span, n is the number








The result is differentiated again to ﬁnd the vector acceleration over time (5.12 (c)), which
has been smoothed by the same moving average ﬁlter in equation 5.22. The time taken
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during reach has a start and an end point, which are estimated from the processed data
according to an initial and ending acceleration threshold of Sacc = 0.2× 10−6 (Eq. 5.24)




≥ Sacc, x = 0, 1, ..., xn (5.24)
d2y
dx2
≥ Eacc, x = xn, xn − 1, ..., 0 (5.25)
5.3 Feature Extraction
Feature extraction involves the analysis of existing measurable features from the processed
data and generating new subspaces of features based on combinations or transformations
of the original feature set [188] in order to extract the discriminatory power from the data.
Useful methods exist which not only create more distinguishable features, but also help to
reduce the higher dimensionality associated with it. The latent information existing within
these features can be used to improve overall classiﬁer performance. However, as the vari-
ability of the object’s location within the workspace increases, so does the variation in
physiological feature magnitudes.
Section 5.2.3 described the raw physiological signal output as the displacement of an
imaginary vector point in the time domain, and how taking the ﬁrst and second deriva-
tives generates the associated velocity and acceleration proﬁles. This section intends to
study the various features available within these proﬁles, to see how they are affected when
making different grasps on different objects at different locations. This section is split by
object where the individual features are qualitatively analysed in terms of (a) discrimina-
tion/separation; how well the grasps differentiate from each other, with greater discrimi-
nation being more desirable, and (b) variance/variability; how changes in object location
affects the range of feature values, with lower variance being more desirable. Following
qualitative observations of the data, a quantitative approach will be taken in the discussion.
Before analysing the data, the features from each proﬁle must ﬁrst be deﬁned.
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5.3.0.i Displacement Features
Preliminary work detailed in Appendix A focused on using distribution features of the
quaternion displacement trajectory during various grasp patterns, such as the mean, stan-
dard deviation, skewness and kurtosis. This proved to be a relatively successful approach,
however, the tests were limited to the study of arm motion when grasping objects at table
height, directly in line with the designated rest position. Varying the position of the object
reduces the classiﬁer accuracy considerably due to the high variability in the arms displace-
ment, greatly reducing the separability between different grasps. Rather than looking just at
distribution features of the whole displacement proﬁle, single point features are also com-
pared. The most desirable features are those that are invariable to changes in object location
and the time taken to grasp. The displacement-time proﬁle features that are considered are
as follows:
PoG The ﬁnal displacement of the arm at the point of grasp (PoG).
Max(+) The maximum displacement during grasp in the positive direction.
Max(-) The maximum displacement during grasp in the negative direction.
In many cases, Max(+) and Max(-) displacement would be approximately equivalent to the
PoG displacement, however can potentially beneﬁt from reducing the effect of drift that oc-
curs after the grasp has been made, which can be seen on the upper arm IMU components
on the lateral grasp motion in ﬁgure 5.12. They can also be used to visually control the
differences between grasps for certain features, as maximum displacement features in one
direction will have a value of zero in the negative direction. This may also be useful for
different clustering algorithms, where a single feature set can have different clusters if there
is a change of direction due to variations in object location.
5.3.0.ii Velocity Features
The velocity-time proﬁle is represented by the derivation of the displacement-time proﬁle,
which effectively looks at the gradient change that occurs during vector displacement. The
velocity-time proﬁle of a grasping motion can provide an insight into how the velocity of
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each IMU vector component changes over time, enabling observations of motion change
in greater depth. During a grasp, theoretically, velocity starts at zero, and ends at zero,
however, in practice, it can be seen from ﬁgure 5.12 (b) that this is not always the case.
The slightest shaking of the arm can cause minor ﬂuctuations in velocity, making it tough
to ﬁnd an initial and ﬁnal velocity of zero. Drift can also have an effect, which can lead
to irregular ﬂuctuations in velocity. Descriptive features from the velocity-time proﬁle can
be used to separate the different grasp classes associated with each object. The velocity
features selected across each vector component for both IMUs accumulated to a total of 30
different features. These include:
Max(+) The maximum velocity along the positive vector axis.
Max(-) The maximum velocity along the negative vector axis.
RMS The root-mean-square velocity.
PK-RMS The ratio of the largest absolute velocity value to the RMS value.
Mean The mean average velocity.
RMS, PK-RMS and Mean velocity features rely on the distribution of velocity in the entire
grasp, which can make it reliant on the accurate determination of the start and end of grasp
motion, which tries to minimise the effect that stationary arm motion has on the feature
values. Having said this, these features may be useful in reducing associated variance due
to irregular changes in grasp velocity.
5.3.0.iii Acceleration Features
The acceleration-time proﬁle of a grasping motion can lead to the extraction of additional
features from the velocity data. With every change in velocity, there is a change in ac-
celeration and deceleration associated with it. Different grasps may provide differences
in acceleration and deceleration for different vector components, and potentially ﬁnd very
minor changes, which could be used to improve the classiﬁcation of grasps. The accelera-
tion proﬁle is generated through the second derivative of the displacement-time data, which
produces the instantaneous acceleration at each point in time. Features include:
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Max(+) The maximum acceleration rate.
Max(-) The maximum deceleration rate.
RMS The root-mean-square acceleration.
PK-RMS The ratio of the largest absolute acceleration value to the RMS value.
P2P The maximum-to-minimum difference.
PK-Dist The time distance between maximum and minimum peaks.
5.3.1 Object: Bottle
Figure 5.12 shows example healthy subject data during a 3 second trial when grasping a
bottle with lateral and power grasps at a depth of 30 cm and angle 0◦at table height of the (a)
displacement proﬁle, (b) velocity proﬁle, and (c) acceleration proﬁle. The trials are aligned
visually by cross-correlating the ﬁrst trial with subsequent trials for that grasp, where the
Figure 5.12: Quaternion vector (a) displacement, (b) velocity and (c) acceleration proﬁles
of lateral and power grasps made on a bottle at a depth of 30 cm and angle of 0◦at table
height from a single healthy subject. The grasp proﬁles have been extracted from the 3
second trials, and have been aligned using cross-correlation. Lateral and power grasps have
very different reach trajectories, especially in forearm orientation, emphasised by the large
difference in FAz.
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length of the trial has been shortened according to the start and end points calculations
previously mentioned. The cross correlation function measures the similarity between the
initial trial, and lagged copies of individual subsequent trials as a function of the lag. This
function is not used for signal processing, but solely for visualisation purposes. It can be
seen that both grasp patterns have very different trajectories due to the large difference in
forearm orientation between the two grasps, which is emphasised by the difference in the
average maximum magnitude of FAz (in red) of 0.411. The high difference in magnitude
provides plenty of room for variance when the bottle’s location is changed.
Similarly, amputee grasp proﬁles for the bottle, given in ﬁgure 5.13, show vast differ-
ences between the two grasps. Power grasps made have very little overall displacement,
with UAz providing most of the motion during grasp. Lateral grasps have a much greater
range of motion, similar to those of healthy subjects, with largest displacement coming
from FAx and FAz with relatively little motion from the upper arm components compared
Figure 5.13: Quaternion vector (a) displacement, (b) velocity and (c) acceleration proﬁles of
lateral and power grasps made on a bottle at a depth of 30 cm and angle of 0◦at table height
from a single amputee subject. The grasp proﬁles have been extracted from the 3 second
trials, and have been aligned using cross-correlation. Power grasps made have very little
overall displacement, with UAz providing most of the motion during grasp. Lateral grasps
have a much greater range of motion, mostly provided by forearm vector components FAx
and FAz.
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to grasps made by healthy subjects. In comparison to healthy subjects, the difference be-
tween the two grasps in the average maximum magnitude of FAz (in red) is 0.3390, which
is still a substantial difference. Amputee grasp motion has a much lower velocity compared
to those of healthy subjects, with for example, a difference in maximum FAz velocity of
3.50 × 10−4 for lateral grasps, given by the comparison of ﬁgures 5.12 and 5.13. The
weight of the prosthesis bearing down on the residual limb as well as the lack of tactile
feedback would force the subject to slow down reaching motion in order to improve the
control and positioning of the prosthetic hand as it reaches the object’s PoG.
5.3.1.i Displacement: Healthy
Example healthy subject data showing the effect of object location on Max(+) displacement
when grasping a bottle is given in ﬁgure 5.14, which displays a series of box plots comparing
the forearm and upper arm features across all 18 elevation, depth and angular positions for
the Bottle object. The forearm X, Y and Z components are designated FAx, FAy and FAz
respectively, and likewise the upper arm X,Y and Z components are represented by UAx,
UAy and UAz.
PoG displacement shows a strong overall separation between lateral and power grasps
across all forearm and upper arm components, with the discrimination of the forearm’s ori-
entation being more prominent. The overall range of displacement is very similar between
grasps made at table height and those ascending, where as those made descending show a
much lower range of motion. A change in object depth for descending grasps appears not
to have much effect on the PoG displacement, and those made at table height and ascend-
ing also causes minimal variation in hand position apart from FAy, which shows a decrease
in discriminatory power between the two grasps when the object is closer to the subject.
Variance in angular position during descending grasps have marginal effect, however those
made at table height and ascending result in reduced negative displacement for FAx and
increased negative displacement for FAy. FAz shows the most invariance to change in depth
and angular position for grasps made at table height and ascending.
Substantial discrimination is evident between the two grasps at Max(+):FAz displace-
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Figure 5.14: Example data from a single healthy subject comparing Max(+) displacement
features across all elevation, depth and angular positions for lateral and power grasps made
on a bottle. The forearm and upper arm X, Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Substantial discrimination is ev-
ident between the two grasps at Max(+):FAz displacement at table height and ascending
elevation, however at descending, the power grasp reduces to zero. FAx shows positive
Max(+):FAx displacement only at a descending elevation. A change in depth doesn’t cause
much variation in Max(+), however a change of angular position from negative to positive
shows a small increase in Max(+):FAx displacement from zero, as well as a decrease in
Max(+):FAy towards zero. Upper arm Max(+) features have lower separation across all
elevation locations, but have much lower variance.
ment at table height and ascending elevation, however at descending, the power grasp re-
duces to zero. FAx shows positive Max(+):FAx displacement only at a descending elevation.
A change in depth doesn’t cause much variation in Max(+), however a change of angular
position from negative to positive shows a small increase in Max(+):FAx displacement from
zero, as well as a decrease in Max(+):FAy towards zero. Upper arm Max(+) features have
lower separation across all elevation locations, but have much lower variance.
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Max(-) forearm features show much stronger discrimination than the upper arm fea-
tures, with Max(-):FAx and Max(-):FAy being the most prominent at table height and as-
cending elevation, however Max(-):FAz stays at zero. From -45◦to +45◦, Max(-):FAx dis-
placement shows a decrease towards zero, whereas Max(-):FAy shows an increase. At a
shorter depth of 20 cm, Max(-):FAy decreases with lateral grasps, but has negligible effect
on power grasps. At a descending elevation, Max(-):FAz and Max(-):FAy have consis-
tent negative displacement across all angular locations with good discrimination, however
Max(-):FAx is reduced to zero. The upper arm components Max(-):UAx and Max(-):UAy
are approximately zero throughout all locations. Max(-):UAz does show high negative dis-
placement at table height and ascending elevation that lowers considerably when descend-
ing, however has consistently low discrimination between the two grasps.
5.3.1.ii Displacement: Amputee
Example data from the amputee subject showing the effect of object location on Max(+)
displacement when grasping a bottle is given in ﬁgure 5.15.
PoG displacement shows good grasp separation across all components, especially in
forearm components FAx and FAz, with both having approximately equal discriminatory
power. The power grasp PoG displacement is quite small across all vector components,
however the substantially higher displacement from the forearm components during lateral
grasps provide very strong discrimination between the two. PoG:FAx and PoG:FAz are also
very consistent across all object locations, having low variance. PoG:FAy has the largest
variance of the vector components which can be seen across changes in angular position
and elevation. Upper arm components are less variant to changes in object location, but
show overall less discrimination between the two grasps.
Similar to PoG displacement, Max(+) and Max(-) displacement show very high dis-
crimination between the two grasps for FAz, and FAx components respectively, with the
large separation providing plenty of room for any variance between object locations. Other
components have much less discriminatory power.
In comparison to healthy subject data, it can be seen that the discrimination between
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Figure 5.15: Example data from a single amputee subject comparing Max(+) displacement
features across all depth and angular positions at table height and ascending for lateral and
power grasps made on a bottle. The forearm and upper arm X, Y and Z components are
represented by the terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(+) displace-
ment show very high discrimination between the two grasps for FAz, and FAx components
respectively, with the large separation providing plenty of room for any variance between
object locations. Other components have much less discriminatory power.
grasps is much greater in the amputee subject, mainly due to the large difference in the range
of motion between the two. The much lower displacement during power grasp provides the
largest discriminating factor between lateral grasps.
5.3.1.iii Velocity: Healthy
Example healthy subject data comparing the Max(+) velocity across all object locations
when grasping a bottle is given in ﬁgure 5.16.
Max(+):FAz velocity has the greatest discrimination between the two grasps com-
pared to the other vector components, showing reasonable invariance across all object lo-
cations with the exception of those made at a descent, which has a much lower magni-
tude. Max(+):FAx and Max(+):FAy have relatively poor separation across all object loca-
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Figure 5.16: Example data from a single healthy subject comparing Max(+) velocity fea-
tures across all elevation, depth and angular positions for lateral and power grasps made on
a bottle. The forearm and upper arm X,Y and Z components are represented by the terms
FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(+):FAz velocity has the greatest
discrimination between the two grasps compared to the other vector components, show-
ing reasonable invariance across all object locations with the exception of those made at a
descent, which has a much lower magnitude. Max(+):FAx and Max(+):FAy have relatively
poor separation across all object locations. Max(+) upper arm components show reasonably
good discrimination between the two grasps, and are also quite invariant across all object
locations, including those made at descending.
tions. Max(+) upper arm components show reasonably good discrimination between the
two grasps, and are also quite invariant across all object locations, including those made at
descending.
Max(-):FAx velocity has the strongest overall discrimination with the least variance
across all object locations, however those made at descending does decrease the magnitude.
Max(-):FAy also shows good discrimination overall however has a strong increase in mag-
nitude at +45◦. Max(-):FAz remains at zero except at a descending elevation. The upper
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arm components have negligible discrimination with the exception of Max(-):UAz which
provides reasonably good grasp separation across all object locations.
Mean forearm features have strong discrimination and low variance across elevations
at table height and ascending, however Mean:FAy has consistently reduced separation at a
depth of 20 cm compared to 30 cm. At a descending elevation, there is a change in velocity
direction of power grasps by Mean:FAx and Mean:FAz, however Mean:FAy stays relatively
consistent. Upper arm components are a lot more invariant to changes in object location,
however have lower discriminatory power in comparison to forearm vector components.
RMS:FAz has the highest discrimination at table height and ascending elevation, how-
ever is greatly reduced when descending. RMS:FAy is affected by a reduction in discrimi-
nation at a lower depth, and RMS:FAx velocity shows a reduction in magnitude for lateral
and an increase in magnitude from power grasps, which will greatly reduce their overall
discriminatory power. Upper arm features have relatively low overall discrimination in
comparison to forearm features.
PK-RMS velocity features across both forearm and upper arm vector components have
relatively high variance, and poor discrimination across all object locations.
5.3.1.iv Velocity: Amputee
Example data from the amputee subject comparing the Max(+) velocity across all object
locations when grasping a bottle is given in ﬁgure 5.17.
Similarly to Max(+) and Max(-) displacement, Max(+) and Max(-) velocity show high
discrimination between grasps in FAz and FAx respectively, with other vector components
having much lower separability in comparison. Max(+) upper arm components UAx and
UAz show some discrimination between the two grasps, however are subject to variance
due to changes in angular position.
RMS:FAx and RMS:FAz show very high discrimination between grasps with minor
variance. Other vector components show much lower separability in comparison. Mean
velocity features show similar results, with Mean:FAx and Mean:FAz having the highest
discriminatory power of all the vector components.
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Figure 5.17: Example data from a single amputee subject comparing Max(+) velocity fea-
tures across all elevation, depth and angular positions for lateral and power grasps made on
a bottle. The forearm and upper arm X,Y and Z components are represented by the terms
FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(+) velocity show high discrimination
between grasps in FAz and FAx respectively, with other vector components having much
lower separability in comparison. Max(+) upper arm components UAx and UAz show some
discrimination between the two grasps, however are subject to variance due to changes in
angular position.
PK-RMS velocity features across both forearm and upper arm vector components have
relatively high variance, and poor discrimination across all object locations, similar to that
of healthy subjects.
5.3.1.v Acceleration: Healthy
Example healthy subject data comparing the Max(+) acceleration across all object locations
when grasping a bottle is given in ﬁgure 5.18.
Max(+) forearm acceleration shows overall strong discrimination between the two
grasps with Max(+):FAx and Max(+):FAz being the most invariant to changes in object
location with the exception of those made at a descent, which shows a reduction in mag-
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Figure 5.18: Example data from a single healthy subject comparing Max(+) acceleration
features across all elevation, depth and angular positions for lateral and power grasps made
on a bottle. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(+) forearm acceleration shows
overall strong discrimination between the two grasps with Max(+):FAx and Max(+):FAz
being the most invariant to changes in object location with the exception of those made
at a descent, which shows a reduction in magnitude across all features. Max(+) has the
poorest discrimination of the Max(+) forearm features and increases in variance due to
changes in angular location. Max(+) upper arm acceleration shows lower discrimination in
comparison with the exception of Max(+):UAz which shows good overall discrimination
with low variance.
nitude across all features. Max(+) has the poorest discrimination of the Max(+) forearm
features and increases in variance due to changes in angular location. Max(+) upper arm
acceleration shows lower discrimination in comparison with the exception of Max(+):UAz
which shows good overall discrimination with low variance.
Max(-) forearm acceleration shows overall high discrimination and reasonably good
invariance to changes in object location, especially for Max(-):FAx and Max(-):FAz. Al-
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though the discrimination of Max(-):FAz decreases at a descent, Max(-):FAx is more re-
silient. Max(-) upper arm acceleration shows higher variance due to changes in depth and
angular location, as well as poorer discriminatory power.
RMS forearm acceleration provides strong discrimination and invariance with the ex-
ception of RMS:FAy which has a much higher variance in comparison. RMS upper arm
acceleration shows lower overall discrimination with high variance. Grasps made at a de-
scent provide a reduction in discriminatory power across all RMS features.
P2P forearm features show overall strong discrimination and good invariance between
the two grasps across all object locations with the exception of P2P:FAy, which has lower
discriminatory power. P2P upper arm features have poorer discrimination and higher vari-
ance in comparison.
PK-Dist and PK-RMS forearm and upper arm features show poor discrimination and
relatively high variance across all object locations.
5.3.1.vi Acceleration: Amputee
Example data from the amputee subject comparing the Max(+) acceleration across all object
locations when grasping a bottle is given in ﬁgure 5.19.
Max(+) acceleration features display good discrimination between the two grasps,
with overall greater separation at table height compared to ascending. Max(+):FAx and
Max(+):FAz show stronger discrimination with the least variance. Upper arm components
show greater variance and lower discriminatory power compared to the forearm vector com-
ponents. Max(-) features are subjected to very high variance with the exception of Max(-
):FAx, which holds relatively good grasp separability across all object locations and much
lower variance compared to other Max(-) vector components.
RMS:FAx and RMS:FAz acceleration features show good discrimination across all
object locations with relatively low variance. RMS upper arm acceleration features have
low separability between the two grasps across all object locations.
P2P acceleration features show overall low discrimination between the two grasps,
with P2P:FAx and P2P:FAz being the most prominent.
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Figure 5.19: Example data from a single amputee subject comparing Max(+) acceleration
features across all elevation, depth and angular positions for lateral and power grasps made
on a bottle. The forearm and upper arm X,Y and Z components are represented by the terms
FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(+) acceleration features display
good discrimination between the two grasps, with overall greater separation at table height
compared to ascending. Max(+):FAx and Max(+):FAz show stronger discrimination with
the least variance. Upper arm components show greater variance and lower discriminatory
power compared to the forearm vector components.
PK-DIST features show high variance and mixed separability across all forearm and
upper arm vector components, whereas PK-RMS shows very low separation between grasps
across all object locations.
5.3.2 Object: Lid
Figure 5.20 shows the processed vector proﬁles of a single healthy subject for interact-
ing with a lid with lateral and precision grasps at a depth of 30 cm and angle 0◦at table
height. The trajectories of these two grasps are much more similar in comparison to those
of the bottle, with only minor visible differences. Velocity and acceleration proﬁles show
greater potential, showing more obvious changes in magnitude between the two grasps. The
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Figure 5.20: Quaternion vector (a) displacement, (b) velocity and (c) acceleration over time
of lateral and precision grasps made on a lid at a depth of 30 cm and angle of 0◦at table
height from a single healthy subject. The grasp proﬁles have been extracted from the 3
second trials, and have been aligned using cross-correlation. The trajectories of these two
grasps are much more similar, with only minor visible differences. Velocity and acceleration
proﬁles show greater differences, however, the similarities in the two grasps leaves much
less room for variance due to changes in object location.
similarities in the two grasps leaves much less room for variance due to changes in object
location.
Amputee grasp proﬁles made on a lid in the same object location is given in ﬁgure
5.21. As with the grasps made by healthy subjects, the two grasps have much more similar
motion, with the highest displacement coming from FAx and FAz. Amputee FAx displace-
ment is greater than that of healthy subjects, showing the compensatory motion involved
while using the prosthesis. The upper arm looks to have a larger role in determining grasp
trajectory, especially UAy. It can be seen that amputee motion during grasp is much less
smooth in comparison to healthy subjects, which is most likely due to micro adjustments
made by the subject to improve control during reach.
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Figure 5.21: Quaternion vector (a) displacement, (b) velocity and (c) acceleration over time
of lateral and precision grasps made on a lid at a depth of 30 cm and angle of 0◦at table
height from a single amputee subject. The grasp proﬁles have been extracted from the 3
second trials, and have been aligned using cross-correlation. The two grasps have much
more similar motion, with the highest displacement coming from FAx and FAz. The upper
arm looks to have a larger role in determining grasp trajectory, especially UAy.
5.3.2.i Displacement: Healthy
Example healthy subject data showing the effect of Max(-) displacement features when
grasping a lid across all object locations is given in ﬁgure 5.22.
The discrimination between the two grasps at the PoG at each individual object loca-
tion is much smaller in terms of forearm orientation, especially at PoG:FAy and PoG:FAz.
PoG:FAx provides greater and more consistent discrimination between the two grasps across
all object locations at table height and ascending elevation. As with the Bottle object, grasps
made descending have considerably lower displacement compared to those made at table
height and ascending. At a depth of 30 cm, upper arm displacement at the PoG shows much
better separation in comparison to the forearm across object locations at table height and
ascending, however at a depth of 20 cm, the difference in upper arm displacement reduces.
Max(+):FAz shows invariance in displacement across table height and ascending ele-
vation locations with minor separation between grasps, being the most prominent Max(+)
displacement feature. Max(+):FAy displacement tends towards zero from -45◦to +45 ◦,
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Figure 5.22: Example data from a single healthy subject comparing Max(-) displacement
features across all elevation, depth and angular positions for lateral and precision grasps
made on a lid. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(-):FAx shows strong discrim-
ination between grasps and invariance in displacement at table height and ascending ele-
vation, with a decrease in negative displacement at descending, however still shows strong
discrimination between grasps. The remaining forearm and upper arm components have
overall poor separation, with Max(-):FAz, Max(-):UAx and Max(-):UAy approximated to
zero across all object locations.
and Max(+):FAx remains at zero throughout all object locations with exception of those
made at a descent, where there is a minor rise from -45◦to +45 ◦. Upper arm components
Max(+):UAx and Max(+):UAy have relatively good discrimination, but with high variance
across object locations. Max(+):UAz remains at approximately zero across all object loca-
tions.
Max(-):FAx shows strong discrimination between grasps and invariance in displace-
ment at table height and ascending elevation, with a decrease in negative displacement at
descending, however still shows strong discrimination between grasps. The remaining fore-
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Figure 5.23: Example data from a single amputee subject comparing Max(-) displacement
features across all elevation, depth and angular positions for lateral and precision grasps
made on a lid. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(-) features has higher consis-
tency of discrimination between grasps from components FAx and UAy, both being fairly
invariant to changes in object location. All other Max(-) vector features show negligible
discrimination between the two grasps.
arm and upper arm components have overall poor separation, with Max(-):FAz, Max(-):UAx
and Max(-):UAy approximated to zero across all object locations.
5.3.2.ii Displacement: Amputee
Example data from the amputee subject comparing the Max(-) displacement across all ob-
ject locations when grasping a lid is given in ﬁgure 5.23.
PoG features provide better discrimination at table height, but generally have low sep-
arability overall. The only vector components showing consistently good discrimination
across all object locations are PoG:FAx and PoG:UAy. All PoG vector components show
relatively high invariance except for UAx and UAz which are both affected by changes in
elevation.
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Max(+) forearm features show low discrimination between the two grasps with Max(+):FAx
remaining at approximately zero across all object locations. Max(+):UAx and Mac(+):UAz
upper arm components have overall stronger discriminatory power, however their magni-
tudes are affected by changes in elevation, resulting in greater variance.
Max(-) features has higher consistency of discrimination between grasps from com-
ponents FAx and UAy, both being fairly invariant to changes in object location. All other
Max(-) vector features show negligible discrimination between the two grasps.
5.3.2.iii Velocity: Healthy
Example healthy subject data comparing the RMS velocity across all object locations when
grasping a lid is given in ﬁgure 5.24.
Max(+) forearm component features has overall poor discrimination with the exception
of Max(+):FAz, however a reduction in depth greatly reduces its discriminatory power. The
upper arm components show comparably stronger discrimination, however are subject to
high variance across object locations with the exception of Max(+):UAz. Grasps made at a
descent gives a reduction in overall magnitude and discriminatory power across all Max(+)
velocity features.
Max(-):FAx velocity shows the strongest discrimination compared to other Max(-)
vector component features, however is subject to minor variance due to changes in depth.
Max(-):FAy has relatively lower discriminatory power, and higher variability due to changes
in angular location, whereas Max(-):FAz can be considered negligible. Max(-) Upper arm
features show better separation of grasps, however can be subject to higher variance due to
changes in elevation. Grasps at a descent have reduced discrimination across all features
with the exception of Max(-):FAx.
Mean forearm velocity has fairly low discriminatory power with the exception of
Mean:FAx, which shows higher discrimination with a reduction in object depth location.
Mean upper arm velocity features show fairly strong discrimination at a depth of 30 cm,
however its strength is reduced signiﬁcantly at a depth of 20 cm.
RMS:FAx shows relatively good discrimination and invariance in comparison to the
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Figure 5.24: Example data from a single healthy subject comparing RMS velocity features
across all elevation, depth and angular positions for lateral and precision grasps made on a
Lid. The forearm and upper arm X,Y and Z components are represented by the terms FAx,
FAy, FAz, UAx, UAy and UAz respectively. RMS:FAx shows relatively good discrimination
and invariance in comparison to the other forearm components across all object locations,
with the exception of those at descending elevation. Upper arm RMS velocity features
have stronger invariance but lower discriminatory power, with RMS:UAx being the most
prominent.
other forearm components across all object locations, with the exception of those at de-
scending elevation. Upper arm RMS velocity features have stronger invariance but lower
discriminatory power, with RMS:UAx being the most prominent.
PK-RMS forearm and upper arm velocity features show poor discrimination and rela-
tively high variance across all object locations.
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Figure 5.25: Example data from a single amputee subject comparing RMS velocity features
across all elevation, depth and angular positions for lateral and precision grasps made on a
lid. The forearm and upper arm X,Y and Z components are represented by the terms FAx,
FAy, FAz, UAx, UAy and UAz respectively. RMS velocity shows fairly weak separation
between grasps, with upper arm features performing better overall. Discrimination appears
to be stronger at table height.
5.3.2.iv Velocity: Amputee
Example data from the amputee subject comparing the RMS velocity across all object loca-
tions when grasping a lid is given in ﬁgure 5.25.
Max(+) velocity features show overall low discrimination between the two grasps at
all object locations. Max(+) upper arm features show stronger separation, in particular
UAx, however is subject to some variance on ascending grasps due to changes in angular
location. Max(+):FAx has a magnitude of approximately zero for both grasps. All Max(-)
velocity features show very little discrimination between grasps, with Max(-):FAx having
the largest magnitude, but with minimal discriminatory power. Max(-):UAy shows better
discrimination than the other Max(-) velocity vector components, however still isn’t that
strong overall.
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RMS velocity also shows fairly weak separation between grasps, with upper arm fea-
tures performing better overall. Discrimination appears to be stronger at table height. Mean
velocity features show stronger and more consistent discrimination between the two grasps
across all object locations than the RMS velocity, with FAx and UAy being the most promi-
nent. Mean:FAy has stronger discriminatory power for grasps made at table height than
ascending, however the discriminatory power of the remaining components is minimal.
PK-RMS forearm and upper arm velocity features show poor discrimination and rela-
tively high variance across all object locations.
5.3.2.v Acceleration: Healthy
Example healthy subject data comparing the RMS acceleration across all object locations
when grasping a lid is given in ﬁgure 5.26.
Max(+) forearm acceleration shows relatively poor discrimination and high variance
overall with the exception of Max(+):FAx. Max(+):FAx shows greater discrimination and
invariance apart from at an angle of -45◦where its discriminatory power is reduced. Max(+)
upper arm features are subject to high variance and relatively poor discrimination across all
object locations. Grasps made at a descent shows a reduction in magnitude and discrimina-
tory power.
RMS forearm acceleration features have overall poor discrimination and high variance.
RMS:FAx has stronger discriminatory power however is subject to variance due to changes
in depth location. RMS upper arm features show higher discrimination in comparison, with
RMS:UAx and RMS:UAz being more invariant to changes in object location. Grasps made
at a descent show a reduction in magnitude and discriminatory power.
P2P forearm and upper arm acceleration features shows generally poor discrimination
with the exception of P2P:FAx and P2P:UAx, however are both affected by relatively high
variance. Grasps made at a descent show a large reduction in magnitude and discriminatory
power.
Max(-), PK-Dist, PK-RMS forearm and upper arm acceleration features shows poor
discrimination and relatively high variance across all object locations.
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Figure 5.26: Example data from a single healthy subject comparing RMS acceleration fea-
tures across all elevation, depth and angular positions for lateral and precision grasps made
on a lid. The forearm and upper arm X,Y and Z components are represented by the terms
FAx, FAy, FAz, UAx, UAy and UAz respectively. RMS forearm acceleration features have
overall poor discrimination and high variance. RMS:FAx has stronger discriminatory power
however is subject to variance due to changes in depth location. RMS upper arm features
show higher discrimination in comparison, with RMS:UAx and RMS:UAz being more in-
variant to changes in object location. Grasps made at a descent show a reduction in magni-
tude and discriminatory power.
5.3.2.vi Acceleration: Amputee
Example data from the amputee subject comparing the RMS acceleration across all object
locations when grasping a lid is given in ﬁgure 5.27.
All acceleration features show very little separation between grasps and high variance
across all object locations. The similarity of grasp trajectory between the two grasps pro-
duce even smaller differences in the acceleration features compared to those of velocity
and displacement. This may be attributed to ﬁner and slower control when positioning the
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Figure 5.27: Example data from a single amputee subject comparing RMS acceleration
features across all elevation, depth and angular positions for lateral and precision grasps
made on a lid. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. RMS acceleration features show
very little separation between grasps and high variance across all object locations.
prosthesis at the lid’s PoG.
5.3.3 Object: Box
Figure 5.28 shows the processed vector displacement-time proﬁle of a single healthy subject
for interacting with a box with lateral, power and precision grasps at a depth of 30 cm and
angle 0◦at table height. Visibly, lateral and precision grasps show a similar behavior to
those made on the lid. Due to the orientation of the power grasp made on the box, it also
shows similarities to the other two grasps, making it more difﬁcult to differentiate between
them.
Amputee grasp proﬁles on a box at the same location is given in ﬁgure 5.29. Amputee
grasp proﬁles for the different grasps patterns are very similar, with FAx and FAz providing
the largest change in motion. Precision grasps show slightly greater displacement in the
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Figure 5.28: Quaternion vector (a) displacement, (b) velocity and (c) acceleration over time
of lateral, power and precision grasps made on a box at a depth of 30 cm and angle of 0◦at
table height from a single healthy subject. The grasp proﬁles have been extracted from the
3 second trials, and have been aligned using cross-correlation. All three grasps have very
similar reach trajectories, making it more difﬁcult to differentiate between them.
negative direction, but upper arm motion looks to be very similar across all grasps. This
may be attributed to the prosthesis restricting the free motion of the upper arm by compen-
sating for the lack of available forearm rotation.
5.3.3.i Displacement: Healthy
Example healthy subject data comparing the PoG displacement across all object locations
when grasping a box is given in ﬁgure 5.30.
Similarly with the lid, the main discrimination emphasis between the lateral and pre-
cision grasps are from forearm IMU components PoG:FAx and PoG:FAz, with PoG:FAy
also showing reasonable discrimination across object locations. As with the lid, a reduc-
tion in object depth is found to reduce the distinction between the grasps. Forearm features
show greater separation between the three grasps at both depths in comparison to the upper
arm features. Grasps made at a descending elevation continue to show greatly reduced dis-
placement. Although the grasps show separation at individual positions, especially among
forearm IMU features, the high proximity between the PoG displacement of each grasp will
make them less distinguishable.
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Figure 5.29: Quaternion vector (a) displacement, (b) velocity and (c) acceleration over time
of lateral, power and precision grasps made on a box at a depth of 30 cm and angle of 0◦at
table height from a single amputee subject. The grasp proﬁles have been extracted from
the 3 second trials, and have been aligned using cross-correlation. All three grasps have
very similar reach trajectories, with FAx and FAz providing the largest change in motion.
Precision grasps show slightly greater displacement in the negative direction, but upper arm
motion looks to be very similar across all grasps.
Max(+):FAy and Max(+):FAz displacement has good discrimination between the lat-
eral grasp and the other two grasps, however Max(+):FAy tends towards zero from -45◦to
+45◦, having considerable overall variance across object locations. Max(+):FAz on the
other hand remains reasonably invariant to changes in angular position and elevation, with
the exception of grasps made at a descent. Max(+):FAx remains at approximately zero
throughout all object locations, and only shows a marginal increase at a descent. Max(+)
upper arm components have quite low discrimination overall.
Max(-):FAx shows good discrimination between all 3 grasps, having moderate invari-
ance to change in angular position and elevation, with the exception of grasps made at a
descent, with the separation between precision and the other two grasps being the most
prominent. Max(-):FAy continues to have high variance with changes to angular position,
and Max(-):FAz remains at approximately zero throughout. Max(-) upper arm components
are affected strongly by a reduction in depth, and continue to have overall poor discrimina-
tion.
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Figure 5.30: Example data from a single healthy subject comparing PoG displacement fea-
tures across all elevation, depth and angular positions for lateral, power and precision grasps
made on a box. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. The main discrimination emphasis
between the lateral and precision grasps are from forearm IMU components PoG:FAx and
PoG:FAz, with PoG:FAy also showing reasonable discrimination across object locations. A
reduction in object depth shows a reduction in the distinction between the grasps. Forearm
features show greater separation between the three grasps at both depth positions in com-
parison to the upper arm features. Grasps made at a descending elevation shows greatly
reduced displacement.
5.3.3.ii Displacement: Amputee
Example data from the amputee subject comparing the PoG displacement across all object
locations when grasping a box is given in ﬁgure 5.31.
PoG:FAx shows good discrimination between precision and the other two grasps, hav-
ing stronger individual discrimination at ascent in comparison to table height. Despite hav-
ing low separation, the upper arm components do show some consistency between the three
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Figure 5.31: Example data from a single amputee subject comparing PoG displacement
features across all elevation, depth and angular positions for lateral, power and precision
grasps made on a box. The forearm and upper arm X,Y and Z components are represented
by the terms FAx, FAy, FAz, UAx, UAy and UAz respectively. PoG:FAx shows good dis-
crimination between precision and the other two grasps, having stronger individual discrim-
ination at ascent in comparison to table height. Despite having low separation, the upper
arm components do show some consistency between the three grasps.
grasps, however due to the proximity of the PoG displacement magnitudes between them,
even minor variance across object locations can have a large effect on their overall discrim-
ination.
Some individual grasp discrimination can be seen from Max(+):UAx however is af-
fected by high variance due to changes in elevation. Other components also suffer from
high variance across object locations relative to the poor discrimination between grasps.
Max(-):FAx shows good discrimination between grasps, especially precision across all ob-
ject locations. Lateral and power Max(-) displacement magnitude tend to merge at table
height, greatly lowering their discriminatory power overall.
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Figure 5.32: Example data from a single healthy subject comparing Max(-) velocity features
across all elevation, depth and angular positions for lateral, power and precision grasps
made on a box. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(-):FAy provides the largest
discrimination and the least variance between the 3 grasps of the forearm components, with
the separation of precision grasp being the most prominent. Max(-):FAy has higher varia-
tion from -45◦to +45◦, whereas Max(-):FAz shows overall very poor discrimination. Upper
arm components show lower discrimination between the grasps, but show stronger sepa-
ration between the power grasp and the other two, with Max(-):UAy being the strongest
component.
5.3.3.iii Velocity: Healthy
Example healthy subject data comparing Max(-) velocity across all object locations when
grasping a box is given in ﬁgure 5.32.
Max(+):FAx provides overall poor discrimination between all three grasps, however
Max(+):FAy and Max(+):FAz velocity displays much stronger discrimination between lat-
eral grasp and the other two, but has higher variance from -45◦to +45◦. Upper arm com-
ponents have overall weak discrimination with the exception of Max(+):UAz which shows
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a stronger separation between power and the other two grasps. Grasps made at a descent
have overall poor separation.
Max(-):FAy provides the largest discrimination and the least variance between the 3
grasps of the forearm components, with the separation of precision grasp being the most
prominent. Max(-):FAy has higher variation from -45◦to +45◦, whereas Max(-):FAz shows
overall very poor discrimination. Upper arm components show lower discrimination be-
tween the grasps, but show stronger separation between the power grasp and the other two,
with Max(-):UAy being the strongest component. Grasps made at a descent continue to
show low discrimination across all Max(-) features with the exception of Max(-):FAx which
separates precision grasps more effectively, however their lower magnitude will clash with
features from other grasps with changes in elevation.
Mean velocity forearm components show good discrimination at individual locations,
with Mean:FAx having the least variance across multiple locations. Upper arm features
provide poorer discrimination between grasps. Power grasps at a depth of 30 cm have good
separation for Mean:UAy and Mean:UAz features, however it is greatly reduced at a depth
of 20 cm. Grasps made at a descent show a decrease in overall magnitude and discrimination
across all Mean features.
RMS velocity features provides relatively good discrimination at some locations how-
ever it varies greatly between grasps. RMS:FAx has the most consistent separation between
the three grasps with precision having the highest discrimination. Upper arm features have
much lower discrimination in comparison, with power grasps having the highest separation,
and RMS:UAx having the least variance. RMS:UAy has a high variance due to changes in
angular location, and RMS:UAz is subject to higher variance with changes in object depth.
Grasps made at a descent have lower RMS velocity magnitude across all features, and have
a reduction in discrimination with the exception of FAx, which still retains a good separation
between precision and the other two grasps.
PK-RMS velocity features across both forearm and upper arm vector components have
relatively high variance, and poor discrimination across all object locations.
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Figure 5.33: Example data from a single amputee subject comparing Max(-) velocity fea-
tures across all elevation, depth and angular positions for lateral, power and precision grasps
made on a box. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. Max(-) upper arm vector features
have poor separability, and forearm features Max(-):FAy has high variance across changes
in depth and angular position, while Max(-):FAz remains at approximately zero throughout.
5.3.3.iv Velocity: Amputee
Example data from the amputee subject comparing the Max(-) velocity across all object
locations when grasping a box is given in ﬁgure 5.33.
Max(+) velocity features show some individual grasp discrimination at some object
locations, however all vector components are subject to high variance, with the majority of
object locations providing poor discrimination between grasps. Max(-) upper arm vector
features have poor separability, and forearm features Max(-):FAy has high variance across
changes in depth and angular position, while Max(-):FAz remains at approximately zero
throughout. Max(-):FAx velocity, like its displacement features, has better discriminatory
power than the other vector components, however is subject to some variance across changes
in elevation.
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RMS:FAx shows better grasp separation overall, with better discrimination between
lateral grasps at ascent, and precision grasps at table height. The other forearm vector com-
ponents show weaker discrimination and higher variance, along with the upper arm RMS
velocity features. Mean:FAx shows a similar pattern, having stronger discriminatory power
than the other mean velocity vector components. Minimal discrimination can be seen in
upper arm mean velocity features however due to the proximity between their magnitudes,
they are easily affected by variance.
PK-RMS shows poor discrimination and high variance between grasps across all ob-
ject locations.
5.3.3.v Acceleration: Healthy
Example healthy subject data comparing the P2P acceleration across all object locations
when grasping a box is given in ﬁgure 5.34.
Max(+) forearm and upper arm acceleration features have very high variance, mak-
ing the grasps very difﬁcult to discriminate. Max(+):FAx has better separation of precision
grasps, and Max(+):FAz and Max(+):UAz has better separation of power grasps at individ-
ual object locations. Grasps made at a descent have poor discrimination across all features.
Max(-):FAx and Max(-):FAz show better separation of lateral grasps and Max(-) upper
arm features show better separation of power grasps with relatively low variance. Grasps
made at a descent decreases discrimination across all features.
RMS:FAx shows good discrimination between all three grasps, however is subject to
variance with changes in object depth. RMS upper arm acceleration features generally
shows better separation between power grasps despite having lower overall discrimination.
Grasps made at a descent enhances the separation of precision grasps, however the overall
discrimination across all features is still low.
P2P:FAx shows overall better discrimination between all three grasps than the other
features, with the separation of precision grasps being the most prominent, however is sub-
jected to higher variance with changes in object depth. P2P upper arm features show better
separation of power grasps, however the overall grasp discrimination is still fairly low, not
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Figure 5.34: Example data from a single healthy subject comparing P2P acceleration fea-
tures across all elevation, depth and angular positions for lateral, power and precision grasps
made on a box. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. P2P:FAx shows overall better dis-
crimination between all three grasps than the other features, with the separation of precision
grasps being the most prominent, however is subjected to higher variance with changes in
object depth. P2P upper arm features show better separation of power grasps, however
the overall grasp discrimination is still fairly low, not giving much room for variance due to
changes in object location. Grasps made at a descent show overall better separation between
precision grasps, however show overall lower discriminatory power.
giving much room for variance due to changes in object location. Grasps made at a de-
scent show overall better separation between precision grasps, however show overall lower
discriminatory power.
PK-Dist and PK-RMS velocity features across both forearm and upper arm vector com-
ponents have relatively high variance, and poor discrimination across all object locations.
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Figure 5.35: Example data from a single amputee subject comparing P2P acceleration fea-
tures across all elevation, depth and angular positions for lateral, power and precision grasps
made on a box. The forearm and upper arm X,Y and Z components are represented by the
terms FAx, FAy, FAz, UAx, UAy and UAz respectively. P2P acceleration features show
poor discrimination between grasps and high variance across all object locations.
5.3.3.vi Acceleration: Amputee
Example data from the amputee subject comparing the P2P acceleration across all object
locations when grasping a box is given in ﬁgure 5.35.
All acceleration features shows poor discrimination between grasps and high variance
across all object locations, showing similar results to grasps made on the lid. Like grasping
the lid, lower overall acceleration minimises the difference in feature magnitude between




The total of all displacement, velocity and acceleration features studied amount to 84, and
it is evident that some features are more useful than others in terms of their overall discrim-
ination between grasps for that particular object as well as their invariance across different
object locations. With such a high number of features, it is essential to reduce the dimen-
sionality to improve the efﬁciency and effectiveness of classiﬁcation algorithms.
In order to ﬁnd the minimum number of required features for classiﬁcation, a sequen-
tial feature selection method is used. This involves the creation of candidate feature subsets
by sequentially adding each feature in turn, and performing leave-one-out cross-validation
using a criterion deﬁned by a KNN classiﬁer, which uses a Euclidean distance metric to
measure feature performance. A KNN classiﬁer is chosen as it allows better classiﬁcation
of subgroups within the data set such as grasps made at a descent, where feature values are
generally much lower in magnitude compared to those made at other elevations. The data is
ﬁrst partitioned into different training subsets using leave-one-out, which is a special case of
k-fold, where the number of folds is equal to the number of observations. A leave-one-out
approach was used due to the possibility of multiple clusters of features forming as a result
of differences in object location within the workspace. This method ensures that there is
enough training data within each of the possible feature clusters. The criterion returned by
the classiﬁer is summed and divided by the number of observations, which is used to evalu-
ate each candidate feature subset by adding features one by one based on the minimisation
of the mean criterion value, in this case the error rate. The error rate is estimated as the
average error rate of all the folded partitions according to equation 5.26, where E is the true
error rate, K = N is the number of folds (where N is the total number of samples), and Ei is







A total of 10 features are selected, and ordered in ascending error rate. These are taken and
scored according to the order they are selected through forward sequential feature selection.
The feature selected is issued a score given by equation 5.27, where R is its position in
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Figure 5.36: Cumulative feature scores of all subjects for grasping a (a) bottle with lateral
and power grasps, where Max(+) velocity features performed the best across all forearm and
upper arm vector components, however Max(-):FAx Velocity had the highest score overall;
(b) lid with lateral and precision grasps, where forearm and upper arm vector components
are spread more evenly, with the strongest performing feature being PoG:UAy displacement,
closely followed by Max(-):UAy displacement; and (c) box with lateral, power and preci-
sion grasps across all object locations, where the displacement proﬁle had the strongest
scores all round, with PoG:FAx being the strongest, while velocity proﬁle features show
overall poor performance, and acceleration proﬁle features scored zero across all feature
sets.
the ordered selection, and Sc = 1 is the maximum initial score. The mean scores are then
calculated across all subjects.
S = Sc − 0.1(R − 1) (5.27)
Feature scores for healthy subjects interacting with a bottle are shown in ﬁgure 5.36 (a).
Max(+) velocity features performed the best across all forearm and upper arm vector com-
ponents, however Max(-):FAx Velocity had the highest score overall of 5.5. Forearm fea-
tures performed better overall than upper arm features when comparing the scores across
the strongest features: Max(+):VEL, Max(-):VEL, PoG:DISP and Max(+):DISP. Veloc-
ity features performed the best out of all 3 motion proﬁles, whereby acceleration features
didn’t have any scoring features across all subjects. The rounded average number of fea-
tures selected before reaching the minimum misclassiﬁcation rate is 3. Feature scores for
the amputee subject interacting with a bottle are shown in ﬁgure 5.37 (a). Grasp classiﬁca-
tion between lateral and power grasps on the bottle were so strong that it only required a
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Figure 5.37: Feature scores of a single amputee subject for grasping a (a) bottle with lateral
and power grasps, where discrimination was so strong that it only required a single displace-
ment feature, PoG:FAx, to distinguish between the two grasp patterns; (b) lid with lateral
and precision grasps, where upper arm velocity features appeared to provide the strongest
separation; and (c) box with lateral, power and precision grasps across all object locations,
where displacement features were the best performing, with PoG:FAx providing the best
discrimination.
single displacement feature, PoG:FAx, to distinguish between the two. Moreover, multiple
features have very high discriminatory power between the bottle’s two grasps.
Feature scores for healthy subjects interacting with a lid are shown in ﬁgure 5.36 (b).
It is evident from the larger spread of scoring features that grasp discrimination is much
more subject-speciﬁc. Forearm and upper arm vector components are spread more evenly,
with the strongest performing feature being PoG:UAy displacement, closely followed by
Max(-):UAy displacement with scores of 2.9 and 2.7 respectively. Upper arm vector com-
ponent UAy performed the best, having high scores in all displacement proﬁle features, but
is closely followed by PoG:FAx displacement. Displacement features provide the strongest
overall performance compared to those of velocity and acceleration proﬁles. The rounded
average number of features selected before reaching the minimum misclassiﬁcation rate is
6. Feature scores for the amputee subject interacting with a lid are shown in ﬁgure 5.37 (b).
Upper arm velocity features appeared to provide the strongest separation between lateral
and precision grasps, only requiring a total of 3 features to reach the minimum misclas-
siﬁcation rate, despite the similarity in trajectory between the two. Surprisingly, Max(+)
acceleration vector component features showed some value in discriminating between the
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Figure 5.38: Cumulative feature scores of all healthy subjects at table height and ascending
elevation for grasping a (a) bottle with lateral and power grasps, where PoG displacement
providing the largest discrimination between the two; (b) lid with lateral and precision
grasps, where displacement features show stronger discrimination, with velocity features
still playing an important role in classiﬁcation; and (c) box with lateral, power and precision
grasps, where displacement features are the most prominent, with velocity features also
playing a large role in grasp discrimination.
two grasps, however it must be noted that the minimum misclassiﬁcation rate had already
been reached before they were added through sequential feature selection.
Feature scores for healthy subjects interacting with a box are shown in ﬁgure 5.36
(c). The displacement proﬁle had the strongest scores all round, with a top score of 7.2 for
PoG:FAx. Velocity proﬁle features show overall poor performance, and acceleration proﬁle
features scored zero across all feature sets. Despite the top score being taken by a fore-
arm vector component, upper arm vector components scored higher overall. The rounded
average number of features selected before reaching the minimum misclassiﬁcation rate is
9. Feature scores for the amputee subject interacting with a box are shown in ﬁgure 5.37
(c). Displacement features were the best performing, with the PoG:FAx providing the best
discrimination between lateral, power and precision grasps. Feature scores showed simi-
larities to those of healthy subjects where displacement features were also more dominant,
and both having the same top performing feature, PoG:FAx. Sequential feature selection
required 7 features overall to reach the minimum misclassiﬁcation rate.
As observed in the feature data, grasping objects at a descent has a much different grasp
trajectory in comparison to grasps made at table height or ascending. Restricting object
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interaction to above the waist produces a different set of features during forward sequential
feature selection, as shown in ﬁgure 5.38. These features can be directly compared to those
of amputee subjects as they cover the same object locations. Comparing feature selection for
the bottle, (a) in both ﬁgures, it can be seen that the results are very similar, with both healthy
and amputee feature data having PoG displacement providing the largest discrimination
between the two grasps, and the forearm features being the most informative. PoG features
from healthy subjects require between one and two features before reaching the minimum
misclassiﬁcation rate. Comparing the most prominent features for grasping a lid in (b),
the healthy subject data shows stronger displacement features, however velocity features
still play an important role in classiﬁcation. Healthy subject data also contains scores for
some acceleration features, in particular Max(+):ACC, which also scores in amputee data.
Comparing grasp features on the box in (c) for healthy and amputee subject data, it can be
seen that in both cases, displacement features are the most prominent, with velocity features
also playing a large role in grasp discrimination in healthy subjects. It must be noted that
data from only one amputee subject is available, and that a greater number of subjects would
be more ideal to compare both demographics.
5.5 Grasp Classiﬁcation
In order to evaluate and test the performance of motion features for grasp prediction, a few
well known classiﬁers will be compared, using the minimum number of features that pro-
vide the least misclassiﬁcation rate according to the forward sequential feature selection
method described previously. Features used for classiﬁcation are selected based on the in-
dividual’s highest scoring features. Subject data is leave-one-out cross-validated, where the
cross-validation loss is compared across different classiﬁers. K-nearest neighbors (KNN),
linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), decision trees
(DT) and support vector machines (SVM) classiﬁers are compared, and are ﬁrstly intro-
duced in the following sections.
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5.5.1 Background: Classiﬁers
5.5.1.i K-Nearest Neighbours (KNN)
One of the simplest classiﬁers is the nearest neighbour classiﬁer, which uses the minimum
distance between points in Euclidean space. Assuming the signals to be made up of feature
points in N-dimensional Euclidean space, the straight line distance between points can be
deﬁned as the Euclidean Distance. The Euclidean distance between unknown vector a¯ and







The nearest neighbour classiﬁer ﬁnds the neighbour with the shortest Euclidean distance
away from the unknown vector a¯ from the template vector set b¯m of length M . a¯ is clas-
siﬁed according to the class label of that neighbour from the template. Depending on the
application, it can be useful to use more than a single neighbour to ﬁnd an appropriate class
label, up to k nearest neighbours. Although very simplistic in approach, it is also very ef-
fective, especially where classes can be split into multiple groups.
5.5.1.ii Discriminant Analysis
Discriminant analysis is a type of classiﬁer derived from the approximation of the Bayes’
rule, given by equation 5.29, which estimates the posterior probability, P (k | x), that an ob-
servation x is of class k. The class conditional distribution of the data is denoted P (x | k),
and P (k) is the prior probability for each class k, where P (x) is a normalisation constant.
P (k | x) = P (x | k)P (k)
P (x)
=
P (x | k)P (k)∑
l P (x | l)P (l)
(5.29)
Linear and quadratic discriminant analysis, denoted by LDA and QDA respectively, makes
the assumption that each class generates data based on a multivariate normal distribution,
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where the density function can be described by equation 5.30.











For LDA, each class k has its own mean μk, but shares a common covariance
∑
k at a point
x, which leads to linear decision boundaries. QDA on the other hand makes no assumptions
about the covariance matrices, so that each class can have its own mean and covariance
matrix, which leads to quadratic decision boundaries. |∑k| denotes the determinant of∑
k, and
∑−1
k is the inverse matrix. An unknown observation x is classiﬁed as yˆ so as to
minimise the expected classiﬁcation cost according to equation 5.31, whereK is the number
of classes, C (y | k) is the cost of classifying an observation incorrectly, and Pˆ (k | x) is the





P (x | k)C (y | k) (5.31)
5.5.1.iii Decision Trees
Decision trees (DT), also known as regression or classiﬁcation trees is a very simple method
for classifying grasps based on individual feature values. Each tree consists of a series of
branches, starting at the root node, and moving down towards a leaf node, which contains
the classiﬁcation response. Each intermediary node acts as a binary separator, checking the
value of a single feature variable against a value based on template data. Depending on
the feature value, the observation moves down one of two branches, reaching another node
further down the tree. This process repeats until the observation reaches a leaf node, which
results in an output class decision.
The DT is created using the standard CART algorithm [189], which examines all pos-
sible binary splits for every feature, selecting a split with the best optimisation criterion, in
this case, the mean-squared error (MSE). This is repeated recursively for the two branch
nodes until the node contains only observations of one class, resulting in a leaf node, and
therefore a classiﬁcation result. Figure 5.39 shows an example decision tree using the data
an amputee subject when grasping a lid with lateral and precision grasps.
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Figure 5.39: Example decision tree for an amputee subject when grasping a lid, where x1
and x2 represent different features. Triangular nodes represent a branch, and a circular node
represents a leaf.
5.5.1.iv Support Vector Machine
Support Vector Machine (SVM) is a supervised machine learning algorithm, which classi-
ﬁes an observation using a hyperplane that segregates two different classes. The hyperplane
can be described as the boundary that leaves the greatest margin between the two classes,
where the margin can be deﬁned as the sum of distances to the hyperplane of the closest
points (known as support vectors) between the two classes [190]. Considering just a simple
case of a linearly separable binary classiﬁcation problem, the hyperplane can be described
by a straight line using equation 5.32, where w is the normal to the hyperplane, and b||w|| .
wx+ b = 0 (5.32)
A training data set xi, yi of length L, which is of one of two classes yi ∈ −1, 1 can be
deﬁned. The training set can be used to ﬁnd w, given by equation 5.33, where αi ≥ 0∀i







The set of support vector indices denoted by S can be determined by ﬁnding the indices














Although SVM is traditionally used for only binary classiﬁcation, there are methods avail-
able that use the same approach when confronted with a multi-class classiﬁcation problem.
Error-Correcting Output Coding (ECOC) converts the F class problem into N number of
2-class problems, where each class is assigned a unique code word. The coding design
determines which classes the binary learners train on, whereby each unknown observation
is assigned the class kˆ, which minimises the aggregation of the losses for the N binary




n=1 |mkn| g (mkn, sn)∑N
n=1 |mkn|
(5.35)
WhereM is the coding design matrix of elementsmkn, and Sn is the predicted classiﬁcation
score for the positive class of learner n, where the decoding scheme uses a loss of g. The
coding scheme used for comparison uses a one-versus-one design, whereby for each binary
learner, one class is positive, one class is negative, and the rest are ignored, and uses a
number of learners equal to N = K (k − 1) /2.
5.5.2 Classiﬁer Comparison
The mean misclassiﬁcation rate across all 10 healthy subjects is given in ﬁgure 5.40 (a),
which compares KNN, LDA, QDA, DT and SVM classiﬁers for grasps made across all
object locations. Overall, the KNN classiﬁer performed the best across all objects, while
SVM performed the worst. The mean misclassiﬁcation rate for classifying grasps for a bot-
tle, lid and box are 3.83%, 23.03% and 13.59% respectively. Although the KNN classiﬁer
produces relatively low misclassiﬁcation rates for classifying grasps on objects, they are
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still high enough to cause an impact in real-time implementation. Lateral and power grasps
made on a bottle have a much different forearm orientation and grasping trajectory, so a
misclassiﬁcation rate of 0% was expected. The high variance of observation features due
to changes in object location greatly affects the misclassiﬁcation rate. In particular, through
previous observations, grasps made at descent causes difﬁculties in grasp classiﬁcation due
to the greatly reduced magnitude in trajectory features, forming multiple clusters for each
grasp pattern. The classiﬁcation accuracy of the KNN approach can be improved by in-
creasing the number of feature points within the classiﬁer template, as well as the number
of object locations tested, however there is a high risk of different grasp clusters merging,
as in the case of grasps made at a descent. This is evident from the presence of a misclas-
siﬁcation rate greater than 0% from Bottle data, as the two grasp patterns are very different
in terms of orientation.
With the descending object locations removed in 5.40 (b), it can be seen that the clas-
siﬁcation accuracy improves across all classiﬁers, with the misclassiﬁcation rate for grasps
made on the bottle being reduce to 0% using the KNN classiﬁer. Mean misclassiﬁcation
rates for the lid and box objects are also reduced to 18.35% and 11.51% respectively.
Figure 5.40: Comparison of mean misclassiﬁcation rates for 10 healthy subjects for bottle,
lid and box objects across (a) all object locations and (b) all object locations at ascending
and table height only. The KNN classiﬁer performed the best across all objects, with a
mean misclassiﬁcation rate of 3.83%, 23.03% and 13.59% at all object locations, and 0%,
18.35% and 11.51% at just table height and ascending elevations for the bottle, lid and box
respectively, while SVM performed the worst.
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Figure 5.41: Comparison of misclassiﬁcation rates for a single amputee subject for bottle,
lid and box objects for grasps made at all object locations at ascending and table height.
The KNN classiﬁer performed the best across all objects, with a mean misclassiﬁcation rate
of 0%, 3.36% and 4.47%, while SVM performed the worst.
Comparing the misclassiﬁcation rates to those taken from the amputee subject given in
ﬁgure 5.41, it can be seen that amputee grasp classiﬁcation performs better than the average
healthy subject, with lid and box misclassiﬁcation rates being considerably lower at 3.36%
and 4.47% respectively. Combining the results across both demographics yields an average
classiﬁcation accuracy rate of 100%, 82.46% and 88.88% for bottle, lid and box objects
respectively.
5.6 Discussion
To summarise, forearm and upper arm trajectories for grasping three different objects with
various grasp patterns were studied: lateral and power grasps on the bottle, lateral and pre-
cision grasps on the lid, and lateral, power and precision grasps on the box. The objects
were chosen to emulate common day-to-day object interactions, with each object focus-
ing on testing different combinations of motion. Each object was grasped at a variety of
locations within a subject’s immediate reaching workspace, looking at how changes in an
object’s angular position, depth and elevation affect the arm’s trajectory when interacting
with an object in different ways. By studying various underlying features within the mo-
tion of the arm during grasp, it has been found that the grasp intention on an object can be
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predicted.
The bottle considered two very different grasps patterns, which are approached very
differently in terms of arm orientation for two very different purposes; a power grasp for
a stable and strong grasp around the bottle’s centre for transportation, and a lateral grasp
for lid removal. The aim was to measure the separability of two very different grasps to
look for any factors which could still affect discrimination. Results showed very strong
grasp separation resulting in 0% or near 0% grasp misclassiﬁcation, however it was found
that a reduction of accuracy was caused by the discrepancy among grasps made below the
waist. Grasps made on objects below the waist (at descent) for healthy subjects show a
large reduction in displacement magnitude, and therefore motion speciﬁc features. This
reduction in displacement led to the formation of multiple clusters of features within the
overall data. Comparing grasps made at ascent and at table height, the changes in trajectory
were much less noticeable. Removing feature data from grasps made at descent reduced the
misclassiﬁcation rate between grasps across all 3 objects. Changes in angular position and
depth produced much less variance overall, with some vector components being affected
more than others.
The lid looked at two fundamentally different grasps, both of which can have a much
more similar approach. Both grasps had a more generalised purpose behind them, for pick-
and-place applications. Although a healthy subject has no problem with grasping objects
for pick-and-place intention in numerous ways, an amputee subject using a myoelectric
prosthesis has much fewer options available. The aim for this object was to look at the con-
sistency of grasp; whether two grasps that are similar in approach but different in contact
can still be distinguishable from each other. Overall, grasp discrimination showed good re-
sults with the amputee subject, however healthy subjects showed much lower classiﬁcation
accuracy. Although restrictions were made in terms of the grasp pattern, and a wrist splint
being used to reduce wrist ﬂexion/extension, it is evident that the freer range of motion gives
leeway for much greater variance in arm trajectory. The amputee subject using a transra-
dial prosthesis has much greater restriction of movement. With no rotation in the forearm,
and the incapability of ﬁne adjustments in hand position on object contact means much less
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ﬂexibility on the point of grasp. This results in lower variance among grasp trajectory from
changes in object location, improving overall grasp discrimination.
The box tested the capability of discriminating between three different grasps, all of
which are fairly similar in terms of motion. Two of the grasps, lateral and power are used
for interacting with the box itself, and the precision grasp is used for interacting with any
objects inside the box. The aim was to see if more than three grasps can be differentiated
between in comparison to only two, like with the bottle and lid objects. The similarity of
the grasp trajectories made them difﬁcult to differentiate, especially from healthy subjects.
The restrictions imposed on the amputee subject made the grasps easier to distinguish, as
grasping the object with the prosthesis requires the arm’s motion and position to be much
more precise. Surprisingly, the average misclassiﬁcation rate for the box is lower than that
of the lid for healthy subjects. Thus, the classiﬁcation success rate isn’t dependent on the
number of grasps available for each object, but depends mostly on the dissimilarity between
the available grasps.
5.6.1 Subject-speciﬁc physiological motion
As hypothesised in the introduction of this chapter, arm motion may not only be inﬂuenced
on different anatomical features, but may also be heavily dependent on an individual’s neu-
ral motor control. Although the spread in the variety of features across subjects does suggest
that the arm motion during reach of each subject is different, it is important to clarify this
by identifying the statistical signiﬁcance of the hypothesis. By also comparing healthy and
amputee subject data together, the extent of which the two demographics differ in terms of
arm motion can indicate whether either or both require subject speciﬁc template calibration.
Bottle Lid Box
Lateral Power Lateral Precision Lateral Power Precision
P-value 2.11e−10 1.07e−5 4.06e−9 1.81e−10 9.47e−14 1.88e−9 3.96e−10
Table 5.2: Summary of the average p-values yielded across all features for each object and
grasp from a Kruskal-Wallis test. Each grasp for each object class rejects the null hypothesis
that each set of subject samples come from the same distribution at a < 1% signiﬁcance
level.
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Figure 5.42: Comparison of individual subject POG:FAx displacement distributions for
lateral grasps made on a bottle at table height and ascending elevation. The median and
variance of the feature is considerably varied between subjects, provides evidence to suggest
that the features are subject-speciﬁc.
Figure 5.42 displays the subject distribution of PoG:FAx displacement magnitude fol-
lowing a Kruskal-Wallis test for lateral grasps made on the bottle across all subjects, for
all trials taken at table height and ascending elevation (for comparison between healthy
and amputee demographics). It can be seen that the median and variance of the feature is
considerably varied between subjects. The spread of medians of the POG:FAx magnitude
range from -0.15 to -0.43, which is a considerable margin. The amputee subject (Subject
K) shows a median magnitude of -0.37, at neither end of the spectrum. The distribution of
values provides evidence to suggest that the features are subject-speciﬁc. This conclusion
is reinforced by the resulting p-value of 1.14× 10−54, showing that the Kruskal-Wallis test
rejects the null hypothesis that each set of subject samples come from the same distribution.
Conducting the test on each individual feature yield similar results across each grasp and
object. The average p-values from the Kruskal-Wallis test across all features for each grasp
and object is given in table 5.2. Overall, each grasp for each object class rejects the null
hypothesis at a < 1% signiﬁcance level. A complete table of individual feature p-values
can be found in Appendix B. From the results of these tests, it is clear that identifying
features for use across multiple subjects is a very difﬁcult problem, as arm motion features
between subjects are clearly from different distributions. This identiﬁes the necessity for
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Figure 5.43: Comparison of healthy and amputee POG:FAx displacement distributions for
lateral grasps made on a bottle at table height and ascending elevation. The Kruskal-Wallis
test rejected the null hypothesis that POG:FAx displacement from both subject populations
come from the same distribution. This suggests that subjects can be grouped according to
these two demographics, however it must be noted that only a single amputee subject took
part in the study.
subject-speciﬁc templates.
By splitting the data in terms of subject demographic (healthy and amputee popu-
lations), the null hypothesis that both subject populations come from the same distribution
can be tested. Figure 5.43 shows the distribution of POG:FAx displacement between healthy
and amputee demographics. The Kruskal-Wallis test yielded a p-value of 4.96× 10−11, re-
jecting the null hypothesis that POG:FAx displacement from both subject populations come
from the same distribution. This suggests that subjects can be grouped according to these
two demographics, however it must be noted that only a single amputee subject took part
in the study. A greater number of amputee subjects are required to identify variance be-
tween individuals within that population. Conducting the test across all 84 features, for
Bottle Lid Box
Lateral Power Lateral Precision Lateral Power Precision
P-value 4.14e−2 5.71e−2 3.72e−2 3.96e−2 3.71e−2 1.47e−2 2.89e−2
Table 5.3: Summary of the average p-values yielded across all features for each object and
grasp from a Kruskal-Wallis test. The Kruskal-Wallis test rejects the null hypothesis that
healthy and amputee population feature values come from the same distribution at the< 5%
signiﬁcance level on average. It must be noted that only a single amputee subject took part
in the study.
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each object and grasp yields the average p-values given in table 5.3. It can be seen that on
average, the null hypothesis is rejected at the < 5% signiﬁcance level. Individual feature
comparison across both demographics is provided in Appendix C. Although tests suggest
that subject distributions can be grouped according to healthy and amputee demographics,
only a single amputee subject took part in the study. The variance between subjects within
the amputee demographic is still unclear, and would require additional subjects to provide
a better indication of the differences between both populations.
5.6.2 Anthropomorphic Correlation
As the majority of subjects taking part in the study were from a healthy demographic, it is
clear that the variance between arm motion amongst subjects, as discussed in the previous
section, may be attributed to either or both anthropomorphic or neural factors. To discern
between the two, anthropomorphic measurements of the height, arm span and hand span
were taken from healthy subjects to see if there is any correlation between features. To
ﬁrst assess the relationship between the three measurements, scatter plots were created to
ﬁnd any correlation between them, given in ﬁgure 5.44. Although seemingly obvious, there
Figure 5.44: Correlation across healthy subjects of (a) height and arm span, showing a
strong positive correlation, whereby taller subjects have a wider arm span; and (b) arm span
and hand span, showing a weak positive correlation, indicating that taller subjects tend to
have slightly larger hands.
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is a strong positive correlation between height and arm span shown in (a), whereby taller
subjects have a wider arm span. Comparing arm span and hand span, given in (b), shows a
weak positive correlation, indicating that taller subjects tend to have slightly larger hands.
By looking at the relationship between feature magnitude and subject arm span and
hand span, any correlation between physiological motion during grasp and relevant anthro-
pomorphic factors can be identiﬁed. Finding the median magnitude of each feature across
all subjects, and by calculating the Pearson correlation coefﬁcients given by equation 5.36,
the resulting p-values of whether or not there is a statistically signiﬁcant relationship be-





The average p-value of all features over all object, locations and grasps against hand span is
0.4156, and arm span is 0.5373. This suggests that there is no statistically signiﬁcant corre-
lations overall, however, on an object-to-object, per grasp basis, some individual features do
show statistically signiﬁcant correlations, and are provided in Appendix D. These features
differ between grasps and objects, but aren’t related to its discriminatory power. Correlation
inconsistency among objects and grasps is also a testimony to its overall statistical insignif-
icance. Thus it can be said that anthropomorphic factors do not have a statistical signiﬁcant
relationship with physiological motion, and that it is more reliant on neural control factors.
5.6.3 Inﬂuence of displacement, velocity and acceleration
In addition to the importance of the discrimination rate between grasps for different objects,
it is also important to look at the distribution of important features. A comparison of the
distribution of the most of important features is given in ﬁgure 5.45. When considering
the distribution of displacement, velocity and acceleration features, it can be seen that ac-
celeration features provide the poorest discrimination overall. Displacement features were
the strongest on average with two out of three objects for the amputee subject only using
displacement features for maximum grasp separation. Velocity features are found to still
have a reasonable impact on grasp discrimination, being the strongest set of features for
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Figure 5.45: Displacement, velocity and acceleration feature score distribution across fore-
arm and upper arm for (a) healthy subjects for all object locations, (b) healthy subjects
for all objects locations at table height and ascending, and (c) amputee subjects for all ob-
ject locations at table height and ascending. Displacement features provided the greatest
discrimination between grasps, with velocity features also showing strong importance. Ac-
celeration features on the other hand have very low discriminatory power. Both forearm
and upper arm motion shows a relatively even distribution between scoring features, with
forearm features performing slightly better. This suggests that upper arm motion is just as
important as forearm motion when determining grasp.
the bottle in (a), the box in (b) and the lid in (c). In summary, the overall distribution of
displacement, velocity and acceleration features across all objects and subject comparisons
gave an average of 60.75%, 33.39% and 5.86% respectively. It is evident that acceleration
features play a very minor role in determining grasp, and that displacement features are the
most important group of features within grasp trajectory. Looking at the forearm and up-
per arm split, overall forearm features perform only slightly better than the upper arm, with
56.16% to 43.84% respectively. This suggests that the upper arm motion is just as important
as the forearm motion when determining grasp.
5.7 Chapter Summary
This chapter presented a detailed analysis of displacement, velocity and acceleration fea-
tures inherent in the arm’s motion when reaching to grasp three different objects. A study
was conducted on 10 healthy subjects and 1 amputee subject, involving reaching to grasp
a bottle, lid and box with different grasp patterns. The reaching trajectories were recorded
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and analysed, extracting a total of 84 features from both forearm and upper arm displace-
ment, velocity and acceleration proﬁles. The objects were varied in location within the
subject’s workspace to identify the most useful features independent of changes to reaching
elevation, angular and depth position. The methods used were discussed, and the resulting
features extracted were described. The effect of object location on variance and discrimi-
natory power of each feature was detailed for both subject demographics. It was found that
grasps made at a descent provided feature values with a reduced magnitude in comparison
to grasps made at table height or ascent, creating difﬁculties in grasp discrimination in the
entire workspace. Reducing the analysis to locations only at table height and ascent showed
an improvement in grasp classiﬁcation accuracy. A KNN classiﬁer provided the greatest
grasp classiﬁcation accuracy in comparison to LDA, QDA, DT and SVM classiﬁers. Al-
though a very simple classiﬁer, the KNN approach works very well with the formation of
multiple clusters for each grasp pattern in feature space as a result of varying object posi-
tion. The formation of multiple clusters in feature space makes boundary or region-based
classiﬁers such as SVM, less effective.
Statistical analysis using the Kruskal-Wallis non-parametric test on each feature re-
jected the null hypothesis that all subjects came from the same distribution. The high
variance between subjects shows that ﬁnding global features for predicting grasp is a very
difﬁcult problem, and provides evidence for the necessity of subject-speciﬁc calibration
templates. Analysis between healthy and amputee demographics suggest that both popula-
tions come from different distributions, however a greater number of amputee subjects are
required for a more concrete analysis.
Correlating anthropomorphic factors such as hand span and arm span with physiologi-
cal features found that there was no statistical signiﬁcance overall, and that motion is more
reliant on neural control.
Overall, displacement features were found to be the most useful in providing the great-
est discrimination between grasps, with velocity features also showing strong importance.
Acceleration features on the other hand have very little discriminatory power. A compari-
son of both forearm and upper arm motion show relatively equal importance for determining
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grasp, with forearm features being only slightly more dominant. Classiﬁcation results are




A Low-Cost Heterogeneous Sensor
Suite for Automated Grasp Switching
of a Myoelectric Hand Prosthesis
As discussed in Chapter 2, the state of the art in myoelectric hand control in regular patient
use is currently limited to proportional control of a set of pre-programmed grasp patterns.
Although individual control of digits has been achieved using EMG gesture analysis, the
technology is still immature. Despite having the lower ﬂexibility of a single DOF, conven-
tional EMG control using grasp patterns offers a relatively effective and simple method for
carrying out a variety of different functions. However, with many amputees discontinuing
the use of their prosthesis, it is essential to improve existing control strategies to make them
more effective and easier to use.
This chapter focuses on applying the conceptual system design described in Chap-
ter 3, to automate grasp control of a myoelectric hand prosthesis, the Bebionic V2, and
is the culmination of the studies conducted on MMG and computer vision in Chapter 4
and inertial-based grasp prediction in Chapter 5. The sensor suite developed is used in
a selection of real-time experiments to validate the performance of the proposed system,




As described in Chapter 3, the sensor suite is split into different subsystems, the muscle
activation subsystem (MASS), computer vision subsystem (CVSS), and grasp prediction
subsystem (GPSS), all of which utilise different sensors. Figure 6.1 shows the various sen-
sors used in the sensor suite. The MASS uses a single MMG sensor to detect the activation
of the extensor digitorum in the forearm. This sensor is sewn into an arm compression
sleeve, and connected directly into the upper arm IMU, shown in (a), which transmits the
data to the computer via BT. The microphone-based MMG sensor is described in detail in
Chapter 4. The GPSS consists of a pair of IMU sensors to measure the arm’s motion during
reach. The forearm IMU sensor sewn on to a wrist splint, shown in (b), ﬁtting over the
prosthetic hand and the adapter described in Chapter 3. The upper arm IMU sensor is sewn
on to a compression arm sleeve, which is ﬁtted over the outside of the bicep, given in (a).
The CVSS, shown in (c), consists of a Logitech C525 HD web camera ﬁxed to a pair of
Figure 6.1: Various sensors built into the sensor suite, including: (a) the MMG sensor sewn
into the compression sleeve, (b) the forearm IMU sewn into the wrist split over the Bebionic
hand and adapter, (c) the computer vision system consisting of a pair of safety goggles, web
camera and ﬁsh eye lens, and (d) the audio headset used to prompt user actions.
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safety goggles using adhesive Velcro. A clip-on 180◦ﬁsh-eye lens by Mpow [192] is ﬁtted
to the web camera to increase the ﬁeld of vision of the camera, which is used to record video
with a 640x480 pixel resolution. The ﬁsh eye lens at 640x480 resolution provides a wide
viewing angle for the workspace. Using the camera at a higher internal resolution would
create a video image that interferes with the edge of the ﬁsh eye lens. The camera’s tilt and
rotation angle are adjustable for positioning the object in the centre of the image when the
subject focuses on it. The camera setup does not occlude the user’s vision. An audio head-
set, displayed in (d), is also placed on the head to prompt subject actions during template
data collection and to indicate when the sensor suite begins to record reaching motion. Data
previously collected in the study described in Chapter 5 used visual cues in the software
interface to prompt the user to reach, however when using the sensor suite, the eyes are
required to look at the objects, so instead, audio cues were used. Although the provision
of audio cues require the use of an additional piece of hardware, the choice was made for
testing purposes only. These Cues can be given by vibrations, or ﬂashing LED lights for a
less obtrusive feedback system in mobile environments.
6.1.1.i Setup
The compression sleeve embedded with the IMU and MMG sensor is pulled over the sub-
ject’s right arm, with the IMU positioned over the bicep to measure the motion of the upper
arm, and the MMG sensor over the extensor digitorum in the forearm. The edge of the
compression sleeve is pulled over the shirt sleeve if required, to make sure it doesn’t ﬁt
loosely. Additional rubber bands and straps are used to ensure a tight ﬁt if it appears loose
on the subject. The Bebionic hand is connected to the adapter, which houses the battery and
controller that is used to receive the grasp selection output commands from the computer
via BT. The wrist splint (with the metal support removed) embedded with a second IMU to
measure the motion of the forearm is ﬁtted over the adapter. The subject (healthy) holds the
Bebionic hand between the thumb and ﬁngers as shown in ﬁgure 6.2, which is kept in place
close to the forearm using a Velcro strap, preventing ﬂexion and extension of the wrist. For
the amputee subject, the compression sleeve was ﬁtted higher up on the upper arm, with
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Figure 6.2: Healthy subject ﬁtted with the sensor suite and Bebionic V2 Hand.
the MMG sensor positioned on the bicep instead of the forearm. Ideally the sensor would
be positioned on the remaining muscle on the forearm, however, the subject’s own forearm
prosthesis was being used, leaving no room for the sensor. The vision system is ﬁtted on
the subject’s head, along with the audio headset, and the straps are adjusted if necessary.
The camera’s tilt and angular position on the goggles is adjusted so that when the user looks
directly at an object, the object is approximately positioned in the centre of the image. The
complete setup of the sensor suite on a subject is given in ﬁgure 6.2.
6.1.2 Control Flow
Reiterating from Chapter 3, the control architecture is split between the sensor control sys-
tem (SCS) and the local control system (LCS). The SCS is the HMI which directly receives
input from the user, converting those signals to classify the appropriate grasp and send the
appropriate commands to the LCS, which controls the Bebionic hand. Figure 6.3 shows the
complete control architecture of the system.
When a user intends to interact with an object, he or she turns their head towards it,
centering its position in the camera’s image. The user activates the extensor digitorum in
the forearm, creating vibrations on the skin’s surface. These vibrations are measured by the
MMG sensor, where the signal is transmitted to the computer for further processing. The
MMG signal processing steps are explained in detail in Chapter 4.1.2. Gyroscope informa-
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tion from the IMU sensors are used to detect motion, where if the gyroscope measurement
g(t) ≥ gthres, the MMG response is considered to be a result from arm motion rather
than intentional muscle activation, resulting in no further output from the system. If the
response is considered to be from an intentional muscle activation, and the signal output
h(t) ≥ OCthres, the system will send a command to the Bebionic hand to changes its cur-
rent state. If the hand is already in a closed position, then a grasp open command is sent,
opening the hand. If the hand is in the open position, then the system proceeds to predict
whether a grasp change is required before closing the hand.
The CVSS is then used to take a snapshot of the target object, which is currently
centered on the camera’s viewpoint. Once the image is taken, it follows a series of image
processing steps described in Chapter 4.2.2.i. Image processing results in a binary image,
highlighting the edges within the captured scene. Connected regions, known as blobs, are
found within the resulting image, and go through an iterative process to remove those that
are most unlikely to be the focused object. This removal step compares each blob’s intrinsic
properties to various thresholds, where if the area < Amin, area > Amax, height ≥
Hcam, width ≥ Wcam and the Euclidean distance from the camera’s centre, Edist ≥ Ecen,
the blob will be removed. Those that meet the requirements are given a score based on
their pixel area, A, and its Euclidean distance from the centre of the image, Edist with the
relationship Bscore = AEdist . The blob with the highest score is considered to be the focused
object, and is classiﬁed according to a template using a KNN classiﬁer.
Once the object has been classiﬁed, physiological information begins recording from
the forearm and upper arm IMU sensors, and the user is prompted by an audio cue to reach
towards the object with the desired grasp in mind, holding the arm’s position at the point
of grasp (PoG). After three seconds of motion data has been collected, grasp features are
then extracted and compared against a user-speciﬁc grasp template for that object class,
predicting the desired grasp pattern according to a KNN classiﬁer. Once a grasp pattern has
been determined, the system considers the currently selected grasp pattern and determines
whether a grasp change command is required. When the correct grasp has been selected on











































































































































































































































system is reset to measure MMG recordings again, where the next successful intentional
muscle activation will result in a grasp open command being sent to open the hand again.
It must be noted that the sensor suite does apply some additional cognitive load to both
healthy and amputee subjects in terms of sensor usage and localisation, even if relatively
minimal.
6.1.3 Software Environment
The software used is split between the sensor control system (SCS) and the local control
system (LCS). The SCS software is used to connect the sensors, record and analyse the
data, and act as the test interface when conducting experiments. The LCS software is the
interface for the internal conﬁguration settings in the Bebionic Hand, and also used to con-
ﬁgure the EMG electrodes.
6.1.3.i Bebalance+
The Bebalance+ software, shown in ﬁgure 6.4, is the latest version of conﬁguration software
for the Bebionic Hand, developed by RSL Steeper. The software is capable of programming
all the respective versions of the Bebionic hand, which use either radio frequency (RF) or
Bluetooth (BT) for wireless programming and changing of settings. Bebalance+ allows the
user to select which active grasps are installed on the hand, and whether they are selected
as the default or alternate positions or on the primary or secondary switch position. This
allows the user to customise the hand to their preferences. Different modes are also se-
lectable, such as for use with single or dual-site electrodes, proportional or discrete control,
or activations using simple muscle ﬂexing, or co-contraction. It also enables the prosthesist
to look at the EMG response from the muscles to make adjustments to the activation thresh-
olds.
6.1.3.ii Sensor Control Interface
The software developed for the sensor suite is used as an interfacing tool to connect and
record data from the various sensors simultaneously in real-time. It is also used as the
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Figure 6.4: Bebalance+ software to adjust the conﬁguration of the Bebionic hand, how it is
controlled and the selection of pre-installed grasp patterns.
Figure 6.5: The sensor control interface output when carrying out a grasp task using the
sensor suite. The interface displays the live video input to the camera, orientation of the
IMU sensors, and processed MMG signal, as well as calibration and manual control options.
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testing environment for recording and saving data to a database for ofﬂine analysis, and for
the creation of subject-speciﬁc grasp templates. The same interface was used to collect the
physiological data during grasp analysed in Chapter 5. The object template is also created
by saving processed image properties to a database.
During real time control using the sensor suite, the interface displays the live video
input to the camera, orientation of the IMU sensors, and processed MMG signal. The
MMG threshold can be set by recording 10 seconds worth of MMG data while the subject
activates the appropriate muscle several times. The average of the peaks is taken as the
new activation threshold. For most subjects however, the default threshold was sufﬁcient.
Options allow switching the control method between the sensor suite, and traditional MMG
control for the task performance assessment. Manual control is available using buttons in
the interface to test the hand or to select the grasp. The object and grasp classiﬁers can
also be manually run for testing purposes. The current estimated state of the system is also
shown, which keeps track of the object and grasp selected and whether the hand is open or
closed. A visual display is also provided to indicate the current activity taking place. Figure
6.5 shows the real-time control interface during the reach phase of a grasp using the sensor
suite.
6.2 Participants
In total, 10 healthy subjects (8 male, and 2 female) participated in both classiﬁcation perfor-
mance Assessment (CPA) and task performance assessment (TPA) experiments following
the collection of a partial template in a single session. It must be noted that most partici-
pants came from an engineering background. The time taken for the session varied between
1.5 hours to 2.5 hours depending on the performance of the subject. A few of the subjects
had previously taken part in the collection of physiological data, described in Chapter 5.
This may have been beneﬁcial, as these subject would have prior knowledge of the grasp
template collection procedure and the grasping patterns to be tested, potentially resulting in
marginally more consistent reaching trajectories. The majority of participants had no prior
experience using a myoelectric hand. The sleeve was adjusted in position depending on
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Subject ID Type Sex Age /yr Height /m Arm-span /m Hand-span /m
A Healthy M 27 1.83 1.87 0.217
B Healthy M 27 1.67 1.67 0.20
C Healthy M 27 1.78 1.76 0.225
D Healthy M 25 1.91 1.93 0.205
E Healthy M 23 1.85 1.89 0.245
F Healthy M 29 1.75 1.73 0.225
G Healthy M 37 1.75 1.76 0.22
H Healthy F 24 1.55 1.575 0.201
I Healthy M 33 1.69 1.70 0.219
J Healthy F 58 1.55 1.52 0.18
K Amputee M 36 - - -
Table 6.1: Participant information for physiological data collection experiment consisting
of 10 healthy subjects, and 1 amputee subject.
the participant’s arm-span, where extra straps were used to tighten the sleeve on the arm if
necessary. Any new participants were required to sign a consent form before participating,
and details on age, sex, height, arm-span and hand-span were recorded (see table 6.1).
A single amputee subject took part in the CPA, however did not complete the TPA
following observations made during the CPA, which is discussed in section 6.4. The exper-
iment took approximately 4 hours to complete. The same subject had previously taken part
in the collection of physiological data. The subject required some additional time to prac-
tice grasping objects with the myoelectric hand using the MMG sensors, having no prior
experience with the sensors before hand.
6.3 Pre-assessment Training
With the exception of the amputee subject who had a few minutes to practice using the
prosthetic hand during the study on physiological motion in Chapter 5, none of the other
subjects (healthy) have had any experience with grasping objects with a prosthetic hand
before. Proﬁcient control of a myo-electric limb typically requires a lot of training, for
basic reproduction of EMG signals for intentional proportional or threshold control from
muscle activity as well as prosthesis positional awareness when grasping different objects
for different purposes, due to the lack of haptic feedback. It is understandable that prosthesis
control with a high degree of accuracy takes time, and that some people are faster learners
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than others. For healthy subjects, accurate control will come easier due to the human hand
being positioned along side the prosthetic hand. Although this doesn’t provide the subject
with haptic feedback from the prosthesis, it does ease positional control, while also being at
a similar distance from the elbow. For the amputee subject however, this will not be the case,
as the length of the entire prosthesis is held by the residual limb, connecting to the prosthesis
at the elbow. The length of the prosthetic forearm is abnormally long in comparison to a
normal forearm, which is due to the custom interfacing between a mechanical based forearm
prosthesis and a myo-electric hand. This causes the high weight of the hand to provide a
large moment across the residual limb, resulting in less stability and control.
Before the study is conducted, all subjects are given some time to learn to use the
prosthetic hand. Healthy subjects are given up to 10 minutes, and the amputee subject is
given up to 30 minutes. Although not ideal in terms of training time, it will provide subjects
with some positional awareness when interacting with the objects with their designated
grasps. Subjects are required to spend the training time practicing the different grasps on
each object as directed by the investigator.
After the prosthesis training period, a new feature template for the subject is required
to calibrate the grasp prediction system. Although a number of the healthy participants
involved took part in the study detailed in Chapter 5, a new template is still required. This is
due to the difference in motion of the arm when wielding the prosthetic hand. Not only will
the hand provide a reduction in arm maneuverability, but will also provide some resistance
due to its weight. In addition, with the lack of haptic feedback, the subject is more likely to
decrease arm speed to improve positional control of the hand. As observed in the analysis
of amputee physiological activity in Chapter 5, the Bebionic V2 hand doesn’t have much
ﬂexibility when it comes to its predeﬁned grasp patterns, limiting the variability in the
object’s point of grasp, which can have the effect of reducing the variance in displacement
features, potentially resulting in improved classiﬁcation accuracy. The template consists
of column vectors of the most discriminatory feature values from each grasp trial for each
object, using the same feature selection method described in Chapter 5.
Collecting a full set of physiological data across all object locations to be used in the
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Figure 6.6: A healthy subject collecting partial template data using the sensor sleeve and
Bebionic V2 hand.
CPA and TPA would be infeasible, as the total template collection time would take up to
two hours. Wielding the prosthesis for a long period of time would result in increased
fatigue due the weight of the hand and battery, which is housed inside the adapter to power
it. This would affect the results of the study by affecting physiological activity in terms of
a reduction in arm speed and an increase in lazy movements which would affect the grasp
prediction rate. Fatigue can also have a large effect on using the MMG sensors for muscle
activation over extended periods of time, which would result in having to lower activation
thresholds to cater for the reduction in arm motion when performing weaker contractions.
This may result in a higher number of accidental activations due to noise artifacts from arm
movement. Instead, only a partial template was collected speciﬁcally for interacting with
objects on the table while seated. This will involve the collection of physiological data for
all three objects at table height at -45◦, 0◦and +45◦. Physiological activity is not required
for using a ﬁnger point grasp on the dummy timer object, as there is only a single grasp
designated to it. The ﬁnger point grasp will be selected directly from the detection of the
object, skipping the physiological data recording process. Figure 6.6 shows a subject using
the sensor sleeve and Bebionic hand to collect a partial template prior to the CPA and TPA.
Although only a partial template is used for the following real-time assessments due
to fatigue constraints, the system’s performance can still be effectively evaluated for desk-
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Figure 6.7: Classiﬁcation performance assessment workspace. The object is located in the
center of the left cordon, and is transported towards the right cordon using a speciﬁc grasp
pattern, and vice versa. The hand starts and ends at the rest position.
based tasks, which typically do not require standing up. The system can also be compared
to different methods of control to validate its effectiveness as an assisstive HMI.
6.4 Classiﬁcation Performance Assessment
In order to test the grasp classiﬁcation performance of the system, a simple pick-and-place
experiment is implemented. The aim of the study is to measure the grasp classiﬁcation
success rate of the sensor suite in an uncluttered environment across all designated grasps
for bottle, lid and box objects. Although theoretical grasp classiﬁcation rates for arm motion
have been estimated in Chapter 5, practical veriﬁcation is necessary. By recording the
success rate of each of the subsystems, the usability of the sensor fusion control architecture
between MMG, computer vision and IMU as a whole can be evaluated.
6.4.1 Experimental Protocol
The subject workspace consists of a tabletop divided into three sections, each 15 x 25 cm
as shown in ﬁgure 6.7. Each object and grasp pattern is tested in the following order: bottle
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(power and lateral), lid (lateral and precision) and box (power, lateral and precision). The
ﬁrst object (bottle) is positioned in the center of the left cordon, and the hand is placed in
the rest position. The subject moves his or her head so that the object is approximately in
the centre of vision. The grasp prediction system is then initiated by the subject’s muscle
activation using the MMG sensors. When prompted, the subject reaches towards the object
to make the ﬁrst grasp (power). When the grasp has been predicted, the hand will close
around the object. Once grasped, the subject transports the object between the left and right
cordons, using muscle activation to open the hand prosthesis, releasing the object from the
grasp. The subject returns their hand to the rest position. Once a total of 5 grasps have been
made, the experiment is repeated using the next grasp (lateral). Once all the designated
grasps for that object have been made, the object is replaced by the next one in line (lid)
and the experiment is repeated. During this experiment, object and grasp classiﬁcation rate
are recorded by the investigator for each grasp carried out. Figure 6.8 shows the steps taken
in the assessment by a single subject using a power grasp on a bottle. Figure 6.9 shows the
amputee subject performing the CPA on a bottle.
6.4.2 Results
6.4.2.i Computer Vision
Combining the object recognition performance of the CVSS for both amputee and healthy
subjects, it can be seen from the confusion matrix in table 6.10 that overall the classiﬁca-
tion accuracy was relatively high at 86.7%. The diagonals represent the classiﬁcation rate
where the object was correctly identiﬁed, while conversely the off-diagonals represent the
classiﬁcation rates where the object was incorrectly identiﬁed. The lid had the best average
classiﬁcation rate of 99.1%, while the bottle and box performed reasonable well with a rate
of 84.6% and 76.4% respectively. The box and the bottle had the largest difﬁculty being
distinguished from one another, represented by their associated misclassiﬁcation rate.
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Figure 6.8: A healthy subject carrying out the classiﬁcation performance experiment on
a bottle using a power grasp, starting with the hand in the (a) rest position, (b) grasping
the bottle in the left cordon, (c) transporting the bottle towards the right cordon, and (d)
returning to the rest position.
6.4.2.ii Grasp Prediction
Due to the nature of the proposed control architecture, if the object is wrongly classiﬁed,
the system will be using a wrong set of grasp templates during the reaching phase. This will
usually result in a misclassiﬁed grasp, due to the comparison of arm motion to the wrong
template. However, this is not always the case, as some grasp patterns on the different
objects may be quite similar, and still classify correctly, for example the lateral grasps on
both the bottle and lid objects are very similar. Due to the manual switching of the thumb
position to gain access to the different grasps, if the wrong object and/or grasp is classiﬁed,
and results in a grasp with the incorrect thumb position, then the software interface will
lose track of which grasp pattern the hand is in, and will have to be corrected manually in
the software interface to match that of the hand. However, it does mean that if the grasp is
wrongly classiﬁed to a pattern requiring a change in thumb position, the correct grasp may
still be selected by the hand. A myoelectric hand with a motorised thumb will not have this
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Figure 6.9: An amputee subject carrying out the classiﬁcation performance assessment on
a bottle using a power grasp.
issue. To assess the overall classiﬁcation performance of the system, confusion matrices are
used to describe the following parameters:
True Positive The proportion of correct grasps made that were correctly classiﬁed in both
object and grasp pattern.
False Positive The proportion of correct grasps made where the object or the grasp has
been classiﬁed falsely.
Figure 6.10: Confusion matrix for the average classiﬁcation performance of the CVSS
across both healthy and amputee participants.
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Figure 6.11: Confusion matrix for the overall classiﬁcation performance of the system for
(a) bottle, (b) lid and (c) box for all healthy subjects, and (d) bottle, (e) lid and (f) box for
amputee subjects.
False Negative The proportion of incorrect grasps made due to the grasp being classiﬁed
correctly.
True Negative The proportion of incorrect grasps made due to the object and grasp being
classiﬁed falsely.
Figure 6.11 describes the overall system performance, where (a), (b) and (c) represents
all 10 healthy subjects, and (d), (e) and (f) represents the amputee subject for the bottle, lid
and box objects respectively. It must be noted that a greater number of amputee subjects
are required in order to have a better representation of system performance for that partic-
ular demographic. Healthy subjects that took part in the experiment emulate its use by an
amputee. Although not ideal, the data presented from healthy subjects can still be useful in
determining the system’s performance. For indication of the classiﬁcation success rate of
individual grasps for the correctly identiﬁed objects, 3-class confusion matrices were calcu-
lated for all 10 healthy subjects in (a), (b) and (c), and the amputee subject in (d), (e) and (f)
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Figure 6.12: 3-Class confusion matrices for individual grasp classiﬁcation performance
across correctly identiﬁed objects for (a) bottle, (b) lid and (c) box for all healthy subjects,
and (d) bottle, (e) lid and (f) box for the amputee subject.
for the bottle, lid and box respectively (see ﬁgure 6.12). The diagonals represent the clas-
siﬁcation rate where the grasp was correctly identiﬁed, while conversely, the off-diagonals
represent the classiﬁcation rate where the grasp was incorrectly identiﬁed. On an individual
basis, both subject demographics performed very similarly to each other, with no signiﬁcant
differences in classiﬁcation results.
Overall success rate for the bottle across both healthy and amputee subjects was very
high, with an accuracy of 98% and 100% respectively. Although the bottle did incur some
misclassiﬁcations across healthy subject data, 87.5% of them still provided the correct
grasp. 85.7% of the correctly selected grasps were classiﬁed as intended. Classiﬁcation
performance for the amputee subject showed similar results, with 90% of grasps having
a true positive outcome. Following a correct bottle identiﬁcation, both power and lateral
grasps for healthy and amputee subjects had a 100% classiﬁcation rate, showing that all
misclassiﬁcations occurred during object identiﬁcation.
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Grasp selection of the lid was also reasonably successful, providing an average accu-
racy rate of 71% and 80% for healthy and amputee subjects respectively. All misclassiﬁ-
cations present in healthy subject data incurred a true negative outcome. Individual grasp
classiﬁcation rate can vary a lot on the subject, but resulted in an average accuracy of 71.7%
and 70% between the two grasps for healthy and amputee subjects respectively. Healthy
subjects found precision grasps easier to classify than lateral grasps, with an 83.7% against
a 60% success rate. Conversely, the amputee subject found a 100% classiﬁcation rate for
lateral grasp compared to just 40% for precision.
Both healthy and amputee subjects found it much more difﬁcult to select the correct
grasp for the box. With the box being designated three grasps instead of two for both
the bottle and lid, it was expected that the classiﬁcation performance would be lower in
comparison, especially when the grasp patterns are so similar in approach. This still resulted
in a relatively good grasp selection accuracy of 71.6% and 66.7% for healthy and amputee
subjects respectively, however the success rate was an approximately even split between
true positive and false positive outcomes. Only 55.9% and 40% of successful grasps for
healthy and amputee subjects were made as the system intended. Misclassiﬁcations were
split relatively evenly between having a positive and a negative outcome across both subject
categories. Overall, the precision grasp was the hardest to classify correctly, with a success
rate of 42.5% and 0% for healthy and amputee subjects respectively, although the other
grasps didn’t fair that much better either, resulting in an overall grasp classiﬁcation accuracy
of just 50.9% and 26.7%. Power and lateral grasps shared the most similarities in terms of
trajectory features, having both being misclassiﬁed for one another the most.
6.4.3 Discussion
6.4.3.i Computer Vision
As previously mentioned, object recognition is not the main focus of this research, however
its integration still provides an important role in the determination of grasp. According to
ﬁgure 6.13, it can be seen that incorrectly classifying the object does lead to a greater risk
of misclassifying the grasp, especially when grasping the box with a misclassiﬁcation rate
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Figure 6.13: Pie charts displaying the average classiﬁcation outcomes for each object across
both healthy and amputee subjects.
of 14.55%. If a greater number of objects were studied, classifying the object incorrectly
may lead to a larger percentage of incorrect grasps being selected due to the larger amount
of possible combinations, however this would require further investigation.
Although showing relatively good classiﬁcation rates, the object recognition algorithm
has still plenty of room for improvement, and with the application of a very strong classiﬁer,
the CVSS can be greatly improved, reducing the overall grasp selection error rate. The cur-
rent algorithm only classiﬁes between 4 different objects, a bottle, lid, box and timer object,
however a much larger range of objects can be added. The robustness of the algorithm is
very dependent on the extensiveness of the template, and using a KNN classiﬁer means that
generally, the higher the number of images used for the template, the higher the accuracy of
the classiﬁer. The images used would also have to be from a much wider range of viewing
angles in order to account for different object orientations.
The bottle and the box objects had the most difﬁculty distinguishing from each other,
despite being dissimilar in shape. Depending on the camera’s view, the objects can appear
different in size. The distance between the camera on the subject’s viewpoint and the ob-
ject in the workspace can vary the property values of the object, which greatly affects the
classiﬁcation, especially between the bottle and box, where their sizes are similar. There-
fore it is important that the subject is sitting correctly at an ideal distance from the table for
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classiﬁcation. Although some ratio measurements were used from the object’s properties,
these can be distorted due to the camera picking up visual artifacts within the image, such as
shadows caused by poorly distributed lighting on the object as well as on uneven surfaces.
If the artifact blobs are close by to the object’s blob in the image, they can merge during
Gaussian ﬁltering, forming a single blob with a slightly distorted shape. The distorted shape
can lead to property ratios that do not align with those from its template, giving it a higher
chance for misclassiﬁcation.
Although partially represented in the evaluation of the CVSS, the main disadvantage of
the algorithm combined with the hardware used, is its inability to distinguish objects from
the environment itself, which results in a high sensitivity to visual artifacts, despite using
a white background to improve the classiﬁcation rate. It is evident that the current state of
this particular CVSS is not currently suited for real-life applications, however implement-
ing a state of the art object recognition system will make it much more compatible with the
sensor suite. The CVSS has plenty of room for improvement, and many of its shortcomings
can be overcome in future work.
6.4.3.ii Muscle Activation with MMG Sensing
The response of the MMG sensor during muscle activation was not recorded during experi-
mentation, as it only provided a means for initiating the grasp selection algorithm, however
there were some important observations made in regards to them that can potentially have an
overall detrimental effect on the system’s usability. Although the MMG sensors responded
reasonably well in the majority of trials when conducting the experiment with regards to
intentional muscle activation, there was a tendency for unintentional activation, especially
during arm movement. Despite the methods used to restrict unintentional muscle activation
during arm motion by monitoring the gryoscopic values in both IMU sensors, there were
still a large number of cases of unintentional activation when still. The quantity of cases
during the study was not recorded however, but was observed to be a problem. This was not
consistent across all subjects, as some had much fewer unintentional MMG activations than
others. This was apparent in both healthy and amputee subjects, and it is important to ﬁnd
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the reason behind the issue in order to make further improvements to the MMG subsystem.
This is beyond the scope of this research, however it is deﬁnitely worth improving.
Healthy subjects had the MMG sensor located on the extensor digitorum of the right
forearm, and could have suffered from interference from the partially activated muscle due
to holding the Bebionic hand. With the forearm already partially contracted, some subjects
found it harder to raise the signal above the threshold to activate the system. As a result, the
threshold had to be lowered, increasing the chance of unintentional activations due to motion
artifacts. Generally, the higher the threshold is kept, the lower the risk of unintentional
activations, however this can lead to greater muscle fatigue. It was also noticed that a
few of the subjects performed an unnecessarily hard clench when trying to activate the
muscle, which would result in the hand itself jolting. This action sets the gyroscopic values
over the threshold, so the system detects a motion, preventing intentional muscle activation
from ﬁring. Lowering the gyroscopic threshold to counter this would result in a greater
number of unintentional activations due to arm motion. Some subjects performed much
better than others, having little trouble in activating the system intentionally, as well as
having a reduction in the number of misﬁres.
The amputee subject on the other hand had the MMG sensor located on the bicep, as the
subject’s forearm prosthesis was unable to accommodate the MMG sensor. Unfortunately,
with the high weight of the entire prosthesis on the elbow joint, the bicep was constantly
being activated just trying to move the arm, or even just holding it place. The position of
the sensor made the system very difﬁcult to use for the subject due to the high frequency
of unintentional activations. In comparison, healthy subjects hold the prosthesis in their
reaching arm, partially supported by a strap. The sensor positioning on the forearm allows
reach with much fewer motion artefacts. Although the weight of the prosthesis held along
the forearm still has an effect on the measured MMG signal, it is to a much lesser extent due
to the static nature of contracting the extensor digitorum. Although the CPA was completed
by the amputee subject, it was clear that it would be too difﬁcult to use during the TPA that
followed. A subject speciﬁc prosthesis designed to ﬁt with the MMG sensors is necessary
for real-time implementation of this system for amputees, as positioning the sensor on the
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upper arm results in too much muscle interference. TPA with the amputee subject would
not be good indication of system performance for grasp selection, as a lot of the time spent
would be on correcting the grasp due to unintentional activations. Integration using an
EMG prosthesis can easily be implemented instead, as it would provide the same control
functions as the MMG system. With the Bebionic hand, the current grasp needs to be
tracked effectively in order to switch to the correct grasp after classiﬁcation. Due to the
requirement of the manual changing of the thumb position to access different grasp patterns,
the current grasp tracking can easily be lost due to an incorrect classiﬁcation, as the system
assumes that the user has selected the correct thumb position before initiating the grasp
selection system. A fully automated prosthesis would be more adept in this application, as
grasp tracking wouldn’t be necessary.
It is unclear if using EMG sensors would present similar effects if positioned on the
bicep to be used for activation of the prosthetic hand, as the sensor would also detect the
signal, in this case electrical, generated from lifting and holding the prosthesis as well when
moving the arm. It must be noted that activating the MMG sensors to control the arm does
improve with practice, and given more time, participants may improve intentional activation
control of the muscle, lowering susceptibility to motion artifacts.
6.4.3.iii Grasp Prediction
Although overall accuracy for predicting grasp for both healthy and amputee subjects was
very high for the bottle and lid objects, the box provided mixed results. Although the
bottle and lid performed well, false positives provided quite a high percentage of the overall
accuracy. Ideally the accuracy would be formed out of true positive outcomes, with both
object and grasp identiﬁed correctly as intended.
All the misclassiﬁed grasps present when interacting with the bottle was a result of
object misclassiﬁcation, with the bottle being incorrectly classiﬁed as a box. The object
misclassiﬁcation had little effect on the outcome of the correct grasp, as often, either a lat-
eral or power grasp was still classiﬁed. The correct grasp was selected due to both grasp
patterns being set as the default grasp following a thumb position change. Considering that
175
both power and lateral grasps are very different in terms of arm orientation, a grasp mis-
classiﬁcation would only occur if the wrong object was identiﬁed and sent a grasp change
command, such as switching to a precision grasp in the case of the bottle being classiﬁed as
a box.
Predicting between the lateral and precision grasp for the lid object proved a bit more
challenging, however a relatively high accuracy was still obtained. Although the majority of
correct grasp classiﬁcations were made up of true positives, any misclassiﬁcations incurred
would produce a true negative outcome, except in the rare case of the hand controller not
receiving the grasp change command via BT, as in the case of the amputee subject, which
resulted in a false positive. With the object classiﬁcation rate for the lid at 99.09%, it is
clear that the loss in performance is due to poor grasp prediction. It was seen in Chapter 5
that both grasps are much more similar to one another, leaving much less room for error in
terms of approach and arm position at the point of grasp. Healthy subject data suggests that
the precision grasp is much more likely to be predicted correctly, having a classiﬁcation
success rate of 83.67%, potentially due to the arm approaching the object higher at the
elbow to interact with the lid from directly above to improve the success rate of picking
it up. It was evident that all the subjects found difﬁculty in interacting with the lid using
a lateral grasp, with only a handful of successful pickups made. Although designed to be
consistent with the interaction of the bottle with a lateral grasp, it was found that due to
its difﬁculty (partially due to the lack of a gripping surface on the edge of the ﬁngers), the
grasp would be much less likely used in a real-life scenario, despite given the option.
The three grasps designated to the box found a much greater difﬁculty in distinguishing
between them, presenting relatively poor grasp classiﬁcation performance. Despite this, the
overall accuracy of the system was still relatively good, however the even split between true
positive and false positive outcomes is disconcerting. The large quantity of false positive
outcomes occurred as the result of a power or lateral grasp being classiﬁed as one another.
With both being set as the default grasp for each thumb position, a misclassiﬁcation would
not result in a grasp change command being sent to the hand. The true negative outcomes
would occur as the result of the precision grasp being classiﬁed incorrectly, or being incor-
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rectly classiﬁed during an intentional power or lateral grasp. Using a different prosthetic
device such as the Michelangelo Hand, which has a motorised thumb, would turn a lot of
those false positive outcomes into true negative outcomes, as the hand would always be able
to select the correctly identiﬁed grasp, greatly reducing the overall accuracy. It was apparent
however that having three grasps designated to the box may not have been necessary, as just
two grasps, lateral and precision would have easily sufﬁced.
Considering the overall classiﬁcation performance of the sensor suite concept, the sys-
tem provided positive results for identifying the correct grasp when interacting with a bottle
or a lid, obtaining a classiﬁcation success rate (true positive) of 84.55% and 70.91% re-
spectively, but performed much poorer with the box with just 38.18% of grasps classiﬁed
as intended. Although the results do show plenty of promise, extending the system beyond
the three objects considered would require rethinking the way objects are modeled in terms
of their interaction. It is evident that the system relies heavily on predicting the correct
grasp during reach for each object. It is important to note however, that the available grasp
patterns from the hand are very simplistic in nature, and the patterns available do not in-
teract with objects in the same way that the human hand does. So although implementing
more grasp patterns may increase the number of interaction options available for different
objects, often just one or two patterns are sufﬁcient to provide the desired control. Limiting
the number of grasp patterns per object would increase the overall grasp classiﬁcation rate,
however would also increase the burden on the object recognition system, especially when
increasing the number of object classes available. Evening out the classiﬁcation workload
between computer vision and grasp prediction would result in overall better performance of
the sensor suite, and would be a major consideration for further system development.
6.5 Task Performance Assessment
Having analysed the system’s classiﬁcation performance in terms of object recognition,
grasp prediction and muscle activation intention, the system is ready to test real-time task-
oriented performance. A ’Tray’ test is implemented to record the time taken to carry out
simple pick-and-place tasks on a table, similar to the tests conducted by M. Mace [121] and
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R. Woodward [193]. The protocol carried out by R. Woodward, is the most similar to the
one carried out in this study. The same grasp patterns were used when interacting with each
of the objects. On the other hand, the experiments carried out by M. Mace used different
grasp selections for the objects. The subjects in both experiments were standing, as opposed
to this study, where the subjects will be seated in order to standardise the position across all
subjects, taking into account amputee subjects who may not be able to stand. These are only
minor difference however, and the performance results can still be compared. Although a
direct comparison with the results obtained by R. Woodward and M. Mace may not provide
an accurate comparison due to their subjects having prior training, repeating the experiment
with these control strategies under the same conditions as this study will enable a direct
comparison of a large range of HMIs, and highlight the beneﬁts of cognitive prosthesis
control.
The aim of this study is to compare the overall system performance with that of con-
ventional MMG control in order to demonstrate the potential of a sensor fusion system
for automated grasp selection. The chosen test is ideal, not only due to the availability of
comparable results for different control strategies, but also because of the ability to test the
system for use in cluttered environments, and the automated switching between grasps made
with the thumb in the opposed and non-opposed position. The amputee subject who partic-
ipated in previous studies did not take part in this experiment due to the reasons discussed
previously.
6.5.1 Experimental Protocol
This study involves completing the experiment with three different control strategies:
Natural The task is performed using a normal human hand, used as a benchmark.
This control strategy does not apply to amputee subjects.
MMG The task is performed using only the MMG sensors, similar to conven-
tional EMG control of the Bebionic hand. Sending two consecutive mus-
cle activation signals will prompt a grasp switch to and from the default
and alternate grasp patterns.
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Sensor Suite The task is performed using the developed sensor fusion system consist-
ing of computer vision, IMU and MMG sensors.
The subject workspace consists of a tabletop divided into three sections, each 15 x
25 cm as shown in ﬁgure 6.14. The bottle, box and lid are positioned in the centre of the
left, centre and right cordons respectively. The centre of the cordon is 25 cm from the
rest position. The dummy timer object is positioned above the centre cordon. The hand
prosthesis starts in the rest position with the thumb non-opposed. The subject selects a
ﬁnger point grasp, and presses the dummy timer object. When the dummy timer object
has been pressed, the investigator begins recording the time using a hand held timer. The
subject returns the hand to the rest position, and then manually opposes the thumb. If
using the sensor fusion system, the subject looks at the next object while the thumb is
being manually changed, in case the MMG sensors are unintentionally triggered during this
process, however this rarely occurred. The subject then proceeds to select a power grasp
and picks up the bottle from the left cordon, and place it into the box, located in the centre
Figure 6.14: Task assessment workspace. 1) The timer is started using a ﬁnger point grasp.
2) The bottle is transported from the left cordon into the box in the centre cordon using
a power grasp. 3) The lid is transported from the right cordon into the box in the centre
cordon using a precision grasp. 4) The box is transported from the centre cordon to the
right cordon using a lateral grasp. 5) The timer is stopped using a ﬁnger point grasp. The
hand starts at the rest position whenever a grasp is initiated.
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Figure 6.15: Flow diagram highlighting the change in grasp during the task, where D and
A represent the default and alternate grasp patterns respectively. A dashed line represents a
grasp made with the thumb in the opposed position, and a solid line represents a grasp made
with the thumb in the non-opposed position.
cordon. The hand is returned to the rest position. The subject selects a precision grasp
(doesn’t require a change in thumb position) and proceeds to pick up the lid located in the
right cordon, and place it into the box in the centre cordon. The hand is returned to the rest
position, and the thumb is manually changed from opposed to non-opposed. The subject
then selects a lateral grasp and picks up the box from the centre cordon, and transport it to
the right cordon. The hand is returned to the rest position and the subject selects a ﬁnger
point grasp (doesn’t require a change in thumb position). The dummy timer object is then
pressed to prompt the investigator to stop recording the time. The task is repeated 5 times
for each control strategy.
With the thumb in the opposed position, the default grasp is set to power, and the
alternate grasp is precision. With the thumb non-opposed, the default grasp is lateral, and
the alternate is the ﬁnger point. A ﬂow diagram of the different grasp states of the task
is given in ﬁgure 6.15. Figure 6.16 shows each step taken in the assessment by a single
subject.
6.5.2 Results
Table 6.2 shows the median timings for the task for each subject, with the mean and standard
deviation (STD) taken across all subjects for each of the three control strategies. A visually
summary can be seen in ﬁgure 6.17, which shows (a) the raw timings for each trial and (b)
a boxplot summary for each control strategy for each subject. It can be seen that overall,
the sensor suite provided a faster medium to carry out the task, having a mean time of
110.03 seconds in comparison to 119.42 seconds for conventional control, which is a 8.53%
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Figure 6.16: A subject carrying out the task performance experiment. Starting with the
hand in the (a) rest position, the subject uses the sensor suite to (b) press the triangle with
a ﬁnger point grasp to start the timer, (c) return the hand to the rest position, (d) manually
change the thumb position, (e) pick up the bottle using a power grasp, (f) place the bottle in
the box, (g) return the hand to the rest position, (h) pick up the lid using a precision grasp,
(i) place the lid into the box, (j) return the hand to the rest position, (k) manually change the
thumb position, (l) use a lateral grasp on the box, (m) move the box to the right cordon, (n)
return the hand to the rest position, and (o) touch the triangle using a ﬁnger point grasp to
stop the timer.
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Subject Sensor Suite MMG Natural
A 89.84 120.51 3.29
B 141.25 81.83 3.29
C 69.53 86.08 5.47
D 92.79 108.76 4.20
E 169.93 166.20 4.20
F 137.16 83.87 7.16
G 110.42 135.00 4.12
H 68.63 90.05 3.57
I 100.05 136.34 3.74
J 120.74 185.58 4.74
Mean 110.03 119.42 4.38
STD 32.61 36.30 1.18
Table 6.2: Table displaying the median timings for each subject carrying out the task per-
formance assessment experiment for sensor suite, MMG and natural control strategies. The
sensor suite provided a faster medium to carry out the task, with an 8.53% time improve-
ment over conventional control.
reduction in the time taken. However, the time taken for either control strategy is still
much longer than that of a human hand. Task performance was fairly evenly spread, with
some subjects performing better or worse than others. The standard deviation between
sensor suite control and conventional control with MMG sensors were relatively similar.
For subjects without any prior experience using the MMG sensors, sensor suite or Bebionic
hand, overall performance was consistently good with only the occasional outlier.
6.5.3 Discussion
The task completion timings between the sensor suite and conventional MMG control strate-
gies were not statistically signiﬁcant, however the sensor suite did perform better on the
whole. Observationally however, prosthesis control using the sensor suite did have some
large advantages over conventional MMG-based control.
It was evident during the trials, that the subjects did suffer from greater muscle fatigue
using conventional MMG control, as the subject was required to activate the muscle many
times to provide any kind of response from the hand. In comparison, only a single muscle
activation is required when using the sensor suite to switch grasps and close the hand. The
subject was required to monitor the MMG response and its relation to the threshold during
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Figure 6.17: Timing results of the task performance assessment showing (a) raw results,
and (b) boxplots for each subject performing ﬁve trials for each of the three control strate-
gies. The sensor suite provided a faster medium to carry out the task, with an 8.53% time
improvement over conventional control.
183
conventional control in order to prevent unnecessary activations. Motion artifacts were also
an issue, and would sometimes open, close and switch grasps unintentionally, forcing the
subject to activate the muscle additional times in order to switch them back. Unintentional
activations were not the only problem, as a slight movement while intentionally trying to
either open or close the hand would result in prolonging the signal above the threshold,
causing a grasp change to be sent instead. This in turn would result in the subject having to
send a double muscle activation in order to switch the grasp pattern back, causing additional
fatigue.
During conventional MMG control, occasionally the subject would forget what grasp is
currently selected, forcing them to close and reopen the hand to check, or cause an incorrect
grasp to be made accidentally. This highlights the beneﬁt of reducing the cognitive load
on the user. When using the sensor suite, the subject did not need to remember what grasp
the hand was currently in, as the system would just select the appropriate grasp based on
current tracking information. Therefore a decrease in cognitive load can lead to a reduction
in the time taken to complete tasks.
Subjects carrying out the task using the sensor suite, did however have to be wary of
their distance from the target object in order to get a correct object classiﬁcation. This was
most relevant when targeting the timer object to initiate a ﬁnger point grasp. Sitting too far
away could classify the timer as a lid, initiating motion recording, instead of switching to
the grasp immediately. Selecting the correct object in the cluttered environment generally
performed well, provided that the camera was correctly positioned to point at the center
of the subject’s vision. Targeting the box after the bottle and lid had been placed inside
normally resulted in an incorrect object classiﬁcation, and in most cases identifying it as a
lid. The incorrect lid classiﬁcation was a result of the lid on the bottle itself being classiﬁed
rather than the box, due to its contrast in colors. The wrong classiﬁcation still led to a false
positive outcome, as a lateral grasp was still classiﬁed to carry out the task as intended.
Generally, longer trials when using the sensor suite occurred due to incorrect grasp
classiﬁcation when reaching to pick up the lid using a precision grasp. Despite subjects
showing relatively good separation between both designated grasps, reaching consistency
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during timed conditions appeared much different than when carrying out the more repetitive
and controlled template collection stage. Although the majority of subjects had no problem
with classifying a precision grasp, it must be made aware that certain grasp features may
change when facing certain conditions. A subject whose main grasp template features rely
on the velocity or acceleration proﬁles would ﬁnd it more difﬁcult to classify the grasp
correctly when rushing to complete a timed task. Therefore in terms of adaptability, dis-
placement template features may be more desirable as they are less vulnerable to changes
in external pressure conditions on the subject.
6.5.4 HMI Comparison
As mentioned earlier, the ’tray’ test was an experiment previously conducted by R. Wood-
ward [193] and M. Mace [22] who compared the time taken to complete the task using a
variety of different HMI control strategies.
The test carried out by R. Woodward was the most similar to the TPA, with the only
difference being, that the task was carried out with the subject standing. 5 healthy subjects
(trained) carried out the experiment using 5 different strategies over 3 trials. Natural control
consisted of carrying out the task using the subject’s own hand, MMG with visual and EMG
with visual was using gesture switch control with a single MMG and EMG sensor respec-
tively, with visual feedback of the signal, MMG without visual and EMG without visual was
using gesture switch control with the MMG and EMG sensor respectively without visual
feedback. Gesture switch control involved activating the muscle with the hand positioned
by the opposite shoulder in order send a grasp change command. The tests produced mean
completion times of 10, 48, 45, 40 and 39 seconds for Natural, MMG with visual, EMG
with visual, MMG without visual and EMG without visual respectively.
The test carried out by M. Mace was more different than the TPA, where different grasp
selections were used for the objects. Grasping the bottle, lid and tray were all carried out
with the thumb in the opposed position. The non-opposed position was only used for a ﬁnger
point grasp used to start and stop the timer. 3 subjects carried out the test using 4 different
control strategies over 10 trials. Natural control consisted of carrying out the task using
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the subject’s own hand, FSR was using conventional control using force sensitive resistors
(FSRs) with the opposite hand, FSR + tongue was using the FSRs for proportional control
of the hand, and tongue control for grasp switching, and tongue control was using complete
discrete control of the hand. The tests found mean task completion times of 9.9, 28.03, 28.7
and 43.93 seconds for natural, FSR, FSR + tongue and tongue control respectively.
By comparison, the TPA conducted in this chapter yielded much slower completion
times to that of R. Woodward and M. Mace. The sensor suite appears to perform poorer in
comparison to that of MMG and EMG gesture switch control, with the average time taken
being over double. However, it must be noted that tests were carried out by R. Woodward
with subjects who had prior experience with the Bebionic hand and MMG control. The
MMG sensor was also placed on the opposite hand to the one carrying the Bebionic hand,
using only isometric contractions, which are signiﬁcantly cleaner than when using the MMG
sensor on the same arm holding the prosthetic hand. The tongue control strategy proposed
by M. Mace also yielded much faster task completion times, also less than half that of
the sensor suite. However, it must also be noted that subjects were thoroughly trained
beforehand, and the experiment was much more different. The subjects in both studies
were also carrying out the experiment without any movement constraints. Subjects carrying
out the TPA had wrist ﬂexion and extension constrained to mimic the anthropomorphic
constraints imposed on amputees.
As mentioned previously, the results of R. Woodward and M. Mace cannot be directly
compared due to the differences in setup and protocol, however they do provide a number
of useful strategies that could potentially be compared with repeated experiments using the
same procedures as the TPA in future work. Repeating the TPA using these strategies under
the same constraints would provide a much more balanced and useful comparison.
6.6 Chapter Summary
This chapter presented and analysed the real-time classiﬁcation assessment of the sensor
suite concept for prosthetic hand control, looking at the performance of the CVSS for ob-
ject recognition, MMG for muscle activation and inertial motion for grasp prediction. The
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performance of the sensor suite was actively compared against conventional prosthetic hand
control using MMG sensors in a task-oriented experiment. The sensor suite provided overall
good results, showing a reduction in the time taken to complete the designated task com-
pared to conventional control with MMG sensors. Although a reduction in cognitive load
can be presumed due to the automation of grasp selection, further experiments are required
to quantify the extent of this reduction and its impact on task completion time. The effect
on cognitive workload can be measured with the use of a secondary task, comparing subject
reaction times and completion accuracy, while using various control strategies to complete
the primary task with the prosthetic hand. Similarly, the automation of some cognitive pro-
cesses while using the prosthetic hand would also reduce the physical processes required
from the user, potentially resulting in a reduction in muscle fatigue. This would require
further evaluation to quantify changes in muscle fatigue during the primary grasping task
by monitoring changes in the muscle’s EMG response.
The work presented proves the viability of the sensor suite concept, and how the tech-
nology, with some reﬁning, can lead towards improving conventional control strategies for




Conclusion and Future Work
7.1 Thesis Summary
The goal of this research was developing a sensor fusion concept capable of utilising the
natural motion of the upper limb in order to provide more natural robotic arm control with-
out the cognitive burden imposed on the operator. Decoding physiological features in upper
arm motion has been highlighted as a novel method for the prediction of grasp, offering sig-
niﬁcant advantages over conventional methods of control. Using the natural motion of the
arm when reaching to interact with objects in the environment can help reduce the cogni-
tive burden of control, while also reducing overall muscle fatigue. With technology rapidly
improving, especially towards the development of compact and minimalist wearable sen-
sors, the proposed sensor fusion concept, described in Chapter 3, can provide a low-cost,
non-invasive solution for upper limb robotic control with a reduction in the physical and
cognitive burden inherent in conventional control strategies. Although not perfect, the po-
tential of the conceptual system has been proved, and with some further reﬁnement in terms
of both hardware and software processing, an ideal solution to cognitive-free robotic arm
control can be obtained.
The fusion of alternative sensor technologies for conventional control has provided
new insights and solutions for tackling well known upper limb prosthesis control problems
by attacking it at a different angle. Replacing traditional EMG sensors with MMG sensors
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for the control of myoelectric hands can provide a number of advantages within constrained
scenarios. Although the EMG sensors have the beneﬁt of greater accuracy and consistency,
being generally more widely accepted in literature and clinical studies, MMG sensors do
provide an alternative for use in environments, situations and applications where conven-
tional sensors are unsuitable. Computer vision enables an additional layer of useful feed-
back, which can provide an active role in determining grasp by itself, as shown in Chapter 4,
and the combination with MMG sensing can provide a complete integrated control system.
Physiological decoding deals with interpreting user intention expressed through nat-
ural motion, without the cognitive burden of traditional gesture-based human machine in-
terfaces. Based on this idea, the main focus has been on the analysis of physiological in-
formation during the reaching phase leading up to a grasp or interaction. The incorporated
concepts of feature extraction, feature selection and class-speciﬁc classiﬁcation for differ-
ent objects achieved overall effective decoding of different grasp patterns. Improvements
to preliminary work, discussed in Appendix A, formed the collation of reach trajectory
analysis in Chapter 5.
The proposed sensor suite combined work carried out on MMG, computer vision
and physiological information according to the conceptual control architecture described
in Chapter 3. The integrated system was implemented for the real-time control of a myo-
electric hand prosthesis in a pair of experiments designed to assess the system’s classiﬁca-
tion performance and viability for completing simple tasks in Chapter 6. The sensor suite
performed better than conventional control with MMG sensors in task-oriented experimen-
tation, demonstrating the potential of sensor fusion, and more speciﬁcally, physiological
information, for assistive HMI applications.
7.2 Conclusions
Although controlling individual DOF of robotic arms using multiple gestures does have the
beneﬁts of greater ﬂexibility in user actions, precise control is still far from perfect, and
users are faced with extensive periods of training, high cognitive load, and increased mus-
cle fatigue. On the other hand, conventional control using pre-programmed grasp patterns
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generally works very well, however is still let down by the same debilitating factors.
The proposed sensor suite aimed to solve these common problems associated with
myoelectric hand control, with results demonstrating good overall grasp classiﬁcation and
selection. The sensor suite shows potential to reduce cognitive load and muscle fatigue on
the user due to the automation of grasp prediction and selection processes, although this
has yet to be quantitatively evaluated. The use of physiological information as a novel
grasp classiﬁcation strategy proved to be a useful tool in interpreting user intention. The
ability to apply control commands to a robotic system without requiring the need to make
any additional and potentially fatiguing gestures can vastly improve the usability of modern
robotics devices for prolonged periods of time. The strategy’s potential is not just limited to
applications in prosthetics within the medical ﬁeld, but can also be adapted to rehabilitation
for stroke and other neurological disorders using exoskeletons to help patients relearn motor
functions.
Although erroneous behaviour cannot be fully eliminated, and the accuracy of the sys-
tem is still not up to a suitable standard required for regular patient use, the sensor suite
concept shows plenty of potential with some reﬁnement to all aspects of the system, as well
as in terms of improved hardware development for a more integrated, minimalist and aes-
thetic appeal. Greater in-depth signal processing for motion segmentation and feature con-
struction is required to improve grasp prediction using inertial motion, as well as stronger
integration with the MMG sensor to reduce susceptibility to motion artifacts and uninten-
tional activation. Improved object recognition in cluttered, everyday environments, and the
formation of simpler but more functional object categories and their associated selection
of grasp patterns would provide a reduction in object, and therefore grasp misclassiﬁcation
rate and would extend the system for a wider range of activities.
7.2.1 Summary of Contributions
The summary of contributions, highlighted in Chapter 1 are reiterated below.
1. Decoding Grasp Intention
• Analysis of displacement, velocity and acceleration features inherent in arm
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motion during grasp established a novel method for predicting grasp intention
when grasping different objects with various grasp patterns (Chapter 5).
2. Human-machine Interfaces
• Development of an unobtrusive eye-in-hand vision system for automated grasp
pattern selection of a myoelectric hand prosthesis to grasp objects of different
sizes (Chapter 4). This preliminary work combined both computer vision and
mechanomyogram sensors, and formed the base of which the complete sensor
suite was designed.
• Development of a wearable heterogeneous sensor fusion control architecture
combining mechanomyogram sensors, computer vision and inertial motion for
upper limb robotic control, offering solutions to major problems inherent in
conventional strategies (Chapter 3).
• Real-time implementation of the proposed heterogeneous sensor suite to pro-
vide improved natural control over myoelectric hand prosthesis using predictive
grasp selection, while potentially reducing the cognitive burden imposed on am-
putees (Chapter 6).
7.2.2 Suggested Future Directions
While the ability to discriminate between different grasp patterns through physiological
activity has been demonstrated, there are a number of modiﬁcations that can be made to
improve functional use. The results obtained leave plenty of room for improvement, and
given additional time and resources, grasp selection accuracy can be increased by compar-
ing and integrating a wider variety of classiﬁcation strategies, which can lead to enhanced
performance and wider applicability of the framework to a broader range of operations. Fur-
ther development of the object recognition and grasp classiﬁcation algorithms are the most
obvious solutions, however even state of the art classiﬁers do not provide 100% accuracy,
especially if the underlying control structure has some ﬂaws.
The sensor suite concept has the potential to continually grow with the integration of
additional sensors to further improve environmental awareness of the system, leading to
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improved grasp selection accuracy, and the reduction of false positives. A balance between
classiﬁcation accuracy, user control, and cognitive load must be found, all while keeping the
number of required sensors minimal and unobtrusive. Many of the improvements discussed
can potentially be studied in enough depth to become research topics themselves, so it is
important to note how much the scope of this research can grow, given the time, energy and
resources. This section aims to address a number of limitations of the proposed system in
terms of both hardware, signal analysis and control architecture.
7.2.2.i Correctional Feedback
Although the sensor fusion concept proposed resulted in the reduction of cognitive load and
muscle fatigue on the user, it is essential to provide some form of correctional control to
reduce systematic errors. It was evident during task-oriented experimentation that if the
object was wrongly classiﬁed, there was a risk that the grasp would be classiﬁed incorrectly
too. The user has no method of correcting the wrong object classiﬁcation, or even knowing
of it before inertial motion recording began. Even the state of the art in object recognition
is far from perfect, so a means of class correction at the initial stage would go a long way in
the reduction of errors further down the line.
Restructuring the control architecture to provide an additional layer of sensory input
would give a degree of control back to the user, but would potentially increase the cog-
nitive and physical burden if requiring too much additional input from them. Providing
the user with a method of correcting false object classiﬁcation if necessary would also re-
quire providing them with a form of feedback. Although not currently widely available,
the development of augmented reality technology products such as the Google Glass could
enable real-time monitoring of the camera’s point of view, potentially aiding in the manual
targetting of objects, which would be an exceptionally useful feature for use in cluttered en-
vironments. This could decrease the number of indirect grasp misclassiﬁcations associated
with poor object targetting. An integrated miniature RGB-D camera or even stereo camera
pair for calculating depth can also vastly improve object targeting, while also aiding in the
removal of the background clutter in the image for improved object classiﬁcation.
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It was found during experimentation, that subjects beneﬁted from being able to view
the MMG signal response as it provided them with visual feedback to tell them when the
muscle signal would or would not be detected, reducing the number of ignored intentional
muscle activations. An augmented reality display would also be able to provide the user
with this feedback, enabling complete monitoring of the entire sensor suite.
Additional input from the user could be in the form of a secondary MMG sensor, lo-
cated on the brow if connected to the glasses, or on the ﬂexor digitorum of the active arm.
One sensor could be used to activate the object recognition system, and the other for grasp
prediction. Augmented reality would be able to give the user feedback on the predicted ob-
ject and grasp, giving them a chance to interrupt and correct the classiﬁcation if necessary.
7.2.2.ii Sensor Design
In terms of hardware, a lot can be done to improve the sensor technology used in the sensor
suite, with the most important being the redesign of the MMG sensor. The current design
described in Chapter 4 suffers signiﬁcantly from motion artifacts, with misinterpretation of
arm motion and muscle activation being the main issues. Although methods were used to
reduce it by monitoring gyroscopic data, it would also result in intentional muscle activa-
tions being ignored, thus increasing muscle fatigue. The method would still not prevent
100% of unintentional activations through dynamic arm motion from being detected. Any
external interference on the skin or MMG sensor itself such as tapping, brushing of material
or anything that perturbs the skin in some way, would induce large spikes in the signal,
potentially causing unintentional activations. This is a major ﬂaw of the sensor, however,
research into sensor design and experimenting with different materials could help to reduce
external interference and motion artifacts, which would increase its overall viability in a
wider number of applications.
Inertial sensing can also beneﬁt from improvements, not only in terms of the algo-
rithms used for the estimation of orientation, but also in the reduction of drift. With many
grasp patterns having very similar reaching trajectories, reducing drift is very important in
the correct prediction of grasp. Using inertial measurements to differentiate between dif-
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ferent elevation and angular positions to use multiple position-speciﬁc templates for each
subject could greatly improve the accuracy of the system. Position-speciﬁc templates would
greatly reduce the variance in grasp motion data between grasps, however, would add an-
other level for potential misclassiﬁcation.
7.2.2.iii Further Studies
Extending the current study to test on additional amputee participants will be beneﬁcial
in terms of evaluating the system for end users. Incorporating a secondary task in the
experimental protocol would provide quantitative analysis of the reduction in cognitive load
that the sensor suite provides. The addition of EMG sensors to measure muscle fatigue
would also aid in evaluating the reduction in physical load.
By providing a wider range of grasp patterns across a larger number of object cate-
gories, further assessment of the system’s viability for a wider range of activities of daily
living (ADL) can be conducted. Although, some changes would be required in the model-
ing of object categories and their associated grasp patterns, to make sure that only the most
common, relevant and useful patterns are assigned. This is turn would help split the work-
load of grasp prediction between the CVSS and GPSS, which would improve overall grasp
classiﬁcation performance for each object. This would mean improvements to the CVSS
would be a necessary step in order to increase the object classiﬁcation accuracy to make
sure the correct grasp templates are being used. Some form of object correctional feedback
described previously would be a useful option to reduce misclassiﬁcation errors.
7.2.2.iv Applications in Rehabilitation
Although the sensor suite’s application in prosthesis control has validated its effectiveness,
applying the system to a variety of applications within the medical ﬁeld would highlight its
generality as an assistive HMI. Adapting the system for exoskeleton control as a rehabil-
itation device for stroke patients and other neurological disorders can potentially improve
motor learning as well as provide a performance measurement tool for assessment. A pair
of IMU sensors can be used to monitor the grasp trajectory of impaired individuals for dif-
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ferent objects and grasps, and quantitatively measure improvement over time by comparing
motion against that of a healthy individual. An exoskeleton could use this information for an
adaptive controller to help impaired individuals relearn natural reaching motion for various
grasps depending on the object and desired interaction.
7.3 Final Comments
This work has investigated combining MMG sensors for muscle activation, computer vi-
sion for object recognition, and inertial motion for grasp prediction to provide automated
command input for assistive HMIs for robotic arm control. The predominant focus was
the extraction of features within physiological information during the reaching phase of
grasp, in order to predict user intention. The use of physiological activity enables a natural,
gesture-free and non-invasive HMI system to predict user intention without further increas-
ing cognitive and physical load. The proposed heterogeneous sensor suite was validated
through the real-time control of a myoelectric hand prosthesis, demonstrating comparable
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Preliminary work (peer-reviewed and published in [194]) for validation was conducted us-
ing a pair of X-IMU sensors by X-IO Technologies [195] for interacting with objects with
generalised sizes and shapes. Three object classes: very small (VS), small (S), medium (M)
and cup (CP), were chosen to evaluate the discrimination capability of the most common
grasps for that class. The M class was excluded from the study for simplicity, as it was
assumed that all grasps made would be a power grasp, either from above or the front of the
object. The grasps chosen for the VS class were power, pinch and open palm; S class were
power, pinch and tripod; and C class were power and tripod, shown in ﬁgure A.1.
A.1 Experimental Procedure
The pair of X-IMU inertial sensors were ﬁtted with a Velcro strap and worn around the wrist
and bicep as shown in A.2. A wrist strap was used to prevent wrist ﬂexion and extension
during grasp. Each IMU is equipped with on board attitude and heading reference system
(AHRS) algorithms. The sensors are connected to a MATLAB interface via Bluetooth, and
calibration is conducted using the provided software. The sensors are both conﬁgured to
only provide quaternion data at a rate of 256Hz. The IMUs are initialised by sending a
command to initialise and tare the AHRS algorithm, restarting it from initial conditions and
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Figure A.1: 1: Very Small (VS) object class grasped using a) power, b) pinch and c) open
palm grasp; 2: Small (S) object class grasped using a) power, b) pinch, and c) tripod grasp;
3: Cup (C) object class grasped using a) power and b) tripod grasp.
setting the current orientation as a reference vector. The reference vector is used by both
sensors to compare the orientation transformations with respect to a single point. Initialisa-
tion was conducted with the subject seated upright and close to the desk in the rest position,
with the dominant hand located at the edge of the table in line with their shoulder, with the
elbow bent at 90◦. Each grasp was recorded by key press, recording arm motion as the sub-
ject performed the grasp on the object from rest. The hand was returned to the rest position
after each grasp. 25 trials were conducted per grasp, where each trial consisted of grasping
the object positioned at a depth of 40 cm from the edge of the table, in line with the center
of the subject’s body. A total of 200 trials were made across all objects, with 4 participants
taking part in the study.
A.2 Data Processing
The raw data is decoded packet by packet and converted into a quaternion vector. The input
quaternion vector q is converted to a unit quaternion qu using equation A.1 and used as a
rotation vector to transform the reference vector qr to a new orientation qo (See equation
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Figure A.2: A pair of x-IMU sensors ﬁtted on the forearm and upper arm using a velcro
strap. A wrist strap was used to prevent wrist ﬂexion and extension during grasp.







A spike reduction algorithm (See equation A.3) is administered to the data to remove spikes
caused by dropped IMU packets. The algorithm goes through each data point in sequence,
comparing the size of neighbors to ﬁnd spikes. In order to remove adjacent spikes, the next
data point is set equivalent to the previous data point before checking. The data spikes are




qd−1, if |qd − qd−1| ≥ S
qd, otherwise
(A.3)
Where qd is the quaternion vector after despiking and S = 0.3 is the spike threshold. After
the spikes have been removed from the data, a moving average ﬁlter is applied to smooth
the signal. The X, Y and Z vector components of the despiked signal for each IMU are
separated when calculating the mean, standard deviation, skewness and kurtosis features.
Each component can be used to separate the data into classes according to grasp, giving
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a total of 24 features. In order to reduce dimensionality, the most informative features
must be found. The data was split into two sets, with 20% used for training, and 80%
used for testing. The Anderson-Darling hypothesis test found a mixture of Gaussian and
non-Gaussian feature distributions, therefore the Kruskal-Wallis test was selected to ﬁnd
the most informative features. A K-nearest neighbors classiﬁcation algorithm was used
(K = 1) with an Euclidean distance metric to classify the data into different grasps.
A.3 Results
Fig. A.3, A.4 and A.5 displays the orientation of the IMUs over time after the data has been
despiked and smoothed for object classes VS, S and CP respectively. When comparing
motion data between subjects, it can be seen that each subject’s arm trajectory is slightly
different, suggesting that each subject requires a tailored model to match their own motion
patterns. Fig. A.6, A.7 and A.8 show the clusters of the top three most informative features
for each subject. 86.1% of the top features were from the forearm IMU data, suggesting
that the motion of the forearm is more important than the upper arm in determining grasp.
The VS class successfully classiﬁed between the three grasps with an accuracy of
96.7%, 83.3%, 88.3% and 95% for subjects A, B, C and D respectively. During the VS
class trials, it was noticed that Subject B’s forearm motion tended to gradually drift across
the trials during the pinch grasp, with increased elbow ﬂexion, displaying a greater spread
in arm trajectory. This may be remedied by mixing all the grasp trials at random to make
sure that the subject is focusing rather than just going through the grasping motions.
The S class showed very similar motion patterns when comparing pinch and tripod
grasps. Using a tripod grasp with both ﬁngers on the opposite side of the thumb, or with
one ﬁnger on resting on top of the object seems to be a matter of preference. The expected
similarities between pinch and tripod grasps meant that classiﬁcation accuracy was much
lower between the two, with the experiment yielding overall accuracies for the S object
class of 81.6%, 58.3%, 56.7% and 80% for subjects A, B, C and D respectively.
Looking at the CP class, it can be seen that upper arm motion patterns for both grasps









































































Subject A Subject B Subject C Subject D
Figure A.3: Subject Forearm IMU (top) and Upper arm IMU (bottom) quaternion vectors
over time for the very small object class
that of a pinch or tripod grasp on the S class object. The forearm’s motion during a tripod
grasp however is more of a mix between a power grasp from above and a pinch or tripod
grasp on the VS and S object classes. The classiﬁer successfully separated the two grasps
with a 92.5%, 97.5%, 77.5% and 85% success rate for subjects A, B, C and D respectively.
A.4 Discussion and Conclusion
Inertial data features in the forearm and upper arm proved to be an effective method of
predicting the grasp intention during reach, with an overall success rate of 90.8%, 69.2%
and 88.1% for VS, S and CP object classes respectively. Despite the study being relatively
successful in terms of validating upper arm motion as a method for grasp prediction, there
is still plenty of room for improvement. The classiﬁcation success rate would have to be
much higher to serve practical application for amputee use. This study has only tested the
separability of the most common grasp patterns for three generic object classes based on
size, however many objects have yet to be studied. In many cases, an object’s application is










































































Subject A Subject B Subject C Subject D
Figure A.4: Subject Forearm IMU (top) and Upper arm IMU (bottom) quaternion vectors
over time for the small object class
speciﬁc, and require tailored grasp patterns for carrying them out. A greater number of
unique object classes are required to increase the versatility of the system, making it capable
of classifying more specialised tasks. Future work will build on the number of object classes
and their respective grasp classes to develop a more thorough database for automated grasp
selection in myoelectric hand prosthesis.
Object orientation is an important factor in the way it is grasped, and can account for a
portion of the spread in trajectory displayed in the experiments. The system can be subject
to very high variance when the position of the object is changed. In real-world applications,
the target object can located anywhere within the operator’s immediate workspace. Further
research is required into the classiﬁcation of grasp patterns in different object locations,
and studying how the arm’s motion is affected. Further improvements require greater in-
depth analysis of motion features to reduce the affect of variance between the grasp patterns
at different locations in order to provide stronger classiﬁcation rates. Although the study
presented is at a validation stage, the experiments provided useful information on what


























































Subject A Subject B Subject C Subject D
Figure A.5: Subject Forearm IMU (top) and Upper arm IMU (bottom) quaternion vectors














































































Figure A.6: Grasp class clusters using the top 3 most identiﬁable features for each subject









































































Figure A.7: Grasp class clusters using the top 3 most identiﬁable features for each subject













































































Training Data Test Data Power C lass Centroid Tripod C lass Centroid
Figure A.8: Grasp class clusters using the top 3 most identiﬁable features for each subject




p-values for individual features
P-Value Bottle Lid Box
Feature Lateral Power Lateral Precision Lateral Power Precision
’PoG:FAx’ 1.135e-54 3.76e-16 1.574e-55 1.152e-81 2.866e-62 6.315e-67 9.507e-85
’PoG:FAy’ 5.467e-37 2.128e-05 1.155e-28 5.778e-28 3.772e-35 1.288e-32 1.003e-28
’PoG:FAz’ 1.163e-63 3.954e-55 7.616e-68 2.945e-66 8.759e-40 8.959e-49 1.427e-58
’PoG:UAx’ 3.497e-40 1.364e-38 1.499e-46 1.096e-41 3.35e-43 1.345e-34 5.589e-51
’PoG:UAy’ 4.98e-42 6.549e-39 2.589e-53 3.908e-53 3.508e-45 1.089e-60 3.711e-52
’PoG:UAz’ 8.714e-39 1.846e-26 9.583e-59 4.264e-62 4.783e-63 4.472e-45 8.974e-54
’MaxDisp:FAx’ 5.256e-16 7.686e-08 2.19e-44 2.682e-41 2.156e-49 1.55e-34 1.48e-44
’MaxDisp:FAy’ 6.546e-11 7.255e-14 1.986e-20 1.007e-22 2.55e-26 1.028e-20 4.127e-21
’MaxDisp:FAz’ 1.06e-62 2.844e-52 7.005e-68 1.828e-66 5.984e-42 5.051e-49 8.269e-59
’MaxDisp:UAx’ 1.443e-39 4.37e-42 1.168e-46 2.296e-49 8.75e-43 1.138e-33 4.697e-48
’MaxDisp:UAy’ 7.028e-39 3.734e-38 3.493e-45 1.031e-47 1.102e-41 1.746e-46 7.883e-51
’MaxDisp:UAz’ 1.711e-08 0.0002119 2.112e-35 7.54e-27 6.889e-32 8.686e-35 8.513e-34
’MinDisp:FAx’ 1.946e-51 1.869e-21 1.001e-50 6.614e-81 2.221e-60 9.031e-63 3.462e-84
’MinDisp:FAy’ 8.939e-34 0.0005219 1.102e-18 9.192e-17 1.199e-19 4.266e-19 2.431e-17
’MinDisp:FAz’ 2.637e-13 1.672e-15 1.381e-19 1.462e-17 2.817e-38 8.311e-29 1.794e-38
’MinDisp:UAx’ 2.821e-12 2.873e-12 3.407e-07 1.536e-11 1.309e-21 5.836e-13 9.335e-24
’MinDisp:UAy’ 1.33e-18 1.114e-09 1.374e-38 1.464e-37 1.897e-14 3.668e-35 4.452e-35
’MinDisp:UAz’ 6.948e-38 1.988e-26 1.059e-48 1.141e-49 1.233e-41 1.418e-38 6.235e-39
Table B.1: Individual displacement feature p-values returned by a Kruskal-Wallis test for
each object and grasp across all subjects grasping at table height and ascending elevation,
with the null hypothesis that each set of subject samples comes from the same distribution.
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P-Value Bottle Lid Box
Feature Lateral Power Lateral Precision Lateral Power Precision
’MaxVel:FAx’ 1.657e-45 9.644e-13 3.414e-31 6.929e-34 7.431e-37 9.655e-34 7.154e-25
’MaxVel:FAy’ 5.663e-10 3.198e-23 4.827e-31 1.482e-17 6.031e-25 4.145e-34 8.101e-12
’MaxVel:FAz’ 1.786e-69 7.134e-52 3.185e-68 1.729e-66 3.096e-69 1.025e-60 1.025e-71
’MaxVel:UAx’ 1.13e-38 4.387e-47 2.413e-38 1.791e-33 4.491e-33 1.51e-26 2.25e-33
’MaxVel:UAy’ 3.465e-39 3.155e-36 3.103e-42 2.865e-42 3.81e-47 4.014e-41 3.685e-54
’MaxVel:UAz’ 6.054e-38 8.212e-19 6.285e-51 1.747e-66 8.73e-49 1.404e-60 9.92e-61
’MinVel:FAx’ 2.254e-45 1.181e-19 1.049e-29 1.146e-59 1.552e-36 3.021e-42 2.585e-61
’MinVel:FAy’ 1.414e-31 2.627e-05 7.007e-27 1.714e-24 1.003e-21 7.038e-22 2.043e-25
’MinVel:FAz’ 3.255e-24 1.249e-41 1.87e-21 5.671e-13 2.466e-36 1.108e-28 4.955e-32
’MinVel:UAx’ 4.028e-36 1.245e-23 3.627e-41 1.164e-39 1.306e-52 3.735e-38 3.978e-67
’MinVel:UAy’ 9.811e-36 2.712e-09 1.738e-43 2.215e-47 1.086e-39 4.512e-50 1.053e-51
’MinVel:UAz’ 1.625e-45 2.08e-39 9.19e-53 1.681e-48 1.267e-48 2.829e-40 1.947e-43
’RMSVel:FAx’ 1.748e-45 3.164e-15 6.112e-36 2.996e-69 4.69e-43 2.301e-51 4.15e-68
’RMSVel:FAy’ 4.233e-33 6.201e-07 1.123e-26 1.46e-25 7.191e-12 1.018e-17 4.83e-30
’RMSVel:FAz’ 2.156e-66 9.861e-50 6.139e-70 4.528e-65 5.512e-61 2.743e-57 1.494e-68
’RMSVel:UAx’ 1.98e-24 1.089e-36 1.322e-20 5.248e-20 3.119e-23 1.735e-19 4.579e-31
’RMSVel:UAy’ 4.817e-41 2.534e-34 1.204e-40 5.471e-37 7.413e-51 6.471e-39 6.2e-57
’RMSVel:UAz’ 6.809e-41 1.874e-28 5.479e-25 1.098e-30 1.346e-35 1.956e-18 1.221e-44
’PK-RMSVel:FAx’ 2.985e-31 7.879e-19 1.92e-25 1.964e-38 6.713e-42 5.467e-42 1.551e-39
’PK-RMSVel:FAy’ 3.751e-32 4.077e-32 3.834e-27 3.468e-21 1.724e-17 4.723e-21 2.356e-11
’PK-RMSVel:FAz’ 3.856e-38 2.092e-33 2.618e-45 4.242e-50 9.665e-47 6.715e-40 7.891e-42
’PK-RMSVel:UAx’ 6.927e-33 5.105e-30 1.217e-13 4.459e-19 8.113e-14 1.582e-18 1.347e-15
’PK-RMSVel:UAy’ 3.579e-44 6.521e-62 3.216e-61 1.757e-60 2.296e-56 3.084e-41 2.157e-46
’PK-RMSVel:UAz’ 2.716e-57 2.015e-66 1.644e-38 1.006e-53 6.164e-49 8.098e-37 7.233e-41
’MeanVel:FAx’ 1.565e-49 2.83e-15 1.736e-50 4.286e-74 4.024e-53 3.067e-54 5.151e-71
’MeanVel:FAy’ 2.07e-41 8.73e-05 6.801e-32 6.236e-31 2.383e-40 1.624e-34 1.743e-35
’MeanVel:FAz’ 3.253e-59 7.489e-53 3.031e-63 2.245e-65 6.227e-46 3.134e-46 2.55e-59
’MeanVel:UAx’ 2.25e-39 1.027e-37 2.35e-42 2.147e-36 9.907e-40 1.021e-29 2.499e-45
’MeanVel:UAy’ 5.329e-43 1.113e-32 4.902e-53 1.578e-53 6.482e-46 7.816e-60 4.462e-53
’MeanVel:UAz’ 7.048e-40 3.496e-24 9.599e-61 1.231e-64 1.361e-63 3.125e-44 3.479e-54
Table B.2: Individual velocity feature p-values returned by a Kruskal-Wallis test for each
object and grasp across all subjects grasping at table height and ascending elevation, with
the null hypothesis that each set of subject samples comes from the same distribution.
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P-Value Bottle Lid Box
Feature Lateral Power Lateral Precision Lateral Power Precision
’MaxAcc:FAx’ 8.715e-53 1.277e-21 2.586e-41 2.491e-45 2.567e-44 3.058e-49 1.546e-56
’MaxAcc:FAy’ 6.258e-35 4.444e-28 5.579e-37 2.884e-35 2.208e-23 9.928e-24 2.156e-30
’MaxAcc:FAz’ 3.27e-69 2.389e-41 1.297e-64 2.387e-68 5.531e-65 2.846e-63 2.644e-68
’MaxAcc:UAx’ 8.357e-38 8.834e-47 7.257e-30 3.748e-18 1.707e-35 4.847e-32 1.732e-35
’MaxAcc:UAy’ 5.158e-42 6.193e-42 5.87e-48 2.118e-48 1.248e-59 3.214e-52 8.794e-66
’MaxAcc:UAz’ 1.561e-62 1.36e-61 1.075e-49 1.959e-44 1.567e-49 8.126e-59 8.149e-67
’MinAcc:FAx’ 4.723e-52 1.455e-14 2.861e-37 5.515e-49 5.029e-43 2.098e-52 1.46e-58
’MinAcc:FAy’ 1.368e-41 1.172e-17 9.082e-37 4.952e-39 2.737e-28 2.061e-31 1.321e-39
’MinAcc:FAz’ 1.327e-70 7.818e-53 6.373e-73 3.603e-71 5.966e-73 1.128e-69 3.518e-75
’MinAcc:UAx’ 2.129e-50 1.083e-51 8.713e-45 2.893e-31 6.471e-46 4.397e-44 2.145e-48
’MinAcc:UAy’ 6.802e-55 5.52e-50 1.784e-47 3.891e-39 3.687e-56 6.701e-39 1.06e-66
’MinAcc:UAz’ 4.877e-58 2.926e-55 1.08e-51 7.045e-50 3.149e-55 5.342e-48 4.998e-58
’PK-DistAcc:FAx’ 1.081e-37 9.253e-11 2.36e-19 1.93e-32 3.441e-33 3.369e-35 7.065e-32
’PK-DistAcc:FAy’ 1.125e-34 1.465e-14 2.471e-10 1.518e-08 2.935e-19 2.784e-31 7.827e-25
’PK-DistAcc:FAz’ 6.002e-37 1.733e-17 2.904e-47 3.411e-55 8.237e-43 1.17e-34 8.546e-45
’PK-DistAcc:UAx’ 1.635e-31 7.015e-17 1.901e-42 2.769e-44 3.781e-36 6.029e-35 2.38e-32
’PK-DistAcc:UAy’ 3.201e-65 1.091e-47 1.775e-45 8.433e-58 1.438e-49 1.003e-46 1.116e-46
’PK-DistAcc:UAz’ 1.223e-56 2.996e-42 5.837e-56 9.951e-47 3.393e-35 3.371e-55 7.551e-39
’RMSAcc:FAx’ 3.687e-56 5.997e-17 5.276e-38 6.094e-50 5.328e-47 1.478e-58 4.735e-65
’RMSAcc:FAy’ 3.187e-38 1.387e-19 8.66e-37 3.601e-38 4.124e-23 6.086e-26 1.355e-36
’RMSAcc:FAz’ 1.09e-77 8.757e-52 1.604e-73 3.834e-71 1.798e-74 3.683e-69 8.507e-78
’RMSAcc:UAx’ 5.148e-40 8.347e-47 8.32e-37 5.6e-23 1.044e-42 4.735e-35 1.135e-43
’RMSAcc:UAy’ 1.501e-48 1.241e-41 9.152e-46 1.292e-40 1.903e-56 9.401e-44 1.374e-66
’RMSAcc:UAz’ 6.205e-60 8.897e-55 1.351e-47 1.383e-41 1.485e-51 7.782e-55 7.455e-66
’PK-RMSAcc:FAx’ 1.049e-24 2.054e-15 1.228e-12 3.441e-13 7.429e-16 1.047e-15 8.422e-13
’PK-RMSAcc:FAy’ 1.721e-17 1.165e-31 3.216e-10 2.144e-16 5.551e-21 1.575e-07 2.037e-10
’PK-RMSAcc:FAz’ 1.549e-14 3.705e-05 1.54e-23 5.287e-23 6.61e-13 4.367e-20 3.3e-08
’PK-RMSAcc:UAx’ 1.415e-25 4.572e-13 7.069e-17 8.316e-20 4.51e-18 2.306e-27 1.863e-25
’PK-RMSAcc:UAy’ 3.565e-32 2.582e-20 5.004e-30 7.081e-27 2.859e-22 2.439e-34 2.102e-19
’PK-RMSAcc:UAz’ 2.026e-36 2.892e-13 1.288e-20 4.237e-19 3.882e-26 2.208e-21 3.076e-23
’P2PAcc:FAx’ 6.858e-60 1.458e-19 1.402e-42 1.037e-50 1.125e-49 1.891e-56 3.898e-63
’P2PAcc:FAy’ 1.087e-39 1.635e-23 3.468e-36 2.966e-37 3.338e-25 1.197e-26 2.988e-35
’P2PAcc:FAz’ 2.86e-77 7.249e-51 9.195e-72 3.765e-73 3.679e-74 1.252e-68 6.641e-76
’P2PAcc:UAx’ 2.681e-45 3.153e-51 4.74e-39 3.015e-22 5.002e-43 1.313e-39 2.797e-41
’P2PAcc:UAy’ 3.753e-49 1.06e-47 1.53e-49 9.537e-44 6.079e-61 6.762e-47 3.297e-68
’P2PAcc:UAz’ 1.729e-64 5.373e-62 1.126e-53 9.095e-48 1.005e-54 6.157e-58 1.103e-67
Table B.3: Individual acceleration feature p-values returned by a Kruskal-Wallis test for
each object and grasp across all subjects grasping at table height and ascending elevation,





p-values for individual features
P-Value Bottle Lid Box
Feature Lateral Power Lateral Precision Lateral Power Precision
’PoG:FAx’ 4.96e-11 5.525e-07 8.641e-33 6.769e-27 2.708e-18 2.807e-23 8.499e-21
’PoG:FAy’ 4.445e-24 0.3569 6.46e-26 1.169e-20 6.158e-08 2.417e-29 3.471e-18
’PoG:FAz’ 5.425e-29 1.083e-25 1.359e-27 2.199e-12 1.166e-27 5.759e-32 8.849e-30
’PoG:UAx’ 0.004215 0.05207 1.222e-09 5.286e-10 3.191e-05 2.248e-17 7.596e-23
’PoG:UAy’ 2.127e-08 1.665e-07 8.668e-29 2.724e-27 1.088e-14 5.754e-24 7.205e-22
’PoG:UAz’ 4.749e-27 3.038e-08 5.589e-33 4.484e-27 2.264e-26 1.697e-31 1.047e-27
’MaxDisp:FAx’ 3.229e-11 3.149e-07 3.061e-20 7.727e-17 8.26e-20 3.561e-17 6.987e-20
’MaxDisp:FAy’ 4.299e-06 9.803e-10 0.8049 0.0002731 6.127e-05 8.799e-05 0.1021
’MaxDisp:FAz’ 4.981e-29 2.796e-28 1.011e-27 1.995e-12 1.146e-28 2.547e-32 5.102e-30
’MaxDisp:UAx’ 0.006618 0.001584 2.866e-10 5.743e-17 0.000188 7.277e-18 4.704e-23
’MaxDisp:UAy’ 1.072e-08 1.288e-08 3.932e-22 3.461e-20 3.771e-14 7.603e-16 5.096e-23
’MaxDisp:UAz’ 1.117e-05 0.5852 5.589e-33 4.484e-27 6.131e-25 2.815e-31 2.31e-27
’MinDisp:FAx’ 3.671e-09 1.899e-18 9.343e-33 6.769e-27 1.443e-16 3.068e-22 2.601e-19
’MinDisp:FAy’ 1.411e-20 0.7569 2.226e-14 7.137e-07 0.1675 4.014e-14 0.0002534
’MinDisp:FAz’ 5.323e-12 1.787e-05 9.039e-17 9.602e-13 1.52e-22 2.911e-21 2.204e-21
’MinDisp:UAx’ 0.2753 0.3621 0.1558 0.4119 0.06977 0.03997 0.005861
’MinDisp:UAy’ 0.3595 0.6595 1.457e-26 2.724e-27 7.308e-05 1.153e-12 2.706e-21
’MinDisp:UAz’ 3.815e-23 3.006e-08 1.836e-29 6.324e-25 9.326e-26 1.379e-27 2.387e-28
Table C.1: Individual displacement feature p-values returned by a Kruskal-Wallis test for
each object and grasp across all subjects grasping at table height and ascending elevation,
with the null hypothesis that healthy and amputee populations come from the same distri-
bution.
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P-Value Bottle Lid Box
Feature Lateral Power Lateral Precision Lateral Power Precision
’MaxVel:FAx’ 1.645e-22 0.1019 1.687e-16 1.14e-11 2.484e-15 1.892e-12 6.922e-17
’MaxVel:FAy’ 5.404e-05 0.1328 8.079e-12 1.11e-11 0.3277 1.245e-16 3.345e-07
’MaxVel:FAz’ 1.371e-29 1.324e-29 1.666e-32 1.369e-26 1.978e-30 1.207e-32 4.385e-31
’MaxVel:UAx’ 0.03861 1.385e-07 1.29e-05 8.811e-10 0.32 8.834e-07 8.783e-10
’MaxVel:UAy’ 1.797e-14 7.855e-19 1.12e-23 9.95e-22 3.728e-18 1.21e-18 7.293e-25
’MaxVel:UAz’ 7.578e-14 0.003421 5.424e-23 8.011e-16 0.0007285 2.158e-15 0.4683
’MinVel:FAx’ 0.0451 1.102e-15 2.188e-06 3.239e-08 0.001097 1.406e-07 0.0001508
’MinVel:FAy’ 5.353e-14 0.01101 1.324e-13 2.963e-06 0.006301 8.229e-12 0.0004695
’MinVel:FAz’ 5.335e-13 0.006877 3.382e-16 0.005566 2.32e-25 1.128e-21 1.171e-22
’MinVel:UAx’ 3.446e-09 0.0002041 1.659e-07 0.7093 6.915e-17 2.073e-05 1.499e-16
’MinVel:UAy’ 0.03618 2.152e-07 5.911e-22 3.218e-20 0.01023 1.555e-19 6.581e-08
’MinVel:UAz’ 1.399e-27 6.801e-21 1.319e-32 1.182e-26 1.345e-27 7.878e-29 7.673e-30
’RMSVel:FAx’ 0.6697 2.779e-18 4.004e-16 1.824e-15 0.5371 0.3179 0.7776
’RMSVel:FAy’ 1.064e-19 0.01181 7.64e-15 6.272e-09 0.0003395 1.075e-09 0.0001874
’RMSVel:FAz’ 1.271e-29 9.185e-30 1.508e-32 9.783e-27 1.957e-30 1.313e-32 3.415e-31
’RMSVel:UAx’ 0.0005224 1.893e-14 0.005436 1.415e-07 0.007029 1.81e-07 4.238e-08
’RMSVel:UAy’ 4.21e-15 4.586e-14 3.335e-18 8.136e-10 6.194e-19 1.285e-12 4.19e-23
’RMSVel:UAz’ 5.413e-25 1.563e-12 0.7068 0.6855 2.672e-19 0.0005795 1.325e-22
’PK-RMSVel:FAx’ 1.281e-07 0.007107 7.232e-11 3.891e-17 1.088e-14 9.04e-22 1.116e-15
’PK-RMSVel:FAy’ 0.01044 7.754e-09 0.2498 0.4242 0.009406 5.358e-09 1.504e-06
’PK-RMSVel:FAz’ 1.746e-09 2.942e-07 3.709e-18 1.341e-09 3.52e-18 5.068e-18 2.841e-14
’PK-RMSVel:UAx’ 4.678e-10 5.76e-10 0.05023 0.0001457 0.04508 0.002327 0.1438
’PK-RMSVel:UAy’ 0.000216 1.058e-20 9.336e-25 1.775e-17 2.331e-14 1.251e-19 2.214e-17
’PK-RMSVel:UAz’ 7.28e-24 4.283e-27 5.457e-20 3.112e-16 1.99e-17 5.48e-23 3.009e-19
’MeanVel:FAx’ 0.001708 5.849e-06 6.338e-29 6.79e-23 2.721e-10 6.754e-09 2.227e-10
’MeanVel:FAy’ 1.325e-26 0.1389 1.032e-27 5.697e-22 8.249e-10 3.078e-30 1.103e-20
’MeanVel:FAz’ 2.066e-29 1.534e-25 6.487e-32 1.568e-24 1.333e-29 5.64e-32 7.518e-30
’MeanVel:UAx’ 0.4852 0.06671 0.0007573 0.163 0.04284 2.024e-11 4.861e-18
’MeanVel:UAy’ 7.393e-10 0.0003292 1.832e-28 1.741e-26 8.997e-15 1.47e-23 2.076e-21
’MeanVel:UAz’ 1.911e-27 1.557e-06 5.589e-33 6.221e-27 1.48e-25 2.753e-30 5.693e-27
Table C.2: Individual velocity feature p-values returned by a Kruskal-Wallis test for each
object and grasp across all subjects grasping at table height and ascending elevation, with
the null hypothesis that healthy and amputee populations come from the same distribution.
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P-Value Bottle Lid Box
Feature Lateral Power Lateral Precision Lateral Power Precision
’MaxAcc:FAx’ 2.264e-16 1.026e-09 0.001128 1.699e-06 1.006e-19 8.637e-14 3.632e-13
’MaxAcc:FAy’ 7.088e-06 8.324e-06 0.03859 0.06176 0.0008792 0.0003774 0.000361
’MaxAcc:FAz’ 1.844e-28 1.998e-24 1.161e-31 1.113e-23 5.582e-30 7.396e-32 6.519e-30
’MaxAcc:UAx’ 1.534e-09 4.809e-18 0.5616 0.001447 2.512e-09 0.5212 0.2113
’MaxAcc:UAy’ 4.928e-16 5.467e-18 1.847e-25 5.382e-22 3.273e-21 3.562e-21 3.501e-25
’MaxAcc:UAz’ 2.02e-24 2.129e-25 1.039e-20 2.05e-21 1.007e-26 5.652e-24 1.512e-28
’MinAcc:FAx’ 7.078e-11 6.801e-12 6.574e-05 0.01958 1.951e-12 4.343e-18 1.269e-13
’MinAcc:FAy’ 1.398e-11 0.0001166 3.166e-14 5.422e-09 7.239e-06 6.476e-14 1.008e-06
’MinAcc:FAz’ 2.914e-29 3.687e-18 8.353e-32 1.818e-27 4.053e-30 1.49e-32 3.951e-31
’MinAcc:UAx’ 1.224e-23 1.915e-25 7.012e-11 2.133e-07 1.534e-21 2.407e-09 8.633e-12
’MinAcc:UAy’ 8.913e-24 1.906e-24 9.944e-20 5.074e-18 8.433e-25 1.746e-13 1.583e-24
’MinAcc:UAz’ 5.072e-28 2.609e-20 1.825e-17 2.669e-18 4.402e-28 1.922e-25 2.294e-30
’PK-DistAcc:FAx’ 4.903e-05 2.885e-07 9.833e-06 1.251e-12 7.573e-08 1.273e-18 5.033e-14
’PK-DistAcc:FAy’ 0.6614 0.00272 0.3773 6.053e-06 2.291e-07 2.555e-06 8.411e-13
’PK-DistAcc:FAz’ 1.248e-07 6.52e-12 2.923e-22 7.208e-21 1.336e-11 4.417e-16 2.784e-19
’PK-DistAcc:UAx’ 3.952e-21 3.775e-06 4.416e-20 1.748e-19 8.091e-21 1.6e-26 1.39e-24
’PK-DistAcc:UAy’ 1.512e-08 0.06044 0.02814 9.183e-05 0.0002948 0.2021 0.0005644
’PK-DistAcc:UAz’ 2.218e-10 5.646e-11 1.079e-31 4.975e-26 3.444e-15 1.63e-28 3.514e-16
’RMSAcc:FAx’ 8.937e-12 1.555e-11 0.001588 0.002154 4.078e-18 2.925e-18 5.911e-14
’RMSAcc:FAy’ 3.227e-10 0.0002349 1.5e-07 3.304e-06 8.179e-05 5.339e-08 1.979e-05
’RMSAcc:FAz’ 1.463e-29 3.109e-24 1.021e-32 2.334e-28 1.957e-30 1.207e-32 1.713e-31
’RMSAcc:UAx’ 1.526e-17 2.829e-22 8.05e-05 0.043 2.261e-17 0.02249 0.001826
’RMSAcc:UAy’ 7.245e-20 1.406e-20 2.216e-22 8.373e-20 8.998e-23 1.145e-15 5.55e-26
’RMSAcc:UAz’ 1.247e-27 2.812e-23 5.353e-18 1.067e-20 2.742e-27 5.806e-24 2.817e-30
’PK-RMSAcc:FAx’ 4.672e-13 0.07119 0.0002785 9.914e-05 1.483e-09 4.206e-06 0.002505
’PK-RMSAcc:FAy’ 0.1817 1.363e-06 0.0002128 0.2082 0.5519 0.02187 0.1006
’PK-RMSAcc:FAz’ 0.00264 6.545e-06 3.908e-05 0.0154 0.2711 0.1096 0.4788
’PK-RMSAcc:UAx’ 1.746e-08 6.462e-08 0.008229 2.403e-06 0.7478 1.968e-06 0.06971
’PK-RMSAcc:UAy’ 0.4816 0.7639 0.1363 0.4565 4.192e-07 0.0001167 0.0587
’PK-RMSAcc:UAz’ 0.2168 0.6463 6.35e-11 0.001299 1.103e-15 2.866e-12 0.006289
’P2PAcc:FAx’ 2.67e-15 7.78e-12 2.756e-05 8.102e-05 3.646e-20 4.959e-20 3.573e-15
’P2PAcc:FAy’ 1.346e-08 2.634e-05 2.376e-06 0.0001066 8.116e-05 5.835e-08 1.639e-05
’P2PAcc:FAz’ 2.326e-29 4.524e-24 2.403e-32 1.469e-27 2.374e-30 1.246e-32 2.321e-31
’P2PAcc:UAx’ 6.01e-18 1.588e-23 6.81e-05 0.1168 1.209e-17 0.000291 0.0003248
’P2PAcc:UAy’ 3.713e-20 4.122e-22 9.189e-24 2.05e-21 1.418e-24 2.836e-18 1.594e-26
’P2PAcc:UAz’ 9.914e-28 1.086e-23 2.24e-20 2.314e-21 2.884e-28 2.508e-26 1.792e-30
Table C.3: Individual acceleration feature p-values returned by a Kruskal-Wallis test for
each object and grasp across all subjects grasping at table height and ascending elevation,


























































Table D.1: Individual physiological feature Pearson’s coefﬁcients and p-values for a sta-
tistically signiﬁcant correlation with the hand span of healthy subjects across all object
locations.
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Table D.2: Individual physiological feature Pearson’s coefﬁcients and p-values for a statisti-
cally signiﬁcant correlation with the arm span of healthy subjects across all object locations.
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