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1 Introduction
Generalized Argyres-Douglas (AD) theories and their construction from M5 branes [1–5] lead
to various predictions in mathematics. On the one hand, their Coulomb branch moduli
spaces are identified with moduli spaces of wild Hitchin systems [2, 4]. On the other hand,
the correspondence between 4d N = 2 superconformal field theories (SCFTs) and 2d vertex
operator algebras (VOAs) [6] can also be applied to AD theories, relating them with minimal
models, Kac-Moody algebras and other VOAs [7–13]. Hence it is possible to use AD theories
as a bridge to study the possible connections between wild Hitchin systems and VOAs [14, 15].
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AD theories, wild Hitchin systems and VOAs
An AD theory T can be constructed by compatifying 6d (2, 0) SCFT of type G = ADE
on a sphere Σ with one irregular singularities and possible regular singularities [2–5]. The
Coulomb branch MT of T compactifed on S1 is the Hitchin moduli space MH(Σ, G) [2, 4],
whose mirror LMT is given by MH(Σ, LG) associated with the Langlands dual group LG
via the geometric Langlands correspondence [16–19]. This was verified by matching the lens
space Coulomb index of AD theories and the wild Hitchin characters [14, 15],
ICoulomb(T [Σ, G];L(k, 1)× S1) = dimtH(Σ, LGC; k), (1.1)
whereH(Σ, LGC; k) is the Hilbert space of complex Chern-Simons (CS) theory that is obtained
by quantizing the Hitchin moduli space.
In [15, 20], 2d VOAs are added to the previous relations to make it into a triangle,
Coulomb index of T ←→ quantization of LMT
←→ ←→
VOA χT
(1.2)
where the VOA χT associated with the 4d N = 2 theory T . It is observed that the fixed
points of U(1) Hitchin action on MT are in bijection with highest-weight representations of
χT . In addition, a particular limit of the Coulomb index (or the Hitchin character) can be
expressed in terms of modular transformation matrices of those representations. The striking
feature here is that the VOA χT is usually related to Schur operators and Higgs branch of T
[6–13, 21], which do not contain Coulomb branch at all!
However the relation between the Coulomb branch index (wild Hitchin characters) of
T and modular transformation matrices of χT in [15] is not yet complete. Because the
Coulomb branch index depends on a fugacity u which counts the U(1)r charge of the 4d
N = 2 superconformal algebra, while elements the modular transformation matrices of χT
are numbers. The relation holds only when u approaches a special value given below.
It is this current work’s goal to construct the full relation between Coulomb branch
indices of (A1, A2N ) AD theories and modular transformation matrices of minimal models.
We conjecture that Coulomb branch indices of (A1, A2N ) AD theories on lens space L(k, 1)
times a circle can be written as (up to a proportional constant),
I(A1,A2N )(u) ∝ (S(A1,A2N )(u)−1T −k(A1,A2N )(u)S(A1,A2N )(u))00. (1.3)
where S(A1,A2N )(u) and T(A1,A2N )(u) are matrices with one parameter u which satisfies the
following relations,
S(A1,A2N )(u)2 = 1,
(S(A1,A2N )(u)T(A1,A2N )(u))3 = 1.
(1.4)
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Clearly S(A1,A2N )(u) and T(A1,A2N )(u) form a representation of SL(2,Z) and the relation in
[15]1 can be recovered by taking the limit u → exp
(
− 2ipi2N+3
)
under which S(A1,A2N )(u) and
T(A1,A2N )(u) become the modular transformation matrices S(2N+3,2) and T(2N+3,2) of char-
acters of (2N + 3, 2) minimal models. S(A1,A2N )(u) and T(A1,A2N )(u) can be viewed as one
parameter generalization of S(2N+3,2) and T(2N+3,2), and it will be shown in section 3 that
S(A1,A2N )(e−
2pii
2M+3 ) and T(A1,A2N )(e−
2pii
2M+3 ) are modular transformation matrices of torus one-
point conformal blocks of (2M + 3, 2) models. In short, the Coulomb branch index of the
(A1, A2N ) AD theory is related not only to the modular property of (2N + 3, 2) minimal
model but all the (2M + 3, 2) minimal models with M ≥ N .
AD theories and refined CS theory
The fact that Coulomb branch indices of (A1, A2N ) theories can be written as SL(2,Z) el-
ements S−1T−kS implies that these indices are related to the topological invariants of 3-
manifolds, in particular the topological invariants of the lens space L(k, 1). One construction
of L(k, 1) is gluing boundaries of two solid tori up to an SL(2,Z) transformation which maps
the (1, 0)-cycle to the (1, k)-cycle of the other one. The correct SL(2,Z) transformation is
just S−1T−kS up to framing factors TnL,R which may be added to the left or right. This is
exactly the structure of the Coulomb branch index 1.3!
It is then interesting to see if the Coulomb branch index on L(k, 1)× S1 as the partition
function on L(k, 1) of a three dimensional topological theory. To find this topological theory,
it is useful to go back to the M5 construction. The (A1, A2N ) AD theories are engineered by
compactification of M5 branes on a sphere with one irregular singularity, which is equivalent
to a disk with special boundary condition [2–5]. Topologically this is the same as wrapping
M5 branes on L(k, 1) × S1 times a cigar geometry, which is the same construction of the
refined Chern-Simons theory (refined CS) [22] in M-theory, based on earlier work [23]! It
is then natural to identify Coulomb branch indices of (A1, A2N ) AD theories on L(k, 1)× S1
with the refined CS partition function on L(k, 1),
I(A1,A2N )(u) = u
1
2
N(N+1)kZrCS(L(k, 1); q = u−2, t = u2N+1). (1.5)
The behavior of the irregular singularity of (A1, A2N ) dictates the relation between u of
Coulomb branch index and refined CS equivariant parameters q and t. One can then use this
relation to conjecture expressions of other observables of AD theories from the refined CS
theory. Therefore a forth player is added to the previous triangular relation,
Coulomb index of T ←→ quantization of LMT
←→ ←→←→ ←→ ?
VOA χT ←→ refined CS partition function
(1.6)
1In fact, a slightly modified relation from [15] is used in this paper, see equation 2.5.
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This paper is organized as the following. Section 2 summarizes the background knowledge
used in this work. The relation between Coulomb branch indices of (A1, A2N ) AD theories
and modular properties of torus one-point conformal block of minimal models are studied
in section 3. In section 4, both physical argument and explicit computation are presented
in order to show the identification of Coulomb branch indices of (A1, A2N ) AD theories on
L(k, 1) × S1 and refined CS partition function on L(k, 1). Section 5 generalizes the relation
found in section 4 and predicts other partition functions of (A1, A2N ) theories using refined
CS theory.
2 Background information
2.1 Coulomb branch index of (A1, A2N ) AD theories
The Coulomb branch index on L(k, 1) × S1 is defined in terms of the trace over the Hilbert
space on L(k, 1) [24–28],
IC = Tr C(−1)F tr−R, (2.1)
where the trace is taken over BPS states annihilated by both Q˜1−˙ and Q˜2+˙ of the 4d su-
perconformal algebra. F is fermionic number of the state, R and r are the SU(2)R and
U(1)r charges of the 4d superconformal algebra. Note that L(k, 1) is a quotient of S
3 by
Zk ⊂ U(1)Hopf ⊂ SU(2)L ⊂ SO(4), and both Q˜1−˙ and Q˜2+˙ transform trivially under SU(2)L,
the trace formula 2.1 is well defined.
The Coulomb branch indices for (A1, A2N ) AD theories on L(k, 1)×S1 was first discussed
in [15] using the “Lagrangian” proposed by [29–31]. Here we simply quote the result,
I(A1,A2N ) =
N∑
i=0
ui(i+1)k/2∏i
l=1
(
1− u2(N+l+1)) (1− u−2l+1)∏Nl=i+1 (1− u2l+1) (1− u2(N−l+1)) , (2.2)
where we replace the equivariant parameter t in [15] by u = t
1
2N+3 for later convenience.
The (A1, A2N ) AD theories are closely related to the (2N + 3, 2) minimal models. It
was also shown in [15] that the Coulomb index of the 4d theories are related to the modular
property of the characters of minimal models,
lim
u→e
2pii
2N+3
I(A1,A2N )(u) = e
(
1
12
− 1
4(2N+3)
)
piik
(
ST kS
)
0,0
. (2.3)
S and T are the matrix representation of modular S and T transformations acting on the
characters of (2N + 3, 2) minimal model and they are N + 1 by N + 1 matrices because of
N + 1 irreducible modules in (2N + 3, 2) model. S and T can be expressed explicitly,
Srρ = 2√
2N + 3
(−1)n+r+ρ sin
(
2pi(r + 1)(ρ+ 1)
2N + 3
)
,
Trρ = δrρe2pii(hr,ρ−c/24),
(2.4)
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Figure 1: Schematics of the torus one-point conformal block Fλc,µ(e2piiτ ).
where r and ρ run from 0 to N with 0 understood as the vacuum module (1, 1). c is the
central charge of (2N + 3, 2) model, and hr,ρ is the conformal weight, defined in equation 2.9
below. One may also check the following relation is also true,
lim
u→e−
2pii
2N+3
I(A1,A2N )(u) = e
(
− 1
12
+ 1
4(2N+3)
)
piik
(
ST −kS
)
0,0
. (2.5)
In this modified relation the limit u is taken to be e−
2pii
2N+3 instead of e
2pii
2N+3 and T k is replaced
by T −k for later conveniences.
This paper will discuss a more general relation between I(A1,A2N )(u) and modular prop-
erties of minimal models. To achieve that the knowledge beyond characters is required.
2.2 Torus one-point conformal blocks for (p, q) minimal models
One natural generalization of characters are the torus one-point conformmal block Fλc,µ(e2piiτ )
as depicted in figure 1, where c is the central charge of the model, λ is the conformal dimension
of the external primary operators and µ is the conformal dimension of the internal operator.
When the external operator is the identity operator 1, the conformal block reduces to the
Virasoro character of operator µ,
F1c,µ(e2piiτ ) = chµ(e2piiτ ). (2.6)
For convenience, c, λ or µ will also be replaced with other labels of the model or the operator
in the following context.
Fλc,µ(e2piiτ ) is non-zero only when the Verlinde coefficient Nµλµ is not zero. Given the
model and external operator λ, the collection of all non-vanishing one-point conformal blocks
{Fλc,µ(e2piiτ )} transform among each other under the modular group SL(2,Z), therefore form
a representation of the modular group with dimension
∑
µN
µ
λµ.
The modularity of one-point conformal block for minimal model was studied in [32].
Recall that the central charge for the (p, q) model is
cp,q = 1− 6(p− q)
2
pq
. (2.7)
The irreducible modules of (p, q) model are labeled by
{(r, s)|1 ≤ r ≤ q, 1 ≤ s ≤ p}, (2.8)
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with the conformal weight of the primary,
hr,s =
(rp− sq)2 − (p− q)2
4pq
. (2.9)
Note that (r, s) and (q−r, p−s) label the same module because hr,s = hq−r,p−s and irreducible
modules are uniquely determined by their conformal weight. The vacuum module is labeled
by (1, 1) or (q − 1, p− 1) since h1,1 = hq−1,p−1 = 0.
Assume p ≥ 3 is an odd integer and without lose of generality s ≤ p−12 . If the external
operator is the primary of the module (r, s), F (r,s)(p,q),(m,n)(e2piiτ )2 is non vanishing for (m,n)
pairs, {
(m,n)|r + 1
2
≤ m ≤ q − r + 1
2
,
p+ 1
2
≤ n ≤ p− s+ 1
2
}
, (2.10)
with the total number S = (p−s)(q−r)2 . Clearly when (r, s) = (1, 1), (m,n) runs over all
irreducible modules as expected.
It is proved in [32] that for (p, q) minimal model, given (r, s) the S = (p−s)(q−r)2 non
vanishing torus one-point conformal blocks form a holomorphic vector-valued modular form
under modular SL(2,Z). And the matrix representation for the modular T -transformation is
an s× s diagonal matrix,
T (p,q)(r,s) = diag{e2piir1 , . . . , e2piirs}, (2.11)
with rj = hmj ,nj − cp,q24 − hr,s12 . S
(p,q)
(r,s) is then computed by constraints,
(ST )3 = 1, S2 = 1. (2.12)
The modules will be always arranged in a way that T (p,q)(r,s) reduces to S for characters in
equation 2.4 when (r, s) = (1, 1). Given an arbitrary diagonal matrix T , the explicit form of
its corresponding S matrix was studied in [33]. Their results at lower ranks are quoted in
appendix A.
3 Coulomb branch index of AD theories and torus one-point conformal of
minimal models
The goal of this section is to generalize equation 2.5, which demonstrates the relationship
between the Coulomb branch index of the (A1, A2N ) AD theory and the modular property of
(2N + 3, 2), to arbitrary value of u. To do this, a one parameter generalization of modular
transformation matrices 2.4 is required and this generalization can be obtained natually by
looking at modular properties of torus one-point conformal blocks of (2N + 3, 2) minimal
models.
2For convenience the minimal model and the primary operator are represented by labels instead of central
charge or conformal weight.
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3.1 Generalized modular transformation matrices from torus one-point confor-
mal blocks
As mentioned in section 2.2 the torus one-point conformal blocks of (2N + 3, 2) minimal
models with the external state (1, s) form a vector valued modular form of dimension (2N +
3 − s)/2, with the modular T -transformation given explicitly in equation 2.11. Given a
series of vector valued modular forms with the same dimension, a one parameter family of
SL(2,Z) can be constructed, therefore can be viewed as a one parameter generalization of
modular transformation matrices, equation 2.4. This will be demonstrated explicitly for lower
dimensions first and then generalize to arbitrary dimensions.
Two dimensional representation
For (2N +3, 2) minimal models with N being a positive integer, the torus one-point partition
function F (r,s)(2N+3,2),(m,n)(e2piiτ ) forms a two dimensional representation under SL(2,Z) if and
only if the external module (r, s) is labeled by (1, 2N−1), and non-vanishing internal modules
are (1, N+3) and (1, N+2). These internal modules can also be labeled as (1, N) and (1, N+1)
because of the doubling.
The matrix representation of the T -transformation is,
T (2N+3,2)(1,2N−1) = e
pii
6
(
e
pii
2N+3 0
0 e−
pii
2N+3
)
. (3.1)
The matrix representation of the S-transformation can therefore be obtained by solving the
constraint equation 2.12. They reduce to modular transformation matrices of characters of
(5, 2) minimal model when m = 1.
It is easy to check that 3.1 is just specialization of matrices S(5,2)(u) and T(5,2)(u),
T(5,2)(u) = e
pii
6
(
u−1/2 0
0 u1/2
)
,
S(5,2)(u) =
1
1− u
(
−iu1/2 √1− u + u2√
1− u + u2 iu1/2
)
,
(3.2)
when u is set to be e−
2pii
2N+3 .
T(5,2)(u = e−
2pii
2N+3 ) =T (2N+3,2)(1,2N−1) ,
S(5,2)(u = e−
2pii
2N+3 ) =S(2N+3,2)(1,2N−1) .
(3.3)
S(5,2)(u) and T(5,2)(u) satisfy the constraint equation 3.10,
(S(5,2)(u)T(5,2)(u))3 = 1, (S(5,2)(u))2 = 1, (3.4)
for arbitrary u. These matrices form a one parameter family of two dimensional representation
of SL(2,Z), and can be viewed as a deformation of modular transformation matrices of
characters of (5, 2) minimal model.
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Three dimensional representation
For (2N +5, 2) minimal models with N being a positive integer, the torus one-point partition
function F (r,s)(2N+5,2),(m,n)(e2piiτ ) forms a three dimensional representation under SL(2,Z) if and
only if the external module is (1, 2N − 3). These series of S(2N+5,2)(1,2N−1) and T
(2N+5,2)
(1,2N−1) can be
considered as the deformation of modular S and T matrices for the (7, 2) model, and are
specialization of
T(7,2)(u) = e
pii
3
 u
− 5
3 0 0
0 u
1
3 0
0 0 u
4
3
 ,
S(7,2)(u) =

− u2
(u−1)2(u2+u+1) −
√
u2+u
√
u5+1√
u−1(u2−1)√u3−1 −
√
u4+1
√
u5+1√
u−1√u2−1(u3−1)√
u2+u
√
u5+1√
u−1(u2−1)√u3−1 1 +
1
u−1 +
1
(u−1)2
√
u4+1
√
u2+u
(u−1)√u2−1√u3−1
−
√
u4+1
√
u5+1√
u−1√u2−1(u3−1) −
√
u4+1
√
u2+u
(u−1)√u2−1√u3−1 −
u(u2+1)
(u−1)2(u2+u+1)
 .
(3.5)
It is easy to check directly that,
(S(7,2)(u)T(7,2)(u))3 = 1, (S(7,2)(u))2 = 1, (3.6)
for arbitrary u, and
T(7,2)(e−
2pii
2N+5 ) = T (2N+5,2)(1,2N−1) . (3.7)
Arbitrary dimension
In general the one parameter generalization of modular transformation matrices for (2N +
3, 2) model with positive integer N can be constructed by looking at the series of modular
transformation matrices S(2N+3+M,2)(1,M+1) and T
(2N+3+M,2)
(1,M+1) . The generalized T(2N+3,2)(u) matirx
is diagonal with non-zero elements,(T(2N+3,2)(u))ii = epiiN6 u− 16N(2N+1)+ 2N+12 i− i22 . (3.8)
Note that the matrix index i is chosen to run from 0 to N for later convenience, therefore(T(2N+3,2)(u))00 is the vacuum-vacuum component of T(2N+3,2)(u).
In principle the generalized S(2N+3,2) can be solved using the constraint equations. For
lower dimension explicit expressions of S(2N+3,2) are summarized in the appendix A. Another
way to obtain S(2N+3,2) is presented in section 4.
3.2 Coulomb branch indices as generalized modular transformation matrices
With the help of S(2N+3,2)(u) and T(2N+3,2)(u), it is now natural to generalize the relation 2.5
between Coulomb branch indices and modular properties of characters to arbitrary parameter
u. Again, the relation will be checked explicitly for (A1, A2) and (A1, A4) case and then
generalized to (A1, A2N ) cases.
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(A1, A2) case
Starting with (A1, A2) AD theory, its Couloub index is
I(A1,A2)(u) =
1
(1− u3)(1− u2) +
uk
(1− u6)(1− u−1) , (3.9)
It is natual to ask if the Coulomb branch index I(A1,A2)(u) is further related to S(5,2)(u)
and T(5,2)(u). Explicit computation using equation 3.2 and 3.10 tells us,
I(A1,A2)(u) = e
piik
6 u
k
2
1− u
1− u6
[
S−1(5,2)(u)T −k(5,2)(u)S(5,2)(u)
]
0,0
= uk
1− u
1− u6
[
S−1(5,2)(u)T −k(5,2)(u)S(5,2)(u)T k(5,2)(u)
]
0,0
,
(3.10)
and the matrix index 0 represents the vacuum module (1, 1). This is the most general relation
between Coulomb branch index of (A1, A2) theory on L(k, 1)×S1 and the generalized modular
transformation matrices the (5, 2) model, which encodes the modular properties of torus one-
point conformal blocks of (2N + 3, 2) models with N ≥ 1.
Remark: Note again that the identification of u is slightly modified from the relation
in [15] in order to match the refined Chern-Simons theory in the next section. In equation
2.3 as in the original work of [15], the limit is taken to be u = e
2pii
2N+3 , whereas u = e−
2pii
2N+3
in equation 2.5 and 3.3. The extra framing factor T k(5,2)(u) may be introduced to remove the
phase factor in the first line of 3.10.
(A1, A4) case
The next one is (A1, A4) AD theory with Coulomb index,
I(A1,A4)(u) =
1
(1− u3)(1− u4)(1− u5)(1− u2) +
uk
(1− u8)(1− u−1)(1− u5)(1− u2)
+
u3k
(1− u8)(1− u−1)(1− u10)(1− u−3) .
(3.11)
The complete relation with generalized modular transformation matrices of the (7, 2) model
is
I(A1,A4)(u) = e
piik
3 u
4k
3
(1− u)(1− u3)
(1− u8)(1− u10)
[
S−1(7,2)(u)T −k(7,2)(u)S(7,2)(u)
]
0,0
= u3k
(1− u)(1− u3)
(1− u8)(1− u10)
[
S−1(7,2)(u)T −k(7,2)(u)S(7,2)(u)T k(7,2)(u)
]
0,0
.
(3.12)
(A1, A2N ) case
For general (A1, A2N ) Argyres-Douglas theories on L(k, 1) × S1, we conjecture that the
Coulomb branch index should be able to expressed by the generalized modular transformation
– 9 –
matrices of the (2N + 3, 2) model,
I(A1,A2N ) =e
piiNk
6 u
N(N+2)k
6
N∏
i=1
1− u2i−1
1− u2i+2N+2
[
S−1(2N+3,2)(u)T −k(2N+3,2)(u)S(2N+3,2)(u)
]
0,0
=u
N(N+1)k
2
N∏
i=1
1− u2i−1
1− u2i+2N+2
[
S−1(2N+3,2)(u)T −k(2N+3,2)(u)S(2N+3,2)(u)T k(2N+3,2)(u)
]
0,0
.
(3.13)
This relation has been checked explicitly up to N = 5 case. It would be nice to have a
proof of this conjecture, which may require better understanding of the generalized modular
transformation matrices 3.2, 3.5 and 3.8.
In general, the Coulomb branch indices of (A1, A2N ) theories on L(k, 1) × S1 is pro-
portional to the 00 component of S−1(2N+3,2)T −k(2N+3,2)S(2N+3,2) up to a normalization factor
and possible framings, where generalized modular transformation matrices S(2N+3,2)(u) and
T(2N+3,2)(u) encode the modular properties of (2M+3, 2) models withM ≥ N . Due to the fact
that S2(2N+3,2) = 1, the difference between S−1(2N+3,2)T −k(2N+3,2)S(2N+3,2) and S(2N+3,2)T −k(2N+3,2)S(2N+3,2)
will not be able to see in this setup.
4 Relation with Refined Chern-Simons
As mentioned in the introduction 1, due to similar M -theory constructions, (A1, A2N ) AD
theories are expected to related to the refined CS theory. It is then important to understand
this relation from the geometry first.
The (A1, A2N ) AD theories are constructed by compactifying M5 branes on a sphere ΣN
with one irregular singularity. The Higgs field of the corresponding Hitchin system has the
asymptotic behavior
Φ(z)dz ∼ z 2N+12 σ3dz, (4.1)
where z is the coordinate of the disk and σ3 is the third Pauli matrix and the sigularity
is place at the infinity. There is one C∗ action on the disk and another C∗ action on the
Higgs bundle. To compute the Coulomb branch indices, the AD theories are further placed
on L(k, 1)× S1, therefore the M5 branes are on L(k, 1)× S1 × ΣN .
Now recall the construction of SU(N) refined CS theory [22]. Consider the M-theory on
(T ∗M × TN × S1)q, (4.2)
where T ∗M is the cotangent bundle of a three-manifold M and TN is the Taub-NUT space
twisted along the S1. The twisting is defined such that going around the S1 circle, the
complex coordinates (z1, z2) of the TN rotate by
z1 → qz1, z2 → t−1z2. (4.3)
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One may add N M5 branes wrapping
(M × Cz1 × S1)q, (4.4)
where M is the previous three-manifold, and Cz1 is the subspace of TN parametrized by z1.
The refined CS partition function is defined as the corresponding M5 partition function,
ZrCS(M, q, t) ≡ ZM (T ∗M, q, t). (4.5)
It is then natural to identify the Cz1 with ΣN of AD theories and the rotation on Cz2
with the U(1) action on the Higgs bundle. However the rotation around z1 and z2 can not
be arbitrary otherwise the Higgs field 4.1 will not be invariant. Going around the S1 circle,
the Higgs field Φ(z) becomes,
Φ˜(z˜) = tΦ(qz) = tq
2N+1
2 Φ(z), (4.6)
therefore the invariance of Higgs field requires that tq
2N+1
2 = 1, or
t2q2N+1 = 1. (4.7)
Moreover, the Coulomb branch indices of (A1, A2N ) AD theories on L(k, 1)×S1 is expected to
be equal to the refined CS partition function on L(k, 1) with t2q2N+1 = 1 up to a normalization
factor. This will be shown by explicit computation in the next sections.
Note that there is another construction of (A1, A2N ) theories by considering type IIB
string theory on isolated singularities in C4 defined by a polynomial [34],
x2 + y2 + z2N+1 + w2 = 0. (4.8)
It would be interesting to understand the relation with refined CS theory via this construction,
but it will not be the subject of this work.
4.1 Refined CS representation
The refined SU(2)K CS topological quantum field theory (TQFT)
3 representations of map-
ping class groups of genus 1 surface is summarized here. Comparing to the normal SU(2)K
CS TQFT, the Hilbert space is unchanged but the matrix elements of generators S and T
depends on two parameters q and t [35],
〈i|T |j〉 ≡ Ti(q, t)δij = q−j2/4t−j/2δij , (4.9)
〈i|S|j〉 ≡ Sij(q, t) = S00qij/2g−1i Pi(t
1
2 , t−
1
2 ; q, t)Pj(t
1
2 qi, t−
1
2 ; q, t), (4.10)
with q = e
2pii
K+2β , t = qβ = e
2piiβ
K+2β , K is the CS level and S00 is a normalization constant. i and j
run over non negative integers and are the Dynkin label of SU(2) irreducible representations.
Pj(x1, x2; q, t) is the SU(2) Macdonald polynomial of the spin-j/2 representation and gj is the
3The CS level is denoted by K to avoid confusion with k in L(k, 1).
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quadratic norm of the Macdonald polynomials Pj(x1, x2; q, t) under a natural orthogonality
condition. The explicit forms and properties of Pj(x1, x2; q, t) and gj are summarized in
appendix B.
The refined operators satisfy the same SL(2,Z) relations S2 = 1 and (ST )3 ∝ id, and
they reduce to the usual CS operators when t = q (β = 1). Ti and Sij have infinitely many
components in general. However if q and t satisfies the following relations,
qnt2 = 1, ∀ n ∈ Z, n ≥ 0. (4.11)
The Macdonald polynomial at (x1 = t
1
2 , x2 = t
− 1
2 ),4 Pj(t
1
2 , t−
1
2 ; q, t) vanishes for j > n,
Pj(t
1
2 , t−
1
2 ; q, t) = 0, ∀ j > k. (4.12)
Hence, Sij is truncated to a n+ 1 by n+ 1 matrices when q
nt2 = 1, and only the first n+ 1
entries of Ti are relevant here.
For a three-manifold M constructed by gluing the boundaries of two solid tori up to an
SL(2,Z) transformation V (q, t), the refined CS partition function on M is,
ZrCS(M ; q, t) = 〈0|V (q, t)|0〉, (4.13)
where V (q, t) is the refined CS representation of M .
4.2 Generalized modular matrices of minimal models and refined CS represen-
tations
Equation 4.9, which is the refined CS representation of T -transformation, matches with quan-
tized T(2N+3,2)(u) (equation 2.11) up to an overall constant under the change of variables,
q → u2,
t→ u−2N−1. (4.14)
To be precise, (T(2N+3,2)(u))ii = epiiN6 u− 16N(2N+1)Ti(u2, u−2N−1), 0 ≤ i ≤ N. (4.15)
under limit 4.14, q2N+1t2 = u−2(2N+1)u−(2N+1)2 = 1, hence Sij(q, t) and Ti(q, t) are truncated
to 0 ≤ i ≤ 2N + 1, and act on a 2N + 2 dimensional linear space. It will be shown that the
actual Hilbert space is N + 1 dimensional!
There is a symmetry in Ti(u
2, u−2N−1),
Ti(u
2, u−2N−1) = T2N+1−i(u2, u−2N−1), 0 ≤ i ≤ 2N + 1, (4.16)
therefore it is natural to identify the 2N + 2 dimensional Hilbert space {|i〉|0 ≤ i ≤ 2N + 1},
on which operator T acts, with the space of irreducible modules {(1, n)|1 ≤ n ≤ 2N + 2},
4Also called the (q, t)-deformed dimension of spin-j/2 representation.
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and the symmetry in Ti(u
2, u−2N−1) is interpreted as the identification of (1, i + 1) module
and (1, 2m − i + 1) module. This identification is further supported by the observation
that only half of eigenvalues of Sij(u
2, u−2N−1) are zero, hence the non-trivial eigenspace of
Sij(u
2, u−2N−1) is only N +1 dimensional, coinciding with the number of irreducible modules
of (2N + 3, 2) model.
Two dimensional case
When N = 1 everything can be worked out explicitly. After substituting q = u2 and t = u−3
the matrix representation of the T operator is,
Ti(u
2, u−3)δij =

1
u
u
1
 , (4.17)
and the representation for S operator is
Sij(u
2, u−3) = S00

1 u
3+1
u3/2
2 +
(u2+u+1)(u4+1)
u3
− (u+1)
3((u−1)u+1)(u2+1)
u7/2
−
√
u
u+1 −1 −
(u+1)(u2+1)
u3/2
2 +
(u2+u+1)(u4+1)
u3
− u2
(u+1)2(u2+1)
− u3/2
u3+u2+u+1
−1 u3+1
u3/2
− u7/2
(u+1)3((u−1)u+1)(u2+1) − u
2
(u+1)2(u2+1)
−
√
u
u+1 1
 .
(4.18)
Entries with value 0 are omitted in the above expressions.
To match with T(5,2)(u) and S(5,2)(u), one perform a similarity transformation such that
S becomes block diagonal with only upper left block none zero and T remains the same,
S′ij(u
2, u−3) = Ω−11 Sij(u
2, u−3) Ω1 =
2i√
u
S00

−i√u √1− u + u2√
1− u + u2 i√u
0 0
0 0
 , (4.19)
and
T ′ij(u
2, u−3) = Ω−11 Ti(u
2, u−3)δij Ω1 =

1
u
u
1
 . (4.20)
The (i, j) entry of the transformation matrix (Ω1)ij is non-zero only when i = j or i =
2N + 1− j to keep T ′ the same as T . The explicit derivation of Ω1 is left in the appendix C.
Denoting the upper-left diagonal blocks of S′ij(u
2, u−3) and T ′ij(u
2, u−3) by Sr1(u) and
T r1 (u) respectively, one obtains
Sr1(u) =
2i(1− u)√
u
S00S(5,2)(u),
T r1 (u) = e
−pii
6 u
1
2T(5,2)(u).
(4.21)
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Therefore with a suitable rotation of basis and the constraint q2t3 = 1, the refined SU(2)
CS representation of mapping class group matches with the quantized S and T of the (5, 2)
minimal model.
Arbitrary dimension
The strategy to match Sij(q, t) and Ti(q, t) operators in refined CS representation at q =
u2 and t = u−2N−1 with S(2N+3,2) and T(2N+3,2). Again using the fact that the non-zero
eigenspace of Sij(u
2, u−2N−1) isN+1 dimensional instead of 2N+2 dimensional, one can find a
similarity transformation ΩN which keeps Ti(u
2, u−2N−1) invariant but rotates Sij(u2, u−2N−1)
such that only the N + 1 by N + 1 upper left block of Sij(u
2, u−2N−1) is non-zero. Similar to
N = 1 case, define,
SrN (u) = [Ω
−1
N Sij(u
2, u−2N−1) ΩN ](N+1)×(N+1),
T rN (u) = [Ω
−1
N Ti(u
2, u−2N−1)δij ΩN ](N+1)×(N+1),
(4.22)
where [M ](N+1)×(N+1) means keeping only the N + 1 by N + 1 upper left block of the matrix
M . By definition SrN (u) and T
r
N (u) satisfy the SL(2,Z) constraints up to normalization, and
are proportional to S(2N+3,2)(u) and T(2N+3,2)(u) up to an overall factor,
SrN (u)
S−100
= 2e
piiN
2
∏N
i=1(1− u2i−1)
uN2/2
S(2N+3,2)(u)
T rN (u) = e
−piiN
6 u
1
6
N(2N+1)T(2N+3,2)(u).
(4.23)
Therefore the modular transformation matrices of intertwiners of (2N + 3, 2) minimal models
are mapped to the refined CS representation of mapping class group of torus with q = u−2
and t = u2N+1. Equation 4.23 provides another way to compute S(2N+3,2)(u) when N is large.
4.3 Coulomb branch indices and refined CS partition functions
It is explained in section 3 that the Coulomb branch index I(A1,A2N )(u) of (A1, A2N ) AD
theory on L(k, 1)× S1 can be expressed as the combination of S(2N+3,2)(u) and T(2N+3,2)(u)
comes from the modular transformations of (2N + 3 + m, 2) minimal models. Using the
result in the previous section, S(2N+3,2)(u) and T(2N+3,2)(u) are proportional to the refined
CS representation of S and T operators of the mapping class group of the torus. Therefore
I(A1,A2N ) can be identified with the refined CS partition function.
Using equations 3.13 and 4.23, one expresses the Coulomb branch index of (A1, A2N ) AD
theory by matrices SrN and T
r
N ,
I(A1,A2N )(u) =u
1
2
N(N+1)k
N∏
i=1
1− u2i−1
(1− u2i+2N+2)
∑
i
(SrN )
−1
0i (T
r
N )
−k
i (S
r
N )i0
=u
1
2
N(N+1)k
N∏
i=1
1− u2i−1
(1− u2i+2N+2)
∑
i
(SrN )
−1
0i (T
r
N )
−k
i (S
r
N )i0(T
r
N )
k
0.
(4.24)
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The second line follows naturally from the fact that (T rN )0 = 1. In terms of refined CS theory,
I(A1,A2N )(u) =(−1)N
u
1
2
N(N+1)k+N2
2
∏N
i=1(1− u2i−1)(1− u2i+2N+2)
1
S200
×
∑
i
S0i(u
2, u−2N−1)T−ki (u
2, u−2N−1)Si0(u2, u−2N−1)
=(−1)N u
1
2
N(N+1)k+N2
2
∏N
i=1(1− u2i−1)(1− u2i+2N+2)
1
S200
×
∑
i
S0i(u
2, u−2N−1)T−ki (u
2, u−2N−1)Si0(u2, u−2N−1)T k0 (u
2, u−2N−1).
(4.25)
S(u2, u−2N−1) is used here instead of S−1 is because that under this specialization S(u2, u−2N−1)
is singular and the inverse only exists in the N + 1 dimensional subspace discussed before5.
Notice that S00 is a normalization factor depends on q and t. In order to scale the eigenvalues
of S(u2, u−2N−1) to either 1 or 0, S00 is chosen as,
S200(q, t) =
1
2
(q
1
2 ; q)∞(t−1; q)∞
(tq−
1
2 ; q)∞(t2; q)∞
, (4.26)
with the q-Pochhammer symbol (a; q)∞ ≡
∏∞
i=0(1 − aqi). With this normalization factor it
can be shown that
2(−1)Nu−N2
N∏
i=1
(1− u2i−1)(1− u2i+2N+2)S200(u−2, u2N+1) = 1. (4.27)
Recall that one construction of lens space L(k, 1) is by gluing two solid tori with an
SL(2,Z) transformation S−1T−kS up to framing factors. Therefore the Coulomb branch of
AD theories on L(k, 1) × S1 should be identified with the refined CS partition function on
L(k, 1). The relation between I(A1,A2N )(u) and ZrCS(L(k, 1);u−2, u2N+1) simplifies after the
above normalization
I(A1,A2N )(u) = u
1
2
N(N+1)kZrCS(L(k, 1); u−2, u2N+1). (4.28)
Therefore the Coulomb branch index of (A1, A2N ) AD theory on L(k, 1) × S1 is indeed the
refined CS partition function on L(k, 1) up to an overall factor.
5Technically this changes the orientation of the manifold by gluing to solid tori, however, indices in this
paper are not sensitive to the orientation because S2 = 1.
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5 Further Generalizations
5.1 Partition functions of AD theories on L(p, q)× S1
It is easy to compute the refined CS partition function on general lens space L(p, q). Written
p/q as a continued fraction [a0; a1, a2, · · · , an]6,
p
q
= a0 − 1
a1 − 1a2− 1
...− 1an
, (5.1)
the gluing elements for L(p, q) is then,
S−1T−a0S−1T−a1 · · ·S−1T−anST
∑
n an , (5.2)
where the last term T
∑
n an corresponds to a choice of framing.
The supersymmetric partition function of (A1, A2N ) AD theories on L(p, q)× S1 is con-
jectured to be (again, using the fact that S2(2N+3,2) = 1),
IL(p,q)×S1(A1,A2N ) = cN (u)
(
S(2N+3,2)T −a0(2N+3,2) · · · S(2N+3,2)T −an(2N+3,2)S(2N+3,2)T
∑
n an
(2N+3,2)
)
00
∝ ZrCS(L(p, q); u2, u−2N−1),
(5.3)
where cN (u) is a proportional factor which could depend on the zero-point energy of the parti-
tion function. It is interesting to compare this conjecture with direct localization computation
and fix the ambiguity in zero-point energy and framing [36]. This could be a potential way
to compute the supersymmetric partition function of the (A1, A2N ) AD theory on M × S1
with M being a three manifold, and it would be nice to explore the possible relationship with
other works on similar topics [37–40].
5.2 Surface defects in AD theories and knot homology
One natural object in refined CS theory is the Wilson line operator on a knot. In fact
one remarkable application of the refined CS theory is to compute the knot homology of
torus knots. In the AD theory side this line operators are lifted to surface defects wrapping
torus knots and S1 coming from boundaries of M2 branes ending on the M5 brane. Again
using the identification between AD theories and refined CS, it is reasonable to assume that
the supersymmetric partition function of (A1, A2N ) AD theories with these surface defects
inserted is proportional to the refined CS partition function with Wilson lines and computed
in a similar fashion.
To compute the the effect of the surface defect, one first define the Verlinde coefficients
using S(2N+3,2)(u),
(N (2N+3,2)(u))ijk ≡
N∑
l=0
(S(2N+3,2)(u))li(S(2N+3,2)(u))lj(S(2N+3,2)(u))lk
(S(2N+3,2)(u))l0
, (5.4)
6The definition of continued fraction in this paper is slightly different from the usual one.
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and N
(2N+3,2)
i is defined as the matrix with the following entries,
(N
(2N+3,2)
i )jk = (N(2N+3,2)(u))ijk. (5.5)
Therefore the Poincare invariants for a torus knot K is
P
(2N+3,2)
i (u,K) =
(
K(2N+3,2)(u)N
(2N+3,2)
i (u)K
−1
(2N+3,2)(u)S(2N+3,2)(u)
)
00(
N
(2N+3,2)
i (u)S(2N+3,2)(u)
)
00
, (5.6)
where K(2N+3,2)(u) is the quantized representation of the SL(2,Z) transformation which
takes (1, 0) cycle on a torus to the knot K. P0 is always 1 by definition and P1 gives the
specialization of the usual Poincare polynomial. The supersymmetric partition function of
(A1, A2N ) theory is then conjectured to be,
I(A1,A2N )(u,K × S1) = I(A1,A2N )(u, k = 1)P (2N+3,2)1 (u,K). (5.7)
It is interesting to explore further the meaning of the subscript i in AD theories.
Like the refined CS, the partition function I(A1,A2N )(u,K ×S1) is closely related to knot
homology. Examples are provided below to illustrate the connection between knot homology
and P
(2N+3,2)
i (u).
Example: The trefoil knot
The trefoil knot is also the (2, 3) cycle on the torus and the SL(2,Z) transformation is,
K23 = ST
−2ST−2. (5.8)
Using the data from (2N + 3, 2) models, one gets,
P
(2N+3,2)
1 (u,K23) = −u + u−2N + u−4N+1 =
I(A1,A2N )(u,K × S1)
I(A1,A2N )(u, k = 1)
. (5.9)
The standard Poincare polynomial for the trefoil knot is
Kh(q, t,K23) = −1 + t−1 + q−1t−2. (5.10)
It is clear that
P
(2N+3,2)
1 (u,K23) = uKh(u
−2, u2N+1,K23). (5.11)
6 Conclusions and discussions
The main conclusion of this paper is the relation among the Coulomb branch index of the
(A1, A2N ) AD theory on L(k, 1) × S1, generalized modular transformation matrices of the
(2N + 3, 2) minimal model and the partition function of refined CS theory on L(k, 1),
I(A1,A2N ) =u
1
2
N(N+1)k
N∏
i=1
1− u2i−1
1− u2i+2N+2
[
S−1(2N+3,2)(u)T −k(2N+3,2)(u)S(2N+3,2)(u)T k(2N+3,2)(u)
]
0,0
=u
1
2
N(N+1)kZrCS(L(k, 1); u−2, u2N+1),
(6.1)
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where S(2N+3,2)(u) and T(2N+3,2)(u) are generalized modular transformation matrices of (2N+
3, 2) models which encodes the modular properties of torus one-point conformal blocks of
(2M + 3, 2) models with M ≥ N . As a result, one can use this relation to better understand
the modular properties of torus one-point conformal blocks of minimal models, and also
conjecture the expressions of more observables like supersymmetric partition functions on
other manifolds and partition functions with surface defects insertion of (A1, A2N ) AD theories
using the refined CS theory. On the other hand, at least at the level of partition functions,
the series of (A1, A2N ) AD theories encodes the same information as the SU(2) refined CS
theory, hence it might be viewed as an alternative approach of the SU(2) refined CS theory.
There are still many interesting questions to be answered. One may consider generalizing
this relation to (Ak−1, AN−1) AD theories, and Coulomb indices may be identified with the
partition function of SU(k) refined CS with tkqN = 1. Notice that (Ak−1, AN−1) construction
gives the same AD theory as (AN−1, Ak−1). It is interesting to find the corresponding sym-
metry in refine CS theories. One can also try to generalize the relation to other AD theories,
especially ones with both an irregular singularity and a regular singularity. The corresponding
M -theory picture will have intersecting M5 branes instead of parallel M5-branes considered
in this paper.
It is only an oberservation that there is a map between the vector space of torus one-
point conformal blocks of minimal models and the Hilbert space of refined CS theory, and the
they share the same modular property. It is then interesting to understand the underlining
principle behind this map and obtain a more natural interpretation of the generalized modular
transformation matrices. Notice that the characters of (2N + 3, 2) models are identified as
the Schur indices with defect insertions of (A1, A2N ) AD theories [41–44]. It is interesting to
find a similar interpretation for torus one-point conformal blocks and understand the relation
between Coulomb branch indices and defected Schur indices.
Last but not least, the quadruple relation mentioned in the introduction 1 predicts a
map between fixed points of wild Hitchin modular space and the Hilbert space of refined CS
theory, and the wild Hitchin character is equal to the refined CS partition function through
the Coulomb branch index. It is also worth constructing a more precise statement of this
correspondence and formulating a rigorous proof.
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A S-matrix
In this section explicit forms of S(2N+3,2)(u) are given for small N . More details and general
solutions for arbitrary diagonal T ’s are explained in [33].
Starting from N = 1 when S(5,2) is a two by two matrix,
S(5,2)(u) =
1
1− u
(
−i√u √1− u + u2√
1− u + u2 i√u
)
. (A.1)
When N = 2,
S(7,2)(u) =

− u2
(u−1)2(u2+u+1) −
√
u2+u
√
u5+1√
u−1(u2−1)√u3−1 −
√
u4+1
√
u5+1√
u−1√u2−1(u3−1)√
u2+u
√
u5+1√
u−1(u2−1)√u3−1 1 +
u
1−u +
u2
(1−u)2
√
u4+1
√
u2+u
(u−1)√u2−1√u3−1
−
√
u4+1
√
u5+1√
u−1√u2−1(u3−1) −
√
u4+1
√
u2+u
(u−1)√u2−1√u3−1 −
u(u2+1)
(u−1)2(u2+u+1)
 . (A.2)
N = 3,
S(9,2)(u) =

U11 −iU12 −iU13 −iU14
−iU21 −U22 iU23 −iU24
−iU31 iU23 U33 iU34
−iU41 −iU42 U43 −U44
 , (A.3)
with
U2ij =
(ξ2i − 1)(ξ2j − 1)
∏
k 6=i,j(ξjξk − 1 + (ξjξk)−1)
(ξi − ξj)2
∏
k 6=i,j(ξi − ξk)(ξj − ξk)
, (A.4)
and
U2ii = 1 +
∑
j 6=i
U2ij . (A.5)
The ξi’s are defined as,
ξi = (T(9,2))ii. (A.6)
N = 4,
S(11,2)(u) =

U1 −U12 −U13 U14 U15
−U12 −U2 U23 U24 −U25
−U13 U23 U3 −U34 −U35
U14 U24 −U34 −U4 U45
U15 −U25 −U35 U45 U5
 , (A.7)
with
U2ij = −
ξiξj(ξi + 1 + ξ
−1
i )(ξj + 1 + ξ
−1
j )
(ξi − ξj)2
∏
k 6=i,j(1 + ξiξk)(1 + ξjξk)∏
k 6=i,j(ξi − ξk)(ξj − ξk)
, (A.8)
and
Ui = 1−
∑
j 6=i
U2ij . (A.9)
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ξi’s are the diagonal elements of T(11,2),
ξi = (T(11,2))ii = e
2pii
3 u−6+
9
2
i− i2
2 . (A.10)
The sign difference from [33] in the above formula is originated from the sign difference in
the det T(11,2).
B Useful formulas on Macdonald polynomials
The Macdonald polyonmials depend on two parameters q and t, where t = qβ and β ∈ C∗
is the deformation parameter. These polynomials are remarkably simple in rank one case
(SU(2)),
Pj(x1, x2) =
j∑
l=0
xj−l1 x
l
2
l−1∏
i=0
[j − i]
[j − i+ β − 1]
[i+ β]
[i+ 1]
, (B.1)
with [x] = q
x/2−q−x/2
q1/2−q−1/2 .
gi is the quadratic norm of the Macdonald polynomials under a natural orthogonality
condition,
gi =
i−1∏
m=0
[i−m]
[i−m+ β − 1]
[m+ 2β]
[m+ β + 1]
. (B.2)
Pj(t
1
2 , t−
1
2 ; q, t) is also called the (q, t)-deformed dimension of the spin-j/2 representation.
When t2qk = 1, it has the following vanishing conditions,
Pj(t
1
2 , t−
1
2 ; q, t) = 0, ∀ j > k. (B.3)
There is another vanishing condition which is more commonly used in the literature. For
K ∈ Z+, q = exp( 2piiK+2β ) and t = rqβ,
Pj(t
1
2 , t−
1
2 ; q, t) = 0, ∀ j > K. (B.4)
C Similarity transformation in two dimensional case
The transformation matrix Ω1 which rotates Sij(u
−2, u3) into the upper diagonal block while
keeps Ti invariant is derived in this section.
Starting from the S operator, equation 4.18, construct the similarity transformation
matrix Ξ from its eigenvectors,
Ξ =

− (u+1)
3((u−1)u+1)(u2+1)
u7/2
− (u+1)
3(u2−u+1)(u2+1)
u7/2
0
(u+1)3(u2−u+1)(u2+1)
u7/2
(−iu+√u+i)(u+1)2(u2+1)
u5/2
(iu+
√
u−i)(u+1)2(u2+1)
u5/2
− (u+1)(u
2+1)
u3/2
0
−iu +√u + 1√
u
+ iu iu +
√
u + 1√
u
− iu 1 0
1 1 0 1
 ,
(C.1)
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and S and T becomes,
S˜ = Ξ−1 S Ξ = −2i(1− u)√
u

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
 ,
T˜ = Ξ−1 T Ξ =

1
2 (u+ i
√
u+ 1) 12 (−u+ i
√
u+ 1) 0 0
1
2 (−u− i
√
u+ 1) 12 (u− i
√
u+ 1) 0 0
0 0 u 0
0 0 0 1
 .
(C.2)
Now use the transformation Π to diagonalize T˜ while keeps the block structure of S˜,
Π =

1− 2i
√
u
u+i
√
u−1 −1 0 0
1 1 0 0
0 0 1 0
0 0 0 1
 , (C.3)
and obtain S′ and T ′ in equation 4.19 and 4.20,
S′ = Π−1 S˜Π,
T ′ = Π−1 T˜ Π.
(C.4)
The transformation matrix Ω1 = Ξ Π, and has the explicit form.
Ω1 =

− 2(u−1)(u
2+1)(u+1)3(u−i√u−1)
u7/2
0 0
(u+1)3(u2−u+1)(u2+1)
u7/2
0 − 2i(u−i
√
u−1)(u5+u4−u−1)
u5/2
√
u2−u+1 −
(u+1)(u2+1)
u3/2
0
0 − 2i(u−i
√
u−1)(u2−1)
u
√
u2−u+1 1 0
2(u−1)
u+i
√
u−1 0 0 1
 .
(C.5)
The (i, j) entries of Ω1 are non-zero only when i = j or i = 3− j, and
(Ω−11 )00(Ω1)00 =
1
2
. (C.6)
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