In this work, we propose a new estimate algorithm for the parameters of a ARCH(1) model without any assumptions about initial values which are important in QMLE method. This algorithm turns out to be very reliable in estimating the true parameter values of a given model. It combines maximum likelihood method, Kalman filter algorithm and the SPSA method. Simulation results demonstrate that the algorithm is viable and promising. Note that this work is not a special case of our paper on the GARCH (1,1) (see Allal and Benmoumen [1]) Mathematics Subject Classification: 62Fxx, 62M10 and 68U20
Introduction
State-space models and Kalman filtering have become important and powerful tools for the statistician and the econometrician. Together they provide the researcher with a modeling framework and a computationally efficient way to compute parameter estimates over a wide range of situations. Problems involving stationary and nonstationary stochastic processes, systematically or stochastically varying parameters, and unobserved or latent variables (as signal extraction problems) all have been fruitfully approached with these tools. In addition, smoothing problems and time series with missing observations have been studied with methodologies based on this combination. The statespace model and the Kalman filter recursions were first introduced in linear time series models, especially for estimation and prediction of autoregressive moving average (ARMA) processes (see [6] and [7] ). In each of these instances the state-space formulation and the Kalman filter have yielded a modeling and estimation methodology that is less cumbersome than more traditional approaches. The purpose of this work, is to investigate a new approach for estimating the parameters of ARCH(1) model introduced by Engle [4] . It deals with maximum likelihood method, and Kalman filter algorithm. Indeed, the main idea is to express the concerned model by state-space form, and then deduce the log-likelihood function, which can be computed with Kalman filter algorithm (see [8] ). To obtain the maximum of the log-likelihood function, we used the SPSA method (see [9] and [10] ) which is a numerical method of optimization. We have used some examples of ARCH(1) models to examine the performance of the proposed method. 
Preliminary Notes
where the α i is nonnegative constants and ω is a (strictly) positive constant.
Stationarity study and moment properties
This section is concerned with the existence of stationary solutions and some moment properties. When p = 1, model (1) has the form 
and the process (ν t ) is weak white noise.
Main Results

Estimating Algorithm of parameters of the ARCH(1) model
Let ( t ) be a ARCH(1) model defined by (2) . We suppose that α < 1 and (η t ) is an iid N(0, 1).
Remarque 3.1. Denote by θ = (ω, α) the ARCH (1) parameter and define the QMLE by minimizing:
With initial values for
in practice the choice of the initial values may be important in QMLE method).
Our aim is to generate (σ t 2 (θ)) without any assumptions about initial values ( ( 1 , 2 , . . . , n ) the observed data, and F t = ( 1 , . . . , t ) is the set of observations available at time t = 1, . . . , n. In this study, we propose estimating θ by using quasi-maximum likelihood, given by minimizing :
where theσ 2 t|t−1 (θ) are defined recursively, for t ≥ 1, by the Kalman Filter, without any assumptions about presample values which is essential in other methods of estimating the likelihood function. The key step of our algorithm is to construct a convenient state-space representation of our model. This representation is given by:
Here the state vector is ξ t = 
Given starting valuesξ 1|0 and P 1|0 of Kalman filter which are derived from Theorem (2.3), the next step in Kalman filter algorithm is to calculateẐ 2|1 and P 2|1 . The calculations for t = 2, 3, . . . , n all have the same basic form, so we will describe them in general terms for step t.
(i) Updating the state vectorξ t|t . Compute P t|t the MSE of this updated projection.
(ii) Calculate the forecastξ t+1|t , and the MSE P t+1|t of this forecast.
Using the Kalman filter we have constructed the log-likelihood function. For optimization, we prefer a method that doesn't make use of derivatives. Therefore, we used the SPSA method n ( 1 , . . . , n ; θ), which is a stochastic optimization algorithm that not depend on direct gradient information or measurements, rather this method is based on an approximation to the gradient formed from measurements of the loss function (see [9] and [10] ). It ensures convergence in a finite number of steps . Also SPSA has recently attracted considerable international attention in areas such as statistical parameter estimation, feedback control, simulation-based optimization, signal and image processing, and experimental design. Before describing our algorithm QMLKF (quasi-maximum likelihood and Kalman filter estimation), it is worthwhile to provide a sub algorithm which tests if parameters fulfill the conditions of stationarity, we will denote it by Test. The second sub algorithm, which we must provide, concerns the computation of n ( 1 , . . . , n ; θ) by Kalman filter, we will denote it by KF. These two sub algorithm will be implemented in our global estimating algorithm.
Sub algorithm Test(θ)
Step 1 : If (θ 2 < 1) Then go to next.
Step 2 : Else return to the previous step and take the previous point as starting point End Sub
Sub algorithm KF(θ)
Step 1 : Given the starting conditionξ 1|0 and P 1|0
Step 2 : For t=1 to n Do
Step 3 : som = 0 For t=1 to n Do som = som + 1 n 2 t
Hξ t|t−1
Now, we propose the global algorithm for parameter estimation, where we integrate all the sub algorithms described above.
QMLKF Algorithm
Step 1 : Initialization and coefficient selection.
Select counter index k=0; Let θ 0 be an initial point(check the test of stationarity) and let a, C, A, λ and γ a non-negative coefficients and p a number of parameters.
Step 2 : Compute:
Step 3 : Generation of the simultaneaous perturbation vector.
Generate a p-dimensional random perturbation vector Δ k . A simple (and theorecally valid) choise for each component of Δ k is to use a Bernoulli ±1 distribution with probability of 1 2
;
Step 4 : Loss function evaluations.
Call sub algorithm KF;
Step 5 : Gradient approximation.
Generate the simultaneous perturbation approximation to the unknown gradient g(θ k ):
where Δ ki is the ith component of Δ k vector.
Step 6 : Updating θ estimate.
Call sub algorithm Test 
Simulation study
To assess the performance of our estimate algorithm, we have conducted series of simulation experiments. In this study we are interested to verify that our method improves the estimations obtained by ordinary least squares method (OLS) and quasi-maximum likelihood method (QMLE) considered in the literature. consider two examples of model ARCH(1):
For the models above, we generated 1000 replications of sample sizes n = 50, 100 and 150. The results of this experiment are displayed in Tables 1-2 where for each estimator we give the mean and MSE, where we used notation QMLE for the quasi-maximum likelihood estimators, QMLKF for the estimation by our algorithm and OLS for the ordinary least squares etimators. Note that the method we use to obtain the quasi-maximum likelihood estimator (QMLE) is the SPSA method.
The numerical results presented in the table above, showed that our algorithm succeeds, as is seen from the fact that the sample mean square errors are generally smaller than for the quasi-maximum likelihood estimators (QMLE) and the the ordinary least squares etimators (OLS) without any assumptions about initial values which are important in QMLE and OLS methods. Hence, we can conclude that the performance of our estimation procedure is promising. 
