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ABSTRAKT
Práce se zabývá využitím svobodného a otevřeného software pro filtrování síťového provozu
a jeho nasazením v hraničních branách malých a středně velkých sítí. Zvláštní pozornost je
kladena na filtrování provozu protokolu http na úrovni aplikační vrstvy. V úvodu je krátce
probrán pojem svobodný a otevřený software s některými výhodami plynoucími z jeho použití.
Je zde také zdůvodněn výběr distribuce Debian GNU/Linux. Dále jsou probrány možnosti
filtrování síťového provozu na úrovni paketového a stavového filtru a s tím související program
iptables. Hlavní část se zabývá filtrováním http provozu na úrovni aplikační vrstvy s pomocí
programů Squid a DansGuardian. V praktické části je představena instalace a konfigurace
operačního systému Debian GNU/Linux a základních služeb (ssh server, DNS a DHCP server).
Dále pak instalace a konfigurace programu Squid a DansGuardian. K programu DansGuardian
je vytvořeno webové konfigurační rozhraní.
KLÍČOVÁ SLOVA
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ABSTRACT
This work deals with a usage of free and open software for filtering of network traffic and its
installation in network gateway in small and middle-sized networks. Main focus is on filtering
the http protocol on the level of a application layer. At the start a problems of free and open
software is analyzed along with its advantages that result from its usage.There are as well
given reasons for choosing the Debian GNU/Linux distribution. Further there are discussed
possibilities of filtering network traffic on packets level and status filter along with the soft-
ware iptables. Main part focuses on a filtering of http traffic on the application layer level
using program Squid and DansGuardian. In a practical part the installation and configuration
of operating system Debian GNU/Linux is presented including base services (ssh, DNS and
DHCP server). Further more there are installations and configurations of softwares Squid and
DansGuardian demonstrated. For DansGuardian there is a web configuration interface created.
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ÚVOD
Otevřený a svobodný software představuje v dnešní době čím dál zajímavější alternativu
k softwaru uzavřenému a komerčnímu. Velké procento webových, databázových, ale i jiných
serverů je postaveno na nějakém produktu svobodného softwaru, ať už jde o operační
systém Linux, některé systémy BSD či nejrozšířenější webový server Apache. Také mnoho
routerů a bran je postaveno na nějakém OSS řešení.
Pro filtrování síťového provozu je v oblasti svobodného software velké množství různých
aplikací a nástrojů, které jsou využívány v mnoha počítačových sítích malého i velkého
rozsahu. Vlastností OSS řešení je velká přizpůsobivost podle požadavků konkrétního na-
sazení. Široká uživatelská základna přináší velké množství dokumentace a návodů. Máme
též možnost podílet se se svými zkušenostmi, návrhy a opravami s ostatními uživateli.
Velmi často se jako klad svobodného software uvádí cena, která bývá ve většině případů
nulová nebo minimální oproti komerčnímu řešení. Proti tomuto faktu se většinou pouka-
zuje na vyšší nároky na znalosti dané problematiky a čas nutný k jejich získání. Oba tyto
důvody však do určité míry platí i u komerčního software a získané znalosti se bohatě vrátí
v budoucnu. Pokud vytváříme další podobné řešení, nemusíme zakupovat nové licence
pro použitý software a zužitkujeme dříve získané zkušenosti.
Cílem této práce je představit možnosti filtrování síťového provozu s použitím nástrojů
svobodného software a vytvořit bránu umožňující připojení malé až střední počítačové sítě
k internetu. Brána bude mít na starosti ochranu vnitřní sítě filtrováním procházejícího
provozu. Podstatná část práce je také věnována možnosti filtrování webového obsahu.
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1 SVOBODNÝ OPERAČNÍ SYSTÉM
1.1 Otevřený a svobodný software
Svobodný software (free software) je software, který je kromě binární podoby šířen i se
zdrojovými kódy a je možno jej nejen používat (jako program), ale i studovat, upravovat a
vylepšovat a dále šířit (jak zdrojové kódy, tak i zkompilovanou – binární – verzi). Nemusí
to však nutně znamenat, že je daný software zdarma, i když velice často bývá. V této
souvislosti se též vyskytuje pojem otevřený software. Oba tyto pojmy jsou si sice velice
blízké a často se mezi nimi nečiní žádný rozdíl. Avšak otevřený software pouze znamená,
že je k jeho binární verzi dostupný i zdrojový kód. Nezaručuje však už možnost tento
kód upravovat, vylepšovat či jinak použít (například v jiném projektu). Takto uvolněný
zdrojový kód může být určen pouze ke studiu či nahlédnutí. Svobodný software je z tohoto
pohledu podmnožinou (i když téměř většinovou) otevřeného softwaru. V této práci bude
využit pouze svobodný software.
Podstatnou událostí pro svobodný a otevřený software bylo založení projektu GNU
v roce 1984. Tento projekt si kladl za cíl vytvořit svobodný operační systém podobný
Unixu. Pod záštitou GNU vznikla licence GNU GPL, která umožňuje každému uživateli
software svobodně využívat, měnit, vylepšovat a dále šířit za podmínky, že bude takto
šířený kód opět pod licencí GNU GPL [13]. Pod touto licencí vzniklo mnoho nástrojů
známých z komerčního Unixu, dlouhou dobu však chybělo jádro svobodného operačního
systému. Změna nastala v roce 1991, kdy začal psát finský student Linus Torvalds jádro
vlastního operačního systému. Toto jádro pojmenoval Linux. Linusova projektu se velice
rychle chopilo spoustu dalších lidí, kteří (pod Linusovým vedením) do dnešní doby vyvíjejí
Linuxové jádro. Spojením Linuxu a programů z projektu GNU vznikl operační systém
GNU/Linux.
Licencí, které spadají do kategorie svobodného softwaru, je mnohem více. GNU/Linux
není jediným svobodným a otevřeným operačním systémem, mezi další patří různé *BSD
(FreeBSD1, OpenBSD2,. . . ) systémy, které podobně jako Linux, vycházejí z Unixu. V této
práci se zaměříme na operační systém GNU/Linux. Mnohé informace však budou platit
i o ostatních Unixových systémech (většina používaných programů je portována i na jiné
operační systémy než je GNU/Linux a konfigurace těchto programů zůstává stejná nebo
podobná).
O otevřeném software není možné říci, že je bez chyb nebo že jich obsahuje méně než
uzavřený komerční software. Je však pravdou, že dostupnost zdrojového kódu umožňuje
komukoliv objevenou chybu opravit a umožnit ostatním danou opravu použít. Z toho
vyplývá velmi rychlá reakce na vzniklé bezpečnostní problémy. Oprava bývá vydána brzy





GNU/Linux je v dnešní době šířen v takzvaných distribucích, což je komplet programů, ná-
strojů, ovladačů a jádra operačního systému, který dal tvůrce dané distribuce dohromady.
Jednotlivé distribuce mají některé věci společné a v některých věcech se liší (například
ve způsobu instalace programů, konfiguraci systému atd.). Distribucí existuje velké množ-
ství a ne všechny se hodí ke každému účelu. Některé jsou komplexní a rozsáhlé, některé
naopak malé a jednoúčelové vytvořené ke konkrétnímu účelu (například Linux LiveCD
Router3). Distribuce určené k použití na routerech či serverech nejsou příliš vhodné na
pracovní stanice a naopak. Do zvláštní kategorie by ještě patřily distribuce určené pro spe-
cializovaná zařízení (embedded zařízení) jako jsou hardwarové routery a podobně. Mezi
takovéto distribuce patří například OpenWrt4, která je použitelná například na routeru
Asus WL-500GP, kde dalece překračuje možnosti originálního firmware a umožňuje na-
příklad filtrování síťového provozu pomocí paketového filtru (bude probráno dále). Použití
aplikačního filtru však už na takovýchto zařízeních reálně možné není z důvodu nedosta-
tečného výkonu.
Vlastností Linuxu a obecně unixových operačních systémů je nezávislost na grafickém
rozhraní. Pro pracovní stanice je v dnešní době absence grafického uživatelského rozhraní
téměř nemyslitelná, v případě síťových serverů a routerů však není grafické prostředí pří-
liš použitelné a zbytečně by ubíralo výkon počítače. Také vzdálené přihlášení a správa je
pomocí příkazového řádku podstatně jednodušší a rychlejší. Při přihlášení z textového ter-
minálu je v podstatě jedno, pracujeme-li na lokálním počítači nebo na vzdáleném serveru.
Velmi důležitým prvkem v zabezpečení jsou přístupová práva uživatelů a skupin. Mož-
nosti nastavování práv pro jednotlivé uživatele i celé skupiny jsou v unixových operačních
systémech v podstatě od jejich vzniku. Během let se samozřejmě vytvořily různé rozšířené
požadavky na přidělování práv. Pro běžné použití na routerech, kde se nepředpokládá
velké množství uživatelů, však postačí základní systém přístupových práv, který je imple-
mentován v každém unixovém systému. Nejdůležitějším uživatelem je zde takzvaný root,
který má nejvyšší možná práva a je určen k administraci systému.
Pro tento projekt, brány pro filtrování síťového provozu, jsem se rozhodl využít jako
operační systém distribuci Debian5. Svůj účel by na tomto místě splnily jistě i mnohé další
distribuce linuxu (ale i jiného unixového systému - např. výše zmíněný systém FreeBSD).
Například distribuce Slackware6 bývá používána pro svoji „ jednoduchouÿ, přímočarou
textovou konfiguraci. Možnou volbou s velmi podobnými možnostmi by byly i distribuce









určené pro pracovní stanice (desktopy nebo laptopy) podobně jako Ubuntu10.
Jako zajímavou alternativou se jeví některé jednoúčelové distribuce speciálně vyvíjené
pro použití například na routerech. Některé se svojí velikostí vejdou třeba i na disketu,
takže není v počítači použitém jako router nutný pevný disk – tato vlastnost ztrácí v po-
sledních letech na významu, podobným způsobem je však možno velice jednoduše nahradit
pevný disk paměťovou kartou (např. CompactFlash). Takový systém v sobě potom nemá
kromě ventilátorů, které je také možno omezit, žádné pohyblivé součásti, které by mohly
způsobovat problémy (pevné disky patří mezi nejporuchovější části počítačů). U těchto
distribucí však nebývá tak propracovaný systém pro instalaci softwaru a (pokud je to
vůbec možné) bývá nutné žádaný software přímo kompilovat, což s sebou přináší další
problémy s ručním řešením závislostí a aktualizacemi. Právě jednodušší způsob instalace
a aktualizace programů a širší uživatelská základna (a tedy větší množství dokumentace)
byly v mém rozhodování hlavními důvody pro volbu distribuce Debian.
1.3 Distribuce Debian
Debian používá vlastní balíčkovací systém, který v repozitářích obsahuje téměř 20 tisíc
balíčků, jedná se tedy o jednu z nejrozsáhlejších distribucí, co se počtu balíčků týká. Re-
pozitář je úložiště softwarových balíčků umístěné například na nějakém veřejném serveru,
ze kterého je možné jednoduše stahovat software a aktualizace. Každá verze určité distri-
buce většinou mívá i více než jeden oficiální repozitář, ve kterých jsou balíčky rozděleny
například na binární a na balíčky se zdrojovými kódy. Repozitáře mohou být elektronicky
podepsány, čímž se zaručí, že je stahovaný program opravdu z námi požadovaného serveru
a nejde o nějaký falešný podstrčený balíček s vloženým Trojským koněm a podobně.
Instalace a správa těchto balíčků je velice jednoduchá. Dříve se ke správě používal pro-
gram apt-get, od nejnovější verze distribuce s kódovým označením Lenny je doporučován
program aptitude, který podporuje v podstatě stejné parametry jako apt-get, ale měl
by si lépe poradit se závislostmi.[10]
Příkaz se používá ve tvaru aptitude <akce>, kde<akce>může být například install
<název balíčku> pro instalaci daného balíčku z repozitáře. Systém si sám pohlídá závis-
losti a nabídne instalaci všech vyžadovaných balíčků. Parametr update provede aktualizaci
seznamu dostupných balíčků. Pokud jako akci uvedeme upgrade, dojde k vyhledání a in-
stalaci všech dostupných aktualizací celého systému jediným příkazem (podobné funkce
samozřejmě nabízejí i ostatní balíčkovací systémy jiných distribucí).
Konfigurační soubory systému a aplikací jsou umístěny v adresáři /etc/. Mnohé z nich
jsou dobře komentovány a nebo k nim existuje manuálová stránka. Ruční spouštění,
zastavování, a restartování služeb (například serverových programů) se provádí pomocí
/etc/init.d/<nazev sluzby> [start, stop, restart]. (Parametry určující akci se mo-
hou měnit v závislosti na konkrétní službě). Pro automatické spuštění a zastavování ně-
kterých služeb je uveden symbolický odkaz v adresáři /etc/rc<cislo>.d/, kde <cislo>
10<http://www.ubuntu.com/>
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udává číslo runlevelu, ve kterém se daný systém nachází (0 – vypínání systému, 1 – jed-
nouživatelský mód, 2-5 multiuživatelský mód, 6 – restart systému), na script dané služby
v adresáři /etc/init.d/. Odkaz začíná písmenem S nebo K, podle kterých je script spouš-
těn s parametrem start (pro prefix S) nebo stop (pro odkaz začínající písmenem K). Dále
pokračuje číslem, které určuje pořadí, v jakém budou dané služby spuštěny. [1]
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2 FILTROVÁNÍ SÍŤOVÉHO PROVOZU
Základní možnost filtrování nabízí paketový filtr, který u každého paketu porovnává zdro-
jovou nebo cílovou adresu a zdrojové či cílové číslo portu se seznamem zadaných pravidel
a podle nich rozhodne, zda bude daný paket propuštěn nebo zahozen (možností je více).
Podstatně větší možnosti však nabízí firewall, který dokáže porozumět spojení jako
celku. Rozezná, který paket zahajuje spojení nebo který patří k jinému, již otevřenému
spojení. Takto například můžeme jednoduše blokovat všechna nová spojení přicházející
z vnější sítě, aniž by došlo k narušení komunikace vyžádané z vnitřní sítě. Pokud je napří-
klad vyžádána určitá webová stránka na dané adrese, je vytvořeno spojení z vnitřní sítě
na server umístěný vně. Server pošle odpověď zpět, a protože stavový firewall nasazený na
hranicích naší vnitřní sítě rozpozná souvislost mezi prvotní žádostí a její odpovědí propustí
ji – pokud to má povoleno – i přesto, že je veškerý provoz z vnější sítě blokován (právě
kromě spojení navázaných zevnitř).
Největší možnosti při rozhodování o osudu paketu procházejícího firewallem nabízí
aplikační filtr (aplikační brána). Tento typ firewallu se též nazývá proxy server. Proxy
server funguje jako prostředník mezi klientem a serverem. Nekontroluje tedy pouze pasivně
procházející provoz, ale jeho hlavním účelem je přijmout požadavek od klienta, předat jej
dále webovému serveru pod vlastním jménem (jako by jej podával sám proxy server) a
odezvu pak vrátit zpět klientovi. Pokud je přes jednu proxy připojeno více uživatelů,
všichni k webovému serveru přistupují jakoby z jednoho místa. To je také původní účel
proxy serveru – oddělit uživatele vnitřní sítě od venkovního světa. Aby mohl takový systém
fungovat, potřebuje porozumět celé komunikaci mezi klientem a serverem, což přináší
oproti paketovému filtru podstatné zvýšení nároků na výkon. Také z toho vyplývá fakt,
že na každou službu musí být jiný proxy server (v předchozím textu jsem zmiňoval proxy
jako prostředníka pro webové služby, proxy servery však existují i pro jiné služby jako je
ftp, ssh a další). Tím, že je proxy server schopný porozumět celé komunikaci, je možné jej
použít pro daleko efektivnější filtrování například podle klíčových slov obsažených v adrese
požadovaného webu a podobně. Musím také zmínit tzv. cachovací proxy server, který nejen
předá odezvu od serveru zpět ke klientovi, ale (pokud tomu něco nebrání) uloží si ji u sebe.
Pokud někdo další požádá o totéž, tak mu předá dříve získaný výsledek. To má za následek
rychlejší odezvu pro uživatele (pokud je proxy server součástí místní sítě) a zároveň snížení
vytížení linky a vlastního webového serveru (nepřenáší se stejná data vícekrát).[5]
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3 IPTABLES
Filtrování síťového provozu pomocí paketového filtru a stavového firewallu je v Linuxu
zabudováno přímo do jádra systému v podobě Netfilteru (od verze jádra 2.4). Jeho ovládání
se provádí příkazem iptables (je nutno pracovat s právy roota).
Iptables obsahuje 3 základní tabulky: filter, nat a mangle. Každá tabulka je určena
k jinému účelu a obsahuje různé řetězce, přes které paket prochází. Výchozí tabulka fil-
ter implicitně obsahuje řetězce INPUT, FORWARD a OUTPUT. Právě tato tabulka je
používána pro filtraci provozu. Tabulka nat je určena k překladu adres (NAT – Network
Address Translation) a obsahuje řetězce PREROUTING, POSTROUTING a OUTPUT.
Překlad adres se používá ve dvou případech. Pokud potřebujeme schovat celou síť za je-
dinou IP adresu použijeme takzvaný překlad zdrojových adres (SNAT – Source NAT).
Pokud chceme naopak zpřístupnit určitý počítač z vnitřní sítě (s neveřejnou adresou) ven,
použijeme překlad cílových adres (DNAT – Destination NAT). Ten umožní přesměrování
všech požadavků přicházejících na adresu rozhraní routeru na počítač ležící ve vnitřní
síti. Poslední tabulkou je mangle, která se používá k různým úpravám hlaviček paketů a
značkování (např. pro potřeby QoS).[9]
Jednotlivé řetězce v každé tabulce obsahují pravidla, která určují, co se má s daným
paketem stát, pokud vyhovuje zadané podmínce. Podle názvů jednotlivých řetězců v ta-
bulce filter je patrné, že řetězcem INPUT procházejí pakety, které vstupují do systému
a jsou určeny pro daný počítač. Stejně tak jsou v řetězci OUTPUT definována pravidla
pro pakety, které opouštějí daný systém (a pocházejí z něho). Tyto dvě tabulky jsou dů-
ležité pro vytvoření firewallu na koncové stanici a pro zabezpečení samotného firewallu.
Pro vytvoření brány s paketovým filtrem je důležitý řetězec FORWARD, jenž obsahuje
pravidla pro pakety, které pouze procházejí daným systémem, ale nejsou pro něj určeny.
Tyto pakety neprocházejí řetězci INPUT a OUTPUT! Názorné zobrazení je na obr. 3.1
Do jednotlivých tabulek si můžeme přidávat vlastní řetězce pravidel, do kterých potom
budeme předávat určité pakety, což nám umožní rozdělit a zpřehlednit filtrování. V případě
velkého množství pravidel to je také prostředek pro urychlení průchodu daného paketu
(každý paket nemusí procházet všechna pravidla, ale pouze ta, která se ho týkají).[15]
3.1 Nastavování iptables
Vlastní nastavování se provádí příkazem iptables. První parametr je volitelný a určuje,
které tabulky se daný příkaz týká: -t <tabulka>. Pokud tento parametr není uveden, po-
čítá se automaticky s výchozí tabulkou filter. První povinný parametr určuje akci, která
má být v dané tabulce provedena. Pro správu vlastních řetězců (při rozčlenění filtrova-
cích pravidel) jsou důležité parametry -N <nazev retezce> pro vytvoření nového a -X
<nazev retezce> pro smazání existujícího uživatelského řetězce. Smazat lze pouze řetě-
zec, který neobsahuje žádná pravidla a není na něj nikde odkazováno.
Velmi důležitým příkazem je nastavení politiky každého vestavěného řetězce, to jest
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Obr. 3.1: Průchod paketu tabulkou filter.
na konec řetězce). Tato politika je implicitně nastavena na ACCEPT, nemáme-li nastavena
žádná jiná pravidla, všechno povoluje (propouští). Politiku daného řetězce je možno měnit
parametrem -P <nazev retezce> <politika> (--policy), kde <politika> může být
ACCEPT, DROP nebo RETURN. (V závorkách za zkráceným zápisem parametru je jeho delší
varianta.)
Nyní se dostáváme k vlastní práci s jednotlivými pravidly. Pomocí parametru -L
[<nazev retezce>] (--list) vypíšeme pravidla v daném řetězci (popřípadě všechna pra-
vidla z dané tabulky). Parametry -A (--append), -I (--insert) a -R (--replace) umož-
ňují přidání pravidla na konec, vložení (před dané pravidlo) a nahrazení určitého pravidla
novým. Parametrem -D (--delete) je pak možno dané pravidlo vymazat. Nakonec ještě
zmíním parametr -F (--flush), který zajistí vyprázdnění zvoleného řetězce nebo všech
řetězců v dané tabulce (vymazání všech pravidel najednou). Konkrétní podobu všech
parametrů je možno zjistit v manuálových stránkách zadáním man iptables nebo v do-
kumentaci [15].
3.2 Definice pravidel
Nejdůležitější součástí každého firewallu jsou jeho pravidla. Ta mají v případě iptables
mnoho různých voleb a možností. Každé pravidlo se však dá rozdělit na dvě části – pod-
mínku a akci. Pokud zachycený paket bude odpovídat podmínce určitého pravidla, provede
se s ním definovaná akce.
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3.2.1 Podmínky
Jednotlivé podmínky se udávají určitým parametrem (ve zkrácených verzích parametrů
jde o malá písmena na rozdíl od parametrů pro akce s celými řetězci). Vykřičník mezi
typem parametru a jeho vlastností je chápán jako negace (např. -p ! tcp – všechno
kromě protokolu tcp) a může být použit ve většině voleb.
Mezi základní parametry patří -p <protokol> (--protocol), kde <protokol> může
být tcp, udp, icmp nebo all. Je též možno použít číselnou hodnotu či název ze souboru
/etc/protocols. Pokud není tento parametr uveden, platí pravidlo pro všechny protokoly
(ekvivalentní s -p all).
Podmínky na zdrojovou nebo cílovou adresu můžeme zadat použitím parametrů -s
<adresa> (--source) a -d <adresa> (--destination). IP adresa může být zadána sa-
mostatně nebo s maskou ve tvaru 192.168.1.1/255.255.255.0 či 192.168.1.1/24.
Rozeznat, ze kterého rozhraní paket přišel a kam má namířeno je možno s parametry
-i <nazev rozhrani> (--in-interface) a -o <nazev rozhrani> (--out-interface).
Pokud jsme uvedli některý protokol parametrem -p nebo použili parametr -m --match,
můžeme použít některé rozšiřující vlastnosti jako jsou rozsahy zdrojových či cílových adres,
čísel portů, typy icmp paketů nebo různé časové limity a omezení. Všechny dostupné
možnosti jsou popsány v manuálových stránkách [9].
Významným rozšířením je volba -state ve stejnojmenném modulu (používá se pomocí
-m state -state <status>), s jejíž pomocí je možno využít stavového filtrování. Možné
stavy jsou:
– NEW – paket zahajuje nové spojení
– ESTABLISHED – paket patří do probíhajícího spojení
– RELATED – paket, který vytváří nové spojení v souvislosti s jiným již probíhajícím
(například u FTP)
– INVALID – neplatný nebo poškozený paket
3.2.2 Akce
Druhou částí definice pravidla je akce, která bude v případě vyhovění podmínkám pro-
vedena. Tato akce může být uvozena volbou -j (--jump) nebo -g (--goto). Rozdíl se
projeví při použití uživatelských řetězců tím, že při uvedení parametru -j dojde k jeho
navrácení do předchozího řetězce, jestliže paket prošel netknutý daným (odkazovaným)
řetězcem. V případě parametru -g nikoli.
Jako název akce je možno uvést speciální vestavěný cíl nebo vlastní vytvořený řetěz.
Mezi vestavěné cíle patří například:
– ACCEPT – povolení průchodu paketu
– DROP – zahození paketu
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– REJECT – zahození paketu se zasláním oznámení o zahození
– LOG – „zalogováníÿ paketu (paket však dále pokračuje řetězcem)
Některé vestavěné cíle mají ještě další volby, které umožňují upřesnit vybranou akci.
Například pro cíl LOG je možno přidat svoji poznámku nebo specifikovat, co se do logu
uloží. Žádný parametr -j ani -g nemusí být uveden, procházející paket pak bude netknutý,
změní se ale hodnota použitých čítačů (vhodné například pro počítání přenesených dat a




Na rozdíl od paketového filtru, který je implementován přímo v jádře systému, máme
u aplikačního filtru více možností volby v závislosti na filtrované službě. Nejpoužívanějším,
ne však jediným, proxy serverem pro protokol http je Squid1. Jelikož jde o cachovací
proxy server, odlehčuje jeho použití též přenosové lince do internetu. Squid nabízí různé
možnosti pro filtrování požadavků, které na něj posílají klienti (podle adresy klienta, adresy
žádaného serveru,. . . ). Aby klientské programy využívali služeb Squidu, je potřeba nastavit
v jejich konfiguraci používání proxy serveru. Chceme-li však předejít nutnosti nastavovat
každý klientský program zvlášť a zabránit uživatelům v obcházení proxy serveru (hlavně
při nasazení filtrovacích pravidel), je možno využít tzv. transparentní proxy. To znamená,
že se všechny požadavky na webové služby procházející bránou automaticky přesměrují
(například pomocí iptables) na adresu a port použitého proxy serveru.
Squid též umožňuje spolupráci s různými dalšími programy a moduly, které umožňují
například filtrování požadavků na určité URL adresy (pomocí regulérních výrazů nebo
seznamů zakázaných adres). Takovým rozšířením je například SquidGuard. Velmi zajíma-
vým projektem, na který se zaměříme v další části je též DansGuardian. Jeho možnosti
jsou však podstatně větší než jenom porovnávání žádané URL adresy s blacklistem nebo
seznamem regulérních výrazů.
Distribuce Debian ve své aktuální verzi obsahuje balíček se Squidem, jeho instalace je
tedy velice jednoduchá. Provádí se zadáním příkazu aptitude install squid a potvrze-
ním případného doplnění závislostí.
Ruční spouštění a zastavování démona Squid je možné jako u ostatních služeb stej-
nojmenným skriptem v adresáři /etc/init.d/ s parametrem start nebo stop. Při běž-
ném provozu však bude Squid spouštěn automaticky při startu systému díky symbolic-
kému odkazu S50dansguardian v adresáři /etc/rc2.d/. V adresářích /etc/rc0.d/ a
/etc/rc6.d/ jsou pak odpovídající odkazy začínající písmenem K pro zastavení běžící
služby při vypínání a restartu počítače.
4.1.1 Konfigurace
Než však budeme chtít Squid poprvé spustit, budeme muset provést nastavení v konfi-
guračním souboru /etc/squid/squid.conf. Tento konfigurační soubor je velmi bohatě
komentován a díky tomu je dosti dlouhý. Proto je vhodné po nakonfigurování smazat
všechny přebytečné komentáře a urychlit tak načítání konfigurace při startu programu
i orientaci v ní.




Uživatel, pod kterým Squid poběží
cache effective user
Tato volba udává, pod jakým uživatelem má Squid běžet, pokud je spuštěn uživatelem
root. Z důvodu bezpečnosti není vhodné, aby Squid běžel s právy roota – pokud je s nimi
spuštěn, automaticky se přepne do vlastnictví zadaného uživatele. Daný uživatel musí být
existujícím uživatelem v systému a musí mít práva k zápisu do složky pro ukládání cache.
Implicitní nastavení v distribuci Debian je uživatel proxy, který je automaticky vytvořen
při instalaci.
Port, na kterém Squid očekává příchozí požadavky
http port
Volba http port slouží k nastavení čísla portu, na kterém bude Squid přijímat požadavky
od klientů. Pokud uvedeme kromě portu i IP adresu určitého rozhraní, zabezpečíme, že
bude Squid naslouchat pouze na daném rozhraní. Je-li Squid používán jako transparentní
proxy server je potřeba za číslo portu dopsat ještě parametr transparent. V defaultním
nastavení to je port 3128.
Logování
access log
Nastavením této proměnné určujeme, kam se budou logovat veškeré požadavky přicházející
na proxy server. V distribuci Debian je tato položka implicitně nastavena na /var/log/-
squid/access.log. Jako druhý parametr je možno uvést formát zapisovaných zpráv (tento
formát musí být uveden v direktivě logformat).
cache log
Do souboru nastaveného v této proměnné jsou zapisovány obecné zprávy z běhu programu.
Implicitně je nastaveno na /var/log/squid/cache.log.
cache store log
Tato volba udává log, do kterého budou zapisovány zprávy ohledně činnosti cache. Na-
příklad co bylo vyzvednuto nebo uloženo a na jak dlouho. Pokud budeme chtít můžeme
tento i předchozí logy vypnout volbou none.
Místo pro ukládání cache
cache dir
Nastavení umístění pro ukládání cache může mít velký vliv na rychlost celého proxy ser-
veru (a hlavně cachování). Volbou cache dir udáváme nejen místo, kam se budou soubory
cache ukládat, ale též nastavení typu použité cache a maximální obsazený prostor na disku.
Jestliže máme k dispozici více fyzických disků, můžeme na každém určit určitou část pro
cache proxy serveru. Není však vhodné udávat více míst pro ukládání cache na jednom fy-
zickém disku. Celá syntaxe je následující: cache dir ufs <umístění> <velikost> <L1>
<L2>. ufs je v současné době jediný typ cache, který je přímo dostupný (ostatní je nutné
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povolit při kompilaci). Protože však jde o dobře prověřený typ cache, nemusíme jej mě-
nit, pokud k tomu nemáme určitý důvod. Volba <umístění> udává adresář, ve kterém
bude vytvořena struktura cache, do tohoto adresáře musí mít uživatel, pod kterým Squid
běží povolen přístup i právo k zápisu. V systému Debian ve výchozím nastavení to je
adresář /var/spool/squid/. <velikost> je maximální velikost cache v MB (defaultně
100). Volby <L1> a <L2> udávají množství adresářů v první a druhé úrovni cache. Sou-
bory cache nejsou z důvodu výkonu ukládány všechny na jedno místo ale jsou rozděleny
do jednotlivých adresářů. Pokud provedeme změnu v nastavení umístění cache, je nutné
před spuštěním Squidu tuto cache inicializovat. To se provede příkazem squid -z, jak je
uvedeno dále v oddílu o prvním spuštění Squidu.
Access Controls
Access control list neboli ACL umožňuje nastavovat podmínky, podle kterých Squid roz-
hodne, zda vyřídí danému uživateli jeho požadavek či nikoli, popřípadě, co s ním předtím
udělá. Toto řízení přístupu se dělí na dvě části, na takzvané třídy a pravidla (někdy též na-
zývané operátory). Třída udáním nějaké vlastnosti vymezuje určitou skupinu požadavků,
kterou podle zadaného názvu třídy poté zpracováváme v pravidlech. Například si vytvo-
říme třídu, která bude zahrnovat všechny požadavky ze sítě 192.168.1.0/24, nazveme si ji
Lan a této třídě poté povolíme vyřizování všech požadavků.
Třídy Jednotlivé třídy definujeme direktivou acl, za kterou následuje její název. Dále
pak je určen typ třídy, který definuje na základě čeho bude nebo nebude daný požadavek
od klienta do třídy zahrnut. Jako příklad může být zdrojová (src) či cílová (dst) adresa,
ale též určitý obsah url adresy určený podle regulérních výrazů (url regex). Možnosti
jsou velice široké a nabízejí spoustu různých kombinací. Některé z nich jsou stručně shr-
nuty v tabulce 4.1. Za určeným typem třídy následuje řetězec, který daný typ specifikuje
(například tedy IP adresa/y, port/y, regulérní výraz a podobně). Jako příklad uvedu defi-
nici třídy pro lokální počítačovou síť s adresou 192.168.1.0 a maskou 255.255.255.0 (maska
může být zadána i ve tvaru prefixu –/24).
acl Lan src 192.168.1.0/24
Pravidla Každé pravidlo je následováno slovem allow nebo deny, které určuje, zda bude
daná operace povolena či zakázána. Posledním parametrem je seznam tříd, který vymezuje
seznam paketů, kterých se dané pravilo týká. Vykřičník před názvem třídy provádí negaci.
Základním pravidlem je http access, které povoluje nebo zakazuje přístup k danému
webovému zdroji. Následujícím zápisem třídy a pravidla tedy povolíme využívání proxy
serveru pouze ze sítě lan:




src rozhodování podle zdrojové IP adresy
dst rozhodování podle cílové IP adresy
srcdomain rozhodování podle zdrojové domény
dstdomain rozhodování podle cílové domény
port rozhodování na základě cílového portu
method rozhodování na základě metody spojení
time rozhodování na základě aktuálního času
url tegex porovnávání regulérních výrazů s URL adresou
Tab. 4.1: Výběr z možných typů ACL tříd.
Dalšími pravidly je možno ovlivňovat ukládání požadavků do cache (no cache), od-
stranění nebo úprava hlavičky požadavku či odpovědi (header access a header replace).
Některé typy pravidel jsou opět uvedeny v tabulce 4.2.
Pravidlo Popis
http access základní pravidlo povolující klientovi přístup k proxy serveru
no cache pravidlo určující zda daný požadavek cachovat či nikoli
redirector access předání odpovědi jiné aplikaci
delay classes různé možnosti pro omezení přenesených dat a podobně
header access odstranění některé části HTTP hlavičky
header replace nahrazení některé části HTTP hlavičky
Tab. 4.2: Výběr z možných typů pravidel.
Je potřeba si uvědomit, že jednotlivé části definice třídy jsou spojeny logickým ope-
rátorem OR. Požadavek tedy musí vyhovovat alespoň jedné podmínce, aby byl do dané
třídy zařazen. Avšak v definici pravidel je použit operátor AND, požadavek tedy musí
odpovídat všem obsaženým třídám. [16]
4.1.2 První spuštění
Před tím, než provedeme první spuštění, je nutno inicializovat adresářovou strukturu pro
cache. To provedeme příkazem squid -z. Tento příkaz je potřeba spustit při každé změně
adresářů určených pro cache.
Dále je vhodné pomocí příkazu squid -k parse zkontrolovat, zda se v konfigurač-
ním souboru nevyskytují chyby. Pokud bude konfigurační soubor v pořádku (předchozí
příkaz nevypíše žádnou chybu), můžeme spustit Squid příkazem squid -N -d1 a pozoro-
vat funkci proxy serveru v terminálu. Jeho funkčnost můžeme ověřit například příkazem
squidclient http://www.google.com. Jestliže vše proběhne v pořádku a ani v okně
se spuštěným Squidem nejsou vypisovány žádné chyby, můžeme jej ukončit (klávesovou
zkratkou Ctrl+C) a spustit jako démona příkazem /etc/init.d/squid start. [11]
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4.2 DansGuardian
Squid a ostatní proxy servery (třeba TinyProxy), ale i některé nadstavby speciálně určené
pro filtrování průchozích požadavků (např. SquidGuard) jsou většinou založeny na filtro-
vání URL adresy pomocí nějaké černé listiny nebo regulérních výrazů. DansGuardian2
však umožňuje filtrování také na základě celého obsahu přenášených dat. Jeho možnosti
jsou opravdu veliké, některé způsoby filtrování jsou shrnuty v následujícím výčtu [3].
• Filtrování na základě listiny zakázaných/povolených domén a URL adres
(Black/White list).
• Blokování URL na základě regulérních výrazů (Regex).
• Nahrazování některých částí stránek pomocí regulérních výrazů (Regex substitu-
tion).
• Spolupráce s antivirovým programem.
• Filtrování určitých typů souborů podle koncovky/MIME typu.
• Filtrování podle slov a frází na stránce.
• Nastavení limitu pro odchozí data – posílání souborů a podobně (POST limiting).
Tyto vlastnosti mu umožňují velice propracované filtrování webu podle požadavků
v konkrétním nasazení. Přinášejí s sebou však také určité omezení a nepříjemnosti. Na
rozdíl od paketového filtru, který je po prvotním nastavení a odladění schopen dlouhou
dobu pracovat téměř bez zásahu administrátora, je nutno aplikačnímu filtru věnovat pra-
videlně určitou pozornost a podle zaznamenaných logů upravovat nastavení.
4.2.1 Základní nastavení
Veškeré konfigurační soubory jsou v adresáři /etc/dansguardian/ a jeho podadresářích.
Hlavní konfigurační soubor dansguardian.conf je velice dobře okomentovaný a u každé
položky jsou uvedeny jednotlivé možnosti nastavení. Dál se budu zabývat některými zá-
kladními volbami v pořadí, v jakém jsou uvedeny ve výchozím konfiguračním souboru.
První volba, na kterou narazíme při procházení souboru je UNCONFIGURED. Řádek
s tímto textem je potřeba po nakonfigurování smazat nebo zakomentovat znakem #, jinak
DansGuardian skončí při spuštění s chybou, protože není nakonfigurován.
Oznámení o zablokování webu
reportinglevel
Touto volbou určujeme, jakým způsobem má být uživatel vyrozuměn, že jím požadovaná




-1 – požadavek pouze zapsat do logu, nic však neblokovat (tzv. Stealth mód). Vhodné
použít před ostrým nasazením pro sledování průchozích požadavků a ladění konfi-
gurace blokování jednotlivých stránek.
0 – uživatel je vyrozuměn pouze zprávou „DansGuardian - Přístup zamítnutÿ
1 – ve zprávě pro uživatele je pouze informace o tom, co bylo zablokováno, ne však
proč
2 – oznámení co a proč bylo zablokováno
3 – pro oznámení je použita zvláštní HTML šablona (nastavení co bude oznámeno
záleží na použité šabloně)
Pro možnosti 1 a 2 je důležité nastavení volby accessdeniedaddress.
Nastavení jazyka
languagedir
Nastavení adresáře, ve kterém se mají hledat soubory patřičného jazyka.
language
Nastavení konkrétního jazyka, ve kterém se budou vypisovat informace do logu a pro
uživatele při zablokování stránky. Použitý jazyk musí mít adresář s patřičnými soubory a
odpovídajícím názvem v adresáři nastaveném proměnnou languagedir.
Nastavení logování
loglevel
Volba loglevel udává, co všechno se bude zaznamenávat do logu:
0 – nebude se zaznamenávat nic
1 – zaznamenány budou pouze zablokované požadavky
2 – zaznamenány budou všechny požadavky na soubory textového charakteru
3 – zaznamenány budou úplně všechny požadavky
logfileformat
Při výběru formátu logu máme na výběr jednu z následujících možností:
1 – vlastní formát DansGuardianu
2 – CSV styl (jednotlivé položky každého záznamu jsou ohraničeny uvozovkami a
odděleny čárkou)
3 – formát logu je stejný jako pro proxy server Squid




Nastavení filterip určuje, na jakém rozhraní (určeno IP adresou) má DansGuardian
očekávat požadavky klientů. Pokud ponecháme prázdné, bude naslouchat na všech roz-
hraních. (Zadat lze pouze jednu IP adresu.)
filterport
Touto volbou určujeme, na jakém portu daného rozhraní bude DansGuardian naslouchat.
Výchozí nastavení je port 8080. Tuto hodnotu musíme též nastavit v nastavení proxy
serveru klientského prohlížeče, nebo na tento port přesměrovat všechny požadavky pro-
cházející bránou (v případě transparentní proxy).
proxyip
Protože DansGuardian není plnohodnotný proxy server, vyžaduje ke své funkci Squid, Ti-
nyProxy nebo jiný proxy server. Touto a následující volbou tedy nastavujeme, na kterou
adresu (kde běží daný proxy server) má DansGuardian zasílat požadavky klientů. Větši-
nou jsou oba servery na stejném počítači, jako výchozí volba tedy je 127.0.0.1.
proxyport
Jak už bylo naznačeno u předchozí volby, zde nastavujeme port, na který DansGuardian
přeposílá žádosti uživatelů pro určený proxy server.
accessdeniedaddress
Pokud jsme zvolili hodnotu volby reportinglevel 1 nebo 2, je nutné zde nastavit adresu
scriptu umístěného na nějakém našem webovém serveru, jehož úkolem je informovat uži-
vatele v případě zablokování jeho požadavku o této skutečnosti. V případě jiné hodnoty
volby reportinglevel nemá toto nastavení žádný účel.
nonstandarddelimiter
Použití nestandardních oddělovacích znaků v adrese posílané scriptu určeného volbou
accessdeniedaddress.
Filtrování podle skupin
DansGuardian umožňuje rozdělit uživatele do více skupin a pro každou skupinu použít
jiné nastavení filtrovacích pravidel. Implicitně jsou všichni uživatelé zařazeni do skupiny 1.
Rozdílné nastavení pro jednotlivé skupiny se zapisuje do souborů dansguardianfN.conf,
kde N je číslo skupiny. Přiřazení uživatelů skupinám se nastavuje v souboru, který je
definován volbou filtergroupslist, vyžaduje to však nějaký druh autentizace uživatelů.
filtergroups
Nastavuje počet filtrovacích skupin. Výchozí hodnota je 1.
4.2.2 Soubory filtrů
Nastavení jednotlivých filtrovaných slov, frází, regulérních výrazů, atd. se ukládá do od-
dělených souborů. Jména těchto souborů (popřípadě cesty k nim) se potom zapisují k od-
povídajícím volbám v hlavním konfiguračním souboru nebo v konfiguračních souborech
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jednotlivých skupin uživatelů. Ve výchozích souborech jsou obsaženy ukázky zápisu jed-
notlivých pravidel určených pro daný soubor.
Filtrování uživatelů
Ač je hlavním účelem DansGuardianu filtrování webového obsahu, nabízí též nějaké funkce
pro filtrování uživatelů v přístupu k proxy serveru (a tedy kompletnímu zamezení přístupu
k webu). Tyto funkce však nejsou tak rozsáhlé jako například u Squidu. Úplné zakázání pří-
stupu určitých uživatelů k webu je umožněno zadáním odpovídajících IP adres do souboru
nastaveného volbou bannediplist nebo uživatelských jmen (pokud je použita alespoň zá-
kladní autentizace uživatelů) do souboru určeného volbou banneduserlist.
Pokud chceme některé uživatele z filtrování vypustit (jejich požadavky tedy projdou
DansGuardianem bez povšimnutí), uvedeme patřičné IP adresy do souborů určených vol-
bou exceptioniplist nebo uživatelská jména do souboru definovaného volbou exception-
userlist.
Filtrování domén a URL adres
Pro filtrování přístupu na konkrétní doménu jsou určeny soubory uváděné volbami banned-
sitelist (zakázané domény), greysitelist a exceptionsitelist (pro povolené do-
mény). Webové stránky umístěné v doméně uvedené v exceptionsitelistu jsou automaticky
propuštěny a není u nich prováděno žádné další filtrování. Rozdíl mezi greysitelistem a
exceptionsitelistem se nejvíce projeví v případě nasazení politiky „co není povoleno, je
zakázánoÿ. Pokud povolené domény (nebo URL adresy – platí to obdobně) uvedeme v
exceptionsitelistu, veškeré stránky budou propuštěny bez dalšího filtrování. Pokud je však
uvedeme v greysitelistu, stránky sice budou povoleny, ale budou na ně aplikovány
všechny další filtry.
Filtrování URL adres je obdobné jako u domén. Jednotlivé konfigurační soubory jsou
nastavovány ve volbách bannedurllist, greyurllist a exceptionurllist. URL adresy
můžeme navíc filtrovat na základě regulérních výrazů. Ty umožňují vyhledávání a po-
rovnávání řetězců podle určitého vzoru, v tomto případě porovnávat URL se seznamem
regulérních výrazů. Ten je definován v souboru nastaveném volbou bannedregexpurllist.
Filtrování na základě obsahu
Nejrozsáhlejší možnosti při filtrování nám nabízí filtrování samotného obsahu webových
stránek. To je umožněno volbami bannedphraselist, weightedphraselist popřípadě
ještě exceptionphraselist. V případě nalezení slova nebo fráze odpovídající některé
z bannedphraselistu, je daná stránka okamžitě zablokována. Pokud je však nalezena shoda
pouze s frází z weightedphraselistu, přičte se určitá hodnota náležející uvedené frázi
k určité proměnné. Pokud se takovýchto frází nachází na určité stránce více, překročí
hodnota oné proměnné určitou hranici a stránka je zablokována. Maximální přípustná
hodnota, při které je povoleno stránku propustit, se nastavuje volbou naughtynesslimit.
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Změnou čísla u této volby je tedy možno jednoduše změnit tolerantnost celého filtru.
Nalezené fráze mohou mít i kladný charakter, v tom případě se jim přiřadí záporná hodnota
a vylepšují tak váženou hodnotu dané webové prezentace.
DansGuardian nabízí ještě další možnosti, například filtrování podle typů souborů
(bannedextensionlist a bannedmimetypelist) nebo nahrazování vybraných slov a frází
(contentregexplist). Vestavěná je také spolupráce s antivirovým programem (ve výcho-
zím nastavení je zapnut modul clamav).[2]
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5 STRUKTURA SÍTĚ
Navrhovaná brána bude mít za úkol zprostředkování připojení vnitřní sítě k internetu nebo
nějaké jiné rozsáhlejší síti a filtrování procházejícího provozu. Filtrování bude prováděno
nejen z důvodu bezpečnosti sítě (což se týká hlavně příchozího povozu), ale také z důvodu
zamezení (chtěnému i nechtěnému) přístupu z vnitřní sítě například k určitému obsahu
webových stránek. Toto omezení může vycházet z požadavků vedoucích pracovníků ve
firmách k omezení soukromého surfování zaměstnanců po webu během pracovní doby
(zakázáním přístupu na stránky, jejichž obsah nemá nic společného s pracovní náplní
zaměstnance) nebo z požadavku zamezit přístup k nevhodnému obsahu webu (například ve






Obr. 5.1: Struktura malé počítačové sítě.
Pokud by bylo potřeba do takové sítě doplnit server, který by měl být přístupný z in-
ternetu (např. webový nebo ftp server), je dobré daný počítač zařadit do zvláštní části
sítě nazývané též demilitarizovaná zóna (DMZ). Pro tuto část sítě jsou pak použita jiná
pravidla pro přístup k internetu a do vnitřní sítě. Smyslem oddělení veřejných serverů
od zbylé části sítě a aplikování jiných pravidel je především snížení bezpečnostního rizika
(při napadení některého serveru není ohrožena celá vnitřní síť). Struktura takovéto sítě je
znázorněna na obr. 5.2.
Z důvodu bezpečnosti není také vhodné použít počítač, který tvoří funkci brány a
firewallu, zároveň jako server pro další služby. Čím více je na daném počítači běžících
služeb (které jsou navíc přístupné z vnější sítě), tím se více zvyšuje riziko napadení a
kompromitace systému, což by v daném případě znamenalo vážné ohrožení celé sítě. U ta-
kovýchto malých sítí však není z ekonomického hlediska možné nasazovat uvnitř sítě další
server, který by se staral o služby vyžadované vnitřní sítí jako je DHCP server pro auto-
matickou konfiguraci klientů připojených do sítě nebo DNS server pro adresy vnitřní sítě.







Obr. 5.2: Struktura malé počítačové sítě s demilitarizovanou zónu.
poskytované pouze do vnitřní sítě je bezpečnostní riziko alespoň částečně sníženo).[14]
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6 REALIZACE BEZPEČNOSTNÍ BRÁNY
Cílem této praktické části práce je navrhnout a zrealizovat řešení síťové brány pro malou
až středně velkou počítačovou síť s využitím otevřeného a svobodného softwaru. Jelikož
bude hlavní důraz kladen na zabezpečení uživatelské části sítě a obzvláště též na filtrování
požadavků uživatelů k přístupu k určitým webovým serverům s nevhodným či zakázaným
(například firemními směrnicemi) obsahem, bude uvažována struktura sítě zobrazená na
obr. 5.1. Případné rozšíření sítě o DMZ by znamenalo přidání a pozměnění určitých pravi-
del stavového a paketového firewallu tvořeného Netfilterem a nastavení některých dalších
služeb.
Brána (nebo též gateway) může být v našem případě tvořena libovolným počítačem
s podporovaným hardwarem, který bude mít dostatečný výkon pro poskytované služby.
Počítač musí obsahovat dvě (v případě existence DMZ tři) síťová rozhraní. Některé rozši-
řující komponenty běžně potřebné u stolního počítače (pracovní stanice) nebudou při běhu
potřeba. Příkladem je monitor či CD-ROM mechanika. Tyto komponenty boudou potřeba
pouze pro počáteční instalaci nebo při řešení některých závažnějších problémů. Použitým
operačním systémem bude Linuxová distribuce Debian v nejnovější stabilní verzi. Filtro-
vání provozu na úrovni paketového a stavového firewallu bude zajištěno pomocí Netfilteru
a ovládáno pomocí nástroje iptables. Ten bude také zajišťovat překlad adres pro vnitřní
síť (NAT) z důvodu jejího oddělení od vnějšího světa a ušetření veřejných IP adres.
Jako proxy server bude nasazen Squid, který bude mít za úkol cachování průchozího
provozu protokolu HTTP a také spolupráci s programem DansGuardian, ten bude hlavní
částí použitého řešení a bude provádět filtrování požadavků klientů na webové servery
v závislosti na nastavení svých pravidel.
Uvedené řešení s použitím DansGuardianu a Squidu bude vyžadovat buďto nastavení
proxy serveru ve všech klientských programech využívajících protokol HTTP nebo nasta-
vení přesměrování veškerého HTTP provozu směřujícího z vnitřní sítě na port DansGuardi-
anu pomocí iptables – tedy vytvoření transparentního proxy serveru. Vzájemné propojení
DansGuardianu, Squidu a funkce transparentní proxy jsou znázorněny na obr. 6.1. Při-
cházející paket, který nese požadavek pro určitý webový server, je rozpoznán pravidlem
v řetězci PREROUTING v tabulce nat. Toto pravidlo změní cílovou adresu a port paketu
na port, na kterém naslouchá DansGuardian. Při routování je paket předán DansGuardi-
anu, který jej po zpracování přepošle proxy serveru Squid. Ten nakonec předá požadavek
požadovanému webovému serveru (samozřejmě v případě, že nebyl předtím nějakým filtru-
jícím pravidlem zablokován). Odpověď od webového serveru potom projde stejnou cestou
ale obráceně.
Pro zajištění jednoduchosti konfigurace klientů, bude brána též nabízet služby DHCP
serveru a popřípadě DNS serveru. Jako vhodným kandidátem pro zajištění těchto služeb
se jeví program Dnsmasq1, který je určen pro nasazení v podobných menších sítích a















Obr. 6.1: Princip transparentního proxy serveru a spolupráce DansGuardianu a Squidu.
vnitřní síť.
K bráně se bude možno připojit pomocí protokolu ssh a provádět tak vzdáleně správu
a kontrolu systému a použitých služeb. Ke konfiguraci aplikačního filtru DansGuardian
bude použito vytvořené webové konfigurační rozhraní DansConf.
6.1 Virtualizační nástroj Sun VirtualBox
Testovací instalace bezpečnostní brány bude realizována s pomocí virtualizačního nástroje
Sun VirtualBox 2 jako virtuální PC. Stejným způsobem je vytvořen i testovací počítač
simulující vnitřní síť.[12]
6.2 Instalace distribuce Debian
Pro instalaci linuxové distribuce Debian máme několik možností, všechny jsou podrobně
popsány v dokumentaci například na oficiálních stránkách této distribuce. Nejběžnějším
a nejjednodušším způsobem je stažení správného obrazu instalačního média (CD, DVD
nebo dokonce Blue-Ray) a po vypálení instalace z tohoto média. Jelikož se jedná o in-
stalaci síťové brány, na které bude potřebné jen velmi malé množství dalších programů a
zároveň v případě potřeby je instalace dalšího programového vybavení velice jednoduchá,
použijeme k instalaci takzvanou „netinstÿ verzi3. Tento obraz je pouze cca 150 MB veliký
2<http://www.virtualbox.org/>
3Dostupnou například zde: <http://cdimage.debian.org/debian-cd/5.0.1/i386/iso-cd/debian-501-i386-
netinst.iso>
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a obsahuje tedy jen základní systém. Je však zbytečné předem stahovat velké obrazy něko-
lika CD, když z nich použijeme jenom několik málo balíčků, které můžeme přímo stáhnout
z on-line repozitářů.
Při samotné instalaci je důležité nejprve správně nabootovat z instalačního média.
K tomuto kroku může být nutná úprava nastavení v biosu. Poté jsme postupně dotá-
záni na výběr jazyka a konkrétní rozložení klávesnice. Následuje nastavení sítě. Jelikož
budeme některé balíčky instalovat přímo z internetu, je nutno správně vybrat primární
síťové rozhraní už nyní při instalaci (v našem případě je to eth0). Jestliže je toto roz-
hraní připojeno do sítě, ve které je nastavení síťových parametrů prováděno centrálně
pomocí serveru DHCP, jsou veškeré informace týkající se IP adresy, masky sítě a dalších
potřebných parametrů získány z tohoto serveru. V opačném případě (po neúspěšném po-
kusu získat potřebné údaje automaticky) na ně budeme dotázáni. Jako poslední parametr
týkající se síťového nastavení budeme muset zadat jméno počítače.
Důležitou částí instalačního procesu je rozdělování disků. V tuto chvíli je pravděpo-
dobné, že se na pevném disku použitém pro síťovou bránu nenalézají žádná další data,
a tedy riziko ztráty těchto dat je minimální. Přesto je rozdělení disku potřeba věnovat
určitou pozornost. V případě testovací instalace do virtuálního počítače jsem využil volbu
„Asistované rozdělení – použít celý diskÿ následovanou výběrem možnosti uložení všech
souborů v jedné oblasti. Tato volba zapříčiní vytvoření dvou oddílů na pevném disku –
největší část je přidělena systémovému oddílu a zbytek je určen pro swap. V reálné insta-
laci je však vhodné vytvořit oddílů více a vyhradit tak například samostatnou část pro
oblast /var/, do které bude ukládána cache programu Squid, logy a další proměnlivá data.
Po tomto kroku dochází k instalaci základního systému a dotazům na heslo pro uživa-
tele root a přihlašovací údaje pro neprivilegovaného uživatele.
Dále, při nastavování správce balíků, je vhodné vybrat zrcadlo s archivem Debianu
z nejbližší dostupné oblasti. Po několika dalších otázkách jsme dotázáni na „Výběr pro-
gramůÿ, tedy spíše výběr oblastí programů, které si přejeme nainstalovat. Z tohoto se-
znamu vybereme pouze „Standardní systémÿ a necháme zvolené balíky nainstalovat.
Jako posledním krokem je instalace zavaděče GRUB na pevný disk. Zde pouze potvr-
díme „instalaci zavaděče GRUB do hlavního zaváděcího záznamuÿ a poté restart počítače.
6.3 Základní konfigurace systému a některých služeb
Po prvotním přihlášení do nově nainstalovaného operačního systému je vhodné provést
aktualizaci seznamu balíčků příkazem:
aptitude update




Konfigurace síťových rozhraní se v Debianu zapisuje do souboru /etc/network/inter-
faces. Základní nastavení pro primární síťovou kartu by už mělo být obsaženo od instalace.
Pokud jej nepotřebujeme měnit, postačí jen dopsat nastavení pro druhou síťovou kartu,
která bude připojena do lokální sítě, popřípadě pro třetí kartu při existenci demilitarizo-
vané zóny.
Následujícím zápisem do souboru interfaces docílíme nastavení síťového rozhraní
eth1. Konkrétně jeho spuštění po startu (auto eth1) a nastavení statické IP adresy na
hodnotu 192.168.100.1 a masky 255.255.255.0.
# rozhrani eth1 pro sit lan
auto eth1
iface eth1 inet static
address 192.168.100.1
netmask 255.255.255.0
Stejným způsobem bychom nastavili rozhraní eth2 pro demilitarizovanou zónu (samo-
zřejmě s jinou IP adresou spadající do jiné sítě).
6.3.2 Instalace ssh serveru
Jako dalším krokem bude instalace a nastavení ssh (v našem případě openssh) serveru. Ten
nám umožní vzdálené přihlášení k bráně a její správu v podstatě stejným způsobem jako
bychom seděli přímo u ní. Instalaci provedeme příkazem aptitude openssh-server a po-
tvrzením případných závislostí. Konfigurace ssh serveru je uložena v souboru /etc/ssh/-
sshd config. V tuto chvíli však není nutno nic upravovat.
Pokud se budeme k bezpečnostní bráně přihlašovat častěji (zvláště nyní ze začátku
při konfiguraci), je zbytečně zadávat pokaždé přístupové heslo. K autentizaci můžeme
použít takzvaného veřejného a privátního klíče. V prostředí Linuxu si na pracovní stanici
takovouto dvojici klíčů vygenerujeme příkazem:
ssh -keygen -t dsa
V adresáři ~/.ssh/ vzniknou dva nové soubory, id dsa s privátním klíčem a id dsa.pub
s veřejným klíčem. Prvně jmenovaný musíme bezpečně chránit, neboť jeho získání by ko-
mukoliv umožnilo přístup k bezpečnostní bráně (pokud jsme při generování nezadali zabez-
pečovací frázi). Nyní ještě přeneseme veřejnou část klíče do počítače, ke kterému se chceme
přihlašovat, tedy do instalované brány. Nejjednodušší možností je příkaz ssh-copy-id ve
tvaru:
ssh -copy -id -i ~/. ssh/id_dsa.pub root@ <adresa_brany >
Pokud by nyní při pokusu o vzdálené přihlášení bylo stále vyžadováno heslo, bude prav-





6.3.3 Instalace DNS a DHCP serveru
Pro zajištění jednoduché správy a obsluhy celé sítě je vhodné použít ke konfiguraci jed-
notlivých klientských stanic DHCP server. Pro potřeby menších sítí je vhodný program
Dnsmasq, který kromě rozesílání síťové konfigurace pro koncové zařízení jako DHCP server,
plní i službu DNS serveru. Velké množství informací se přitom snaží získat z konfigurace
systému. Instalaci opět zajistíme příkazem:
aptitude install dnsmasq
Konfigurace je v dobře okomentovaném souboru dnsmasq.conf umístěném v adresáři
/etc/.
Důležitým parametrem je dhcp-range, ve kterém nastavíme rozsah dynamicky přidě-
lovaných adres. Následujícím řádkem nastavíme dynamické přidělování adres z rozsahu
192.168.100.50 až 192.168.100.100 s maskou sítě 255.255.255.0 na dobu maximálně 12 ho-
din.
dhcp -range =192.168.100.50 ,192.168.100.100 ,255.255.255.0 ,12h
Pro některé stanice je vhodné zadat přidělování stále stejné IP adresy podle MAC adresy
rozhraní. To zařídíme příkazem dhcp-host. Například zapsáním řádku
dhcp -host =08:00:27: E0 :05:3F ,192.168.100.2
přiřadíme počítači se síťovým rozhraním s MAC adresou 08:00:27:E0:05:3F IP adresu
192.168.100.2. Místo adresy též můžeme uvést název počítače a IP adresu určí Dnsmasq
ze souboru /etc/hosts.
6.4 Nastavení firewallu – Iptables
Netfilter, tedy paketový a stavový firewall, který je přímo součástí linuxového jádra, se
konfiguruje prostřednictvím příkazu iptables. Program iptables nemá žádné konkrétní
konfigurační soubory, kam by se nechalo uložit nastavení. Při vypnutí systému dojde ke
ztrátě všech zadaných pravidel a při opětovném startu je nutné tato pravidla nějakým
způsobem opět zadat. Způsobů, jak toho docílit, existuje několik. V podstatě jde ale vždy
o to uložit posloupnost příkazů, které bychom zadávaly pro nastavení pravidel do skriptu,
který při startu ve vhodnou chvíli spustíme. Pro automatické spuštění se nabízí možnost
vytvoření klasického inicializačního skriptu pro spouštění služeb, uložit jej do adresáře
/etc/init.d/ a vytvořit symbolický odkaz do správných adresářů /etc/rcN.d/ (kde N
je číslo příslušného runlevelu, ve kterém chceme firewall spustit). Takovým to způsobem
jsou v Debianu spouštěny například všechny servery jako Squid nebo Dnsmasq.
Já jsem však pro automatické spouštění firewallu vybral možnost uložit patřičný skript
do adresáře /etc/network/if-up.d/ (případně /etc/network/if-pre-up.d/). Uložení
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spustitelného skriptu do jednoho z výše uvedených adresářů má za následek jeho spuštění
po (resp. před) nastartováním síťového rozhraní. Nemusíme se tedy starat o to, v jakém
pořadí by se měl skript spustit jako v případě jeho umístění do /etc/init.d/. Do ad-
resáře /etc/network/if-up.d/ tedy uložíme skript pojmenovaný například iptables.
Nastavíme mu příslušná práva pro spuštění příkazem:
chmod u+x /etc/network/if-up.d/iptables
a vložíme do něj filtrovací pravidla a další příkazy související s firewallem.
Začátek skriptu obsahuje hlavičku, ve které je určeno, jaký interpret jej má vykonat.
Následuje nastavení několika proměnných, které zpřehledňují další kód a umožňují jedno-
duché přizpůsobení skriptu v případě nějaké změny.
#!/ bin / sh
# S k r i p t s p r a v i d l y pro i p t a b l e s .
PATH=/bin : / sb in : / usr / bin : / usr / sb in
IPT=/sb in / i p t a b l e s
# Nastaveni k o n f i g u r a c n i c h promennych
#Loka ln i s i t o v e roz hran i
LOINT=l o
#S i t o v e r ozhr an i p a t r i c i do v n e j s i s i t e
EXTINT=eth0
#S i t o v e ro zhr an i p a t r i c i do v n i t r n i s i t e
LANINT=eth1
#Loka ln i IP
LANIP=192.168 .100 .1
#Loka ln i s i t
LANNET=192.168 .100 .0/24
Jako prvním krokem ve vytváření pravidel bude nastavení implicitní politiky firewallu
– tedy akce, která bude provedena s jednotlivými pakety, jestliže nevyhoví žádnému dal-
šímu pravidlu. Tu nastavíme v řetězcích INPUT a FORWARD na DROP, tedy zahazování
paketů. V řetězci OUTPUT necháme pakety procházet, neboť není pravděpodobné, že by
byl z vlastní brány generován nechtěný provoz. Po nastavení implicitní politiky vyprázd-
níme všechny řetězce, aby neobsahovaly případná předchozí pravidla. Nastavení implicitní
politiky tím není nijak ovlivněno, pokud bychom jej však uvedli až za vyprázdněním pravi-
del, mohlo by dojít k jistému byť krátkému časovému úseku, ve kterém by byl náš systém
nechráněn.
# n a s t a v e n i i m p l i c i t n i c h p r a v i d e l f i r e w a l l u
$IPT −P INPUT DROP
$IPT −P OUTPUT ACCEPT
$IPT −P FORWARD DROP
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# o d s t r a n e n i pripadnych e x i s t u j i c i c h p r a v i d e l
$IPT −F
$IPT −t nat −F
Následujícím pravidlem povolíme veškerý provoz na lokálním rozhraní loopback. Za-
kázání tohoto provozu by mohlo znamenat nepředvídatelné pozdější problémy.
# Povoleni provozu na loka ln im rozh ran i
$IPT −A INPUT − i $LOINT −j ACCEPT
$IPT −A OUTPUT −o $LOINT −j ACCEPT
Hlavní část filtrovacích pravidel obsahuje nejprve nastavení transparentního proxy ser-
veru pro protokol http. Jedná se tedy o přesměrování všech paketů přicházejících z lokál-
ního (přesněji jiného než externího) síťového rozhraní, které mají jako cílový port 80 (http),
na port 8080 samotné brány (zde bude naslouchat DansGuardian). Z podstaty protokolu
https není možné stejným způsobem vytvořit transparentní proxy pro tento protokol,
chceme-li však donutit uživatele k používání proxy serveru i pro zabezpečený protokol
http, zamezíme jim v přímém přístupu k webu odkomentováním patřičného řádku. Na-
stavení proxy serveru však bude nutno změnit u každého prohlížeče (automaticky nebo
manuálně).
Dalším důležitým prvkem je překlad zdrojových adres (SNAT) a povolení přeposílání
paketů přes bránu. To je zajištěno zapsáním hodnoty 1 do souboru /proc/sys/net/ipv4/-
ip forward. Aby bylo možno spojení skrz bránu vůbec uskutečnit (neboť je politika řetězce
FORWARD nastavena na DROP), povolíme průchodu paketů z vnitřní sítě do internetu.
Zpět však propustíme pouze pakety z již navázaného spojení.
#Transparentni proxy pro h t t p
#( presmerovani vsech h t t p pozadavku na DansGuardian )
$IPT −t nat −A PREROUTING − i ! $EXTINT −p tcp −−dport http −j REDIRECT\
−−to−port 8080
#t e n t o provoz musime ta ke p o v o l i t v r e t e z c i INPUT
$IPT −A INPUT − i $LANINT −p tcp −−dport 8080 −j ACCEPT
#vynuceni n a s t a v e n i proxy s e r v e r u pro h t t p s
#$IPT −A FORWARD −p tcp −−dport h t t p s −j REJECT
#Nastaveni prek ladu adres NAT
$IPT −t nat −A POSTROUTING −o $EXTINT −j MASQUERADE
echo ”1” > / proc / sys / net / ipv4 / ip fo rward
#Povoleni provozu z LAN ven
$IPT −A FORWARD −s $LANNET − i $LANINT −j ACCEPT
#a z p e t pouze e x i s t u j i c i s p o j e n i
$IPT −A FORWARD −d $LANNET − i $EXTINT −m s t a t e −−s t a t e ESTABLISHED, \
RELATED −j ACCEPT
V následující části skriptu povolíme přístup k některým službám poskytovaným vlastní
bránou. Konkrétně se jedná o server DNS a DHCP dostupný pouze z vnitřní sítě, dále
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o webové konfigurační rozhraní dansconf dostupné na portu 443 (https). Zde také samo-
zřejmě povolíme přístup k ssh serveru. Volba, zda budou konfigurační rozhraní DansGu-
ardianu a ssh server dostupné pouze z vnitřní sítě nebo i z internetu, závisí na konkrétním
nasazení bezpečnostní brány.
Je také dobré povolit přístup icmp zpráv typu echo-request (požadavek na ozvěnu).
V některých složitějších skriptech pro nastavení firewallu bývají tyto zprávy omezeny
pouze na určitý počet za sekundu. Důvodem je obrana proti zahlcení.
# Povoleni p r i s t u p u k nekterym sluzbam routeru ze s i t e LAN
# DNS
$IPT −A INPUT − i $LANINT −p udp −−dport domain −j ACCEPT
# DHCP
$IPT −A INPUT − i $LANINT −p udp −−dport 67 −j ACCEPT
#p o v o l e n i p r i s t u p u k rozh ran i dansconf ( h t t p s ) − pouze z LAN
$IPT −A INPUT − i $LANINT −s $LANNET −p tcp −−dport https −j ACCEPT
#p o v o l e n i p r i s t u p u k rozh ran i dansconf ( h t t p s ) − i z v n e j s i s i t e
#$IPT −A INPUT −p tcp −−dport h t t p s −j ACCEPT
# Povo leni ssh p r i p o j e n i k brane
#$IPT −A INPUT −p tcp −−dport ssh −j ACCEPT
# Pripadne p o v o l e n i ssh pouze z LAN
$IPT −A INPUT − i $LANINT −s $LANNET −p tcp −−dport ssh −j ACCEPT
# Povoleni ” pingu ”
$IPT −A INPUT −p ICMP −−icmp−type echo−r eque s t −j ACCEPT
# Povoleni j i z navazanych s p o j e n i z venku
$IPT −A INPUT − i $EXTINT −m s t a t e −−s t a t e ESTABLISHED,RELATED −j \
ACCEPT
Možnosti firewalu postaveném na Netfilteru jsou veliké. Zde představený skript předsta-
vuje pouze nejjednodušší fungující řešení obrany vnitřní sítě. V podstatě kromě protokolu
http není kontrolován provoz pocházející z vnitřní sítě. Z internetu však není umožněno
navázat spojení do vnitřní sítě.
6.5 Instalace programu Squid a DansGuardian
Hlavním úkolem navrhované brány je umožnit přístup klientským stanicím z vnitřní sítě
do internetu a kontrolu procházejících dat protokolu http. O tuto kontrolu se bude starat
program DansGuardian, který ke své činnosti potřebuje jiný proxy server, v našem případě
Squid. Oba zmíněné programy nainstalujeme následujícím příkazem:
aptitude install squid dansguardian
Proxy server má velice rozsáhlý konfigurační soubor squid.conf umístěný v adresáři
/etc/squid/. Konfiguračních voleb a možností je velká spousta a dají se například na-
stavovat různorodé způsoby autentizace uživatelů. Tyto vlastnosti však v tuto chvíli ne-
budeme potřebovat, neboť proxy server Squid bude pouze zprostředkovávat spojení pro
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program DansGuardian. Dále následuje minimální obsah konfigurace Squidu s nejnut-
nějšími volbami. Přístupu k proxy serveru povolíme pouze z rozhraní localhost (neboť
DansGuardian poběží na stejném počítači). Dále pak nastavíme naslouchání na portu
3128. Parametr transparent říká, že bude proxy server provozován v transparentním
režimu.
acl localhost src 127.0.0.1/32
acl all src all
http_access allow localhost
http_access deny all
http_port localhost :3128 transparent
Upravený konfigurační soubor je vhodné nejprve zkontrolovat proti případným chybám
příkazem:
squid -k parse
Pokud předešlý příkaz nevypíše žádné chyby, můžeme server restartovat příkazem:
/etc/init.d/squid restart
Konfigurace DansGuardianu je stejně dobře komentována jako v případě Squidu. Po-
drobněji se jí budeme věnovat v další kapitole v souvislosti s webovým konfiguračním
rozhraním DansConf.
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7 KONFIGURAČNÍ ROZHRANÍ K PROGRAMU DANS-
GUARDIAN – DANSCONF
Program DansGuardian patří mezi aplikace umožňující sledování a filtrování síťového pro-
vozu protokolu http. Jeho možnosti jsou opravdu rozsáhlé a nastavení si vyžádá určitý
čas. U takovéhoto typu filtrování je potřeba konfiguraci (zvláště filtrovacích pravidel) pra-
videlně aktualizovat a přizpůsobovat aktuálním potřebám. Z tohoto důvodu vznikl poža-
davek zpřístupnit konfiguraci jednodušším a přímějším způsobem. Vhodnou možností se
jeví konfigurace přes webové rozhraní.
7.1 Princip funkce
Pro vytvoření programu DansConf jsem zvolil skriptovací jazyk Python. Část, která vy-
tváří uživatelské rozhraní je spouštěna jako cgi skript malým webovým serverem Lighttpd.
Jeho předností, například oproti serveru Apache, je nenáročnost na systémové prostředky
a jednoduchá konfigurace. Při každém požadavku od klienta je spouštěn interpret jazyka
Python, který zpracovává vytvořený skript. Pro většinu dynamicky generovaných stránek
v dnešní době bývá použit takzvaný modul fast-cgi (pokud není použit konkrétní modul
interpretovaného jazyka k danému webovému serveru – například mod php). Rozdíl oproti
použitému řešení (které je historicky starší) spočívá ve stálém běhu překladače použitého
jazyka (Python nebo častěji PHP a podobně). Tomuto překladači jsou poté předkládány
samotné požadavky webovým serverem. Není tedy nutná další režie pro spouštění vlast-
ního překladače. Jelikož však přístup ke konfiguračnímu rozhraní bude řádově podstatně
menší než k veřejnému webovému serveru, je zbytečné zatěžovat paměť síťové brány po
většinu času nevyužitým programem. Z tohoto důvodu se jeví využití klasického cgi skriptu
jako výhodnější. Určitým zlepšením v tomto směru by mohlo být ještě využití takzvaného
superserveru xinetd, který by řídil spouštění i samotného webového serveru.
Program je z důvodu bezpečnosti rozdělen na dvě základní části, dále obsahuje několik
dalších modulů využívaných jedním nebo oběma hlavními programy.
7.1.1 dansconf.py
Jelikož jsou k úpravě hlavních konfiguračních souborů programu DansGuardian a hlavně
k jeho restartování potřeba práva uživatele root, bylo by nutné provozovat webový server
pod tímto neomezeným uživatelem (cgi skripty jsou spouštěny se stejnými uživatelskými
oprávněními jako má webový server). To by ovšem představovalo veliké bezpečnostní ri-
ziko, neboť jakákoliv chyba ve webovém serveru nebo v cgi skriptu by mohla znamenat
jednoduché napadení a kompromitaci celého systému. Z tohoto důvodu je k úpravám kon-
figurace a k řízení DansGuardianu napsán samostatný program, který je posléze spouštěn
pomocí utility sudo skriptem zabezpečujícím uživatelské rozhraní.
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sudo
Program sudo umožňuje spouštění programů s přidělením práv jiného uživatele. Konfigu-
race tohoto programu umožňuje detailně nastavit, co který uživatel může s jeho pomocí
spouštět a s jakým omezením. V našem případě povolíme spouštění příkazu dansconf.py
uživateli www-data, což je uživatel vlastnící proces webového serveru, ovšem s právy uživa-
tele root. Ke spuštění samozřejmě nebude vyžadováno žádné heslo. Toto chování zajistíme
zapsáním následujícího řádku do konfiguračního souboru /etc/sudoers.
www -data ALL=NOPASSWD: /usr/bin/dansconf.py*
Hvězdička na konci značí možnost spouštění scriptu dansconf.py (umístěném v adresáři
/usr/bin/) s libovolnými parametry.
Skript dansconf.py je volán s různými parametry, které mají za následek provedení
požadované akce. Základními parametry jsou --vypis log a --vypis konfiguraci pro
vypsání logovacího souboru a konfigurace programu DansGuardian. Zadáním jednoho nebo
více parametrů --set <nazev konfiguracni volby> <hodnota> dojde ke změně hodnoty
dané volby v konfiguračním souboru na novou (<nazev konfiguracni volby> nahradíme
názvem volby uvedené v konfiguračním souboru, <hodnota> potom představuje konkrétní
hodnotu).
Volbou --status restart dojde k restartování programu DansGuardian, a tedy apli-
kování provedených změn v konfiguračním souboru (interně je volán klasický příkaz pro
restartování určité služby /etc/init.d/dansguardian restart).
Konfigurační soubor k tomuto skriptu je umístěn v adresáři /etc/dansconf/. Zde se
nalézají konfigurační soubory i pro další části konfiguračního rozhraní.
7.1.2 dansconf web.py
Soubor dansconf web.py představuje hlavní část uživatelského rozhraní. Tento skript za-
bezpečuje (ve spolupráci s dalšími moduly) autorizaci uživatele, výpis a editaci konfigu-
race, restartování DansGuardianu a další. K některým těmto činnostem používá právě
volání skriptu dansconf web.py. Pro generování HTML kódu je z velké části použit mo-
dul HTMLgen, částečně také vlastní knihovna dhhtml. Pro obsluhu formulářů a cookies je
využito funkcí a tříd z modulu cgi. V souboru dansconf web.css jsou uloženy kaskádové
styly nastavující vzhled uživatelského rozhraní.
O autorizaci uživatelů, která je řešena přihlašovacími údaji (jménem a heslem), které
jsou nastaveny v souboru uzivatele, se stará modul dhauth. Nastavení těchto uživatelů
nemá nic společného s uživateli v systému. V tomtéž souboru je možno nastavit práva
konkrétnímu uživateli. Práva jsou zadávána formou celého čísla, čím vyšší hodnota, tím
větší práva.
0 pouze možnost prohlížení konfigurace
≥ 1 povolení editace souborů s pravidly a restartování DansGuardianu (aplikování změn)
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≥ 2 možnost editace základní konfigurace dansguardianu
≥ 3 možnost změny hesla ostatním uživatelům
O editace souborů s pravidly DansGuardianu se nestará skript dansconf.py (jako je
tomu u konfigurace), ale přímo skript dansconf web.py. Důvodem je složitost a náročnost
implementace takového řešení a fakt, že umožnění editace těchto souborů uživateli www-
data nepředstavuje žádné výrazné bezpečnostní riziko. Navíc je při každém pokusu editovat
nějaký soubor ještě kontrolováno externí povolení k zobrazení a editaci tohoto souboru.
7.1.3 dhdansguardian.py
Důležitou částí vytvořeného rozhraní je modul dhdansguardian. Ten obsahuje například
možné konfigurační volby, rozdělení těchto voleb do několika sekcí, nápovědy k jednotli-
vým volbám a jejich možnosti. Změnou pouze tohoto souboru je tak možno reagovat na
vývoj programu DansGuardian a přizpůsobovat uživatelské rozhraní konkrétním potře-
bám (určovat, které volby bude možno konfigurovat přes webové rozhraní a které budou
editovatelné pouze úpravou konfiguračního souboru DansGuardianu).
Základní kontrola vkládaných údajů do formulářů je provedena pomocí regulérních
výrazů, které jsou taktéž přiřazeny jednotlivým volbám v souboru dhdansguardian.py.
7.2 Instalace
K fungování programu DansConf je potřebný webový server. Testován byl server lighttpd
z důvodů řečených v předešlém textu. Je však pravděpodobné, že by celý program fun-
goval i s jiným webovým serverem, který umožňuje spouštění cgi skriptů a pokud možno
zabezpečený protokol https.
7.2.1 Instalace lighttpd serveru
Samotnou instalaci lighttpd serveru provedeme příkazem:
aptitude install lighttpd
Konfigurace serveru je uložena v adresáři /etc/lighttpd. Zde se nachází hlavní konfigu-
rační soubor lighttpd.conf a také adresáře s dostupnými (conf-available/) a použi-
tými (conf-enabled/) moduly. Povolení modulu pro cgi provedeme příkazem:
lighty -enable -mod cgi
V nastavení tohoto modulu (soubor conf-enabled/10-cgi.conf) je potřeba zadat zpra-
cování skriptů v Pythonu programem /usr/bin/python. Toho docílíme odkomentováním





Stejně jako modul cgi povolíme nyní i modul ssl (pro použití protokolu https) příkazem:
lighty -enable -mod ssl
Tento modul však ke své práci vyžaduje certifikát. Protože však není pravděpodobné, že
bychom vlastnili oficiální certifikát od nějaké známé certifikační autority (a není ani příliš
důvod pro toto použití certifikát shánět), vytvoříme si vlastní tzv. self-signed certifikát
(tedy podepsaný sám sebou). Pro tento krok budeme pravděpodobně muset nainstalovat
balíček openssl (příkazem aptitude install openssl). Vlastní certifikát potom vyge-
nerujeme následujícím příkazem a doplněním některých údajů [7]:
openssl req -new -x509 -nodes -out server.pem -keyout server.\
pem -days 1098
Tento příkaz je vhodné spouštět v adresáři s konfigurací lighttpd serveru, neboť zde jej také
modul ssl bude hledat. Toto nastavení zkontrolujeme v konfiguračním souboru modulu ssl
(conf-enabled/10-ssl.conf) pod položkou ssl.pemfile.
Nakonec server restartujeme příkazem:
/etc/init.d/lighttpd restart
Pokud neobdržíme žádné hlášení o chybě, měli bychom po zadání adresy https://<adresa_
brany> do webového prohlížeče obdržet výchozí uvítací stránku serveru lighttpd.
7.2.2 Vlastní instalace dansconf
Pro správné fungování programu dansconf nejprve nainstalujeme vyžadované balíčky sudo
a python-htmlgen příkazem:
aptitude install sudo python -htmlgen
Dále získáme zdrojové kódy konfiguračního rozhraní a spuštěním skriptu install.sh
s parametrem install provedeme instalaci vlastních souborů programu dansconf. Kon-
krétní poznámky k instalaci jsou dostupné v souboru INSTALL dodaném společně se zdrojo-
vými kódy. Další volby kromě install jsou ještě update pro aktualizaci (dojde k přepsání
všech souborů kromě konfiguračních) a uninstall nebo uninstall-all. Prvně jmenovaný
parametr má za následek odstranění všech souborů mimo konfiguračních, druhý způsobí
odstranění i konfiguračních souborů. (Zůstanou však změněná práva k některým soubo-
rům.)
Pokud vše proběhlo v pořádku, měl by být nyní na adrese https://<adresa-brany>
dostupný přihlašovací formulář.
7.3 Použití rozhraní DansConf a konfigurace programu Dans-
Guardian
Po prvotním přihlášení (přihlašovací jméno i heslo je admin) je doporučeno si změnit
implicitní heslo v záložce Uživatelé. Tamtéž je dostupná administrace ostatních uživatelů
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(změna jejich hesla). Ve výchozím nastavení je též dostupný uživatel test (s heslem test)
pro demonstraci omezení uživatelských práv.
Pro základní nastavení chování DansGuardianu je určena záložka Konfigurace. Jsou
zde dostupné jednotlivé volby konfiguračního souboru rozdělené do několika kategorií (toto
rozdělení, množství zobrazených voleb i jejich podoba závisí na modulu dhdansguardian,
a může se tedy v různých verzích lišit podle verze DansGuardianu).
Důležité je nastavení v části Síťové nastavení, konkrétně ip adresa a port pro DansGu-
ardian a totéž pro proxy server Squid.
Nejčastěji upravovanou částí budou pravděpodobně soubory s filtrovacími pravidly. Ty
jsou dostupné přes odkaz Pravidla. Při výběru konkrétní čísti pravidel je zobrazen obsah
hlavního souboru dané části, pokud je z tohoto souboru odkazováno na nějaký další, je
tento dostupný k editaci přes odkazy v horní části konfigurace.
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8 ZÁVĚR
Začátek této práce je krátce věnován otevřenému softwaru a svobodnému operačnímu
systém GNU/Linux. Poté je představena distribuce Linuxu Debian, zvolená k realizaci
projektu síťové brány a následuje vysvětlení několika základních administrátorských úkonů
v této distribuci. Jsou zde též uvedeny některé menší jednoúčelové distribuce a vysvětleny
důvody volby komplexnější a rozsáhlejší distribuce jakou Debian bezpochyby je.
V další části jsou probrány teoretické možnosti filtrování síťového provozu. Na tuto ka-
pitolu navazují dva následující oddíly věnované konkrétní implementaci paketového filtru
v podobě Netfilteru a aplikačního filtru založeného na proxy serveru Squid a programu
DansGuardian. V případě Netfilteru jsou představeny základní způsoby ovládání programu
iptables a zadávání filtrovacích pravidel.
Kapitola Aplikační filtr je nejprve věnována nastavení proxy serveru Squid. Dále je
představen program DansGuardian jako jeden z nejkomplexnějších programů z oblasti
otevřeného a svobodného software pro filtrování webu na základě jeho obsahu.
Na konci teoretické části se zabývám představení konkrétního návrhu struktury jed-
noduché počítačové sítě. A též se věnuji doplnění některých služeb, které mají obvykle
počítače použité jako síťová brána v menší síti nabízet.
V praktické části je popsána instalace a základní konfigurace distribuce Debian GNU/-
Linux. Dále pak zprovoznění DNS a DHCP serveru v podobě programu Dnsmasq. Důležitá
část této kapitoly se věnuje vytvoření skriptu pro nastavení paketového filtru a instalaci
programu Squid a DansGuardian.
Poslední kapitola je věnována vytvořenému webovému konfiguračnímu rozhraní k pro-
gramu DansGuardian. Je zde vysvětlen princip jeho funkce a probrána instalace samotného
rozhraní.
V celé práci je popsán způsob vytvoření síťové brány pro menší až středně velké počí-
tačové sítě s využitím nástrojů svobodného a otevřeného software. Vytvořené konfigurační
rozhraní DansConf k programu DansGuardian umožňuje správu nastavení filtru na apli-
kační vrstvě jednodušším a přístupnějším způsobem. Cílem bylo zpřístupnit hlavně kon-
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# This file describes the network interfaces available on your ←↩
system
# and how to activate them. For more information , see interfaces←↩
(5).
# The loopback network interface
auto lo
iface lo inet loopback
# The primary network interface
auto eth0
iface eth0 inet dhcp
# rozhrani eth1 pro sit lan
auto eth1





# Never forward plain names (without a dot or domain part)
domain -needed
# Never forward addresses in the non -routed address spaces.
bogus -priv
# Add local -only domains here , queries in these domains are ←↩
answered
# from /etc/hosts or DHCP only.
local=/ example.org/
# If you want dnsmasq to listen for DHCP and DNS requests only on
# specified interfaces (and the loopback) give the name of the
# interface (eg eth0) here.




# If you want dnsmasq to provide only DNS service on an interface ,
# configure it as shown above , and then use the following line to
# disable DHCP on it.
no -dhcp -interface=eth2
# Set this (and domain: see below) if you want to have a domain
# automatically added to simple names in a hosts -file.
expand -hosts
# Set the domain for dnsmasq. this is optional , but if it is set , ←↩
it
# does the following things.
# 1) Allows DHCP hosts to have fully qualified domain names , as ←↩
long
# as the domain part matches this setting.
# 2) Sets the "domain" DHCP option thereby potentially setting the
# domain of all systems configured by DHCP
# 3) Provides the domain part for "expand -hosts"
domain=example.org
# rozsah pridelovanych adres
dhcp -range =192.168.100.50 ,192.168.100.100 ,255.255.255.0 ,12h
#Prideleni urcite adresy (a jmena) podle MAC adresy z /etc/hosts




# Skript s pravidly pro iptables.
PATH=/bin:/sbin:/usr/bin:/usr/sbin
IPT=/sbin/iptables
# Nastaveni konfiguracnich promennych
#Lokalni sitove rozhrani
LOINT=lo
#Sitove rozhrani patrici do vnejsi site
EXTINT=eth0






# nastaveni implicitnich pravidel firewallu
$IPT -P INPUT DROP
$IPT -P OUTPUT ACCEPT
$IPT -P FORWARD DROP
# odstraneni pripadnych existujicich pravidel
$IPT -F
$IPT -t nat -F
# Povoleni provozu na lokalnim rozhrani
$IPT -A INPUT -i $LOINT -j ACCEPT
$IPT -A OUTPUT -o $LOINT -j ACCEPT
#Transparentni proxy pro http (presmerovani vsech http pozadavku ←↩
na DansGuardian)
$IPT -t nat -A PREROUTING -i ! $EXTINT -p tcp --dport http -j ←↩
REDIRECT --to-port 8080
# tento provoz musime take povolit v retezci INPUT
$IPT -A INPUT -i $LANINT -p tcp --dport 8080 -j ACCEPT
#vynuceni nastaveni proxy serveru pro https
#$IPT -A FORWARD -p tcp --dport https -j REJECT
#Nastaveni prekladu adres NAT
$IPT -t nat -A POSTROUTING -o $EXTINT -j MASQUERADE
echo "1" > /proc/sys/net/ipv4/ip_forward
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#Povoleni provozu z LAN ven
$IPT -A FORWARD -s $LANNET -i $LANINT -j ACCEPT
#a zpet pouze existujici spojeni
$IPT -A FORWARD -d $LANNET -i $EXTINT -m state --state ESTABLISHED←↩
,RELATED -j ACCEPT
# Povoleni pristupu k nekterym sluzbam routeru ze site LAN
# DNS
$IPT -A INPUT -i $LANINT -p udp --dport domain -j ACCEPT
# DHCP
$IPT -A INPUT -i $LANINT -p udp --dport 67 -j ACCEPT
#povoleni pristupu k rozhrani dansconf (https) - pouze z LAN
$IPT -A INPUT -i $LANINT -s $LANNET -p tcp --dport https -j ACCEPT
#povoleni pristupu k rozhrani dansconf (https) - i z vnejsi site
#$IPT -A INPUT -p tcp --dport https -j ACCEPT
# Povoleni "pingu"
$IPT -A INPUT -p ICMP --icmp -type echo -request -j ACCEPT
# Povoleni jiz navazanych spojeni z venku
$IPT -A INPUT -i $EXTINT -m state --state ESTABLISHED ,RELATED -j ←↩
ACCEPT
# Povoleni ssh pripojeni k brane
#$IPT -A INPUT -p tcp --dport ssh -j ACCEPT
#$IPT -A OUTPUT -p tcp --sport ssh -j ACCEPT
# Pripadne povoleni ssh pouze z LAN
$IPT -A INPUT -i $LANINT -s $LANNET -p tcp --dport ssh -j ACCEPT
#$IPT -A OUTPUT -o $LANINT -d $LANNET -p tcp --sport ssh -j ACCEPT
# Nekolik dalsich prikazu zvysujicich bezpecnost
echo 1 > /proc/sys/net/ipv4/tcp_syncookies
echo 1 > /proc/sys/net/ipv4/icmp_echo_ignore_broadcasts
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Dansconf – adresář se zdrojovými kódy vytvořeného webového konfiguračního rozhraní
DansConf.
Virtualni pc – realizace navrhované síťové bezpečnostní brány (bcr) v podobě virtu-
álního počítače vytvořeného nástrojem VirtualBox a testovací počítač simulující
vnitřní síť (testovacipc).
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