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REGULARITY OF ORNSTEIN-UHLENBECK PROCESSES
DRIVEN BY A LE´VY WHITE NOISE
ZDZIS LAW BRZEZ´NIAK AND JERZY ZABCZYK
Abstract. The paper is concerned with spatial and time regularity of solutions
to linear stochastic evolution equation perturbed by Le´vy white noise ”obtained
by subordination of a Gaussian white noise”. Sufficient conditions for spatial con-
tinuity are derived. It is also shown that solutions do not have in general ca´dla´g
modifications. General results are applied to equations with fractional Laplacian.
Applications to Burgers stochastic equations are considered as well.
1. Introduction
The problem of spatial and time regularity of linear stochastic equation with Gauss-
ian noise is well understood, see e.g. [16]. The case of Le´vy type perturbations has not
been investigated earlier with an exception of the paper [31] by Lescot and Ro¨ckner,
treating stochastic heat equation with α stable noise.
The present paper is devoted to a systematic study of the spatial and time regular-
ity of the Ornstein-Uhlenbeck process with a general Le´vy white noise generalizing
the so called stable white noise. Let us recall that a Rd valued Wiener process sub-
ordinated by a α
2
-stable, with α ∈ (0, 2), increasing process is a symmetric α-stable
process on Rd. It is therefore natural to define α-stable white noise as a cylindrical
Wiener processes on Hilbert spaces subordinated by a real, α
2
-stable process, with
α ∈ (0, 2). For an example see [31]. More generally we define Le´vy white noise as a
cylindrical Wiener process subordinated by an arbitrary real valued, increasing Le´vy
process. It can be regarded as an alternative to cylindrical Le´vy processes introduced,
for instance, in [40], see also [36, 37, 39]. It is difficult to judge at the moment which
class will better suit the modelling purposes.
Let Y be a Le´vy white noise process on a Hilbert space H . Then the Ornstein-
Uhlenbeck process X driven by Y with generator A is a solution of the so called
Langevin equation
(1.1)
{
dX(t) = AX(t) dt+ dY (t), t ≥ 0,
X(0) = x,
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where x ∈ E and A is assumed to be an infinitesimal generator of a C0 semigroup
S =
(
S(t)
)
t≥0
, on a Banach space E. In the most interesting cases the semigroup S
is analytic and the space E is a subspace of the space H , i.e. E ⊂ H . Moreover,
(1.2) Y (t) = W (Z(t)), t ≥ 0,
where Z is a subordinator and W is a cylindrical Wiener process on H that lives
on some Banach space U ⊃ H . The latter property is equivalent to the fact the
embedding H →֒ U is γ-radonifying, see e.g. [4]. Our main aim is to present
conditions under which the solutions to (1.1) take values in the space E. This type
of regularity is of prime interest for the study of nonlinear stochastic equations
(1.3) du(t) = (Au(t) + F (u(t)) dt+ dY (t), t ≥ 0, u(0) = x,
where F is a nonlinear transformation. In fact if YA is a solution to (1.1), with x = 0,
then (1.3) can be equivalently written as a stochastic integral equation with random
coefficients determined by YA:
(1.4) u(t) = S(t)x+
∫ t
0
S(t− s)F ((u(s) + YA(s))ds, t ≥ 0.
Thus the spatial regularity of YA determines how irregular the nonlinearity F can
be. Of some importance here is also the time regularity of the process. As we will
see, the solution to 1.1 does not have, in general, locally bounded trajectories and
therefore, to treat nonlinear equations 1.4 it is also necessary to determine when the
process YA has trajectories integrable in some powers.
The paper is organized as follows. In the Preliminaries we recall some basic results
on subordination. The nonstandard feature of our presentation is that the subordi-
nated process is a cylindrical one. In the next section we gather results on stochastic
integrals of Banach valued functions with respect to Poison random measure. Our
main result is Theorem 4.1 from Section 4, formulating sufficient conditions on the
semigroup S and on the intensity of the subordinator implying regularity. Various
applications are treated in Section 5. A typical example is the following equation
(1.5)
{
dX(t) = −(−∆)γX(t) + dY (t), t ≥ 0,
X(0) = 0
were γ is a positive constant, H = L2(O) with O ⊂ Rd and (−∆)γ is the frac-
tional power of the Laplace operator ∆ with the Dirichlet boundary conditions. In
particular, if γ = 1, we get stochastic heat equation
(1.6)
{
dX(t) = ∆X(t) + dY (t), t ≥ 0,
X(0) = 0,
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Our paper strengthens considerably a recent result by Lescot and Ro¨ckner, who
proved in [31], by employing Dirichlet forms and Sazonov Theorem, that if d = 1,
γ = 1, and Y is an α stable process, α ∈ (0, 2), then X takes values in the space
L2(0, 1), see also comments in subsection 5.4. In fact a special case of our results
reads as follows, see Corollaries 5.2 and 5.1.
Theorem 1.1. Suppose that α ∈ (0, 2], γ ∈ (0, 2] and δ ∈ [0, γ
α∨1
− d
2
). Then
the mild solution u to problem (1.5) is such that for all t ≥ 0, with probability 1,
X(t) ∈ Cδ0(O).
The method of the proof is a generalization of a method from [5] (see also [6,
Appendix C] for details in the case d = 1 and γ < 1, where a purely Gaussian case
was considered). In that case, i.e. when in equation (1.5) we have purely Gaussian
process, i.e. an L2(0, 1)-cylindrical Wiener process, the mild solution X takes values
in the space Cδ0(0, 1), for δ <
γ
2
− 1
2
. Note that here d = 1 and γ = 2.
Some limits to the spatial regularity is the subject of Section 6. We consider the
Langevin equation (1.6) with the space L2(0, 1) replaced by C(S), where S is the unit
circle, and the operator ∆ is replaced by the first order operator D = ∂
∂σ
. We show
that if Y = fL where L is a real valued Le´vy process with trajectories of infinite
variation then there exists f ∈ C(S) such that the mild solution of the modified
problem (1.6) is not C(S)-valued. In this way we generalize a result by Dettweiler
and van Neerven [18] from the Gaussian to the Le´vy case.
In Section 7 we deal with the time regularity of the trajectories of Ornstein-
Uhlenbeck processes driven by Le´vy white noise and show that trajectories are not
locally bounded but have some integrability properties. In Section 8 we establish
these properties and apply them to establish an existence result to Burgers equation
with Le´vy white noise. We discuss only Burgers equation to fix ideas, but we believe
that other equations can be treated in a similar way. The Burgers equation with
Le´vy type noise has been considered in[50], [40] and recently in [20]. Our results are
not directly comparable with that of [50] because we deal with different form of noise.
The most recent paper [20] considers compound Poisson noise and in fact deals with
deterministic Burgers equation on random intervals. A possibility to generalize the
results to non-autonomous equations is discussed in the final Section 9.
2. Preliminaries
2.1. Subordination. All processes considered in this paper will be defined on a
fixed probability space P = (Ω,F ,P). The law of a Banach space valued random
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variable ξ will be denoted by L(ξ). A family (µt)t≥0 of a probability measure on a
Banach space U is a convolution semigroup if it it satisfies the following properties:
(i) µ0 = δ0,
(ii) µt → µ0 weakly as tց 0,
(iii) µt ∗ µs = µt+s, t, s ≥ 0.
By definition, a subordinator process, or shortly subordinator, is an increasing Le´vy
process, see [43, Definitions 1.6 and 21.4]. We will need, see [43, Theorem 21.5], the
following fundamental characterization of subordinator processes.
Theorem 2.1. Suppose that Z = (Z(t))t≥0 is a subordinator process defined on the
probability space P = (Ω,F ,P). Then there exists a real number b ∈ R+, a non-
negative measure ρ on (R+,B(R+)) satisfying
(2.1) ρ({0}) = 0,
∫ ∞
1
ρ(dξ) +
∫ 1
0
ξρ(dξ) <∞,
such that
(2.2) E
(
e−rZ(t)
)
= e−tψ˜(r), r ≥ 0, t ≥ 0,
where
(2.3) ψ˜(r) = br +
∫ ∞
0
(1− e−rξ)ρ(dξ), r ≥ 0.
The family (µt)t≥0, where µt is the laws of Z(t), t ≥ 0, forms a convolution semigroup
on R.
The measure ρ, resp. the number b, see discussions preceding [43, Def. 11.9], is
called the intensity measure, resp. the drift, of the subordinator process Z.
Definition 2.2.(i) For p > 0 we will denote by Sub(p) the set consisting of all
subordinator processes Z whose intensity measure ρ satisfies∫ 1
0
ξ
p
2ρ(dξ) < ∞.(2.4)
It is obvious that if 0 < p1 < p2 < 2 ≤ p3, then
Sub(p1)  Sub(p2)  Sub(2) = Sub(p3).
(ii) Note that if β ∈ (0, 1) and the measure ρ is defined by
(2.5) ρ(dξ) =
1
βΓ(1− β)ξ1+β 1(0,∞)(ξ) dξ,
where Γ is the Euler-gamma function (Γ(z) =
∫∞
0
tz−1e−t dt, Rez > 0), then the
measure ρ satisfies condition (2.1). If b = 0 and β ∈ (0, 1), then ψ˜ = ψ˜β = rβ, r ≥ 0.
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A subordinator process corresponding to b = 0 and the measure ρ defined by (2.5)
will usually be denoted by Zβ.
Assume now that (ζs)s≥0 is a convolution semigroup on a Banach space U and
(µs)s≥0 a convolution semigroup on R+ corresponding to a subordinator. We define
then the subordinated laws on U by
(2.6) ζ˜t :=
∫ ∞
0
ζs µt(ds), t ≥ 0.
It is easy to check, that the subordinated laws form a convolution semigroup as well:
ζ˜t+s = ζ˜t ∗ ζ˜s, t, s ≥ 0.
If W and Z are independent Le´vy processes, with the corresponding convolution
semigroups (ζs)s≥0 and (µs)s≥0, then the subordinated laws correspond to the Le´vy
process Y = (Y (t))t≥0 defined by (1.2), i.e.
(2.7) Y (t) := W (Z(t)), t ≥ 0.
We are interested in a special case of the general situation described in the following
result.
Theorem 2.3. Suppose that H is a separable Hilbert space and U is a separable
Banach space such that H ⊂ U continuously and densely. Assume that Z is a
subordinator process with the intensity measure ρ and the drift b. Assume that W =
(W (t))t≥0 is an U-valued Wiener process with the RKHS of W (1) equal to H and let
ζs = L(W (s)).
i) If the process Y is defined by (2.7) then,
(2.8) E(ei〈Y (t),φ〉U,U∗ ) = e−tλ˜(φ), φ ∈ U∗, t ≥ 0.
where, with ψ˜ defined by (2.3),
(2.9) λ˜(φ) = ψ˜(
1
2
|φ|2H), φ ∈ H.
ii) Moreover Y is a U-valued Le´vy process such that
(2.10) E(ei〈Y (t),φ〉) = e−tPV
∫
U(1−ei〈u,φ〉)ν(du), φ ∈ U∗, t ≥ 0,
where the measure ν is given by formula
(2.11) ν(Γ) =
∫ ∞
0
ζs(Γ)ρ(ds), Γ ∈ B(U),
and
PV
∫
U
(
1− ei〈u,φ〉) ν(du) := lim
εց0
∫
u∈U :|u|≥ε
(
1− ei〈u,φ〉) ν(du).
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iii) The process Y is of finite variation iff
∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) <∞.
The process Y will be called an H-cylindrical Le´vy process subordinated by a (subor-
dinator) process Z.
In the identity (2.9), |φ|H denotes the norm of φ regarded as a functional on H
while in the identity (2.8), the bracket 〈·, ·〉U,U∗ is the duality pairing between U and
U∗. Note that the RHS of the equality (2.8) makes sense since we identify H with
its dual H ′ so that U∗ ⊂ H ′ ≡ H ⊂ U . Several aspects of Theorem 2.3 can be found
in [43], where a finite dimensional case is studied, and [32], but we provide a sketch
of a proof for the readers convenience.
Proof of Theorem 2.3. First let us observe that the process Y is a well defined U -
valued ca´dla´g process. For simplicity we will assume that the process W , resp. Z,
is defined on a probability space (Ω1,F1,P1), resp. (Ω2,F2,P2) and Ω = Ω1 × Ω2,
F = F1⊗F2 and P = P1⊗P2. Then, for any φ ∈ H , we have the following sequence
of equalities
E(e
i〈Y (t),φ〉
U,U∗ ) = E1E2(e
i〈W (Z(t,ω2),ω1),φ〉
U,U∗ )
= E2
[
E1(e
i〈W (Z(t,ω2),ω1),φ〉
U,U∗ )
]
= E2e
−Z(t,ω2)
1
2
|φ|2 = e−tψ˜(
1
2
|φ|2) = e−tλ˜(φ).
This concludes the proof of the identity (2.8).
In the first step in proving the identity (2.11) we shall prove that the measure ν
defined by the RHS of equality (2.8) satisfies identity (2.10). By the formulae (2.8-
2.9) it is enough to show that φ ∈ U∗, ψ˜(|φ|2H) =
∫
U
(
1− ei〈u,φ〉) ν(du). We have, by
(2.8) and (2.3), where for simplicity we assume first that b = 0,
PV
∫
U
(
1− ei〈u,φ〉) ν(du) =
∫ ∞
0
PV
∫
U
(
1− ei〈u,φ〉) ζs(du)ρ(ds)
=
∫ ∞
0
(
1− e− s2 |φ|2H
)
ρ(ds) = ψ˜(
1
2
|φ|2H).
This together with the identity (2.10) concludes the proofs of the first two parts. To
prove the final part let us recall, see e.g.[40], that an U -valued Le´vy process Y with
intensity measure ν is of finite variation iff
∫
BU (0,1)
|u|U ν(du) < ∞. Let now Y and
ν be as in Theorem 2.3. Since then∫
BU (0,1)
|u|U ζs(du) ≤
∫
BU (0,1)
ζs(du) ≤
∫
U
ζs(du) = 1
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and ∫
BU (0,1)
|u|U ν(du) =
∫ ∞
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) =
∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds)
+
∫ ∞
1
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) ≤
∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) +
∫ ∞
1
ρ(ds),
in view of condition (2.1) we infer that Y is of finite variation iff
∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) <∞.
In particular, if H = U = R, Y is of finite variation iff
∫ 1
0
s1/2ρ(ds) <∞. 
Remarks 2.4.(1) Note that since H is the RKHS of W (1), the embedding H →֒ U is
γ-radonifying.
(2) In view of the Fernique Theorem, ζs has finite second moment and moreover there
exists C > 0 such that for all s > 0,
∫
U
|u|2ζs(du) ≤ Cs.
(3) Given a separable Hilbert space H and a real number p ∈ (0,∞) we will denote
by LSub(H, p), the class of all Le´vy processes Y of the form (2.7), where W is H-
cylindrical Wiener process and Z is an independent subordinator process belonging
to class Sub(p).
(4) In the special case of the subordinator process Z
α
2 , with α ∈ (0, 2), i.e. when ρ is
defined by formula (2.5) with β = α
2
, the process Y constructed in Theorem 2.3 will
be denoted by Y α and called the H-cylindrical α-stable process. Note that in this
case
E(ei〈Y
α(t),φ〉) = e−tλα(φ), φ ∈ U∗, t ≥ 0,
where λα is defined by
λα(φ) = (
1
2
)
α
2 |φ|αH, φ ∈ H.
(5) It follows from Definition 2.2(ii) that Y α belongs to the class LSub(H, p) iff α < p.
(6) Let now the Le´vy process Y and its intensity measure ν be as in Theorem 2.3. By
part (iii) of that result, the process Y is of finite variation iff
∫
BU (0,1)
|u|U ν(du) <∞.
Since then
∫
BU (0,1)
|u|U ζs(du) ≤
∫
BU (0,1)
ζs(du) ≤
∫
U
ζs(du) = 1
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and ∫
BU (0,1)
|u|U ν(du) =
∫ ∞
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds)
=
∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) +
∫ ∞
1
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds)
≤
∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) +
∫ ∞
1
ρ(ds),
in view of condition (2.1) we infer that Y is of finite variation iff∫ 1
0
[ ∫
BU (0,1)
|u|U ζs(du)
]
ρ(ds) <∞.
In particular, if H = U = R, the process Y is of finite variation iff
∫ 1
0
s1/2ρ(ds) <∞.
(7) It follows from part (5) of these remarks that if in addition H = U = R, the
process Y α is of finite variation in U iff
∫ 1
0
s1/2s−1−
α
2 ds <∞, i.e. iff α ∈ (0, 1).
Remark 2.5. The jump times of the process Y are the same as of the process Z.
2.2. Ornstein-Uhlenbeck processes. The main object of our studies are Ornstein-
Uhlenbeck processes on a Banach space E, driven by Le´vy white noise Y , that is
solutions of the Langevin equation:
(2.12)
{
dX(t) = AX(t) + dY (t), t ≥ 0,
X(0) = x ∈ E,
Here E is a Banach space such that E ⊂ H , A is an infinitesimal generator of a C0
semigroup on E, x ∈ E and Y = (Y (t))t≥0 a Le´vy white noise defined by (2.7).
By a mild solution to problem (5.2) we understand an adapted E-valued process
X = (X(t))t≥0, such that for each t ≥ 0, the following holds
(2.13) X(t) = etAx+
∫ t
0
e(t−s)AdY (s), t ≥ 0.
As in the theory od stochastic evolution equations driven by a cylindrical Wiener
process, see e.g. [11] we can define a notion of a weak solution. In the Hilbert space
case the following definition has been proposed by [40], see Definition 9.11. A weak
solution of (5.2) is an adapted E−valued stochastic process {X(t)}t∈≥0 such that for
all x∗ ∈ D(A∗) the function s 7→ 〈X(s), A∗x∗〉 is almost surely locally integrable and
(2.14) 〈X(t), x∗〉 =
∫ t
0
〈X(s), A∗x∗〉 ds+ 〈Y (t), x∗〉 t ≥ 0.
Equivalence between various notions of solutions in well known, see e.g. Proposition
4.2 in [4] for the case of strict and mild solutions of equations in Banach spaces driven
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by a Wiener process and Theorem 9.15 in [40] for the case of weak and mild solutions
of equations in Hilbert spaces driven by a Le´vy noise. In the current work we will
not dwell on this issue and we will only consider mild solutions.
The following result is a direct extension to Banach spaces of a result in the Hilbert
space case, due to Chojnowska-Michalik, see [15].
Theorem 2.6. If U is a Banach space, A is an infinitesimal generator of a C0-
semigroup S = (S(t))t≥0 on U and Y is a U-valued process satisfying
(2.15) E(ei〈Y (t),φ〉) = e−tλ(φ), φ ∈ U∗,
then the solution X to the following stochastic Langevin equation
(2.16)
{
dX(t) = AX(t) dt+BdY (t),
X(0) = 0,
satisfies
(2.17) E(ei〈X(t),φ〉) = e−
∫ t
0
λ(B∗S∗(σ)φ) dσ, φ ∈ U∗.
Remark 2.7. Since X(t) =
∫ t
0
S(t − σ)BdY (σ), equality (2.17) can be equivalently
rewritten in terms of the measure µt = L(Xt) as follows
(2.18) µˆt(φ) = e
−
∫ t
0 λ(B
∗S∗(σ)φ) dσ, φ ∈ U∗.
Proof of Theorem 2.6. Denote Ψ(σ) := S(t − σ)B. By the assumption (2.15) and
using approximations of Riemann sums we have
Ee〈ξ,
∫ t
0
Ψ(σ) dY (σ)〉 = lim
N
Ee〈ξ,
∑
k Ψ(σk)(Y (σk+1)−Y (σk))〉
= lim
N
∏
k
Ee〈Ψ(σk)
∗ξ,(Y (σk+1)−Y (σk))〉 = lim
N
∏
k
e−(σk+1−σk)λ(Ψ(σk)
∗ξ)
= e− limN
∑
k(σk+1−σk)λ(Ψ(σk)
∗ξ) = e−
∫ t
0 λ(Ψ
∗(σ)φ) dσ.

3. Integrals with respect to Poisson Random measures
We will need several results on stochastic integration of Banach space valued func-
tions with respect to Poisson random measure. Suppose that π is a Poisson ran-
dom measure on a measure space (G,G) with intensity νpi over the probability space
P = (Ω,F ,P). Suppose also that E is a separable Banach space.
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Theorem 3.1. Suppose that p ∈ (0, 1]. Then for an arbitrary strongly measurable
function f : G→ E, belonging to Lp(G,G; νpi;E), the following inequality holds
(3.1) E|
∫
f(x)π(dx)|pE ≤
∫
|f(x)|pνpi(dx).
Proof of Theorem 3.1. Let us fix p ∈ (0, 1]. Since the space of finitely-valued func-
tions is dense in Lp(G,G; ν;E), see Lemma 1.1. in [16], we may suppose that
f =
∑
i fi1Bi with fi ∈ E, and Bi ∈ G is finite family of pair-wise disjoint sets
such that νpi(Bi) <∞. Then∫
G
f(x)π(dx) =
∑
i
π(Bi)fi.
Moreover, as π(Bi) takes values in N, E|π(Bi)|p ≤ E|π(Bi)| . Since the random
variables π(Bi) are independent, we infer that
E|
∫
G
ξ(x)π(dx)|pE = E
[|∑
i
π(Bi)fi|pE
]
≤
∑
i
|fi|pEE|π(Bi)|p ≤
∑
i
|fi|pEE|π(Bi)|
≤
∑
i
|fi|pEνpi(Bi) = E
∫
G
|f(x)|pE νpi(dx).
The proof is complete. 
If p ∈ (1, 2], we will need that E is o type p. Let us recall that a Banach space
E is is a type p, with p ∈ [1, 2], iff there exists a constant Kp(E) > 0 for any finite
sequence ε1, . . . , εn : Ω → {−1, 1} of symmetric i.i.d. random variables and for any
finite sequence x1, . . . , xn of elements of X , the following inequality holds
(3.2) E|
n∑
i=1
εixi|p ≤ Kp(X)
n∑
i=1
|xi|p.
Remark 3.2. It is well known that all Lq spaces with q ≥ p are type p Banach
spaces. Moreover, see e.g. Corollary A.6 in [4], the classical Sobolev Hs,q and Besov-
Slobodetski spaces W s,q, with q ≥ p, are also type p Banach spaces.
We have the the following extension of Lemma 7 from [8].
Theorem 3.3. Suppose that p ∈ (1, 2] and E is a type p Banach space. Then for an
arbitrary strongly measurable function f : G→ E, from Lp(G,G; ν;E), the following
inequality holds
(3.3) E|
∫
G
f(x)π˜(dx)|pE ≤ 22−pKp(E)
∫
G
|f(x)|pνpi(dx),
where π˜ is the compensated random measure defined by π˜(B) = π(B)−νpi(B), B ∈ G.
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Proof of Theorem 3.3. The following equivalent characterization of type p Banach
spaces holds, see [26, Theorem 2.1]:
A Banach space X is is of type p iff there exists Kp(X) such that for any finite
sequence ξ1, . . . , ξn of independent X-valued random variables mean zero with finite
p-th moments,
(3.4) E|
n∑
i=1
ξi|p ≤ Kp(X)
n∑
i=1
E|ξi|p.
As in the proof of Theorem 3.1 we may assume that f =
∑
i fi1Bi with fi ∈ E, and
Bi ∈ G is finite family of pair-wise disjoint sets such that νpi(Bi) <∞. Since then∫
G
f(x)π˜(dx) =
∑
i
π˜(Bi)fi
and the random variables π˜(Bi) are independent and of mean 0, by the just quoted
characterization of the type p property of the Banach space E we infer that
E|
∫
G
ξ(x)π˜(dx)|pE = E
[|∑
i
π˜(Bi)fi|pE
]
≤ Kp(E)
∑
i
|fi|pEE|π˜(Bi)|p ≤ Kp(E)22−p
∑
i
|fi|pEE|π˜(Bi)|
≤ Kp(E)22−p
∑
i
|fi|pEνpi(Bi) = Kp(E)22−pE
∫
G
|f(x)|pE νpi(dx).
In the above we have used a fact, see Lemma 6 in [8], that if ξ ∼ Poiss (λ), with
λ > 0 and p ∈ (1, 2], E|ξ − λ|p ≤ 22−pλ. The proof is complete. 
4. Space regularity of the Ornstein-Uhlenbeck process
We consider a triple of spaces E, H and U such that the middle one is a Hilbert
space and the other two are separable Banach spaces and
(4.1) E ⊂ H ⊂ U
We consider an U -valued Wiener process W =
(
W (t)
)
t≥0
(with RKHS H) and a
subordinator process Z =
(
Z(t)
)
t≥0
. As in Theorem 2.3 we define an U -valued Le´vy
process Y =
(
Y (t)
)
t≥0
by the subordination formula (1.2), i.e.
(4.2) Y (t) := W (Z(t)), t ≥ 0.
We also consider a C0 semigroup S =
(
S(t)
)
t≥0
of bounded linear operators on
E. Our aim is to study spatial regularity of Ornstein-Uhlenbeck processes driven
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by the Le´vy process Y with generator A. In other words we intend to study spatial
regularity of a process X which is a solution of the Langevin equation (1.1), i.e.
(4.3)
{
dX(t) = AX(t) dt+ dY (t), t ≥ 0,
X(0) = 0.
However we begin with the following preliminary result.
Theorem 4.1. Assume that T > 0, p ∈ (0, 2] and Ψ(t), t ∈ [0, T ], is a strongly
measurable function with values in the space of all linear and bounded operators from
U to E such that ∫ T
0
|Ψ(s)|pL(U,E) ds < ∞.(4.4)
Assume that Z is a subordinator process belonging to the class Sub(p). Let Y be the U-
valued Le´vy process defined by formula (4.2). Then, with probability 1,
∫ t
0
Ψ(s) dY (s)
takes values in E, for all t ∈ [0, T ], if
(i) p ∈ (0, 1],
(ii) or p ∈ (1, 2] and the Banach space E is of type p.
Remark 4.2. (i) Let us notice that if the condition (4.4) is satisfied and the embedding
i : H →֒ U is γ-radonifying, then with ‖ · ‖pR(H,E) denoting the γ-radonifying norm,
see e.g. [5], ∫ T
0
‖Ψ(s)‖pR(H,E) ds < ∞.
The case when E is a Hilbert space and p = 2 is studied in [40].
(ii) Let us notice that if the condition (4.4) is satisfied and p2 < p, then it is also
satisfied for p2.
Proof of Theorem 4.1. The Le´vy process Y can be decomposed into two parts, the
first one with small jumps and the second one with large jumps:
(4.5) Y (t) = Y1(t) + Y2(t), t ≥ 0
The processes Y1 and Y2 are defined as follows. Let ν denotes the intensity measure
corresponding to the process Y . Then Y1 is the Le´vy process corresponding to the
intensity measure ν1 defined by
(4.6) ν1(Γ) := ν(Γ ∩BU(0, 1),
where BU(0, 1) is the closed unit ball in U . We also define Y2 to be the Le´vy process
corresponding to the intensity measure ν2 = ν − ν1. Thus Y2 is a compound Poisson
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process with the intensity measure ν2. The processes Y1 and Y2 can be easily con-
structed in terms of the Poisson random measure π associated with the process Y
defined by
(4.7) π([0, t]× Γ) :=
∑
s≤t
1Γ(∆Y (s)), Γ ∈ U ,
where ∆Y (s) := Y (s+) − Y (s−), s ≥ 0. Note that we assume the process Y to
be right-continuous with left hand limits, so that the definition of ∆Y makes sense
and Y (s+) = Y (s). It can be shown, see e.g. [27, Prop. 15.5] that π is a time
homogenous Poisson random measure and that Y can be expresses in terms of the
random measure π as follows
Y (t) =
∑
s≤t
∆Y (s) =
∫ t
0
∫
U
uπ(dy, ds)
Then we define processes Y1 and Y2 by the following modifications of the previous
formula.
Y2(t) =
∑
s≤t
1{|∆Y (s)|≥1}∆Y (s) =
∫ t
0
∫
|u|≥1
uπ(dy, ds)(4.8)
Y1(t) =
∑
s≤t
1{|∆Y (s)|<1}∆Y (s) =
∫ t
0
∫
|u|<1
uπ(dy, ds)(4.9)
Thus
(4.10)
∫ t
0
Ψ(s) dY (s) =
∫ t
0
Ψ(s) dY1(s) +
∫ t
0
Ψ(s) dY2(s),
and we will check that the integrals with respect to Y1 and Y2 take values in E.
The process Y2 has a discrete sequence of jump times: 0 < τ1 < τ2 < τ3 < · · ·
diverging to +∞, and ∆Y2(τk) = ∆Y (τk) for all k. Hence the integral with respect
to Y2 is defined as
(4.11)
∫ t
0
Ψ(s)dY2(s) :=
∑
τk≤t
Ψ(τk)∆Y2(τk).
Since the operators Ψ take values in E and the sum in (4.11) is finite, it is clear that
the integral with respect to the process Y2 takes values in E.
We pass now to the integral with respect to the process Y1 and assume that p ∈
(0, 1]. Then, by Lemma 3.1,
E|
∫ t
0
Ψ(r) dY1(r)|pE ≤
∫ t
0
∫
BU (0,1)
|Ψ(r)|pL(U,E)|u|pUν(du) dr
=
∫ t
0
|Ψ(r)|pL(U,E) dr
∫
BU (0,1)
|u|pUν(du).
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It follows directly from formula (2.11) in Theorem 2.3 that for any p ∈ (0,∞),∫
BU (0,1)
|u|pUν(du) =
∫ ∞
0
[ ∫
BU (0,1)
|u|pUζs(du)
]
ρ(ds)
We have the following elementary lemma.
Lemma 4.3. If p ∈ (0, 2], then or an arbitrary subordinator process Z from the class
Sub(p), there exists a constant C > 0 such that∫ ∞
1
[ ∫
BU (0,1)
|u|pUζs(du)
]
ρ(ds) ≤
∫ ∞
1
ρ(ds),(4.12)
∫ 1
0
∫
BU (0,1)
|u|pUζs(du)ρ(ds) ≤ C
∫ 1
0
s
p
2 ρ(ds),(4.13)
where ν is the intensity measure of Z. In particular,∫
BU (0,1)
|u|pUν(du) ≤
∫ ∞
1
ρ(ds) + C
∫ 1
0
s
p
2ρ(ds).(4.14)
Proof of Lemma 4.3. To prove the first inequality we note that∫ ∞
1
[ ∫
BU (0,1)
|u|pUζs(du)
]
ρ(ds) ≤
∫ ∞
1
∫
BU (0,1)
|u|pUζs(du)ρ(ds)
≤
∫ ∞
1
ζs(BU(0, 1))ρ(ds) ≤
∫ ∞
1
ρ(ds) <∞.
To prove the second inequality we note that by the Cauchy-Schwartz inequality
and part (3) of Remark 2.4,
LHS ≤
∫ 1
0
∫
U
|u|pUζs(du)ρ(ds)
≤
∫ 1
0
( ∫
U
|u|2Uζs(du)
)p
2ρ(ds) ≤
∫ 1
0
(Cs)
p
2ρ(ds) = C
∫ 1
0
s
p
2ρ(ds).

By the above Lemma the case p ∈ (0, 1] of Theorem 4.1 follows.
To treat the case of p ∈ (1, 2] note that he integral with respect to Y1 is defined as∫ t
0
Ψ(s) dY1(s) :=
∫ t
0
∫
|u|<1
Ψ(s)uπ(du, ds)
=
∫ t
0
∫
|u|<1
Ψ(s)uπ˜(du, ds) + PV
∫ t
0
∫
|u|<1
Ψ(s)uν(du) ds.(4.15)
Since PV
∫ t
0
∫
|u|<1
Ψ(s)uν(du) ds = 0, see e.g. [27, Thm 15.5] we infer that
∫ t
0
Ψ(s) dY1(s) =
∫ t
0
∫
|u|<1
Ψ(s)u π˜(du, ds).(4.16)
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Since we assume that the space E is martingale type p, by Lemma 3.3, there exists
a constant C = Cp > 0 such that
E|
∫ t
0
∫
BU (0,1)
Ψ(r)uπ˜(du, dr)|pE ≤ C
∫ t
0
∫
BU (0,1)
|Ψ(r)u|pEν(du) dr.
Therefore there exists a constant C ′ such that
E|
∫ t
0
Ψ(r) dY1(r)|pE ≤ C
∫ t
0
∫
BU (0,1)
|Ψ(r)u|pEν(du) dr
≤ C ′
∫ t
0
|Ψ(r)|pL(U,E) dr
∫
BU (0,1)
|u|pEν(du) dr.(4.17)
Taking into account Lemma 4.3, the result follows. 
Now we formulate the following important and useful consequence of Theorem 4.1.
Theorem 4.4. Assume that p ∈ (0, 2], E is a Banach space, Z is a subordinator
process belonging to the class Sub(p) and Y is the Le´vy process defined by formula
(4.2). Assume that S =
(
S(t)
)
t≥0
is C0 semigroup on E such that for each t > 0,
S(t) is a bounded and linear operator from U to E. Furthermore, we assume that
there exists θ > 0 with θp < 1 such that and for each T > 0 one can find C > 0 such
that
(4.18) |S(r)|L(U,E) ≤ Cr−θ, 0 < r ≤ T.
Then for all t ∈ R+, with probability 1,
∫ t
0
S(t−r) dY (r) takes values in E provided
p ∈ (0, 1] or p ∈ (1, 2] and E is of type p.
Proof. It is enough to prove the Theorem for t ∈ [0, T ] for any fixed T > 0. But then
the condition (4.18) implies the condition (4.4) is satisfied with p < 1
θ
by a family
Ψ(r) = S(T − r), r ∈ (0, T ]. Hence the result follows from 4.1. 
Remark 4.5. (i) As observed in the proof above, condition (4.18) implies (4.4) for
p < 1
θ
. Hence we see the advantage of being able to treat the p ≤ 1 case.
(ii) If ρ(ds) = s−1−β, then the condition (2.4) is satisfied iff p > β. Hence, if β is
fixed there is a lower limit on useful p.
(iii) If ρ(ds) = s−1−β, the condition (4.18) is satisfied and β < 1
θ
, then part (i) of
Theorem 4.1 is applicable with any p ∈ (β, 1
θ
). However, if β ≥ 1
θ
, then we need
a different method. Such a method is proposed in part (ii) of Theorem 4.1. (iv) If
E = U and S =
(
S(t)
)
t≥0
is a C0 semigroup on E, then the condition (4.4) is satisfied
for p ∈ (0, 2] and hence Theorem above holds true. In particular, if A denotes the
generator of the semigroup S, then, provided that p ∈ (0, 1] or p ∈ (1, 2] and E is a
martingale type p Banach space, for each t > 0, X(t) ∈ E a.s. where X is a solution
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of (1.1). Moreover, if S =
(
S(t)
)
t≥0
is a C0 group on a martingale type p Banach
space E, p ∈ (1, 2], then the solution X is E-valued ca´dla´g . Indeed, as in [24, 25],
we have
X(t) =
∫ t
0
S(t− r) dY (r) = S(t)
∫ t
0
S(−r) dY (r), t ≥ 0.
Since by [8], the process
∫ t
0
S(−r) dY (r), t ≥ is E-valued ca´dla´g , we infer that the
process X is also E-valued ca´dla´g .
5. Spatial regularity of OU processes with fractional Laplacian
In this section we investigate spatial regularity of solutions X of the Langevin
equations (1.5),
(5.1)
{
dX(t) + (−∆)γX(t) = dY (t), t ≥ 0,
X(0) = 0,
where (−∆)γ , γ > 0, is a fractional Laplacian, with Dirichlet boundary conditions on
a set O ⊂ Rd and Y is a Le´vy white noise in L2(O). Our main aim is find conditions
on the various parameters guaranteeing that the solution X takes values in the space
E = C0(O). We will treat the equation as an abstract problem on a space E,
(5.2)
{
dX(t) = AX(t) + dY (t), t ≥ 0,
X(0) = 0,
with E the Banach space such that E ⊂ H , A is an infinitesimal generator of a C0
semigroup on E, x ∈ E and Y = (Y (t))t≥0 a Le´vy white noise defined by (2.7). We
can regard Laplacian ∆, on O and with zero boundary conditions, as a self-adjoint
operator and the infinitesimal generator of a strongly continuous semigroup of self-
adjoint operators T (t) on L2(O). The semigroup can be restricted or extended to
Lq(O) in a natural way. In this and similar situations the extensions or restrictions
will often be denoted in the same way as the original objects.
Our main tool in the study will be Theorem 4.1 and the validity of condition (4.18).
We will have also to check that the space U is chosen in such a way, that the process
Y is U -valued, or equivalently that the embedding H →֒ U is γ-radonifying.
5.1. Analytic preliminaries. Let us assume that O ⊂ Rd is a bounded open set
with sufficiently smooth boundary. We will consider a real number q such that
q ∈ (1,∞).
By Hk,q(O), for k ∈ N, q ∈ [1,∞) we denote the Banach space of all f ∈ Lq(O)
such that Dαf ∈ Lq(O), if the multi-index α ∈ Nd is of length ≤ k. The norm in
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Hk,q(O) is given by
(5.3) ‖ f ‖
Hk,q(O)
=

∑
|α|≤k
|Dαf |q
Lq(O)


d
q
.
We define the fractional order Sobolev space Hβ,q(O), β ∈ R+ \ N by the complex
interpolation method, see [34], i.e.
(5.4) Hβ,q(O) = [Hk,q(O), Hm,q(O)]θ,
where k,m ∈ N, θ ∈ (0, 1), k < m, are chosen to satisfy
(5.5) β = (1− θ)k + θm.
One should bear in mind that the space on the LHS of formula (5.4) does not depend
on k,m, θ provided they satisfy condition (5.5).
In what follows by Hs,q0 (O), s ≥ 0, q ∈ (1,∞) we will denote the closure of C∞0 (O)
in the Banach space Hs,q(O). It is well known, see e.g. [33, Theorem 11.1], [49,
Theorem 1.4.3.2 p.317] and [35, Theorem 3.40] that Hs,q0 (O) = Hs,q(O) iff s ≤ 1q .
Remark 5.1. It is well known, see e.g. [41] and [4, Appendix B] that all Lq spaces,
q ≥ p, are of type p. By interpolation, Hs,q0 and Hs,q0 spaces, q ≥ p, are also of type
p, see e.g. [4, Appendix A] for an argument used in the case of martingale type 2
spaces but which works also in the present situation.
Let us denote by Aq the Laplace operator in the space L
q(O), with the Dirichlet
boundary conditions, i.e. D(Aq) = H
2,q ∩H1,q0 and Aqu = ∆u, for u ∈ D(Aq).
It is well known, see e.g. [48], that −Aq is an operator with bounded imaginary
powers and in particular the operator A
γ/2
q := −(−Aq)γ/2, for γ ∈ (0, 2), is a generator
of an analytic semigroup on Lq(O). Moreover, it follows from Theorem 1.15.3 on p.
103 in [49] that for γ ∈ (0, 2), D(Aγ/2q ) = D((−Aq)γ/2) = [Lq(O), D(Aq)]γ/2, where
[Lq(O), D(Aq)]γ/2 is the complex interpolation space of order γ/2, see e.g. [33],
[49] and [47, Theorem 4.2]. Moreover, by Seeley [44], see also the monograph [49,
Theorem in section 4.4.3], we have that for q ∈ (1,∞),
(5.6) D(Aγ/2q ) =


Hγ,q(O) ∩H1,q0 (O), if 1 < γ ≤ 2,
Hγ,q0 (O), if 1q < γ ≤ 1,
Hγ,q(O), if γ < 1
q
.
Proposition 5.2. Assume that H = L2(O) and U = H−s,q(O) with
s >
d
2
, q ∈ [1,∞).(5.7)
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i) If
r > 0, r + s < γ,(5.8)
then the C0 semigroup
(
etA
γ/2
q
)
t≥0
satisfies condition (4.18) with exponent θ := r+s
γ
,
E = Hr,q0 (O) and U = H−s,q(O),
ii) If
(5.9) δ +
d
q
< γ − d
2
, δ ≥ 0,
then the semigroup
(
etA
γ/2
q
)
t≥0
satisfies condition (4.18) with E = Cδ0(O), U =
H−s,q(O) and the exponent θ ≥ δ+ d2
γ
.
Proof of Proposition 5.2. To prove the first statement note that for γ < 1
q
, Hγ,q0 (O) =
Hγ,q(O). Let us denote by S = Sq,γ, the semigroup on the Banach space Lq(O)
generated by the operator A
γ/2
q , i.e. Sq,γ(t) = e
tA
γ/2
q , t ≥ 0. It follows from (5.6) and
some standard estimates on the norm of the analytic semigroup between domains of
fractional powers of the generator, see e.g. [38], that there exists a constant C > 0
such that
|Sq,γ(t)|L(H−s,q,Hr,q0 ) ≤ C|Sq,γ(t)|L(D(A− sγq ),D(A rγq ))(5.10)
≤ Ct− sγ− rγ = Ct− r+sγ .
Thus the first statement is a direct consequence of inequality (5.10).
To prove the second part of the Proposition let us put ε := γ − d
2
− (δ + d
q
) which,
in view of assumption (5.9), is > 0. Let us choose a numbers r such that
r > δ +
d
q
,(5.11)
and r−(δ+ d
q
) < ε
2
and a number s satisfying the condition (5.7) such that s− d
2
< ε
2
.
Then Hr,q0 (O) ⊂ E := Cδ0(O) and by inequality (5.10) we infer that
|Sq,γ(t)|L(U,E) ≤ Ct−
r+s
γ .(5.12)
Since r + s < (δ + d
q
) + ε
2
+ d
2
+ ε
2
= δ + d
q
+ d
q
+ ε = γ we infer that condition (4.18)
is satisfied with θ =
δ+ d
2
γ
. It can easily shown that condition (4.18) is satisfied with
any θ >
δ+ d
2
γ
. 
Remark 5.3. In fact we can replace the space H = L2(O) by Hϑ,2(O) with, for
concreteness, ϑ ∈ (−1
2
, 1
2
). Let us recall that for θ ∈ [0, 1
2
), Hϑ,2(O) = Hϑ,20 (O), i.e.
the space C∞0 (O) is dense in Hϑ,2(O). Then an appropriate version of Proposition
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5.2 holds true. Let us formulate, for future reference, the first two parts.
Let H = Hϑ,2(O) with ϑ ∈ (−1
2
, 1
2
) and U = H−s,q(O).
i) If
s >
d
2
− ϑ, q ∈ [1,∞)(5.13)
then the embedding H →֒ U is γ-radonifying.
ii) If (5.13) holds and
r > 0, r + s < γ(5.14)
then, the family Ψ = Sq,γ(·) satisfies condition (4.18) with exponent θ := r+sγ and
E = Hr,q0 (O).
Let us also note that the supremum of all numbers r satisfying conditions (5.13-
5.14) is equal to γ + ϑ− d
2
.
5.2. OU process driven by a cylindrical α-stable processes with α < 1. The
following result is a direct consequence of Theorem 4.1 part (i) and Proposition 5.2.
Let us recall that by LSub(L2, p) we denote the class of all cylindrical Le´vy processes
defined by formula (2.7) with W being a cylindrical Wiener process on the Hilbert
space H = L2 and Z being a subordinator process belonging to the class Sub(p).
Theorem 5.4. Assume that p ∈ (0, 1] and that Y belongs to LSub(L2, p). Assume
that the degree γ of the drift operator in equation (5.1) satisfies the assumption (5.8).
Then, for each s satisfying the condition (5.7) (and the set of such numbers s is non-
empty), and for all q ∈ (1,∞), r > 0 such that r + s < γ,
(i) The process Y has an U = H−s,q-valued modification which is a Le´vy process.
(ii) For all t ∈ [0, T ], with probability 1, the stochastic convolution ∫ t
0
e(t−s)A
γ/2
q dY (s)
takes values in Hr,q0 (O).
Moreover, if δ ∈ [0, γ − d
2
), then appropriate r and s can be found such that
(iii) For all t ∈ [0, T ], with probability 1, the stochastic convolution ∫ t
0
e(t−s)A
γ/2
q dY (s)
takes values in Cδ0(O).
Proof. Part (i) follows from Theorem 2.3 and a well known result for Gaussian, see
e.g. [5].

Remark 5.5. (a) In the special case of the subordinator process Z
α
2 with α ∈ (0, 2),
i.e. when ρ is defined by formula (2.1) with β = α
2
, the condition (2.4) is satisfied
when α < 1. Below we will show how it is possible to remove the condition α < 1 by
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applying part (ii) of Theorem 4.1.
(b)
In view of the Remark 5.5 we have the following special case of Theorem 5.4.
Corollary 5.1. Suppose that α ∈ (0, 1), and δ ∈ [0, γ − d
2
). Then, for an appro-
priate q ∈ (1,∞), for all t ∈ [0, T ], with probability 1, the stochastic convolution∫ t
0
e(t−s)A
γ/2
q dY α(s) takes values in Cδ0(O).
Remark 5.6. It should be obvious that in Corollary 5.1 the number q plays only an
auxiliary roˆle. Firstly, we define the stochastic integral
∫ t
0
e(t−s)A
γ/2
q dY α(s) by means
of an operator Aq which depends q. Secondly, we prove that this stochastic integral
takes values in the Sobolev space Hr,q0 (O). Somehow, imprecisely, Corollary 5.1 could
be formulated as follows.
Suppose that α ∈ (0, 1) and δ ∈ [0, γ − d
2
). Then for all t ∈ [0, T ], with probability
1, the stochastic convolution
∫ t
0
e−(t−s)(−∆)
γ/2
dY α(s) takes values in Cδ0(O).
5.3. OU process driven by a cylindrical α-stable processes with α > 1. The
previous argument works for a subordinator process satisfying the condition (2.4)
for some p ∈ (0, 1]. In this section we consider subordinator processes satisfying the
condition (2.4) for some p ∈ (1, 2).
Theorem 5.7. Assume that p ∈ (1, 2) and that Y belongs to LSub(L2, p). Assume
that the degree γ of the drift operator in equation (5.1) satisfies the assumption
γ
p
>
d
2
(5.15)
Then, for each s satisfying the condition (5.7)1 and for all q ∈ [p,∞), r > 0 such
that r + s < γ
p
,
(i) The process Y has a U = H−s,q-valued modification which is a Le´vy process.
(ii) For all t ∈ [0, T ], with probability 1, the stochastic convolution ∫ t
0
e(t−s)A
γ/2
q dY (s)
takes values in Hr,q0 (O).
Moreover, if
δ ∈ [0, γ
p
− d
2
),(5.16)
then appropriate r and s can be found so that
(iii) For all t ∈ [0, T ], with probability 1, the stochastic convolution ∫ t
0
e(t−s)A
γ/2
q dY (s)
takes values in Cδ0(O).
1Note and the set of such numbers s is non-empty.
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Proof of Theorem 5.7. We only need to proof the part (iii). Trivially we can find
q ∈ [p,∞) such that δ+ d
q
+ d
2
< γ
p
. In view of inequality (5.10) in order to show that
the condition (4.4) is satisfied, we need to show that we can find r, s such that the
conditions (5.11)-(5.7) hold true and p r+s
γ
< 1. Since the last condition is equivalent
to r+ s < γ
p
, the proof is concluded by observing that with ε = 1
3
(
γ
p
− δ− d
q
− d
2
)
> 0,
it is enough to put r = δ + d
q
+ ε and s = d
2
+ ε. 
Remark 5.8. As in Remark 5.3 the Hilbert space H = L2 can be replaced by Hϑ,2(O)
with, for concreteness ϑ ∈ (−1
2
, 1
2
). The appropriate version of 5.7 can be formulated
as follows.
Let H = Hϑ,2(O) with ϑ ∈ (−1
2
, 1
2
) and U = H−s,q(O). Assume that p ∈ (1, 2)
and that a cylindrical Le´vy process Y belongs to the class LSub(L2, p), i.e. Y is
defined by formula (2.7), where W is a cylindrical Wiener process on the Hilbert
space H = Hϑ,2(O) with ϑ ∈ (−1
2
, 1
2
), and Z is a subordinator process belonging to
the class Sub(p). Assume that the degree γ of the drift operator in equation (5.1)
satisfies the assumption
γ
p
>
d
2
− ϑ(5.17)
Then, for each s satisfying the condition (5.13) and for all q ∈ [p,∞), r > 0 such
that r + s < γ
p
,
(i) The process Y has a U = H−s,q-valued modification which is a Le´vy process.
(ii) For all t ∈ [0, T ], with probability 1, the stochastic convolution ∫ t
0
e(t−s)A
γ/2
q dY (s)
takes values in Hr,q0 (O).
Let us also note that the supremum of all numbers r satisfying the conditions
(5.13) and (5.17) is equal to γ
p
+ ϑ− d
2
.
Corollary 5.2. Suppose that α ∈ (0, 2) and δ ∈ [0, γ
α
− d
2
). Then there exists
q ∈ (α ∨ 1,∞) such that δ + d
q
+ d
2
< γ
α
and for all t ∈ [0, T ], with probability 1,
the stochastic convolution
∫ t
0
e(t−s)A
γ/2
q dY α(s) takes values in Cδ0(O).
Proof of Corollary 5.2. We take α ∈ (0, 2) and put β := α
2
. Since the subordinator
Z
α
2 satisfies the condition (4.4) with any p > α we can choose p > α such that the
condition (5.16) is satisfied. Then the result follows from Theorem 5.7. 
Remark 5.9. We infer from the above theorem that as α ∈ (0, 2) decreases, the spatial
regularity of the stochastic convolution
∫ t
0
e(t−s)A
γ/2
q dY α(s) increases.
Remark 5.10. It should be obvious that in Corollary 5.2 the number q plays only an
auxiliary roˆle. Firstly, we define the stochastic integral
∫ t
0
e(t−s)A
γ/2
q dY α(s) by means
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of an operator Aq which depends q. Secondly, we prove that this stochastic integral
takes values in the Sobolev space Hr,q0 (O). Somehow, imprecisely, Corollary 5.2 could
be formulated as follows.
Suppose that α ∈ (0, 2) and δ ∈ [0, 2
α
− d
2
). Then for all t ∈ [0, T ], with probability
1, the stochastic convolution
∫ t
0
e(t−s)∆ dY α(s) takes values in Cδ0 .
5.4. Comparisons with Lescot-Ro¨ckner [31]. The case of equation (1.6) with
d = 1 and Y such that
E(ei〈Y (t),φ〉) = e−tλ(φ), λ(φ) =
∫ 1
0
φ(σ)2 dσ + [
∫ 1
0
φ(σ)2 dσ]
α
2 , φ ∈ L2(0, 1),
for some α ∈ (0, 2), has been studied in [31]. Note that by Theorem 2.3, part i),
E(ei〈X(t),φ〉) = e−N1(φ)−N2(φ),
where,
N1(φ) =
∫ t
0
∫ 1
0
|(S(s)φ(σ)|2dσds, N2(φ) =
∫ t
0
[
∫ 1
0
|(S(s)φ(σ)|2dσ]α/2ds,
and S is the heat semigroup on L2(0, 1).
The paper [31] relies on using the Sazonov topology for the functionals N1 and N2
and proves that there exist two Hilbert-Schmidt operators U1 and U2 on the space
H = L2(0, 1) such that
N1(φ) = ‖U1φ‖, N2(φ) ≤ ‖U2φ‖α, φ ∈ H.
The above implies that the functionals N1 and N2 are continuous in the Sazonov
topology so they are generating probability measures on H . Hence the authors
conclude that the mild solution X takes values in the space L2(0, 1). We cover more
general case, i.e. we allow d to be ≥ 1 and consider also fractional Laplacian. Our
results in conjunction with the purely Gaussian case as studied for example in [5]
imply that also in the mixed case, the solution X of equation (1.5) takes values in
the space Cδ0(0, 1), for δ <
γ
2
− 1
2
.
5.5. Diagonal case. We begin with a definition. If b = (bj)j∈N is a sequence of
positive numbers and q ∈ [1,∞), then by lqb we mean a Banach space of all sequences
x =
(
xj
)∞
j=1
such that
(∑
j b
q
j |xj |q
)1/q
is finite. If a = (aj)j∈N is a sequence of positive
numbers then by a−1 we will understand a sequence a−1 := (a−1j )j∈N.
Let us take two increasing positive sequences a = (aj)j∈N, b = (bj)j∈N convergent
to ∞ and two numbers r, q ∈ [1,∞). Put
(5.18) H = l2, U = lra−1 , E = l
q
b .
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It follows from Theorem 2.3 in [12], see also [28], that the embedding H →֒ U is
γ-radonifying iff
(5.19)
∑
j
a−rj <∞.
Let λ = (λj)j∈N be an increasing positive sequence convergent to ∞ and let (ej)j
be the standard ONB of H . Define a linear operator A in H by D(A) = {h ∈ H :∑
j λ
2
jh
2
j <∞}, Ah =
∑
j λjhjej . Then A is a self-adjoint linear operator in H . Let
S(t) be the C0 semigroup generated by the operator −A. Easy calculations show
that S(t) has a unique extension to a bounded linear map from U to E and
(5.20) |S(t)|L(U,E) = sup
n
e−λntbna
r/q
n .
Consider now a special case, when for some α > 0, β ≥ 0,
an = λ
α
n, bn = λ
β
n.
Since
∑
j a
−r
j =
∑
j λ
−rα
j the embedding H →֒ U is γ-radonifying iff∑
j
λ−rαj <∞.
We also have
|S(t)|L(U,E) = sup
n
[
e−λntλ
β+ r
q
α
n
]
= sup
n
[
e−λnt(tλn)
β+ r
q
α
]
t−β−
r
q
α ≤ c∗t−β− rqα,
where c∗ := supx≥0
[
e−x(x)β+
r
q
α
]
= e−β−
r
q
α(β + r
q
α)β+
r
q
α.
Thus we infer that if (β + r
q
α)p < 1, then
∫ 1
0
|S(t)|pL(U,E) dt < ∞.(5.21)
Hence we infer that for all choices of α and β we can find p ∈ (0, 1) such that the
condition (5.21) holds.
Consequently, imposing some integrability conditions on the intensity of jumps of
the subordinator process Z, i.e.
∫ 1
0
sp/2ρ(ds) <∞, one can show that the trajectories
of the corresponding OU process belong to the space E. These considerations can
be summarized in the following result.
Theorem 5.11. Suppose that p ∈ (0, 2] and Z is a subordinator process from the
class Sub(p). Suppose that λ = (λj)j∈N is an increasing positive sequence convergent
to ∞ and α, β ∈ R such that (β+ r
q
α)p < 1 and
∑
j λ
−rα
j <∞. Put an = λαn, bn = λβn
and define the spaces H,E, U by formula (5.18), where in the case p > 1 we assume
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additionally that q ≥ p. Let W be a U-valued, H-cylindrical Wiener process and let
Y be a Le´vy process defined by Y (t) = W (Z(t)), t ≥ 0. Then for all t > 0, the
stochastic convolution takes values in the space E.
Remark 5.12. The additional assumption that q ≥ p in the case p > 1 is made so
that the space E = lq(b) is of type p.
In a subcase when r = q and Aq denotes a linear operator in X = l
q defined by
D(Aq) = {h ∈ lq :
∑
j λ
q
jh
q
j < ∞}, Ah =
∑
j λjhjej , the space E defined above
equals to D(Aβq ). Thus we have the following corollary.
Corollary 5.3. Suppose that Z is a subordinator process such that for some p ∈ (0, 2],∫ 1
0
sp/2ρ(ds) < ∞ and q ∈ (p ∨ 1,∞). Suppose that λ = (λj)j∈N be an increasing
positive sequence convergent to∞ and α, β ∈ R such that (β+α)p < 1 and∑j λ−qαj <
∞. Let H = l2 and X = lq. LetW be a D(A−βq )-valued, H-cylindrical Wiener process
and define a Le´vy process Y by Y (t) = W (Z(t)), t ≥ 0. Then for all t > 0, with
probability 1, the stochastic convolution takes values in the space D(Aβq ).
Remark 5.13. In all these considerations, the space U plays only an auxiliary roˆle.
Example 5.1. In the very special case when λn = n
2/d for some d > 0, for each
β ∈ (0, 1
p
) we can find q and α > d
2q
such that β < 1
p
− α. In that case, for all t > 0,
with probability 1, the stochastic convolution takes values in the space D(Aβq ).
We apply now the above method to the equation (1.5)
(5.22)
{
dX(t) = −(−∆)γX(t) + dY (t), t ≥ 0,
X(0) = 0
were γ is a positive constant, H = L2(O) with O = [0, π]d and ∆ is the Laplace
operator with zero Dirichlet boundary conditions. The Laplace operator and thus
also (−∆)γ are of diagonal type, with respect to eigenfunctions
ej(ξ1, . . . , ξd) = (
√
2
π
)dsin(n1ξ1) . . . sin(ndξd),
where j = (n1, . . . , nd) is a multi-index of natural numbers. The corresponding
eigenvalues of the operator −(−∆)γ are
λj = (n
2
1 + . . .+ n
2
d)
γ.
We set β = 0, q = 1 and bj = 1, j ∈ N. Let E be the space of all uniformly and
absolutely convergent series∑
j
ej(ξ)xj , ξ ∈, ; x = (xj) ∈ l1(b).
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Then E can be identified with l1(b) and E ⊂ C0([0, π]d) with the continuous embedding.
Applying now Theorem 5.11, with aj = (λj)
α, j ∈ N, we arrive at the following result.
Theorem 5.14. Suppose that p ∈ (0, 2γ
d
∧ 1) and Z is a subordinator process from
the class Sub(p), then the solution of the equation (1.5) takes values in the space
C0([0, π]
d).
Proof. It is enough to find α and r such that the assumptions of Theorem 5.11 are
satisfied. Firstly, we observe that he assumption that
∑
j λ
−rα
j < ∞ is satisfied iff
rα 2γ
d
> 1, i.e. rα < d
2γ
. Secondly, we observe that he assumption that 1 > (β + r
q
)p
is satisfied iff rα < 1
p
. Since we assume that 1
p
< d
2γ
, the desired numbers r and α
can be found and hence we get the result. 
Remark 5.15. Actually, the proof above would work also for p ∈ (1, 2γ
d
∧ 2) provided
the space E were of type p. We wonder if one could modify this proof so it also works
for that range of p. However, we do not expect that such a proof would lead to a
stronger result that Theorem 5.7.
6. Limits to spatial regularity
It was shown in the preceding sections that the Ornstein-Uhlenbeck processes
evolve in much smaller spaces than the noise process. It seems that the reason for
that phenomenon is the analyticity of the semigroup S(t), t ≥ 0. In this section we
will show that, in general, the Ornstein-Uhlenbeck processes do not evolve even in
the spaces in which the noise lives. An example of this sort, with the Wiener driving
process, was constructed by Dettweiler and van Neerven [18]. These authours have
cleverly adapted an example from a joint paper of the current authours with Peszat
[13] and showed that there exists a Banach space E = U , a C0 semigroup on E and
an element f ∈ E \ {0} such that the solution to the Langevin equation (5.2), i.e.
(6.1)
{
dX(t) = AX(t) + fdW (t), t ≥ 0,
X(0) = 0,
where W is standard R-valued Wiener process, does not take values in the space E.
We shall show below that a generalization of the results from [13] published recently
in [29] leads to a result analogous to the one from [18]. Namely, we will indicate a
Banach space E, a C0 group (with the generator denoted by A) of linear bounded
maps on E and a one-dimensional Le´vy process Y such that for some f ∈ E the mild
solution to problem
(6.2)
{
dX(t) = AX(t) + fdY (t), t ≥ 0,
X(0) = 0,
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does not take values in E. We should point out here that our approach to the well-
posedness is different to the one used in [18] and it could be used to give another
proof of the main result from [18].
Let S = R/ mod 2π be the unit circle and E = C(S) the Banach space of all
continuous real-valued functions on S. Note that E can be identified, and this identi-
fication will be used below, with the space E˜ of all continuous 2π-periodic functions
from R → R. Given f ∈ E we will denote by f˜ the corresponding element of E˜.
Let A = d/dθ the infinitesimal generator of the rotation group S = {S(t)}t∈R on E,
defined via the above identification by S˜t(f˜) = f˜(·+ t).
Theorem 6.1. Assume that the real valued Le´vy process Y has trajectories with
unbounded variation. There exists f ∈ E such that a.s. the mild solution to problem
(6.2) does not take values in E.
Proof. It follows from the proof of Theorem 3.1, p. 599 in [29], that we can find
f ∈ E such that the process
(6.3)
∫ 2pi
0
f˜(z − s)dY (s), z ∈ [0, 2π],
has unbounded paths almost surely. On the other hand, since f˜ is 2π-periodic, the
solution X of the process (6.2) satisfies
X(2π) =
∫ 2pi
0
S(2π − s)f dY (s) =
∫ 2pi
0
f˜(·+ 2π − s) dY (s)
=
∫ 2pi
0
f˜(· − s) dY (s).
Hence,
X(2π, z) =
∫ 2pi
0
f˜(z − s) dY (s), for a.a. z ∈ [0, 2π].
In this way the proof in complete. 
Remark 6.2. The proof of Theorem 6.1 was based on showing that there exists f ∈ E
such that X(2π) /∈ E a.s. In this way, our result is a direct consequence of [29]. We
believe that as in [13] one can show that set of all f ∈ E such that X(2π) /∈ E a.s.
is of 2nd category in E.
Note that Remark 4.5(iv) is applicable here but with a different choice of space
E. We get the following result which, as it should be noted, does not contradict
Theorem 6.1.
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Theorem 6.3. Assume that Z ∈ Sub(p) with p ∈ (1, 2]. Let E = W θ,q(S) with
q ∈ [p,∞) and θ ≥ 0. Then, for each f ∈ W θ,q(S), there exists a mild solution X to
the problem (6.2) and X is an W θ,q(S)-valued ca´dla´g process.
In particular, if θ > 1
q
, f ∈ W θ,q(S), the mild solution X to the problem (6.2) is a
C(S)-valued ca´dla´g process.
Proof. The first part of the Theorem is a consequence of Remark 4.2(iv) since the
Besov-Slobodetskii space W θ,q(S) is a Banach space of type p. The second part is
a consequence of the first one and the the Sobolev embedding Theorem in view of
which, under the assumptions of the Theorem, W θ,q(S) →֒ C(S). 
7. Time irregularity
We pass now to the time regularity and show that in general trajectories are not
even locally bounded. We will work in the framework of section 4. In particular, we
consider a triple of spaces E, H and U such that the middle one is a Hilbert space
and the other two are Banach spaces and (4.1) hold.
We consider an U -valued Wiener process W =
(
W (t)
)
t≥0
(with RKHS H), a
subordinator process Z =
(
Z(t)
)
t≥0
and an U -valued Le´vy proves Y =
(
Y (t)
)
t≥0
by
the subordination formula (1.2), i.e.
(7.1) Y (t) := W (Z(t)), t ≥ 0.
Now we assume that −A is a generator of an analytic S = (etA)
t≥0
semigroup in
E and U and consider the stochastic convolution process
X(t) =
∫ t
0
e(t−s)AdY (s), t ≥ 0.
For simplicity, we only consider the case p ∈ (1, 2]. As in section 4 we decompose the
process Y into two independent parts, see equalities (4.8)-(4.9), both being ca´dla´g ,
and consider the processes X1 and X2 defined by
X1(t) =
∫ t
0
e(t−s)A dY1(s), t ≥ 0,(7.2)
X2(t) =
∫ t
0
e(t−s)A dY2(s), t ≥ 0.(7.3)
Our first aim is to prove the following generalization of [40, Theorem 9.2.4, p.269].
Theorem 7.1. In the framework of Theorem 4.4, if F is a separable Banach space
such that
(i) E ⊂ F ⊂ U and µ1(F ) = 0, i.e. H is not embedded into F in a γ-radonifying
way,
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(ii) etA is a bounded linear map from U to F for t > 0 and
{x ∈ U : sup
t∈(0,1]
|etAx|F <∞} ⊂ F.
Then with positive probability, the process
∫ t
0
e(t−s)A dY (s), t ≥ 0, is not F -valued
ca´dla´g.
In particular, if a Banach space F is such that F ⊂ H and condition (ii) holds,
then with positive probability, the process
∫ t
0
S(t− r)(r) dY (r), t ≥ 0, is not F -valued
ca´dla´g .
Remark 7.2.(i) In view of Theorem 4.1, the first part of condition (i) in Theorem 7.1
implies that X is an F -valued process.
(ii) If −A is an infinitesimal generator of an analytic and compact semigroup S =(
etA
)
t≥0
in U and F = D(Aβ), for β > 0, with the graph norm, then the condition
(ii) in Theorem 7.1 is satisfied. Indeed, Aβ is a closed operator.
Proof. Let us fix T > 0. Let 0 < τ1 < τ2 < τ3 < · · · be the jump times of
the process Y2 and ∆Y2(τk) = ∆Y (τk) − Y (τk−), for all k. Since X2(t) = 0 for
t ∈ [0, τ1) and τ1 is an exponential r.v. with mean value > 0, we infer that q2 :=
P(X2 is bounded on [0, T ]) is strictly positive. Assume for the time being that we
have shown that also q2 < 1, i.e.
(7.4) 1− q2 := P(X2 is unbounded on [0, T ]) is strictly positive.
Denote by q1 the probability that X1 is is bounded on [0, T ]. Note finally that since
Y1 and Y2 are independent processes so are X1 and X2. We have then the following
simple chain of inequalities.
P
(
X is ubnd on [0, T ]
) ≥ P(X1 is bnd and X2 is ubnd on [0, T ]
or X1 is ubnd and X2 is bnd on [0, T ]
)
= P
(
X1 is bnd and X2 is ubnd on [0, T ]
)
+P
(
X1 is ubnd and X2 is bnd on [0, T ]
)
= P
(
X1 is bnd on [0, T ]
)
P
(
X2 is ubnd on [0, T ]
)
+P
(
X1 is ubnd on [0, T ]
)
P
(
X2 is bnd on [0, T ]
)
= q1(1− q2) + (1− q1)q2.
Note that the number q1(1− q2) + (1− q1)q2 is a convex combination of numbers q2
and 1 − q2 and since both of them are strictly positive, so is q1(1− q2) + (1− q1)q2.
This proves that P
(
X is ubnd on [0, T ]
)
> 0 and hence the proof is complete. We
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only need to prove claim (7.4). For this aim let us notice that for ω ∈ Ω and
t ∈ (τ1(ω), τ2(ω)),
X2(t, ω) = e
(t−τ1(ω))A∆Y (τ1(ω)) = e
(t−τ1(ω))A
(
W (βτ1(ω), ω)−W (βτ1(ω), ω)
)
.
Since with positive probability
(
W (βτ1(ω), ω)−W (βτ1(ω), ω)
)
/∈ F , by (ii), we infer
that lim suptցτ1 |X2(t)|F =∞. 
8. Applications to nonlinear equations
Let us consider, for a moment, nonlinear equation on a Banach space E,
(8.1) du(t) = (Au(t) + F (u(t)) dt+ dY (t), t ≥ 0, u(0) = x,
which can be rewritten as an integral equation
(8.2) u(t) = S(t)x+
∫ t
0
S(t− s)F ((u(s) + YA(s))ds, t ≥ 0.
where YA is an Ornstein- Uhlenbeck process and thus solution to the equation with
F = 0. As we already know, in general, YA has locally unbounded trajectories and
this makes the equation 8.2 rather singular. However, if for instance F is Lipschitz
on E then for the solvability of (8.2) is enough that trajectories of YA are in some
Lp([0, T ], E).
8.1. Time integrability of OU trajectories. It turns out that in trajectories
of the process X have important integrability properties. Taking into account the
decomposition (4.5) we write,
X(t) =
∫ t
0
S(t− s)dY1(s) +
∫ t
0
S(t− s)dY2(s) = X1(t) +X2(t),
and from inequalities (4.14) and (4.17) we have the following result.
Theorem 8.1. If p ∈ (1, 2], Z is an subordinator process from the class Sub(p), E
is a separable type p Banach space, then for some constant C > 0,
(8.3) E
∫ T
0
|X1(t)|pE dt ≤ CT
∫ T
0
|erA|pL(U,E) dr.
Hence, if
∫ T
0
|erA|pL(U,E) dr <∞, then E
∫ T
0
|X1(t)|pE dt <∞ as well.
In particular, if for some C > 0 and some θ ∈ (0, 1
p
),
(8.4) |erA|L(U,E) ≤ Cr−θ, r > 0,
then, for some C > 0 and all T > 0,
(8.5) E
∫ T
0
|X1(t)|pE dt ≤ CT 2−θp.
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Proof. By the Fubini Theorem we have the following chain of inequalities.
E
∫ T
0
|X1(t)|pE dt ≤ C
∫ T
0
∫ t
0
|e(t−s)A|pL(U,E) ds dt
= C
∫ T
0
∫ t
0
|erA|pL(U,E) dr dt ≤
∫ T
0
∫ T
0
|erA|pL(U,E) dr dt
= CT
∫ T
0
|erA|pL(U,E) dr.
This proves inequality (8.3) while the proof of (8.5) follows the same lines. 
Remark 8.2. Note that assumption (8.4) is sufficient for both the existence of E-
valued modification of X and for the p-integrability of the E-norm of trajectories of
the process X .
Corollary 8.1. Under the assumptions of Theorem 8.1, with probability 1, for all
T > 0,
(8.6)
∫ T
0
|X(t)|pE dt <∞.
Proof. It is enough to consider the case of the process X2. Then, compare with (4.11),
we have
X2(t) =
∫ t
0
e(t−s)A dY2(s) :=
∑
τk≤t
e(t−τk)A∆Y (τk), t ≥ 0,
where 0 < τ1 < τ2 < τ3 < · · · are the jump times of Y2 and ∆Y2(τk) = ∆Y (τk) −
Y (τk−), for all k. Note that, c.f. with the proof of Theorem 7.1, that the process
X2 is continuous as a U -valued but as an E-valued process, X2 has almost surely,
unbounded trajectories.
For each k and arbitrary ω ∈ Ω,
X2(t) = S(t− τk)
[
X2(τk−) + ∆Y2(τk)
]
, t ∈ [τk, τk+1).
Note that X2(t) = 0 for t ∈ [0, τ1) so that
∫ τ1
0
|X2(t)|pE dt = 0 < ∞. If k ≥ 1, then
we have ∫ τk+1
τk
|X2(t)|pE dt ≤ C
∫ τk+1−τk
0
|erA|pL(U,E) dr|X2(τk) + ∆Y2(τk)|pU .(8.7)
Since the RHS of inequality (8.7) is <∞ almost surely, the proof is complete. 
Remark 8.3. The proof of Corollary 8.1 shows that if q ∈ [1,∞) and ∫ T
0
|erA|qL(U,E) dr <
∞, then with probability 1, for all T > 0,
(8.8)
∫ T
0
|X2(t)|qE dt <∞.
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8.2. Burgers equation with additive Le´vy noise. The Burgers equation with
Le´vy type noise has been considered in[50], [40] and recently in [20]. We will test
here applicability of the results obtained in previous sections. However our results
are not directly comparable with that of [50] because we deal with different form of
noise. As we have pointed our earlier the most recent paper [20] considers the case of
the compound Poisson noise and in fact deals with deterministic Burgers equation.
As a preparation we consider first integrability of the trajectories of the O-U process
generated by the following Langevin equation on a one-dimensional domain (0, 1),
i.e.
(8.9)
{
dX(t) = ∆X(t) + dY (t), t ≥ 0,
X(0) = 0,
with Dirichlet boundary conditions, where Y is a Le´vy process defined by (9.3) with
β ∈ Sub(p), p ∈ (1, 2] and W being a H-cylindrical Wiener process with H =
Hθ,2(0, 1) for some θ ∈ (0, 1
2
). We shall prove the following.
Proposition 8.4. Under the above assumptions, with probability 1, for all T > 0,
(8.10)
∫ T
0
|X(t)|4L4 dt <∞.
Proof. By Theorem 5.7, or rather Remark 5.8, and Corollary 8.1, for each r < 2
p
− 1
2
+ϑ
and s > 1
2
− ϑ such that r + s < 2
p
, and all q ∈ [p,∞), the process X is H−s,q(0, 1)-
ca´dla´g and hence is H−s,q(0, 1)-valued bounded, takes values in Hr,q(0, 1) and
∫ T
0
|X(t)|pHr,q dt <∞.
Let us choose a particular s, i.e. such that 1
2
− ϑ < s < 1
2
. Put then r = s(4
p
− 1).
Then r+ s = 4s
p
< 2
p
and r < 2
p
− s < 2
p
− 1
2
+ϑ. This means that the numbers r and
s satisfy the assumptions of Theorem 5.7, Remark 5.8 and Corollary 8.1. Thus
(8.11)
∫ T
0
|X(t)|pHr,q dt <∞ and sup |X(t)|H−s,q <∞ a.s.
On the other hand, y equality (5.4),
Lq(0, 1) = H0,q(0, 1) = [H−s,q(0, 1), Hr,q(0, 1)]θ,
where θ ∈ (0, 1) satisfy β = (1− θ)(−s) + θr, i.e. θ = s
s+r
. Hence,
(8.12) |u|Lq = |u|
r
r+s
H−s,q |u|
s
r+s
Hr,q , u ∈ Hr,q(0, 1).
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Hence, by the Ho¨lder inequality, with q = 4, since 4s
r+s
= p, we have∫ T
0
|X(t)|4L4 dt ≤
∫ T
0
|X(t)|
4r
r+s
H−s,q |X(t)|
4s
r+s
Hr,q dt
≤ ( sup
t∈[0,T ]
|X(t)|H−s,q
) 4r
r+s
∫ T
0
|X(t)|pHr,q dt <∞ a.s.(8.13)
This concludes the proof. 
We pass now to the Burgers equation. We formulate a result which, in view of
Proposition 8.4, can be proved following the lines of [9]. Thus let us consider equation
(8.14) du+ [Au+B(u)] dt = fdt+ dY (t), t ≥ 0
with the initial condition
(8.15) u(0) = u0,
where B(u) = uux =
1
2
d
dx
(u2), u0 ∈ H = L2(0, 1), V = H1,20 (0, 1) and f ∈ V′ =
H−1,2(0, 1) and Y is a Le´vy process defined by (9.3) with β ∈ Sub(p), p ∈ (1, 2] and
W being a Hθ,2(0, 1)-cylindrical Wiener process for some θ ∈ (0, 1
2
). Let us notice
that V is a Hilbert space with norm ‖u‖2 := ∫ 1
0
|∇u(x)|2 dx which is equivalent with
the norm inherited from the Sobolev space H1,2(0, 1), i.e. u 2 =
∫ 1
0
|∇u(x)|2dx +∫ 1
0
|u(x)|2 dx. The above problem (8.14) is of a similar form as the stochastic Navier-
Stokes Equations, however with one essential difference. The nonlinearity B defined
above still satisfies the condition
(B(u), u) = 0, u ∈ V
but its symmetric bilinear counterpart defined by B(u, v) = 1
2
d
dx
(uv) no longer satis-
fies the stronger condition (B(u, v), v) = 0 (even for very smooth functions u, v).
We propose the following definition of a solution to problem (8.14)-(8.15). For this
let us fix a number s such that 1
2
− ϑ < s < 1
2
.
Definition 8.5. An H-valued (Ft)t≥0 adapted and H−s,4(0, 1)-valued ca´dla´g process
u(t), t ≥ 0 is a solution to (8.14)-(8.15) iff
(8.16) sup
0≤t≤T
|u(t)|2H +
∫ T
0
|u(t)|4L4(0,1) dt <∞ for each T > 0 a.s.
and for any ψ ∈ V ∩H2,2(0, 1) and t > 0, the following holds a.s.
(u(t), ψ)− (u0, ψ) −
∫ t
0
(u(s),∆ψ) ds− 1
2
∫ t
0
(u2(s),∇ψ) ds
=
∫ t
0
(f,∇ψ) ds+ 〈ψ, Y (t)〉.
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Theorem 8.6. For any u0 ∈ H there exists a unique solution u(t), t ≥ 0, to the
stochastic Burgers Equation (8.14)-(8.15).
Since the construction of the solution given above is pathwise, as a byproduct
of it we can show that there exists a Random Dynamical System corresponding to
the problem (8.14)-(8.15). It’s properties will not be however studied in the current
publication. One can consult [9] for the Gaussian case.
A tool for studying the existence and uniqueness of solutions for the problem (8.14-
8.15) is the following result whose proof can be found in [9]. Before we formulate
it let denote by H1,2(0, T ) the space of all functions v ∈ L2(0, T ; V ∩H2,2(0, 1) such
that v′ ∈ L2(0, T ; V′). Let us recall a well known fact, see e.g. [33], that each
element v ∈ H1,2(0, T ) is equal a.e. to a continuous H-valued function defined on the
closed interval [0, T ] and that the well defined embedding H1,2(0, T ) →֒ C([0, T ];H)
is bounded.
Proposition 8.7. Assume that z ∈ L4(0, T ;L4(0, 1)), g ∈ L2(0, T ; V′) and v0 ∈ H.
Then, there exists a unique v ∈ H1,2(0, T ) such that
dv
dt
+ Av +B(v, z) +B(z, v) +B(v, v) = g, t ≥ 0,(8.17)
v(0) = v0.(8.18)
Moreover, with
K2 := e2
∫ T
0
|z(s)|4
L4
ds, L2 := |v0|2 + 2
∫ T
0
|g(s)|2V′ ds,
M2 := |v0|2 + 9KL
∫ T
0
|z(t)|4L4 dt+
∫ T
0
|g(t)|2V′ dt
N := |g|L2(0,T ;V′) + 2KLM |z|2L4(0,T ;L4(0,1)) +
T 1/4√
2
K3/2L1/2,
we have
sup
t∈[0,T ]
|v(t)|2 ≤ K2L2,
∫ T
0
|∇v(t)|2 dt ≤ M2,
∫ T
0
|v′(t)|2V′ dt ≤ N2,
∫ T
0
|v(t)|4L4(0,1) dt ≤ 2T 1/2K3L3M.
Finally, the map L2(0, T ; V′) × H ∋ (g, v0) 7→ v ∈ H1,2(0, T ), where v is the unique
solution to (8.17)-(8.18), is real analytic.
Remark 8.8. Open Problem. Does there exists a solution to the stochastic Burgers
Equation (8.14)-(8.15) when the Le´vy process Y is defined by (9.3) with β ∈ Sub(p),
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p ∈ (1, 2] and W being a H-cylindrical Wiener process with H = H0,2(0, 1) =
L2(0, 1)?
9. Generalizations to non-autonomous equations
Without much effort some results can be generalized to the non-autonomous case.
. We use some results of Acquistapace and Terreni [3] as presented in [51].
Let us assume that (A(t), D(A(t)))t∈[0,T ] is a family of closed and densely defined
linear operators on a Banach space E.
We say that condition (AT) is satisfied if the following two conditions hold:
(AT1) There exist constants λ0 ∈ R, K ≥ 0, and φ ∈ (pi2 , π) such that for all t ∈ [0, T ],
Σ(φ, λ0) ⊂ ̺(A(t)), where Σ(φ, λ0) = {λ0} ∪ {λ ∈ C \ {λ0} : | arg(λ− λ0)| ≤ φ}
‖R(λ,A(t))‖ ≤ K
1 + |λ− λ0| , for all λ ∈ Σ(φ, λ0).
(AT2) There exist constants L ≥ 0 and µ, ν ∈ (0, 1] with µ + ν > 1 such that for all
λ ∈ Σ(φ, 0) and s, t ∈ [0, T ], with Aλ0(t) = A(t)− λ0,
‖Aλ0(t)R(λ,Aλ0(t))(Aλ0(t)−1 − Aλ0(s)−1)‖ ≤ L|t− s|µ(|λ|+ 1)−ν .
Below we will denote κµ,ν = µ+ ν − 1. Note that by (AT2) κµ,ν ∈ (0, 1].
If the assumption (AT1) is satisfied and the domains are constant, i.e. D(A(0)) =
D(A(t)), t ∈ [0, T ], then the Ho¨lder continuity of a function [0, T ] ∋ t 7→ A(t) ∈
L(D(A(0)), E) with exponent η, implies that the condition (AT2) is satisfied with µ =
η and ν = 1, see [3, Section 7]. The conditions in that case reduce to the conditions
in the theory of Sobolevskii and Tanabe for constant domains, cf. [34, 38, 45].
The following result is known, see e.g. [3, Theorems 6.1-6.4] and [52, Theorem
2.1]).
Theorem 9.1. If condition (AT) holds, then there exists a unique strongly continuous
evolution family (P (t, s))0≤s≤t≤T that solves (9.1) on D(A(s)), i.e.
(9.1)
u′(t) = A(t)u(t), t ∈ [s, T ],
u(s) = x.
and for all x ∈ E, P (t, s)x is a classical solution of (9.1). Moreover, (P (t, s))0≤s≤t≤T
is continuous on 0 ≤ s < t ≤ T and there exists a constant C > 0 such that for all
0 ≤ s < t ≤ T and all 0 ≤ β ≤ α ≤ 1,
‖P (t, s)x‖(E,D(A(t)))α,2 ≤ C(t− s)β−α‖x‖(E,D(A(s)))β,2 , x ∈ (E,D(A(s)))β,2,(9.2)
where (E,D(A(s)))β,2 denotes the real interpolation space.
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The following result is a generalization of Theorem 4.4 (and of Remark 4.5 (iv))
to a non-autonomous case.
We assume that a triple of spaces E, H and U such that the middle one is a Hilbert
space and the other two are separable Banach spaces is such that condition (4.1) is
satisfied.
We assume that W =
(
W (t)
)
t≥0
is an H-cylindrical U -valued Wiener process.
Assume that Z =
(
Z(t)
)
t≥0
is a subordinator process belonging to the class Sub(p),
with p ∈ (1, 2], and, as in Theorem 2.3, Y = (Y (t))
t≥0
is an U -valued Le´vy process
defined by the subordination formula (1.2), i.e.
(9.3) Y (t) := W (Z(t)), t ≥ 0.
Under the above assumptions we have the following generalization of Theorem 4.1
(ii).
Theorem 9.2. Assume that the conditions (AT1)-(AT2) are satisfied and that the
Banach space E is of type p, with p ∈ (1, 2]. Assume that T > 0, β < 0 < α and
that U is a separable Banach space such that U ⊂ (E,D(A(t)))β,2, for all t ∈ [0, T ],
continuously uniformly in t. Assume also that
(9.4) p(α + β) < 1.
Let X =
(
X(t)
)
t∈[0,T ]
be the mild solution to the problem
(9.5)
{
dX(t) = A(t)X(t) dt+ dY (t), t ≥ 0,
X(0) = 0,
given by formula
(9.6) X(t) =
∫ t
0
P (t, s) dY (s), t ∈ [0, T ].
Then, for each t ∈ [0, T ], X(t) takes a.s. values in the space (E,D(A(t)))α,2.
Proof. The proof of this result follows the lines of the proof of Theorem 4.1 (ii) with
the formula (9.6) playing the roˆle of the integral
∫ t
0
Ψ(s) dY (s) and the assumption
(9.4) together with the inequality (9.2) being a replacement of the condition (4.4). 
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