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Abstract—Hyperspectral satellite imaging attracts enormous
research attention in the remote sensing community, hence auto-
mated approaches for precise segmentation of such imagery are
being rapidly developed. In this letter, we share our observations
on the strategy for validating hyperspectral image segmentation
algorithms currently followed in the literature, and show that it
can lead to over-optimistic experimental insights. We introduce
a new routine for generating segmentation benchmarks, and
use it to elaborate ready-to-use hyperspectral training-test data
partitions. They can be utilized for fair validation of new and
existing algorithms without any training-test data leakage.
Index Terms—Hyperspectral imaging, segmentation, valida-
tion, deep learning, classification.
I. INTRODUCTION
With the current sensor advancements, hyperspectral satel-
lite imaging (HSI) is becoming a mature technology which
captures a very detailed spectrum (usually more than a hundred
of bands) of light for each pixel. Such a big amount of
reflectance information about the underlying material can help
in accurate HSI segmentation (deciding on the boundaries
of objects of a given class). Hence, HSI is being actively
used in a range of areas, including precision agriculture,
military, surveillance, and more [1]. The state-of-the-art HSI
segmentation methods include conventional machine-learning
algorithms, which can be further divided into unsupervised [2],
[3] and supervised [1], [4], [5] techniques, and modern deep-
learning (DL) algorithms [6]–[17] that do not require feature
engineering. DL techniques allow for extracting spectral fea-
tures (e.g., using deep belief networks [DBNs] [11], [12] and
recurrent neural networks [RNNs] [13]) or both spectral and
spatial pixel’s information—mainly using convolutional neural
networks (CNNs) [9], [10], [14]–[17] and some DBNs [6], [7].
Validation of the HSI segmentation algorithms is a challeng-
ing task, especially due to the limited number of manually
annotated ground-truth sets. Virtually all segmentation tech-
niques have been tested using up to three HSI benchmarks
(Table I), with the Pavia University, Indian Pines, and Salinas
Valley images being the most popular (exploited in 15, 8,
and 5 out of 17 recently published papers inspected in this
letter). A common approach is to extract training T , and test Ψ
(used for quantifying the generalization of the trained model),
and possibly validation V (used for hyper-parameter selection
or guiding the training process in deep-learning approaches)
subsets from the very same HSI. Almost all analyzed algo-
rithms were validated using random splits (possibly drawn
multiple times in the Monte-Carlo setting), in which pixels
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TABLE I
A SUMMARY OF THE HSI BENCHMARKS AND EXPERIMENTAL SETTINGS
USED TO VALIDATE THE STATE-OF-THE-ART SEGMENTATION TECHNIQUES.
Method Year Datasets∗ Settings
Multiscale superpixels [1] 2018 IP, PU Random
Watershed + SVM [2] 2010 PU Arbitrary
Clustering (SVM) [3] 2011 Washington DC, PU Full image
Multiresolution segm. [4] 2018 Three in-house datasets Random
Region expansion [5] 2018 PU, Sa, KSC Full image
DBN (spatial-spectral) [6] 2014 HU Random
DBN (spatial-spectral) [7] 2015 IP, PU Random
Deep autoencoder [8] 2014 KSC, PU Monte Carlo
CNN [9] 2016 PC, PU, Random
CNN [10] 2016 IP, PU, KSC Monte Carlo
Active learning + DBN [11] 2017 PC, PU, Bo Random
DBN (spectral) [12] 2017 IP, PU Random
RNN (spectral) [13] 2017 PU, HU, IP Random
CNN [14] 2017 IP, Sa, PU Random
CNN [15] 2017 IP, Sa, PU Monte Carlo
CNN [16] 2018 IP, Sa, PU Monte Carlo
CNN [17] 2018 Sa, PU Random
∗ IP—Indian Pines; PU—Pavia University; Sa—Salinas; KSC—Kennedy Space
Center; HU—Houston University; PC—Pavia Centre; Bo—Botswana
from an input HSI are selected as training and test pixels
at random (without overlaps). Unfortunately, different authors
report different divisions (in terms of the percentages of pixels
taken as training and test ones) which makes fair comparison
of new and existing techniques troublesome.
Fig. 1. Random pixel selection from Indian Pines to the training and test sets
(overlapping yellow and red squares) can cause a leak of information.
Random selection of T and Ψ can very easily lead to over-
estimating the performance of the validated HSI segmentation
methods, if the features describing a single pixel are extracted
from its neighborhood in the spatial domain. This problem is
illustrated for Indian Pines in Fig. 1 and explained in Fig. 2—
three pixels (ti) are selected to T and four pixels (ψi) are in
Ψ. It can be seen that for such random selection, the 5 × 5
neighborhoods of the pixels in T and Ψ overlap. As a result,
some of the pixels that are used for testing, have been seen
during training (marked as red), and this even may concern
the very pixels in Ψ (here, ψ2). In this example, only ψ4 is
independent from T . The most commonly reported scenario is
to select the pixels to T , while the remaining pixels form Ψ.
In such cases, all the pixels which are not in T , but are in the
neighborhood of the pixels from T , are used for evaluation,
resulting in information leak between training and test subsets.
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Fig. 2. Training (ti) and test (ψi) pixels with their spatial neighborhoods.
The overlapping pixels (red-shadowed area), are “leaked” across these sets.
This observation may appear trivial, however in practically
all works which extract spatial-spectral features, it is not
reported to exclude entire neighborhoods of the pixels used
for training from Ψ. This problem is even more apparent for
deep CNNs, where the features used for classifying a given
pixel p are extracted from an entire patch, whose central pixel
is p. Although in the papers mentioned here, the dimensions of
these patches do not exceed 10×10 pixels, it is not uncommon
to see patches larger than 100× 100, and some architectures,
including a famous U-Net [18], can process an entire image.
Such networks are capable of learning high-level rules, which
may be image-specific, leading to poor generalization, if de-
rived from a single image. For example, a CNN may learn that
a broccoli field is located alongside a bitumen road, in addition
to some spectral and local features. Moreover, CNNs require
lots of data in T , so their performance is validated using
cross-validation with T much larger than Ψ, hence it may be
highly possible that all the pixels in Ψ are seen during training.
Overall, evaluation of HSI segmentation, especially performed
using CNNs, may render over-optimistic conclusions.
In this letter, we analyze a recent spatial-spectral method
from the literature that exploits a CNN [16], alongside our
spectral CNN which does not utilize spatial information,
and we report our experiments (Section III) to demonstrate
the potential consequences of such training-test information
leakages. Our contribution lies in introducing a simple and
flexible method for extracting training and test sets from an
input HSI (Section II) which does not suffer from the training-
test data leakage. We use it to generate a benchmark (based on
the Salinas Valley, Pavia University, and Indian Pines images)
which can be utilized for fair comparison of HSI segmentation
algorithms. The results obtained using these data clearly show
that training-test information leakages, together with other
problems including intrinsic correlation of the training data
and imbalanced representation (which can even mean absence
of some classes in T ) can drastically decrease the estimated
accuracy for widely-used benchmark scenes.
II. PATCH-BASED HSI SEGMENTATION BENCHMARKS
In the proposed patch-based algorithm to generate HSI
segmentation benchmarks, we randomly select a set of patches
of size wp×hp from an input image, where wp and hp denote
their width and height, respectively. The size is relative to the
original image dimensions, therefore it is twwI × thhI , where
wI and hI are the width and height of the image, and tw and th
are given in %. These patches are being drawn until at least
||T || training pixels are selected (this set may be balanced
or imbalanced). Importantly, the size of a patch should be
greater or equal to the size of a pixel neighborhood used for
classification in a segmentation technique being validated. We
treat the extracted patches as separate images (we remove these
data from the original image), so the pixels from the patches
cannot be seen during testing.
Using our technique, we created patch-based multi-class
HSI benchmarks over three most-popular hyperspectral im-
ages: Salinas Valley (NASA Airborne Visible/Infrared Imaging
Spectrometer AVIRIS sensor), Pavia University (Reflective
Optics System Imaging Spectrometer ROSIS sensor), and
Indian Pines (AVIRIS). AVIRIS registers 224 channels with
wavelengths in a 400 to 2450 nm range (visible to near-
infrared), with 10 nm bandwidth, and it is calibrated to
within 1 nm. ROSIS collects the spectral radiance data in
115 channels in a 430 to 850 nm range (4 nm nominal
bandwidth). All benchmarks (together with a summary on the
number of training and test pixels in each fold) generated
using our method, alongside its Python implementation are
available at https://tinyurl.com/ieee-grsl. To verify the impact
of such partitions on the performance of a state-of-the-art
method exploiting spatial information, we created splits that
contain similar numbers of training/test pixels as reported
in [16]. Additionally, our sets are imbalanced and may even
not contain pixels from a given class (which reflects real-
life satellite imaging scenarios where we cannot assume that
all classes of interest appear within a scene). We discuss the
considered HSI images in more detail below.
1) Salinas Valley: This set (512×217 pixels) was captured
over Salinas Valley in California, USA, with a spatial resolu-
tion of 3.7 m. The image shows different sorts of vegetation
(16 classes), and it contains 224 bands (20 are dominated by
water absorption). We extract 5 folds (Fig. 3), and wp = 22
and hp = 10 (in pixels), hence tw = 4.6% and th = 4.2%.
2) Pavia University: This set (610 × 340) was captured
over the Pavia University in Lombardy, Italy, with a spatial
resolution of 1.3 m. The image shows an urban scenery (9
classes), and contains 103 channels (12 water absorption-
dominated bands were removed). We extract 5 folds (Fig. 4),
wp = 30 and hp = 17, hence tw = 5% and th = 4.9%.
3) Indian Pines: This set (145 × 145) was captured over
the North-Western Indiana, USA, with a spatial resolution of
20 m. It shows agriculture and forest (or other natural perennial
vegetation) areas (16 classes). The set contains 200 channels
(24 water-dominated bands were removed). We extract 4 folds
(Fig. 5), wp = 7 and hp = 7, hence tw = th = 4.8%.
III. EXPERIMENTS
The main objective of our experimental study was to verify
whether a random division of pixels in an input HSI (into
T and Ψ) can lead to over-optimistic conclusions about the
overall classification performance of the underlying models
3a) b) c) d) e) f) g) 
Fig. 3. Our benchmark data (five non-overlapping folds) generated over the Salinas Valley set: a) true-color composite, b) ground-truth, c)–g) visualization
of all folds: black patches contain training pixels, whereas the other pixels are taken as test data.
a) b) c) d) e) f) g) 
Fig. 4. Our benchmark data (five non-overlapping folds) generated over the Pavia University set: a) true-color composite, b) ground-truth, c)–g) visualization
of all folds: white patches contain training pixels, whereas the other pixels are taken as test data.
a) b) c) 
d) e) f) 
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Fig. 5. Our benchmark data (four non-overlapping folds) generated over the
Indian Pines set: a) true-color composite, b) ground-truth, c)–f) visualization
of all folds (meanings of colors as in Fig. 3).
(we focus on the supervised-learning scenario). In this letter,
we exploit two deep-network architectures: a) a recent state-
of-the-art 3D CNN (exploiting both spatial and spectral infor-
mation about the pixels [16]), and our b) 1D convolutional
network which benefits from the spectral information only (as
in Fig. 6, kernels in the convolutional layer are applied in the
spectral dimension with stride 1).
In all experiments, we keep the numbers of pixels in T and
Ψ close to those reported in [16] (to ensure fair comparison),
and train and validate the deep models using: 1) balanced T
sets containing randomly selected pixels (B), 2) imbalanced
T sets containing randomly selected pixels (IB), and 3) our
patch-based datasets (P), discussed earlier in Section II. For
each fold in (3), we repeat the experiments 5×, and for (1) and
(2), we perform Monte-Carlo cross-validation with exactly
the same number of repetitions (e.g., for Salinas we have 5
folds, each executed 5×, therefore we perform 25 independent
Monte-Carlo runs for B and IB). We report per-class, average
(AA), and overall accuracy (OA), averaged across all runs.
Our deep models were implemented in Python 3.6 with
Keras, and we used the ADAM optimizer [19] with de-
fault parametrization: learning rate of 0.001, β1 = 0.9, and
β2 = 0.999. The deep-network training terminates if after 15
epochs the accuracy over V (a random subset of T ) plateaus.
In our implementation of 3D CNN, we do not benefit from
the attribute profiles (APs) proposed in [16], as the description
was not detailed enough to fully reproduce this step. Despite
of that, the obtained scores are close to those reported in [16]
for Salinas Valley and Pavia University. It is worth noting that
the APs are extracted from a whole image before it is split
into T and Ψ, which also implies some information leak.
The obtained classification scores are presented in Tables II–
IV for the Salinas Valley, Pavia University, and Indian Pines
datasets, respectively. In addition to the results obtained with
our implementation, we also report the scores quoted from [16]
(their approach was identical to our B for Pavia University and
Salinas Valley, whereas the sets for Indian Pines were imbal-
anced in [16]). In the Monte-Carlo setting, AA is decreased
by up to 6% for imbalanced sets when compared with their
balanced counterparts (for Pavia and Indian Pines) for 1D deep
network, and up to 3% for 3D network (Indian Pines). Also,
4TABLE II
PER-CLASS, OVERALL (OA), AND AVERAGE (AA) SEGMENTATION ACCURACY (IN %) FOR ALL EXPERIMENTAL SCENARIOS (AVERAGED ACROSS ALL
EXECUTIONS) OBTAINED FOR THE SALINAS VALLEY DATASET (THE DARKER THE CELL IS, THE HIGHER ACCURACY WAS OBTAINED).
Algorithm Fold C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 OA AA
3D(P) 1 85.69 97.19 0 0 95.23 0 0 61.99 94.02 92.09 91.69 0 46.72 83.42 78.64 0.06 56.69 51.67
3D(P) 2 99.64 99.07 47.88 98.78 0 96.16 91.54 96.65 96.66 93.34 92.76 97.7 99.43 96.8 2.92 0 72.32 75.58
3D(P) 3 99.89 41.27 30.71 99.23 76.12 99.88 97.25 84.03 98.67 67.98 79.37 92.17 99.63 43.02 71.15 77.73 79.8 78.63
3D(P) 4 98.12 96.46 43.78 12.73 0 100 97.9 59.18 6.33 96.35 0 93.71 99.07 87.53 90.76 12.79 61.96 62.17
3D(P) 5 99.11 41.75 77.06 97.31 87.54 100 97.37 72.36 95.05 78.7 93.99 98.85 59.45 0 65.53 74.42 77.81 77.4
3D(P) Avg 96.49 75.15 39.89 61.61 51.78 79.21 76.81 74.84 78.14 85.69 71.56 76.49 80.86 62.15 61.8 33 69.72 69.09
3D(B) — 99.84 99.3 94.68 99.91 97.51 99.98 99.71 82.82 99.17 96.71 99.42 99.79 99.75 99.73 82.83 99.46 93.04 96.91
3D(IB) — 99.17 99.21 91.52 99.58 97.37 99.97 99.73 90.03 99.66 96.28 96.46 99.52 99.55 99 80.63 96.52 94.27 96.51
3D [16] — 100 99.92 99.65 99.78 99.07 99.97 99.75 94.28 99.97 99.63 99.91 100 100 99.91 97.4 100 98.34 99.33
1D(P) 1 94.62 99.23 0 0 98.5 0 0 73.93 91.1 91.11 87.11 45.62 98.31 88.52 67.32 0.89 60.65 58.52
1D(P) 2 97.84 79.77 58.94 99.32 29.96 99.71 99.41 95.48 94.81 91.54 88.92 99.09 83.73 97.35 4.68 0 73.27 76.28
1D(P) 3 99.63 70.59 33.63 98.54 98.03 99.91 99.36 82.98 96.75 69.15 89.31 97.68 99.29 83.78 59.53 88.04 83 85.39
1D(P) 4 97.49 99.83 55.5 98.46 0 99.75 99.56 19.37 67.97 92.72 0 86.24 97.67 90.55 90.22 18.15 63.9 69.59
1D(P) 5 39.99 19.97 20.53 33.29 5.59 98.8 69.61 89.04 8.7 21.01 97.19 26.65 0 0 3.41 5.65 40.19 33.71
1D(P) Avg 85.91 73.88 33.72 65.92 46.42 79.63 73.59 72.16 71.87 73.11 72.51 71.06 75.8 72.04 45.03 22.54 64.2 64.7
1D(B) — 93.74 94.42 85 98.47 81.19 99.53 98.98 59.05 92.49 85.37 90.87 88.94 91.9 92.71 63.33 93.93 80.87 88.12
1D(IB) — 93.78 96.13 76.46 97.68 81.95 99.34 99.21 83.13 97.55 81 68.01 93.89 97.72 88.28 43.14 89.93 83.57 86.7
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Fig. 6. Our 1D network exploits only spectral information with 200 convolu-
tional kernels in the first layer (applied with stride 1). Fully-connected layers
(with 512 and 128 neurons) perform multi-class classification.
our implementation renders worse results than those reported
in [16] (AA drops by ca. 2.5%, 6.5%, and 13% for Salinas
Valley, Pavia University, and Indian Pines, respectively). These
differences may be attributed to the lack of APs, which benefit
from the global information within an image. Importantly, the
differences are much more dramatic when we compare Monte-
Carlo cross-validation (both B and IB variants) with our patch-
based benchmarks: OA drops by at least 20% (up to 37%) for
the 3D network, and 6-19% for the 1D network.
The differences between (B−P) and (IB−P) variants are
reported in Table V—they are substantially larger for 3D CNN
than for 1D CNN in all cases. Contrary to 1D CNN, in 3D
CNN some pixels in Ψ are seen during training for B and
IB variants (as discussed earlier in Section I), which in our
opinion is the only reason why the (B−P) and (IB−P) drops in
AA and OA are much larger for 3D CNN when compared with
1D CNN. The drop for 1D CNN (as well as for 3D CNN) can
also be explained by the fact that our patch-based split results
in much more imbalanced representation than IB—in P, we do
not ensure including pixels which represent all classes in the
training folds generated using the proposed technique, hence
we can observe that the deep models are not able to correctly
distinguish such classes (e.g., C5, C6, and C7 in the first Pavia
University fold). It is a common problem in remote sensing
where training examples belonging to all classes of interest
may not be available (or are very costly to obtain), hence
such scenario is realistic. In addition to that, the patch-based
approach extracts pixels located near each other, which may
lead to higher correlation between the samples in T , therefore
affecting the representativeness of the training set T .
To shed more light on the statistical importance of the
obtained results, we executed two-tailed Wilcoxon tests over
AA (for all pairs of the investigated variants). The null
hypothesis saying that “applying different validation strategies
and deep models renders the same-quality segmentation” can
be rejected for all cases (p < 0.01). It proves the validity
of our observations on the over-optimistic performance re-
ported for the 3D deep network (in which spatial information
affects pixel’s classification) tested using Monte-Carlo cross-
validation when compared with our patch-based settings. Al-
though the differences are statistically important for the 1D
network as well (B and IB compared with P), they are much
smaller than for 3D, which helps understand the importance
of avoiding the discussed information leakages.
IV. CONCLUSIONS
In this letter, we showed that the Monte-Carlo cross-
validation—which is currently followed in the literature as the
strategy to verify emerging hyperspectral image segmentation
methods—can very easily lead to over-optimistic conclusions
about the performance of segmentation algorithms, because
of possible data leaks between training and test sets. We
introduced a simple method for creating training-test splits that
are free from such shortcomings, and elaborated three ready-
to-use hyperspectral image segmentation benchmarks. The
experiments, backed up with statistical tests, gave an evidence
that our patch-based benchmarks are fairly challenging. The
results obtained using two deep-network models (especially
the one exploiting the information on pixels’ neighborhoods)
are much different in the statistical sense (and much worse)
compared with Monte-Carlo validation, where the leak of
information between the training and test sets occurs. It is es-
pecially harmful for algorithms which benefit from the spatial
relations concerning a classified pixel, since their classification
performance may be seriously over-estimated.
5TABLE III
PER-CLASS, OVERALL (OA), AND AVERAGE (AA) SEGMENTATION ACCURACY (IN %) FOR ALL EXPERIMENTAL SCENARIOS (AVERAGED ACROSS ALL
EXECUTIONS) OBTAINED FOR THE PAVIA UNIVERSITY DATASET (THE DARKER THE CELL IS, THE HIGHER ACCURACY WAS OBTAINED).
Algorithm Fold C1 C2 C3 C4 C5 C6 C7 C8 C9 OA AA
3D(P) 1 82.67 98.11 50.12 93.73 0 0 0 79 98.77 72.61 55.82
3D(P) 2 91.39 68.79 0 96.17 99.83 52.67 0 93.18 98.77 69.96 66.75
3D(P) 3 97.54 95.18 43.86 87.32 99.18 0 0 55.39 97.97 73.95 64.05
3D(P) 4 88.04 93.78 77.22 91.35 0 0 0 41.85 0 67.05 43.58
3D(P) 5 93.64 53.37 38.41 96.53 99.93 73.33 0 81.5 99.65 66.75 70.71
3D(P) Avg 90.66 81.85 41.92 93.02 59.79 25.2 0 70.18 79.03 70.07 60.18
3D(B) — 90.22 89.74 90.72 98.53 99.99 87.04 93.55 88.36 99.91 90.59 93.12
3D(IB) — 94.12 98.17 77 97.48 99.96 83.69 82.88 87.84 99.58 93.47 91.19
3D [16] — 99.25 99.74 99.76 99.64 100 99.96 98.8 99.48 99.89 99.64 99.61
1D(P) 1 94.67 99.2 77.06 84.47 0 0 0 82.28 97.81 75.82 59.5
1D(P) 2 94.42 67.69 5.23 95.04 99.52 58.89 0 94.57 99.9 70.98 68.36
1D(P) 3 96.66 91.24 38.16 89.52 99.65 0 0 81.28 98.81 74.34 66.15
1D(P) 4 90.03 96.22 49.32 69.55 0 0 0 56.48 0 66.71 40.18
1D(P) 5 91.22 76.65 68.15 95.89 99.88 76.83 0 77.66 99.81 78.44 76.23
1D(P) Avg 93.4 86.2 47.58 86.89 59.81 27.14 0 78.46 79.27 73.26 62.08
1D(B) — 90.73 86.96 83.09 96.51 99.58 89.59 88.51 80.64 99.86 88.42 90.61
1D(IB) — 93.23 97.43 68.83 87.17 99.4 71.84 64.15 81.35 99.65 89.32 84.78
TABLE IV
PER-CLASS, OVERALL (OA), AND AVERAGE (AA) SEGMENTATION ACCURACY (IN %) FOR ALL EXPERIMENTAL SCENARIOS (AVERAGED ACROSS ALL
EXECUTIONS) OBTAINED FOR THE INDIAN PINES DATASET (THE DARKER THE CELL IS, THE HIGHER ACCURACY WAS OBTAINED).
Algorithm Fold C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 OA AA
3D(P) 1 0 20.83 22.76 9.5 86.28 54.22 0 39.53 3.33 56.37 56.44 39.89 70.53 74.88 30.68 0 46.83 35.33
3D(P) 2 0 49.67 41.11 26.15 50 64.9 0 84.2 3.33 40.16 46.65 0.52 95.7 80.92 40 0 49.01 38.96
3D(P) 3 5 37.64 26 7.8 24.11 63.32 0 83.33 0 62.04 45.83 30.7 80 80.95 31.79 71.76 50.45 40.64
3D(P) 4 15 26.67 23.31 28.06 44.88 58.3 0 56.92 0 53.68 68.17 21.71 17.25 71.3 49.32 80 49.28 38.41
3D(P) Avg 5 33.7 28.3 17.88 51.32 60.18 0 65.99 1.67 53.06 54.27 23.2 65.87 77.01 37.95 37.94 48.89 38.33
3D(B) — 84.06 67.34 84.62 95.98 93.07 98.66 98.75 98.9 100 88.91 70.59 77.13 99.55 91.36 61.12 99.77 79.68 88.11
3D(IB) — 62.81 74.81 80.18 83.89 87.67 98.33 76.25 98.53 91.71 84.1 88.85 70.5 99.15 93.92 75.98 99.44 85.9 85.38
3D [16] — 97.83 94.82 97.23 99.58 99.59 99.59 100 100 100 93.93 97.23 98.99 100 99.76 97.93 98.92 97.57 98.46
1D(P) 1 0 40.5 41.32 16.2 90.21 96 0 96.43 24.44 67.44 72.36 62.72 97.74 92.6 41.3 0 65.57 52.46
1D(P) 2 0 73.07 47.78 22.12 75.26 95.87 0 90.77 30 45.63 75.83 1.31 90.87 95.4 40.79 0 64.94 49.04
1D(P) 3 31.43 54.06 66.43 31.95 55.89 81.56 0 67.29 23.75 70.46 64.71 72.2 93.49 80.39 46.14 94.12 66.42 58.37
1D(P) 4 39.29 59.94 50.67 74.82 54.73 95.97 0 93.31 0 56.69 83.31 38.61 94.49 96.33 45.34 86.05 71.51 60.6
1D(P) Avg 17.68 56.89 51.55 36.27 69.02 92.35 0 86.95 19.55 60.05 74.05 43.71 94.15 91.18 43.39 45.04 67.11 55.12
1D(B) — 57.89 67.21 70.01 79.55 85.77 95.35 82.89 97.99 70.53 81.13 60.92 79.78 98.28 95.61 34.57 94.61 73.7 78.26
1D(IB) — 38.35 69.36 63.48 56.19 81.64 92.04 66.17 97.68 43 68.29 82.29 62.92 94.95 97.11 52.93 91.32 77.98 72.36
TABLE V
AVERAGE DIFFERENCES (IN%) IN OA AND AA BETWEEN DIFFERENT
VALIDATION SETTINGS.
Measure→ OA AA
Dataset↓ CNN (B− P) (IB− P) (B− P) (IB− P)
Salinas Valley 1D 16.66 19.36 23.42 22.003D 23.32 24.55 27.82 27.42
Pavia University 1D 15.16 16.07 28.52 22.703D 20.52 23.41 32.94 31.01
Indian Pines 1D 6.59 10.87 23.14 17.243D 30.79 37.00 49.78 47.05
Overall 1D 13.25 15.76 25.16 20.893D 24.46 27.70 35.92 34.31
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