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We investigate the AC electric field induced quantum anomalous Hall effect in honeycomb lattices
and derive the full phase diagram for arbitrary field amplitude and phase polarization. We show
how to induce anti-chiral edge modes as well as topological phases characterized by a Chern number
larger than 1 by means of suitable drivings. In particular, we find that the Chern number develops
plateaus as a function of the frequency, providing an time-dependent analogue to the ones in the
quantum Hall effect.
Introduction: The realization of different topologi-
cal states of matter is one of the major challenges for
both fundamental reasons and technological perspectives.
Several of these states have been originally predicted in
the honeycomb lattice, whose Dirac-like band structure
brings the system at a critical point of a topological phase
transition. There, the development of gaps by differ-
ent mechanisms results in a variety of topological phases
[1, 2]. In this line, the quantum spin Hall phase was first
obtained in HgTe quantum wells [3, 4], where the topo-
logical phase transition was controlled by the thickness
of the quantum well. Likewise, the quantum anomalous
Hall effect (QAHE) – for which time-reversal symmetry
(TRS) is broken in the absence of a magnetic field – was
originally proposed by Haldane in the honeycomb lattice
[1]. However, despite the success of the theoretical model,
it has been very difficult to achieve experimentally, until
very recently in doped topological insulators [5].
Simultaneously, different techniques have been pro-
posed to externally control the topological properties of
a system. One of the most promising consists in pe-
riodically drive the system in order to achieve a topo-
logical phase transition[3, 6, 7, 9–11]. Proposals with a
time periodic driving in semiconductors [6, 12], optical
lattices[13] or graphene [2, 7, 15–18] have been suggested
to achieve various dynamical generalizations of static
topological phases, called Floquet topological phases [12],
and have been recently observed in photonic crystals [19].
Importantly for our purposes, the previous studies on the
honeycomb lattice were restricted either to full numeri-
cal calculations, very high frequencies and/or to a low
energy approximation, thus constraining the value of the
Chern number to 0,±1 and leaving unknown the main
part of the phase diagram.
In the present work, we derive the full phase diagram
of periodically-driven honeycomb lattices in the QAHE
regime, by explicitly calculating the Chern number of
the Floquet bands. Our model is valid for arbitrary field
frequency, amplitude and polarization and therefore goes
beyond the single Dirac cone description and the rotating
wave approximation.
Surprisingly, we find that a clockwise driving may
also lead to counterclockwise (or anti-chiral) edge states.
Moreover, we show how to induce topological phases with
Chern numbers larger than 1, and we discuss the emer-
gence of new chiral and anti-chiral edge states for differ-
ent boundaries. Finally, we find that the Chern number,
as a function of the frequency, develops a plateau struc-
ture which provides a Floquet analogue of the quantum
Hall effect plateaus.
Model: We consider non-interacting spinless particles
in a honeycomb lattice, coupled to an in-plane, time-
dependent, spatially homogeneous vector potential A (τ)
of period T = 2piω and formulate the problem within
the Floquet formalism. In general, the hopping param-
eters to the j first neighbors in the presence of an AC
field read tj (τ) = teiA(τ)·dj . Due to the time and spa-
tial periodicities, the system is described by Floquet-
Bloch states which fulfill the Floquet eigenvalue equation:
H (k, τ) |uα,k (τ)〉 = α,k|uα,k (τ)〉, where H (k, τ) ≡
H (k, τ)− i∂τ is the Floquet operator, H (k, τ) the time
dependent Bloch Hamiltonian, α the Floquet band index,
|uα,k (τ)〉 the T−periodic Floquet-Bloch states and α,k
the quasi-energy which is defined modulo ω. It is useful
to decompose H (k, τ) in Fourier components in time to
calculate the quasi-energies. They read (see supplemen-
tary material):
〈〈uα,k,p′ |H (k, τ) |uβ,k,p〉〉 = t˜α,βp′,p − pωδp′,pδα,β , (1)
where the hoppings between Fourier components t˜α,βp′,p are
given in terms of the undriven hoppings:
t˜α,βp′,p ≡
1
T
ˆ T
0
∑
j
eiωτ(p
′−p)eik·dj tα,βj (τ) dτ . (2)
For a honeycomb lattice d1 = a (1, 0), d2 = a
(
− 12 ,
√
3
2
)
,
d3 = a
(
− 12 ,−
√
3
2
)
with a the inter-site spacing. Then
the Fourier components of the time dependent hoppings
are (q = p′ − p):
t˜p′,p = Hq (k) =
(
0 ρq (k)
ρ∗−q (k) 0
)
, (3)
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2with ρq(k) =
∑
j t
F
j,qe
ik·aj , a1 = 0, a2 = a
(
3
2 ,
√
3
2
)
,
a3 = a
(
3
2 ,−
√
3
2
)
. Finally, for a vector potential of the
form A (τ) = (Ax sin (ωτ) , Ay sin (ωτ + φ) , 0), with φ
the phase difference which takes into account the in-plane
rotation of the field, the renormalized dressed hoppings
read tFj,q = teiqΨjJq (Aj) [1], where the functions Ψj and
Aj encode all the information of the AC field configura-
tion, with Ψ1 = 0 and:
tan Ψ2,3 = ∓
√
3Ay sin (φ)
Ax ∓
√
3Ay cos (φ)
(4)
A1 = Axa, A2,3 = a
2
√
A2x + 3A
2
y ∓ 2
√
3AxAy cos (φ) .
We stress that the previous derivation is not restricted to
a single Dirac cone and is valid for any field polarization,
frequency and intensity.
In physical realizations of honeycomb systems, addi-
tional Bloch bands are present as for instance the sigma
bands in graphene, the higher energy modes in the wave
guides of photonic crystals or in the harmonic confine-
ment potential of the trapped cold atoms. These addi-
tional bands are specific to each realization of honeycomb
lattices and their treatment is out of the scope of the
present work.
Phase diagram of the lattice model: In the high
frequency regime (ω  t) the Floquet operator (Eq.1)
is approximately block diagonal, meaning that the ab-
sorption/emission of photons with energy ω is very un-
likely. Then, one can choose a single block as the effec-
tive Floquet operator (note that all blocks are equivalent,
and related by a shift pω, with p an integer). In this
limit, the system fulfills both time-reversal and particle-
hole symmetries, and its Hamiltonian is analogous to the
one of an undriven honeycomb lattice with renormal-
ized anisotropic hoppings tFj,0 = tJ0 (Aj). The hopping
anisotropy breaks C3 symmetry and changes the position
of the Dirac points. When the renormalized hoppings
fulfill ±tFi,0 ± tFj,0 ± tFk,0 = 0 (i 6= j 6= k), the Dirac
points merge, leading to an insulating state[1]. Fig.1
(Top) shows, for Ax = Ay, the phase diagram of several
Dirac semi-metalic (SM) and Zak insulating (ZI) phases
which exhibit non dispersive zero energy edge modes (see
the supplementary material). However, even at high fre-
quency, a small coupling between the Floquet side-bands
exists. If this coupling breaks TRS – as for the case of
non-linearly polarized fields – an inverted gap opens[2].
This can be understood in terms of the complex phases
Ψi attached to the renormalized hoppings for non-linearly
polarized fields. In order to take into account the effect of
this small coupling, we now use first order perturbation
theory in t/ω and derive an effective time independent
Bloch Hamiltonian for the steady state (details in the
Figure 1: (Top) Phase diagram obtained for the unperturbed
Hamiltonian H0 showing semi-metallic SMi (light blue) and
insulating phases ZIi (light green). They are obtained by
the merging of the Dirac points at the different time reversal
symmetric points of the first Brillouin zone. (Bottom) First
Chern number values at the lower Floquet band for ω = 10t,
when first order coupling among the side-bands is considered
(green: c1=-1, white: c1=0; orange: c1=1).
supplementary material):
Heff(k) = H0 − 1
ω
([H0, H−1]− [H0, H1] + [H−1, H1]) .
(5)
The correction to H0(k) is proportional to t2σz/ω, where
σz is the Pauli matrix, and opens a quasi-energy dy-
namical gap at the Dirac points for φ 6= 0, pi. The k-
dependence of this correction yields a valley dependent
sign of the driving-inducedmass term. A low k expansion
of this expression gives the results found in [2, 17, 21, 22].
We now characterize the topology of the AC driven
lattice by explicitly calculating the Chern number from
Heff(k) = h(k) · ~σ where ~σ denotes the vector of Pauli
matrices. Following the elegant method of the Brouwer
degree developed in Ref.[23], the Chern number (of the
lower quasi-energy band) reads:
c1 =
1
2
∑
Di
sgn
[
∂kxhx∂kyhy − ∂kxhy∂kyhx
]
i
sgn [hz]i
(6)
This analytical approach requires to know the position
of the Dirac points Di for any value of the field, which
is obtained from the expression of the dressed hoppings
tFj,0(Ax, Ay, φ) (Eq.4).
We show in Fig.1 (bottom) the values of the Chern
number for Ax = Ay in the high frequency regime con-
sidering the effective Hamiltonian described above where
3the coupling between the side bands up to first order in
perturbation theory has been included. This phase di-
agram is the first main result of the present work. One
can realize that while the Chern number remains zero for
the insulating phases, it becomes ±1 in the perturbed
SM phases. Importantly, our results also show that a
change of the Chern number can originate from two dif-
ferent mechanisms: The first mechanism corresponds to
the usual Haldane-like gap opening by TRS breaking [1]
encoded into a mass term of opposite sign for the two
Dirac cones. This is consistent with previous studies
working within the single Dirac cone approximation and
restricted to weak amplitudes of the driving [2, 12]. It
follows from this mechanism that a change of the chiral-
ity of the field changes the sign of the mass term hz in
Eq.6, thus reversing the sign of the Chern number. In
contrast, the second mechanism corresponds to a change
of chirality for each Dirac cone (first factor in Eq.6). This
happens when either the intensity or the polarization of
the field is continuously varied so that a pair of Dirac
cones is successively annihilated and created at two dif-
ferent points of the Brillouin zone, thus reversing their
vorticity [1]. Therefore, the field polarization does not
fix by itself the value of the Chern number. This leads to
the counterintuitive result that a clockwise driving field
can give rise to a counter clockwise edge mode, or anti-
chiral edge state. To illustrate this mechanism, we show
in the supplementary material the quasi-energy spectra
for ribbons with different boundaries.
Multi-photon resonances and emergence of
plateaus: We now ask whether the driving can in-
duce gapped phases with |c1| > 1. One way to address
this question is to notice that in order to obtain larger
Chern numbers, it is necessary to have more than one
pair of Dirac points [23]. Previous studies have shown
that multi-photon resonances, occurring when the Flo-
quet bands overlap, can induce additional pairs of Dirac
points, provided that TRS holds [1, 24]. Such an over-
lap can be achieved by decreasing the frequency, which
brings the Floquet side-bands closer to each other. It is
therefore natural to investigate the effect of the frequency
decrease on the topology of the system for drivings that
break TRS. However, a decrease in frequency increases
the number of Floquet bands involved in the description
of the system, and as one approaches t ∼ ω, the valid-
ity of Heff breaks down. In this regime the dynamics
becomes highly non-linear, and a numerical treatment is
required.
Let us first describe how the system is affected when
the side-bands overlap. In periodically driven systems,
we must distinguish two inequivalent gaps: the one be-
tween the conduction and the valence bands within the
same Floquet side-band ∆0, and the one separating two
different side-bands ∆pi, as depicted in Fig.2. Note that
in the high frequency limit, the ∆pi gap was assumed to
be infinite: this corresponds to the "atomic" limit be-
Figure 2: Schematic representation of three equivalent side-
bands separated by a ω shift, and the two inequivalent gaps
∆0,pi.
tween side-bands. When neighboring side-bands touch
due to a frequency decrease, the gap ∆pi closes and a
topological phase transition can happen.
Fig.3 (a-b) shows the quasi-energy spectra for zigzag
and armchair ribbons after the gap ∆pi has closed and
re-opened by decreasing the frequency up to ω = 2.5t.
There, two chiral edge states with opposite chirality to
the pre-existing one in the gap ∆0 have emerged along
the same boundary. Thus, the total chirality has changed
sign whereas the field polarization has not. The system
can therefore support chiral and anti-chiral edge states
simultaneously. Importantly, the quasi-energy shift of
±ω/2, makes the states in the gap ∆pi different from the
ones in the gap ∆0 since they contain a time dependent
correlation among the spinor components [11, 22, 26]. It
is therefore important to know whether two edge states
with opposite chirality lie in the same gap or not. The
Chern number of this phase can be deduced from the
relation c1 = W0 − Wpi = 3 where W0/pi is the total
chirality of the edge states lying in the gap ∆0/pi[3]. Fig.3
(c-d) shows the previous ribbons spectra for ω = 1.7t,
after both ∆0,pi have closed and re-opened. Note that
the number of edge states crossing each gap depends on
the geometry of the edge, although the total chirality
in each gap (W0,pi = 0, 4 respectively) does not. This
illustrates that W0,pi is another topological invariant of
the system. It can actually be expressed as a 3D winding
number in the extended (k, t) space [3].
Next, we use a numerical method[25] to explicitly com-
pute c1 for arbitrary ω and plot its (absolute) value in
Fig.4. This is the second main result of this work. It
shows a plateau structure with oscillations whose period
decreases with ω. The oscillations are due to the co-
existence of chiral and anti-chiral states, and reflect the
dynamical topological phase transitions induced by the
alternating closures and re-openings of the gaps ∆0,pi as
the frequency is tuned. Importantly, for a given plateau,
4Figure 3: Quasi-energy spectra for zigzag (b,d), and arm-
chair (a,c) ribbons at ω = 2.5t (top) and ω = 1.7t (bot-
tom) respectively. The field amplitude and polarization are
Axa = Aya = 1, and φ = pi/2. Chiral edge states connect
the valence and the conduction band. They are localized
at the edges according to the time average density operator
ρ¯(r0)− ρ¯(rN ) plotted in color code.
it is still possible to change c1 by tuning the amplitude or
the polarization of the driving, as in Fig.1. The plateau
Figure 4: Chern number and number of chiral edge states
in each gap versus the frequency ω. A change in frequency
creates a plateau structure in which each step is related to a
closure of one of the gaps ∆0,pi.
structure of the Chern number gives information about
the number of chiral edge states, but is not sufficient to
fully predict the chirality at each gap. For that purpose,
and for the present two-band model, one needs to know
either (c1,W ) whereW = W0 +Wpi, or directly (W0,Wpi),
as represented in Fig.4.
Possible experimental realizations: Different re-
alizations of time periodically driven honeycomb lattices
can exhibit Chern number plateaus, as well as anti-chiral
edge states. Shaken optical lattices [13] and photonic
crystals with extended helical wave guides in the third
spatial dimension (that simulates a circular in plane vec-
tor potential [19]) constitute concrete physical systems
with a high level of control, in which the different phases
discussed here can be achieved. Micro-wave honeycomb
crystals have also been demonstrated to be correctly de-
scribed by a tight-binding model [27]. The recent real-
ization of a Floquet micro-wave crystal exhibiting side-
bands features [28], provides an additional promising di-
rection for the achievement of the different regimes we de-
scribe here (the hopping parameter being of the order of a
few MHz [27] whereas the driving frequency of the cavity
can vary up to the GHz [28]). In graphene, the possibil-
ity to induce phases with higher Chern numbers would
correspond to electromagnetic frequencies ω/2pi above
the THz, from the mid infrared to visible light. The
quasi-energy gaps ∆0,pi and the topological edge states
predicted in the present work could be probed by time-
and-angle-resolved photoemission spectroscopy [29–31],
as recently demonstrated on the surface of a 3D topolog-
ical insulator[32]. Also, a direct connection between the
edge states in the gaps ∆0,pi and the quantization of the
differential conductance in a two-terminal setup has been
found at high frequency in graphene [16] as well as for
arbitrary frequencies in driven superconductors exhibit-
ing Floquet Majorana particles [26, 33]. It is therefore
natural to expect a similar signature of the phases we
find through the number of chiral and anti-chiral edge
states in a DC transport measurement, but a rigorous
treatment of this question is needed and is an important
issue for future investigations.
Summary: We have proposed a general mechanism to
obtain Chern phases with arbitrary values of the Chern
number by periodically driving 2D Dirac semi-metals.
We have performed a direct calculation of the Chern
number for arbitrary frequencies. Its behavior, as a
function of the frequency, yields a plateau structure for
the QAHE. We have also found that the Floquet Chern
phases can exhibit anti-chiral edge modes in either of the
two relevant gaps. Our model reveals as well the role of
the merging and the creation of Dirac points to generate
such modes. Finally we have suggested possible realiza-
tions and observations of these phases in various physical
systems.
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Appendix A: Sambe space representation of the Floquet operator
For the calculation of the Floquet operator we first consider the tight-binding Hamiltonian of the undriven honey-
comb lattice in reciprocal space, within the nearest neighbor approximation, and for the basis (uA,k, uB,k)
T :
H (k) = t
(
0
∑3
j=1 e
ik·aj∑3
j=1 e
−ik·aj 0
)
, (A1)
where a1 = a (0, 0), a2 = a
(
3
2 ,
√
3
2
)
, a3 = a
(
3
2 ,−
√
3
2
)
. The application of the AC field is included by means of
the vector potential A (τ), as a time dependent phase factor attached to the hoppings t → tj (τ) = teiA(τ)·dj , being
d1 = a (1, 0), d2 = a2
(−1,√3), and d3 = a2 (−1,−√3). Thus, the time dependent Hamiltonian for the periodically
driven honeycomb lattice is:
H (k, τ) = t
(
0 ρ (k, τ)
ρ (k, τ)
∗
0
)
, (A2)
ρ (k, τ) ≡
3∑
j=1
ei(k·aj+A(τ)·dj). (A3)
The Floquet operator is given by H (k, τ) = H (k, τ)− i∂τ , and its representation in Sambe space, leads to the matrix
elements given in Eq.1 in the main text. They are expressed in terms of the time-independent basis {|uα,k,p〉}, where
6p corresponds to the p-th coefficient of the Fourier expansion of |uα,k (t)〉. Note that the importance of the Sambe
space representation is that the time average included in the composed scalar product 〈〈. . .〉〉 = 1T
´ T
0
〈. . .〉dt allows
the use of the time independent basis {|uα,k,p〉} by increasing the matrix dimension. The explicit derivation of the
Floquet operator in Sambe space can be seen in Ref.[1].
Appendix B: Derivation of the effective Hamiltonian Heff
For the derivation of the effective Hamiltonian considered in Eq.5 in the main text, we need to assume a description
of the long time dynamics (τ  1/ω). Let us consider a stroboscopic evolution operator for the time periodic
Hamiltonian over a period T , and an approximate evolution operator described by a time independent effective
Hamiltonian Heff:
U (T ) = T e−i
´ T
0
H(τ)dτ ' e−iHeffT .
Then, we can consider a Fourier expansion of the Hamiltonian due to its time periodicity:
H (τ) =
∞∑
n=−∞
Hne
inωτ ' H0 +H1eiωτ +H−1e−iωτ , (B1)
where we have considered just the first harmonic contribution. Next, expanding the exponential in Taylor series we
obtain:
e−i
´ T
0
H(τ)dτ ' 1− i
ˆ T
0
H (τ) dτ +
(−i)2
2
ˆ T
0
H (τ1) dτ1
ˆ T
0
H (τ2) dτ2 + . . .
In terms of the previous expansion, the stroboscopic evolution operator is given by:
U (T ) ' T
{
1− i
ˆ T
0
H (τ) dτ +
(−i)2
2
ˆ T
0
H (τ1) dτ1
ˆ T
0
H (τ2) dτ2
}
= 1− i
ˆ T
0
H (τ) dτ − 1
2
[ˆ T
0
dτ1
ˆ τ1
0
dτ2H (τ1)H (τ2) +
ˆ T
0
dτ2
ˆ τ2
0
dτ1H (τ2)H (τ1)
]
,
where in the last line we have applied the time ordering operator T . Using Eq. B1 we can finally perform the integrals
above, and obtain the effective evolution operator:
U (T ) ' 1− iH0T − T
ω
{
piH20 − i ([H0, H−1]− [H0, H1] + [H−1, H1])
}
' 1− iHeffT − 1
2
H2effT
2 + . . .
By direct comparison the effective Hamiltonian reads:
Heff = H0 − 1
ω
([H0, H−1]− [H0, H1] + [H−1, H1]) , (B2)
where we have neglected the term H20 because it belongs to the second order term of the Taylor expansion. It is
worth to mention that we have also derived Eq. B2 by using the more rigorous Magnus expansion. Note that an
expansion to next order yields terms which are not proportional to the Pauli matrix σz, and is therefore useless for
our purposes. In addition, the gap is developed just when the σz component of the Hamiltonian breaks TRS. This will
happen when φ 6= 0, pi, since the phases attached to the hoppings in Sambe space (Eq.2) are non zero. This makes the
Hamiltonian to become a complex matrix, and removes the accidental degeneracies (Dirac cones) that were present
in the absence of complex phases. It must also be noticed that this result is similar to the one obtained for example
in [2]. Nevertheless, as we did not require a low energy approximation to a single Dirac cone, we are not restricted to
small values of the field amplitude. This feature allows us to fully address the phase diagram and the dependence of
the Chern number on the external parameters.
7Appendix C: Edge states
Here we describe the properties of the different edge states appearing in our system, depending on the regime under
consideration. In the high frequency regime, the Floquet side-bands are far separated to each other, then the gap ∆pi
is always trivial and does not develop topologically protected edge states (in analogy with what is usually referred
as the atomic limit). Thus, all topological properties can be studied within a two-band approximation and the zero
energy modes behave equivalently to the ones of static systems. This is plotted in Fig.5 for zigzag (a) and armchair
(b) ribbons, including a color code for the time average density distribution at the edges: ∆ρ¯ = ρ¯(r0)− ρ¯(rN ).
Figure 5: Quasi-energies and edge states for the high frequency regime (ω = 10t). (a) shows the zigzag ribbon spectrum with
two chiral edge states propagating along the top/bottom (red/blue) boundary while (b) shows the armchair spectrum. In this
regime ∆pi corresponds to a trivial gap, and the edge states can only cross ∆0. (c) shows an schematic figure of the edge states
propagation. Parameters considered: 30 unit cells of length for the ribbons, t = 1, φ = pi/2 and Axa = Aya = 1.
In addition, in Fig.6 we plot the edge states chirality at each boundary for different field amplitudes and fixed phase
difference φ = pi/4. It shows how it is possible to reverse the chirality at each boundary by just tuning the amplitude
of the field, annihilating and creating a new pair of Dirac points with opposite topological charge.
Figure 6: Edge states for a zigzag ribbon at different field amplitudes Axa = Aya = 1, 3 (left/right repectively) in the high
frequency regime (ω = 10t). The left plot shows two chiral edge states propagating along the top/bottom (red/blue) boundary,
while the right plot shows the same edge states, moving in the opposite direction. Parameters considered: 20 unit cells of
length for the ribbon and φ = pi/4.
On the other hand, when the frequency is decreased up to a certain ω value, the gap between different side-bands
∆pi collapses. This exactly happens when the frequency reaches the band width value for some fixed Ax,y. When the
gap ∆pi is reopened the apparition of new edge states is possible, as we show in Fig.3 in the main text. For the case
8of the honeycomb lattice, the gap ∆pi develops two pairs of chiral edge states connecting different side-bands, and in
consequence the Chern number changes by two units.
To conclude, when the system has a Chern number c1 = 0, chiral edge states do not appear (see Fig.7). Instead,
the existence of localized end states is restricted by whether the system is in a Zak insulating phase or not. Note
that these states are disconnected from the bulk and they are not dispersive. The edge states arising from a non zero
Chern number phase cross the gap, and represent a condensed matter realization of the Haldane model, where time
reversal is broken for zero magnetic field.
Figure 7: Quasi-energy spectrum for graphene armchair ribbon in a topologically trivial region. The parameters are: Axa =
Aya = 2, φ = 0.6, ω = 10t, and 30 unit cells for the ribbon. For a zigzag ribbon non topologically protected edge states are
also found (not shown).
Finally in Fig.8 we plot the full plateau structure obtained numerically in terms of the Chern number. Note that
the inequivalent bands within a single Floquet side-band in a periodically driven two-band system necessarily have
opposite Chern numbers[3], so that we only need to compute the Chern number of one of them. In addition, note that
the increasing number of edge states is also coincident with the one obtained in other periodically driven systems,
such as in Ref.[4].
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9Figure 8: Full ω range of the numerical calculation for the Chern number (absolute value) versus the frequency in units of the
hopping energy ω/t. Note that the Chern number increases with the successive gap closures. The parameters considered are:
Axa = Aya = 1, and φ = pi/2.
