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ABSTRACT 
This dissertation is devoted to the power management of energy-aware battery-powered 
systems (BPSs) . Thanks to the popularization of wireless and mobile devices, BPSs are 
increasingly and widely used. However, the development of BPSs is hindered by the short 
lifetime of batteries and limited accessibility to charging sources. 
The first part of this dissertation focuses on the power management of BPSs based on 
an analytical non-ideal battery model, the Kinetic Battery Model (KBM). How to con-
trol discharge and recharge processes of the BPS to optimize the system performance is 
investigated. Problems for single-battery systems and multi-battery systems are studied. 
In the single-battery case, the calculus of variations approach gives analytical solutions to 
the cases with both fully and partially available rechargeability. The results are consistent 
with the ones derived under a different non-ideal battery model, demonstrating the validity 
of the solution to the general non-ideal battery systems. In the multi-battery systems, in 
order to maximize the minimum terminal residual energy among all batteries, the similar 
methodology is employed to show an optimal policy making equal terminal energy values of 
all batteries as long as such a policy is feasible, which simplifies the derivations of the solu-
tion. Furthermore, the KBM is introduced into a routing problem for lifetime maximization 
in wireless sensor networks (WSNs). The solution not only preserves the properties of the 
Vll 
problem based on an ideal battery model but also shows the applicability of the KBM to 
large network problems. 
The second part of the dissertation is focused on BPV systems. First, the energy-aware 
behavior of electric vehicles (EVs) is studied by addressing two motion control problems of 
an EV, (a) cruising range maximization and (b) traveling time minimization, based on an 
EV power consumption model. Approximate controller structures are proposed such that 
the original optimal control problems are transformed into nonlinear parametric optimiza-
tion problems, which are much easier to solve. Finally, motivated by the significant role 
of recharging in BPVs, the vehicle routing problem with energy constraints is investigated. 
Optimal routes and recharging times at charging stations are sought to minimize the total 
elapsed time for vehicles to reach t he destination. For a single vehicle, a mixed-integer non-
linear programming (MINLP) problem is formulated. A decomposition method is proposed 
to transform the MINLP problem into two simpler problems respectively for the two types 
of decision variables. Based on this, a multi-vehicle routing problem is studied using a flow 
model, where traffic congestion effects are considered are included. Similar approaches to 
the single vehicle case decompose the coupling of the decision variables, thus making the 
problem easier to solve. 
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Chapter 1 
Introduction 
1 
With the increasing importance of power management in wireless and mobile environments, 
batteries are playing a critical role in fields such as consumer electronics, public transporta-
tion, and military applications. The same is true for energy-aware systems encountered in 
robotics, mobile sensor networks and embedded computer systems. However, the develop-
ment of battery-powered systems (BPSs) is hindered by the limited power of batteries. In 
this sense, power management has been targeted in research, which reside in a wide scope of 
areas such as battery improvement, peripheral circuit system design, device working mode 
control and so on. 
In this chapter, we set the stage for the rest of the dissertation. First, we review the 
major issues in battery control for power management. We define our research scope and 
review pertinent literature. Then, we briefly introduce the problems we will be addressing 
in the rest of the dissertation, as well as the methodologies applied to solve these problems. 
1.1 Issues in Battery Process Control for Power Management of BPS 
Battery process control for energy-aware BPS has been studied through techniques such as 
Dynamic Voltage Scheduling (DVS) (Yao et al., 1995; Rao et al. , 2004; Mao et al., 2007) 
where a battery is often modeled as a queueing system with the possibility of recharging 
(Kar et al. , 2006). In these studies, it is normally assumed that the battery is ideal, i. e., 
it maintains a constant voltage throughout the discharge process and a constant capacity 
for all discharge profiles, which is not generally true. To date, most batteries are electro-
chemical with complex dynamics characterizing nonlinear discharge behaviors (Chiasserini 
and Rao, 2001a; Rao et al., 2003). In fact, the energy amount delivered by the battery 
2 
heavily depends on the discharge profile and it is generally not possible to extract all the 
capacity stored in the battery (Panigrahi et al. , 2001). This is due to the rate capacity effect 
(Doyle and Newman, 1997) t hat leads to the loss of capacity with increasing load current 
and to the recovery effect (Martin, 1999) which would make the battery appear to regain 
portions of its capacity after some resting time. Therefore, in order to optimize the use of 
battery power, it is necessary to take into account t he discharge profile, the recovery effect, 
as well as nonlinearities in the discharge processes. 
However, the model of a non-ideal battery could be very complicated itself (non-ideal 
battery models will be introduced in more details in the following section) , which would 
make the BPSs more intricate to analyze. In addition, different kinds of battery models 
generally have little connection with each other, which renders the selection of battery 
models dependent on individual preference and the solution to the objective of a system 
based on some model possibly not applicable to t he others. 
1.2 Battery Basics 
A battery is composed of one or more electrochemical cells, connected in either series or 
parallel. In these cells chemically stored energy is converted into electrical energy through 
an electrochemical reaction. The structure of an electrochemical cell is shown in Fig. 1·1. 
An electrochemical battery cell consists of an anode, a cathode and the electrolyte that 
separates the two electrodes . During the discharge process, an oxidation reaction at the 
anode occurs, where a reductant (R1) releases m electrons into the circuit. At the cathode 
them electrons coming from the anode are accepted by an oxidant (02 ): 
at the anode 
at the cathode 
The electric current derives from these electrochemical reactions occurring at the electrode-
electrolyte interface. 
Due to the nonlinear effects during discharge, modeling battery behavior is complex. 
In the ideal battery model, the capacity changes linearly with all discharge currents while 
3 
...... -
c-i 
--------------
L-
1--
-.......... 
Anode Cathode 
r 
I 
Electrolyte 
Figure 1 ·1: the structure of an electrochemical cell (Jongerden and 
Haverkort , 2008) 
the voltage stays constant during discharge but drops to zero right away when the battery 
is depleted. However, the two important effects (Rao et al. , 2005) that make battery 
performance nonlinear and sensitive to the discharge profile are: ( i) the Rate Capacity 
effect, and ( ii) the Recovery effect. 
The battery lifetime relies on the availability and reachability of active reaction sites 
in the cathode. When the load current goes high, the deviation of the concentration of 
active reaction sites from the average increases, thus resulting in a lower state of charge 
as well as less cell voltage, compared with the battery under a low load current. This 
phenomenon is called Rate Capacity Effect (Doyle and Newman, 1997) . On the other hand, 
the diffusion process could compensate for the depletion of the active materials taking place 
during the current drain, which results in voltage recovery after resting. This nonlinearity 
in the battery is termed the R ecovery Effect (Martin , 1999). T hese two significant effects 
of a battery are illustrated in Fig. 1· 2. 
1.3 Non-ideal Battery M o dels 
Even though the motivation to apply non-ideal battery models is undoubted, incorporat-
ing an accurate battery model in real-time power control incurs significant computational 
~' 100~----~=-~----------~ 
·o 
"' :::l., 
"' C) 
..... 
"' ...... ~ 75~--------~--------~~ 
..... 
,o 
O ' 
O.lC 0.2C 0.5C IC 2C 
Dischmge rate 
(a) 
5C IOC 
4 
intem1in.:m ~~charge 
COllllllUOUS """" ' 
discharge \ "'J 
Elapsed time of chscharge 
(b) 
Figure 1·2: Non-ideal battery properties: (a) Rate Capacity effect, (b) 
Recovery effect (Figure taken from (Martin, 1999)), where the discharge 
rate is given in terms of C: a 2C rating means that the battery is discharged 
in ~ hour. The measured capacities are given relative to the capacity at the 
2 hour discharge rate, 0.5C. 
complexity. Thus, to use an efficient battery model in energy-aware systems requires a 
combination of accuracy and speed in expressing battery discharge behaviors under various 
profiles. (Jongerden and Haverkort, 2008) is a very informative overview article, introducing 
different kinds of battery models that are widely recognized by 2008. According to (Jonger-
den and Haverkort, 2008) along with our own literature reviewing in recent years, non-ideal 
battery models can be mainly categorized as discussed in the next few subsections. 
1.3.1 Electrochemical models 
The electrochemical models describe a battery by using convoluted differential equations to 
model the chemical processes occurring in the battery. This makes these models the most 
accurate among all kinds of battery models. As a typical electrochemical model developed 
by Doyle, Fuller and Newman for lithium and lithium-ion cells (Fuller et al., 1993; Doyle 
and Newman, 1997) , the model is expressed by six coupled, nonlinear differential equations. 
Solving these equations gives the voltage and current as functions of time, and the potentials 
in the electrolyte and electrode phases, salt concentration, reaction rate and current density 
in the electrolyte as functions of time and position in the cell. In (Fortran Programs, 1998) a 
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Fortran program, Dualfoil is used to simulate lithium-ion batteries based on Doyle's model, 
in which the user has to set more than 50 battery related parameters. Thus, despite t he 
highest accuracy, the highly detailed description makes the models too complex and difficult 
to configure ( Jongerden and Haverkort, 2008). Such models are often used as a comparison 
against other models. 
1.3.2 Electrical-circuit models 
Hageman proposed the first elect rical-circuit models in (Hageman, 1993), where nickel-
cadmium, lead-acid and alkaline batteries are simulated by simple PSpice circuits. As are 
named, such models for the different types of batteries commonly use circuit elements to 
represent the battery and its discharge load while estimating the battery lifetime by means 
of a voltage vs. state-of-charge lookup table. Compared with electrochemical models, these 
models are much simpler and therefore computationally less expensive. However, some 
effort is still required to configure the electrical-circuit models. Furthermore, t he models 
are generally less accurate, with an error of approximately 10% (Jongerden and Haverkort, 
2008). More recently, a more accurate electrical-circuit model was proposed in (Chen and 
Rincon-Mora, 2006) , reducing the error to less than 1%. But it is still cursed by the difficult 
configuration. 
1.3.3 Analytical models 
Describing the battery at a higher level of abstraction than the above two types of models, 
analytical models use only a few equations to capture the battery's main features, which 
makes t his type of models much easier to use. Among all the analytical models, the simplest 
model for predicting battery lifetime is based on Peukert's law (Rakhmatov and Vrudhula, 
2001), which incorporates the rate capacity effect, however, without modeling the recovery 
effect. Based on the experience of developing Peukert's law, Rakhmatov and Vrudhula pro-
posed a new analytical battery model in (Rakhmatov and Vrudhula, 2001), which was the 
prototype of its developed diffusion-based model (RVW model) in (Vrudhula and Rakhma-
tov, 2003). This model expresses the diffusion process of the active materials in t he battery, 
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which is considered to be one-dimensional and is depicted by Pick's laws (Rakhmatov and 
Vrudhula, 2001) . It takes into account both the rate capacity effect and the recovery effect 
and also provides acceptable accuracy with respect to battery lifetime estimation. However, 
the second-order differential equation in this model makes it harder to be combined with a 
performance model ( Jongerden and Haverkort , 2008). 
A t hird analytical model is the Kinetic Battery Model (KBM), which was proposed 
by Manwell and McGowan (Manwell and McGowan, 1993; Manwell and McGowan , 1994; 
Manwell et al. , 1994). The KBM is a very intuitive and comprehensive battery model 
and takes into account both of the two effects. It was originally developed to model large 
lead-acid storage batteries. The modification of the KBM in (Rao et al. , 2005) extends its 
applicability to model Ni-MH batt eries, which also presents an approach to apply the KBM 
to various types of batteries with some model parameters adapted. Besides its fast speed, 
the KBM is also an accurate enough model. 
1.3.4 Stochastic models 
Similar to analytical models, stochastic models aim to express battery abstractly. But both 
t he rate capacity effect and recovery effect are described as stochastic processes . From 1999 
to 2001 , Chiasserini and Rao proposed the first stochastic battery model and subsequently 
developed it based on discrete-time Markov chains (Chiasserini and Rao, 1999b; Chiasserini 
and R ao, 1999a; Chiasserini and Rao, 2001a; Chiasserini and Rao, 2001b). By discretizing 
the total capacity into N + 1 charge units, they use a discrete time Markov chain with N + 1 
states to represent t he number of charge units available in the battery (cf. Fig.1·3.(a)). But 
in their first model, only the consumption and recovery of charge units of the battery are 
considered for every time step. When it comes to the extended model shown in Fig.1·3.(b), 
it makes the recovery probability state dependent and also incorporates additional idle 
states. The final version of this model is used to model a Li-ion battery and provides a 
fairly qualitative description of battery behavior under pulsed discharge according to the 
simulation compared with the electrochemical model (Doyle and Newman , 1997) . However, 
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the number of states in this model is so great (e.g. approximately 6 · 106 states to model 
aLi-ion battery in (Chiasserini and Rao, 2001a)) that the computational cost becomes an 
inevitable issue. Besides, this model only incorporates the recovery effect . The model is 
designed for pulsed discharge of the battery but does not handle arbitrary load profiles with 
varying discharge currents (Jongerden and Haverkort , 2008). To include t he rate capacity 
effect as well, Rao et al. (Rao et al., 2005) proposed a stochastic battery model based on 
t he KBM in 2005, which is used to model a Ni-MH battery instead of a lead-acid battery. 
Similar to t heir prior work, the battery behavior is represented by a discrete t ime transient 
Markov process but the states still conform to t he dynamics of the KBM. The accuracy of 
this model is verified by t he simulation results in (Rao et al. , 2005) (a maximum error of 
2.65%). Nevertheless, due to too many states (around 72 ·107 ) , the Markov chain is too big 
to be handled as a whole, which requires several runs of discharging the battery to complete 
the simulation of estimating battery lifetime, let alone the computational burden. 
0 . r.~· .. . ~
(a) (b) 
Figure 1·3: (a) The basic Markov chain battery model by Chiasserini and 
Rao (Chiasserini and Rao, 1999b) , (b) The extended Markov chain battery 
model by Chiasserini and Rao (Chiasserini and Rao, 2001a) 
1.4 Related Work in Controlling Nonlinear Batteries 
Just as mentioned above, to apply an efficient battery model to energy-aware systems 
requires a combination of accuracy and speed in expressing battery discharge behaviors 
under various profiles. Researchers in the field of systems and controls never stop their 
efforts to improve the battery model to be more system-applicable. As t he most accurate 
but the most complicated battery model, electrochemical models are usually developed to 
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Table 1.1: Battery models overview (Jongerden and Haverkort, 2008): 
Dualfoil (Fuller et al. , 1993; Doyle and Newman, 1997) , Electrical circuit 
(Hageman, 1993) , Peukert (Rakhmatov and Vrudhula, 2001) , Rakhmatov 
(Rakhmatov and Vrudhula, 2001) , the KBM (Manwell and McGowan , 1993) , 
Chiasserini (Chiasserini and Rao, 1999b; Chiasserini and Rao, 1999a; Chi-
asserini and Rao, 2001a; Chiasserini and Rao, 2001 b), Stochastic KBM (Rao 
et al ., 2005) 
battery K:c;· Kecov. No. of accuracy type effect effect pars. 
Uualtoil L1-10n + + >50 very high 
Electrical circuit N1-cd , alkaline, + + 15-30 medium Lead-aci d 
Peukert all + - 2 
medium 
10%error 
Rakhmatov Li-ion + + 2 high, 5% error 
KBM Lead-acid + + 2 high 
Chiasserini Li-ion - + 2 high, 1 'fo error 
Stochastic KBM Ni-MH + + 2 high, 2% error 
estimate battery lifetime. Recent ly, in (Chaturvedi et al. , 2010) an approximate Single 
Particle Model (Ning and Popov, 2004; Santhanagopalan et al., 2006) presented for Li-ion 
batteries attempts to make a battery model more amenable to control-theoretic techniques. 
However, not only is the real-time estimation of the model parameters an open problem, 
but the model is not valid when the discharge rate is high. As one of the analytical models, 
the RVW model was proposed with some promising results obtained for energy efficient 
DVS (Vrudhula and Rakhmatov, 2003). Timmermann et al. (Handy and Timmermann, 
2003) applied this model to mobile wireless networks to estimate the battery-powered device 
lifetime, where the battery load was adjusted by controlling task processing frequencies in 
order to signify the difference of lifetimes and thus demonstrate the recovery effect. However, 
no optimization problem was established in that application. In 2010, the RVW model was 
transformed into an equivalent linear st ate space model for cyber-physical systems (Zhang 
and Shi, 2009) , where the duty ratio of the pulsed discharge load is controlled to achieve a 
maximal battery lifetime. However , the RVW model is still computation-intensive and may 
not be feasible for real-time applicat ions (Rao et al., 2005), which makes the application 
of this model restricted to single--battery systems. Nevertheless, more recently, the KBM 
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was introduced in a lifetime maximization problem for wireless sensor networks (Ning and 
Cassandras, 2009), revealing its applicability to large-scale systems. This becomes our 
motivation to start our study on various battery-powered systems based on the KBM. 
1.5 Battery-powered Vehicles (BPVs) 
As an application of BPS, the emergence of BPV, including plug-in hybrid electric vehicles 
(HEV) and fully electric vehicles (EV), is mot ivated by the goals of reduced oil dependency 
and greenhouse gas emissions. However , as BPVs heavily rely on limited battery power, 
BPVs have three major characteristics, i.e. , limited cruising range, long charge time and 
energy recuperation ability (Artmeier et al. , 2010). Therefore, the development of BPV is 
mainly hindered by the first two characterist ics of BPVs as well as accessibility to charging 
sources due to the sparse coverage of charging stations. Thus, power management is a key 
issue in the study of BPV. 
1.6 Research Scope And Literature Review in The Field of BPV 
In recent years, a lot of work to accommodate the characteristics of BPVs has appeared 
in t he literature. In the HEV literature, work has been focused on designing optimal 
strategies for power distribution between the electric motor and the combustion engine in 
order to minimize fuel consumpt ion (Sciarretta et al. , 2004; Salmasi, 2007) . Moreover, 
efforts have been dedicated to establishing control-oriented models of the traction dynamics 
of t he vehicles, which are t he vital ingredients for active controllers to achieve desired 
accuracy and energy-efficiency. For example, a dynamic model of t he powertrain of REVs 
is proposed in (Powell et al. , 2002); (Hori et al. , 2002) addresses the traction control of an 
EV; and speed and acceleration controllers are studied for an energy-aware two-wheeled EV 
in (Dardanelli et al. , 2011). 
On the other hand, the expanding number of HEV and EV fleets brings out new re-
search issues related to insufficient power supplied to vehicles, allocation of limited charging 
stations and power balance of electric grids. From the vehicle side, a circuit-based battery is 
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commonly used to represent the electricity source when considering the supervisory control 
of an REV (Guzzella and Sciarretta, 2007). Sundstrom et al. (Sundstrom and Binding, 
2011) employed this model to optimally plan the charging behaviors of EV fleets in terms of 
grid power balancing. In order to minimize the waiting time for EV charging, a scheduling 
problem in a network of EVs and charging stations was studied in (Qin and Zhang, 2011). 
From the grid side, an optimization methodology of allocating the recharging infrastructure 
for EVs in an urban environment was developed in (Gallego and Larrodeg, 2011). More 
recently, a decentralized protocol for negotiating day-ahead charging schedules for EV s via 
pricing control was proposed in (Gan et al. , 2011) to fill the overnight electricity demand 
valley. However, despite the variety of research on REV /EV energy-aware systems, there is 
little work investigating REV /EV motion control from a power management perspective, 
which is mainly because the relationship between vehicle dynamics and power consumption 
is complicated. 
Moreover, although vehicle routing has been one of the major research topics in trans-
portation science over the last 50 years, the characteristics of BPVs cause new challenges 
and bring up novel routing problems. By incorporating the recuperation ability of EVs, 
which leads to the negative energy consumption on some path, (Artmeier et al., 2010) 
proposed extensions to general shortest-path algorithms that address the energy-optimal 
routing problem. The energy requirements in this problem are modeled as constraints and 
the proposed algorithms were evaluated in a prototypic navigation system. Based on (Art-
meier et al., 2010), Eisner et al. (Eisner et al. , 2011) employed a generalization of Johnson's 
potential shifting technique to make Dijkstra algorithm applicable to the negative edge cost 
shortest-path problem so as to improve the results and allow for route planning of EVs in 
large networks. However, charging stations are not considered in these papers. 
Furthermore, charging time is incorporated into a multi-constrained optimal path plan-
ning problem in (Siddiqi et al., 2011) , which aims to minimize the route length of an EV and 
meet constraints on total traveling time, total time delay due to signals, total recharging 
time and total recharging cost. A particle swarm optimization algorithm is used to find a 
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suboptimal solution. But the recharging times are simply treated as parameters, which is 
not controllable in this problem. More recently, an Electric Vehicle Routing Problem with 
Time Windows and Recharging Stations (E-VRPTW) was proposed in (Schneider et al., 
2012), where the energy constraint ofEVs was first introduced into vehicle routing problems 
and recharging times depend on the battery charge of the vehicle on arrival at the station. 
Still, how long each vehicle should be recharged is circumvented by simply making vehicles 
fully charged upon departure. 
1. 7 Problems and Methodologies 
In this dissertation, devoted to power management of BPS , our work is mainly focused on 
two aspects (1) non-ideal battery systems and (2) energy-aware BPV systems. 
1.7.1 Power management of non-ideal battery systems 
Our goal is to use control methods to capture the generic properties of energy-aware BPS 
based on non-ideal batteries, however, which are not restricted to one specific battery model. 
Three problems have been the main focus of our research in this aspect. 
We start our investigation to a single battery's optimal performance with respect to the 
throughput maximization by controlling its discharge and recharge processes (Wang and 
Cassandras, 2010). More specifically, we use the KBM to formulate a state-constrained 
optimal control problem with the added feature of a battery recharging capability (Wang 
and Cassandras, 2010; Wang and Cassandras, 2012a). We seek to maximize the work 
performed by the battery over a given time interval [0 , T] with the requirement that its 
energy is at a desired level at the end of this interval. The problem is analyzed in the 
scenarios with fully and partially available rechargeability. Our motivation comes from 
several application areas, including (i) mobile battery-based robotic systems which must 
periodically interrupt operation for recharging purposes; ( ii) wireless sensor nodes, which 
must also b e periodically recharged, sometimes through standard power sources or possibly 
energy harvesting from sources such as solar, wind or vibrations (Beeby et al. , 2007) ; and 
(iii) Electric Vehicles, where the emerging "smart grid" provides considerable flexibility 
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for controlling the timing of recharging intervals in between usage of the vehicle (Foster 
and Caramanis, 2010). In many such applications, the desired performance is directly 
controlled by the discharge rate of the battery through DVS techniques mentioned earlier. 
As an example, the objective of a wireless device used for radio communication is typically 
to transmit as many packets as possible over a given time interval. The transmission 
rate is directly controlled by the voltage applied (see (Uysal-Biyikoglu et al. , 2002; Miao 
and Cassandras, 2006)), which in turn controls the battery's discharge rate; therefore, 
this becomes the control determining the total number of transmitted packets (i.e. , the 
"work") over a desired time interval. In order to justify the generality of the battery 
features uncovered in our problem, we also explore the connection between different non-
ideal battery models . We employ Zhang's model, which is a representation of the RVW 
model in linear state space, in the same problem framework. Using optimal control theory 
to formulate the problems is because we are interested in the continuous-time discharge 
and recharge behaviors of a battery. The analytical tools used to address the problem are 
the calculus of variations (COV) and Pontryagin Minimum Principle (PMP), which are 
reviewed in Section 1.8. 
Inspired by the results of single-battery systems, we extends our exploration to multi-
battery systems. First, we use the KBM for multiple batteries that are fully rechargeable 
and can be shared to perform the work. We seek to maximize the minimum residual energy 
among all batteries at the end of a given time interval [0, T] with the requirement that the 
total battery output should reach a desired level at the end of [0, T], subject to certain 
rechargeability constraints. We assume that recharging a battery is possible only while it 
is not being discharged, a requirement which is consistent with the setting of our single-
battery work. Relaxing this constraint is a special case of the more general problem and 
leads to a simpler solution. Addressing this complicated optimal control problem with a 
max-min objective function still relies on the COV and PMP, which give some properties 
of an optimal policy so as to transform the original problem into a typical optimal control 
problem and enable us to subsequently derive explicit solutions. Subsequently, we apply the 
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study of optimal control in battery-powered system to a wireless sensor network problem. 
Motivated by Ning's work in (Ning and Cassandras, 2009), we introduce the KBM with the 
added feature of rechargeability into a routing problem for lifetime maximization in wireless 
sensor networks (WSN), which was originally solved based on an ideal battery model by 
(Wu and Cassandras, 2005). In (Wu and Cassandras, 2005) the battery model for each 
sensor is ideal, under which it is proven that the optimal routing probabilities are static. 
After the introduction of the KBM, it is not obvious that the property can st ill hold. We 
use the COV and PMP to analyze the problem and prove that the property can still hold, 
which can be applied to more complicated networks. 
1. 7.2 Power management of energy-aware BPV systems 
According to the characteristics of BPVs mentioned in 1.5, how to manage power con-
sumption is a key issue in t he study of BPV systems. We aim to use optimal control and 
optimization methods to optimize the system performance subject to BPVs' limited power 
and accessibility to the charging source. We have mainly studied two topics in this area, i.e., 
optimal motion control of energy-aware EVs and vehicle routing in networks with charging 
stations. 
There is little work investigating HEV / EV motion control from a power management 
perspective, which is mainly because the relationship between vehicle dynamics and power 
consumption is too complicated . Recently, an analytical power consumption model for an 
EV was proposed in (Tanaka et al. , 2008) , which presents a comprehensive relationship 
between velocity, acceleration and power consumption rate. Motivated by this model, we 
formulate two optimal motion control problems, i.e. , a cruising range maximization problem 
and a vehicular traveling time minimization problem. The methodologies applied in the 
problems are: first , use the COV to determine the availability of an analytical solution. 
Then , based on the numerical results, we propose an approximate solution structure and 
establish a parametric optimization problem for each original problem. 
Subsequently, given the characteristics of BPVs, we study the traveling time minimiza-
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tion problem of BPVs in network with the energy constraints incorporated. In other words, 
in order to minimize the vehicles' total elapsed time to reach the destination, we need 
to consider not only route selection but also recharging times at charging stations since 
those vehicles might not have enough initial energy for the entire trip. We first study the 
single energy-aware vehicle routing problem by formulating a mixed-integer nonlinear pro-
gramming (MINLP) problem, where the integer variables are the route selections and the 
continuous ones the recharging times. By an algebraic analysis on the energy dynamics of 
the vehicle, we are able to decompose the original problem into two simpler problems so as 
to separately the determine route selection and recharging times. Once the optimal route 
is found, we can seek an unique solution of recharge times for a second hierarchical objec-
tive. Inspired by the results of the single vehicle case, we extend our study to multi-vehicle 
routing problem. By employing the traffic flow model, a MINLP problem incorporating the 
traffic congestion effect is established. Similar methodologies to the single vehicle problem 
are adopted. 
1.8 Analytical Tools: Optimal Control Approaches 
"Optimal control deals with the problem of finding a control law for a given system such 
that a certain optimality criterion is achieved." (Optimal Control, 2013) If we formulate 
these problems in discrete form by dividing time (or distance) into a finite number of 
intervals, then they may be solved by the conventional techniques such as Lagrange's method 
and nonlinear programming. However, when it comes to the optimization over continuous 
time, more technical difficulties are incurred. In the continuous-time model, the number of 
decision variables is no longer finite: since decisions may be taken at each instant of time, 
there is a continuously infinite number of decision variables. The rigorous treatment of 
optimization in an infinite-dimensional space requires the use of very advanced mathematics 
other than the optimization methods mentioned above. Since we are interested in the 
optimal discharge and recharge processes of batteries over time, continuous- time optimal 
control problems becomes our major targets to the analyze. 
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There are three approaches in the optimal control theory, i.e., the calculus of variations 
(COV), the Pontryagin minimum/ maximum principle (PMP) and dynamic programming. 
COV is the oldest among the three and only deals with the interior solution. But in 
applications, as it turned out, decision variables are often bounded, and may jump from 
one bound to the other in the interval considered. Then, the PMP was developed to contain 
such cases. To sum up, the COV and the PMP are derived by using some appropriate forms 
of differentiation in an infinite-dimensional space and are usually used together to derive 
the solution. 
Dynamic programming, however, exploits the recursive nature of the problem. Many 
problems including those treated by the COV and the PMP have the property that the 
optimal policy from any arbitrary time on depends only on the state of the system at that 
time and does not depend on the paths that the decision variables have taken up to that 
time. In such cases, t he optimal value of the objective function beyond time t can be 
considered as a function of the state of the system at time t. This function is called the 
value function. The value function yields the value which the best possible performance 
achieves from t to the end of the interval. The dynamic programming approach solves the 
optimization problem by first obtaining the value function. 
1.9 Contributions of The Dissertation 
The previous sections have briefly introduced the motivation of dissertation, the problems 
we are interested in and the approaches used to solve the problems. We believe our work 
could greatly enhance the understanding of non-ideal BPSs and better utilize the limited 
battery energy as well as charging sources. More specifically, the contributions of this 
dissertation are stated in the following two subsections. 
1.9.1 Non-ideal BPS 
For a single-battery system, by controlling the discharge and recharge rates in terms of the 
objective mentioned above, we derive an optimal policy shown to be of bang-bang type 
with the property that the battery is always in recharging mode during the last part of 
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the interval and there is an optimal time to switch from discharging to recharging, within 
the constraints of the problem. The analysis provides some useful insights into the energy 
management of non-ideal batteries, including a chattering feature under the optimal policy 
that arises when the length of the time interval over which the problem is solved exceeds a 
critical value. The derivations of the solution to the partially available rechargeability case 
show how the properties of the KBM achieved in the fully rechargeable case help reducing 
a complicated multi-phase optimal control problem, where the admissible control set differs 
in different phases, to a nonlinear parametric optimization problem, which can be more 
efficiently resolved. 
Moreover, by demonstrating the connection between the KBM and Zhang's model as 
well as the equivalence of the solutions of the same problem but based on the two different 
battery models, we show that the problem framework of the battery output maximization 
is not restricted to a specific battery model and the derived optimal battery control policy 
is generic and effective. 
For a multi-battery system, we justify the applicability of the KBM in the large-scale 
multi-battery systems, which other non-ideal battery models do not have. On the one 
hand, we study the problem of optimally controlling the discharge and recharge processes 
of multiple non-ideal batteries so as to maximize the minimum residual energy among all 
the batteries at the end of a given time period [0 , T] while performing a prescribed amount 
of work Q over this period. During the derivation, we show that the optimal policy has 
the property that the residual energies of all batteries are equal at T as long as such 
a policy is feasible. This helps transform the original max-min optimization problem to 
a typical optimal control problem with terminal state constraints, which is subsequently 
solved by aggregating the state and control variables. The ultimate result determines the 
non-uniqueness of the optimal solution and also provides an easy way to attain one optimal 
solution. The problem framework is novel, which gives a special angle to the multi-battery 
systems. 
On the other hand, we apply the KBM to a routing problem for lifetime maximization in 
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WSNs and obtain some promising results. Even though the problem framework originates 
from (Wu and Cassandras, 2005) , the results achieved in this section completely answer 
the question opened up in (Ning and Cassandras, 2009) that whether there still exists a 
static optimal routing policy when the battery model is no longer ideal in this lifetime 
maximization problem. Moreover, the other properties of this problem but based on a ideal 
battery model in (Wu and Cassandras, 2005) are also preserved. This work instigates more 
investigation over other network problems based on non-ideal batteries. 
1.9.2 Energy-aware BPV systems 
We use an Electric Vehicle Power Consumption Model (EVPCM) to study two problems of 
optimally controlling the acceleration (and deceleration) of a non-ideal energy-aware elec-
tric vehicle so as to (a) maximize the cruising range and (b) minimize the traveling time 
to a prescribed destination with limited battery power. The solutions uncover the optimal 
motions of an EV for respective performance metrics. Due to the complicated relationship 
between power consumption and vehicle dynamics, the solutions to both problems can only 
be attained numerically. However , based on the numerical solution, an approximate solution 
structure is proposed such that the original optimal control problem can be transformed 
into a nonlinear parametric optimization problem, which is easier to solve. The accuracy 
of the approximate solution is also verified. Even though the speed values involved in the 
optimal solution for the former problem are practically unrealistic, the approach provides a 
methodology to solve complicated optimal control problems of this type, where the vehicle 
state dynamics are too complex for exact analytical solutions to be derived. Subsequently, 
using this methodology to the traveling time minimization problem yields interesting and 
practically realizable results. For both problems, we have obtained simple near-optimal so-
lution structures despite the complexity of an elaborate vehicle energy consumption model. 
The approximate solutions possess a much simpler structure while preserving accuracy. 
This approximation technique allows us to apply optimal motion planning to various inter-
esting issues in EV-based systems, such as vehicular routing, charging station deployment 
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and EV-to-smart-grid charging scheduling, thus opening up a wide spectrum of research 
directions. 
Finally, we introduce energy constraints into the vehicle routing problem, where vehicles 
need to get recharged at charging stations so as to reach the destination. A novel MINLP 
problem framework is established for both single-vehicle and multi-vehicle cases in order 
to minimize the traveling time of vehicles by selecting optimal routes as well as recharg-
ing times. In a single vehicle scenario, by uncovering the relationship between recharging 
times and energy consumption, we decompose the MINLP problem into two simple linear 
programming problems to separately determine the route selection and recharging times. 
Inspired by this result, we address a multi-vehicle routing problem based on a flow model, 
where the traffic congestion effect is considered for both time and energy consumption. 
Using similar approaches to the single vehicle case, we are able to decompose the original 
problem into two simpler problems so as to separately determine the route selection and 
recharging times. Focusing on the route selection problem, we use a multi-subflow strategy 
to find the exact solution. However, it is still required to solve a nonlinear integer program-
ming problem, which heavily depends on the variable dimensionality, i.e., the numbers of 
subflows and arcs of the road map. Tailored to this issue, we propose an approximate ap-
proach by formulating a flow control problem, which can provide an upper bound solution 
to the exact approach. According to the comparison of numerical results, a low number of 
subflows in the exact approach can already guarantee a good enough solution, which makes 
the multi-subflow strategy more promising. Similarly, once the optimal routes are found, 
the recharging times can be determined by solving a simpler problem for a second-tier 
objective. 
1.10 Dissertation Organization 
This dissertation consists of six chapters. In Chapters 2 and 3, we focus on power man-
agement of non-ideal BPSs, with Chapter 2 on the study of single-battery systems and 
Chapter 3 on the multi-battery systems, respectively. In Chapters 4 and 5, we investigate 
19 
power management of BPV systems. Chapter 4 focuses on the optimal motion control of 
energy-aware EVs. Chapter 5 studies vehicle routing in networks with energy constraints. 
Chapter 6 contains the conclusions and future work. 
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Chapter 2 
Power Management in Single-battery Systems 
With the increasing importance of energy management in wireless environments, batteries 
are playing a critical role in fields such as consumer electronics, public transportation, and 
military applications. The same is true for energy-aware systems encountered in robotics, 
mobile sensor networks and embedded computer systems. Systems of this kind have been 
studied through techniques such as Dynamic Voltage Scheduling (DVS) (Yao et al. , 1995; 
Rao et al., 2004; Mao et al. , 2007) where a battery is often modeled as a queueing system 
with the possibility of recharging (Kar et al. , 2006). In these studies, it is normally assumed 
that the battery is ideal, i.e., it maintains a constant voltage throughout the discharge 
process and a constant capacity for all discharge profiles, which is not generally true. To 
date, most batteries are electro-chemical with complex dynamics characterizing nonlinear 
discharge behaviors (Chiasserini and Rao, 2001a; Rao et al., 2003). In fact, as described in 
Section 1.3, the energy amount delivered by the battery heavily depends on the discharge 
profile and it is generally not possible to extract all the capacity stored in the battery 
(Panigrahi et al. , 2001). This is due to the two effects of a non-ideal battery, i.e., the rate 
capacity effect and the recovery effect. Therefore, in order to optimize the use of battery 
power, it is necessary to take into account the discharge profile, the recovery effect, as well 
as nonlinearities in the discharge processes. However, incorporating an accurate battery 
model in real-time power control incurs significant computational complexity. Thus, to use 
an efficient battery model in energy-aware systems requires a combination of accuracy and 
speed in expressing battery discharge behaviors under various profiles. 
In early models, the electrochemical processes in a battery were described by partial 
differential equations (PDE) (Fuller et al., 1993). Even though they take into account the 
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recovery effect, these models are impractical and take too long (order of days) to estimate 
battery life (Panigrahi et al., 2001) through numerical simulation. In (Chaturvedi et al., 
2010) an approximate Single Particle Model (Ning and Popov, 2004; Santhanagopalan et al., 
2006) presented for Li-ion batteries attempts to make a battery model more amenable to 
control-theoretic techniques. However, not only is the real-time estimation of the model 
parameters an open problem, but the model is not valid when the discharge rate is high. A 
diffusion-based model was proposed in (Vrudhula and Rakhmatov, 2003) with some promis-
ing results obtained for energy efficient DVS. This model was transformed into an equivalent 
linear state space model (Zhang and Shi, 2009) , which facilitates energy optimization. How-
ever , the diffusion-based model is still computation-intensive and may not be feasible for 
real-time applications (Rao et al., 2005). When rechargeability is considered, the diffusion-
based model can be used and has been applied to automotive batteries (Barbarisi et al., 
2006) for the purpose of battery life estimation, but it remains computationally complex. 
More recent work (Chandy et al., 2010) takes advantage of renewable energy in optimal 
power flow problems, but a battery is still modeled as a simple linear system. 
As briefly introduced in Section 1.3.3, the KBM was originally proposed to provide a 
fast and comprehensive battery model for embedded systems. It takes into account not only 
the recovery effect, but also the rate capacity effect. The modification of the KBM in (Rao 
et al., 2005) enhances model accuracy while still preserving computational speed. More 
recently, the KBM was introduced in a lifetime maximization problem for wireless sensor 
networks (Ning and Cassandras, 2009) , revealing its applicability to large-scale systems, 
and to introduce (Wang and Cassandras, 2010) the optimal control problem we will analyze 
in what follows. 
In this chapter, we use the KBM to formulate a state-constrained optimal control prob-
lem with the added feature of a battery recharging capability. We seek to maximize the 
work performed by the battery over a given time interval [0, T] with the requirement that 
its energy is at a desired level at the end of this interval. Our motivation comes from 
several application areas, including (i) mobile battery-based robotic systems which must 
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periodically interrupt operation for recharging purposes; ( ii) wireless sensor nodes, which 
must also be periodically recharged, sometimes through standard power sources or possibly 
energy harvesting from sources such as solar, wind or vibrations (Beeby et al., 2007); and 
(iii) Electric Vehicles, where the emerging "smart grid" provides considerable flexibility 
for controlling the timing of recharging intervals in between usage of the vehicle (Foster 
and Caramanis, 2010) . In many such applications, ,the desired performance is directly con-
trolled by the discharge rate of the battery through DVS techniques mentioned earlier. As 
an example, the objective of a wireless device used for radio communication is typically to 
transmit as many packets as possible over a given time interval. The transmission rate is 
directly controlled by the voltage applied (see (Uysal-Biyikoglu et al., 2002; Miao and Cas-
sandras, 2006)), which in turn controls the battery's discharge rate; therefore, this becomes 
the control determining the total number of transmitted packets (i.e., the "work") over a 
desired time interval. Moreover, to verify the generality of the properties of non-ideal BPSs 
achieved based on the KBM, we revisit the output maximization optimal control problem 
based on Zhang's model. The analytical results together with numerical analysis reveal the 
same solution structure, thus justifying the effectiveness of our study based on the KBM. 
This chapter is organized as follows. The modified KBM with the added recharging 
capability is proposed in Section 2.1. In Section 2.2, a battery output maximization problem 
is formulated , structural properties of the optimal solution are derived, and a full solution 
is provided using a standard optimal control approach. Numerical examples are included 
to illustrate the properties of the optimal solution. In Section 2.3 , we study an extension 
with a three-interval optimal control problem where recharging is possible in only one of 
them and derive a solution. In Section 2.4, an alternative non-ideal battery model, Zhang's 
model, is introduced. The connection between the KBM and Zhang's model is uncovered in 
Section 2.5. In Section 2.6, using Zhang's model, we address the same output maximization 
problem without rechargeability and thus verify the generality of the properties of the non-
ideal single battery systems. Finally, summary is given in section 2.7. Parts of this chapter 
have been published in (Wang and Cassandras, 2012a) . 
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2.1 A Modified Kinetic Battery Model (KBM) 
The KBM, which was originally proposed in (Manwell and McGowan, 1994) , models the 
battery as two wells of charge, as shown in Fig. 2·1 (except for the input h(t)). The 
available-charge well (R-well) directly supplies electrons to t he load while the bound-charge 
well (B-well) only supplies electrons to the R-well. The energy levels in the two wells are 
denoted by r(t) and b(t) respectively. The rate of energy flow from the B-well to the R-well 
is k(b(t) - r(t)) , where k depends on the battery characteristics. The output u(t) is the 
workload of the battery at timet. The battery is said to be depleted when r(t) becomes 0. 
lt(f) 
(l -t )It( f) !!It( f) 
1----~--~-
B-well ....... ~~- -· 
R-well 
b(f) 
_____ ...... u(t) 
T 
k(b(f)-r(t)) 
Figure 2·1: Kinetic Battery Model modified to include recharging 
Since we are interested in a battery with rechargeability capabilities, we modify the 
KBM by adding a controllable input flow h(t). For the sake of generality, we distribute the 
inflow h(t) to both wells by adding a constant coefficient {3 (0::; {3::; 1), as seen in Fig. 2·1. 
The resulting model is as: 
i(t) = - c1u(t) + c2f3h(t) + k(b(t)- r(t)) 
b(t) = c2(1- {3)h(t)- k(b(t)- r(t)) 
where c1 and c2 are battery-specific influencing factors for the discharge outflow u(t) and 
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the recharge inflow h(t) respectively; since, in general, a battery discharges faster than it 
can recharge, we assume c 1 > c2 2': 0 where the special case c2 = 0 simply means the 
battery is not rechargeable. Empirical evidence for the accuracy of the KBM is provided in 
(Rao et al. , 2005) in terms of capturing t he recovery and rate capacity effects, which are the 
basic phenomena affecting the solution of the optimal control problem we will consider next. 
Furthermore, t he KBM also contains the fact that relatively slow recharging occurs to a 
battery at the end of the entire charging process, which is illustrated in Fig.2·2. Obviously, 
instantaneous energy values of the battery 
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Figure 2 ·2: The recharging process for a single battery based on the KBM 
when b(t) is recharged up to the upper bound value B , the recharging process turns to a 
sliding control making b( t) keep constant and r ( t) slowly increase till the end . 
However, even though the KBM is a very comprehensive and accurate battery model, 
finding alternative simple and accurate models for non-ideal batteries remains a crucial 
research topic. 
25 
2.2 Output Maximization Problem with Fully Available Rechargeability 
2.2.1 Problem statement 
We will start with the assumption that the option to recharge the battery is always avail-
able over [0 , T]; this will be relaxed in Section 4 where this option will be available only 
occasionally. Thus, we seek to control the discharging and recharging processes so as to 
maximize the battery output over a finite time interval [0, T] . Note that the cont inuous 
operation of a battery is broken down into periods of length T rather t han considering t he 
infinite future. This provides the ability to periodically return the total battery charge to a 
desired level and to control battery performance over individual cycles. Then , the objective 
of our problem is 
T 
min - qr =-J u(t)dt 
(u(t),h(t))Ell 
0 
where qr is the total output over [0 , T] and ll is a feasible control set defined as 
ll = {(u , h) E JR2 : 0 ::::; u(t)::::; 1, 0::::; h(t)::::; 1, u(t)h(t) = 0} 
(2.1) 
(2.2) 
The constraint u(t)h(t) = 0 restricts the discharge and recharge processes so that they 
cannot occur simultaneously. This requirement is application-dependent and may be relaxed 
as shown later , but we consider the problem in the presence of this constraint for the sake 
of generality. The opt imization problem in (2.1)-(2.2) is subject to the dynamics of the 
state variables r(t) and b(t) in the KBM described in the previous section with appropriate 
constraints and boundary condit ions as follows : 
i(t) = - c1u(t) + c2{3h(t) + k(b(t)- r(t)) 
b(t) = c2(1- {J)h(t) - k(b(t)- r(t)) 
r(T) = r(O) 
0 ::::; r(t) ::::; B , t E [0, T] 
0 ::::; b(t) ::::; B , t E [0, T] 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
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The boundary condition (2.5) reflects the requirement to end a battery operating cycle of 
length T with the same energy level as the initial one, so as to exercise periodic control 
allowing the battery to be used over a potentially infinite horizon, as mentioned above. 
Alternatively, we may set r(T) = r1 for any given rf ~ 0, adding flexibility without affecting 
the analysis that follows. The constraints (2.6) and (2 .7) capture the physical limitations of 
the battery which must maintain a non-negative available-charge well level throughout the 
interval [0, T] while not exceeding an upper bound in the bound-charge well level. Finally, 
we assume that initial conditions r(O), b(O) are given and that b(O) ~ r(O) > 0 based on 
the battery chemistry. 
Before proceeding with a solution to the problem above, the following lemma establishes 
a simple property of the KBM state dynamics. 
Lemma 1: Regarding the state bounds: 
1. b(T) = 0 for any T E (0, T] if and only if b(O) = r(O) = 0 and u(t) = h(t) = 0 for all 
t E [O,T]; otherwise b(T) > 0. 
2. If f3 = 0 (/3 = 1), then r(T) = B (b(T) = B) for any T E (0, T] if and only if 
b(O) = r(O) =Band u(t) = h(t) = 0 for all t E [0, T]; otherwise r(T) < B (b(T) < B). 
3. r(T) = b(T) = B for any T E (0 , T] if and only if b(O) = r(O) =B and u(t) = h(t) = 0 
for all t E [0, T]; otherwise either r(T) < B when b(T) = B or b(T) < B when r(T) =B. 
Proof: 
1. Solving the state equations (2.71)-(2.72) with given b(O) , r(O) , we obtain 
1 + e-2kt1 1 _ e-2kt1 b(t1) = 
2 
b(O) + 
2 
r(O) 
tl 
J [1 + (1 _ 2f3 )e2k(r- tl) 1 _ e2k(r-t1) ] + 2 c2h(r) + 2 c1u(r) dr 
0 
Since 0 :=; h(t) :=; 1, 0 :=; u(t) :=; 1, 11 - 2/31 :=; 1 and e2k(r- ti) < 1 for r E [0, t1) , 
we have the integral ~ 0 and equality is only possible when u(t) = h(t) = 0 for all 
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t E [0 , it]· Moreover, since b(O) 2: 0, r(O) 2: 0, it is possible that b(tt) = 0 only when 
u(t) = h(t) = 0 for t E [0, it] and b(O) = r(O) = 0; otherwise b(tt) > 0. 
2. When f3 = 0, r(t) = -ctu(t) + k(b(t) - r(t)). Then given the state and control 
constraints, maxu,b r (t) = k(B - r(t)), which will still make r(t) < B . The only 
exception is when r(O) = b(O) = B and u(t) = h(t) = 0 for t E [0 , T]. The similar 
reasoning applies to the case f3 = 1. 
3. When r(t1) = B, it E [0, T], in order not to violate the state constraint r(t) :::; B , 
r(tt) :S 0, which requires h(tt) :S k(B~~t1 )) due to (2 .71 ). Then back to (2.72), 
b(tt) :S k(B--;(t1 )). Therefore, as long as b(tt) i= B, b(t) < B fort> tt when r(t) =B. 
The same reasoning applies to the case when b( t1) = B. • 
Remark 1: Given (2 .1 ), it is obvious that u(t) = 0 is not an optimal solution, therefore 
an optimal trajectory is always characterized by: 1) b(t) > 0; 2) r(t) < B (b(t) < B) if 
f3 = 0 ((3 = 1); 3) r(t) < B (b(t) < B) when b(t) = B (r(t) =B) fortE (0, T]. 
2.2.2 Optimal Control Solution 
We begin by analyzing the unconstrained case in which (2.6) and (2 . 7) are relaxed. We will 
then extend the analysis to incorporate these constraints. 
Unconstrained case 
In t his case, the optimal state trajectory consists of an interior arc over the entire interval 
[0, T]. Let x (t) = (r(t) , b(t))T and .>.(t) = (.At(t), .A2(t))T denote the state and costate vector 
respectively. The Hamiltonian for this problem is 
H (x, .>. , u, h) = - u(t) + .A1r(t) + .>.2b(t) 
= [-c1.>.1(t) - 1]u(t) + c2[f3.A1(t) + (1- f3) .A2(t)]h(t) 
+ k [.A1 (t)- .A2(t)][b(t)- r(t) ] (2.8) 
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Note that we do not incorporate the constraint u(t)h(t) = 0 into the Hamiltonian for the 
time being. Omitting function arguments for simplicity, the corresponding Lagrangian is: 
where f-Li, i = 1, . . . , 4 and f-Le are the multipliers corresponding to the constraints 0 < 
u(t) ::; 1, 0 ::; h(t) ::; 1 and u(t)h(t) = 0 respectively. The multipliers f-Li satisfy f-Li ~ 0, 
i = 1, ... , 4, and the complementary slackness conditions: 
f-tl(u(t)- 1) = 0, J.L2u(t) = 0 
f-t3(h(t)- 1) = 0, f-L4h(t) = 0 
The costate (Euler-Lagrange) equations 5. = - ~~ give 
{ 
).1(t) = k(,X.1(t)- A2(t)) 
),2(t) = -k(,X.I(t)- ,X.2(t)) (2.9) 
and, due to (2.5), we must satisfy ,X.(T) = aw~y)) where <P(x(T)) = v[r(T)- r(O)] and v 
is an unknown multiplier, so that 
(2.10) 
Solving ( 4.12) with the boundary conditions (3.35), we get 
(2.11) 
Looking at (4.11), let us define the switching functions s1(t) and s2(t) corresponding to u(t) 
and h(t): 
and apply the Pontryagin minimum principle: 
H(x* , ,X.*,u*,h*) = min H(x, A,u,h) 
(u,h)Ell 
(2.12) 
(2.13) 
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where u*(t), h*(t) , t E [0, T), denote the optimal controls. We can then see that 
u*(t) = { 1 s1(t) < 0 
0 s1(t) > 0 ' 
h*(t) = { 1 s2(t) < 0 
0 s2(t) > 0 (2.14) 
where the singular case with s1(t) = s2(t) = 0 is excluded, since, by (3.36)-(3.37), the 
monotonicity of s1(t) and s2(t) makes it impossible to have s1(t) = s2(t) = 0 for any 
interval of finite length. In addition, the case u*(t) = h*(t) = 0 can be immediately 
excluded based on the following observation. If s2(t) > 0 in (2.14), then h*(t) = 0; in 
addition, by (3.36)-(3.37), we must have v > 0, which in turn implies A1(t) > 0. It follows 
that s1(t) = -c1A1(t) - 1 < 0, implying that u*(t) = 0 cannot be optimal, therefore, 
u*(t) = h*(t) = 0 is not an optimal control pair. If, on the other hand, s 2 (t) < 0, then 
h*(t) = 0 cannot be optimal and u*(t) = h*(t) = 0 cannot be an optimal control pair. 
Recall that the constraint u(t)h(t) = 0 was not included in (4.11). Since we have 
established that u*(t) = h*(t) = 0 may be excluded, it follows that h*(t) = 1-u*(t) and we 
can rewrite H(x, A, u, h) with h(t) = 1- u(t) without affecting the optimality conditions: 
H (x, A, u, h) = ( - c1A1 - 1 - c2 [,8A1 + (1 - ,8)A2]) u 
+ c2 [,8A1 + (1- ,8)A2] + k(Al- A2)(b- r) 
We now define a new switching function 
which, using (3.36), becomes 
(2.15) 
(2.16) 
Note that since c1 > c2 and 11 - 2,81 :S: 1, the bracketed term in (2.16) is positive. Then, 
the optimal control on an interior arc is 
{ 
u*(t) = 0, h*(t) = 1 if O"(t) > 0 
u*(t) = 1, h*(t) = 0 if o-(t) < 0 (2.17) 
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where the singular case O"(t) = 0 can be excluded for the same reason that the case s 1(t) = 
s2 (t) = 0 was excluded. The optimal solution in (3.41) is a simple bang-bang control with 
a switch occurring when (and if) O"(t) changes sign for some t E [0, T). In view of (2.16), let 
us consider two cases regarding the sign of the unknown constant v. First, suppose v 2: 0, 
in which case O"(t) < 0 for all t E [0, T]. It follows from (3.41) that u*(t) = 1, h*(t) = 0 for 
all t E [0, T]. Using these values in (2.71)-(2.72), we can solve the two state equations with 
the added condition r(T) = r(O) in (2.5) and obtain the following equation which must be 
satisfied by r(O), b(O) and T: 
Cl 1 Cl - 2kT 
--T + -[b(O)- r(O)- -](1- e ) = 0 
2 2 2k (2.18) 
Clearly, (2.18) cannot be satisfied for arbitrary r(O), b(O), T and constitutes a special case 
of little or no interest. Thus, in the sequel we concentrate on the remaining case where 
v < 0. We can then have either O"(t) > 0 or O"(t) < 0 fortE [0, T] and there are two possible 
cases to consider: 
Case 1: O"( t) < 0 for all t E [0, T ]. This case results in the exact same analysis as v 2: 0 
above and can only hold if (2.18) is satisfied which is only true for specific r(O), b(O), T 
and, hence, of little or no interest . 
Case 2: O"(t) < 0 fortE [0, t 8 ) and O"(t) > 0 fortE (t 8 , T], where t 8 is a switching time. Since 
v < 0 and recalling that c1 > c2, observe in (2.16) that O"(t) is monotonically increasing, 
so if O"(t) > 0 this must happen in an interval that ends at T, thus justifying the assertion 
that O"(t) > 0 fortE (t 8 , T]. It then follows from (3.41) that 
*( ) = { 1 t ::=:; t 8 
U t 0 t > t 8 ' h*(t) = { ~ 
where t 8 can be obtained by solving the state equations: 
{ 
r(t) = -c1 + k(b(t)- r(t)) 
b(t) = -k(b(t)- r(t)) 
r(t) = c2{3 + k(b(t)- r(t)) 
for t E [0, ts] 
{ b(t) = c2(1- {3)- k(b(t)- r(t)) for t E (t 8 , T] 
(2.19) 
31 
with r(T) = r(O) , r(t;) = r(ti), and given r(O) , b(O). Following some straightforward 
calculations, the switching time t 5 is obtained as the root of 
c1 + C2 b(O) - r(O) - ~ ( - 2kT 1) 
2 t s + 2 e -
+ Cl - c2(1- 2(3) (e-2k(T-t 8 ) _ 1) _ c2 T = 0 
4k 2 (2.20) 
A numerical example of the optimal solution and optimal state trajectories is shown in Fig . 
4·1 with the parameters r(O), b(O) , T selected so as to ensure that the constraints (2.6), (2.7) 
remain inactive. This was obtained using the generic numerical solver Tomlab/ PROPT 
(Tomlab Optimization Inc.,) and is consistent with (2.19) and (2.20) above, i.e., u*(t) = 1, 
h*(t) = 0 for t ::; t 8 and u*(t) = 0, h*(t) = 1 for t > t 8 where the solution of (2.20) 
is t 5 = 9.9568 and the corresponding objective qy = 9.9568. Thus, we can see that if 
the constraints (2.6), (2.7) are inactive throughout [0, T], the optimal solution consists of 
discharging the battery until t 5 and then proceeding to recharge it until the terminal time 
T is reached. 
In order to get a sense of the performance improvement resulting from the optimal policy, 
we compare it to two other reasonable policies. Under Policy 1, instead of discharging 
first, we fully recharge first and then discharge. The corresponding result is qr = 8.1964. 
Under Policy 2, we allow multiple control switches; in particular , the battery switches from 
discharge to recharge at some time 8 1 and then switches back to discharge at 8 2 dependent 
on 81 so to satisfy r(T) = r(O) (81 is always smaller than t 8 to guarantee r(T) = r(O)). For 
81 = 5, we get qr = 8.9367, and for 81 = 8, we get qr = 9.5170. Compared to qy = 9.9568, 
we can see that the optimal policy can provide improvements of 20% or more over other 
common policies. In the case of Policy 2, when 81 = t 8 , then 82 = T and it becomes t he 
optimal policy. 
Remark 2: If c2 = 0 (i.e., no recharging is possible), then u(t) is the only control 
variable . Our analysis still fully applies with c2 = 0 in (2.20). In this case, the battery 
is discharged at full rate over [0, t 8 ] and remains idle over (t 5 , T] while the R-well in the 
battery is replenished through the B-well because of the battery's recovery effect (see Fig. 
2·1). 
32 
mstantaneous energy values 
~~:::::.::;::;:::::::::::~d =;=;~ 
0 5 10 ·15 20 25 30 35 40 
instantaneous control values 
OJ ' :l '"'"' •:  ''' '' ''' '' o'' '':' ' oo ' " ': """!"~'~ 
OL IIIIIIII II I·II IIII II I -- · ~ · -
0 5 10 15 20 25 30 35 40 
mstantaneous processed data amount 
I:z:·······M·· ·····:··· ··· ··:····· .. ·:"'''T:":~ 
0 5 10 15 20 25 30 35 40 
Figure 2·3: Optimal solution under r(O) 
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Furt her, assuming that b(O) < B , we can easily see that (2.7) is not relevant over the 
interval [0, t 8 ) and we can proceed to analyze whether the constraint r(t) 2: 0 in (2 .6) m ay 
become active depending on the value of T , given the values of r(O), b(O) , c1, c2 . Let t; be 
the switching t ime of the critical case r(t;) = 0. Since we can solve the state equation 
(2. 71 ) , setting r( t;) = 0 allows us to obtain t; as the root of the equation: 
c1 * 1 c1 -2kt* r(O) - -t - -[b(O)- r(O)- -] (e s - 1) = 0 2 s 2 2k (2. 21 ) 
Moreover, we can determine the associated critical value T* by solving (2.71 ) over (t;, T] 
with r(t;) = 0 and r(T*) = r(O), leading to the equation: 
1[ () () * C2] [ - 2k(T* - t*) ] C2(T* *) () 2 b 0 - r 0 - c1t8 - 2k 1- e s + 2 - t 8 - r 0 = 0 (2.22) 
If T :S T * (obtained through (2.22)), then the optimal solution is the one derived from the 
unconstrained problem we have analyzed up to this point. If T > T* , then it is necessary 
to consider the constraint (2 .6) and we expect that part of the optimal state trajectory 
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must include one or more boundary arcs. In addition, the constraint (2. 7) may also become 
active in this constrained optimal trajectory. Next , we consider the constrained case with 
r(t) 2: 0. 
Constrained case: r(t) 2: 0 
Given that we can characterize whether this constraint is active or not by checking the 
condition T :S T* with T* obtained through (2.22), we will now assume that the given 
interval satisfies T > T* , i.e., r*(t) = 0 for some t E (0, T). If this happens, given that 
r(T) = r(O) > 0, then the final part of the optimal state trajectory r*(t) must be such that 
r*(t) > 0, t E (tz, T], over an interior arc that starts at some tz such that 
tz = sup{t: t E (0, T) , r*(t) = 0} (2.23) 
We now employ the indirect adjoining approach (Hartl et al., 1995) to deal with the con-
strained optimal control problem under r(t) 2: 0. The Hamiltonian is still the same as 
( 4.11) , but the Lagrangian is modified to incorporate the state constraint as follows: 
L = H + 171(t)S1(x(t)) + J-Leu(t)h(t) + /-Ll(u(t)- 1) 
- J-L2U(t) + J-L3(h(t)- 1)- J-L4h(t) (2.24) 
where 8 1 : IR2 --+IRis a function assumed to be analytic, which in our case is S1(x(t)) = 
-r(t) :S 0, and 171(t) is an associated multiplier satisfying ??l(t) 2: 0, 171(t)S1(x*(t)) = 0, 
iJ1(t)::::; 0. Then, using the state dynamics (2.71) , we get 
S1(x(t)) = c1u(t) - k(b(t)- r(t)) 
Given the introduction of ??l(t), the costate equations).=-~~ become 
{ 
).1(t) = k[A1(t)- A2(t) -171(t)] 
).2(t) = -k[A1(t)- A2(t) -171(t)] 
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with the same boundary conditions as (3.35). Thus, when the state belongs to an interior 
arc, 'T/I(i) = 0 and it does not affect the costate equations. However, when the state is on 
a boundary arc, i.e., r(i) = 0, then 'T/I(i) becomes some function dependent on .A(i). The 
determination of 'T/I(i) follows from the solution of ~t = 0 and ~~ = 0. 
Proceeding backward in time from T, as already argued, the optimal solution consists 
of an interior arc (iz, T]. The first question we need to address is whether this interval 
includes a switching time is such that <T(is) = 0, is E (iz, T]. The following lemma provides 
an important property that will allow us to show this is not possible. 
Lemma 2: Let i1 E (0, T) be such that u(i1) = 1 and r(i1) > 0 regardless of h(i). 
Then, under (u(t), h(t)) Ell, r(t) > 0 for all t E [0, i1]. 
Proof: Solving the state equations (2.71)-(2.72) with given boundary conditions b(t1), 
r(t1), we have 
J·r 2kd + c2(1- 2,8)h(T)]e t 1 xdT 
+ b(i1)- r(ii)], for all i E [0, t1] 
Since (u, h) Ell, we have 1) 0 :S c1u(T) + c2(1- 2,8)h(T) :S c1 if ,8 :S ~ or 2) 1- 2,8 :S 
c1u(T) + c2(1- 2,8)h(T) :S c1 and the integral is non-positive due tot :S i1. Therefore, 
_ r 2kdx [Jt r 2kdx ] b(t)- r(t) 2: e t1 t
1 
qe t1 dT + b(t1)- r(i1) 
= [b(ii) - r(ti) - ~] e2k(ti - t) + ~ 
2k 2k 
Moreover, from (2.71), if u(i1) = 1, h(t1) = 0 and r(ii) > 0, then b(ii)- r(i1) > cf . The 
inequality above then reduces to: 
Cl b(i)- r(t) > k' i E [0, i1] (2.25) 
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Recalling that 0::; u(t) ::; 1 and using (2.25) in (2.71), we obtain 
r(t) = -Clu(t) + c2{3h(t) + k(b(t)- r(t)) > -Cl + C1 = 0 
which completes the proof. • 
Now, let us assume there exists a switching time t 8 E (tt, T]. Since o-(t) > 0 fortE (t 8 , T], 
it follows from (3.41) that u*(t) = 0, h*(t) = 1 fortE (ts, T], therefore u*(t) = 1, h*(t) = 0 
for t E (tt, t 8 ]. Since r(tt) = 0 and r(t8 ) > 0, there exists some t1 E (tt, t 8 ] such that 
r(tl) > 0. Thus, Lemma 2 applies and we conclude that r(t) > 0 for all t E [O,t1]. This 
implies that r(t) > 0 for some t < it and since r(tt) = 0 we must have r(t) < 0, hence 
violating the constraint r(t) 2': 0. Consequently, there can be no sign switch in a-(t) for 
t E (it, T] and the optimal control over the entire ending interior arc (it, T] is 
u*(t) = 0, h*(t) = 1, t E (tt, T] (2.26) 
Next, we consider the interval preceding the ending interior arc in order to determine the 
optimal trajectory for t ::; it. There are two possible cases: (i) there is a finite-length 
boundary arc ending at it , and (ii) the preceding arc is also an interior arc and it is a 
contact point. Here, we define a "contact point" tc E (0, T) to be such that r(tc) = 0 and 
r(t) > 0 for t f- tc in a neighborhood of tc (Maurer, 1997) . We study each of these cases 
next with the aid of one more lemma regarding any finite-length boundary arc [ten, texl· 
Lemma 3: If there exists a finite-length boundary arc [ten, tex J, ten < tex, r(t) = 0 for 
all t E [ten, texJ, then 
kb(t) 
0 < -- < 1, t E (ten 1 iex ] 
Cl 
Proof : Since r(t ) = 0 on a boundary arc, it follows from (2.71) that u(t) = kb(t)/c1 for 
t E [ten, tex] and, from (2.2), that h(t) = 0. Moreover , at t =ten we have 0 < kb(ten)/cl::; 1, 
so that 
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Solving (2 .71)-(2.72) with these controls, we get 
and since ten < tex, we have b(t) < b(ten) :::; cl/k for all t E (ten, tex], completing the proof. 
• 
Case 1: There exists a finite-length boundary arc [tb, tl] ending at tz with r(tz) = 0. In 
this case, r(t) = 0, t E (tb, tz). It follows from (2.71) and the constraint u(t)h(t) = 0 that 
the control on this boundary arc is ub(t) = k~~t) and hb(t) = 0 fortE (tb , tz). Moreover, to 
satisfy the Pontryagin principle , the Hamiltonian H(x, ..\, u, h) must satisfy: 
H(x* , ..\* ,ub ,O):::; min H(x* , ..\* ,O, h) 
O:Sh:::;I 
H(x*,..\* ,ub,O):::; min H(x* , ..\* ,u,O) 
O< u < kb (t) 
- - c l 
(2.27) 
(2.28) 
In addition, to account for a possible costate discontinuity at t = tz, the following condition 
must be satisfied (Bryson and Ho, 1975): 
where 1r = (1r1(t),1r2(t))T 2:0 is a multiplier. In view of S1(x(t)) = -r(t) in our case, 
(2 .29) 
Since v < 0 and (3 .36) applies at ti, we have ..\1(tt) < 0, ..\2(tt) < 0, therefore, Al(tl) < 0, 
..\2(tl) < 0. Using this fact along with (4.11) in (2.27) gives 
The rightmost equality can only hold when c2 = 0. Since, by Lemma 3, 0 < kb(t) < 1 for 
C1 
all t on the boundary arc, it follows that 
(2.30) 
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Furthermore, recall that a(t) 2: 0 applies to the ending interior arc, i.e., a(ti) 2: 0, so that 
(2.31) 
which, combined with (2.29) and the fact that 1r1 2: 0, gives 
(2.32) 
which contradicts (2.30) unless c2 = 0. Consequently, this case is only feasible for the 
special case c2 = 0 (implying that there is no recharging capability.) 
Case 2 : tz is a contact point. In this case, the preceding arc is also an interior arc, say (tk, t1) . 
Therefore, recalling the constraint u(t)h(t) = 0, there are three possible cases regarding 
u*(tl), h*(tl): u*(tl) = 1, h*(tl) = 0 or u*(tl) = 0, h*(tl) = 1 or u*(tl) = h*(tl) = 0. 
However, given that tz is a contact point and r(t) is continuous, we have r(tl) :::; 0, r(tl) = 0, 
and since b(tl) > 0 by Lemma 1, it follows from (2.71) that u(tl) > 0, which excludes 
u*(tl) = 0. Therefore, the only feasible case is u*(tl) = 1, h*(tl) = 0 and, in view of 
(2.26), tz is a switching point. Next, there are two cases regarding the existence of any 
additional control switch in ( tk, tz). 
First, consider the case that there is no switch in (tk, tz). Then, u*(t) = 1, h*(t) = 0 
throughout t E (tk, tz). If tk > 0 and since r(tk) = 0, there must exist some t1 E [tb t1) such 
that r(t1) > 0. Now Lemma 2 applies and rules out this case by the same argument used 
above to exclude u*(t) = 1, h*(t) = 0 on the ending interior arc. Consequently, tk = 0, 
which would make the optimal control: 
{ 
u*(t) = 0, h*(t) = 1 t E (tz, T] 
u*(t) = 1, h*(t) = 0 t E [0, tz] 
This is identical to the critical case we identified in the unconstrained case requiring that 
T = T* in (2 .22) and that tz = t ; in (2.21). Thus, it cannot be satisfied in general, since we 
assume that T > T*, and this possibility is excluded. 
This leaves only the second possible case, i.e. , that there exists a control switch in 
(tk, t1), in addition to the one at tz. Recalling that an interior arc starts at tz, note that 
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(2.31) applies and allowing for a possible discontinuity of the costates at the contact point , 
(2.29) still holds leading to (2.32). On the other hand, since (tkJ tz) is also an interior 
arc, the Hamiltonian is given by (4.11) and, recalling that u*(tl) = 1, this implies that 
- c1 .A.1 (tl) -1 :S c2[,B.A.1(tz) + (1- ,B) .A.2(tl) ]. Comparing this with (2.32), we conclude that 
(2.33) 
It follows from (2.29) and 71"1 2': 0 that (2.31) can only be satisfied as an equality with 71"1 = 0, 
i.e., the costates .A.1(t) , .A.2 (t) are both continuous at t = tz and, since (tk, tz) is an interior 
arc, (3.36) continues to apply, hence (2.16) also applies. Recalling that v < 0 and c1 > c2, 
one can easily see in (2 .16) that a(t) is monotonically increasing regardless of ,B. In view 
of (2 .33), this implies that a(t) < 0 fort < tz and there can be no further switch in (tk, t1) . 
Consequently, this possibility is excluded as well, leading to the conclusion that t 1 cannot 
be a contact point in addition to the fact that it can also not be the end of a boundary arc 
with r(t) = 0 over some interval with t :S tz. 
We can now conclude that an optimal trajectory always includes a terminal interior arc 
over (tz , T] with u*(t) = 0, h*(t) = 1 for all t E (tz, T ] and r(tz) = 0. However , there can be 
no boundary arc ending at tz nor can tz be a contact point. We can further show that there 
exists no boundary arc satisfying r(t) = 0 over any segment of an optimal trajectory nor 
can there exist a contact point anywhere in [0, T]. This is established in Theorem 1 with 
t he aid of the following lemma and leads to the conclusion that the optimal trajectory when 
T > T * includes an interval over which the control variables chatter until the terminal arc 
over ( t1, T] takes place. Lemma 4 is used to extend the argument made under Case 1 above 
to exclude finite-length boundary arcs, while the argument for excluding contact points is 
the same as the one in Case 2 above. 
Lemma 4: Let [T, T), T 2 0, be an interval over which an optimal trajectory contains 
no finite-length boundary arc. Then, 
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Moreover, .\1(t) is monotonically decreasing and .X2(t) is monotonically increasing for all 
t E [T, T]. 
Proof: In the unconstrained case T :S: T *, the result applies to the entire trajectory, i.e. , 
T = 0, and it follows immediately from (3.35)-(3.36): since we have established that v < 0, 
we have A1 (t) < 0, .\2(t) < 0, A1(t) is monotonically decreasing, .\2(t) is monotonically 
increasing, and, for t E [0, T), 
(2.34) 
Next, in the constrained case T > T *, we know there exists a terminal interior arc, say 
(tn, T ), within which there is obviously no boundary arc. Thus, we are interested in T < tn 
and, by assumption, there is no finite-length boundary arc in [T, tn), however, there may 
be a finite number of points, say t1, .. . , tn , such that r(tj) = 0 for j = 1, ... , n, where we 
include tn as the last point in the optimal trajectory such that r(tj) = 0. 
Consider an interval (tj_1, tj) , j = 2, ... , n with given .\1(tj), .\2(tj). We can then 
obtain .X1(t), .X2(t), t E (t1_1, t1), by solving (4.12) with the given boundary conditions to 
obtain: 
(2.35) 
It follows that if .X1(tj) < 0, .\2(tj) < 0, then .X1(t) < 0, .\2(t) < 0, t E (tj - 1, t j)· Moreover, 
note that (2 .29) applies to any t1 where there might be a discontinuity in the costate and, 
with 1r1 2:: 0, we have 
(2.36) 
Now consider the terminal interior arc (tn , T) and recall that (3.35)-(3.36) apply, so that 
(2.34) also holds. Thus, .\1(t) < 0, .\2(t) < 0 for all t E (tn, T). Moreover, by (2.36), 
.X 1 (t~) < .X2(t~) < 0. Thus, from (2 .35), .\1(t) < .\2(t) < 0, t E (tn- 1, tn)· This reasoning 
applies to each interval (t1_1, t1), j = 1, ... , n , including [0, t1) if we set to= 0. Moreover, 
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for all t E (tj- 1, tj) , it follows from (2.35) that 
,\1(t) = k(.A1(tj)- .A2(tj))e2k(t-tj) < 0 
,\2(t) = -k(.A1(tj)- .A2(tj))e2k(t - tj) > 0 
which completes the proof of the lemma. • 
Theorem 1: Suppose T > T* , i.e., the constraint r(t) 2': 0 is active on the optimal 
trajectory. There exists no finite-length boundary arc nor any contact point on the optimal 
trajectory when c2 > 0. 
Proof: We first prove there can be no finite-length boundary arc. Assuming there exists 
at least one finite-length boundary arc in the optimal trajectory, we consider the last one, 
i.e. , r(t) = 0 for t E [ten, tex J, ten < tex , and there exists no finite-length boundary arc in 
(tex, T] . Under these conditions, Lemma 4 applies over (tex, T), i.e. , 
(2.37) 
Now if the boundary arc [ten, tex] is part of the optimal trajectory, then the Hamiltonian 
H(x, .A , u , h) must satisfy (2.27) and (2.28). Thus, (2.27) at t;x implies that 
(2.38) 
Accounting for possible discontinuities in .A1 (t) , .A2(t) at t = tex, it follows from (2.29) and 
(2.37) that 
and (2.38) becomes: 
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Moreover, since, by Lemma 3, on the boundary arc we have 0 < kb(tex) < 1, we get 
Cl 
(2.39) 
In the interior arc (tex, T], in view of (4.11) and (2 .37), h*(t) = 1 and the possibility of 
u*(t) = h*(t) = 0 can be excluded. Further, there is no finite-length boundary arc in 
(tex, T]. We can thus set h(t) = 1 - u(t) for t E (tex , T] and use the switching function 
<7(t) = - c1 >.1(t) -1- c2>.2(t). This implies that the optimal control fortE (tex, T] is either 
u*(t) = 1, h*(t) = 0 or u*(t) = 0, h*(t) = 1. Since r(tex) = 0 and the last boundary arc 
ends at tex , then r(ttx) 2: 0, which, from (2.71), requires u*(ttx) :S kb~t1ex) < 1. Therefore, 
u*(ttx) = 0, h*(ttx) = 1, which results in 
Using (2.29) and the inequality above, we get: 
- C1A1(t;x)- 1- c2[,6A1(t;x) + (1- ,6) >.2(t;x )J 
= - CI AI(ttx) + C11r1- 1- c2[f3AI(ttx) + (1- j3) A2(ttx)J 
(2.40) 
which implies that 
contradicting (2.39). Consequently, there is no finite-length boundary arc in the optimal 
trajectory for the constrained optimal control problem. 
We now show that there can be no contact point. We have already shown that there 
exists a terminal interior arc that starts at some tz defined in (2.23). Since there can 
be no finite-length boundary interval, tz could only be a contact point. However, this 
possibility was also excluded in our analysis of the constrained case in Section 3.2.2. The 
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same argument can be used for any other possible contact point tc, since it must be preceded 
and followed by an interior arc and since Lemma 4 applies over [0, T) precluding any control 
switch other than the one at tz. • 
To better understand how chattering manifests itself, let us follow an optimal trajectory 
forward in time. Clearly, this trajectory starts with an interior arc since r(O) > 0 and let tj 
be the point where this arc ends: 
tj = inf{t: t E (O ,T) , r(t) = 0} 
Note that if T > T* , we know that such tj exists. By the definition of tj, we know 
r(tj) :::; 0, which implies u*(tj) 2: kb~: i ) > 0 according to the state dynamics in (2.71). 
Since [0, tj) is an interior arc, (3.41) applies and we have u*(tj) = 1, h*(tj) = 0, and 
O"(tj) = -c1A1(tj)- 1- c2 A2(tj) < 0. Since r(tj) = 0, one might expect that a finite-
length boundary arc starts at tj , in which case we should have u*(tj) = kb~:j) < 1 (by 
Lemma 3) to ensure that r(tj) = 0 in (2.71) . The constraint u(t)h(t) = 0 requires that 
h*(tj) = 0. The fact that u*(tj) < 1 hints that such control is not optimal because the 
Hamiltonian is not being minimized. Intuitively, the optimal control should be h*(tj) = 1, 
so as to recharge the battery as fast as possible. Thus, we expect the optimal control to 
be one that immediately tries to force the state trajectory back into an interior arc. When 
this happens, one can easily verify using (2.29) that O"(tj) = O"(tj)- C11r1 < 0 since 1r1 2: 0, 
therefore we are back to the conditions which apply at t j and the cycle repeats, resulting in 
chattering. On the other hand, because of the terminal condition r(T) = r(O), the optimal 
trajectory must eventually include the final interior arc (tz , T] which starts when the values 
of >.1 (t) , >.2(t) become such that O"(ti) > 0 for some tz > tj · 
by 
To summarize, the optimal control solution for the general case with c2 > 0 is described 
{ 
u*(t) = 1, h*(t) = 0, t E [0, tj) 
u*(t) = Uch , h*(t) = hch t E [tj , tz] 
u*(t) = 0, h*(t) = 1, t E (tz, T] 
(2.41) 
where Uch and hch are unspecified values corresponding to the chattering interval [tj , tz] . 
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The final step is to determine the two critical times tj and tz. The former is analytically 
obtained by simply solving the state equations (2. 71 )-(2. 72) with given initial conditions 
r(O), b(O) and u(t) = 1, h(t) = 0 fortE [0, tj) with r(tj) = 0. This results in the equation 
c1 1 [ c1 J - 2kt r(O)- -t · -- b(O)- r(O)-- (e 1 - 1) = 0 2 J 2 2k (2.42) 
which can be solved for tj. On the other hand, determining tz by a similar approach is 
not possible. This is because chattering prevents us from keeping track of b( t) over [tj , t1], 
hence b(tz) is unknown. Thus, we cannot fully solve (2.71)-(2.72) to determine t1 such that 
r(tz) = 0 knowing only that r(T) = r(O) , but not b(T). What we can make use of, however , 
is the fact that tz is such that r(tt) > 0 while r(tl) ::::; 0. The optimal solution can still be 
obtained by numerical techniques. An example is shown in Fig. 4·2 where the value of B 
is selected so as to ensure that the constraint b(t) ::::; B is never active. The solution was 
obtained using the generic numerical solver Tomlab/ PROPT as in Fig. 4·1. One can see 
that it confirms our result in (2.41) where chattering is observed within the limits of the 
solver 's numerical accuracy. 
Remark 3 : In the special case c2 = 0, we have u*(t) = k~~t) for the optimal solution 
on the boundary, while h(t) is irrelevant since it only affects the system through c2 h(t) in 
(2. 72). The optimal solution becomes 
{ 
u*(t) = 1, 
u*(t) = k~~t), 
'u*(t) = 0, 
Constrained case: r(t) 2: 0, b(t) ::::; B 
t E [0, tj) 
tE[tj,tzl 
t E (tz, T] 
(2.43) 
We begin by observing that in the special case c2 = 0, (2.71)-(2.72) imply r(t) < B , b(t) < 
B , t E [0 , T] regardless of the control. So we will only consider c2 > 0. Moreover , according 
to Remark 1, the constraints b(t) ::::; B and r(t) ::::; B cannot be active simultaneously in the 
optimal solution. 
We now allow all the constraints 0 ::::; r(t) ::::; B , 0 ::::; b(t) ::::; B to become active on an 
optimal trajectory. The analyzing approach is similar to the unconstrained case and the 
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Figure 2 ·4: Optimal solution under r(O) = b(O) = 150, c1 = 30, c2 = 10, 
k = 0.05, T = 40 with the constraint r(t) 2: 0 
constrained case with only r(t) 2: 0 active, and the only difference arises if in the terminal 
interior arc (where r(t) and b(t) are increasing) the constraint b(t)- B :S 0 (r(t)- B :s; 0) 
becomes active. If this happens, then the Hamiltonian is minimized by h*(t) = k~~~~~j) 
(h*(t) = k(Bc~%(t))) rather than h*(t) = 1. Thus, omitting similar derivation details , we can 
determine the full solution to the case with all the state constrained active as: 
[ 
u*(t) = 1, h*(t) = 0, 
u*(t) = Uch, h*(t) = hch 
u*(t) = 0, h*(t) = 1, 
u*(t) = O h*(t) = k(B- r(t)) (k(B-b(t))) 
1 C2( 1-_B) C2f3 1 
t E [0 , tj) 
t E [tj, tk] 
t E (tkl tz) 
t E [t1,T] 
(2.44) 
An example where all the constraints become active at some points over [0 , T ] is shown 
in Fig. 4·4. The optimal objective is qf = 8.8243. The solution was obtained using the 
generic numerical solver Tomlab/PROPT (Tomlab Optimization Inc., ) and it can be seen 
to be consistent with (2.44). Finally, we need to point out that once chattering occurs, 
we lose track of the value of b(t) , which prevents us from analytically obtaining t kl tz. The 
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obvious way to avoid chattering is to select an interval length T such that T ::; T *, specified 
through (2 .22) , if the problem setting allows it , e.g. , if one wishes to control the long-term 
behavior of the battery over periods whose length is T. As with the unconstrained case, 
instantaneous control values 
instantaneous processed data amount 
l~""d""'"'l~·j 
0 5 10 15 20 25 30 35 40 
Figure 2·5: Optimal solution under r(O) = 100, b(O) = 120, c1 = 30, 
c2 = 10, k = 0.05, {3 = 0, T = 40, B = 150 with the constraints r(t) 2: 0 and 
b(t) ::; B .. 
we also compare the optimal policy (2.44) to two reasonable alternatives. Under Policy 1, 
we replace the chattering segment of the t rajectory with a boundary arc r(t) = 0. The 
corresponding performance is qy = 5.1402, considerably lower than qf above. Under Policy 
2, the battery starts with the optimal policy u(t) = 1, h(t) = 0, but when r(t) = 0 the 
control switches to u(t) = 0, h(t ) = 1 (full recharging) and when b(t) = B it switches back 
to u(t) = 1, h(t) = 0. This cycle is repeated until a point where it has to either recharge or 
discharge to satisfy r(T ) = r(O). The resulting performance is qy = 8.5904, still lower than 
qf = 8.8243. 
Remark 4 : From an implementation standpoint, the optimal control switching struc-
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ture in (2.19) or (2.44) is very simple. However , determining the exact value of switch-
ing times such as t 8 in (2.20), requires knowledge of the battery characteristics expressed 
through c1, c2, and k. Measuring these values may not be an easy task and involves a 
model identification process which represents a research effort parallel to the one of optimal 
discharging and recharging control. Alternatively, knowing the optimal control structure 
one may empirically obtain the optimal value of t 8 (or other switching times) by using a 
known type of battery so that this value applies to all batteries of this type characterized by 
parameters c1, c2, and k; this can be done without any explicit knowledge of the parameter 
values. 
2.2.3 Solution with u(t)h(t) = 0 relaxed 
When the constraint u(t)h(t) = 0 is relaxed , the Hamiltonian in (4.11) is unaffected , but the 
Lagrangian no longer includes the term f.Leu(t) h(t). In addition, t he admissible control set 
becomes .u' = { ( u, h) E JR2 : 0 :::; u( t) :::; 1, 0 :::; h( t) :::; 1}. The approach is exactly the same 
as before and the solution can be categorized for each of the four cases: ( i) unconstra ined, 
(ii) constrained case with r(t) 2: 0, (iii) constrained case with b(t) :::; B (r(t) :::; B), and 
(iv) constrained case with 0 :::; r(t):::; B , 0:::; b(t):::; B . 
In the unconstrained case, since no state constraint is active , the whole process is an 
interior arc. Moreover, the two control variables u(t) and h(t) are decoupled from each 
other. The determination of the optimal controls u*(t) and h*(t) depends on s 1 (t) and s2 (t) 
respectively, as given in (3.37), by analyzing all possible values of the multiplier v as in 
Section 3.2.1. The analysis is exactly the same and leads to 
u * ( t) = { 1 t :::; t~ h * ( t) = 1 
0 t > t 8 ' 
where t~ is the corresponding switching time and can be det ermined by an algebraic equation 
similar to (2.20) and so can the critical switching timet~*, similar to (2.21). 
In the constrained cases, the only difference arises when the state constraints are active, 
where it is no longer required that one of u(t) and h(t) be zero. Consequently, to satisfy 
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the minimum principle, h*(i) can be positive instead of 0 while u*(i) becomes the boundary 
control necessary to maintain r(i) = 0. As a result, a boundary arc with r(i) = 0 is part of 
the optimal trajectory when the constraint r(i) 2: 0 becomes active without any chattering 
occurring. The analysis of all three constrained cases is the same and we omit details to 
give directly the optimal solution as follows. The optimal trajectory starts with the battery 
discharging and recharging at full rate , i.e. , u*(i) = 1, h*(i) = 1. If the state trajectory 
hits the boundary r(i) = 0, then the boundary controls u*(i) = kb(t~7c2~, h*(i) = 1 are 
adopted, thus the battery still recharges at full rate. At some point , the battery has to stop 
discharging and only recharges back to the prescribed r(T) ; during that interval the optimal 
controls are u*(i) = 0 and h*(i) = 1, unless the state constraint b(i) :::; B (r(i) :::; qB) 
becomes active, in which case h*(i) = k~~~~~?) (k(Bc~~(t))). Intuitively, once the constraint 
u(i)h(i) = 0 is relaxed, then h(i) should constantly aim to be maximized subject to the 
constraint on r(T). 
To summarize for the more complicated case (iv), the solution is 
l u*(i) = 1, h*(i) = 1, u*(i) = kb(t~7c2~' h*(i) = 1 u*(i) = 0, h*(i) = 1, u*(i) = O h*(i) = k(B-r(t)) (k(B-b(t))) ' C2(1-m C2~ ' iE[O, ij) i E [ij , ik] i E (ik, it) i E [it ,T] (2.45) 
Since there is no chattering now, ij, ik, it can be determined numerically. Fig. 4·5 illustrates 
the corresponding solution structure for this case. 
2.2.4 A voiding chattering 
In practice, chattering is clearly undesirable and it prevents us from keeping track of the 
optimal state trajectory b* ( i) and, therefore, the evaluation of at least the start time of the 
final interior arc during which the battery is charging. The obvious way to avoid chattering 
is to select an interval length T such that T:::; T*, specified through (2.22), if the problem 
setting allows it , e.g., if one wishes to control the long-term behavior of the battery over 
periods whose length is T. 
If the problem constrains T to be T > T *, to avoid chattering one can try to remove 
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Figure 2 ·6: Optimal solution with u(t)h(t) = 0 relaxed under r(O) = b(O) = 
150, c 1 = 30, c2 = 10, k = 0.05 , T = 40 and B = 200 with the constraint 
r(t) 2': 0, b(t) :S B 
the hard terminal constraint r(T) = r(O) and replace it instead by a penalty such as 
llr(T)- r(O)II 2 . This should give additional freedom to the control and possibly prevent 
r(t) from reaching the boundary constraint r(t) = 0. However , one can verify t hat doing so 
does not eliminate chattering as part of the optimal solution. Another alternative is to add 
to the objective function a "recharging cost" of the form J0T h(t)dt. This modification to 
the problem , however , still cannot eliminate chattering. In fact, based on t he discussion of 
the previous section, chattering is a direct consequence of the constraint u( t) h( t) = 0 whose 
removal immediately eliminates it . 
Yet another idea is to introduce an explicit switching cost in the objective funct ion 
(2.1) , which requires modifying the original optimal control problem into an optimization 
problem for a switched-mode system. This would be based on the already-known two 
possible optimal policies when the constraint r(t) 2': 0 is binding, i.e., u(t) = 1, h(t) = 0 
and u(t) = 0, h(t) = 1. The problem reduces to determining the number of switches and 
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their associated times. An approach of this type was analyzed in (Ding et al., 2008). 
2.3 Output Maximization with Partially Available Rechargeability 
In this section, we extend our analysis to cases where rechargeability is not always available; 
in particular, we consider cases where a battery may be recharged only over a given interval 
[a1 , a2] C [0, T]. This arises, for instance, in cases where a device employs a solar cell 
and recharging is possible only during daylight or known intervals with expected light 
availability; similarly, electric cars may only be recharged during intervals where it is known 
that they are not needed for transportation. In general, [0 , T] can be partitioned into 
intervals where rechargeability is available in one, followed by another where it is not. We 
will limit ourselves here to a problem with three such intervals where the second is the only 
one where rechargeability is enabled; it will be clear from our analysis that the generalization 
to more than three intervals is conceptually straightforward. 
The problem we consider is formulated as follows: 
T 
min -qr =- j u(t)dt 
(u(t),h(t))Ell 
0 
r(t) = -clu(t) + c2f3h(t) + k(b(t)- r(t)) 
b(t) = c2(1- f3)h(t)- k(b(t)- r(t)) 
r(T) = r(O) 
0:::; r(t) :::; B , 0:::; b(t) :::; B, t E [0 , T] 
ll = {(u, h) E JR2 : 0:::; u(t):::; 1, u(t)h(t) = 0, t E [0, T] 
0 :::; h(t) :::; 1, t E [a1 , a2], h(t) = 0, t E [0 , a1) U (a2, T]} 
(2.46) 
(2.47) 
(2.48) 
(2.49) 
(2.50) 
(2.51) 
(2.52) 
Compared to the fully available rechargeability case in (2.1)-(2.7), this problem has the same 
objective, state dynamics, and terminal conditions. The only difference is in the admissible 
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control set. To solve it, we proceed by decomposing it into three subproblems: 
a1 
min -qi =-J u(t)dt 
(u(t),h(t))Ell; 
0 
r(t) = - Clu(t) + c2fJh(t) + k(b(t)- r(t)) 
b(t) = c2(1- fJ) h(t)- k(b(t)- r(t)) 
0 :S r(t) :S B, 0 :S b(t) :S B , t E [ai-l, ai] 
i =1 ,2,3 
(2.53) 
where ih = ll3 = { (u, h): 0 :S u(t) :S 1, h(t) = 0} and ll2 = { (u , h) E IR2 : 0:::; u(t):::; 1, 0 :::; 
h(t) :S 1, u(t) h(t) = 0} ; ao = 0, a3 = T and f3 = r(T) = r(O). If f 1, f2 are assumed known, 
then each subproblem is equivalent to our original problem (2.1)-(2.7) while case i = 1 and 
3 correspond to the simpler special case with c2 = 0 which we discussed in Remarks 2, 3. 
Therefore, the solut ion boils down to the determination of f1, f2. To avoid the complication 
brought about by chattering, we will consider the case where the constraint r(t) 2': 0 never 
becomes active. It will become clear that the possibility of chattering does not change the 
essence of the solutions obtained . 
2.3.1 Optimal Control Solution 
Based on the solution to problem (2.1)-(2.7) that we have obtained , the optimal solution 
structure corresponding to each subproblem (2.53) is known. In particular, for subproblem 
1 and 3, Remark 2 applies to (2.19), i.e. , fortE [ai- l , ai) , i = 1, 3 
h*(t) = 0 
where Si are the switching times. For subproblem 2, the optimal controls are given by (2.19) 
with some switching time s2 E [a1, a2). Fig. 2·7 illustrates this optimal solution structure 
51 
for the problem. Therefore, the objective function in (5.1) can be written as 
(2.54) 
since u*(t) = 0 in the intervals [81, al), [82, a2), and [83 , T) . It follows that the determination 
of f1, f2 can be replaced by the determination of the optimal switching times 81, 82, 83. 
r (T) 
T 
Figure 2·7: Solution structure in partial rechargeability problem 
Using (2.19) as the optimal solution in the state equations (2.47), (2.48) and solving 
these equations over an interval [to , ttl gives: 
c2 b(to) - r(to) - c1 r(tt) = "2(tt- ts) _ 
2 
2k (e - 2k(t1-to) _ l) 
+ r(to)- c; (ts- to)- cl - c2d~- 2{3) (e-2k(trts)- 1) 
b(tt) = c; (tt- ts) + b(to)- r;to)- ~ (e - 2k(trto)- 1) 
+ b(to)- ~ (ts- to)+ Cl - C2d~- 2{3) (e-2k(tf-ts)- 1) 
(2.55) 
(2.56) 
where setting c2 = 0 recovers the cases corresponding to subproblems 1 and 3 as already 
discussed and t 8 is the control switching time in [to , ttl· Thus, over [0, a1), (2.55)-(2.56) 
apply with to = 0, tt = a1, ts = 81, and c2 = 0 and yield r(al), b(a1) as a function of 
81 and the known initial conditions r(O), b(O). Similarly, over [a1 , a2), (2.55)-(2.56) apply 
with to = a1, tt = a2, t 8 = 82 and yield r(a2), b(a2) as a function of 82 and r(a1), b(a1). 
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Finally, over [a2, T), (2.55)-(2.56) apply with to = a2, t f = T, t8 = 83, and c2 = 0 and yield 
r(T) = r(O) and b(T) as a function of 83 and r(a2), b(a2). Focusing on r(T) we can combine 
all these equations and chain them together to obtain a relationship that the switching 
times 8i, i = 1, 2, 3, must satisfy: 
b(O) - r(O) c2 c1 
h(81, 82, 83) = - 2 - 2(a2- 82) + 2(81 + 82 
+ ) + c2(1 - 2{3) [ -2k(T-a2) -2k(T-s2)] - a1 83 - a2 e - e 4k 
+ ~[b(O) _ r(O) _ ~]e-2kT + ~[e-2k(T-s1 ) _ e-2k(T- a1 ) 
2 2k 4k 
+ e- 2k(T-s2) _ e- 2k(T- a2) + e-2k(T- s3 ) ] (2.57) 
where r(O), b(O) are known. In addition, the variables 8i satisfy: 
(2.58) 
We can now see that problem (5.1)-(2.52) reduces to the minimization of -1(81 , 82, 83) in 
(2.54) subject to the constraints above, i.e., 
3 
min -](81 , 82, 83) =-L 8i + a1 + a2 
~ i=l 
(2.59) 
s.t . (2.57) and (2.58) 
To solve this nonlinear optimization problem, we can use Kuhn-Tucker conditions, which 
helps us narrow the optimal solution down to the cases where (i) 8i E (0, a 1), 82 = a 1 , 
83 = a2 and (ii) 8i = a1 , with 82 , 83 limited to other six possible cases . Due to the space 
limitation, we omit the derivation details, which can be found in (Wang and Cassandras, 
2011). 
To summarize, this procedure allows us to obtain the optimal solution ( 8i, 82, 83) from 
which the optimal control of the original problem is fully specified. Two illustrative examples 
are provided in Figs. 2·8 and 2·9. Figure 2·8 shows an example of an optimal solution with 
8i E (0, a!) , 82 = a1, 83 = a2 and the associated parameter settings. In this case, following 
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the solution procedure above we obtain si = 5.473, s2 = 10, s3 = 30, shown as blue lines in 
the figure. Thus, the battery is initially discharged at its maximal rate until t = 5.473, and 
then idles until t = a1 = 10. Since this is also the optimal switching time to recharge, the 
battery is fully recharged until t = a2 = 30 and then idles for the remainder of [0 , T]. The 
period over which the battery is recharging is identified by two red lines. 
instantaneous state variables of the optimal solution 
:::e§::: ::~:~:~,:~::::::: :=~=::::::J::~::= ~ ~ 
0.5 
0 5 1 0 15 20 25 30 35 40 
instantaneous control variables of the optimal solution 
~ a1 = s2 
0 5 10 15 20 25 
~ 
lla2 = s3 
30 35 40 
1:~'''' ' ''':'''' ' '''': , ,,,,,, , , : ,,,, , ,,,,, , ,,,, , ,,,,,,,,, 1,,~,~~ ~ 
0 5 1 0 15 20 25 30 35 40 
Figure 2·8: Optimal solution of partial rechargeability problem with r(O) = 
b(O) = 300, c1 = 30, c2 = 10, k = 0.05 , a1 = 10, a2 = 30 and T = 40 
Figure 2·9 shows an example with si = a1, s2 E (a1, a2), s3 = a2, where si = 5, 
s2 = 6.542 , s3 = 30. In this case, the battery discharges at maximal rate until the switching 
time s2 when it recharges for the remainder of the interval [a1, a2] and then idles over [a2 , T]. 
As in the case of fully available rechargeability, it is possible that the the state constraints 
(2.50) become active. In subproblems 1 and 3, since b(t) = -k(b(t) - r(t)), we have b(t) < 0 
according to Lemma 1 and b(t) :::; B is inactive throughout the intervals [0, a1] U [a2, T]. 
Moreover, in these two intervals, since c2 = 0, in light of Remark 3 there is no chattering 
but a boundary arc as in (2.43). When it comes to the interval [a1 , a2] and with c2 > 0, 
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instantaneous state variables of the optimal solution 
400 . 
20: ts:S~:~:::::::~::::::::::::::::1~~::= ~ ~ 
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instantaneous control variables of the optimal solution 
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~ ·I
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Figure 2·9: Optimal solution of partial rechargeability problem with r(O) = 
b(O) = 300, c1 = 30, c2 = 10, k = 0.05 , a1 = 5, a2 = 30 and T = 40 
the subproblem is similar to the constrained case in Section 3.2.4. Thus, chattering is 
inevitable when r(t) = 0, as a result of which we cannot track b(t) and determine t he 
solution analytically. 
2.4 Zhang's Model: The Representation of the RVW Model in the linear 
state space 
As mentioned in Section 1.2.3, the RVW model is an analytical model, proposed by Rakhma-
tov et al. (Vrudhula and Rakhmatov, 2003), using a one-dimensional diffusion equation to 
describe the concentration of electrolytes inside a battery: 
J(x, t) = -D ac~:' t) 
8C(x, t) = D 82C(x, t) 
at 8x2 (2 .60) 
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where J (x, t) is the flux of electrolytes, C(x, t) the concentration of electrolytes at time t 
with t he distance x away from the electrode, and D the diffusion coefficient. The boundary 
condit ions for (2.60) are listed as follows (Zhang and Shi, 2009): 
1. x = 0: By means of Faraday's law, the first boundary condition can be derived as: 
D aC(x, t) I - i(t) 
ax x =O- vFA (2.61) 
where F stands for the Faraday Constant, A for the cross section of the electrode, i(t) 
for t he discharge current and v for a scaling factor. 
2. x = w: Since the concentration gradient at the center of the battery is zero, then we 
have 
n ac ( x, t) 
1 
_ = 0 aX X - W (2.62) 
where w stands for the half of the battery's length. 
Using Lagrange transform method to solve (2.60) with (2.61)-(2.62), we attain the concen-
tration of electrolyte at the electrode: 
(2.63) 
where * represents the convolution. Given the uniformly distributed electrolytes when the 
battery is discharging, C(x, 0) becomes a constant and can be signed as C*. Then, define 
p(t) as: 
(t) =1- C(O,t) = i(t) * (1+2~ e- ":22Dt) P C* C*vwF A L..-
m = l 
(2.64) 
which expresses the residual energy level of the battery. When t = 0, C(O, 0) = C* and 
p(O) = 0. Let tf be the end of the battery's lifetime. When t = tf, both C(O, tf) and 
p(tt) reach their cutoff values, which are denoted by Ccutoff and Pcutoff respectively and 
are predetermined according to the characteristics of a given battery. 
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Henceforth, in (Zhang and Shi, 2009) by letting Am= 7r~fm2 , a = C*vwFAPc:utoff 
and y(t) = ~' y(t) becomes the new residual energy indicator of a battery and can be 
Pcuto j f 
expressed as: 
(2.65) 
which also implies that y(O) = 0 at the beginning and y(tJ) = 1 at the end of a battery's 
lifetime. 
Furthermore, by replacing m = oo with m = Min (2.65) as well as notational substitu-
tions, y(t) can be expressed in a finite-order state space form as: 
y(t) = [1 , 1, ... ' 1] 
[ 
xo(t) l 
X1 (t) 
XM(t) 
where the state variables x(t) = [xo(t), ... , XM(t)jT, satisfying 
{ 
i:0 (t) = ~i(t) 
Xm(t) = -AmXm(t) + ~i(t), m = 1, .. . , M 
Xm(O) = 0, m = 0, ... , M 
Thus, when M ----too, the RVW model is equivalent to a linear state space model as: 
where 
i:(t) = Ax(t) + bi(t) 
y(t) = cx(t) 
A= diag[O, -.>..1, · · · , -.>..M](M+l)x(M+l) 
1 2 2 T 
b = [- , -, · · · '-](M+l)x l 
a a a 
c = [1 , 1, · · · , lh x(M+l) 
(2.66) 
(2.67) 
(2.68) 
(2.69) 
(2.70) 
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All the above equations about the RVW and Zhang's model are taken from (Zhang and 
Shi, 2009). 
2.5 The Relationship between the KBM and Zhang's model 
Similar to (Ning and Cassandras, 2009), the KBM adopted here is a simplified version of the 
general KBM proposed in (Manwell and McGowan, 1994), for it represents a special case 
of the general KBM, helping simplify the derivations in large-scale multi-battery systems, 
but does not affect the solution structure of the problems we have addressed. In order to 
capture the relationship between the KBM and Zhang's model, we have to recall the general 
KBM, which can be shown as: 
cr(t) = -qu(t) + k(b(t)- r(t)) 
(1- c)b(t) = -k(b(t) - r(t)) 
(2.71) 
(2.72) 
Note that our simplified version is the case c = 0.5 of the general KBM. Enlightened by the 
same state space structure of the KBM and Zhang's model, we approximate Zhang's model 
by only taking the order of 2, i.e., M = 2. Then according to ( 4.4)-(2.69), Zhang's model 
in the order of 2 becomes: 
Let 
1 
xo(t) = -u(t) 
a 
2 
x1(t) = -.X1x1(t) + -u(t) 
a 
x1(t) = p(b(t)- r(t)), r(t) = q(1- y(t)) 
(2.73) 
(2.74) 
(2.75) 
(2.76) 
where p and q are two constants respectively connecting x1(t),y(t) and r(t),b(t). Then 
if the KBM is equivalent to Zhang's model in the order of 2, we should obtain the same 
dynamics as (2.71)-(2.72) by substituting (2.76) into (2.78)-(2.75), which gives pq = ~ and 
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c = ~- These are the special cases for both models. 
2.6 Output Maximization Problem Based on Zhang's Model 
Inspired by the connection between the KBM and Zhang's model, we investigate whether 
the effectiveness of the results based on the KBM can be still achieved based on Zhang's 
model. Note that since Zhang's model describes non-rechargeable batteries, we can only 
control the discharge processes of the battery when replacing KBM with Zhang's model in 
the output maximization problem, which is the same case as c2 = 0 in the original problem. 
Now, according to the original problem formulation as (2.1)-(2.7), we can establish the 
same output maximization problem based on Zhang's model as follows: 
T 
min - j u(t)dt 
u(t) 
0 
i:o(t) = ..!_c1u(t) 
Q 
2 
i:i(t) = -AiXi(t) + - c1u(t), i = 1, ... , M 
Q 
1+2M M 
y(t) = c1u(t)- L Aixi(t) 
Q i=l 
y(T) = YJ 
0:::; y(t) :::; 1 
0:::; u(t) :::; 1 
(2.77) 
(2.78) 
(2.79) 
(2.80) 
(2.81) 
(2.82) 
(2.83) 
where (2.78)-(2.80) are derived by expanding (4.4)-(2.69), which makes all the states scalar. 
u( t) is normalized by associating a coefficient c1. As to boundary conditions, the initial 
values xi(O) and y(O) are given and the terminal value y(T) is required to be some prede-
termined value YJ· Since the battery is not rechargeable, YJ ought to be always less than 
y(O). 
We still employ the COV with the PMP method to solve this optimal control problem 
and determine the solution as 
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u*(t) = { 1 t E [0, t 8 ) 
0 t E [ts, T] 
As for the determination of t 8 , by substituting (2.85) into (2.78)-(2.81), we achieve 
(2.84) 
Then when YJ is given, we can solve the above equation to attain the value of t 8 • This case 
is more general, in which the solution is also of bang-bang type and consistent with the 
solution based on the KBM solved in Section 2.2.2. Some simulation results are presented 
in Fig. 2·10 to give a better view of this solution. 
instantaneous energy values 
0:~'''''"~"!,±:~ 
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instantaneous control values 
o: f ' '""""''" ""' '"" ""~ \ ' ' I ~" ~ 
0- - - - - _,.,,.,,.,,_,,,~..... ; 
0 5 10 15 20 25 30 35 40 
instantaneous processed data amount 
Figure 2·10: Optimal solution under xi(O) = 0 for i 
c1 = 300, T = 40, YJ = 0.2 
2.6.1 Constrained case with y(t) :::; 1 
l, ... ,M, M 5, 
Since this battery model does not possess rechargeability, then y(t) is always 2: 0. As for 
the other constraint y(t) ::=:; 1, we can employ the same approach as in the constrained 
case r(t) 2: 0 of Section 2.2.2 to derive the solution. Given the unnecessary duplication of 
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derivations, we only present the simulation results in Fig. 2·11 to illustrate the solution: 
tE[O, tj) 
t E [tj, tz) 
t E [tz, T] 
(2.85) 
which is exactly of the same type as (2.43). To wrap up, the solution to the same problem 
instantaneous energy values 
0 :Z::"':"""':""'~~''i'~,1 
0 5 10 15 20 25 30 35 40 
instantaneous control values 
instantaneous processed data amount 
Figure 2·11: Optimal solution under xi(O) 
Cl = 800, T = 40, YJ = 0.8 
0 for i 1, ... , M, lvl 5, 
framework but based on Zhang's model is consistent with the one based on KBM. 
2.7 Summary 
We have used the KBM to study the problem of optimally controlling how to discharge 
and recharge a non-ideal battery so as to maximize the work it can perform over a given 
time period [0, T] and still maintain a desired final energy level. Under the assumption 
that the battery can be recharged at any time in [0, T], the solution to this problem is 
shown to be of bang-bang type with the battery always in recharging mode during the 
last part of the interval. When T > T*, where T* is some critical value we can explicitly 
determine, the optimal policy was shown to include chattering, unless we relax the constraint 
that recharging is only possible when discharging is inactive. When rechargeability is only 
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feasible at certain intervals within [0, T], we have studied a three-interval optimal control 
problem and shown that it can be transformed into a nonlinear optimization problem which 
we can explicitly solve. 
Moreover, in order to verify the generality of the properties of the single battery system 
achieved based on the KBM, we first investigate the connection between the KBM and 
Zhang's model. The derivations show that a simplified version of Zhang's model by reducing 
the orders is equivalent to a special case of the KBM. Along this line, we employ Zhang's 
model in the same problem framework. The corresponding solution is shown to have the 
same type as the solution based on the KBM, thus verifying the effectiveness of our study 
on battery performance. 
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Chapter 3 
Power Management in Multiple-Battery Systems 
Motivated by the study on the single-battery systems, we extend the research to multi-
battery systems. In this chapter, we study systems with multiple non-ideal rechargeable 
batteries which can be shared in performing a certain amount of work, viewing this as a 
first step toward battery-powered networked systems with renewable energy. Along these 
lines, in (Kar et al., 2006) , a dynamic node activation problem in networks of rechargeable 
sensors is addressed by modeling the battery as a queueing system processing energy tasks. 
In (Gatzianas et al., 2010) an optimal control policy is presented for cross-layer resource 
allocation in wireless networks operating with rechargeable batteries. In (Chandy et al., 
2010) advantage is taken of battery energy storage in optimal power flow problems, while in 
(Liu et al., 2010) a network resource allocation problem is presented for energy-harvesting 
sensor platforms with time-varying battery recharging rates. However, in all these cases 
the battery models used are simple and assume ideal behavior. Recently, based on an 
electrochemical model, Moura et al. (Moura et al., 2011) used a deterministic dynamic 
programming formulation to derive a heuristic for controlling the charging processes so as 
to reduce film growth and thus improve battery pack lifetime. Despite different problem 
objectives, the optimal policy features in (Moura et al., 2011), i.e., unequal and delayed 
charging, are structurally consistent with our results of single-battery systems based on the 
KBM in Chapter 2. 
In this chapter, we first use the KBM for multiple batteries that can be shared and are 
fully rechargeable. We seek to maximize the minimum residual energy among all batter-
ies at the end of a given time interval [0, T] with the requirement that the total battery 
output should reach a desired level at the end of [0, T], subject to certain rechargeability 
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constraints. We assume that recharging a battery is possible only while it is not being dis-
charged, a requirement which is application-dependent. Relaxing this constraint is a special 
case of the more general problem we have analyzed and leads to a simpler solution. Our 
motivation mainly comes from: (i) multiple battery-powered robotic systems, which must 
periodically interrupt operation for recharging purposes; ( ii) wireless sensor nodes, which 
are usually battery-powered and must also be periodically recharged; (iii) electric vehicles, 
where the emerging "smart grid" provides considerable flexibility for controlling the timing 
of recharging intervals in between usage of the vehicle (Foster and Caramanis, 2010). In 
many such applications, discharging and recharging processes of each battery-powered sys-
tem cannot be conducted simultaneously. In the meantime, these multiple battery-powered 
systems arc usually required to complete a common load of work over [0, T] while ensuring 
the available functionality of the system at T so that the process may be repeated, possibly 
in periodic fashion. We first prove some properties of an optimal policy, the main one being 
the fact that it must result in equal residual energies for all batteries at time T. This en-
ables us to subsequently derive explicit solutions for the problem. Moreover, motivated by 
Ning's work in (Ning and Cassandras, 2009), we introduce the KBM with the added feature 
of rechargeability into a lifetime maximization problem in wireless sensor networks (WSN), 
which was originally solved based on an ideal battery model by (Wu and Cassandras, 2005). 
After analytically deriving the solution, we find the critical property established in (Wu and 
Cassandras, 2005) that there exists a static optimal routing policy is still preserved when 
the battery model becomes non-ideal, which can be applied to more complicated networks. 
This chapter is mainly composed of two sections. More specifically, in Section 3.1.1, 
a multi-battery optimal control problem based on the KBM is formulated . Significant 
properties of the optimal solution are identified and proven in Section 3.1.2. In Section 
3.1.3 and 3.1.4, with the help of these properties, we are able to provide a full determination 
of the optimal control solution, starting with the 2-battery case, which is then extended 
to a solution of the N-battery case and its verification. In Section 3.2.1, the optimal 
routing problem for lifetime maximization in WSNs based on the KBM is revisited with 
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the added rechargeability of batteries. Section 3.2.2 gives the analysis using the calculus 
of variations, including some important properties which transfer the complicated optimal 
control problem to a simpler nonlinear optimization problem. Finally, summary is given in 
Section 3.3. Parts of this chapter have been published in (Wang and Cassandras, 2012b). 
3.1 Optimal Control of Multi-battery Energy-aware Systems 
3.1.1 Problem Statement 
We consider N battery-powered devices, each with an embedded battery and a correspond-
ing controller, that may be shared to serve a common load, as shown in Fig. 3·1. Each 
~ 
( 1-f l(l>! 1 fl('(,,! 
l<(b(/)-r(t)) 
(a) (b) 
Figure 3·1: (a) a multi-battery system based on KBM; (b) modified KBM 
proposed in (Wang and Cassandras, 2010) 
battery is modeled by a KBM as m Section 2.1. To briefly review, a KBM views each 
battery, indexed by i = 1, ... , N, as consisting of two communicating wells, a bound-charge 
well whose content (energy level) is bi(t) and an available-charge well whose content is ri(t) 
(details are given in Section 2.1). The controllable input flow is denoted by h(t) and, in 
general, it is distributed to both wells through a constant coefficient (3 ( 0 ::; (3 ::; 1). As 
shown in (Wang and Cassandras, 2010), the case where (3 = 0 gives the same optimal so-
lution structure as the generic case. Thus, to maintain some simplicity in the analysis, we 
will limit ourselves to (3 = 0 and obtain the KBM shown in (3.2)-(5.3) below. In our prior 
work involving a single battery we sought to control the discharging and recharging pro-
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cesses (executed by the controller) so as to maximize the battery output over a given interval 
while maintaining some required residual energy level. However, when dealing with multiple 
rechargeable batteries we adopt an objective motivated by the goal of maximizing a sys-
tem 's "lifetime" often viewed as the time until the first battery is depleted (e.g., (Chang and 
Tassiulas, 2004) ,(Ning and Cassandras, 2009)). Thus, we seek to maximize the minimum 
residual energy after finishing a prescribed workload within a time interval [0, T] (note that 
this provides the flexibility to repeat the system's operation over cycles of length T) . Let 
S be the battery index set with lSI = N, and let U(t) = (u1(t) , h1(t), ... , uN(t), hN(t))T, 
where ui(t) and hi(t) for i E S denote the instantaneous discharge and recharge rate of 
battery i respectively. We then formulate the problem as follows: 
max min ri(T) 
U(t) iES (3.1) 
ri(t) = - clui(t) + k(bi(t)- ri(t)) (3.2) 
bi ( t) = c2 hi ( t) - k ( bi ( t) - r i ( t) ) (3.3) 
ri(t) 2 0, bi(t) ::; B (3.4) 
Ui ( t) hi ( t) = 0 (3.5) 
0 :S; Ui ( t) :S; 1 , 0 :S; hi ( t) :S; 1 (3.6) 
N 
0 ::; L ui(t) ::; 1 (3.7) 
i=l 
T J L Ui(t)dt = Q 
0 t 
(3.8) 
Here, (3.2) and (5.3) capt ure the battery dynamics through the KBM, where k depends on 
the battery characteristics and c1, c2 are battery-specific influencing factors for discharge 
and recharge processes, satisfying c1 > c2 2 0 (this indicat es that a battery discharges 
faster than it recharges.) The constraint (3.5) requires that the discharging and recharging 
processes cannot occur simultaneously (this can be relaxed, depending on t he application) 
and (3.6) imposes natural limits on t he corresponding process rates. The state variables 
ri(t ), bi(t) are physically constrained as in (3.4) with bi(O) 2 ri(O). The overall load to be 
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served can be supported by either one or multiple batteries at any t ime, as indicated in 
(3.7) and consistent with (3.6) . Finally, (3.8) captures the fact that the load is required to 
complete a specific amount of work Q within [0 , T]. 
3.1.2 Optimal Control Properties 
We begin by solving (3.2) and (5.3) under the assumption that a control policy {ui(t) , hi(t) , 
i E S} is feasible over some interval [t1 , t2] ~ [0, T], including possible boundary arcs where 
ri(T) = 0 or bi(T) = B , T E [t1, t2]. It is straightforward to derive this solut ion: 
T 
-~ J [clui(t) [1 + e2k(t-T)]- c2hi(t) [1- e2k(t- T) J]dt (3.9) 
tl 
T 
-~ J [clui(t) [1- e2k(t- T)]- c2 hi(t)[1 + e2k(t- T) J]dt (3 .10) 
tl 
Setting Pi (tl ,T) and f3i(t1,T) to denote the first t erm in (3.9) and (3.10) respectively, we 
can write for a solution over [0 , T ]: 
(3.11) 
(3.12) 
as long as the feasibility of { ui(t), hi(t)} over [0, T] is assumed. Since we have assumed 
bi(O) 2: ri(O) , obviously /3i(O, T) > Pi(O, T) > 0. 
Let us denote an optimal control policy by { ui( t), hi( t), i E S} . We can immedi-
ately observe that {0, 0, i E S} cannot be an optimal policy, i.e., a policy that maximizes 
miniES ri(T). This follows from t he constraint (3 .5) and the fact that {0, 0} in (3 .11) is dom-
67 
inated by any control {0, hi(t)} with hi(t) > 0 which gives a larger value for ri(T). Moreover, 
(3.8) requires ui(t) > 0, hi(t) = 0 for some i and over some interval [t1, t2] ~ [0, T]. Thus, at 
least some i E S must include ui(t) > 0; for any remaining i E San optimal control would 
be {0, hi(t)} with hi(t) > 0. Therefore , an optimal control for any i E S has the property 
that either ui(t) > 0, hi(t) = 0 or ui(t) = 0, hi (t) > 0 (with hi(t) = 1 when bi(t) < B). 
The main result in this section (Theorem 1) is that, under optimal control, all ri(T), 
i E S, are equal provided there is at least one feasible policy under which all ri(T), i E S, are 
equal. In order to establish this result , we will make use of a perturbed policy {u~(t) , h~(t) , 
i E S} relative to any feasible one { ui(t), hi(t) , i E S}. We define such a policy by perturbing 
two of the controls indexed by i and j f. i respectively as follows: 
{ 
u~(t) = Ui(t), h~(t) = hi(t ) t E [0, TJ /h , Ti + ~i ] 
u~(t) = Ui(t)- ~Ui, h~(t) = 0 t E h , Ti + ~i] (3.13) 
{ 
uj(t) = Uj(t) , hj(t) = hj(t) t E [0 , TJ /h , Tj + ~j] 
uj(t) = Uj(t) + ~Uj, hj(t) = 0 t E h ,Tj + ~j] (3.14) 
where ~ui, ~u1 , ~i and ~j are all positive constants. For notational convenience, we shall 
refer to the perturbed control for i in (3.13) above as 7r - [ui, Ti, ~i, ~ui] and the one for 
j in (3.14) as 7r+[uj,Tj,~j,~uj] · In simple terms, under 7r-[ui,Ti,~i,~ui] the discharg-
ing control ui(t) is reduced by ~ui > 0 over an interval [Ti, Ti + ~i], while Uj(t) under 
7r+[uj , Tj , ~j , ~Uj] is increased by ~Uj > 0 over an interval h ,Tj + ~j]; in both cases, 
the recharging control over these intervals is 0 to satisfy (3.5) and the controls remain un-
changed over the rest of [0, T]. Assuming for the moment the feasibility of { u~ ( t), h~ ( t)} 
and {uj(t), hj(t)} , let ~ri(t) = r~(t)- r i(t) , ~bi(t) = b~(t)- bi(t) and observe that for any 
t E h , T] it follows from (3.9)-(3.10): 
Ll.r;(t) = { 
Ll.b;(t) = { 
(3.15) 
(3.16) 
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and note that ~ri(t) > ~bi(t) > 0. Similarly, for any t E lTJ , T], 
l'>r;(t) = ~ 
t.b,(t) = ! 
t < Tj + ~j 
t 2' Tj + ~j 
t < Tj + ~j 
(3.17) 
(3.18) 
and note that ~rj ( t) < ~bj (t) < 0. Regarding the feasibility of { u~ (t), h~ (t)} and { uj (t), hj ( t)} , 
we need to satisfy all problem constraints. This can be accomplished under certain condi-
tions, as expressed in the next two lemmas. 
Lemma 1: Let {ui(t), hi(t)}, {uj(t), hj(t)} be controls for i,j in a feasible policy. If 
rj(t) > 0 for all t E [0, T] under this policy, then the following conditions ensure that there 
are feasible perturbed controls { ui(t), hi(t)} , { uj(t), hj(t)}: 
(Cl) There exists an interval h , Ti + ~i] with ui(t) > 0, t E h, Ti + ~i]· 
(C2) There exists an interval lTJ,Tj + ~j] such that L,kESuk(t) < 1, t E lTJ,Tj + 
~j ] j [t 1 ,t2], where [t1 , t2] = [Ti,Ti +~i]nlTJ , Tj+~j] and h,Ti +~i] satisfies (Cl) . 
Proof : In order to ensure the feasibility of {u~(t), h~(t)}, {uj(t) , hj(t)} , we must satisfy 
the constraints (3.4) through (3.8). Note that (3.5) holds by construction. Next, to satisfy 
(3.6), we have uj(t) > Uj(t) 2' 0 in (3.14), but must also ensure that u~(t) 2' 0 in (3.13); 
this follows from (Cl) since we may select ~ui > 0 arbitrarily small. Regarding (3.7), 
u~(t) < ui(t) in (3.13) preserves the inequality, but uj(t) in (3.14) may violate it. However, 
under (C2) we may select ~Uj > 0 arbit rarily small to satisfy L,kES u~(t) :S 1 over [Tj , Tj + 
~j]/ [t1 , t2]. In t he interval [t1 , t2] (if it is not empty), we can select ~ui 2' ~Uj to preserve 
(3.7). To satisfy (3.8), we require JcJ'[ui(t) + uj(t)]dt = JcJ' [u~(t) + uj(t)]dt, which implies 
~Ui~i = ~Uj~j a condition which may be satisfied by properly selecting ~i, ~j relative 
to the values of ~ui, ~Uj. 
69 
Regarding the constraints in (3.4), from (3.15) and (3.17), we have 
r~(t) > ri(t), b~(t) > bi(t), t E [-ri, T] 
rj(t) < rj(t), bj(t) < bj(t), t E l-rJ, T] 
(3. 19) 
(3.20) 
so that we only have to ensure that b~(t) :S: B and rj(t) 2: 0 in (3.4) are satisfied under 
{'u~ ( t), h~ ( t)}, { uj ( t), hj ( t)}. As far as the constraint b~ ( t) :::; B is concerned, we can ensure 
it remains in force as follows. Suppose b.i(tl) = B for some t1 E h, T]. Consider an interval 
[-rh, 'Th + ~h] with 'Th + ~h < t1, where ui(t) = 0, hi(t) > 0. The existence of [-rh , 'Th + ~h] 
is guaranteed because bi(tl) = B cannot be satisfied by (5.3) if hi(t) = 0 over [0, t1]. Let 
hi(t) be perturbed by -~hi < 0 over [-rh, 'Th + ~h] and observe that from (3.9)-(3.10) we 
get corresponding perturbations 
Th+f'l..h 
~rf(t) = -~c2~hi J [1- e2k(r-t) ]dr (3.21) 
Th+f'l..h 
~bf (t) = -~c2~hi J [1 + e2k(r - t) ]dr (3.22) 
Th 
where ~bf(t) < .6.rf(t) < 0. Now recalling that in (3.15), (3 .16) .6.ri(t) > ~bi(t) > 0 over 
[-ri, T], we can always select 'Th, ~h , ~hi to satisfy ~ri(t)+~rf(t) > 0 and ~bi(t)+~bf(t) = 0 
over [t1 , T]. Consequently, for any i subject to 11'- [ui, 'Ti, ~i, ~ui], we can guarantee b~(t) :::; B 
by adequately perturbing hi(t) over [-rh, 'Th + ~h]· 
Regarding the constraint rj(t) 2: 0, under the lemma's assumption rj(t) > 0 for all 
t E h, T], there exists f > 0 such that 'T'j(t) > f > 0. Then, from (3.17) , we can always 
satisfy rj(t) 2: 0 by selecting ~Uj > 0, ~j > 0 such that 
Tj+f'l..j 
~ J [ Cl ~ui[1 + e2k(r - t) ] + C2hj (r) [1 - e2k(r - t)] J dr :::; E 
Tj 
which completes the proof of the lemma. • 
Under certain conditions, (C2) in Lemma 1 can be relaxed and the result requires only 
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( C 1) as expressed in the following corollary. 
Corollary 1: For the setting of Lemma 1, suppose Ti = Tj and b.i = b.1. Then , (C2) 
is not needed and the result holds under (C1) only. 
Proof: Condition (C2) was needed to ensure (3.7) is satisfied. In this case, suppose 
L-kES uk(t) = 1 over h , Ti + b.i] = lTJ , Tj + b.j ]· Since, under {u~(t) , h~(t)} , { uj(t), hj(t)} 
the only changes occur over h , Ti + b.i], we can ensure that L-kES u~(t) = 1 over h,Ti + b.i] 
(hence, (3.7) still holds) by selecting b.ui = b.uj. If, on the other hand, L-kES uk(t) < 1, 
the same construction obviously satisfies L-kES u~(t) < 1. • 
Before establishing our main result , we need one more lemma as follows , which ensures 
the existence of some j with rj(t) > 0 whenever L-iES ui(t) = 1. 
Lemma 2: Suppose L-iESui(t) = 1 over some interval [t1,t2] C (O,T]. Then, among 
all j with uj(t) > 0 over [t1 , t1 + E] ~ [t1, t2] for some E > 0, there exists at least one with 
r1(t) > 0 over [t1 , t1 + E]. 
Proof : We first use a contradiction argument to prove that there exists j E S with 
u1(t) > 0 over [t1 , t1 + t:] such that rj(t1) > 0. Assume that for all j with Uj(t) > 0 over 
[t1, t 1 + E], we have r1(t1) = 0. Suppose there are n such batteries (arbitrarily indexed 
from 1 ton) with Uj(t) > 0, hj(t) = 0 over [t1 , t1 + E] so that U(t) = L-~1 ui(t) = 1. Let 
R(t) = L-~= 1 ri(t) and B(t) = L-~=1 bi(t) and observe that by summing (3 .2) and (5.3) over 
all i = 1, ... , n we get : 
R(t) = - C1 + k(B(t)- R(t)) , 
B(t) = -k(B(t)- R(t)) 
(3.23) 
(3 .24) 
where R (t) 2: 0 due to ri(t) 2: 0, i = 1, .. . , n, in (3.4). Moreover, under the assumption 
that r1(t1 ) = 0, j = 1, .. . , n, we have R(t1) = 0. We now invoke Lemma 2 in (Wang and 
Cassandras, 2010) which asserts that for the KBM model (3 .2)-(5.3) if t1 E (0, T) is such 
that Ui ( tl) = 1 and 1\ ( t1) > 0 regardless of {hi ( t)}, then, under feasible { ui ( t), hi ( t)}, we 
must have ri(t) > 0 for all t E [0, t1]. If R(T) > 0, T E [t1, t1 + E], this property applies to 
(3.23)-(3.24), since U(t) = 1 over [t1, t1 + t:]. Thus, suppose there exists T E [t1 , t1 + E] such 
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that R(T) > 0. Then, R(t) > 0 for all t E [0, Tj. However, this contradicts the fact that 
R(tl) = 0 which requires R(t) < 0 for at least some t < t1 , since R(t) 2: 0 over all t E [0 , T]. 
We conclude that R(t) ~ 0 over [t1 , t1 + E]. Since R(t1) = 0, this implies that R(t) ~ 0 
over [t1 , t1 + E]. Still subject to R(t) 2: 0 over all t E [0, T], it follows that R(t) = 0 over 
all t E [t1, t1 + E], which also leads to R(t) = 0 over [t1 , t1 + E]. Then, (3.23) implies that 
B(t) = ck in such an interval, so that (3.24) implies that B(t1) = -c1 < 0 contradicting 
the fact that B(t) = % is constant. We conclude that R(tl) = 0 cannot be true, hence, 
the assumption that rj(t1) = 0, j = 1, ... , n cannot hold. Therefore, there exists j E S, 
such that rj(tl) > 0. Since rj(t ) is continuous, there exists E > 0 such that rj(t) > 0, 
t E [t1, t1 + E], proving the lemma. • 
Theorem 1: Let IT be the set of feasible policies for the problem (5.1)-(3.8). If there 
exists 1ra E IT under which ri(T) = rj(T) for all i,j E S, then there exists an optimal policy 
1r* E IT such that r7(T) = r j(T) for all i,j E 8. 
Proof: For any optimal policy, let 
81 = {i: r7(T) = r}, 82 = {i : r7(T) > r} (3.25) 
where S = 81 U 8 2 , and r is the optimal value of the objective function in (5.1). Moreover, 
let 
l = argmin{r7(T)} 
tES2 
(3.26) 
so that for all j E 81 we haver= rj(T) < r[(T). Note that if 82 = 0, then 81 = 8, i.e., 
r7(T) = r for all i E 8 , which proves the theorem. Thus, suppose 82 -=f. 0 and consider two 
possible cases: Case 1: For all j E 81 , faT uj(t)dt > 0, and Case 2 : For at least one a E 81, 
f:J' u~(t)dt = 0. Let us consider Case 1 first . 
Under Case 1, we will use a contradiction argument to prove the assumed optimal policy 
is not optimal. In particular , since 82 -=f. 0 for such a policy, then r7(T) -=f. rj(T) for some 
i, j E 8. We will show that there is a feasible perturbed policy that provides a higher 
objective value. There are two possible subcases to consider, as follows. 
Case 1a: For all j E 81, faT uj(t)dt > 0 and r[(t) > 0 for all t E [0, TJ. In this 
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case, the assumption of Lemma 1 applies for l E 82. In addition, there exists an interval 
lrJ , Tj + D.j] ~ [0, T] such that uj ( t) > 0 for all t E [Tj , Tj + D.j] (this may include a boundary 
* ( ) 0 h * ( ) kb* ( t) . ( ) ) . . arc rj t = w ere uj t = 7 > 0 as seen m 3.2 . Therefore, conditiOn (Cl) of Lemma 
1 holds for all j E 81. We now construct a perturbed policy where the controls of all j E 8 1 
and of lin (3 .26) are perturbed to {uj(t) , hj(t)} for j E 81 and to {u~(t) , h;(t)} as follows. We 
sequentially apply 7r-[uj, Tj, D. j, D.uj] in (3.13) to each j E 81 and each time t his is done we 
also apply 7r+[uz, Tj, D. j, D.uz] tolE 82 over each individual lrJ , Tj +D.Jl· By Corollary 1, the 
resulting perturbed policy after each application of 7r- [·J, 7r+ [·J is feasible. In particular, let 
us arbitrarily re-index 81 by m = 1, ... ' M where M = 1811 · Then, let {u~(t) , h~(t)} and 
{u~m) (t) , him) (t)} denote the control resulting from the mth application of1r- [·] and 7r+ [·J 
respectively. By Corollary 1, 7r - [ul , Tl , D.l , D.ul] and 7r+ [uz , TI , D.l , D.ul] result in feasible 
{u~(t) , h~(t)} and {u? )(t) , h?)(t)}. Repeating this process form= 2, . .. , M , applying 
7r- [Um,Tm,D.m,D.um] and 7r+[ujm-l),Tm, D.m, D.um] results in feasible {u~(t) , h~(t)} and 
{uim)(t),him)(t)} . At the final step , we set {uiM)(t),hiM)(t)} = {u~(t) , hi(t)} which is a 
feasible control and it is easy to check that l::kES u~(t) = l::kES uk(t) for all t E [Tm,Tm + 
D.mJ, m = 1, . .. , M. 
By the construction of the perturbed policy, (3 .1 5) applies to all j E 81, so that rj(T) > 
f. Moreover , (3.17) applies tolE 82 so that ri(T) < r[(T) . By selecting D.uj, D.j sufficiently 
small, however, we can guarantee ID.rz(T) I in (3 .17) is sufficiently small to ensure that 
ri(T) > f. Therefore, under the feasible perturbed policy, the objective value is 
_, . ' (T) -r = . mm ri > r 
2ES1us2 
(3.27) 
which contradicts the optimality of a policy with r; (T ) -=J rj (T) for at least some i , j E S. 
Case lb: For all j E 81, J0T uj(t)dt > 0 and r[(t) = 0 for some t E [0 , T]. In this case, 
let te = sup{t: t E (0, T), r[(t) = 0} . Note that te < T since r[(T) > f 2 0 from (3.25). 
Then, we have r[(t) > 0 over (te, T] and r[(te) = 0. Therefore, for any j E 81 such that 
uj(t) > 0 over [7) , Tj + D.j] C [te, T], the construction of perturbed controls is the same as 
in Case 1 since r[(t) > 0 over (te, T] and we can obtain rj(T) > rand r[(T) > ri(T) > f 
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by adequately selecting i).uj , f).j. 
Thus, we only need to consider j E 81 such that uj(t) = 0 over [te, T] in the sequel. 
In this case, however, since J;[ uj(t)dt > 0 for all j E 81, there must exist some interval 
h, Tj + f). j ] ~ [0 , te) with uj ( t) > 0 for all t E [Tj, Tj + i).j ]. If there exists some interval 
h , Tl + f).l] ~ [te, T] over which E iES ui(t) < 1, then condition (C2) holds and Lemma 
1 applies, so that we can again obtain a feasible perturbed policy with rj (T) > f and 
ri (T) > rf (T) > f satisfying (3.27) by adequately selecting i).uj, f).j. 
Consequently, the only remaining case to consider is that of j E 8 1 such that both 
uj(t) = 0 and EiES u;(t) = 1 for all t E [te, T]. By Lemma 2 , there exists some m E 8 
such that u:n(t) > 0 and r:n(t) > 0 over a finite-length interval [te, te + E] ~ [te, T]. Then, 
regarding the interval (0, te), we consider two possible cases: (i) r:n(t) > 0 for all t E (0, te), 
and (ii) r:n(t) = 0 at some t E (0, te)· 
In case (i), since all remaining j E 8 1 satisfy uj(t) > 0 over some interval h , Tj + f). j] ~ 
[0 , te), Corollary 1 may be used over [0, te + E] for j, m and we can apply 7r-[uj, Tj , i).j , i).uj] 
and 7r+[um , Tj , i).j , i).um] to all j and m by proceeding exactly as in Case 1 above. Although 
the resulting policy is feasible over [0, te + E], we do not know whether m E 81 or m E 8 2 
and whether r:n(t) > 0 over (te + E, T]. As a result , we cannot ensure that r'm(T) > for 
that the constraint r'm(t) 2 0 is satisfied over (te + E, T]. We can still achieve this, however, 
by applying 7!'- [um , te, E, i).um] and 7r+ [u! , te, E, i).um] since u:n(t) > 0 over [te, te + E] and 
ri(t) > 0 over (te, T] so Corollary 1 can be used again form, l. In this way, by appropriately 
selecting i).uj , i).j , i).um , we can construct a perturbed policy that satisfies (3.27). 
In case (ii) , let t1 = sup{t: t E (0, te), r:n(t) = 0} . Since r:n(t) > 0 over (t1, te], we can 
still apply Corollary 1 for all j E 81 such that ftt
1
e uj(t)dt > 0 since uj(t) > 0 over some 
h , Tj + f). j ] ~ (t1, te]· We apply 7r-[uj, Tj, f).j , i).uj] and 7r+[um, Tj, i).j , i).um] to all j and m 
and proceed exactly as in Case 1 above. 
At this point , we have found perturbed policies which satisfy (3.27) for all j E 81 such 
that J:: uj(t) > 0. We can now proceed backwards in time and repeat the exact same 
argument over [t2 , t1] where t2 = sup{t: t E (O,ti), r~1 (t) = 0} since, by Lemma 2, there 
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exists some n1 E S such that u~1 (t) > 0 and r~1 (t) > 0 over [t1, t1 + E]. If r~1 (t) > 0 for all 
t E [O,t1], we apply 7r-[uj,Tj,~j,~Uj] to all remaining j E 81 and 7r+[unpTj,~j,~Un 1 ]; 
otherwise, we limit ourselves to those j E 81 such that uj(t) > 0 for some interval in (t2, t 1] 
and repeat the process over [t3, t2] where t3 = sup{t: t E (0, t2) , r~2 (t) = 0} where n 2 E S 
such that u~2 ( t) > 0 and r~2 ( t) > 0 over [ t2, t2 + E] and the existence of n2 is still guaranteed 
by Lemma 2. Clearly, this iterative process ends when all j E 8 1 are exhausted, at which 
point a feasible perturbed policy has been constructed satisfying (3.27) and establishing a 
contradiction with the assumption that the policy described by (3.25) is optimal. Therefore, 
there exists an optimal policy 1r* such that ri(T) = rj(T) for all i,j E S. 
Next, we consider Case 2 : there exists at least one a E 81 such that J0T u~(t)dt = 0, 
therefore h~(t) > 0 for all t E [0 , T] and h~(t) attains its maximum feasible value subject to 
all constraints so as to satisfy r~ (T) = f. In this case, we can find another optimal policy 1r1 
such that r~ (T) = rj (T) for all i, j E S as follows. We construct a perturbed policy in which 
{uj(t), hj(t)} = {uj(t), hj(t)} for all j E 81 and adjust {uZ(t) , hZ(t)} to {u~(t), h~(t)}for all 
k E 82, so that r~(T) = f. Since, by assumption, f is the largest value ra(T) can attain, 
under all feasible policies we have ra(T) :S f. Then , since we have assumed there exists 
some 1ro E II with ri(T) = Tj(T) for all i,j E S, it follows that ri(T) = re:::; f for alliES 
under 1ro. This means that the optimal control that yields ri(T) 2': f 2': re can be perturbed 
to a feasible control that yields ri(T) = re :Sf. Looking at (3.11), since ri(T) is continuous, 
all ri(T) values in [re, f] are attainable, including f . As a result, there is a policy 1r1 that 
yields r~(T) = f for all i E S, which is also optimal, implying the existence of an optimal 
policy satisfying ri(T) = rj(T) for all i, j E S. • 
Remark 1: It is clear from the proof of Theorem 1 that not all optimal policies have 
the property ri (T) = rj (T) for all i, j E S. While this is true in Case 1, under Case 2 
it is possible to have an optimal policy in which one or more batteries are never actually 
discharged over [0, T]. In the latter case, however, there is always a policy satisfying ri(T) = 
rj (T) for all i, j E S which is also optimal. 
We will now tackle the situation where there exists no 1ro E II under which ri(T) = r1(T) 
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for all i , j E 8. Let us start by defining f'i (T) as the maximum reachable value in (3 .11 ) 
based on the initial condition Pi(O, T) defined in (3.11) and setting hi(t) to its maximum 
feasible value subject to bi(t) ::; B. Let 
(3.28) 
We will show in Theorem 2 that fL(T) is the optimal value of the objective function in 
(5.1) . We will accomplish this with the help of the following lemma. 
Lemma 3: If there exists no feasible policy 1ro E II such that ri(T) = r j(T) for all i, j E 
8 , then under an optimal control policy 1r*, there exists k E 8 such that r'k(T) > rL(T). 
Proof: We will use a contradiction argument and assume that under 1r* we have r; (T) ::; 
fL(T) for all i E 8. We have already established that in an optimal policy we have either 
u;(t) > 0, hi(t) = 0 or ui(t) = 0, hi(t) > 0 for any t E [0 , T]. Therefore, if rL(T) = fL(T) 
we have J;{' ui(t)dt > 0 for all i E 8/{L}, and ifrL(T) < fL(T) we have f0T ui(t)dt > 0 for 
all i E 8. Since the case where ri(T) = rL(T) for all i E 8 is excluded by the assumption 
that a policy 1ro is not feasible, let us define two sets 81 = {i: ri(T) < fL(T)}, 82 = {i: 
ri(T) = fL(T)} . Note that regardless of whether L E 81 or L E 82, we have J0T uj(t)dt > 0 
for all j E 81 . Next, there are two cases to consider. 
First, suppose 82 -1- 0. Then, we can perturb the controls of all j E 81 and all k E 82 to 
increase rj(T) and decrease rk(T) respectively. Since fL(T) = miniES{fi(T)}, it is feas ible 
for each rj(T) to increase and reach the value rj(T) = fL(T). Moreover, from (3.11), ri(T) 
can be continuously perturbed for all i E 8. Therefore, we can fix a value r~(T) < fL(T) 
which is attainable by all i E 8. This contradicts the assumption that 1ro does not exist. 
Consequently, it is not possible to satisfy ri (T) :S r L (T) for all i E 8 under 1r* and it follows 
that r'k(T) > fL(T) for some k E 8. 
Second, suppose 8 2 = 0, i.e., 8 1 = 8. Then, we can always find some l such that 
l = argmax:{ri(T)} 2ES 
and similarly perturb the controls of all j E 8 / {l} and of l so as to increase rj(T) and 
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decrease r 1(T) through (3.11). Since J;{ ui(t)dt > 0 for all i E 8, it follows that r[(T) is 
not the smallest value that l can reach. In addition, each rj(T) can be increased to rL(T) 
since rj(T) :S fL(T) . Thus, we can fix a value r~(T) < fL(T) which is attainable by all 
i E 8. This again contradicts the assumption that 1ro does not exist. Consequently, it is not 
possible to satisfy ri (T) :S f L (T) for all i E 8 under 1r* and it follows that rZ (T) > f L (T) 
for some k E 8. • 
Theorem 2: If there exists no feasible policy 1ro E II such that ri(T) = rj(T) for all 
i, j E 8, then the optimal value of the objective function is f L (T) in (3.28). 
Proof: We will use a contradict ion argument. Assume the optimal value of the objective 
function is r* < f L(T). Let us define three sets 
81 = {i: ri(T) < fL(T)}, 82 = {i: ri(T) = fL(T)}, 
83 = {i: ri(T) > fL(T)} 
By Lemma 3 , 83 # 0. On the other hand, if 81 = 0, then it directly contradicts the 
assumption r* < fL(T). Therefore, 81 # 0 in the following argument. Since we have 
established that in an optimal policy we have either ui(t) > 0, hi(t) = 0 or ui(t) = 0, hi(t) > 
0 and in view of the definition of fL(T) in (3.28), we have f;; uj(t)dt > 0 for all j E 81. We 
can now proceed similar to the argument used in Cases 1 and 2 in the proof of Theorem 
1. We can always find some l E 83 to increase Tj (T) for all j E 81 through perturbations 
7r - [uj ,Tj , .6.j , .6.Uj] for allj E 81 anddecreaserz(T) through7r+ [uz,Tj,.6.j,.6.uzl for l E 83 as 
long as rj(T) :S fL(T) and l E 83. If r~(T) decreases to a value r~(T) = fL(T) , i.e., l E 82, 
and not all rj(T) increase to rj(T) = rL(T) , i.e ., 81 # 0, then we can select some other 
m E 8 3 to repeat the process. By Lemma 3, 83 will never be empty. However, we will 
eventually reach the point where all rj(T) = fL(T) for all j E 81, thus emptying 81 . Then, 
we contradict the assumption that r * < fL(T) and thus prove the theorem. • 
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3.1.3 Optimal Control Solution of the N = 2 case 
In this section, we provide a complete solution to the problem (5.1)-(3.8) by making use of 
the two main results in Section 3.1.2. If there exists no feasible policy no E II such that 
ri(T) = rj(T) for all i,j E S, we can directly determine the optimal objective function 
value by Theorem 2. Therefore, let us concentrate on t he case where no E II exists. Then, 
by Theorem 1, we can add a terminal state constraint to the problem (5.1)-(3.8) without 
affecting its solution: 
ri (T) = rj(T) , Vi,j E S (3.29) 
so that in the original objective function (5.1) we have miniES ri(T) =ri(T) for any i E S. 
Since maxu(t) ri(T) = maxu(t) 2::£:1 ri(T) in light of (3.29) , we can rewrite (5.1) as 
N 
min - L>i(T) 
U(t) i=l 
(3.30) 
As for the integral constraint (3.8) , we define an additional state variable q(t) and replace 
(3.8) by 
N 
q(t) = L Ui(t ), q(O) = 0, q(T) = Q (3 .31) 
i=l 
Now t he original max-min problem becomes a typical optimal control problem with terminal 
state constraints. However, there are 2N + 1 states in total such that the problem is not 
easy to solve if N is large. Thus, we will start with theN= 2 case which provides insights 
allowing us to tackle the higher-dimensional cases. 
When N = 2 we index the batteries so t hat Pl(O, T) 2: p2(0 , T ). Accordingly, the control 
is U(t) = (u1(t), h1(t), u2(t), h2(t))T. Moreover, in order to satisfy (3.29) it follows from 
(3.11) that U(t) must be such that: 
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Based on the definition of II in Theorem 1, we denote the set of feasible policies in II 
satisfying (3.29) by IIo. Subject to the control constraints (3.5)-(3.8), no feasible solution 
exists if p1(0, T)- p2(0, T) >a where a is determined from the above equation: 
Since 1 + e2k(t - T) is monotonically increasing in t, a is attained by letting u 1 (t) = 0 over 
[0, T- Q) and u1(t) = 1 over [T- Q, T], h1(t) = 0, u2(t) = 0, h2(t) = 1 over [0, T]: 
T T 
J 1 + e2k(r-T) J 1 _ e2k(r-T) a= ~ 2 ~+ ~ 2 ~ (3.32) 
T-Q 0 
Then, Pl (0, T) - P2(0, T) :S a must be satisfied to ensure a feasible solution. 
Unconstrained case 
In order to obtain an explicit optimal control U*(t), we proceed as in Section 2.2.2 by first 
analyzing the unconstrained case in which (3.4) is relaxed and the optimal state trajectories 
for both batteries consist of an interior arc over the entire interval [0, T]. Let x(t) = 
(r1 ( t), b1 (t) , r2(t) , b2( t) , q( t) )T and .A(t) = (.\1 (t), .\2(t), .\3(t) , .\4(t) , .As(t) )T denote the state 
and costate vector respectively. The Hamiltonian for this problem is then 
H(x, >., u1, h1, 'U2, h2) = .A(tf x(t) 
= [-~.\1(t) + >-s(t)]ul(t) + c2.\2(t)h1(t) 
+ [-c1.\3(t) + .\s(t)]u2(t) + c2 .\4(t)h2(t) 
+ k[.\1(t)- .\2(t)][b1(t)- r1(t)] 
+ k[.\3(t)- A4(t)][b2(t)- r2(t)] (3.33) 
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The costate equations .\ = - ~~ give 
.\I(t) = k(A.I(t) - A.2(t)), .\2(t) = -k(A.I(t)- A.2(t)) 
.\3 ( t) = k ( A.3 ( t) - A.4 ( t)) , .\4 ( t) = - k ( A.3 ( t) - A.4 ( t)) 
.\5(t) = 0 (3.34) 
and, due to (3.29) and (3.31) , we must satisfy A.(T) = a<I>~~T)) where <[l(x(T)) = - ri(T) -
r2(T) +VI (ri (T)- r2(T)) + v2(q(T) - Q) and vi , v2 are unknown multipliers, so that 
Al(T) = -1 + VI, A2(T) = 0 
A.3(T) = -1- VI, A.4(T) = 0, A.5(T) = v2 
Solving (4. 12) with the boundary conditions (3 .35), we get 
AI(t) = v12I [1 + e2k(t-T)] 
A.2(t) = v12I [1- e2k(t-T)] 
.x.3(t) = -v~ - I [1 + e2k(t-T)J 
.x.4(t) = -v~-I[1 - e2k (t-T) J 
A5(t) = V2 
(3.35) 
(3.36) 
Looking at (4.11), we define the switching functions si(t), s2(t) and s3(t), s4(t) correspond-
ing to ui(t), hi(t) and u2(t), h2(t) respectively: 
s1(t) = - ciA.I(t) + A.5(t) , s2(t) = c2A.2(t) 
s3(t) = - ciA.3(t) + A.5(t), s4(t) = c2 A.4(t) (3.37) 
and apply the Pontryagin minimum principle: H (x *, A.* , ur, h;) = min(u;,h;) H(x, A, Ui , hi), 
where u7(t) , hi(t) fori= 1, 2, t E [0, T) , denote the optimal controls. We can then see that 
ui(t) = { ~ 
u;(t) = { ~ 
SI(t) < 0 
si (t)> O 
s3(t) < 0 
s3(t) > 0 
' hi(t) = { ~ 
' h;(t) = { ~ 
S2(t) < 0 
s2(t) > 0 
s4(t) < 0 
S4(t) > 0 
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Singular cases may arise when v2 = 0 and v1 = 1 or -1, making s1(t) = s2(t) = 0 or 
s 3 (t) = s4 (t) = 0 respectively. Let us proceed by setting these aside for the time being. 
Given the constraint ui(t)hi(t) = 0, as well as the already excluded ui(t) = h;(t) = 0 (see 
Section 3), we can set hi(t) = 1-u;(t) in this unconstrained case and rewrite H(x, >., ui, hi) 
as follows: 
+ c2 >.4(t) + k[>.1(t)- >.2(t)][b1(t)- r1(t)] 
+ k[>.3(t)- A4(t)][b2(t)- r2(t)] 
functions of u1 , u2 respectively. Using (3.36), 0"1 , 0"2 become 
Thus, to minimize ( 4.32), the optimal control on the interior arc is 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
for i = 1, 2. We immediately observe in (3.41) that ui(t) = u2(t) = 1 when <J1(t) < 0 
and 0"2(t) < 0, which violates the constraint (3.7). In this case, (i) ui(t) = 1, u2(t) = 0 
if <7I(t) < 0"2(t) < 0; (ii) ui(t) = 0, u;(t) = 1 if 0"2(t) < 0"1(t) < 0; and (iii) either 
ui(t) = l ,u2(t) = 0 or ui(t) = O,u;(t) = 1 if O"I(t) = 0"2(t) < 0. Correspondingly, 
hi(t) = 1 - ui(t), i = 1, 2. In other words, the optimal control in the interior arc depends 
on the sign of 0"1(t)- 0"2(t) when O"I(t) < 0, 0"2(t) < 0. By (3.39) and (3.40), 
(3 .42) 
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Therefore, along with (3.4I), the optimal control can be summarized as 
U*(t) = (0, I, 0, If if o-I(t) > 0, o-2(t) > 0 (3.43) 
U*(t) = (o, I, I, of if o-2(t) < 0 < o-I(t) or (3.44) 
o-2(t) < o-I(t) < 0 
U*(t) = (I , 0, 0, If if o-I(t) < 0 < o-2(t) or (3 .45) 
o-I(t) < o-2(t) < 0 
Note that by (3.39)-(3.40) , o-I(t) = o-2(t) when VI= 0, but one can see that o-I(t) = o-2(t) = 0 
is not possible for any finite-length time interval. Thus, when o-I(t) = o-2(t), we only need 
to consider the solution with o-I(t) = o-2(t) > 0 or o-I(t) = o-2(t) < 0. The solution to the 
former is given in (3.43) and for the latter it is either (I , 0, 0, I)T or (0, I, I, O)T as already 
analyzed earlier for the case where o-I(t) < 0 and o-2(t) < 0. Now, in view of (3.39) -(3.40) , 
we can determine the optimal solution by considering all possible values of the unknown 
constants VI, v2: 
Case 1: vi= 0: By (3.42), o-I(t)-o-2(t) = 0, implying that the optimal control U*(t) can 
be either (0, I, I , Of or (I, 0, 0, If if o-I(t) = o-2(t) < 0; and (0, I, 0, If if o-I(t) = o-2(t) > 0 
according to (3.43). Moreover, in terms of (3.39) and (3.40) we have: 
Now, by analyzing v2 , we can determine the solution as follows. 
(a) If v2 2 -~ ((ci + c2) + (ci- c2)e- 2kT), then o-I(t) = o-2(t) > 0 over (0 , T] such that 
U*(t) = (0 , I , 0, I)T over [0, T]. However, this solution violates the constraint (3.8) and thus 
can be excluded. 
(b) If -CI < v2 < -~ ((ci + c2) + (ci- c2)e-2kT), then o-I(t) = o-2(t) < 0 over [0, ts) 
and o-I(t) = o-2(t) > 0 over (t 8 , T], where t 8 is the switching time, such that 
U*( ) _ { (I, 0, 0, I)T or (0 , I, I, O)T t E [0, t8 ] 
t - (0, I, 0, I)T t E (ts , T] 
Since ur(t) + u2(t) = I over [0, t 8 ) and ur(t) + u2(t) = 0 over (t 8 , T], the constraint (3.8) 
requires t 8 = Q. Despite the non-uniqueness of the solution over [0, Q], U*(t) over [0, Q] 
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should be such that (3.29) is satisfied, i.e., rr(T) = r2(T). 
(c) If v2 ::::; -c1, then cr1(t) = cr2(t) < 0 over [0, T), implying U*(t) = (1, 0, 0 , 1)T or 
(0, 1, 1, O)T at any time t E [0, T). Furthermore, since ui(t) + u2(t) = 1 over [0, T), this 
implies that T = Q so as to satisfy (3.8) while U*(t) is still subject to (3.29). Since T = Q 
is a special case, this solution is of little interest. 
Remark 2: Cases (b) and (c) determine a class of solutions in which the two batteries 
cooperatively discharge in order t o satisfy the total load requirement specified by Q. We 
shall refer to this as a type I solution. Moreover, according to (3.11), in order to satisfy 
(3.29) Pi(O, T) must be such that 
(3.46) 
Regarding the solutions in cases (b) and (c) , hi(t) = 1-ui(t) over [0 , T] and hi(t)-h2(t) = 0 
over ( Q, T] for both cases (for case (c), ( Q, T] is a null set since T = Q). Accordingly, for 
this type of solution, (3.46) becomes 
Q 
Pl(O, T)- P2(0 , T) = t J (cl + c2)(ui(t)- u2(t)) + (c1- c2)e2k(t-T)dt 
0 
Furthermore, for all possible type I solutions, ui(t) - u2(t) = ±1 over [0 , Q]. If ui(t) -
u2(t) = 1 over [0, Q], implying u2(t) = 0 all the time, then Pl(O, T)- P2(0, T) = Q , where 
Q = ~ f0Q ( c1 + c2) + ( c1 - c2)e2k(t-T) dt. Otherwise, Pl (0, T) - P2 (0, T) < Q. 
Case 2: 0 < v1 < 1: Given (3.42), cr1(t) < cr2(t) over [0, T], which makes the solution 
only depend on the sign of cr1(t) by (3.43) and (3.45). The optimal control in this case can 
be derived by examining all possible values of v2: 
(a) If v2 2 v121 ((cl + c2) + (c1- c2) e- 2kT) , then 0 < cr1(t) < cr2(t) over (0 , T] such 
that U*(t) = (0, 1, 0 , 1)T over (O, T] by (3.43). Thus, this solution can be excluded for the 
same reason as Case 1 (a). 
(b) If (v1- 1)cl < v2 < v 121 ((cl + c2) + (c1- c2) e- 2kT), then cr1(t) < 0 over [0, t 8 ) and 
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o-1(t) > 0 over (t 5 ,T]. Accordingly, referring to (3.43) and (3.45), when o-1(t) < o-2(t) , we 
have 
U*(t) = { (1,0 , 0 , 1)~ t E [O, t 5 ] 
(0, 1, 0, 1) t E (ts, T] (3.47) 
where t 8 = Q due to (3.8). Moreover, substituting (3.47) into (3.11), we require Pi(O, T) to 
meet the following equation in order to satisfy ri(T) = r 2(T): 
Q 
P1(0, T)- P2(0, T) = ~ j (c1 + c2) + (c1- c2)e2k(r - T)dr = Q 
0 
(3.48) 
(c) If v2::; (v1 -1)q , then o-1(t) < 0 over [0, T). Since o-1(t) < o-2(t), U*(t) = (1, 0, 0, 1)T 
throughout [0, T] by (3.45). This is a special case of (3.47) where t 5 = T. Hence, Pi(O, T) 
should satisfy (3.48) with Q = T. 
Case 3: v1 = 1: In this case, o-1(t) = v2 and o-1(t) < o-2(t) over [0, T]. Similar to case 
(2) , we only need to consider the sign of o-1(t) to determine the optimal solution in terms 
of (3.43) and (3.45). 
(a) If v2 > 0, then o-1(t) > 0 over [0, T], implying ui(t) = u2(t) = 0 throughout. Thus, 
due to the constraint (3.8), this case is excluded. 
(b) If v2 = 0, then referring to (3.36) and (3.37), s1 ( t) = s2 ( t) = 0 over [0, T], which is 
the singular case for ui ( t), hi ( t) as seen in ( 4.11). Since the entire optimal state trajectory 
of battery 1 is a singular arc, then ui(t), hi(t) can be any feasible control satisfying the 
control constraints (3.6) and (3.5). On the other hand, since v1 = 1, v2 = 0, then o-2(t) > 0 
over [0, T], which indicates u2(t) = 0, h2(t) = 1 throughout. This requires J0T ui(t)dt = Q 
due to (3.8). Therefore, the optimal control U*(t) = (ui(t) , hi(t) , 0,1f over [O , T] where 
ur(t) , hr(t) is any feasible control satisfying (3.5), (3.6) , J[ ui(t)dt = Q and ri(T) = r2(T). 
In this case, still owing to (3.29), we also need to determine the range of p1 (0 , T)-p2 (0, T) 
preserving the feasibility of this solution. Since U*(t) = (ui(t), hi(t) , 0, 1)T over [0 , T], 
then a determined in (3.32) automatically becomes the upper bound of P1 (0, T) - P2 (0, T). 
Moreover, as a special case of (ui(t), hi(t) , 0, l)T , (3.47) achieves the lower bound of this 
solution type as in (3.48) , because when P1(0 , T)-p2(0, T) < Q , the solution becomes of type 
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I (see Remark 2.) Consequently, Q :S Pl(O, T)- P2(0, T) :S 0: for U*(t) = (ui(t) , hi(t) , 0, 1)T 
over [O , T] . 
(c) If v2 < 0, then 0"1(t) < 0 over [0, T], implying U*(t) = (1, 0, 0, 1)T throughout , which 
is the same as Case 2(c). 
Case 4: v1 > 1: According to (3.42), 0"1(t) < 0"2(t) over [0, T]. Similarly, the solution 
only depends on the sign of 0"1 ( t). 
(a) If v2 2: (v1- 1)c1, then 0"1(t) > 0 over (0, T], which makes U*(t) = (0, 1, 0, 1)T over 
[0, T] by (3.43). As before, this solution can be immediately excluded due to (3.8). 
(b) If v121 [(cl + c2) + (c1- c2)e- 2kT] < v2 < (v1 -1)cl, then 0"1(t) > 0 over [0, t 8 ) and 
O"l(t) < 0 over (t 8 , T]. Thus, since 0"1(t) < 0"2(t) , the optimal control can be derived by 
(3.43) and (3.45): 
U*(t) = { (0, 1, 0, 1)~ t E [0, t 8 ) 
(1, 0, 0, 1) t E (ts, T] (3.49) 
Similar to the case (b) of 0 < v1 < 1, battery 2 recharges at full rate throughout [0, T] . In 
the meantime, battery 1 recharges at full rate first and then fully discharges until the end 
so as to attain the required workload Q and achieve rr(T) = r2(T). Therefore, in order to 
make this solution feasible , we not only require t 8 = T- Q in light of (3.8), but also need 
to substitute (3.49) into (3.11) to satisfy rr(T) = r2(T) so that: 
T 
Pl(O, T)- P2(0 , T) = J t [(c1 + c2) + (c1- c2)e2k(r-T) ] dr 
T-Q 
This solution is included in Case 3(b). 
(c) If v2 :S v121 [ ( c1 + c2) + ( c1 - c2)e-2kT], then 0"1 (t) < 0 over (0, T], which renders 
U*(t) = (1 , 0, 0, 1)T throughout [0, T] and become the same as Case 2(c). 
Remark 3: The optimal solutions derived in Case 2-4 can be classified as type II 
solutions, in which Q :S P1 (0, T) - P2(0, T) :S 0: and battery 2 recharges at full rate all 
the time while battery 1 serves the load alone by any feasible control u1(t), h1(t) satisfying 
(3.5)-(3.6), J0T u1(t)dt = Q and r1(T) = r2(T). Moreover, in all type II solutions, a fixed 
value of r2(T) is achieved based on a given P2(0, T) due to u2(t) = 0, h2(t) = 1 over [0, T]. 
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As for the analysis of III < 0, since the dynamics of batteries 1 and 2 are identical and 
O"I and 0"2 are symmetric with respect to III = 0 by (3.39) and (3.40), then the result of 
analyzing III < 0 will lead to the same solution as III > 0 but with the roles of batteries 1 
and 2 reversed. Thus, a detailed analysis is omitted. 
To sum up, following Remarks 2 and 3, the optimal solution to the unconstrained case 
can be expressed as follows: 
type I: if 0 :S PI(O, T)- P2(0 , T) :S Q.: 
then U*(t) = { (1, 0, 0, If or (0), 1, Of 
(0,1,0,1) 
s.t. ri(T) = r2(T) 
type II: if Q. < PI(O, T)- P2(0, T) :S 6: 
then U*(t) = (ui(t), hi(t), 0, l)T t E [0, T] 
t E [O, Q] 
t E (Q,T] 
s.t. constraints (3.5) - (3.8) and (3.29) 
(3.50) 
(3.51) 
(3.52) 
(3.53) 
When PI (0, T) - p2(0 , T) > 6, as discussed earlier , there is no feasible solution satisfying 
the constraint ri(T) = r2(T) and we resort to Theorem 2. Note that the solution of type II 
corresponds to a situation where the initial energy difference of the two batteries , expressed 
by PI(O, T)- P2(0, T), is so large that it is optimal for battery 2 to recharge at full rate 
all the time while only battery 1 is utilized; this is similar to the solution determined by 
Theorem 2. From a practical standpoint, type I solutions are of greater interest , since they 
provide an insight as to how multiple batteries cooperate to serve a common load. 
Obviously, the optimal solution is non-unique in both solution types shown in (3.51)-
(3.53). We provide two numerical examples in Fig.3·2 and Fig.3·3 to verify this feature, 
where the parameters give rise to a type I solution. The solution in Fig.3·2 was obtained 
using the generic numerical solver Tomlab/ PROPT (Tomlab Optimization Inc. , ), where 
U*(t) = (l , O, O, l)T and (O,l,l,O)T alternate in some arbitrary fashion over [O ,Q] and 
switch to U*(t) = (0, 1, 0, l)T over (Q, T] . Alternating between (1, 0, 0, l)T and (0, 1, 1, O)T 
ensures the constraint (3.29) is satisfied, which renders ri(T) = r2(T) = 221.4762 in this 
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Figure 3·2: Optimal solution (a) under r1(0) = 250, b1 (0) = 250, r 2(0) = 
200, b2(0) = 200, Cl = 30, C2 = 10, k = 0.05 , T = 40, Q = 15 . 
example. In Fig.3·3, we present another optimal solut ion, in which, based on the knowledge 
that any U*(t) of the form (3.51) is optimal, the way of alternating between (1 , 0, 0, 1)T and 
(0, 1, 1, Of over [0, Q] is chosen to be much simpler , i.e., U*(t) = (1, 0, 0, 1f over [0 , t1] and 
U*(t) = (0, 1, 1, O)T over (t1, Q] while U*(t) over (Q, T] is still (0, 1, 0, 1)T. The value of t1 
is 8. 7804, leading to ri (T) = r2 (T) = 221.7324, almost identical to the first (and different) 
solution, i.e., 221.4762. Note that the non-uniqueness of solutions is due to t he assumption 
that batteries are identical. Thus, it is possible to obtain unique optimal solutions when c1, 
c2 in (3 .2)- (5 .3) are replaced by distinct parameters for each battery cil # c11 and ci2 # c12 
fori# j. 
Constrained case: ri(t) 2: 0 
Similar to the analysis presented in Section 2.2.2 , when we incorporate t he state constraint 
ri(t) 2: 0 into the unconstrained case, chattering may occur depending on the values of the 
parameters Pi(O, T). First , let us consider t he two types of solutions (3.51)-(3.53) in t he 
unconstrained case. In the type II solution, battery 1 processes all the workload Q while 
battery 2 recharges at full rate throughout [0, T]. Thus, r2 ( t) > 0 over (0, T]. Regarding 
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Figure 3·3: Optimal solution (b) under r1(0) = 250, b1(0) = 250, r2(0) = 
200, b2(0) = 200, Cl = 30, C2 = 10, k = 0.05, T = 40, Q = 15 . 
ri(t) , since P2(0 , T) > 0, by (3.53), 
Q 
Pl(O, T) > J ~ [(cl + c2) + (c1- c2)e2k(r-T)J dr 
0 
(3.54) 
Denote the set of type II solutions by rr;. Then, in view of (3.11) with J~ ui(t)dt = Q, we 
can achieve the lowest value of ri(t) overt E [0, T] among all U*(t) E II2 by taking U*(t) 
as (3.47) and the lowest value is ri(Q) under (3.47), i.e. , 
Q 
J 1 + e2k(r-T) min ri(t) = Pl(O, T)- c1 2 dr t E [O,T], U* EI12 
0 
which is > J0Q c2 1 -e2~(r -T) dr > 0 by (3.54). Therefore, the constraint ri(t) 2: 0 is not active 
in a type II solution. As for a type I solution, note that U*(t) = (1, 0, 0, 1)T or (0 , 1, 1, O)T 
during [0 , Q] , which implies that if ri(t) reaches 0 we can switch the control to (0 , 1, 1, O)T 
and correspondingly increase ri(t) but decrease r2(t). A similar scheme applies when r2(t) 
reaches 0. However, when ri(t) = r2(t) = 0 at some time tc E [0, Q) , it is impossible 
for U*(t) to keep either (1, 0, 0, l)T or (0, 1, 1, Of over [t1 , Q] without violating ri(t) 2: 0. 
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At this time, referring to our analysis of this case in Section 2.2.2, chattering will also 
occur due to the same state dynamics (3.2)-(5.3) and constraints (3.5)-(3.6). This is further 
complicated by the presence of the constraint (3. 7). Therefore, in practice it is desirable to 
avoid chattering and several approaches to achieving this goal are discussed in Section 2.2.4. 
In addition, we can determine whether chattering will occur depending on the value of Q 
as follows. Note that in (3.51) , L::i u;(t) = L::i h7(t) = 1 over [0, Q). Moreover, despite the 
freedom of switching U*(t) between (1, 0, 0, 1f and (0, 1, 1, Of, chattering is still inevitable 
when ri(t) = r2(t) = 0 at tc E [0, Q), i.e., the starting time of chattering. Therefore, by 
solving the following differential equations: 
L ri(t) = -c1 L ui(t) + k [2.: bi(t)- L ri(t)] 
t t t t 
(3.55) 
L bi(t) = c2 L hi(t)- k [2.: bi(t)- L ri(t)] 
t t t t 
(3.56) 
with L::i u;(t) = L::i h;(t) = 1 over [0, tc], the given initial conditions ri(O), bi(O) and the 
boundary conditions ri(tc) = r2(tc) = 0, we can determine tc through 
-~ [L bi(O)- L ri(O)- Cl ~ c2 ] (e- 2ktc - 1) + L ri(O)- cl; C2tc = 0 
t t t 
(3.57) 
Thus, if Q :S: tc, the optimal solution is the one obtained for the unconstrained problem. If 
Q > tc, chattering occurs in the optimal trajectory. Therefore, if it is possible to select Q 
such that Q :S: tc, where tc can be calculated through (3.57), we can avoid chattering. 
Constrained case: bi(t) :S: B 
Next , we assume that the constraint bi(t) :S: B is active on the optimal trajectory, but do 
not impose the constraint ri(t) 2: 0. We can employ the indirect adjoining approach to 
explicitly solve the state-constrained optimal control problem as in (Wang and Cassandras, 
2010) for the single battery problem, where the optimal control when b(t) = B turns out to 
be a boundary control u*(t) = 0, h*(t) = k(B~:*(t)) throughout the remaining time interval. 
Thus, when the optimal control switches to the recharging mode, the battery can no longer 
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discharge and remains in recharging mode. The analysis is similar in our multi-battery 
problem and leads to the following solution. 
First, if a type I solution (3.51) applies, the non-uniqueness and the freedom to switch 
the control during [0, Q] allows us to avoid bi(t) = B over [0, Q). For the interval [Q, T], 
the optimal control is fixed at (0, 1, 0, 1f, i.e., both batteries recharge at full rate, hence 
bi(t) :::; B is active over (Q, T]. As in (Wang and Cassandras, 2010) , when bi(t) = B at 
some t ime ti E (Q, T) , then the optimal control turns to be u;(t) = 0, h7(t) 
over [ti, T] for i = 1, 2. 
= k(B-r~(t)) 
C2 
On the other hand, if a type II solution (3.53) applies, then u2(t) = 0, h2(t) = 1 is fixed 
over [0, T] . Therefore , when b2(t) = B at some time t2 E [0, T], we turn to a boundary 
control u2(t) = 0, h2(t) = k(B~:2(t)) to continue recharging battery 2. As for battery 1, since 
we can select any feasible (ui(t), hi(t)) satisfying (3.53) , it is possible to keep bi(t) < B 
inactive throughout [0, T] . 
Constrained case: ri(t) 2 0, bi(t) :::; B 
Finally, we allow both constraints ri(t) 2 0, bi(t) :::; B to become active on an optimal 
trajectory. If that does not happen , then the optimal solution reduces to one of the above 
two constrained cases or the unconstrained case. Similar to the analysis in Section 2.2.2 , 
when the state constraints are both active, the solution is simply a combination of the 
solutions to the above two constrained cases. 
An example of a type I solution where both constraints become active at some points over 
[0, T] is shown in Fig. 4·4. From t he trajectory of q*(t) , we can see that ui(t) + u2(t) = 1 
over [0, tc] , where tc = 8.5260 calculated through (3.57) and ri(tc) = r2(tc) = 0. Since 
the required workload Q = 10 is not achieved yet, the batteries start to chatter over the 
boundary arc ri ( t) = 0 until a point t = 13 when the full load requirement is met . After 
this point, both batteries recharge at full rate until some time when the boundary control 
u;(t) = 0, h;(t) = k(B~:~(t)) continues recharging and terminates with ri(T) = r2(T). 
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instantaneous processed data amount 
~~~~: ll l l ii : IH H~ ~+I+~+H#~ I +I+I :I l llli: ll ll l -:qi 
0 5 10 15 20 25 30 35 40 45 50 
time 
Figure 3·4: Optimal solut ion under r1 (0) = 100, b1 (0) = 100, r2(0) = 100, 
b2(0) = 100, c1 = 30, c2 = 10, k = 0.05, T = 50, Q = 10, B = 200 wit h 
r(t) 2 0 and b(t) ~ B. 
91 
3.1.4 Optimal Control Solution of the N > 2 case 
We begin by setting U(t) = (u1(t), h1(t), .. . , uN(t), hN(t)f and consider the unconstrained 
case where (3.4) is relaxed. Since the state vector x(t) = (r1(t), b1(t) , ... , rN(t), bN(t), q(t))T 
has 2N + 1 components in total, we let >.(t) = (>.u(t) , >.12(t), ... , >.Nl(t), AN2(t), >.2N+l(t))T 
be the costate vector and the Hamiltonian becomes 
N 
H(x, >., U) = ~ ([-cl>.il(t) + A2N+l(t)]ui(t)+ 
c2Ai2(t)hi(t) + k[>.il(t)- Ai2(t)][bi(t)- ri(t)J) 
The costate equations ..\ = - ~lfc are now 
..\il(t) = k(>.il(t)- Ai2(t)), ..\i2 (t) = -k(>.il(t)- Ai2(t)), ..\2N+l(t) = 0, i = 1, ... , N 
(3.58) 
We can proceed with the terminal costate >.(T) = a'P~~T)) and then obtain >.(t) over 
[0, T] by solving (3.58). However, besides q(T) = Q, the terminal state constraints (3.29) 
result in ~ N ( N - 1) (i.e., the combinatorial coefficient C'Jv) conditions, which gives rise to 
~N(N- 1) + 1 unknown multipliers ll·i in <I>(x(T)). Thus, unlike the N = 2 case, it is 
intractable to analyze all possible values for each IIi· We proceed, as described next, by 
constructing aggregate states and formulating an equivalent problem. 
Solution using aggregate states 
First sum up (3.2)-(5.3) over 1 to N and set: 
N N N N L ri(t) = R(t), L bi(t) = B(t), L ui(t) = X(t), L hi(t) = Y(t) (3.59) 
i=l i=l i=l i= l 
such that R(t) = -c1X(t)+k(B(t)-R(t)) , and B(t) = c2Y(t)-k(B(t)-R(t)). Accordingly, 
the objective (5.11) can be transformed into maxx(t) ,Y(t) R(T). Moreover, by (3.5)-(3.7), 
we have 0 :S X(t) :S 1 and 0 :S Y(t) :S N- n(S, t), where n(S, t) denotes the number of 
i E S such that ui(t) > 0 at time t. Along with the substitution of (3.59) into (3.8), we 
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obtain an equivalent formulation of our N-battery optimal control problem based on these 
aggregate states: 
max R (T) 
X(t),Y(t) 
s.t. R (t) = - c1X(t) + k(B(t)- R(t)) , 
B(t) = c2Y(t) - k(B(t)- R(t)) 
0::::; X(t) ::::; 1, 0 ::::; Y(t) ::::; N- n(S, t ), 
T J X(t)dt = Q, 
0 
ri(T) = rj(T), Vi,j E S 
(3.60) 
Note that if we relax the terminal conditions ri(T) = rj(T), Vi,j E S for the time being, 
then (3 .60) can be viewed as a simple single-battery optimal control problem without the 
control constraints (3.5). We can employ the Euler-Lagrange approach where, similar to 
(3.31), we add a state q(t) such that q(t) = X(t). Then, the constraint J[ X(t)dt = Q 
becomes q(T) = Q. We set x(t) = (R(t), B(t) , q(t))T and >.(t) = (>.1(t), >.2(t), A3(t))T as the 
state and costate vector respectively. Then, the Hamiltonian for (3.60) is 
and the costate equations j_ = - ~~ give: 
Also, given t he state boundary equation q(T) = Q, we must satisfy >.(T) = awt;-~T)) where 
<I>(x(T)) = v(q(T)-Q)-r(T) and vis an unknown multiplier, so that >.1(T) = -1 , >.2(T) = 
0, A3(T) = v. Solving the costate equations, we get 
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In (3.61) , X*(t) and Y*(t) have associated switching functions - c1 >-.1(t) + A3(t) and c2>-.2(t) 
respectively. This is similar to the single-battery case analyzed in Section 2.2.2 for all 
possible values of 11 and it immediately leads to the optimal control: 
X*(t) = { 1 t E [O, ts] Y*(t) = N- n*(S, t), t E [0, T] 
0 t E (t 8 , T] ' (3.62) 
where t 8 is a switching time given by t 8 = Q in view of the constraint J0T X(t)dt = Q. 
Obviously, (3.62) indicates that in order to maximize R(T) in (3.60), the control Y(t) 
should be maximized (see also (3.9), which implies n*(S, t) = minui ,hi n(S, t) . Now given 
the definition of n(S, t) and X(t), to satisfy X*(t) in (3.62) and minimize n(S, t) over [0, T], 
we can select a single arbitrary i E S such that ui(t) = 1, t E [0, Q], and ui(t) = 0 for 
all i E S over ( Q, T], which also satisfies the control constraints (3.5). Thus, the optimal 
control can be summarized as 
As a result , 
{ 
ui(t) = 1, hi(t) = 0, any arbitrary i E S 
uj(t) = 0, hj(t) = 1, V j E S/{i} 
ui(t) = O, hi(t) = 1, ViES, t E (Q,T] 
t E [O,Q] 
n*(S, t) = 1, t E [0, Q]; n*(S, t) = 0, t E (Q, T] 
(3.63) 
(3.64) 
As a last step, in order to make (3.63) feasible in problem (3.60), we need to satisfy the 
terminal conditions ri(T) = rj(T), Vi,j E S. This constrains the arbitrary selection of 
i E S such that ui(t) = 1, hi(t) = 0 at any t E [0, Q] in (3.63). However , satisfying the 
terminal conditions also depends on the initial parameters R(O), B(O) , i.e., Pi(O, T) in the 
original optimal control problem. Consequently, there are two cases: ( i) the solution (3.63) 
is able to satisfy ri(T) = rj(T), Vi,j E Sunder the initial condition values Pi(O, T) , i E S, 
and (ii) the constraint ri(T) = rj(T), Vi,j E S cannot be met for all the solutions of (3.63) 
under the initial condition values Pi(O, T), i E S. 
For case (i), the optimal solution to problem (3.60) is simply (3.63) subject to ri(T) = 
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r j (T ), Vi, j E S and is referred to as a type I solution, expressed as: 
U*(t) = 
( 
u'k(t) = 1, h'k(t) = 0, any k E S ) 
ui(t) = 0, hi(t) = 1, all i E S/{k} t E [O,Q] 
ui( t) = 0, hi ( t) = 1, Vi E S t E ( Q, T] 
s.t. r;(T) = rj(T), Vi,j E S (3.65) 
The condit ion under which this is indeed an optimal solution depends on the values of 
Pi (O, T) , i E S. The following theorem provides a necessary and sufficient condition for 
(3.65) to be optimal. 
Theorem 3: A necessary and sufficient condit ion for the optimality of a type I solution 
(3 .65) to t heN-battery optimal control problem is 
(3.66) 
i=l 
Q 
J 1 + e2k(r-T) 1 _ e2k(r-T) QN = [ci 2 + c2 2 ]dr + N Pm(O, T) , m = argmin{pi(O, T)} tES 
0 
(3.67) 
Proof: To establish necessity, note that if type I solution is optimal, then all type I 
solutions are feasible. To ensure feasibility, L:iES r;(T) subject to (3.29) must be guaranteed 
not to exceed L:iES Pi(O, T). Unlike t he N = 2 case, we haveN initial conditions Pi(O, T) 
to consider. However , due to (3.29), the largest value of 'L-iES r;(T) depends only on the 
largest value of r:n(T) under all type I solutions, which can be obtained by letting battery 
m recharge at full rate all t he time, i.e., u:n(t) = 0, h~(t) =lover [0, T]. Let IIi denote the 
set of all optimal controls of type I. Then, based on (3.11) , 
T 
J 1 _ e2k(r - T) max r:n(T) = Pm (O, T) + c2 dr UEIT 2 (3.68) 
0 
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where II is the feasible control set defined in Theorem 1. Accordingly, 
( 
T ) 1 e2k(r-T) 
max "'"'r j(T ) < N Pm(O, T) + J c2 - dr 
U*Ell* L....- 2 1 iES 0 
(3.69) 
where the left-hand side cannot equal the right-hand side because in (3.65) there is one 
arbitrary k E S such that u'k(t) = 1, h'k(t) = 0. Furt hermore, note that in (3.65) we have 
2:iES uj(t) = 1, 2:iES hi(t) = N- 1 over [0, Q] and 2:iES uj(t) = 0, 2:iES hj(t) = N over 
(Q, T]. Then, in view of (3.11), for a type I solution we have: 
T 
J 1 _ e2k(r-T) L:ri(T) =LPi(O,T) +N c2 2 dr iES iES 0 
Q 
J 1 + e2k(r- T) 1 _ e2k(r-T) - [ C1 2 + C2 2 ] dr 
0 
Combining this with (3.69), we obtain 2:~1 Pi(O, T) ::S QN and prove necessity. 
To establish sufficiency, we have already shown that the condition 2:~1 Pi(O, T) :::; QN 
ensures the feasibility of all type I solutions. On the other hand, since a type I solution is 
optimal as long as it is feasible, then sufficiency immediately follows. • 
We now t urn our attention to case (ii), which applies when the constraint ri(T) 
rj(T), Vi,j E S cannot be met in (3.63). Extrapolating from the type II solution of the 
N = 2 case in (3.53), we consider 
( 
u:n(t) = 0, h:n(t) = 1 ) 
U*(t) = ~ = ar~~in{pi(O , T)} , t E [0, T] 
ui (t), hi (t) , ~ E S/{m} 
(3.70) 
s.t. constraints (3.5) - (3.8) and (3.29) 
where, as in (3.53), the solution is is non-unique. To verify the optimality of (3.70), observe 
that um(t) = 0, hm(t) = 1 over [0, T], which implies that ri(T) = maxuEII rm(T) for all 
i E S, thus maximizing 2:iESri(T ) subject to (3.29). The following theorem provides a 
necessary and sufficient condition for (3.70) to be optimal. 
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Theorem 4: A necessary and sufficient condition for the optimality of a type II solution 
(3.70) to theN-battery optimal control problem is 
N 
QN < L Pi(O , T) :s; fiN (3.71) 
i=l 
T T 
J 1 _ e2k(r-T) 1 iiN =Npm(O,T)+(N-1) c2 2 dr+ 1 + e2k(r - T) c 1 2 dr 
0 T - Q 
Proof: To establish necessity, first note that when 'I:~ 1 Pi(O, T) > QN in (3.67) then, 
obviously, a type I solution can no longer satisfy (3.29). Subject to (3.29) and (3.68), the 
following inequality still applies to a type II solution: 
( 
T ) 1 _ e2k(r-T) L r7(T) :S N maxr:n(T) = N Pm(O, T) + J c2 dr 
UEIT 2 
iES 0 
(3.72) 
Moreover, in view of (3.11), we have 
(3.73) 
Let II2 denote the set of all optimal controls of type II. Using (3. 70) and given the increasing 
monotonicity of the exponential term in the integrand above, we get: 
T 
J ( 1 _ e2k(r-T) 1 + e2k(r- T) ) u~Jg. c2 L hi(r) 2 - c1 L ui(r) 2 dr 2 0 iES iES 
T T 
J 1 _ e2k(r- T) J 1 + e2k(r-T) = c2 2 dr - c 1 2 dr (3.74) 
0 T-Q 
Thus, along with (3.72)-(3.73) , under solution type II we have 
T T 
J 1 _ e2k(r-T) J 1 + e2k(r - T) L Pi(O, T) :SN Pm(O, T) + (N- 1) c2 2 dr + c 1 2 dr 
tES 0 T - Q 
which proves necessity. 
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The proof of sufficiency is similar to that of Theorem 3 .• 
Based on Theorems 3-4, we can now summarize the solution to problem (3 .60) as follows: 
N 
type I: if L Pi(O, T) :::;; QN, then: 
i=l 
U*(t) = 
( uJ::(t) = 1, hJ::(t) = 0, any k E S ) ui (t) = 0, hi(t) = 1, all i E S/{k} ' t E [O , Q] 
ui( t) = 0, hi ( t) = 1, Vi E S, t E ( Q, T] 
s.t. ri(T) = rj(T) , Vi , j E S (3.75) 
N 
type II: if f!N < L Pi(O, T) :::;; iiN, then: 
i = l 
( 
u:n(t) = 0, h:n(t) = 1 ) 
U*(t) = ~ = ar~~in{pi(O, T)} , t E [0, T] 
ui ( t), hi ( t), ~ E S / { m} 
(3. 76) 
s.t. constraints (3 .5) - (3.8) and (3 .29) 
Furthermore, when 2::{:1 Pi(O, T) > aN, it follows that "I::iES ri(T) > N maxuEIT rm(T), 
which cannot satisfy the constraint (3.29) for any U E II. Thus, there exists no feasible 
policy 1r0 E II such that ri(T) = rj(T) for all i,j E S, so that the determination of the 
optimal objective is obtained from Theorem 2. Note that setting N = 2 in conditions (3.66) 
and (3.71), it is easy to check that they reduce to conditions (3.50) and (3 .52) respectively 
that were derived in our analysis of the N = 2 case. 
Remark 4: Type I solutions are clearly the ones of most interest. in this case, the 
initial energy values ri(O), bi(O) are relatively balanced to satisfy (3.66) , requiring all the 
batteries to serve the load cooperatively in a way prescribed by (3.75). In contrast , the 
remaining cases indicate that when Pi(O , T) are so unbalanced as to satisfy (3 .71) , then 
battery m recharges at full rate all the time while the remaining N - 1 batteries carry out 
the task of meeting the load requirement Q ; this, however, is a more unusual situation. • 
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3.2 Lifetime Maximization in Wireless Sensor Networks (WSN) Based 
on the KBM 
The lifetime maximization in WSN was first proposed by Wu et al. (Wu and Cassandras, 
2005) where t he battery of each sensor in the network is modeled as an ideal battery. 
Based on the model, promising properties have been achieved such as that there exists 
a static optimal routing policy and that the optimal control problem can be transformed 
into a nonlinear programming problem, thus alleviating the effort for a solution. In 2009, 
Ning et al. (Ning and Cassandras, 2009) introduced the KBM into the problem framework. 
Based on preliminary simulation results, the existence of a static optimal routing policy was 
conjectured , however, which still leaves an open question for verification of the conjecture. 
Now we revisited this problem with the added feature of rechargeability. By analytically 
deriving the solut ion, we verified Ning's conjecture and found the properties in (Wu and 
Cassandras, 2005) still hold and even apply to more complicated network topologies. 
3.2.1 Problem Formulation 
We have a simple WSN with single-class data, a single source and a single sink. Assume t he 
WSN has N + 1 nodes, indexed by 0, ... , N. Let node N be the data sink (base station), 
and node 0 be the data source, which constantly transmits data at a normalized rate 1 bitjs. 
Among these nodes, the locations of node 0 and N are fixed while the other N - 1 nodes 
located between the source node and the data sink are mobile. These nodes are ordered 
according to the distance to the sink N. That is, denoting by dij the distance between node 
i and j, we have diN > djN if i < j. Currently we only consider the 1-D scenario. As for 
the communication protocol, we employ the communication mechanism used in (Wu and 
Cassandras, 2005), i.e. , any node i can forward data to node j as long as i < j . Each sensor 
node except for the sink is battery-powered and the battery is modeled by the KBM. As 
the base station, the sink node has infinite power. 
The communication mechanism is exactly t he same as in (Wu and Cassandras, 2005). 
The energy needed to sense a bit (Esense), the energy needed to receive a bit (Erx), and 
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the energy needed to transmit a bit (Etx) · If the distance between two nodes is d, then: 
(3.77) 
where Ct, Cs, Cr, Ce are given constants depending on the communication and sensing 
characteristics of nodes and {3 is a constant dependent on the communication medium. 
Moreover, compared to Erx, Etx, Esense could be ignored , i.e., Ce = 0. Moreover , define 
Wij(t) as the routing probability of a packet from node i to node j at time t. The vector 
w(t) = [wo,1 (t), ... , WN-2,N-l(t)] contains all the control variables Wi ,j(t) . Then it is clear 
that 
L Wij(t) = 1, Wij(t) 2: 0, 
i<j ~N 
O:Si:SN -1 
As for t he sending rates, we let Gi(t) be the inflow rate to node i at timet. Note that since 
the sending rate of t he source node 0 is normalized as 1, then Go ( t) = 1 and 0 ::::; Gi ( t) ::::; 1 
for all i > 0. Then, given t he above definitions, we have the following equations: 
Gi(t) = L Wki(t)Gk(t) (3.78) 
O~k<i 
Now, based on t he above topology, we aim to maximize the lifetime of the sensor network. 
The network lifetime can be defined as 
where Ti is given by 
T = min Ti 
O~i<N 
Ti = inf{t : ri(t) = 0, t > 0} 
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Then the optimal control problem can be formulated as 
max T 
{wi,j(t)} 
s.t. ri(t) = -Gi(t)gi(t) + k(bi(t) - ri(t)) 
bi(t) = Ccfi(t)- k(bi(t) - ri(t)) 
Gi(t) = L wk,i(t)Gk(t), Go(t) = 1 
o.::;k<i 
(3.79) 
(3 .80) 
(3.81) 
(3.82) 
9i(t) = ( . L Wi ,j(t)(Cs(dij(t) 2 - diN(t) 2 )) + (CJ + Cr + CsdiN(t )2 ) ) (3 .83) 
t<J<N 
L Wi,j(t) = 1, Wi,j(t) 2 0, 0::::; i::::; N- 1 (3.84) 
i<j .::; N 
where ri, bi are the states representing node i's instantaneous battery energy level. Con-
trolling the routing probability Wi,j means indirectly controlling node i's battery discharge 
processes. 
3.2.2 Analysis using the calculus of variations 
By treating the objective function as minw(t) J0T -1dt, we can define t he Hamiltonian for 
this optimal control problem as : 
( dri dbi ) H(w , t , >.) = -1 + L Ail(t)dt + Ai2 (t)dt 
2<N 
= - 1 + L ( Ail (t)( - Gi(t)gi(t) + k(bi(t)- ri(t))) + Ai2(t)(Ccfi(t)- k(bi(t)- ri(t))) ) 
2<N 
where (.Ail, >.i2 ) are the costates corresponding to ri(t) and bi(t) of node i. 
· aH By >. = - ax , we have 
{ 
).il(t) = k(>.il(t)- Ai2 (t)) 
5.i2(t) = -k(>.il(t)- Ai2(t) ) 
(3.85) 
(3.86) 
To derive the expression of (Ail , Ai2), we must have the boundary condition of costates by 
>.(T) = M>~~T)), which intrigues us to address the problem by means of the same scheme 
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as in (Wu and Cassandras, 2005). 
Analysis of scenario Si 
Under Si, node i dies first , i.e., 
Consequently, we will have the terminal condition for the optimal control problem under 
(3.87) 
and all other j are unconstrained at T. Moreover, we can achieve the following theorem so 
as to establish the fact that under Si, there exists a time-invariant optimal routing policy. 
Theorem 1: If 0 = ri(T) :S: rj(T), j =j:. i, and the network topology is fixed, i.e., 
dij ( t) = constant then 
w*(t) = w*(T). 
Proof: Since throughout t E [0 , T] ri(t) 2: 0 for all i, then this optimal control prob-
lem under Si becomes state-unconstrained. Now, with (3 .87) we can derive the following 
terminal condit ions of costates in terms of A(T) = aw~y)), where <I>(x(T)) = vri(T): 
{ 
Ail (T) = v , 
Ai2(T) = 0 
Then along with (3.86), we find 
{ 
Ajl (T) = 0 £ . --1- . 
Aj2(T) = 0 ' or J -r 2 
{ 
Ajl(t) =O £ ·--1-. 
Aj2(t) = 0 ' or J -r 2, t E [O,T] 
Substituting (3.89) back to (3.85) , we can simplify the Hamiltonian as 
(3.88) 
(3.89) 
H( w, t, A) = - 1 +Ail (t) (- Gi (t)gi(t) + k(bi(t) - ri (t))) + Ai2(t) ( Ccfi(t) - k(bi ( t) - ri( t))) 
(3.90) 
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Note that the control variables Wij(t) are only in Gi (t) and 9i(t) according to the problem 
formulation (5.1)-(3.84) . Thus, we can let Ui(t) = Gi(t)gi(t) and determine Ui(t) by 
where U1 and Uu are respectively the lower bound and upper bound of Ui(t) for t E [0 , T], 
which are both constant since Ui(t) is irrelevant to the states and only depends on the fixed 
network topology. Therefore, in view of the simplified Hamiltonian as (3.90), in order to 
minimize H the optimal control is a bang-bang fashion with respect to Ui(t) as 
U* (t) = { Uu ~ ul 
and when >.il(t) = 0, the singular case occurs. 
if >.i 1 ( t) > 0 
if >.il(t) < 0 (3 .91) 
On the other hand, by means of the transversality condition (~~ + L) = 0 for the 
t=T 
optimal control problem with an unspecified terminal time (Bryson and Ho , 1975), we have 
- 1 + vri(T) = -1 + v ( -Gi(T)gi(T) + kbi(T)) = 0 
1 
===> v = - -::--;-----:----;-----:----:---:-
-Gi(T)gi(T) + kbi(T) (3.92) 
By (3.92) and (3.89), we can immediately exclude the singular case that >.i1(t) = 0. More-
over, since ri(T) = 0, then ri(T) < 0, as a result of which, v < 0. Accordingly, from (3.89), 
Ail(t) < 0 throughout [0, T]. Consequently, Ut(t) = U1 for t E [0, T] by (3 .91). Now the 
optimal control problem under si is reduced to the following optimization problem: 
s.t. (3.82)- (3.84) and 0 = ri(T) ::; rj(T), j =/= i 
As observed earlier on, Gi(t) and 9i(t) are only dependent on w(t) under fixed network 
topology. Thus, there must exist a time-invariant optimal control policy w*, which proves 
the theorem. • 
Moreover, during the proving process of Theorem 1, we found the optimal control prob-
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lem under Si can be reduced to the following optimization problem: 
(3 .93) 
s.t. (3.82)- (3.84) and 0 = ri(T) ::::; rj(T), j # i 
Furthermore, another lemma can be established, whose proof is exactly the same as the 
corresponding one in (Wu and Cassandras, 2005). 
Lemma 1: (For the single-source network, if the topology satisfies the condition that each 
node i can send packets to any other downstream node j, i.e., i < j , then the source node's 
lifetime is no longer than any other node's lifetime under the optimal routing policy w*. In 
other words, we have 
T0 ::::; Tt , for all i 
Proof: 
Case 1: If woN = 1, then it is obvious that 
t0 ::::; t;, for all i = 1, ... , N 
since all relay nodes are not used. 
Case 2: If WoN < 1, we can use a contradiction argument. Let us assume that under the 
optimal routing policy w*, there exists one relay node i which dies first in the network. 
Then we have 
t; = T* < t0 
Next, let us make the following perturbation to the network routing policy: 
ifm = O,n = N 
if m = 0, n = 1, 2, ... , N- 1 and w;,_n > 0 
otherwise 
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where E is a small positive value such that the new routing policy W
1 
is still feasible, 
and K = I::f=1 1{woj > 0}. In other words, we only change the routing probabilities 
from the source node 0 to other nodes. Consequently, we increase the flow rate from 
the source to the sink node, and decrease the flow rates into other nodes. Now, the 
source node's life must decrease since it sends more traffic through the longest link. 
At the same time, the lifetimes of all relay nodes must increase since the inflow rates 
into all of them decrease. Therefore, we have 
t~ = t0- Jo( t:) I * ( ) . t j = tj + fj E ' J = 1' ... ' N - 1 
where fk( x) (k = 0, ... , N- 1) is a continuous function such that 0 :::; f k(x) and 
f k(O) = 0. Since fk(x) is a continuous function , we can find a small enough E such 
that 
(3.94) 
Since we have (3.94) , the source node 0 cannot die first under routing policy W 1 • 
Therefore, the lifetime under routing policy W 1 should be 
I I 
T =mint · #0 J 
As we know, all relay nodes' lifetimes increase under the new routing policy. Thus, the 
lifetime under W 1 , T 1 , must be larger than T*. In other words, T * is not the optimal 
lifetime, which contradicts our assumption. ) (Wu and Cassandras, 2005) • 
This lemma helps us transform the original optimal control problem to only one nonlin-
ear programming problem as follows: 
min Go(t)go(t) 
Wi j (t) 
s.t . (3.82)- (3.84) and 0 = ro(T) :::; ri(T), i > 0 
which provides a simpler approach to the solution. 
(3.95) 
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3.3 Summary 
We have used a Kinetic Battery Model (KBM) to study the problem of optimally controlling 
the discharge and recharge processes of multiple non-ideal batteries so as to maximize the 
minimum residual energy among all batteries at the end of a given time period [0, T] while 
performing a prescribed amount of work Q over this period. Based on the use of a KBM 
for each battery, we have shown that the optimal policy has the property that the residual 
energies of all batteries are equal at T as long as such a policy is feasible. This helps 
transform the original max-min optimization problem to a more standard optimal control 
problem with terminal state const raints. Moreover, through the analysis of the N = 2 case 
exploiting this property, we can characterize the optimal policy and show that it is generally 
not unique. We were also able to extend our analysis to the general N 2 2 case through a 
state aggregation approach and obtain explicit expressions for two possible types of solutions 
characterized by associated necessary and sufficient conditions on the initial battery energy 
levels. Note that repeatedly discharging and recharging a battery in practice reduces its 
lifetime; therefore, a solution based on the structure (3.65)-(3.70) should be chosen so as to 
impose as few switches on the same battery as possible. This is easily achievable as shown in 
using the solution of Fig.2(b), rather that that of Fig.2(a), without affecting performance. 
Moreover, we introduce the KBM with the added feature of rechargeability into an 
optimal routing problem for lifetime maximization in wireless sensor networks (WSN), which 
was originally solved based on an ideal battery model by (Wu and Cassandras, 2005). The 
problem is formulated as an optimal control problem. After the analysis using the calculus 
of variations, we find the critical property established in (Wu and Cassandras, 2005) that 
there exists a static optimal routing policy is still preserved when the battery model becomes 
non-ideal, which can be applied to more complicated networks. Along with the uncovered 
properties of the optimal control problem, we are able to transform the original complicated 
problem into a simpler nonlinear optimization problem. 
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Chapter 4 
Optimal Motion Control for Energy-aware Electric 
Vehicles (EV s) 
The emergence of plug-in hybrid electric vehicles (HEV) and fully electric vehicles (EV) is 
motivated by the goals of reduced oil dependency and greenhouse gas emissions. However, 
both HEVs and EVs heavily rely on limited battery power, thus raising such issues as vehicle 
cruising ranges and accessibility to charging sources. 
In the HEV literature, work has been focused on designing optimal strategies for power 
distribution between the electric motor and the combustion engine in order to minimize fuel 
consumption (Sciarretta et al. , 2004; Salmasi, 2007). Moreover , efforts have been dedicated 
to establishing control-oriented models of the traction dynamics of the vehicles, which are 
the vital ingredients for active controllers to achieve desired accuracy and energy-efficiency. 
For example, a dynamic model of the powertrain of HEVs is proposed in (Powell et al., 
2002); (Hori et al. , 2002) addresses the traction control of an EV; and speed and acceleration 
controllers are studied for an energy-aware two-wheeled EV in (Dardanelli et al., 2011). 
On the other hand, the expanding number of HEV and EV fleets brings out new re-
search issues related to insufficient power supplied to vehicles, allocation of limited charging 
stations and power balance of electric grids . From the vehicle side, a circuit-based battery is 
commonly used to represent the electricity source when considering the supervisory control 
of an HEV (Guzzella and Sciarretta, 2007). Sundstrom et al. (Sundstrom and Binding, 
2011) employed this model to optimally plan the charging behaviors of EV fleets in terms of 
grid power balancing. In order to minimize the waiting time for EV charging, a scheduling 
problem in a network of EVs and charging stations was studied in (Qin and Zhang, 2011). 
From the grid side, an optimization methodology of allocating the recharging infrastructure 
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for EVs in an urban environment was developed in (Gallego and Larrodeg, 2011). More 
recently, a decentralized protocol for negotiating day-ahead charging schedules for EV s via 
pricing control was proposed in (Gan et al. , 2011) to fill the overnight electricity demand 
valley. However, despite the variety of research on HEV / EV energy-aware systems, there is 
little work investigating HEV /EV motion control from a power management perspective, 
which is mainly because the relationship between vehicle dynamics and power consumption 
is complicated. 
An analytical power consumption model for an EV was proposed in (Tanaka et al. , 2008) , 
which presents a comprehensive relationship between velocity, acceleration and power con-
sumption rate. Motivated by this model , we formulate two optimal motion control problems, 
i.e., a cruising range maximization problem and a vehicular traveling time minimization. 
Although the intricate state dynamics of the problems require resorting to numerical so-
lutions, they do serve to formulate approximate solution structures so as to transform the 
original difficult optimal control problems into simpler nonlinear parametric optimization 
problems. While for the first problem the solution turns out to involve practically unreal-
istic optimal parameter settings, for the second problem the solution does give an optimal 
strategy with reasonable settings. Moreover, the approximate solutions possess a much sim-
pler structure while preserving accuracy. This approximation technique allows us to apply 
optimal motion planning to various interesting issues in EV-based systems, such as vehicu-
lar routing, charging station deployment and EV-to-smart-grid (V2G) charging scheduling, 
thus opening up a wide spectrum of research directions. 
The structure of the chapter is as follows. In Section 4.1, we introduce the analytical 
power consumption model for EVs. In Section 4.2, we formulate an EV cruising range 
maximization problem based on a power consumption model with a prescribed initial energy. 
The explicit numerical solution, as well as an approximate one, are presented and the 
accuracy of the latter is verified. Based on the approximate solution structure, the optimal 
control problem is reduced to a nonlinear parametric optimization problem, which is easier 
to solve. Section 4.3 explores an EV traveling time minimization problem with the same 
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procedure as Section 4.2. Finally, summary is given in Section 4.4. 
4.1 Electric Vehicle Power Consumption Model (EVPCM) 
In (Tanaka et al., 2008), an analytical electric vehicle power consumption model (EVPCM) 
was proposed , capturing the relationship between vehicular power consumpt ion and motion 
metrics (velocity, acceleration) . The accuracy of this model is verified based on tests in-
volving two real EVs. The following table is the nomenclature used for the EVPCM: 
K _ K apN 
- R 
r 
m 
~m 
k 
f.L 
g 
Pt 
motor mnate armature constant ; 
magnetic flux on the armature; 
R : radius of the tire [m]; 
N : ear reduction ratio 
coil resistance 
vehicle mass [kg] 
acceleration at timet [m/s2] 
vehicle velocity at time t [m/s] 
air resistance const ant [kg/m] 
rolling resistance constant 
gravity acceleration constant [m/s2] 
instantaneous output power of the battery at t J 
Table 4.1: Nomenclature for the EVPCM 
This model takes into account the power consumption on vehicle traction as well as heat 
loss of t he motor. The former part can be expressed as: 
P7 (t) = v(t) F (t) = v(t)(ma(t) + kv2 (t) + mgf.L) (4.1) 
where F(t) represents the instantaneous motor traction force, incorporating the acceleration 
resistance, air resistance and rolling resistance respectively (assuming t he vehicle travels on 
flat ground so that the inclination resistance is ignored). When a vehicle motor runs at 
high speed, t he energy loss coming from the coil heating cannot be ignored. However, this 
is usually not considered when modeling the vehicle's engine-generator power consumpt ion 
(Taha et al. , 2010). In (Tanaka et al. , 2008) , the power loss due to the motor is modeled 
according to the relationship of the motor back-electromotive force E (t), the motor current 
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I(t ), the vehicle velocity v(t) and the motor traction force F(t), which are as follows: 
{ 
F(t) = KaJtN · I(t) = KI(t) 
E(t) = K1_N · v(t) = Kv(t) 
resulting in J(t) = F(t)jK. Along with the definition of F(t) in (4.1), the power loss due 
to the motor at time t becomes: 
Therefore, the total vehicle power consumption is Pm(t) + Pt(t). In other words, the in-
stantaneous battery output power of an EV is: 
P[a(t), v(t) ] = ; 2 (ma(t) + kv2 (t) + mgJli + v(t)(ma(t) + kv2 (t) + mgp,) (4.2) 
Note that it is possible to have P[a(t), v(t)] < 0 when a(t) < 0, which indicates that the 
EVPCM also incorporates the regenerative braking effect, i.e., the EV's battery recovering 
energy from braking. 
4.2 Cruising Range Maximization Problem 
4.2.1 Problem Statement 
EV s usually have a smaller maximum cruising range on a single charge than cars powered 
by fossil fuels. Therefore, the cruising range is critical for an EV to consider before it can 
reach its destination or a charging station. Motivated by this issue, we seek to control the 
acceleration process so as to maximize the EV's cruising distance with a given initial battery 
power, where the EV is modeled as an EVPCM. We denote the EV's traveling distance by 
timet as x(t) and the instantaneous battery's residual energy at timet as e(t). v(t) and a(t) 
are respectively the vehicle velocity and acceleration , defined in Tab. 5.4, and a(t) is the 
only control variable. We let P(t) be the EV's instantaneous battery output power, whose 
expression is given in ( 4.2). Therefore, the problem we are interested in can be formulated 
as a state constrained optimal control problem with an unspecified terminal timeT aiming 
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to maximize the range x(T) or equivalently: 
min -x(T) 
a(t) 
x(t) = v(t) 
v(t) = a(t) 
e(t) = -P(t) 
e(O) =Eo , x(O) = 0, v(O) = 0 
e(T) = emin, v(T) = 0 
e(t) 2 0, 0 :S: v(t) :S: Vmax 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4. 10) 
where the initial conditions in ( 4. 7) initialize the battery energy, traveled distance and 
vehicle speed. The terminal t imeT is determined by (4.8), implying that the entire process 
ends when the battery energy reaches a given minimum value emin which, for simplicity, 
we take to be emin = 0 without affecting the analysis. F inally, Vmax bounds the top speed 
while amin and amax are, respectively, the maximum deceleration and acceleration, where 
amin < 0 and amax > 0. 
4.2.2 Hamiltonian Analysis 
We begin by analyzing the unconstrained case in which (4.9) are relaxed. In this case, 
the optimal state trajectory consists of an interior arc over the entire interval [0 , T]. Let 
x(t) = (x(t), v(t), e(t)f and .A(t) = (.A1(t), .A2(t), A3(t))T denote the state and costate vector 
respectively. The Hamiltonian for this problem is 
H(x, .A, a) = .A1(t)v(t) + .A2(t)a(t) - .A3(t)P(a, v) ( 4.11) 
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Then, the costate (Eular-Lagrange) equations ~ = - ~~ give 
( 4.12) 
In view of ( 4.2), we have 
oP(a,v) r 2 3 
ov = K 2 (4k v (t) + 4mkv(t)a(t) + 4mgJ-Lkv(t)) 
+ ma(t) + 3kv2(t) + mgJ-L ( 4.13) 
Moreover, due to (5.1) and (4.8), we must satisfy >.(T) - oif>~~T)) where <l>(x(T)) = 
- x (T) + v1v(T) + v2e(T) and v1, v2 are unknown multipliers, so that 
(4.14) 
Since the terminal time is unspecified , the transversality condition L + ~~ lt=T = 0 (L = 0 
here) gives 
-v(T) + v1a(T)- v2P[a(T) , v(T)] = 0 (4.15) 
Note that from (4.14) and (4.12) , 
( 4.16) 
where >.2(t) is a function of the control a(t) due to (4.13) . Therefore, in view of (4.11) , the 
Hamiltonian is not a linear function of a(t). As a result, we can use the optimality condition 
~! = 0 so that 
\() \()oP(a,v) 0 /\2 t - /\3 t oa = ( 4.17) 
where 
oP(a,v) rm 2 
oa = K 2 (2ma(t) + 2kv (t) + 2mgJ-L) + mv(t) (4.18) 
Now a two-point boundary value problem is fully specified using (4.12)-(4.18). However , 
owing to the complexity of oP~~,v) in (4.16) , we are unable to analytically obtain >.2(t). 
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Therefore, we have to resort to numerical methods. 
4.2.3 Numerical Solution 
We solve this optimal control problem by means of GPOPS (Rao et al. , ), an open-source 
MATLAB-based optimal control solver that implements the Gauss and Radau hp-adaptive 
pseudo-spectral methods. A numerical example of the optimal solution and optimal state 
trajectories is shown in Fig.4·1. The parameter settings are listed in Tab. 5.5 and are the 
ones used for a 4-wheeled TOYOTA Corns (Tanaka et al. , 2008) except that the values of 
Eo , amin and amax which we have selected. 
instantaneous cruising distance (m) 
0 50 100 150 200 250 300 350 400 450 
instantaneous vehicle acceleration (mists) 
, :F 0:·-0 : •• : .... :o •• ~0 . ... : · . .. 0 : .g; .,o, ~ 
~. 1 L-----L-----L-----L-----~----~----~-----L-----L----~ 
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:k:0000 <-00 0 ~ ..... .. .., 0 00 0 0 , .. 0000 00 ""H-1: 00~11-HIIf-tl---il---iOt-1 lf--+1 ---il *llllftHO:IiiiO~- ==+-- ~OJ ~ 
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instantaneous battery residual energy (J) 
Figure 4·1: Optimal solut ion of the Cruising Range Maximization Problem 
In Fig.4·1 , the numerical solution displays a clear structure for the optimal acceleration: 
it starts with a small value (0.0588 m/s2 in the solution) , slowly decreases to 0 at some time, 
gradually increasing the speed up to a value (1.0338 m/s), and then remains at 0 for a while, 
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Table 4.2: Parameter Settings for the EVPCM 
and in the end slowly decreases to a negative value (-0.0588 m/s2 ), bringing the speed down 
to 0. The accelerating process in the beginning and decelerating process in the end are 
symmetric in terms of the absolute values of acceleration and velocity. Under the control 
process, the energy trajectory e(t) and the cruising distance x(t) seem to be respectively 
linearly decreasing and increasing throughout [0, T]. In this example, T* = 406.7113 s and 
x*(T) = 387.4078 m. 
4.2.4 Approximate Parametric Optimization Problem 
Motivated by the numerical solut ion and its clear structure, we propose an approximate 
optimal control ii*(t) as follows: 
a•(t) ~ { ~(tl- t) 0 
-~(t- t2) 
t E [0 , t1] 
t E (t1, t2] 
t E (t2, T] 
(4.19) 
where T = t1 + t2 and A , t1 and t2 are the unknown parameters to be determined, also 
satisfying 0 < A :S amax and 0 < t1 :S t2. This structure approximates the numerically 
obtained optimal control a*(t) by linearizing the gradually changing curves at the beginning 
and ending parts shown in Fig.4·1. 
Accordingly, since the acceleration structure has been determined, the velocity structure 
can be obtained through (4.5): 
v•(t) ~ { t E [0, t1] t E (t1 , t2] 
t E (t2 , T] 
We let Vcr = A~1 , which is the critical cruising speed of the vehicle over ( t1, t2]. 
( 4.20) 
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Moreover, in light of (4.4) and (4.7) , we can write the objective function (5.1) as 
T 
x*(T) = x(O) + j v*(t)dt = ~ (3tlt2 + ti) (4.21) 
0 
Note that since T = t1 + t2, then v* (T) = 0 by ( 4.20), which satisfies the terminal condition 
( 4.8). However, we still have a constraint on the terminal energy value, i.e., e(T) = 0. 
Therefore, substituting ii*(t) and v*(t) into (4.2) and integrating (4.6) from 0 toT, we can 
establish a new equality constraint g(A, t1 , t2) = 0 defined by: 
T 
e(T)- e(O) = J -P(t)dt ====> 
0 
tl 
g(A, t1 , t2) = J--; (rnA (t1- t ) + k(At- ~t2 ) 2+ }( tl 2tl 
0 
) 2 A 2 (mA A 2 2 mgJ-L +(At- -t ) -(t1- t) + k(At- -t ) + 2tl tl 2tl 
t2 ) J r ( At1 2 ) 2 At1 ( At1 2 mgJ-L dt+ }(2 k(T) +mgJ-L +2 k(2) + 
h 
We use the software package Mathematica (Wolfram Research Inc. , ) to complete the inte-
115 
gration , the result of which is shown as below: 
g(A , t1, t 2) = [;2 (m2g2f..l, 2 + m2 Agf..L + ~m2 A2)t+ 
mg11A mA2 r 1 3 4 2 3 ( -~'""'- + -)t2 + - ( -mA k + -mgf..LkA )t + 3 8 K 2 12 15 
2 8rk2 A4t5 ] lh [ r k2 A4 kmgf..l,A2 
35kA3t4+ 315K2 + K2(~tf+ 2 ti+ 
0 
m2g2f..L2) + -tr + ____!!__f!__tl t + kA3 m A ] lt2 
8 2 tl 
[ r 2 4 ((A2(ti - t~) 2k + 4atlt2m + 4tif..Lgm) 2t+ 16K t 1 
4A(At2(ti- t~)k- t1m) (A2(ti - t~) 2 k + 4At1t2m+ 
4ti f..Lgm)t2 - ~A2 (A2 (ti- 7t~)(ti - t~) 2 k2 + 4Atlt2(3ti 
- 5t~)km + 4ti(tif..Lgk- 3t~f..l,gk- m)m)t3 - 2A2k(A2t2· 
(3tf- 10tit~ + 7t~)k- 2Ah(ti- 5t~)m + 4tit2f..Lgm)t4 + 
2 
5A
2k(A2(3tf- 30tit~ + 35t~)k + 20At1t2m + 4tif..Lgm)t5 
4 4 
- -A3k( -3Atit2k + 7 At~k + t1m)t6 -A4(ti- 7t~)k2t7-
3 7 
A4t2k2t8 + ~ A4k2t9 ) + ~ (- ~fif..Lgmt( -3ti + 3t~-9 8tr 3 
3t2t + t2) + At1mt( -2t2 + t)( -2ti + 2t~- 2t2t + t2)+ 
A 2 kt ( 6 4 2 2 2 4 3 ~ 35tl - 35tl (3t2 - 3t2t + t ) + 21tl (5t2 - 10t2t+ 
10t~t2 - 5t2t3 + t4)- 5(7t~- 21t~t + 35t~t2 - 35t~t3+ 
( 4.22) 
Now along with (4.21), we can transform the original optimal control problem into a non-
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linear parametric optimization problem: 
( 4.23) 
Using the same parameter settings as in Tab. 5.5, we solve this problem using the general-
purpose nonlinear optimization problem solver KNITRO (Ziena Optimization Inc. and 
Tomlab Optimization, 2007). In the numerical solution, A* = 0.0515, ti = 39.2287 and 
t2 = 370.5033 such that i*(T) = 387.2875, which is a very accurate approximation of the 
optimal objective x*(T) = 387.4078 for the optimal control problem. Fig. 4·2 shows the 
optimal solution and optimal state trajectories, closely resembling those in Fig.4-l. 
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Figure 4·2: Optimal solution of the parametric optimization problem 
To further justify the effectiveness of our approximate solution, we compare the objective 
values in the solutions of the two problems based on different values of Eo in Tab. 5.2. 
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The comparison shows that the solution to the parametric optimization problem is nearly 
equivalent to the one of the optimal control problem. In addition, the numerical solutions 
Eo= 10J Eo= 5 x 10J Eo= 104 Eo= 4 x 104 
x*(T) 34.7192 191.3058 387.4078 1.4582 X lOj 
x*(T) 34.5986 191.2110 387.2875 1.4336 X 1Q.:l 
Table 4.3: Comparison of Solutions to the Optimal Control Problem and 
the Parametric Optimization Problem 
indicate that the maximum value of v*(t) is much lower than the value Vmax commonly 
used for EVs (around 100 km/h or 28 m/s) (Tanaka et al., 2008). Consequently, we can 
relax the state constraint 0 :S v(t) :S Vmax without affecting the optimality of the solution. 
On the other hand, since the critical cruising speed Ver is so low in the optimal solution, we 
also investigate the performance of the optimal solution by comparing it to other candidate 
solutions with different cruising speed values as shown in Fig. 4·3. The investigat ion is 
under the setting Eo = 104 (J), in which the point (1.011, 387.3) is clearly the summit of 
the curve, also verifying that the solution at Ver = 1.011 m/s (3.6396 km/ h) achieves the 
maximum cruising range x*(T). Nonetheless, at least for this example, it is still the case 
that the optimal cruising speed is unrealistically low. 
Vcr vs. x(T) under EO = 10,000 J 
400 r ·-X: 1.011 !: '~" 
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Figure 4·3: Cruising range x(T) vs. critical speed Ver under Eo = 104 J 
To sum up, by solving the parametric problem ( 4.23) to determine the control policy 
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(4.19), we obtain an approximate solution to the EV cruising range maximization problem 
and observe that this policy has a simple, easy to implement structure dependent only on 
two critical times and a fixed cruising speed maintained between these times. Admittedly, 
the optimal cruising speed is unreasonably low from a practical standpoint, but the approx-
imation technique provides a means to tackle complicated optimal control problems of the 
same type. We will apply the same methodology to the problem of the next section, which 
gives more interesting results. 
4 .3 '!raveling Time Minimization Problem 
4.3.1 Problem Statement 
We are now interested in how fast the EV can cover a desired traveling distance with a 
given initial battery load. This is a traveling time minimization problem. We still adopt 
the EVPCM to model the EV and formulate an optimal control problem as follows: 
T 
~w 1 dt 
0 
x(t) = v(t) 
v(t) = a(t) 
e(t) = -P(t) 
e(O) = Eo, x(O) = 0, v(O) = 0 
x(T) = S 
e(t) 2: 0, 0 :S v(t) :S Vmax 
amin :S a(t) :S amax 
(4.24) 
( 4.25) 
( 4.26) 
( 4.27) 
( 4.28) 
( 4.29) 
( 4.30) 
(4.31) 
The problem formulation is almost the same as the one of the cruising range maximization 
problem except for the objective function (5.11) and the terminal condition (4.29), where S 
is the desired traveling distance, assumed to be less than the maximum achievable cruising 
range given the same Eo (otherwise, there exists no feasible solution.) We also no longer 
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require v(T) = 0. 
4.3.2 Hamiltonian Analysis 
We begin again by relaxing the state constraints ( 4.30) and analyzing the unconstrained 
case, where the optimal state trajectory consists of an interior arc throughout the entire 
process. As before, let x(t) = (x(t), v(t), e(t)f and .A(t) = (.\1(t), .\2(t) , .\3(t))T denote the 
state and costate vector respectively. The Hamiltonian for this problem is 
H(x, .\,a)= 1 + .\1(t)v(t) + .\2(t)a(t)- .\3(t)P(a, v) ( 4.32) 
and the costate equations ,\ = - ~~ are the same as ( 4.12): 
( 4.33) 
where oP~~ , v) is the same as (4.13). Moreover , due to (5.1) and (4.8), we must satisfy 
.\ (T) = a<I>c;y)), where ~(x(T)) = v(x(T) - S) and v are an unknown multiplier, so that 
( 4.34) 
Solving (4.33) with the boundary conditions (4.34), we get 
( 4.35) 
Still owing to t he unspecified terminal time, the transversality condition L + ~~ lt=T = 0 
(L = 1 here) requires that 
1 + vv(T) = 0 (4.36) 
Thus, with the terminal costate condition ( 4.34), we have 
1 
v=---
v(T) 
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It follows that v < 0 with v(T) ;::: 0, which makes .\2(t) < 0 over [0, T). We can now apply 
the Pontryagin minimum principle using ( 4.32): 
H(x* , >.* , a*) = minH(x,>. ,a) 
a(t) ( 4.37) 
where a*(t), t E [0, T) , denotes the optimal control. We can then see that since >.2 (t) < 0 
and .\3(t) = 0 over [0 , T), 
a*(t) = Umax, t E [0, T] ( 4.38) 
which is the optimal control policy for the unconstrained case. Accordingly, the optimal 
velocity trajectory is achieved by ( 4.26): 
v*(t) = Umaxt , t E [0 , T] 
and the optimal objective value is attained by J;r· v* ( t)dt = S in ( 4.29), which gives 
T* = (2S v -;;:;;:: 
( 4.39) 
( 4.40) 
When it comes to the constrained case with only 0 :S v(t) ::; Vmax incorporated, we 
can directly check whether the constraint is active or not by comparing UmaxT* with Vmax: 
if amaxT* ::; Vmax, then the constraint is not active, therefore ( 4.38) is still the optimal 
control policy; otherwise, the constraint v(t) :S Vmax is active at t = .!!m..= and the optimal 
am ax 
control ( 4.38) cannot apply anymore. In this case, we can still carry out the Hamiltonian 
analysis. We can immediately exclude v(T) < Vmax since, if this holds, then no change 
would occur from (4.32) to (4.36), hence the optimal control would still be (4.38). Now 
with v(T) = Vmax, we have a different <P(x(T)) = v1(x(T)- S) + v2(v(T)- Vmax) (vi are 
the unknown multipliers), which implies that 
(4.41) 
In view of (4.33), as long as .\3(t) = 0, a~~t) will not be involved in .X2(t), which will make 
>.2 (t) independent of the control a(t) . Therefore, we can proceed with a similar derivation 
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to ( 4.35 )- ( 4.38) and determine the optimal control as: 
a*(t) = { amax, t E [0, ~:!~ ] 
0 t E ( :!!m.=. T *] 
' amax' 
( 4.42) 
where T * can be determined by ( 4.25)- ( 4.26) as: 
T* = _!!.__ + Vmax 
Vmax 2amax 
( 4.43) 
Lastly, let us consider the constrained case with both 0 ::::; v(t) ::::; Vmax and e(t) ~ 0 
incorporated. Regarding the optimal controls ( 4.38) and ( 4.42), a*(t) ~ 0 throughout 
[0, T *]. Then, according to (4.27) and (4.2), P*(t) > 0 over [0, T*] and e*(t) is monotonically 
decreasing. Thus, we only need to check the value of e*(T) for the two possible optimal 
controls ( 4.38) and ( 4.42). If e* (T) ~ 0 under the optimal control, then the constraint 
e(t) ~ 0 is not involved during t E [0, T). Otherwise, we have to revise the Hamiltonian 
analysis letting <I>(x(T)) = v1(x(T)- S) + v2(v(T)- Vmax) + v3e(T) (vi are the unknown 
multipliers), which will make >..3(T) = l/3. As a result, from ( 4.33) >..2(t) becomes a function 
of a(t). Similar to the analysis of the cruising range maximization problem, this analysis 
cannot generally yield an explicit analytical solution for the optimal control problem, so 
that we once again proceed with numerical solutions. 
4.3.3 Numerical Solution 
Since we are to address the case where the optimal controls ( 4.38) and ( 4.42) cannot apply, 
we assume e(T) = 0. At first, we relax the state constraint v(t) ::::; Vmax· As in Section III , 
by using GPOPS we can obtain a numerical solution to this optimal control problem. A 
numerical example of the optimal solution and optimal state trajectories is shown in Fig. 
4·4. The parameter settings are the same as in Tab. 5.5 except that the required traveling 
distance S is set as 2000 m and the value of Eo is 108 , which is designed to achieve a higher 
top speed so as to incorporate state constraint v(t) ::::; Vmax in what follows. Also, we still 
employ the commonly used Vmax value, which is 28 m/s (100.8 km/h). 
From Fig. 4·4, it is clear that in the numerical solution, the whole acceleration process 
122 
instantaneous cruising distance (m) 
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x 1 01 instantaneous battery residual energy (J) I .. : . ~- : ,::~·~ 
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time (s) 
Figure 4 ·4: Optimal solution to the Traveling Time Minimization Problem 
consists of five parts: (1) fully accelerating at amax (20 m/s2 ); (2) gradually descending to 
0; (3) maintaining a(T) = 0; ( 4) gradually descending to t he maximum decelerating value 
amin (-15 m/s2 ) and (5) fully decelerating at amin to the end. Accordingly, along with the 
acceleration process the speed increases until it reaches part (3), and then remains at a 
fixed value until some time after which the vehicle is required to fully decelerate for the 
remaining traveling t ime. Under t his optimal control , we obtain T * = 18.2523s. 
Moreover, in this numerical example, we notice that the maximum velocity value is 
137.5064 m/s (about 495 km/h), which is unrealistically high in practice. However, note 
that this result is only for t he relaxed problem without incorporating Vmax, and usually 
Vmax < 137.5064 mjs. By numerically perturbing the value of Vmax we find t hat there exist 
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two additional types of solutions. The first one can be expressed as 
( 4.44) 
in which case e(T) = 0 and the value of t 5 depends on Vmax and Eo . The second one arises 
when Vmax and Eo are such that t 5 =Tin (4.44) but e(T) > 0, in which case the solution is 
the same as (4.42). This case corresponds to a scenario where the vehicle has so much initial 
energy that it can complete the entire process as fast as possible with a positive residual 
energy. 
4.3.4 Approximate Parametric Optimization Problem 
Motivated by the results obtained in the last section, we can again propose an approximate 
optimal control a* ( t) as follows: 
ii' (t) ~ { 0 t E [0, t1] t E (t1, t2] 
t E (t2, T] 
( 4.45) 
where t1, t2 and T are unknown parameters to be determined, also satisfying 0 < t1 ::; 
t2 ::; T and t1 :S =av • This control structure contains all three types of optimal controls 
max 
obtained through numerical solutions. 
Accordingly, the velocity structure can be expressed using ( 4.5): 
t E [0 , t1] 
tE(t1,t2] 
t E (t2, T] 
( 4.46) 
Therefore, in light of ( 4.25) and ( 4.28), we can represent the terminal condition ( 4.29) by a 
new equality constraint: 
( 4.47) 
Moreover, as pointed out earlier, the condition e*(T) > 0 could only occur in the optimal 
solution ( 4.42). Thus, we can simply check the feasibility of the solution ( 4.42): if, under 
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( 4.42), e(T) > 0, then the optimal solution is ( 4.42); otherwise, we can add the additional 
terminal condition e(T) = 0 without affecting the solution. 
Thus, let us assume e(T) = 0 in what follows. Substituting a*(t) and v*(t) into (4.2) 
and integrating (4.6) from 0 toT, we can replace the condition e(T) = 0 with an equality 
constraint 92(t1 , t2 , T) = 0, where g(t1 , t2, T) is: 
T 
e(T)- e(O) = J -P(t)dt ==? 
0 
tl ) J r ( 2 2 )2 92(t1 , t2 , T = K 2 mamax + kamaxt + mgj.t + 
0 
t2 
amaxt(mamax + ka'?naxt 2 + mgj.t)dt + J {2 (ka'?naxti 
tl 
+ mgJ.L) 2 + amaxtl(ka'?naxti + mgj.t)dt+ 
T J {2 ( mamin + k(amaxtl + amin(t- t2)) 2 + mgj.t r 
t2 
(amaxtl + amin(t- t2)) ( mamin+ 
k(amaxtl + amin(t- t2)) 2 + mgj.t )dt 
As in the previous section, we use Mathematica to do the integration, the result of which 
is as follows: 
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g2(t1 , t2, T) = [;2 ((mamax + mg1.1it + ~(mamax+ 
mgJ.L)ka~axt3 + fra ck2a'!tax5t5 ) + ~(ma~ax+ 
mgJ.Lamax )t2 + ka;ax t4] 1:1 + [;2 (ka~axti + mgJ.L) 2+ 
amaxtl(ka~axti + mgJ.L)Jt[: + [;2 ( (mgj.l + a~axtik-
2aminamaxt2k + amin(amint~k + m)) 2t- 2amin" 
( -amaxtl + amint2)k(mgj.l + a~axtik- 2aminamaxtlt2k 
+ amin(amint~k + m))t2 + ~a~ink(mgj.l + 3a~axtik-
6aminamax tlt2k + amin(3amint~k + m))t3 -
2 ( ) k2 4 1 4 k2 5) amin -amaxtl + amint2 t + [;amin t + 
lt(2amaxtl + amin( -2t2 + t)) ( 2mgj.l + 2a~axtik+ 
2aminamaxtlk( -2t2 + t)+ 
amin (2m + amink(2t~ - 2t2t + t2)))] [ - Eo = 0 ( 4.48) 
Now, along with (4.47), we can transform the original optimal control problem into a 
nonlinear parametric optimization problem as follows: 
s.t . g1(t1 , t2, T) = 0 
92(t1, t2, T) = 0 
0 < t1 :S t2 :S T, t1 :S Vmax 
a max 
( 4.49) 
Note that the constraint t1 ::; Qm=.a is equivalent to v ::; Vmax· Using the same parameter 
max 
settings as in the optimal control problem, we use KNITRO to solve this problem. In order 
to verify the accuracy of our approximate solution, we first relax the constraint t 1 ::; Qm=. a m a. x 
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and compare the result with the numerical solution in Fig. 4·4. In the solution to the 
parametric problem (4.49) , ti = 6.6369 sand T* = t2 = 18.3858 s, which can be seen to 
be very close to the numerical optimal objective T* = 18.2523 s for the optimal control 
problem. Fig. 4·5 shows the solution and corresponding state trajectories. 
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Figure 4·5: Optimal solut ion to the parametric optimization problem with-
out the constraint t1 < ~ 
- amax 
If we incorporate the constraint t1 :::::; ~ with Vmax = 28 m/s (about 100 km/h, the 
am ax 
usual Vmax values for EVs mentioned earlier), then we apply the control policy (4.42) and 
test the corresponding e(T), which turns out to be 9.6706 x 107 J, much greater than 0. 
Consequently, ( 4.42) is the optimal control in this case, under which T* = 72.1000 s. The 
solution, including the control and state trajectories, is shown in Fig. 4·6. If we reduce 
the initial energy Eo , then the optimal top speed will correspondingly decrease. Thus, 
when Eo is small enough, the optimal top speed does not exceed the speed limit Vmax· In 
this scenario, the optimal controller behaves as ( 4.45) and the solution is shown in Fig. 
4·7, where the optimal cruising speed is 18.5342 m/s (about 67 km/h). Unlike the range 
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maximization problem, this optimal speed is reasonable for EV s. 
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Figure 4·6: Optimal solution to the parametric optimization problem with 
t <~ l - amax 
4.4 Summary 
We have used an Electric Vehicle Power Consumption Model (EVPCM) to study two prob-
lems of optimally controlling the acceleration (and deceleration) of a non-ideal energy-aware 
electric vehicle so as to (a) maximize the cruising range and (b) minimize the traveling time 
to a prescribed destination with limited battery power. In the cruising range maximization 
problem, due to the complicated relationship between power consumption and vehicle dy-
namics, the solution can only be attained numerically. However, based on the numerical 
solution, an approximate solution structure is proposed such that the original optimal con-
trol problem can be transformed into a nonlinear parametric optimization problem, which 
is easier to solve. The accuracy of the approximate solution is also verified. Even though 
the speed values involved in the optimal solution for t his problem are practically unrealis-
tic, the approach provides a methodology to solve complicated optimal control problems of 
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Figure 4·7: Optimal solution to the parametric optimization problem with-
out violating t1 :S ~ 
am ax 
this type, where the vehicle state dynamics are too complex for exact analytical solutions 
to be derived. Subsequently using this methodology to t he traveling time minimization 
problem yields interesting and practically realizable results. For both problems, we have 
obtained simple near-optimal solution structures despite the complexity of an elaborate 
vehicle energy consumption model. 
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Chapter 5 
Energy-aware Vehicle Routing in Networks with 
Charging Stations 
Vehicle routing has been one of the major research topics in transportation science over the 
last 50 years. However , with the increasing popularity of battery-powered vehicles (BPVs) , 
such as electric vehicles (EVs) and mobile robots, as an alternative to fossil fuel driven 
vehicles, novel routing problems arise. This is mainly because of four BPV characteristics: 
limited cruising range, long charge times, sparse coverage of charging stations, and their 
energy recuperation ability (Artmeier et al. , 2010) which can be exploited. 
In recent years, the vehicle routing literature has been enriched by work aiming to ac-
commodate these BPV characteristics (especially EV s). By incorporating the recuperation 
ability of EVs (which leads to negative energy consumption on some paths), extensions to 
general shortest-path algorithms are proposed in (Artmeier et al., 2010) that address the 
energy-optimal routing problem. The energy requirements in this problem are modeled as 
constraints and the proposed algorithms were evaluated in a prototypical navigation sys-
tem. Extensions provided in (Eisner et al. , 2011) employ a generalization of Johnson's 
potential shifting technique to make Dijkstra algorithm applicable to the negative edge cost 
shortest-path problem so as to improve the results and allow for route planning of EVs in 
large networks. This work, however, does not consider the presence of charging stations in 
a network. Charging times are incorporated into a multi-constrained optimal path planning 
problem in (Siddiqi et al., 2011) , which aims to minimize the length of an EV's route and 
meet constraints on total traveling time, total time delay due to signals, total recharging 
time and total recharging cost. A particle swarm optimization algorithm is used to find a 
suboptimal solution. In this formulation, however, recharging times are simply treated as 
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parameters and not as controllable variables. More recently, an EV Routing Problem with 
Time Windows and Recharging Stations (E-VRPTW) was proposed in (Schneider et al., 
2012) , where an EV's energy constraint is first introduced into vehicle routing problems and 
recharging times depend on the battery charge of the vehicle upon arrival at the station. 
How long each vehicle should be recharged, in this case, is circumvented by simply forcing 
vehicles to be fully recharged upon departure. 
In this chapter, our objective is to investigate a vehicle total traveling time minimization 
problem (including both the time on paths and at charging stations), where an energy 
constraint is considered so that the vehicle is not allowed to run out of power before reaching 
its destination. We view this as a network routing problem where vehicles control not only 
their routes but also times to recharge at various nodes in the network. We first study the 
single energy-aware vehicle routing problem by formulating it as a mixed-integer nonlinear 
programming (MINLP) problem. By identifying properties of the optimal solution and the 
energy dynamics, we are able to decompose the original problem into two simpler problems 
so as to separately determine route selection and recharging amounts, the latter usually 
having non-unique solutions. Once the optimal routing problem is solved, we can then 
seek a unique recharging amount solution by solving a separate problem. We then extend 
our study to a multi-vehicle routing problem, where a traffic flow model is used and a 
MINLP problem incorporating traffic congestion effects is established. In this case, we 
group vehicles into "subflows" and we are once again able to decompose the problem into 
route selection and recharging amount determination. Moreover, we provide an alternative 
formulation such that each subflow is not required to follow a single end-to-end path, but 
may be split into an optimally determined set of paths. This formulation reduces the 
computational complexity of the MINLP problem. Simulation examples are included with 
promising numerical results which uncover the relationship between recharging speed and 
optimal routes. 
The structure of this chapter is as follows . In Section 5.1 , we introduce and address 
the single-vehicle routing problem and identify properties which lead to its decomposition. 
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In Section 5.2, the multi-vehicle routing problem is formulated, first as a MINLP and then 
as an alternative flow optimization problem. A simulation example is also included for the 
multi-vehicle routing problem. Finally, summary is presented in Section 5.3. 
5.1 Single Vehicle Routing 
We assume that a road network is given as a directed graph G = (N, A) with N = {1, ... , n} 
and IAI = m. Node i E Nj{n} represents a charging station on the map and (i,j) E A is 
an arc connecting node i to j. We also define J (i) and O(i) to be the set of start nodes 
(respectively, end nodes) of arcs that are incoming to (respectively, outgoing from) node i, 
that is, J(i) = {j E Nl(j, i) E A} and O(i) = {j E Nl(i, j) E A}. 
We are interested in a single-origin-single-destination vehicle routing problem. Nodes 
1 and n respectively are defined t o be the origin and destination. For each arc (i,j) E A, 
there are two cost parameters: the required traveling time Tij and the required energy 
consumption eij on this arc. Note that Tij > 0 whereas eij is allowed to be negative 
due to a BPV's potential energy recuperation effect (Artmeier et al., 2010). Since we are 
considering a single vehicle's behavior, we assume that it will not affect the overall network's 
traffic state, therefore, Tij and eij are assumed to be fixed quantities depending on given 
traffic conditions at the time the single-vehicle routing problem is solved (if nodes i and j 
are not connected, then Tij = oo.) Clearly, this cannot apply to the multi-vehicle case in 
the next section, where the decisions of multiple vehicle routes affect traffic conditions, thus 
influencing traveling times and energy consumption. The BPV has limited battery energy, 
which may prevent it from reaching the destination without recharging. Thus, recharging 
amounts at charging stations i EN are also decision variables to be determined. We denote 
the selection of arc (i,j) and energy recharging amount at node i by Xij E {0, 1}, i,j EN 
and ri 2: 0, i E N / { n }, respectively. Moreover, since we take into account the vehicle's 
energy constraints, we use Ei to represent the vehicle's residual battery energy at node i. 
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Then, for all Ej, j E O(i), we have the relationship: 
which can also be expressed as 
if Xij = 1 
otherwise 
Ej = L (Ei + ri- eij)Xij, Xij E {0, 1} 
iEJ(j) 
The problem objective is to determine a path from 1 to n, as well as recharging amounts 
so as to minimize the total elapsed time for the vehicle to reach the destination. F ig. 5·1 
is a sample network for this vehicle routing problem. We formulate a MINLP problem as 
1 7 
5 
Figure 5·1: A network example for the routing and recharging amount 
optimization problem. 
follows: 
min 
x;1 ,r;, i,jEN 
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n n n n 
L L TijXij + L L Ti9Xij 
i=l j=l i=l j=l 
s.t. L Xij - L Xji = bi , for each i EN 
jEO(i) jEI(i) 
b1 = 1, bn = -1 , bi = 0, fori #-1, n 
Ej = L (Ei + ri- eij)Xij, for j = 2, ... , n 
iEI(j) 
0 ::; Ei ::; B, Eo given, for each i EN 
Xij E {0, 1}, Ti 2:0 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
where g is the charging time per energy unit, i.e ., the reciprocal of a fixed charging rate. 
The constraints (5.2)-(5.3) stand for the flow conservation (Bertsimas and Tsitsiklis, 1997), 
which implies that only one path starting from node i can be selected, i.e., LjEO(i) Xij :S:: 1. 
It is easy to check that this also implies Xij ::; 1 for all i,j since b1 = 1, 1(1) = 0. 
Constraint (5.4) represents the vehicle's energy dynamics where the only nonlinearity in this 
formulation appears. Finally, (5.5) indicates that the EV cannot run out of energy before 
reaching a node or exceed a given capacity B. All other parameters are predetermined 
according to the network topology. 
5.1.1 Modified topology When there are non-charging nodes 
In the above problem statement, it is assumed that each node represents a charging station 
on the road map. However, it is possible that there is no charging station available at an 
intermediate node. In this case, we can slightly change the topology to make the problem 
formulation (5.1)-(5.6) accommodate this issue. Assume there is no charging station at 
node i, and then there are two alternative topological cases: (a) as shown in Fig.5 ·2, node 
hE I (i) and node j E O(i) are not directly connected; (b) as shown in Fig.5·3, node hE J(i) 
and node j E 0( i) are directly connected. 
For case (a), we can simply remove node i and directly connect the upstream nodes 
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h E I(i) with the downstream nodes j E O(i). As a result, the new costs on the links, 
h 
Figure 5·2: the topology change to accommodate the scenario that there 
is no charging station available at a node 
including time consumption and energy consumption, become 
For case (b), if node hand node j are originally connected as in Fig.5·3, then the above 
topology change method will result in multiple costs on the same link. In this case, we can 
create the virtual nodes h' and j' so as to avoid multiple costs of a single link. Accordingly, 
h h j 
.. 
h' 
Figure 5·3: the topology change to accommodate the scenario that there 
is no charging station available at a node and nodes h and j are originally 
connected 
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the cost of each link becomes 
However, the downside of such a method is that it may result in too many intermediate 
nodes without a charging station coupled with each other. Consequently, there will be a 
significant increase in the number of arcs after the topology modification, which correspond-
ingly results in an increase in the decision variables Xij. 
5.1.2 Properties 
Before directly tackling the MINLP problem, we derive some key properties which will 
enable us to simplify t he solution procedure. The main difficulty in this problem lies in 
the coupling of the decision variables, Xij and ri, in (5.4). The following lemma will enable 
us to exclude ri from the objective function; it indicates that the difference between the 
total recharging energy and the total energy consumption while traveling is given by the 
difference between the EV's residual energy at the destination and at the origin. 
Lemma 1: Given (5.1)-(5.6) , 
n n 
L L(riXij- eijXij) =En - E1 
i=l j=l 
Proof: From (5.4), we sum up both sides to get: 
n n n 
LEi- L L EiXij = L L (ri - eij)Xij 
j =2 j=2iEI0) j =2iEI0) 
Moreover, we can write 
n 
L L Ei Xij = L EiXi2 + · · · + L EiXin 
j = 2 iEI(j) i E/(2) iEI(n) 
(5.7) 
(5.8) 
representing the sum of Ei on the selected path from node 1 ton, excluding En. On the 
other hand, from (5.4) we have Ei = 0 for any node i not selected on the path. Therefore, 
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L,j=2 Ej is the sum of Ei on the selected path from node 1 to n, excluding E 1. It follows 
that 
n n 
L Ej - L L EiXij = En - E1 (5.9) 
j=2 j=2 iEI(j) 
Returning to (5.8) and observing that all terms in '2:,~ 1 LJ=l (ri- eij )xij are zero except 
for those with i E J(j) , we get 
n n n L L(ri - eij)Xij = L L (ri- eij)Xij 
i=l j = l j=2 iEI(j) 
n n 
= L Ej - L L EiXij = En - E1 
j = 2 j=2 iEI(j) 
which proves the lemma.• 
In view of Lemma 1, we can replace L_~=l LJ= l ri9Xij in (5.1) by the expression (En-
E1)g + L_~=l LJ=l eij9Xij and eliminate the presence of ri, i = 2, ... , n - 1, from the 
objective function. Note that E1 is given, leaving us only with the task of determining the 
value of En. Now, let us investigate the recharging energy amounts ri, i = 1, ... , n- 1, 
in the optimal policy. There are two possible cases: (i) L i ri > 0, i.e. , the vehicle has to 
get recharged at least once, and (ii) Li ri = 0, i.e. , ri = 0 for all i and the vehicle has 
adequate energy to reach the destination without recharging. For Case ( i), we establish the 
following lemma. 
Lemma 2: If L i ri > 0 in the optimal routing policy, then E~ = 0. 
Proof: We use a contradiction argument. Assume we have already achieved an optimal 
route where E~ > 0 and the objective function is J* = LiEPh,i+l +rig) for an optimal 
path denoted by P. Then, each i < non this optimal path satisfies: 
E * E* * i+l = i + ri - ei,i+ l (5.10) 
Consider first the case where r~_ 1 > 0. Then, let us perturb the current policy as follows: 
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r~_ 1 = r~_ 1 - .6. , and r~ = ri for all i < n- 1, where .6. > 0. Then, from (5.10), we have 
n-1 
E~ =Eo+ 2)ri - ei,i+1) 
i=O 
Under the perturbed policy, 
i=1 
n-1 
= E1 + 2:)ri - ei,i+I)- .6. = E~- .6. 
i=1 
I * . Ei = Ei , for all ~ < n 
and, correspondingly, 
n - 1 n-1 
l = 2)Ti,i+I + r~ ·g)= L)Ti,i+I + ri ·g)- .6.g = J* - .6.g 
i=1 i=1 
Since E~ > 0, we may select .6. > 0 sufficiently small so that E~ > 0 and the perturbed 
policy is still feasible. However, l = J* - .6. · g < J *, which leads to a contradiction to the 
assumption that the original path was optimal. 
Next, consider the case where r~_ 1 = 0. Then, due to E~ > 0 and ei,i+1 > 0 for all 
i E P , we can always find some j E P, j < n such that EJ > 0, rj_ 1 > 0 and r'k = 0 for 
k > j . Thus, still due to (5.10), we have 
n-1 
Ej = E~ + L ek,k+1 > 0 
k=j 
At this time, since rJ_ 1 > 0, the argument is similar to the case r~_ 1 > 0, leading again to 
the same contradiction argument. Consequently, the lemma is proved. • 
Turning our attention to Case (ii) where ri = 0 for all i E {1, .. . , n}, observe that the 
138 
problem can be transformed to 
min 
Xij , i,jEN 
n n 
LLTijXij 
i= l j =l 
s.t. L Xij - L Xji = bi, for each i EN 
j EO(i) j EJ(i) 
b1 = 1, bn = -1 , bi = 0, fori# 1, n 
Ej = L (Ei- eij)Xij, for j = 2, ... ,n 
iEJ(j) 
0 ::; E i ::; B, Eo given, for each i E N 
Xij E {0, 1} 
In this case, the constraint (5.12) gives 
n n n 
L Ej - L L Ei = - L L ei jXij 
j = 2 j = 2iEJ(j) j=2iEJ(j) 
Using (5.9) and Ei 2': 0, we have 
and it follows that 
n 
En= E1- L L eijXij 2': 0 
j=2 iEJ (j) 
n n L L €i jXij ::; El 
i=l j =l 
(5.11) 
(5.12) 
(5.13) 
(5.14) 
With (5 .14) in place of (5.12), the determination of x;j boils down to an integer linear 
programming problem in which only variables Xij, i, j E N , are involved, a much simpler 
problem. 
We are usually more interested in Case ( i), where some recharging decisions must be 
made, so let us assume the vehicle's initial energy is not large enough to reach the destina-
tion. Then, in view of Lemmas 1 and 2, we have the following theorem. 
Theorem 1: If L i r; > 0 in the optimal policy, then x;j, i, j E N, in the original 
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problem (5. 1) can be determined by solving a linear programming problem: 
min 
Xij , i,jEN 
n n 
L L(Tij + eij9)Xij 
i=l j=l 
s.t. L Xij - L Xji = bi, for each i EN 
jEO(i) j EJ( i) 
b1 = 1, bn = -1, bi = 0, fori# 1, n 
0 < x · · < 1 
- tJ-
(5.15) 
Proof: Given Lemmas 1 and 2, we know that the optimal solution satisfies I:i I:j r;x;j = 
I:i I:j eijx;j - E 1. Consequently, we can change the objective (5.1) to the form below 
without affecting optimality: 
min 
Xij , i,jEN 
n n 
L Lhi + eijg)xij- E1g 
i=l j = l 
Since ri no longer appears in the objective function and is only contained in the energy 
dynamics (5.4), we can choose any Ti satisfying the constraints (5.4)-(5.5) without affecting 
the optimal objective function value. Therefore, x;j can be determined by the following 
problem: 
min 
Xij, i,j EN 
n n L L ( Tij + eij9 )xij - E1g 
i=l j = l 
s.t. L Xij - L Xji = bi, for each i EN 
j EO(i) j EJ (i) 
b1 = 1, bn = -1 , bi = 0, fori# 1, n 
Xij E {0, 1} 
which is a typical shortest path problem formulation. Moreover, according to the property of 
minimum cost flow problems (Hillier and Lieberman, 2005) , the above integer programming 
problem is equivalent to the linear programming problem with the integer restriction of Xij 
relaxed. Finally, since E1 is given, the problem reduces to (5 .15) , which proves the theorem . 
• 
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Table 5.1: dij values for network of Fig. 5·4 (miles) 
a12 al6 (:llg a23 Cl26 Cl34 a 37 Cl3s a45 a5 13 
5 7 7 5 4 4 5 8 4 6 
a 53 a6 10 (!78 C.h 11 as 13 11910 1110,11 1110,7 au,12 1112,13 
4 3 4 3 8 4 4 3 4 9 
5.1.3 Determination of optimal recharging amounts ri 
Once we determine the optimal route in (5.15) , it is relatively easy to find a feasible solution 
for ri, i EN I { n }, to satisfy the constraint (5.4), which is obviously non-unique in general. 
Then, we can introduce a second objective into the problem, i.e., the minimization of 
charging costs , since charging prices normally vary over stations. We denote the charging 
price at node i by Pi. Once an optimal route is determined , we seek to control the energy 
recharging amounts r i to minimize the total charging cost dependent on Pi, i E N I { n}. 
This can be formulated as a multistage optimal control problem: 
min 
Ti, iE{1 , ... ,n - 1} 
(5.16) 
ri 2: 0 for all i E N 
This is a simple two-point boundary-value problem and can be easily solved by discrete-time 
optimal control approaches (Bryson and Ho, 1975) or treating it as a linear programming 
problem where Ei and ri are both decision variables. 
5.1.4 Numerical Examples 
We consider a specific example which has a more complicated topology than the sample 
network in Fig. 5·1. The roadmap is shown in Fig. 5·4. The distance of each arc is shown 
in Tab. 5.5. For simplicity, we let Tij = eij = dij and g = 1. We use an optimization solver, 
CPLEX (ILOG, Inc. and Tomlab Optimization, 2007) to solve the linear programming 
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Figure 5·4: The roadmap for the numerical example of the single vehicle 
routing problem. 
Table 5.2: Pi values for the determined route (dallas/gallon) 
I ~l I PJ I Pj I zs4 I pt I 
problem (5.15) to determine the optimal route for the single vehicle, which is as follows: 
optimal route : 1 ------+ 2 ------+ 3 ------+ 4 ------+ 5 ------+ 13 (5.17) 
Now that the route has been determined, we turn to the second-hierarchy problem (5.16) 
to find out the optimal recharging amounts. Only those charging costs Pi for charging 
stations on the determined route are in our interest. Let the values of Pi on the route be as 
in Tab. 5.2. 
Still using CPLEX to solve the linear programming problem (5.16) with B = 10 and Pi 
in Tab. 5.2, we get the optimal values ri as in Tab. 5.3. 
Obviously, the linear programming problems are very easy to solve, so the determination 
of both optimal routes and optimal recharging amounts for the single vehicle problem is 
straightforward. 
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Table 5.3: Optimal recharging amounts ri for the determined route 
(doll as/ gallon) 
5.2 Multiple Vehicle Routing 
The results obtained for the single vehicle routing problem pave the way for the investigation 
of multi-vehicle routing. The network topology is the same as in the single vehicle case, 
however, we now need to consider the influence of traffic congestion on both traveling time 
and energy consumption. For starters, if we proceed as in the single vehicle case, i.e., 
determining a path selection through xt, i,j EN, and recharging amounts rf, i E N/{n} 
for all vehicles k = 1, . .. ,K, for some K, then the dimensionality of the solution space 
is prohibitive. Moreover , the inclusion of traffic congestion effects introduces additional 
nonlinearities in the dependence of the travel time Tij and energy consumption eij on the 
traffic flow through arc ( i, j) , which now depend on xJj, · · · , x[J . Instead, we will proceed 
by grouping subsets of vehicles into N "subflows" where N may be selected to render the 
problem manageable. 
Let all vehicles enter the network at the origin node 1 and let R denote the rate of 
vehicles arriving at this node. Viewing vehicles as defining a flow, we divide them into N 
subfiows (we will discuss the effect of N in Section 5.2.3), each of which may be selected so 
as to include the same type of homogeneous vehicles (e.g. , large vehicles vs smaller ones or 
slower vs faster ones). Thus, all vehicles in the same subflow follow the same routing and 
recharging decisions so that we only consider energy recharging at the subflow level rather 
than individual vehicles. For simplicity, we will also assume that every arriving vehicle is a 
BPV and joins a subflow. Clearly, there are many vehicles which are not BPVs and are not 
part of our optimization process; these can be treated as interfering traffic for our purposes 
and can be accommodated in our analysis but will be omitted here. 
Our objective is to determine optimal routes and energy recharging amounts for each 
subflow of vehicles so as to minimize the total elapsed time of these vehicle flows traveling 
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from the origin to the destination. The decision variables consist of x~j E {0, 1} for all arcs 
(i, j) and subflows k = 1, ... , N, as well as charging times rf for all nodes i = 1, ... , n- 1 
and k = 1, ... , N. Given traffic congestion effects , the time and energy consumption on 
each arc depends on the values of x~j and the fraction of the total flow rate R associated 
with each subflow k (the simplest such flow allocation is one where each subflow is assigned 
RjN.) Let Xij = (x[j, · · · , x[j)T and q = (rf, · · · , rf)T. Then, we denote the traveling time 
and corresponding energy consumption of the kth vehicle subflow on arc ( i, j) by Ti~ (xij) 
and e~j ( Xij) respectively. As already mentioned, Ti~ ( Xij) and e~j ( Xij) can also incorporate 
the influence of uncontrollable (non-BPV) vehicle flows , which can be treated as parameters 
in these functions. Similar to the single vehicle case, we use Ef to represent the residual 
energy of subflow k at node i, given by the aggregated residual energy of all vehicles in the 
subflow. If the subflow does not go through node i, then Ef = 0. The problem formulation 
is as follows: 
n n N 
min 
x;j ,r; , i,jEN LLL (Ti~ (Xij) +rfgx~j) 
i = l j=l k=l 
s.t. for each k E {1 , ... , N} : 
L xt - L xji = bi, for each i E N 
jEO(i) jEI(i) 
b1 = 1, bn = -1, bi = 0, for i #- 1, n 
EJ = L (Ef + rf- et(xij))xt , j = 2, ... , n 
iEI(j) 
Et is given, Ef ~ 0, for each i EN 
xfj E {0,1}, 
(5.18) 
(5.19) 
(5.20) 
(5.21) 
(5.22) 
(5 .23) 
Obviously, this MINLP problem is difficult to solve. However, as in the single-vehicle case, 
we are able to establish some properties that will allow us to simplify it. 
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5.2.1 Properties 
Even though the term Ti~(Xij) in the objective function is no longer linear in general, for 
each subfiow k the constraints (5.19)-(5.23) are still similar to the single-vehicle case. Conse-
quently, we can derive similar useful properties for this problem in the form of the following 
two lemmas. 
Lemma 3: For each subfiow k = 1, ... , N, 
n n 
L L(rf- et(xij))xt = E~- E~ (5.24) 
i=1 j=1 
Lemma 4: If 2:::::~= 1 rf* > 0 in the optimal routing policy, then E~* = 0 for all k 
1, ... ,N. 
The proofs of the above two lemmas are almost identical to those of Lemmas 1 and 2 
respectively and are omitted. The only difference is that here the analysis is focused on 
each vehicle subfiow instead of an individual vehicle. In view of Lemma 3, we can replace 
2::::: ~= 1 2:::::}=1 rfgx~j in (5.18) by (E~- Et)g + 2:::::~= 1 2:::::}=1 et(xij)9Xij and eliminate, for all 
k = 1, ... , N, the presence of rf , i = 1, ... , n- 1, from the objective function similar to 
the single-vehicle case. Since Et is given, this leaves only the task of determining the value 
of E~. There are two possible cases: (i) I::i rf* > 0, i.e., the kth vehicle subfiow has to 
get recharged at least once, and ( ii) I::i rf* = 0, i.e., rf* = 0 for all i and the kth vehicle 
subfiow has adequate energy to reach the destination without recharging. 
Similar to the derivation of (5.14), Case (ii) results in a new constraint 
L L e~j(xij) x~j :::; E~ 
j 
for subfiow k. However, since e~j(Xij) now depends on all x~j' the simplified problem (5.18)-
(5.23) with all rf = 0 is still hard to solve. Let us instead concentrate on the more interesting 
Case ( i) for which Lemma 4 applies and we have E~* = 0. Therefore, along with Lemma 
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3, we have for each k = 1, ... , N: 
n n n n 
LLrfxfj = LL efj(Xij)xfj- E~ 
i=lj=l i=lj= l 
Then, proceeding as in Theorem 1, we can replace the original objective function (5.18) 
and have the following new problem formulation to determine xfj* for all i, j E N and 
k = 1, ... , N: 
min 
Xjj , i ,jEN 
n n N 
L L L ( Ti~(xij) + efj(xij)gxfj ) 
i=l j=l k= l 
s.t. for each k E {1, ... , N} : 
L xfj - L xji = bi, for each i E N 
jEO(i) jEI(i) 
b1 = 1, bn = -1 , bi = 0, fori-::/= 1,n 
xfj E {0, 1} 
(5.25) 
Since the objective function is no longer necessarily linear in xt, (5.25) cannot be further 
simplified into a linear programming problem as in Theorem 1. Solving this problem heavily 
depends on the dimensionality of the network and the number of subfiows. Nonetheless, 
from the transformed formulation above, we are still able to separate the determination 
of routing variables xt from recharging amounts rf. Similar to the single-vehicle case, 
once the routes are determined, we can obtain any rf satisfying the energy constraints 
(5.21)-(5.22) such that E~ = 0, thus preserving the optimality of the objective value. To 
further determine rf*, we can introduce a second level optimization problem similar to the 
single-vehicle case. Next , we will present an alternative formulation for the original problem 
(5. 18)-(5.23) which leads to a computationally simpler solution approach. 
5.2.2 Alternative flow control formulation 
We begin by relaxing the binary variables in (5.23), 1.e., letting 0 S xt S 1. Thus, we 
switch our attention from determining a single path for any subfiow k to several possible 
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paths by treating xfj as the normalized vehicle flow on arc (i,j) for the kth subflow. This 
is in line with many network routing a lgorithms in which fractions Xij of entities are routed 
from a node ito a neighboring node j using appropriate schemes ensuring that , in the long 
term, the fraction of entities routed on ( i, j) is indeed Xij. Following this relaxation, the 
objective function in (5.18) is changed to: 
mln 
Xjj, i,jEN 
n n N n N 
L L LTi~(xij) + L L rfg 
i = l j = l k=l i=l k=l 
Moreover, the energy constraint (5.21) no longer holds. Instead, we capture the relationship 
between the energy associated with subflow k and the vehicle flow as follows: 
(5.26) 
(5.27) 
Here, Et represents the energy value associated with the vehicle flow xfj; therefore, the 
constraint (5.22) becomes Et 2': 0. In (5.26), the energy values of different vehicle flows 
are aggregated at each node, and the energy corresponding to each subflow exiting a node, 
Et, is proportional to the corresponding fraction of vehicle flows, as expressed in (5.27). 
Clearly, this aggregation of energy leads to an approximation, since one specific vehicle flow 
may need to be recharged in order to reach the next node in its path, whereas another 
might have enough energy without being recharged. Thus, we will view this approach as 
an approximation of solutions of the original problem (5.18)-(5.23) with several numerically 
based comparisons provided in the next section. 
Adopting this formulation with xfj E [0, 1] instead of xfj E {0, 1 }, we obtain the following 
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simpler nonlinear programming problem (NLP): 
n n N n N 
min 
Xjj ,q , i,jEN LLLTi~(Xij) + LLrfg 
i = l j = l k=l i= l k=l 
s.t. for each k E {1, ... , N} : 
L xfj - L xji = bi, for each i E N 
jEO(i) jEI(i) 
b1 = 1, bn = -1 , bi = 0, for i of. 1, n 
[ L (E~i- e~i(xij)) + rf]· I: xt k = Et hE I ( i) h E I ( i) X hi 
(5.28) 
(5.29) 
(5.30) 
(5.31) 
(5.32) 
(5.33) 
As in our previous analysis, we are able to eliminate ri from the objective function in (5.28) 
as follows. 
Lemma 5: For each subfiow k = 1, . .. , N, 
n n n 
Lrf = LL efj(Xij) + L Efn- L E~i 
i=l i=l j = l iEI(n) iEO(l) 
Proof : Summing (5.30) over all i = 1, . . . , n gives 
n n n n 
I:rf = LL efj(Xij) + L L Et 
i=l i=l j=l i = l jEO(i) 
n 
-I: L E~i 
i=l hEI(i) 
and using (5.29),(5.31), we get 
n n n 
L rf = LL efj(Xij) + L Efn- L E~i 
i=l i=l j=l iEI(n) iEO(l) 
which proves the lemma. • 
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Similar to Lemma 3, we can easily see that if L:;i rf* > 0 under an optimal routing 
policy, then L:;iEI(n) E[; = 0. In addition, L:;iEO(l) E~i = E~, which is given. We can now 
transform the objective function (5.28) into: 
Therefore, we can determine the optimal routes xt* by solving the following NLP: 
m1n 
Xij 
i,jEN 
s.t. for each k E {1, ... , N} : 
L xfj - L xJi = bi, for each i E N 
jEO(i) jEI(i) 
b1 = 1, bn = -1, bi = 0, fori -j. 1, n 
0 < Xk · < 1 
- ~J-
(5.34) 
The values of rf, i = 1, ... , n, k = 1, ... , N, can be determined so as to satisfy the energy 
constraints (5.30)-(5.32), and they are obviously not unique. We may then proceed with 
a second-level optimization problem to determine optimal values similar to Section 5.1.2. 
Note that this alternative formulation is exactly the NLP relaxation of the MINLP problem 
(5.25), which can also provide a lower bound of the optimal objective value. 
5.2.3 Numerical Examples 
We consider a specific example which includes traffic congestion and energy consumption 
functions. In (Ho and Ioannou, 1996), the relationship between the speed and density of a 
vehicle flow is estimated as 
(5.35) 
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where v1 is the reference speed on the road without traffic, k(t) represents the density 
of vehicles on the road at time t and kjam the saturated density for a traffic jam. The 
parameters p and q are empirically identified for actual traffic flows. In our multi-vehicle 
routing problem, we are interested in the relationship between the density of the vehicle flow 
and traveling time on an arc ( i, j) , i.e ., Ti~ (xij ). Given a network topology (i.e., a road map) , 
the distances d ij between nodes are known. Moreover, we do not include uncontrollable 
vehicle flows in our example for simplicity. In our approach, we need to identify N subflows 
and we do so by evenly dividing the entire vehicle inflow into N subflows, each of which 
has R /N vehicles per unit time. Thus, kjam in this case can be set as N, implying that 
we do not want all vehicles to go through the same path, hence the the arc ( i, j) density is 
Lk xrj. Therefore, the time subflow k spends on arc ( i, j) becomes 
As for ef1(xij) , we assume the energy consumption rates of subflows on arc (i,j) are all 
identical, proportional to the distance between nodes i and j, giving 
Therefore, we are to solve the multi-vehicle routing problem using (5.25) which in this case 
becomes: 
min 
k 
xij 
i ,jEN 
(5.36) 
s.t . for each k E {1, ... , N} : 
2:::: xf1 - 2:::: xJi = bi, for each i EN 
jEO(i) jEI(i) 
b1 = 1, bn = -1 , bi = 0, fori# 1,n 
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Table 5.4: dij values for network of Fig. 5·1 (miles) 
I at2 I g:2 I a+5 I 3~g I ag4 I 3:~ I ~~~ I a~7 I a67 I a~7 I 
For simplicity, we let VJ = 1 mile/min, R = 1 vehicle/min, p = 2, q = 2 and e · g = 1. 
The network topology used is that of Fig.5·1, where the distance of each arc is shown in 
Tab. 5.4. To solve the nonlinear binary programming problem (5.36) , we use the nonlinear 
optimization solver Knitro (Ziena Optimization Inc. and Tomlab Optimization, 2007). The 
results are shown in Tab. 5.5 for different values of N = 1, ... , 12. As shown in Tab. 5.5, 
vehicles are mainly distributed through three routes and the traffic congestion effect makes 
the flow distribution differ from following the shortest path. As mentioned earlier, since 
this is a nonlinear integer programming problem, whether we can get a reliable solution 
using the solver heavily depends on the dimensionality of the problem. The number of 
decision variables (hence, the solution search space) rapidly increases with the number of 
subfiows. We have found that when the number of subfiows is N > 12, the solver is unable 
to give a solution. However, looking at Fig. 5·5 which gives the performance in terms 
of our objective function in (5.36) as a function of the number of subfiows, observe that 
the optimal objective value quickly converges around N = 8. Thus, even though the best 
solution is found when N = 12, a near-optimal solution can be determined under a small 
number of subfiows. 
Next, we obtain a solution to the same problem (5.36) using the alternative NLP for-
mulation (5.34) where 0 :S: xfj :S: 1. Since in this example all subfiows are identical, we can 
further combine all xfj over each arc ( i, j), which leads to the following N -subfiow relaxed 
problem: 
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Table 5.5: numerical results for sample problem 
routes 
routes 
routes 
routes 
1 
(1 -----7 4 -----7 7) X 2 
(1 -----7 2 -----7 3 -----7 7) X 2 
1-----?5-----?6-----?7 
min 
Xij , i,jEN 
s.t. L Xij - L Xji = bi , for each i EN 
j EO(i) jEI(i) 
b1 = 1, bn = -1, bi = 0, fori -:f. 1, n 
O<x·< 1 
- 2]-
x2 
x 2 
x3 
x2 
x 3 
x3 
(5.37) 
This is a relatively easy to solve NLP problem. Using the same parameter settings as before, 
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38.-----~----~----~------~----, 
37 
31 2~----~4------~6 ----~8------1~0----~12 
the number of subftows 
F igure 5 ·5: Performance as a function of N (No. of subflows) 
Table 5.6: Numerical results for different values of e · g 
e·g total t ime time on paths time at statwns optimal routes 
31 .53%: 1 -f 2 -f 3 -f 7) 
34.10%: 1 -f 4 -f 7) 
0.1 18.9417 17.5471 1.3946 28.58%: 1 -f5-f6-f7 
5.78%: 1-f4-f6-f7 
1.14%: 1-f2-f4-f7 
31. 73(0 : 1-f2-f3-f7 
1 31.4465 17.5791 13.8674 35.88%: 1 -f 4 -f 7) 27.95%: 1-f5-f6-f7 
4.4%: 1-f4-f6-f7 
32.35%: 1-f2-f3-f7 
10 154.4777 19.4510 135.0267 49.63%: 1 -f 4 -f 7) 
18.02%: 1 -f 5 -f 6 -f 7) 
we obtain the objective value of 31.4465 mins and the optimal routes are: 
35.88% of the vehicle flow: (1 -f 4 -f 7) 
31.73% of the vehicle flow: (1 -f 2 -f 3 --t 7) 
27.95% of the vehicle flow: (1 -f 5 -f 6 -f 7) 
4.44% of the vehicle flow: (1 -f 4 -f 6 -f 7) 
Compared to the best solution (N = 12) in Tab. 5.5 and Fig. 5·5 , the difference in 
objective values between the integer and relaxed solutions is about 0.2%. This supports 
the effectiveness of a solution based on a limited number of subflows in the MINLP prob-
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lem. In contrast, we simulate the vehicle routing problem on the discrete event simulator, 
MATLAB/SimEvents (Mathworks, ), where the vehicle arrivals to the source are randomly 
generated with a random initial energy. The routing for each vehicle at each node is round-
robin while the recharging amount of the vehicle is just adequate to reach the next node. 
The objective value of such an uncontrolled routing policy is 38.524 mins, compared to our 
optimal policy which gave 31.4465 mins, an improvement of 24.27%. 
Finally, we have also explored more topologically complicated examples. For a network 
with 13 nodes and 20 arcs, the solver can only handle up to 6 subflows, whereas we are able 
to handle substantially larger problems using the alternative NLP formulation (5 .34). In 
all cases for which the MINLP solver provides solutions, the difference in optimal objective 
values from the relaxed formulation is 0.89%. 
Once we determine the optimal routes, we can also ascertain the total time spent trav-
eling and recharging respectively, i.e., the first and second terms in (5.36). Obviously the 
value of e · g, which captures the recharging speed, determines the proportion of traveling 
and recharging amount as well as the route selection. As shown in Tab. 5.6 , the larger the 
product e · g is, the slower the recharging speed, therefore the more weighted the recharging 
time in the objective function becomes. In this case, flows tend to select shortest paths 
in terms of energy consumption . Conversely, if the recharging speed is fast, the routes are 
selected to prioritize the traveling time on paths. 
5.3 Summary 
We have introduced energy constraints into the vehicle routing problem, and developed 
a problem formulation for minimizing t he total elapsed time for vehicles to reach their 
destinations by determining routes as well as recharging amounts when the vehicles do 
not have adequate energy for the entire journey. For a single vehicle, we have shown 
how to decompose this problem into two simpler problems. For a multi-vehicle problem, 
where traffic congestion effects are considered, we used a similar approach by aggregating 
vehicles into subflows and seeking optimal routing decisions for each such subflow. We 
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also developed an alternative flow-based formulation which yields approximate solutions. 
Numerical examples to date show that these solutions are near-optimal and can be used 
in problems of large dimensionality. We have also found that a low number of subflows 
is adequate for near-optimal solutions, making the multi-subflow strategy promising. The 
comparison between the simulation results of an uncontrolled policy and the optimal policy 
shows the effectiveness of our proposed method. 
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Chapter 6 
Conclusions and Future Work 
6.1 Conclusions 
We have investigated two aspects and four topics in total in the area of power management 
of BPSs, and we have seen optimistic results from applying control and optimization. First, 
in the study of energy-aware non-ideal battery systems, including single-battery systems 
and multi-battery systems, the main idea behind is to better extract the discharge and 
recharge behaviors of batteries in order to achieve optimal performance for a general BPS. 
The major vehicle to investigate the non-ideal battery systems is the KBM. 
In the single-battery systems, we use the KBM to study the problem of optimally con-
trolling how to discharge and recharge a non-ideal battery so as to maximize the work it can 
perform over a given time period [0, T] and still maintain a desired final energy level. Under 
the assumption that the discharge and recharge processes cannot occur simultaneously and 
the battery can be recharged at any time in [0, T], the solution to this problem is shown 
to be of bang-bang type with the battery always in recharging mode during the last part 
of the interval. When T > T* , where T* is some critical value we can explicitly deter-
mine, the optimal policy was shown to include chattering, unless we relax the constraint 
that recharging is only possible when discharging is inactive . When rechargeability is only 
feasible at certain intervals within [0, T], we have studied a three-interval optimal control 
problem and shown that it can be transformed into a nonlinear optimization problem which 
we can explicitly solve. 
Moreover, in order to verify the generality of the properties of the single-battery systems 
achieved based on the KBM, we first investigate the connection between the KBM and 
Zhangs model. The derivations show that a simplified version of Zhangs model by reducing 
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the orders is equivalent to a special case of the KBM. Along this line, we employ Zhangs 
model in the same single-battery output maximization problem. The corresponding solution 
is shown to have the same structure as the one based on the KBM, thus verifying the 
effectiveness of our study on battery performance. 
However, this line of research opens up a number of questions and open problems. First 
of all, finding a good modeling framework for non-ideal batteries remains a challenge given 
that it must be sufficiently accurate while still suitable for real-time control. Although 
the KBM is an attractive model, alternatives to it have also been proposed, as mentioned 
in the Introduction, and it is fair to ask whether our optimal control analysis applies to 
such models. It is true that to address this issue, we have used Zhang's model to verify 
the generality of the results based on the KBM, but a rigorous analysis is still lacking to 
confirm that the optimal control structure we have found applies to other battery models. 
Along similar lines, if an explicit solution is to be found, the battery parameter values are 
required, which entails a model identification process. 
When it comes to the multi-battery systems, motivated by the results of single-battery 
systems, the KBM is used to study the problem of optimally controlling the discharge and 
recharge processes of multiple non-ideal batteries so as to maximize the minimum residual 
energy among all batteries at the end of a given time period [0, T] while performing a 
prescribed amount of work Q over this period. Using the COV to analyze the optimal 
control problem, we have shown that the optimal policy has the property that the residual 
energies of all batteries are equal at T as long as such a policy is feasible. This helps 
transform the original max-min optimization problem to a more standard optimal control 
problem with terminal state constraints. Moreover, through the analysis of the N = 2 
case exploiting this property, we can characterize the optimal policy and show that it is 
generally not unique. We were also able to extend our analysis to the general N 2 2 case 
through a state aggregation approach and obtain explicit expressions for two possible types 
of solutions characterized by associated necessary and sufficient conditions on the initial 
battery energy levels. On the other hand, the success of the introduction of the KBM into 
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the lifetime maximization problem in WSNs shows the applicability of the KBM to the 
large-scale network systems. Admittedly, since all the results are based on the KBM, we 
have the same issue of generality as in the study of single-battery systems. 
The second part of the dissertation (Chapters 4 and 5) presents our study of energy-
aware BPV systems. We start with investigating the EVs' behaviors by two optimal motion 
control problems, i.e., a cruising range maximization problem and a vehicular traveling time 
minimization. Although the intricate state dynamics of the problems require resorting to 
numerical solutions, they do serve to formulate approximate solution structures so as to 
transform the original difficult optimal control problems into simpler nonlinear parametric 
optimization problems. While for the first problem the solution turns out to involve practi-
cally unrealistic optimal parameter settings, for the second problem the solution does give 
an optimal strategy with reasonable settings. Moreover, the approximate solutions possess 
a much simpler structure while preserving accuracy. After the lower-level study of BPVs, 
we conduct our research to vehicle routing in networks with charging stations. We have 
introduced energy constraints into the vehicle routing problem, and developed a MINLP 
problem for minimizing the total elapsed time for vehicles to reach their destinations by 
determining routes as well as recharging amounts when the vehicles do not have adequate 
energy for the entire journey. For a single vehicle, we have shown how to decompose this 
problem into two simpler problems. For a multi-vehicle problem, where traffic congestion 
effects are considered, we used a similar approach by aggregating vehicles into subfiows and 
seeking optimal routing decisions for each such subfiow. We also developed an alternative 
flow-based formulation which yields approximate solutions. Numerical examples to date 
show that these solutions are near-optimal and can be used in problems of large dimen-
sionality. We have also found that a low number of subfiows is adequate for near-optimal 
solutions, making the multi-subfiow strategy promising. 
6.2 Future Work Directions 
6.2.1 Non-ideal battery systems 
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For the future work on non-ideal battery systems, the first is to extend the partial recharge-
ability case in Section 2.3 to settings where the recharge-feasible intervals are stochastic in 
nature (e.g., for solar recharging). In Section 2.3, we only tackle the partial rechargeability 
case with the assumption that the rechargeable period is deterministic and known in ad-
vance, however, which is not true in many cases. In the stochastic setting, the determination 
of the switching times will depend on the statistics of intervals. 
Moreover, the problem is formulated in continuous-time systems, where both load tasks 
and controls are continuous. We are also interested in cases where a battery processes 
discrete tasks, as opposed to modeling its operation through flows. To make the problem 
more complicated but more interesting, the task arrivals could be stochastic. Then a dy-
namical battery resting control for recharging could be explored from a power management 
standpoint. 
On the other hand, the extension is to study the stochastic battery models. As men-
tioned in Section 1.3.4, the number of states in the stochastic battery models is so large 
that it is almost impossible to achieve any analytical results. However, as an accurate non-
ideal battery model (taking into account both the rate capacity effect and recovery effect) 
described by a Markov chain, it is worthy of more efforts on its application from a control 
system perspective. For example, in terms of the model's transition probabilities for dis-
charging and recharging in those diagrams shown in Fig. 1.3, we might control discharge or 
recharge current to affect the evolution of the Markov chain so as to optimize the battery 
performance. 
6.2.2 Energy-aware BPV systems 
For energy-aware BPV systems, the research on the optimal motion control of EV s opens 
up a wide spectrum of extensions. With the approximate simple solution structure for both 
problems, we can integrate the EVPCM into a number of problems including vehicular 
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routing, charging station deployment and EV to smart grid (V2G) charging scheduling, 
where either EV traveling time or distance are metrics to optimize over. 
For the vehicle routing problem with energy constraints, we have yet to introduce more 
characteristics into the charging stations. So far, we assume all the charging stations are 
identical in terms of the recharging speed and no queueing issues , which is not true in reality. 
If different characteristics of charging stations, such as recharging speeds and queueing 
capacities are considered, both the single-vehicle case and multi-vehicle case will be affected 
in that the current decomposition method might not work anymore. 
In addition, extensions can be explored into stochastic vehicle flows. In multi-vehicle 
routing case, we assume all the vehicle subflows include the same type of homogeneous 
vehicles and recharge decisions are all the same so that we only consider energy recharging 
at the subflow level rather than individual vehicles. However, in reality, vehicles usually 
come in different orders and have their own recharging decisions. The future work can be 
focused on the scenario that the types of vehicles in each vehicle flow are random, requiring 
the recharging amounts specified to individual vehicles. Or the routing policies of vehicle 
flows are stochastic, in which case the control is concentrated on recharging amounts to 
each flow. 
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Appendix A 
Discrete Event Simulation Based on SimEvents 
In this section we provide the SimEvents simulation diagrams for the simulation results 
discussed in Section 5.2.3. In Section 5.2.3, in order to verify the effectiveness of our 
proposed optimal policy for multi-vehicle routing problem, we conduct simulations on the 
discrete event simulator, SimEvents. In the simulation, we use the same 7-node sample 
network as in Fig. 5.1. Instead of treating vehicles as flows, we investigate each individual 
vehicle in the network. Each vehicle is modeled as an entity. The vehicle arrivals to the 
source node are randomly generated with a random initial energy. At each node, the routing 
for each vehicle to next downstream node is round-robin, which is expressed as in Fig. A·l 
(Any other routing rules can be selected at the output switch block.) More specifically, the 
,---~JConn2 Conn1 
link23 
link 12 
c__-~JConn2 Connl 
link24 
Figure A·l: The SimEvents model for a routing structure 
sample network is modeled by link-based design. Each link is modeled as in Fig. A·2, where 
the "Set Attribute" block is used to update the vehicle's energy and time consumption, the 
FIFO queue represents the vehicles on the specific path and the "MATLAB Function" 
calculates the energy and time consumption. Provided that only one vehicle exits the path 
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at a time, the single server executes the traveling time of each vehicle, which derives from 
the "Set Attribute" block. The model of the entire 7-node network is shown in Fig. A·3. 
Conn2 
'IN ~OUTr 1 ~e f~) ------~·£2 
Single Sarver time. consumption 
Figure A·2: The diagram for each link in the sample network 
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Figure A·3: The entire diagram for a 7-node sample network in SimEvents 
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