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Abstract—We study different joint equalization and decod-
ing schemes for two-dimensional intersymbol interference (ISI)
channels vis-` a-vis their performance and computational com-
plexity. Three detection schemes are considered; two of these
three schemes perform sum-product message-passing on different
factor graph representations of the channel ISI and the third
one uses a minimum mean-square-error (MMSE) equalizer. One
of the two factor graph representations considered is kernel-
based and the other is state-based. Sum-product message-passing
on the state-based representation is equivalent to a multi-
track version of the BCJR algorithm. Low-density parity-check
(LDPC) codes are used for error-correction. Simulations show
that the two message-passing based schemes have almost identical
performance. The MMSE-LDPC scheme, even though it has
much lower complexity than the message-passing based schemes,
performs nearly as well.
I. INTRODUCTION
Two-dimensional intersymbol interference (ISI) channels
have received a lot of attention lately. The primary reason
for this is the emergence of two-dimensional paradigms for
data storage. Current prevalent data storage technologies are
either magnetic or optical. Where magnetic recording has
made ultra-high density storage possible, optical storage has
provided an affordable, portable medium for data storage
and dissemination. However, it is well-known that current
storage technologies, that are inherently one-dimensional, are
restricted by physical limits which will prevent them from
keeping up with the ever-increasing demands for data stor-
age. Superparamagnetism is, and has been for a long time,
a major concern for longitudinal magnetic recording. The
recently announced blu-ray disk uses a blue-violet laser with a
wavelength that is almost at the lower end of the visible light
spectrum; storage capacity for optical recording has increased
(partly) by switching from using infra-red (CD) to red (DVD)
to blue-violet (blu-ray disc) lasers and sustaining this trend
is going to become more and more challenging. Factors like
this, and many others, have motivated research into alternate
storage technologies. Perpendicular magnetic recording has
shown a lot of promise in this regard. However, a promising
development (and perhaps the long-term solution) is the shift
in research focus in the storage industry towards developing a
two-dimensional paradigm for storage.
The principle underlying two-dimensional storage is simple:
since the storage medium is two-dimensional it makes sense to
store data in a manner that utilizes both dimensions. Current
storage technologies utilize the second dimension only loosely;
data is stored in concentric tracks and adjacent tracks are
separated by a guard band which reduces the area available
for storing data. The two-dimensional storage paradigm is
being applied to both magnetic and optical recording and the
results, although preliminary, are quite encouraging. Patterned
magnetic media, in which information is stored in isolated
single grain islands, make areal densities on the order of
1012bits=in2 feasible, which is far beyond the limits of
conventional magnetic recording. The two-dimensional optical
storage (TwoDOS) paradigm involves storing data in a “broad”
spiral on the disc. Each revolution of the spiral (a track)
contains multiple rows of bits (typically 11) stacked together.
Doing this allows storage capacities up to twice that of the
blu-ray disc while using the same optics.
However, the increase in storage capacity by using a two-
dimensional paradigm comes at a price. Due to the two-
dimensional nature of storage, the ISI during the readback
process is also two-dimensional. Conventional recording tech-
nologies like magnetic hard disks and DVDs have one-
dimensional ISI for which many low-complexity schemes exist
for detection. Partial response maximum-likelihood (PRML)
decoding is one such scheme that has proved highly successful,
especially for magnetic recording. Extending PRML to two
dimensions is not straightforward since the Viterbi algorithm,
which is used for maximum-likelihood decoding, becomes
computationally intractable in two dimensions, as does the
BCJR algorithm. In fact, in a recent paper Ordentlich and
Roth have shown that the problem of maximum-likelihood
sequence detection for two-dimensional ISI channels is NP-
complete [1]. This motivates the need for new methods to
combat two-dimensional ISI. Besides advanced storage tech-
nologies, multi-user communication scenarios, like cellular
communication or optical communication systems employingdense wavelength-division multiplexing, also have situations
where two-dimensional ISI is prevalent.
The importance of two-dimensional ISI channels can also
be gauged by the amount of research being carried out to
develop decoding algorithms for such channels. Currently
many schemes exist that have had varying degrees of success
in dealing with two-dimensional ISI [2]-[15]. These schemes
range from using two one-dimensional detectors, one for
each dimension of the ISI to using simple two-dimensional
minimum mean-square-error (MMSE) equalizers to the use of
more sophisticated ideas, like message-passing. The schemes
proposed by Singla et al. [10]-[13] consider using error-
control coding in conjunction with the equalization schemes
and show that signiﬁcant improvement in performance can be
obtained by doing so. In this paper we study the application
of three different joint equalization and decoding schemes
for two-dimensional ISI channels vis-` a-vis their performance
and computational complexity. Two of the schemes involve
performing sum-product message-passing on two different
joint code/channel factor graphs that represent the underlying
system. The third scheme uses an MMSE equalizer and an
error-control code in an iterative setting. The difference be-
tween the two factor graph based approaches is that one uses a
kernel-based representation of the channel and the other uses a
state-based [16] representation. Sum-product message-passing
on the state-based representation is equivalent to a multi-
track version of the BCJR algorithm. Low-density parity-check
(LDPC) codes are used for error-correction and in all the cases
their factor graph representation is kernel-based (commonly
referred to as the Tanner graph). These schemes are chosen
because they include both linear and nonlinear equalization
techniques. Due to its pervasiveness, MMSE equalization is
the logical choice for a linear equalization technique. The
two graphical representations are chosen because they are the
most commonly used graphical representations in error-control
coding. All the schemes compute either a bit-by-bit MMSE or
bit-by-bit MAP estimate of the data.
The rest of the paper is organized as follows. Section 2
describes the model that is used in this paper for the system
with two-dimensional ISI. Section 3 describes the three joint
equalization and decoding schemes. Simulation results and
complexity comparison for the three schemes are provided in
Section 4. Section 5 concludes the paper.
II. CHANNEL MODEL
The system is modeled as a discrete-time communication
system as shown in Fig. 1. The uncoded user data, a, is
encoded using the error-control code to obtain the encoded
data. The encoded data is arranged in a matrix, X, which is
typically rectangular. The user data and the encoded data are
assumed to be binary. For error correction we use LDPC coset
codes [17] with the code graph chosen uniformly at random
from the ensemble of regular graphs. Prior to transmission over
the channel the encoded data is modulated so that 0!1 and
1! ¡ 1. This corresponds to the two most popular forms of
recording: saturation recording on magnetic media or absence
and presence of pits on optical media. It also corresponds to a
communication system employing BPSK modulation. A guard
band of all ones is appended around the encoded data matrix.
The guard band is used for the initialization and termination
of our schemes. The guard band width is one less than the
extent of the ISI.
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Fig. 1. Equivalent discrete-time model for the system with two-dimensional
ISI.
The output of the channel is a blurred and noisy version
of the encoded data. W represents additive white Gaussian
noise (AWGN) with zero mean and variance ¾2
w. The ISI is
of course two-dimensional and assumed to be linear, although
this restriction can be relaxed. The channel output, R, is a
matrix with elements
r(i;j) =
L¡1 X
k1=0
L¡1 X
k2=0
x(i ¡ k1;j ¡ k2)h(k1;k2) + w(i;j); (1)
where L represents the number of elements over which the
ISI extends in each dimension; h = fh(k1;k2)
L¡1
k1;k2=0g is
the L£L ISI matrix also referred to as the channel point
spread function in recording; x(i;j) are the encoded data;
and w(i;j) are instances of the AWGN. The coefﬁcients of
the point spread function are assumed to be real. Note that,
without loss of generality, we are assuming a square point
spread function since it is always possible to pad any point
spread function with a sufﬁcient number of zeros to make
it square. After the data is received it is presented to the
receiver where it ﬁrst passes through an equalizer followed
by the decoding of the error-control code. The receiver is
iterative; that is, the equalizer and decoder exchange extrinsic
information and use it as a priori information for their
computations. This idea, ﬁrst applied in the decoding of turbo
codes, is the well-known turbo principle. In this paper we
consider only soft information exchange between the receiver
components. Typically, exchanging soft information improves
performance over exchanging hard information, albeit at the
price of increased communication cost between the equalizer
and the decoder.
III. JOINT EQUALIZATION AND DECODING ALGORITHMS
This section describes the three joint equalization and
decoding schemes for two-dimensional ISI channels. The
primary focus will be on the equalization part of the joint
schemes since the decoding of LDPC codes is standard and
well understood [16],[18],[19] and will be omitted here.A. Full Graph Algorithm
It is well-known now that the sum-product algorithm is an
algorithm that computes the marginals of a global function of
several variables [16]. The algorithm derives its computational
efﬁciency by exploiting the way in which the global function
factors into a product of local functions each of the which
depend only on a subset of the variables. For decoding, the
sum-product algorithm computes the bit-by-bit maximum a
posteriori (MAP) estimate of the codeword given the measured
data. In this case the global function under consideration is the
posterior probability of the encoded data given the measured
data, P(XjR). For our problem this joint probability can be
factored as follows;
Pr(XjR)/p(RjX)Pr(X)
/
Y
(i;j)
p(r(i;j)jfx(k;l) : (k;l)2N(i;j)g)Pr(X);
where X and R are as deﬁned in the previous section; and
N(i;j) are the indices of all the bits that interfere with
x(i;j), including x(i;j). This factorization can be expressed
graphically by means of a factor graph. This graph has
three levels corresponding to the measurements (measured
data nodes), codeword bits (codeword bit nodes), and the
parity-check equations of the LDPC code (check nodes). The
codeword bit nodes are connected to the check nodes and
the measured data nodes via the parity-check matrix of the
LDPC code and the two-dimensional ISI, respectively. This is
commonly termed as the “kernel” representation of the system.
Performing sum-product message-passing on this “full graph”
allows computation of the MAP estimate of the codeword
bits given the measured data. The following message-passing
schedule is used: messages are passed from the codeword
bit nodes to the measured data nodes and back, then from
the codeword bit nodes to the check nodes and back. This
completes one iteration. The channel part of the full graph
has many length 4 cycles, as illustrated by Fig. 2 for a
2£2 ISI, hence the computed posterior probabilities are only
approximate [16].
B. Multi-Track BCJR
In certain cases it is seen that the introduction of hidden or
auxiliary variables can transform a factor graph with cycles
into one that is cycle-free. A well-known example of such a
transformation is the trellis. For one-dimensional ISI channels
this gives an alternate, cycle-free representation of the kernel-
based channel graph which otherwise has many short cycles
(when the ISI length is greater than 2). The channel in (1)
also has a state-based representation that is cycle-free if the
columns of X are considered to be state variables and the row
direction is considered as “time.” Denoting the ith column
of X as Xi, the state at time t for an L£L ISI is St =
(Xt¡L+1;Xt¡L+2;:::;Xt). Also let S0 be a known state
(determined by the known guard band), typically the all zeros
Fig. 2. The channel part of the full graph for a 2£2 ISI. The squares
and circles represent the measured data nodes and the codeword bit nodes,
respectively. The two-dimensional ISI introduces length 4 cycles in the graph
as shown by the bold lines. The check nodes (not shown) are connected to
the codeword bits nodes through the parity-check matrix of the LDPC code.
state. Then the joint posterior probability can be factored as
follows,
Pr(XjR;S0)/
n Y
t=1
p(RtjXt;St¡1)Pr(StjSt¡1); (2)
where n denotes the number of columns in the matrix R.
This factorization can be represented conveniently as a trellis
or as a Wiberg-type graph [20] which is just the factor graph
representation of a trellis. Sum-product message-passing can
then be performed on this graph to obtain the MAP estimate;
this is what the BCJR algorithm does. Since the factor graph
in this case is cycle-free the posterior probabilities will be
exact provided that the encoded bits are independent. This
would work well except that message-passing on this trellis
is computationally infeasible since the size of the state space
grows exponentially with the size of the data. For example,
for an n£n encoded (binary) data matrix and an L£L ISI
the number of states is 2nL. However, if instead of treating
an entire column as a state, we use only a ﬁxed number
of rows per column to deﬁne a state then we obtain a
computationally tractable version of the BCJR algorithm for
two-dimensional ISI channels. This is akin to the multi-track
version of the Viterbi algorithm proposed by Krishnamoor-
thi [?] and Weeks [14]. Marrow and Wolf [7] have proposed
an algorithm for detection on two-dimensional ISI channels
which is very similar to the multi-track BCJR algorithm.
However, none of the aforementioned papers consider the use
of error-control coding. As mentioned earlier, we want to studythe performance of the multi-track BCJR algorithm when used
with LDPC decoding.
Assuming that T tracks are processed simultaneously, the
multi-track BCJR algorithm proceeds as follows: at the kth
step the strip consisting of rows k ¡ T + 1 through k are
selected and a forward/backward sweep is performed on it.
This sweep uses the extrinsic information from the previously
decoded rows k ¡ T ¡ L + 2 through k ¡ T as-well-as the
extrinsic information of the LDPC decoder for the rows in
the strip. The extrinsic information from the previous rows
is used for computation of the branch probabilities. Recall
that the extrinsic information from the previous rows is soft,
so while calculating the branch probabilities the contribution
from the bits in the previous rows is averaged over all the
possible combinations (which are 2L(L ¡ 1) in this case).
After calculating the probabilities the algorithm moves to
the strip consisting of rows k + 1 ¡ T + 1 through k + 1
and performs a forward/backward sweep using extrinsic in-
formation from rows k ¡ T ¡ L + 3 through k ¡ T + 1 and
the extrinsic information of the LDPC decoder. This process
is continued till all the rows have been processed and then
extrinsic information is passed to the LDPC decoder. The
LDPC decoder uses the extrinsic information to initialize its
message-passing and after a ﬁxed number of iterations passes
its extrinsic information to the BCJR equalizer starting the next
iteration. Fig. 3 shows the Wiberg-type graph for the multi-
track BCJR algorithm that processes strips of 2 rows for a
2£2 ISI. The ﬁgure clearly shows the presence of length 4
cycles in the factor graph, thus the computed posteriors are
still only approximate.
Fig. 3. The Wiberg-type graph for the multi-track BCJR algorithm that
processes strips of 2 rows for a 2£2 ISI. The local functions (squares)
correspond to the trellis sections and are connected to the state variables
(ﬁlled circles), the codeword bits and the measured data (both represented as
empty circles).
C. MMSE-LDPC Decoding
T¨ uchler et al. [21] proposed soft-in soft-out MMSE based
equalizers for one-dimensional ISI channels and showed that
when used in an iterative scheme with error-control coding the
receiver performs almost as well as a receiver employing the
much more complex MAP (BCJR algorithm based) equalizer.
Singla and O’Sullivan [12] extended the work of T¨ uchler et al.
to two-dimensional ISI channels and showed that the MMSE
equalizer based scheme when used with LDPC decoding
performs very close to the full graph algorithm.
The MMSE equalizer computes the linear MMSE estimate
of the codeword bits using an N£N support which is usually
a little bigger than the size of the ISI, L£L. The estimate for
codeword bit x(i;j) is,
^ x(i;j)= E[x(i;j)] +
+
N X
l1;l2=¡N
³
^ r(i ¡ l1;j ¡ l2)
´
c(i;j : l1;l2); (3)
where E[¢] denotes the expectation operator; ^ r(¢;¢) denotes
the measured data with its mean subtracted; and fc(i;j :
l1;l2)gN
l1;l2=¡N are the MMSE ﬁlter coefﬁcients for bit x(i;j).
The ﬁlter coefﬁcients and the MMSE estimate are computed
using the channel model, the observed data, and the statistics
of the codeword bits. These statistics are computed using the
extrinsic information provided by the LDPC decoder. Hence
the equalizer recalculates its coefﬁcients and the MMSE esti-
mate every iteration. The decoding schedule involves compu-
tation of the MMSE estimate using the measured data and the
extrinsic information of the LDPC decoder. The equalizer then
passes its extrinsic information to the LDPC decoder which
uses it to initialize its message-passing and performs a ﬁxed
number of iterations before passing its extrinsic information
to the equalizer. This completes one iteration of decoding.
IV. RESULTS
In this section we present bit-error rate (BER) versus signal-
to-noise ratio (SNR) curves for the three joint equalization and
decoding schemes of the previous section. This is followed by
a comparison of the computational complexity of the three
schemes. For our simulations we use the following 3£3 point
spread function:
h =
0
@
0:074 0:184 0:074
0:184 0:918 0:184
0:074 0:184 0:074
1
A: (4)
The SNR is calculated as
SNR = 10¢log10
PL¡1
l1;l2=0 h2(l1;l2)
2c¾2
w
; (5)
where c is the rate of the LDPC code used.
The results after 5, 10, and 20 iterations are shown in
Figs. 4, 5, and 6, respectively. The LDPC code used is a block
length 10000, regular (3,6) code. The data are arranged in a
100£100 matrix prior to transmission over the channel. The
results are compared to the performance of the LDPC code on
an AWGN channel; this curve is labeled “LDPC No ISI” inthe ﬁgures. The multi-track BCJR algorithm considers 3 rows
simultaneously.
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Fig. 4. Comparison of the three schemes at the ﬁfth iteration.
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Fig. 5. Comparison of the three schemes at the tenth iteration.
Fig. 4 shows that the full graph algorithm has a poor starting
behavior whereas the BCJR-LDPC and the MMSE-LDPC
schemes have almost identical performance after 5 iterations.
Fig. 5 shows that after 10 iterations the performance of the full
graph algorithm improves vastly and is very close to that of the
MMSE-LDPC decoder, although still worse. The performance
of the BCJR-LDPC decoder is slightly better than that of the
MMSE-LDPC decoder. One can also see the onset of the
error-ﬂoor region in the BCJR-LDPC curve. Fig. 6 shows that
after 20 iterations the full graph algorithm has surpassed the
MMSE-LDPC algorithm and has almost the same performance
as the BCJR-LDPC algorithm. The BCJR-LDPC and full
graph schemes use different schedules to perform sum-product
message-passing on very loopy graphs representing the same
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Fig. 6. Comparison of the three schemes at the twentieth iteration.
system hence the performance is expected to be the same. The
performance of the full graph algorithm is about 1 dB worse
than the performance of the LDPC code. Looking across the
ﬁgures one can observe that the full graph algorithm perfor-
mance improves most signiﬁcantly whereas the performance
of the other two schemes improves marginally. This shows
that the full graph algorithm converges slower than the other
two schemes.
The performance trend can be understood by looking at
the complexity of the schemes. The complexity is determined
by the equalizer complexity only since the LDPC decoder is
common to all the schemes. For the full graph algorithm the
complexity is determined by the computation of the messages
from the measured data nodes to the codeword bit nodes. This
computation involves a sum over all the values assumed by
the set of neighboring bits of a particular codeword bit node.
For an L£L ISI each measured data node is connected to
L2 codeword bit nodes and since the data is assumed to be
binary, the number of values to be considered are 2L
2
. For
each combination a product is taken over all the neighboring
bits giving an overall complexity of the order of L22L
2
. In the
special case when the value of the measured data node depends
only on the sum of the values of the connected codeword bits,
for example memoryless channels and the channel model of
TwoDOS, the computation of the messages from the measured
data to codeword bit nodes can be done efﬁciently using
the BCJR algorithm [18], [11]. In this case the complexity
is reduced to L4. For the multi-track BCJR algorithm that
processes strips of T rows, the number of branches in the
trellis is 2LT, plus the algorithm also takes into account the
extrinsic information from the previous L¡1 rows, giving an
overall complexity of the order of 2L(L¡1+T). For the MMSE
equalizer the complexity is dominated by the computation of
the inverse of an N2£N2 matrix (recall that the ﬁlter has an
N£N support) thus the complexity is of the order of N6 [12].
N is chosen so that the support of the ﬁlter is of the order ofthe extent of the ISI, hence the complexity is of the order of
L6.
Comparing the complexities we see that the multi-track
BCJR algorithm is the most complex, followed by the full
graph algorithm and then the MMSE-LDPC scheme. Prelim-
inary simulations suggest that the performance of the BCJR-
LDPC algorithm surpasses that of the full graph algorithm
as we consider strips of more than 3 rows, however, the
exponential increase in complexity makes the use of more rows
very expensive. The MMSE-LDPC scheme has the lowest
complexity among the three schemes yet its performance is
very close to the message-passing based schemes.
V. CONCLUSION
We studied three different joint equalization and decod-
ing schemes for two-dimensional ISI channels. Two of the
schemes involve performing sum-product message-passing on
two different factor graphs that represent the underlying sys-
tem and the third scheme uses an MMSE equalizer. The
factor graph representations considered are a kernel-based
and a state-based representation of the channel ISI. Sum-
product message-passing on the state-based representation is
equivalent to a multi-track version of the BCJR algorithm. The
schemes are compared with respect to their BER versus SNR
performance and computational complexity. Simulations show
that the schemes based on message-passing have nearly the
same performance. They achieve the same BER as the LDPC
code on an AWGN channel (no ISI) with less than a dB loss in
SNR for the point spread function of (4). The MMSE-LDPC
algorithm has a much lower complexity than the message-
passing based algorithms yet it has comparable performance.
Preliminary results suggest that using strips of more than 3
rows in the multi-track BCJR algorithm improves the perfor-
mance even further. However, even then the performance is
worse than that of the LDPC code. It is clear that message-
passing algorithms are the way to go in order to ultimately
achieve the capacity on ISI channels with bounded computa-
tional complexity. What is not clear, however, is whether this
requires considering alternate graphical representations of the
system or alternate message-passing algorithms or perhaps a
combination of the two.
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