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Abstract
In this article we will discuss a few aspects of the spacetime description of fields and particles. In Section:I
we will demonstrate that a line is not just a collection of points and we will have to introduce one-dimensional
line intervals as fundamental geometric elements. Similar discussions are valid for area and volume elements.
In Section:II we will discuss an improved proof of the Poisson’s equation. We will show that the self energy
of a point charge is zero in the potential approach to evaluate it. In Section:III we will discuss a few aspects
of the equivalence of the Schwarzschild coordinates and the Kruskal-Szekeres coordinates. In Section:IV we
will make a few comments on general physics including STR and Hydrodynamics.
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2I. GEOMETRIC CONTINUITY AND COORDINATIZATION
In this section we will review a few basic concepts of geometry and coordinatization [1]. We will first give
a precise definition of geometric continuity based on the concepts of homogeneity and extension. We will
demonstrate that a line-element, a geometric continuum of one-dimension can not be a collection of points.
Line-elements, area-elements and volume-elements are as fundamental as points. It follows naturally that
an area-element can not be described as a collection of line-elements. This leads to a reformulation of the
definition of dimension for a geometric continuum. We will consider the fact that real numbers form a dense
set: for real numbers only the concept of ”two numbers separated by an interval” or “two numbers are same”
have meaning but “two numbers adjacent” is not defined. We will illustrate the relationship of these two
aspects in the context of coordinatization. We will also state a corresponding version of the completeness of
the real numbers. The definition of geometric continuity as given in this article raises the question whether
time is a geometric continuum. We will briefly address this issue through the conceptual foundations of
the General Theory of Relativity. We will also discuss in brief the relationships of these aspects and the
three spatial dimension with the the kinematical and dynamical properties of the Elementary particles and
Electromagnetic fields. We will conclude this section with a few consequences.
In this section we will demonstrate that a line-element is not a collection of points. Line-elements, area-
elements and volume-elements are as fundamental as points. We will consider the proposition similar to the
fact that rational numbers form a dense set: for real numbers only the concept of ”two numbers separated
by an interval” or “two numbers are same” have meaning but “two numbers adjacent” is not defined. We
will illustrate the relationship of these two aspects in the context of coordinatization.
The concept of geometric continuity should be based on two aspects: extension and homogeneity (more
properly uniformity). An elementary particle, a tree if we neglect microscopic non-homogeneities, space and
space-time (we will illustrate this example later) are examples of geometric continuum. In the most broad
sense geometric continuity is distinguished according to dimension. An elementary particle, an electron, is a
three dimensional geometrical continuum. If we consider a plane passing through the center of the electron
(an equatorial cross-section) and shrink the transverse geometric extensions to zero we get a two-dimensional
geometric continuum: a disk. If we consider a diameter of the disk and shrink the transverse extensions
along the disk to zero we get a one-dimensional geometric continuity: a line. This definition of dimension
is different from the conventional definition in terms of possible linear motion of point particles [2] but is
proper as we will illustrate later. A point is a geometric object with zero extension. Thus whatever may be
the amount of content (cardinality), a collection of points can not give a geometric continuum, a geometric
object with finite homogeneous extension. We can illustrate this aspect in the context of the infinite straight
line, a geometric continuum of one dimension. The one-dimensional homogeneous extension of a line-element
on the straight line is characterized through the concept of length. Qualitatively, length characterizes finite
homogeneous extension in one-dimension and also ordering of points with respect to a given point chosen
as origin. Quantitatively, length gives a coordinatization scheme characterizing line-intervals with a given
line-interval chosen as unity. We will illustrate this aspect later. Thus, whatever may be the cardinality,
a collection of zero-length points can not give a finite-length one-dimensional line. Also a homogeneous
collection of points give us a single point as the length of a point is zero. We can illustrate this aspect in the
following way:
We consider a homogeneous linear array of marbles touching each other. If we now shrink the volume of
each marble keeping them in contact (so that the array is always homogeneous) then in the limit that the
volume of the marbles is zero we will get a single point.
These discussions lead us to conclude that a line-element is not just a collection of points but is a fun-
damental geometric object. Similar arguments lead us to conclude that area-elements (two-dimensional
geometric continuums) and volume-elements (three-dimensional geometric continuum) are fundamental geo-
metric objects and we can not obtain points without breaking the continuum geometry. To illustrate, let us
consider a square, a geometric continuum of two dimension. We can not consider the square to be a collection
of straight lines parallel to the base as each straight line has zero transverse extension and arguments similar
to as above apply.
We will now discuss the concept of coordinatization which is an ordering process through length with
respect to a point chosen as the origin. In the conventional scheme the infinite straight line is considered
to be a collection of points and real numbers should have a one-to-one relationship with the points to give
a proper ordering. In the context of the discussions given in the preceding paragraph, this scheme can not
work as we can not arrange, according to length from a given point, a collection of points homogeneously
each of which is of zero length. We have also illustrated earlier that a homogeneous collection of points give
us a single point. A plane is a two dimensional object and any point on the plane can be characterized, as
we will illustrate, through the choice of two intersecting lines on the plane and constructing a coordinate
3system defined in terms of intervals with respect to the point of intersection.
We now consider the concept of coordinatizationmore precisely. As we have discussed earlier line intervals
as fundamental geometrical entities to form lines which are geometric continuum of one dimension.
We define a dense set to be a set with an ordering such that there exist an element between any two
distinct elements of the set. We will now prove that the real numbers form a dense set [3,4]. That is for
real numbers only the concept of ”two numbers separated by an interval” or “two numbers coincident” have
meaning but “two numbers adjacent” is not defined. That is for any two real numbers we can always find a
real numbers lying between the two.
Firstly, the two representations of 0.1, 0.0999....... (where all the decimal places starting from the 2-nd are
9) and 0.1 are same as any number added to 0.0999....... gives a number greater than 0.1 and any number
subtracted from 0.1 gives gives a number less than 0.0999........ This two representations also gives us the
same result if add/subtract a number with/from both the numbers.
An arbitrary real rational number may be expressed as r = n.x1x2x3............xp, where n is an integer,
xi = 0, ..., 9 for i < p, xj = 0 for j > p, p may be arbitrarily large but finite and xp 6= 0, i.e., the
sequence of the decimal places is finite. Whereas an irrational number and a recurrent decimal is given
by: ir = n.x1x2x3............ where all the decimal places are significant. We will consider r, ir > 0 in the
following section.
We now prove the following proposition:
For real numbers only the concept of ”two numbers separated by an interval” or “two numbers coincident”
have meaning but “two numbers adjacent” is not defined. That is given any two real numbers we can always
find a real numbers lying between the two.
If r is an integer (> 0) andM = r.x1x2x3............xp, with all but xp (= 1) are zero and p may be arbitrarily
large, then the number of decimal places having value zero before xp = 1 can be increased arbitrarily to
construct a number less than M and closer to r and it is not possible to define a number to be adjacent to r.
Similar will be the case for N = (r− 1).999......xi ,with all the decimal places up to xi are 9 for i arbitrarily
large, to construct a number greater than N and closer to r, i.e, the number of decimal places having value
9 can be increased arbitrarily and it is not possible to define a number to be adjacent to r. We can illustrate
this issue with the representations discussed before the proposition. The numbers r and (r− 1).999... where
all the decimal places are 9 equivalent. Thus we can form the number (r− 1).999......xi = 899.. and applying
arguments similar as above to the i-th decimal place we can show that it is not possible to define a number
adjacent to r. This is also same as subtractingM = 0.000............x=1 from r and applying arguments similar
to those discussed at the beginning of this paragraph.
Similar as above will be the arguments with (n ≥ 0) r = n.x1x2x3............xp, M = n.x1x2x3............xj (xi
same for both for 1 ≤ i ≤ p) with all xi (i > p) but xj (= 1) (j > i) are zero for j arbitrarily large and for
N = n.x1x2x3............yp999....xj with the p -th decimal place yp = xp − 1 and all xj for j arbitrarily large
are equal to 9.
For irrational numbers like (ir)1 =
√
2, π we can prove the proposition using the rational approximation
as considered in the standard literature. We can also apply the above arguments for recurrent decimals.
Following the constructions in the preceding paragraphs it is easy to show that between any two irrational
number there exist a rational or irrational number.
For r ≤ 0 the corresponding arguments to prove that “two numbers are adjacent” is not defined are very
similar as in the preceding paragraphs.
These arguments together with the completeness of the Decimal number system (in the context of number
systems) prove the above proposition.
We now consider a few aspects about irrational numbers defined in the conventional way. If we represent
irrational numbers in terms of nested families of closed intervals [2,3] with rational boundaries then we will
have to assign a corresponding non-zero length (as for Euclidean space length is same as the difference of the
rational boundaries) to the null rational interval representing a single point on the real line corresponding
to the irrational number and this is not well-defined. On the other hand we can assume that between two
rationals there exist a set of irrational numbers with forming a line-interval with continuum cardinality [5].
(This has some consequence for first countability of the real line as we will discuss at the end of this section)
We now consider the null rational interval [0, r]. Whatever r can be we can multiply this interval with a factor
of the form (10)M (r can be a surreal number and M can be a superreal number [6]). The resultant interval
should contain an infinite number of rationals [3] although all the numbers in the interval [0, r] (apart from
the two boundaries) are irrational and multiplying an irrational number by (10)M can not give us a rational
number. Thus we take the point of view of [7], i.e, the rational approximations of an irrational number form
a dense set about the irrational number and the rational approximation give us the irrational number in the
limit when the number of significant decimal places are infinite, i.e, when the number of significant decimal
places never terminate. For a recurrent decimal and an irrational to be adjacent the irrational should differ
4from the rational at some finite decimal place and arguments similar as discussed earlier demonstrate that
it is not possible to define an irrational and a recurrent decimal to be adjacent.
These discussions also lead us to conclude that it is not possible to define a successor for real numbers. If
we do not accept the point of view of [4] to break the fact that real numbers form a dense set then this aspect
of real numbers is in accordance with geometric continuity as defined at the beginning of this article. That is,
as far as coordinatization is concerned, the real numbers characterize line-intervals, which can be arbitrary,
with respect to a point chosen to represent the value zero, the origin. This scheme of coordinatization differs
from the conventional way where we consider the the infinite straight line to be a collection of points with
continuum cardinality and try to have a one-to-one relationship between the points and the real numbers.
In this context we can reformulate the completeness of the real numbers in the following way:
If we chose any interval on the infinite straight line (the Real line in the sense that the intervals on the line
is characterized by real numbers with a point on the line chosen to represent the number zero) the length
can be expressed either in terms of a rational number or an irrational number. Similar will be the situations
with the higher dimensional volume elements.
We note as the real line cannot be defined as a collection of points we have to introduce the concept of
collection of one-dimensional line elements as a fundamental mathematical entity which can be characterized
into four classes:
(i)one-dimensional line elements without boundaries
(ii)one-dimensional line elements with one boundaries
(iii)one-dimensional line elements with two boundaries
(iv)one-dimensional line elements with the two boundaries identified (e.g, a circle)
We now demonstrate the consistencies of the discussions regarding geometric continuity at the beginning
of this article in the following way. We can define the radius of a circle as the perimeter over 2π. As is
proved earlier the values of the radius can only be defined through intervals and the concept of two concentric
circles with adjacent values of radii is not defined. This feature is consistent with the fact that we can not
obtain a two-dimensional disk from a collection of one-dimensional circles. We have to introduce the two
dimensional circular strips togetrher with the point origin as fundamental mathematical objects to construct
a two-dimensional disk in the above way. Similar arguments for two dimensional spheres (where the radius
is now defined as the positive square root of the area of the two-dimensional sphere over 4π) illustrate that
we can not have a three dimensional volume element from a collection of two dimensional spheres and we
have to consider three dimensional volume elements as fundamental mathematical entities together with the
point origin. These discussions can be extended to higher dimensions.
A natural consequence of the above discussions is the fact that even if a physical variable is a geometric
continuum its values are defined through intervals with respect to a reference value and form a dense set.
Existence of quanta are restrictions on the values of these intervals leading to isolated spectrum.
The finite volume of the elementary particles and their displacements are in accordance with the geometric
continuum structure of space. Within the context of classical mechanics time is realized through the changes
in the configuration of a system. To illustrate we can consider the coordinates of a moving particle to
characterize time. In the conventional definition of a line as collection of points we can define time to
be a geometric continuum, as a collection of points, by a one-to-one correspondence between the possible
coordinates of the particle on the line and the instants of time. However as we have discussed in this article a
line is not a collection of points. Line-intervals are fundamental geometric objects. Only changes of position
of the particle by a non-zero line-element is meaningful. The coordinates do not form a geometric continuum
but form a dense set characterizing line-intervals with respect to a chosen point as the origin. Thus if we
define the instants of time through a one-to-one correspondence with the possible coordinates of the moving
particle we will have a dense set structure for time. However the General Theory of Relativity is a theory
governing the dynamics space-time intervals themselves. The kinematical equivalence of space and time
intervals indicates that time should be a geometric continuum in the same way that space is. The space-time
coordinates of events form a dense set.
Unlike the motion of points, line-elements and area-elements the motion of three-dimensional objects
form a geometric continuum of the same dimension as that of the objects themselves. Thus the three
dimensional spatial geometry of the Universe is realized through the finite three dimensional volume of
the fundamental particles and the finite three dimensional volumes of the fundamental particles lead to
three spatial dimensions for the Universe. The quantum mechanical description of spin and polarization of
the elementary particles is also significant in this respect. Also the concept of orientation with a proper
convention is an essential aspect to formulate the laws of Classical Electrodynamics consistent with the
energy conservation law [8]. The fact that in general, apart from the case when the normal to the plane
of the loop is perpendicular to the magnetic field, a time-varying magnetic field always induces an electric
current in a closed loop obeying Faraday’s law (consistent with the energy conservation law) indicates that
5there is no ambiguity in defining the normal to the plane of the loop and the spacial geometry is of three
dimensions as far as Classical Electrodynamics is concerned.
To summarize, in this section we have established that a line-interval is not a collection of points and
we will have to consider line-intervals as fundamental geometric objects. Similar discussions are valid for
higher dimensional geometric continuum. We have used the fact that real numbers form a dense set: ”For
real numbers only the concept of ”two numbers separated by an interval” or “two numbers coincident”
have meaning but “two numbers adjacent” is not defined” and discussed the relation of these two facts in
the context of how to define coordinatization. We have also discussed in brief the the relationships of these
aspects and the three spatial dimension with the the kinematical and dynamical properties of the Elementary
particles and Electromagnetic fields.
We conclude this section with a few discussions:
Firstly, we can not express the Cartezian plane R2 in terms of the direct product R1×R1. R1 is not just a
collection of points. Hence it is not possible to express R2 as the union of the corresponding number of R1s.
Also we have discussed earlier that we can not express a two-dimensional geometric continuum as a homo-
geneous collection of one-dimensional geometric continuum. Since R2 can not be expressed as a collection
of curves, the tangent vector space at any point on R2 can not be identified with R2. The above discussions
are also valid in higher dimensions. This aspect also illustrate that, we can not define higher dimensions
greater than one in terms of possible motion of a point particle as neither a two-dimensional area-element
nor a three-dimensional volume-element is a collection of one-dimensional line-elements. These discussions
are significant for Differential Geometry. We now illustrate in brief the significance of these discussions in
the context of classical statistical mechanics of a system of particles. We define the configuration-space to be
the collection of the spatial coordinates of the particle. As we have illustrated earlier the configuration-space
forms a dense set (a dense vector space when the dimension is greater than one). The momentum of a particle
moving along a line is defined through associating possible values of the momentum with the possible posi-
tions of the particle in a given time starting from a fixed point. For a single particle moving in one-dimension
the corresponding momentum at any point is not a geometric continuum but form a dense set as changes in
the position of the particle through arbitrary but non-zero intervals are only meaningful. This discussions
are similar to those made for time. Also the discussions at the beginning of this paragraph indicates that
in higher dimensions the momentum of the particle at any point, tangent vector to the possible trajectories
of the particle at that point, do not form a geometric continuum but is a dense vector space. Thus the
dynamical states of the particle is characterized by the coordinate dense set (the configuration-space) and a
dense collection of the momentum space dense set. The fact that the coordinates and the momentums form
a dense (vector) space indicates that physically we can only approximate the corresponding phase-space to
a geometric continuum. The above discussions can be extended when the number of particles is greater
than one. We will later illustrate the significance of these discussions in the context of the corresponding
path-integral formulation of statistical mechanics. In passing we note the following: if we express a geometric
continuum as a collection of points the cardinality and hence the amount of accessible microstates remains
to the same irrespective of dimension. It is through coarse graining that one obtains different expressions
for entropy depending on dimension.
Secondly, let us consider two sets each containing a single object: a closed line-element. The line-elements
are intersecting but non-coincident everywhere. The intersection of these two sets is a set containing points
which are fundamentally different from line elements. Also as a line-element is not just a collection of
points a set-theoretic union to form a closed line-element out of a set of half-open line-elements and a set of
points is not well-defined as the above mentioned sets contains elements that are geometrically and thereby
intrinsically different. Similar discussions remain valid in two dimensions when two area elements intersect
along a line-element and in three dimensions when two closed volume-element intersect along a common
boundary. These problems may be solved by defining a universal set containing all possible geometric-
elements including points. The union or intersection of any two elements from this universal set give us
elements which belong to this universal set.
Lastly we discuss a consequence of the discussions on irrational numbers as discussed earlier. To illustrate
we make some comments regarding the first and second countability of R1 discussed in Appendix:A of Wald
[9]. A topological space X is first-countable if for every point p belonging to X there is a countable collection
of open sets such that every open neighbourhood of p contains at least one member of the collection. Whereas
X is second countable if there is a countable collection of open sets such that every open set can be expressed
as an union of open sets from this family. For R1, the open balls with rational radii centered on points with
rational coordinates form such a countable collection open sets. When defined as in [10] there are infinite
number of irrational numbers between two rational numbers. As far as first-countability is concerned, an
open set V centered on a rational number with deleted peremeter on one of these neighbouring irrational
number cannot contain open balls with rational radii centered on points with rational coordinates. Similar
6discussions can also be extended to Rn.
II. DISCUSSIONS ON POISSON’S EQUATION
In this section, we will consider an improved derivation of the Poisson’s equation for the electric field of a
static source. We first note that we can not apply the integral version of the divergence theorem if the vector
field is not sufficiently well-behaved at any point inside the region of interest. In one dimension, we can
use the relation:
∫ x2
x1
(df/dx)dx = f(x2)− f(x1), only if f(x) is sufficiently well-behaved for all x between
and including the limits. The expression Ex(∆x) = Ex(r = 0) + ∆x[
dEx
dx ]r=0 is not well-defined for a point
charge at the origin. As we will find from the following discussions, in the case of an inverse-square field, we
may replace Ex(r = 0) by the value of Ex at any other point within the neighborhood containing the origin
in the volume integral of ~∇. ~E. However, this will give vanishing result for the volume integral of divergence
of ~E. This will violate Gauss’ integral law. This is due to the fact that ( r
2
r2 ) is not well-defined at r = 0, and
we can not replace it by 1 at r = 0 which is the essential lower limit of the radial integration to include the
point charge. Nevertheless, in the following section, we will show that in the spherical polar coordinates, an
explicit volume integration of the divergence of the electric field of a point charge gives us the total charge
when the charge is at the origin. Also for a point charge at the origin, the volume integral of the divergence
of the electric field is vanishing when the volume of integration does not include the origin. This together
with the fact that the total flux of the electric field of a point charge at the origin over an S2 centred at the
origin is given by qǫ0 , lead us to a relation for the electric field of a point charge analogous to the integral
version of the divergence theorem. We can generalize this relation for a point charge not at the origin and
have the Poisson’s equation for the electrostatic field.
We first consider a point charge at a radius vector ~a on the Z -axis. In the following discussions we will
ultimately consider the point charge to be at the origin. We use the inverse square law in the spherical polar
coordinates for the electric field of a point charge at the position vector ~a. The electric field is azimuthally
symmetric and the corresponding component is zero. We integrate the divergence of the electric field over
a sphere centred at the origin. The radius vector of the point charge is ~a and the radius of the sphere is
greater than |~a|.
We first consider the integral of the radial derivative term:
4πǫ0Ir =
∫
dv[
1
r2
∂
∂r
(
r2 ~R.rˆ
R3
)] (1)
Here ~R = ~r − ~a and the radius of the volume of integration is greater than |~a|. We considered ~a to be on
the Z-axis. The measure in the integral contains a (sin θ) term in the spherical polar coordinate system.
Hence, the complete triple integrand is divergent of degree two at the point charge. Thus, the integral is
well-behaved and the Riemann sum remains independent of our choice of the point of evaluation of the
integrand. In particular, we can evaluate the integrand in the Riemann integral infinitesimally away from
the position of the point charge and use the rule of the total integrals to the above radial integral to have,
4πǫ0Ir =
∫
dΩ
r3q
[r2 + a2 − 2racos θ]3/2 (2)
−
∫
dΩ
r2q(~a.rˆ)
[r2 + a2 − 2racos θ]3/2
In the limit a = 0 the above expression gives the result Ir =
q
ǫ0
. We now consider the integral of the polar
angular derivative term. This integral is also a total integral in the polar angle θ. The upper limit of the
integral gives vanishing contribution. The integral can take finite value only from the lower limit θ = 0 part.
This term and hence the value of the corresponding integral is given by the following expression:
4πǫ0Iθ = −[2π
∫ r′
0
rdrsin (δθ)(
~R.θˆ
R3
)] (3)
Here r′ > a. In the limit δθ → 0 and a→ 0 the above integral vanishes. There is no azimuthal component of
the electric field when the point charge is on the polar axis. Hence we have
∫
~∇~r. ~Edv = qǫ0 when the point
charge is at the origin.
7When the point charge is at the origin 4πǫ0
∫
~∇~r. ~Edv is vanishing if the integrating volume does not
include the origin. If we consider any annular region centred at the point charge at the origin, the volume
integral of (~∇~r. ~E) is given by the following expression:
∫
qdΩ[(
r2
r2
)3 − (r1
r1
)3] = 0 (4)
It is easy to show that the volume integral of (~∇~r. ~E) is vanishing for any arbitrary volume not including the
point charge at the origin. Thus, we have the well-known Poisson’s equation for a point charge at the origin,
~∇~r.( rˆ
r2
) = 4πδ3(~r) (5)
The above discussions together with the fact that the total flux of the electric field over a closed surface is Qǫ0
allows us to write the corresponding integral version of Gauss’s divergence theorem for the electric field of a
point charge at the origin. We can derive a corresponding expression for the divergence of the electric field
of a point charge not at the origin. We follow the above derivation with ~r and ~a replaced by ~R = (~r − ~r′)
and ~a′ = (~r′′ − ~r′) respectively and consider the explicit volume integrals over a sphere centred at ~r′. Here
~r′ is the position of the point charge. We consider the inverse square law to find the flux of the electric field
and we have the Poisson’s equation for the electrostatic field of a point charge not at the origin,
~∇~r.( Rˆ
R2
) = 4πδ3(~R) (6)
We can use the above procedures given in this section to apply the Gauss’integral law to any field of the
form ( RˆRn ) with n < 3. In this context, we note that an expression of the form (
rm
rn ) with n ≥ m is not
well-defined at r = 0 although the limit r → 0 may exist. A different derivation is given in [8] where we have
to change the integrand in Eq.(1).
We now consider the no-work law for the electric field. For a point charge source, the electric field is
singular at the point charge and we may not be able to apply the Stoke’s theorem. We can consider an
annular region surrounding the point charge with the inner boundary being an infinitesimally small circle
centred at the point charge and apply Stoke’s theorem to the electric field in this region. The work done for
the inner boundary vanishes out of spherical symmetry and we have the no work law for the outer closed
line.
We conclude our discussions on Maxwell’s equations for steady sources with a few discussions on the
derivation of the curl of ~B law. In the derivation of (~∇× ~B) law, we have a ’boundary’ term [17]:
IB =
∫
~∇~r′ .[
~J(~r′)
R
]dv′ (7)
We can not use Gauss’ divergence theorem directly as
~J(~r′)
R is divergent at
~R = 0. We break the integral
into two parts:
IB =
∫
δv
~∇~r′ .[
~J(~r′)
R
]dv′ +
∫
V−δv
~∇~r′ .[
~J(~r′)
R
]dv′ (8)
Here δv is an arbitrarily small sphere surrounding ~r. For a non-singular current distribution, the first term
vanishes in the limit R→ 0. In the second term ~J(~r′)R is well-behaved everywhere within V − δv. We can use
the divergence theorem to transform the volume integral into two boundary surface integrals. For the inner
boundary,
∫ ~J(~r′)
R .d~s1 is vanishing for a regular current distribution as the radius of δv become arbitrarily
small. For the outer boundary, ~J.d ~S2 is zero as the current should be tangential at the boundary of the
source. However this derivation is valid when the current density is non-singular, and the derivatives of ~J
are sufficiently well-behaved within the source apart from the boundary.
We will now derive an exact expression for the electrostatic energy. The expression for the electrostatic
energy obtained in this section agrees with the standard expressions [8,17] when the sources are not point
8charges. However we show that the electrostatic self-energy of a point charge is vanishing instead of being
infinite. This is in contrast to the standard expressions [8,17] where the electrostatic self-energy of a point
charge is infinite.
When we start from the potential formulation, the expression of the electrostatic energy, expressed in
terms of the electrostatic potential, is given by the following expression [8,16,17]:
ξ =
1
2
∫
ρ(~r′)V (~r′)dτ (9)
The integral can be taken to be over the complete volume. Here, V (~r′) is the potential at the point ~r′ due
to all the other source elements apart from that at the point ~r′ itself. We denote such quantities by VR(~r
′).
However, the charge density is given by the divergence of the electric field due to the complete source. We
denote such quantities by the suffix T . Thus the energy is given by the following expression:
ξ =
ǫ0
2
∫
(~∇. ~ET )VRdτ (10)
For a non-singular source density both VR and ~ER can be replaced by VT and ~ET respectively. The corre-
sponding fields and the potentials are non-singular and are vanishing in the limit the source volume element
tends to zero. We can replace VR by VT in Eq.(10) and we can also apply the Gauss’integral law to the vector
field (VT ~ET ). We then have the conventional expression for the electrostatic energy expressed in terms of
the electric field:
ξ =
ǫ0
2
∫
( ~ET . ~ET )dτ (11)
Here ~ET is the complete field at the point (x, y, z). However, the situation is different when we have point
charges. In these cases, VR is finite at the point charges. On the other hand VT is divergent at the point
charges and the value of the energy becomes different if we replace VR by VT in Eq.(10). In fact replacing VR
by VT in Eq.(10) for point charges, gives us the usual divergent value for the electrostatic self energy of point
charges provided we can apply the Gauss’ integral law to the fields divergent as 1r3 . We have mentioned at
the beginning of this section, that the application of the Gauss’ law to fields divergent as 1r3 is a non-trivial
issue.
In this section we evaluate the electrostatic energy from Eq.(10) without replacing VR by VT . When we
have an isolated point charge, VR is zero at the point charge but is finite for any other point. Let us consider
the point charge to be at the origin. The product (VR ~ET ) varies as
1
r3 but is zero at the point charge. As we
have discussed earlier, we can not apply the divergence theorem to such an ill-behaved field. We note that
VR is zero where the delta function representing the source density is non-vanishing. Hence, in Eq.(9) we can
delete an infinitesimal volume element surrounding the point charge from the region of volume integration.
In the limit of zero volume this infinitesimal volume element surrounding the point charge will have zero
contribution. The electrostatic energy is given by the following expression:
ξ′ =
1
2
∫
(V−v)
(~∇. ~ET )VRdτ (12)
Here v is an infinitesimal volume centred at the point charge. We can now apply the divergence theorem
to the vector field (VR ~ET ). The integrand in the above expression, within the annular region of volume
integration, is given by (VT ~ET ). It is easy to find that ξ
′ is vanishing. This is consistent with the value
of the energy obtained directly from Eq.(10). We need not to consider any limiting internal structure of
the point charges to explain the self-energy of the point charges. This is considered in [17] to explain the
divergent expression for the electrostatic self-energy. We will discuss this issue again.
We now derive the expression for the electrostatic energy when we have more than one point charge. We
consider the situation with two point charges. The electrostatic energy in terms of the potential is given by
the following expression:
ξ =
1
2
∫
(~∇. ~ET )VRdτ (13)
9In this case we no longer have VR = 0 at the point charges. Hence we can not delete the infinitesimally small
volume elements containing the delta functions (the point charges) from our region of integration. We find
that the integral over the delta functions give us the well-known expression for the energy of interaction.
We can delete two infinitesimal volume elements surrounding the point charges from our region of volume
integration provided we take into account this interaction energy. The expression for the electrostatic energy
with two point charges is then given by the following expression:
ξ =
1
2
[
∫
(V−v1−v2)
(~∇. ~ET )VTdτ ] + q1q2
4πǫ0
1
R12
(14)
Here, (v1 and v2) are two infinitesimally small volume elements surrounding the point charges q1 and q2
respectively. One can show that the contribution from the volume integration is zero. We should be careful
about the surface terms. Thus we find that the electrostatic self energy of a point charge is vanishing. We
may consider a point charge to be the limiting situation of an infinitesimally small volume element whose
total charge is always finite. One can then derive an expression for the total electrostatic energy from Eq.(11).
If we neglect the internal structure of such a source and the corresponding electrostatic energy, we have an
expression for the electrostatic energy which diverges inversely as the radius of the source tends to zero.
This expression is similar to the conventional divergent expression of the electrostatic self-energy of a point
charge [17]. However, we should note that the situation with a sphere whose radius tends to zero is different
from a sphere whose radius is exactly zero. In the later situation, the Eq.(11) is no longer valid. This is
related with the applicability of the Gauss’ integral law to divergent fields. In this case the field (VT ~ET )
diverges as inverse cube of the distance from the point charges and we can not apply the Gauss’ integral law
as is done to obtain Eq.(11). This is discussed below Eq.(11). The above discussions are significant when
we consider the Lagrangian description of Classical Electrodynamics. We find that the applicability of the
Gauss integral law to singular fields is a serious concern, when we try to construct the stress-tensor in terms
of the fields with point particle sources. However, we can start from the Lagrangian density in terms of the
fields directly and evaluate the stress-tensor from the Lagrangian density. This will give singular expression
for the self energy of a point charge.
III. EQUIVALENCE OF THE SCHWARZSCHILD AND THE KRUSKAL-SZEKERS
COORDINATE SYSTEM AND ANALYTIC CONTINUATION
The Schwarzschild space-time is a Lorentz signature, static spherically symmetric solution of the Einstein
equations when the Ricci tensor vanishes. This solution describes the exterior geometry of a static spherically
symmetric star and has been used to verify the predictions of general relativity for the Solar system.
A space-time is said to be static if there exits a space-like hypersurface which is orthogonal to the orbits
of the time-like Killing vector field. A space-time is said to be spherically symmetric if the space-like
hypersurfaces contains SO(3) as a subgroup of the group of isometries. The orbit spheres of SO(3) are
isometric to the unit two sphere. These features together with the condition of the asymptotic Newtonian
limit give the well-known Schwarzschild solution in the spherical polar coordinates[9]:
ds2 = −(1− 2M/r)dt2 + (1− 2M/r)−1dr2 + r2[dθ2 + sin2 θdθ2] (15)
According to the Birkhoff’s theorem [13] all spherically symmetric solutions with Rab = 0 are static and
the Schwarzschild space-time is the unique static spherically symmetric solution, up to diffeomorphisims, of
the Einstein equations with Rab = 0.
The norm of the time-like Killing vector field and (∇r)a in the orthonormal coordinates vanishes and some
of the metric components are not well-behaved at r = 2M in the Schwarzschild coordinates. The proper
acceleration of the constant r observers can be obtained from the geodesic equations in the Schwarzschild
coordinates. This acceleration, a = (1 − 2M/r)−1/2M/r2, is divergent at the horizon (r = 2M).
The ill-behavednes of the Schwarzschild coordinates is not a coordinate singularity like that of the spherical
polar coordinate system where the azimuthal angular coordinate φ become ambiguous at the poles. All the
ill-behavednes of the Schwarzschild coordinates at the horizon originate from that of the space-time metric.
The curvature scalars calculated from the metric are well-behaved at the horizon unlike r = 0 where the
curvature scalars diverge. For ordinary stars this metric singularity at r = 2M is irrelevant as it is inside the
star and the Schwarzschild solution is not valid in the matter filled interiors. However it is well-known that
sufficiently massive stars can undergo gravitational collapse to form black holes and the metric singularity at
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the horizon is important. Several coordinate systems had been introduced to remove the metric singularity
and to extend the Schwarzschild space-time where the Schwarzschild coordinate system is referred to covering
a proper submanifold of the extended space-time. The metric in these extended coordinate systems are well-
defined every where apart from the space-time singularity. The most well-known extension is the Kruskal-
Szekers coordinate system. In this article we perform a comparative study of these two coordinate systems
and show that they are not diffeomorphically equivalent.
In this section we will follow the abstract index convention of Wald [9]. According to the theory of relativity
if φ :M →M is diffeomorphism then (M, gab) and (M,φ∗gab) represent the same physical space-time. Let a
coordinate system xµ cover a neighborhood U of a point p and a coordinate system yν cover a neighborhood
V of the point φ(p). Now we may use φ to define a new coordinate system x′
µ
in a neighborhood O = φ−1[V ]
by setting x′
µ
= yµ[φ(q)] for q belonging to O. We may then take the point of view as φ leaving p and all
tensors at p unchanged but inducing the coordinate transformation xµ → x′µ. For φ to be a diffeomorphism
∂x′µ
∂xν should be non-singular [9,14]. According to this point of view two coordinate system covering a space-
time can be taken to be equivalent if the corresponding transformation coefficients are not singular in their
common domain of definition otherwise an arbitrary smooth function defined in one coordinate system may
not remain smooth in the other coordinate system.
To extend the Schwarzschild coordinate system one considers the two dimensional r − t part:
ds2 = −(1− 2M/r)dt2 + (1− 2M/r)−1dr2 (16)
The Regge-Wheeler coordinate system is defined through the null-geodesics and is given by:
r∗ = r + 2Mln(r/2M − 1) (17)
in this coordinate r → 2M corresponds to r∗ → −∞. The null coordinates are defined as:
u = t− r∗, v = t+ r∗ (18)
A regular metric is obtained through the following transformation,
U = −e−u/4M , V = ev/4M (19)
The metric in these coordinates becomes:
ds2 = −32M
3e−r/2M
r
dUdV (20)
As there is no longer a coordinate singularity at r = 2M (i.e at U = 0 or V = 0) one extends the
Schwarzschild solution by allowing U, V to take all possible values. However the transformation coefficients
dU/dr = −d[(r/2M − 1)1/2e− (t−r)4M ]/dr and dV/dr = d[(r/2M − 1)1/2e (t+r)4M ]/dr are singular at r = 2M
and the extension is not diffeomorphically equivalent. Consequently as discussed at the beginning of this
section the Schwarzschild coordinate system and the (U, V ) coordinate system do not represent physically
the same space-time manifold. Consequently, according to Birkoff’s theorem, the space-time represented
by the (U, V, θ, φ) coordinate system is not a solution of the Einstein equations for a spherically symmetric
black hole.
Similar discussions are valid for the Kruskal-Szekers coordinate transformations which are obtained
through the following transformations:
T = (U + V )/2, X = (V − U)/2 (21)
and the metric becomes,
ds2 =
32M3e−r/2M
r
(−dT 2 + dX2) + r2(dθ2 + sin2 θdφ2) (22)
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The relation between the (T,X) and the (t, r) coordinates are well known and in the physical regions of
interests are given by [12],
X = (r/2M − 1)1/2er/4Mcosh(t/4M) (23)
T = (r/2M − 1)1/2er/4M sinh(t/4M) (24)
valid for r > 2M , and
T = (1− r/2M)1/2er/4Mcosh(t/4M) (25)
X = (1− r/2M)1/2er/4Msinh(t/4M) (26)
valid for r < 2M .
Again the transformation coefficients are not defined on the horizon and the Kruskal-Szekers coordinates
do not give a proper diffeomorphic extension of the Schwarzschild coordinate system. Hence the Kruskal-
Szekeres coordinates is not a solution of the Einsteins equations for a spherically symmetric black hole
The Kruskal-Szekers coordinate system had been introduced to eliminate a particular singular function (the
metric components) in the Schwarzschild coordinate system through a singular coordinate transformation.
This does not ensure that all singular tensors can be made regular in the new coordinate system and also
tensors which are regular in the (t, r) coordinates can become singular in the (T,R) coordinates. To illustrate
these features we consider the implicit relations between the two coordinate systems [9]:
(r/2M − 1)er/2M = X2 − T 2 (27)
t
2M
= ln(
T +X
X − T ) (28)
The horizon in this coordinates are defined as X = ±T .
Firstly the proper acceleration of the curves in Kruskal-Szecker’s coordinate system which correspond to
the constant r observers in the Schwarzschild coordinate system is given by a = (X2−T 2)−1/2[er/2MM/r2].
This is also divergent on the horizon.
Secondly we consider the vector (dRds )
a, R
′a, the proper rate of change of the curvature scalar R obtained
from (dR)a and the proper distance ds [i.e, the vector (dRds )(
∂
∂r )]. The norm of this vector in the Schwarzschild
coordinate system is (dR/dr)2 and is finite on the horizon. Whereas the corresponding quantity in the (T,X)
coordinates can be obtained from the following relations [apart from normalizing factors: (∂X∂s ), (
∂T
∂s ) =
[ re
r/2M
32M3 ]
1/2 :
dR
dX
=
∂R
∂r
∂r
∂X
,
dR
dT
=
∂R
∂r
∂r
∂T
(29)
and from equ.(65),
∂r
∂X
=
8M2Xe−r/2M
r
,
∂r
∂T
= −8M
2Te−r/2M
r
(30)
and we have |R′aKS |2 = 64M4e−r/Mr2 (∂R∂r )2[X2 − T 2] = 0 on the horizon although the r -dependent multi-
plying factor in front of the Kruskal-Szecker’s metric is finite at r = 2M .
The unit space-like normal vector to the r = constant surfaces, which can be defined apart from r = 0,
ka = (drds )
a has unit norm (kaka = 1) on r = 2M although k
a → 0 as r → 2M which for an outside observer
(r > 2M) may be interpreted as nothing can propagate radially outward at r = 2M .
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For two metric spaces the definitions of continuity is as follows [15]:
Let (S, dS) and (T, dT ) be metric spaces and let f : S → T be a function from S to T . The function f is
said to be continuous at a point p in S if for every infinitesimal ǫ > 0 there is an infinitesimal δ > 0 such
that
dT [f(x), f(p)] < ǫ, whenever dS [x, p] < δ. (31)
If f is continuous at every point of S then f is continuous on S.
The definition is in accordance with the intuitive idea that points close to p are mapped by f into points
closed to f(p). From eqns.(27),(28) we have,
|dt|Sch = X
(X2 − T 2)1/2 |dT |KS , |dt|Sch = −
T
(X2 − T 2)1/2 |dX |KS (32)
and,
|dr|Sch = X
(X2 − T 2)1/2 |dX |KS , |dr|Sch = −
T
(X2 − T 2)1/2 |dT |KS (33)
where | | denotes the proper elements (for proper distances we have to consider ’i’) in the respective
coordinate systems and we find that the coordinate transformation, (t, r) → (T,X) is not continuous on
the horizon as the multiplicative factors diverge on the horizon (X = ±T ). Consequently the coordinate
transformation (t, r)→ (T,X) is not a homeomorphism and the two coordinate systems do not topologically
represent the same space-time manifolds [14,15]. Hence we show that that the Kruskal-Szekers coordinate
system is not a proper extension of the Schwarzschild coordinate system and it is not a solution of the
Einsteins equation for spherically symmetric black hole. We conclude this discussion with the following
note:
For any coordinate system we have,
g′µν =
∂xρ
∂x′µ
∂xσ
∂x′ν
(gSch.)ρσ (34)
Consequently it is not possible to find a coordinate system with a regular g′µν without absorbing the
singularities of (gSch.)ρσ at r = 2M into the transformation coefficients
∂xρ
∂x′µ at r = 2M i.e, without breaking
the diffeomorphic equivalence of the two coordinate systems. Thus, as also discussed in the preceding sections,
the Kruskal-Szekeres coordinate system with a regular metric at the horizon can not be diffeomorphically
equivalent to the Schwarzschild coordinate system. We will later consider this issue from the point of view
of analytic continuation.
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IV. GENERAL PHYSICS
A. Length contraction and Michelson-Morley experiment
When we consider the Michelson-Morley experiment from the space-fixed frame the partially silvered
mirror bends in the opposite direction. This can be a way to study length contraction of material bodies
experimentally. However we should also consider reflection of light from a moving mirror.
B. Comments on Hydrodynamics
In this article we will review the laws of fluid dynamics. Our discussions will be based on mainly that of
chapter 40, 41 of The Feynman Lectures on Physics, Vol.2 [16].
The dynamics of dry water is governed by eqn.(40.6) [16]:
∂~v
∂t
+ (~v.~∇)~v = −
~∇p
ρ
− ~∇φ (35)
or using a vector analysis identity to the second term of the above equation:
∂~v
∂t
+ (~∇× ~v)× ~v = −
~∇p
ρ
− ~∇φ (36)
where ~v is the velocity of an fluid element for which such laws can be applicable, p is the fluid pressure and
φ is the potential per unit mass for any potential force present. We can derive some important laws from
eqn.(35). The first one is the equation for vorticity (Ω = ~∇× ~v) and is obtained by taking curl of eqn.(36):
∂~Ω
∂t
+ ~∇× (~Ω× ~v) = 0 (37)
The second one is Bernoulli’s theorems (40.12) and (40.14) [16]:
~v.~∇(p
ρ
+ φ+
1
2
v2) = 0 (38)
i.e,
p
ρ
+ φ+
1
2
v2 = const (along streamlines) (39)
valid for steady flow and
p
ρ
+ φ+
1
2
v2 = const (everywhere) (40)
valid for steady and irrotational flow.
However in all these equations the variation of the fluid density, ρ, is not considered while in deriving
eqn.(40.17) [16] the variation of fluid density is not properly taken into account. The consideration for
variation of the density of a nearly-incompressible fluid may become important through the facts that when
unconstrained the shape of a fluid can be changed almost freely and sparsed away and through the facts
that layers of fluids can be very easily spread or detached away although these properties vary from fluid to
fluid. These features together with the local version of the conservation of mass law (assuming that there is
no local source or sink in the region of interest):
~∇.(ρ~v) = 0 (41)
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indicate that we should consider the possibility for variation of ρ properly as we will illustrate later that
some ideal models can cause a finite variation of ρ and in reality the description of the motion should be
changed. While the divergence of ~v may become important in cases like Couette flow where the centrifugal
forces imposes a finite and may even be large divergence of ~v.
We can derive a proper version of eqn.(35) by applying Newtons second law to the fluid momentum per
unit volume and we have:
∂(ρ~v)
∂t
+ [~v.~∇](ρ~v) = −~∇p− ~∇(ρφ) (42)
This equation is in general a non-linear coupled [through eqn.(26)] partial differential equation for ~v.
Bernoulli’s theorems for fluid dynamics can only be established when ρ is constant :
~v.~∇[p+ (φρ) + 1
2
(ρv2)] = 0 (43)
i.e,
p+ (φρ) +
1
2
(ρv2) = const (along streamlines) (44)
valid for steady flow and
p+ (φρ) +
1
2
(ρv2) = const (everywhere) (45)
valid for steady and irrotational flow.
In general, when ρ is varying, only the first of the Bernoulli’s theorems :
~v.~∇[p+ (φρ) + 1
2
(ρv2)] = 0 (46)
remains to be valid provided (~v.~∇ρ) is vanishing or is approximately valid if |(~v.~∇ρ)~v| is negligible compared
to the other terms in eqn.(42). To illustrate the significance of these comments, let us consider the ideal
model to calculate the efflux-coefficient, fig. 40-7 [16]. After that the contraction of the cross-section of the
emerging jet has stopped we have, from the conservation of mass law, the following equation for ρv at two
vertical points:
ρ1v1 = ρ2v2 (47)
In this case pressure is the atmospheric pressure and remains the same throughout the flow and thus even
for the flow of a nearly-incompressible fluid ρ can vary as v changes with height. In reality the flow usually
gets sparsed away after a distance which varies for different flows.
The viscous flow of a fluid is governed by the following two laws which are obtained from eqn.(42) and
eqn.(41.15),[16]:
∂(ρ~v)
∂t
+ [~v.~∇](ρ~v) = −~∇p− ~∇(ρφ) + η∇2~v + (η + η′)~∇(~∇.~v) (48)
~∇.(ρ~v) = 0 (49)
supplemented by proper boundary conditions. To illustrate the significance of the boundary conditions we
can consider the change of the shape of the surface of water in a bucket when the bucket is given a steady
rotational motion about it’s axis. The surface of the water become paraboloidal when the bucket is rotating.
This shape can not be obtained without a vertical component of fluid velocity along the bucket surface for
a finite duration although the bucket surface only have an angular velocity.
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In the above equations η is the “first coefficient of viscosity” or the “shear viscosity coefficient” and η′
is the “second coefficient of viscosity”. This equation is significant in the sense that this equation, not
eqn.(41.16) [16], is the equation which contains all the terms relevant to describe the dynamics of viscous
fluids, both nearly-incompressible and compressible. For compressible fluids ρ will also depend on pressure,
p(~r). We can modify this equation only through varying the nature of the viscous force.
The equation for vorticity is given by:
∂~Ω
∂t
+ ~∇× (~Ω× ~v)− ~Ω(~∇.~v) + ~v × ~∇(~∇.~v) = η
ρ
(∇2~Ω)
− (
~∇p)× (~∇ρ)
ρ2
− [
~∇(ρφ)]× (~∇ρ)
ρ2
+
η(∇2~v)× (~∇ρ)
ρ2
+
η + η′
ρ2
~∇(~∇.~v)× (~∇ρ) (50)
We can obtain an equation similar to eqn.(41.17) [16] describing the motion of a viscous fluid past a
cylinder provided we can neglect the terms involving ~∇ρ and it is given by:
∂~Ω
∂t
+ ~∇× (~Ω× ~v)− ~Ω(~∇.~v) + ~v × ~∇(~∇.~v) = η
ρ
(∇2~Ω) (51)
Following the procedure in section 41-3,[16] we can rescale the variables to obtain an equation which has
Reynolds number (R) as the only free parameter :
∂~ω
∂t′
+ ~∇′ × (~ω × ~u)− ~ω(~∇′.~u) + ~u× ~∇′(~∇′.~u) = 1
R
(∇′2~ω) (52)
where the prime describe the scaled variables, ~u is the scaled velocity and R is given by the usual expression,
R = ηρV D.
To conclude in this section we have derived the exact equation describing fluid dynamics. We considered
the motion of both non-viscous and viscous fluids. We proved that in both the cases there are terms which
are neglected in the conventional theory but may become significant in some ideal model and in reality
the description of motion is changed. Some of these terms even change the dynamical laws of viscous fluid
motions by violating the conventional theory established in term of the Reynold number and these terms
are significant for the dynamics of compressible fluids like air.
C. Electrostatic behaviour of metals
In this section we discuss an explanation of the electrostatic behavior of the electric conductors. We show
that the electric field in an arbitrarily shaped conductor may not be vanishing when the charge is only given by
an ideal surface charge density at the surface of the conductor. We briefly discuss an elementary explanation
of the electrostatic behaviour of the conductors in terms of extended charge distributions confined near the
surfaces of the conductors. These discussions are consistent with the corresponding quantum mechanical
discussions [8].
For a spherical conductor the residual charges stay at the boundary out of the energy minimization
principle and the electric field inside the conductor vanishes due to the spherical symmetry when the charge
distribution is given by only an ideal surface charge density residing at the surface [17]. We can consider
an arbitrary point within an hollow sphere and two infinitesimally small cones with a common axes passing
through this point. The vertices of the cones are at the point under consideration. The bases are on the
opposite sides of the point. This is similar to figure 5-9, [16]. The charges on the surfaces of the sphere
intersected by the two cones are given by: dσ1 =
σr1
2dΩ
cos θ and dσ2 =
σr2
2dΩ
cos θ . Here r1, r2 are the distances
along the axis to the points where the axis intersect the surface of the sphere and dΩ is the solid angle
subtended by the two cones. We consider two radii of the sphere joining the origin of the sphere and the two
points where the common axis of the cones intersects the sphere. The angles in the denominators are the
angles between these two radii of the sphere and the common axis itself. These two angles are the same for
the spherical geometry. The respective fields at the common tip of the two cones are equal and opposite and
cancels each other. We can extend the above arguments to show that the complete field at the point under
consideration is vanishing. Thus the field at any point within a spherical conductor is zero. We note that
with an ideal surface charge density the electric field within an arbitrarily-shaped conductor may not vanish.
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The angle (θ)in the denominators in the above discussions are not same for an arbitrary closed surface.
Also the surface charge on an arbitrary conductor will not be uniform on the surface of the conductor. We
illustrate this below.
We can consider a simple situation of a cube with sides of length ′2a′ and is centered at the origin. Firstly,
the externally given charge should be distributed equally on the six surfaces and the surface charge densities
on each of the surfaces should be symmetric with respect to a particular set of Cartesian coordinate axes
centered at the center of the corresponding faces. Let us now consider a point on the Z-axis with coordinates
(0, 0, ǫ) where ǫa <
√
3. If the Z- component of the field has to vanish at ′P ′ we will have the following
condition on the surface charge density σ(u, v):
∫ ∫
[ 270s
6
−945(u4+v4+a4)s2+693(u6+v6+a6)
4s13 ]σ(u, v)dudv = 0,
where s2 = (u2 + v2 + a2) and (u, v) are the orthogonal Cartesian coordinates on the surfaces. The surface
charge densities on the faces of the cube are assumed to be symmetric with respect to the coordinate axes.
The relation is obtained by considering terms of the order of ǫ5. The term in the third bracket is always
greater than zero. Clearly it is in general not possible to find a non-trivial surface charge density satisfying
the above conditions. As is experimentally found, it is not expected for this situation that ′σ(u, v)′ will
change sign on the surfaces. There will be similar constraints on the surface charge densities if we consider
higher order terms with odd powers of ′ǫ′.
We now give a more realistic explanation of the electrostatic behaviour of a charged conductor. We
consider an arbitrarily-shaped thin metallic shell. We do not represent the charges at the outside surface by
an ideal surface charge density. This is not the situation in reality. The unbalanced charges form a thin layer
at the outer surface of the conductor and there will be higher order multipole forces within the conductor.
We first consider the situation when the residual charges are negative and the multipole forces are directed
inwards for the free electrons inside the conductor. To the leading order the multipole potential is of the
form r
∫
ρ(~r′)cos (γ)dr′dΩ′. The exact form of the multipole potential will depend on the nature and the
symmetry of the source. The corresponding multipole force will push the free electrons within the neutral
core and towards the inner surface. However this will create a small positively charged layer in between.
This layer will impart an attractive force on the electrons and ultimately an equilibrium condition will be
reached. The situation is different if the residual charge is positive and the corresponding multipole forces
are attractive. In this situation the electrons are pulled to the outside layer from a neutral core. The neutral
core becomes positively charged and impart forces on the electrons which are directed inwards. Thus again
an equilibrium will be reached. The concentration of the electrons just below the positively charged outer
surface will be a little larger than that inside the core. The field within the region enclosed by the metallic
shell will be almost vanishing apart from microscopic fluctuations near the outer surface of the shell. This
whole distribution of the charges can take place within a few atom thick layer at the outer surface of the
shell.
The charges at the surface of a conductor are described by an extended surface layer when we consider
the quantum mechanical uncertainity principle [8]. We have demonstrated in the above discussions that,
even classically, we have to consider a surface layer of charges to explain the fact that the electric field
inside an arbitrarily shaped conductor vanishes. The ideal surface charge model is incomplete to explain the
electrostatic behaviour of the conductors and we should explain the electrostatic behaviour of the conductors
in terms of the surface layer of charges with finite width.
Electrons and holes: In a p-type semiconductor the motion of holes are out of the movements of the
valence band or the acceptor level electrons. The electrons experience forces (qvB) in the same direction
as that of the holes and in terms of the motion of the electrons the polarity of the Hall voltage should be
opposite. The Hall voltage is explained by considering the holes. What is the motion of the electrons to give
the Hall voltage?
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