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Abstract
The pathology detection in physiological signals can be carried out by using the medical
spectral bands of interest characterizing each patient’s clinical condition. Since the concept
of correct interpretation and physiological or clinical meaning becomes critical, there is a need
for finding the frequency bands providing more information within pathology detection in
physiological signal framework. The present thesis develops a methodology for physiological
signal decomposition in its spectral bands of interest. The method proposed could be deter-
mined as follows: First, temporal decomposition and feature extraction from time-frequency
representations in its spectral bands of interest. Second, feature selection and reduction of
high dimensionality spectral space based on Principal Component Analysis. Third, the sto-
chastic relevance analysis that evaluates the relevance of each spectral component, showing
the bands that assists with more weight to the analysis, this analysis gives the informati-
veness necessary for the understanding of physiological phenomena. Finally, a multivariate
analysis of variance is performed to determine how separable are the classes obtained by the
spectral features, and to evaluate the feature separability among them. The results show that
the proposed methodology based on the analysis of spectral bands of interest in physiological
signals, reach a high performance in the detection of some pathologies, and also provides the
informativeness required for decision making by reducing the subjectivity and bias of the
expert.
Keywords: ADHD, Clustering, EEG, Feature Selection, Multivariate Analysis of Va-
riance, Relevance Analysis, Spectral features, Time-Frequency Representations .
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Resumen
La deteccio´n de patolog´ıas en sen˜ales fisiolo´gicas, puede ser llevada a cabo basada en las
bandas de intere´s espectral me´dico que caracterizan la condicio´n cl´ınica de cada paciente.
Dado que el concepto de interpretacio´n y significado fisiolo´gico o cl´ınico se vuelve cr´ıtico,
existe la necesidad de encontrar las bandas de frecuencia que proporcionan mayor infor-
macio´n en el marco de deteccio´n de patolog´ıas en sen˜ales fisiolo´gicas. La presente tesis de
maestr´ıa desarrolla una metodolog´ıa de descomposicio´n de sen˜ales fisiolo´gicas en sus bandas
de intere´s, mediante dos enfoques, descomposicio´n temporal y extraccio´n de caracter´ısti-
cas en las bandas de intere´s espectrales en representaciones tiempo frecuencia. La seleccio´n
de caracter´ısticas y reduccio´n de alta dimensionalidad del espacio espectral es basada en
el ana´lisis de componentes principales. La informacio´n necesaria para el entendimiento de
los feno´menos fisiolo´gicos, es basada en el ana´lisis de relevancia estoca´stico, el cual evalu´a
la relevancia de cada componente espectral, mostrando las bandas que ayudan con mayor
peso al ana´lisis. Por u´ltimo se realiza un ana´lisis multivariado de la varianza para determi-
nar que tan separables son las clases mediante las caracter´ısticas espectrales obtenidas, y
para evaluar la separabilidad de las caracter´ısticas entre s´ı. Los resultados evidencian que
la metodolog´ıa propuesta basada en el ana´lisis por bandas de intere´s espectral en sen˜ales
fisiolo´gicas, obtienen un alto rendimiento en la deteccio´n de algunas patolog´ıas, y brindan la
informatividad necesaria para la toma de decisiones reduciendo la subjetividad y sesgo por
medio de los expertos.
Palabras Clave: Agrupamiento, Ana´lisis de Relevancia, Ana´lisis Multivariado de Va-
rianza, Caracter´ısticas Espectrales, EEG, Representaciones tiempo-frecuencia, Selec-
cio´n de Caracter´ısticas, TDAH.
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1 Preliminaries
1.1. Introduction
Usually, the analysis of physiological signals is carried out on the raw data, which may con-
tain irrelevant components and noise, besides of the relevant information. As the presence
of unwanted components may have a negative effect on the classification stage, reduction
of unwanted spectral components on signal might improve the classifier performance. For
this reason, decomposition and selection of frequency bands on physiological signals would
benefit the analysis and classification of pathologies. Generally, the separation of frequency
bands is performed by using conventional filters, whose bandwidth corresponds to the analy-
zed frequency band. However, the estimation of each frequency band depends directly on
the filter quality that is used for signal decomposition. One way to improve the estimation
is to take into account changes in the dynamics of the signal using non–stationary analysis
techniques such as wavelet analysis [1]. However, because of the inherent wavelet redundant
information some troubles arise when determining which concrete decomposition bands as-
sist in the classification task. Also, there is lack of direct interpretability, since the assessed
wavelet scale bands do not correspond straightforward to the commonly Fourier-based band-
width handled by medical community. Other decomposition methods that can be considered
to analyze the non-stationary dynamics related to physiological signals, are the Empirical
Mode Decomposition method (EMD) [2], time-varying autoregressive models (TVAR) and
exponentially damped sinusoidal models (EDS), that have the ability to track changes while
splitting the physiological signal into dynamics-based frequency bands, as shown in [2–4]
Nowadays, the use of such decompositions within an physiological signal classification fra-
mework leaves several unanswered questions such as: how to adjust each frequency band
by using parametric or non-parametric modeling? How to handle the decomposition when
there are different orders for each database recording? But mostly, how to determine which
frequency band is the most relevant in the physiological signal analyzed?
Another approach considered for analysis in spectral bands of interest is based on time-
frequency (t-f ) representations, which determine the energy distribution along the frequency
axis at each time instant, the t-f aims to represent the underlying phenomenon represented
by the biosignals, clarifying, even visually, the differences between normal and pathological
states [5].
Following this line of analysis may also consider methods based on spectral sub-band extrac-
ted from t-f representations, which includes information of the representations in a smaller
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and also discriminant space, also demonstrating their ability to discriminate between normal
and pathological patterns in physiological signals [6, 7]. In this way the feature set based on
t-f representations,can be estimated using filter banks, such as cepstral coefficients (FCCs)
or by measuring the fractional energy in specific t-f windows (tilling method) [8].
However, the intrinsic dimensionality of the t-f planes and the features derived from them is
high, and may have a lot of redundant information, therefore, the relevant feature selection
becomes an essential step for the classification and the interpretability of the results [9].
In this thesis, we propose a methodology for analysis and classification of physiological sig-
nals (in this case EEG signals to detect seizure activity, and records of evoked potentials for
detection of attention deficit disorder and hyperactivity) that is based on the decomposition
of the signal in their oscillation modes or frequency bands of interest (in the case of the re-
cords used, being derived from the EEG signals, hereinafter named as rythms), such modes
are estimated by parametric and nonparametric models, evaluating which t-f decomposition
is most appropriate in the work context. It will also include the analysis of t-f representa-
tions, that can generate features about the bands of medical interest and provide greater
informativeness allow to understand the process under study. The methodology includes a
relevance analysis on the calculated feature set, that allows to providing information on fre-
quency bands which assist in the classification task, that help in the interpretability of the
phenomenon studied. Finally, it includes a multivariate analysis of variance on the feature
set that allows to provide additional information to process, showing how separable are the
characteristics considered in each set, or how separable are from one to another.
1.2. Problem Statement
Due to the nature of the non-stationary and multicomponent physiological signals, the use
of temporal decompositions into spectral components is elemental to the processing of such
signals. There are a variety of decomposition methods with different properties, advantages
and disadvantages. For this reason, the appropriate choice of a decomposition method that
can reveal the exact structure of multicomponent physiological signals is crucial in many
applications, including automatic diagnosis of diseases in biosignals [10]. Specifically, for the
study of biosignals, several techniques have been proposed, for instance nonlinear dynamic
analysis [11], temporal decompositions methods [1–4], and t-f representations [8]. However,
some of these techniques lack of the interpretability that could be associated to the results.
Being this a major problem, because an automatic interpretation system of clinical records,
providing information about physiological phenomena, would help to reduce subjectivity and
bias, reducing the time required for an expert to interpret the results [12]. For these reasons
it is necessary to propose a methodology to obtain important information from temporal
decompositions into spectral components, which not only generates proper classification
results, also high informativeness of the studied processes useful for the medical community.
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1.3. Objectives
1.3.1. General Objective
Develop a methodology for analysis of physiological signals, based on the feature selection
of spectral interest bands, allowing to provide both, interpretability to the specialists of
the studied phenomena, and also adequate discrimination for the pathologies detection in
physiological signals.
1.3.2. Specific Objectives
1. Determine the temporal decomposition providing a better location in frequency, bet-
ween the parametric and nonparametric methods analyzed.
2. Devise a feature selection methodology from time-frequency representations, that effec-
tively selects discriminant information in the spectral bands of interest to complement
the analysis of temporal decomposition methods.
3. Develop a methodology for temporal decomposition in spectral bands of interest, allo-
wing an adequate interpretability provided by the relevance analysis and the multiva-
riate analysis of variance, as well as the discrimination between classes for the detection
of pathologies in physiological signals.
2 Background
2.1. Parametric approach
Parametric methods of time-varying spectral analysis are based on a parametric modeling of
signals, allowing a direct description of the dynamics which gave origin to the signal. Gene-
rally used models are linear and time invariant, known as ARMA models, whose advantages
are ease of estimation and interpretability (in comparison with nonlinear models) and direct
relationship with spectral information.
2.1.1. Time Variant Autorregressive Models
An univariate time series x[t], (t = 1, 2, . . . , n) follows a time-varying autorregressive model
of order nϕ, or TV AR(nϕ), if
x[t] = −
nϕ∑
i=1
ϕi[t]xn[t− i] + ε[t] (2-1)
Where ϕ[t] = {ϕ1[t], ..., ϕnϕ [t]} is the instantaneous autorregressive parameter vector at time
t and ε[t] ∼ N (0, σ2ε [t]) is a zero mean innovation. The model has the form of a standard
autorregression at each time, but the autoregressive parameters and innovations variance may
change through time. The autorregressive (AR) parameters at each time t are not constrained
to the usual stationary region, though often may lie in such region. In such cases, it may
refer to the series as “locally stationary”, but the changes in parameters represent global
nonstationarities. Since the model is very general, permitting both, slow and abrupt changes
in parameters, and as a result provides a very flexible framework for modeling patterns
of change in the stochastic structure and observed nonstationaries in data. The model is
completed by specifying evolution model components for the time-varying parameters ϕi[t]
and the innovations variance σ2[t].
The theory of time series decompositions proposed in [13] has important generalizations that
are relevant to TVAR model and other dynamic models with time-varying parameters. The
theory is accessed by casting the TVAR model (2-1) in dynamic linear model (DLM) form,
as:
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x[t] = Fx[t− 1] + ω[t],
y[t] =Hh[t− 1] (2-2)
where h = (1, 0, ..., 0)′, x[t] = (x[t], x[t − 1], ..., x[t− nϕ + 1])
′ and ω = hε[t]
F [t] ≡ F (ϕ[t]) =

ϕ1[t] ϕ2[t] ϕ3[t] · · · ϕnϕ−1 [t] ϕnϕ [t]
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
. . .
...
...
0 0 · · · · · · 1 0

for each t.
This is one of several possible DLM forms of the TVAR model, and a natural extension of
the DLM representation of standard AR models; the latter are obtained when ϕ[t] = ϕ y
F [t] = F (ϕ) are constant, and their state space forms originated with Akaike in [14]. The
time-varying versions in (2-2) are special cases of the broader class of DLM’s, also known as
state space models [15].
Suppose that, at each time t, the eigenvalues of F [t] are distinct. The nϕ distinct eigenvalues
will usually contain complex elements. Suppose that, at each time t, there are nϕc pairs
of complex conjugate eigenvalues and nϕr = nϕ − 2nϕc real and distinct eigenvalues. Now,
the numbers of real and complex eigenvalues may differ at different times t, but here it is
assumed that they are fixed in number so nϕc and nϕr are not subscripted by t.
Denote the complex eigenvalues by ri[t]e
(±iωi[t]) for i = 1, . . . , nϕc and the real eigenvalues
by ri[t] for i = 2nϕc + 1, ..., nϕ. Then F [t] = E[t]A[t]E[t]
−1 where A[t] is the diagonal
matrix of eigenvalues, and E[t] is the d × d matrix whose columns are the corresponding,
complex-valued, normalized eigenvectors.
Reparametrize the model as follows. For each t, define the known matrix F [t] = diag(E[t]F [t]E[t]−1)
and linearly transform x[t] to γ[t] = F [t]x[t]. Then (2-2) becomes:
x[t] = 1′γ[t],
γ[t] = A[t]S[t]γ[t − 1] + ξ[t] (2-3)
where 1 = (1, 1, . . . , 1)′, ξ[t] = E[t]ω[t] is a zero-mean normal innovation with a structured
and singular variance matrix, and S[t] = F [t]E[t − 1]. With γ[t] = (γ1[t], γ2[t], ..., γnϕ[t])
′,
this means that x[t] is the sum of the individual γi[t] process. By construction, the final
nϕr elements of γ[t] are real, corresponding to the real eigenvalues ri[t] at each t. Rename
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these real-valued process a
(r)
i [t]. The initial 2nϕc of γ[t] occur as complex conjugate pairs.
Within each pair i = 1, ..., nϕc, the sum a
(r)
i [t] = γ2i−1[t] + γ2i[t] is real and simply evaluated
as twice the common real part. Each real process a
(r)
i [t] corresponds to the eigenvalue pairs
ri[t]e
(±iωi[k]) as time t. The basic decomposition result may now expressed as:
x[t] =
nϕc∑
i=1
a
(r)
i [t] +
nϕr∑
i=nϕc+1
a
(c)
i [t] (2-4)
2.1.2. Exponentially Damped Sinusoidal Models
In the parametric exponentially damped sinusoidal model (EDS), the signal is modeled as a
finite sum of na exponentially damped complex sinusoids [4]
x[t] =
na∑
i=1
aie
jφie(−dk+j2pifk)t∆n + ε[t], t = 0, 1, . . . , n− 1 (2-5)
where t∆n is the time lapse between the origin and the sample xn, ∆n is the sampling
interval, and ε[t] is white Gaussian noise. The parameters of this model are the amplitudes
ai, the phases φi, the damping factors di, and the frequencies fi. The model function (2-5) can
be rewritten in terms of complex amplitudes ci = aie
jφi and signal poles zi = e
(−di+j2pifi)t∆n
as follows:
x[t] =
na∑
i=1
ciz
t
i + ε[t], t = 0, 1, . . . , N − 1 (2-6)
Since exponentially damped sinusoids are a set of basis functions, they can be used to model
any arbitrary signal sufficiently closely provided the model order is high enough. The EDS
model can be extended to real-valued signals since any real-valued sinusoid can be expressed
as a superposition of two complex sinusoids. Consequently, the model order na is equal to
twice the number of sinusoids that comprise the real-valued signal.
To calculate the EDS model parameters, the following algorithm is used:
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Algorithm 1 Algorithm for the calculation of the x′n[t] components
Input: Signal x[t], t = 0, 1, . . . , N − 1; model order na
Output: Preprocessed signal x′n[t]
1. Arrange the data points x[t], t = 0, 1, . . . , N − 1 in a Hankel matrix Hn of dimensions L×M as
follows:
H(xn) =Hn =

xn(0) xn(1) xn(2) · · · xn(M − 1)
xn(1) xn(2)
. . . · · ·
...
xn(2)
. . .
. . . · · ·
...
...
...
...
... xn(N − 2)
xn(L− 1) · · · · · · xn(N − 2) xn(N − 1)

(2-7)
where N = L+M − 1
2. Compute the singular value decomposition of each Hankel Matrix Hn
Hn = UnΣnV
H
n (2-8)
the superscript H denotes the hermitian conjugate.
3. Compute the matrix Hna = UnaΣnaV
H
na
where Una , Vna , are respectively, the first na columns
of Un, Vn and Σna is the leading submatrix (na × na) of Σn
4. Extract the time series x′n[t]
x′n[t] =
1
b
∑
i+j=t+2
Hna(i, j) (2-9)
with b = (t+ 1) for t = 0, . . . ,M − 1 and b = (N − t) for t =M, . . . ,N − 1
2.2. Non Parametric approach
2.2.1. Short Time Fourier Transform
The analysis in time and frequency domains, often become a tool of great interest when
there is evidence of time-varying dynamic or non-stationarity in the signal. In this case
the descriptions in the time or frequency domains individually, does not provide complete
information for a later stage of feature extraction and classification. The time domain lacks
of the signal frequency description, while the frequency domain does not represents how
changes the spectral content of the signal over time. Therefore, the main objective of the t-f
representations is to determine the concentration of energy along the frequency axis at a given
time [16, 17]. The result of the t-f representation of a signal x(t) is a matrix Sx(t, f) ∈ R
+,
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that represents the joint distribution of energy in time and frequency domain.
One of the most used time-frequency representations is The Short Time Fourier Transform
(STFT) Eq.(2-10). The STFT is a Fourier-related transform used to determine the sinusoidal
frequency and phase content of local sections of a signal. The STFT introduces a time
localization concept by means of a tapering window function, g, of short duration over the
signal x(t), where the window length remains constant.
Sx(t, f) =
∣∣∣∣∫ ∞
−∞
x(τ)g(τ − t)e(−j2pif)dτ
∣∣∣∣2 (2-10)
with t, τ ∈ T , f ∈ F .
Therefore the extraction of information with rapid changes in time (i.e., high frequency
components) must be calculated in short and well localized time intervals, while the low
frequency components, involve long analysis intervals. As a result, given a non stationary
signal of short duration, the STFT can not track adequately the signal dynamics. Therefore
the window size becomes an important parameter to consider for the analysis of the signal
with the desired resolution. In this thesis, the STFT is used as a t-f representation, due to
its simplicity and the proper results given with the considered signals.
2.2.2. Wavelet Transform
The Wavelet transform is an efficient tool for analyzing non-stationary signals, and like
Fourier transform, maps the signal into a time-scale representation, in which the temporal
aspect of the signal is preserved. The difference is that the Wavelet transform provides a
multiresolution analysis with dilated windows. The main advantage of Wavelet analysis is the
variability in the size of the sliding windows, being wide for low frequencies and narrow for
high frequencies, in this way it leads to an optimal time-frequency resolution in all frequency
ranges.
Continuous Wavelet Transform
The Continuous Wavelet Transform (CWT) of the signal x(t) ∈ L2(R) is defined as the inner
product between the signal and the wavelet function ψa,b(t) [18]:
CWT (a, b) ≡ Ca,b = 〈x(t), ψa,b(t)〉 = |a|
−1/2
∫ ∞
−∞
x(t)ψ∗(
t− b
a
)dt (2-11)
where Ca,b are the wavelet coefficients, and ψa,b(t) are translated and dilated versions of a
single wavelet function ψa,b(t) named mother wavelet, which is defined as:
ψa,b(t) = |a|
−1/2ψ∗(
t− b
a
) (2-12)
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where a and b are the parameters of scale and time translation, respectively. The factor
|a|−1/2 is introduced to ensure that all scaled functions |a|−1/2ψ( t−b
a
), with a ∈ R, have the
same energy.
Since the function analysis ψ(t) is scaled and it is not modulated as the windowing function
of the STFT, the wavelet analysis is called time-scale and not time-frequency. A variation
on the time delay b and/or the scale parameter a has no effect on the shape of the kernel of
the wavelet transform. However, time and frequency resolution of wavelet transform depends
on a. Thus, for high frequencies (a small) has a good location in time, but poor frequency
resolution. On the other hand, at low frequencies, it has good frequency resolution but low
time resolution.
Discrete Wavelet Transform
Discrete Wavelet Transform (DWT) is a versatile tool for signal processing that is found in
various engineering applications [1]. The DWT analyzes the signal in different scale bands
(frequency bands) ∆Fn, with different resolutions by decomposing the signal into appro-
ximation and detail components. The DWT employs two sets of functions called scaling
functions and wavelet functions, which are associated with low-pass filters and high-pass
filters, respectively. The decomposition of the signal into different frequency bands ∆Fn, is
obtained by means of the successive passes of low-pass and high pass filters.
The CWT decompose a signal of an independent variable t to a function of two independent
variables (a, b). This procedure is redundant and inefficient when implementing algorithms.
Consequently, it is more practical to define the wavelet transform only in discrete scales a
and discrete times b, thus using a dyadic grid where a takes the value of 2j . In this case the
transform is given by [19].
CWT (2i, b) = |2i|−1/2
∫ ∞
−∞
x(t)ψ∗(
t− b
2i
)dt (2-13)
where i is the scale. The low frequencies are considered by the higher scales, and the higher
frequencies are taken into account by the lower scales.
When orthonormal wavelets are used (from the viewpoint of square integrable functions L2),
a procedure called decimation is used. It consists of decomposing the signal into a number of
coefficients proportional to the analyzed scale. Which allows that the signal have a different
number of coefficients at each scale. Physically this reflects the fact that the lower frequencies
of a signal need less coefficients to be represented. A decimated wavelet transform is:
CWT (2i, 2i.n) = |2i|−1/2
∫ ∞
−∞
x(t)ψ∗(
t
2i
− n) (2-14)
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From the above equation, it is possible to define the discrete version of the wavelet transform
as follows:
DWT (2i, 2i.n) = |2i|−1/2
∑
k
x(k)ψ∗(
t
2i
− n) (2-15)
2.2.3. Empirical Mode decomposition
Empirical mode decomposition (EMD) is a signal processing technique that represents any
temporal signal into a finite set of amplitude and frequency modulated (AM-FM) oscillating
components, which are bases of decomposition. The decomposition is an intuitive and adap-
tative signal-dependent decomposition. Moreover, the decomposition does not requiere any
conditions about the stationary and linearity of the signal [20]. The principle of the EMD
technique is to decompose a multicomponent signal x[t] iteratively into a set of the band-
limited functions Dm[t] named intrinsic mode functions (IMFs) [21]. Each IMF satisfies two
basic conditions:
In the complete data set, the number of extrema and the number of zero crossings
must be the same or differ at most by one.
At any point, the mean value of the envelope defined by the local maxima and the
envelope defined by the local minima is zero.
The first condition is similar to the narrow-band requirement induced from global one, and
necessary to ensure that the instantaneous frequency will not have redundant fluctuations
as induced by asymmetric waveforms [21]. The EMD algorithm for the signal x[t] can be
summarized as follows [2]:
Algorithm 2 EMD algorithm
Input: Signal x[t]
Output: IMF’s
1. Detect the extrema (both maxima and minima) of xn[t]
2. Generate the upper and lower envelopes es[t] and el[t] respectively by connecting the maxima and
minima separately with cubic spline interpolation.
3.Determine the local mean as m[t] = es[t]+el[t]2
4. IMF should have zero local mean; substract m[t] from the original signal as: g1[t] = x[t]−m[t]
5. Decide whether g1[t] is an IMF or not by checking the two basic conditions as described above.
6. Repeat steps 2-6 and end when an IMF g1[t] is obtained
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Once the first IMF is derived, define D1[t] = g1[t], which is the smallest temporal scale in x[t].
To find the rest of the IMF components, generate the residue r1[t] of the data by subtracting
D1[t] from the signal as: r1[t] = x[t]−D1[t]. The shifting process will be continued until the
final residue is a constant, a monotonic function, or a function with only maxima and one
minima from which no more IMF can be derived. The subsequent basis functions and the
residues are computed as,
r1[t]−D2[t] = r2[t], . . . , rM−1[t]−DM [t] = rM [t] (2-16)
where rM [t] is the final residue. At the end of the decomposition the signal x[t] is represented
as follows:
xn[t] =
nϕ∑
i=1
Di[t] + rnϕ [t] (2-17)
where M is the number of IMFs and rM [t] is the final residue. Each IMF is assumed to yield
a meaningful local frequency, and different IMFs do not exhibit the same frequency at the
same time. Then, Eq.(2-17) can be written as:
x[t] =
nϕ∑
i=1
ai[t]cos(φi(t)) (2-18)
2.3. Dynamic Filter-Bank Features
Based on introduced spectrogram, the corresponding t-f representation matrix Sy ∈ R
T×F ,
can be described by the row vectors, Sy = [s1 . . . sf . . . sF ], with sf ∈ R
1×T , where vec-
tor sf = [s(f, 1) . . .s(f, t) . . . s(f, T )], s(f, t) ∈ R, is each one of the time-variant spectral
decomposition component at frequency f , and equally sampled through the time axis t.
Within the context of feature estimation, a filter-bank divides the spectrogram into bands
and is defined by the number of filters, the shape, central frequency and band-width of
each filter. Regarding the determination of those parameters, the multi-band scheme can be
performed which splits the whole frequency range F of the spectrogram of Eq.(2-10) into
several sub-bands ∆Fn, comprising a set of adjacent spectral components sf , from where
time-variant features are to be extracted independently. That is, each assessed frequency
sub-band ∆Fn, from end to end along the time domain, holds the boundary within a single
dynamic feature is calculated.
Frequency Cepstral Coefficients The present paper performs the set of filter-banked Fre-
quency Cepstral Coefficients (FCC) for generation of dynamic features, extracted from the
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enhanced t-f representation. So given a discrete time series y(t), being the sampled version
of a continuous signal, each FCC around time t is extracted by discrete cosine transform of
triangular log-shape filter banks, ∆Fm(f) : f ∈ ∆Fn, spaced in the frequency domain:
xn(t) =
∑
m∈nF
log(s˜m(t))cos(n(m−
1
2
pi
h
)) (2-19)
where n ∈ h being h the number of desired dynamic FCC features to be considered, and
s˜m(t) is the weighted sum of each frequency filter response set, i.e.,
s˜m =
∑
f∈∆Fn
s(f, t)δFm(f) (2-20)
being m ∈ nF , t, and f the indexes for filter ordinal, time, and frequency axes, respectively.
Power Spectral Density of time-frequency sub-bands Since the t-f representations are
two-dimensional energy distributions of a signal, an important property is that by integra-
ting the time axis, must be result the power spectral density function of the signal PSDx
Eq.(2-21):
PSDx =
∫
F
Sx(t, f)dt = |X(f)|
2, ∀x(t) (2-21)
The calculated PSD of the signal, is used in [8] for the extraction of dynamic characteristics
of the t-f representations; using a grid based on the partition of the time and frequency axes.
The partitions are determined by the a priori knowledge of the signal. Each feature yn is
calculated as Eq.(2-22):
yn(i, j) =
∑
t∈ti
∑
f∈∆Fn
PSDx (2-22)
Each feature yn represents the fractional energy of the signal in a specific frequency band
{∆Fn} and time window tn; thus, the feature set depicts the distribution of the signal energy
over the t-f plane. It is expected that the feature set carries sufficient information related to
the non-stationary properties of the signal.
2.4. Non Linear Dynamic Analysis
This section provides a brief description to the analysis of a dynamical systems with nonlinear
techniques. It describes the conventional representation techniques of signals in the state
space, and nonlinear feature extraction.
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2.4.1. Uniform Embedding
A dynamical system is one whose behavior evolves over time. If this behavior is constantly
changing in time (or discrete time intervals for the discrete case) is mathematically described
by a set of autonomous ordinary differential equations of first order. For the discrete case
they will have the form [22]:
u[n+ 1] = F (u[n]) (2-23)
where u[n] are d-dimensional state vectors, whose elements are the dynamic variables of the
system, and F (.) are dynamic and deterministic rules that determine the behavior of these
variables. In this thesis F (.) will be considered non-linear.
The dynamic systems representation is given in a Rd space, called the state space (or phase
state), whose coordinate axes are the dynamic variables of the process, it is possible to
represent any state that the system could have. If additional systems are dissipative, there
will be an attraction to a subset of phase space, to be known as an attractor of the system
[23].
However, as usually there is no access to the states of a system, an observation function
h(.) is often used, that maps the d− dimensional unobservable states to scalar values. The
succession of these observations as time evolves results in a time series {x[n] : n = 1, ..., N}.
x[n] = h(u[n]) (2-24)
If n measurements are made, then x[n] = {x1, x2, ..., xn}; where each scalar observation is
an internal variable projection of the system. While it is desirable to obtain from the time
series the intrinsic dynamics of the system. The projection process can be nonlinear and can
mix different internal variables, so a reconstruction of the original state space may prove to
be complex, even with extensive knowledge of the observation process, that gives rise to the
time series [23]. For this reason, the process searches for an homeomorphic reconstruction,
capable to preserve the topological properties of the system [24].
The theorem of Taken provides a solution for time series reconstruction, such that the pro-
perties of the original attractor are topologically equivalents to the reconstruction formed
by the m-dimensional phase vector; with con m ≥ 2d + 1, in a process called embedding,
and with a reconstruction of the form:
−→s [n+ 1] = f(x[n]) (2-25)
where f and F are homeomorphic to each other, and the reconstructed state vector −→s [n] ∈
R
m:
−→s [n] = {x[n], x[n− τ ], x[n− 2τ ], ..., x[n− (m− 1)τ ]} (2-26)
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with m the embedding dimension or the minimum number of coordinates to represent the
signal without overlaps in the state space, and τ , the time delay which influences the shape
and dispersion of the reconstructed attractor.
The collection of all states of the system is the embedding matrix M :
M = {−→s [1],−→s [2], ...,−→s [n− (m− 1)τ ]}
T
(2-27)
where each −→s [.] represents a state.
Usually a Eq.(2-26) is called embedding for time delay, or even uniform embedding, this
because the reconstruction is done with a constant parameter τ that creates state vectors
with elements mapped at equal intervals.
Optimal parameters for uniform embedding
The correct reconstruction of a time series depends on the correct calculation of the para-
meters τ and m. Although some authors argue that the most important thing at the time of
embedding, is the achievement of an amount equal to the product of mτ , in this paragraph
will be deal apart from the two parameters, and the typical ways of obtaining them.
Time delay τ : Although any value τ is valid for noise-free systems, a correct estimation
could facilitate the analysis. Thus, if a time delay is smaller than the time scale of the
system, strongly correlated state vectors will be produced. Moreover, a large value, will
generate almost independent state vectors, spread over the whole phase space [23].
The main idea in the estimation of the time delay τ , is that the elements that reconstruct
the state vector must be close enough in time, such that they are dynamically related, and
however far enough that they are not redundant [24].
One of the simplest rules to estimate the value of τ , is to examine the time series, the
correlation function between pairs of data as a function of their separation in time τ0, and
define a correlation function as:
R(τ0) =
< x[n].x[n+ τ0] >
< x[n]2 >
(2-28)
where < . > denoting an average over all points in time series. On this function is determined
the time tc which presents the first zero crossing of R(τ0), called correlation time. Because
it is looking for a τ that generate high correlation, but also determine the dynamic of the
system. A small multiple (2 or 3) of nc is chosen as optimal value of τ [24].
Embedding dimension m: The estimation ofm, must be large enough so that the attractor
embedded be properly reconstructed in the topological sense [24]. Although any value greater
than m optimum is acceptable. However, it is not recommended because a greater value will
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add redundant coordinates in state space, hindering further analysis. The typical method
for estimating the embedding dimension is the criterion of False Nearest Neighbors (FNN),
whose principle is based on the search for points that are neighbors in the phase space, but
should not be, because its different temporal evolution [23].
For embedding vectors −→s [n], the corresponding reconstructed vectors to the closest neighbors
are:
−→s NN [n] = {x[n′], x[n′ − τ ], ..., x[n′ − (m− 1)τ ]} (2-29)
If the state vector −→s NN [n] is a true neighbor of −→s [n], then came to the neighborhood
of −→s [n] by dynamic origins. If it is a false neighbor came from a projection of a higher
dimension, because this dimension m does not adequately represent the attractor in state
space. Increasing the dimension tom+1, the false neighbor is removed from the neighborhood
of −→s [n]; so, reviewing each point −→s [n], and searching for the dimension that remove all false
neighbors, it be estimated the appropriate embedding dimension m [25].
The FNN criteria is explained below [26]:
Define −→s [n] as the vector of dimension m + 1, and −→s [n]
NN
the vector of dimension m+ 1
such as:
−→s [n] = {x[n], x[n − τ ], x[n − 2τ ], ..., x[n−mτ ]} (2-30)
−→s [n]
NN
= {x[n′], x[n′ − τ ], x[n′ − 2τ ], ..., x[n′ −mτ ]} (2-31)
The increase in distance between these two points is given only by the difference between
the latest components. Thus:
||−→s [n]−−→s [n]
NN
||
2
= {x[n−mτ ]− x[n′ −mτ ]}
2
(2-32)
Normalizing the distance between the points:
|x[n−mτ ]− x[n′ −mτ ]|2∥∥∥−→s [n]−−→s [n]NN∥∥∥ ≥ RT (2-33)
Where RT is a threshold value. A small RT cause that true neighbors will be counted as false,
on the contrary, a large one, will make some false neighbors are included. Typical values are
between 10− 30, being 15 a proper starting point.
2.4.2. Nonlinear Feature Extraction
Since theorem of Taken provides a topologically equivalent reconstruction of the original
phase space of a system, using only a series of observations, it is desirable to calculate
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the amounts of observations that remain invariant under the smooth change of coordinates
that the reconstruction implies. Additionally these quantities do not depend on the initial
conditions that gave rise to the attractor in phase space, and a searches for a certain robust-
ness to the parameters required in the reconstruction, so that they can be used for a valid
characterization of the dynamic system.
With this in mind, it can find two types of invariant measures: static invariants that depend
primarily on the invariant measure, and appear as attractor dimensions and mass exponents
that deal with various static correlation functions of the attractor. And invariant dynamics
that depends on the properties of the trajectories, and include various entropies, Lyapunov
exponents, and fluctuations moments in the Lyapunov exponents [27].
Among the great amount of invariant measures that can be found, both static and dynamic.
Characterization using nonlinear dynamics typically tends to use the Lyapunov exponent
and Correlation dimension. However, in this thesis the Hurst exponent and 2 measures of
the regularity of time series is considered, all approximations of Kolmogorov entropy.
Correlation Dimension (d2)
To estimate the dimension of an object, different methods have been proposed. However, all
share the idea of measuring the object to a scale r, so that the irregularities smaller than
r, and considering how the measures vary as r tends to 0. In [28] is proposed a method for
estimating the dimension. If −→s is a reconstructed state vector as Eq.(2-26), and Nx(r) the
number of points on the attractor within a hyper-sphere of radius r centered in −→s . Most of
the points enclosed in the hyper-sphere will come on Dynamic backgrounds, rather than close
temporal correlation with other points. Thus, Nx(r) be a measure of how often a trajectory
visits a r-neighborhood of −→s . If r is varied, it will find that as the number of points on the
sphere grows:
Nx(ε) ∝ ε
dp (2-34)
where dp is the pointwise dimension in
−→s . Because dp may depend significantly of
−→s that
is chosen, usually gets an average of Nx(r) on many
−→s , such that:
C(r) ∝ rd2 (2-35)
where d2 is the correlation dimension, and C(r) is the correlation integral.
The correlation dimension is an identifier of self-similarity of an attractor. This property
characterizes geometric structures that have replicating behavior under appropriate magni-
fications, that is, when a portion of the object is observed under appropriate magnification,
the part will appear to be equal to the whole, not knowing what scale the object is seen,
with only consider a section.
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An effective method to estimate the correlation dimension using the Takens estimator, for a
time series of length n, the correlation integral is defined as:
C(r) = l´ım
n→∞
1
n2
n∑
i=1
n∑
j=1
Θ
(
r −
∥∥−→s i[n]−−→s j[n]∥∥) (2-36)
where Θ is the Heaviside function, and r the tolerance measure. It is expected that as r → 0
in Eq.(2-35) then C(r) = φ.rv; where φ is a constant that reflects the lacunarity, a measure
of how data fill the space [29]; and v is the correlation exponent equivalent to d2.
For a certain amount Np of distances rp chosen randomly from
−→s , independent and randomly
distributed according to the probability:
P (rp < r) = C(r) = φ.r
v (2-37)
the Takens estimator T2(r) gives the value of v that maximizes Eq.(2-37):
T2(r) =
[
−1
Np − 1
Np∑
p=1
log
(rp
r
)]−1
(2-38)
In the limit r → 0 and Np →∞; T2(r) is the estimate of d2 [30].
Hurst Exponent
The Hurst exponent is a measure of long-term memory system, i.e. quantifies the influence
of past values in the present value of the time series. It can also be seen as a measure of
the persistence of the process to follow trends, or the correlation between different points in
time series [31].
The Hurst exponent has a range between 0−1, where a value less than 0,5 presents negative
correlation, involving a anti persistent process, which will tend to return to the point where
its started. So, if the trend of the series is positive, there may be a negative trend change
in the next iteration. A close value to 0,5, indicates no correlation between past and present
values (Brownian motion). A value greater than 0,5 indicate positive correlation, and is an
indicator of a continuous process, in which the direction of the trajectory is likely to remain
constant.
The Hurst exponent can be calculated using the rescaled range method described in Algo-
rithm 3
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Algorithm 3 Algorithm R/S to estimate the Hurst exponent
A time series s(t) of n elements, given over a observation period 1 ≤ t ≤ T .It is analyzed the series
on an arbitrary interval s+ 1 ≤ t ≤ s+ τ , whose time difference is τ . In [s+ 1, s + τ ]:
1. Calculate the mean value µ = 1n
n∑
i=1
x(i)
2. Determine the avarage fitted to the data Y : Yt = x(t)− µ, t = 1, 2, ..., n
3. Calculate the cumulative series Z: Zt =
t∑
i=1
Yi, t = 1, 2, ..., n
4. Calculate the range series R: Rt = ma´x(Z1, Z2, ..., Zt)−mı´n(Z1, Z2, ..., Zt), t = 1, 2, ..., n
5. Calculate the standard deviation series S: St =
√
1
t
t∑
i=1
(x(i) −me)2, with me the mean of x(1)
to x(t).
6. Calculate the rescaled range series (R/S): (R/S)t = Rt/St, t = 1, 2, ..., N
7. (R/S) is plotted against time in logarithmic coordinates. The slope of the regression line approxi-
mates to the Hurst exponent.
Largest Lyapunov Exponent (LLE)
A dynamical system is called deterministic if the present (initial state) determines completely
the future. In turn, dynamic systems often appear to be chaotic when it have sensitive
dependence on initial conditions, making the two trajectories that start very close together,
rapidly diverge from one another thereby achieving different futures [32].
The averaged actual exponent of this increase is characteristic for the system, and quantifies
the strength of its nonlinearity, this is the so-called Lyapunov exponent. In a dynamic system
there are as many Lyapunov exponents as dimensions in phase space, however the most
important is the Largest Lyapunov Exponent (LLE) [23].
If sn1 and sn2 are two points in space, with distance ‖sn1 − sn2‖ = ν0  1, and ν4n the
distance after 4n, between two trajectories emerging from these points, ν4n = ‖sn1+4n −
sn2+4n‖. Entonces LLE es determinado por:
ν4n ' ν0 exp (λ4n), ν4n  1,4n 1
λ(ν0) = l´ım
∆n→∞
l´ım
‖ν0→0‖
1
∆n
log
‖∂∆n‖
‖∂0‖
The LLE value is an indicator of system behavior, as follows: Positive values indicate chaos
in the attractor, infinite values suggest signals purely composed by noise, negative values
shows stable attractors with fixed points, and zero values represent stable limit cycle [23].
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2.4.3. Entropies
Entropy quantifies the uncertainty of a random variable. Thus, if the probabilities of a set of
future events tend to be equal, the less information it get about in the future, which mean
a higher state of entropy [33].
Given a discrete random variable X , with a range of possible values, X = {x1, x2, ..., xn},
probability mass function p(xi) = Pr{X = xi}, and expectation operator E, the Shannon
entropy denoted by H(X) is defined as [34, 35]:
H(X) = −
∑
xi∈Θ
p(xi) log p(xi) = −E[log p(xi)] (2-39)
For a time series, i.e. the sequence of n random variables Xi = X1, ..., Xn with a range of
values Θ1, ...,Θn, the joint entropy is defined:
Hn = −
∑
x1∈Θ1
...
∑
xn∈Θn
p(x1, ..., xn) log p(x1, ..., xn) (2-40)
Hn = H (X1, X2..., Xn) (2-41)
With p(x1, ..., xn) = Pr{X1 = x1, ..., Xn = xn}, the joint probability for the n variables
X1, .., Xn.
H(X, Y ) = H(X) +H(Y |X)
can be rewritten Eq.(2-41) as:
H(X1, X2) = H(X1) +H(X2|X1)
H(X1, X2, X3) = H(X1) +H(X2, X3|X1)
...
H(X1, X2, ..., Xn) = H(X1) +H(X2|X1) + ...+H(Xn|Xn−1, ..., X1)
Hn = H(X1, X2, ..., Xn) =
n∑
i=1
H(Xi|Xi−1, ..., X1) (2-42)
The last relation is called the chain rule, and reveals a fundamental property of entropy: The
state of a system at Xn is determined by its succession X1, X2, ..., Xn−1. Thanks to this as
the time series grows, the joint entropy will do too.
To avoid this dependency between the number of random variables (length of time series),
and the calculated value of joint entropy, the entropy rate is defined by:
h = l´ım
n→∞
Hn
n
(2-43)
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For stationary processes it can prove that [35]:
l´ım
n→∞
Hn
n
= l´ım
n→∞
H(Xn|Xn−1, ...., X1) (2-44)
Kolmogorov Entropy
The entropy concepts can be extended to time series embedded in the state space, when
covering the attractor embedded with boxes, and calculate the probability that a random
point is on each box.
Consider a dynamical system Rm, withm dynamic variables of the system. Suppose the phase
space is partitioned into N hypercubes of radio , and content m, with n measurements of
the system, spaced at a given τ . Let p(k1, k2, ..., kN) the joint probability that the state of the
system is in the hypercube k1 in the time t = τ , in the hypercube k2, in the time t = 2τ , and
the hypercube kN in the time t = Nτ . Let Nb(i) the number of points within the partition
i and Np the total number of points [34], so that it can obtain a relation for the probability
Pb(.) in each partition, as the ratio between the number of points in the partition over the
total number of points in state space. The entropy of each partition will be expressed by
the formula of Shannon as in Eq.(2-39) [36], that can be rewritten in terms of the amount
of correlation, to find the entropy estimated without the need to a box counting algorithm
[37].
To this end, an auxiliar function Ci(r) is defined, to count the number of points that have a
distance less than r of a scaled reference point x(.), over the total points of the time series:
Ci(r) =
1
Np
(Number of points x(j) con |x(j)− x(i)| < r) (2-45)
Note that the numerator of Ci(r) counts the number of points in the hypercube radio r,
which is an approximation of Nb(.).
Ci(r) ≈
Nb(i)
Np
= Pb(i) (2-46)
The averaged sum over Ci(r) is the correlation sum C(r):
C(r) =
1
Np
Np∑
i=1
Ci(r) (2-47)
C(r) =
1
N2p
(Number of point pairs (Xi, Xj) such as |Xi −Xj| < r) (2-48)
C(r) =
1
N2p
Θ (r − ‖X(i)−X(j)‖) (2-49)
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That also may be related to the probability approximation
C(r) =
1
Np
Np∑
i=1
Ci(r) ≈
1
Np
Np∑
i=1
Pb(i) (2-50)
Rewriting the Shannon entropy Eq.(2-39):
H = −
∑
b
Pb logPb =−
∑
b
Nb
Np
logPb =−
1
Np
∑
b
∑
i∈b
logPb
= − 1
Np
∑
i
logPb(i) =−
1
Np
∑
i
logCi(r)
(2-51)
This entropy H can be interpreted as the average information gain, to make a measurement
with a precision system r, or the average information amount required to specify the state
of a system to a precision r [36].
The Shannon entropy is now extended to all partitions, finding a production rate of global
information about the attractor. This will be the so-called Kolmogorov entropy (HKS),
which is obtained using the relation Eq.(2-43), and taking the limit of infinite averaging
time variations, and the limits of time between measurements and the hypercube radius
tending to zero [36].
Thus:
HKS = − l´ım
τ→0
l´ım
→0
l´ım
n→∞
1
nτ
∑
k1,...,kn
p(k1, ..., kn) log p(k1, ..., kn) (2-52)
If the system is stationary, can be rewritten as:
HKS = − l´ım
τ→0
l´ım
→0
l´ım
n→∞
1
nτ
Hn (2-53)
Replacing Eq.(2-44) in Eq.(2-53):
HKS = − l´ım
τ→0
l´ım
→0
l´ım
n→∞
1
τ
H(Xn|Xn−1, ...., X1) (2-54)
Finally
HKS = l´ım
τ→0
l´ım
→0
l´ım
n→∞
(Hn+1 −Hn) (2-55)
Since the time series are of finite order, as the Hn becomes large relative to the length of
time series, the entropy rate tends to be underestimated [34]. So, in [38] is proposed the
entropy K2, a lower limit on the Kolmogorov entropy, for typical cases K2 is numerically
close to HKS.
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The proposed equation is of the form [39]:
K2 = l´ım
r→0
l´ım
m→∞
1
m
l´ım
n→∞
(− logCm(r)) (2-56)
= l´ım
r→0
l´ım
m→∞
l´ım
n→∞
(log(
Cm(r)
Cm+1(r)
)) (2-57)
This correlation sum uses Euclidean norm, opposed to the Kolmogorov formula that uses
Takens norm. In [40] is proposed to find the entropy as:
HER = l´ım
r→0
l´ım
m→∞
l´ım
n→∞
[φm(r)− φm+1(r)] (2-58)
where
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
logCmi (r) (2-59)
Approximate Entropy
To quantify the entropy of a time series is commonly used Kolmogorov entropy (or some of
its variants), but its calculation presents problems due to noise present in the data, which
seriously affects the its estimation. This, coupled with the requirement of long time series
(required for achieving convergence of entropy) and a relatively high computational cost,
makes evident the need for a measure based on Kolmogorov entropy, able to quantify the
regularity of a time series and avoiding their drawbacks [41].
In [40, 41] approximate entropy (ApEn) is proposed; a measure that is based on finding pat-
terns (epochs) within a similar time series. ApEn measures the negative natural logarithms
average of the conditional probability that two similar sequences of size m remain similar
with increasing size of the pattern compared to m+ 1 [42].
Given a time series of N points embedded in Rm, with m the embedding dimension and
the length of the pattern to compare, the embedding matrix M as Eq.(2-27); should carry
out a comparison one by one, of all state vectors in M . The similarity criterion will give a
quantity r, which allows to establish if a vector is similar to another, if the difference between
its components is less than r. Then, it increased the pattern size to m+ 1, i.e. the series is
embedded in Rm+1, calculating the conditional probability that the vectors have been chosen
to be similar in the pattern comparison m, remain similar with increasing pattern length as
m+ 1.
ApEn is defined as:
ApEn(m, r,N) = φm(r)− φm+1(r) (2-60)
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where φ
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
logCmi (r) (2-61)
and Cmi (r) as Eq.(2-45). the value of r is usually chosen as [42],to not depend on the absolute
amplitude of the signal:
r = %.std(s(t)) (2-62)
where % is constant, and std the standard deviation of the time series. The Algorithm 4
describes the procedure to be followed for the calculation of ApEn: [43].
Algorithm 4 ApEn Estimation Algorithm
1. Form the embedding matrix as Eq.(2-27), define the distance between two reconstructed vectors
x(i) and x(j) as:
d[x(i), x(j)] = ma´x
k=1,...,m
(|x(i+ k − 1)− x(j + k − 1)|) (2-63)
2. For x(i) as counting the number of j, such that d[x(i), x(j)] ≤ r, denoted as nim.
3. Cmi (r) is defined , that measures within a tolerance r, the similar patterns to the given window
length m.
Cmi (r) =
nim
N −m+ 1
(2-64)
4. Calculate the logarithm of each Cmr (i) and then averaged over i, defining φ
m(r) as:
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
lnCmi (r) (2-65)
5. Increases m, and found Cm+1i (r) and φ
m+1(r).
6. Finally, define ApEn as:
ApEn(m, r,N) = φm(r)− φm+1(r) (2-66)
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Sample Entropy
Algorithm 5 Estimation algorithm of SampEn
1. The embedding matrix is formed as in 2-27, define the distance between xm(i) and xm(j) as in
Eq.(2-63).
2. For a given x(i) , count the number of j such as d[xm(i), xm(j)] ≤ r, denoted as Bi.
3. For all i:
Bmi (r) =
1
N −m− 1
Bi (2-67)
4. Define Bm(r) as:
Bm(r) =
1
N −m
N−m∑
i=1
Bmi (r) (2-68)
5. Dimension is increased to m + 1, and it is calculated Ai as the number of occurrences in which
d[xm+1(i), xm+1(j)] ≤ r. Define after A
m
i (r) as:
Ami (r) =
1
N −m− 1
Ai (2-69)
6. Then Am(r):
Am(r) =
1
N −m
N−m∑
i=1
Ami (r) (2-70)
Thus Bm(r) is the probability that two sequences correspond to m points, while Am(r) is the
probability that two sequences correspond to m+ 1 points.
7. SampEn is estimated by:
SampEn(m, r,N) = − ln
[
Am(r)
Bm(r)
]
(2-71)
ApEn presents a problem that can affect the estimation of the time series regularity measure.
To avoid the occurrence of log(0) in its calculation, each vector account itself in the compa-
risons, a situation that creates two main problems: makes a measure strongly dependent on
the length of the time series, causing that the short-time series have an estimated less than
expected, and affects the consistency of the measure, that is, if a data set is more complex
than another, must remain for all tests [42].
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In [42] is proposed the Sampled Entropy (SampEn), as a measure capable of addressing the
problems of ApEn. SampEn is defined as:
SampEn(m, r,N) = − log
(
Am(r)
Am+1(r)
)
(2-72)
where m, r y N are defined as in ApEn, and A be as Eq.(2-61), but without self-comparisons
to thereby avoid bias. The procedure to be followed for the estimation of statistics [43] is
described in Algorithm 5:
2.5. Stochastic Relevance Analysis
Relevance analysis distinguishes variables that represente effectively the subjacent physio-
logical phenomena according to some evaluation measure. Such representative variables are
named relevant features, whereas the evaluation measure is known as relevance measure.
Variable selection tries to reject those variables whose contribution to representation target
is none or negligible (irrelevant features), as well as those that have repeated information
(redundant features). Thus, the first objective concerning the variable selection stage is to
define the concept of relevance [6]. Let the set of objects Ss = {Sk, k = 1, . . . ,M} with M
observations described by a set of features sij . In addition, each sample is associated with
one and only one element of the set of class labels c =
{
c(k) ∈ N : k = 1, · · · , K
}
, where K is
the number of classes to be considered. Then, given Ss, and for any feature sij, the relevance
function ρ is defined as:
ρ : R1×T −→ R
(Ss, sij) 7→ ρ(Ss, sij) ∈ R (2-73)
where the relevant function ρ satisfies the following properties [6]:
– Non-negativity, ρ(Ss, sij) ≥ 0, for all i.
– Nullity, the function ρ(Ss, sij) is null if feature sij has not relevance at all.
– Non-redundancy, if s′ij = λsij + η, where the real-valued λ 6= 0, y η is some noyse with
zero mean and unit variance, then,
∣∣ρ(Ss, s′ij)− ρ(Ss, sij)∣∣→ 0
In the proposed methodology, it is assumed that higher weights are associated with the most
relevant features. In this tesis it is consider the following unsupervised measure of relevance:
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c. Stochastic variability: the time-varying relevance measure is evaluated:
ρυ(Sy; τ) = [χ(1) · · · χ(τ) · · · χ(pT )]
>, (2-74)
where χ(τ) = E{|λ2jvj(τ)|}, {λj : j = 1, . . . , q} is the set of most relevant eigenvalues
of the matrix Sy, and the scalar vj(τ) is the respective element in the instant τ , and
τ = 1, . . . , pT indexes each of the relevance values calculated for the entire set of time-
varying data. To determine the relevance related to each of the stochastic variables, the
Eq.(2-74) can be arranged to the relevance matrix [ρυ1(Sy; t) · · ·ρυf (Sy; t) · · ·ρυF (Sy; t)]
>,
where each row ρυf(Sy; t) = [χ((f − 1)T +1) . . . χ(t) . . . χ(fT )] ∈ R
T×1 shows the con-
tribution of the sri stochastic feature along fixed time moments.
2.6. Multivariate Analysis of Variance
The aim of the Multivariate Analysis of Variance MANOVA is to test the statistical signifi-
cance of differences in the groups or levels of a factor. This is accomplished by analyzing the
variance, i.e. splitting the total variance in the component due to random error of measure-
ment, and the component due to differences between the mean of the factor levels. Finally,
these variances are compared to test the null hypothesis of no difference between means, and
if the means are significantly different, it is reject this hypothesis. The MANOVA model of
a factor is expressed as:
yir = µ+αi + εir (2-75)
= µi + εir;
for i = 1, 2, . . . , a and r = 1, 2..., n; in terms of the m variables in yir. The Eq.(2-75) becomes
in:

yir1
yir2
...
yirm
 =

µ1
µ2
...
µm
+

α1
α2
...
αim
+

ε1
ε2
...
εim
 =

µi1
µi2
...
µim
+

εir1
εir2
...
εirm
 (2-76)
So that the model for the l-th variable (for l = 1, 2, ..., p) in each vector yij is Eq.(2-77)
yir = µi + αil + εirl = µil + irl (2-77)
It is desirable to campare the vectors of the µ factor in the a to find significant differences.
Therefore, the hypothesis test is expressed as Eq.(2-78):
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H0 : µ1 = µ2 = . . . = µa (2-78)
H1 : at least to a level i µi 6= 0
The equality of the vectors at the µ factor implies that the a levels are equal for each variable;
i.e. µ1l = µ2l = . . . = µal for l = 1, 2, . . . , m. If two pairs of levels for a given variable are
different, then
H0 :

µ11
µ12
...
µ1m
 =

µ21
µ22
...
µ2m
 = · · · =

µa1
µa2
...
µam
 (2-79)
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3.1. Epileptic Seizure detection in EEG signals
Approximately 1% of the world’s population suffers epilepsy, a disorder of the normal brain
function, characterized by sudden and recurrent failures in brain function (seizures), which
reflect the existence of abnormal and hyper-synchronous discharges in large ensembles of
neurons in brain structures [8]. Seizures not only generate erratic muscle movements or
spasms, this is just a type of epilepsy known as the grand mal, some behaviors may have
absenteeism, strange sensation or emotions, so in some cases are not diagnosed correctly and
the patient is treated psychiatrically. Thus epilepsy is a major health problem for patients
with this condition. The most widely used clinical test for the epilepsy diagnosis is the elec-
troencephalogram (EEG), which allows the recording of potentials generated by nerve cells
in the cerebral cortex. The EEG contains a wide range of frequency components. However,
the range of clinical and physiological interest is in 0,5− 30 Hz. In this range there are four
spectral bands of interest known as rhythms [1].
* Delta(< 4 Hz): δ rhythms represents the slow brain activity, prevailing state of deep
sleep in normal adults, or states induced by anesthesia. Otherwise, they suggest pat-
hologies.
* Theta (4 − 8 Hz): θ rhythms are in drowsiness states and sleep in adults, only a
minimal amount of θ rhythms appear in normal adults, usually in relaxation states,
sleep deprivation or mental activation in the middle of the brain. The presence of high
θ activity in awake adults suggest abnormalities or pathological conditions.
* Alpha (8 − 13 Hz): α rhythms exist in normal adults during relaxed and mentally
inactive states. The amplitude is mostly less than 50µ V and appears most prominent
in the occipital area. The α rhythms are strongly attenuated by eye opening (eye
attention) and other mental efforts as thought.
* Beta (14− 30 Hz): β activity is mostly marked in frontocentral region with less ampli-
tude than alpha rhythms. It is enhanced by expectancy states and tension
Brain rhythms characterize the clinical condition of the patients, and their analysis can pro-
vide more information to the decision making process by experts. For this reason, in the last
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multiple tools designed for the automatic detection of epileptic activity in EEG signals have
been developed. The main difficulty lies in the wide variety of patterns in this type of signals
with non-stationary behavior, that may characterize a seizure, such as desynchronization
of low amplitude, rhythmic waves for a wide range of frequencies and amplitudes, among
others. The newly developed algorithms to characterize the EEG signals are based mainly
on spectral analysis [44], wavelet features [45], spatial context [8], also features based on
nonlinear dynamics and chaos such as Lyapunov exponents [46] and entropy [47]. These fea-
tures can be used to classify the EEG signals using statistical methods. Additionally, given
the non-stationarity present in these signals, methods based on the t-f representations have
been proposed [10] and temporal decompositions [1–4] for automatic detection of epileptic
activity.
In this line of analysis, this thesis proposes a methodology aimed to decomposition of signals
into their spectral bands of interest, in addition to providing a correct classification measures,
also providing greater informativeness of the physiological phenomenon studied. Decompo-
sition methods considered are the parametric TVAR and EDS models, and non-parametric
such STFT, wavelet and EMD. The analysis is complemented by generating spectral fea-
tures obtained in the interest bands of the t-f representations. Generated features are the
fractional energy in a specific frequency band and time window, and the Frequency Cepstral
Coefficients (FCC). The use of principal component analysis (PCA) is proposed as a method
of feature selection and high dimensionality reduction. The stochastic analysis of relevance,
allows to quantify the process, in this analysis we may answer this question, what bands
assist with more weight in the studied phenomenon?. Finally, the multivariate analysis of
variance (MANOVA) is performed, MANOVA allows to observe the separability of classes
with each feature, and the distribution of features in each class. The figure 3-1 shows the
experimental scheme used and the methods under investigation. The methodology includes
4 stages a) Signal preprocessing, b) Feature generation: 1) decomposition in spectral bands
of interest (rhythm extraction), 2) Feature generation of t-f representations and 3) Feature
generation based on nonlinear dynamic analysis. c) Feature selection. d) Statistical analysis.
Preprocessing
Normalization
Decomposition in spectral interest
subbands
Parametric    Non Parametric
TVAR              Wavelet
EDS                EMD
t-f
Relevance Analysis
Multivariate Analysis of Variance
Detection
Classification
k-nn
Validation
Feature Generation
Feature Interpretability
Non Linear Dynamic Analysis
Classical        Entropy
d2 ApEn
Hurst               SampEn
LLE
Feature Combination
Figure 3-1: Methodology of the automated system for pathology detection, based on signal de-
composition in spectral bands of interest
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3.1.1. Database
The analyzed EEG signals were recorded from 29 epilepsy patients with medically intractable
focal epilepsies undergoing invasive presurgical diagnostics between 1993 and 2000 at the
Epileptology Department of the Bonn University, Germany [48]. Database consists of five
sets (noted as A-E) composed of 100 single channel EEG segments. These segments were
selected and extracted from continuous multichannel EEG after visual inspection to avoid
artifacts, like muscular activity or eye movements.
Datasets A and B consist of segments taken from scalp EEG records in five healthy people
using standard electrode placement 10–20. Volunteers were woke up, relaxed with eyes op
en (A) and eyes closed (B), respectively. Datasets C, D and E were selected from presurgical
diagnose EEG records. Signals from five patients were selected who had achieved complete
control of epileptic episodes after dissection of one of the hippocampal formations, which
was correctly diagnosed as the epileptogenic zone. Segments of set D were recorded in the
epileptogenic zone, and segments of C in the hippocampal zone of the opposite side of the
brain. While sets C and D only contain measured activity on inter–ictal intervals, set E only
contains records with ictal activity. In this set all segments were selected from every record
place exhibiting ictal activity. All EEG signals were recorded with an acquisition system of
128 channels, using average common reference. Data was digitized at 173, 61 Hz with 12 bits
resolution. Some typical waveforms of each set on database are shown in Figure 3-2
A
B
C
D
E
1s
Figure 3-2: Typical database waveforms
In this thesis, grounded on the the medical interest, the following five problems widely used
in the literature are considered [8]:
1. In the first problem, two classes are examined, normal and seizure. The normal class
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includes only the A type EEG segments, while the seizure class includes the E type.
Thus, the dataset used for the first classification problem consists on 200 signals.
2. In the second, two classes are examined, seizure-free and seizure. The seizure-free class
includes A, B, C and D sets, while in the seizure class the set E are included.
3. The third classification problem includes three classes: normal, seizure-free and seizure.
The normal class includes the A type EEG segments; the seizure-free class the B type
EEG segments and the seizure class C type. 300 EEG segments are included in the
dataset of the third classification problem.
4. The fourth classification problem consists of three sets organized into unbalanced clas-
sification problem: normal class consists of the sets A and B, seizure-free class consists
of the sets C and D, and seizure class , consists of E set.
5. In the fifth problem, all five classes are used, including all EEG segments from the
above described dataset (thus 500 EEG segments).
3.1.2. Extraction of brain rhythms in EEG signals
The EEG rhythm extraction is used to provide major interpretability of classification results,
due to the signal characterization in its rhythms; this information may be provided to the
experts and it is possible to determine what proportion of rhythms are present in which area,
which allows to establish the clinical states of the patients.
Oscillation mode calculation by parametric models
Model Order Estimation: Oscillation mode estimation of non-stationary signals can be
achieved by either TVAR or EDS modeling; both of them defined by the model order
p = nϕ, na. As commonly known, a large linear predictor order is necessary to model the
signal over its full frequency range [9]. Nevertheless, the use of the parametric models allows
representing the process with a lower quantity of components [? ]. A more accurate selection
of the model order can be achieved based on the minimization of a fitness function [49].
Specifically, the fitness function is estimated for each signal of the database by means of the
Bayesian information criterion (BIC), described as:
BIC(p) = −
N∑
t=1
(ln(σ2ε [t]) + ε
2[t]/σ2ε [t]) + p lnN
Selection of this value is generally based upon either trial and error or integer optimization
schemes, according to which models corresponding to various candidate orders are estima-
ted, and the one providing the best fit to the non-stationary signal is selected. The approach
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consists on evaluating the BIC value for every type of parameters, ε[t] and σε[t], obtained
for a given order p. Computed BIC curves for each of the considered dataset of problem IV
(normal, interictal and ictal), for model orders ranging from 2 to 14, are shown in Fig.3-3(a).
Besides, the corresponding histograms in Fig.3-3(b). show that every set has different opti-
mal orders, nevertheless, individual BIC has similar behavior. From Fig. 3-3, it can be seen
that an adequate model order is between 7 to 12 to model each EEG recording of considered
database.
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Figure 3-3: BIC Ataque
Parameter Estimation: This issue refers to estimation of the set of p time varying TVAR
parameters {ϕi[t] : i = 1, . . . , p} and time varying innovations σ
2
ε [t], given the set of measure-
ments x[t]. Within the EDS model framework, the estimated parameters are the amplitudes
ai, the phases φi the damping factors di and the frequencies fi. In order to use the TVAR and
EDS as a models for non–stationary signal processing, the model order p must be chosen,
and then the parameters must be determined. The Kalman filter described in [50] is used to
compute the TVAR parameters and innovations. The procedure described in [? ? ] is used
to compute the EDS parameters.
Oscillation Mode Calculation: The number of oscillation modes calculated by using Eq. (2-4)
depends directly on the model order. The frequency of oscillation modes can be associated
with the EEG rhythms by the angles ωi of the autoregressive polynomial roots. In the EDS
model, the frequencies are estimated with the procedure described in Sec.2.1.2. At each
time t, the series are decomposed into a number of oscillation modes, each one have an
instantaneous frequency characteristic, modulus and amplitude that characterize the EEG
rhythm.
Figure (3-4) shows the obtained decomposition of a normal signal, and a seizure one, by the
two parametric decomposition methods. The frequency bands are represented by notations:
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δ, θ, α, and β, respectively.
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Figure 3-4: Rythms calculated with parametric models, TVAR and EDS for a normal signal and
seizure one.
Oscillation mode calculation by non-parametric models
For the extraction of the oscillation modes by Discrete Wavelet Transform DWT must take
into account two aspects, the mother wavelet to be used and the number of approximation
and detail components that are desired. The literature has been widely used Daubechies-6
wavelet for the decomposition of EEG signals [1, 45].
Decomposed signal Frequency range (Hz)
D1 43,4− 86,8
D2 21,7− 43,8
D3 10,8− 21,7
D4 5,4− 10,8
A4 0− 5,4
Table 3-1: Frequencies corresponding to different decomposition levels for Daubechies-6 filter wa-
velet with a sampling frequency of 173,61 Hz.
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Table 3-1 shows the calculated frequency range, getting four detail levels D4 − D1 and
approximation (A4) with Daubechies-6 wavelet. One of the problems to deal with the de-
composition is that the levels achieved do not match with the desired frequency bands, they
are just an approximation of them. However, each decomposition level can be associated with
a rhythm, in particular, {δ ∈ 0− 4Hz→ A4}; {θ ∈ 4− 8Hz→ D4}; {α ∈ 8− 13Hz→ D3};
{β ∈ 13− Hz→ D2}.
In the EMD model, each IMF is assumed to yield a meaningful localization in frequency,
and different IMFs do not exhibit the same frequency at the same time. The analytic signal
of each IMF is given by:
zi[t] = ai(t)e
jφi[t] (3-1)
the instantaneous frequency fi is obtained as follows:
fi =
1
2pi
dφi(t)
dt
(3-2)
Each IMF properly localized in frequency, is associated with brain rhythms by calculating
the fi.
In Fig. 3-5 it is observed the rhythms calculated using non-parametric models: Wavelet and
EMD, for a normal signal and seizure one.
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Figure 3-5: Rythms calculated with nonparametric models, Wavelet and EMD for normal and
seizure signal.
Feature extraction of t-f representations
Cepstral Coefficients As part of feature estimation based on filter banks, both the es-
timation of stochastic features h as well as the number of filters nF is performed using a
spectral division on t-f representations. Thus, each frequency division obtained, represents
the boundary of a stochastic characteristic. The spectral splitting set is determined in this
study using the medical knowledge of EEG signals, because the partitions are performed
in the frequency bands associated with brain rhythms, yielding information on the spatial
distribution of energy in each sub -band.
Figure 3-6: Calculation of the Cepstral coefficients in t-f representations
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Tilling In the tilling method, an uniform time-frequency partition is used to extract features
from TFR. The window size in frequency is given by the medical knowledge of the signals.
In this thesis, several time windows and five divisions in frequency defined in the frequency
bands of brain rhythms, are used according to [8]. The window size can vary depending on
the signals to represent. As part of this thesis, three different values for the time window are
used to validate the method, first, three time windows, then eight and finally thirteen. The
frequency windows are kept in the rhythms frequency bands.
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Figure 3-7: Feature calculation using the tilling method
Figure 3-7 represents the above mentioned method, in which the t-f representation is divided
to obtain the PSD in each grid. Each feature calculated in the divisions, represents the
signal energy distribution in the plane t-f. It is expected that the feature set carries enough
information related to the non-stationary properties of the signal.
3.1.3. Training
At this stage, after each rythm is calculated by the above described methods (TVAR, EDS,
Wavelet and EMD ), each rhythm is used as a dynamic feature for the classifier training, as
well as the features obtained from the spectrogram (FCCs and tilling features). The features
are organized in a supervector: yn = [δ, θ, α, β].
After obtaining the feature matrix, PCA is used as a feature extraction method to reduce
the high dimensionality of the feature matrix. The number of principal components (PCs)
n is selected based on the number of PCs that maximizes the performance measures in
the classifier. To evaluate the performance of proposed experiments, the cross-validation
procedure is used, which consists in dividing the database into 10 folds, each with an equal
number of signals per class. A k− nearest neighbors (k-nn) classifier is trained, using the value
of k = 3. The classification performance is measured by means of the accuracy, sensitivity
and specificity, defined by:
Acc(%) =
Nc
NT
∗ 100; Sens(%) =
NTP
NTP +NFN
∗ 100; Spec(%) =
NTN
NTN +NFP
∗ 100;
where Nc is the number of correctly classified patterns, NT is the total number of patterns
used to feed the classifier, NTP is the number of true positives (objective class accurately
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classified), NFN is the number of false negatives (objective class classified as reference class),
NTN is the number of true negatives (reference class classified as objective class), and NFP
is the number of false positives (reference class classified as objective class).
3.1.4. Results
In this section is evaluated the number of principal components tuning, that maximize the
performance of the classifier k-nn (k = 3) for each decomposition method. For comparison
purposes, the mean and standard deviation of the classification performance are obtained.
When the adjustment of PCs that maximize the accuracy and reduce the dispersion is made,
the final results of sensitivity and specificity is obtained.
Figure 3-8 depicts the tuning of the number of principal components PCs for each method
used in the classification problem I, which discriminates the normal signals of the seizure
signals. From the pattern recognition viewpoint, this bi-class problem is easier to identify,
because the seizure signals may have a considerable reduction in frequency and increase its
amplitude. The considered models for the rhythm decomposition, require a small amount
of PCs to achieve its maximum accuracy. The models that have the best results are the
TVAR and EMD, which presents a proper location in the rhythms sub-band. The methods
based on feature extraction of t-f representations, present high results, but they require a
greater amount of components to achieve its maximum accuracy. For this specific problem,
the results were obtained with 20 PCs to the rhythm extraction methods (TVAR, EDS,
EMD and Wavelets), and 40 PC’s to the extracted features of t-f representations.
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Figure 3-8: Accuracy of the classifier vs. Number of components for considered approaches in the
classification problem I
Table 3-2 presents the final results obtained for the considered methods in the first clas-
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sification problem. The rhythm extraction methods who obtained the best results, due to
its proper frequency location, and the reduced amount of PCs that need to get the ma-
ximum accuracy, were the parametric TVAR model and the non-parametric EMD model.
The feature extraction method based on the tilling method needs further adjustment: the
number of time windows considered. In this problem the highest classification rate 100% is
obtained with 13 time windows but need a greater number of principal components (40) to
achieve this. It is noteworthy that all methods achieve an accuracy between 98 − 100(%),
however, the EDS method is unable to perform as high results (only 95%). This is because
the adjustment of the Hankel matrix required for the rhythm decomposition, in this case is
a fitting parameter and need further review.
Method Accuracy(%) Sensitivity(%) Specificity(%)
R
h
y
th
m
d
e
c
.
TVAR 99.79 ± 0.62 99.86 ± 0.45 99.86 ± 0.45
EDS 95,99± 4,19 97,74± 4,74 94,24± 7,30
EMD 99.85 ± 0.42 100.00 ± 0.00 99.79 ± 0.74
Wavelet db6 99,44± 1,65 99,87± 0,41 99,00± 3,16
t-
f
fe
a
tu
re
s
FCC’s 98,50± 2,57 98,08± 4,20 98,92± 3,06
Tilling3 98,15± 2,90 98,81± 0,59 96,50± 5,66
Tilling8 98,04± 2,99 98,12± 2,21 97,97± 3,43
Tilling13 100 ± 0.00 100 ± 0.00 100± 0.00
Table 3-2: Classification problem I
In Fig. 3-9, it can be seen that as the complexity of testing is becoming larger, the methods
continue to maintain their results. The rhythm extraction methods requiere a greater number
of PCs to represent this problem than the previous one. In this problem all database signals
are considered, divided into two classes, seizure-free and seizure, the first class consists of 400
signals, and seizure class, 100 signals. In this specific problem, the data dispersion begins
to be higher in most considered methods. It can be seen that the best result for rhythm
extraction methods, is obtained by the non-parametric model EMD, and the best feature of
t-f representations are the FCC’s. The results varies between 97 − 100% as shown in the
table 3-3, this results exhibit the high discrimination of the considered features.
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Figure 3-9: Accuracy of the classifier vs. Number of components for considered approaches in the
classification problem II
Table 3-3 illustrates that the EMD method is still the most suitable method for the rhythm
extraction, while the FCCs calculated from the t-f representation get an acceptable discri-
mination capacity.
Method Accuracy(%) Sensitivity(%) Specificity(%)
R
h
y
th
m
d
e
c
.
TVAR 97,36± 2,25 98,01± 2,31 94,77± 6,68
EDS 94,98± 2,86 98,40± 2,04 81,30± 12,24
EMD 99.24 ± 1.19 99.65 ± 0.83 97.57 ± 4.83
Wavelet db6 98,06± 1,90 98,75± 1,72 95,31± 6,37
t-
f
fe
a
tu
re
s
FCC’s 99,36± 1,04 99.71 ± 0.79 98.00± 2.24
Tilling3 98,47± 1,67 100± 0,00 92,37± 8,36
Tilling8 99,20± 1,27 100± 0,00 96,02± 6,38
Tilling13 98,82± 1,48 99,26± 1,34 97,07± 5,50
Table 3-3: Classification problem II
The results of the principal component tuning for the third classification problem can be
seen in Figure 3-10. This classification problem takes into account three classes: normal
class, interictal class, and ictal class. Against the rhythm extraction methods EMD and
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TVAR are stabilized with a few amount of PCs, and have a low dispersion, the EDS and
Wavelet methods, that are not located on the exact rhythms frequencies presents a lower
accuracy and higher dispersion. The FCCs calculated on t-f representations, maintain their
discriminatory capacity and accuracy with low dispersion, while in the tilling method, all
components are required for improve the results.
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Figure 3-10: Accuracy of the classifier vs. Number of components for considered approaches in
the classification problem III
Table 3-4 presents the best results obtained for selected methods. In this three-class pro-
blem, the results obtained with the rhythm decomposition begin to get lower accuracy. This
can be explained because some patterns of interictal states may be closer to normal sig-
nals narrowing the classifier decision boundary. In this sense, the features extracted from
the t-f representations begin to be superior, and they are more robust than the rhythm
decompositions.
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Method Accuracy(%) Sensitivity(%) Specificity(%)
R
h
y
th
m
d
e
c
.
TVAR 98,12± 2,43 98,81± 3,15 98,76± 2,46
EDS 93,09± 4,75 95,80± 6,49 97,74± 3,29
EMD 98,53± 2,23 99,67± 0,96 100,00± 0,00
Wavelet db6 95,14± 3,80 96,86± 5,54 100,00± 0,00
t-
f
fe
a
tu
re
s
FCC’s 97,21± 2,76 97,70± 3,32 96,26± 5,91
Tilling3 98,41± 2,09 99,93± 0,19 98,90± 2,23
Tilling8 98,59± 2,05 98,97± 3,08 98,96± 2,20
Tilling13 97,85± 2,73 97,90± 4,53 99,49± 1,58
Table 3-4: Clasificacio´n problem III
The fourth classification problem is an extension of the third, in which all the database signals
are used, increasing the number of samples belonging to the normal class, and seizure-free
class of inter-ictal signals. Figure 3-11 depicts the results of principal component tuning
in each of the studied methods. In this case, in this case the parametric models obtained
lower classification accuracy, while non-parametric model results, remain similar to the above
problem.
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Figure 3-11: Accuracy of the classifier vs. Number of components for considered approaches in
the classification problem IV
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Table 3-5 presents the classification results for the IV problem. This table shows that by
increasing the number of samples in the considered problem, some methods remains constant
in their results. Particularly, parametric methods shows a decrease in their performance
measures, while the non-parametric keep the results comparing them with the previous
classification problem.
Method Accuracy(%) Sensitivity(%) Specificity(%)
R
h
y
th
m
d
e
c
. TVAR 95,40± 2,86 98,31± 2,90 97,28± 2,86
EDS 93,35± 3,50 95,29± 4,70 95,48± 3,65
EMD 97,75± 2,06 97,10± 3,69 98,90± 1,94
Wavelet db6 95,77± 2,78 96,26± 4,40 98,68± 2,09
t-
f
fe
a
tu
re
s
FCC’s 98,10± 1,86 98,92± 2,24 98,71± 2,36
Tilling3 97,36± 2,28 98,81± 2,35 95,43± 2,93
Tilling8 98,33± 1,67 98,40± 2,79 98,66± 2,09
Tilling13 98,01± 2,02 98,39± 2,75 98,92± 1,95
Table 3-5: Classification problem IV
In the fifth classification problem all the database signals are used, and have five sets to be
discriminated. Figure 3-12 depicts the results of principal component tuning in each of the
studied methods. In this case, all methods showed a decrease in its results. This phenomenon
is due to the high complexity of the problem addresed, because some patters in both sets,
A and B, wich are signals from patients in normal states may be confused by the classifier.
Similarly for the sets C and D, that are signals from patients in inter-ictal states.
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Figure 3-12: Accuracy of the classifier vs. Number of components for considered approaches in
the classification problem V
Table 3-6 shows the classification results in the V classification problem. It can be seen the
improved results obtained with the feature extraction of t-f representations, in which the
FCCs has the highest accuracy obtained with respect to the other considered methods, anot-
her aspect to consider is that rhythm extraction with EMD method is the best decomposition
method in this case.
Method Accuracy(%) Sensitivity(%) Specificity(%)
R
h
y
th
m
d
e
c
.
TVAR 84,89± 4,93 80,39± 8,74 89,94± 5,13
EDS 80,93± 5,27 89,84± 9,37 96,23± 3,00
EMD 86,85± 4,53 92,83± 8,01 97,40± 2,54
Wavelet db6 81,60± 5,02 88,40± 1,09 97,18± 2,03
t-
f
fe
a
tu
re
s
FCC’s 96,34± 2,61 96,72± 5,62 99,56± 1,01
Tilling3 87,10± 4,52 87,56± 9,61 95,20± 3,05
Tilling8 91,69± 2,73 91,31± 8,81 94,04± 2,71
Tilling13 93,55± 3,48 94,01± 7,07 97,18± 2,63
Table 3-6: Classification Problem V
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3.1.5. Relevance Analysis
The relevance analysis was carried out to provide major interpretability to the classification
results, and determine which features provide the most information to the analysis.
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Figure 3-13: Relevance calculated for the features
Figure 3-13 shows the weights of the dynamic features, computed with the measurement of
stochastic variability on the rhythms associated with the IMFs of the (a) EMD model, and
(b) FCC energy contours calculated in the rhythm frequency bands of t-f representations . It
may be noted that for the rhythm decomposition method, the rhythm that present a largest
weight, is the rhythm that has a lower frequency and higher amplitude (i.e. δ rhythm). This
is because low-frequency waves are associated with epilepsy in patients diagnosed with the
disease, i.e., low-frequency rhythms may be present in some brain states such as deep sleep
or high concentration, in the opposite may be an indication of focal epilepsy on the temporal
region of the brain [51]. Another important finding in the relevance analysis of the rhythms,
is that the second highest weight is related with α waves. These waves have been highly
studied because its topographic distribution (maximum amplitude over occipital regions)
and their high reactivity (have a strong attenuation when passing to alert state). The α
waves are the dominant rhythm because its pattern of change is strongly affected by patient
clinical condition [52]. Finally, the weight associated with the θ rhythm has a considerable
value, this rhythm is also strongly associated with epilepsy because patients with seizures,
show an increase in this rhythmic activity, rhythmic θ waves that are not associated with
mental activation states or sleep, are very common in patients with frontal lobe epilepsy
(98,1% of the cases.) [51]
In the relevance analysis with FCC energy contours computed in t-f representations , the
expected phenomenon is observed, the low frequency rhythmic waves (δ and θ) rhythms
which are associated with seizures, presents a high weight, as these rhythms are strongly
associated with the disease, while the dynamic weights of normal states, (α and β) obtain a
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less weight, because they do not provide any informativeness to the analysis of ictal records.
3.1.6. Multivariate Analysis of Variance MANOVA
In order to provide major interpretability to the obtained results, a multivariate analysis of
variance is performed, to determine how separable are the classes for each considered feature,
or how separable are the features in each class. Figure 3-14 depicts the obtained separation
with each considered feature (i.e δ,θ, α, β, computed with the EMD model) in each class.
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Figure 3-14: Separation of classes for feature
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For the first considered problem (first row), in which the normal and pathological classes are
discriminated, it can be seen that each considered feature have a very properly separability,
hence with a statistical value (p < 0,001), it is expected that the classifier obtain high
accuracy. Since it is quite possible to get adequate decision boundaries, where the feature
set is distributed in space with this topology.
For the second classification problem, also two classes (second row) it can be determined
with a statistical value (p < 0,05) that the classes are separable, with each one of the
considered features. For this specific problem, the δ waves have a higher class separability,
while higher-frequency waves (i.e. α and β), has minor overlaps.
For the third classification problem (third row), where three classes are considered (normal
classes, inter-ictal and ictal classes). The features remain separable, but closer to each other.
In this case the null hypothesis is rejected with a significance level of p < 0,01. Again, the
most separable features appear to be those of lower frequencies (δ and θ).
In the fourth classification problem (fourth row), which is an extension of the third problem,
more signals are added to the normal and inter-ictal sets, the features still remain far apart,
but in the feature space, seem to be closer, making more difficult to have a properly decision
boundary in the classifier, which allows fully distinguish each of the sets considered. In this
problem the null hypothesis is rejected with a significance level p < 0,01, assuming that each
set has adequate separability to the next.
The fifth classification problem (fifth row), in which all classes are discriminated from each
other, is observed that almost all classes are separable with the considered features. On
three levels the null hypothesis is accepted with a significance value (p < 0,05). However,
two classes are to overlapped and the null hypothesis is accepted at the fourth level. The
classes that have overlapping, are the patients with normal records in the set 1 (with eyes
closed) and 2 (with eyes open). Another important aspect is that the interictal records (3 and
4), are very close in the feature space, but still remain separable. It is therefore expected that
this classification problem, with the considered features, it can not get a higher classification
results
.
In the second considered experiment for the multivariate analysis of variance, it is expected to
observe how separable are the features in each set of the database. Figure 3-15 illustrates this.
For normal subjects with eyes closed, intermediate waves (θ and α) have a slight overlapping,
however features are separable with a significance level (p < 0,05), in the case of normal
subjects with eyes open, all features presents a total separability with a significance level
(p < 0,0001). For patients in inter-ictal states, recorded in the epileptogenic region, the
feature separability are achieved with a significance level (p < 0,0001), while the records
taken in the hippocampus, have a slight overlap, but the separability is achieved with a
significance level (p < 0,05). For patients with ictal state, the considered features, as the
normal subjects with eyes open, have a total separability with a significance level (p <
0,0001).
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In all cases the low frequency waves (δ) are the most separable from the other considered
features, this is because as we have reiterated, these waves are the ones that describes the
most ictal states.
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Figure 3-15: Feature separation by class
3.1.7. Non Linear dynamic analysis
In a neuronal network as the brain, there are evidences of nonlinear behaviour introduced
even at cellular level due to phenomena as saturation and thresholding in neurons. Besides,
EEG signals are assumed to be generated by nonlinear processes with nonlinear coupling
interactions between neuronal populations [43]. Moreover, epileptic seizures have been shown
to be highly nonlinear. All those evidences suggest that Nonlinear Dynamics Analysis (NDA)
techniques might be appropriate to correctly characterize epileptic disorders. However, NDA
makes use of complexity features such as the Correlation Dimension (d2), the Largest Lya-
punov Exponent (λ), and/or the Hurst exponent (H), requiring signals with completely
deterministic dynamics; assumption that is not entirely valid due to stochastic components
produced by external effects (i.e. noise introduced during EEG recordings). As a result,
features like those based on entropy, and which do not require a previous assumption of de-
terministic behaviour for their calculation, are of great interest for the detection of epileptic
episodes in EGG signals; as have been successfully ascertained through numerous studies
[48, 53, 54].
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In this section an alternative methodology is presented, which aims to characterize the
EEG signals using nonlinear dynamic analysis, and then coupling those features with those
obtained from brain rhythms, to increase the classification performance. Although in this
case the medical interpretability inherent to the spectral bands of interest used in previous
sections is lost.
Results
Characterization: Each signal is normalized, so the dynamic range of the signal remains
constant. Then the set of features that will be evaluated with the proposed experiments is
calculated. The first set of considered features are called Classical, composed by d2, λ and
H , while the second set are called Entropies, composed by ApEn and SampEn. This analysis
considered the classification problems with the best medical interest (I, III, IV), described
in section (3.1.1).
After the characterization of the signals with the considered sets (Classical and Entropy
features), a cross-validation procedure using each set of features is used, and then a k-nn
classifier is trained with k = 3.
Table 3-7 presents the performance measures obtained with the nonlinear dynamic analysis
of EEG signals, considered the classification problem I, which consists in the discrimination
of normal patients, and epilepsy patients.
Feature Set Accuracy(%) Sensitivity(%) Specificity(%)
C
la
ss
ic
a
l
D2
A
74,00± 2,93
74,00 73,08
E 72,00 75,00
λ
A
75,50± 2,12
74,00 76,29
E 77,00 74,76
H
A
93,00± 1,29
100,00 87,72
E 86,00 100,00
Combination
A
94,50± 1,18
94,00 94,95
E 95,00 94,06
E
n
tr
o
p
y
ApEn
A
97,00± 1,49
98,00 96,08
E 96,00 97,96
SampEn
A
99,00± 1,23
100,00 98,04
E 98,00 100,00
Combination
A
98,50± 1,00
100,00 97,09
E 97,00 98,00
All features
A
99,50± 0,31
100,00 99,01
E 99,00 100,00
Table 3-7: Classification problem I, using non linear dynamic analysis
The obtained results show the high discrimination capacity of entropy-based features. Indi-
vidually, sampled entropy gets maximum accuracy (99%).
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As was mentioned, the patterns found in epileptic activity signals differ greatly from the
patterns of normal signals, so it is expected that a good characterization, becomes in a very
high identification results. For this classification problem, the combination of the two sets,
achieves an accuracy of 99,5%.
The second classification problem studied with the nonlinear dynamic analysis refers to the
third classification problem, which is a balanced three-class problem, Normal, interictal and
ictal. Table 3-8 presents the results for this classification problem
Feature Set Accuracy(%) Sensitivity(%) Specificity(%)
C
la
ss
ic
a
l
D2
A
51,00± 1,75
73,25 66,97
D 55,00 47,01
E 25,00 33,78
λ
A
55,67± 0,78
76,25 67,26
D 49,00 52,69
E 42,00 44,68
H
A
67,33± 2,88
68,00 92,47
D 55,00 73,95
E 79,00 90,91
Combination
A
84,66± 1,86
86,00 92,47
D 88,00 73,95
E 80,00 90,91
E
n
tr
o
p
y ApEn
A
69,67± 1,86
91,00 81,25
D 45,00 56,25
E 73,00 67,59
SampEn
A
67,33± 2,42
92,00 85,19
D 43,00 51,81
E 67,00 61,47
Combination
A
74,67± 3,56
94,00 85,45
D 60,00 63,16
E 70,00 73,68
All features
A
91,00± 2,14
96,00 94,12
D 88,00 86,27
E 89,00 92,71
Table 3-8: Classification problem III, using non linear dynamic analysis
In this case, the results show a very high reduction, because there is a high discrimination
of normal patients, but a low ability to discriminate between patients in inter-ictal and ictal
states. Each set separately does not allows high performance measures. However, when com-
bining the two feature sets, it is possible to discriminate normal patients, and it is posible
to obtain an accuracy of 91%.
The third classification problem considered, is the classification problem IV, which used
all the signals of the database, forming the Normal, Inter-ictal, and Ictal groups, being an
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extension of the previous problem. The results for the final classification problem considered
can be seen in Table 3-9, in this case, results with respect to the above classification problem
decreased, because the ability to discriminate normal patients declined. In this case, it can
be seen that entropy-based features, individually do not contribute to the discrimination of
the studied phenomenon, like the classic features, but the combination of both sets increases
the performance of the study.
Feature Set Accuracy(%) Sensitivity(%) Specificity(%)
C
la
ss
ic
a
l
D2
AB
61,40± 1,18
78,50 69,16
CD 69,50 61,23
E 11,00 23,91
λ
AB
57,60± 0,78
59,00 50,96
CD 71,50 55,61
E 27,00 39,13
H
AB
59,20± 2,66
53,00 50,96
CD 59,50 55,61
E 71,00 91,03
Combination
AB
81,00± 1,43
77,50 85,16
CD 88,50 74,37
E 73,00 91,25
E
n
tr
o
p
y ApEn
AB
62,40± 4,44
75,50 69,27
CD 54,00 55,38
E 53,00 60,92
SampEn
AB
65,00± 1,13
83,00 58,51
CD 55,00 76,15
E 49,00 52,13
Combination
AB
82,00± 2,61
94,50 86,70
CD 79,50 78,81
E 62,00 82,67
All features
AB
88,80± 1,24
91,50 86,63
CD 87,50 88,41
E 86,00 94,51
Table 3-9: Classification problem IV, using non linear dynamic analysis
Feature Combination It is desirable to obtain optimum results for the classification of
EEG signals, it might be considered to mix the non-linear characteristics with the rhythms
characteristics, obtained after selection of features by PCA. However in this process the
interpretability generated by the methodology is lost, in exchange for better performance
measures. The analysis in this way is considered as a comparison process. By combining
the analysis in spectral bands of interest, with the nonlinear dynamic analysis, the results
in classification of all the problems considered markedly increased, allowing to differentiate
all considered classes, with little dispersion, even the unbalanced classification problem with
three classes obtain an achieved accuracy of 99,11%, which results in a proper discrimination
of all classes making the combination of linear and nonlinear features, the best method
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considered in this thesis. The obtained results can be seen in Table 3-10. Figure 3-16 depicts
the comparison of the four classification problems for the EEG database, demonstrating
the ability of the proposed methodology (decomposition in spectral bands of interest) to
get proper results providing more interpretability, and the ability to improve results with
nonlinear dynamic analysis (but with a loss of information)
Set Accuracy(%) Sensitivity(%) Specificity(%)
C
la
ss
ifi
c
a
ti
o
n
P
ro
b
le
m
I
A
100,00± 0,00
100,00± 0,00 100,00± 0,00
E 100,00± 0,00 100,00± 0,00
II
ABCD
99,33± 1,42
99,50± 1,11 99,67± 0,85
E 98,66± 3,49 98,17± 4,03
III
A
98,66± 2,02
99,86± 0,42 98,16± 3,96
D 96,10± 6,00 99,90± 0,28
E 100,00± 0,00 98,28± 3,81
IV
AB
99,11± 1,40
100,00± 0,00 98,93± 2,31
CD 98,36± 2,82 99,95± 0,15
E 98,83± 3,47 98,10± 3,99
Table 3-10: Feature Combination based on rhythms and nonlinear characteristics
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Figure 3-16: Comparison of classification results obtained by each considered method
Table 3-11 presents a comparison among the proposed approach and other methods proposed
in the literature. Only methods that are evaluated using the same dataset are included. In [8],
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the extraction of PSD from time-frequency maps based on reduced interference distribution
(RI) and several t-f distributions are discussed for the classification of epileptic events. In
particular, for the third classification problem, an accuracy of 92,8% is obtained, and for the
first classification problem a performed accuracy of 83,8% is achieved using a k-nn classifier.
However, another classifier based on Artificial Neural Network (ANN) is used. A performed
accuracy of 100% is obtained for both classification problems, they mention that ANNs
present the highest computational complexity and training time while the k-nn classifier
presents the highest evaluation time.
Authors Method Dataset Accuracy
[44] FFT - Decision tree A,E 98.72
[55] t− f analysis - RNN A,E 99.6
[8] t− f analysis k-nn A,E 92.8
[8] t− f analysis ANN A,E 100
This Work RE - k-nn A,E 100
[46] λ Exponents - RNN A,D,E 96.79
[56] DWT - ANFN A,D,E 85.9
[8] t− f analysis - k-nn A,D,E 83.8
[8] t− f analysis - ANN A,D,E 100
This Work RE - k-nn A,D,E 98.66
[57] t− f analysis - ANN (A,B)(C,D)E 97.72
This Work RE - k-nn (A,B)(C,D)E 99.11
Table 3-11: Comparison of classification accuracy(%) obtained by Rhythm Extraction (RE) for
the detection of Epileptic Seizures compared to the classification accuracies obtained
by other researchers
3.1.8. Epilepsy detection
Database To validate the proposed methodology, a different database of epilepsy is used:
Database consists of two sets (noted as A-B) composed of 160 20-channel EEG segments.
Datasets A and B consist of segments taken from the scalp using standard electrode pla-
cement 10-20. Set A consist of 80 normal records, and set B consist of 80 epilepsy records.
Records have been sampled at a frequency of 256 Hz and a 12 bits resolution and a 2 minutes
duration. Records that have a diagnosis of epilepsy has been confirmed by neurologist who
have examined the EEG recording from clinical viewpoint. EEG records were taken from
a database owned by Signal Processing and Recognition Group of Universidad Nacional de
Colombia sede Manizales, obtained in Neurocentro del Cafe.
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Result In the Neurocentro Database, the recordings that have electromyography noise or
eye blinking did not debugged, therefore it is expected that these parameters affect the
estimation of the characteristics, and reduce the results of classification. In this problem
the characterization is obtained with the EMD method (that is the best rhythm extraction
method), and the combination with the non linear dynamic features, in order to observe
the generalization of the method in the presence of undesirable components. The training
process consists of the same steps outlined above.
Method Acuracy(%) Sensitivity(%) Specificity(%)
EMD 92.05 ± 1.10 95.00 ± 2.03 90.58 ± 1.50
Combination 96.64 ± 0.86 99.50 ± 1.21 93.42 ± 1.19
Table 3-12: Classification results in the database of Neurocentro
Table 3-12 shows the performance measures obtained with the proposed methodology. In
the first row, the classification results are obtained with the best rhythm extraction method
(EMD), in wich the results for the two-class considered problem presents a decrease in the
performance measures, in comparison to the previos database. This is due to the nature of
the signals from the present database, which present inherent electromiography noise and
eye blinking. However the ability of discrimination present a apropriate value of 92.05%. In
the second row, the classification results are obtained with the combination of the non linear
dynamic features with the rhythms. The results are enhanced by the combination of non-
linear features as in the results obtained with the previos database. An accuracy of 96.64%
is achieved with this combination, the results can be improved by using source separation
methods, required to eliminate the noise present in these systems.
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3.1.9. Discussion
In the experimental setup, several tests to evaluate the effectiveness of the proposed met-
hodology of analysis in spectral bands are developed for both, rhythm extraction over time,
and the feature extraction in the spectral bands of the t-f representations are made. In the
case of EEG signals, the bands are associated with the brain rhythms (δ, θ, α and β). The
methodology is tested with five classification problems, each one with a different type of
medical interest. A comparative analysis is performed to determine which decomposition
method allows to obtain precisely, the desired bands for the problem under analysis.
The complexity of the analysis increases with each classification problem studied. In the first
problem, EEG recordings of normal and seizure states are classified. Each of the methods
present a high accuracy, because both classes have different distinguishable patterns. In
this case, the meaningful band to the analysis is the low frequency band (δ), because in
convulsive states, this band has a larger amplitude and has a rhythmic behavior, while the
dominant waves for a normal patient, must be the fast waves (α), which depend on alertness
or drowsiness in the patient, and have less amplitude range. Table 3-2 shows the performance
of all methods considered in the rhythm extraction case.
All methods have accuracies between 99−100%, except for the EDS method that present an
accuracy of 96%, this is because the parametric methods considered require further adjust-
ment (For TVAR model: model order estimation, the parameter estimation method, internal
parameter adjustments depending on the considered estimation method; For EDS: model
order and number of shifts of the Hankel matrix), difficulting the match of the oscillation
modes to desired bands. In the case of non-parametric models, for the wavelet decomposition,
the oscillation modes are associated with decomposition levels in the desired bands, while
for the EMD model, the rhythms are associated with the instantaneous frequency of each
mode, making that, this later considered method require less adjustments, and operated in
a proper way.
For the features obtained in t-f representations, both methods showed high classification
results. However, the tilling method shows dependence on the number of time windows
required to form the feature vector, since the method requires all principal components to
achieve the highest accuracy. While the computed FCCs present proper results with fewer
components as shown in Figure (3-8). The multivariate analysis of variance determined
with a very small significance level, that both classes were too separable with the considered
features.
For the second classification problem, 300 signals were included, forming the seizure-free
and ictal groups. Again, all considered rhythm extraction methods present a results between
97-99%, however, the results dispersions are increased due to unbalanced classes in the
considered problem (400 seizure-free signals and 100 ictal signals). In Table 3-3 it can be
seen that the EMD method is the one with the best results (99.24%). In the case of feature
extraction by t-f representations the FCCs improves their performance, when they have
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more samples. Again tilling method presents a dependence on the number of time windows
used.
The third and fourth problems represent the major clinical interest, because they aim to
make a clear distinction between normal patients against patients in inter-ictal and ictal
states. In both cases the classifier decision boundary becomes complex, because the patterns
in patients with inter-ictal signals are closer to a large proportion of patients with normal
patterns. These problems have two specific cases, a balanced problem with 100 signals for
each three classes, and another in which the signals are distributed as 200 normal, 200 inter-
ictal and 100 ictal signals. In the first case, it is evidenced that a better location for the
rhythm extraction, makes a difference. In this case, the rhythms obtained with Wavelets
and EDS models have lower results than those obtained with EMD and TVAR models. In
these two problems, the best method remains being the EMD, which allows a discrimination
between classes, as evidenced in the multivariate analysis of variance. In the case of the
features obtained from t-f representations, is evidenced the fact of their stability, since they
maintain satisfactory results for the discrimination of patients with ictal states.
The fifth problem is used to evidence which considered method might present better results,
because this problem does not represent so much medical interest. The five classes are used to
differentiate between them, the complexity is given by the discrimination of normal signals,
since their patterns should remain constant. Another classes that could present overlap, is
the patients with inter-ictal states. Finally, it is expected a large ictal class separability
with respect to other considered classes. The multivariate analysis of variance performed
on the rhythm decompositions, evidence the fact that normal class sets were not separable,
therefore, low accuracies are expected in the classification stage, in this classification problem,
the rhythm extraction method that performed the best results was the non-parametric EMD,
achieving an accuracy of 86%. In the case of feature extraction from t-f representations,
there is evidence of high discrimination obtained by the characterization with FCCs, being
the highest score an accuracy of 96%. However, the tilling method also provides a satisfactory
results, and could even be improved by using a different number of partitions.
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3.2. ADHD Detection in evoked potentials signals
The attention deficit and/or hyperactivity disorder (ADHD) is one of the most common
psychopathology in childhood and current prevalence worldwide is estimated at 5,29%.
In the social field, the lack of diagnosis of ADHD is a serious problem, leading implications
for both, childhood and adulthood. It is estimated that over 80% of children who have
ADHD, continue to suffer in adolescence, stage in which those with the disease are much
more likely to leave school (32-40%), to engage in antisocial activities (40-50%), to use illicit
drugs, and to present pregnancies at a younger age (40%). In addition, between 30-65% of
those who were diagnosed with this disorder in childhood also present it in adulthood, which
is a stage characterized by difficulties in interpersonal relationships, work, social, and its
high comorbidity with dissocial personality disorder, drug dependence and alcoholism [58].
The medical evaluation of patients with ADHD using evoked potentials were performed
by measuring neurophysiological markers of the EEG signal, specifically, its amplitude and
latency is estimated [59, 60]. The literature reports a large number of researches related to
the evaluation of these biomarkers in the diagnosis of ADHD. However, many of which show
conflicting results, which hinder the achievement of standard normal values for these event
related potentials (ERPs) parameters. For example, in relation to the P300 latency, in [61],
a visual task gets a shorter latency in children with ADHD compared to control children;
in [62, 63], based on a protocol with auditory and visual tasks, the latency differences in
children with ADHD and control children suggested to be the same; while in [64, 65] is
suggested that children with ADHD have a longer latency than control children.
The lack of concordance in studies of control and case groups directly affects the lack of
development of medical concepts of high reliability, which creates some uncertainty in the
correct labeling of this records. For this reason, this study has considered to debug the
database using a clustering algorithm on the features assumed to be more separable in
MANOVA. Then, the methodology for the analysis of evoked potential recording is performed
as follows: a) Signal preprocessing, b) rhythm calculation of ERPs by EMD method, c)
MANOVA on the calculated features, d) clustering on the more separable dynamic features,
e) stochastic relevance analysis, d) Classification.
3.2.1. Evoked Potentials Database
The used evoked potential database reflects the development of a rigorous protocol for signal
aquisition and sample selection, which was built by the Neuroaprendizaje group of Universi-
dad Auto´noma de Manizales and Desarollo Infantil group of Universidad de Manizales.
The initial estimate of the number of samples required for the development of the study is
400 subjects. However, only 180 children have completed all the inclusion criteria and pairing
conditions, even when there are more than 500 children involved in the study. The data and
records stored in the database were collected during 2009 and 2011.
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Individuals who participated in the study were children between 4 and 15 years old belonging
to educational institutions in Manizales urban area. The definition of the case group (children
with ADHD) and control group (healthy children) was made, respectively, from compliance
or rejection of disorder clinical criteria. The diagnostic tests performed in both groups were
conducted with informed consent from parents or guardians. In relation to clinical diagno-
sis, clinical history was recorded for each subject, with emphasis on signs and symptoms
presented, history of prenatal risks (infection, contact with toxic medication history, vaginal
bleeding, preeclampsia, preterm birth) and post natal (neonatal hypoxia, infections) and ot-
her related pathologies. Also taking into account the patient’s academic history, the timing
of onset of the disorder and the contexts of presentation, and close relatives with ADHD
history. Clinical examination has been emphasized in the search for soft neurological signs
and the state of vision and hearing.
The recording of neuropsychological tests was performed by a evoked potential acquisition
system of four channels (Cadwell Laboratories and Sierra WaveTM software, version 6,0,33).
The paradigm applied in the signal acquisition was the oddball in the auditory and visual
modalities. In both cases, the experiment consists of 200 stimuli, 80% corresponding to
common stimuli and 20% remaining to infrequent stimuli. The recording of brain bioelectrical
activity was carried out following the parameters defined by the International System 10-20
by conventional surface electrodes with an impedance of 5Ω, located at Fz, Cz, and Pz, with
reference to the mastoid process. Data was digitized at 640 Hz with 12 bits resolution. Signals
have a duration of two seconds, one second pre-stimulus, and one second post-stimulus. The
signal acquisition was done with the subject seated and located in a room isolated from
external noise and shadows. The exclusion criteria applied in the clinical examination were:
the existence of visual or auditory deficits, evidence of mental retardation, coexistence with
psychiatric disorders and a history of neurological disease, such as seizure syndrome, tumors,
degenerative diseases, central nervous system infections. Additionally, drug suspension was
required to the children who were medicated from day before.
Visual Evoked potentials
In the case of the visual modality, the subject is requested to observe a one meter far
front monitor. During the development of the test,the monitor displays an image consisting
of a reversed monochrome checkerboard pattern that comprises 16 paintings as frequent
stimulation; the subject must be aware of the unusual appearance of the stimulus, which is
a target in the center of the checkerboard. The subject must press a button on a stimulus
counter each time it appears.
Auditory Evoked Potentials
In the auditory modality, subjects were blindfolded, to minimize blinking and eye movements,
a binaural stimuli were presented through headphones. These consist of 80 dB tones and 50
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ms in duration. Frequent stimuli are presented at a frequency of 1.000 Hz and infrequent at
3.000 Hz. The order stimuli presentation is random and occurs once every 1.500 ms.
3.2.2. Results
For automatic detection of ADHD in evoked potential signals, were selected potential visual
signals to perform the detection experiment, selecting the records taken on the Pz electrode,
which is on the midline of the brain and is related to connections between brain hemispheres.
The selected rhythm extraction method is the one that presented better results in the epilepsy
detection (EMD), because it does not require many tuning steps as the considered parametric
methods, and it has an adequate localization in frequency (higher than the decomposition
wavelet).
Rhythm Extraction in evoked potential signals
Figure 3-17 present two evoked potential signals, normal and case, and the obtained decom-
position. The signals belong to the above described database. The figure depicts that this is
not a simple classification problem, since both signals have a similar structure, therefore the
automatic detection problem becomes very complex.
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Figure 3-17: Calculated Rhythms with EMD model for control and case group (ADHD)
Relevance analysis
In this case, the relevance analysis allows to infer the behavior of evoked potentials. Figure
3-18 depicts the relevance analysis results, it present the mean and standard deviation of
the relevance weights, calculated on the considered features (i.e. δ, θ, and α waves).
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Figure 3-18: Relevance analysis in evoked potential signals
From the Figure 3-18 it can be inferred that the rhythms providing the most information
to understand the evoked potential signals behavior are the θ and α waves. θ waves, found
in the midline of the brain, are related to states of sleep or mental activation [51], which
is expected in the analysis of evoked potential signals, since the selected electrode Pz is in
that area. α waves represent the visual cortex activity in the resting state (thus, only visual
signals were considered). Another important finding is that the δ waves, do not provide
any information of the process, as in awaking patients, these waves should not be present,
because δ rhythms are find mostly in deep sleep, or convulsive states.
Multivariate Analysis of Variance
The multivariate analysis of variance was used to observe the class separability, with each
of the considered features, in addition to observe how separable are the features. Figure
3-19 depicts the class separation for each considered feature. Yet, for all features the null
hypothesis that group means are equal is accepted. In the case of low frequency waves
(δ), the statistical value (p = 0,8873) suggests that groups have a large overlap. For the
features with a intermediate frequency value (θ), the null hypothesis that the groups have
no difference between means is accepted, with a statistical value (p = 0,3656). In the case of
high frequency waves (α), the statistical value is (p = 0,1187)accepting the null hypothesis
is, this may suggest that this feature provides more separability to the process.
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Figure 3-19: Classes separation by feature
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Figure 3-20 depicts the multivariate analysis of variance results, which differ in each of the
considered features. In the case of the separation of low-frequency waves (δ and θ), the null
hypothesis is rejected with a statistical value of (p < 0,001), indicating that the mentioned
features are separable. In the case of discrimination between low-frequency waves (δ) with
high-frequency waves(α), it is accepted that features are separable with a statistical value
(p < 0,001). In the case of discrimination between θ and α waves, features have a minor
overlap, but their separability is accepted, with a significance level (p < 0,05).
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Figure 3-20: Feature separation in the database
Since the features are separated from each other, but are not separable into classes, a clus-
tering procedure is used, allowing to observe how the signals are organized in the dataset,
to specify whether or not classes are separable among them.
3.2.3. Clustering
Data analysis via clustering consists of a dataset organization (data usually represented as a
measurement vector, or a point in a multidimensional space) into subgroups (clusters) based
on a similarity rule [66]. The most common similarity metric used is the Euclidean distance
(3-3):
d(xi, xj) = (
d∑
k=1
(xi,k − xj,k)
2)(1/2) = ||xi − xj ||2 (3-3)
The clustering algorithm considered is the k-means procedure, which is one of the most used.
This algorithm performs a random partition of the records, and rearranges the data based
on the considered distance function (Euclidean distance) between the data and the center of
the cluster [66], the convergence criterion of the method is the mean square error Eq.(3-4):
e2(H,L) =
K∑
j=1
nj∑
i=1
||xji − cj ||
2 (3-4)
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where xji is the i-th record in the j-th cluster, and cj is the centroid of j-th cluster. k-means
is one of the most widely used clustering techniques due to its low computational cost and
high effectiveness. The k-means algorithm is summarized in Algorithm 6:
Algorithm 6 k-means
Inputs: Number of classes, labels, features.
Output: Number of classes and suggested labels
1. It is chosen the k cluster centers, which match with the k classes of the observed problem.
2. Assign each class the nearest cluster center
3. Recalculate the cluster centers, from the member records of each cluster
4. If the stop criterion is not met, return to step two.
Debugging by means of this algorithm allows to preserve those recordings matching to the
medical labels, with the assignment of clusters, the other recordings are removed from the
database.
First Experiment
In the first experiment, considered classes separation is required, normal patients with ADHD
patients. The following procedure is used:
1. Rhythms are calculated on all records in the database
2. The multivariate analysis of variance is performed, allowing to observe what feature
has a higher separability (i.e. α waves)
3. Clustering is performed on the calculated features.
4. The classification results on the assigned groups is determined.
R
.C
.
S.C.
1 59 21
2 55 25
114 46
Table 3-13: Results of groups suggested by the clustering algorithm
When performing clustering on the considered features it was found that 3-13 it can be seen
the suggested clusters (S.C) by the clustering algorithm, in which is indicated that only 59
records of the normal class, and only 25 pathological records are preserved, eliminating 76
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database records (21 from the normal class and 55 in the pathological class), since they are
not suitable to be analyzed by this algorithm. Classification results using only the debugged
recordings are shown in Table 3-14.
Acuracy(%) Sensitivity(%) Specificity(%)
99.31 ± 1.98 99.19 ± 2.54 99.61 ± 1.20
Table 3-14: Classification results after clustering
After performing clustering on the calculated features, the algorithm debugs the data, re-
taining only the not overlapped data, or which patterns allows the separability. But in this
case, more than half of the database is selected as erroneous data, which does not allow an
objective classification using the methodology.
If we accept the quality of all the records in the database, the clustering algorithm determines
that 55 pathological records belongs to normal class, and 21 normal class data belong to the
pathological, thus the database would be divided into two classes (normal and pathological),
each with 114 and 46 records. Classification results using the new labels are presented in
Table 3-15.
Accuracy(%) Sensitivity(%) Specificity(%)
98.75 ± 3.80 99.91 ± 0.27 96.00 ± 12.62
Table 3-15: Classification results after clustering
Results obtained by the clustering algorithm gives an idea of the complexity of the problem
addressed. Due to the class overlapping and the mislabeled recordings.
Results obtained in Tables (3-14 and 3-15) are due to the clustering algorithm, eliminates
overlapping data, leaving only those that are separable, so is expected that the classification
is as high as possible.
Second Experiment
The second experiment, consists in the database signal alignment with a standard reference
signal, to locate the same P300 latency in each class, the reference signal is the one that
presents a higher correlation coefficient with all others in its class. The procedure used in
this problem is presented below:
1. Reference signal selection on each class.
2. Signal alignment by Dynamic Time Warping
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3. Rhythms estimation on the aligned signals.
4. Label estimation by means of k -means clustering.
5. Classifier performance measurement using the obtained groups.
Once the clustering procedure is performed on the aligned database, is determined that:
C
R
CS
1 41 39
2 44 36
85 76
Table 3-16: Groups suggested by the clustering algorithm for database alignment
Table 3-16 shows how each class only retains half of the data as real clusters. In the case of
normal signals, 41 data are retained, in the case of signals with ADHD retain 36 of them.
With respect to the previous experiment, normal class retained a smaller amount of data
(13), but the ADHD class retained a greater signals amount (11). However, in this sense, the
algorithm continues detecting half of the data as mislabeled, which complicates the analysis.
Accuracy(%) Sensitivity(%) Specificity(%)
98.99 ± 2.74 99.84 ± 0.47 97.99 ± 5.73
Table 3-17: Classification results after clustering, keeping only the real labels
In the Table 3-17 it can be seen the classification performance, determined by the classifier
training procedure, after the clustering stage in which only 41 signals are kept in the normal
class, and 36 pathological class records. Again, performance measures indicate that the
results of the clustering algorithm, have a high discrimination, with an achieved accuracy of
98,99% indicating that the obtained clusters are separable.
Another mislabeling evidence due to the experts, is that 44 pathological data are suggested as
normal through the clustering algorithm, and 39 normal signals are suggested as pathological,
according to this half of the data is mislabeled. Accepting these clusters and using the total
data, the results can be observed in the table 3-18.
Acierto(%) Sensitividad(%) Especificidad(%)
96.78 ± 7.15 93.55 ± 14.51 99.45 ± 1.73
Table 3-18: Classification results after clustering
In Table 3-18 it can be observed the performance measures after a clustering stage, in which
two groups are formed, normal group with 85 recordings, and pathological group with 75
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recordings. In this case the database is better distributed than in the previous experiment,
where 114 recordings were kept as normal and 56 as pathological.
From this result, it can be infered that the cluster algorithm provides discrimination between
classes, being that the clusters found are separable. However it can be not inferred that the
distribution made by the algorithm corresponds to reality, because the patterns found in
these signals are very similar in control and case classes, so, it can not be said with certainty
that the evoked potential signals assists to discrimination between normal patients, and
ADHD patients.
3.2.4. Discussion
Due to the nature of the evoked potential signals and the issue of low reliability of labeling
by the specialists, the automatic identification of ADHD turns out to be a complex problem
for both, medical and pattern recognition fields.
One of the important obtained results, is that an adequate alignment of the P300 latency,
assists to consolidate more efficient groups. However, in both cases (with and without align-
ment) more than a half of the database signals do not provide information to the addressed
problem. In the case of signals without alignment, the problem is even more complex, since
nearly 70% of the ADHD patients should be removed from the analysis, or that patients
or considered normal. This gives an indication of probably these signals are not suitable for
automatic identification of the ADHD pathology. In [67] is calculated the ratio of δ wave
energy, with respect to the α wave in different brain areas, to compare these coefficients to
normal patients and ADHD patients. This information indicates the class differentiability.
But in the cited study [67], it is calculated directly from the EEG, with 20 channels, which is
still a limitation to the identification of ADHD with the developed methodology, because the
evoked potentials signals are averaged, eliminating the EEG noise, which may contain im-
portant information on the automatic detection process, and here only have three channels,
all located in the brain midline.
Regarding to the relevance analysis, this analysis gives the information that is expected in
the process, the brain rhythms that provide higher informativeness are θ and α waves, this
because θ waves located in the brain midline are associated with attention processes, the
same as the alpha activity that is associated with visual activation process. For the conducted
analysis, the α waves are used because its higher separability in the multivariate analysis of
variance. However, results suggest that the methodology in question is not the optimal for
this case, as it was in the case of automatic detection of epilepsy in EEG recordings.
4 Conclusions and Future Work
4.1. Conclusions
In this thesis a methodology for analysis of physiological signals based on different types of
temporal decomposition methods is developed. The proposed methodology aims to improve
the process of interpretation by the medical community and automatic classification. The
proposed methodology is divided into three parts. The first part aims to decompose the
signal in its spectral interest components by means of parametric methods (TVAR and
EDS ) and non-parametric methods (Wavelet y EMD). The second part is oriented to the
feature extraction of t-f representations illustrating, the temporal evolution of the calculated
spectral components in the selected bands of interest. The third part is focused on the
relevance analysis of of the dynamic features obtained above and the multivariate analysis of
variance. These two analysis, provide the interpretability required by the experts, since the
relevance analysis provide information about which components bring with more weight to
the analyzed process, the multivariate analysis of variance allows to identify the distribution
of the groups according to the observed features, or the feature distribution in each group.
This methodology is tested with two medical interest problems, the automatic detection
of epilepsy in electroencephalography signals and automatic detection of ADHD in evoked
potentials recordings.
In the case of epileptic activity detection, five classification problems are tested, each with a
different type of medical interest. In each case, the decomposition methods in spectral bands
of interest (which in the case of EEG are called rhythms) satisfactory results were obtained
in all cases, being EMD the method that achieved better performance measures.This can
be explained by the fact that EMD needs no tuning parameter, as parametric methods do,
which can difficult the process, and its location in frequency corresponds to expectations,
which is not true for wavelet decomposition that is still an scale approximation. For the
analysis of spectral bands obtained from t-f representations, the FCCs allow to obtain the
temporal and spectral dynamics, as well as the features obtained by the tilling method. The
first approach is more satisfactory because it does not need further adjustments, as time
windowing parameters required by the tilling method, and its performance becomes stable
with few principal components.
Relevance analysis provides the information required by experts to analyze the results. The
analysis was carried out on the best rhythm decomposition method (EMD) and the best
dynamic feature obtained from t-f representations (FCCs), this analysis obtain the desired
4.1 Conclusions 67
patterns for automatic detection of epileptic events, that the low frequency waves, i.e delta
rhythms, are related to convulsive states, being the patterns found in greater proportion
ictal recordings, and the higher frequency waves, i.e. alpha and beta, are related to states of
normal patients.
In the analysis of evoked potential signals, for automatic detection of ADHD, the methodo-
logy did not provide satisfactory results. The overlap of the classes found in the multivariate
analysis of variance, and the low reliability attributed to the labeling of classes, makes it
difficult further analysis. Then, for the ADHD detection a clustering procedure based on Eu-
clidean distance is used, allowing the groups formation, but the clustering procedure further
evidence the problem dealt with these signals, because in the clusters obtained, more than
half of the database are eliminated, leaving only those that are separable. If this result is
accepted, it is found that half of the database is mislabeled, or just those records are not
suitable for discriminating the problem addressed. In this regard it should be noted that
labeling performed by medical specialists, is given first for a psychiatric and psychological
analysis, rather than by visual patterns found in evoked potential signals.
4.1.1. Future Work
Although the results obtained with different methods are satisfactory for automatic detection
of epilepsy, not so for the discrimination of patients with ADHD. In this sense, evaluation
of the complete EEG recordings of normal patients and ADHD patients is proposed as a
future work, to determine if it is possible to evidence patterns lost in the averaging of the
evoked potential signals. Another approach that can be studied is to form a third group, in
which the patients with attention deficit and patients with hyper-activity syndrome can be
differentiated.
There are many lines that can be derived from this work, many of the physiological signals
that in this work were not considered, presents spectral bands of interest. Many biological
signals such as voice signals, or heart rate variability signals could be considered to be studied
by this methodology.
Finally, the electro-encephalography has been used for the diagnosis of many diseases such
as Alzheimer’s, dementia, depression and characterization studies of brain activity. Many
of these problems can be considered to be analyzed with this methodology, to help the
understanding of mental states by means of brain rhythms.
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