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Abstract
We construct a canonical formulation of general relativity for the case of a timelike
foliation of spacetime. The formulation possesses explicit covariance with respect to
Lorentz transformations in the tangent space. Applying the loop approach to quantize
the theory we derive the spectrum of the area operator of a two-dimensional surface. Its
different branches are naturally associated to spacelike and timelike surfaces. The results
are compared with the predictions of Lorentzian spin foam models. A restriction of the
representations labeling spin networks leads to perfect agreement between the states as
well as the area spectra in the two approaches.
1 Introduction
There are many approaches to quantization of gravity (for a recent review, see [1]). One of
the promising approaches is the idea of loop quantization [2, 3]. It suggests that excitations
of quantum space are concentrated on one-dimensional structures like loops or graphs which
establish relations between different points called vertices. Developing this picture of quantum
space in time, one obtains a representation of quantum spacetime as a complex of branched
surfaces.
The latter picture appears in another approach to quantum gravity known as spin foam
models [4, 5]. These models realize the idea that quantum gravity can be obtained as a
sum over histories of quantum spacetime which is a generalization of the usual path integral
quantization. Thus, the two different ideas for quantizing gravity lead to the same qualitative
picture. Do they agree quantitatively? It turns out that the answer to this question is in the
negative. In fact, the origin of the disagreement is easily traced back to the starting points of
the two approaches.
The standard loop quantization is based on the so-called Ashtekar–Barbero formalism and
leads to the theory which we call SU(2) Loop Quantum Gravity (SLQG) (for review, see
[6, 7]). It starts with the first order formulation of general relativity in 3 + 1 dimensions
with the Lorentz gauge group in the tangent space. Then, as a result of a partial gauge
fixing, the canonical formulation possesses, besides the usual diffeomorphism invariance, only
a local SU(2) symmetry. Choosing the SU(2) connection as one of the canonical variables,
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one can construct loop variables from Wilson lines defined by this connection. These variables
have a simple loop algebra and the construction of the (kinematical) Hilbert space is then
straightforward. In particular, an orthonormal basis is realized by the so-called spin network
states constructed from SU(2) Wilson lines in irreducible SU(2) representations.
On the other hand, spin foam models of Lorentzian general relativity do not break the
covariance in the tangent space and essentially use the representation theory of the Lorentz
group [8, 9, 10]. Therefore, their predictions involve Lorentz, rather than SU(2), structures.
For example, as it was shown recently in detail in [11], if one takes a slice of a spin foam by
a 3-dimensional hypersurface, the spin foam induces a spin network state on the slice. But
its elements (edges and vertices) are labeled by irreducible representations of SL(2,C). Thus,
SLQG and the spin foam models clearly differ at the quantitative level.
Although there were some attempts to find an agreement [12, 13], they cannot reach a full
success since these two approaches are based on different structures. Therefore, either one of
them or both should be modified if we expect that the agreement on the qualitative level is
not accidental. Of course, the modern spin foam models do not have a rigorous ground and
represent in some sense just a reasonable discretization of the path integral. So it would not
be a surprise that some modification of them will be required. However, it is very unlikely
that such a modification will reduce the gauge symmetry and replace everywhere SL(2,C) by
SU(2). Instead, as we will argue below, it is SLQG that requires to be seriously reconsidered.
A first sign of this is that SLQG suffers from several problems. Besides the problem of
the absence of Lorentz invariance, which is the core of the disagreement with the spin foam
models, the most evident one is the so-called Immirzi parameter problem [14]. It refers to the
main result of SLQG, which is the spectrum of the area operator of two-dimensional spacelike
surfaces [15, 16]. It was shown that the spectrum is given by the sum of square roots of
the SU(2) Casimir operator over punctures of the measured surface by a spin network. The
problem is that this result depends also on a non-physical parameter, which is called Immirzi
parameter. In the classical theory this parameter can be freely introduced without changing
the equations of motion. But at the quantum level in the SU(2) loop approach, it affects all
results what indicates that some anomaly is present.
It was thought that the anomaly in question is a physical one so that the Immirzi parameter
becomes a new fundamental constant. However, in a series of works [17, 18, 19, 20, 21] it was
shown that this is not the case because it is actually a consequence of a diffeomorphism anomaly,
whereas there is a quantization which preserves all classical symmetries and leads to results
independent of the Immirzi parameter.
This quantization is based on a Lorentz covariant canonical formulation of general relativity
following from the first order formalism if one does not fix any gauge [17]. In fact, the loop
quantization of this formulation is not unique and depends on the choice of variables one uses
to define Wilson line operator. In particular, it was shown that there exists a two-parameter
family of Lorentz connections such that the area operator is diagonal on the Wilson lines
defined by them [19]. All of these connections lead to different area spectra so that the choice
of the connection to be used for quantization represents a real quantization ambiguity of this
approach.
This ambiguity was fixed by requiring the correct transformation properties under time
diffeomorphisms. It was shown that there is a unique connection from the family satisfying
this condition. The area spectrum corresponding to it is expressed through the difference of
the SL(2,C) and SU(2) Casimir operators and it does not depend on the Immirzi parameter
[18, 19].
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On the other hand, it turned out to be possible to derive SLQG from the covariant quanti-
zation. Namely, it corresponds to a choice of connection from the two-parameter family, which
is different from the one mentioned in the previous paragraph that ensures the correct transfor-
mation properties. But since the connection does not transform correctly under all symmetries
of the classical theory, it was argued that the quantization breaks the diffeomorphism invari-
ance [19, 21]. In particular, this can explain the appearance of the Immirzi parameter in the
physical quantities.
The described results imply that the unique way to proceed in the loop approach is to
use the connection ensuring all symmetries to be preserved after quantization. We call the
resulting theory Covariant Loop Quantum Gravity (CLQG). We emphasize that it is not just
an alternative quantization but it predicts that SLQG is not correct.
Let us emphasize however that CQLG is far from being completed. In the covariant ap-
proach the Wilson line operators belong to the Lorentz group and the fact that it is non-compact
essentially complicates the quantization. But even a more serious obstacle is the presence of
the second class constraints. Due to these reasons, even the construction of the kinemati-
cal Hilbert space of CLQG was not completed although there were several proposals in this
direction [20, 21].
Nevertheless, the presence of the full Lorentz symmetry suggests the possibility to establish
a connection with the Lorentzian spin foam models. Some similarities have been already
observed in the proposals for the Hilbert space [20, 21]. Moreover, in [21] it was shown how
one can reproduce the states induced by spin foams from the states of CLQG. Thus, the
connection of CLQG and spin foam models is becoming tighter.
In this paper we push forward the relation between the two approaches. It is known that
the faces of a Lorentzian spin foam are labeled with irreducible representations of the Lorentz
group either from the continuous series (0, ρ) or from the discrete ones (n, 0). The former give
rise to spacelike surfaces, whereas the latter define timelike surfaces because the corresponding
area is either real or imaginary [8]. However, in the usual canonical approach one cannot
measure the area of a timelike surface since it is not embedded into one slice of the pre-defined
foliation. Thus, the loop quantization is able to capture only the first class of surfaces. In
particular, the area operator of [18, 19] is always real confirming this expectation.
Here we show how timelike surfaces can still be incorporated into the framework of CLQG
and that the resulting spectrum of the area operator agrees with predictions of the spin foam
approach. The idea is to use a foliation of spacetime with timelike, rather than spacelike,
slices to define the Hamiltonian formulation. Of course, it is not evident at all that a quantum
theory based on a formulation, where the role of time is played by a spacelike coordinate,
can be meaningful. However, there is a hope to capture at least some local properties of the
real quantum theory. Moreover, in quantum gravity the causal structure is expected to be
fluctuating. Therefore, one cannot guarantee for any pre-defined foliation to have fixed causal
properties.
Thus, without caring much about the meaning of the resulting theory, we perform a loop
quantization of general relativity defined on a timelike foliation. It turns out that, working
with the Lorentz covariant formulation of [17], almost nothing should be changed if we want
to describe a timelike instead of a spacelike foliation. This allows to avoid any calculations
because all of them can be borrowed from the previous works. As a result, one arrives at
the area spectrum in a few steps and finds that it has the same structure as the previous one
[18, 19] with the only difference that the Casimir operator of SU(2) is replaced by the one of
SL(2,R).
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We should note that the idea to use a temporal foliation already appeared in the literature
[13]. However, our analysis is much simpler and leads directly to results which can be identified
with those of the spin foam models. In particular, we show that a certain restriction of
representations labeling the so-called projected spin networks, which provide an orthonormal
set of states in the (extended) kinematical Hilbert space, gives the states induced by spin foams
on temporal slices.
The structure of the paper is the following. In the next section we review the Lorentz covari-
ant canonical formulation and also present some new results on the Dirac algebra of canonical
variables. An important new observation is that the dependence of the Immirzi parameter
completely disappears from the Dirac brackets of the elementary variables, a triad multiplet
and the spacetime connection, which are used to construct quantum operators. In section 3 we
show how the case of a timelike foliation can be incorporated and what is the corresponding
area operator. Then in section 4 we recall the notion of projected spin networks and establish
a relation with the spin foam models. Finally, section 5 is devoted to the discussion.
We use the following notations. The indices µ, ν, . . . from the middle of the Greek alphabet
are used to label spacetime coordinates and α, β, . . . from the beginning of the alphabet denote
Lorentz indices in the tangent space. The 3+1 decomposition is done according to the following
notations: µ = (0, i) and α = (0, a), so latin indices i, j, . . . from the middle of the alphabet label
the space coordinates and a, b, . . . from the beginning are the so(3) indices. The capitalized
latin indices X, Y, , . . . take 6 values and label the components of the adjoint representation of
sl(2,C) (which correspond to the antisymmetrized pairs αβ). The signature of the metric is
assumed to be (−,+,+,+) and the Levi-Civita symbol is normalized as ε0123 = 1.
2 Lorentz covariant canonical formulation
2.1 Decomposed action and canonical analysis
The Lorentz covariant canonical formulation comes from the 3 + 1 decomposition of the gen-
eralized Hilbert–Palatini action
S(β) =
1
2
∫
εαβγδe
α ∧ eβ ∧ (Ωγδ + 1
β
⋆ Ωγδ), (1)
where eα is the tetrad field, Ωαβ is the curvature of the spin-connection ωαβ and the star is the
Hodge operator defined as ⋆Ωαβ = 1
2
εαβγδΩ
γδ. The parameter β coincides with the Immirzi
parameter and is not physical since the additional term in the action is purely topological and
does not change the equations of motion.
The 3 + 1 decomposition of the tetrad reads as follows
e0 = Ndt + χaE
a
i dx
i, ea = Eai dx
i + EaiN
idt. (2)
The distinction from the decomposition used in SLQG is the presence of the field χ. It is
absent in the Ashtekar–Barbero formalism since the condition χ = 0 called “time gauge” is
imposed from the very beginning. This corresponds to fixing of the gauge freedom related to
Lorentz boosts in the tangent space. As usual, it is convenient to introduce the inverse triad
Eia and densitized fields
∼
Eia = h
1/2Eia, ∼N = h
−1/2N,
√
h = detEai . (3)
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To write the decomposed action we also need to redefine the lapse and shift variables
N i = N iD +
∼
Eiaχ
a
∼N , ∼N = ∼N + ∼Eai χaN iD (4)
and to introduce fields in the adjoint representation of the Lorentz group
AXi = (ω
0a
i ,
1
2
εabcω
bc
i ),
∼
P iX = (
∼
Eia, εa
bc ∼Eibχc),
∼
QiX = (−εabc
∼
Eibχc,
∼
Eia), (5)
∼
P(β)
i
X =
∼
P iX − 1β
∼
QiX .
The index X can be thought as an antisymmetric pair (αβ). Then the first 3 components
correspond to (0, a) and the other 3 are obtained after contraction of (ab) components with
1
2
εabc. Thus, the first field is just the space components of the spin-connection ωαβ. The second
field can be obtained from the bivector eα ∧ eβ, whereas the third one comes from its Hodge
dual. This fact is reflected in the relation
∼
P iX = Π
Y
X
∼
QiY , Π
XY = gXZΠYZ =
(
0 1
1 0
)
δab, gXY =
(
1 0
0 −1
)
δab, (6)
where the matrix ΠXY is a representation of the Hodge operator and we used the Killing form
gXY of the sl(2,C) algebra to raise indices in the adjoint representation. Finally, the last
definition in (5) suggests to introduce
RXY = gXY − 1
β
ΠXY =
(
1 − 1
β
− 1
β
−1
)
δab. (7)
Some properties of the matrices Π and R and of the structure constants fZXY of the Lorentz
algebra are presented in Appendix A.
In terms of the introduced fields the decomposed action takes the following form [17]
S(β) =
∫
dt d3x(
∼
P(β)
i
X∂tA
X
i + A
X
0 GX +N iDHi + ∼NH), (8)
GX = ∂i ∼P(β)iX + fZXYAYi
∼
P(β)
i
Z ,
Hi = − ∼P(β)jXFXij ,
H = − 1
2
(
1 + 1
β2
) ∼P(β)iX ∼P(β)jY fXYZ RZWFWij ,
FXij = ∂iA
X
j − ∂jAXi + fXY ZAYi AZj .
This action resembles the action of the Ashtekar–Barbero formalism. There are ten first class
constraints GX , Hi and H corresponding to local Lorentz and diffeomorphism symmetries, and
one of the canonical variables is a gauge connection. However, the canonical structure of the
action (8) is much more complicated due to the presence of second class constraints. There
are two sets of such constraints:
φij = ΠXY
∼
QiX
∼
QjY = 0, (9)
ψij = 2fXY Z
∼
QlX
∼
Q
{j
Y ∂l
∼
Q
i}
Z − 2(
∼
Q
∼
Q)ij
∼
QlZA
Z
l + 2(
∼
Q
∼
Q)l{i
∼
Q
j}
Z A
Z
l = 0. (10)
They require a modification of the symplectic structure to that of the Dirac brackets. As a
result, the canonical variables acquire non-trivial commutation relations. The details of the
canonical analysis can be found in [17].
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2.2 Lorentz connections, Dirac algebra and area spectrum
If one tries to use the canonical formulation described as a starting point for the loop quanti-
zation, one encounters an immediate problem. It is easy to define Wilson lines of the canonical
connection AXi and the area operator constructed from
∼
P iX . However, due to the modified com-
mutation relations the action of the latter is not diagonal on such Wilson lines. This problem
was solved in [18, 19] where it was shown that one can shift the canonical connection in such
a way that the Wilson lines of the shifted connection are eigenstates of the area operator. The
additional requirement of the correct transformation properties under all classical symmetries
led to a unique connection
AXi = AXi +
1
2
(
1 + 1
β2
)RXS IST(Q)RZT fYZW ∼PWi GY . (11)
At this point we have to introduce new fields appearing in (11), the inverse triad multiplets,
∼P
X
i and ∼Q
X
i , satisfying
∼
QiX ∼Q
X
j = δ
i
j ,
∼
P iX ∼P
X
j = δ
i
j ,
∼
QiX ∼P
X
j =
∼
P iX ∼Q
X
j = 0, (12)
and the projectors
IY(P )X =
∼
P iX ∼P
Y
i , I
Y
(Q)X =
∼
QiX ∼Q
Y
i . (13)
These projectors will play an important role in the following, therefore we explain their main
properties. The explicit expressions of all these fields in terms of the triad and χ can be found
in [17]. In particular, the projectors (13) are constructed from the field χ only. The name
“projector” for the quantities (13) is justified by the following relations
IY(P )X + I
Y
(Q)X = δ
Y
X , (14)
IY(P )X
∼
P iY =
∼
P iX , I
Y
(P )X
∼
QiY = 0,
and by similar relations for I(Q) and the inverse multiplets. The projectors I(Q) and I(P ) have
also a geometric meaning. Let us consider a non-vanishing χ satisfying χ2 < 1. The latter
condition means that by a gauge transformation χ can be sent to zero. Therefore, the vectors
χ are in one-to-one correspondence with boosts and can be thought as boost parameters.
Then χ defines a “boosted” subgroup SUχ(2) of SL(2,C) which is obtained from the canonical
embedding of SU(2) by applying the corresponding boost. The generators of this subgroup in
the defining representation annihilate the vector vχ = (1 − χ2)−1/2(1, χa). Then the matrix
I(Q) projects the generators of SL(2,C) to the generators of SUχ(2) and I(P ) is a projection to
the orthogonal part (see [21] for details).
The algebra of the Dirac brackets with the connection (11) takes the following form
{ ∼P iX(x),
∼
P jY (y)}D = 0,
{AXi (x),
∼
P jY (y)}D = δji IX(P )Y δ(x, y), (15)
{AXi (x), IY Z(P ) (y)}D = 0.
The last relation is important since it shows that the field χ commutes both with
∼
P and
A and the projectors can be considered as c-numbers with respect to the Dirac algebra. The
commutator of two connections is much more complicated. It was derived first in [20]. However,
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as we show in Appendix B, that expression can be further simplified so that the final result
does not depend on the Immirzi parameter β and it reads
{AXi (x),AYj (y)}D =MXYij δ(x, y), (16)
where MXYij is a β-independent differential operator given in (64). Thus, the whole Dirac
algebra does not contain the Immirzi parameter.
As usual, the area operator of a two-dimensional surface Σ is defined as a regularization of
the classical expression
S(Σ) =
∫
Σ
d2σ
√
ninj gXY
∼
P iX
∼
P jY , (17)
where ni is the normal to the surface. The regularization involves a partition ρ of Σ into small
surfaces Σn,
⋃
nΣn = Σ. Then the regularized area operator is given as a limit of the infinitely
fine partition
S = lim
ρ→∞
∑
n
√
g(Sn), (18)
where
g(Σ) = gXY
∼
PX(Σ)
∼
PY (Σ), (19)
∼
PX(Σ) =
∫
Σ
d2σ ni(σ)
∼
P iX(σ).
The spectrum of the operator (18) follows from the commutation relations (15) and it is
expressed as a combination of two Casimir operators [18]
S = 8πh¯G
√
C(suχ(2))− C1(sl(2,C)), (20)
where we restored the dependence of the Newton’s constant. The subgroup SUχ(2) depends
on the field χ and was defined after equation (14).
3 Timelike foliation and area operator
The results reported in the previous section were obtained assuming that χ2 < 1. However, all
algebraic relations up to equation (17) remain valid also for χ2 > 1. We get a singular situation
only if χ2 = 1, when the described canonical analysis breaks down due to the appearance of
additional constraints.1 What is the physical interpretation of these different cases? It turns
out that they correspond to different causal properties of the foliation. Indeed, the induced
3-dimensional metric on the hypersurfaces t = const reads
ggij = gXY
∼
P iX
∼
P jY . (21)
Its determinant is
g ≡ det gij = (1− χ2)h. (22)
Since by definition h > 0 (if the triad is non-degenerate), the cases χ2 < 1 and χ2 > 1 can
be interpreted as describing spacelike and timelike foliations, respectively. It is not surprising
that the singular case χ2 = 1 corresponds to a foliation with lightlike slices.
1It is clear that some constraints must appear because the condition χ2 = 1 removes one canonical variable.
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Here we will be interested in the case χ2 > 1 of the timelike foliation. Although in this
case the coordinate t can not be identified with time and the sense of quantization based on
the canonical formulation developed with respect to such spacelike variable is questionable, we
are going to generalize the analysis of [18, 19] considering the area operator (18) in the theory
with χ2 > 1. At least at the formal level one does not encounter any inconsistencies.
Since the analysis of the commutation relations carried out in [19] does not depend on
the value of χ, we have again a unique spacetime connection given by (11), which leads to a
diagonal operator S. As in [18], using the commutation law (15), one obtains
S ∼ h¯
√
−IXY(P ) TXTY , (23)
where TX are sl(2,C) generators. Thus, the spectrum is completely determined by the proper-
ties of the projectors. As we mentioned in the previous section, as soon as χ2 < 1, I(Q) projects
to the boosted subgroup SUχ(2) of SL(2,C). Therefore, in this case the operator
C = IXY(Q) TXTY (24)
coincides with the Casimir operator of SU(2), which together with the first relation in (14)
leads to the spectrum (20).
Now we derive an analogous statement for the case χ2 > 1. Let us introduce the generators
qa :=
1√
χ2 − 1
(
δab − 1−
√
χ2 − 1
χ2
χaχb
)
∼E
b
i
∼
QiXT
X , (25)
and the metric which will play the role of the Killing form2
kab := δab − 2χ
aχb
χ2
. (26)
One can check directly that
IXY(Q) TXTY = k
abqaqb, (27)
[qa, qb] = −εabdkdcqc, (28)
2The expression for the Killing form (26) differs essentially from that implicitly used in [18], kab = δab, for
χ2 < 1. In fact, one can describe all χ2 6= 1 in a uniform manner. Let us take the generators as
qa = sign(1− χ2)
(
δab − 2χaχb
χ2
)
∼
Ebi
∼
QiXT
X .
Then
IXY(Q) TXTY = −kabqaqb,
[qa, qb] = −| detk|−1/2εabdkdcqc,
where
kab =
δab − χaχb
1− χ2 .
Thus, the structure constants are f cab = −| detk|−1/2εabdkdc. One can check that kab is the Killing form of the
algebra generated by qa because
fdacf
c
bd = −2kab,
where kab is the inverse of k
ab. The signature of the Killing form is defined by the value of χ. For χ2 < 1 it is
(+,+,+), whereas for for χ2 > 1 it changes to (+,+,−).
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so that f cab = −εabdkdc are the structure constants of the algebra generated by qa and kab =
1
2
f dacf
c
bd is indeed its Killing form. The signature of k
ab is (+,+,−). Therefore, we conclude
that the corresponding algebra is sl(2,R) and the operator (24) is now its Casimir operator.
As a result, the area spectrum is
S = 8πh¯G
√
C(slχ(2,R))− C1(sl(2,C)) . (29)
Hence, changing the foliation from spacelike to timelike corresponds to the replacement of the
SU(2) subgroup of the Lorentz gauge group by SL(2,R). This is quite natural because the
subgroup is always associated with the symmetry group in the tangent space of the slices.
The explicit form of the spectrum can be obtained taking into account the values of the
Casimir operators for irreducible representations. Let us restrict ourselves to the principal
series of representations of the Lorentz group.3 They are labeled by two numbers (n, ρ), where
n ∈ N/2, ρ ∈ R. In a decomposition of this representation with respect to the subgroup
SL(2,R) there appear the principle continuous series of unitary representations of SL(2,R) and
a finite number of discrete series representations. The latter are labeled by 0 ≤ j < n, n− j ∈
N. Thus, we arrive at two possibilities:
S ∼ h¯
√
−
(
1
4
+ s2
)
− n2 + ρ2 + 1, (30)
S ∼ h¯
√
j(j + 1)− n2 + ρ2 + 1. (31)
They exhaust the possible forms of the spectrum of the area operator. However, the
actual spectrum might be given by only a subset of the representations appearing in (30) and
(31). This subset should be determined by the construction of the Hilbert space of CLQG.
Unfortunately, it is still lacking due to the difficulty to impose the second class constraints
at the quantum level. Nevertheless, in the next section we show that the result found here
contains the spectrum coming from the Lorentzian spin foam model of [10].
4 States and area spectrum: canonical versus spin foam
approach
4.1 Enlarged Hilbert space: Projected spin networks
In contrast to SLQG, the construction of the kinematical Hilbert space (the space on which
one should then impose the quantum constraints corresponding to the first class constraints
of the classical theory) in the framework of CLQG is a two-step procedure. In the beginning
we construct a Hilbert space of functionals of arbitrary Lorentz connections. It is an enlarged
space because the connections appearing in our formalism are not arbitrary but subject to the
second class constraints (58). Therefore, the second step is to impose these constraints at the
level of the Hilbert space.
This is a non-trivial problem because in the loop approach the elements of the Hilbert space
are (multi)loop states or spin network states. They are characterized not by a functional de-
pendence on the connection, which is similar for all states and described through holonomies,
but by irreducible representations assigned to the loops or to the edges of a graph. Therefore,
3These are representations appearing in the decomposition of a square integrable function on SL(2,C).
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the implementation of the second class constraints means a restriction on possible represen-
tations. It is not evident a priori how the condition (58) on the form of connections can be
encoded in such a restriction and that this is possible at all. We leave the solution of this
problem for future research, but in the next subsection we will see that a certain restriction is
in accordance with the spin foam models. Here we only provide a description of the enlarged
Hilbert space.
In fact, the elements of the enlarged Hilbert space are gauge invariant functionals of both
the Lorentz connection and the field χ. This can be justified by the fact that the connection A,
which will be used in the definition of the holonomies, commutes with χ (see (15)), so that the
two fields can be simultaneously considered as configuration variables. Since we are following
the loop approach, the Hilbert space structure should be similar to what one has in SLQG.
In particular, we expect that the basis is realized by spin network like states and the scalar
product must be Lorentz and diffeomorphism invariant. Such a Hilbert space was constructed
in [22] and we review here the main results. The construction in the case of a temporal foliation
differs only in small details. Therefore, we present it in a general form.
The necessary Hilbert space structure can be induced from the space of the so-called pro-
jected cylindrical functions. Let us consider an oriented graph Γ with E edges and V ver-
tices. With each edge γk we associate a holonomy of the Lorentz connection A: Uγk [A] =
P exp
(∫
γk
A
)
which gives an element gk of the Lorentz group. Besides, with each vertex vr
we associate an element x ∈ X ≡ SL(2,C)/H , where H = SU(2) or SL(2,R) depending on
whether the foliation is spacelike or timelike. It is defined by the field χ as follows [21]:
x(χ) =
 1√
|1− χ2|
,
χa√
|1− χ2|
 , (32)
where we use identification of X with one of the hyperboloids in Minkowski space. Also pick
a complex valued function f(g1, . . . , gE; x1, . . . , xV ) on [SL(2,C)]
E ⊗ [X ]V which satisfies the
following invariance property
f(gt(1)g1g
−1
s(1), . . . , gt(E)gEg
−1
s(E); g1 · x1, . . . , gV · xV ) = f(g1, . . . , gE; x1, . . . , xV ), (33)
where t(k) and s(k) denote, respectively, the target and the source vertex of the kth edge of the
graph Γ, gr ∈ SL(2,C) and its action on xr coincides with the usual Lorentz transformation.
Then the projected cylindrical function is defined as
FΓ,f [A, χ] = f (Uγ1 [A], . . . , UγE [A]; x(χ(v1)), . . . , x(χ(vV ))) . (34)
Due to the property (33), it is invariant under local Lorentz transformations. The set of all
projected cylindrical functions is dense in the space of all smooth gauge invariant functionals
of A and χ.
It is easy to define a gauge invariant scalar product on the cylindrical functions. It is given
by
〈FΓ,f |FΓ′,f ′〉 =
∫
[SL(2,C)]E
E∏
k=1
dgk f(g1, . . . , gE; x1, . . . , xV )f
′(g1, . . . , gE; x1, . . . , xV ), (35)
where we imply the usual extension of the functions to the unified graph Γ∪Γ′. Note that the
integration over the variables xr, which would correspond to the integration over the field χ in
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the path integral approach, is missing. These variables are fixed and can be chosen arbitrary.
Due to the invariance of the Haar measure, the scalar product does not depend on this choice.
One can say that the fixing of xr corresponds to the necessity to fix a gauge in the path integral
approach. The enlarged Hilbert space H0 of CLQG is obtained as the completion of the space
of the projected cylindrical functions in the norm induced by the bilinear form (35).
An important set of states in H0 is realized by the so-called projected spin networks [22]. To
introduce these objects, let us consider a graph with the following ‘coloring’. With each edge γk
we associate an irreducible representation of SL(2,C) from the principle series, λk = (ρk, nk),
and two representations of H , jt(k) and js(k), appearing in the decomposition of λk on the
subgroup H (for the continuous series of SL(2,R), j = is − 1
2
). The first representation is
attached to the final point of the edge, and the second one corresponds to its beginning. With
each vertex vr we associate an intertwiner Nr between the representations of H attached to
the ends meeting at this vertex.
We are going to construct a cylindrical function according to this coloring. For this we
take holonomies of the Lorentz connection A in the representations λk along the edges, project
them at the ends on the representations of H and contract the resulting objects with the
intertwiners Nr at the vertices. To make this procedure clear, one should explain the meaning
of the projection on the representations of the subgroup and the way how it works.
The origin of this projection and the possibility to do it in a Lorentz covariant way can be
traced back to the presence of the field χ [20]. As we explained above, it defines a boosted
subgroup Hχ of SL(2,C). This subgroup is a stationary group of the vector x(χ) (32). Any
representation of SL(2,C) can be decomposed into a direct sum (integral) of irreducible repre-
sentations of Hχ
HλSL(2,C) =
⊕HjHχ. (36)
The orthogonal projectors on each component of the decomposition are called projective oper-
ators and can be written explicitly as follows
I(λ,j)(χ) = dj
∫
Hχ
dh Cj(h)D(λ)SL(2,C)(h). (37)
Here for finite dimensional representations of the subgroup, dj = 2j + 1 is the dimension of
the representation j, Cj(h) = tr [D(j)SU(2)(h)] is its character, and D(λ)SL(2,C) is the representation
matrix. For infinite dimensional representations, dj is the spectral measure and Cj(h) should be
viewed as a distribution. Since the holonomy U (λ)γ [A] in a representation λ can be considered
as an element of HλSL(2,C) ⊗HλSL(2,C), one can introduce projected Wilson lines by applying the
projective operators (37) from the two ends of the line [20]
U (λ;j1,j2)γ [A, χ] = I(λ,j1)(χ(vt))U (λ)γ [A]I(λ,j2)(χ(vs)). (38)
This procedure gives an element of Hj1Hχ ⊗Hj2Hχ.
One could think that the projection on a subgroup spoils the covariance of the Wilson lines.
However, the dependence on χ restores the covariance under the local Lorentz transformations.
Indeed, it is easy to check from the explicit form (37) that the projective operators transform
homogeneously
I(λ,j)(gχ) = D(λ)SL(2,C)(g)I(λ,j)(χ)D(λ)SL(2,C)(g−1), (39)
where gχ is the Lorentz transform of χ by g ∈ SL(2,C). This property immediately gives the
usual transformation law for the projected Wilson lines as it would be a simple holonomy of a
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Lorentz connection
U (λ;j1,j2)γ [
gA, gχ] = D(λ)SL(2,C)(gt)U (λ;j1,j2)γ [A, χ]D(λ)SL(2,C)(g−1s ). (40)
Taking into account all these definitions, a projected spin network can be written as a scalar
product
ΨS[A, χ] =
E⊗
k=1
U
(λk ;jt(k),js(k))
γk [A, χ] ·
V⊗
r=1
ι(χ(vr)) (Nr) , (41)
where S = (Γ, ~λ,~jt,~js, ~N) is a collection of the graph and its coloring. The symbol ι(χ(v))(N)
denotes an embedding of the intertwiner N , which is an element of ⊗γk∋vHjkHχ, into the space
⊗γk∋vHλkSL(2,C). This embedding is necessary to ensure the Lorentz invariance of the spin
networks. The embedding depends on χ. Therefore, similarly to the projected Wilson lines,
the embedded intertwiner transforms in a covariant way. Together with (40) it is enough for
ΨS to be gauge invariant. It is evident that the projected spin networks with different coloring
are orthonormal with respect to the scalar product (35).4
Note that in the case of spacelike foliation the projection used to define the projected
spin networks effectively reduces all infinite dimensional representations to finite dimensional
subspaces. Therefore, the scalar product in (41) is well defined. It gives traces only over
finite dimensional representation spaces of SU(2). This fact is quite helpful because there was
an attempt to define the usual spin networks for non-compact gauge groups [23, 24], which
showed that it is a quite non-trivial problem. In our approach the solution comes from the use
of the projection to a subgroup and avoids any mathematical complications. Of course, for a
timelike foliation, all difficulties remain since the representations to project to are still infinite
dimensional. However, since in this case we do not expect to obtain a meaningful quantum
theory, such problems are not crucial.
The usual (non-projected) spin networks can be obtained as a sum (or integral) of the
projected spin networks over all representations of the subgroup associated with the edges.
They form only a small subset of all states in our approach. Moreover, they do not even
belong to the Hilbert space H0 since they are not normalizable. This shows that considering
spin networks constructed only from the connection, one misses an important information.
When this information (dependence on χ) is restored, many problems are solved automatically.
But the main advantage of the projected spin networks is that they are eigenstates of the
area operator (18). Although the action of the area operator on a Wilson line of the Lorentz
connection A is expressed through the Casimir operators, it is not yet diagonal because of
the Casimir operator of Hχ. This operator takes different values on different HjHχ, subspaces
of the representation space of the Lorentz group. Therefore, it becomes diagonal only after
a projection on one of these subspaces. The projected spin networks just accomplish this
requirement. Note, however, that the projection is done only at the vertices. Hence, the
states (41) are eigenstates of the area operators of only those surfaces, which intersect the
graph underlying the spin network near vertices. In [20] another construction was suggested
where the projection is done at every point of edges, so that the resulting spin networks are
eigenstates of all areas. But its relation to the spin foam models is more subtle. Instead, we
will concentrate here on states where the projections are done only at the vertices.
4In [22] it was also argued that the projected spin networks form a complete set of states, i.e., an orthonormal
basis in H0. However, we are not aware of any proof of this statement. Therefore, we avoid to view them as a
basis.
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4.2 Comparison with spin foam models
Although we cannot rigorously decide which representations labeling the projected spin net-
works survive after imposing the second class constraints, one can find their subset which allows
to recover all states arising from the Lorentzian spin foam models [8, 9, 10]. First of all, let us
briefly describe how a spin foam induces spin networks states on a foliation of spacetime. This
has been shown in the recent work [11], so we just recall the main steps of the construction.
Let us start with theories with a BF-type action. A spin foam amplitude can be considered
as a discretization of the path integral and arises upon a triangulation of spacetime. It contains
an integral over the gauge group for each edge (1-codimensional simplices) of the triangulation.
The integrand is the direct product of group elements in the representations associated to the
bones (2-codimensional simplex) incident to the edge. Performing such an edge integral gives
the product of two intertwiners corresponding to the two sides of the edge. If one introduces
a slicing of the triangulation and performs the integrals for edges lying in one simplicial level
hypersurface Σk only, then one obtains two spin networks ψ
+
k and ψ
−
k associated to the two
sides of the slice. They are defined on the graph dual to the triangulation of Σk, i.e., their
vertices and links correspond to the edges and bones, respectively, belonging to Σk. The group
element assigned to a link of the graph is the product of the group elements assigned to the
edges lying between Σk and the neighboring level Σk±1 and incident to the dual bone. It is clear
that the spin networks ψ±k differ only by these group elements, whereas all their labels coincide
(up to conjugation). In contrast, the spin networks associated with different slices can differ
essentially from each other what corresponds to insertion of an interaction between the two
slices. The spin foam partition function can be recovered by (i) taking a certain scalar product
of the spin networks ψ+k and ψ
−
k+1, which consists essentially in evaluation of the group integrals
for edges lying between Σk and Σk+1, (ii) by summing (or integrating) over the representations
associated to the spin networks, and finally (iii) by summing over slices Σk.
To obtain a spin foam model of general relativity, one should impose additional constraints
on the allowed representations and intertwiners which decorate the faces and edges of the dual
two-simplex of the triangulation of the manifold [8]. First, the representations are restricted
to the so called simple representations of SL(2,C), which are characterized by vanishing of the
second Casimir operator C2(sl(2,C)) = nρ = 0. Thus, one always has either n = 0 or ρ = 0.
Secondly, the intertwiners are given by the so called Barett-Crane intertwiner to be described
below. The resulting spin networks are called simple spin networks [25, 26].
To make the identification between simple and projected spin networks as explicit as possi-
ble, we use the fact that any simple representation λ can be realized on functions f (λ)(x) on the
homogeneous space X = SL(2,C)/H (see, for example, [27, 28]). The choice of H depends on
which series of representations, continuous or discrete, is considered. The series (n, 0) appears
only for H = SL(2,R), whereas the series (0, ρ) can be obtained for both maximal subgroups.
Correspondingly, there are two spin foam models based either on SU(2) [9] or SL(2,R) [10].
In the former only the simple representations from the continuous series can label the faces,
whereas the latter admits both types of representations. It is clear that in our case the relevant
choice is H = SL(2,R) so that both series will appear.
Thus, let λ be a simple representation and {f (λ)p } be an orthonormal basis in HλSL(2,C).
Then the matrix elements of g ∈ SL(2,C) in the representation λ can be written as an integral
over the homogeneous space(
D
(λ)
SL(2,C)(g)
)
pq
=
∫
X
dx f (λ)p (g · x)f (λ)q (x). (42)
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Besides, in this basis the Barrett-Crane intertwiner, which is the only one allowed in the simple
spin networks, can be represented at a l-valent vertex with i incoming and l− i outgoing links
as follows [25, 26]
N (BC) λ1...λlp1...pi,qi+1...ql =
∫
X
dx f
(λ1)
p1 (x) · · · f (λi)pi (x)f (λi+1)qi+1 (x) · · ·f (λl)ql (x). (43)
A simple spin network is given by coupling of these intertwiners at vertices with the matrix
elements (42) associated with links of the underlying graph. Performing the summation, one
finds
Φ(Γ,~λ, ~N(BC))[~g ] =
V∏
r=1
∫
X
dxr
E∏
k=1
K(λk)
(
xt(k), gk · xs(k)
)
, (44)
where the kernel is defined as
K(λ)(x, y) ≡∑
p
f
(λ)
p (x)f (λ)p (y) = K
(λ)(θ(x, y)). (45)
Here, as usual, xs(k) and xt(k) are the integration variables at the source and target vertices of
the k-th link and θ(x, y) is the hyperbolic distance between x and y.
For the case of spacelike foliation when H = SU(2), in [22, 21] it was already shown that
the simple spin networks (44) are identical to the (integrated with respect to xr) projected spin
networks (41) with λk = (0, ρk) and jt(k) = js(k) = 0. It means that the projection should be
always done to the trivial representation of the subgroup. As we will see now, a similar result
is valid also for the timelike case with the only difference that the representations of type (n, 0)
are also admissible.
Let us identify the ingredients used in the construction of the simple spin networks with the
basic elements of the projected spin networks. First of all, it is clear that, considering x0 as a
parameter, the kernel K(λ)(x0, x) can be viewed as a vector in HλSL(2,C), which is invariant with
respect to the subgroup g0Hg
−1
0 where g0 is a representative of x0 in SL(2,C). In other words,
it is invariant under the subgroup boosted with the parameter defined by x0. The functions
f
(λ)
p (x0) are the components of this vector in our basis and the combination(
I(λ,0)(χ)
)
pp′
= f (λ)p (x(χ))f
(λ)
p′ (x(χ)) (46)
can be identified with the matrix elements of the projector (37) to the singlet representation
j = 0 of the subgroup Hχ.
5 The only complication arising for H = SL(2,R) is that the
invariant vector is not normalizable and the projector should be understood as a distribution.
The corresponding projected Wilson line is(
U (λ;0,0)γ [A, χ]
)
pq
= f (λ)p (xt)K
(λ) (xt, Uγ [A] · xs) f (λ)q (xs), (47)
where xr = x(χ(vr)) is defined by (32). Similarly, the tensor(
ι(χ) (1)
)
p1...pi,qi+1...ql
= f
(λ1)
p1 (x(χ)) · · · f (λi)pi (x(χ))f (λi+1)qi+1 (x(χ)) · · ·f (λl)ql (x(χ)) (48)
5The existence of the singlet component in the decomposition with respect to a maximal subgroup is a
characteristic property of simple representations.
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is the embedding of the trivial intertwiner between l singlet representations of the boosted H
into the tensor product of simple representations {λk} of SL(2,C). Taking this into account,
as well as the defining relations (44) and (41), one finds
Φ(Γ,~λ, ~N(BC))
[
~Uγk [A]
]
=
V∏
r=1
∫
X
dxr Ψ(Γ,~λ,0,0,1)[A, χ(x)], (49)
where ~λ is a set of simple representations and we neglected the factor
∏E
k=1K
(λk)(0) which
is equal to 1 for the compact subgroup H and is infinite in the non-compact case. Thus, we
conclude that all boundary states induced by the Lorentzian spin foam models are described
by the projected spin networks of CLQG, where all representations labeling edges are simple
ones and all projections are done to the singlet representation of the χ-dependent subgroup. In
particular, for a timelike foliation the projected spin networks reproduce all boundary states
of the SL(2,C)/SL(2,R) model of [10].
Since the Casimir operator of SL(2,R) vanishes on the singlet representation, on the states
appearing in (49) the area spectrum (29) reduces to
S ∼ h¯
√
1 + ρ2 or S ∼ h¯√1− n2 (50)
for the continuous and discrete series of simple representations, respectively. This result coin-
cides with the prediction of the spin foam model, where the area operator is represented simply
as
√
−C1(sl(2,C)) from the very beginning [8]. We observe that the first spectrum in (50) is
real, whereas the second is imaginary. This agrees with the fact that a timelike 3-dimensional
slice may contain both spacelike and timelike surfaces and confirms the expectation that their
areas are continuous and discrete, correspondingly.
5 Discussion
In this paper we presented the covariant loop quantization of a canonical formulation based on
a timelike foliation of spacetime. We want to emphasize that this quantization is very formal
and should not be considered as a model for quantum gravity because of a wrong (spacelike)
direction of the evolution in such a formulation. The aim of the construction was just to show
that it produces exactly the same structures which arise in some Lorentzian spin foam models
of quantum gravity. We hope that this can help to understand better the relation between the
canonical and the spin foam approaches.
We showed that the projected spin networks arising in the covariant quantization pro-
jected on the singlet representation of SL(2,R) reproduce the simple spin networks of the
SL(2,C)/SL(2,R) spin foam model. The area spectrum evaluated on these states also per-
fectly agrees with the one predicted from the spin foam approach. In particular, it implies that
the area spectrum of spacelike surfaces is continuous and that of timelike surfaces is discrete.
This seems to be a very general observation (which by the way is not true in SLQG) because
it was found also in other two models of quantum gravity.
First, it appears as a result for the length spectrum in 2 + 1 gravity both in the canonical
loop quantization [29] and in the spin foam approach. In that situation the spectrum depends
only on the Casimir operator of the full gauge group, which is SL(2,R), and no contribution
from a subgroup appears. As in the 4-dimensional case, the continuous series of representations
is associated with spacelike lines and the discrete series corresponds to timelike lines.
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The second place where one arrives at a similar conclusion is the ’t Hooft model of 2 + 1
quantum gravity coupled to a point-like particle [30, 31]. A careful canonical analysis of this
system shows that the spatial position of the particle has a continuous spectrum, whereas
temporal positions are quantized [32]. Note that in [33] a relation between the ’t Hooft model
and the algebra of loop variables for the case of several gravitating particles was established,
whereas in [34] the possibility to connect the ’t Hooft model to the spin foam quantization was
pointed out.
Thus, the qualitative result — “space is continuous, time is discrete” — seems to be a
general feature of diffeomorphism invariant theories. It is very plausible that CLQG is in
agreement with this picture. Of course, it may cause difficulties in deriving the black hole
entropy since the standard derivation of SLQG, which relies essentially on the discreteness of
the area and its dependence of the Immirzi parameter, does not work anymore. However, as
it was shown recently in [35], the continuity of the area spectrum is not a serious obstacle on
this way.
Although we identified the physical sense of the two series of representations corresponding
to the states described by the simple spin networks, the canonical theory contains much more
states. In particular, if the projection is done not on the singlet representation, i.e., j 6= 0,
the corresponding area operator has a more complicated form with a contribution from the
Casimir of the subgroup. What is the meaning of the other branches of the spectrum?
One possibility would be that the other states are simply excluded from the kinematical
Hilbert space, for example, by imposing the second class constraints as it was discussed in the
beginning of section 4.1. This is supported by the comparison with the spin foam models which
know nothing about these additional states. However, at the moment the spin foam approach
is not justified rigorously and it is not guaranteed that the true model of quantum gravity will
not differ at least in some details. Thus, one cannot be sure that the presence of the Casimir
operator of the subgroup in the area spectrum is meaningless.
Its appearance can be traced back to the existence of the second class constraints. They
change the commutation relations since the Poisson bracket must be replaced with the Dirac
bracket as described in section 2. There are two sets of such constraints. On the other hand, as
it was shown in [21], in the spin foam models only one set, the so called simplicity constraint,
is taken into account. But it is the second set which is the most complicated one and leads to
nontrivial commutation relations. For this reason it seems that the present spin foam models
should be complemented with an additional ingredient to be consistent with the canonical
approach.
An attempt to address this problem constructing a rigorous canonical analysis of Plebanski
formulation of general relativity was done in [36]. The construction again produces some second
class constraints which can be viewed, of course, as our constraints (9) and (10) written in new
variables. The resulting Dirac brackets of [36] are even more complicated than in the covariant
formulation discussed here and it is not clear how to take them into account in the spin foam
quantization. We hope that our work may shed some light on this issue.
Note that there is another feature distinguishing between the structures coming from the
covariant loop approach and from the spin foam models. Namely, the projected spin networks
of CLQG are functionals of not only the connection, but also of the field χ. In the simple spin
networks arising as boundary states of spin foams this dependence is removed by integrating
with respect to variables xr living at the vertices (see (49)). However, this integration might
kill some important information. Indeed, the degrees of freedom represented by the field χ
are decoupled from the other fields and carry information additional to that contained in the
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connection. In the projected spin networks this is reflected in the assignment of representations:
whereas the representations of the gauge group characterize the causal structure, one may think
that the representations of the subgroup and its choice itself are associated to a particular
foliation determined by χ. It seems that the extra integration performed in the spin foam
models in some sense smears over all foliations.
In conclusion we would like to stress that the analysis of this paper shows that the covariant
canonical formulation (8) allows to treat an arbitrary foliation in a uniform manner, similarly
as it is done in the 2 + 1 case [29]. For this it is enough to indicate whether χ2 less, equal
or larger than 1.6 In principle, it is even possible to consider all these cases simultaneously
assuming that χ2 can vary as we wish along the slices. This feature might open the possibility
to describe fluctuations of the causal structure in the framework of the canonical approach.
A Matrix algebra
In this appendix we present several useful relations. First, let us consider the matrices intro-
duced in (6) and (7). Their inverse are
(Π−1)YX = −ΠYX , (R−1)XY =
gXY + 1
β
ΠXY
1 + 1
β2
. (51)
Due to these relations ΠXY , R
X
Y and their inverse commute with each other. Furthermore, they
commute with the structure constants in the following sense:
fXY Z
′
ΠZZ′ = f
XY ′ZΠYY ′, f
XY Z′RZZ′ = f
XY ′ZRYY ′ . (52)
The structure constants are given by the following table
fa3a1a2 = 0, f
a3
a1b2
= −εa1b2a3 , fa3b1b2 = 0,
f b3b1b2 = −εb1b2b3 , f b3a1b2 = 0, f b3a1a2 = εa1a2b3 .
(53)
Here we split the 6-dimensional index X into a pair of 3-demensional indices, X = (a, b), so
that the indices a correspond to the Lorentz boosts, whereas the indices b label the SO(3)
subgroup. The contraction of two structure constants can be represented through the Killing
form and the matrix Π as follows
fTXY f
W
TZ = −gXZδWY + gY ZδWX + ΠXZΠWY − ΠY ZΠWX . (54)
B Commutator of two connections
In [20] the following expression for the Dirac bracket of the two shifted connections (11) was
obtained
{AXi (x),AYj (y)}D =
1
2
(
1 + 1
β2
)RXZRYWKZWij δ(x, y), (55)
where KZWij is a β-independent linear differential operator.
From (55) several important properties of this commutator can be derived without using
the explicit form of KZWij . Let us redefine the connection (11) by a term proportional to the
6The case χ2 = 1 may require a special attention.
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second class constraints. Such a shift will not modify the Dirac brackets. We choose the
following redefinition [21]
A˜Xi = AXi −
1
2
RXY
(
∼Q
Y
l (∼Q∼Q)ik −
1
2 ∼
QYi (∼Q∼Q)lk
)
ψlk
=
(
1 +
1
β2
)
IX(P )Y (R
−1)YZA
Z
i +R
X
Y Γ
Y
i , (56)
where
ΓXi =
1
2
fWY ZI
XY
(Q) ∼Q
Z
i ∂l
∼
QlW +
1
2
fZWY
(
(∼Q∼Q)ijI
XY
(Q) + ∼Q
X
j ∼Q
Y
i − ∼QXi ∼QYj
) ∼
QlZ∂l
∼
QjW (57)
is related to the SL(2,C) connection compatible with the metric induced on the 3-dimensional
slices (see Appendix C). It is clear that the connection (56) satisfies the constraints:
IX(Q)Y A˜Yi = ΓXi (
∼
Q), (58)
which can be thought as a realization of the second class constraints.7 They restrict the
commutator of two connections (either A or A˜, it does not matter)
IX(Q)Z{AZi ,AWj }DIY(Q)W = 0. (59)
Since this relation holds for any β, taking into account the result (55), it gives the following
set of constraints8 on KZWij
IX(Q)ZKZWij IY(Q)W = 0,
IX(P )ZKZWij IY(P )W = 0, (60)
IX(Q)ZKZWij IT(P )WΠYT +ΠXS IS(P )ZKZWij IY(Q)W = 0.
In particular, they imply that a relation similar to (59) is also valid
IX(P )Z{AZi ,AWj }DIY(P )W = 0. (61)
Note that the three equations (60) are equivalent to the statement that
KXYij = K˜XYij +ΠXZ K˜ZWij ΠYW , (62)
where K˜XYij = IX(Q)ZKZWij IY(P )W . Substituting this result into (55), one finds that the commutator
can be rewritten as follows
{AXi (x),AYj (y)}D =
1
2
(
K˜XYij +ΠXZ K˜ZWij ΠYW
)
δ(x, y). (63)
Thus, the dependence on the Immirzi parameter completely disappears from the final result.
7More precisely, due to the projection the equation (58) contains only 9 non-trivial relations. But only six
of them are due to the second class constraints. The other three relations appear because three components
of the initial canonical connection are missing in AXi . These are components conjugated to χ and they are
contained in the Gauss constraint GX .
8All these constraints were checked by direct calculations using the explicit form of KZWij .
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Taking into account the expression for KXYij from [20], one can obtain an explicit result for
the commutator of two connections based on the representation (63). Denoting the operator
acting on the δ-function in the r.h.s. by MXYij as in (16), one can derive that it is given by
MXYij =
1
2
(
ΠXX′M˜X
′Y
ij − M˜XY
′
ij Π
Y
Y ′
)
, (64)
where
M˜XYij (x, y) = −
1
2
(
VXY,lij (x)∂(x)l + VY X,lji (y)∂(y)l
)
+WXYij (65)
and
VXY,lij = fXPQ
[ ∼
QlP
(
(∼Q∼Q)ijI
Y Q
(Q) + ∼Q
Y
i ∼Q
Q
j − ∼QYj ∼QQi
)
+ δliI
Y Q
(Q) ∼Q
P
j
]
, (66)
WXYij =
1
2
(
LXYij + LY Xji
)
+
gSS′
2
(
IXT(P )VSY,lij + IY T(P )VSX,lji
)
∼Q
S′
n ∂l
∼
QnT , (67)
LXYij = fPQZ
[
∼Q
X
j ∼Q
Y
n ∼Q
Z
i + (∼Q∼Q)in∼Q
X
j I
Y Z
(Q) + ∼Q
Y
i ∼Q
X
n ∼Q
Z
j (68)
− ∼QYi ∼QXj ∼QZn + (∼Q∼Q)ij ∼QXn IY Z(Q) − ∼QYj ∼QXn ∼QZi
] ∼
QlP∂l
∼
QnQ
+ fQZP
[
∼Q
Y
n ∼Q
P
j + (∼Q∼Q)jnI
Y P
(Q) − ∼QYj ∼QPn
]
IZX(Q) ∂i
∼
QnQ + f
Z
PQ∼Q
X
j ∼Q
Q
i I
Y P
(Q)∂l
∼
QlZ .
Since this operator is implied to act on δ(x, y), the argument of the last term in (65) is not
important. The antisymmetry of the bracket is ensured by the antisymmetry property of the
matrix (66)
VXY,lij = −VY X,lji , (69)
which can be checked by straightforward calculations.
C The SL(2,C) connection of the 3d hypersurface
In this appendix we demonstrate that the quantity (57), which is the non-dynamical part of
the Lorentz connection A˜, has a close relation to the Levi-Civita connection of the spacelike
hypersurface. To establish this relation, let us define a connection ΓYiX by the condition that
all fields
∼
QiX ,
∼
P iX and their inverse are covariantly constant. For example,
∇i ∼QkX = ∂i
∼
QkX + Γ
(0)k
ij
∼
QjX − ΓYiX
∼
QkY +
1
2
∼
QkX log g = 0, (70)
where Γ
(0)k
ij is the Levi-Civita connection of the metric induced on the 3-dimensional hyper-
surface, which was defined in (21), and g is the determinant of this metric (22). The last term
in eqn. (70) comes from the weight of the field
∼
QkX . From these conditions one can show that
ΓXiY takes the form
ΓXiY = Γ˜
X
iY − ΠXZ Γ˜ZiWΠWY , (71)
where
Γ˜XiY = ∼Q
X
k I
W
(Q)Y ∂i
∼
QkW + ∼Q
X
k
∼
QjY Γ
(0)k
ij −
1
2
IX(Q)Y ∂i log g
=
1
2
gY Y ′(V
WXY ′,l
ij − V WY
′X,l
ij )∂l
∼
QjW (72)
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and V Y PQ,lij denotes the expression in brackets in (66) so that VXY,lij = fXPQV Y PQ,lij The first
equality is the direct consequence of eqn. (70) while the second is the result of expressing the
metric and Γ
(0)k
ij in terms of the fields
∼
Q via (21).
On the other hand, it is easy to check that (57) can be rewritten as
ΓXi = −
1
2
VWX,lji ∂l
∼
QjW . (73)
Then using the property (69), one finds the following relation between ΓXi and Γ
X
iY
ΓXi =
1
2
VXW,lij ∂l
∼
QjW = −
1
2
fXYZ Γ˜
Z
iY = −
1
4
fXYZ Γ
Z
iY . (74)
This allows to identify the non-dynamical part of the shifted connection A˜Xi with the induced
SL(2,C) connection on the 3-dimensional slice.
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