Abstract We present a new tone mapping method for the display of high dynamic range images in low dynamic range devices. We formulate high dynamic range image tone mapping as an optimisation problem. We introduce a two-term cost function, the first term favours linear scaling mapping, the second term favours histogram equalisation mapping, and jointly optimising the two terms optimally maps a high dynamic range image to a low dynamic range image. We control the mapping results by adjusting the relative weightings of the two terms in the objective function. We also present a fast and simple implementation for solving the optimisation problem. We will present results to demonstrate that our method works very effectively.
INTRODUCTION
The ultimate goals of computer graphics and digital imaging are to develop systems that match or maybe even exceed the capabilities of the human visual system (HVS). One of the remarkable abilities of the HVS is that it can perceive real world scenes with brightness dynamic ranges of over 5 orders of magnitude and can distinguish even higher contrast through adaptation. Ordinary imaging sensors and reproduction media typically have dynamic ranges spanning a few orders of magnitude, much lower than those of the real world scenes.
High dynamic range (HDR) imaging technologies are designed to produce images that faithfully depict the full visual dynamics of real world scenes. There are two major technical challenges in HDR imaging, image capture and image reproduction. In the literature, several methods have been developed for creating high dynamic range still images [1, 2] and videos [3] . In order to display HDR images on monitors or print them on paper, we must compress the dynamic range of the HDR images to reproduce low dynamic range (LDR) images supported by these media. In recent years, several techniques have been developed by various researchers for mapping HDR images to LDR images for display. Please see the Related Work box for a brief review of these methods available in the open literature.
In this article, we present a new optimization method for mapping HDR images to LDR images. For a given HDR image, our method first defines an objective function. An optimal solution to the objective function corresponds to an optimal mapping of the HDR image to an LDR image for display. We will present a fast computational solution to solve the optimization problem. Our new method only manipulates the pixel distribution of an image and is a tone reproduction curve (TRC) based high dynamic range compression method. Our final algorithm has one single variable, which the users can change to control a reproduction to suit individual images and users' subjective preference. Compared with existing HDR image compression methods, our technique is more flexible and computational much more efficient. We will show that our new method has an excellent performance in mapping a variety of high dynamic range scenes.
II. RELATED METHODS
In the literature, a number of techniques have been developed for tone reproduction for high contrast images. There are two broad categories of technology [5] . Tone reproduction curve (TRC) based techniques manipulate the pixel distributions. Earlier pioneering work in this category include that of [6] which introduced a tone reproduction method that attempted to match display brightness with real world sensations. Recently, [7] presented a tone mapping method that modeled some aspects of human visual system. More recently, we have also developed a learning-based TRC tone mapping method [16] and a fast TRC tone mapping method [17] .for high dynamic range compression. Perhaps the most comprehensive technique in this category is that of [10] , which introduced a quite sophisticated tone reproduction curve technique that incorporated models of human contrast sensitivity, glare, spatial acuity and color sensitivity to exploit the limitations of human visual system. Tone reproduction operator (TRO) based techniques involve the spatial manipulation of local neighboring pixel values, often at multiple scales. The scientific principle of this type of technique is based on the image formation model: I(x, y) = L(x, y) R(x, y), which states that image intensity function I(x, y) is the product of the luminance function L(x, y) and the scene reflectance function R(x, y). Because real world reflectance R(x, y) has low dynamic range (normally not exceeding 100:1), reducing the dynamic range of I(x, y) can be achieved by reducing the dynamic range of L(x, y) if one could separate L(x, y) from R(x, y). Methods based on this principle include [9] , [10] and [11] . They mainly differ in the way in which they attempted to separate the luminance component from the reflectance component. All TRO based methods can be regarded as related to the Retinex theory [14] . A direct use of the Retinex theory for high dynamic range compression was presented by Jobson and co-workers [15] . Recent development has also attempted to incorporate traditional photographic technology to the digital domain for the reproduction of high dynamic range images [12] . An impressive latest development in high dynamic range compression is that of [13] . Based on the observation that human visual system is only sensitive to relative local contrast, the authors developed a multiresolution gradient domain technique. This is also a TRO type technique and the authors reported very good results that are free from halo effects.
TRO based methods involve multiresolution spatial processing and are therefore computationally very expensive. Because TRO methods can reverse local contrast, they can sometimes cause "halo" effects in the reproduction. Another difficulty of these techniques is that there are too many parameters the users have to set and this makes them quite difficult to use. In many cases, the setting of these controlling parameters is rather ac hoc and involves many trial and errors. TRC based methods do not involve spatial processing, they are therefore computationally very simple. This is useful in real time applications such as high dynamic range video. TRC techniques also preserve the lightness orders of the original scenes and avoid artifacts such as halo that is often associated with TRO based methods. One of the weaknesses of TRC approaches as compared with TRO methods is that it may cause noticeable lost of spatial sharpness in some images. In many cases, this is not a serious problem if the TRC method is well designed and a simple standard image sharpening operation often suffices to bring back the sharpness. However, TRO methods sometimes could introduce too much (artificial) detail. Both types of techniques have their own merits and drawbacks in terms of computational complexity, easy implementation and practical application, and therefore are likely to co-exist for tone mapping in HDR imaging for the foreseeable future.
III. OPTIMAL TONE REPRODUCTION CURVE TONE MAPPING FOR HDR IMAGES
For high dynamic range image tone mapping, there are at least two requirements. Firstly, it has to ensure that all features, from the darkest to the brightest, to be visible simultaneously. Secondly, it has to preserve the original scene's visual contrast impression to produce a visual sensation matching that of the original scene. To preserve the original scene's relative visual contrast impression, the simplest approach is to linearly map the pixels from a high dynamic range to a low dynamic range. However, since the dynamic range in the display devices is much narrower than that of the original scene, visibility will be lost due to compression. Also, linear scaling maps all values in the same way, some displayable values in the low dynamic range device may be empty or have too few pixels mapped onto them thus resulting in an under utilization of all displayable values. On the other extreme, one can render the low dynamic range image to have a maximum contrast, i.e., histogram equalized by distributing equal number of pixels to each display levels. However, this will alter the original scene's visual impression, because it exaggerates contrast in densely populated pixel value intervals while compresses too aggressively sparsely populated pixel value intervals.
The TRC based HDR image tone mapping problem can be conveniently explained by referencing to Figure 1 . Essentially, there are more (discrete) levels in the input HDR axis than in the output LDR axis. If the HDR data is represented by 32-bit floating point number, then there are 4,294,967,296 possible levels in the HDR input. For the LDR output, typically, there will be 256 levels (can be any other numbers, but we will use this number for convenience). Clearly and straightforwardly, some HDR values will have to be merged and represented by the same LDR value. To do this, we cut the HDR dynamic range axis into 256 intervals at positions c1, c2, …, c255. HDR values falling into the same interval are then assigned the same LDR display value. For convenience, we assume both the HDR range and the total number of pixels in the image are unity. If we divide the HDR input axis in such a way that pixel populations falling into each interval are identical and equal to 1/256, then this is histogram equalization mapping. On the other hand, if we make each interval to have the same length and equal to 1/256, then this is linear scaling mapping.
A TRC based tone mapping algorithm should assign relatively more display values to densely populated luminance intervals and relatively fewer display values to sparsely populated luminance intervals. A TRC based tone mapping algorithm should also maintain the relative visual contrast impressions of the original scene while simultaneously trying to fully utilize all available display levels. Therefore, with reference to Figure 1, c1, c2 , …, c255 must fall in between linear scaling and histogram equalization. For illustration purpose, Figure 3 shows examples of mapping 8bit/pixel images to 1bit/pixel images for display. In the left image, the majority of pixels have values greater than mid grey (128). The overall impression of this image is bright. The display image should also ensure that there are more bright pixels than dark pixels, which means that the cut should be below c e . It should not be below c l either for obvious reasons. In right image, there are more pixels have values below mid-grey, the image appears dark. The display should also have more dark pixels than bright pixels and this means that the cut should be above c e . In this case, the cut should be below c l . In these examples, we clearly see that if the mappings are outside the linear scaling or histogram equalization lines, then the mapped images will either have too many dark pixels or too many bright pixels. As a consequence, the overall visual impressions of the displays differ drastically from those of the originals. By cutting the image in between the linear scaling and histogram equalization lines, both the details and visual impressions of the original images are better preserved. where λ is the Lagrange multiplier. Setting λ = ∞, optimizing E becomes histogram equalization mapping, and λ = 0, optimizing E becomes linear scaling mapping. By choosing an appropriate l, we can strike a balance between the two extreme forms of mapping to suit individual images. An optimal solution to (1) can be found by solving following linear equations
IV. A FAST IMPLEMENTATION Equation (2) may be seriously ill conditioned, and a straightforward numerical solution to optimize E in (1) may be difficult to obtain. We here present an approximated fast solution. Instead of trying to find all cuts in one go, we use a recursive binary cut approach. We first divide the dynamic range of the HDR image into two intervals based on a modified objective function of (1). These resultant two intervals are then subsequently and independently divided into two intervals in a similar way. The schematic is illustrated in Figure 2 . We first find c 0 , which divides the full dynamic range into two intervals, we then find c 1,0 and c 1,1 , which divide the resultant two intervals from previous level into 4 intervals. The process continues, until the desired numbers of intervals are found. Figure 2 The full dynamic range of the HDR image is first divided into two intervals, each of which is then again independently divided into two intervals. The process is applied recursively until the desired numbers of intervals are created.
With the scheme in Figure 2 , we can now reformulate (1) for each interval we want to divide into two. Assuming that the total length of the interval is L, the minimum is L min and the maximum is L max , the number of pixels falling within the interval is N, we find c that cuts the interval into two by optimizing the following objective function
Now to find a c that minimizes E b (c) in (3) is simple. We simply compute all possible values of
and find the minimum
∆L controls the precision of the division. We used the same ∆L for all the segments in the hierarchy of Figure 2 and we found that setting ∆L between 0.01% ~ 0.1% of the full dynamic range of the HDR image worked very well. Obviously, the smaller ∆L is, the more accurate is the division and the longer it will take to compute the optimization. Using a PC with a 2.66 GHz Pentium 4 Processor, calculating a 256-interval division according to (3) and (4) takes 0.016 to 0.672 second for ∆L ranging between 0.1% and 0.01% (codes written in C and not optimized for speed). For each intermediate segment, we apply (3) and (4) to divide it into two segments. Although it is possible to vary λ for different levels of the hierarchy in Figure 2 , for simplicity, we use the same λ for all the segments.
V. RESULTS
Our technique has been tested on a variety of high dynamic range images. In our experiments, the luminance signal is calculated as: L = 0.299*R+0.587*G+0.114*B. Log(L) is computed to compile a histogram. After mapping, the LDR images are rendered for display using following formula
where L in and L out are luminance values before and after compression, γ controls display color (setting it between 0.4 and 0.6 worked well). How to compute the mapped luminance for display devices is a well-studied problem [4] . In our experiments, we simply give all pixels mapped to the first (lowest) interval a display value of 0, those mapped to the second interval a display value of 1, and so on. We did not carry out any color correction for the mapped images. Notice that for the best viewing effects, it is necessarily to carry out the correct calibration of the display devices. Because compression will inevitably loose some fine details, we found that using a standard sharpening filter can improve the spatial sharpness of the mapped images.
Our new method is very flexible. By controlling the value of λ, we can control the final appearance of the image in a simple and elegant way. A smaller λ renders the image with lower contrast whilst a larger λ renders the image with higher contrast. By choosing an appropriate λ, we can achieve a balanced reproduction. Figure 4 shows examples of HDR images mapped by our new method.
Our method is most similar to the method of Ward Larson [8] . Compared with Ward Larson's histogram adjustment method, our method is much more flexible and more general. For example, the histogram adjustment method only prevents the display contrast (produced by simple histogram equalization) from exceeding that of the real scene, but this will not prevent the display from having too low contrast. Whilst the histogram adjustment method is restrictive and inflexible, our method can adjust the contrast of the display by simply changing a single parameter. Figure 5 shows an informal comparison of our method and Larson's method.
Computationally, our method is very fast, using non optimized C code running on a PC with a 2.66 GHz Pentium 4 Processor, mapping a 512 x 768 pixel image takes 0.75 second, a 768 x 1024 image takes 1.28 seconds, and a 2048 x 1536 image takes 5.375 seconds (note that these times do not include file I/O operations but include all other necessary computations).
VI. CONCLUDING REMARKS
In this article, we have introduced an optimization method for HDR image tone mapping. We have introduced an objective function and developed a fast method to solve such an optimization problem. Experimental results demonstrated that our new method worked very well on a variety of HDR images. The merits of our new method includes that it is intuitive, simple, flexible and effective. 
