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THE HOMOTOPY TYPE OF THE COBORDISM CATEGORY
S. GALATIUS, I. MADSEN, U. TILLMANN AND M. WEISS
Abstract. The embedded cobordism category under study in this paper gen-
eralizes the category of conformal surfaces, introduced by G. Segal in [Seg04] in
order to formalize the concept of field theories. Our main result identifies the
homotopy type of the classifying space of the embedded d-dimensional cobor-
dism category for all d. For d = 2, our results lead to a new proof of the
generalized Mumford conjecture, somewhat different in spirit from the original
one, presented in [MW02].
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1. Introduction and results
The conformal surface category S is defined as follows. For each non-negative
integer m there is one object Cm of S, namely the 1-manifold S
1 × {1, 2, . . . , m}.
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A morphism from Cm to Cn is an isomorphism class of a Riemann surface Σ
with boundary ∂Σ together with an orientation-preserving diffeomorphism ∂Σ→
Cn ∐−Cm. The composition is by sewing surfaces together.
Given a differentiable subsurface F ⊆ [a0, a1]×R
n+1 with ∂F = F ∩ {a0, a1}×
R
n+1, each tangent space TpF inherits an inner product from the surrounding
euclidean space and hence a conformal structure. If F is oriented, this induces a
complex structure on F . Associating a complex structure to an embedded surface
in this way is, suitably interpreted, a homotopy equivalence (namely the space
of complex structures and the space of embeddings in R∞ are both contractible.
See Remark 6.11 for a further discussion). The category C2 of embedded oriented
surfaces can thus be viewed as a substitute for the conformal surface category.
The embedded surface category has an obvious generalization to higher dimen-
sions. For any d ≥ 0, we have a category Cd whose morphisms are d-dimensional
submanifolds W ⊆ [a0, a1] × R
n+d−1 that intersect the walls {a0, a1} × R
n+d−1
transversely in ∂W . The codimension n is arbitrarily large, and not part of
the structure. Viewing W as a morphism from the incoming boundary ∂inW =
{a0} ×R
n+d−1 ∩W to the outgoing boundary ∂outW = {a1} ×R
n+d−1 ∩W , and
using union as composition, we get the embedded cobordism category Cd.
It is a topological category in the sense that the total set of objects and the
total set of morphisms have topologies such that the structure maps (source,
target, identity and composition) are continuous. In fact, there are homotopy
equivalences
obCd ≃
∐
M
BDiff(M), morCd ≃
∐
W
BDiff(W ; {∂in}, {∂out})
whereM varies over closed (d−1)-dimensional manifolds andW over d-dimensional
cobordisms, one in each diffeomorphism class. Here Diff(M) denotes the topolog-
ical group of diffeomorphisms of M and Diff(W, {∂in}, {∂out}) denotes the group
of diffeomorphisms of W that restrict to diffeomorphisms of the incoming and
outgoing boundaries. Source and target maps are induced by restriction.
In order to describe our main result about the homotopy type of the classifying
space BCd, we need some notation. Let G(d, n) denote the Grassmannian of d-
dimensional linear subspaces of Rn+d. There are two standard vector bundles,
Ud,n and U
⊥
d,n, over G(d, n). We are interested in the n-dimensional one with total
space
U⊥d,n = {(V, v) ∈ G(d, n)×R
d+n | v ⊥ V }.
The Thom spaces (one-point compactifications) Th(U⊥d,n) define a spectrumMTO(d)
as n varies∗. The (n + d)th space in the spectrum MTO(d) is Th(U⊥d,n). We are
∗This convenient and flexible notation was suggested by Mike Hopkins. In classical cobordism
theory the standard notation for the Thom space of Ud,∞ → G(d,∞) is MO(d). In that context,
O(d) is the structure group for normal bundles of manifolds. O(d) is here the structure group
for the tangent bundles of manifolds; hence the notation MTO(d).
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primarily interested in the direct limit
Ω∞−1MTO(d) = colim
n→∞
Ωn+d−1 Th(U⊥d,n).
MTO(d) and Ω∞−1MTO(d) are described in more detail in section 3.1.
Given a morphism W ⊆ [a0, a1] × R
n+d−1, the Pontrjagin-Thom collapse map
onto a tubular neighborhood gives a map from [a0, a1]+ ∧ S
n+d−1 to the Thom
space Th(ν) of the normal bundle of the embedding of W . Composing this with
the classifying map of ν yields a map
[a0, a1]+ ∧ S
n+d−1 → Th(U⊥d,n),
whose adjoint determines a path in Ω∞−1MTO(d) as n → ∞. With more care,
one gets a functor from Cd to the category Path(Ω
∞−1
MTO(d)), whose objects
are points in Ω∞−1MTO(d) and whose morphisms are continuous paths.
The classifying space of a path category is always homotopy equivalent to the
underlying space. We therefore get a map
α : BCd → Ω
∞−1
MTO(d) (1.1)
(cf. [MT01] for d = 2).
Main Theorem. The map α : BCd → Ω
∞−1
MTO(d) is a weak homotopy equiv-
alence.
For any category C, the set of components π0BC can be described as the quo-
tient of the set π0 ob(C) by the equivalence relation generated by the morphisms.
For the category Cd, this gives that π0BCd is the group Ω
O
d−1 of cobordism classes
of closed unoriented manifolds. As explained in section 3.1 below, the group of
components π0Ω
∞−1
MTO(d) is isomorphic to the homotopy group πd−1MO of
the Thom spectrum MO. Thus the main theorem can be seen as generalization
of Thom’s theorem: ΩOd−1
∼= πd−1MO.
More generally we also consider the cobordism category Cθ of manifolds with
tangential structure, given by a lifting of the classifying map for the tangent
bundle over a fibration θ : B → G(d,∞). In this case, the right hand side of (1.1)
gets replaced by a spectrum MT (θ) whose (n+d)th space is Th(θ∗U⊥d,n). Chapter
5 defines Cθ and MT (θ) in more detail, and proves the following version of the
main theorem.
Main Theorem (with tangential structures). There is a weak homotopy
equivalence αθ : BCθ → Ω
∞−1
MT (θ).
The simplest example of a tangential structure is that of an ordinary orienta-
tion, leading to the category C+d of oriented embedded cobordisms. In this case,
the target of α becomes the oriented version Ω∞−1MTSO(d), which differs from
Ω∞−1MTO(d) only in that we start with the Grassmannian G+(d, n) of oriented
d-planes in Rn+d. Another interesting special case leads to the category C+d (X) of
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oriented manifolds with a continuous map to a background space X. In this case
our result is a weak equivalence
BC+d (X) ≃ Ω
∞−1(MTSO(d) ∧X+).
In particular, the homotopy groups π∗BC
+
d (X) becomes a generalized homology
theory as a functor of the background spaceX, with coefficients π∗Ω
∞−1
MTSO(d).
The same works in the non-oriented situation.
We shall write MT (d) = MTO(d) and MT (d)+ = MTSO(d) for brevity, since
we are mostly concerned with these two cases.
For any topological category C and objects x, y ∈ obC, there is a continuous
map
C(x, y)→ Ωx,yBC,
from the space of morphisms in C from x to y to the space Ωx,yBC of paths in
BC from x to y. In the case of the oriented cobordism category we get for every
oriented d-manifold W a map
σ : BDiff+(W ; ∂W )→ ΩBC+d
into the loop space of BC+d . For d = 2 and W =Wg,n an oriented surface of genus
g,
BDiff+(W, ∂W ) ≃ BΓg,n,
where Γg,n = π0Diff
+(W, ∂W ) is the mapping class group of W . In this case, the
composition
BΓ∞,n → Ω0BC
+
2
≃
−→ Ω∞0 MT (2)
+
induces an isomorphism in integral homology. This is the generalized Mumford
conjecture, proved in [MW02]. We give a new proof of this below, based on the
above Main Theorem.
2. The cobordism category and its sheaves
2.1. The cobordism category. We fix the integer d ≥ 0. The objects of the
d-dimensional cobordism category Cd are closed (d− 1)-dimensional smooth sub-
manifolds of high-dimensional euclidean space; the morphisms are d-dimensional
embedded cobordisms with a collared boundary.
More precisely, an object of Cd is a pair (M, a) with a ∈ R, and such that M is
a closed (d− 1)-dimensional submanifold
M ⊆ Rd−1+∞ , Rd−1+∞ = colim
n→∞
R
d−1+n
A non-identity morphism from (M0, a0) to (M1, a1) is a triple (W, a0, a1) consisting
of the numbers a0, a1, which must satisfy a0 < a1, and a d-dimensional compact
submanifold
W ⊆ [a0, a1]×R
d−1+∞,
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such that for some ε > 0 we have
(i) W ∩ ([a0, a0 + ε)×R
d−1+∞) = [a0, a0 + ε)×M0,
(ii) W ∩ ((a1 − ε, a1]×R
d−1+∞) = (a1 − ε, a1]×M1,
(iii) ∂W =W ∩ ({a0, a1} ×R
d−1+∞).
Composition is union of subsets (of R×Rd−1+∞):
(W1, a0, a1) ◦ (W2, a1, a2) = (W1 ∪W2, a0, a2).
This defines Cd as a category of sets. We describe its topology.
Given a closed smooth (d − 1)-manifold M , let Emb(M,Rd−1+n) denote the
space of smooth embeddings, and write
Emb(M,Rd−1+∞) = colim
n→∞
Emb(M,Rd−1+n).
Composing an embedding with a diffeomorphism of M gives a free action of
Diff(M) on the embedding space, and the orbit map
Emb(M,Rd−1+∞)→ Emb(M,Rd−1+∞)/Diff(M)
is a principal Diff(M) bundle in the sense of [Ste51], if Emb(M,Rd−1+∞) and
Diff(M) are given Whitney C∞ topology.
Let E∞(M) = Emb(M,R
d−1+∞)×Diff(M) M and let B∞(M) be the orbit space
Emb(M,Rd−1+∞)/Diff(M). The associated fiber bundle
E∞(M)→ B∞(M) (2.1)
has fiber M and structure group Diff(M). By Whitney’s embedding theorem
Emb(M,Rd−1+∞) is contractible, so B∞(M) ≃ BDiff(M). In [KM97] a conve-
nient category of infinite dimensional manifolds is described in which Diff(M) is
a Lie group and (2.1) is a smooth fiber bundle. The fiber bundle (2.1) comes
with a natural embedding E∞(M) ⊂ B∞(M) ×R
d−1+∞. With this structure, it
is universal. More precisely, if f : X → B∞(M) is a smooth map from a smooth
manifold Xk, then the pullback
f ∗(E∞(M)) = {(x, v) ∈ X ×R
d−1+∞ | (f(x), v) ∈ E∞(M)}
is a smooth (k + d)-dimensional submanifold E ⊆ X × Rd−1+∞ such that the
projection E → X is a smooth fiber bundle with fiber M . Any such E ⊆ X ×
R
d−1+∞ is induced by a unique smooth map f : X → B∞(M).
Now the set of objects of Cd is
obCd ∼= R×
∐
M
B∞(M), (2.2)
where M varies over closed (d − 1)-manifolds, one in each diffeomorphism class.
We use this identification to topologize obCd.
The set of morphisms in Cd is topologized in a similar fashion. Let (W,h0, h1)
be an abstract cobordism from M0 to M1, i.e. a triple consisting of a smooth
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compact d-manifold W and embeddings (“collars”)
h0 : [0, 1)×M0 →W
h1 : (0, 1]×M1 →W
(2.3)
such that ∂W is the disjoint union of the two spaces hν({ν} ×Mν), ν = 0, 1. For
0 < ε < 1
2
, let Embε(W, [0, 1]×R
d−1+n) be the space of embeddings
j : W → [0, 1]×Rd−1+n
for which there exists embeddings jν : Mν → R
d−1+n, ν = 0, 1, such that
j ◦ h0(t0, x0) = (t0, j0(x0)) and j ◦ h1(t1, x1) = (t1, j1(x1))
for all t0 ∈ [0, ε), t1 ∈ (1− ε, 1], and xν ∈Mν . Let
Emb(W, [0, 1]×Rd−1+∞) = colim
n→∞
ε→0
Embε(W, [0, 1]×R
d−1+n).
Let Diffε(W ) denote the group of diffeomorphisms of W that restrict to product
diffeomorphisms on the ε-collars, and let Diff(W ) = colimεDiffε(W ).
As before, we get a principal Diff(W )-bundle
Emb(W, [0, 1]×Rd−1+∞)→ Emb(W, [0, 1]×Rd−1+∞)/Diff(W ),
and an associated fiber bundle
E∞(W )→ B∞(W ) = Emb(W, [0, 1]×R
d−1+∞)/Diff(W )
with fiber W and structure group Diff(W ), satisfying a universal property similar
to the one for E∞(M)→ B∞(M) described above.
Topologize morCd by
morCd ∼= obCd ∐
∐
W
R
2
+ × B∞(W ), (2.4)
where R2+ is the open half plane a0 < a1, and W varies over cobordisms W =
(W,h0, h1), one in each diffeomorphism class.
For (a0, a1) ∈ R
2
+, let l : [0, 1] → [a0, a1] be the affine map with l(ν) = aν ,
ν = 0, 1. For an element j ∈ Embε(W, [0, 1] × R
d−1+∞) we identify the element
((a0, a1), [j]) ∈ R
2
+ × B∞(W ) with the element (a0, a1, E) ∈ morCd, where E is
the image
E = (l ◦ j)(W ) ⊆ [a0, a1]×R
d−1+∞.
Let us point out a slight abuse of notation: Strictly speaking, we should include
the collars h0 and h1 in the notation for the Emb and Diff spaces. Up to homotopy,
Diff(W )
≃
−→ Diff(W, {∂inW}, {∂outW}) (2.5)
is the group of diffeomorphisms of W that restrict to diffeomorphisms of the
incoming and of the outgoing boundary of the cobordism W .
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Again, Whitney’s embedding theorem implies that B∞(W ) ≃ BDiff(W ). With
respect to this homotopy equivalence, composition in Cd is induced by the mor-
phism of topological groups
Diff(W1)×Diff(M1) Diff(W2)→ Diff(W ),
where ∂outW1 = M1 = ∂inW2, and W = W1 ∪M1 W2.
Remark 2.1. (i) There is a reduced version C˜d where objects are embedded in
{0}×Rd−1+∞ and morphisms in [0, a1]×R
d−1+∞. The functor Cd → C˜d that maps
a cobordism W d ⊆ [a0, a1]×R
d−1+∞ into W d−a0 ∈ [0, a1−a0]×R
d−1+∞ induces
a homotopy equivalence on classifying spaces. Indeed, the nerves are related by a
pullback diagram
NkCd //

NkC˜d

Nk(R,≤) // Nk(R+,+)
(2.6)
where (R,≤) denotes R as an ordered set and (R+,+) denotes R+ = {0}∐(0,∞)
as a monoid under addition. The two vertical maps are fibrations, and the bottom
horizontal map is a weak equivalence. Therefore the functor Cd → C˜d induces a
levelwise homotopy equivalence on nerves.
(ii) In the previous remark it is crucial that R be given its usual topology. More
precisely, let Rδ denote R with the discrete topology, and define Cδd and C˜
δ
d using
R
δ instead of R in the homeomorphisms (2.2) and (2.4). Then the right hand
vertical map in (2.6) defines a map BC˜δd → B(R
δ
+,+) which is a split surjection.
By the group-completion theorem [MS76], π1B(R
δ
+,+)
∼= R, and this is a direct
summand of π1BC˜
δ
d, so the main theorem fails for C˜
δ
d. We shall see later that
BCδd → BCd is a homotopy equivalence (cf. Remark 4.5).
(iii) There is a version C+d of Cd where one adds an orientation to the objects
and morphisms in the usual way. For d = 2, the reduced version C˜+d is the surface
category Y of [MT01, §2].
2.2. Recollection from [MW02] on sheaves. Let X denote the category of
smooth (finite dimensional) manifolds without boundary and smooth maps. We
shall consider sheaves on X, that is, contravariant functors F on X that satisfy
the sheaf condition: for any open covering U = {Uj | j ∈ J} of an object X
in X and elements sj ∈ F(Uj) with sj|Ui ∩ Uj = si|Ui ∩ Uj there is a unique
s ∈ F(X) that restricts to sj for all j. We have the Yoneda embedding of X into
the category Sh(X) of sheaves on X that to X ∈ X associates the representable
sheaf X˜ = C∞(−, X) ∈ Sh(X).
For the functors F we shall consider, F(X) consists of spaces over X with extra
properties. In general the set of spaces E over X is not a functor under pull-back
((g ◦ f)∗(E) 6= f ∗(g∗(E))). But if E → X comes from subsets E ⊆ X × U where
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U is some “universe” then pull-backs with respect to f : X ′ → X in X, defined as
f ∗(E) = {(x′, u) | (f(x′), u) ∈ E} ⊆ X ′ × U,
is a functorial construction.
A set-valued sheaf F on X gives rise to a representing space |F|, constructed as
the topological realization of the following simplicial set. The hyperplane (open
or extended simplex)
∆ℓe = {(t0, . . . , tℓ) ∈ R
ℓ+1 |
∑
ti = 1}
is an object of X, and
[ℓ] 7−→ F(∆ℓe)
is a simplicial set. The space |F| is its standard topological realization. This is a
representing space in the following sense.
Definition 2.2. Two elements s0, s1 ∈ F(X) are concordant if there exists an
s ∈ F(X×R) which agrees with pr∗(s0) in an open neighborhood of X× (−∞, 0]
and with pr∗(s1) in an open neighborhood of X× [1,+∞) where pr : X ×R→ X
is the projection.
The set of concordance classes will be denoted by F[X ]. The space |F| above
is a representing space in the sense that F[X ] is in bijective correspondence with
the set of homotopy classes of continuous maps from X into |F|:
F[X ] ∼= [X, |F|] (2.7)
by Proposition A.1.1 of [MW02]. We describe the map. For X˜ = C∞(−, X),
[l] 7→ X˜(∆le) is the (extended, smooth) total singular set of X, and satisfies that
the canonical map |X˜| → X is a homotopy equivalence ([Mil57]). An element
s ∈ F(X) has an adjoint s˜ : X˜ → F, inducing |s˜| : |X˜| → |F|, and thus a well
defined homotopy class of maps X → |F| which is easily seen to depend only on
the concordance class of s.
Definition 2.3. A map τ : F1 → F2 is called a weak equivalence if the induced
map from |F1| to |F2| induces an isomorphism on all homotopy groups.
There is a convenient criteria for deciding if a map of sheaves is a weak equiv-
alence. This requires a relative version of Definition 2.2. Let A ⊆ X be a closed
subset of X, and let s ∈ colimU F(U) where U runs over open neighborhoods of
A. Let F(X,A; s) ⊆ F(X) be the subset of elements that agree with s near A.
Definition 2.4. Two elements t0, t1 ∈ F(X,A; s) are concordant rel.A if they are
concordant by a concordance whose germ near A is the constant concordance of
s. Let F1[X,A; s] denote the set of concordance classes.
Criteria 2.5. A map τ : F1 → F2 is a weak equivalence provided it induces a
surjective map
F1[X,A; s]→ F2[X,A; τ(s)]
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for all (X,A, s) as above.
Let x0 ∈ X and s0 ∈ F({x0}). This gives a germ s0 ∈ colimU F(U) with U
ranging over the open neighborhoods of x0. There is the following relative version
of (2.7), also proved in Appendix A of [MW02]: for every (X,A, s0),
F[X,A; s0] ∼= [(X,A), (|F|, s0)]
In particular the homotopy groups πn(|F|, s0) are equal to the relative concordance
classes F[Sn, x0; s0]. By Whitehead’s theorem τ : F1 → F2 is a weak equivalence
if and only if
F1[S
n, x0; s0]
∼=
−−→ F2[S
n, x0; τ(s0)]
is an equivalence for all basepoints x0 and all s0 ∈ F1(x0). This is sometimes a
more convenient formulation than Criteria 2.5 above.
Actually, for the concrete sheaves we consider in this paper the representing
spaces are “simple” in the sense of homotopy theory, and in this situation the base
point s0 ∈ F(∗) is irrelevant: a map τ : F1 → F2 is a weak equivalence if and only
if it induces a bijection F1[X ]→ F2[X ] for all X ∈ X. In fact, it suffices to check
this when X is a sphere.
2.3. A sheaf model for the cobordism category. We apply the above to give
a sheaf model of the cobordism category Cd. First some notation. For functions
a0, a1 : X → R with a0(x) ≤ a1(x) at all x ∈ X, we write
X × (a0, a1) = {(x, u) ∈ X ×R | a0(x) < u < a1(x)}
X × [a0, a1] = {(x, u) ∈ X ×R | a0(x) ≤ u ≤ a1(x)}.
Given a submersion π : W → X of smooth manifolds (without boundary) and
smooth maps
f : W → R, a : X → R,
we say that f is fiberwise transverse to a if the restriction fx of f to Wx = π
−1(x)
is transversal to a(x) for every x ∈ X, or equivalently if the graph X×{a} consists
of regular values for (π, f) : E → X ×R. In this case
M = (f − aπ)−1(0) = {z ∈ W | f(z) = a(π(z))}
is a codimension one submanifold of W , and the restriction π : M → X is still a
submersion.
For X ∈ X and smooth real functions
a0 ≤ a1 : X → R, ε : X → (0,∞)
we shall consider submanifolds
W ⊆ X × (a0 − ε, a1 + ε)×R
d−1+∞.
The three projections will be denoted
π : W → X, f : W → R, j : W → Rd−1+∞
9
unless otherwise specified.
Definition 2.6. For X ∈ X and smooth real functions a0 ≤ a1 and ε as above,
the set C⋔d (X ; a0, a1, ε) consists of all submanifolds
W ⊆ X × (a0 − ε, a1 + ε)×R
d−1+∞
which satisfies the following conditions:
(i) π : W → X is a submersion with d-dimensional fibers,
(ii) (π, f) : W → X × (a0 − ε, a1 + ε) is proper,
(iii) The restriction of (π, f) to (π, f)−1(X × (aν − ε, aν + ε)) is a submersion for
ν = 0, 1.
The three conditions imply that π : W → X is a smooth fiber bundle rather
than just a submersion. Indeed for each ν = 0, 1, restricting (π, f) gives a map
(π, f)−1(X × (aν − ε, aν + ε))→ X × (aν − ε, aν + ε)
which is a proper submersion, and hence a smooth fiber bundle by Ehresmann’s
fibration lemma, cf. [BJ82, p. 84]. Similarly the restriction of π to
W [a0, a1] = W ∩X × [a0, a1]×R
d−1+∞
is a smooth fiber bundle with boundary. The result for π : W → X follows by
gluing the collars.
We remove the dependence on ε and define
C⋔d (X ; a0, a1) = colim
ε→0
C⋔d (X ; a0, a1, ε).
Definition 2.7. For X ∈ X, let
C⋔d (X) =
∐
C⋔d (X ; a0, a1).
The disjoint union varies over the (uncountable) set consisting of pairs of smooth
functions with a0 ≤ a1 and such that {x | a0(x) = a1(x)} is open (hence a union
of connected components of X). This defines a sheaf C⋔d .
Taking union of embedded manifolds gives a partially defined map
C⋔d (X ; a0, a1)× C
⋔
d (X ; a1, a2)→ C
⋔
d (X ; a0, a2)
and defines a category structure on C⋔d (X) with the objects (or identity mor-
phisms) corresponding to a0 = a1.
A smooth map ϕ : Y → X induces a map of categories ϕ∗ : C⋔d (X) → C
⋔
d (Y )
by the pull-back construction of § 2.2: For
W ⊆ X × (a0 − ε, a1 + ε)×R
d−1+∞,
ϕ∗W = {(y, u, r) | (ϕ(y), u, r) ∈ W} is an element of C⋔d (Y ; a0ϕ, a1ϕ, εϕ). This
gives a CAT-valued sheaf
C⋔d : X→ CAT,
where CAT is the category of small categories.
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An object of C⋔d (pt) is represented by a d-manifoldW ⊆ (a−ε, a+ε)×R
d−1+∞
such that f : W → (a − ε, a + ε) is a proper submersion. Thus M = f−1(0) ⊆
R
d−1+∞ is a closed (d− 1)-manifold. Only the germ of W near M is well-defined.
As an abstract manifold, W is diffeomorphic to M × (a − ε, a + ε), but the
embedding into (a − ε, a + ε) × Rd−1+∞ need not be the product embedding.
Hence the germ of W near M carries slightly more information than just the
submanifold M ⊆ {a} ×Rd−1+∞. This motivates
Definition 2.8. Let Cd(X ; a0, a1, ε) ⊆ C
⋔
d (X ; a0, a1, ε) be the subset satisfying
the further condition
(iv) For x ∈ X and ν = 0, 1, let Jν be the interval ((aν − ε)(x), (aν + ε)(x)) ⊆ R,
and let Vν = (π, f)
−1({x} × Jν) ⊆ {x} × Jν ×R
d−1+∞. Then
Vν = {x} × Jν ×M
for some (d− 1)-dimensional submanifold M ⊆ Rd−1+∞.
Define Cd(X ; a0, a1) ⊆ C
⋔
d (X ; a0, a1) and Cd(X) ⊆ C
⋔
d (X) similarly.
It is easy to see that Cd(X) is a full subcategory of C
⋔
d (X) and that
Cd : X→ CAT
is a sheaf of categories, isomorphic to the sheaf C∞(−,Cd), where Cd is equipped
with the (infinite dimensional) smooth structure described in section 2.1. In
particular we get a continuous functor
η : |Cd| → Cd.
Proposition 2.9. Bη : B|Cd| → BCd is a weak homotopy equivalence.
Proof. The space Nk|Cd| is the realization of the simplicial set
[l] 7→ NkCd(∆
l
e) = C
∞(∆le, NkC).
A theorem from [Mil57] asserts that the realization of the singular simplicial set
of any space Y is weakly homotopy equivalent to Y itself. This is also the case if
one uses the extended simplices ∆ke to define the singular simplicial set, and for
manifolds it is also true if we use smooth maps. This proves that the map
Nkη : Nk|Cd| → NkCd
is a weak homotopy equivalence for all k, and hence that Bη is a weak homotopy
equivalence. 
2.4. Cocycle sheaves. We review the construction from [MW02, §4.1] of a model
for the classifying space construction at the sheaf level.
Let F be any CAT-valued sheaf on X. There is an associated set valued sheaf
βF. Choose, once and for all, an uncountable set J . An element of βF(X) is a
pair (U,Φ) where U = {Uj | j ∈ J} is a locally finite open cover of X, indexed by
J , and Φ a certain collection of morphisms. In detail: given a non-empty finite
subset R ⊆ J , let UR be the intersection of the Uj’s for j ∈ R. Then Φ is a
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collection ϕRS ∈ N1F(US) indexed by pairs R ⊆ S of non-empty finite subsets of
J , subject to the conditions
(i) ϕRR = idcR for an object cR ∈ N0F(UR),
(ii) For each non-empty finite R ⊆ S, ϕRS is a morphism from cS to cR|US,
(iii) For all triples R ⊆ S ⊆ T of finite non-empty subsets of J , we have
ϕRT = (ϕRS|UT ) ◦ ϕST . (2.8)
Theorem 4.1.2 of [MW02] asserts a weak homotopy equivalence
|βF| ≃ B|F|. (2.9)
Remark 2.10. In the case F(X) = Map(X,C) for some topological category C
the construction βF takes the following form. Let XU be the topological category
from [Seg68]:
obXU =
∐
R
UR morXU =
∐
R⊆S
US,
i.e. XU is the topological poset of pairs (R, x), where R ⊆ J is a finite non-empty
subset and x ∈ UR. If R ⊆ S and x = y, then there is precisely one morphism
(S, x)→ (R, y), otherwise there is none.
Then (2.8) amounts to a continuous functor Φ: XU → C. In general, (2.8)
amounts to a functor X˜U → F, where X˜U = C
∞(−, XU) is the (representable)
sheaf of posets associated to XU.
A partition of unity {λj | j ∈ J} subordinate to U defines a map from X to
BXU and Φ a map from BXU to BC. This induces a map
βF[X ]→ [X,BC]
and (2.9) asserts that this is a bijection for all X.
3. The Thom spectra and their sheaves
3.1. The spectrum MT (d) and its infinite loop space. We write G(d, n) for
the Grassmann manifold of d-dimensional linear subspaces of Rd+n and G+(d, n)
for the double cover of G(d, n) where the subspace is equipped with an orientation.
There are two distinguished vector bundles over G(d, n), the tautological d-
dimensional vector bundle Ud,n consisting of pairs of a d-plane and a vector in
that plane, and its orthogonal complement, the n-dimensional vector bundle U⊥d,n.
The direct sum Ud,n ⊕ U
⊥
d,n is the product bundle G(d, n)×R
d+n.
The Thom spaces (one point compactifications) Th(U⊥d,n) form the spectrum
MT (d) as n varies. Indeed, since U⊥d,n+1 restricts over G(d, n) to the direct sum
of U⊥d,n and a trivial line, there is an induced map
S1 ∧ Th(U⊥d,n)→ Th(U
⊥
d,n+1). (3.1)
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The (n + d)th space of the spectrum MT (d) is Th(U⊥d,n), and (3.1) provides the
structure maps. The associated infinite loop space is therefore
Ω∞MT (d) = colim
n→∞
Ωn+dTh(U⊥d,n),
where the maps in the colimit
Ωn+d Th(U⊥d,n)→ Ω
n+d+1 Th(U⊥d,n+1)
are the (n+ d)-fold loops of the adjoints of (3.1).
There is a corresponding oriented version MT (d)+ where one uses the Thom
spaces of pull-backs θ∗U⊥d,n, θ : G
+(d, n)→ G(d, n). The spectrum MT (d)+ maps
to MT (d) and induces
Ω∞MT (d)+ → Ω∞MT (d).
Proposition 3.1. There are homotopy fibration sequences
Ω∞MT (d) −→ Ω∞Σ∞(BO(d)+)
∂
−−→ Ω∞MT (d− 1),
Ω∞MT (d)+ −→ Ω∞Σ∞(BSO(d)+)
∂
−−→ Ω∞MT (d− 1)+.
Proof. For any two vector bundles E and F over the same base B there is a cofiber
sequence
Th(p∗E)→ Th(E)→ Th(E ⊕ F ) (3.2)
where p : S(F )→ X is the bundle projection of the sphere bundles.
Apply this to X = G(d, n), E = U⊥d,n, F = Ud,n. The sphere bundle is
S(Ud,n) = O(n+ d)/O(n)×O(d− 1).
Since G(d−1, n) = O(n+d−1)/O(n)×O(d−1), the natural map G(d−1, n)→
S(Ud,n) is (n+d−2)-connected. The bundle p
∗U⊥d,n over S(Ud,n) restricts to U
⊥
d−1,n
over G(d− 1, n), so
Th(U⊥d−1,n)→ Th(p
∗U⊥d,n)
is (2n + d − 2)-connected. The right-hand term in (3.2) is G(d, n)+ ∧ S
n+d, and
the map G(d, n)→ BO(d) is (n− 1)-connected (BO(d) = G(d,∞)).
The cofiber sequence (3.2) gives a cofiber sequence of spectra
Σ−1MT (d− 1)→ MT (d)→ Σ∞(BO(d)+)→ MT (d− 1) (3.3)
and an associated homotopy fibration sequence
Ω∞MT (d)→ Ω∞Σ∞(BO(d)+)→ Ω
∞
MT (d− 1)
of infinite loop spaces. The oriented case is completely similar. 
Remark 3.2. For d = 1, the sequences in Proposition 3.1 are
Ω∞MT (1) −→ Ω∞Σ∞(RP∞+ )
∂
−−→ Ω∞Σ∞
Ω∞MT (1)+ −→ Ω∞Σ∞
∂
−−→ Ω∞Σ∞ × Ω∞Σ∞.
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In the first sequence, ∂ is the stable transfer associated with the universal double
covering space. In the oriented case, ∂ is the diagonal. Thus
Ω∞MT (1) = Ω∞RP∞−1, Ω
∞
MT (1)+ = Ω(Ω∞Σ∞).
The oriented Grassmannian G+(2,∞) is homotopy equivalent to CP∞, and the
space Ω∞MT (2)+ is homotopy equivalent to the space Ω∞CP∞−1, in the notation
from [MW02].
The cofiber sequence (3.3) defines a direct system of spectra
MT (0)→ ΣMT (1)→ · · · → Σd−1MT (d− 1)→ ΣdMT (d)→ · · · (3.4)
whose direct limit we could denoteMTO. In fact it is homotopy equivalent to the
universal Thom spectrum usually denoted MO in the following way. There is a
homeomorphism G(d, n)→ G(n, d) covered by a bundle isomorphism U⊥d,n → Un,d.
Thus we have a maps
Th(U⊥d,n)
∼=
−→ Th(Un,d)→ Th(Un,∞). (3.5)
The spaces Th(U⊥d,n) and Th(Un,∞) are the nth spaces of the spectra Σ
d
MT (d) and
MO, respectively, and the map (3.5) induces a map of spectra ΣdMT (d)→MO.
Th(Un,∞) can be built from Th(Un,d) by attaching cells of dimension greater than
n + d, so the resulting map ΣdMT (d) → MO induces an isomorphism in πk for
k < d and a surjection for k = d.
The homotopy groups of MO form the unoriented bordism ring
πd−1MO = MOd−1(pt) = Ω
O
d−1.
The direct system (3.4) can be thought of as a filtration of MO, with filtration
quotients ΣdBO(d)+. In particular, the maps in the direct system induce an
isomorphism
π−1MT (d) = πd−1Σ
d
MT (d)
∼=
−→ πd−1MO = Ω
O
d−1,
and an exact sequence
π0MT (d+ 1)
χ
−→ Z
Sd
−→ π0MT (d)→ Ω
O
d → 0. (3.6)
The map χ : π0MT (d + 1) → Z corresponds under the homotopy equivalence
of our main theorem to the map that to a closed (d + 1)-manifold W , thought
of as an endomorphism in Cd+1 of the empty d-manifold, associates the Euler
characteristic χ(W ) ∈ Z. The map Sd : Z → π0MT (d) corresponds to the d-
sphere Sd, thought of as an endomorphism in Cd of the empty (d − 1)-manifold.
For odd d, χ is surjective (χ(RP d+1) = 1), so the sequence (3.6) defines an
isomorphism π0MT (d) ∼= Ω
O
d . On the other hand χ = 0 for even d by Poincaré
duality, so the sequence (3.6) works out to be
0→ Z
Sd
−→ π0MT (d)→ Ω
O
d → 0.
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3.2. Using Phillips’ submersion theorem. We give a sheaf model for the
space Ω∞−1MT (d).
Definition 3.3. For a natural number n > 0 and X ∈ X, an element of Dd(X ;n)
is a submanifold
W ⊆ X ×R×Rd−1+n,
with projections π, f , and j, respectively, such that
(i) π : W → X is a submersion with d-dimensional fibers.
(ii) (π, f) : W → X ×R is proper.
This defines a set valued sheaf Dd(−;n) ∈ Sh(X). Let Dd be the colimit (in
Sh(X)) of Dd(−;n) as n → ∞. Explicitly, Dd(X) is the set of submanifolds
W ⊆ X × R × Rd−1+∞ satisfying (i) and (ii) above, and such that for each
compact K ⊆ X there exists an n with π−1(K) ⊆ K ×R×Rd−1+n.
We will prove the following theorem by constructing a natural bijection [X,Ω∞−1MT (d)] ∼=
Dd[X ].
Theorem 3.4. There is a weak homotopy equivalence
|Dd|
≃
−−→ Ω∞−1MT (d).
Given W ⊆ X×R×Rd−1+n with n-dimensional normal bundle N →W , there
is a vector bundle map
N
γˆ
//

U⊥d,n

W γ
// G(d, n).
(3.7)
WriteWx for the intersectionWx = W∩{x}×R×R
d−1+n. Then γ(z) = Tz(Wπ(z)),
considered as a subspace of Rd+n. The normal fiber Nz of W in X ×R×R
d−1+n
is the normal fiber of Wx in R
d+n, so is equal to γ(z)⊥; this defines γˆ in (3.7).
Next we pick a regular value for f : W → R, say 0 ∈ R, and let M = f−1(0).
Then the normal bundle N ofW ⊆ X×R×Rd−1+n restricts to the normal bundle
of M ⊂ X ×Rd−1+n. Choose a tubular neighborhood of M in X ×Rd−1+n, and
let
e : N |M → X ×Rd−1+n
be the associated embedding ([BJ82, §12]). The induced map of one-point com-
pactifications, composed with (3.7), gives a map
g : X+ ∧ S
d−1+n → Th(U⊥d,n) (3.8)
whose homotopy class is independent of the choices made (when n ≫ d). Its
adjoint is a well-defined homotopy class of maps from X to Ω∞−1MT (d). This
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defines
ρ : Dd[X ]→ [X,Ω
∞−1
MT (d)].
We now construct an inverse to ρ using transversality and Phillips’ submersion
theorem. We give the argument only in the case where X is compact. Any
map (3.8) is homotopic to a map that is transversal to the zero section, and
M = g−1(G(d, n)) ⊆ X ×Rd−1+n
is a submanifold. The projection π0 : M → X is proper, and the normal bundle
is N = g∗(U⊥d,n). Define T
πM = g∗(Ud,n) so that
N ⊕ T πM = M ×Rn+d.
Combined with the bundle information of the embedding of M in X × Rd−1+n
this yields an isomorphism of vector bundles over M
TM ×Rn+d
∼=
−−→ (π∗0TX ⊕ T
πM)×Rd−1+n. (3.9)
By standard obstruction theory (cf. [MW02], Lemma 3.2.3) there is an isomor-
phism (unique up to concordance)
πˆ0 : TM ×R
∼=
−−→ π∗0TX ⊕ T
πM
that induces (3.9). Set W =M ×R, π1 = π0 ◦ prM and T
πW = pr∗M T
πM . Then
TW
∼=
−−→ π∗1TX ⊕ T
πW, (3.10)
and since W has no closed components we are in a position to apply the sub-
mersion theorem. Indeed, (3.10) gives a bundle epimorphism πˆ1 : TW → TX
over π1 : W → X. By Phillips’ theorem, there is a homotopy (πt, πˆt), t ∈ [1, 2]
through bundle epimorphisms, from (π1, πˆ1) to a pair (π2, dπ2), i.e. to a submer-
sion π2. Let f : W → R be the projection. Then (π2, f) : W → X ×R is proper
since we have assumed that X is compact. For n ≫ d we get an embedding
W ⊂ X ×R×Rd−1+n which lifts (π2, f).
If n ≫ d the original embedding W ⊂ X × R × Rd−1+∞ is isotopic to an
embedding where the projection onto X is the submersion π and with (π, f)
proper. (This is direct from [Phi67] when X is compact; and in general a slight
extension.) We have constructed
σ : [X,Ω∞−1MT (d)]→ Dd[X ]. (3.11)
Proposition 3.5. The maps σ and ρ are inverse bijections.
Proof. By construction ρ ◦ σ = id. The other composite σ ◦ ρ = id uses that an
element W ∈ Dd(X) is concordant to one where W is replaced by M ×R and f
by the projection; M is the inverse image of a regular value of f . The concordance
is given in Lemma 2.5.2 of [MW02]. 
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Remark 3.6. One can define σ also for non-compact X, but it requires a slight
extension of [Phi67] to see that (π2, f) : W → X ×R can be taken to be proper.
The proof of Theorem 3.4 above only uses (3.11) for compact X, in fact for X a
sphere.
4. Proof of the main theorem
The proof uses an auxiliary sheaf of categories D⋔d and a zig-zag of functors
Dd
α
←− D⋔d
γ
−→ C⋔d
δ
←− Cd
The sheaf Cd is the cobordism category sheaf, defined in section 2.3 above, and
C⋔d is the slightly larger sheaf, defined in the same section. The sheaf Dd is, by
Theorem 3.4, a sheaf model of Ω∞−1MT (d). We regard Dd as a sheaf of categories
with only identity morphisms. To prove the main theorem it will suffice to prove
that α, γ and δ all induce weak equivalences.
Definition 4.1. Let D⋔d (X) denote the set of pairs (W, a) such that
(i) W ∈ Dd(X),
(ii) a : X → R is smooth,
(iii) f : W → R is fiberwise transverse to a.
Thus, D⋔d is a subsheaf of Dd×R˜, where R˜ is the representable sheaf C
∞(−,R).
It is also a sheaf of posets, where (W, a) ≤ (W ′, a′) when W = W ′, a ≤ a′ and
(a′ − a)−1(0) ⊆ X is open.
Recall from section 2.3 that f : W → R is fiberwise transverse to a : X → R
if fx : Wx → R is transverse to a(x) ∈ R for all x ∈ X. By properness of (π, f),
there will exist a smooth map ε : X → (0,∞), such that the restriction of (π, f)
to the open subset
Wε = (π, f)
−1(X × (a− ε, a+ ε)),
is a (proper) submersion Wε → X × (a− ε, a+ ε). Thus the class [Wε], as ε→ 0,
is a well-defined element of C⋔d (X ; a, a) and hence gives an object
γ(W, a) = ([Wε], a, a) ∈ obC
⋔
d (X).
This defines the functor γ : D⋔d → C
⋔
d on the level of objects, and it is defined
similarly on morphisms.
Proposition 4.2. The forgetful map α : βD⋔d → Dd is a weak equivalence.
Proof. We apply the relative surjectivity criteria 2.5 to the map βD⋔d → Dd. The
argument is completely analogous to the proof of Proposition 4.2.4 of [MW02].
First we show that βD⋔d (X)→ Dd(X) is surjective. Let W ⊆ X×R×R
d−1+∞
be an element of Dd(X). For each x ∈ X we can choose ax ∈ R such that ax is
a regular value of fx : Wx = π
−1(x)→ R. The same number ax will be a regular
value of fy : Wy → R for all y in a small neighborhood Ux ⊆ X of x. Therefore
we can pick a locally finite open covering U = (Uj)j∈J of X, and real numbers aj ,
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so that fj : Wj → R is fiberwise transverse to aj , where Wj = W |Uj ∈ Dd(Uj).
Thus (Wj , aj) is an object of D
⋔
d (Uj) with aj : Uj → R the constant map.
For each finite subset R ⊆ J , set WR = W |UR and aR = min{aj | j ∈ R}. If
R ⊆ S then aS ≤ aR and (WS, aS, aR) is an element ϕRS ∈ N1D
⋔
d (US). The pair
(U,Φ) with Φ = (ϕRS)R⊆S is an element of βD
⋔
d (US) that maps to W by α.
Second, let A be a closed subset of X, W ⊆ X × R × Rd−1+∞ an element of
Dd(X), and suppose we are given a lift to βD
⋔
d (U
′) of the restriction of W to
some open neighborhood U ′ of A. This lift is given by a locally finite open cover
U′ = {Uj|j ∈ J}, together with smooth functions aR : UR → R, one for each finite
non-empty R ⊆ J . Let J ′ ⊆ J denote the set of j for which Uj is non-empty, and
let J ′′ = J − J ′.
Choose a smooth function b : X → [0,∞) with A ⊆ Int b−1(0) and b−1(0) ⊆ U ′.
Let q = 1/b : X → (0,∞]. We can assume that q(x) > aR(x) for R ⊆ J
′ (make
U ′ smaller if not). For each x ∈ X − U ′, we can choose an a ∈ R satisfying
(i) a > q(x)
(ii) a is a regular value for fx : π
−1(x)→ R.
The same number a will satisfy (i) and (ii) for all x in a small neighborhood
Ux ⊆ X − A of X, so we can pick an open covering U
′′ = {Uj | j ∈ J
′′} of
X − U ′, and real numbers aj , such that (i) and (ii) are satisfied for all x ∈ Uj .
The covering U′′ can be assumed locally finite. For each finite non-empty R ⊆ J ′′,
set aR = min{aj | j ∈ R}. For R ⊆ J = J
′ ∪ J ′′, write R = R′ ∪R′′ with R′ ⊆ J ′
and R′′ ⊆ J ′′, and define aR = aR′ if R
′ 6= ∅.
This defines smooth functions aR : UR → R for all finite non-empty subsets
R ⊆ J (aR is a constant function for R ⊆ J
′′) with the property that R ⊆ S
implies aS ≤ aR|US. This defines an element of βD
⋔
d (X) which lifts W ∈ Dd(X)
and extends the lift given near A. 
Proposition 4.3. The inclusion functor γ : D⋔d → C
⋔
d induces an equivalence
B|D⋔d | → B|C
⋔
d |.
Proof. We show that γ induces an equivalence |NkD
⋔
d | → |NkC
⋔
d | for all k, using
the relative surjectivity criteria 2.5.
An element of NkC
⋔
d (X) can be represented by a sequence of functions a0 ≤
· · · ≤ ak : X → R, a function ε : X → (0,∞), and a submanifold W ⊆ X × (a0−
ε, ak+ε)×R
d−1+∞. Choosing a diffeomorphism X×(a0−ε, ak+ε)→ X×R which
is the inclusion map on X × (a0 − ε/2, ak + ε/2), lifts the element to NkD
⋔
d (X).
This proves the absolute case and the relative case is similar. 
Proposition 4.4. The forgetful functor δ : Cd → C
⋔
d induces a weak equivalence
B|Cd| → B|C
⋔
d |.
Proof. Again we prove the stronger statement that δ induces an equivalence
|NkCd| → |NkC
⋔
d | for all k.
First, remember that two smooth maps f : M → P and g : N → P are called
transversal if their product is transverse to the diagonal in P × P . We apply
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Criteria 2.5, and first prove that δ is surjective on concordance classes. Let
ψ : R → [0, 1] be a fixed smooth function which is 0 near (−∞, 1
3
] and is 1 near
[2
3
,∞), satisfying that ψ′ ≥ 0 and that ψ′ > 0 on ψ−1((0, 1)).
Given smooth functions a0 ≤ a1 : X → R with (a1 − a0)
−1(0) ⊆ X an open
subset, we define ϕ : X ×R→ X ×R by the formulas
ϕ(x, u) = (x, ϕx(u)),
ϕx(u) =
{
a0(x) + (a1(x)− a0(x))ψ
(
u−a0(x)
a1(x)−a0(x)
)
if a0(x) < a1(x),
a0(x) if a0(x) = a1(x).
Suppose that W ∈ C⋔d (X ; a0, a1) with a0 ≤ a1. The fiberwise transversality
condition (iii) of Definition 2.6 implies that (π, f) and ϕ are transverse, and hence
that
Wϕ = ϕ
∗W = {(x, u, z) | π(z) = x, f(z) = ϕx(u)}
is a submanifold of X ×R×W . Using the embedding W ⊂ X ×R×Rd−1+∞ we
can rewrite Wϕ as
Wϕ = {(x, u, r) | (x, ϕx(u), r) ∈ W} ⊆ X ×R×R
d−1+∞.
It follows that
Wϕ ∩
(
X × (−∞, a0 + ε)×R
d−1+∞
)
=M0 × (−∞, a0 + ε)
Wϕ ∩
(
X × (a1 − ε,+∞)×R
d−1+∞
)
=M1 × (a1 − ε,+∞),
where ε = 1 on (a1 − a0)
−1(0) and ε = 1
3
(a1 − a0) otherwise. Thus Wϕ defines an
element of Cd(X ; a0, a1, ε), and in turn an element of Cd(X ; a0, a1).
We have left to check that Wϕ is concordant to W in C
⋔
d (X ; a0, a1). To this end
we interpolate between the identity and our fixed function ψ : R→ [0, 1]. Define
ψs(u) = ρ(s)ψ(u) + (1− ρ(s))u
with ρ any smooth function from R to [0, 1] for which ρ = 0 near (−∞, 0] and
ρ = 1 near [1,∞). Define Φ: X ×R ×R → X × R as Φ(x, s, u) = (x,Φx(s, u))
where
Φx(s, u) =
{
a0(x) + (a1(x)− a0(x))ψs
(
u−a0(x)
a1(x)−a0(x)
)
if a0(x) < a1(x),
ρ(s)a0(x) + (1− ρ(s))u if a0(x) = a1(x).
Φ is transversal to (π, f), and the manifold
WΦ = {((x, s), u, r) | (x,Φx(s, u), r) ∈ W} ⊆ (X ×R)×R×R
d−1+∞
defines the required concordance in C⋔d (X ×R) from W to Wϕ.
We have proved that
δ : N0Cd[X ]→ N0C
⋔
d [X ] and
δ : N1Cd[X ]→ N1C
⋔
d [X ]
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are both surjective. The obvious relative argument is similar, and we can use
Criteria 2.5. This proves that δ : |NkCd| → |NkC
⋔
d | is a weak homotopy equivalence
for k = 0 and k = 1. The case of general k is similar. 
Remark 4.5. There are versions of the sheaves D⋔d , C
⋔
d , Cd, where the functions
a : X → R are required to be locally constant. The proofs given in this section
remain valid for these sheaves (the point is that in the proof of Proposition 4.2,
we are choosing the functions aj : Uj → R locally constant anyway). This proves
the claim in the last sentence of Remark 2.1(ii).
5. Tangential structures
We prove the version of the Main Theorem with tangential structures, as an-
nounced in the introduction. First we give the precise definitions.
Fix d ≥ 0 as before, and let BO(d) = G(d,∞) denote the Grassmannian of
d-planes in R∞, Ud → BO(d) the universal d-dimensional vector bundle, and
EO(d) its frame bundle. Let
θ : B → BO(d)
be a Serre fibration (e.g. a fiber bundle). We think of θ as structures on d-
dimensional vector bundles: If f : X → BO(d) classifies a vector bundle over X,
then a θ-structure on the vector bundle is a map l : X → B with θ ◦ l = f .
An important class of examples comes from group representations. If G is a
topological group and ρ : G → GL(d,R) is a representation, then it induces a
map Bρ : BG→ BGL(d,R) ≃ BO(d), which we can replace by a Serre fibration.
In this case, a θ-structure is equivalent to a lifting of the structure group to G.
These examples include SO(d), Spin(d), Pin(d), U(d/2) etc.
Another important class of examples comes from spaces with an action of O(d).
If Y is an O(d)-space, we let B = EO(d)×O(d)Y . If Y is a space with trivial O(d)-
action, then a θ-structure amounts to a map fromX to Y . If Y = (O(d)/SO(d))×
Z, with trivial action on Z, then a θ-structure amounts to an orientation of the
vector bundle together with a map from X to Z.
The proof of the main theorem applies almost verbatim if we add θ-structures to
the tangent bundles of all d-manifolds in sight. We give the necessary definitions.
If V → X and U → Y are two vector bundles, a bundle map V → U is a
continuous map of the total spaces of the vector bundles, which on each fiber of
V restricts to a linear isomorphism onto a fiber of U . Let Bun(V, U) denote the
space of all bundle maps, equipped with the compact-open topology. If U = Ud
is the universal bundle over BO(d) we have the following well known property.
Lemma 5.1. Let V → X be a d-dimensional vector bundle with X paracom-
pact. Let Ud → BO(d) be the universal bundle. Then the space Bun(V, Ud) is
contractible.
Proof. Since Ud ⊆ BO(d)×R
∞, we have a map
Bun(V, Ud) ⊆ Map(V, Ud)→ Map(V,R
∞)
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which identifies Bun(V, Ud) with the space of continuous maps V → R
∞ which
restrict to linear monomorphisms on each fiber of V → X. Now define linear
monomorphisms R∞ → R∞ by
i1(x) = (x0, 0, x1, 0, x2, 0, . . . )
it(x) = (1− t)x+ ti1(x), 0 ≤ t ≤ 1
j(x) = (0, x0, 0, x1, 0, x2, . . . )
There is an induced homotopy
[0, 1]×Map(V,R∞)→ Map(V,R∞)
(t, f) 7→ it ◦ f
(5.1)
which restricts to a homotopy of self-maps of Bun(V, Ud), starting at the identity.
It is well known that Bun(V, Ud) is non-empty when X is paracompact (see e.g.
[MS74]). Pick g ∈ Bun(V, Ud), and define a homotopy by
[0, 1]×Map(V,R∞)→ Map(V,R∞)
(t, f) 7→ (1− t)(i1 ◦ f) + t(j ◦ g).
This restricts to a homotopy of self-maps of Bun(V, Ud) which starts at f 7→ i1 ◦f .
Combined with the homotopy (5.1) we get a homotopy of self-maps of Bun(V,R∞)
which starts at the identity and ends at the constant map to j ◦ g. 
A (non-identity) point in morCd is given by (W, a0, a1), where a0 < a1 ∈ R and
W is a submanifold (with boundary) of [a0, a1] × R
d−1+n, n ≫ 0. The tangent
spaces TpW define a map
τW : W → G(d, n)→ BO(d),
covered by a bundle map TW → Ud.
Definition 5.2. Let Cθ be the category with morphisms (W, a0, a1, l), where
(W, a0, a1) ∈ morCd and l : W → B is a map satifying θ ◦ l = τW . We topologize
morCθ as in (2.4), but with B∞(W ) replaced with B
θ
∞(W ) = Emb
θ(W, [0, 1] ×
R
d−1+∞)/Diff(W ), where Embθ is defined by the pullback square
Embθ(W, [0, 1]×Rd−1+∞) //

Bun(TW, θ∗Ud)
θ

Emb(W, [0, 1]×Rd−1+∞)
τW
// Bun(TW,Ud).
(5.2)
The objects of Cθ are topologized similarly.
The space Bun(TW,Ud) is contractible, so the inclusion of the fiber product in
the product
Embθ(W, [0, 1]×Rd−1+∞)→ Emb(W, [0, 1]×Rd−1+∞)× Bun(TW, θ∗Ud)
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is a homotopy equivalence. Dividing out the action of Diff(W ) we get a homotopy
equivalence
Bθ∞(W )
≃
−→ E Diff(W )×Diff(W ) Bun(TW, θ
∗Ud).
Thus, up to homotopy,
obCθ ≃
∐
M
E Diff(M)×Diff(M) Bun(R× TM, θ
∗Ud), (5.3)
morCθ ≃
∐
W
E Diff(W )×Diff(W ) Bun(TW, θ
∗Ud), (5.4)
where M runs over closed (d − 1)-manifolds, one in each diffeomorphism class,
and W runs over compact d-dimensional cobordisms, one in each diffeomorphism
class. As before, Diff(W ) ≃ Diff(W, {∂in}, {∂out}) denotes the topological group
of diffeomorphisms that restrict to diffeomorphisms of the incoming and outgoing
boundaries separately (or to product diffeomorphisms on a collar).
The left hand side of the homotopy equivalence (5.4) is the space of all mor-
phisms in Cθ. The space of morphisms between two fixed objects can be de-
termined similarly. We first treat the case θ = id. Let c0 = (M0, a0) and
c1 = (M1, a1) be two objects of Cd, given by real numbers a0 < a1, closed man-
ifolds Mν ⊆ R
d−1+∞. Let W be a compact manifold and h0 : [0, 1) ×M0 → W
and h1 : (0, 1]×M1 →W be collars as in (2.3). Let
Emb∂(W, [0, 1]×Rd−1+∞) ⊆ Emb(W, [0, 1]×Rd−1+∞)
be the subspace consisting of embeddings j which satisfy j ◦ h0(t, x) = (t, x)
for t sufficiently close to 0 and j ◦ h1(t, x) = (t, x) for t sufficiently close to
1. Let Diff(W ; ∂W ) ⊆ Diff(W ) be the subgroup consisting of diffeomorphisms
that restrict to the identity on a neighborhood of ∂W . This subgroup acts on
Emb∂(W, [0, 1]×Rd−1+∞) and we let B∂∞(W ) be the orbit space
B∂∞(W ) = Emb
∂(W, [0, 1]×Rd−1+∞)/Diff(W ; ∂W ).
Then, up to homeomorphism, the space of morphisms is
Cd(c0, c1) ∼=
∐
W
B∂∞(W ),
where the disjoint union is over cobordisms W from M0 to M1, one in each dif-
feomorphism class relative to M0 and M1. Since Emb
∂(W, [0, 1] × Rd−1+∞) is
contractible, we get the homotopy equivalence
Cd(c0, c1) ≃
∐
W
BDiff(W ; ∂W ).
The case of a general θ : B → BO(d) is handled similarly. If l0 : M0 → B and
l1 : M1 → B are two maps satisfying θ◦ lν = τR×Mν and cν = (Mν , aν , lν), ν = 0, 1,
22
then we get
Cθ(c0, c1) ≃
∐
W
E Diff(W ; ∂W )×Diff(W ;∂W ) Bun
∂(TW, θ∗Ud), (5.5)
where Bun∂(TW, θ∗Ud) ⊆ Bun(TW, θ
∗Ud) is the subspace consisting of bundle
maps which agree with the maps induced by l0 and l1 over a neighborhood of ∂W .
Let us consider the case of ordinary orientations in more detail. Here B =
BSO(d) is the oriented Grassmanian consisting of d-dimentional linear subspaces
of R∞ together with a choice of orientation, and θ : B → BO(d) is the twofold
covering space that forgets the orientation. Let W be a cobordism between the
oriented manifolds M0 and M1. Then the set
Or(W ; ∂W ) = π0 Bun
∂(TW, θ∗Ud)
is the set of orientations of W agreeing with the orientations given near ∂W
(i.e. the collars h0 and h1 are oriented embeddings). Furthermore, the connected
components of Bun∂(TW, θ∗Ud) are contractible, so we get a homotopy equivalence
EDiff(W ; ∂W )×Diff(W ;∂W ) Bun
∂(TW, θ∗Ud) ≃
E Diff(W ; ∂W )×Diff(W ;∂W ) Or(W ; ∂W ).
The stabilizer of an element of Or(W ; ∂W ) is the subgroup Diff+(W ; ∂W ) of ori-
entation preserving diffeomorphisms, restricting to the identity near the boundary.
Thus we get
C+d (c0, c1) ≃
∐
W
BDiff+(W ; ∂W ),
where the disjoint union is over all oriented cobordisms W from M0 to M1, one
in each oriented diffeomorphism class.
Definition 5.3. Let θd,n : Bd,n → G(d, n) be the pullback
Bd,n //
θd,n

B
θ

G(d, n) // BO(d),
and let MT (θ) be the spectrum whose (n + d)th space is Th(θ∗d,nUd,n).
The cofiber sequence (3.3) generalizes to a cofiber sequence
MT (θ) −→ Σ∞B+ −→ MT (θd−1),
where θd−1 is the pullback
Bd−1 //
θd−1

B
θ

BO(d− 1) // BO(d).
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With these definitions, the general form of the main theorem (as also stated in
the introduction) is that for every tangential structure θ, there is a weak equiva-
lence
BCθ ≃ Ω
∞−1
MT (θ) = colim
n→∞
Ωd+n−1Th(θ∗d,nU
⊥
d,n).
The θ-versions of the sheaves used in section 4 to prove the special case θ = id,
are defined as follows.
Definition 5.4. Let W ∈ Dd(X). Let T
πW be the fiberwise tangent bundle of
the submersion π : W → X. The embedding W ⊂ X×Rd+∞ induces a canonical
classifying map T πW : W → BO(d). Let Dθ(X) be the set of pairs (W, l) with
W ∈ Dd(X) and l : W → B a map satisfying θ ◦ f = T
πW .
The sheaves Cd, C
⋔
d and D
⋔
d all consist of submanifolds W ⊆ X × R
d+n such
that the projection π : W → X is a submersion, together with some extra data.
The tangential structure versions Cθ, C
⋔
θ and D
⋔
θ are defined in the obvious way:
add a lifting l : W → B of the vertical tangent bundle T πW :W → BO(d).
With these definitions, the proofs of section 4 apply almost verbatim. We note
that the θ-versions of Theorem 3.4 and Proposition 4.4 use that θ is a Serre
fibration.
6. Connectedness issues
This section, technically the hardest of the paper, compares the category Cθ
with the positive boundary subcategory Cθ,∂. It is similar in spirit to section
§6 of [MW02]. The two categories have the same space of objects. The space
of morphisms of Cθ,∂ is as in (2.4) and Definition 5.2, but taking only disjoint
union over the W for which each connected component has non-empty outgoing
boundary: if W is a cobordism from M0 to M1, then π0M1 → π0W is surjective.
In this section we prove
Theorem 6.1. For d ≥ 2 and any θ : B → BO(d), the inclusion
BCθ,∂ → BCθ
is a weak equivalence.
In order to simplify the exposition we treat only the case θ = id. The general
case of an arbitrary θ-structure is similar.
We say that a map f : X → Y of topological spaces is π0-surjective if the
induced map π0X → π0Y is surjective. The subsheaf D
⋔
d,∂ ⊆ D
⋔
d is defined as
follows: (W, a0, a1) ∈ D
⋔
d (pt) is in D
⋔
d,∂(pt) if the inclusion
f−1(a1)→ f
−1[a0, a1]
is π0-surjective. In general χ = (W, a0, a1) ∈ D
⋔
d (X) is in D
⋔
d,∂(X) if χ|{x} ∈
D⋔d,∂({x}) for all x ∈ X. The proof given above that |βD
⋔
d | ≃ BCd (in Propositions
2.9, 4.3 and 4.4) is easily modified to show that |βD⋔d,∂| ≃ BCd,∂. We will show
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that the composite map of sheaves βD⋔d,∂ → βD
⋔
d → Dd satisfies the relative
lifting criteria 2.5 for all d ≥ 2.
6.1. Discussion. We describe the ideas involved and indicate the issues in prov-
ing that the map βD⋔d,∂ → Dd is a weak equivalence.
As a first approximation we can try to repeat the proof for βD⋔d → Dd (in
Proposition 4.2), by choosing regular values ax ∈ R for fx : Wx → R “at random”
(using Sard’s theorem), and using that ax is a regular value for fy : Wy → R
also for y in a small neighborhood Ux of x ∈ X. This will produce an element
(W, (Uj, aj)j∈J) ∈ βD
⋔
d (X) but in general there is, of course, no reason to expect
to get an element of βD⋔d,∂(X) ⊆ βD
⋔
d (X). The idea is now to deform (i.e. change
by a concordance) the underlying W ∈ Dd(X) to an element W
′ ∈ Dd(X) such
that W ′ together with the regular values aj (possibly slightly perturbed) defines
an element of βD⋔d,∂(X).
a0
a1
a2
Figure 1.
It is instructive to first consider the case X = pt. Given an element (W, a0 <
· · · < ak) ∈ NkD
⋔
d (pt), it is easy to see that there is a concordance H ∈ Dd(R)
from W to W ′ such that (W ′, a0 < · · · < ak) ∈ NkD
⋔
d,∂(pt). Roughly, we have
to get rid of some local maxima, with values between a0 and ak, of the function
f : W → R cf. Figure 1. A naive way to do that is to “pull them up”, i.e. if p ∈ W
is near a “local maximum” for f : W → R, then we can change f near p to have
f(p) > ak cf. Figure 2. A better way (for reasons explained below) to get rid of a
local maximum, is given in Lemma 6.2 below.
For general X it is equally easy to solve the problem locally. GivenW ∈ Dd(X),
suppose we have chosen regular values aj ∈ R and corresponding open covering
Uj ⊆ X, j ∈ J , such that (W, (aj , Uj)j∈J) defines an element of βD
⋔
d (X). Given
x ∈ X it is easy (as in the case X = pt) to find a small neighborhood Ux ⊆ X
and a concordance Hx ∈ Dd(Ux × R) from W |Ux to W
′ ∈ Dd(Ux) such that
(W ′, (aj, Uj ∩Ux)j∈J) defines an element of βD
⋔
d,∂(Ux). We now need to glue these
local constructions.
The locally defined concordance Hx ∈ Dd(Ux × R) can be assumed to extend
to Hx ∈ Dd(X × R). Namely we may choose a bump function λ : X → [0, 1],
supported in Ux, and which is 1 in a smaller neighborhood U
′
x ⊆ Ux, and let h :
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a1
a2
Figure 2.
Ux×R→ Ux×R be given by h(x, t) = (x, tλ(x)). Then H
′
x = h
∗Hx ∈ Dd(Ux×R)
is a concordance which is constant outside the support of λ, so it extends to a
concordance H ′x ∈ Dd(X × R). Moreover H
′
x|(U
′
x × R) = Hx|(U
′
x × R). Thus
H ′x is a concordance from W to W
′ ∈ Dd(X), such that W
′|U ′x ∈ Dd(U
′
x) lifts to
βDd,∂(U
′
x). Also W and W
′ agree outside Ux ⊇ U
′
x.
We have described how, given a way of getting rid of a single local maxima, to
deform an element W ∈ Dd(X) into an element W
′ ∈ Dd(X), with the property
thatW ′|U ′x lifts to βD
⋔
d,∂(U
′
x), and such thatW andW
′ agree outside a larger open
neighborhood Ux ⊇ U
′
x. Roughly, the idea is now to apply such a construction for
sufficiently many x ∈ X, enough that the sets U ′x cover X. For this to work there
is one critical issue, however. Namely it is essential that the local construction
used to get rid of fiberwise local maxima over U ′x does not create new fiberwise
local maxima over Ux − U
′
x. Without this, the idea to “apply such a construction
for sufficiently many x ∈ X” will not work.
The naive idea of “pulling local maxima up” will not work, precisely for this
reason. If we “pull up” a fiberwise local maximum over U ′x, we have to pull less
and less over Ux − U
′
x (as specified by the bump function λ), which will give rise
to fiberwise local maxima of f ′ : W ′ → R over Ux − U
′
x which are not fiberwise
local maxima of f : W → R.
Thus we will need a way of deforming f : W → R to get rid of local maxima
without creating new ones in the process. Such a construction is described in
Lemma 6.2 below. It describes a family of maps ft : Kt → R, t ∈ [0, 1] from
d-manifolds Kt, such that f0 is the constant map 0 : R
d → R, such that f1 :
R
d − {0} → R has limx→0 f(x) = +∞, and such that ft : Kt → R has no local
maxima, except some with value 0 ∈ R, for any t ∈ [0, 1]. Moreover each Kt
contains the open subset Rd −Dd ⊆ Kt and ft|(R
d −Dd) = 0.
6.2. Surgery. The geometric construction is based on the following lemma. Let
us say that a map f : M → N is proper relative to an open set U ⊆ M , if
f|M−U : M − U → N is proper.
Lemma 6.2. There exists a smooth (d+1)-manifold K containing U = R×(Rd−
Dd) as an open subset, and smooth maps (π, f) : K → R×R, such that
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(i) π is a submersion, and (π, f) is proper relative to U . In particular, if we let
Kt = π
−1(t) and Ut = U ∩Kt = {t}× (R
d−Dd), then ft : Kt → R is proper
relative to Ut.
(ii) (π, f)(t, x) = (t, 0) for all (t, x) ∈ U ⊆ K.
(iii) K0 = {0} ×R
d and f0 : K0 → R is the zero function.
(iv) For all t ∈ [0, 1] and all a0 < a1 ∈ R, the following inclusions are π0-
surjections
Ut ∐ f
−1
t (a1)→ f
−1
t ([a0, a1]) if 0 ∈ [a0, a1]
f−1t (a1)→ f
−1
t ([a0, a1]) if 0 6∈ [a0, a1].
(v) For all a0 < a1 ∈ R, the inclusion
f−11 (a1)→ f
−1
1 ([a0, a1])
is a π0-surjection.
(vi) K1 = {1} × (R
d − {0}) and f1 : K1 → R is non-negative and has 0 ∈ R as
only critical value.
(vii) T πK is a trivial vector bundle.
The last property, that T πK be a trivial vector bundle, is needed to make the
constructions work in the presence of θ-structures.
As stated, the lemma is true also for d = 1, but is useful only for d > 1. For
d > 1 the set Ut is connected, and the properties (iii) and (iv) say that the number
of elements in the quotient
Qt = π0(f
−1
t [a0, a1])/π0(f
−1
t (a1))
is never larger than the number of elements in Q0. For 0 ∈ [a0, a1] and d > 1,
the inclusion Ut → f
−1
t ([a0, a1]) defines an element [Ut] ∈ Qt, and (v) says that
[U0] ∈ Q0 is not the basepoint, then Q1 is strictly smaller than Q0.
Proof. We will construct K as a certain pullback of a 2-manifold L which we
first construct. L will come with an immersion (π, j) : L → [0, 4] × [0,∞) and
a function f : L → R. L will be glued from four pieces L1, . . . , L4 which we
construct individually. The pieces L1, L2 and L4 will be subsets of [0, 1]× [0,∞),
and L3 will be the disjoint union of three open subsets of [0, 1] × [0,∞). In all
cases, (π, j) : Lν → [0, 1]× [0,∞) will be given by the inclusions.
Let ρ : [0,∞)→ [0, 1] be a smooth function with supp(ρ) = [0, 1], ρ(0) = 1, and
ρ′(r) ≤ 0. For s ∈ [0, 1] let qs(r) = ρ(r
2) 1−s
r2+s
and let gs and gˆs be the functions
given by
gs(r) = −qs(r)− qs(r − 2) + q0(r − 1)
gˆs(r) = sgn(r(r − 2))
(
−q0(r)− q0(r − 2) + q1−s(r − 1)−
1− s
s
)
+
1− s
s
.
gs(r) is defined unless r = 1 or (s, r) ∈ {0} × {0, 2}. gˆs(r) is defined unless
r ∈ {0, 2} or (s, r) = (1, 1) or (s, r) ∈ {0} × [0, 2]. It is easily checked that
g′s(r) = 0 only if r ≥ 3, if (s, r) ∈ (0, 1] × {0, 2}, or if (s, r) ∈ {1} × [2,∞).
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Similarly gˆ′s(r) = 0 only if r ≥ 3 or (s, r) ∈ (0, 1)×{1}. All isolated critical points
of gs and gˆs are local minima.
Define functions f ν : Lν → R for ν = 1, 2, 4 by the following formulas, using
the (calculus) convention that the set Lν ⊆ [0, 1]× [0,∞) is the largest open set
for which the definitions make sense.
f 1(t, r) = gˆ0(r + 3(1− t))
f 2(t, r) = gˆt(r)
f 4(t, r) = gt(r + t).
To define f 3, let L3 = L3− ∐ L
3
+ ∐ L
3
0, where
L3− = {(t, r) ∈ [0, 1]× [0,∞) | t < r < t+ 1}
L3+ = {(t, r) ∈ [0, 1]× [0,∞) | (1− t) < r < (2− t)}
L30 = [0, 1]× (2,∞).
Let f 3 = f 3− ∐ f
3
+ ∐ f
3
0 , where
f 3ε (t, r) = gˆ1(r + εt).
It is easily checked that f 1(1, r) = f 2(0, r), f 2(1, r) = f 3(0, r) and f 3(1, r) =
f 4(0, r), so they glue to a continuous function f˜ : L˜→ R, where L˜ is glued from
L1, . . . , L4. L˜ is a smooth manifold and comes with an immersion (π˜, j˜) : L˜ →
[0, 4] × [0,∞). The 2-manifold L˜ is sketched in Figure 3, which also depicts the
map π˜ : L˜ → [0, 4] as the projection onto the horizontal axis and j˜ : L˜ → [0,∞)
as the projection onto the vertical axis.
The function f˜ is not smooth in the t-variable along the gluing lines. To fix
that, we choose a function σ : [0, 4]→ [0, 4] which for each n = 1, 2, 3 has σ(t) = n
for all t near n. Then let L be defined by the pullback diagram
L
σ
//
π

L˜
π˜

[0, 4]
σ
// [0, 4],
and let j = j˜ ◦ σ : L→ [0,∞) and f = f˜ ◦ σ : L→ R. The resulting f : L→ R
is then smooth.
Let λ : R → [0, 1] be a smooth function which is 0 near (−∞, 0] and 1 near
[1,∞) and has λ′ > 0 on λ−1((0, 1)). Let g : R×Rd → [0, 4]× [0,∞) be the map
given by
g(t, x) = (4λ(t), 3|x|2).
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Figure 3. Image of (π˜, j˜) : L˜→ [0, 4]× [0,∞).
To construct the map (π, f) : K → R × R of the proposition, define K as the
pullback in the diagram
K
(π,j)

// L
(π,j)

f
//
R
R×Rd
g
// [0, 4]× [0,∞).
(6.1)
Then (π, j) : K → R × Rd is a codimension 0 immersion, and over U = R ×
(Rd −Dd) it is a diffeomorphism. The diagram also provides a map f : K → R,
and it is easily seen that (π, f) : K → R × R satisfies the first six properties of
the proposition. The differential of (π, j) : K → R × Rd defines a trivialization
of the d-dimensional vector bundle T πK. 
The manifold K and the map (π, f) : K → Rd ×R are illustrated in Figure 4,
which shows the d-manifold Kt = π
−1(t) for d = 1 and various values of t ∈ [0, 1].
The horizontal axis is [−1, 1] = Dd ⊆ Rd and the projection is the immersion
jt : Kt → R
d. The vertical axis is (−∞,∞) and the projection is the function
ft : Kt → (−∞,∞). The small arrows indicate how Kt changes when t increases.
Given an element W ∈ Dd(pt), assume e : R
d → W is an embedding with
e(Rd) ⊆ f−1(r) for some r ∈ R. Then W ×R ∈ Dd(R) has an embedded R
d×R
from which we can remove Dd × R and glue in the manifold K from the above
Lemma 6.2 along the embedded (Rd−Dd)×R. This gluing is over R if we equip
K with the map f + r : K → R and we get a concordance W e ∈ Dd(R) starting
atW ∈ Dd({0}). We will describe an enhanced version of this construction where
we start with W ∈ Dd(X) and a finite set of embeddings eτ : X × R
d → W
(τ ∈ T ) such that rτ (x) = f ◦ eτ (x, u) is independent of u ∈ R
d. The enhanced
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τ = 0 0 < τ < 1/3 1/3 < τ < 1
1 < τ < 2 τ = 2 2 < τ < 3
τ = 3 3 < τ < 4 τ = 4
Figure 4. (ft, jt)(Kt) for d = 1 and various values of τ =
σ(4λ(t)) ∈ [0, 4].
construction will give an element W e ∈ Dd(X × R
T ) which upon restriction to
X × {1}T is an element where the “local maxima” at eτ (x, 0) have disappeared.
Definition 6.3. Let X be a manifold and T a finite set. Let r : X × T → R be
smooth. For τ ∈ T , let qτ,r : (X ×R
T )×R→ R×R be the map
qτ,r((x, l), t) = (lτ , t− r(x, τ)), l = (lτ )τ∈T .
Considering K as a space over R × R via the map (π, f) from (6.1), we get a
manifold q∗τ,rK over (X ×R
T )×R, containing q∗τ,rU = (X ×R
T )× (Rd −Dd) as
an open subset. Let
Kr =
∐
τ∈T
q∗τ,rK, U
r =
∐
τ∈T
q∗τ,rU ⊆ K
r.
This comes equipped with a map (πr, f r) : Kr → (X ×RT )×R which is proper
relative to U r = (X×RT )×
∐
T (R
d−Dd), and πr : Kr → X×RT is a submersion.
Remark 6.4. This behaves well under union in the T -variable. If T = T0 ∐ T1
and rν : X × Tν → R, ν = 0, 1 are the restrictions of r, then
Kr = proj∗
X×RT0 (K
r1)∐ proj∗
X×RT1 (K
r0)
where the indicated projections are X ×RT → X ×RTν , ν = 0, 1.
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Construction 6.5. Let W ∈ Dd(X), and let T be a finite set. Let r : X×T → R
be smooth. Then X×
∐
T R
d = X×T×Rd is a space over X×R via the projection
composed with r. Let
e : X ×
∐
T
R
d →W
be an embedding over X×R, i.e. with π◦e(x, τ, u) = x and f ◦e(x, τ, u) = r(x, τ).
This induces an embedding
e˜ : (X ×RT )×
∐
T
R
d → proj∗X W,
where projX : X ×R
T → X is the projection. Let W e be the pushout
U r
e˜
//

proj∗X W − e˜(X ×R
T ×
∐
T D
d)

Kr // W e
(6.2)
This gives a manifold W e over (X×RT )×R which defines an element of Dd(X×
R
T ).
Elements of Dd(X × R
T ) are submanifolds of (X × RT ) × R × Rd−1+∞, so
strictly speaking the construction of W e includes a choice of an embedding
ϕ : W e → (X ×RT )×R×Rd−1+∞
extending the given map W e → (X × RT ) × R. Then the image ϕ(W e) is
an element of Dd(X × R
T ). The element proj∗X W ∈ Dd(X × R
T ) has a pre-
ferred embedding i : proj∗X W → (X × R
T ) × R × Rd−1+∞ (namely the in-
clusion), and it is convenient to assume that ϕ and i agree on the subspace
proj∗X W − e˜(X ×R
T ×
∐
T D
d). Such an embedding ϕ can always be chosen,
and is unique up to isotopy. It is irrelevant for the arguments which ϕ we choose,
and therefore we omit it from the notation, writing W e ∈ Dd(X ×R
T ) instead of
ϕ(W e).
6.3. Connectivity. We will apply the surgery construction of the previous sec-
tion to a morphism (W, a0, a1) ∈ D
⋔
d (X) with a0 < a1. The resulting W
e ∈
Dd(X ×R
T ) will usually not give rise to an element (W e, a0, a1) ∈ D
⋔
d (X ×R
T )
because f e : W e → R might not be fiberwise transverse to a0, a1. Let V =
V (a0, a1) ⊆ X ×R
T be the open set of points (x, l) for which f e(x,l) :W
e
(x,l) → R is
transverse to a0(x) and a1(x). Then we have (W
e, a0, a1)|V ∈ D
⋔
d (V ). By Sard’s
theorem, any (x, t) ∈ X × RT is in V (b0, b1) for some b0, b1 arbitrarily close to
a0, a1. The goal is to use these concordances to get an element of D
⋔
d,∂. Since the
condition for being in D⋔d,∂ ⊆ D
⋔
d is pointwise, we restrict attention to the case
X = pt in the following propositions.
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Proposition 6.6. Let (W, a0, a1) ∈ D
⋔
d (pt) with a0 < a1. Let r : T → R and
e :
∐
T R
d →W be as in Construction 6.5. Let V = V (a0, a1) ⊆ R
T be as above.
(i) If r(τ) 6= a0, a1 for all τ ∈ T , then {0, 1}
T ⊆ V .
(ii) If (W, a0, a1) ∈ D
⋔
d,∂(pt), then (W
e, a0, a1)|V ∈ D
⋔
d,∂(V ).
(iii) If (W, a0, a1) ∈ D
⋔
d (pt), a0 < r < a1, and if
f−1(a1)∐
∐
T
R
d → f−1([a0, a1])
is π0-surjective, then the restriction to {1}
T ⊆ RT defines an element (W, a0, a1){1}T ∈
D⋔d,∂({1}
T ).
Proof. Let l ∈ {0, 1}T . By Lemma 6.2(vi) we get that critical values of fl : W
e
l →
R will be either critical values of f : W → R, or values r(τ) for τ ∈ T with lτ = 1.
This proves (i). (ii) follows from Lemma 6.2(iv) and (iii) follows in the same way
from Lemma 6.2(v). 
If not l ∈ V (a0, a1), then l ∈ V (b0, b1) for some b0, b1 near a0, a1. We have the
following corollary of the above proposition.
Corollary 6.7. Let (W, a0, a1) ∈ D
⋔
d (pt). Let U0 and U1 be small open intervals in
R around a0 and a1, respectively, consisting of regular values of f . Let r : T → R
and e :
∐
T R
d → W be as in Construction 6.5. Let T = T0 ∐ T1 and assume
supU0 < r(τ) < inf U1 for τ ∈ T1, and that
f−1(a1)∐
∐
T1
R
d → f−1([a0, a1])
is π0-surjective. Then
(W el , b0, b1) ∈ D
⋔
d,∂({l})
for all b0, b1 ∈ U0 ∪ U1 with b0 < b1, and all l ∈ V (b0, b1) ∩
(
R
T0 × {1}T1
)
.
Proof. If b0 ∈ U0 and b1 ∈ U1 then, since U0 and U1 are connected and consist of
regular values of f ,
f−1(b1)∐
∐
T1
R
d → f−1([b0, b1]) (6.3)
will also be π0-surjective. If b0, b1 ∈ U1 or if b0, b1 ∈ U1, then [b0, b1] consists
of regular values of f , so f−1([b0, b1]) ∼= f
−1(b1) × [b0, b1], so the inclusion (6.3)
is π0-surjective in this case too. Therefore, by Proposition 6.6(iii) the element
W e1 ∈ Dd(R
T1) will have
(W e1
{1}T1
, b0, b1) ∈ D
⋔
d,∂({1}
T1).
It follows from Remark 6.4 that the construction of W e ∈ Dd(X ×R
T ) enjoys
the following naturality property. If T = T0 ∐ T1, then we can restrict e to
eν : X ×
∐
Tν
R
d → W , ν = 0, 1. By construction (diagram (6.2)), the element
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W e1 contains the open subset proj∗X W − e˜1(X ×R
T1 ×
∐
T1
Dd) and hence e0
defines an embedding
proj∗X(e0) : (X ×R
T1)×
∐
T0
R
d →W e1.
The naturality property is that
(W e1)proj
∗
X(e0) =W e.
Restricting to {1}T1 ×RT0 we have
W e{1}T1×RT0 = (W
e1
{1}T1
)proj
∗
X(e0).
The claim now follows from Proposition 6.6(ii) above. 
We will say that an open set U0 ⊆ X × R is a tube around a0 if it contains
the graph of a0, and if the intersection U0 ∩ {x} × R is an interval consisting of
regular values of fx : Wx → R for all x ∈ X.
Definition 6.8. For a function λ : X×T → [0, 1], let λˆ : X×R→ X×RT denote
the adjoint λˆ(x, t) = (x, tλ(x)). Given r : X × T → R and e : X ×
∐
T R
d → W
as in Construction 6.5, let W e,λ ∈ Dd(X ×R) denote the pullback of W
e along λˆ.
If T = T0 ∐ T
′ and λ|X×T0 = 0, then W
e,λ = W e
′,λ′, where e′ and λ′ are
the restrictions to T ′ ⊆ T . The following corollary follows immediately from
Corollary 6.7 above.
Corollary 6.9. Let (W, a0, a1) ∈ D
⋔
d (X). Let r, e, λ be as in Definition 6.8. Let
W e,λ ∈ Dd(X × R) be the resulting element. Let U0, U1 be tubes around a0 and
a1. Assume that there is a subset T1 ⊆ T with λ|X×T1 = 1, such that the graph of
r|X×T1 is above U0 and below U1, and such that
f−1x (a1(x))∐
∐
T1
R
d → f−1x ([a0(x), a1(x)])
is π0-surjective for all x.
For all b0, b1 : X → R with b0 < b1 and graph(bν) ⊆ U0 ∪ U1, let Vˆ (b0, b1)
denote the intersection X × {1} ∩ λˆ−1V (b0, b1). Then the resulting element
(W e,λ, b0, b1)|λˆ−1V (b0,b1) ∈ D
⋔
d (λˆ
−1V (b0, b1))
restricts to an element
(W e,λ, b0, b1)|Vˆ (b0,b1) ∈ D
⋔
d,∂(Vˆ (b0, b1))
Thus, we get a concordance from W = W e,λ|X×{0} ∈ Dd(X × {0}) to the element
W e,λ|X×{1} ∈ Dd(X × {1}) and the latter element lifts over Vˆ (b0, b1) to morphisms
in D⋔d,∂ .
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6.4. Parametrized surgery. So far we have described how to perform surgery
on W ∈ Dd(X) along an embedding e : X ×
∐
T R
d → W . If we only have such
embeddings given locally in X, then we can perform the surgeries locally and glue
them together using appropriate partitions of unity. More precisely we have the
following construction.
Construction 6.10. Let (p, r) : E → X × R be smooth, with p : E → X
etale (local diffeomorphism). Let e : E × Rd → W an embedding over X × R.
Let λ : E → [0, 1] be a smooth map with p| suppλ proper. Define an element
W e,λ ∈ Dd(X×R) in the following way. For x ∈ X, the set Tx = p
−1(x)∩ supp λ
is finite. Choose a connected neighborhood Ux ⊆ X of x, and extend to a (unique)
embedding Tx×Ux → E over X, such that p
−1(Ux)∩supp λ is contained in Tx×Ux
(this can be done because p| supp(λ) is a closed map).
Define W e,λ|Ux ∈ Dd(Ux ×R) as the construction in Definition 6.8 applied to the
restriction of e to Tx × Ux. (If Tx = ∅ then W
e,λ
|Ux
= W|Ux.) These elements agree
on overlaps, so by the sheaf property of Dd we have defined W
e,λ ∈ Dd(X ×R).
We are now ready to prove that βD⋔d,∂ → Dd is a homotopy equivalence. It
suffices to prove that any element of Dd(X) is concordant to an element which
lifts to βD⋔d,∂(X) (plus corresponding relative statement).
Given an element (W,π, f) ∈ Dd(X), we choose (as in the proof of Proposi-
tion 4.2) a locally finite open covering X = ∪jEj and corresponding numbers
aj ∈ R such that (W, aj)|Ej ∈ D
⋔
d (Ej) for all j. We can assume that the aj are all
distinct constants.
For each pair j, k with aj < ak, let Ejk = Ej ∩Ek. Then ϕjk = (W, aj , ak)|Ejk is
a morphism in D⋔d (Ejk). We can assume that Ejk is either contractible or empty,
so (π, f)−1(Ejk × [aj , ak]) ∼= Ejk ×W0 for a compact manifold W0 with boundary.
Consider the inclusion
(π, f)−1(Ejk × {ak})→ (π, f)
−1(Ejk × [aj, ak]).
If this is π0-surjective, then ϕjk ∈ D
⋔
d,∂(Ejk). If not, we can choose a finite set Tjk
and an embedding e˜jk : Ejk × Tjk → (π, f)
−1(Ejk × (aj , ak)) over Ejk such that
(π, f)−1(Ejk × {ak})∐ Ejk × Tjk → (π, f)
−1(Ejk × [aj , ak])
is π0-surjective. Let rjk = f ◦ e˜jk : Ejk × Tjk → R. Let E =
∐
Ejk × Tjk,
and let (p, r) : E → X × R be the resulting map. Then the e˜jk assemble to a
map e˜ : E → W over X × R. By possibly changing the f -level of e˜jk, we can
arrange that the various e˜jk have disjoint images so that e˜ is an embedding. E
has contractible components, so the normal bundle of e˜ can be trivialized. Thus
e˜ extends to an embedding e : E ×Rd →W over X.
Now, for each v ∈ p−1(x) ⊆ E, e defines an embedding ev : {v} × R
d → Wx,
but fx : Wx → R might not be constant on the image of ev. However, let
ϕ : [0,∞) → [0,∞) be a smooth proper function with ϕ[0, 1] = 0 and ϕ′(t) > 0
for t > 1 and ϕ(t) = t for t ≥ 2. Then fx ◦ ev
(
ϕ(|u|)u
)
is constantly equal to r(v)
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for u ∈ Dd and agrees with fxev(u) outside 2D
d. After changing fx on the image
of ev and then re-choosing the embedding e (precompose it with an embedding
of Rd into Dd), we can assume that ev maps into f
−1
x (r(v)). This process works
equally well in the parametrized setting, so after modifying f : W → R we can
assume that e : E × Rd → W is an embedding with π ◦ e(v, u) = p(v) and
f ◦ e(v, u) = r(v). Choose compactly supported λj : Ej → [0, 1] such that X is
covered by the sets E˜j = Int λ
−1
j (1), and let λjk = λjλk : Ejk → [0, 1]. These
assemble to a function λ : E → R with p| supp(λ) proper.
Using these p, r, e and λ, Construction 6.10 provides an elementW e,λ ∈ Dd(X×
R). We claim that W e,λ1 = W
e,λ
|X×{1} lifts to an element of βD
⋔
d,∂(X). Indeed, for
x ∈ E˜j , choose bxj ∈ R in a tube around aj such that (x, 1) ∈ Vˆ (bxj, bxj). Choose
a neighborhood Uxj such that Uxj × {1} ⊆ Vˆ (bxj, bxj). Then (W
e,λ
1 , bxj, bxj)|Uxj
is an object of D⋔d (Uxj). As before, refining the Uxj to a locally finite covering
defines an element of βD⋔d (X) which in turn, by Corollary 6.9, is an element of
βD⋔d,∂(X).
Remark 6.11. The morphisms in Segal’s cobordism category S are Riemann
surfaces up to diffeomorphism. As described in the introduction, an embedded
oriented surface has a canonical complex structure (determined by being in the
same conformal class as the euclidean metric). Speaking loosely, this gives a
functor C+2 → S, which on morphism spaces look like
Emb(Σ,R∞)/Diff(Σ)→ J(Σ)/Diff(Σ) =M(Σ). (6.4)
Here, J(Σ) denotes the space of complex structures on Σ and M(Σ) is the moduli
space of Riemann surfaces diffeomorphic to Σ. It is a consequence of Teichmüller
theory that (6.4) is a rational homology equivalence if all closed components of Σ
has genus at least 2. Integrally it is usually not an equivalence, due to the action
of Diff(Σ) on J(Σ) not being free in general (because Riemann surfaces can have
non-trivial automorphisms). From our point of view, it is more natural to keep
track of automorphisms, by replacing the orbit space of the action of Diff(Σ) on
J(Σ) by the groupoid that comes from the action. This groupoid represents the
moduli stack M(Σ). From this point of view, S is a 2-category (1-morphisms
being cobordisms with complex structure and 2-morphisms being isomorphisms
of such), and its classifying space is homotopy equivalent to BC+2 . We do not wish
to make these statements precise here, or even give a precise definition of S, but
the main point is that the groupoid of complex structure on Σ and isomorphisms
of such has classifying space homotopy equivalent to BDiff(Σ) because J(Σ) is
contractible.
If on the other hand we stick to the coarse moduli space M(Σ), the resulting
category changes, even rationally. Considering a 2-sphere as a cobordism from
the empty 1-manifold to itself gives a map
BSO(3) ≃ BDiff+(S2)→ ΩBC+2 ≃ Z× BΓ
+
∞, (6.5)
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and it can be seen that the pullback of the “Miller-Morita-Mumford classes” κi
gives κ2i 7→ 2pi, where pi ∈ H
4i(BSO(3)) is the Pontrjagin class. In particular
the map (6.5) is non-trivial in rational cohomology. If we replace C+2 by S, the
map factors through the moduli space M(S2) which is a point. Hence ΩBC+2 and
ΩBS do not have isomorphic rational cohomology.
If we restrict attention to the positive boundary category, the difference between
C+2 and S is much less subject to interpretation. Riemann surfaces with boundary
cannot have automorphisms (which act as the identity on the boundary), and the
map (6.4) is a homotopy equivalence if Σ has no closed components. Again, this
can be used to prove that the positive boundary version of S has classifying space
homotopy equivalent to BC+2 .
7. Harer type stability and C2
[Til97] introduced a version Sb of the category C
+
2,∂ to prove that Z × BΓ∞,n
is homology equivalent to an infinite loop space. This used two properties of
Sb. Firstly that Sb is symmetric monoidal, and secondly that ΩBSb is homology
equivalent to Z × BΓ∞,n. In this section we will prove that ΩBC
+
2,∂ is homology
equivalent to Z×BΓ∞,n, using a version of the argument from [Til97].
The original stability theorem, proved by J. Harer in [Har85] is about the homol-
ogy of the oriented mapping class group. In the language used in this paper, it can
be stated as follows. Consider an oriented surface Wg,n of genus g with n bound-
ary circles. There are inclusions Wg,n → Wg+1,n and Wg,n → Wg,n−1 by adding
the torus W1,2 or the disk W0,1 to one of the boundary circles. Let Diff
+(W, ∂)
denote the group of orientation-preserving diffeomorphisms of W that restrict to
the identity near the boundary, and let
BDiff+(Wg,n; ∂)→ BDiff
+(Wg+1,n; ∂), (7.1)
BDiff+(Wg,n; ∂)→ BDiff
+(Wg,n−1; ∂), (7.2)
be the maps of classifying spaces induced from the above inclusions. Harer’s
stability theorem is that the maps in (7.1) and (7.2) induce isomorphisms, in
integral homology in a range of dimensions that tends to infinity with g. (The
range is approximately g/2 [Iva89].)
In the setup of chapter 5, Harer’s stability theorem concerns the case θ : B →
BO(2), where B = EO(2) ×O(2) (O(2)/SO(2)). Recently, homological stability
theorems have been proved for surfaces with tangential structure in a number of
other situations, which we now list.
• N. Wahl considered stability for non-orientable surfaces in [Wah08]. Let
Sg,n denote the connected sum of g copies of RP
2 with n disks cut out, and
consider the analogue of (7.1) with Diff+(Wg,n; ∂) replaced by Diff(Sg,n; ∂).
She proves a stability range (approximately g/4) for the associated map-
ping class groups π0Diff(Sg,n; ∂) and, using the contractibility of the com-
ponent Diff1(Sg,n; ∂), deduces the homological stability for BDiff(Sg,n; ∂).
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• Stability for spin mapping class groups was established in [Har90] and
[Bau04]. It corresponds to the category Cθ2, with the tangential structure
θ : B Spin(2)→ BO(2), cf. [Gal06].
• Our final example is the stability theorem from [CM06], corresponding to
the tangential structure
θ : EO(2)×O(2) ((O(2)/SO(2))× Z)→ BO(2),
where Z is a simply connected space.
With the above examples in mind, we now turn to a discussion of abstract
stability in a topological category C. We first remind the reader that a square
diagram of spaces
Y //
f

X0
g

X1
p
// X
(7.3)
is homotopy cartesian if for all x ∈ X1 the induced map of the vertical homotopy
fibers
hofib
x
(f)→ hofib
p(x)
(g) (7.4)
is a weak equivalence. Similarly, the diagram (7.3) is homology cartesian if (7.4)
is a homology equivalence, i.e. induces an isomorphism in integral homology. If
the map g is a Serre fibration, then diagram (7.3) is homotopy cartesian if it is
cartesian.
We also remind the reader that if C is a category, then a functor F : Cop → Sets
determines, and is determined by, a category (F ≀ C) and a projection functor
(F ≀ C)→ C, such that the diagram of sets
N1(F ≀ C)
di
//

N0(F ≀ C)

N1C
di
// N0C
(7.5)
is cartesian for i = 0 (so di is the target map). Explicitly, (F ≀ C) is defined by
N0(F ≀ C) = {(x, c) | c ∈ N0C, x ∈ F (c)},
N1(F ≀ C) = {(x, f) | f ∈ N1C, x ∈ F (d0f)}.
Similarly, a functor F with values in the category of spaces determines, and is
determined by, a topological category (F ≀ C) with a projection functor to C such
that the diagram (7.5) is a cartesian diagram of spaces for i = 0. If the category
C itself is topological, then it is better to take this as a definition: A functor F :
Cop → Spaces is a topological category (F ≀C) together with a functor (F ≀C)→ C
such that the diagram (7.5) is a cartesian diagram of spaces for i = 0.
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We return to (7.5) under the assumption that the right hand vertical map is a
Serre fibration. Then the diagram is homotopy cartesian for i = 0. It is homotopy
cartesian also for i = 1, precisely if every morphism f : x → y in C induces a
weak equivalence F (f) : F (y) → F (x). Similarly it is homology cartesian for
i = 1, precisely if every f : x → y induces an isomorphism F (f)∗ : H∗(F (y)) →
H∗(F (x)).
Proposition 7.1. Let F : Cop → Spaces be a functor such that N0(F ≀ C)→ N0C
is a Serre fibration. Suppose that every f : x → y in C induces an isomorphism
F (f)∗ : H∗(F (y)) → H∗(F (x)) and that B(F ≀ C) is contractible. Then for each
object c ∈ C there is a map
F (c)→ ΩcBC
which induces an isomorphism in integral homology.
Proof. The assumptions imply that diagram (7.5) is homology cartesian for i = 0
and i = 1, and by induction every diagram of the form
Nk(F ≀ C)
di
//

Nk−1(F ≀ C)

NkC
di
// Nk−1C
is homology cartesian. Then it follows from [MS76, Proposition 4] that the dia-
gram
N0(F ≀ C)
di
//

B(F ≀ C)

N0C
di
// BC
is homology cartesian, i.e. the induced map of vertical homotopy fibers is a ho-
mology isomorphism. Let c ∈ ObC. Since N0(F ≀ C) → N0C is assumed a Serre
fibration, the homotopy fiber at c of the left vertical map is F (c). Since B(F ≀ C)
is assumed to be contractible, the homotopy fiber of the right vertical map at c
is ΩcBC. 
We apply this in the case where C ⊆ Cθ,∂ is the subcategory of objects (M, a)
with a < 0, and θ : B → BO(2) is a tangential structure for which we have a Harer
type stability theorem. To define a functor F : Cop → Spaces, let S1 ⊆ R2−1+∞
be a fixed circle, and consider the objects bi = {i} × S
1 in (Cθ,∂), i ∈ N. Choose
morphisms βi ⊆ [i, i+1]×R
2−1+∞ from bi to bi+1 which are connected surfaces of
genus 1, and compatible θ-structures on the bi and the βi. We use here that the
tangent bundle of the surface βi ∼= W1,2 can be trivialized. Let Fi : C
op → Spaces
be the functors
Fi(c) = Cθ,∂(c, bi)
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and let
F (c) = hocolim(F0(c)
◦β0
−−→ F1(c)
◦β1
−−→ · · · ).
As a space, N0(Fi ≀ C) is defined by the cartesian diagram
N0(Fi ≀ C) //

X1
(d0,d1)

N0C
(bi,id)
// X0 ×N0C,
where X1 = {(W, a0, a1, l) ∈ N1Cθ,∂ | a0 < 0 < a1} and X0 = {(M, a, l) ∈
N0Cθ,∂ | a > 0}. It follows from [KM97] that the right hand vertical map is a
smooth Serre fibration, so N0(Fi ≀ C) → N0C and in turn N0(F ≀ C) → N0C are
Serre fibrations, as required in Proposition 7.1. The category (Fi ≀C) has terminal
object idbi , so B(Fi ≀ C) is contractible. Therefore B(F ≀C) = hocolimiB(Fi ≀C) is
also contractible. Finally, if c = {t} × Sn, where Sn ⊆ R
2−1+∞ is a disjoint union
of n circles, then the homotopy equivalence (5.5) gives
Fi(c) ≃
∐
g≥0
E Diff(Wg,n+1, ∂)×Diff(Wg,n+1,∂) Bun
∂(TWg,n+1, θ
∗Ud),
where Wg,n+1 is a surface of genus g with n + 1 boundary components, and
Diff(Wg,n+1, ∂) is the topological group of diffeomorphisms of Wg,n+1 restricting
to the identity near the boundary.
Any morphism x→ y in C induces a map Fi(y)→ Fi(x) which corresponds to
including one connected surface W into another connected surface. After taking
the limit g →∞, any morphism x→ y in C induces an isomorphism H∗(F (y))→
H∗(F (x)) in the four cases listed above, cf. [Gal06], [CM06], [Wah08]. In the case
of ordinary orientations we get
F (c) ≃ Z× BΓ∞,n+1,
so we get a new proof of the generalized Mumford conjecture.
Theorem 7.2 ([MW02]). There is a homology equivalence
α : Z× BΓ∞,n → Ω
∞
MT (2)+.
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