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Abstract—We obtain new sum capacity results for the
Gaussian many-to-one and one-to-many interference chan-
nels in channel parameter regimes where the sum capacity
was known only up to a constant gap. Simple Han-
Kobayashi (HK) schemes, i.e., HK schemes with Gaussian
signaling, no time-sharing, and no common-private power
splitting, achieve sum capacity under the channel condi-
tions for which the new results are obtained. To obtain sum
capacity results, we show that genie-aided upper bounds
match the achievable sum rate of simple HK schemes under
certain channel conditions.
I. INTRODUCTION
The K-user Gaussian Interference channel (IC) has
K distinct transmit-receive pairs that interfere with each
other. The capacity region or even the sum capacity are
not known in general. The sum capacity of the Gaussian
IC is known under some channel conditions [1]–[5]. In
[1], the capacity region and sum capacity for the 2-user
IC were determined under strong interference conditions.
In [2]–[5], the sum capacity of the K-user Gaussian IC
was obtained under noisy interference conditions. Under
these conditions, Gaussian signaling and treating inter-
ference as noise at each receiver achieves sum capacity.
In [3], the sum capacity of the 2-user Gaussian IC under
mixed interference conditions was also obtained.
The many-to-one Gaussian IC and one-to-many Gaus-
sian IC are special cases of the Gaussian IC where
only one receiver experiences interference or only one
transmitter causes interference. Even for these simpler
topologies, exact capacity results are hard to obtain. The
one-to-many IC and many-to-one IC were studied in
[5]–[10]. In [6], [7], approximate capacity and degrees
of freedom results are obtained for the many-to-one
and one-to-many ICs. The sum capacity under noisy
interference conditions is obtained for the many-to-one
and one-to-many Gaussian ICs in [5], [8]. The same
results can also be obtained as a special case of the
result in [2]. Recently, for the many-to-one Gaussian
IC, channel conditions under which Gaussian signalling
and a combination of treating interference as noise and
interference decoding is sum rate optimal were obtained
in [9]. In [11], sum capacity was obtained for K-
user Gaussian Z-like interference channels under some
channel conditions. In both [9] and [11], a succes-
sive decoding strategy where interference is decoded
before decoding the desired signal is considered. For
the symmetric many-to-one IC, structured lattice codes
were shown to achieve sum capacity under some strong
interference conditions in [12]. Other special cases of
the Gaussian IC, namely the cyclic IC and cascade IC
were studied in [13], [14].
In this paper, we obtain new sum capacity results
for Gaussian many-to-one and one-to-many ICs. First,
by careful Fourier-Motzkin elimination, we obtain the
Han-Kobayashi (HK) achievable rate region for the K-
user Gaussian many-to-one and one-to-many channels in
simplified form, i.e., only in terms of theK rates R1, R2,
. . ., RK . Then, we focus on simple HK schemes with
Gaussian signaling, no timesharing, and no common-
private power splitting. We show that genie-aided sum
capacity upper bounds match the achievable sum rates
of simple HK schemes under some channel conditions.
We also discuss how the genie-aided bounds used in
this paper differ from the bounds in [15], [16] for the
K-user many-to-one Gaussian IC. Overall, we obtain
new sum capacity results for a larger subset of possible
channel conditions than currently known in exisiting
literature in [5], [8], [9], [11], [12]. In [5], [8] only the
case when all the interference is treated as noise was
considered. In [12], only the symmetric many-to-one IC
was considered. In [9], [11], only a successive decoding
strategy was considered. Furthermore, the conditions
under which sum capacity is achieved in [11] are not
obtained explicitly in terms of the channel parameters.
We allow joint decoding of the desired and interfering
signals as well and obtain conditions explicitly in terms
of the channel parameters. In the simple HK schemes
considered in our paper, either the interference from a
particular transmitter is decoded fully or gets treated as
noise. For the many-to-one case, we consider schemes
where k out of K-1 interfering signals are decoded
at receiver 1. For the one-to-many case, we consider
schemes where k out of K-1 receivers decode the
interfering signal.
+
+
+
+
z1
z2
z3
zK
h2
h3
hK
1
1
1
y1
y2
y3
yK
x1
x2
x3
xK
1
(a) Many-to-one IC
+
+
+
+
1
z1
z2
z3
zK
h1
h2
h3
1
1 y1
y2
y3
yK
x1
x2
x3
xK
1
(b) One-to-many IC
Fig. 1: Channel Models in standard form
The channel models (in standard form) for the Gaus-
sian many-to-one and one-to-many ICs are shown in Fig.
1. As an illustration of the new results in this paper, the
channel conditions under which sum capacity results are
obtained for the 3-user many-to-one and one-to-many
ICs are shown in Figs. 2 and 3. In the figures, the shaded
regions represent the new regions where sum capacity is
determined in this paper.
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Fig. 2: Channel conditions where sum capacity is
obtained for the 3-user many-to-one IC, P1 = P2 =
P3 = 2.
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Fig. 3: Channel conditions where sum capacity is
obtained for the 3-user one-to-many IC, P1 = P2 =
P3 = 1.
II. CHANNEL MODELS IN STANDARD FORM
The received signals in the Gaussian many-to-one IC
in standard form are given by:
y1 = x1 +
K∑
j=2
hixi + z1 (1)
yi = xi + zi, i = 2, 3, ...,K, (2)
where xi is transmitted from transmitter i, zi ∼ N (0, 1)
for each i. The average power constraint at transmitter
i is Pi. Similarly, the received signals in the Gaussian
one-to-many IC in standard form are given by:
yi = xi + hixK + zi, i = 1, 2, 3, · · · ,K − 1 (3)
yK = xK + zK. (4)
III. ACHIEVABLE RATE REGION FOR
HAN-KOBAYASHI (HK) SCHEME IN SIMPLIFIED FORM
A. Many-to-one IC
Let Wi be the message at transmitter i. For each i =
2, 3, ...,K , the message is split into two parts Wi =
{Wi0,Wi1}, where Wi0 is common message that gets
decoded at receiver i and also at receiver 1, and Wi1 is
the private message that gets decoded only at receiver
i. The HK achievable rate region in simplified form in
the Theorem below is stated for the discrete memoryless
channel, and can be readily extended to the Gaussian
many-to-one IC with average power constraints using
standard approaches [17], [18].
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Theorem 1. For the discrete memoryless K-user many-
to-one IC, the HK achievable rate region is given by the
set of all (R1, R2, . . . , RK) that satisfy:
R1 +
∑
j∈N
Rj ≤
∑
j∈N
I(Xj ;Yj |Q,Uj)
+ I(UNX1;Y1|UF−N , Q), ∀N ⊆ F (5)
Ri ≤ I(Xi;Yi|Q), i ∈ [2 : K] (6)
where UA = {Ui, i ∈ A}, F = {2, 3, ...,K} and
(Q,U2, U3, . . . , UK, X1, X2, . . .XK) is distributed as
p(q, u2, . . . , uK, x1, . . . , xK)
= p(q)p(x1|q)
K∏
i=2
(p(ui|q)p(xi|ui, q).
Proof. See Appendix A.
Corollary 1. The achievable sum rate S for a discrete
memoryless many-to-one IC satisfies:
S ≤
∑
i∈N
I(Xi;Yi|Q,Ui) +
∑
i∈F−N
I(Xi;Yi|Q)
+ I(UNX1;Y1|UF−N , Q), ∀N ⊆ F , (7)
where F = {2, 3, . . . ,K}.
Proof. See Appendix B for proof.
Simple HK schemes: Consider HK schemes with
Gaussian signaling, no timesharing, and no common-
private power splitting, i.e., Xi ∼ N (0, Pi), ∀ 1 ≤
i ≤ K , Q is constant, and Ui = Xi, i ∈ B and
Ui = φ, i /∈ B for a fixed B ⊆ {2, 3, . . . ,K}. The set
B denotes the indices of the set of transmit messages
decoded at receiver 1. For simple HK schemes, we get
the following sum rate result directly from Corollary 1.
Corollary 2. The achievable sum rate of a simple HK
scheme over the Gaussian many-to-one IC satisfies:
S ≤ 1
2
∑
i/∈B
log(1 + Pi) +
1
2
∑
i∈M
log(1 + Pi)
+
1
2
log

1 +
P1 +
∑
i∈B−M
h2iPi
1 +
∑
i/∈B
h2iPi

 , ∀M ⊆ B (8)
for a fixed B ⊆ {2, 3, . . . ,K}.
In the above theorem, we get a sum rate constraint for
each subset M of B.
B. One-to-many IC
Let I denote the set of indices of the receivers at
which interference is decoded, and J be the set of
receivers at which interference is treated as noise, i.e.,
J = {1, 2, · · · ,K − 1}\I. Let Wi be the message
at transmitter i. The message WK gets split into two
parts WK = {WK0,WK1}, where WK0 represents the
common message that gets decoded at every receiver in
I and WK1 is the private message that gets decoded
only at receiver K .
Theorem 2. For the discrete memoryless K-user one-
to-many IC, the HK achievable rate region is given by
the set of all (R1, R2, . . . , RK) that satisfy
Ri ≤ I(Xi;Yi|Q), i ∈ J
Ri ≤ I(Xi;Yi|Q,U), i ∈ I
Ri +RK ≤ I(Xi, U ;Yi|Q) + I(XK ;YK |Q,U), i ∈ I
RK ≤ I(XK ;YK |Q),
where (Q,U,X1, X2, . . . , XK) is distributed as
p(q, u, x1, x2, ..xK) = p(q)
K−1∏
i=1
p(xi|q)p(u|q)p(xK |u, q).
Proof. See Appendix C.
Simple HK scheme: Let Xi ∼ N (0, Pi), ∀ 1 ≤ i ≤
K , Q is constant, and U = XK . From Theorem 2, we
directly get the following result.
Corollary 3. The achievable rate region for the simple
HK scheme over the Gaussian one-to-many IC is given
by:
Ri ≤ 1
2
log(1 +
Pi
1 + h2iPK
), i ∈ J , (9)
Ri ≤ 1
2
log(1 + Pi), i ∈ I, (10)
Ri +RK ≤ 1
2
log(1 + Pi + h
2
iPK), i ∈ I, (11)
RK ≤ 1
2
log(1 + PK). (12)
Corollary 4. The achievable sum rate S for the simple
HK scheme over the Gaussian one-to-many IC when
J = φ satisfies
S ≤
K∑
j=1
1
2
log(1 + Pj), (13)
S ≤
K−1∑
j=1
j 6=i
1
2
log(1 + Pj) +
1
2
log(1 + Pi + h
2
iPK),
3
∀ 1 ≤ i ≤ K − 1. (14)
Proof. See appendix D.
IV. SUM CAPACITY RESULTS
A. Gaussian many-to-one IC
Consider the simple HK scheme with B =
{2, 3, . . . , k}, i.e., interference from transmitters 2 to k
are decoded at receiver 1. We choose successive indices
2 to k only for notational convenience, and the results
can be generalized to any set of k − 1 indices by just
relabeling the transmitters. For this case, from (8), we
have the following 2k−1 sum rate constraints:
S ≤ 1
2
K∑
i=k+1
log(1 + Pi) +
1
2
∑
i∈M
log(1 + Pi)
+
1
2
log

1 +
P1 +
∑
i∈B−M
h2iPi
1 +
K∑
i=k+1
h2iPi

 , ∀M ⊆ B. (15)
The least of these 2k−1 upper bounds will determine
the maximum achievable sum rate for this simple HK
scheme. We will now discuss two cases below where
we can show that the simple HK scheme achieves sum
capacity.
Case 1 (MIk0): Here we consider the case when
the inequality corresponding to M = B in (15) is the
dominant inequality, i.e., its right hand side is the least.
Theorem 3. For the K-user Gaussian many-to-one IC
satisfying the following channel conditions:
∏
i∈B−N
(1 + Pi).(1 +
K∑
j=k+1
h2jPj + P1) ≤
1 +
∑
i/∈N
h2iPi + P1, ∀N ⊂ B,N 6= B, (16)
K∑
j=k+1
h2j ≤ 1, (17)
where B = {2, 3, . . . , k} , k ∈ {1, 2, ..,K}, the sum
capacity is given by
S =
1
2
log
(
1 +
P1
1 +
∑K
j=k+1 h
2
jPj
)
+
K∑
i=2
1
2
log(1+Pi).
(18)
Proof. The converse or upper bound has already been
proved in [9, Thm. 7] under the condition (17) using
the genie-aided channel in Fig. 4a. This sum rate can
be achieved by the simple HK scheme if the inequality
corresponding to the M = B case is the dominant
inequality in (15). This inequality is dominant if the
conditions in (16) are satisfied.
Remark 1. The case of k = 1 is taken to be B = φ
resulting in condition (17) alone, thereby recovering the
sum capacity result for treating all interference as noise
in [5].
Remark 2. The achievability conditions in (16) are less
stringent than the achievability conditions in [9] since
joint decoding in the simple HK scheme is better than
the successive interference cancellation decoding used
in [9]. This can be noted in Fig. 2 where the region ob-
tained using this theorem includes an additional shaded
region for the caseMI30 compared to the result in [9].
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Fig. 4: Side Information for the genie-aided channels
Case 2 (MIk1): Here we consider the case when
the inequality corresponding to M = B\{k} =
{2, 3, . . . , k − 1} in (15) is the dominant inequality.
Theorem 4. For the K-user Gaussian many-to-one IC
satisfying the following channel conditions:
∏
i/∈B−N
(1 + Pi)
(
1 + P1 +
K∑
i=k+1
h2iPi +
∑
i∈B−N
h2iPi
)
≥
K∏
i=2,i6=k
(1 + Pi)(1 + P1 +
K∑
j=k
h2jPj) (19)
∀N ⊆ B,N 6= {2, 3, .., k − 1} and B = {2, 3, ...k}
K∑
i=k+1
h2i ≤ 1− ρ2, ρhk = 1 +
K∑
i=k+1
h2iPi (20)
the sum capacity is given by
S =
K∑
i=2
i6=k
1
2
log(1 + Pi) +
1
2
log

1 + P1 + h2kPk
1 +
K∑
i=k+1
h2iPi

.
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Proof. The sum rate S in the theorem statement can
be achieved by the simple HK scheme if the inequality
corresponding toM = B\{k} is the dominant inequality
in (8). This inequality is dominant if (19) is satisfied.
For the converse or upper bound, we consider the
genie-aided channel in Fig. 4b, where a genie provides
the signal sn1 = {xn2 ,xn3 , ...,xnk−1} to receiver 1 and the
signal snk =
K∑
i=k
hix
n
i +w
n to receiver k, where wn is
i.i.d. N (0, 1), and w and zk are jointly Gaussian with
E[wzk] = ρ. Now, we have
nS ≤ I(xn1 ;yn1 |sn1 ) +
K∑
i=2,i6=k
I(xni ;y
n
i ) + I(x
n
k ;y
n
k , s
n
k )
= h(yn1 |sn1 )− h(yn1 |sn1 ,xn1 ) +
K∑
i=2,i6=k
(h(yni )− h(zni ))
+h (snk) + h(y
n
k |snk )− h(ynk , snk |xnk )
(a)
≤ nh(y1G|s1G)− h(yn1 |sn1 ,xn1 ) +
k−1∑
i=2
(nh(yiG)
−nh(zi)) +
K∑
i=k+1
(h(yni )− nh(zi)) + h (snk )
+nh(ykG|skG)− h
(
K∑
i=k+1
hix
n
i +w
n|znk
)
− h(znk )
(b)
≤ nh(y1G|s1G) +
k−1∑
i=2
(nh(yiG)− nh(zi))
+
K∑
i=k+1
(h(yni )− nh(zi)) + nh(ykG|skG)
−h
(
K∑
i=k+1
hix
n
i +w
n|znk
)
− nh(zk)
(c)
≤ nh(y1G|s1G) +
k−1∑
i=2
(nh(yiG)− nh(zi))
+
K∑
i=k+1
(nh(yiG)− nh(zi)) + nh(ykG|skG)
−nh(
K∑
i=k+1
hixiG + w|zk)− nh(zk)
(∗)
= nh(y1G|s1G) +
K∑
i=2,i6=k
nI(xiG; yiG)+
nI(xkG; ykG,skG)
Strategy Channel conditions
MI21 (i) h22 ≤ 1 + P1 + h
2
3
P3,
h23 ≤ 1−
(
1+h2
3
P3
h2
)2
, h22 ≥ 1
(ii) h2
3
≤ 1 + P1 + h22P2,
h22 ≤ 1−
(
1+h2
2
P2
h3
)2
, h23 ≥ 1
MI30 h22 ≥ 1 + P1, h
2
3 ≥ 1 + P1
h22P2 + h
2
3P3 ≥ ((1 + P2)(1 + P3)− 1)(1 + P1)
MI31 (i) h22 ≥ 1 + P1 + h
2
3
P3, h
2
3
≤ 1 + P1, h23 ≥ 1,
1+P3
1+P2
≥
1+P1+h
2
3
P3
1+P1+h
2
2
P2
((i) h23 ≥ 1 + P1 + h
2
2P2, h
2
2 ≤ 1 + P1, h
2
2 ≥ 1,
1+P2
1+P3
≥
1+P1+h
2
2
P2
1+P1+h
2
3
P3
TABLE I: Channel conditions under which sum capacity
is achieved using simple HK schemes in Theorems 3 and
4 for the 3-user Gaussian many-to-one IC. Conditions
for MI10 and MI20 are already given in [9]. These
conditions are plotted in Fig. 2 for a given set of power
constraints.
(d)
= nI(x1G; y1G|s1G) +
K∑
i=2,i6=k
nI(xiG; yiG)+
nI(xkG; skG)
= nI(x1G, xkG; y1G|s1G) +
K∑
i=2,i6=k
nI(xiG; yiG),
where xiG ∼ N (0, Pi), siG and yiG represent
the Gaussian side information and output that re-
sult when all the inputs are Gaussian as described
in [5], (a) follows from the fact that Gaussian in-
puts maximize differential entropy and h(ynk , s
n
k |xnk ) =
h(znk ) + h
(
K∑
i=k+1
hix
n
i +w
n|znk
)
, (b) follows from
h(yn1 |sn1 ,xn1 ) = h (snk ), (c) follows from application of
[9, Lemma 2] to
K∑
i=k+1
h(yni )− h(
K∑
i=k+1
hix
n
i +w
n|znk )
under (20), and (d) follows from the fact that xkG →
skG → ykG forms a Markov Chain [5, Lemma 8] for
our choice of ρ in (20).
The results in Theorems 3 and 4 for the Gaussian K-
user many-to-one IC are now listed in Table I for the
3-user case.
Remark 3. In [11], only a successive decoding strategy
where the desired signal is always decoded after de-
coding the interfering signals, is considered. However,
jointly decoding the interfering signal and the desired
5
signal (Scheme MIk1) is required above to achieve
capacity. Furthermore, unlike [11], the conditions are
obtained explicitly in terms of the channel parameters.
For more detailed explanation, see Appendix E.
Remark 4. The outer bound in [15, Theorem 2] for the
3-user case matches our outer bound only for MI21.
Our K-user upper bounds are tighter than the K-
user upper bounds in [16] for the many-to-one setting.
Furthermore, the genie signal used in Theorem 4 is
different from the genie signals considered in [16]. For
more detailed explanation, see Appendix F.
Remark 5. In [7], there is an example 3-user channel
where the HK scheme does not achieve capacity, while a
scheme based on interference alignment does. It can be
verified that this 3-user example channel, when written
in standard form, does not satisfy any of the conditions
under which sum capacity is derived in this paper. For
more detailed explanation, see Appendix G.
B. Gaussian One-to-many IC
Consider the simple HK scheme where interference
from transmitter K is decoded at k receivers. Without
loss of generality, we can consider the set these k
receivers to be I = {1, 2, . . . , k} and J = {k + 1, k +
2, . . . ,K − 1} (other choices can be easily handled by
relabeling the receivers). We denote this scheme to be
OIk.
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Fig. 5: Side information for the genie-aided channels
Theorem 5. For the K-user Gaussian one-to-many IC
satisfying the following conditions:
1 + Pi ≤ |hi|2, 1 ≤ i ≤ k, (21)
K−1∑
j=k+1
|hj |2PK + |hj |2
|hj |2PK + 1 ≤ 1, (22)
the sum capacity is given by
S =
1
2
k∑
i=1
log(1 + Pi) +
1
2
log(1 + PK)+
+
1
2
K−1∑
j=k+1
log
(
1 +
Pj
1 + |hj |2PK
)
. (23)
Proof. For achievabililty, consider the achievable rate
region in Corollary 3 for the simple HK scheme OIk.
Under (21), constraint (11) is redundant. From the
remaining constraints (9), (10), and (12), we get the
achievable sum rate to be equal to the sum capacity in
the theorem statement.
For the converse, consider the genie-aided channel in
Fig. 5a, where a genie provides xK to receivers 1 to k.
The first k receivers can now achieve the point-to-point
channel capacities without any interference. The genie-
aided channel can be considered to be a combination of
these k point-to-point channels and a Gaussian one-to-
many IC with users k+ 1 to K of the original channel.
The sum capacity of the k point-to-point channels cor-
responds to the first term in the right hand side of (23).
The sum capacity of the Gaussian one-to-many IC with
users k + 1 to K is upper bounded by the sum of the
second and third terms in (23) under condition (22) [5,
Thm. 5]. Thus, we have the required sum capacity result.
Now, we consider the special case where I =
{1, 2, . . . ,K − 1} and J = φ, i.e., the interference gets
decoded at all receivers. For this special case, we now
have a sum capacity result for conditions not included
in Theorem 5. We will denote this case OIK−11 .
Theorem 6. For the K-user Gaussian one-to-many IC
satisfying the following conditions:
1 ≤ h2l ≤ 1 + Pl (24)
h2l
1 + Pl
≤ h
2
i
1 + Pi
, 1 ≤ i ≤ K − 1 and i 6= l (25)
for any l ∈ {1, 2, . . . ,K − 1}, the sum capacity is
S =
1
2
K−1∑
j=1,j 6=l
log(1+Pj)+
1
2
log(1+Pl+h
2
l PK). (26)
Proof. For achievability, consider the achievable sum
rate in corollary 4. The sum capacity in (26) is the right-
hand side of the inequality corresponding to i = l in
Corollary 4. This inequality is the dominant inequality
under conditions (24) and (25).
For the converse, consider the genie-aided channel
(shown in Fig. 5b for l = 1), where a genie provides
6
Strategy Channel conditions
OI0
2∑
j=1
h2jPK+h
2
j
h2
j
PK+1
≤ 1
OI1 (i) h
2
1
≥ 1 + P1, h22 ≤ 1
(ii) h2
2
≥ 1 + P1, h21 ≤ 1
OI2 h
2
1 ≥ 1 + P1, h
2
2 ≥ 1 + P2
OI21 (i) 1 ≤ h
2
2
≤ 1 + P1, h22 ≥
1+P2
1+P1
h2
1
(ii) 1 ≤ h2
1
≤ 1 + P2, h21 ≥
1+P1
1+P2
h2
2
TABLE II: Channel conditions under which sum capac-
ity is achieved using simple HK schemes in Theorems
5 and 6 for the 3-user Gaussian one-to-many IC. These
conditions are plotted in Fig. 2 for a given set of power
constraints.
xK to all receivers 1 to K − 1 except receiver l. The
genie-aided channel is a combination of K− 2 point-to-
point channels and a Gaussian one-sided IC with users l
and K of the original channel. The sum capacity of the
K − 2 point-to-point channels corresponds to the first
term in (26). The sum capacity of the Gaussian one-
sided IC with users l and K is upper bounded by the
second term in (26) under condition (24) [19, Thm. 2].
Thus, we have the required result.
The results in Theorems 5 and 6 for the Gaussian K-
user one-to-many IC are now listed in Table II for the
3-user case.
V. CONCLUSIONS
We derived new sum capacity results for the K-
user Gaussian many-to-one and one-to-many ICs, for
new classes of channel conditions (cases MIk0,
MIk1, OIk, OIK−11). In all these cases, simple HK
schemes with Gaussian signaling, no time-sharing and no
common-private power splitting achieve sum capacity.
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APPENDIX
A. Proof of Theorem 1
Let Si, i = 2, 3, . . . ,K , denote the rates for private
messages Wi1, i = 2, 3, . . . ,K , respectively. Let Ti, i =
2, 3, . . . ,K , denote the rates for common messagesWi0,
i = 2, 3, . . . ,K , respectively. Note that Ri = Si + Ti,
i = 2, 3, . . . ,K . Using standard analysis of HK schemes,
we get the following achievable rate region in terms of
{Ri} and {Ti}:
Ri − Ti ≤ I(Xi;Yi|Q,Ui) (27)
Ri ≤ I(Xi;Yi|Q), (28)
for i = 2, 3, . . . ,K , and
R1 +
∑
i∈N
Ti ≤ I(UN , X1;Y1|Q,UF−N ) (29)
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for all possible N ⊆ F and F = {2, 3, . . . ,K}. We also
add the trivial constraints
Ti ≥ 0, Ti ≤ Ri. (30)
The simplified rate region in (5) and (6) in terms of
only the Ri’s can be obtained using Fourier-Motzkin
elimination. The main steps of the Fourier-Motzkin
elimination are provided below.
We eliminate the variables in the following sequence:
T2, T3, . . . , TK . After eliminating T2, T3, . . . , Tk, the set
of inequalities is given by:
R1 +
∑
i∈N
Ri +
∑
i∈S
Ti ≤
∑
i∈N
I(Xj ;Yj |Q,Uj)
+I(UN , US , X1;Y1|UF−(S⋃N ), Q), ∀N ⊆ {2, 3, . . . , k},
S ⊆ {k + 1, . . . ,K}.
For k + 1 ≤ i ≤ K
Ri − Ti ≤ I(Xi;Yi|Q,Ui),
Ti ≥ 0, Ti ≤ Ri.
For 2 ≤ i ≤ K
Ri ≤ I(Xi;Yi|Q). (31)
This can be proved by induction.
Setting k = K , we get the required inequalities in (5)
and (6) after elimination of T2, T3, . . . , TK .
B. Proof of Corollary 1
Corollary 1 is also proved using Fourier-Motzkin
elimination starting from the result in Theorem 1.
First, we substitute R1 = S −
∑K
i=2Ri. Then,
we eliminate the variables in the following sequence:
R2, R3, . . . , RK . After eliminating R2, R3, . . . , Rk, the
set of inequalities is given by:
S −
∑
i∈B
Ri ≤
∑
i∈(S−B)
I(Xi;Yi|Q,Ui) +
∑
i∈N
I(Xi;Yi|Q,Ui)
∑
i∈M−N
I(Xi;Yi|Q) + I(US−B, UN , X1;Y1|UM−N , UB, Q),
∀B ⊆ S and S = {k + 1, . . . ,K} and ∀N ⊆ M and
M = {2, 3, . . . , k}, and for k + 1 ≤ i ≤ K
Ri ≤ I(Xi;Yi|Q). (32)
This can be proved by induction.
Setting k = K , we get the required result in (7) after
elimination of R2, R3, . . . , RK .
C. Proof of theorem 2
Let S denote the rate of the private message WK1
and T denote the rate of the common message WK0.
Note that RK = S + T . Using standard analysis of HK
schemes, we get the following achievable rate region in
terms of {Ri} and {T }:
Ri ≤ I(Xi;Yi|Q), i ∈ J
Ri ≤ I(Xi;Yi|U,Q), i ∈ I
Ri + T ≤ I(XiU ;Yi|Q), i ∈ I
RK − T ≤ I(XK ;YK |U,Q)
RK ≤ I(XK ;YK |Q)
Using Fourier-Motzkin elimination to eliminate T , we
get the rate region in Thoerem 2.
D. Proof of corollary 4
Given J = φ, we get the following rate constraints:
Ri ≤ 1
2
log(1 + Pi), 1 ≤ i ≤ K − 1
Ri +RK ≤ 1
2
log(1 + Pi + h
2
iPK), 1 ≤ i ≤ K − 1
RK ≤ 1
2
log(1 + PK).
First, we substitute RK = S −
∑K−1
i=1 Ri. Then,
we eliminate the variables in the following sequence:
R1, R2, . . . , RK−1. After eliminating R1, R2, . . . , Rk,
the set of inequalities is given by:
Ri ≤ 1
2
log(1 + Pi), k + 1 ≤ i ≤ K − 1
S −
K−1∑
j=k+1
Rj ≤
k∑
j=1
1
2
log(1 + Pj) +
1
2
log(1 + PK)
S −
K−1∑
j=k+1
Rj ≤
k∑
j=1,j 6=i
1
2
log(1 + Pj)+
1
2
log(1 + Pi + h
2
iPK), 1 ≤ i ≤ k
S −
K−1∑
j=k+1,j 6=i
Rj ≤
k∑
j=1
1
2
log(1 + Pj) +
1
2
log(1 + Pi + h
2
iPK),
k + 1 ≤ i ≤ K − 1
This can be proved by induction.
Setting k = K − 1, i.e., after elimination of
R1, R2, . . . , RK−1, we get the required inequalities in
(13) and (14).
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E. Regarding Remark 3
In [11, Theorem 2], channel conditions under which
sum capacity is achieved for a Z-like Gaussian interfer-
ence channel are identified. A many-to-one channel can
be naturally considered as a special case of this channel.
This has been considered in [11] and by considering
an appropriate channel matrix H for the many-to-one
IC, the channel conditions necessary for achieving sum-
capacity for the MI10 case (where all interference is
treated as noise) were obtained in [11, Example 1]. This
result cannot be used to obtain the sum capacity results
in this paper for any other simple HK scheme.
In [11, Theorem 3], the result is extended to a general
K-user IC by using a ”successive decoding strategy”. The
simple HK schemes we consider are more general than
and include the successive decoding strategy considered
in [11]. Furthermore, [11, Theorem 3] does not give the
conditions explicitly in terms of the channel parameters
as done in this paper.
If we consider the general (not Z-like) case where
only the receiver k suffers interference in the many-to-
one IC, the rate conditions from [11, Theorem 3] are
nothing but the HK achievable region when Ui = Xi
for i ∈ {2, 3, . . . k} and Ui = φ for i ∈ {k + 1, . . .K}
in Theorem 1. Following our simplification in this paper
gives the constraints on sumrate given by (15) when
M = B = {2, 3, ...k}. Further simplification leads us
to get the explicit conditions in terms of the channel
paramters for case MIk0 in (16) to achieve sum-rate
capacity. Results for the case MIk1 cannot be obtained
based on [11, Theorem 3] because of the successive
decoding strategy limitation.
F. Regarding Remark 4
For the 3-user many-to-one IC, the upper bound on
sum capacity in [15, Theorem 2] reduces to
R1 +R2 +R3 ≤ I(X1G;Y1G) + I(X2G;Y2G, S2G)
+I(X3G;Y3G),
if h23 ≤ σ2VN2 , where VN2 = (N2|Z2) and E[Z2N2] =
ρN2 , where S2G = h2X2G + h3X3G +N2. This upper
bound matches with the equation marked (*) in the proof
of Theorem 4. Thus, for theMI21 case, the upper bound
in [15, Theorem 2] and the upper bound in Theorem 4
in this paper match. However, for the other cases and for
general K , we have a tighter bound for the many-to-one
channel. In [16], it is pointed out that [15, Theorem2]
cannot be easily extended to the K-user IC.
G. Regarding Remark 5
In [7, Section II.B], the authors consider the following
3 user Gaussian many-to-one IC.
y1 = βx˜1 + βx˜2 + βx˜3 + z1,
y2 =
√
βx˜2 + z2,
y3 =
√
βx˜3 + z3,
where zi ∼ N (0, 1) for each i ∈ {1, 2, 3}. The average
power constraint at transmitter i is P˜i = 1 for i = 1, 2, 3.
This channel can be converted to standard form by
defining
x1 = β.x˜1, x2 =
√
β.x˜2, x3 =
√
β.x˜3.
The many-to-one channel in standard form (as in (1) and
(2)) is given by
y1 = x1 +
√
βx2 +
√
βx3 + z1
y2 = x2 + z2
y3 = x3 + z3,
with power constraints
P1 = β
2P˜1 = β
2, P2 = βP˜2 = β, P3 = βP˜3 = β,
and h2 = h3 =
√
β.
In [7, Section II. B], the authors prove that for β ≥ 2,
the capacity cannot be achieved by any HK-type scheme.
We can see that the above channel in standard form does
not satisfy any of the conditions given in Table I or the
conditions for MI10 and MI20 given in [9]. As an
illustration, we explicitly see how they do not satisfy
the conditions necessary forMI30. The other conditions
can be checked similarly. To satisfy the conditions for
MI30, the following conditions must be satisfied.
β ≥ 1 + β2
2β2 ≥ ((1 + β)2 − 1)(1 + β2)
We can see that for β ≥ 2 none of the above conditions
are satisfied.
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